Automatic segmentation of head and neck CT images for radiotherapy treatment planning using multiple atlases, statistical appearance models, and geodesic active contours
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Purpose: Accurate delineation of organs at risk (OARs) is a precondition for intensity modulated radiation therapy. However, manual delineation of OARs is time consuming and prone to high interobserver variability. Because of image artifacts and low image contrast between different structures, however, the number of available approaches for autosegmentation of structures in the head-neck area is still rather low. In this project, a new approach for automated segmentation of head-neck CT images that combine the robustness of multiatlas-based segmentation with the flexibility of geodesic active contours and the prior knowledge provided by statistical appearance models is presented.

Methods: The presented approach is using an atlas-based segmentation approach in combination with label fusion in order to initialize a segmentation pipeline that is based on using statistical appearance models and geodesic active contours. An anatomically correct approximation of the segmentation result provided by atlas-based segmentation acts as a starting point for an iterative refinement of this approximation. The final segmentation result is based on using model to image registration and geodesic active contours, which are mutually influencing each other.

Results: 18 CT images in combination with manually segmented labels of parotid glands and brainstem were used in a leave-one-out cross validation scheme in order to evaluate the presented approach. For this purpose, 50 different statistical appearance models have been created and used for segmentation. Dice coefficient (DC), mean absolute distance and max. Hausdorff distance between the autosegmentation results and expert segmentations were calculated. An average Dice coefficient of $DC = 0.81$ (right parotid gland), $DC = 0.84$ (left parotid gland), and $DC = 0.86$ (brainstem) could be achieved.

Conclusions: The presented framework provides accurate segmentation results for three important structures in the head neck area. Compared to a segmentation approach based on using multiple atlases in combination with label fusion, the proposed hybrid approach provided more accurate results within a clinically acceptable amount of time. © 2014 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4871623]
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1. INTRODUCTION

In the past two decades intensity modulated radiotherapy (IMRT) became the state of the art method for the treatment of head-neck cancer by improving the sparing of organs at risk (OARs). For an efficient and safe use of IMRT, however, an exact delineation of OARs in 3D CT volumes has to be performed. This task is also referred to as segmentation and is traditionally performed by medical experts following anatomical definitions. According to Harari et al., the segmentation of a single head-neck case takes 2.7 h on average.\(^1\) In addition, manual segmentation is prone to inter- and intraobserver variability,\(^2\) which can directly influence the quality of the treatment plan and especially the dose distribution for OARs.\(^3\)
Consequently, the development of fully automatic segmentation approaches for radiotherapy planning in the head neck area became a very active field of research. However, due to low contrast of soft tissue in head and neck CT images and also due to image artifacts (e.g., caused by dental implants), the number of applicable automatic segmentation approaches is still rather low. Most of the presented approaches are either based on the usage of (multiple) atlases or statistical models of shape and/or appearance (SSM, SAM).

Atlas-based segmentation turned out to be a good choice in a number of segmentation scenarios due to its robustness and its potential to perform segmentation without user interaction. Using a reference (=atlas) image, in which structures of interest are presegmented, the optimal transformation between the atlas image and the image to be segmented has to be identified. By applying this transformation to the segmented structures of interest, a segmentation for all labeled structures in the atlas image can be obtained. When using atlas-based approaches the challenges are twofold: First, a (deformable) registration method that is capable of aligning patient and atlas images accurately—also in the presence of noise—has to be found. For this purpose, different approaches like Demons registration,\textsuperscript{4} block-matching,\textsuperscript{5} and B-Spline registration\textsuperscript{6} have been used. Second, due to physiologic or pathologic anatomical variations of certain organs of interest, establishing exact correspondences between a given atlas image and a new patient CT is not always feasible. Consequently, approaches based on the usage of atlases that reflect an average patient anatomy\textsuperscript{7} or the usage of multiple atlases in combination with different atlas selection strategies\textsuperscript{8, 9} have been proposed. In addition, voting schemes that mark single voxels as being inside or outside of OARs (Refs. 10 and 11) have been introduced. However, approaches based on voxel-wise voting do not necessarily provide closed surfaces, which can result in isolated voxels in the final segmentation result. Such anatomically incorrect labels can affect subsequent treatment planning and require time consuming manual editing. Consequently, hybrid approaches that postprocess the result of the atlas-based segmentation by using active contours\textsuperscript{6} and graph cuts\textsuperscript{12, 13} have been introduced.

In contrast to atlas-based segmentation, approaches based on the usage of statistical shape or appearance models\textsuperscript{14, 15} for automatic delineation typically provide closed and anatomically correct surfaces by restricting the final segmentation results to anatomically plausible shapes described by the statistical model. In a (separate) training phase, characteristic variations of shape or appearance of one or multiple structures of interest are learned by using a training set of images in combination with correct delineations of the structures of interest. As a result, anatomically correct shape or appearance variations of structures of interest can be represented in a compact form by using, e.g., landmarks,\textsuperscript{14, 15} surface meshes,\textsuperscript{16} or vector fields\textsuperscript{17} in combination with statistics on voxel intensities and principal component analysis (PCA).\textsuperscript{18}

In the actual segmentation process, the best fitting model instance for a new patient has to be found for each structure of interest in order to obtain a final segmentation result. A common problem of traditional segmentation approaches based on SAM/SSM, however, is that they are often limited to specific shapes described by the statistical model, which makes them less flexible and highly dependent on large training sets. In addition, they require proper prealignment of the model to the image. In order to overcome this problem, the model often has to be prealigned to the image by an expert user or by using different types of model to image registration approaches. Commonly, the average shape of an organ is used as a starting point for an evolutionary process that provides a final segmentation by identifying the best fitting model instance for a new image. In order to prevent the model-based segmentation approaches to run into local minima, SAMS and SSMS have been combined with atlas-based segmentation\textsuperscript{4} in order to provide a better initialization for the model-based segmentation. Recently, Wachinger \textit{et al.} have presented a hybrid-approach for the segmentation of the parotid glands, which is based on the usage of Gaussian Processes in combination with random forests.\textsuperscript{19}

The purpose of the presented study was to develop a novel hybrid approach for the fully automatic segmentation of structures in the head-neck area that combines multiatlas-based segmentation (MABS) with geodesic active contours\textsuperscript{20} and statistical appearance models. By this means, the strengths of each of the single methods should be efficiently combined in one hybrid approach. In the presented approach, a multiatlas-based segmentation approach is used to define an initial surface. Subsequently, an anatomically correct approximation of this initial surface is calculated. This approximation is used to initialize a segmentation process, in which statistical appearance models and geodesic active contours\textsuperscript{20} mutually guide each other, in order to obtain a final segmentation result. By using this combination of three approaches, the robustness of atlas-based segmentation shall be combined with the flexibility of geodesic active contours and the prior information about anatomically plausible appearances of a structure provided by the appearance models. The model building step, as well as the segmentation itself can be performed without any user interaction. The general work-flow of this segmentation framework is also illustrated in Fig. 1.

The proposed algorithm will be used to segment the brainstem as well as both parotid glands. Both of these structures are highly critical for RT planning and also highly challenging for autosegmentation approaches, since they are susceptible to images noise and partly show very low intensity differences to neighboring organs. In addition, the shape of the parotid gland is highly variable, which is posing a major challenge for the creation of SAMs especially if only a limited number of training data-sets is available. In the remainder of this paper, the technical background of the model creation and segmentation pipelines will be presented (Sec. 2). Thereafter, a detailed description of the performed experiments (Sec. 3) and evaluation of the new hybrid approach (Sec. 4), including a discussion of the results (Sec. 5) will be provided.

2. METHODS

Notational remark: In the following, an upper case letter (e.g., $S$) in the subscript of a variable name (e.g., $L_S$ or $I_S$)
depicts a whole set (of images, labels, or transformations), whereas a lower case letter (e.g., $s$) in the subscript depicts one single instance (of an image, label, or transformation) (e.g., $L_s$ or $I_s$).

2.A. Preprocessing of atlas images

In a preprocessing step, all 18 available atlases (17 for right parotid gland) were pre-aligned to one reference data-set in order to bring all atlas volumes into one common reference system. Using normalized mutual information metric, all data-sets were registered rigidly onto one (randomly chosen) data-set.

2.B. Multiatlas-based segmentation

The MABS approach used in this project is based on the algorithm presented by Peroni. In general, this MABS approach can be divided into a pairwise registration step and a label fusion step, in which a modified version of the method presented by Sabuncu et al. was used.

Peroni also performed an atlas-selection step in order to improve the speed of the multiatlas-based registration. However, atlas selection also leads to a potential decrease in segmentation accuracy. Consequently, no atlas selection was performed in this project.

2.B.1. Pairwise registration

In pairwise registration, each image of the whole set of prealigned atlas images $I_S$ is registered nonrigidly to a test image $I$ using a multiresolution, cubic B-Spline registration approach. In general, B-spline registration methods use cubic B-splines to define a displacement field that maps the voxels in the moving image to those in a reference image (also referred to as fixed image). In combination with a metric that quantifies the similarity between the fixed and moving images, the registration problem can be solved using a gradient descent optimization approach. In order to improve the speed of the registration a highly-efficient multicore implementation of multiresolution B-Spline registration algorithm presented by Sharp et al. was used in this project. In this approach, a grid alignment scheme is used in order to speed up necessary B-Spline interpolation and gradient computation. In this project, B-Spline registration was used in combination with a quasi-Newton optimizer. As proposed by Han et al., a metric based on mutual information was used for pairwise registration in order to deal with potential changes in image contrast and to add robustness in the presence of image artifacts.

2.B.2. Label fusion

After the pairwise alignment of the set of atlas images $I_S$ to a new test image $I$, the resulting set of transformations $\Phi_S$ can be used to deform the set of labels $L_S$ in the set of atlas images $I_S$. By this means $n$ different labelings, corresponding to $n$ potential segmentation results for test image $I$ can be obtained. In order to get one final labeling for each structure of interest, different strategies like averaging or majority voting have been proposed. In this project, the label fusion approach proposed by Peroni, which is based on the method presented by Sabuncu et al. was applied. Assuming image voxels to be independent, the value for $C$, which represents a
score that is used to assign each voxel of the image to either a structure or background [see also Eq. (4)] can be calculated as follows:

\[ C_I(x) = \sum_{s=1}^{n} p(L(x)=l, I(x)|L_s, \Phi_s) p(I(x)|L_s, \Phi_s), \]

where \( p(L(x)=l, I(x)|L_s, \Phi_s) \) is called label likelihood and \( p(I(x)|L_s, \Phi_s) \) is the image likelihood term. \( \Phi_s \) denotes the transformation resulting from pairwise registration described in Sec. 2.B.1 and \( n \) refers to the number of images in \( S \). Potential values for \( l \), which represents the labeling of voxel \( x \), are 0 (=outside label) or 1 (=inside label). The values for the label likelihood are assumed to be proportional to the values of the signed Mauer distance map \( D^s \) of atlas label \( L_s \) for atlas image \( I_s \) for each voxel of the test image, so that

\[ p(L(x)=l, I(x)|L_s, \Phi_s) \propto e^{-D^s(I_s(x))}, \]

where \( \rho \) is a weighting factor with values between [0; 1].

In this project, a truncated quadratic function as proposed by Sharp et al.\(^{27} \) was used in order to formulate the image likelihood, which is based on the intensity differences between voxels of a warped atlas images \( I_s \) and test image \( I \),

\[ p(I(x)|L_s, \Phi_s) = \begin{cases} \sqrt{2\pi \sigma^2} e^{-\frac{1}{2\sigma^2}(I(x)-L_s(\Phi_s(x)))^2} & \text{if } e^{-\frac{1}{2\sigma^2}(I(x)-L_s(\Phi_s(x)))^2} > \rho, \\ 0 & \text{else,} \end{cases} \]

where \( \rho \) is a threshold parameter defining the minimum image similarity. By using a truncated quadratic function for the calculation of the probability, outliers get down weighted compared to using a nontruncated quadratic function.

The final assignment \( \hat{L} \), which determines if a voxel of test image \( I \) is part of a structure \( S \) or not, is calculated as\(^{27} \)

\[ \hat{L}(x) = \begin{cases} 1 & \text{if } \frac{C_I(x)}{C_I(x)+C_0(x)} > \tau \\ 0 & \text{else,} \end{cases} \]

where \( \tau \) is a constant between [0, 1].

### 2.C. Creation of a statistical appearance model

#### 2.C.1. Removing nonrelevant pose variations from data-sets

In order to create statistical appearance models for brain-stem and parotid glands, the InShape approach\(^ {18} \) was used. InShape models are using deformation fields in combination with intensity information to model appearance variations of a structure of interest.\(^ {18} \) For the creation of InShape models, the whole set of training subjects consisting of \( n \) images \( I_s \) and \( n \) labels \( L_s \) (depicting one structure of interest in \( I_s \)) have to be provided. One of these subjects acts as a reference subject \( r \) (consisting of reference image \( I_r \) and corresponding label \( L_r \)). The basis for the creation of InShape models is the computation of an optimal transformation \( T_{G_r} \); \( x \rightarrow x' \), which maps any point \( x \) of reference subject \( r \) onto the corresponding point \( x' \) of a training subject. \( T_s \) is created by concatenating global transformation \( T_G \) and respective local nonrigid transformation \( T_s \). The pose variations of a structure in different data-sets represented by \( T_G \) have to be compensated, in order to assess shape and appearance differences without any bias caused by differences in pose. This can be achieved by globally prealigning all training data-sets to a common reference volume. In this project, \( T_G \) was assessed by performing a rigid prealignment. The computation of \( T_G \) is initialized by aligning the center of mass of all training labels \( L_s \) to the center of mass of \( L_r \). Subsequently, signed distance maps are created for the reference label \( L_r \) and all training labels \( L_s \). Using this representation, all training labels \( L_s \) are aligned to \( L_r \) in a rigid manner based on Mattes Mutual Information metric.\(^ {25} \) The resulting transformations \( T_G \) are applied to \( L_s \) and the respective training images \( I_s \). The remaining differences among the images and labels of the training-set are now assumed to represent the appearance variations that shall be modeled using the InShape approach.

#### 2.C.2. Creation of a stable reference and calculation of deformation fields

Initially, reference subject \( r \) was chosen randomly. Because of this, \( r \) could potentially represent a rare anatomical appearance variation, which would have negative influence on the nonrigid registration and consequently the creation of the InShape model. In order to avoid this bias, the following procedure is applied: First, the signed distance map of the reference label \( L_r \) is registered to each rigidly prealigned training label \( L_s \) using diffeomorphic demons registration.\(^ {28} \) This results in a set of \( n \) nonrigid transformations \( T_s \). Each transformation \( T_s \) is represented as a displacement field and maps each voxel of \( L_r \) to the respective voxel in \( L_s \). Using the set of transformations \( T_s \), an average displacement field \( T_m \) was calculated and used to warp \( L_r \) resulting in a modified reference label \( L_{r_{\text{mod}}} \). Using the updated reference label \( L_{r_{\text{mod}}} \) nonrigid registration and subsequent warping (using newly calculated set \( T_s \)) are repeated until the DICE coefficient between \( L_{r_{\text{mod}}} \) and \( L_{r_{\text{mod}}} \) in two subsequent iterations is higher than 0.99. The final set of displacement fields \( T_s \) is representing shape variations among the training set and are used to create the final InShape representations as described in Sec. 2.C.3.

#### 2.C.3. Creating InShape representation

Since not only shape differences, but also appearance differences represented by varying voxel intensities among the training images shall be described by the InShape model the displacement fields obtained in the previous step have to be combined with intensity variations in one representation. For this purpose, all displacement fields \( T_s \) resulting from the final nonrigid demons registration step (described in Sec. 2.C.2) get inverted using an approach presented by Chen et al.\(^ {29} \) For each training subject the inverted displacement field \( T_{s_{\text{inv}}} \) is used to warp the respective greyscale image \( I_s \). By this means, the structure that shall be modeled gets “shape normalized” in all training images. This means that the structure of interest has the same outer shape (the shape of the stable reference \( L_{s_{\text{mod}}} \)) in the set of warped training images \( I_{s_{\text{warped}}} \), but maintains its individual spatial greyscale distribution.
In a final step, all voxels in $I_{\text{warped}}$ that are not representing the structure of interest are set to zero. By this means, voxels that shall not be used to assess appearance variations are removed from the InShape representation. As a result, the individual appearance of a training subject is represented by the nonzero voxels in $I_{\text{warped}}$ and the respective displacement fields $T_l$. This combined information can be summed up in a vector $\bar{a}$ for a subject $n$ of the training set

$$\bar{a}_n = \begin{bmatrix} \bar{x}, \bar{y}, \bar{z}, \bar{i} \end{bmatrix},$$

where $\bar{x}, \bar{y}, \bar{z}$ are vectors containing $x, y, z$ components of the displacement field of subject $n$ and $\bar{i}$ is the vector containing the intensity values of all nonzero voxel in $I_{\text{warped}}$. This vector $\bar{a}$ is also referred to as InShape representation. The size of $\bar{a}$ is number of pixels for the structure of interest times 4.

### 2.D. Creating a statistical InShape model

After generating an InShape representation for each subject of the training set, a training matrix $M$, where

$$M = [\bar{a}_1 \ldots \bar{a}_n]$$

can be defined and used as input for the principal component analysis (PCA). Since $\bar{x}, \bar{y}, \bar{z}$, and $\bar{i}$ have different units, a standardized version $M_s$ of $M$ is created. In $M_s$, each variable in $\bar{s}$ gets standardized by subtracting its mean and dividing by its standard deviation.

Thereafter, the covariance matrix $\Sigma$ of $M_s$ can be decomposed as

$$\Sigma = U \Lambda U^T$$

using singular value decomposition (SVD), where $\Lambda$ is a diagonal matrix and contains the eigenvalues of $\Sigma$. The columns of $U$ contain the corresponding eigenvectors.

A new instance of an InShape model $a_{\text{new}}$ can be calculated by using

$$a_{\text{new}} = ((\mu + U_k \alpha) \odot \varphi) + \lambda,$$

where $U_k$ represents the first $k$ eigenvectors of $\Sigma$. $\alpha$ is a parameter vector of length $k$, which defines the location of the model instance in PCA space. Because of the usage of $M_s$ instead of $M$ as input for the PCA, $\mu$ is a vector of zeros. $\varphi$ and $\lambda$ are vectors containing the standard deviations and mean values of the variables forming the InShape representations.

The whole process for the creation of an InShape model is summarized in Fig. 2.

### 2.E. Segmenting images using InShape models and geodesic active contours

Apart from using InShape models for diagnostic purposes, they can also be used for segmentation tasks in combination with geodesic active contours (GAC). In contrast to most other segmentation approaches, which are based on the usage of statistical shape or appearance models, this approach is less restrictive, since it is not forcing the final contour to be exactly determined by a model instance. Instead, the final result is also influenced by the geodesic active contours, which are evolving based on image information (in terms of image gradient) in combination with surface curvature and a balloon force. By this means, prior anatomical information provided by statistical appearance models can be combined with the flexibility and accuracy provided by geodesic
active contours. This can be achieved by using the following equation:

\[ u(t + 1) = u(t) + (\omega_1 g (c + \omega_2 \kappa))|\nabla u(t)| \\
+ \gamma(u^*(t) - u(t)), \]  

(9)

where \( u \) is the embedding function, \( g \) is a function of the image gradient, \( \kappa \) is the curvature of the evolving front, \( c \) is a balloon force which forces the surface to evolve outward, and \( \omega_1, \omega_2 \) are weighting factors for \( g \) and \( \kappa \). \( g \) is defined as follows:

\[ g = \frac{1}{1 + e^{-(\frac{\alpha g - \beta}{\gamma})}}, \]

(10)

where \( \alpha = -0.1 \) and \( \beta = 0.2 \) and

\[ I_{GN} = \frac{I_G - \mu_L}{\sigma_L^2}, \]  

(11)

where \( I_G = |\nabla I_T \ast G| \) and

\[ I_T(x) = \begin{cases} 
I(x) & \text{if } t_1 < I(x) < t_2 \\
0 & \text{else,} 
\end{cases} \]  

(12)

where \( t_1 = \mu_L - \sigma_L \) and \( t_2 = \mu_L + \sigma_L \). Thresholds are applied in order to weaken some strong edges (e.g., skin-air interface), which are irrelevant for the segmentation. This has large influence on the calculations of \( g \) [as defined in Eq. (10)] (see also Fig. 3). \( \mu_L \) and \( \sigma_L \) are mean value and standard deviation of all voxels \( x \) of input image \( I \), for which \( \tilde{L}(x) = 1 \) . \( \tilde{L}(x) \) is the final assignment for each voxel of \( I \), which represents the MABS results [see also Eq. (4)]. \( u^* \) represents the estimation of the final contour and corresponds to the set of nonzero voxels of an InShape model instance \( a_{new} \), which can be calculated using Eq. (8). A signed distance map of \( u^* \) can be calculated using a binarized version of \( a_{new} \). The optimization of \( u^* \) is obtained by performing a deformable (InShape) model to image registration task, which aims at finding the best fitting InShape model instance for a given \( u \). This is achieved by optimizing parameter vector \( p \), which is defining the underlying nonrigid transformation:

\[ p = [r_1, r_2, r_3, t_1, t_2, t_3, \alpha_1, \ldots, \alpha_n], \]  

(13)

where \( r_1, r_2, r_3 \) and \( t_1, t_2, t_3 \) define rotation and translation, whereas \( \alpha_1, \ldots, \alpha_n \) refer to the model parameters, which define the appearance of a specific model instance using \( n \) principal components [Eq. (8)]. Normalized mutual information (NMI) (Ref. 22) in combination with a simultaneous perturbation stochastic approximation (SPSA) scheme\(^{32} \) is used to optimize \( u^* \). NMI calculation is restricted to the voxels within the bounding boxes around \( u \) and \( u^* \). Due to the fact that the dimensions of the bounding boxes, which are recalculated after each iteration, changes with \( u \) (and consequently also the voxels used for NMI calculation), \( u^* \) is dependent on \( u \).

As illustrated in Fig. 4, the final segmentation result is not necessarily equivalent to \( u^* \) (as in most other model-based segmentation approaches). Instead, \( u^* \) is used to drive the evolving level sets close to edges that potentially represent the structure of interest and prevents the contour from leaking based on anatomical information provided by the InShape model.

### 2.F. Combining atlas-based segmentation and model-based segmentation approach

As pointed out in Sec. 1, the main objective of this project was to combine atlas-based segmentation, InShape models and GAC in a segmentation pipeline, that is more flexible than purely model-based approaches and provides exact results that are based on anatomically plausible shapes. For this purpose, the result of the atlas-based segmentation was used for the initialization of the InShape segmentation algorithm in order to minimize the risk of being trapped into local

---

**Fig. 3.** Effect of using \( I_T(x) \) [Eq. (12)] for the calculation of \( g \), left: one sample slice of the original CT image, center: resulting \( g \) values for sample slice without using thresholds, right: resulting \( g \) values for sample slice using thresholds as defined in Eq. (12).

**Fig. 4.** Illustrating evolution of \( u \) and \( u^* \) for a sample data-set of the left parotid gland (left: axial sample slice of test image, center: initialization, right: final result: \( u^*(t) \): overlay, \( u(t) \): contour).
minima, which is a common problem of model-based segmentation approaches. The following procedure has been developed to combine MABS with InShape models and geodesic active contours:

First, the surface \( S_0 \) resulting from atlas-based registration, the new test image \( I_{\text{new}} \) and the InShape model have to be brought to a common reference system. For the alignment, the signed distance map representation of \( S_0 \) gets registered to the signed distance representation of the reference label \( L_r \) (see also Sec. 2.C.2) using a rigid transformation in combination with normalized mutual information metric\(^{22}\) resulting in a rigid transformation \( T_{\text{fin}} \). As a result, the transformed version of \( S_0 \) can be used as initial surface for the InShape segmentation step and \( T_{\text{fin}} \) provides the initial values for \( r_1, r_2, r_3 \) and \( l_1, l_2, l_3 \) in parameter vector \( p \) [Eq. (13)].

Frequently, the values for \( \alpha_1, \ldots, \alpha_n \) of parameter vector \( p \) are set to zero when starting the level-set segmentation process so that \( u^* \) and \( u \) would both be initialized using the average shape/appearance of the structure to be segmented. In this project, however, \( S_0 \) should be utilized to initialize the level-set segmentation. Whereas the signed distance map (level set representation) of \( S_0 \) can directly be used to initialize \( u \) in this case, the following approach was applied in order to obtain the corresponding model parameter vector \( \alpha \). After calculating \( T_{\text{fin}} \), a new InShape representation \( R_{\text{fin}} \) for each structure to be segmented is created by using \( S_0 \) in combination with \( I_{\text{new}} \). For this purpose, the same steps as described in Sec. 2.C.3 are applied in order to calculate \( R_{\text{fin}} \). Thereafter, initial values for \( \alpha \) can be obtained by projecting \( R_{\text{fin}} \) into the InShape model space following the equation:

\[
\alpha = U_k^T (R_{\text{mod}} - \mu), \tag{14}
\]

where \( U_k^T \) and \( \mu \) are equivalent to Eq. (8) and \( R_{\text{mod}} = (R_{\text{fin}} - \lambda) \odot \varphi \) (\( \odot \) denotes componentwise division) as pointed out in Sec. 2.D.

Using this approach, \( S_0 \) can directly be used as the initial surface for the geodesic active contour in combination with the anatomically correct approximation of \( S_0 \) defined by model parameter vector \( \alpha \). By this means, weighting factor \( \gamma \) does not have to be decreased during initialization and the full amount of information provided by the InShape model as well as the full potential of the geodesic active contours can be used. Especially in situations where a good estimate for \( u^* \) can be provided (in this case by MABS), this initialization approach is more stable and reliable compared to using the average InShape instance to initialize the segmentation. This is especially true for cases, where \( u \), as defined by the MABS result, initially is very different from the average shape of the structure to be segmented.

After this initialization step, the same approach as described in Sec. 2.F is used to perform InShape segmentation.

3. EXPERIMENTS

3.A. Data

For this project 18 CT images with a spatial resolution between approx. 0.5 \( \times \) 0.5 \( \times \) 2.5 mm and approx. 1.2 \( \times \) 1.2 \( \times \) 2.5 mm have been used. The images have been acquired at the Massachusetts General Hospital, Boston, MA using a General Electric RT16 CT scanner. Scans were acquired in helical mode at 140 kVp with 2 cm collimation. Automatic current modulation was used for dose reduction. In all 18 CT images, left parotid gland and the brainstem were segmented manually by a medical expert. The right parotid gland was available in 17 CT images since it was consumed by a tumor in one of the images. The guidelines used for segmentation of the parotid glands are equivalent to the guidelines provided by Water et al. in Ref. 33. The superior border of the posterior clinoind was used to define the superior border of the brainstem.

In order to define the inferior border of the brainstem the top of the first cervical vertebra C1 was used.

3.B. InShape model creation

In a first step, InShape models for the brainstem, left and right parotid glands have been created separately as described in Sec. 2.C. For each of the three structures, one data-set was chosen randomly as an initial Ref. 3 iterations of deformable demons registration were required in order to create a stable reference label for all structures as pointed out in Sec. 2.C.2. This reference label was used to create InShape representations for all subjects. For evaluation purposes, a leave-one-out cross validation approach has been used. So instead of splitting the data only in test- and training-data, a single data-set was used as the validation data, and the remaining data-sets as the training data. This is repeated such that each of the data-sets is used once as the validation data-set. By this means, the number of training sets, as well as the validity of the validation can be maximized. In order to avoid any bias, the data-set that was used as a reference for the model creation was excluded from the tests. Consequently, 50 different InShape models had to be calculated [17 for left parotid (LP) and brainstem (BS) and 16 for the right parotid (RP)]. Figure 5 shows the appearance variations described by the first three principal components for BS and LP of one sample InShape model.

3.C. Training multiatlas-based segmentation

In order to evaluate potential improvements of the segmentation results provided by the new hybrid approach compared to MABS in a fair manner, different configurations for MABS were tested. For this purpose, three different parameter configurations for the multilevel B-spline registration have been tested. The different settings are summed up in Table I. The main differences among the three settings are the number of registration levels and the parameter restricting the maximum number of registration iterations (which was only used in setting 1). Moreover, four different values for \( \tau \) (0, 0.2, 0.3, 0.4, 0.5) have been tested. The parameters \( \omega, \sigma, \) and \( \rho \) were set to \( \omega = 0.25, \sigma = 1.5, \rho = 0.5 \) according to evaluations in a previous project.\(^{27}\)

On the whole, 12 different parameter configurations have been tested. Again a leave-one-out scenario has been used for the determination of the best working parameters resulting in...
192 test runs for RP and 204 test runs for BS and LP. The median of the Dice scores between MABS result and ground truth for RP and BS where calculated for each of the 12 parameter combinations and used to determine the best working parameter configuration.

4. RESULTS

In this section, the newly presented approach will be referred to as “MABSInShape.” The term “InShape segmentation” refers to the combination of model-based segmentation and geodesic active contours.

For evaluation purposes three different metrics have been calculated as follows:

\[
D = \frac{2|A \cap B|}{|A| + |B|}
\]

(A and B refer to the set of nonzero voxels in the two images).

\[
MD(A, B) = \max\{md(a, b), md(a, b)\}
\]

where \(md(a, b) = \frac{1}{|A|} \sum_{a \in A} \min_{b \in B} d(a, b)\).

\[
DH_{\text{max}}(A, B) = \max \{ \max_{a \in A} \min_{b \in B} d(a, b), \min_{b \in B} \max_{a \in A} d(a, b) \}.
\]

The validation was performed using a PC with an Intel Core i5-3210M CPU with 2.50 GHz and 12 GB RAM.

4.A. Evaluation of MABS using optimized parameters

According to the tests described in Sec. 3, parameter setting 1 (see Table I) in combination with parameter values \(\tau = 0.4\) (BS) and \(\tau = 0.3\) (LP and RP) for the label fusion step have been used to obtain MABS segmentation results for all three structures of interest. Using these settings, the average time for the multiatlas-based segmentation was approx. 15 min per data-set. The median DICE value that could be achieved using MABS was \(D = 0.82\) for LP and RP and \(D = 0.86\) for BS.

The resulting labels were used for the initialization and evaluation of the combined segmentation approach (MABSInShape) as pointed out in Sec. 4.B.

4.B. Evaluation of the performance using MABSInShape segmentation approach

In order to evaluate if the MABS segmentation accuracy could be improved by using InShape segmentation the parameter settings summed up in Table II were used. Min. and max. intensity values for NMI were calculated using intensity values of the respective structures in the training data. \(\omega_1\) and \(\omega_2\) were set empirically based on our experience in former
TABLE II. Parameter settings for InShape segmentation.

| Parameter                          | BS   | LP, RP |
|------------------------------------|------|--------|
| Number of histogram bins used for NMI | 100  | 100    |
| Min. and max. intensity values used for NMI | −100,150 | −50,100 |
| Number of PCs for InShape segmentation | 10 (>95% of variance) | 12 (>95% of variance) |
| \(c\) [Eq. (9)]                  | −0.3 | −0.3   |
| \(\omega_2\) [Eq. (9)]          | 0.5  | 0.8    |
| \(\omega_1\) [Eq. (9)]          | 1    | 1      |
| \(\gamma\) [Eq. (9)]            | 0.6  | 0.1    |

projects. Systematic tests were performed to identify best parameter settings for \(c\) and \(\gamma\) using a leave-one-out approach. The tested parameter ranges were: 0–0.5 for \(c\) and 0–1 for \(\gamma\). Most striking difference between the parameter values for BS and parotids is the significantly higher \(\gamma\)-value for brainstem segmentation. This is due to the fact that LP and RP are showing larger appearance variations than the brainstem. In combination with the fact that only a rather low number of training-sets was available less weight was put on the model for parotid segmentation. The calculation of the InShape representations to initialize the segmentation took around 3 min per data-set and the final segmentation process itself finished after approx. 1 min.

Figure 6 shows the validation results for the segmentation of LP, RP, and BS using MABS and MABSInShape approach. The notation *-M (e.g., RP-M) in Fig. 6 represents results obtained using MABS, whereas *-MIS (e.g., RP-MIS) stands for the respective results using MABSInShape. Dots indicate significant differences between *-M and respective *-MIS results. For each of the three structures median and average DICE score has improved when using MABSInShape compared to MABS, whereas all median values for mean absolute distance and max. Hausdorff distance decreased. Dots on top of the box plots indicate significant differences between MABS and respective MABSInShape results for each structure based on a paired Wilcoxon rank test (\(p < 0.05\)).

5. DISCUSSION AND CONCLUSIONS

In this paper, a fully automated hybrid segmentation approach, that combines multiatlas-based segmentation using label fusion, statistical appearance models and geodesic active contours in one approach has been presented. In a first step, statistical InShape models have been created for BS, LP, and RP. The model creation process is fully automated and provides a compact representation of appearance variations for the structures of interest. The MABS acts as basis for the new hybrid approach and provides high quality segmentation results even in the presence of noise and low image contrast. However, MABS is lacking the ability to provide...
anatomically plausible segmentation results and partly also shows less accurate results near boundaries. In contrast to this, the InShape approach offers the possibility to automatically create statistical models that combine the description of shape variability and appearance variations reflected by intensity differences in one compact representation. Using the MABS result in combination with InShape models and geodesic active contours has two main benefits: On the one hand, the final MABSInShape result is based on providing the most similar plausible appearance of a structure based on the variations learned from a training set given the MABS result. This is performed totally independent from image noise and image contrast. Geodesic active contours (GAC) on the other hand are based on using image information and provide high accuracy, in areas where reliable image information (in terms of image boundaries) is present. The combination of both, InShape and GAC, as described in Sec. 2.F combines the strengths of both methods in one approach. The typical problem of geodesic active contours, which is the leaking of the evolving contour into neighboring structures in the absence of strong boundaries can be avoided by combining GAC with InShape models. On the other hand, the typical downside of model-based segmentation approaches, which is their susceptibility to local minima, has been overcome by using MABS as an initialization providing the ability to restrict the final optimization to a rather local search space.

The presented pipeline has been tested for the segmentation of brainstem and parotid glands, which are two crucial structures in RT treatment planning. Moreover, the segmentation of both structures is a very challenging task due to low soft tissue contrast and the high amount of variabilty concerning shape and appearance of these structures. Both structures have also acted as test structures in several head and neck auto-segmentation challenges. Although MABS already provided highly qualitative results, the evaluated metrics could be improved for all three structures using the combined MABSInShape approach. All quantitative tests were carried out using a leave-one-out cross-validation scenario in order to maximize the validity of the evaluation.

The approach most closely related to this work has been introduced by Fortunati and is also based on using a combination of three methods (atlas-based segmentation, statistical intensity models, and graph cuts). However, in contrast to Fortunati, a statistical model that is calculated offline (independently from the segmentation process) was used in this project and the type of model is largely different. Moreover, in the presented approach GAC and statistical appearance model are mutually influencing each other, while in Fortunati’s approach statistical models and atlas-based segmentation act as an input for the graph-cuts, but not vice versa. In addition, our approach seems to be faster (3 h per data-set using Fortunati’s approach). However, it has to be considered that the number of segmented structures in Fortunati’s work is higher compared to our work.

Due to the lack of common validation data and partly also due to the usage of different validation metrics, comparison to other methods is a difficult task. However, when comparing the obtained DICE (DS) score (which is the most commonly used metric in the literature) to the results of other studies it turns out that they are at least in the same range or higher. Recently published results for BS segmentation are: $DS = 0.78$,$^{13} DS = 0.83$,$^5$ $DS = 0.91$,$^4$ $DS = 0.58$,$^{36}$ $DS = 0.76$ (Ref. 37) vs $DS = 0.86$ using our approach. Average DICE for parotid glands were: $DS = 0.85$ (left) and $DS = 0.86$ (right),$^5$ $DS = 0.83$ (left and right),$^4$ $DS = 0.69$ (left), and $DS = 0.66$ (right),$^{36}$ $DS = 0.72$ (left PG) (Ref. 37) vs. $DS = 0.84$ (left PG) and $DS = 0.81$ (right PG) using our approach. Wachinger et al. obtained a median DICE score of $DS = 0.80$ (left and right parotid)$^{19}$ using a subset (10 patients) of the data-sets that were used in this project. It also has to be mentioned that the number of test cases in our study (16 for RP and 17 for LP and BS) was larger than in all the other studies (6–13 data-sets) cited above. However, especially for model-based approaches, the number of available training data is still quite low considering the large appearance variations of the segmented structures among different patients.

Ongoing and future work aims at testing different atlas selection strategies in combination with MABSInShape in order to further improve the speed of the segmentation. Moreover, the approach shall be tested on additional structures in the head-neck area.

Unfortunately, it was not possible to assess interobserver variability for the segmentation of our data sets, since only one manual delineation was available for each structure. Consequently, the initiation of a multicenter study in order to create a larger test data-set, for which interobserver variability for different structures in the head neck region can be obtained, is another major objective for the future.
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