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Abstract. Knowledge distillation has been applied to various tasks successfully. The current distillation algorithm usually improves students’ performance by imitating the output of the teacher. This paper shows that teachers can also improve students’ representation power by guiding students’ feature recovery. From this point of view, we propose Masked Generative Distillation (MGD), which is simple: we mask random pixels of the student’s feature and force it to generate the teacher’s full feature through a simple block. MGD is a truly general feature-based distillation method, which can be utilized on various tasks, including image classification, object detection, semantic segmentation and instance segmentation. We experiment on different models with extensive datasets and the results show that all the students achieve excellent improvements. Notably, we boost ResNet-18 from 69.90\% to 71.69\% ImageNet top-1 accuracy, RetinaNet with ResNet-50 backbone from 37.4 to 41.0 Boundingbox mAP, SOLO based on ResNet-50 from 33.1 to 36.2 Mask mAP and DeepLabV3 based on ResNet-18 from 73.20 to 76.02 mIoU. Our codes are available at \url{https://github.com/yzd-v/MGD}.
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1 Introduction

Deep Convolutional Neural Networks (CNNs) have been widely applied to various computer vision tasks. Generally, a larger model has a better performance but a lower inference speed, making it hard to be deployed with a limited source. To get over this, knowledge distillation has been proposed\cite{18}. It can be divided into two types according to the location of distillation. The first is specially designed for the different tasks, such as logit-based distillation\cite{18,40} for classification and head-based distillation\cite{10,39} for detection. The second is feature-based distillation\cite{28,17,4}. Since only the head or projector after the feature is different among various networks, theoretically, the feature-based distillation method can
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be used in various tasks. However, distillation methods designed for a specific task are often unavailable for other tasks. For example, OFD [17] and KR [4] bring limited improvement for detectors. FKD [37] and FGD [35], specifically designed for detectors, cannot be utilized in other tasks due to the lack of neck.

The previous feature-based distillation methods usually make students imitate the teacher’s output as closely as possible because the teacher’s feature has a stronger representation power. However, we believe that it is unnecessary to mimic the teacher directly to improve the representation power of students’ features. The features used for distillation are generally high-order semantic information through deep networks. The feature pixels already contain the information of adjacent pixels to a certain extent. Therefore, if we can use partial pixels to restore the teacher’s full feature through a simple block, the representational power of these used pixels can also be improved. From this point of view, we present Masked Generative Distillation (MGD), which is a simple and efficient feature-based distillation method. As shown in Figure 2, we first mask random pixels of the student’s feature and then generate the teacher’s full feature with the masked feature through a simple block. Since random pixels are used in each iteration, all pixels will be used throughout the training process, which means the feature will be more robust and its representation power will be improved. In our method, the teacher only serves as a guide for students to restore features and does not require the student to imitate it directly.

![Figure 1](image)

**Fig. 1.** Visualization of the feature from the first layer of FPN outputs. **Teacher:** RetinaNet-ResNeXt101. **Student:** RetinaNet-ResNet50. FGD [35] is a distillation method for detectors which forces the student to mimic the teacher’s feature.

In order to confirm our hypothesis that without directly imitating the teacher, masked feature generation can improve students’ feature representation power, we do the visualization of the feature attention from student’s and teacher’s neck. As Figure 1 shows, the features of student and teacher are quite different. Compared with the teacher, the background of the student’s feature has higher responses. The teacher’s mAP is also significantly higher than the student’s, 41.0 vs. 37.4. After distillation with a state-of-the-art distillation method FGD [35], which forces the student to mimic the teacher’s feature with attention, the student’s feature becomes more similar to the teacher’s, and the mAP is greatly
improved to 40.7. While after training with MGD, there is still a significant
difference between the feature of the student and teacher, but the response to
the background of the student is greatly reduced. We are also surprised that
the student’s performance exceeds FGD and even reaches the same mAP as the
teacher. This also shows that training with MGD can improve the representa-
tion power of students’ features. Besides, we also do abundant experiments on
image classification and dense prediction tasks. The results show that MGD can
bring considerable improvement to various tasks, including image classification,
object detection, semantic segmentation and instance segmentation. MGD can
also be combined with other logit-based or head-based distillation methods for
even greater performance gains. To sum up, the contributions of this paper are:

1. We introduce a new way for feature-based knowledge distillation, which
makes the student generate the teacher’s feature with its masked feature
instead of mimicking it directly.
2. We propose a novel feature-based distillation method, Masked Generative
Distillation, which is simple and easy to use with only two hyper-parameters.
3. We verify the effectiveness of our method on various models via extensive
experiments on different datasets. For both image classification and dense
prediction tasks, the students achieve significant improvements with MGD.

2 Related work

2.1 Knowledge Distillation for Classification

Knowledge distillation was first proposed by Hinton et al.[18], where the student
is supervised by the labels and the soft labels from the teacher’s last linear layer.
However, more distillation methods are based on the feature map besides logit.
FitNet[28] distills the semantic information from the intermediate layer. AT[36]
summarizes the values across the channel dimension and transfers the attention
knowledge to the student. OFD[17] proposes margin ReLU and designs a new
function to measure the distance for distillation. CRD[30] utilizes contrastive
learning to transfer the knowledge to students. More recently, KR[4] builds a
review mechanism and utilizes multi-level information for distillation. SRRL[33]
decouples representation learning and classification, utilizing the teacher’s clas-
sifier to train the student’s penultimate layer feature. WSLD[40] proposes the
weighted soft labels for distillation from a perspective of bias-variance trade-off.

2.2 Knowledge Distillation for Dense Prediction

There is a big difference between classification and dense prediction. Many dis-
tillation works for classification have failed on dense prediction. Theoretically,
the feature-based distillation method should be helpful for both classification
and dense prediction tasks, which is also the goal of our method.
Knowledge Distillation for object detection. Chen et al.[1] first calculate the distillation loss on the detector’s neck and head. The key to distillation for object detection is where to distill due to the extreme imbalance between foreground and background. To avoid introducing noise from the background, FGFI[31] utilizes the fine-grained mask to distill the regions near objects. However, Defeat[13] points out that information from foreground and background are both important. GID[10] chooses the areas where the student and teacher perform differently for distillation. FKD[37] uses the sum of the teacher’s and student’s attention to make the student focus on changeable areas. FGD[35] proposes focal distillation which forces the student to learn the teacher’s crucial parts and global distillation which compensates for missing global information.

Knowledge Distillation for semantic segmentation. Liu et al.[23] propose pair-wise and holistic distillation, enforcing pair-wise and high-order consistency between the outputs of the student and teacher. He et al.[16] reinterpret the output from the teacher network to a re-represented latent domain and capture long-term dependencies from the teacher network. CWD[29] minimizes the Kullback–Leibler (KL) divergence between the probability map which is calculated by normalizing the activation map of each channel.

3 Method

The architectures of models vary greatly for different tasks. Moreover, most distillation methods are designed for specific tasks. However, the feature-based distillation can be applied to both classification and dense prediction. The basic method for distillation on features can be formulated as:

$$L_{fca} = \sum_{k=1}^{C} \sum_{i=1}^{H} \sum_{j=1}^{W} (F_{T,k,i,j} - f_{align}(F_{S,k,i,j}))^2$$

(1)

where $F_T$ and $F_S$ denote the teacher’s and student’s feature, respectively, and $f_{align}$ is the adaptation layer to align student’s feature $F_S$ with teacher’s feature $F_T$. $C, H, W$ denotes the shape of the feature map.

This method helps the student to mimic the teacher’s features directly. However, we propose masked generative distillation (MGD), which aims at forcing the student to generate the teacher’s feature instead of mimicking it, bringing the student significant improvements in both classification and dense prediction. The architecture of MGD is shown in Fig. 2 and we will introduce it specifically in this section.

3.1 Generation with Masked Feature

For CNN-based models, features of deeper layers have a larger receptive field and better representation of the original input image. In other words, the feature
Fig. 2. An illustration of MGD, Masked Generative Distillation. We first randomly mask the student’s feature. And then we use the projector layer to force the student to generate the teacher’s feature with the masked feature.

map pixels already contain the information of adjacent pixels to a certain extent. Therefore, we can use partial pixels to recover the complete feature map. Our method aims at generating the teacher’s feature by student’s masked feature, which can help the student achieve a better representation.

We denote by the \( T^l \in \mathbb{R}^{C \times H \times W} \) and \( S^l \in \mathbb{R}^{C \times H \times W} \) the \( l \)-th feature map of the teacher and student, respectively. Firstly we set \( l \)-th random mask to cover the student’s \( l \)-th feature, which can be formulated as:

\[
M^l_{i,j} = \begin{cases} 
0, & \text{if } R^l_{i,j} < \lambda \\
1, & \text{Otherwise}
\end{cases}
\]  

(2)

where \( R^l_{i,j} \) is a random number in \((0, 1)\) and \( i, j \) are the horizontal and vertical coordinates of the feature map, respectively. \( \lambda \) is a hyper-parameter that denotes the masked ratio. The \( l - \text{th} \) feature map is covered by the \( l \)-th random mask.

Then we use the corresponding mask to cover the student’s feature map and try to generate teacher’s feature maps with the left pixels, which can be formulated as follows:

\[
\mathcal{G}(f_{\text{align}}(S^l) \cdot M^l) \rightarrow T^l
\]  

(3)

\[
\mathcal{G}(F) = W_{l2}(ReLU(W_{l1}(F)))
\]  

(4)

\( \mathcal{G} \) denotes the projector layer which includes two convolutional layers: \( W_{l1} \) and \( W_{l2} \), one activation layer \( ReLU \). In this paper, we adopt \( 1 \times 1 \) convolutional layers
for the adaptation layer $f_{align}$, $3 \times 3$ convolutional layers for projector layer $W_{l1}$ and $W_{l2}$.

According to this method, we design the distillation loss $L_{dis}$ for MGD:

$$L_{dis}(S, T) = \sum_{l=1}^{L} \sum_{k=1}^{C} \sum_{i=1}^{H} \sum_{j=1}^{W} \left( T_{l,k,i,j} - G(f_{align}(S_{l,k,i,j}) \cdot M_{l,i,j}) \right)^2$$  \hspace{1cm} (5)

where $L$ is the sum of layers for distillation and $C, H, W$ denote the shape of the feature map. $S$ and $T$ denote the feature of the student and teacher, respectively.

### 3.2 Overall Loss

With the proposed distillation loss $L_{dis}$ for MGD, we train all the models with the total loss as follows:

$$L_{all} = L_{original} + \alpha \cdot L_{dis}$$  \hspace{1cm} (6)

where $L_{original}$ is the original loss for the models among all the tasks and $\alpha$ is a hyper-parameter to balance the loss.

MGD is a simple and effective method for distillation and can be applied to various tasks easily. The process of our method is summarized in Algorithm 1.

#### Algorithm 1 Masked Generative Distillation

**Input:** Teacher: $T$, Student: $S$, Input: $x$, label: $y$, hyper-parameter: $\alpha, \lambda$

1: Using $S$ to get the feature $feaf^S$ and output $\hat{y}$ of Input $x$
2: Using $T$ to get the feature $feaf^T$ of Input $x$
3: Calculating the original loss of the model: $L_{original}(\hat{y}, y)$
4: Calculating the distillation loss in Equation 5: $L_{dis}(feaf^S, feaf^T)$
5: Using $L_{all} = L_{original} + \alpha \cdot L_{dis}$ to update $S$

**Output:** $S$

### 4 Main Experiments

MGD is a feature-based distillation that can easily be applied to different models for various tasks. In this paper, we conduct experiments on various tasks, including classification, object detection, semantic segmentation and instance segmentation. We experiment with different models and datasets for different tasks, and all the models achieve excellent improvements with MGD.

#### 4.1 Classification

**Datasets.** For classification task, we evaluate our knowledge distillation method on ImageNet[11], which contains 1000 object categories. We use the 1.2 million images for training and 50k images for testing for all the classification experiments. We use accuracy to evaluate the models.
Implementation Details. For the classification task, we calculate the distillation loss on the last feature map from the backbone. The ablation study about this is shown in Section 5.5. MGD uses a hyper-parameter $\alpha$ to balance the distillation loss in Equation 6. The other hyper-parameter $\lambda$ is used to adjust the masked ratio in Equation 2. We adopt the hyper-parameters \( \{\alpha = 7 \times 10^{-5}, \lambda = 0.5\} \) for all the classification experiments. We train all the models for 100 epochs with SGD optimizer, where the momentum is 0.9 and the weight decay is 0.0001. We initialize the learning rate to 0.1 and decay it for every 30 epochs. This setting is based on 8 GPUs. The experiments are conducted with MMClassification[6] and MMRazor[7] based on Pytorch[26].

Table 1. Results of different distillation methods on ImageNet dataset. T and S mean the teacher and student, respectively.

| Type      | Method  | Top-1  | Top-5  | Method  | Top-1  | Top-5  |
|-----------|---------|--------|--------|---------|--------|--------|
|            | ResNet-34(T) | 73.62  | 91.59  | ResNet-50(T) | 76.55  | 93.06  |
|            | ResNet-18(S) | 69.90  | 89.43  | MobileNet(S) | 69.21  | 89.02  |
| Logit     | KD[18]  | 70.68  | 90.16  | KD[18]  | 70.68  | 90.30  |
|           | WSLD[40] | 71.54  | 90.25  | WSLD[40] | 72.02  | 90.70  |
| Feature   | AT[36]  | 70.59  | 89.73  | AT[36]  | 70.72  | 90.03  |
|           | OFD[17] | 71.08  | 90.07  | OFD[17] | 71.25  | 90.34  |
|           | RKD[25] | 71.34  | 90.37  | RKD[25] | 71.32  | 90.62  |
|           | CRD[30] | 71.17  | 90.13  | CRD[30] | 71.40  | 90.42  |
|           | KR[4]   | 71.61  | 90.51  | KR[4]   | 72.56  | 91.00  |
|           | Ours    | 71.58  | 90.35  | Ours    | 72.35  | 90.71  |
| Feature + Logit | SRRL[33] | 71.73  | 90.60  | SRRL[33] | 72.49  | 90.92  |
|           | Ours+WSLD | **71.80** | 90.40  | Ours+WSLD | **72.59** | 90.94  |

Classification Results. We conduct experiments with two popular distillation settings for classification, including homogeneous and heterogeneous distillation. The first distillation setting is from ResNet-34[15] to ResNet-18, the other setting is from ResNet-50 to MobileNet[19]. As shown in Table 1, we compare with various knowledge distillation methods[18,36,17,25,30,4,40,33], including feature-based methods, logit-based methods and the combination. The student ResNet-18 and MobileNet gain 1.68 and 3.14 Top-1 accuracy improvement with our method, respectively. Besides, as described above, MGD just needs to calculate the distillation loss on the feature maps and can be combined with other logit-based methods for image classification. So we try to add the logit-based distillation loss in WSLD[40]. In this way, the two students achieve 71.80 and 72.59 Top-1 accuracy, getting another 0.22 and 0.24 improvement, respectively.
4.2 Object Detection and Instance Segmentation

Datasets. We conduct experiments on COCO2017 dataset[22], which contains 80 object categories. We use the 120k train images for training and 5k val images for testing. The performances of models are evaluated in Average Precision.

Table 2. Results of different distillation methods for object detection on COCO.

| Teacher         | Student         | mAP  | AP<sub>S</sub> | AP<sub>M</sub> | AP<sub>L</sub> |
|-----------------|-----------------|------|----------------|----------------|----------------|
| RetinaNet-Res50 | RetinaNet-Res50 | 37.4 | 20.6          | 40.7           | 49.7           |
| FKD[37]         |                 | 39.6 | 22.7          | 43.3           | 52.5           |
| CWD[29]         |                 | 40.8 | 22.7          | 44.5           | 55.3           |
| FGD[35]         |                 | 40.7 | 22.9          | 45.0           | 54.7           |
| Ours            |                 | **41.0** | **23.4** | **45.3** | **55.7** |
| ResNeXt101(41.0)|                 |      |               |                |                |
| Cascade         | Faster RCNN-Res50| 38.4 | 21.5          | 42.1           | 50.3           |
| Mask RCNN       |                 |      |               |                |                |
| ResNeXt101(47.3)|                 |      |               |                |                |
| RepPoints-Res50 | RepPoints-Res50 | 38.6 | 22.5          | 42.2           | 50.4           |
| FKD[37]         |                 | 40.6 | 23.4          | 44.6           | 53.0           |
| CWD[29]         |                 | 42.0 | 24.1          | 46.1           | 55.0           |
| FGD[35]         |                 | 42.0 | 24.0          | 45.7           | 55.6           |
| Ours            |                 | **42.1** | **23.7** | **46.4** | **56.1** |

Implementation Details. We calculate the distillation loss on all the feature maps from the neck. We adopt the hyper-parameters \( \{\alpha = 2 \times 10^{-5}, \lambda = 0.65\} \) for all the one-stage models, \( \{\alpha = 5 \times 10^{-7}, \lambda = 0.45\} \) for all the two-stage models. We train all the models with SGD optimizer, where the momentum is 0.9 and the weight decay is 0.0001. Unless specified, we train the models for 24 epochs. We use inheriting strategy[20,35] which initializes the student with the teacher’s neck and head parameters to train the student when they have the same head structure. The experiments are conducted with MMDetection[2].

Object Detection and Instance Segmentation Results. For object detection, we conduct experiments on three different types of detectors, including a two-stage detector (Faster RCNN[27]), an anchor-based one-stage detector (RetinaNet[21]) and an anchor-free one-stage detector (RepPoints[34]). We compare MGD with three recent state-of-the-art distillation methods for detectors[37,29,35]. For instance segmentation, we conduct experiments on two models, SOLO[32] and Mask RCNN[14]. As shown in Table 2 and Table 3, our method surpasses the other state-of-the-art methods for both object detection.
and instance segmentation. The students gain significant AP improvements with MGD, e.g., the ResNet-50 based RetinaNet and SOLO gets 3.6 Boundingbox mAP and 3.1 Mask mAP improvement on COCO dataset, respectively.

**Table 3.** Results of different distillation methods for instance segmentation on COCO. MS means multi-scale training. Here the AP means Mask AP.

| Teacher     | Students           | mAP | AP_S | AP_M | AP_L |
|-------------|--------------------|-----|------|------|------|
| SOLO-Res101 | SOLO-Res50(1x)     | 33.1| 12.2 | 36.1 | 50.8 |
| 3x:MS(37.1) | FGD[35]            | 36.0| 14.5 | 39.5 | 54.5 |
|             | Ours               | **36.2** | **14.2** | **39.7** | **55.3** |

| Cascade     | Mask RCNN-Res50    | 35.4| 16.6 | 38.2 | 52.5 |
| Mask RCNN   | FGD[35]            | 37.8| 17.1 | 40.7 | 56.0 |
| ResNeXt101(41.1) | Ours               | **38.1** | **17.1** | **41.1** | **56.3** |

### 4.3 Semantic Segmentation

**Datasets.** For the semantic segmentation task, we evaluate our method on CityScapes dataset[9], which contains 5000 high-quality images (2975, 500, and 1525 images for the training, validation, and testing). We evaluate all the models with mean Intersection-over-Union (mIoU).

**Implementation Details.** For all the models, we calculate the distillation loss on the last feature map from the backbone. We adopt the hyper-parameters \{α = 2 × 10^{-5}, λ = 0.75\} for all the experiments. We train all the models with SGD optimizer, where the momentum is 0.9 and the weight decay is 0.0005. We run all the models on 8 GPUs. The experiments are conducted with MMSegmentation[8].

**Semantic Segmentation Results.** For the semantic segmentation task, we conduct experiments on two settings. In both settings, we use PspNet-Res101[38] as the teacher and train it for 80k iterations with 512×1024 input size. We use PspNet-Res18 and DeepLabV3-Res18[3] as students and train them for 40k iterations with 512×1024 input size. As shown in Table 4, our method surpasses the state-of-the-art distillation method for semantic segmentation. Both the homogeneous and heterogeneous distillation bring the students significant improvements, e.g., the ResNet-18 based PspNet gets 3.78 mIoU improvement. Besides, MGD is a feature-based distillation method and can be combined with other logit-based distillation methods. As the results show, the student PspNet and DeepLabV3 get another 0.47 and 0.29 mIoU improvement by adding the logit distillation loss of the head in CWD[29].
Table 4. Results of the semantic segmentation task on CityScapes dataset. T and S mean teacher and student, respectively. The results are the average value of three runs. * means adding the distillation loss of the head in CWD[29]

| Method            | Input Size | mIoU   |
|-------------------|------------|--------|
| PspNet-Res101(T)  | 512 × 1024 | 78.34  |
| PspNet-Res18(S)   | 512 × 512  | 69.85  |
| SKDS[23]          | 512 × 512  | 72.70  |
| CWD[29]           | 512 × 512  | 73.53  |
| Ours              | 512 × 512  | 73.63  |
| Ours*             | 512 × 512  | 74.10  |
| PspNet-Res101(T)  | 512 × 1024 | 78.34  |
| DeepLabV3-Res18(S)| 512 × 512  | 73.20  |
| SKDS[23]          | 512 × 512  | 73.87  |
| CWD[29]           | 512 × 512  | 75.93  |
| Ours              | 512 × 512  | 76.02  |
| Ours*             | 512 × 512  | 76.31  |

5 Analysis

5.1 Better representation with MGD

MGD forces the student to generate the teacher’s complete feature map with its masked feature instead of mimicking it directly. It helps the students get a better representation of the input image. In this subsection, we study this by using the student to teach itself. We first train ResNet-18 directly as a teacher and the baseline. Then we use the trained ResNet-18 to distill itself with MGD. For comparison, we also distill the student by forcing the student to mimic the teacher directly. The distillation loss for mimicking is the square of L2 distance between the student’s feature map and the teacher’s feature map.

As shown in Table 5, the student also gains 1.01 accuracy improvement with MGD even when the teacher is itself. In contrast, the improvement is very limited when forcing the student to mimic the teacher’s feature map directly. The comparison indicates that the student’s feature map achieves better representation than the teacher’s after distillation.

Furthermore, we visualize the training loss curves for distillation with MGD and mimicking the teacher, which is shown in Figure 3. The difference in the figure means the square of L2 distance between the last feature map of student and teacher, which is also the distillation loss for mimicking the teacher. As the figure shows, the difference keeps decreasing during mimicking the teacher directly and finally the student gets a similar feature to the teacher. However, the improvement with this method is minimal. In contrast, the difference becomes larger after training with MGD. Although the student gets a different feature from the teacher, it gets higher accuracy, also indicating the student’s feature obtains stronger representation power.
Fig. 3. The training loss curves of ResNet-18 distilling ResNet-18. Difference means the square of L2 distance between the last feature map of student and teacher. It is also the distillation loss for mimicking the teacher.

Table 5. The results of distillation for ResNet-18 on ImageNet. We train ResNet-18 directly as the teacher and student baseline. T and S mean teacher and student.

|                      | Top-1  | Top-5  |
|----------------------|--------|--------|
| ResNet-18(T,S)       | 69.90  | 89.43  |
| +mimicking feature   | 70.05  | 89.41  |
| +MGD                 | 70.91  | 89.82  |

5.2 Distillation by masking random channels

For image classification, the models usually utilize a pooling layer to reduce the spatial dimension of the feature map. This layer makes the model more sensitive to the channels than spatial pixels. So in this subsection, we try to apply MGD by masking random channels instead of spatial pixels for classification. We adopt the masked ratio $\beta = 0.15$ and hyper-parameter $\alpha = 7 \times 10^{-5}$ for the experiments. As shown in Table 6, the student can get better performance by masking random channels instead of spatial for image classification. The student Res-18 and MobileNet achieve 0.13 and 0.14 Top-1 accuracy gains, respectively.

Table 6. Results of masking random channels on ImageNet dataset.

|                  | Acc    | MGD(Spatial) | MGD(Channel) |
|------------------|--------|--------------|--------------|
| Res34-18         |        |              |              |
| Top-1            | 71.58  | 71.69        |              |
| Top-5            | 90.35  | 90.42        |              |
| Res50-mv1        |        |              |              |
| Top-1            | 72.35  | 72.49        |              |
| Top-5            | 90.71  | 90.94        |              |
5.3 Distillation with different teachers

Cho et al. [5] show the teacher with higher accuracy may not be the better teacher for knowledge distillation on image classification. The conclusion is based on the logit-based distillation method. However, our method just needs to calculate the distillation loss on the feature maps. In this subsection, we study this conclusion by using different kinds of teachers to distill the same student ResNet-18, which is shown in Figure 4.

As shown in Figure 4, the better teacher benefits more to the student when the teacher and student have a similar architecture, e.g. ResNet-18 achieves 70.91 and 71.8 accuracy with ResNet-18 and ResNetV1D-152 as the teacher, respectively. However, when the teacher and student have a different architecture, it is hard for the student to generate the teacher’s feature map and the improvement by distillation is limited. Moreover, the distillation performs worse with a larger difference between the architectures. For example, although Res2Net-101 [12] and ConvNeXt-T [24] has 79.19 and 82.05 accuracy, they just bring 1.53 and 0.88 accuracy improvement to the student, which is even lower than the ResNet-34 based teacher (73.62 accuracy).

The results in Figure 4 indicate that the stronger teacher is better for feature-based distillation when they have similar architecture. Besides, the homogeneous teacher is much better for feature-based distillation than the teacher with high accuracy but a heterogeneous architecture.

Fig. 4. The results of training ResNet-18 with our method by different teachers on ImageNet dataset.
5.4 The generative block

MGD uses a simple block to restore the feature, called the generative block. In Equation 4, we use two $3 \times 3$ convolutional layers and one activation layer ReLU to accomplish this. In this subsection, we explore the effects of the generative block with different compositions, shown in Table 7.

As the results show, the student gets the slightest improvement when there is only one convolutional layer. However, when there are three convolutional layers, the student gets a worse Top-1 but better Top-5 accuracy. As for the kernel size, $5 \times 5$ convolutional kernel needs more compute resources, while it gets worse performance. Based on the results, we choose the architecture in Equation 4 for MGD, which includes two convolutional layers and one activation layer.

Table 7. The results of distillation about generative part. The Conv Layers mean the sum of convolutional layers and the kernel size belongs to the convolutional layer. We add one activation layer ReLU between every two convolutional layers.

| Conv Layers | kernel size | Top-1  | Top-5  |
|-------------|-------------|--------|--------|
| 1           | $3 \times 3$ | 71.28  | 90.30  |
| 2           | $3 \times 3$ | 71.58  | 90.35  |
| 3           | $3 \times 3$ | 71.49  | 90.44  |
| 2           | $5 \times 5$ | 71.32  | 90.28  |

5.5 Distillation on different stages

Our method can also be applied at other stages of the model. In this subsection, we explore distillation at different stages on ImageNet. We calculate the distillation loss on the corresponding layers of teacher and student. As shown in Table 8, distilling the shallower layers is also helpful to the student but very limited. While distilling the deeper stage which contains more semantic information benefits the student more. Furthermore, the features from the early stages are not directly used for classification. Therefore, Distilling such features with the last stage feature together may hurt the student’s accuracy.

5.6 Sensitivity study of hyper-parameters

In this paper, we use $\alpha$ in Equation 6 and $\lambda$ in Equation 2 to balance the distillation loss and adjust the mask ratio, respectively. In this subsection, we do the sensitivity study of the hyper-parameters by using ResNet-34 to distill ResNet-18 on ImageNet dataset. The results are shown in Figure 5.

As shown in Figure 5, MGD is not sensitive to the hyper-parameter $\alpha$ which is just used for balancing the loss. As for the mask ratio $\lambda$, the accuracy is 71.41
Table 8. The results of distillation about different stages for Rse34-18 on ImageNet.

|        | Top-1 | Top-5 |
|--------|-------|-------|
| stage 1| 70.09 | 89.40 |
| stage 2| 70.21 | 89.38 |
| stage 3| 70.37 | 89.42 |
| stage 4| 71.58 | 90.35 |
| stage 2+3+4| 71.47 | 90.31 |

when it is 0, which means there are no masked parts for the generation. The student gets higher performance with larger ratio when $\lambda < 0.5$. However, when $\lambda$ is too large, e.g. 0.8, the left semantic information is too poor to generate teacher’s complete feature map and the performance improvement is also affected.

![Fig. 5. Sensitivity study of hyper-parameters $\alpha$ and $\lambda$ with ResNet34-ResNet18](image)

6 Conclusions

In this paper, we propose a new way for knowledge distillation, which forces the student to generate the teacher’s feature with its masked feature instead of mimicking it directly. Based on this way, we propose a new knowledge distillation method, Masked Generative Distillation (MGD). The students can obtain stronger representation power with MGD. Furthermore, our method is just based on the feature map so that MGD can easily be applied to various tasks such as image classification, object detection, semantic segmentation, and instance segmentation. Extensive experiments on various models with different datasets prove that our method is simple and efficient.
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