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Abstract

We have presented a consistent electronic transport framework for the two-dimensional extended Holstein’s organic molecular-crystal based upon complete quantum-mechanical treatment through the non-equilibrium Green’s function (NEGF) formalism and corresponding one-to-one semi-classical framework based upon Boltzmann transport theory for the narrow-bandwidth electronic energy organic semiconductor crystal material and device. In this process, we have formulated electronic self-energy interaction with acoustic and polar optical phonon mode with one phonon and two phonon interactions through Feynman’s diagrammatic techniques to investigate combined electronic transport. Furthermore, the aforementioned can readily expand for the three and four phonon interactions on choice based upon the particular class of organic semiconductor crystal and organic polymers for the modern organic device industry.

Introduction

Historically, during the 1940s, Akamatu, Nagamatsu, and Inokuchi, et al. in Japan, first investigated violanthrone, iso-violanthrone, and pyranthrone macromolecular lattice of organic solid-state hexagonal compounds of black carbon by X-ray diffraction method. Furthermore, for the first time in fig. 1 measure these organic compounds’ electrical resistivity at room temperature, resistivity variation with temperature, and calculated activation energy. Based on these investigations, it concludes that organic compounds are intrinsic semiconductors. [1,2]
Later, in the 1950s, Holstein proposed the one-dimensional molecular-crystal model and polaron theory of transport in the molecular crystal in seminal articles. [3–5] The original first proposal used classical phonon and Schrödinger’s wave equation in the organic polar crystal based on the relevant work of Yamashita et al. on the polar inorganic crystal of NiO. [6] Meanwhile, Kepler, LeBlanc, et al. in the 1960s, calculated the one-electron band structure and transport properties in the anthracene. [7] Later on, Holstein and Friedman et al. expand their work and investigate the Hall effect in the polaron band regime. [8–13] At the same time, Gosar and Sang Choi et al. used Kubo’s linear response theory [14] and the Wannier representation [15] in the aromatic crystal to estimate electron-phonon interaction integrals and estimate electronic mobility in the anthracene crystal. [16] Schnakenberg et al. presented similar efforts for modeling the hopping and band-conductivity in the narrow-band semiconductor and reported the complete Boltzmann transport equation for the molecular-crystal. [17–20] Later, in the 1980s, Silbey and Munn et al. tried to combine the polaronic theory and band theory in the molecular-crystal. [21–26] At the same time, Kenkre and Dunlap et al. modeled the dynamic and static disorder in organic molecular-crystal. [27–31] Later sekirin et al. modeled exciton phonon interaction couplings between excited states and lattice vibrations in the molecular crystals. [32]

We have proposed here an electronic transport formalism in the organic crystal. The electronic transport and current calculation in the organic crystal are humongous tasks. The organic crystals constitute organic molecules and lack a rigid lattice structure. Historically, the critical transport time of flight is deduced based on two approaches. The electronic transport parameters calculate from the hopping jump probability method and the Boltzmann transport equation in the organic crystal. The non-equilibrium Green’s function based electronic transport calculation formalism has seen tremendous growth in the past few decades and reported in the solid-state in-organic devices. However, the non-equilibrium Green’s function formalism did not propose in the literature for the organic crystal devices to the best of the author’s knowledge. Furthermore, during the last two decades, there has been tremendous growth in the low-temperature fabrication process of organic molecules based on electronic and display devices and polymer-based electronics devices. Therefore it is natural to investigate the transport parameter from the bottom-up quantum mechanical approach, to deduce the mesoscopic charge density and electronic current from the microscopic propagative wavefunctions in the organic crystal. In this regard, we have formulated the current transport formalism based on the non-equilibrium Green’s function formalism. There are some efforts to calculate the transport parameter in the organic devices based on the first principle, ab-initio density functional theory. And then extract the electron-phonon interaction coefficients to apply them in the second stage of Boltzmann transport theory to calculate the current parameters. The calculation of the Boltzmann transport equation is mainly in the relaxation time approximation. However, the calculated value from these methods is six to seven orders of difference from the measured values of current mobility. The underline bottleneck in these methods is that the density functional theory is a ground-state theory. The transport mechanism in the organic devices is a non-equilibrium system where the conduction path establishes and the continuous exchange of electronic
wavefunction with the outside reservoir battery-cell with the system's heat conduction flow. Moreover, there are other exotic effects, such as exciton transport in organic crystal transport. There is also the interaction with the light phonon in the organic display device. Furthermore, most of the organic molecular crystals are narrowband semiconductors. These methods are applicable in the band transport regimes where relaxation time approximation solves the Boltzmann transport equation held in a wideband transport regime. In the region of most modern molecular crystal devices, the narrow bandwidth is larger than the 0.2eV or at least ten times larger than the thermal kT value; the transport consider to be band regime, and polaronic band transport is minuscule. However, this generalized non-equilibrium Green's function method can easily incorporate the polaronic band hamiltonian. Therefore, the extension to the polaronic regime state forward for the low-temperature polaronic band. However, organic molecular crystal-based electronic devices use pentacene, anthracene, rubrene molecules with three or longer carbon chains and exhibit relatively high mobility in the tens of values while operating at room temperature. Therefore, they are far from the small polaron band regime. Transport governs by the strong coupling between the adjacent molecules site in the organic crystal, which gives larger mobility values. The molecular crystal with a stronger overlap coupling between transfer function in the atomic orbital in the nearest neighbor lattice site in the organic crystal observes a robust electrical conductivity. Compared to pentacene and anthracene, rubrene shows more strong coupling due to its distinct molecule structures and the electric current. These transfer overlap integral, or coupling coefficients in detail, are calculated by Mulliken in his seminar paper. [33] Therefore, the organic crystal's molecular hamiltonian construction incorporates the overlapping atomic orbital of the adjacent nearest neighbor molecular crystal site and closely follows the tight-binding description of the linear combination of atomic orbitals (LCAO) in solid-state crystal.

Also, in most organic crystals, the conduction band is very narrow in the range of a few kT, and the valence bandwidth is at least twenty times or greater than the thermal voltage at room temperature. Most practical organic crystal devices are P-type, and the valence bandwidth governs the transport properties. Therefore, the possibility of a small polaronic band transport or jump probability-based hopping transport with discrete energy levels is minuscule. In the non-equilibrium Green's function formalism, we will calculate the greater Green's function for hole transport and the lesser Green's function for electronic transport. Also, the Fermi-function is \((1 - \mathcal{F})\) form. Our method has not incorporated a more complex mechanism such as the phonon drag effect, where the electron traps in a potential well created by the phonon vibration. The electronic state is bound around the phonon and carried away by the phonon transport mechanism at room temperature. The internal vibration of molecules in the organic crystal will give intramolecular vibronic modes, giving rise to band-edged electronic band structures. However, such vibronic couplings are ignored in the present calculation.

The outline of this theoretical work is as follows. First, we briefly discuss the historical prospect of experimental work on organic molecular crystals and theoretical development in this field so far. Later we start our framework with Holstein’s molecular-crystal model and division of hamiltonian in electronic, interaction, and Bosonic parts. However, as first derived and later on admitted in subsequent work by Holstein, the Schrödinger’s representation will not further progress as the small perturbation vector. Lattice translation vector will mix up, and for more than one-dimensional crystal, it is challenging to add up all the effects and propagate an Schrödinger wave in such a crystal as well treating phonon in the quantum domain. To mitigate these difficulties, we will follow the second quantization language and Heisenberg representation and introduce the perturbation field in this molecular crystal, expand its effect on the electronic hamiltonian up to second-order and divide hamiltonian into the static part and dynamic part. Afterward, we will introduce electronic Green’s function propagator in such a crystal and treat the dynamic part as a perturbation to the static part in the Green’s function perturbation formulation. Finally, we expand Green’s function perturbation to second order with one phonon and two phonon interactions in the narrow energy bandwidth, organic molecular crystal. Afterward, we discuss the possibility of all such Feynman diagrams of self-energy in linked, unlinked, reducible, and irreducible configuration in the graphical expansion scheme and calculate the interaction self-energy. After achieving the self-energy and related spectral function and broadening matrix from perturbation expansion, we extended the work using these electronic and Bosonic correlation functions into a Green’s function propagator equation of motion in the layered organic crystal. Then, we wrote the coupled equation of motion in the Kadanoff-Keldysh non-equilibrium Green’s function formalism to solve the direct calculation of carrier density and current continuity equation in the system, which is equivalent
to the Landauer formula of current in a system. After completing the entire quantum domain framework, which is hugely computationally demanding, we switched to semi-classical Boltzmann transport theory to apply the non-equilibrium Green’s function scattering self-energy formulation to re-formulate the Boltzmann transport equation conjoined the framework. Total net scattering rates derive for the one phonon and two phonon interactions with the acoustic and polar optical phonon mode. Furthermore, we proposed a Monte-Carlo-based stochastic solution to evaluate organic molecular crystals’ conductivity and mobility at the end of this work and hope this mathematical framework is more physically insightful and microscopically detailed than the classical jump probability-based Marcus theory.

**THEORY**

**Model Hamiltonian**

Historically, a single electron interacting with the boson field in the ionic lattice crystal was modeled by Fröhlich Hamiltonian. [34, 35] Furthermore, a very similar Hamiltonian for the molecular crystal is proposed by Holstein in molecular-crystal model (MCM). [3] The interaction of Fermions with the Bosonic field in the ionic lattice, polar semiconductor, and molecules crystal was investigated to deduce the material’s electronic properties in the weak and strong coupling region. The concept of large polaron quasiparticle was discussed and debated since the early 1940s with the advancement of the quantum theory of material and transport. [36–40] Various mathematical treatments of quantum theory first applied to the polaron field, such as path-integral framework, [41, 42] Wannier function, [43] Green’s function, [44] and Boltzmann transport equation, [45] for this interacting electron-phonon gas of one dimensional to the three-dimensional system. For completeness, we will write both the Hamiltonian first and later develop the system from the starting point of Bloch wavefunction of the excess electron in the host crystal. Electrons in the interacting polar/non-polar crystal can also describe by the Wannier function. However, we will follow the Bloch representation and, later on, the tight-binding approximation to describe the crystal lattice. Our focus is to describe the non-equilibrium system electrical dynamics in one-electron, N-phonon Green’s function representation for evaluating the organic molecular crystal device’s conductivity at finite temperature.

The physical situation in the organic molecular crystal semiconductor divides into three principal Hamiltonian features. Furthermore, the related Hamiltonian described each physical state describing the governing dynamics and interaction with the others. The system’s total Hamiltonian is the sum of three terms, electronic Hamiltonian \( H_E \), lattice Hamiltonian \( H_P \), and interaction Hamiltonian \( H_{INT} \), respectively, representing: The \( H_E \) electronic component, which consists of the electron’s kinetic energy effective one-electron periodic potential. \( H_P \) is a lattice component and sum of lattice phonon kinetic energy and lattice potential energy in the function of phonon displacements from their equilibrium positions. And \( H_{INT} \), electron-phonon interaction, and function of electron coordinate and phonon displacement. We will treat \( H_{INT} \) essentially in the standard theory of slow-moving electrons in semiconducting crystals as a small perturbation where phonon-vibration quanta are simultaneously absorbed or emitted with electron and give rise to scattering transitions to the electron. We have formulated this generalized technique based upon the two-dimensional Holstein’s molecular-crystal model for the narrow-band semiconductor. The molecular crystal lattice model consists of an N-identical polyatomic molecule where the center of gravity and orientation of the molecules is fixed in the lattice. However, internuclear separation varies due to the lattice vibration of the individual molecules. As mentioned above, the generalization consists of extending the molecular-crystal model to a two-dimensional crystal lattice and apply a dc electric field for the transport calculation.

The characteristic feature of these organic molecular crystals is narrow band-width, flat-band, hole transport, low density of state, low mobility and band transport at room temperature. Bloch electron spread in crystal with slightest crystal defect, impurity, Polaron band transport only in extremely low temperature feasible, hopping transport in a classical picture in individual molecules with poor mobility. Some of these features shown in the figures fig. 1, fig. 2, fig. 3, fig. 4, fig. 5, fig. 6, fig. 7, fig. 8, fig. 9 from the literature. Moreover, relevant elements are discussed throughout the mathematical development of this work.
Figure 2: Oligomers of the acene series and their herringbone packing. Left, from top to bottom: naphthalene (2A), anthracene (3A), tetracene (4A), and pentacene (5A). Right: the herringbone arrangement in the ab plane and the layered stacking perpendicular to it. [46]

Figure 3: Atomic structure of isolated rubrene molecules and rubrene single crystals. The C and H atoms are indicated by yellow and light blue spheres, respectively. In the single crystal, the tilted long axes of the molecules are stacked along the b direction. [47]
Figure 4: The charge density isosurface enclosing 40% of the total charges obtained from DFT, which illustrates the crystal structure in the ab plane with 2 inequivalent rubrene molecules arranged in a herringbone structure. (b) The reciprocal lattice; X, Y, and Z correspond to the a, b, and c crystalline direction. (c) The band structure of rubrene using DFT-GGA. [48]

Figure 5: LDA band structure and DOS of naphthalene. The reciprocal coordinates of high-symmetry points are G(0,0,0), Y(0.5,0,0), K(0.5,0,0.5), Z(0,0,0.5), B(0,0.5,0), A(0.5,0.5,0), D(0.5,0.5,0.5) respectively. The red dashed line represents the position of the Fermi level. [49]
Figure 6: The DFT-calculated band structure and DOS of C8-BTBT. The reciprocal coordinates of the high-symmetry points are G(0,0,0), X(0.5,0,0), Y(0,0.5,0), Z(0,0,0.5) respectively. The red dashed line is the position of the Fermi level. [49]

Figure 7: Charge transport in molecular materials: an assessment of computational methods. [50]

Organic molecule crystal phonon band spectra from the theoretical and experimental work. The experiment is very few reported due to difficulty in crystal formulation.
Most theoretical studies on phonon spectra in the periodic molecular crystal are on an isolated single molecule and interpret it as a crystal phonon. This approach is valid for high-frequency intramolecular phonons as they are dispersion-less and consequently very localized. However, low-frequency intermolecular phonon gives inaccurate results by empirical force fields. Moreover, accurate DFT calculations are computationally expansive as in an organic crystal, and the standard unit cell consists of hundreds of atoms. For low-energy phonons spectra measurement, experimentally, terahertz time-domain spectroscopy is widely used. However, it will give gamma phonon energy and not validate the dispersion curve of acoustic phonon. High-resolution inelastic neutron scattering is employed to mitigate these shortcomings, which provide information on low-energy phonons. However, this scheme required single organic crystals, which are challenging to grow. Therefore, phonon band spectra measurement data is available only for a few small organic molecules crystals such as anthracene and naphthalene due to these experimental difficulties. [52–54]

We have investigated a non-equilibrium Green’s function based electronic transport framework on the n-dimensional generalized Holstein’s molecular-crystal model for the narrow-band semiconductor. We have formulated electronic interaction with acoustic and polar phonons in the narrow energy bandwidth organic molecular crystal to investigate the electronic transport through non-equilibrium Green’s function formalism. The self-energy interaction term in the Green’s function is formulated based on the
Feynman diagram graphical expansion technique. [55–59] In the narrow energy bandwidth, organic molecular crystal interactions incorporated two or more phonon scattering processes; therefore, we have included both one phonon and two phonons in our formalism.

We will consider the generalized Holstein’s molecular-crystal model for the narrow energy bandwidth semiconductor, where at equilibrium lattice positions \( l \) have an atomic or molecular potentials \( U(r) \) and have the lattice symmetry property along it’s inversion center. Throughout the work, the bold mathematical symbol used to represent vector position unless otherwise stated. Each such lattice positions \( l \) is describe by site index \( n, m \) in the complete crystal and connected through \( m = l \pm n \) where \( n \) is site index for next nearest neighbor. Arbitrary site index \( n \) or \( m \) is connected through a generalized vector index \( r = \sum_{i,j,k} r_{ijk} a_{ijk} \), which is sum of basic set of lattice displacement vectors \( a_{ijk} \) and integers \( r_{ijk} \) see fig. 10, fig. 11, fig. 12, fig. 13, fig. 14, fig. 15 for geometrical description of model. In the nearest neighbors configuration for two-dimensional case one such arbitrary site index \( n \) is connected to \( m \) thorough \( r = r_1 a_1 + r_2 a_2 \) and denote the position of next neighbor atomic or molecular potentials. In such a molecular-crystal isolated potential \( U(r) \) construct a Bloch-type wave function \( \psi(k, r) \) with a wave vector \( k \) spread across the crystal as a linear combination of it’s normalized atomic or molecular Wannier eigenfunctions \( \phi(r) \) is, [60–62]

\[
\psi(k, r) = \sum_{n'} e^{i kn'} \phi(r - n') = \sum_{n'} \phi(r - n') a_{n'}, \tag{1}
\]

Where \( a_{n'} \) denotes the annihilation operators at lattice position vector \( n' \).
Lattice grid point two-dimensional extended Holstein’s molecular-crystal model

Figure 10: Real space molecular orbitals in two-dimensional Holstein’s molecular-crystal model
Figure 11: Three-dimensional Naphthalene crystal; The monoclinic unit cell has two molecules with an angle of 51.9°. Thus, unit cells have a total of 36 atoms. Transport calculation mainly through classical Marcus theory through jump probability.

The Schrödinger’s equation of the Bloch wave function of molecular-crystal with electronic energy \( \varepsilon(k) \) is,

\[
H_E \psi(k, r) = \varepsilon(k) \psi(k, r)
\]

Therefore, in second quantization language, the Hamiltonian operator of an electron with electronic energy part with an atom-like periodic potential having a center of symmetry and real \( U(r - l) \) with respect to center \( (r - l) \) in the externally applied electric field vector \( E_F \) is,

\[
H_E = \int \text{d}^3(r - l) \psi^\dagger(k, r - l) \left\{-\frac{\hbar^2}{2m} \frac{\partial^2}{\partial(r - l)} + qE_F \cdot r \right\} + \sum_l U(r - l) - \mu \psi(k, r - l)
\]

Where the term \( (qE_F \cdot r) \) is externally applied electric field-induced energy at site \( r \) and \( \mu \) is the chemical potential. At the first-order treatment, externally applied electric field vector \( E_F \) may operate on the lattice molecule site and may change their mean position \( (r - l) \) and also applied electric field vector \( E_F \) may interact with molecule potential energy \( U(r - l) \). However, all such phonon drag effect and London effect interaction are omitted at first-order treatment. Moreover, we will not mention specifically externally applied electric field-induced energy \( (qE_F \cdot r) \) in subsequent treatment and introduce again in the transport equation in terms of non-equilibrium Green’s function.

The energy eigenvalues \( \varepsilon_0 \) is given by,

\[
\left\{-\frac{\hbar^2}{2m} \frac{\partial^2}{\partial(r)} + U(r) - \varepsilon_0 + \mu \right\} \phi(r) = 0
\]

Inserting eq. (1), eq. (3) and eq. (4) in Schrödinger’s equation eq. (2) and multiply with \( \phi^\ast(r - n) \) and performing integration with two-center integrals over \( r \), the electronic energy \( \varepsilon(k) \) following the schnakenberg et al. [17, 18, 20] treatment of Holstein’s molecular-crystal model is.
\[ \varepsilon(k) = \varepsilon_0 - \mu + \sum_{n,n'} e^{ik(n'-n)} \left( \sum_{l \neq n'} \int d^3r \phi^* (r - l) \phi (r - n') \right) \]

\[ = \varepsilon_0 - \mu + \sum_{n,n'} K_{n,n'} e^{ik(n'-n)} \]

\( K_{n,n'} \) is the Fourier coefficients of the narrow band overlap integrals, \( \mu \) is chemical potential of molecules crystal, \( \phi(r) \) is normalized and in the denominator of eq. (5) with the lowest order integral include functions centered at distinct molecular site index \( n, n' \) and approximate as Kronecker delta \( \delta \), [67–74]

\[ \int d^3 r \phi^* (r - n) \phi (r - n') = S_{nn'} \approx \delta_{nn'} \]

**Figure 12:** Pentacene Unit cell, [75]
Figure 13: Rubrene Unit cell, [76]

Figure 14: Pentacene 3x3x3 cell
Furthermore, in the numerator, by identical reasoning, we confine to two-center integrals, and overlap integrals $K_{n,n'}$ is expanded as resonance integral $U_J(n' - n)$ and Coulomb integral $U_C$ as follow,

$$\varepsilon(k) = \varepsilon_0 - \mu + \int \frac{d^3r |\phi(r)|^2 \sum_{l \neq n} U(r - l + n)}{U_C} + \sum_{n-n'} \epsilon^{k(n'-n)} \int \frac{d^3r \phi^*(r)U(r)\phi(r - n' + n)}{U_J(n' - n)}$$  \hspace{1cm} (7)

The second term in eq. (7) is defined as Coulomb integral $U_C$ as,

$$U_C = \int d^3r |\phi(r)|^2 \sum_{l \neq n} U(r - l + n) = \int d^3r |\phi(r)|^2 U(r - m)$$  \hspace{1cm} (8)

The third term in eq. (7) under integral without the exponential prefactor is defined as resonance integral $U_J(n' - n)$ as,

$$U_J(n' - n) = \int d^3r \phi^*(r)U(r)\phi(r - n' + n), \hspace{0.5cm} n \neq n', $$

$$U_J(n' - n) = 0, \hspace{0.5cm} n = n' $$

$$U_J(n' - n) = U_J(n - n'), \hspace{0.5cm} \text{from the inversion symmetric of lattice} \hspace{1cm} (9)$$

The Number of molecular orbitals in Pentacene C22H14 is $P_z$ orbital per carbon atom and 6 $P_z$ molecular orbital per ring. Therefore 22 molecular orbitals of carbon and a unit cell have four molecules, consequently 22X4=88 molecular orbitals per unit cell. Rubrene C42H28 has 42 carbon $P_z$ orbital, and the unit cell has four molecules. 42X4=168 molecular orbital per unit cell. Mulliken in 1949 tabulated the formula, [33], and LeBlanc in 1961 calculated the resonance integrals of molecular orbital for anthracene crystal. [7] For calculating the molecular orbitals out of one unit cell, more advanced prediction can be made through deep learning and machine learning-based approach. The learning can efficiently estimate any linear combination of orbital in principal and populate the hamiltonian for the entire device under investigation for transport calculation. [77,78]

Now writing the complete electronic Hamiltonian in the second quantization language,

$$H_E = \sum_k \varepsilon(k) a_k^\dagger a_k = (\varepsilon_0 - \mu + U_C) \sum_n a_n^\dagger a_n + \sum_{n,n'} U_J(n' - n)a_n^\dagger a_n$$  \hspace{1cm} (10)
Where $a_k, a_k^\dagger$ are annihilation and creation operators of Bloch type propagating band wave $\psi(k, r)$ with wavevector $k$. Annihilation $a_n$ and creation $a_n^\dagger$ are related to lattice Wannier functions. However, the molecular eigenfunctions of $U(r)$ are identical to Wannier functions in the lowest order Bloch’s estimation. Therefore, $a_n, a_n^\dagger$ are annihilation and creation operators of eigenfunctions $\phi(r)$ with eigenstates of the isolated potentials $U(r)$. The second term in eq. (10) is equivalent to the $H_{int}$ of the Holstein model.

The effect of Bosonic field, i.e., acoustic and polar phonons, on the electronic Hamiltonian in the molecular crystal is incorporated by expanding the Coulomb integral $U_C$ and resonance integral $U_f(n' - n)$ in terms of instantaneous positions of the molecules defined as $r_n = n + y_n$ in the lattice, where deviations $y_n$ is variations from the equilibrium positions of lattice index $n$. Writing molecules positions in terms of instantaneous positions are an approximation in first order and this approximation’s validity is later proclaimed.

We will introduce the phonons part into our electron-phonon gas system by the free Bosonic Hamiltonian. It should be noticed that the phonon annihilators and creators operator here is not destroying or creating the mass or molecules here but represent the creation and destruction of associated phonon energy mode as defined by,

$$H_P = \sum_{i=1}^{2} \sum_q \omega_q b_q^\dagger b_q$$

Where $i = 1, 2$ referring to acoustic and polar phonons respectively, $b_q$ and $b_q^\dagger$ are phonon annihilators and creators and $\omega_q$ is the frequency of phonons of type $i$ includes both a polarization index $v$ and phonon wave vector $q$ of the lattice. For $i = 1$ referring to longitudinal acoustic phonon, frequency of phonon is $\omega_q = \omega_{ac}$ and for $i = 2$ referring to longitudinal polar optical phonon, frequency of phonon is $\omega_q = \omega_{po}$.

In the second quantization language, the amplitude of the molecular vibration $y_n$ which deviate from the equilibrium positions site $n$ within the unit cell, after transforming the classical small molecular displacements $y_n$ into the quantize phonons normal modes to treat with propagating electron in the Bloch basis for the perturbation, [79,80]

$$y_n = \sum_{q,v} \frac{\hbar^{1/2}}{(2MN\omega_{q,v})^{1/2}} e_{q,v} (e^{i(q,v)n} b_{q,v} + e^{-i(q,v)n} b_{q,v}^\dagger)$$

Where $M$ reduced mass of molecular grid cells, $N$ total number of molecule lattice sites per unit volume, $\omega_{q,v}$ phonon frequency for inter-molecular or intra-molecular vibration in the branch index $v$, $e_{q,v}$ phonon polarization vector, $b_{q,v}, b_{q,v}^\dagger$ phonon annihilation and creation operators, with a phonon wave vector $q$ and a phonon polarization branch index $v$. For the non-polar organic molecular crystal, the value of polarization vector and index can be assumed unity. For the polar organic or inorganic crystal, $e_{q,v}$ an appropriate polarization index should be treated. Here we start with a general description and narrow down the framework in the subsequent discussion without explicitly mentioning the different phonon branches and drop the branch index $v$. Later in the Boltzmann transport equation for counting the scattering rate between different electron and phonon branches, we will reintroduce the branch index $n, m, v$, respectively.

The Coulomb integral $U_C$ in terms of deviations $y_n$ is,

$$U_C = \int d^3r |\phi(r)|^2 \sum_{l \neq n} U(r - r_l + r_n)$$

And resonance integral $U_f(n' - n)$ in terms of deviations $y_n$ is,
\[ U_J(r_n, r_{n'}) = \int d^3r \phi^*(r) U(r) \phi(r - r_{n'} + r_n) \] (14)

Where \( U(r - r_l + r_n) \) and \( U(r) \) in Coulomb integral \( U_C \) and resonance integral \( U_J(n' - n) \) is additional potential energy of electron due to interaction with vibrating molecular grid cell. In the simplest approximation \( U(r) \) and \( U(r - r_l + r_n) \) is additive summation due to the potentials from all the nearest neighbor individual polar molecules and therefore proportional to the deflections \( y_n \) in the respective grid cell, and the shape of \( U(r) \) with distance \( r \) is \( 1/r^2 \) dependence in the simplest approximation,

\[ U(r - r_l + r_n); U(r) \approx \sum_{all \ n} U(r - n)y_n \approx \frac{1}{r^2} y_n \] (15)

In the narrow bandwidth semiconductor, to incorporate the full effect of interaction processes between Fermionic and Bosonic field, we will expand the resonance integral \( U_J(n' - n) \) and Coulomb integral \( U_C \) in powers of second-order deviations terms to include up to two phonon scattering interaction. The organic semiconductor has a narrow electronic bandwidth. Moreover, the acoustic phonon has high energy, and the polar optical phonon has even more high energy. Therefore extremely narrow electronic bandwidth semiconductors cannot interact with one phonon process alone and balance the energy conservation. Therefore two or more phonon processes are inevitable. Here we restrict our self to two phonon processes, but it can be, in principle, expanded to the third and fourth-order with a more mathematical cumbersome equation. In a practical organic device, additional imperfections such as lattice point defects, charged or uncharged impurity centers, adsorbent atoms, molecules in the nearby layer, and the surface may influence the charge transport. All of those interactions with electrons depend upon the crystal lattice’s finite distance point. Therefore depend upon the phonon field due to the distance fluctuation between diverse lattice points. However, these interactions can be modeled as Coulomb integral expansion \( U_C \) and resonance integral expansion \( U_J(n' - n) \) type in the relevant lattice scenario. We have expanded one phonon and two phonon processes. We can expand the framework in terms of three and four phonon simultaneous processes. Moreover, two phonons non-simultaneous interaction, a combination of consecutive two, one-phonon interaction at distinct times, can also be constructed. However, their contribution in comparison to simultaneous processes is minuscule and can be neglected. However, in the Boltzmann transport equation framework, the treatment of two or more simultaneous and non-simultaneous scattering interactions is impossible to treat.

Resonance integral \( U_J \) and Coulomb integral \( U_C \) is a function of the instantaneous positions of lattice sites in the molecular crystal lattice vibration. The lattice vibration effect through acoustic phonon interaction is incorporated through \( U_C \) and \( U_J \) are expanded to second order in powers of \( y_n \) dilation in the equilibrium state. Expanding the Coulomb integral \( U_C \) in the space components \((i, j)\) of the vector for up to second-order deviations terms by acoustic phonons interaction,

\[ U_C = \sum_l \frac{\int d^3r \phi(r)^2 U(r - l + n)}{U_{C_l}} - \sum_l \sum_i \frac{\partial}{\partial(l_i - n_i)} \int d^3r \phi(r)^2 U(r - l + n) \cdot (y_{ni} - y_{li}) }{U_{C_l}(l - n)} \]

\[ + \frac{1}{2} \sum_{l, i, j} \frac{\partial^2}{\partial(l_i - n_i) \partial(l_j - n_j)} \int d^3r \phi(r)^2 U(r - l + n) \cdot (y_{ni} - y_{li}) \cdot (y_{nj} - y_{lj}) }{U_{C_{ij}}(l - n)} \] (16)

In eq. (8) the first term is the unperturbed Coulomb integral. The second term is first-order deviation terms. The third term is second-order deviation terms where \( n \) is the site index of molecules and \( l \) is the mean equilibrium position. From the second and third term respectively, we define \( U_{C_l}(l - n) \) and \( U_{C_{ij}}(l - n) \),

\[ U_{C_l}(l - n) = \frac{\partial}{\partial(l_i - n_i)} \int d^3r \phi(r)^2 U(r - l + n) \] (17)
Expanding the resonance integral $U_J$ in the space components $(i, j)$ of the vector for up to second-order deviations terms by acoustic phonons interaction,

\[
U_J(r_n, r_{n'}) = \int d^3r \phi^*(r) U(r) \phi(r - n' + n)
\]

\[
- \sum_i \frac{\partial}{\partial(n_i' - n_i)} \int d^3r \phi^*(r) U(r) \phi(r - n' + n) \cdot (y_{ni} - y_{ni'})
\]

\[
+ \frac{1}{2} \sum_{i,j} \frac{\partial^2}{\partial(n_i' - n_i)\partial(n_j' - n_j)} \int d^3r \phi^*(r) U(r) \phi(r - n' + n) \cdot (y_{ni} - y_{ni'}) \cdot (y_{nj} - y_{nj'})
\]

In eq. (19) first term is the unperturbed resonance integral $U_J(n' - n)$. The second term is first-order deviation terms, and the third term is second-order deviation terms where $n$ is the site index of molecules and $n'$ is the next neighbor site. From the second and third term respectively, we define $U_{J,i}(n' - n)$ and $U_{J,ij}(n' - n)$,

\[
U_{J,i}(n' - n) = \frac{\partial}{\partial(n_i' - n_i)} \int d^3r \phi^*(r) U(r) \phi(r - n' + n)
\]

\[
U_{J,ij}(n' - n) = \frac{\partial^2}{\partial(n_i' - n_i)\partial(n_j' - n_j)} \int d^3r \phi^*(r) U(r) \phi(r - n' + n)
\]

Now, The complete electronic Hamiltonian in the expansion of one and two-phonon electron-phonon scattering interaction by inserting eq. (16) and eq. (19) into eq. (10). The complete electronic Hamiltonian $H_E$ is sum of diagonal Coulomb Hamiltonian $H_C$ and non-diagonal resonance Hamiltonian $H_J$ as,

\[
H_E = H_C + H_J
\]
\[ H_C = \sum_n \sum_l \left\{ \left( \int \frac{d^3r |\phi(r)|^2 U(r-l+n)}{U_{C_0}} \right) + \sum_q \frac{-\hbar^{1/2}}{(2M\omega_0)^{1/2}} \sum_i e_{q_i} \frac{\partial}{\partial(l_i - n_i)} \int d^3r |\phi(r)|^2 U(r-l+n) \cdot \left( (e^{i\hat{n}q} - e^{i\hat{k}q}) b_q + (e^{-i\hat{n}q} - e^{-i\hat{k}q}) b_q^\dagger \right) \right\} B_{nl,q,ac} \]

\[ + \frac{1}{2} \sum_{q,q'} \left( \frac{\hbar}{(4M^2N^2\omega_0\omega_0)^{1/2}} \sum_{i,j} e_{q_i} e_{q'_j} \frac{\partial^2}{\partial(l_i - n_i) \partial(l_j - n_j)} \int d^3r |\phi(r)|^2 U(r-l+n) \cdot \left( (e^{i\hat{n}q} - e^{i\hat{k}q}) b_{q'} + (e^{-i\hat{n}q} - e^{-i\hat{k}q}) b_{q'}^\dagger \right) \right\} \]

Where we define interaction matrix element \( U_{C_0}, B_{nl,q,ac}, C_{l-n}, C_{q,ac}(l-n), C_{q,ac}(l-n) \) such as,

\[ U_{C_0}^{q,ac}(l-n) = -\frac{\hbar^{1/2}}{(2M\omega_0)^{1/2}} \sum_i e_{q_i} \frac{\partial}{\partial(l_i - n_i)} \int d^3r |\phi(r)|^2 U(r-l+n) \]

\[ U_{C}^{q,ac}(l-n) = \frac{\hbar}{(4M^2N^2\omega_0\omega_0)^{1/2}} \sum_{i,j} e_{q_i} e_{q'_j} \frac{\partial^2}{\partial(l_i - n_i) \partial(l_j - n_j)} \int d^3r |\phi(r)|^2 U(r-l+n) \]

\[ B_{nl,q,ac} = (e^{i\hat{n}q} - e^{i\hat{k}q}) b_q + (e^{-i\hat{n}q} - e^{-i\hat{k}q}) b_q^\dagger \]

\[ B_{nl,q',ac} = (e^{i\hat{n}q} - e^{i\hat{k}q}) b_{q'} + (e^{-i\hat{n}q} - e^{-i\hat{k}q}) b_{q'}^\dagger \]

Therefore eq. (23) read as,

\[ H_C = \sum_n \sum_l \left\{ U_{C_0} + \sum_q U_{C,ac}(l-n) B_{nl,q,ac} + \frac{1}{2} \sum_{q,q'} U_{C,ac}(l-n) B_{nl,q,ac} B_{nl,q',ac} \right\} a_n^\dagger a_n \]
\[ H_3 = \sum_{n,n'} \left\{ \frac{\int d^3 r \phi^* (r) U(r) \phi (r - n' + n)}{U_3(n' - n)} \right\} \]

\[ + \sum_q \frac{-\hbar}{(2MN\omega q)^{1/2}} \sum_i e_{Qi} \frac{\partial}{\partial (n'_i - n_i)} \int d^3 r \phi^* (r) U(r) \phi (r - n' + n) \cdot U_{q,n,n'}^\dagger (n' - n) \]

\[ \left[ (e^{in} - e^{in'}) b_q + (e^{-in} - e^{-in'}) b_q^\dagger \right] \]

\[ + \frac{1}{2} \sum_q \frac{\hbar}{(4M^2N^2\omega q^2)^{1/2}} \sum_{i,j} e_{Qi} e_{Qj} \frac{\partial^2}{\partial (n'_i - n_i) \partial (n'_j - n_j)} \int d^3 r \phi^* (r) U(r) \phi (r - n' + n) \cdot U_{q,n,n'}^\dagger (n' - n) \]

\[ \left[ (e^{in} - e^{in'}) b_q + (e^{-in} - e^{-in'}) b_q^\dagger \right] \cdot \left[ (e^{in} - e^{in'}) b_{q'} + (e^{-in} - e^{-in'}) b_{q'}^\dagger \right] \]

\[ a_{n,n'}^+ a_{n,n'} \]

(26)

Where we define interaction matrix element \( U_{j}(n' - n) \), \( B_{nn',q,n} \), \( B_{nn',q',n} \), \( U_{q,n,n'}^J (n' - n) \), \( U_{q',n,n'}^J (n' - n) \) such as,

\[ U_{q,n,n'}^J (n' - n) = \frac{-\hbar}{(2MN\omega q)^{1/2}} \sum_i e_{Qi} \frac{\partial}{\partial (n'_i - n_i)} \int d^3 r \phi^* (r) U(r) \phi (r - n' + n) \]

\[ U_{q',n,n'}^J (n' - n) = \frac{\hbar}{(4M^2N^2\omega q^2)^{1/2}} \sum_{i,j} e_{Qi} e_{Qj} \frac{\partial^2}{\partial (n'_i - n_i) \partial (n'_j - n_j)} \int d^3 r \phi^* (r) U(r) \phi (r - n' + n) \]

\[ B_{nn',q,n} = (e^{in} - e^{in'}) b_q + (e^{-in} - e^{-in'}) b_q^\dagger \]

\[ B_{nn',q',n} = (e^{in} - e^{in'}) b_{q'} + (e^{-in} - e^{-in'}) b_{q'}^\dagger \]

\[ U_{j}(n' - n) = \int d^3 r \phi^* (r) U(r) \phi (r - n' + n) \]

(27)

Therefore eq. (26) read as,

\[ H_3 = \sum_{n,n'} \left\{ \frac{\sum_{n,n'} U_{j}(n' - n) + \sum_{q} U_{q,n,n'}^J (n' - n) B_{nn',q,n} + \frac{1}{2} \sum_{q,q'} U_{q',n,n'}^J (n' - n) B_{nn',q,n} B_{nn',q',n}}{Static \ Part} + \frac{1}{Dynamic \ Part} \right\} a_{n,n'}^+ a_{n,n'} \]

(28)

Similarly, polar optical phonon interaction with the electronic Hamiltonian can also expand in terms of the Coulomb integral \( U_C \) and resonance integral \( U_J \) up to second-order deviations terms with the electronic Hamiltonian and subsequently expanding the Hamiltonian. [18,81] As hitherto concerned, in a practical organic device, additional imperfections such as lattice point defects, charged or uncharged impurity centers, adsorbent atoms, molecules in the nearby layer, and the surface may influence the charge transport. All those interactions with electrons depend upon the crystal lattice’s finite distance point. Therefore depend upon the phonon field due to the distance fluctuation between diverse lattice points. However, these interactions can be modeled as \( H_C \) or \( H_3 \) type in the relevant lattice scenario.
The complete system Hamiltonian of electron-phonon gas incorporating one and two-phonon acoustic phonon interaction is, [82–84]

$$H_{ac-ph} = H_S + H_D$$

(29)

Where we separate the Hamiltonian in term of static $H_S$ and dynamic part $H_D$ for the Green’s function perturbation expansion.

The static $H_S$ part of the complete system Hamiltonian of electron-phonon gas is,

$$H_S = \langle \varepsilon_0 - \mu + U_C^0 \rangle \sum_n a_n^\dagger a_n + \sum_{n,n'} U_J(n' - n) a_n^\dagger a_{n'} + \sum_q \omega q b_q^\dagger b_q$$

(30)

The dynamic $H_D$ part of the complete system Hamiltonian of electron-phonon gas is,

$$H_D = \sum_{n,n'} \left\{ \sum_q U_{q;ac}^J(n' - n) B_{nn',q;ac} + \frac{1}{2} \sum_{q,q'} U_{q'q;ac}^J(n' - n) B_{nn',q;ac} B_{nn',q';ac} \right\} a_n^\dagger a_{n'}$$

(31)

We will consider the $H_D$ dynamic part of the complete system Hamiltonian of electron-phonon organic molecular gas as a perturbation to the static $H_S$ part due to Bosonic field and introduce the electronic Green’s function $G(n, t; n', t')$ perturbation expanded in terms of $H_D$.

**Green’s function $G(n, t; n', t')$**

The one-particle electronic Green’s function propagator defined as, [85,86]

$$G(n, t; n', t'; U) = -\frac{i}{\hbar} \left\langle T \{ a_n(t)a_{n'}^\dagger(t')S \} \right\rangle_0$$

(32)

Where $S$ is scattering action functional from scattering matrix theory and inverse temperature $\beta = \frac{1}{\kappa T}$.

$$S = T^c \exp \left\{ -\frac{i}{\hbar} \int_0^\tau d\tau' \sum_{n,n'} U_{nn'}(\tau) H_{D,nn'}(\tau) \right\}_0$$

(33)

The phenomenological explanation of the above equation can be interpreted for the $t > t'$ as the probability that a Fermion created in the quantum system at time $t'$ and at place $n'$ moves to another time $t$ at another place $n$ is represented by Green’s function $G(n, t; n', t'; U)$. Where $T^c$ is the time ordering operator always moving the operator with the earlier time argument, and average values expressed as index 0 and operators’ time dependence is with respect to static part $H_S$. Time-dependent c-number potential $U_{nn'}(\tau)$ will become eventually zero. At the finite non-zero temperature, the quantum system is no longer in the ground state. Therefore bracket $\langle \cdots \rangle$ represents the grand canonical ensemble of thermodynamic average. The quantum device is in contact with a reservoir that has a temperature $T$, and with the reservoir, the device might exchange heat as well as Fermions. To represent the zero and finite temperature equilibrium and non-equilibrium quantum system interaction, real-time and imaginary Green’s functions as well as advanced $G^A$ and retarded $G^R$ Green’s functions are defined. As well to completely describe the system, two Green’s functions, the greater $G^>$ and the lesser $G^<$ Green’s functions, are also defined as, [87–90]
The lesser $G^<$, greater $G^>$, advanced $G^A$, retarded $G^R$, and $G$ Green’s functions are not uniquely independent but interrelated by following relationships, \[87–90\]
\[
G(n, t; n', t') = \theta(t - t')G^>(n, t; n', t') + \theta(t' - t)G^<(n, t; n', t')
\]
\[
G^{R,A}(n, t; n', t') = \pm \theta(\pm t \mp t') [G^>(n, t; n', t') - G^<(n, t; n', t')]
\]
\[
G^R(n, t; n', t') - G^A(n, t; n', t') = G^>(n, t; n', t') - G^<(n, t; n', t')
\]
These equalities hold for both equilibrium and non-equilibrium pictures. The fluctuation-dissipation theorem linked all these properties in equilibrium. One subtle difference between the equilibrium and non-equilibrium pictures is in the derivation of the perturbation assumption. In equilibrium, zero-temperature Green’s functions scenario system guarantees to return its initial state after an asymptotically large time. However, in the non-equilibrium picture, this is not true, as at time $t$ equal to $+\infty$, the final state will be very distinct from the initial state at time $t$ equal to $-\infty$. As a consequence, operator expectation values are built through the Feynman diagrams technique for contour integration, \[55,56,58\] and Wick’s decomposition for non-equilibrium situations. \[91,92\] By using the eq. (35), which holds for non-equilibrium, The non-equilibrium Green’s function eq. (32) is,
\[
G(n, t; n', t') = \theta(t, t')G^>(n, t; n', t') + \theta(t', t)G^<(n, t; n', t')
\]
Where on the contour the definition of the function $\theta(t, t')$ is,
\[
\theta(t, t') = \begin{cases} 0, & \text{if } t \text{ is earlier on a contour than } t' \\ 1, & \text{if } t \text{ is later on a contour than } t' \end{cases}
\]
The equation of motion for the electron in Green’s function terms eq. (32) from the Bruevich, Tiablikov, Bogolyubov et al. treatment \[74\] and by Kadanoff and Baym et al. method of functional derivatives, \[87,88,93\] is,
\[
\left[ i\hbar \frac{\partial}{\partial t} - (\varepsilon_0 - \mu + U_{C_0}) \right] G(n, t; n', t'; U) = \delta_{nn'} \delta(t - t') + \frac{i}{\hbar} \sum_{m,n,n'} \frac{1}{(S)_0} \left\langle T^c \{ u_n(t) H_{D,nn'}(t) a_{n'}^\dagger(t') S \} \right\rangle
\]
By introducing intermediate dummy index $m$ between the $n$ and $n'$ on the complex path and expanding the $H_D$ term,
\[
\left[ i\hbar \frac{\partial}{\partial t} - (\varepsilon_0 - \mu + U_{C_0}) \right] G(m, t; n', t'; U) = \delta_{mn'} \delta(t - t') + \sum_m U_J(m - n)G(m, t; n', t'; U)
\]
\[
+ \sum_m \left[ H_D(m, n, t; U) + i \frac{\delta}{\delta U_{mn}(t)} \right] G(m, t; n', t'; U)
\]
Where,
\[
H_D(m, n, t; U) = -\frac{i}{\hbar} \frac{\left\langle T^c \{ H_{D,nn}(t) S \} \right\rangle_0}{(S)_0}
\]
By transferring the terms towards left-hand side to make in Dyson’s equation form, \[85,86,94,95\]
\[
\left[i\hbar \frac{\partial}{\partial t} - (\varepsilon_0 - \mu + U_{Cn})\right] G(n, t; n', t'; U) = - \sum_{m} \int_{0}^{-i\hbar \beta} d\tau \Sigma(n, t; m, \tau; U) G(m, \tau; n', t'; U)
\]
\[
= \delta_{nn'} \delta(t - t')
\]
(42)

After integrating eq. (40) and eq. (41), \[74\]
\[
G(n, t; n', t'; U) = G_0(n, t; n', t') + \sum_{m, m'} \int_{0}^{-i\hbar \beta} d\tau G_0(n, t; m, \tau) U_{f}(m' - m)
\]
\[
\cdot \left[H_{D}(m', m, \tau; U) + i \frac{\delta}{\delta U_{m'm} (\tau)}\right] G(m', \tau; n', t'; U)
\]
(43)

Comparing eq. (43) with Dyson’s self-energy \(\Sigma\),
\[
G(n, t; n', t'; U) = G_0(n, t; n', t') + \sum_{m, m'} \int_{0}^{-i\hbar \beta} d\tau \int_{0}^{-i\hbar \beta} d\tau' G_0(n, t; m, \tau) \Sigma(m, m', \tau'; U) G(m', \tau'; n', t'; U)
\]
(44)

Where \(G_0\) is free particle bare propagator correlation functions independent of \(U\) at \(H_{D, mn} = 0\) for the corresponding \(H_{2}\) in the \(\langle \mathbf{k}, E \rangle\) representation. The \(G\) dressed particle propagator is a single particle picture incorporating all the many-body interactions. Also, By applying lattice translations invariance property and time-shift property, Green’s function and self-energy in lattice index differences arguments, and by using the temporal periodicity properties, \[90,96\]
\[
G_0(n, t; n', t') = \delta_{nn'} G_0(t, t')
\]
\[
G(n, t; n', t') \equiv G(n - n', t - t')
\]
\[
\Sigma(n, t; n', t') \equiv \Sigma(n - n', t - t')
\]
\[
G(n, t \pm i\beta) = -G(n, t)
\]
\[
G_0^<(t) = i \langle a_{n}^+(0) a_{n}(t) \rangle_0 = i \frac{e^{i(\varepsilon_0 - \mu + U_{Cn}) t}}{e^{\beta(\varepsilon_0 - \mu + U_{Cn})} + 1}
\]
\[
G_0^>(t) = -i \langle a_{n}(t) a_{n}^+(0) \rangle_0 = -i \frac{e^{\beta(\varepsilon_0 - \mu + U_{Cn})} e^{-i(\varepsilon_0 - \mu + U_{Cn}) t}}{e^{\beta(\varepsilon_0 - \mu + U_{Cn})} + 1}
\]
\[
G_0(k, E) = \frac{1}{E - \varepsilon(k)}
\]
(45)

The self-energy \(\Sigma\) can be determined by solving integro-functional equation from eq. (43) and eq. (44), \[20,74\]
\[
\Sigma(n, t; n', t'; U) = U_{f}(n' - n) H_{D}(n', n, t; U) \delta(t - t')
\]
\[
+ i \sum_{m, m'} U_{f}(m - n) \int_{0}^{-i\hbar \beta} d\tau G(m, t; m', \tau) \frac{\delta \Sigma(m', \tau; n', t'; U)}{\delta U_{mn}(t)}
\]
(46)

The real-part of self-energy \(\Sigma\) will provide the energy eigenvalues incorporating the effect of scattering. Furthermore, the inverse of the imaginary-part of self-energy \(\Sigma\) will provide the lifetime of such scattering effect. For limit \(U \to 0\), and expanding up to second order of Green’s Function, from eq. (46) the self-energy \(\Sigma_2\) is,
\[ \Sigma_2(n, t; n', t') = \sum_{m, m'} U_j(m - n)U_j(m' - m')G_0(m, t; m', t') \langle T^C \{ H_D, mn(t)H_D, n'm'(t') \} \rangle_0 \] (47)

We will first formally expand Green’s function \( G(n, t; n', t') \) up to second-order and then evaluate the self-energy \( \Sigma_{1,2} \) terms by summing up the first order and second-order perturbation term to the \( H_D \) to set up the non-equilibrium Green’s function framework for transport calculation.

**Green’s function \( G(n, t; n', t') \) Perturbation expansion**

By definition of electronic Green’s function \( G(n, t; n', t') \) eq. (32) and expanding the \( H_D \) part up-to second order for index \( z = 2 \) as, [74, 74]

\[
G(n, t; n', t') = -\frac{i}{\hbar} \left\langle T^c \left\{ a_n(t)a_{n'}^{\dagger}(t')S \right\} \right\rangle_0
\]

\[
= -\frac{i}{\hbar} \langle \delta \rangle \sum_{z=0}^{\infty} \frac{(-i)^z}{z!} \int_0^{-\hbar\beta} dt_1 \cdots \int_0^{-\hbar\beta} dt_z \sum_{n_1, n'_1} \cdots \sum_{n_z, n'_z} \left\langle T^c \left\{ a_n(t)a_{n'}^{\dagger}(t') \right\} \right\rangle_0
\]

\[ a_{n_1}(t_1)a_{n'_1}(t_1) \cdots a_{n_z}(t_z)a_{n'_z}(t_z) \}
\] (48)

We have expanded Green’s function up to \( z = 2 \) second order to incorporate various scattering processes. In the case of \( z = 1 \) numerator term of eq. (48) expand, it represented as Feynman integral diagrams. These graph sets are linked and unlinked first order Green’s function expansion without any complex time dependence. For the case of first-order \( z = 1 \) with incorporating, two phonon interactions process the numerator term of eq. (48), with the help of eq. (43) and eq. (46) is expanded and have two contribution term the first term corresponds to the graphical representation of linked contribution fig. 16 and given as eq. (49), and the second term corresponds to the graphical representation of fig. 17 and essential an unlinked contribution,

\[
\int_0^{-\hbar\beta} dt_1 \sum_{n_1, n'_1} G_0(n - n_1, t - t_1)G_0(n'_1 - n', t_1 - t') \sum_q U_{qq,ac}(n'_1 - n_1) \sin^2 \left[ \frac{q(n'_1 - n_1)}{2} \right] \coth \left( \frac{\beta q}{2} \right)
\] (49)

**Figure 16:** Self-energy contribution; first-order Green’s function expansion; linked time-independent interaction

fig. 16 and fig. 17 are two phonon processes; however, they are the time-independent contribution, and consequently, the sum of all the orders will provide a minor change in the \( \varepsilon(k) \) band and therefore safe to omit for further treatment.
With the assumption of the low density of electrons or holes in narrow bandwidth organic semiconductor and neglecting the influence of unlinked graph on the interaction, for the irreducible linked contribution up to second-order $\tau = 2$ expansion, thus have the numerical contributions as one phonon process interacting with an electron, for the case of second-order $\tau = 2$ with incorporating, one phonon interactions process with electron the numerator term of eq. (48) with the help of eq. (43) and eq. (46) expanded as in fig. 18,

$$
\int_{0}^{-i\hbar\beta} dt_{1} \int_{0}^{-i\hbar\beta} dt_{2} \sum_{n_{1}, n_{1}', n_{2}, n_{2}'} \sum_{n_{2}, n_{2}'} G_{0}(n - n_{1}, t - t_{1})G_{0}(n_{1}' - n_{2}, t_{1} - t_{2})G_{0}(n_{2}' - n_{1}', t_{2} - t_{1}) \cdot \sum_{q} U_{q;ac}(n_{1}' - n_{1})U_{q;ac}(n_{2}' - n_{2})(e^{i\eta_{q}^{n_{1}}} - e^{i\eta_{q}^{n_{1}'}})(e^{-i\eta_{q}^{n_{2}}} - e^{-i\eta_{q}^{n_{2}'}}).
$$

(50)

Figure 18: 1-phonon interaction, second-order contribution linked irreducible time time-dependent graph to Green’s function and self-energy

For the case of second-order $\tau = 2$ with incorporating, two phonon interactions process with electron the numerator term of eq. (48) with the help of eq. (43) and eq. (46) expanded as in fig. 19,
\[
\int_{0}^{-i\hbar\beta} dt_1 \int_{0}^{-i\hbar\beta} dt_2 \sum_{n_1, n_1', n_2, n_2'} G_0(n - n_1, t - t_1) G_0(n_1' - n_2, t_1 - t_2) G_0(n_2' - n', t_2 - t').
\]

\[
\frac{1}{2} \sum_{q, q'} U^{ac}_{q q'}(n_1' - n_1) U^{ac}_{q q'}(n_2' - n_2) (e^{i q n_1} - e^{i q n_1'})(e^{-i q n_2} - e^{-i q n_2'}).
\]

\[
\frac{-i}{\hbar} \left[ \left\langle T^c \left\{ b_q(t_1 - t_2) b^\dagger_{q'} \right\} \right\rangle_0 + \left\langle T^c \left\{ b_q^\dagger b^\dagger_{q'}(t_1 - t_2) \right\} \right\rangle_0 \right].
\]

\[
D(q, t_1 - t_2)
\]

\[
\frac{-i}{\hbar} \left[ \left\langle T^c \left\{ b_q(t_1 - t_2) b^\dagger_{q'} \right\} \right\rangle_0 + \left\langle T^c \left\{ b_q^\dagger b^\dagger_{q'}(t_1 - t_2) \right\} \right\rangle_0 \right].
\]

\[
D(q', t_1 - t_2)
\]

Where phonon scattering probability through the phonon Green’s function \( D(q, t) \) is,

\[
D(q, t) = -\frac{i}{\hbar} \left[ \left\langle T^c \left\{ b_q(t) b^\dagger_{q'} \right\} \right\rangle_0 + \left\langle T^c \left\{ b_q^\dagger b^\dagger_{q'}(t) \right\} \right\rangle_0 \right] \tag{52}
\]

The Migdal theorem truncates Dyson’s self-energy computation due to the boson field’s lowest order phonon interaction. \cite{97} Though it is computationally favorable for device simulation, it fails to incorporate multi-phonon processes and phonon lifetime relaxation. The more accurate spectral function is possible through the retarded cumulant expansion formalism, where electronic Green’s function expanded in terms of cumulant function. \cite{98}

**Figure 19:** Two-phonon interaction, second-order contribution linked irreducible time-dependent graph to Green’s function and self-energy

We have assumed that phonons baths remain in equilibrium during the interaction with electron motion. Moreover, the London effect or phonon drag due to electron and electron digging due to phonon in small polaron transport scenarios did not consider. Therefore, the phonon correlation in equilibrium is with \( H_S \) only. For completeness, we will mention here that in the case of second-order \( z = 2 \) expansion, there are a total of twelve linked and unlinked contributions, out of which seven are unlinked and not represented here. Five are linked contributions out of which two time-dependents are mathematically expressed and represented in eq. (50), fig. 18 and eq. (51), fig. 19 respectively and the remaining three
time-independent contributions shown in fig. 20, fig. 21, and fig. 22. The fig. 20 is one-phonon linked contribution but time-independent in nature. The fig. 21 and fig. 22 are two-phonon linked contribution but time-independent in nature and fig. 22 is iterative process of fig. 16 and reducible to the case of first-order $z = 1$ as discussed earlier in eq. (49). Moreover, a time-independent contribution from fig. 20, fig. 21, minuscule correction to the electronic band and neglected by the same argument discussed after eq. (49).

![Figure 20](image1.png)
**Figure 20:** One-phonon self-energy linked time-independent contribution; second-order Green’s function expansion

![Figure 21](image2.png)
**Figure 21:** Two-phonon self-energy linked time-independent contribution; second-order Green’s function expansion

![Figure 22](image3.png)
**Figure 22:** Two-phonon self-energy linked time-independent contribution; second-order Green’s function expansion, iterative process of fig. 16 and reducible to the case of first-order $z = 1$ as eq. (49)

In the third-order $z = 3$ expansion, the electron-phonon interactions, which contain one electron and combined processes of both one and two phonon interactions, will happen as shown in the fig. 23. In such a scenario, for electronic transport, adding the scattering rate through the Matthiessen rule for one, two, and three-phonon interaction is invalid. [99–102] As we have to compute and count mixed one and two-phonon scattering rates also. Therefore, we have neglected this third-order and higher-order interactions scattering in our hamiltonian and restricted it to second-order processes with one and two-phonon interactions only.

![Figure 23](image4.png)
**Figure 23:** Third-order linked time-independent irreducible Self-energy contribution; Green’s function expansion; mixed one-phonon & two-phonon interaction

In fig. 24, We have also illustrated linked, irreducible self-energy contribution in the lowest order where
two-phonon non-simultaneous interaction contributes to the Green’s function expansion. We have neglected all such non-simultaneous interactions.

Figure 24: Linked irreducible self-energy contribution; two-phonon scattering in the lowest order non-simultaneous process

The scattering self-energy \( \Sigma \) incorporating the third and fourth-order interaction processes can be expanded based upon Konstantinov and Perel graphical method. [57] Lang, Firsov and Bryksin, [82–84] first applied the third and fourth-order scattering processes in small polaron model. For expansion reference, we will give here the fourth-order self-energy \( \Sigma_4 \) in the limit \( U \to 0 \) from the eq. (46)

\[
\Sigma_4(1, 2') = \sum_{1',2} U_{J}(1)U_{J}(2)G_0(1', 2) \cdot \left\langle Tc \{ H_D(1)H_D(2) \} \right\rangle_0
+ \sum_{1',2} \sum_{3,3'} U_{J}(1)U_{J}(2)U_{J}(3) \int_0^{-\hbar\beta} dt_3 G_0(1', 3)G_0(3', 2) \cdot \left\langle Tc \{ H_D(1)H_D(2)H_D(3) \} \right\rangle_0
+ \sum_{1',2} \sum_{3,3'} \sum_{4,4'} U_{J}(1)U_{J}(2)U_{J}(3)U_{J}(4) \int_0^{-\hbar\beta} dt_3 \int_0^{-\hbar\beta} dt_4 G_0(1', 3)G_0(3', 4)G_0(4', 2)
\cdot \left\langle Tc \{ H_D(1)H_D(2)H_D(3)H_D(4) \} \right\rangle_0 - \left\langle Tc \{ H_D(1)H_D(2)H_D(3) \} \right\rangle_0 \left\langle Tc \{ H_D(2)H_D(4) \} \right\rangle_0
\] (53)

We have used the following abbreviations in the eq. (53),

\[
\sum_{1',2} = \sum_{n_1, n_2}
U_{J}(1) = U_{J}(n_1' - n_1)
G_0(1', 2) = G_0(n_1', t_1; n_2, t_2)
H_D(1) = H_D(n_1'(t_1))
\] (54)

In the second-order perturbation, the eq. (50) is exact expansion as up to second-order no additional integral diagram term will contribute the Green’s function, and all the possible interaction is incorporated in the model. By using Wick’s theorem, [91,92] linked-graph theorem techniques [59] and Kadanoff and Baym method of functional derivatives, [103] to the Green’s function eq. (48) expansion and summing all the topologically distinct, irreducible connected graphs, in the second-order, self-energy contribution of one-phonon eq. (50) and two-phonon eq. (51).

Self-energy \( \Sigma(n, t) \)

The interaction self-energy expansion \( \Sigma_{1,2}(n, t) \) with the help of eq. (43) and eq. (46) as expanded in eq. (51) is, [104,105]
\[ \Sigma_{1,2}(n - n', t - t') = \sum_{m, m'} G_0(m - m', t - t') \left\{ \sum_q U^J_{q,ac}(m - n) U^J_{q',ac}(n' - m') (e^{iqn} - e^{iqm}) \right. \\
+ \left. (e^{-iqm} - e^{-iqn'}) D(q, t - t') - \frac{1}{2} \sum_{q, q'} U^J_{qq',ac}(m - n) U^J_{qq',ac}(n' - m') \right\} \]

It is convenient to work by taking Fourier transformation of Green’s function \( G(n, t) \) and self-energy \( \Sigma(n, t) \) from the imaginary time domain to the wavefunction, energy domain representation \((k, E)\) by

\[ G(n, t) = \frac{1}{N} \sum_k e^{i kn} \frac{i}{\beta} \sum_E e^{-iE} G(k, E) \]
\[ G(k, E) = \int_0^{-i\hbar\beta} dt e^{iE \frac{\hbar}{\beta}} \sum_n e^{-i kn} G(n, t) \]
\[ \Sigma(n, t) = \frac{1}{N} \sum_k e^{i kn} \frac{i}{\beta} \sum_E e^{-iE} \Sigma(k, E) \]
\[ E = \frac{(2l + 1)\pi i}{\beta}, \text{ where } l = 0, \pm1, \pm2, \ldots \]

Phonon Green’s function \( D(q, \zeta) \) with the Boson complex frequency \( q \) and energy \( \zeta \),

\[ D(q, t) = \frac{i}{\beta} \sum_\zeta e^{-\frac{i\zeta t}{\hbar}} D(q, \zeta) \]
\[ \zeta = \frac{2l\pi i}{\beta}, \text{ where } l = 0, \pm1, \pm2, \ldots \]

\[ G_0(k, E) = \frac{1}{[E - \epsilon(k)]} \]
\[ D(q, \zeta) = \frac{1}{[\zeta - \hbar\omega_q]} - \frac{1}{[\zeta + \hbar\omega_q]} \]

**Acoustic Phonon Self-energy** \( \Sigma_{ac}(k, E) \)

The self-energy \( \Sigma_{ac}(k, E) \) from eq. (55) is, [106, 107]
\[
\Sigma_{ac}(\k, E) = \sum_\mathbf{q} \left| U_{q,ac}^J(\k, \mathbf{q}) \right|^2 \frac{N_q + 1 - \mathcal{F}(\varepsilon(\k - \mathbf{q}))}{E - \varepsilon(\k - \mathbf{q}) - \hbar \omega_q} + \frac{N_q + \mathcal{F}(\varepsilon(\k - \mathbf{q}))}{E - \varepsilon(\k - \mathbf{q}) + \hbar \omega_q},
\]

for \( J = 1, 2 \).

When contacted through the electrode in the external circuit, an infinitesimally slight broadening energy due to two simultaneous acoustic phonon interaction with the electron. There are six contribution term from the one and two-phonon process, where matrix element \( U_{q,ac}^J(\k, \mathbf{q}, \mathbf{q}') \), \( N_q \), \( \mathcal{F}(\varepsilon) \), and \( \varepsilon(\mathbf{k}') \) defined as,

\[
U_{q,ac}^J(\k, \mathbf{q}) = \sum_{\mathbf{n}' - \mathbf{n}} e^{i(k(n' - n))} U_{q,ac}^J(n' - n) - \sum_{\mathbf{n} - n} e^{i(k-q)(n' - n)} U_{q,ac}^J(n' - n)
\]

\[
U_{q',ac}^J(\k, \mathbf{q}, \mathbf{q}') = \sum_{\mathbf{n}' - \mathbf{n}} e^{i(k(n' - n))} U_{q',ac}^J(n' - n) - \sum_{\mathbf{n} - n} e^{i(k-q)(n' - n)} U_{q',ac}^J(n' - n)
\]

\[
- \sum_{\mathbf{n}' - \mathbf{n}} e^{i(k-q')(n' - n)} U_{q',ac}^J(n' - n) + \sum_{\mathbf{n} - n} e^{i(k-q)(n' - n)} U_{q',ac}^J(n' - n)
\]

Bose – Einstein distribution function \( N_q = \frac{1}{e^{\beta \omega_q} - 1} \)

Fermi – Dirac distribution function \( \mathcal{F}(\varepsilon(\k')) = \frac{1}{e^{\beta \varepsilon(\k')} + 1} \)

\( \varepsilon(\k') = \varepsilon(\k - \mathbf{q} - \mathbf{q}') \)

\( \varepsilon(\k) = \varepsilon_0 - \mu + U_{\mathbf{C}n} + \sum_{\mathbf{n}} U_j(\mathbf{n}) e^{ikn} \)

The coupling matrix elements in the acoustic case \( U_{q,ac}^J(\k, \mathbf{q}), U_{q',ac}^J(\k, \mathbf{q}, \mathbf{q}') \), are deformation-potential type interaction.

In the eq. (60), electronic energy eigenvalue of static \( H, \) Hamiltonian is for the isolated molecular crystal. When contacted through the electrode in the external circuit, an infinitesimally slight broadening energy is added to the hamiltonian to include the effect of contact. We will explicitly include this effect in the treatment of the non-equilibrium Green’s function framework. There is a slight shift in the energy spectrum due to the coupling of molecular orbitals with the electrodes. For the exact solution in the many-body quantum system, electron-phonon self-energies through Dyson’s equation for the phonon
Green’s function \( D(q; \zeta) \) is solved in a coupled way with electron Green’s functions which is very expansive. [108] The first-order phonon renormalization process can be neglected at a price to miss to capture a possible phonon lifetime reduction. According to the Migdal theorem, [37] phonon induced renormalization process of the electron-phonon vertex scales with the ratio of electron mass to ion mass. Therefore it is safe to omit the renormalization process at the first level. [109] Therefore, We have assumed the phonon bath is in thermal equilibrium and full phonon Green’s function \( D_0(q; \zeta) \). The Bose distribution for the phonons is \( N_q \) with phonon frequency \( \omega_q \). For the narrow bandwidth, low density of state organic semiconductor crystal at the room temperature, the Fermi-Dirac distribution function \( \mathcal{F}(\varepsilon(k)) \), is slowly varying in energy within the full span of k-space and electron and holes in these low density of state crystal reasonably approximate as following the Boltzmann statics and \( \mathcal{F}_k \ll 1 \) and \( 1 - \mathcal{F}_k \approx 1 \). Moreover variation in \( \mathcal{F}(\varepsilon(k')) \) due to various contribution by the \( k' \), \( \omega_q \) and \( \omega_q' \) interaction with in one-phonon and two-phonon can calculated by taking summation of all \( k' \) in the modified Bessel function.

**Electronic Green’s function** \( G(k, E) \)

The electronic Green’s function \( G(k, E) \) is,

\[
G(k, E) = \left[ \frac{1}{E - \varepsilon(k) - \Sigma(k, E) + i\eta} \right]_{\eta \to 0^n} = \left[ \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi E - \omega + i\delta} \right]_{\delta \to 0^n} \tag{61}
\]

Where in the energy domain constant \( \eta \) tend to zero and force the integrands to zero for reaching \( \pm\infty \) and similarly in spectral-domain constant \( \delta \) tend to zero and force the integrands to peak at zero frequency. Broadening function \( \Gamma(k, \omega) \) from imaginary part of \( \Sigma(k, E) \) in spectral representation defined as,

\[
\Gamma(k, \omega) = i\left[ \Sigma(k, \omega + i\delta) - \Sigma(k, \omega - i\delta) \right]_{\delta \to 0^n} \tag{62}
\]

In transport calculation, the real part of self-energy \( \Sigma \) provides a minor correction in \( \varepsilon(k) \) bandstructure through renormalization of the chemical potential that can be neglected for the low density of state, single-band organic crystal, while the imaginary part of \( \Sigma \) will provide coupling strength and relaxation times from the eq. (61) near the real z-axis for \( \omega = \varepsilon(k) \), Green’s function is,

\[
G(k, \omega \pm i\delta) = \left[ \frac{1}{\omega \pm i\delta - \varepsilon(k) + \frac{\Gamma(k, \omega)_{\pm}}{2}} \right]_{\delta \to 0^n} \tag{63}
\]

And the spectral function \( A(k, \omega) \) which is related to the observed angle-resolved photoemission spectroscopy signal of dressed Green’s function \( G(k, \omega) \) incorporating all the electron-phonon interaction for \( \omega \approx \varepsilon(k) \),

\[
A(k, \omega) = i\left[ G(k, \omega + i\delta) - G(k, \omega - i\delta) \right]_{\delta \to 0^n} = \frac{\Gamma(k, \omega)}{\omega - \varepsilon(k)} + \frac{\Gamma(k, \omega)}{\omega - \varepsilon(k)}^2 \tag{64}
\]

By Dyson’s self-energy equation, all the electron-phonon interaction contained in self-energy \( \Sigma(k, E) \) and connected through broadening function \( \Gamma(k, \omega) \) for \( \omega \approx \varepsilon(k) \) from eq. (59) as,
\[
\Gamma(k, \varepsilon(k)) = \frac{2\pi}{h} \sum_q |U_{q,ac}(k, q)|^2 \left\{ \begin{array}{l}
N_q \bigg[ 1 + \mathcal{F}(\varepsilon(k - q)) \bigg] \cdot \delta \left( \varepsilon(k) - \varepsilon(k - q) - \hbar \omega_q \right) \\
+ \bigg[ N_q + \mathcal{F}(\varepsilon(k - q)) \bigg] \cdot \delta \left( \varepsilon(k) - \varepsilon(k - q) + \hbar \omega_q \right) \end{array} \right\}
\]

1-Acoustic Phonon; Emission

2-Acoustic Phonon; Absorption

\[
\Gamma_{ac;ph-2}(k, \varepsilon(k)) = \frac{2\pi}{h} \sum_{q, q'} |U_{qq',ac}(k, q, q')|^2 \left[ \mathcal{F}(\varepsilon(k - q - q')) \right] \delta \left( \varepsilon(k) - \varepsilon(k - q - q') + \hbar \omega_q + \hbar \omega_{q'} \right) \]

2-Acoustic Phonon; Both Simultaneous Emission & Absorption

2-Acoustic Phonon; Both Simultaneous Absorption & Emission

\[
= \Gamma_{ac;ph-1}(k, \varepsilon(k)) + \Gamma_{ac;ph-2}(k, \varepsilon(k))
\]

In the self-energy \( \Sigma(k, E) \) eq. (59) and broadening function \( \Gamma(k, \omega) \) eq. (65) in the second-order expansion total of six phonon contribution, two contributions is due to single phonon absorption and emission interaction and other four are contribution due to combine emission or absorption of two phonons simultaneous. In the narrow bandwidth semiconductor, due to the low density of state in the energy window of the electron and high energy of acoustic and polar phonon, the possibility of one-phonon processes scattering are in the tiny region of \( k \) wave vectors space to satisfy the energy conservation. For the two-phonon processes, the probability of interaction in which both phonons emit energy \( \delta(\varepsilon(k) - \varepsilon(k - q - q')) - \hbar \omega_q - \hbar \omega_{q'} \) or absorb energy \( \delta(\varepsilon(k) - \varepsilon(k - q - q') + \hbar \omega_q + \hbar \omega_{q'}) \), simultaneously is even minuscule. By eliminating two terms in the aforementioned two phonon interactions and with this approximation \( \Gamma(k, \varepsilon(k)) \) is,
Polar Optical Phonon Self-energy $\Sigma_{\text{op}}(k, \omega)$

High energy, high frequency polar optical phonon interact with the electron through the intramolecular lattice vibration to calculate the self-energy interaction through optical phonon in a weak coupling regime. Intramolecular vibrations amplitude $y_n$ at site $n$ within the unit cell describes the unit cell's internal deformations. Therefore, molecular eigenstate energy $\varepsilon$ will also fluctuate in addition to $U_C$ and $U_f$ as previously described in the acoustic case eq. (12). In the weak coupling regime, amplitude $y_n$ at site $n$ only influences the molecular eigenstate energy $\varepsilon_n$ at site $n$ and nearby site $n'$ not influence the eigenstate energy with this assumption of $\varepsilon_n = \varepsilon(y_n)$. We have assumed at the first order simpler linear dependence, however more complex sub-linear or quadratic dependence can be treated in the proposed framework. In the intramolecular optical vibrations, we have assumed that fluctuations in $\varepsilon_n$ by $\varepsilon(y_n)$ is most robust, and the fluctuations in $U_f$ and $U_C$ by optical phonon vibration $y_n$ is negligible. Therefore the complete system Hamiltonian modify from eq. (10) and eq. (13) as,

$$H = \sum_{n} \left[ \varepsilon(y_n) - \mu \right] a_n^\dagger a_n + \sum_{n, n'} U_f(n' - n) a_n^\dagger a_{n'} + \sum_{q} \omega_q b_q^\dagger b_q \quad (67)$$

From eq. (67) by expanding up to second-order terms $\varepsilon(y_n)$ in powers of $y_n$, Again, The complete system Hamiltonian of electron-phonon gas incorporating one and two-optical phonon processes interaction is,

$$H_{\text{op-ph}} = H_S + H_D \quad (68)$$

Where we again separate the Hamiltonian in terms of static $H_S$ and the dynamic part $H_D$ as for the Green's function perturbation expansion.

The static $H_S$ part of the complete system Hamiltonian of electron-phonon gas is,
\[
H_S = \left( [\varepsilon(y)]_{y=0} - \mu \right) \sum_n a_n^\dagger a_n + \sum_{n,n'} U_f(n' - n) a_n^\dagger a_{n'} + \sum_q \omega_q b_q^\dagger b_q
\]

The dynamic \( H_D \) part of the complete system Hamiltonian of electron-phonon gas is,

\[
H_D = \sum_n \left( \sum_q U_{q,op}^C B_{n,op} + \frac{1}{2} \sum_{q,q'} U_{q,q',op}^C B_{n,op} B_{n,q',op} \right) a_n^\dagger a_n
\]

Where we define interaction matrix element \( U_{q,op}^C, U_{q,q',op}^C, B_{n,op}, B_{n,q',op} \) such as,

\[
U_{q,op}^C = \frac{\hbar}{2MN_\omega q} \sum_i \varepsilon_{qi} \left[ \frac{\partial}{\partial y_i} \varepsilon(y) \right]_{y=0}
\]

\[
U_{q,q',op}^C = \frac{\hbar}{4M^2N_\omega q' \omega q} \sum_{i,j} \varepsilon_{qi} \varepsilon_{q'j} \left[ \frac{\partial^2}{\partial y_i \partial y_j} \varepsilon(y) \right]_{y=0}
\]

\[
B_{n,op} = [\varepsilon^{iq} n b_q + \varepsilon^{-iq} n^\dagger b_q]
\]

\[
B_{n,q',op} = [\varepsilon^{iq} n b_q' + \varepsilon^{-iq} n^\dagger b_q']
\]

\[
\varepsilon_0 = \left[ \varepsilon(y) \right]_{y=0} \varepsilon_i = \left[ \frac{\partial}{\partial y_i} \varepsilon(y) \right]_{y=0} \varepsilon_{ij} = \left[ \frac{\partial^2}{\partial y_i \partial y_j} \varepsilon(y) \right]_{y=0}
\]

The matrix elements \( U_{q,op}^C \) and \( U_{q,q',op}^C \) coupling is a molecular dipole potential type of interaction. Hereafter the acoustic phonon treatment for the Green’s function from eq. (48) and perturbation expansion treatment of Hamiltonian \( H_D \) from eq. (70) and following the procedure of eq. (59). The self-energy \( \Sigma_{op}(k, E) \) for intramolecular vibrations is,

\[
\Sigma(k, E) = \sum_q |U_{q,op}^C|^2 \cdot \begin{cases}
1 \text{-Optical Phonon; Emission} & \frac{N_q + 1 - \mathcal{F}(\varepsilon(k - q))}{E - \varepsilon(k - q) - \hbar \omega_q} + \frac{N_q + \mathcal{F}(\varepsilon(k - q))}{E - \varepsilon(k - q) + \hbar \omega_q} \\
1 \text{-Optical Phonon; Absorption} & \\
2 \text{-Optical Phonon; Both Simultaneous Emission} & \frac{\mathcal{F}(\varepsilon(k - q - q'))}{\mathcal{F}(\varepsilon(k - q - q') + \hbar \omega_q + \hbar \omega_q')} \cdot \frac{N_q N_q'}{E - \varepsilon(k - q - q') - \hbar \omega_q - \hbar \omega_q'} \\
2 \text{-Optical Phonon; Simultaneous Absorption} & \\
2 \text{-Optical Phonon; Both Simultaneous Emission & Absorption} & + \frac{\mathcal{F}(\varepsilon(k - q - q'))}{\mathcal{F}(\varepsilon(k - q - q') + \hbar \omega_q - \hbar \omega_q')} \cdot \frac{(N_q + 1)(N_q' + 1)}{E - \varepsilon(k - q - q') + \hbar \omega_q + \hbar \omega_q'} \\
2 \text{-Optical Phonon; Both Simultaneous Absorption & Absorption} & \\
2 \text{-Optical Phonon; Both Simultaneous Emission & Emission} & + \frac{\mathcal{F}(\varepsilon(k - q - q'))}{\mathcal{F}(\varepsilon(k - q - q') + \hbar \omega_q - \hbar \omega_q')} \cdot \frac{N_q (N_q' + 1)}{E - \varepsilon(k - q - q') - \hbar \omega_q + \hbar \omega_q'} \\
2 \text{-Optical Phonon; Both Simultaneous Absorption & Absorption} & \\
2 \text{-Optical Phonon; Both Simultaneous Emission & Emission} & + \frac{\mathcal{F}(\varepsilon(k - q - q'))}{\mathcal{F}(\varepsilon(k - q - q') - \hbar \omega_q + \hbar \omega_q')} \cdot \frac{(N_q + 1)N_q'}{E - \varepsilon(k - q - q') + \hbar \omega_q - \hbar \omega_q'}
\end{cases}
\]

\[
= \Sigma_{op,ph-1}(k, E) + \Sigma_{op,ph-2}(k, E)
\]
Where \( \Sigma_{\text{op,ph}-1}(k, E) \) are self-energy due to one optical phonon interaction, \( \Sigma_{\text{op,ph}-2}(k, E) \) are self-energy due to two simultaneous optical phonon interaction with the electron. There are six contribution term from the one and two-phonon process, where matrix element \( \mathcal{N}_q, \mathcal{F}(\varepsilon), \text{and } \varepsilon(k - q - q') \) defined as previously. For the two-phonon processes, the probability of interaction in which both phonons emit energy \( \delta(\varepsilon(k) - \varepsilon(k - q - q') - \hbar \omega_q - \hbar \omega_{q'}) \) or absorb energy \( \delta(\varepsilon(k) - \varepsilon(k - q - q') + \hbar \omega_q + \hbar \omega_{q'}) \) simultaneously is even minuscule. By eliminating two terms in the aforementioned two phonon interactions and with this approximation, \( \Gamma(k, \varepsilon(k)) \) is,

\[
\Gamma(k, \varepsilon(k)) = \frac{2\pi}{\hbar} \sum_{q} |U_{q, q'}^{\text{op}}|^2 \left\{ \begin{array}{c} \mathcal{N}_q + 1 - \mathcal{F}(\varepsilon(k - q)) \cdot \delta(\varepsilon(k) - \varepsilon(k - q) - \hbar \omega_q) \\ \mathcal{N}_q + \mathcal{F}(\varepsilon(k - q)) \cdot \delta(\varepsilon(k) - \varepsilon(k - q) + \hbar \omega_q) \end{array} \right. + \frac{2\pi}{\hbar} \sum_{q, q'} |U_{q, q'}^{\text{op}}|^2 \left[ \frac{\mathcal{F}(\varepsilon(k - q - q'))}{\mathcal{F}(\varepsilon(k))} \right],
\]

\( \Gamma_{\text{op,ph}-1}(k, \varepsilon(k)) \)

\( \Gamma_{\text{op,ph}-2}(k, \varepsilon(k)) \)

### Non-Equilibrium Green’s Function formalism

The non-equilibrium Green’s function formalism provides a framework to calculate the non-equilibrium carrier statistics in the externally biased connected device as an ensemble average of single-particle correlation Green’s Function. Keldysh, Kadanoff, and Baym developed the non-equilibrium Green’s function formalism in 1960. [88, 90] The adaption of non-equilibrium Green’s function formalism to semiconductor devices was first demonstrated by Datta, Lake, and Klimeck in 1997 and later in 2002 by Wacker. [110–112] The non-equilibrium Green’s function formalism can study the time evolution of many-body quantum fields, either in thermodynamic equilibrium or non-equilibrium. [111, 113–117] These quantum fields are constituted by carriers such as electrons, phonons, and spin in semiconductor devices. In the non-equilibrium Green’s function formalism, The Schrödinger-Poisson equation solved with the open boundary conditions under the non-equilibrium Fermi contact potentials with the coupling to the contacts and energy dissipative scattering processes. [102,118–125] In the device simulation, the carrier densities \( \Re(n(t)), \text{and } \Im(n(t)) \) the current densities are two most important physical observable quantities. By solving the equation of motion, lesser Green’s functions \( G^<(n, t; n', t') \) are calculated which is only possible because Green’s function \( G(n_1, t_1; n_2, t_2) \) and the self-energy \( \Sigma(n_1, t_1; n_2, t_2) \) has the same symmetry properties, and that is required for the calculation of carrier densities. This is shown by Craig et.al. [126] and later prove by Danielewicz et.al. [127] By using the Langreth theorem, [128] expansion of eigenfunction, and for \( (t - t') \) time difference taking the Fourier transform of the Green’s functions, The closed set of equations of motion is,

\[
\frac{\hbar}{i} \frac{d}{dt} G^{<}_{nm}(k, t) = - \sum_l \hbar n_l G^{<}_{lm}(k, t) = \sum_l \int_{t_0}^{\infty} dt_1 \Sigma_{nl}^{R}(k, t_1) G^<_{lm}(k, t_1') + \sum_l \int_{t_0}^{\infty} dt_1 \Sigma_{nl}^{<}(k, t_1) G^A_{lm}(k, t_1') \tag{75}
\]
After simplification by Langreth theorem. The lesser Green’s function $G^\delta_{nm}(k,tt')$ is defined as,

$$G^\delta_{nm}(k,tt') = \sum_l \int_{t_0}^\infty \int_{t_0}^\infty dt_1 G^{R}_{nl}(k,tt_1)\Sigma_{lm}^<(k,tt_1)G^{A}_{lm}(k,tt_1)$$  

(79)

Green’s functions depend upon time ($t$) and ($t'$), but once non-equilibrium system reach to stationary state solution the Green’s functions depend on the time difference ($t-t'$). Through the Langreth theorem, ($t$) and ($t'$) upon reaching the stationary state, no longer reside on the imaginary time contour. Furthermore, using the advantage of Fourier transform Green’s functions for the time difference $t-t'$ can be modified in the energy. Similar relationship hold for $G^{R,A}$,

$$G^\delta_{nm}(k,E) = \int d(t-t')e^{iE(t-t')/\hbar}G^\delta_{nm}(k,t-t')$$  

(80)

Therefore, in the stationary state, equations of motion of the quantum system can be simplified as follow,

$$E G^\delta_{nm}(k,E) - \sum_l h_{nl}G^\delta_{lm}(k,E) = \sum_l \Sigma_{nl}^R(k,E)G^\delta_{lm}(k,E) + \sum_l \Sigma_{nl}^<(k,E)G_A^{A\delta}_{lm}(k,E)$$

$$E G^\delta_{nm}(k,E) - \sum_l G^\delta_{nl}(k,E)h_{lm} = \sum_l G^R_{nl}(k,E)\Sigma_{lm}^<(k,E) + \sum_l G^R_{nl}(k,E)\Sigma_{lm}^A(k,E)$$

$$G^\delta_{nm}(k,E) = \sum_{l,v} \int_{t_0}^\infty dt_1 \int_{t_0}^\infty dt_2 G^{R}_{nl}(k,tt_1)\Sigma_{lm}^<(k,tt_1)G^{A}_{lm}(k,tt_2)$$

(79)

$$\Sigma_{nl}^R(k,E) = \Sigma_{nl}^<(k,E)$$

$$G^\delta_{nm}(k,E) = \sum_{l,v} G^\delta_{nl}(k,E)G_{lm}(k,E)G^{A\delta}_{lm}(k,E)$$

(80)

$$G^\delta_{nm}(k,E) = \int d(t-t')e^{iE(t-t')/\hbar}G^\delta_{nm}(k,t-t')$$

$$E G^\delta_{nm}(k,E) - \sum_l h_{nl}G^\delta_{lm}(k,E) = \sum_l \Sigma_{nl}^R(k,E)G^\delta_{lm}(k,E) + \sum_l \Sigma_{nl}^<(k,E)G_A^{A\delta}_{lm}(k,E)$$

$$E G^\delta_{nm}(k,E) - \sum_l G^\delta_{nl}(k,E)h_{lm} = \sum_l G^R_{nl}(k,E)\Sigma_{lm}^<(k,E) + \sum_l G^R_{nl}(k,E)\Sigma_{lm}^A(k,E)$$

(79)

$$G^\delta_{nm}(k,E) = \sum_{l,v} G^{R}_{nl}(k,tt_1)G^\delta_{lm}(k,tt_1)G^{A\delta}_{lm}(k,tt_2)$$

(80)

$$\Sigma_{nl}^R(k,E) = \Sigma_{nl}^<(k,E)$$

$$G^\delta_{nm}(k,E) = \sum_{l,v} G^\delta_{nl}(k,E)G_{lm}(k,E)G^{A\delta}_{lm}(k,E)$$

(80)
Where $G^R, G^<$, and for the different relevant interactions self-energies $\Sigma_{nm}^{R, <}(k, E)$, have to calculate for the relevant lattice point index on the grid in this eq. (81) coupled system of equations. $\Sigma_{nm}^{R, <}(k, E)$ is self-energies sum due to one phonon acoustic self-energy $\Sigma_{\text{ac,ph}}^{R, <}(k, E)$, two phonon acoustic self-energy $\Sigma_{\text{ac,ph}}^{R, <}(k, E)$, from eq. (59), and one phonon optical self-energy $\Sigma_{\text{op,ph}}^{R, <}(k, E)$, two phonon optical self-energy $\Sigma_{\text{op,ph}}^{R, <}(k, E)$ from eq. (73). This couple set of equations is computational intensive, for a device with tight-binding model Hamiltonian $h$, matrix element is $N_H N_H$, if the device contain lattice $N_L$ points, $k$ wavevector $N_k$ points, and energy $N_E$ points. The functions $G^R, G^<, \Sigma^R$, and $\Sigma^<$ size to calculate and store is $N_L \times N_L \times N_k \times N_E \times N_E \times N_H \times N_H$. The size of the matrices is $N \times N$, as $N$ denotes the total number of atoms in the device. The retarded Green’s function computed by the Recursive Green’s function (RGF) algorithm of complexity $O(N)$, [129–133] This exploits the property of block tri-diagonal matrix structure with minimal computational resources compared to the massive matrix inversion operation of complexity $O(N^3)$. The algorithm to calculate the couple set of equation start with an initial value of $G^<$ and $G^R$. The system with no interactions is taken as the initial value of free Green’s function $G^{0R}$ and $G^{0<}$. For all the lattice, $H$, $E$, $k$, points, self-energies $\Sigma^<$ and $\Sigma^R$ derived by calculating the actual $G^<$ and $G^R$. The calculation of new $G^R$ and $G^<$ is performed by using the self-energies $\Sigma^<$ and $\Sigma^R$ values from the previous iteration. This loop continues until Jacobi iterations reach convergence. With this $G^<$, the actual carrier density is obtained and solved in the Poisson equation loop. The carrier-carrier interactions will be approximately treated on the mean-field level with the Hartree self-energies as part of the Poisson potential. The algorithm restarted with the newly calculated Poisson potential and continued to run till convergence was achieved. The carrier density and current density calculation are computationally expensive in Green’s function formalism. [122, 134, 135] Speed up can be achieved by parallelizing the self energies computation and neglecting some higher-order parts of the self-energies.

**Carrier Density $\mathcal{N}(n, t)$**

In the non-equilibrium Green’s functions formalism, the carrier density $\mathcal{N}(n, t)$ is,

$$\mathcal{N}(n, t) = -i\hbar G(n, t; n', t')$$  \hspace{1cm} (82)

In the stationary regime of non-equilibrium Green’s functions solution eigenfunction expansion gives the carrier density per unit area $A$ with eq. (48) and eq. (64),

$$\mathcal{N}(n, t) = -\frac{i}{A} \sum_{k} \sum_{n,n'} \int \frac{dE}{2\pi} G_{n,n'}(k, E) \phi_{k}(r-n) \phi_{k}^{*}(r-n')$$  \hspace{1cm} (83)

**Current Density $\mathcal{J}(n, t)$**

The current density calculation is more computationally expensive compared to carrier density. The current density $\mathcal{J}(n, t)$ is related to carrier density $\mathcal{N}(n, t)$ by the continuity equation,

$$\frac{d}{dt} \mathcal{N}(n, t) + \text{div} \mathcal{J}(n, t) = 0$$  \hspace{1cm} (84)

The carrier density $\mathcal{N}(n, t)$ is derived from the lesser Green’s functions $G(n, t; n', t')$ as,

$$\frac{d}{dt} \mathcal{N}(n, t) = \lim_{t' \to t} (-i\hbar) \left[ \frac{d}{dt} G^{<}(n, t, n', t') + \frac{d}{dt} G^{<}(n, t, n', t') \right]$$  \hspace{1cm} (85)

In the case of the $z$-directional current transport and assuming the eigenfunctions centered around one
lattice point, \[111\] by using eq. (84),

\[
\frac{d}{dt} \mathcal{G}(n, t) = \frac{e}{A \Delta} \sum_k \frac{d}{dt} \langle a_{n,k}^\dagger(t) a_{n,k}(t) \rangle, \quad \text{where +ive sign for hole, -ive sign for electron}
\]

\[
= \lim_{t' \to t} \left( -i \hbar \sum_{k, n, n'} \left[ \frac{d}{dt} G_{nn'}^{<}(k, t') + \frac{d}{dt'} G_{n'n}^{<}(k, t') \right] \right)
\]

\[
= -\frac{\mathcal{J}(n)(t) - \mathcal{J}(n-1)(t)}{\Delta}
\]

Where \( \mathcal{G}(n, t) \) is charge density and \( \mathcal{J}(n, t) \) is the current density at place \( n, a_{n,k}(t) \) annihilates an electron at position \( n \), with state \( k \), at time \( t \) with in a volume \( V = A \Delta \), \( e \) is negative charge for electrons and the positive charge for holes transport, \( A \) the area in the \( xy \) plane, \( \Delta = n - (n - 1) \), \( a_{n,k}^\dagger \) creates an electron at position \( n \), with state \( k \), at time \( t \) with in a volume \( V = A \Delta \), \( \mathcal{J}(n, t) \) is the current density between point \( n \) and \( n + 1 \). The current density \( \mathcal{J}(n, t) \) is calculated by taking the two derivatives of the lesser Green’s function \( G^{<}_{nn'}(k, t') \) from eq. (75) and eq. (76) and inserting into eq. (86) yield,

\[
\frac{d}{dt} \mathcal{G}(n, t) = - \frac{e}{A \Delta} \sum_k \sum_m \left[ h_{nm} G_{mn}^{<}(k, t) - G_{nm}^{<}(k, t) h_{mn} \right]
\]

\[
= -\frac{\mathcal{J}(n)(t) - \mathcal{J}(n-1)(t)}{\Delta}
\]

By decomposing eq. (87), \( \mathcal{J}_n \) and \( \mathcal{J}_{n-1} \) are separated. An ansatz given by Caroli et al. \[136\] The current \( \mathcal{J}_n \) between point \( n - 1 \) and points \( n \) defined as the difference between the flow of Fermions from right to left and from left to right. Therefore, for stationary as well as for non-stationary cases when scattering mechanisms are present, the current \( \mathcal{J}_n(t) \) is given by,

\[
\mathcal{J}_n(t) = - \frac{e}{A} \sum_{l \geq n+1} \sum_{m \leq n} \sum_k \left[ h_{tm} G_{ml}^{<}(k, t) - G_{tm}^{<}(k, t) h_{ml} \right]
\]

(88)

for \( \mathcal{J}_n \) eq. (88) with similar expression for \( \mathcal{J}_{n-1} \) satisfies the eq. (87).

The current is everywhere the same in the stationary state of the device. Therefore, we can choose where to compute the current, assuming that contacts are big and in thermal equilibrium.

We have assumed that in-between active parts of the device and contacts, no scattering occurs. Current is calculated at the interface of the active region and contact. By choosing this place, the index \( l \) corresponds to points in the active region, and index \( m \) corresponds to the contact points. By using eq. (80), eq. (88) \( \mathcal{J}_n \) is simplified as,

\[
\mathcal{J}_n = - \frac{e}{\hbar A} \sum_{l \geq n+1} \sum_{m \leq n} \sum_k \int \frac{dE}{2\pi} \left[ h_{tm} G_{ml}^{<}(k, E) - G_{tm}^{<}(k, E) h_{ml} \right]
\]

(89)

Using eq. (81) in the above equation second line is evaluated, \( G_{ml}^{<}(k, E) \) is simplified by using the appropriate boundary conditions. Where \( l \) belongs to the active part of the device, with define carriers Fermi distribution \( m \) belongs to any point in the contacts, and \( n \) belongs to the interface between both regions by using the corresponding boundary conditions for \( h_{ml}t_{lm} \) and with equilibrium contacts assumption. In the contacts, the Fermi distribution is in equilibrium and by using the fluctuation-dissipation theorem. The current density eq. (89) simplified to,

\[
\mathcal{J}_n = \frac{e}{\hbar A} \sum_{l \geq n+1} \sum_{l \geq n+1} \sum_{m \leq n+1} \sum_k \int \frac{dE}{2\pi} \Gamma_{\text{Contact}}(k, E) \left[ \int \Gamma_{\text{Contact}}(k, E) A_{l}t(l, k) + i G_{l}^{<}(k, E) \right]
\]

(90)
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Where $f^{\text{Cont}}(E)$ is contact Fermi-distribution function,

\[
\Gamma_{tt}^{\text{Contact}}(k, E) = \sum_{m,n} \sum_{m_1 \leq n} h_{tm} A_{mm_1}(k, E) h_{m_1t}, \tag{91}
\]

In the device’s active region, with many-body interactions and scattering processes, eq. (90) is still valid, and only one assumption made to derive the eq. (90) that self-energies between active region and contacts disappear. This equation corresponds to equation (5) of the Landauer formula for the current through an interacting electron region. [137] The carrier density from eq. (83), and current density from eq. (90) is computed in the non-equilibrium Kadanoff-Keldysh formalism. Where $f^{\text{Cont}}(E)$ is contact Fermi-distribution function. [87,89,90]

Interacting current in the device, where the central part interacts with self-energy and contacts or leads are non-interacting, is defined by eq. (90). The interacting part of the device has a set of expressions for $A_{tt}$ and $G_{t,t}$ as,

\[
G_{t,t}^{\text{C}} = \sum_{l_2,l_3} G_{l_1l_2}^{R} \left[ \Gamma_{l_1l_2}^{L} + i f^{R} \Gamma_{l_1l_2}^{R} + \Sigma_{l_1l_2}^{\text{C}} \right] G_{l_3l_1}^{A},
\]

\[
A_{tt} = \sum_{l_2,l_3} G_{l_1l_2}^{R} \left[ \Gamma_{l_1l_2}^{L} + \Sigma_{l_1l_2}^{\text{R}} + i \left( \Sigma_{l_1l_2}^{\text{C}} - \Sigma_{l_1l_2}^{\text{R}} \right) \right] G_{l_3l_1}^{A}. \tag{92}
\]

The self-energies due to interactions e.g. carrier-phonon scattering are incorporated into $\Sigma_{l_1l_2}^{\text{C}}$ and $\Sigma_{l_1l_2}^{\text{R}}$ through one and two simultaneous acoustic phonon eq. (59) and one and two simultaneous optical phonon eq. (73) interaction from the aforementioned self-energies precipitation. In the eq. (92) $G_{t,t}^{\text{C}}$, Green’s function and spectral function $A_{tt}$ produce two-part current density $\mathcal{J}$ as,

\[
\mathcal{J} = \mathcal{J}_{\text{coh}} + \mathcal{J}_{\text{in}} \tag{93}
\]

In the presence of interaction, the expression $G_{t,t}^{R}$ and $G_{l,l}$ in the eq. (92) calculated for coherent current density case $\mathcal{J}_{\text{coh}}$ by assuming no interaction self-energy in the active region. The eq. (90) simplified by appropriate boundary conditions by expressing lesser Green’s function $G_{t,t}^{R}(k_t; E)$ and the spectral function $A_{tt}(k_t; E)$ and using some algebra indices $m_1$ and $m_2$ to the left contact, non-interacting active part indices $l_2$ and $l_3$, and $m_3$ and $m_4$ for the right contact. Carrier distribution within the equilibrated contacts represent by $g_{m_1m_2}$ and $g_{m_3m_4}$. Which enables the use of the fluctuation-dissipation theorem. Furthermore, recalling the definition eq. (91) leads to the following equations, which is two-terminal non-interacting Landauer formula,

\[
\mathcal{J}_{\text{coh}} = \frac{e}{\hbar A} \sum_{l_1} \sum_{l_2} \sum_{l_3} \int \frac{dE}{2\pi} \left\{ \Gamma_{l_1l_2}^{L} \sum_{l} G_{l_2l_1}^{R} \Gamma_{l_1l_2}^{R} G_{l_3l_2}^{A} \right\} (k_t) \left[ f_{l}^{L}(E) - f_{R}^{R}(E) \right] \tag{94}
\]

Where in the non-interacting active part of the device indices $l, l_1, l_2, l_3$ run covering all the points.

Further, The interaction current density $\mathcal{J}_{\text{in}}$, where the interacting part of the device has a different set of expressions from eq. (93) and placing eq. (92) into eq. (90) as,
interaction, and by applying the chain rule of derivatives, the second step, interacting Green’s functions evaluated to calculate the first iterated self-energies $\Sigma$. The algorithm flow is as follows, at the start of the simulation, at the first step and current density from eq. (90) is computed. Wherein left lead or contact, indices $l, l_1, l_2, l_3$ run covering all the points. By using the fluctuation-dissipation theorem, the last equality evaluated in eq. (95). In the self-consist born approximation, the carrier density from eq. (83) and current density from eq. (90) is computed.

The algorithm flow is as follows, at the start of the simulation, at the first step $G^{<,>}_R$ and $G^{R,A}$ non-interacting Green’s functions evaluated to calculate the first iterated self-energies $\Sigma^{<,>}_R$ and $\Sigma^{R,A}_R$. In the second step, $G^{R,A}$ matrix equation calculate to get the actual values of $\Sigma^{<,>}_R$ and $\Sigma^{R,A}_R$ self-energies from the eq. (59) and eq. (73). Actual self-energies use for the computation of $G^{<,>}_R$. In the third step, updated values of $G^{<,>}_R$ and $G^{R,A}_R$ adopt to estimate new scattering self-energies $\Sigma^{<,>}_R$ and $\Sigma^{R,A}_R$ from the eq. (59) and eq. (73). The scattering self-energies utilizes to determine the new Hartree potential, which through $V(z)$ part directly updates the Hamiltonian $H_0$. It is equivalent to finding the solution of potential in Poisson’s equation with the carrier density in eq. (83) and iteratively updating the device potential. The self-consistent iterative loop between the self-energies and Green’s functions will run continuously until convergence. Once the convergence achieves, the algorithm proceeds in the last step. In the fourth step, definitive device potential obtained from self-consistent self-energies and Green’s functions loop is used in eq. (90) to calculate the current density.

**Boltzmann Transport Equation: Semi-classical Treatment**

For the Boltzmann transport equation calculation in the molecular crystal device, as we introduce lattice site index in tight-binding model and later used in the non-equilibrium Green’s function formalism to connect one lattice site to another through the translation vector, for the Boltzmann transport equation solution, [138, 139] we will here reintroduce the generalized band index $n$ and $m$, as discussed in paragraph after eq. (12), the author here want to caution the reader these electronic band branch index $n, m$, and phonon branch index $v$ are in phase space and connected through the respective electron momentum $k$ and lattice phonon momentum $q$ through the Fourier transformation in the reciprocal vector space of the first Brillouin zone. However, as discussed hitherto and illustrated in the figures fig. 4, fig. 5, fig. 6, the electronic band is narrow in energy bandwidth due to the peculiar nature of organic molecular crystal. Therefore, few electronic band branches are available to scatter than classical solid-state semiconductor materials. It will indicate that mobility should be higher; however, the near-flat electronic dispersion curve gives rise to a slow-moving electron in the crystal. Also, as discussed and illustrated in the figures fig. 8, fig. 9, the phonon spectra are in the high energy range compared to the electronic dispersion curve. Furthermore, the electron-phonon interaction is only possible when more than one phonon interacts to conserve the energy and momentum of the scattering event. We have investigated up to two phonon processes. However, as earlier mentioned, it is possible at microscopic level three to four phonon interaction governing underlying dynamics of electronic transport in molecular crystal and organic polymer.

The statement of Boltzmann transport equation is, an electronic distribution function $\mathcal{F}(r, k_n, t)$ in the phase-space variables with electron momentum $k_n$ at $n^{th}$ band index and spatial coordinate $r$, it’s time evolution of the electron occupations is equal to the rate of change of $\mathcal{F}(r, k_n, t)$ due to various collisions interaction, and by applying the chain rule of derivatives,
\[
\frac{\partial \mathcal{F}(r,k_n,t)}{\partial t} \quad \text{Time evolution of electron occupations}
\]
\[
+ \nu_{k_n} \cdot \nabla_r \mathcal{F}(r,k_n,t) + \frac{1}{\hbar} \mathbf{F}_e \cdot \nabla_{k_n} \mathcal{F}(r,k_n,t) = \frac{\partial \mathcal{F}(r,k_n,t)}{\partial t} |_{\text{coll}}
\]
Drift terms due to external electric fields
\[
= \hat{C}_F(r,k_n,t)
\]
Collisions terms
\[
= \frac{d\mathcal{F}}{dt} |_{\text{coll}}
\]
(96)

Where \( \nu_{k_n} = dr/dt \) is the band velocity and \( \mathbf{F}_e = dk_n/dt \) the Lorentz force from Newtonian dynamics on the species, for the electron this force is due to externally applied electric field for conductance. The collision or scattering operator \( \hat{C}_F(r,k_n,t) \) is the difference of in-scattering rate and out-scattering rate from a phase-space state \( n \) and \( m \).

\[
\frac{d\mathcal{F}}{dt} |_{\text{coll}} = \sum_{k_n} S(k_m,k_n) F(k_n)[1 - F(k_m)] - \sum_{k_m} S(k_m,k_n) F(k_m)[1 - F(k_n)]
\]
In-scattering flux
\[
\frac{d\mathcal{F}}{dt} |_{\text{coll}} = \sum_{k_n} S(k_m,k_n) F(k_n)[1 - F(k_m)] - \sum_{k_m} S(k_m,k_n) F(k_m)[1 - F(k_n)]
\]
Out-scattering flux
(97)

In the semi-classical transport regime, the physical description of equation eq. (97) is that in the phase space Bloch electron wave are propagating in the organic molecular crystal from \( |k_n\rangle \) state to \( |k_m\rangle \) state under the influence of scattering probability \( S(k_m,k_n) \) whose amplitude strength is governed by the relevant phonon interaction type. Further the rate calculation is performed by weighted multiplication of Fermi distribution occupation function \( F(k_n) \) while assuming all the incoming \( |k_n\rangle \) state are initially filled. To successfully migrate to \( |k_m\rangle \) state it is also weighted multiplied by Fermi distribution vacancy function \( [1 - F(k_m)] \) to enforce that initially all \( |k_m\rangle \) state are empty and to be occupied by incoming electron with \( |k_n\rangle \) state. Next, summing over all \( |k_n\rangle \) give the incoming scattering flux and similar calculation is performed for the outgoing flux from \( |k_m\rangle \) to \( |k_n\rangle \) state and net rate is calculated by taking the difference of these two flux per unit time. Scattering probability \( S(k_m,k_n) \) is calculated for one phonon emission and absorption interaction and two phonons simultaneous emission and absorption process for acoustic and optical scattering-type as illustrated in the figures fig. 25, fig. 26. The total net scattering rate is the sum of all these individual scattering types. The most dominant one will govern the carrier dynamics and macroscopic measurable transport properties, i.e., conductivity and mobility of organic molecular crystal.
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Figure 25: One-Phonon Emission and One-Phonon Absorption Process
Recalling, broadening amplitude $\Gamma_{\text{ac;ph}-1}(k, \varepsilon(k))$ and $\Gamma_{\text{ac;ph}-2}(k, \varepsilon(k))$ from the Green’s function perturbation treatment due to one acoustic phonon interaction and simultaneous two acoustic phonon interaction with the electron propagator from the eq. (65) and eq. (66), for reference, we state here again one last time these equations as,

$$
\Gamma_{\text{ac;ph}-1}(k, \varepsilon(k)) = \frac{2\pi}{\hbar} \sum_q |U_{q,\text{ac}}(k, q)|^2 \left\{ \frac{N_q + 1 - F(\varepsilon(k - q))}{N_q + F(\varepsilon(k - q))} \cdot \delta(\varepsilon(k) - \varepsilon(k - q) - \hbar \omega_q) \right\}$$

$$
\Gamma_{\text{ac;ph}-2}(k, \varepsilon(k)) = \frac{2\pi}{\hbar} \sum_{qq'} |U_{qq',\text{ac}}(k, q, q')|^2 \cdot \left\{ \frac{N_q(N_q' + 1)}{N_q F(\varepsilon(k - q) + \hbar \omega_q + \hbar \omega_{q'})} \cdot \delta(\varepsilon(k) - \varepsilon(k - q - q') - \hbar \omega_q + \hbar \omega_{q'}) \right\}
$$

With the treatment as mentioned earlier in eq. (97), summing the scattering probability amplitude over all inward coming $|k_n\rangle$ and outward leaving $|k_m\rangle$ state with holding energy-momentum conservation for each electronic interaction with respective one phonon ($q = q_v$) i.e. from the $v^{th}$ branch and two phonon processes ($q = q_v, q'_v = q_{v'}$) i.e., from the $v^{th}$ and $v'^{th}$ branches. In this notation we have drop writing $v$ and $v'$ in the every subscript of $q$ to keep notation trackable and clean. However, we want to emphasize here that summation over $q$ restrict to the first Brillouin zone of the crystal, and summation must perform over the various mode of the phonon. Such a summation is performed in the eq. (12) and therefore, in subsequent treatment, we have skiped the writing $v$ and $v'$ in every subscript of phonon wavevector $q$. Further multiplying with electronic state occupation or vacancy Fermi distribution function of relevant band indexes $n$ and $m$. As $F(k_n)[1 - F(k_m - q)]$ and $F(k_m - q)[1 - F(k_n)]$ for net transition rate in between respective band indexes. Furthermore, treating by subtracting from the time-reversal conjugate as the prescription of eq. (97) for the calculation of net scattering rate. In the Boltzmann statistics for Fermion, further simplification is achieved with the assumption initially for all inward moving flux at state $|k_m\rangle$ from state $|k_n\rangle$ the all $F(k_m)$ state are empty and consequently
there occupancy is zero, and similarly for all outward leaving flux to state |\k_n\rangle from state |\k_m\rangle all initial occupancy state are empty and therefore \(\mathcal{F}(\k_n)\) is zero, with these assumption one phonon acoustic scattering rate is,

\[
\frac{d\mathcal{F}}{dt}_{\text{ac,ph}^{-1}} = \frac{2\pi}{\hbar} \sum_{\k_m-q} |\mathcal{U}^f_{q,\text{ac}}(\k_n, q)|^2 \left\{ \frac{\delta(\varepsilon(\k_n) - \varepsilon(\k_m - q) - \hbar\omega_q)}{N_q + 1} \mathcal{F}(\k_n) \left( 1 - \mathcal{F}(\k_m - q) \right) \right. \\
\left. - N_q \mathcal{F}(\k_m - q) \left( 1 - \mathcal{F}(\k_n) \right) \right\}.
\]

Where energy conservation hold through \(\varepsilon(\k_n) = \varepsilon(\k_m - q) + \hbar\omega_q\) for emission process interaction with the electron and energy conservation hold through \(\varepsilon(\k_n) = \varepsilon(\k_m - q) - \hbar\omega_q\) for absorption process interaction with the electron and momentum is conserved in the interaction through \(\k_m = \k_n + q\). Following the same mathematical prescription to count the scattering rate in the Boltzmann equation as discussed above, by weighted multiplying with \(\mathcal{F}(\k_n)[1 - \mathcal{F}(\k_m - q - q')]\) and \(\mathcal{F}(\k_m - q - q')[1 - \mathcal{F}(\k_n)]\) for the net transition rate in between respective band indexes. Two-phonon acoustic scattering rate is,

\[
\frac{d\mathcal{F}}{dt}_{\text{ac,ph}^{+2}} = \frac{2\pi}{\hbar} \sum_{\k_m-q, \k_m-q'} |\mathcal{U}^f_{q,q'}(\k_n, q, q')|^2 \left\{ \frac{\delta(\varepsilon(\k_n) - \varepsilon(\k_m - q - q') - \hbar\omega_q - \hbar\omega_{q'}}{N_q(N_q' + 1)\mathcal{F}(\k_n) \left( 1 - \mathcal{F}(\k_m - q - q') \right)} \\
- \frac{\delta(\varepsilon(\k_n) - \varepsilon(\k_m - q - q') + \hbar\omega_q + \hbar\omega_{q'}}{N_q(N_q' + 1)\mathcal{F}(\k_m - q - q') \left( 1 - \mathcal{F}(\k_n) \right)} \right\}.
\]

Where energy conservation hold through \(\varepsilon(\k_n) = \varepsilon(\k_m - q - q') + \hbar\omega_q - \hbar\omega_{q'}\) for two phonon simultaneous emission and absorption interaction with the electron and momentum is conserved in the interaction through \(\k_m = \k_n + q + q'\). Now again recalling, broadening amplitude \(\Gamma_{\text{op,ph}^{-1}}(\k, \varepsilon(\k))\) and \(\Gamma_{\text{op,ph}^{+2}}(\k, \varepsilon(\k))\) from the Green’s function perturbation treatment due to one optical phonon interaction and simultaneous two optical phonon interaction with the electron propagator from the eq. (73) and eq. (74), for reference we state here one last time these equation as,

\[
\Gamma_{\text{op,ph}^{-1}}(\k, \varepsilon(\k)) = \frac{2\pi}{\hbar} \sum_q |\mathcal{U}^C_{q,\text{op}}|^2 \left\{ \frac{N_q + 1}{\mathcal{F}(\k - q)} \delta(\varepsilon(\k) - \varepsilon(\k - q) - \hbar\omega_q) \\
+ \frac{N_q + \mathcal{F}(\k - q)}{\delta(\varepsilon(\k) - \varepsilon(\k - q) + \hbar\omega_q)} \right\}.
\]

\[
\Gamma_{\text{op,ph}^{+2}}(\k, \varepsilon(\k)) = \frac{2\pi}{\hbar} \sum_{q,q'} |\mathcal{U}^C_{q,q'}| \left\{ \frac{N_q(N_q' + 1)}{\delta(\varepsilon(\k) - \varepsilon(\k - q - q') - \hbar\omega_q - \hbar\omega_{q'})} \right\}.
\]
Following the same mathematical prescription to count the scattering rate in the Boltzmann equation as discussed above for the acoustic phonon case in the above paragraph, the one and two optical phonon scattering rates are,

\[
\left. \frac{dJ}{dt} \right|_{\text{op, ph} - 1} = \frac{2\pi}{\hbar} \sum_{k_m - q} \sum_{q} |U_{qq',op}^{C}|^2 \cdot \left\{ \frac{\delta(\varepsilon(k_n) - \varepsilon(k_m - q) - \hbar \omega_q)}{\text{Energy Conservation; Phonon Emission}} \right. \\
\left. \left[ (N_q + 1) F(k_n) \left( 1 - F(k_m - q) \right) - (N_q + 1) F(k_m - q) \left( 1 - F(k_n) \right) \right] \cdot \text{Optical Phonon Emission \& Time-reversal Conjugate; Phonon Emission} \right. \\
\left. + \left[ N_q F(k_n) \left( 1 - F(k_m - q) \right) - (N_q + 1) F(k_m - q) \left( 1 - F(k_n) \right) \right] \cdot \text{Optical Phonon Emission \& Time-reversal Conjugate; Phonon Emission} \right. \\
\left. \frac{\delta(\varepsilon(k_n) - \varepsilon(k_m - q) + \hbar \omega_q)}{\text{Energy Conservation; Phonon Emission}} \right. \\
\right\} \tag{104}
\]

\[
\left. \frac{dJ}{dt} \right|_{\text{op, ph} - 2} = \frac{2\pi}{\hbar} \sum_{k_m - q} \sum_{q, q'} |U_{qq',op}^{C}|^2 \cdot \left\{ \frac{N_q(N_q' + 1) F(k_n) \left( 1 - F(k_m - q - q') \right)}{\text{Optical Phonon Emission \& Absorption}} \right. \\
\left. - \left[ N_q \left( N_q' + 1 \right) F(k_m - q) \cdot \left( 1 - F(k_n) \right) \right] \cdot \frac{\delta(\varepsilon(k_n) - \varepsilon(k_m - q - q') - \hbar \omega_q + \hbar \omega_{q'} \right)}{\text{Energy Conservation; Phonon Emission \& Absorption}} \right. \\
\right\} \tag{105}
\]

In the above equation eq. (100), eq. (101), one phonon coupling matrix \(|U_{q,ac}^{C}(k_n, q)|\), and two phonon coupling matrix \(|U_{q,q'}^{C}(k_n, q, q')|\), for acoustic phonon interaction is calculated from eq. (60) using the the prescription of eq. (27) in it. Similarly, in the equation eq. (104), eq. (105) one phonon coupling matrix \(|U_{qq',op}^{C}|\), and two phonon coupling matrix \(|U_{qq',op}^{C}|\), for optical phonon interaction is calculated from eq. (71), eq. (72) using the the prescription of eq. (24) in it. Here we want to state again \(U_{q,ac}^{C}(k_n, q, q')\), \(U_{qq',ac}^{C}(k_n, q, q')\), are deformation-potential type of electron-phonon interaction and \(U_{qq',op}^{C}\) and \(U_{qq',op}^{C}\) coupling is a molecular dipole potential type of interaction. The advantage of using eq. (60), eq. (71), eq. (72) is that they are already in the energy, momentum domain, and electronic momentum and boson momenta can operate with each other on equal footing. This advantage was achieved due to the earlier application of Green’s function description to transfer the entire electron-phonon gas system using the second quantization language in Heisenberg representation. Nevertheless, we want to emphasize that the coupling matrixes mentioned above can also be calculated using the density functional perturbation theory, which incorporates the lattice dynamics effect in the Kohn–Sham framework. However, Kohn–Sham equation is essentially a one-electron Schrödinger equation in real space. Therefore, as admitted by Holstein, treatment of Bosonic dilation perturbation and electronic wavefunction is difficult to book-keep beyond one unit cell. To overcome these bottlenecks additional double Fourier transformation is needed to keep molecular crystal Boson and Fermion on the same footing. In practice, to overcome this as reported for the one phonon interaction for semiconductor calculation in the EPW [140] and Perturbo code [141]. The adaptive coarse grid is used and later interpolated to the fine grid with a large cut-off in real space, and further sampling is required to handle Bosonic perturbation in the unit cell within the Bloch basis.

The Boltzmann transport equation eq. (97) solved in the semiconductor domain under the assumption of relaxation time approximation; however, such an approximation is harsh for the non-parabolic band and narrow bandwidth organic crystal. The solution of the Boltzmann equation obtains through various approximations. In the low-field transport regime, externally applied electric field drift the system out of Fermi-Dirac equilibrium distribution. Furthermore, scattering self-energy from electron-phonon interaction works to restore the equilibrium distribution and the dynamic equation reach a steady-state
transport regime. Drift in the distribution function due to applied electric field is assumed small, which is an approximation. Another method is to linearize the Boltzmann equation in the lower first order by expanding the occupation/vacancy Fermi-distribution function $F(k_n)$ or $[1 - F(k_m)]$ around the zero-field solution $F^0(k_n)$ or $[1 - F^0(k_m)]$ of the relaxation time approach. Furthermore, use this initial solution as a starting point to solve the linearized system of equations in the iterative method $F^{n+1}(k_n)$ or $[1 - F^{n+1}(k_m)]$. However, we want to reiterate that the relaxation time approximation holds only for the wide bandwidth semiconductor domain—the computational challenge in calculating the scattering coupling matrix for each time step of the Boltzmann transport equation. Moreover, we have to compute the scattering coupling matrix within the current time step for the population distribution of electrons. The coupling matrix for various scattering mechanisms can be efficiently calculated in an explicit time-step approach in the iterative method by the first-order Euler method or using the fourth-order Runge-Kutta technique. Further reduction in the memory storage and computation time is achieved by selecting an energy window and bands of interest for the transport regime and retaining relevant k-points sampling. Also, the non-equilibrium electron’s distribution function is further approximately modeled as Lorentzian, Gaussian, and Fermi-Dirac distribution of equilibrium state. These techniques will reduce the calculation overhead and faster implement the Boltzmann transport equation. Using the computation strategies mentioned beforehand ultrafast electron-phonon interaction dynamics up to hundreds of pico-second with a resolution of femtosecond time scales can be computed. Nevertheless, after evaluating the scattering rates from the bottom-up quantum treatment, the solution of the Boltzmann equation accomplishes through stochastic methods in the Monte-Carlo framework without any approximation of the low-field transport regime. However, these calculations are again computationally demanding, and sampling is used to deduce the scattering rate efficiently. In the semi-classical treatment through the Boltzmann equation, we have to assume that the transport in the organic molecular crystal is in the weak scattering regime, infrequent scattering in the crystal. Therefore there is enough time between scattering events so that propagating state has sharply defined energy and does not consider collisional broadening effects in the range of transport regime.

**Discussion**

Organic molecular crystals and polymers have a wide variety of crystal structures and properties. Therefore, before moving ahead and applying any transport theory, a quantum mechanical viewpoint and subsequent treatment of molecular crystals Hamiltonian are essential for defining the theoretical calculation and describing the experimental phenomena. For the inorganic and organic material with high polarity in the crystal structures, Fröhlich Hamiltonian should be a good starting point, which is remarkably successful with ionic lattice crystal of inorganic material, e.g., $KCl, CsI, SrTiO_3, RbCl$. Fröhlich coupling strength is a valuable parameter to start the treatment of the framework. Holstein molecular-crystal treatment is widely adopted in the polaron community for the polar organic molecular crystal material. Most organic molecules and polymers fall in this domain. Though historically this molecular crystal inspired by Fröhlich, however, it is still a different Hamiltonian construction. In the weak interaction coupling regime of organic molecular crystal treatment at room temperature operation range, the phonon’s effect via lattice Hamiltonian $H_P$ into the electronic Hamiltonian $H_E$, through Coulomb integral $U_C$ part and resonance integral $U_J$ part of interaction Hamiltonian $H_{INT}$ should be incorporated as investigated in aforementioned work. For the strong interaction coupling regime in the organic molecular crystal operating at an extremely low-temperature range, the phonon drag effect (Polaron Theory) must be incorporated into the electronic Hamiltonian part. Moreover, before applying perturbation theory on the dynamic Hamiltonian part, a canonical transformation is fundamental. As electronic mass is significantly less than phonon drag mass, the direct application of the phonon effect as a perturbation on electronic Hamiltonian is a violation of perturbation theory. Therefore, Dyson’s equation’s mass operator or self-energy is canonically transformed Polaron mass in a strongly interacting regime to treat the electronic and phonon mass on an equal foundation.

Regarding applying the non-equilibrium Green’s function transport framework, it has the advantage of a complete quantum treatment. Furthermore, the spatial resolution of the Fermionic or Bosonic propagator will provide microscopic properties of the device in the spatial dimension. Therefore, this framework is expandable in multi-scale resolution with multi-physics, i.e., heat treatment and many-body, i.e,
multi-phonon treatment. However, there is a significant disadvantage in non-equilibrium Green’s function coupled system equations are in position, energy, and time-domain and scale in seven dimensionalities for a three-dimensional treatment. Therefore, it will quickly blow up the size of the Hamiltonian in the matrix inversion operation in Recursive Green’s function algorithm. Furthermore, in all practical applications, phonon’s Green’s function is truncated considering phonon in a thermal bath, and electronic self-energy term truncated for second-order perturbation and up to two-phonon interaction by the Migdal’s theorem.

On the other hand, in the semi-classical treatment Boltzmann transport equation has the advantage of being semi-classical. Therefore the left-hand side of the equation is purely governed by Newtonian mechanics, and only the right-hand side of the equation contains interaction mechanics by the quantum treatment. Therefore, it will significantly enhance the time performance for calculation. Furthermore, the equation is in phase space, i.e., six-dimensional position and momentum domain. Nevertheless, the Boltzmann transport equation has the disadvantage as the left-hand side is purely classical, and consequently, the forces and action on the electron-phonon gas are Newtonian. Also, the microscopic properties in the spatial resolution can be investigated only through the stochastic solution, i.e., the Monte-Carlo Algorithm.

Hereabouts, we also discuss the applicability of the Boltzmann theory in organic molecular crystals. For the organic molecular crystals that have fluctuation around the center of mass in the molecules, and the treatment as electron-phonon gas in the Holstein’s molecular-crystal model, here the Boltzmann transport equation is written as the left side of the equation is still purely electronic in nature, i.e., the effect of the external electric field only treated on the electron gas, and phonon gas motion not considered at all in the Newtonian mechanism framework. This procedure inspires by implementing the Boltzmann framework in the solid-state semiconductor field. Therefore, we are still in Born-Oppenheimer approximation, assuming these organic molecular crystals’ weak molecular motion. However, in principle, based on the original Boltzmann theory, [138,139] we have to write all the species and their Newtonian dynamics motion in the electron-phonon gas system on the left-hand side of equality to balance with the heat-flux exchange part on the right-hand side of the equation. Any attempt to incorporate the phonon gas species drift and diffusion motions through the externally applied generalized field and the non-equilibrium distribution diffusion field will lead to a generalized kinetic equation of motion of electron-phonon gas. Therefore, it will not hold the Boltzmann statistic of species distribution, and a comprehensive distribution function is required to describe such a system. As stated before, our treatment in the organic molecular semiconductor only considers Newtonian dynamics of a purely interacting electron gas in the left-hand side of the Boltzmann transport equation. Furthermore, the right-hand side of the equation contains this electronic gas’s interaction with the system’s phonon gas through the quantum mechanical prescription.
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