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Abstract—Testing and evaluation are expensive but critical steps in the development and deployment of connected and automated vehicles (CAVs). In this paper, we develop an adaptive sampling framework to efficiently evaluate the accident rate of CAVs, particularly for scenario-based tests where the probability distribution of input parameters is known from the Naturalistic Driving Data. Our framework relies on a surrogate model to approximate the CAV performance and a novel acquisition function to maximize the benefit (information to accident rate) of the next sample formulated through an information-theoretic consideration. In addition to the standard application with only a single high-fidelity model of CAV performance, we also extend our approach to the bi-fidelity context where an additional low-fidelity model can be used at a lower computational cost to approximate the CAV performance. Accordingly for the second case, our approach is formulated such that it allows the choice of the next sample, in terms of both fidelity level (i.e., which model to use) and sampling location to maximize the benefit per cost. Our framework is tested in a widely-considered two-dimensional cut-in problem for CAVs, where Intelligent Driving Model (IDM) with different time resolutions are used to construct the high and low-fidelity models. We show that our single-fidelity method outperforms the existing approach for the same problem, and the bi-fidelity method can further save half of the computational cost to reach a similar accuracy in estimating the accident rate.
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I. INTRODUCTION

CONNECTED and autonomous vehicles (CAVs) have attracted increasing attentions due to their potential to improve mobility and safety while reducing the energy consumed. One critical issue for the development and deployment of CAVs is their safety testing and evaluation. In general, converged statistics of accident rate may require hundreds of millions of miles for each configuration of CAVs [1]. To reduce the testing cost, scenario-based approaches have been developed [2]–[5], with many of them testing certain simplified driving events, e.g., the cut-in problem. In the scenario-based framework, the scenarios (and their distribution) describing certain traffic environment are parameterized from the Naturalistic Driving Data (NDD). The performance of CAVs is then evaluated for given scenario as the input, and the accident rate of CAVs is quantified considering the distribution of scenarios.

The scenario-based safety analysis, however, is far from a trivial task. The difficulties lie in the high cost to evaluate the CAV performance given a scenario (say, using road tests or high-fidelity simulators) and the rareness of accidents in the scenario space [6]. The two factors result in a large number of required CAV performance evaluations that can become prohibitively expensive (either computationally or financially) if a standard Monte-Carlo method is used. In order to address the problem, many methods have been developed to reduce the number of scenario evaluations in safety analysis. One category of methods rely on importance sampling, where samples are selected from a proposal distribution to stress the critical input regions (leading to most accidents). Different ways to construct the proposal distribution have been developed in [5], [7]–[10], leading to significant acceleration compared to the Monte-Carlo method.

Another category of methods in safety analysis are based on adaptive sampling enabled by active learning method. Under this approach a proposal distribution is not needed, and one directly computes the accident rate according to the input scenario probability with a surrogate model approximating the CAV performance. The surrogate model can be established through supervised learning approach, say a Gaussian process regression, together with an adaptive sampling algorithm to choose the next-best sample through optimization of a pre-defined acquisition function. Such choice of the next sample is expected to accelerate the convergence of the accident rate computed from the updated surrogate. This type of methods were first developed for structural reliability analysis [11]–[16], and has recently been introduced to the CAV field [17], [18]. However, the adaptive sampling criterion (acquisition function) employed in [17], [18] are rather empirical, leaving much room for further improvement of the sampling efficiency (i.e., reduction of required number of samples) through more rigorous information-theoretic approach to develop the acquisition. Such developments are not only desired to reduce the cost for CAV evaluation, but also valuable to the general field of reliability analysis.

The cost in evaluation of CAV accident rate can also be reduced by leveraging lower-fidelity models applied in conjunction with the high-fidelity model. In principle, the lower-fidelity models can provide useful information on the surrogate model (e.g., the general trend of the function) although their own predictions may be associated with considerable errors. For example, low-fidelity models have been used to generate the proposal distribution for importance sampling [9], [10]. It needs to be emphasized that all existing works (in the CAV field) assume that the low-fidelity models are associated with negligible cost, i.e., the low-fidelity map from scenario space to CAV performance can be considered as a known function.
However, in practical situations the cost ratio between high and low-fidelity models may not be that drastic. Typical cases include (1) CARLA [19] simulator versus SUMO simulator [20], (2) same simulator with fine versus coarse-time resolutions. For these cases, a new adaptive-sampling algorithm considering the cost ratio is needed, which is expected to be able to select both the model (i.e., fidelity level) and scenario for the next-best sample, in order to reduce the overall cost in evaluation of the accident rate. Such methods are not yet available for CAV testing.

In this work, we develop an adaptive sampling algorithm in the active learning framework for safety testing and evaluations of CAVs. The novelty of our method lies in the development of an information-theoretic-based acquisition function that leads to very high sampling efficiency and can be extended to bi-fidelity contexts in a relatively straightforward manner. In particular, our method is applied to two situations: (1) the single-fidelity context where only a high-fidelity model is available; and (2) the bi-fidelity context where the high-to-low model cost ratio is finite and fixed. We note that for case (2), our method needs to be established by using a bi-fidelity Gaussian process as the surrogate model, and an acquisition function to select the next sample (in terms of both model fidelity and traffic scenario) which maximizes information gain per cost. Both applications of our method are tested in a widely-considered two-dimensional cut-in problem for CAVs, with the high-fidelity model taken as the Intelligent Driving Model (IDM) with fine time resolution. The low-fidelity model is constructed by a coarser-time-resolution IDM model in application (2). We compare the performance of our method with the state-of-the-art approaches in the CAV field for the same problem, and find that even the single-fidelity approach can considerably outperform the existing approaches. The method in application (2) can further reduce the computational cost by at least a factor of 2.

We finally remark that the method we develop here is new to the entire field of reliability analysis according to our knowledge, and its application to other fields may prove equally fruitful. Within the CAV field, our method can be connected to a broad range of CAV evaluation tools (road tests, closed-facility tests, simulations based on various kinds of simulators) [21] in addition to the IDM models used in this paper as examples. The extension of our method to high-dimensional problems is also possible (see [22] for another sampling purpose), but will not be considered in this paper.

The python code for the algorithm, named MFGPreliability, is available on Github1.

II. PROBLEM SETUP

We consider a black-box function \( f_h(x) : \mathbb{R}^d \rightarrow \mathbb{R} \) with input \( x \) a \( d \)-dimensional decision variable of a driving scenario and output a measure of the CAV performance. A subscript \( h \) is used here to denote that the function needs to be evaluated by an expensive high-fidelity model. Taking the cut-in problem (figure 1) as an example, the input can be formulated as \( x = (R_0, \dot{R}_0) \) where \( R_0 \) and \( \dot{R}_0 \) denote the initial range and range rate between the CAV and background vehicle (BV) at the cut-in moment \( t = 0 \) (more details in Sec. IV-A). The output is the minimum range between the two vehicles during their speed adjustment process for \( t \geq 0 \).

The probability of the input \( x \sim p(x) \) is assumed to be known from the naturalistic driving data (NDD). Our objective is the evaluation of accident rate, i.e., probability of the output smaller than some threshold \( \delta \) (or range between CAV and BV smaller than \( \delta \)):

\[
P_a = \int \delta(f_h(x))p(x)dx,
\]

where

\[
\delta(f_h(x)) = \begin{cases} 
1, & \text{if } f_h(x) < \delta \\
0, & \text{otherwise}.
\end{cases}
\]

A brute-force computation of \( P_a \) calls for a large number of Monte-Carlo samples in the space of \( x \), which may become computationally prohibitive (considering the expensive evaluation of \( f_h \) and the small \( P_a \)). In this work, we seek to develop an adaptive sampling framework based on active learning, where samples are selected optimally to accelerate the convergence of the computed value of \( P_a \). We will present algorithms for (1) single-fidelity cases, where only one model \( f_h \) is available, and (2) bi-fidelity cases. For case (2), we consider a practical situation that a low-fidelity model \( f_l \) with lower but finite cost is also available to us that can provide certain level of approximation to \( f_h \). Making use of \( f_l \), as will be demonstrated, can further reduce the cost in computing \( P_a \).

III. METHOD

A. Single fidelity method

We consider the single-fidelity context where only the model \( f_h \) is available. Two basic components of our active learning method are presented below: (1) an inexpensive surrogate model based on the standard Gaussian process; (2) a new acquisition function to select the next-best sample.

1) surrogate model by GPR: Gaussian process regression (GPR) is a probabilistic machine learning approach [23] widely-used for active learning. Consider the task of inferring \( f_h \) from \( D = \{X, Y\} \), which consists of \( n \) inputs \( X = \{x^i \in \mathbb{R}^d \}_{i=1}^n \) and the corresponding outputs \( Y = \{f_h(x^i) \in \mathbb{R} \}_{i=1}^n \). In GPR, a prior, representing our beliefs

1https://github.com/umbrellagong/MFGPreliability
over all possible functions we expect to observe, is placed on \( f_h \) as a Gaussian process \( f_h(x) \sim \mathcal{GP}(0, k(x,x')) \) with zero mean and covariance function \( k \) (usually defined by a radial-basis-function kernel):

\[
k(x, x') = r^2 \exp(-\frac{1}{2} \sum_{j=1}^{d} (x_j - x'_j)^2 / s_j^2),
\]

where the amplitude \( r^2 \) and length scales \( s_j \) are hyperparameters \( \theta = \{ r, s_j \} \).

Following the Bayes’ theorem, the posterior prediction for \( f_h \) given the dataset \( \mathcal{D} \) can be derived to be another Gaussian:

\[
p(f_h(x)|\mathcal{D}) = \frac{p(f_h(x), Y)}{p(Y)} = \mathcal{N}(\mathbb{E}(f_h(x)|\mathcal{D}), \text{cov}(f_h(x), f_h(x')|\mathcal{D})),
\]

with mean and covariance respectively:

\[
\mathbb{E}(f_h(x)|\mathcal{D}) = k(x, \mathbf{X})^T \mathbf{K}(\mathbf{X}, \mathbf{X})^{-1} Y,
\]

\[
\text{cov}(f_h(x), f_h(x')|\mathcal{D}) = k(x, x') - k(x, \mathbf{X})^T \mathbf{K}(\mathbf{X}, \mathbf{X})^{-1} k(x', \mathbf{X}),
\]

where matrix element \( \mathbf{K}(\mathbf{X}, \mathbf{X})_{ij} = k(x_i, x_j) \). The hyperparameters \( \theta \) are determined to be those which maximize the likelihood function \( p(\mathcal{D}|\theta) = p(Y|\theta) = \mathcal{N}(Y; 0, \mathbf{K}(\mathbf{X}, \mathbf{X})) \).

2) acquisition function: Given the GPR surrogate \( f_h(x)|\mathcal{D} \), the accident rate \( P_a|\mathcal{D} \) becomes a random variable with its randomness coming from the uncertainty of the GPR. The principle of finding the next-best sample is to provide most information to the quantity of interest \( P_a \). This can be achieved in two ways: (1) through an information-theoretic perspective for the next sample to maximize the information gain, i.e. the K-L divergence between the current estimation and the hypothetical next-step estimation of \( P_a \); (2) through a more intuitive and efficient approach for the next sample to minimize the uncertainty level associated with the distribution of \( P_a \). In this paper, we describe the algorithm for (2) in the main text and the algorithm for (1) in Appendix A. The results from the two approaches are equivalent after simplification of the results from (1) under reasonable assumptions presented in Appendix A.

For approach (2), we need to formulate the uncertainty of \( P_a \) (measured by the variance of its distribution) after adding a hypothetical sample at \( x \):

\[
\text{var}(P_a|\mathcal{D}, \tilde{\mathbf{z}}) = \text{var} \left( \int \mathbb{1}_\delta(f_h(x)|\mathcal{D}, \tilde{\mathbf{z}}) p_x(x) \, dx \right),
\]

where \( \tilde{\mathbf{z}} = \{ \mathbf{x}, \mathbb{J}_h(\tilde{\mathbf{z}}) \} \) a new data point with \( \mathbb{J}_h(\tilde{\mathbf{z}}) = \mathbb{E}(f_h(\tilde{\mathbf{z}})|\mathcal{D}) \) the CAV performance computed as the mean prediction from the current GPR. Our purpose is to find \( \tilde{x} \) so that (7) is minimized. However, the computation of (7) is very expensive since the variance operator involves the sampling of an integral (i.e., integral to be computed many times with expensive sampling of \( f_h(x)|\mathcal{D}, \tilde{\mathbf{z}} \)). The computational cost of (7) can be significantly reduced by considering an upper bound of (7), following approaches developed in [24]. With the detailed derivation presented in Appendix B, the upper bound of (7) gives

\[
U(\mathcal{D}, \tilde{\mathbf{z}}) = \int \text{var}^z \left( \mathbb{1}_\delta(f_h(x)|\mathcal{D}, \tilde{\mathbf{z}}) \right) p_x(x) \, dx,
\]

where the variance function in (8) can be analytically evaluated (since the indicator function simply follows a Bernoulli distribution for each \( x \)) as

\[
\text{var}(\mathbb{1}_\delta(f_h(x)|\mathcal{D}, \tilde{\mathbf{z}})) = \left( 1 - \Phi \left( \frac{\mathbb{E}(f_h(x)|\mathcal{D}, \tilde{\mathbf{z}}) - \delta}{\text{var}^z (f_h(x)|\mathcal{D}, \tilde{\mathbf{z}})} \right) \right) \Phi \left( \frac{\mathbb{E}(f_h(x)|\mathcal{D}, \tilde{\mathbf{z}}) - \delta}{\text{var}^z (f_h(x)|\mathcal{D}, \tilde{\mathbf{z}})} \right),
\]

with \( \Phi \) the cumulative distribution function of a standard Gaussian. It is clear that in evaluating (8), no sampling for \( f_h(x)|\mathcal{D}, \tilde{\mathbf{z}} \) is needed and the integration only needs to be evaluated once, leading to a much cheaper computation compared to (7). Furthermore, while (9) seems to involve an updated GPR conditioning on \( \{ \tilde{\mathbf{z}}, \mathcal{D} \} \), the relevant quantities can be efficiently computed using the currently available GPR conditioning on \( \mathcal{D} \) (i.e., no update on GPR is needed, see [22] for derivation):

\[
\mathbb{E}(f_h(x)|\mathcal{D}, \tilde{\mathbf{z}}) = \mathbb{E}(f_h(x)|\mathcal{D}) + \frac{\text{cov}(f_h(x), f_h(\tilde{\mathbf{z}})|\mathcal{D})}{\text{var}(f_h(\tilde{\mathbf{z}})|\mathcal{D})} \left( \tilde{\mathbf{J}}_h(\tilde{\mathbf{z}}) - \mathbb{E}(f_h(\tilde{\mathbf{z}})|\mathcal{D}) \right),
\]

\[
\text{var}(f_h(x)|\mathcal{D}, \tilde{\mathbf{z}}) = \text{var}(f_h(x)|\mathcal{D}) - \frac{\text{cov}(f_h(x), f_h(\tilde{\mathbf{z}})|\mathcal{D})^2}{\text{var}(f_h(\tilde{\mathbf{z}})|\mathcal{D})}.
\]

Up to this point, the algorithm for single-fidelity method can be considered complete, and one simply needs to find \( \tilde{x} \) to minimize (8). However, for the purpose of convenience in developing the bi-fidelity method later, it is more desirable to formulate an equivalent acquisition through reduction of the variance, i.e. the benefits, of adding a hypothetical sample. This can be expressed as

\[
B(\tilde{x}) = U(\mathcal{D}) - U(\mathcal{D}, \tilde{\mathbf{z}}),
\]

where \( U(\mathcal{D}) \) is defined as [3] conditioning on \( \mathcal{D} \) only. The next-best sample can then be selected through the solution of an optimization problem.

\[
\tilde{x}^* = \arg \max_{\tilde{x} \in \mathbb{R}^n} B(\tilde{x}),
\]

which can be directly solved using standard global optimization methods, e.g. multiple-starting L-BFGS-B quasi-Newton method [25] used in our study. We finally summarize the full algorithm in Algorithm 1.

### B. Bi-fidelity method

We consider the situation that, in addition to the high-fidelity model \( f_h \), we also have a low-fidelity model \( f_l \) with lower computational cost. The model \( f_l \) can be considered to provide an approximation to \( f_h \) with a relation

\[
f_h(x) = f_l(x) + d(x),
\]

where \( d(x) \) is an unknown difference function to be determined.

We further assume that the cost for an evaluation using \( f_h \) is \( c_h \), and that for \( f_l \) is \( c_l \), with \( c_h/c_l > 1 \). Since \( f_l \) is associated with finite cost, we cannot assume that the full low-fidelity map is available to us, in contrast to the situation in [5], [9]. The adaptive sampling algorithm for this bi-fidelity
Algorithm 1 Single-fidelity method for CAV safety analysis

Require: Number of initial samples $n_{\text{init}}$, limit of number of samples $n_{\text{lim}}$

Input: Initial dataset $D = \{X, Y\}$

Initialization $n_{\text{total}} = n_{\text{init}}$

while $n_{\text{total}} < n_{\text{lim}}$ do

1. Train the surrogate model with $D$ to obtain $\hat{f}_{h,l}(x)$
2. Solve the optimization (13) to find the next-best sample $x^*$
3. Evaluate the function $f_h(x)$ to get $f_h(x^*)$
4. Update the dataset $D$ with $X = X \cup \{x^*\}$ and $Y = Y \cup f_h(x^*)$
5. $n_{\text{total}} = n_{\text{total}} + 1$

end while

Output: Compute $P_a$ according to (1) based on the surrogate model $\hat{f}_{h,l}$

---

application is required to find a sequence of samples with optimal fidelity level and location, i.e., $f_i(x)$ with $i = h$ or $l$ and $x$ varying for each sample. For this purpose, the algorithm for the single-fidelity method needs to be extended in two aspects: (1) construction of the surrogate model through a bi-fidelity Gaussian process; and (2) a more comprehensive acquisition function measuring the benefit per computational cost for each sample, allowing the next-best sample to be selected in terms of both fidelity level and sampling position.

1) surrogate model by BFGPR: Bi-fidelity Gaussian process regression (BFGPR) [26] is a direct extension of GPR to infuse bi-fidelity data. Given a dataset $D = \{X, Y\}$ consisting of two levels of model outputs $Y = \{Y_h, Y_l\}$ at input positions $X = \{X_h, X_l\}$, the purpose of the bi-fidelity Gaussian process is to learn the underlying relation $f_{h,l}(x)$ from $D$. This can be achieved through an auto-regressive scheme, which models $f_{h,l}(x)$ in (14) by two independent Gaussian processes $f_l(x) \sim GP(0, k_l(x,x'))$ and $d(x) \sim GP(0,k_d(x,x'))$. The posterior prediction $f_{h,l}(x)$ given the dataset $D$ can then be derived as a Gaussian process:

\[
\begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \mid D \sim N \left( \mathbb{E} \left( \begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \mid D \right), \text{cov} \left( \begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \mid D \right) \right),
\]

with mean and covariance respectively

\[
\mathbb{E} \left( \begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \mid D \right) = \text{cov} \left( \begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \mid Y \right) \text{cov} \left( \begin{bmatrix} Y_h \\ Y_l \end{bmatrix} \right)^{-1} \begin{bmatrix} Y_h \\ Y_l \end{bmatrix},
\]

\[
\text{cov} \left( \begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \mid D \right) = \text{cov} \left( \begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \right),
\]

\[
-\text{cov} \left( \begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \mid Y \right) \text{cov} \left( \begin{bmatrix} Y_h \\ Y_l \end{bmatrix} \right)^{-1} \text{cov} \left( \begin{bmatrix} Y_h \\ Y_l \end{bmatrix} \mid f_l(x') \right),
\]

where

\[
\text{cov} \left( \begin{bmatrix} Y_h \\ Y_l \end{bmatrix} \mid D \right) = \begin{bmatrix} k_l(X_h, X_h) + k_d(X_h, X_h) & k_l(X_h, X_l) \\ k_l(X_h, X_l) & k_l(X_l, X_l) \end{bmatrix},
\]

\[
\text{cov} \left( \begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \mid Y \right) = \begin{bmatrix} k_l(x, X_h) + k_d(x, X_h) & k_l(x, X_l) \\ k_l(x', X_h) & k_l(x', X_l) \end{bmatrix},
\]

\[
\text{cov} \left( \begin{bmatrix} f_h(x) \\ f_l(x') \end{bmatrix} \mid D \right) = \begin{bmatrix} k_l(x, x) + k_d(x, x) & k_l(x, x') \\ k_l(x', x) & k_l(x', x') \end{bmatrix}.
\]

We note that $f_l(x) \mid D$ in (15), as the major prediction in BFGPR, provides the high-fidelity information for both high and low fidelity samples $\{X, Y\}$ (instead of only $\{X_h, Y_h\}$). This is achieved, intuitively, through the two Gaussian processes on $f_l(x)$ and $d(x)$ which rely on all data. The prediction $f_h(x) \mid D$ will be used as the surrogate model for the computation of $P_a$ and the development of acquisition function.

2) bi-fidelity acquisition function: In the bi-fidelity context, the next-best sample needs to be determined in terms of both its location and fidelity level. Given a total cost budget, the principle to select the next-best sample is to maximize its benefit per cost. Accordingly, we consider the optimization of an acquisition function which captures both the benefit and cost of a sample $\tilde{x}$:

\[
x^*, \iota^* = \arg\max_{x \in \mathbb{R}^d, \iota \in \{h,l\}} B_i(\tilde{x})/c_i.
\]

Following the formulations in the single-fidelity problem, the benefit of adding an $i$-fidelity hypothetical sample at $\bar{x}$, $B_i(\bar{x})$, can be expressed as

\[
B_i(\bar{x}) = U(D) - U(D, \bar{z}_i), \quad i = h, l,
\]

with $\bar{z}_i = \{\bar{x}, \bar{T}_i(\bar{x})\}$ and

\[
U(D, \bar{z}_i) = \int \text{var}^{\frac{1}{2}} \left( 1_x(f_h(x) \mid D, \bar{z}_i) \right) p_x(x) dx.
\]

The computation of (23) can be conducted following (10) and (11) adapted to the bi-fidelity context using the BFGPR surrogate model. In solving (21) as a combined discrete and continuous optimization problem, we first find the optimal location $x$ for each fidelity $i$, i.e., $x^*_i = \arg\max_{x \in \mathbb{R}^d} B_i(\tilde{x})$ for $i = h, l$, then we compare the benefit per cost $B_i(x^*_i)/c_i$ between $i = h$ and $i = l$ and find the optimal fidelity level $\iota^*$, i.e., $\iota^* = \arg\max_{\iota \in \{h,l\}} B_i(x^*_\iota)/c_i$. We further remark that this idea of maximizing benefit per cost has been systematically tested for another sampling purpose, i.e., with a different benefit function $B_i(\tilde{x})$, in [22].

We finally summarize the full algorithm in Algorithm 2.

---

IV. Cut-in case analysis

In this section, we demonstrate the application of our proposed (single and bi-fidelity) methods to the cut-in problem, starting from a more detailed description of the setup of the case. Since our method is new to the general reliability analysis field, we also document its favorable performance for two widely-used benchmark problems in reliability analysis in Appendix C.
Algorithm 2 Bi-fidelity method for CAV safety analysis

Require: Number of initial samples \( \{n^\text{init}_h, n^\text{init}_l\} \), cost of each fidelity model \( \{c_h, c_l\} \), total cost budget \( c_{\text{lim}} \)
Input: Initial dataset \( D = \{X, Y\} \) with \( X = \{X_h, X_l\} \) and \( Y = \{Y_h, X_l\} \)
 Initialization \( c_{\text{total}} = n^\text{init}_h c_h + n^\text{init}_l c_l \)
  while \( c_{\text{total}} < c_{\text{lim}} \) do
  1. Train the surrogate model with \( D \) to obtain \( \{15\} \)
  2. Solve the optimization \( \{21\} \) to find the next-best sample \( \{i^*, x^*\} \)
  3. Evaluate the \( i^* \)-fidelity function to get \( f_{i^*}(x^*) \)
  4. Update the dataset \( D \) with \( X_{i^*} = X_{i^*} \cup \{x^*\} \) and \( Y_{i^*} = Y_{i^*} \cup \{f_{i^*}(x^*)\} \)
  5. \( c_{\text{total}} = c_{\text{total}} + c_{i^*} \)
  end while
Output: Compute the \( P_a \) according to \( \{1\} \) based on the surrogate model \( \{16\} \)

A. Case setup

The cut-in situation is illustrated in figure \( \{1\} \) where a BV makes a line change in front of a CAV. We assume that the BV moves in a constant speed \( u_{BV} = 20 \text{m/s} \) after the cut-in moment, so that (given the CAV model) the performance of the CAV only depends on \( x = (R_0, \dot{R}_0) \), the initial range and range rate at the cut-in moment \( t = 0 \) (time \( t \) in unit of seconds hereafter). The probability of \( x \) is generated from the naturalistic driving data (NDD) of the Safety Pilot Model Deployment (SPMD) at the University of Michigan \( \{27\} \). A total number of 414,770 qualified cut-in events are analyzed with joint distribution of \( x \) shown in figure \( \{2\}\) (a).

The model output for the problem is the minimum range between two vehicles during their speed adjustment process for \( t \geq 0 \). In this work, we use the the Intelligent Driving Model (IDM) which describes the speed of CAV by an ordinary differential equation

\[
\frac{du_{\text{CAV}}(t)}{dt} = \alpha \left( 1 - \frac{u_{\text{CAV}}(t)}{\beta} \right) - \frac{s(u_{\text{CAV}}(t), \dot{R}(t))}{R(t) - L} R(t) - L, \quad (24)
\]

\[
s(u_{\text{CAV}}(t), \dot{R}(t)) = s_0 + \frac{u_{\text{CAV}}(t) \Delta t + u_{\text{CAV}}(t) \dot{R}(t)}{2 \sqrt{ab}}, \quad (25)
\]

where \( \alpha, \beta, c, s_0, L \) and \( b \) are constant parameters and values in \( \{28\} \) are used here. We integrate \( \{24\} \) in time using forward Euler method starting from initial condition \( u_{\text{CAV}}(t = 0) = u_{BV} - \dot{R}_0 \), and accordingly find the range \( R \) and range rate \( \dot{R} \) for \( t \geq 0 \). In addition, we constrain the acceleration and velocity of the CAV to be \( 2 \leq u_{\text{CAV}}(t) \leq 40 \text{m/s} \) and \( -4 \leq \frac{du_{\text{CAV}}(t)}{dt} \leq 2 \text{m/s}^2 \). The minimum range \( R \) obtained for \( 0 \leq t \leq 10 \) is taken as the model output. We use a number of different time resolutions in integrating \( \{24\} \), with the result obtained for \( \Delta t = 0.2 \) as the high-fidelity model output \( (f_h) \) that is plotted in figure \( \{2\}\) (b) for visualization. The results for \( \Delta t = 0.5, 1, 2, \) and \( 5 \) are taken as the outputs from low-fidelity models \( (f_l) \) with different fidelity levels, i.e., we will consider the bi-fidelity context as \( f_h \) plus one of the low-fidelity options \( f_l \). The cost ratio \( c_h/c_l \) is inversely proportional to the ratio of \( \Delta t \)’s.

In order to evaluate the performance of our methods in Sec. \( \{1\} \), we compute accurate (ground truth) values of \( P_a \) for both \( \delta = 0 \) and \( \delta = 3 \) (see \( \{2\} \)) according to high-fidelity model \( f_h \) for all 414,770 available events. The former will be used for validating the single-fidelity method (so that its performance can be compared to existing cases in literature) and the latter for the bi-fidelity method (to have a considerable difference between the results from \( f_h \) and \( f_l \)).

B. Results

1) single-fidelity results: We first apply the single-fidelity method (Algorithm \( \{1\} \)) to the context where only \( f_h \) (IDM with \( \Delta t = 0.2 \)) is available to us. The computation starts from 16 initial random samples, with the following 104 adaptive samples obtained from Algorithm \( \{1\} \). The results of \( P_a \)

\[
R_0 (\text{m})
\]

Fig. 2: (a) probability distribution and (b) output from \( f_h \) for input parameters \( R_0 \) and \( \dot{R}_0 \). The limiting state \( \{x : f_h(x) = 0\} \) is marked in (b) by a red line.
(estimated from \( \mathbf{I} \) in the sampling process) as a function of the number of samples are shown in figure 3 together with the 10% error bounds of the ground truth. Since the value of \( P_a \) depends on the locations of the initial samples, we quantify its uncertainty by plotting both the median value as well as 15% and 85% percentiles in figure 3 obtained from 200 applications of our algorithm starting from different initial samples. The percentile concept is used here because the distribution of \( P_a \) over different experiments is not guaranteed to be Gaussian, and the 15% and 85% percentiles are used for the convenience of a fair comparison with other results discussed below.

From figure 3 we see that it only takes 83 samples (or 67 adaptive samples) for the upper and lower percentiles to converge into the 10% error bounds of the ground truth. In comparison, to reach convergence with a similar criterion\(^1\) it takes 121 samples for the importance sampling method presented in earlier work \([10]\). It should also be emphasized that the method in \([10]\) requires a pre-known low-fidelity map (e.g., \( f_l \) with negligible cost) to guide the proposal distribution in importance sampling. This extra component is not required at all in our method. Therefore, for this validation case, it can be concluded that our approach takes about 2/3 number of samples to achieve the same accuracy as \([10]\) based on the current criterion, and can be conducted in a much simpler setting. Another possible source of comparison is \([18]\), which performs the adaptive sampling with a simplified/empirical acquisition function, without needing a low-fidelity model, to a slightly more complicated 3D car-following problem. It takes \( O(500) \) samples to obtain convergent result of accident rate, which is based on one experiment result without analyzing the uncertainty bounds as we do here. It is desirable to apply our method to the same case, but the information provided in \([18]\) is not sufficient for us to do so (e.g., no code or input probability data is provided).

Finally, we plot the sampling positions in the input space \( \mathbf{x} \) for a typical case out of the 200 experiments. After 16 initial random samples, we see that most adaptive samples are located close to the limiting state to better resolve \( P_a \). The limiting state \( \{ \mathbf{x} : f_h(\mathbf{x}) = 0 \} \) estimated from the GPR constructed by only 50 adaptive samples is also included in the figure to show its proximity to the true state.

TABLE I: Accident rates computed by models with different time resolutions.

| \( \Delta_t \) | \( P_a \) |
|----------------|--------|
| 0.2            | 0.001489 ( |
| 0.5            | 0.001175 (8%) | 0.001202 (19%) | 0.001174 (25%) | 0.004725 (217%) |

\(^1\) Relative differences are computed with respect to the result of \( \Delta_t = 0.2 \).

2) Bi-fidelity results: We next consider the bi-fidelity application where the high-fidelity model \( f_h \) is used together with a low-fidelity model \( f_l \). Different choices of \( f_l \) are considered, that are obtained from IDM model with coarser time resolutions of \( \Delta_t = 0.5, 1, 2, \) and 5, in contrast to \( \Delta_t = 0.2 \) for \( f_h \). As shown in figure 5 these low-fidelity models provide different levels of approximation to \( f_h \), especially regarding the limiting state \( \{ \mathbf{x} : f_h(\mathbf{x}) = 3 \} \) considered here. While the \( f_l \) of \( \Delta_t = 0.5 \) provides a close estimation of the limiting state, the \( f_l \) of \( \Delta_t = 5 \) provides a poor estimation even including an extra region that leads to false accidents. The values of \( P_a \) computed solely by different choices of \( f_l \) are listed in Table 1 which shows 8 – 217% relative difference with the ground-truth value (computed by \( f_h \)) for \( f_l \) with \( \Delta_t = 0.5 \) – 5. In terms of computational cost, we consider that one application of \( f_h \) takes one unit of cost, and one application of \( f_l \) takes 0.2/\( \Delta_t \) units of cost.

The results of our bi-fidelity method with respect to total
Fig. 5: Output contour from $f_l$ (---) of (a) $\Delta_t = 0.5$, (b) $\Delta_t = 1$, (c) $\Delta_t = 2$, (d) $\Delta_t = 5$ compared with contour from $f_h$ (----) of $\Delta_t = 0.2$. The limiting states $\{x : f_{h,l}(x) = 3\}$ of $f_h$ and $f_l$ are respective marked by (----) and (---).

TABLE II: Summary of the performance of single-fidelity (No. 1) and bi-fidelity (No. 2-5) cases. In the table, $n_l/n_h$ gives the ratio of low and high-fidelity sampling numbers in the adaptive sampling process; “percentiles” and “median” columns respectively give the units of cost for the (15% and 85%) percentiles and median of $P_a$ to converge to the 10% error bounds of the ground truth.

| No. | $\Delta_t(f_h)$ | $\Delta_t(f_l)$ | $c_h/c_l$ | $n_l/n_h$ | percentiles | median |
|-----|----------------|----------------|-----------|-----------|-------------|--------|
| 1   | 0.2            | ---            | -         | -         | 82          | 47     |
| 2   | 0.2            | 0.5            | 2.5       | 6.63      | 42          | 30     |
| 3   | 0.2            | 1              | 5         | 6.22      | 38          | 22     |
| 4   | 0.2            | 2              | 10        | 8.15      | 39          | 23     |
| 5   | 0.2            | 5              | 25        | 4.1       | > 50        | 35     |
Fig. 6: Results of $P_a$ from the single-fidelity method with $f_h$ (---) and bi-fidelity method with both $f_h$ and $f_l$ ($\Delta_t = 0.5$: (---) in (a); $\Delta_t = 1$: (----) in (b), $\Delta_t = 2$: (---) in (c); $\Delta_t = 5$: (-----) in (d)), presented by the median value (solid lines) as well as the 15% and 85% percentiles (shaded region) from 50 experiments. The true solution of $P_f$ (---) is shown in terms of the 10% error bounds.

less accurate value at the beginning of the adaptive sampling process, due to the initial $8c_h/c_l = 200$ low-fidelity samples that are very misleading in constructing the initial surrogate model. Shall a different allocation of high/low fidelity samples are used for the initial dataset, it is possible to further improve the performance of this bi-fidelity application.

We further summarize the performance of all 5 cases (one single-fidelity and four bi-fidelity cases) in Table II. In addition to the exact units of cost consumed for convergence, a notable information is provided by the column of $n_l/n_h$ that gives the ratio of low and high-fidelity sampling numbers in the adaptive sampling process. It is clear that $n_l/n_h$ does not monotonically increase with the increase of $c_h/c_l$, i.e., the algorithm does not select more low-fidelity samples just because they are cheaper but instead considers the benefit per cost of each sample formulated in (21). This is most evident when $c_h/c_l$ increases from 10 to 25 and meanwhile $n_l/n_h$ drops from 8.15 to 4.1, mainly because a sample by $f_l$ with $\Delta_t = 5$ does not provide much useful information to the computation of $P_a$.

Finally, we plot the positions of the high and low-fidelity (initial and adaptive) samples in a typical experiment of bi-fidelity algorithm for the case with $f_l$ of $\Delta_t = 1$. It can be observed that while the adaptive low-fidelity samples are scattered in the space of $x$, the adaptive high-fidelity samples are most concentrated at the limiting state $\{x: f_{h,l}(x) = 3\}$. This is because the limiting state represents the location where difference between $f_h$ and $f_l$ critically affects the computed value of $P_a$, and it necessarily takes high-fidelity samples to resolve this important region. The resolved limiting state at 60 units of cost in adaptive sampling is also shown in the figure to demonstrate its proximity to the ground truth.

V. CONCLUSION

In this work, we develop an adaptive sampling framework to efficiently evaluate the accident rate $P_a$ of connected and automated vehicles (CAVs) in scenario-based tests. The core components of our approach include a surrogate model by Gaussian process regression and a novel acquisition function to select the next-best sample maximizing its benefit (uncertainty reduction) to $P_a$. The framework can be applied to both single-fidelity and bi-fidelity contexts, where the latter involves a low-fidelity model to help construct the function...
While a direct computation of (26) is extremely expensive, three assumptions can be made to simplify its expression, which are summarized below.

1) Instead of a random \( f_h(\tilde{x}) \), we assume that it can be approximated by the mean prediction from the current GPR: \( \tilde{f}_h(\tilde{x}) = \mathbb{E}(f_h(\tilde{x})|D) \). Thus (26) becomes:

\[
G(\tilde{x}) \approx \int p(P_a|D, \tilde{z}) \log \frac{p(P_a|D, \tilde{z})}{p(P_a|D)} \, dP_a, \tag{27}
\]

where \( \tilde{z} = \{ \tilde{x}, \tilde{f}_h(\tilde{x}) \} \).

2) We assume \( P_a \) follows Gaussian distributions with \( P_a|D \sim \mathcal{N}(\mu_1, \sigma_1^2) \) and \( P_a|\tilde{D}, \tilde{z} \sim \mathcal{N}(\mu_2(\tilde{x}), \sigma_2^2(\tilde{x})) \). Substitution of these distributions into (27) gives

\[
G(\tilde{x}) \approx \log\left( \frac{\sigma_1^2}{\sigma_2(\tilde{x})^2} \right) + \frac{\sigma_2^2(\tilde{x})}{2\sigma_1^2} + \frac{(\mu_2(\tilde{x}) - \mu_1)^2}{2\sigma_1^2} - \frac{1}{2}. \tag{28}
\]

3) The difference of \( \mu_1 \) and \( \mu_2 \) is much smaller than the standard deviation of \( P_a \) i.e. \( |\mu_2(\tilde{x}) - \mu_1| \ll \sigma_2(\tilde{x}) \) (which is generally true unless \( P_a \) has been estimated very well). This leads to

\[
G(\tilde{x}) \approx \log\left( \frac{\sigma_1^2}{\sigma_2(\tilde{x})^2} \right) + \frac{\sigma_2^2(\tilde{x})}{2\sigma_1^2} - \frac{1}{2}. \tag{29}
\]

It can be shown that (29) monotonously increases with the decrease of \( \sigma_2/\sigma_1 \) in the range of \( \sigma_2/\sigma_1 < 1 \). Since a sample always provides information to \( P_a \), the condition \( \sigma_2/\sigma_1 < 1 \) is always satisfied. Therefore, the maximization of (29) is equivalent to the minimization of \( \sigma_2 \), that is consistent the minimization of (7).

APPENDIX B

THE UPPER BOUND OF (7)

Here we show the derivation of the upper bound (8) from (7):

\[
\text{var}[P_a|D, \tilde{z}] = \text{var}\left[ \int \mathbf{1}_h(f_h(\mathbf{x})|D, \tilde{z}) p_x(\mathbf{x}) \, d\mathbf{x} \right]
\]

(hereafter we write \( \mathbf{1}_h(f_h(\mathbf{x})|D, \tilde{z}) \) as \( \mathbf{1}(\mathbf{x}) \))

\[
= \mathbb{E}\left[ \left( \int \mathbf{1}(\mathbf{x}) p_x(\mathbf{x}) \, d\mathbf{x} \right)^2 \right] - \left( \mathbb{E}\left[ \int \mathbf{1}(\mathbf{x}) p_x(\mathbf{x}) \, d\mathbf{x} \right] \right)^2
\]

\[
= \mathbb{E}\left[ \int \mathbf{1}(\mathbf{x}) p(\mathbf{x}) \, d\mathbf{x} \int \mathbf{1}(\mathbf{x}') p(\mathbf{x}') \, d\mathbf{x}' \right] - \left( \mathbb{E}\left[ \int \mathbf{1}(\mathbf{x}) p(\mathbf{x}) \, d\mathbf{x} \right] \right) \left( \mathbb{E}\left[ \int \mathbf{1}(\mathbf{x}') p(\mathbf{x}') \, d\mathbf{x}' \right] \right)
\]

\[
= \int \int \mathbb{E}\left[ \mathbf{1}(\mathbf{x}) \mathbf{1}(\mathbf{x}') \right] p(\mathbf{x}) p(\mathbf{x}') \, d\mathbf{x} \, d\mathbf{x}'
\]

\[
= \int \int \mathbb{E}\left[ \mathbf{1}(\mathbf{x}) \mathbf{1}(\mathbf{x}') \right] \rho(\mathbf{x}, \mathbf{x}') p(\mathbf{x}) p(\mathbf{x}') \, d\mathbf{x} \, d\mathbf{x}' \tag{30}
\]

\[
\leq 0.5 \int \text{std}[\mathbf{1}(\mathbf{x})] \left( \int \text{std}[\mathbf{1}(\mathbf{x}')] \rho(\mathbf{x}, \mathbf{x}') \, d\mathbf{x}' \right) p(\mathbf{x}) \, d\mathbf{x}, \tag{31}
\]

where \( \rho[\cdot, \cdot] \) denotes the correlation coefficient. The last inequality comes from \( \text{std}[\mathbf{1}(\mathbf{x})] \leq 0.5 \) and \( \rho[\mathbf{1}(\mathbf{x}), \mathbf{1}(\mathbf{x}')] \leq 1 \). The former inequality is due to that \( \mathbf{1}(\mathbf{x}) \) is a Bernoulli
variable whose standard deviation is maximized to be 0.5 when the two branches \( \hat{1}(x) = 0 \) and \( \hat{1}(x) = 1 \) both have probability of 0.5.

We can also show that (7) can be directly approximated as \( \sim \int \text{var} [1(\hat{1}(x))] \varnothing(x) \text{d}x \) if only variance terms are kept in (30). This form is somewhat similar to the upper-bound result (31) when used as an acquisition function. We apply the upper bound (31) in the current paper.

**Appendix C**

**Benchmark tests of the framework**

In this section, we test our (single-fidelity) framework in two benchmark problems to demonstrate the efficiency of our new acquisition function. In each problem, we report the median value as well as 15% and 85% percentiles of the exceeding probability (defined below) obtained from 100 applications of our method with different initial samples.

The first example we consider is a multi-modal function (see figure 8 for a contour plot) that is also studied in [13] and [29]:

\[
f_h(x_1, x_2) = \frac{((1.5 + x_1)^2 + 4)(1.5 + x_2)}{20} - \sin\left(\frac{7.5 + 5x_1}{2}\right) - 2.
\]

The input \( x \) follows a Gaussian distribution \( \varnothing(x_1, x_2) = \mathcal{N}(0, I) \), with \( I \) being a \( 2 \times 2 \) identity matrix. We are interested in the exceeding probability \( P_e = \int 1_{f_h(x) > 0} \varnothing(x) \text{d}x \).

In the application of our method, we use 8 random initial samples followed by 22 adaptive samples, with the computed \( P_e \) plotted in figure 7 as a function of the sample numbers. Also shown in figure 7 is the 3% error bounds of ground truth. We see that percentiles of \( P_e \) converge to the error bounds in 18 samples. The sampling positions of our method are plotted in figure 10 as well as the computed limiting state after 30 samples with comparison to the ground truth.

Other existing approaches were also tested for the same problem for the number of samples leading to convergence, but usually with less strict (or different) criterion defined for convergence. The number of samples are 19 [13], 31–44 [12], 36–69 [14].

The second example is the four-branch function (figure 11):

\[
f(x_1, x_2) = \min \left\{ \begin{array}{l}
3 + 0.1(x_1 - x_2)^2 + \frac{(x_1 + x_2)}{\sqrt{2}} \\
3 + 0.1(x_1 - x_2)^2 - \frac{(x_1 + x_2)}{\sqrt{2}} \\
(x_1 - x_2) + \frac{6}{\sqrt{2}} \\
(x_2 - x_1) + \frac{6}{\sqrt{2}}
\end{array} \right. .
\]

The input \( x \) follows a Gaussian distribution \( \varnothing(x_1, x_2) = \mathcal{N}(0, I) \). Our method is applied with 12 random initial samples followed by 68 adaptive samples, with \( P_e \) plotted in figure 12 as a function of sample numbers. Also shown in figure 12 is the 3% error bounds of ground truth. We see that percentiles of \( P_e \) converge to the error bounds in 42 samples. The sampling positions of our method are plotted in figure 13 as well as the computed limiting state after 80 samples with comparison to the ground truth.

With less strict (or different) convergence criterion, the number of samples leading to the convergence in existing works are 36 [13], 38 [15], 78 [30], 65–126 [12], 68–124 [14], and 167 [31].
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