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Abstract: Accurate direction of arrival (DOA) estimation of wideband, low-power nonstationary signals is important in many radio frequency (RF) applications. This article analyses the performance of two incoherent aggregation techniques for the DOA estimation of high chirp-rate linear frequency modulated (LFM) signals used in modern radar and electronic warfare (EW) applications. The aim is to determine suitable aggregation techniques for blind DOA estimation for real-time implementation with a frequency channelised signal. The first technique calculates a single pseudospectrum by directly combining the spatial covariance matrices from each of the frequency bins. The second technique first calculates the spatial pseudospectra from the spatial covariance matrix (SCM) from each frequency bin and then combines the spatial pseudospectra into one single estimate. Firstly, for single and multiple signal emitters, we compare the DOA estimation performance of incoherent SCM-based aggregation with that of the incoherent spatial pseudospectra-based aggregation using the root mean-squared error (RMSE). Secondly, we determine the types of signals and conditions for which these incoherent aggregation techniques are more suited. We demonstrate that the low-complexity SCM-based aggregation technique can achieve relatively good estimation performance compared to the pseudospectra-based aggregation technique for multiple narrowband signal detection. However, pseudospectra aggregation is better suited for single wideband emitter detection. Both the incoherent aggregation techniques presented in this article offer a computational advantage over the coherent processing techniques and hence are better suited for real-time implementation.
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1. Introduction

Direction of arrival (DOA) estimation is of paramount importance in modern communication, sonar and radar applications. In the context of radar and electronic warfare (EW), real-time implementation is critical because the failure to recognise and/or react to threats in real time is tantamount to having no system at all [1]. This article presents a comprehensive evaluation of DOA estimation performance for linear frequency modulated (LFM) radar signals with different bandwidths at carrier frequencies of 8.0 GHz and 1.0 GHz using two incoherent aggregation techniques. In both techniques, the operational bandwidth is decomposed into frequency bins. The first incoherent technique directly sums the spatial covariance matrices (SCMs) from all the frequency bins to yield an aggregate SCM. The aggregate SCM is then used to compute a spatial pseudospectrum from which the final DOA estimate is computed. The second incoherent aggregation technique combines spatial pseudospectra derived from the spatial covariance matrices (SCMs) calculated at each of the frequency bins into a single spatial pseudospectrum. The resulting aggregate spatial pseudospectrum is used to compute the final DOA estimate. First, LFM signals with bandwidths of up to 500 MHz are analysed, and observations are made on the DOA estimation performance for narrowband and wideband cases for a single emitter. Similar analysis
is then performed for multiple emitters. Results from the DOA estimation performance arising from different aggregation techniques are then compared.

A significant number of techniques were developed for estimating the DOA of narrowband signals. Subspace-based techniques [2] are the most popular and they include MUltiple Signal Classification (MUSIC) [3] and Estimation of Signal Parameters via Rotational Inverse Techniques (ESPRIT) [4], among others. While these techniques yield high spatial resolution, they typically require the number of sources to be known or estimated using techniques such as Akaike information criterion (AIC) [5] and minimum description length (MDL) [6]. These well-known narrowband DOA estimation techniques cannot be directly applied to wideband signals. As such, several techniques have been developed to adapt such narrowband estimation techniques for estimating the DOA of wideband signals. In general, the wideband signal is decomposed into non-overlapping frequency subchannels by either applying the discrete Fourier transform (DFT) or filter banks to the wideband signal. Narrowband DOA estimation techniques can then be applied to the narrowband signals at each of the sub frequencies. There are two main approaches to wideband DOA estimation, namely incoherent and coherent.

Incoherent approaches apply narrowband DOA estimation to each of the sub frequencies independently. The results of the narrowband estimation at each of the sub frequencies are then combined without any regard to the sub frequencies of the narrowband signals being combined. Incoherent techniques include incoherent signal subspace method (ISSM) [7], test of projected subspaces (TOPS) [8], and test of frequency subspaces (TOFS) [9]. Incoherent techniques are characterised by lower computational complexity compared to their coherent counterparts. One of the challenges with ISSM, which is the simplest of the incoherent aggregation techniques, is that the DOA estimation performance is adversely affected by frequency sub channels with low signal-to-noise ratios (SNR).

Coherent techniques, on the other hand, firstly focus or align the SCMs from each of the sub frequencies onto a reference frequency. The aligned SCMs are then combined to form an aggregate SCM on which narrowband DOA estimation is performed. This alignment is performed by using multiple transformation matrices that are computed for each of the sub frequencies. Coherent techniques include coherent signal subspace method (CSSM) [10] and weighted average of signal subspaces (WAVES) [11]. Coherent techniques generally require initial estimates to perform DOA estimation, and this deteriorates when such initial estimates are poor. In typical EW applications, opportunities for such initial DOA calculations may not be available. In addition, the complexity associated with coherent techniques is generally higher compared to the incoherent aggregation techniques. To overcome some of the challenges associated with the above-mentioned coherent techniques, several wideband DOA estimation techniques have recently been proposed [12–17]. Shortcomings of these proposed techniques include the need to perform initial frequency or DOA estimation and the requirement to compute focussing matrices for each frequency bin. Both steps significantly increase the computational complexity and latency associated with these techniques.

The problem of DOA estimation is further complicated if the signals of interest are wideband and nonstationary. Nonstationary signals are characterised by their spectral content that varies with time. An example of wideband nonstationary signals is wideband LFM signals, which are typically used as low probability of intercept (LPI) signals in radar and EW applications [1,18]. The time-varying characteristic of the spectral content in nonstationary signals implies that the steering vector of the antenna is not only dependent on the true DOA but also on the temporal variation of frequency [17,19]. DOA estimation for nonstationary signals has been mainly studied in the context of spatial time-frequency processing (STFP). Techniques for DOA estimation in the STFP context are generally characterised based on whether nonlinear or linear techniques are applied while computing the distributions termed as multisensor time-frequency distributions (MTFDs) or spatial time-frequency distributions (STFDs).
A major shortcoming of the techniques based on STFDs/MTFDs is the high computational complexity associated with these techniques. We therefore explore the application of wideband DOA estimation techniques after splitting the acquired signal duration into smaller processing-time durations. Such processing-time durations are referred to as time segments for the rest of this article. For signals whose bandwidths are not known a priori and may be present around any frequency point within the operational bandwidth, wideband DOA estimation techniques are necessary. As stated previously, such techniques typically decompose the entire operational bandwidth into smaller sub frequencies using either the DFT or filter banks. The channelisation framework combines consecutive sub frequencies into frequency bins. Narrowband DOA estimation techniques are then applied onto each of the bins. The results of these bins are in turn processed to yield a final DOA estimate. Channelised MUSIC is a technique that is realised by applying the well-known MUSIC technique in the channelisation framework. The channelised MUSIC technique has been shown to achieve high-resolution DOA estimation performance while keeping the computational complexity within reasonable bounds. The version of channelised MUSIC that has been considered in [20] incoherently combines spatial pseudospectra from all frequency bins. The aggregate spatial pseudospectrum is used to compute a final DOA estimate. To enable real-time implementation and to further reduce the computational complexity associated with incoherent processing, we suggest the use of incoherent aggregation of the SCMs from all frequency bins. In our previous work on incoherent aggregation techniques, we investigated the DOA estimation performance with a single emitter [21].

In this article, we conduct in-depth investigations on the DOA estimation performance for two wideband incoherent aggregation techniques using single and multiple LFM emitters. We demonstrate that acceptable DOA estimation performance can be achieved with both single and multiple LFM emitters using these two incoherent aggregation techniques with reasonably low computational complexity and show their trade-offs. We investigate the effect of several parameters such as the initial frequency and chirp rate on the DOA estimation performance of multiple LFM signals located within the same operational bandwidth. The results indicate that the SCM-based aggregation technique can achieve good estimation performance with multiple narrowband sources. On the other hand, pseudospectra-based aggregation yields better estimation performance for a single wideband source. Due to their lower computational complexities, the two incoherent aggregation techniques presented are more suitable for real-time implementation than more complex traditional coherent aggregation techniques.

The remainder of the article is organised as follows. Section 2 presents the mathematical model used in this work. A review of the incoherent aggregation techniques considered in this article is presented in Section 3. Simulation results for single and multiple emitters are presented and analysed in Section 4. Finally, Section 5 draws conclusions based on the observations made from the analysis.

2. System Model

This section presents the mathematical background and description necessary for clarifying the definition of signals and the DOA estimation techniques. It also introduces the data model used to generate the results and ensuing performance analysis.

2.1. Notations

Some of the notations used in the remainder of the article are summarised in this paragraph. $(\cdot)^{T}$ denotes the transpose, $(\cdot)^{H}$ denotes the conjugate (Hermitian) transpose, the column vector $b \in \mathbb{C}^{N \times 1}$ is such that $b = [b_1, \ldots, b_N]^T$, the matrix $B \in \mathbb{C}^{N \times M}$ is such that $B = [b_1, \ldots, b_M]$, $\mathcal{N}(\mu, \sigma^2)$ is the normal distribution with mean $\mu$ and variance $\sigma^2$, $\text{diag}\{b\}$ is a diagonal matrix with elements of $b$ along the main diagonal, and $\mathbb{E}\{\cdot\}$ is the statistical expectation operator and $j = \sqrt{-1}$. 
2.2. Assumptions

The receiving antenna array consists of uniformly spaced isotropic elements. The number of array elements is at least equal to the number of source signals. The receiving antenna is situated in the far field region of the emitters and therefore receives plane wave-fronts. Furthermore, the receiving antenna is free of calibration errors. The number of source signals is known or can be estimated. The noise at the receiving antenna is complex, white, additive, spatially and temporally uncorrelated with the source signals. The noise \( w(t) \) is therefore drawn from a complex random process with zero-mean circular Gaussian distribution such that \( w(t) \sim \mathcal{CN}(0, \sigma^2 w) \), where \( \sigma^2 w \) is the noise variance and \( I_M \) is an \( M \times M \) identity matrix [22].

2.3. LFM Signals

LFM signals are characterised by instantaneous frequency that varies linearly with time. Consider \( P \) nonstationary wideband LFM signals \( s(t) = [s_1(t), s_2(t), \ldots, s_P(t)]^T \) emanating from \( P \) emitters with source direction vector \( \theta = [\theta_1, \theta_2, \ldots, \theta_P]^T \) and impinging on an \( M \)-element uniform linear array (ULA) in the far field region of the emitters. A pulsed LFM signal \( s(t) \) with starting frequency \( f_0 \) and chirp rate \( \alpha \) is given as

\[
s(t) = \begin{cases} 
\sigma_s \exp(j2\pi \left\{ f_0 t + \frac{\alpha}{2} t^2 \right\}) & , 0 \leq t \leq T_w \\
0 & , T_w < t \leq T_P 
\end{cases}
\]  

where \( \sigma_s \) is the signal amplitude \( \alpha = B_s / T_w \), \( B_s \) is the signal bandwidth, \( T_w \) is the pulse width, and \( T_P \) is the pulse repetition interval (PRI).

2.4. Received Signals

The signals received by the antenna array elements are \( x(t) = [x_1(t), x_2(t), \ldots, x_M(t)]^T \), such that

\[
x_m(t) = \sum_{p=1}^{P} s_p(t - \tau_m(\theta_p)) + w_m(t).
\]  

At the \( m \)th sensor element, \( \tau_m(\theta_p) = (m - 1)d \sin(\theta_p) / c \) is the propagation delay and \( w_m(t) \) is additive white-Gaussian noise (AWGN). \( c \) is the speed of propagation of the electromagnetic (EM) wave, and \( d \) is the inter-element spacing of the ULA. For wideband signals, the array manifold used for DOA estimation is a function of frequency. While detecting nonstationary signals, the array manifold is dependent on time.

3. Overview of Channelisation

We briefly review the channelisation framework for estimating the DOA of nonstationary signals. Details of this framework have been presented in [21,23]. Different narrowband DOA estimation techniques may be applied to this framework. In the sequel, we apply narrowband MUSIC to this framework using both spatial pseudospectra and SCM-based aggregation.

3.1. The Channelisation Framework

In the channelised framework for DOA estimation of wideband stationary signals, the received time-domain samples are grouped into \( Q \) time segments. Within each time segment, a \( J \)-point DFT decomposes the time-domain signals in (2) into the frequency domain such that

\[
X_j^{(q)} = A_i(\theta)S_j^{(q)} + W_j^{(q)},
\]
where \( S^{(q)} = [S_{i,1}^{(q)}, S_{i,2}^{(q)}, \ldots, S_{i,P}^{(q)}] \), represents the \( P \) signals from the emitters, \( W_{i,q}^{(q)} = [W_{i,1,q}^{(q)}, W_{i,2,q}^{(q)}, \ldots, W_{i,P,q}^{(q)}] \) is the noise signal at frequency \( i \in \{1, \ldots, J\} \) in time segment \( q \). The frequency-dependent array manifold is \( A_i(\theta) = [a_i(\theta_1), a_i(\theta_2), \ldots, a_i(\theta_P)] \), where \( a_i(\theta_p) = [1, e^{-j2\pi f_1 m(\theta)}, \ldots, e^{-j2\pi f_{M-1} m(\theta)}]^T \), is the array steering vector towards the direction of the \( p \)th source signal [24]. In this framework, consecutive frequencies are grouped into \( K \) bins where \( K < J \), each with \( [J/K] \) frequencies, where \( [J/K] \) is the highest integer lower than \( J/K \). A spatial covariance matrix is computed using frequency samples in the group of frequencies centered at each frequency bin. Let \( \mathbf{x}_k^{(q)} \in \mathbb{C}^{M \times ([J/K])} \) be a matrix composed of the \([J/K]\) frequency components at frequency bin \( k \) with centre frequency \( f_k \), such that \( \mathbf{x}_k^{(q)} = [\mathbf{x}_{k,1}^{(q)}, \ldots, \mathbf{x}_{k,J/K}^{(q)}] \), and \( \mathbf{x}_{k,\ell}^{(q)} \in \mathbb{C}^{M \times 1} \), for \( \ell \in \{1, 2, \ldots, [J/K]\} \).

\[
\mathbf{x}_k^{(q)} \approx \mathbf{A}_k(\theta) \mathbf{s}_k^{(q)} + \mathbf{w}_k^{(q)}, \quad k = 1, \ldots, K,
\]

where \( \mathbf{s}_k^{(q)} \in \mathbb{C}^{P \times ([J/K])} \), such that \( \mathbf{s}_k^{(q)} = [\mathbf{s}_{k,1}^{(q)}, \ldots, \mathbf{s}_{k,J/K}^{(q)}] \) and \( \mathbf{w}_k^{(q)} \in \mathbb{C}^{M \times ([J/K])} \), such that \( \mathbf{w}_k^{(q)} = [\mathbf{w}_{k,1}^{(q)}, \ldots, \mathbf{w}_{k,J/K}^{(q)}] \). The estimate of the SCM at frequency bin \( k \) is

\[
\hat{\mathbf{R}}_{x,k}^{(q)} = \frac{1}{N_Q} \sum_{n=1}^{N_Q} \mathbf{x}_k^{(q)}(n) \mathbf{x}_k^{(q)H}(n),
\]

where \( N_Q \) is the number of samples associated with \( \mathbf{x}_k^{(q)} \). Let \( \mathbf{e}_{s,k}^{(q)} \) and \( \mathbf{e}_{n,k}^{(q)} \) be the signal and noise subspaces from eigen-decomposition of \( \hat{\mathbf{R}}_{x,k}^{(q)} \), respectively, and let \( a_k(\theta) \) be the array steering vector for frequency bin \( k \) towards direction \( \theta \). Different narrowband DOA estimation techniques may be applied in the channelisation framework. Application of the well-known narrowband MUSIC DOA estimation approach in [3] to the channelisation framework yields the channelised MUSIC technique [24]. Note that ISSM can be considered as an extreme case of channelisation with \( J = K \), i.e., the DFT size is the number of frequency bins.

3.2. MUltiple Signal Classification (MUSIC)

The MUSIC algorithm constructs a spatial pseudospectrum from the estimated noise subspace [3]. Consider eigen-decomposition of the SCM in (5) into its signal and noise subspaces such that \( \mathbf{R}_{s,k}^{(q)} = \mathbf{A}_k^{(q)} \mathbf{A}_k^{(q)H} + \mathbf{e}_{w}^{2(q)} \mathbf{I}_N = \mathbf{U}_k^{(q)} \mathbf{\Lambda}_k^{(q)} \mathbf{U}_k^{(q)H} \). Hence

\[
\hat{\mathbf{R}}_{s,k}^{(q)} = \mathbf{E}_{s,k}^{(q)} \mathbf{A}_k^{(q)} \mathbf{A}_k^{(q)H} \mathbf{E}_{s,k}^{(q)H} + \mathbf{E}_{n,k}^{(q)} \mathbf{\Lambda}_k^{(q)} \mathbf{E}_{n,k}^{(q)H},
\]

where \( \mathbf{\Lambda}_k^{(q)} = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_M\} \), \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_P \geq \lambda_{P+1} = \ldots = \lambda_M = \sigma_w^2 \) is the diagonal matrix containing the eigenvalues of \( \hat{\mathbf{R}}_{s,k}^{(q)} \), and \( \mathbf{U}_k^{(q)} \) is a unitary matrix. The corresponding matrix of eigenvectors is \( \mathbf{E}_{s,k}^{(q)} = [\mathbf{e}_{s,k}^{(q)}, \mathbf{e}_{s,k}^{(q)}, \ldots, \mathbf{e}_{s,k}^{(q)}] \), \( \mathbf{e}_{s,k}^{(q)} = [\mathbf{e}_1, \ldots, \mathbf{e}_M] \) and \( \mathbf{\Lambda}_s^{(q)} = \text{diag}\{\lambda_1, \ldots, \lambda_P\} \). Similarly, \( \mathbf{E}_{n,k}^{(q)} = [\mathbf{e}_{n,k}^{(q)}, \mathbf{e}_{n,k}^{(q)}, \ldots, \mathbf{e}_{n,k}^{(q)}] \) and \( \mathbf{\Lambda}_n^{(q)} = \text{diag}\{\lambda_{P+1}, \ldots, \lambda_M\} \). The MUSIC spatial pseudospectrum at frequency bin \( k \) is computed as

\[
P_k^{(q)}(\theta) = \frac{1}{a_k^{H}(\theta) \mathbf{E}_{s,k}^{(q)} \mathbf{E}_{s,k}^{(q)H} a_k(\theta)}.
\]

The DOA estimates, \( \hat{\theta}^{(q)} = [\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_P]^T \), of the corresponding source directions \( \theta^{(q)} = [\theta_1, \theta_2, \ldots, \theta_P]^T \) are the locations of the \( P \) highest peaks in the spatial pseudospectrum for time segment \( q \).
3.3. Aggregation

We consider the two methods of incoherent aggregation used to derive DOA estimates for \( P \) signal sources. The remainder of this section describes each of these methods.

3.3.1. SCM-based

Figure 1a illustrates the SCM-based incoherent aggregation process. This method computes an aggregate SCM by summing the SCMs from the individual frequency bins such that

\[
\hat{R}(q) = \sum_{k=1}^{K} \hat{R}_k(q).
\]  

(8)

The aggregate SCM from (8) is then used to compute the spatial pseudospectrum using (7). The resulting spatial pseudospectrum is finally used to compute the DOA estimates. This process is similar to coherent aggregation but does not require focusing matrices to align the SCMs onto a reference frequency. SCM-based aggregation is therefore an incoherent technique with lower computational complexity compared to the coherent techniques.

Figure 1. Illustration of the two incoherent aggregation techniques. Reprinted with permission from ref. [21]. Copyright 2021 IEEE.

3.3.2. Spatial Pseudospectra-Based

Figure 1b illustrates the spatial pseudospectra-based incoherent aggregation process. For time segment \( q \), the result of incoherently combining spatial pseudospectra from
all frequency bins is obtained using either incoherent sum-based spatial pseudospectra aggregation or incoherent product-based spatial pseudospectra aggregation [9,24]. The aggregate spatial pseudospectrum is computed as

\[ P_{\Sigma}^{(q)}(\theta) = \frac{1}{\sum_{k=1}^{K} \frac{1}{P_k^{(q)}(\theta)}} \]  

(9a)

or

\[ P_{\Pi}^{(q)}(\theta) = \frac{1}{\prod_{k=1}^{K} \frac{1}{P_k^{(q)}(\theta)}} \]  

(9b)

where \( P_k^{(q)}(\theta) \) is computed from \( \hat{R}_k^{(q)} \), the estimate of the SCM from each frequency bin. Using narrowband MUSIC for incoherent spatial pseudospectra-based aggregation according to (9) yields the channelised MUSIC technique [20]. Product-based spatial aggregation (9b) yields better DOA estimation compared to sum-based spatial aggregation (9a). In the remainder of this article, we therefore consider only product-based spatial aggregation, and further reference to spatial pseudospectra-based aggregation will mean product-based spatial aggregation. The DOA estimate vector for time segment \( q \) is

\[ \hat{\theta}^{(q)} = \arg\max_{\theta \in [\theta_{\min}, \theta_{\max}]} P^{(q)}(\theta), \quad q \in \{1, \ldots, Q\}. \]  

(10)

Algorithm 1 outlines the steps for performing DOA estimation using SCM-based aggregation. Algorithm 2 outlines the steps for performing DOA estimation using spatial pseudospectra-based aggregation.

**Algorithm 1** Incoherent SCM-based aggregation [21].

Select \( Q \) time segments, each with duration \( T/Q \) seconds.

for every time segment \( q : q \in \{1,2,\ldots,Q\} \) do

  Collect \( N_Q \) samples \( x^{(q)} \) in time segment \( q \), \( x^{(q)} \in \mathbb{C}^{N_Q \times M} \).

  for every element \( m : m \in \{1,2,\ldots,M\} \) do

    Take \( J \)-point DFT of \( x_m^{(q)} \) to obtain \( X_m^{(q)} \in \mathbb{C}^{J \times 1} \).

  end for

end for

Form \( K \) narrowband bins by grouping \( \lfloor J/K \rfloor \) frequencies such that \( \hat{X}_k^{(q)} \in \mathbb{C}^{\lfloor J/K \rfloor \times M} \) where \( k \in \{1,2,\ldots,K\} \).

for every frequency bin \( k : k \in \{1,2,\ldots,K\} \) do

  Compute aggregate SCM \( \hat{R}_k^{(q)} \) using (8).

end for

Compute \( P^{(q)}(\theta) \) using (7).

Estimate \( \hat{\theta}^{(q)} \) using (10).

end for

Return the estimates \( \hat{\theta}^{(q)} \) where \( q \in \{1,2,\ldots,Q\} \).
Algorithm 2 Incoherent pseudospectra-based aggregation [21].

Select Q time segments, each with duration $T/Q$ seconds.

for every time segment $q : q \in \{1, 2, \ldots, Q\}$ do
    Collect $N_Q$ samples $x^{(q)}$ in time segment $q$, $x^{(q)} \in \mathbb{C}^{N_Q \times M}$.
    for every element $m : m \in \{1, 2, \ldots, M\}$ do
        Take $J$-point DFT of $x^{(q)}_m$ to obtain $X^{(q)}_m \in \mathbb{C}^{J \times 1}$.
    end for
    Form K narrowband bins by grouping $\lfloor J/K \rfloor$ frequencies such that $\hat{X}^{(q)}_k \in \mathbb{C}^{\lfloor J/K \rfloor \times M}$ where $k \in \{1, 2, \ldots, K\}$.
    for every frequency bin $k : k \in \{1, 2, \ldots, K\}$ do
        Compute $P^{(q)}_k(\theta)$ using (7).
    end for
    Compute aggregate spatial pseudospectrum $P^{(q)}(\theta)$ using (9b).
    Estimate $\hat{\theta}^{(q)}$ using (10).
end for

Return the estimates $\hat{\theta}^{(q)}$ where $q \in \{1, 2, \ldots, Q\}$.

4. Simulation Results

We present the results from simulations performed using Matrix Laboratory (MATLAB). Performance metrics used include the RMSE, computational complexity, and simulation time. These simulation results are based on the parameters explained in Section 4.1. The parameters selected and their values are representative of a typical low probability of intercept (LPI) radar system using LFM signals. A thorough investigation of how several of these parameters affect the DOA estimation performance of LFM signals has been presented in [23] using pseudospectra-based aggregation. In this work, the effects of two incoherent aggregation techniques on DOA estimation performance are investigated. We have used a carrier frequency of 8.0 GHz to represent the narrowband case and 1.0 GHz to represent the wideband case. We used chirp rate in addition to the signal bandwidth because the chirp rate gives an indication of non-stationarity across frequency. In the following, we select LFM signals with bandwidths ($B_s$) of 10 MHz, 200 MHz, and 500 MHz over a 10 μs time duration. These signals have chirp rates of 1 MHz/μs, 20 MHz/μs, and 50 MHz/μs, respectively. Furthermore, to examine the effect of the location of the LFM signals with respect to the carrier frequency, we consider examples when the initial frequencies of the LFM signals are at the beginning, at the centre, and at the end of the processing bandwidth. We consider one and multiple emitters in this analysis.

4.1. Simulation Parameters and Metrics

Table 1 lists the parameters used to generate the simulation results. A total of 100 frequency bins were considered with 10 time segments each with a duration of 10 μs. Detailed information on the selection of frequency bins and duration of the time segments was given in [23], where thorough analysis of performance with variation of parameters such as the number of frequency bins, and the number of time segments was performed. For DOA estimation, a spatial resolution of 0.5° over an azimuth range of $\theta \in [-30°, 30°]$ was used. Antenna element spacings of of 12.25 mm and 15 cm were considered for the 8.0 GHz and 1.0 GHz carrier frequencies, respectively.
### Table 1. Simulation parameters for wideband LFM signals.

| Parameter | Description                  | Quantity |
|-----------|------------------------------|----------|
| $\theta$  | source DOA                  | $10^\circ$, $-10^\circ$, $30^\circ$ |
| $M$       | number of sensors           | 7        |
| SNR       | signal-to-noise ratio       | $-10 \leq \text{SNR} \leq 10 \text{ dB}$ |
| $f_c$     | carrier frequency           | 1.0, 8.0 GHz |
| $d$       | inter-element spacing       | 15 cm, 12.25 mm |
| $f_s$     | sampling rate               | 1.3336 Gsps |
| $B_{pr}$  | processing bandwidth        | 666.8 MHz |
| $B_s$     | signal bandwidth            | 10, 200, 500 MHz |
| $f_{min}$ | minimum frequency           | $f_c - B_{pr}/2$ |
| $f_{max}$ | maximum frequency           | $f_c + B_{pr}/2$ |
| $f_0$     | initial frequency           | $f_{max}, f_c + B_s/2, f_{min}$ |
| $T_w$     | pulse width                 | 10 $\mu$s |
| $\alpha$  | chirp rate                  | 1, 20, 50 MHz/$\mu$s |
| $Q$       | number of time segments in 100 $\mu$s | 10 |
| $T_Q$     | duration of time segments   | 10 $\mu$s |
| $K$       | number of frequency bins    | 100 |
| $\theta_{res}$ | angular resolution    | 0.5$^\circ$ |

The following metrics are used for performance analysis and discussion of results.

1. The fractional bandwidth is defined as the ratio of the signal bandwidth to the carrier frequency. Signals are generally classified as narrowband if their fractional bandwidth is less than 10% of the carrier frequency; otherwise they are classified as wideband [25]. Table 2 shows the fractional bandwidths for different signals.

2. The fraction of bins containing the LFM signal of interest is the ratio of the signal bandwidth to the processing bandwidth (see Table 1). Table 2 shows the fractions of bins containing the LFM signals with different signal bandwidths at carrier frequencies of 8.0 GHz and 1.0 GHz.

3. The root mean-squared error (RMSE) is a statistical metric that quantifies the deviation of the estimates from the true DOA such that

$$
RMSE_p \triangleq \sqrt{\frac{1}{R} \sum_{r=1}^{R} (\hat{\theta}_{r,p} - \theta_{r,p})^2},
$$

where $\hat{\theta}_{r,p}$ is the DOA estimate corresponding to a true DOA of $\theta_{r,p}$ of the $p$th signal in the $r$th iteration.

### Table 2. Fraction of bins containing the LFM signals.

| $f_c$ (GHz) | Signal Bandwidth (MHz) | Fractional Bandwidth (%) | Bins with Signal (%) |
|-------------|------------------------|---------------------------|----------------------|
| 8.0         | 10                     | 0.125                      | 1.50                 |
|             | 200                    | 2.5                        | 30.00               |
|             | 500                    | 6.25                       | 75.00               |
| 1.0         | 10                     | 1                          | 1.50                 |
|             | 200                    | 20                         | 30.00               |
|             | 500                    | 50                         | 75.00               |

The next two subsections analyse the simulation results to investigate how different parameters affect the DOA estimation performance of single and multiple LFM signals. In the following sections, we analyse and discuss the results for the following cases. In Section 4.2.1, using plots of pseudospectra against DOA, we investigate the effect of the location of the initial frequency within the operational bandwidth on the DOA estimation...
performance. This investigation is done for a single emitter in both the narrowband and wideband cases for carrier frequencies of 8.0 GHz and 1.0 GHz. Then, in Section 4.2.2, we analyse and discuss the results using the root mean-squared error (RMSE) of the DOA estimates. Sections 4.3 and 4.4 extend the analysis to two and three emitters respectively, while also investigating the effects of symmetry.

4.2. DOA Estimation Performance for a Single Source

In this section, we investigate the DOA estimation performance for one LFM emitter situated at 10° with negative chirp rates of 1 MHz/μs, 20 MHz/μs, and 50 MHz/μs and carrier frequencies of 8.0 GHz and 1.0 GHz. The signals considered have initial frequencies of \( f_{\min} + B_s/2, f_c + B_s/2, \) and \( f_{\max}, \) where \( B_s \) is the signal bandwidth. Firstly, in Section 4.2.1, we investigate the effect of the initial frequency on the DOA estimation performance using plots of spatial pseudospectra against DOA at 10 dB signal-to-noise ratio (SNR). We then investigate the DOA estimation performance using plots of RMSE against SNR in Section 4.2.2.

4.2.1. Effect of Initial Frequency

Figures 2–5 show plots of the spatial pseudospectra for a single source against DOA for different initial frequencies of the LFM signal. Plots of pseudospectra for SCM-based aggregation with carrier frequencies of 8.0 GHz and 1.0 GHz are shown in Figures 2 and 3, respectively. With SCM-based aggregation, the sharpest peak, which indicates the best DOA estimation can be observed with initial frequency of \( f_c + B_s/2, \) the case when the signal is closest and symmetric with respect to the carrier frequency. With the 8.0 GHz carrier frequency (Figure 2), the DOA estimates are visibly good as this is a narrowband case. For initial frequencies further away from the carrier frequency, that is, initial frequencies of \( f_{\max} \) and \( f_{\min} + B_s, \) the DOA estimates are slightly worse than those obtained when the initial frequency is \( f_c + B_s/2. \) The DOA estimates for the initial frequencies that are away from the carrier frequency are only slightly worse because this is a narrowband case (Figure 2). With the 1.0 GHz carrier frequency (Figure 3), exact DOA estimates are only returned when the initial frequency coincides with the carrier frequency. Visibly large deviations of the DOA estimate from the true DOA occur when the initial frequencies of the chirp signals are further away from the carrier frequency (Figure 3). The deviations of the DOA estimate from the true DOA increase as the signal bandwidth increases. These large deviations are because the bandwidth of the signal is large relative to the carrier frequency (see Table 2). Plots of spatial pseudospectra against DOA for the pseudospectra-based aggregation with carrier frequencies of 8.0 GHz and 1.0 GHz are shown in Figures 4 and 5, respectively. While some broadening of the peaks is visible with a carrier frequency of 8.0 GHz, pseudospectra-based aggregation generally shows little variation in DOA estimation performance for all chirp rates.

![Spatial pseudospectra for SCM-based aggregation with different initial frequencies for a signal at 10° and \( f_c = 8.0 \) GHz.](image)

**Figure 2.** Spatial pseudospectra for SCM-based aggregation with different initial frequencies for a signal at 10° and \( f_c = 8.0 \) GHz.
Figure 3. Spatial pseudospectra for SCM-based aggregation with different initial frequencies for a signal at 10° and \( f_c = 1.0 \text{ GHz} \).

Figure 4. Spatial pseudospectra for pseudospectra-based aggregation with different initial frequencies for a signal at 10° and \( f_c = 8.0 \text{ GHz} \).

Figure 5. Spatial pseudospectra for pseudospectra-based aggregation with different initial frequencies for a signal at 10° and \( f_c = 1.0 \text{ GHz} \).

4.2.2. Root-Mean-Squared Error (RMSE)

Figures 6 and 7 show the variation of RMSE with SNR at carrier frequencies of 8.0 GHz and 1.0 GHz, respectively. The DOA estimation performance for SCM-based aggregation is compared with that for the spatial pseudospectra aggregation technique with initial frequency \( f_{\text{max}} \). Performance results for LFM signals with carrier frequency of 8.0 GHz representing the narrowband case are shown in Figure 6. For the 1 MHz/\( \mu \text{s} \) chirp rate, spatial pseudospectra-based aggregation shows better estimation performance (lower RMSE values) compared to the SCM-based aggregation. The performance for the SCM-based aggregation and spatial pseudospectra aggregation converges at high SNR values. For the 20 MHz/\( \mu \text{s} \) and 50 MHz/\( \mu \text{s} \) chirp rates, both techniques show similar estimation performance trends. As the chirp rate increases, the estimation performance for SCM-based aggregation shows negligible variation at low SNR values and deteriorates slightly at high SNR. As the chirp rate increases, the estimation performance for spatial pseudospectra-based aggregation deteriorates slightly at low SNR but shows negligible variation at high SNR.
Figure 6. Variation of RMSE with SNR at $f_c = 8.0$ GHz for different chirp rates for a signal at $10^\circ$ with initial frequency $f_{\text{max}}$.

Figure 7. Variation of RMSE with SNR at $f_c = 1.0$ GHz for different chirp rates for a signal at $10^\circ$ with initial frequency $f_{\text{max}}$.

Performance results for LFM signals with the 1.0 GHz carrier frequency, representing the broadband case, are shown in Figure 7. For the 1 MHz/µs chirp rate, the RMSE for SCM-based estimation is poor and flat at about 3.5° for SNR values higher than −8 dB. Spatial pseudospectra show significantly better estimation performance (with over 3° lower RMSE) compared to the performance for the SCM-based aggregation technique. For the 20 MHz/µs chirp rate, SCM-based aggregation shows some improvement (about 1° for SNR values of at least −8 dB) compared to the case with 1 MHz/µs chirp rate. The RMSE curve flattens at about 1.5° for SNR values beyond −8 dB. This performance is still significantly worse compared to that for spatial pseudospectra-based aggregation.

When the chirp rate increases to 50 MHz/µs, the performance for SCM-based aggregation improves significantly. In fact, both techniques show similar estimation performance for all SNR values. For all chirp-rates considered, the estimation performance for SCM-based aggregation deteriorates when the carrier frequency reduces from 8.0 GHz to 1.0 GHz. The 50 MHz/µs chirp-rate signal shows the least performance deterioration as the carrier frequency reduces from 8.0 GHz to 1.0 GHz. For all chirp rates, the estimation performance for spatial pseudospectra-based aggregation shows similar performance trends for carrier frequencies of 8.0 GHz and 1.0 GHz. The estimation performance for spatial pseudospectra-based aggregation shows negligible variation as the carrier frequency decreases from 8.0 GHz to 1.0 GHz, whereas with SCM-based aggregation, reducing the carrier leads to performance deterioration because the signals are narrowband with 8.0 GHz carrier frequency and wideband with 1.0 GHz.

At the 8.0 GHz carrier frequency, the fractional bandwidths are small (Table 2). The LFM signals at each frequency bin are relatively close to the carrier frequency. In other words, the steering vectors associated with the bins containing the LFM signals of interest are very similar to the steering vector calculated at the carrier frequency. It must be noted that in the incoherent SCM-based aggregation method, after all the SCMs are combined, the pseudo spectrum is calculated using a single steering vector corresponding to the centre frequency. The slight performance deterioration as the chirp rate increases observed...
in Figure 2b can be attributed to the incoherence caused by the gradual deviation from the single steering vector assumption as the signal spreads over a wider bandwidth as discussed in Section 4.2.1. On the other hand, at the 1.0 GHz carrier frequency, the fractional bandwidths are much larger (Table 2).

The LFM signals are therefore non-coherent with respect to the carrier frequency. For low chirp rates, the frequency deviations of the frequency bins that contain signals are large and lead to large phase deviations from the steering vector, which is calculated at the centre frequency. These large phase deviations lead to performance degradation. This is exacerbated by addition of noise in the aggregation of SCMs from bins that do not contain a signal component. For signals with high chirp rates, the number of bins that contain the LFM signal increases. The spread of the phase deviations caused by the frequency bins that are not well-aligned to the carrier frequency average around zero and lead to improved DOA estimation performance (see Figure 3b). In spatial pseudospectra-based aggregation, the individual pseudospectra are calculated using the SCM and steering vector calculated for the corresponding frequency bin. Thus, the effect of coherence is not as severe because aggregation is performed in the spatial domain (Figures 4b and 5b). As the number of bins containing the signal increases, the DOA estimation improves. This is because the steering vectors for more frequency bins that contain the signal combine coherently, leading to improved estimation performance.

4.3. DOA Estimation Performance for Two Sources

In this section, we investigate the DOA estimation performance of two LFM emitters that are situated symmetrically and non-symmetrically with respect to boresight. First, in Section 4.3.1, we consider two emitters situated symmetrically at 10° and −10° with negative and positive chirp rates and with initial frequencies of \( f_{\text{max}} \) and \( f_c - B_s/2 \), respectively, where \( B_s \) is the signal bandwidth. Signals with chirp rates of 1 MHz/\( \mu \)s, 20 MHz/\( \mu \)s, and 50 MHz/\( \mu \)s have been considered with carrier frequencies of 8.0 GHz and 1.0 GHz. The non-symmetric case with emitters at 10° and 30° is discussed in Section 4.3.2. For both symmetric and non-symmetric cases, the DOA estimation performance has been investigated using plots of RMSE against SNR. Spatial pseudospectra have also been plotted for signals at carrier frequencies of 8.0 GHz and 1.0 GHz to demonstrate the effect of various parameters on the DOA estimation performance at 10 dB SNR.

4.3.1. Symmetrical sources situated at 10 and −10 degrees

Figures 8 and 9 show plots of the RMSE against SNR for the two emitters, using both SCM-based and spatial pseudospectra-based aggregation, for the 8.0 GHz and 1.0 GHz carrier frequencies, respectively. With SCM-based aggregation at 8.0 GHz, the DOA estimation performance for both emitters shows negligible variation as the chirp rate increases. For pseudospectra-based aggregation, the DOA estimation performance for both emitters improves as the chirp rate increases from 1 MHz/\( \mu \)s to 20 MHz/\( \mu \)s. However, the performance for both emitters deteriorates as the chirp rate increases from 20 MHz/\( \mu \)s to 50 MHz/\( \mu \)s. Both emitters show similar DOA estimation performance with SCM- and pseudospectra-based aggregation (see Figure 8). Performance variation for the 1.0 GHz carrier frequency is shown in Figure 9. For SCM-based aggregation, the DOA estimation performance for the emitter at 10° improves as the chirp rate increases. This trend is similar to that observed for a single emitter (see Figure 7). However, the DOA estimation performance for the emitter at −10° deteriorates slightly as the chirp rate increases.

The performance for the emitter at −10° is significantly better compared to that for the emitter at 10° for all chirp rates. The first emitter at 10° with initial frequency of \( f_{\text{max}} \) is far away from the carrier frequency and shows performance similar to that observed in Figures 6 and 7. The second emitter at −10° with initial frequency of \( f_c - B_s/2 \) is centred around the carrier frequency and results in better estimation performance because the steering vector for SCM-based aggregation coincides with the carrier frequency, as explained in Section 4.2.1. With pseudospectra-based aggregation, the DOA estimation
performance for both emitters is similar and improves as the chirp rate increases from 1 MHz/µs to 20 MHz/µs for SNR values above 0 dB. However, this DOA estimation performance shows negligible variation as the chirp rate increases from 20 MHz/µs to 50 MHz/µs. The DOA estimation performance for pseudospectra-based aggregation improves as the carrier frequency changes from 8.0 GHz to 1.0 GHz.

![Figure 8.](image1.png)

Figure 8. Variation in RMSE with SNR with different chirp rates for two signals at 10° and −10°, \( f_c = 8.0 \text{ GHz} \), with initial frequencies \( f_{\text{max}} \) and \( f_c - B_s/2 \).

![Figure 9.](image2.png)

Figure 9. Variation in RMSE with SNR with different chirp rates for two signals at 10° and −10°, \( f_c = 1.0 \text{ GHz} \), with initial frequencies \( f_{\text{max}} \) and \( f_c - B_s/2 \).

Figures 10 and 11 show plots of the spatial pseudospectra against DOA for emitters that are situated at 10° and −10° for SCM-based and pseudospectra-based aggregation, respectively. Results for both 8.0 GHz and 1.0 GHz carrier frequencies are shown in each of these figures. For SCM-based aggregation, the peaks corresponding to the two emitters are clearly distinguishable at 8.0 GHz for all chirp rates considered. At 1.0 GHz, however, only the 50 MHz/µs signal shows peaks located at the true DOA values. The peaks for the 1 MHz/µs and 20 MHz/µs signals show significant deviations from the true DOA values.

There is little variation in the pseudospectra at both carrier frequencies. For pseudospectra-based aggregation, the peaks corresponding to the two emitters coincide with the true DOA values of the emitters at both 8.0 GHz and 1.0 GHz carrier frequencies for all chirp rates considered. The peaks at the 1.0 GHz carrier frequency are much sharper compared to those at 8.0 GHz. With both carrier frequencies, the 1 MHz/µs signal has broader peaks, which reveals worse DOA estimation performance compared to signals with the higher chirp rates of 20 MHz/µs and 50 MHz/µs due to the effect of the noise from the large number of frequency bins with no signal component. The peaks for pseudospectra-based aggregation at 10 dB SNR are sharper compared to peaks for SCM-based aggregation for both carrier frequencies, which implies that the spatial resolution for pseudospectra-based aggregation is better compared to that for SCM-based aggregation, at 10 dB SNR for all chirp rates considered.
4.3.2. Non-Symmetrical Sources

Using two emitters situated at 10° and 30°, we investigate the effect of spatial symmetry on the DOA estimation performance for LFM signals with chirp rates of 1 MHz/µs, 20 MHz/µs, and 50 MHz/µs. Figures 12 and 13 show plots of the RMSE against SNR, using both SCM-based and spatial pseudospectra-based aggregation, for 8.0 GHz and 1.0 GHz carrier frequencies, respectively. With SCM-based aggregation at 8.0 GHz, the DOA estimation performance for both emitters shows negligible variation as the chirp rate increases. For SNR values less than −3 dB, the emitter at 30° shows better DOA estimation performance compared to the emitter at 10° for all chirp rates. However, for SNR values higher than −3 dB, the emitter at 10° shows better DOA estimation performance compared to the emitter at 30° for all chirp rates. For pseudospectra-based aggregation, the DOA estimation performance for both emitters improves as the chirp rate increases from 1 MHz/µs to 20 MHz/µs. However, the performance for both emitters deteriorates as the chirp rate increases from 20 MHz/µs to 50 MHz/µs. For all chirp rates and SNR values considered, the performance of the emitter at 10° is worse than that of the emitter at 30° (see Figure 12).
Performance variation for the 1.0 GHz carrier frequency is shown in Figure 13. For SCM-based aggregation, the DOA estimation performance for the emitter at 10° improves as the chirp rate increases. This trend is similar to that observed for a single emitter (see Figure 7). However, the DOA estimation performance for the emitter at 30° deteriorates slightly as the chirp rate increases. The performance for the emitter at 30° is significantly better compared to that for the emitter at 10° for both 1 MHz/µs and 20 MHz/µs chirp rates. With the 50 MHz/µs chirp rate, however, the DOA estimation performance of the two emitters is comparable. With pseudospectra-based aggregation, the DOA estimation performance for both emitters improves as the chirp rate increases from 1 MHz/µs to 20 MHz/µs but shows negligible variation as the chirp rate increases from 20 MHz/µs to 50 MHz/µs. For all chirp rates and SNR values considered, the emitter at 10° shows slightly better estimation performance compared to the emitter at 30°. While the performance trends of the emitter at 10°, using SCM-based aggregation, are similar for both 8.0 GHz and 1.0 GHz carrier frequencies, there is noticeable performance degradation with pseudospectra-based aggregation especially at the 8.0 GHz carrier frequency.

Figures 14 and 15 show plots of the spatial pseudospectra against DOA for SCM-based and pseudospectra-based aggregation respectively. Results for both 8.0 GHz and 1.0 GHz carrier frequencies are shown in each of these figures. These plots are generated for emitters situated at 10° and 30° for 10 dB SNR. For SCM-based aggregation, the peaks corresponding to the two emitters coincide with the true DOA values, for all chirp rates considered at the 8.0 GHz carrier frequency. At the 1.0 GHz carrier frequency, however, only the 50 MHz/µs chirp rate shows peaks located close to the true DOA values. The peaks for the 1 MHz/µs and 20 MHz/µs chirp rates are significantly far away from the true DOA values (Figure 14). The peaks for pseudospectra-based aggregation are sharper than the peaks for SCM-based aggregation for both 8.0 GHz and 1.0 GHz carrier frequencies with all chirp rates (Figure 15). This implies that pseudospectra-based aggregation has better spatial resolution compared to SCM-based aggregation for all chirp rates considered.
4.4. DOA Estimation Performance for Three Sources

Using three emitters situated at $10^\circ$, $-10^\circ$, and $30^\circ$, we investigated the DOA estimation performance for LFM signals with chirp rates of $1\, \text{MHz}/\mu\text{s}$, $20\, \text{MHz}/\mu\text{s}$, and $50\, \text{MHz}/\mu\text{s}$. The three emitters have initial frequencies of $f_{c_{\text{max}}}=B_s/2$, and $f_{c_{\text{min}}}$, respectively. Figures 16 and 17 show plots of the RMSE against SNR, using both SCM-based and spatial pseudospectra-based aggregation, for $8.0\, \text{GHz}$ and $1.0\, \text{GHz}$ carrier frequencies, respectively. With SCM-based aggregation at $8.0\, \text{GHz}$, the estimation performance for all chirp rates considered is similar because this is a narrowband case (Figure 16). In the wideband case at $1.0\, \text{GHz}$, with SCM-based aggregation, the emitter at $-10^\circ$ shows better estimation performance than the emitters at $10^\circ$ and $30^\circ$ for all chirp rates considered (Figure 17). This is because the signal at $-10^\circ$ is centred around the carrier frequency whereas the emitters at $10^\circ$ and $30^\circ$ are further away. The performance trends observed in Figures 16 and 17 for three emitters are similar to those depicted in Figures 6 and 7 for a single emitter and in Figures 8–13 for two emitters.
The spatial pseudospectra for the three emitters against DOA for SCM-based and pseudospectra-based aggregation are shown in Figures 18 and 19, respectively. Results at 10 dB SNR for both 8.0 GHz and 1.0 GHz carrier frequencies are shown in each of these figures. With SCM-based aggregation, the peaks for each of the three emitters coincide with the true DOA in the narrowband case at 8.0 GHz. However, in the wideband case at 1.0 GHz, only peaks for the emitter at $-10^\circ$ coincide with the true DOA, because the emitter at $-10^\circ$ is centred around the carrier frequency (Figure 18). With pseudospectra-based aggregation, all three emitters are clearly distinguishable in both narrowband and wideband cases (Figure 19).

Figure 16. Variation in RMSE with SNR at $f_c = 8.0$ GHz for different chirp rates for three signals at $10^\circ$, $-10^\circ$, and $30^\circ$, with initial frequencies $f_{\max}$, $f_c - B_a/2$, and $f_{\min}$.

Figure 17. Variation in RMSE with SNR at $f_c = 1.0$ GHz for different chirp rates for three signals at $10^\circ$, $-10^\circ$, and $30^\circ$, with initial frequencies $f_{\max}$, $f_c - B_a/2$, and $f_{\min}$.

Figure 18. Spatial pseudospectra for SCM-based aggregation for three signals at $10^\circ$, $-10^\circ$, and $30^\circ$, with SNR = 10 dB, for different chirp rates.
The computational cost of the MUSIC algorithm, its variants, and the steps involved have been studied in [16,26,27]. Table 3 shows the computational complexity (in flops) of the predominant steps involved in the spatial pseudospectra-based aggregation. SCM-based aggregation requires the eigenvalue decomposition (EVD) step once and the peak searching step once. With the 100 bins considered in these simulations, pseudospectra-based aggregation requires 100 times more EVD computations compared to SCM-based aggregation. Table 3 also shows the average simulation time required for both SCM-based aggregation and spatial pseudospectra-based aggregation. Spatial pseudospectra-based aggregation requires about 8 times more simulation time (≈146 ms) compared to that required by SCM-based aggregation (≈18 ms) for the parameters considered using the same computing platform. Note that if a parallel high-speed computing architecture is available then the K EVD calculations required by the pseudospectra method can be parallelised as these calculations are independent of each other. The computational complexity associated with incoherent DOA estimation techniques is significantly lower than the computational complexity associated with coherent DOA estimation techniques. This is because, in addition to the eigendecomposition step, coherent techniques such as CSSM and TOPS also require matrix inversion [28].
Table 3. Computational complexity for the major processing steps in SCM-based and pseudospectra-based aggregation with narrowband MUSIC.

| Complexity (Flops) for 100 µs | SCM-Based Aggregation |
|-------------------------------|-----------------------|
| Computation of SCMs           | \(\lceil J/K \rceil \times \mathcal{O}(M^2)\) |
| Computation of EVD            | \(N_Q \times \mathcal{O}(M^2(P + 2))\) |
| Spectral search               | \(N_0 \times \mathcal{O}((M + 1)(M - P))\) |
| Simulation time (ms)          | 17.8                  |

5. Conclusions

This article has evaluated the DOA estimation performance for both narrowband and wideband LFM signals using spatial covariance matrix (SCM)-based and pseudospectra-based incoherent aggregation techniques. We have analysed the effect of fractional bandwidth and that of the fraction of frequency bins containing the desired signals on the performance of these techniques. We have also identified scenarios in which the lower-complexity SCM-based aggregation technique (about 10 times less complexity) can yield relatively good DOA estimation performance compared to pseudospectra-based aggregation. SCM-based aggregation is appealing for cases in which the frequency bins containing the signal are closely aligned to the centre frequency. Relatively good estimation performance can be achieved in such scenarios, for both single and multiple emitters, with much lower computational complexity compared to the spatial pseudospectra-based aggregation technique. The latter offers good DOA estimation performance for low-power, wideband single emitters. Future research will consider possible improvements of estimation performance and further reduction of complexity for both incoherent SCM-based aggregation and incoherent spatial pseudospectra-based aggregation.
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