Quantum Darwinism and the spreading of classical information in non-classical theories
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Quantum Darwinism posits that the emergence of a classical reality relies on the spreading of classical information from a quantum system to many parts of its environment. But what are the essential physical principles of quantum theory that make this mechanism possible? We address this question by formulating the simplest instance of Darwinism – CNOT-like fan-out interactions – in a class of probabilistic theories that contain classical and quantum theory as special cases. We determine necessary and sufficient conditions for any theory to admit such interactions. We find that every theory with non-classical features that admits this idealized spreading of classical information must have both entangled states and entangled measurements. Furthermore, we show that Spekkens’ toy theory admits this form of Darwinism, and so do all probabilistic theories that satisfy principles like strong symmetry, or contain a certain type of decoherence processes. Our result suggests the counter-intuitive general principle that in the presence of local non-classicality, a classical world can only emerge if this non-classicality can be “amplified” to a form of entanglement.

1 Introduction

Quantum Darwinism [1–12] addresses one of the toughest questions raised by quantum theory: If the universe is fundamentally described by quantum mechanics, how does an objective classical world arise? At the heart of this question is a tension between the microscopic quantum realm, in which systems happily exist in states of super-imposed possibility, and the macroscopic world of “classical” systems (such as the pointer needle of a read-out gauge), which are only ever observed in definite objective states. Several mechanisms and formalisms have been proposed which intend to provide a bridge between the quantum and classical realms, including the formal limit of $\hbar \to 0$ [13], saddle point approximations to the path integral [14], and the process of environment-induced decoherence [1, 15].

Quantum Darwinism identifies a key prerequisite for such a bridge to arise: there must be a mechanism by which some aspect of a quantum system can be spread out to many parts of its environment. Particularly, since the no-cloning theorem [16] forbids the copying of quantum information, this means some classical information from the system must be copied into its environment in such a way that given long enough (and enough of the environment), this information can be learned through enough measurements on the environment.

Here we ask: What are the essential features of quantum theory that enable this spreading of classical information in the first place? Certainly, this is possible in quantum theory’s rich mathematical structure of complex Hilbert spaces, but can we identify a selective subset of more physically-motivated principles that similarly enable this Darwinistic emergence of classical reality? To approach this, we adopt the minimal-assumptions framework of generalized probabilistic theories (GPTs) [17, 18]. These encompass a wide class of operational scenarios, in which a physical system is entirely characterized by its experimental statistics resulting from preparation and subsequent measurement procedures. The GPT approach has thus far enjoyed particular success in identifying which operational features are necessary or sufficient for quantum phenomena like teleportation [19], no-cloning [20], entanglement [18], phase and interference [21, 22], or decoherence [23]. With this article, we aim to extend this canon to include a form of Quantum Darwinism.

We first introduce an idealized instance of Quantum Darwinism (Section 2.1), which is based on CNOT-like fan-out interactions and carries essential features of Darwinism. After that, we provide a brief overview of the GPT framework (Section 2.2). We then proceed to the results of the article: an operational formulation of idealized Quantum Darwinism (Section 3.1), followed by necessary (Section 3.2) and sufficient (Sec-
tion 3.3) conditions for such to exist. Particularly, we show that both entangled states and entangled measurements are necessary features in any theory with non-classical features that exhibits Darwinism. This suggests the counterintuitive general principle that in the presence of local non-classicality, a classical world can only emerge if this non-classicality can be “amplified” to a form of entanglement. We then identify how other physically-motivated features, such as the no-restriction hypothesis [24, 25] and strong symmetry [26], or the existence of decoherence [23], are sufficient to imply the presence of Darwinism. Finally (Section 3.4), we give a concrete example of a non-classical theory other than quantum theory that admits Darwinism: we show its existence in Spekkens’ Toy Model [27] and its convex extensions [21, 25].

2 Background

2.1 Quantum Darwinism

The typical setting of Quantum Darwinism (QD) [1–3] consists of a central system $S$ interacting with a multi-partite environment $E_1, \ldots, E_N$. This is similar to the setting in which decoherence is studied (e.g. [15]), but rather than focusing on the change in $S$’s state, QD is concerned with the information that fragments of the environment can learn about $S$.

Not everything about $S$ can be spread to the environment – for instance, sharing arbitrary quantum information would violate the no-cloning principle [16] (or, more generally, the no-broadcasting theorem [20]). Nonetheless, something can still be learned about $S$ – perhaps because the interaction induces certain quantum states on system and environment such that measurements made on $S$ and $\{E_n\}$ in the right choice of basis yield correlated outcomes. This interaction must also preserve some aspect of the initial state of $S$, so that what the environment learns can be considered as being about $S$.

In the ideal scenario, we would like to extract as much classical information from any $E_n$ about $S$ as we could from $S$ directly. Holevo’s theorem [28] tells us that the most information that can possibly be shared with each environmental system is upper-bounded by that directly obtainable from a single measurement on $S$. A simple way by which this can be realized, when $S$ and all of $E_n$ $(n = 1, \ldots, N)$ are $d$-dimensional quantum systems, is as follows. Let $M_0 := \{|0\rangle, \ldots, |d - 1\rangle\}$ be some orthonormal basis. Suppose $S$ is initially in a pure state $|\psi_S\rangle = \sum \alpha_k |k\rangle$, and each environmental system starts in a pure basis state $|j_n\rangle_n \in M$. (The use of $M = \{|0\rangle, \ldots, |d - 1\rangle\}$ for the environment just means that we label the relevant environment states $|0\rangle$, $|1\rangle$, $\ldots$, $|d - 1\rangle$. It does not imply that these environment states have the same physical properties as the corresponding state of the main system or of the other environment systems.) Consider the following fan-out gate (a generalization of control-NOT / control-shift gates, see Fig. 1):

$$\text{FAN}\left( |k\rangle_S \otimes \bigotimes_{n=1}^{N} |j_n\rangle \right) := |k\rangle_S \otimes \bigotimes_{n=1}^{N} |j_n + k\rangle,$$  \hspace{1cm} (1)

such that

$$\text{FAN}\left( |\psi\rangle_S \otimes \bigotimes_{n=1}^{N} |j_n\rangle \right) = \sum_k \alpha_k \text{FAN}\left( |k\rangle_S \otimes \bigotimes_{n=1}^{N} |j_n\rangle \right) = \sum_k \alpha_k |k\rangle_S \otimes \bigotimes_{n=1}^{N} |j_n + k\rangle,$$ \hspace{1cm} (2)

where $j_n + k$ indicates addition modulo $d$.

It is clear that fan-out realizes the above ideals, perfectly broadcasting classical information about $M$ on $S$ to every environment system, while preserving the outcome probabilities of $M$ on $S$. First, if $|\psi_S\rangle \in M$ (as in Eq. (1)), then it remains unchanged after the interaction; that is, $M$ is the pointer basis selected by FAN. Moreover, if $|\psi_S\rangle \in M$, this element can be perfectly identified by simply measuring any of $E_n$ with $M$ and applying the appropriate labelling (or, subtraction of $j_n$ modulo $d$) – in which case the so-called einselection process, as defined by Zurek [1], occurs on the level of each environmental subsystem. Furthermore, when $|\psi_S\rangle$ is a superposition of multiple states in $M$, the resulting entangled state now has the property that whatever the outcome of $M$ on $S$, the same outcome will be obtained by making $M$ on $E_n$ (again, via subtraction of $j_n$ modulo $d$). Finally, the statistics of measuring $M$ on $S$ before and after the fan-out are identical. Thus, such a fan-out is said to implement an idealized Darwinism process.

In this idealized setting implemented by fan-out, any state in the basis $M$ represents a valid initial state of an environment $E_n$ for which FAN can register

![Idealized Quantum Darwinism: fan-out gate.](image-url)

The fan-out gate (Eq. (2) is realized for the case $N = 3$, $d = 2$ by three consecutive CNOT gates. After this process, the statistics of the computational-basis measurement $Z$ on all of the environmental subsystems ($E_1$, $E_2$ and $E_3$) agree with those of the main system ($S$). Meanwhile, the statistics of this measurement on the system are the same as if it had been directly made on $|\psi\rangle$. As such, the classical information about $Z$ in $S$ has been spread to its environment.
information about $S$’s pointer basis. This multiplicity of “good registers” is not necessary for Darwinism: indeed, one could have a minimal Darwinist process where the emergence of classical information is observed only for specific initial environmental states (e.g. vacuum modes [8]). However, the idealized process above is more robust to modifications in the initial state of the environment subsystems – generically reducing ‘misalignment’, in the language of Zwolak et al. [11].

QD can also be studied in specific physical scenarios. For instance, it has been analyzed in models with spin-like interactions, both theoretically [9, 11, 12, 29] and experimentally [30, 31], in models of quantum Brownian motion [8] and models of a system immersed in thermal illumination [10, 32], to name a few. In these cases, only partial information is spread (typically quantified through mutual-information quantities – though the efficacy of this is of debate [6, 7]). For instance, pointer states may not be perfectly robust to interaction, the information may not be perfectly registered in the environment [8, 10, 12], or robust to interaction, the information may not be perfectly quantified through mutual–information quantities – though the efficacy of this is of debate [6, 7]).

2.2 The GPT framework

Generalized probabilistic theories (GPTs) are a minimal–assumption framework in which a physical theory is specified by the statistics of every experiment that could be conducted within it. The fundamental elements of a GPT correspond to laboratory operations, such as state preparations, and measurement outcomes. In addition to the aforementioned isolation of quantum features [18–23], this broad operational approach makes the GPT framework well-suited for attempts to reconstruct quantum theory either from experimental data [33] or from sets of reasonable physically–motivated axioms [17, 26, 34, 35].

In this section, we briefly review the aspects of the GPT framework that are relevant for our discussion. For more detailed and pedagogical introductions to the GPT framework, see e.g. [17, 18, 37].

2.2.1 Single Systems

The primitive elements of a GPT are the states that one can prepare, and the outcomes of measurements (known as effects) that one can make on a given physical system. Mathematically, states (including sub- and super-normalised states) are given by the elements of a closed subset $A_{\omega}$ of some finite-dimensional real vector space $A_{\omega}$. With a slight abuse of notation, the physical system will also be denoted $A$. This subset $A_{\omega}$ is assumed to be the cone, meaning that $\omega \in A_{\omega}$ and $\lambda \geq 0$ imply that $\lambda \omega \in A_{\omega}$ and $\varphi + \omega \in A_{\omega}$. Furthermore, $A_{\omega}$ is assumed to be generating, i.e. span($A_{\omega}$) = $A$, and pointed, i.e. $A_{\omega} \cap (-A_{\omega}) = \{0\}$. (For the example of QT, this is the cone of positive semidefinite matrices, see Example 1 below.)

Effects correspond to elements in a generating cone $E_{A} \subseteq A^{*}$, where $A^{*}$ is $A$’s dual space of linear functionals. The probability of observing effect $e \in E_{A}$ given a preparation $\omega \in A_{\omega}$ is given by $e(\omega)$. Since this must be non-negative, we must have $E_{A} \subseteq A_{\omega}^{*}$, where $A_{\omega}^{*} := \{e \in A^{*} \mid e(\omega) \geq 0 \text{ for all } \omega \in A_{\omega}\}$ is the dual cone of $A_{\omega}$ [38]. We assume the existence of a distinguished unit effect $u_{A} \in E_{A}$ such that for all $a \in E_{A}$ there is some $\lambda > 0$ with $a \leq \lambda u_{A}$ (where $a \leq b$ if and only if there exists some $c \in E_{A}$ such that $a + c = b$). The measurements of a theory correspond to collections of effects $\{e_{1}, \ldots, N\}$ that sum to $u_{A}$ – each constituent effect corresponds to one mutually exclusive outcome. Since $\sum e_{i}(\omega) = u_{A}(\omega)$, we can interpret $u_{A}(\omega)$ as the normalization of the state $\omega$ – that is, the total probability to obtain any outcome if the measurement is performed on the corresponding physical system. We say an effect is valid if it can be part of a measurement (i.e. $e \in E_{A}$ and $e \leq u_{A}$).

If $E_{A} = A_{\omega}^{*}$, we say that the system is unrestricted, or that it satisfies the no-restriction hypothesis [24, 25]. From $u_{A}$ and $A_{\omega}$, one can infer its compact convex set of normalized states $\Omega_{A} := \{\omega \in A_{\omega} \mid u_{A}(\omega) = 1\} \subset A_{\omega}$. An example is sketched in Fig. 2.

![Figure 2: Geometric picture of a GPT. An example state space $A_{\omega}$ (LHS) and effect space $E_{A}$ (RHS) of a GPT with $A = \mathbb{R}^{3}$ is drawn. On the RHS, the unit effect $u_{A}$ is labeled, and all effects on or within the shaded octahedron are valid in that $e \leq u_{A}$. Two pure effects $\{e_{0}, e_{1}\}$ that satisfy $e_{0} + e_{1} = u_{A}$ and hence form a refined measurement are labelled. On the LHS, the convex set of normalized states $u_{A}(\omega) = 1$ is shaded as $\Omega_{A}$. Within it, a maximal frame of two pure states $\{\omega_{0}, \omega_{1}\}$ is labelled.](image-url)

The convexity of $A_{\omega}$ and $E_{A}$ amounts to the assumption that statistical fluctuations can always be introduced into an experiment. Consider measure-
ment outcome \( e \in E_A \) on one of two preparations \( \omega_1 \) or \( \omega_2 \), with respective statistics \( e(\omega_1) \) and \( e(\omega_2) \). If \( \omega_1 \) is prepared with probability \( p \) and \( \omega_2 \) otherwise, then this preparation procedure should be representable by the single state \( \omega \) whose statistics satisfy: \( e(\omega) = pe(\omega_1) + (1-p)e(\omega_2) = e(p\omega_1 + (1-p)\omega_2) \). It then follows that \( \omega = p\omega_1 + (1-p)\omega_2 \). A similar interpretation of convex combinations applies to the effects.

An effect \( e \in E_A \) is said to be pure [34, 39] (also called ray-extremal in some literature, e.g. [40, 41]) if \( e = \sum f_i \), with \( f_i \in E_A \), implies that \( f_i \propto e \) for all \( i \) (see also Fig. 2). Pure effects cannot be obtained from (non-trivial) coarse-graining of other effects. A collection of pure effects that sum to \( e \) has no effects proportional to any other in the set is known as a refined measurement. A pure state is defined to be a normalized state that is extremal in \( \Omega_A \), i.e. that cannot be written as a non-trivial convex combination of other normalized states. A frame is a collection of pure states \( \{\omega_i\} \) that can be perfectly distinguished in a single measurement: i.e. there is at least one measurement \( \{e_i\} \) such that \( e_i(\omega_j) = \delta_{ij} \). A maximal frame is a frame with the largest number of distinguishable states for that system.

Dynamics of single systems in the framework of GPTs are described by linear maps \( T : A \to A \) known as transformations. Transformations must map states to states, i.e. \( T(A_+) \subseteq A_+ \), and effects to effects, in the sense that if \( e \in E_A \) is a valid effect, then \( e \circ T \) must also be a valid effect. (The latter corresponds to an outcome where transformation \( T \) has been applied before the measurement.) Motivated by the intuition to consider only closed-system dynamics in which all environments are explicitly modelled, we will in the following restrict our attention to reversible transformations. These are transformations \( T \) that are invertible as a linear map and whose inverse \( T^{-1} \) is also a transformation. Since transformations can be composed, it follows that the reversible transformations of any GPT system \( A \) form a group \( T_A \). Furthermore, they map the set \( \Omega_A \) of normalized states onto itself.

In summary, a GPT system \( A \) is defined by a tuple \((A, A_+, E_A, u_A, T_A)\) of a real vector space, the state and effect cones, the unit effect, and the group of reversible transformations. Let us illustrate this framework with two familiar examples:

**Example 1** (Quantum theory (QT)). An \( n \)-level quantum system corresponds to the GPT system \((A^{(n)}, A_+^{(n)}, E_A^{(n)}, u_A^{(n)}, T_A^{(n)})\) with

\[
A^{(n)} = \mathbb{H}_n(\mathbb{C}), \quad A_+^{(n)} = \mathbb{H}_n^+(\mathbb{C}) \simeq E_A^{(n)}, \quad u_A^{(n)} = 1_n, \\
T_A^{(n)} = \{ \rho \mapsto U\rho U^\dagger \mid U^\dagger U = 1_n \}. \tag{3}
\]

where \( \mathbb{H}_n(\mathbb{C}) \) is the real vector space of \( n \times n \) complex Hermitian matrices, and \( \mathbb{H}_n^+(\mathbb{C}) \) the subset of positive semidefinite matrices. Via the Hilbert-Schmidt inner product, \( \langle X, Y \rangle := \text{tr}(XY) \), we can identify \( A^{(n)} \) with its dual space such that the effects are also Hermitian matrices. For example, \( u_A^{(n)}(\rho) = \text{tr}(\rho) \) can be written \( \langle 1_n, \rho \rangle \), hence we can identify \( u_A^{(n)} = 1_n \).

The measurements \( \{E_i\}_{i=1}^{n} \) thus correspond to POVMs (positive operator-valued measures), i.e. \( E_i \geq 0 \) and \( \sum_i E_i = 1_n \). The normalized states \( \Omega_A^{(n)} \) are the (unit-trace) density matrices, and the maximal frames correspond to the various \( n \)-element orthonormal bases of the Hilbert space \( \mathbb{C}^n \). The reversible transformations are the unitary conjugations. Pure effects correspond to rank-1 POVM elements.

**Example 2** (Classical probability theory (CPT)). A classical random variable that can take \( n \) different values corresponds to the GPT system \((B^{(n)}, B_+^{(n)}, E_B^{(n)}, u_B^{(n)}, T_B^{(n)})\) with

\[
B^{(n)} = \mathbb{R}^n, \quad B_+^{(n)} = \{ x \in \mathbb{R}^n \mid \text{all } x_i \geq 0 \} \simeq E_B^{(n)}, \\
u_B^{(n)} = (1, 1, \ldots, 1)^T, \quad T_B^{(n)} \simeq S_n. \tag{4}
\]

In this notation, we have identified \( \mathbb{R}^n \) with its dual space via the usual dot product \( x \cdot y = \sum_i x_i y_i \). The unit effect is thus \( u_B^{(n)} \cdot p = \sum_i p_i \), and so \( \Omega_B^{(n)} \) is the simplex of \( n \)-dimensional probability vectors, i.e. \( \Omega_B^{(n)} = \{ p \in \mathbb{R}^n \mid p_i \geq 0, \sum p_i = 1 \} \). The reversible transformations are the permutations of the entries: \( p_i \mapsto p_{\pi(i)} \), with \( \pi \) some permutation of \( \{1, 2, \ldots, n\} \). Thus, the group of reversible transformations is a representation of the permutation group \( S_n \).

A crucial signature of classicality is that CPT has (up to relabelling) only a single refined measurement \( \{e_i\} \). Its effects are \( e_i(p) = p_i \), and it can be interpreted as asking which of the \( n \) possible configurations is actually the case. It distinguishes the (up to relabelling) unique maximal frame \( \{\omega_j\} \), where \( \omega_j := (0, \ldots, 0, \frac{1}{n}, \ldots, 0) \).

Both QT and CPT are unrestricted and self-dual [40], i.e. there is some inner product according to which \( A_+ \) is isomorphic to \( E_A \). Note that GPTs will in general satisfy neither of these two properties.

### 2.2.2 Maximal classical information (MCI) frames

Our goal is to generalize idealized Quantum Darwinism – in particular, the mechanism for perfect spreading of classical information via fan-out gates – to GPTs. As a first step, we have to identify the analogue of the pointer states and the measurements that read out their encoded classical information (pointer observable). We will focus on Darwinism generalizations that allow one to extract the maximal amount of classical information. This keeps the problem
technically tractable in general theories, while still allowing us to explore a generalized phenomenology of quantum Darwinism. In the quantum case, such maximal classical information is encoded onto an orthonormal basis \( \{|j\rangle\} \). The natural analogue of this in a GPT is a maximal frame \( \{\omega_j\} \).

Let us consider the measurements that could extract this classical information, i.e. the pointer observable. As seen in Example 1, QT enjoys a strong form of duality that allows one to treat the pure states \( \omega_j = |j\rangle\langle j| \) and the corresponding rank-1 projective measurements \( e_j(\bullet) = \text{Tr}[|j\rangle\langle j| \bullet] \) as the “same” objects, and it is exactly this dual set of rank-1 projectors that form the measurement that extracts the maximal amount of information out of the system.

In general, GPTs do not have such an automatic duality between states and effects. Moreover, measurements that distinguish the elements of a maximal frame do not even need to be pure. However, since we are interested in the idealized case, where one spreads the maximal classical information contained in some system, we will here focus on maximal frames that can be distinguished by a refined measurement:

**Definition 1** (Maximal classical information in GPTs). A maximal frame \( \omega_1, \ldots, \omega_n \) is called a maximal classical information frame (MCI-frame) if there is a refined measurement \( \{e_j\} \subset E_A \) which discriminates the states \( \omega_j \), i.e. \( e_j(\omega_k) = \delta_{jk} \).

In other words, an MCI-frame is a maximal frame with the additional condition that it is discriminated by pure effects. Many GPTs contain MCI-frames: quantum theory certainly does (in the form of orthonormal bases), and so do quantum theory over the real numbers and over the quaternions, and d-ball state spaces. As expected, classical theories in all dimensions also have MCI-frames. Furthermore, so-called “dichotomic” systems as defined in Ref. [41] contain MCI-frames, which includes unrestricted systems whose sets of normalized states are regular polygons with an even number of vertices, or a d-cube or d-octoplex for \( d \geq 3 \).

In Appendix A, we give an example of a state space that does not have an MCI-frame: the pentagon. This example illustrates the counterintuitive properties of such systems: the pentagon has at most two perfectly distinguishable states, but one can in some sense encode *more* than one bit of information into such a system [42]. That is, any classical bit that sits inside this state space does not represent the maximal amount of information that can be encoded into the system. For the remainder of this work, we will thus exclude such systems and focus on state spaces that contain MCI-frames.

**2.2.3 Composite systems**

Darwinism is inherently linked to composition of subsystems; therefore, we need to understand how to treat composition in GPTs. There are several approaches to this [24, 43], including category-theoretic formulations [44]. Here, we will motivate and state a list of minimal assumptions on any composite state space that allows us to formulate a generalization of our idealized Darwinism. We begin by discussing a bipartite GPT system \( AB \), and then turn to the case of composing more than two subsystems.

First, we demand that the combined state space \( AB \) has a notion of independent parallel preparation. This means that given some state \( \varphi^A \) on \( A \) and some state \( \omega^B \) on \( B \), there should be a state of \( AB \) (denoted \( \varphi^A \circ \omega^B \)) that represents the state obtained by the independent local preparation of the two states on \( A \) and on \( B \). Since statistical mixtures of local preparations must lead to statistical mixtures of the corresponding global state, the map \( \circ \) must be bilinear.

As pure states can be interpreted as states of maximal knowledge, we assume that independent parallel preparations of pure states lead to global pure states, i.e. we demand that if \( \varphi^A \) and \( \omega^B \) are pure then so is \( \varphi^A \circ \omega^B \) [39]. Likewise, there should exist a notion of parallel implementation of measurements on the systems. For this we require another bilinear function (also denoted by \( \circ \) that maps effects \( e^A \in E_A \), \( f^B \in E_B \) to effects \( e^A \circ f^B \in E_{AB} \)). Furthermore, if one performs a parallel implementation of two local measurements on a composite state whose parts were prepared independently in parallel, then the probabilities should factorize in the sense that \( e^A \circ f^B(\varphi^A \circ \omega^B) = e^A(\varphi^A) f^B(\omega^B) \). In other words, independent local procedures lead to statistical independence. The bilinearity of \( \circ \) ensures the validity of the no-signalling principle: the choice of local measurement on \( B \) does not affect the outcome probabilities of local measurements in \( A \) (vice versa). Indeed, \( \sum_j e^A_j \circ f^B_j = e^A \circ f^B \), for all effects \( e^A_j \) and any measurement \( \{f^B_j\} \). Similarly as for states, we assume that the composition of pure effects results in a pure effect.

Finally, we must ensure that the global structure is consistent with the local structure. Consider a valid composite effect \( e^{AB} \in E^{AB} \) and a normalized state \( \omega^B \in \Omega_B \). Then the effect \( \hat{e}^A \) defined by \( \hat{e}^A(\varphi^A) := e^{AB}(\varphi^A \circ \omega^B) \) should be a valid effect on \( A \), i.e. \( \hat{e}^A \in E_A \) and \( \hat{e}^A \leq \nu_A : \) it can be implemented by preparing \( \omega^B \) on \( B \) and then measuring \( e^{AB} \) on \( AB \).

Similarly, consider a global state \( \omega^{AB} \in \Omega_{AB} \) shared between two parties \( A \) and \( B \). Imagine that one of the parties, say \( B \), implements a local measurement \( \{f^B_k\}_k \subset E_B \) and tells the other party the outcome \( k \). Then agent \( A \) holds a conditional state, which should be a (subnormalized) element of the state space of \( A \). More specifically, for an effect \( e^A \in E_A \), the probability for both \( f^B_k \) and \( e^A \) to be obtained is given by \( e^A \circ f^B_k(\omega^{AB}) \). This implicitly defines a subnormalized state \( \tilde{\omega}^A \) on \( A \) via

---
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\(e^A(\tilde{\omega}^A) = e^A \circ f^B(\omega^{AB})\), which must thus be an element of \(A_+\). In the special case of the trivial measurement \(f^B = u^B\), the state \(\tilde{\omega}^A\) becomes the reduced state on \(A\). A similar condition should hold if the roles of \(A\) and \(B\) are interchanged.

Together, we will call these assumptions the minimal assumptions on composition\(^2\).

**Definition 2** (Minimal assumptions on composition). A composition of GPT systems \(A\) and \(B\) is a GPT system \(AB\) together with two bilinear maps \(A \times B \to AB\) and \(A^* \times B^* \to (AB)^*\), both denoted by \(\odot\), satisfying the following:

i. All product states are allowed and normalized: if \(\omega^A \in \Omega_A\) and \(\omega^B \in \Omega_B\) then \(\omega^A \odot \omega^B \in \Omega_{AB}\).

ii. All products of valid effects are valid effects: if \(e^A \in E_A\) and \(e^B \in E_B\) then \(e^A \odot e^B \in E_{AB}\). In particular, local measurements cannot lead to probabilities greater than \(1: u^A \odot u^B \leq u^{AB}\).

iii. Local measurements on product states yield statistically independent outcomes: \(e^A \odot f^B(\omega^A \odot \omega^B) = e^A(f^A(\omega^A)) f^B(\omega^B)\).

iv. Products of pure states (effects) are pure states (effects).

v. Conditional effects: for all effects \(e^{AB} \in E_{AB}\) and all normalized states \(\varphi^A \in \Omega_A\) and \(\omega^B \in \Omega_B\), also \(e^{AB}(\varphi^A \odot \bullet) \in E_B\) and \(e^{AB}(\bullet \odot \omega^B) \in E_A\) are effects.

vi. Conditional states: for all states \(\omega^{AB} \in \Omega_{AB}\) and all effects \(e^A \in E_A\), \(f^B \in E_B\), the vectors \(\tilde{\omega}_A, \tilde{\omega}_B\) which are implicitly defined via

\[
\tilde{e}^A(\tilde{\omega}_A) = e^A \odot f^B(\omega^{AB})
\]

\[
\tilde{f}^B(\tilde{\omega}_B) = e^A \odot \tilde{f}^B(\omega^{AB})
\]

must be states, i.e. \(\tilde{\omega}_A \in A_+, \tilde{\omega}_B \in B_+\).

vii. Multipartite systems: Composites \(A = A_1 A_2 \ldots A_N\) of \(N \geq 3\) GPT systems are defined by iterated pairwise composition (satisfying all desiderata above), in an arbitrary, but fixed order. For example, \(A = (A_1 A_2) A_3\) defines \(A\) as a composition of GPT systems \(B\) and \(A_3\), where \(B\) is a composition of GPT systems \(A_1\) and \(A_2\). Another possibility would be to define a composite \(A = A_1(A_2 A_3)\), and we are not demanding that the resulting GPT systems must agree. We allow any such choice as long as it is fixed within each theorem of this paper, and we will drop the brackets from the notation.

\(^2\)We do not here require any particular form of parallel composition of transformations, so we omit this from our definition.

While these assumptions imply the no-signalling principle, we do not demand the popular principle of “tomographic locality”\(^1\), i.e. that the \(\omega^A \odot \omega^B\) span all of \(AB\). Thus, the \(\odot\) operation cannot in general be identified mathematically with the tensor product operation. The above minimal assumptions are also compatible, for example, with QT over the real numbers\(^1\).

As we know from QT, a striking feature of composite systems in non-classical theories is entanglement. Having a definition of composite systems at hand, we are in place to define entangled states and effects in GPTs\(^1\)

**Definition 3** (Entangled states). Consider a composite system \(A = A_1 A_2 \ldots A_N\). States \(\omega^A \in \Omega_A\) which can be written as

\[
\omega^A = \sum_i p_i \omega^A_i \odot \omega^A_2 \odot \ldots \odot \omega^A_N
\]

with \(\omega^A_i \in \Omega_{A_i}\) and \(\{p_i\}\) a probability distribution, are called separable. States which cannot be written in this form are called entangled.

**Definition 4** (Entangled effects). Effects \(e^A \in E_A\) which can be written as

\[
e^A = \sum_i e^A_i \odot e^A_2 \odot \ldots \odot e^A_N
\]

with \(e^A_i \in E_{A_i}\) are called separable. Effects which cannot be written in this form are called entangled.

A pure state/effect is separable if and only if it is a product of pure states/effects (see, e.g. Appendix B).

**Summary of assumptions.** We consider theories that satisfy:

- For a single system \((A, A_+, E_A, u_A, T_A)\): \(A\) is finite-dimensional. We do not assume the no-restriction hypothesis.

- For pairs of systems: composition satisfies all conditions of Definition 2. In particular, products of pure states (or effects) are pure, but we do not assume tomographic locality.

- For three or more systems: composites like \(ABCD\) are defined via iterated pairwise composition in an arbitrary, but fixed order (for example \((AB)(CD)\) or \(A(B(CD))\)). However, we do not demand associativity.

Unless otherwise stated, all introduced states are normalized, and all introduced effects are valid \((e \leq u_A)\).
3 Results

3.1 A definition of Darwinism in GPTs

With all these ingredients we can now ask if the fan-out mechanism for Darwinism is present in GPTs other than quantum theory. To answer this, we must first formulate the features of the idealized Darwinism process in an operational way — that is, in terms of experimental statistics.

To this end, recall the scenario of idealized Quantum Darwinism (Section 2.1). The desire is to broadcast some classical information encoded within $S$ to the environment, say, relating to pointer measurement $\mathcal{M} := \{ |k\rangle \langle k| \}_{k=0,\ldots,d-1}$. Let each environment system begin in an eigenstate of $\mathcal{M}$ (for system $n$, labeled $|j_n\rangle$), then after the fan-out operation FAN (Eq. (2)), the outcome probabilities when measuring $\mathcal{M}$ on any environment $\mathcal{E}_n$ will satisfy

$$P_S(\mathcal{M} = k) = |\alpha_k|^2 = P_{\mathcal{E}_n}(\mathcal{M} = j_n + k) \quad \text{for all } k.$$  \hspace{1cm} (9)

Moreover, if one makes the joint measurement $\mathcal{M}^{\otimes (N+1)} := \{ |k_0\rangle \langle k_0| \otimes \cdots \otimes |k_N\rangle \langle k_N| \}$ on the entire composite system, the probability of outcome $(k_0, \ldots, k_N)$ is

$$p(k_0, \ldots, k_N) = |\alpha_{k_0}|^2 \delta_{k_0, k_1-j_1} \cdots \delta_{k_0, k_N-j_N}. \quad \text{(10)}$$

This is the sense in which objectivity can emerge under Quantum Darwinism: when this mechanism succeeds, all independent observers can learn about the same (maximal) classical information and agree about their findings. Moreover, $P_S(\mathcal{M} = k)$ is the same before and after the fan-out is performed.

To generalize such fan-out implemented Darwinism to the GPT framework, we must capture the same operational behaviour on the level of probabilities. First, we need an analogue of pointer states — a set of distinguishable states corresponding to the classical information to be broadcast. As mentioned in Section 2.2.2, this role is played by an MCI-frame $\{ \omega_j^{(0)} \}_{j=0,\ldots,d-1}$ of $S$ and its corresponding refined measurement $\{ e_k^{(0)} \}$ with the distinguishing property $e_k^{(0)}(\omega_j^{(0)}) = \delta_{jk}$. Again, we assume the main system is in some pure state $\nu$, that may not be an element of $\{ \omega_j^{(0)} \}_{j=0,\ldots,d-1}$. Lacking the mathematical structure of a Hilbert space, we cannot so easily express $\nu$ as a superposition of frame elements. Nonetheless, we may readily recover the outcome probabilities when $\nu$ is measured by $\mathcal{M} := \{ e_k^{(0)} \}$:

$$P_S(\mathcal{M} = k) = e_k^{(0)}(\nu). \quad \text{(11)}$$

In the special case when $\nu$ is a member of the MCI-frame, $\nu = \omega_{j_0}^{(0)}$, we have $P_S(\mathcal{M} = k) = \delta_{j_0k}$.

To carry the $d$ outcomes of the MCI-frame measurement spread from system $S$, we assume that each environment system (labeled by $n \in \{ 1 \ldots N \}$) contains an MCI-frame $\{ \omega_j^{(n)} \}_{j=0,\ldots,d-1}$, distinguished by some refined measurement $\{ e_k^{(n)} \}$. Like qubits in quantum theory, the $\mathcal{E}_n$ are not necessarily standalone systems like single particles, but they can correspond to effective subsystems of larger environmental systems, picked out by the specific form of the interaction with $S$. Let us briefly consider the simplest case with just a single environment, initially in the first state $\omega_0$ of the frame $\{ \omega_j^{(1)} \}$. Then, to exhibit the same operational behaviour as Eq. (10) (via Eq. (11)), the joint probability of any pair of outcomes $j_0$ and $j_1$ on $S$ and $\mathcal{E}_1$ should satisfy

$$(e_{j_0}^{(0)} \circ e_{j_1}^{(1)} [T_{\text{ID}}(\nu \otimes \omega_0)] = e_{j_0}^{(0)}(\nu) \delta_{j_0,j_1}. \quad \text{(12)}$$

Here we use the label ID for “idealized Darwinism”, which we will formally define below.

In this way, the distribution $\{ e_{j_0}^{(0)}(\nu) \}_{j_0}$ is broadcast to the environment, as in Eq. (9). Crucially, Eq. (12) implies that the system and environment will agree on the outcome of $\mathcal{M}$ on $S$. Moreover, the probabilities of such an outcome when directly measuring $S$ are not affected by the transformation $T_{\text{ID}}$. That is, $T_{\text{ID}}$ is a member of the phase group $[21]$ of measurement $\{ e_{j_0} \circ u \}_{j_0}$, where $u$ is the unit effect. This can be seen by summing Eq. (12) over $j_1$.

The same operational desiderata easily extend to the more general case of $N$ environmental systems, each now starting in an arbitrary frame state $\omega_{k_n}^{(n)}$.

We summarize this with the following definitions:

**Definition 5.** A composition of GPT system $S$ and environments $\mathcal{E}_1, \ldots, \mathcal{E}_N$ is said to admit an idealized Darwinism process if

(a) $S$ has a $d$-state MCI-frame $\{ \omega_k^{(0)} \}$, discriminated by a refined measurement $\{ e_j^{(0)} \}$, and

(b) each $\mathcal{E}_n$ has a $d$-state MCI-frame $\{ \omega_j^{(n)} \}$ discriminated by a refined measurement $\{ e_j^{(n)} \}$, such that

(c) there exists a reversible (“fan-out-like”) transformation $T_{\text{ID}} \in T_{\mathcal{SE}_1,\ldots,\mathcal{E}_N}$ that satisfies

$$\begin{equation}
\begin{split}
(e_{j_0}^{(0)} \circ e_{j_1}^{(1)} \cdots \circ e_{j_N}^{(N)}[T_{\text{ID}}(\nu \otimes \omega_k^{(0)} \cdots \otimes \omega_k^{(N)})] = e_{j_0}^{(0)}(\nu) \delta_{j_0,j_1,\ldots,j_N}. \quad \text{(13)}
\end{split}
\end{equation}$$

for all $j_1, \ldots, j_N$ and all $\nu \in \Omega_S$, where addition is modulo $d$.

**Definition 6.** If for a collection of MCI-frames $\{ \omega_j^{(i)} \}$ that satisfy items (a) and (b) of Definition 5, a reversible transformation $T_{\text{SCI}} \in T_{\mathcal{SE}_1,\ldots,\mathcal{E}_N}$ satisfies

$$\begin{equation}
\begin{split}
T_{\text{SCI}}(\omega_{j_0}^{(0)} \otimes \omega_{j_1}^{(1)} \cdots \otimes \omega_{j_N}^{(N)}) = \omega_{j_0}^{(0)} \otimes \omega_{j_0+j_1}^{(1)} \cdots \otimes \omega_{j_0+j_1+j_N}^{(N)} \quad \text{(14)}
\end{split}
\end{equation}$$

for all $j_0, \ldots, j_N$, then we say that $T_{\text{SCI}}$ robustly spreads classical information.
Definition 6 demands that the system and environment behave in some sense like classical information registers: if, for example, \( j_i = \ldots = j_N = 0 \), the transformation \( T_{\text{SCI}} \) copies the classical information in \( S \) to the environments, directly on the level of states. In quantum theory, such robust spreading of classical information is sufficient for Darwinism: the pointer basis of \( S \) spans the system’s Hilbert space, and so Eq. (14) implies Eq. (13) due to the state vector linearity of unitary maps. More generally, Definitions 5 and 6 are equivalent in quantum theory, in the sense that idealized Quantum Darwinism processes are exactly those that robustly spread classical information.

However, this equivalence does not hold for arbitrary GPTs, since Eq. (14) will not in general imply Eq. (13) or vice versa. More specifically, Definition 6 only considers the impact of \( T_{\text{SCI}} \) on the states \( \omega_j^{(0)} \) of a specific MCI-frame. However, Definition 5 considers arbitrary states \( \nu \). As non-quantum GPTs do not have an underlying Hilbert space structure, the action of \( T_{\text{SCI}} \) on the states of the specific MCI-frame will in general not fully determine its action for arbitrary \( \nu \). Therefore, we do not expect Definition 6 to imply Definition 5.

In the opposite direction, even if Definition 5 holds, Definition 6 can put additional constraints on both the system and the environment. With respect to the system, one needs to consider the possibility of a \( T_{\text{ID}} \) that preserves the statistics of \( \{e_j^{(0)}\} \) on \( S \), but still changes the state of \( S \), even if \( S \) is prepared in one of the frame states \( \omega_j^{(0)} \). This is impossible in quantum theory, since every rank-1 quantum projector \( E_j^{(0)} \) has a unique normalized and pure state \( \omega_j^{(0)} \) that satisfies \( \text{tr} \left( E_j^{(0)} \omega_j^{(0)} \right) = 1 \). However, many GPT systems (such as gbits [18]) violate the analogous operational condition on MCI-frames, which can in some cases be traced back to the fact that GPTs need not obey the usual quantum uncertainty principles [22]. With respect to the environment, Definition 6 precludes the possibility, allowed in Definition 5, that the transformation creates exotic correlations between the \( \mathcal{E}_n \) while preserving the statistics of the product measurements \( e_j^{(1)} \odot \ldots \odot e_j^{(N)} \).

Thus, Definition 5 captures the essential features for idealized Darwinism on the observational level, while Definition 6 treats MCI-frames as classical subsystems acting as classical memory. As discussed above, in the more general framework of GPTs, these processes may be treated as logically independent.

Finally, we remark on the possibility of weaker definitions that, in certain conditions, still capture the essence of the emergence of classical objectivity: namely, a minimal Darwinism process, equivalent to Definition 5, except that Eq. (13) is only required to hold for some particular choice of \( k_1 \ldots k_N \). This amounts to a process in which measurements on the environmental systems are only guaranteed to agree about the system’s state when they are initialized in a particular state.

### 3.2 Necessary features for Darwinism in GPTs

In QT, the fan-out gate (Eq. (2)) can create entanglement whenever the system is not initialized to a pointer state. The first main results of this paper are to show that entanglement creation is a necessary property of any generalized idealized Darwinism process in GPTs that are non-classical in a sense made precise below. In particular, for idealized Darwinism to be present, either the GPT shares some important features with CPT, or it must create entanglement. The first nonclassical signature we will focus on relates to the existence of pure states with indeterminate outcomes on refined measurements:

**Definition 7** (quasi-classical MCI-frames). An MCI-frame is quasi-classical if for all effects \( e_i \) of the distinguishing measurement, it holds that \( e_i(\nu) \in \{0, 1\} \) for all pure states \( \nu \in \Omega \).

Pure measurements that can give non-deterministic outcomes on some pure states are often considered a characteristic nonclassical feature of quantum theory. GPTs that have at least one MCI-frame that is not quasi-classical must be non-classical (in the sense that they cannot be classical theory, as outlined in Example 2). Conversely, however, even if every MCI-frame is quasi-classical, this is no guarantee that the theory itself is classical theory: a counter-example being boxworld’s gbits [18]. However, the presence of such quasi-classical MCI-frames is rare among non-classical GPTs, as exemplified in Appendix C. We now present our first result, by showing that preventing a fan-out–like Darwinism process from creating entangled states implies that the GPT must have a quasi-classical MCI-frame.

**Theorem 1.** Suppose that we have an ideal Darwinism process for which the fan-out–like Darwinism transformation \( T_{\text{ID}} \) maps separable states to separable states. Then, for every pure state \( \nu \in \Omega_S \), we have \( e_i^{(0)}(\nu) = 0 \) or \( e_i^{(0)}(\nu) = 1 \) for all \( i \). That is, the MCI-frame associated with \( T_{\text{ID}} \) is quasi-classical.

**Remark.** This conclusion is valid also for other forms of idealized Darwinism processes that, instead of Definition 5, satisfy the weaker minimal Darwinism condition

\[
\left( e^{(1)}_{j_0} \odot e^{(1)}_{j_1} \odot \ldots \odot e^{(N)}_{j_N} \right) T \left( \nu \odot \omega^{(1)} \odot \ldots \odot \omega^{(N)} \right) = e_{j_0}^{(0)}(\nu) \delta_{j_0, j_1} \delta_{j_0, j_2} \ldots \delta_{j_0, j_N}
\]

for all states \( \nu \in \Omega_S \), where \( \omega^{(1)}, \ldots, \omega^{(N)} \) is some fixed set of pure states (not necessarily an MCI frame), and the \( \{e_i^{(1)}\} \) and \( \{e_i^{(0)}\} \) are some fixed
measurements (as opposed to refined measurements) and $T$ is a reversible transformation.

**Proof.** Since $T$ is a reversible transformation, it maps pure states to pure states. Hence, if it also preserves separability, then there are pure states $\varphi^{(0)}, \ldots, \varphi^{(N)}$ (which may all depend on $\nu$) such that (see Appendix B)

$$T \left( \nu \otimes \omega^{(1)} \otimes \ldots \otimes \omega^{(N)} \right) = \varphi^{(0)} \otimes \varphi^{(1)} \otimes \ldots \otimes \varphi^{(N)}.$$  

(16)

Since $T$ satisfies Eq. (15), we obtain

$$e_i(\nu)\delta_{i,j_1} \ldots \delta_{i,j_N} = e_i(\varphi^{(0)})e_i^{(1)}(\varphi^{(1)}) \ldots e_{j_N}^{(N)}(\varphi^{(N)}).$$

(17)

Summing over all $j_1, \ldots, j_N$ yields $e_i(\nu) = e_i(\varphi^{(0)})$ for all $i$.

Now suppose that $i^*$ is an outcome label such that $e_{i^*}(\varphi^{(0)}) = 0$, then $e_{i^*}(\nu) = 0$. On the other hand, consider the case that $e_{i^*}(\varphi^{(0)}) \neq 0$. If at least one of the $j_k$ is different from $i^*$, then setting $i = i^*$ in Eq. (17) yields

$$0 = e_{i^*}(\varphi^{(0)})e_{j_1}^{(1)}(\varphi^{(1)}) \ldots e_{j_N}^{(N)}(\varphi^{(N)}),$$

(18)

hence $e_{j_1}^{(1)}(\varphi^{(1)}) \ldots e_{j_N}^{(N)}(\varphi^{(N)}) = 0$. But since $\sum_{j_1, \ldots, j_N} e_{j_1}^{(1)}(\varphi^{(1)}) \ldots e_{j_N}^{(N)}(\varphi^{(N)}) = 1$, we must have

$$e_{i^*}^{(1)}(\varphi^{(1)}) \ldots e_{i^*}^{(N)}(\varphi^{(N)}) = 0,$$

and so $e_{i^*}(\nu) = 0$ for all $i = i^*$, and so $e_{i^*}(\nu) = 1$.

In summary, we obtain $e_i(\nu) \in \{0, 1\}$ for all $i^*$. □

Thus, for all GPT systems $S$ that contain pure states on which the MCI-frame is not quasi-classical, the corresponding idealized Darwinism processes (if they exist) must create entangled states. While this property will be satisfied for typical GPT systems, we cannot immediately conclude that a system satisfying $e(\nu) = 0$ or 1 for all pure $\nu$ must be classical (recall the gbit). However, as we shall see in following theorems, Darwinism in boxworld (among a wider class of theories) can be ruled out by another necessary condition: this time, on the measurements.

**Definition 8** (Inequivalent refined measurements). Two refined measurements $\{e_0, \ldots, e_{d-1}\}$ and $\{\tilde{e}_0, \ldots, \tilde{e}_{d-1}\}$ are said to be **inequivalent** if $\{\tilde{e}_j\}$ is not just a relabelling of the measurement $\{e_j\}$, i.e. at least one of the $\tilde{e}_j$ is not equal to any of the $e_j$.

In CPT, there is a unique refined measurement that sums up to the order unit, which is the distinguishing measurement of the unique MCI-frame. Therefore, the existence of an inequivalent (refined) measurement also indicates that a GPT has a nonclassical aspect. In quantum theory, for instance, inequivalent measurements correspond to rank-one projective measurements in different bases.

**Theorem 2.** Suppose that we have an idealized Darwinism process such that the system $S$ has an MCI-frame–distinguishing measurement, and at least one other inequivalent refined measurement with the same number of outcomes $d$. Then the fan-out–like Darwinism transformation $T_{ID}$ must map some pure product effects to entangled effects.

**Proof.** It will be useful to use the notation $\|e\| := \max_{\omega \in \Omega_S}(e(\omega))$ for effects $e$. Suppose that $T_{ID}$ maps all pure product effects to separable effects. Then, since $T_{ID}$ is reversible and preserves purity, Lemma 9 (Appendix B) implies that $T_{ID}$ maps pure product effects to pure product effects. Hence, due to Eq. (13), for every $j_0$ and for every $\nu = (j_1, \ldots, j_N)$ there are effects $h_{j_0, j_1}^{(0)}, \ldots, h_{j_0, j_N}^{(N)}$ such that

$$\left( e_{j_0}^{(0)} \otimes e_{j_1}^{(1)} \otimes \ldots \otimes e_{j_N}^{(N)} \right) T_{ID}$$

$$= h_{j_0, j_1}^{(0)} \otimes h_{j_0, j_1}^{(1)} \otimes \ldots \otimes h_{j_0, j_N}^{(N)}.$$  

(19)

Due to multilinearity, we can move any multiplicative constant into the zeroth factor, and in this way choose the effects such that $\|h_{j_0, j_0}^{(0)}\| = 1$ for all $i \in \{1, \ldots, N\}$. If we had $\|h_{j_0, j_0}^{(0)}\| < 1$, then the right-hand side could never attain the value 1 on product states, but we know that it does due to Definition 5. Thus, $\|h_{j_0, j_0}^{(0)}\| = 1$.

Substituting Eq. (19) into Eq. (13) and noting that the result is valid for every state $\nu \in \Omega_S$, we obtain

$$h_{j_0, j_0}^{(0)} p_{j_0, j_0, k} = \delta_{j_1, j_0} + \delta_{j_2, j_0} + \ldots + \delta_{j_N, j_0} + k_N e_{j_0}^{(0)}.$$  

(20)

where $p_{j_0, j_0, k} := h_{j_0, j_0}^{(1)}(\omega_{j_0}^{(1)}) \ldots h_{j_0, j_0}^{(N)}(\omega_{j_0}^{(N)}) \geq 0$. The special case of $k = j_0 - j_0 := (j_1 - j_0, \ldots, j_N - j_0)$ yields

$$e_{j_0}^{(0)} = p_{j_0, j_0 - j_0, j_0} h_{j_0, j_0}^{(0)}.$$  

But since $\|e_{j_0}^{(0)}\| = 1 = \|h_{j_0, j_0}^{(0)}\|$, this implies that $h_{j_0, j_0}^{(0)} = e_{j_0}^{(0)}$ for all $j_0$.

Since $S$ is non-classical, there is another refined measurement $\{\tilde{e}_j\}_{j}$ which is not just a relabelling (i.e. permutation) of $\{e_j\}_{j}$. Using again our assumption that $T_{ID}$ maps products of pure effects to product effects, we obtain

$$\left( \tilde{e}_{j_0}^{(0)} \otimes \tilde{e}_{j_1}^{(1)} \otimes \ldots \otimes \tilde{e}_{j_N}^{(N)} \right) T_{ID}$$

$$= \tilde{h}_{j_0, j_0}^{(0)} \otimes \tilde{h}_{j_0, j_1}^{(1)} \otimes \ldots \otimes \tilde{h}_{j_0, j_N}^{(N)}$$  

(21)

for some suitable effects $\tilde{h}_{j_0, j_0}^{(0)}, \ldots, \tilde{h}_{j_0, j_0}^{(N)}$. Again, we define the effects such that $\|\tilde{h}_{j_0, j_0}^{(0)}\| = 1$ for all $i \in \{1, \ldots, N\}$ (the case $i = 0$ will be discussed later). Summing over $j_0$, using that $\sum_{j_0} e_{j_0}^{(0)} = u_S = \sum_{j_0} e_{j_0}^{(0)}$, yields

$$\sum_{j_0} e_{j_0}^{(0)} \otimes h_{j_0, j_1}^{(1)} \otimes \ldots \otimes h_{j_0, j_N}^{(N)}$$

$$= \sum_{j_0} \tilde{h}_{j_0, j_0}^{(0)} \otimes \tilde{h}_{j_0, j_1}^{(1)} \otimes \ldots \otimes \tilde{h}_{j_0, j_N}^{(N)}.$$  

(22)
Applying both sides to the product state $\nu \odot \omega_{k_1} \odot \ldots \odot \omega_{k_N}$ and recalling Eq. (13), we obtain

\[ \sum_{j_0} \tilde{h}^{(0)}_{j_0,j} \tilde{h}^{(1)}_{j_0,j} \omega_{k_1} \ldots \tilde{h}^{(N)}_{j_0,j} \omega_{k_N} = \sum_{j_0} e^{(0)}_{j_0,j} (\nu) \delta_{j_0,j_0,j_0 + \ldots + j_N,j_0 + k_N}. \quad (23) \]

So far, $j$ and $k$ are arbitrary, but now set $j_i := k_i + l$ for all $i$, where $l$ is fixed (we abbreviate this by $j = k + l$). We obtain

\[ e^{(0)}_j (\nu) = \sum_{j_0} q_{j_0,j_0,j,l} \tilde{h}^{(0)}_{j_0,j_0,j,l} (\nu), \quad (24) \]

where $q_{j_0,j_l,k_l} := \tilde{h}^{(1)}_{j_0,j_0,j_l} (\omega_{k_1}) \ldots \tilde{h}^{(N)}_{j_0,j_0,j_l} (\omega_{k_N}) \in [0,1]$. Since this is true for all states $\nu \in \Omega_S$, we may again drop the $\nu$ and read it as an equality between effects. Since $e^{(0)}_j (\nu) \neq 0$, for every $l$ and for every $k$ there must be some $j_0$ such that $q_{j_0,j_0,j,l} \neq 0$. Since $e^{(0)}_j (\nu)$ is pure, this implies that $e^{(0)}_j (\nu) \propto \tilde{h}^{(0)}_{j_0,j_0,j,l}$. Now fix an arbitrary $j$, and consider the special case $k := j = l$. It follows that for all $l$, there exists at least one $j_0$ such that $e^{(0)}_j (\nu)$ is a scalar multiple of $\tilde{h}^{(0)}_{j_0,j_0,j,l}$. There are different linearly independent $e^{(0)}_j$ (labelled by $l$), and there are different $\tilde{h}^{(0)}_{j_0,j_0,j_l}$ labelled by $j_0$. So, to every $l$ there is a unique $j_0$ such that $e^{(0)}_j (\nu) = q_{j_0,j_0,j,l} \tilde{h}^{(0)}_{j_0,j_0,j,l}$. We have

\[ 1 = \| e^{(0)}_j \|^2 = \sum_{j_0, l \leq 1} q_{j_0,j_0,j,l} \tilde{h}^{(0)}_{j_0,j_0,j,l} \leq 1, \quad (25) \]

hence $\| \tilde{h}^{(0)}_{j_0,j_0,j} \| = 1$, and so $e^{(0)}_j (\nu) = \tilde{h}^{(0)}_{j_0,j_0,j}$. We can rephrase this as follows. For every $j$ there is a permutation $\pi$ of the indices such that $\tilde{h}^{(0)}_{j_0,j} = e^{(0)}_{\pi(j_0)}$ for all $j_0$.

Now fix some $j$. Let us return to Eq. (22) and apply it to $\omega^{(0)}_{j_0,j} \odot \omega$, where $\pi$ is the permutation corresponding to $j$, and $\omega$ is an arbitrary global state of the $N$ environments. Using the identities that we have just derived and $e^{(0)}_{j_0,j} (\omega^{(1)}_{j_0,j}) = \delta_{j_0,i,j_0}$, we obtain

\[ \tilde{h}^{(1)}_{j_0,j_0,j} \odot \ldots \odot \tilde{h}^{(N)}_{j_0,j_0,j} = h^{(1)}_{\pi(j_0),j} \odot \ldots \odot h^{(N)}_{\pi(j_0),j}. \quad (26) \]

Recalling eqs. (19) and (21), it follows that

\[
\begin{align*}
\left( e^{(0)}_{j_0,j} \odot e^{(1)}_{j_1,j} \odot \ldots \odot e^{(N)}_{j_N,j} \right) T_{ID} & = \tilde{h}^{(0)}_{j_0,j_0,j} \odot \tilde{h}^{(1)}_{j_1,j_1,j} \odot \ldots \odot \tilde{h}^{(N)}_{j_N,j_N,j} \\
& = e^{(0)}_{\pi(j_0),j} \odot h^{(1)}_{\pi(j_0),j_1,j} \odot \ldots \odot h^{(N)}_{\pi(j_0),j_N,j} \\
& = \left( e^{(0)}_{\pi(j_0),j} \odot e^{(1)}_{j_1,j} \odot \ldots \odot e^{(N)}_{j_N,j} \right) T_{ID}.
\end{align*}
\]

(27)

Since $T_{ID}$ is reversible, the terms in the brackets must be identical. Consider the case $j_1 = j_2 = \ldots = j_N = 0$ and environment states $\varphi^{(1)}, \ldots, \varphi^{(N)}$ with $e^{(k)}_{0,j} (\varphi^{(k)}) = 1$ for all $k = 1, \ldots, N$. Then applying the above brackets to the product state $\nu \odot \varphi^{(1)} \odot \ldots \odot \varphi^{(N)}$ yields $\tilde{e}^{(0)}_{j_0,j} (\nu) = e^{(0)}_{\pi(j_0),j} (\nu)$. Since this is true for all $\nu \in \Omega_S$, we obtain $\tilde{e}^{(0)}_{j_0,j} = e^{(0)}_{\pi(j_0),j}$. This contradicts our assumption that $\{ \tilde{e}^{(0)}_{j} \}_j$ is not just a permutation of the $\{ e^{(0)}_{j} \}_j$.

Thus, in GPTs with at least one additional inequivalent refined measurement with the same number of outcomes as the MCI frame measurement, a reversible transformation $T_{ID}$ that implements an idealized Darwinism process will create entangled effects. An important consequence is that GPTs without entangled effects, such as those constructed by taking the maximal tensor product in the context of tomographic locality, cannot admit such a process. In particular, this rules out Darwinism in boxworld [18] (a theory containing the aforementioned gbits) or any dichotomic maximally nonlocal theory. For these specific examples, one could also infer this from Refs. [41, 45], but here we have shown it without having to determine the complete structure of the reversible transformations.

Interestingly, entanglement for states is also needed in general physical theories if one imposes another condition of relevance for the classical limit: the existence of a decoherence map [23]. However, theories that have an idealized Darwinism process – and by our results need entangled states and measurements – may not contain such a decoherence map, as we shall show in section 3.4. Therefore, our results provide not only alternative proofs but are complementary to that of Richens et al. [23]; together they support the idea that this non-classical feature must be present for a locally non-classical theory to admit a meaningful classical limit.

3.3 Sufficient features for Darwinism in GPTs

Let us now determine sufficient conditions that guarantee that Quantum Darwinism can be generalized into a theory. In particular, we are interested in which operationally well-motivated postulates that have already appeared in the GPT literature can lead to such Darwinism. In this spirit, we will see how a framework that admits decoherence also admits Darwinism.

We will first determine sufficient structure in GPTs to allow for the robust spreading of classical information (in the manner of Definition 6), before determining which additional postulates can be added to guarantee the existence of an idealized Darwinism process (Definition 5) that additionally broadcasts classical information to the environment even when the system is not in a MCI-frame state.

Recall that both, the spreading of classical information and the idealized Darwinism processes, require the system to have an MCI-frame (playing the role of pointer states) that defines the classical information
to be spread to the environment (Definition 5(a)). Likewise the environments must admit MCI-frames on which to receive this classical information (Definition 5(b)). Even though a theory admitting such frames may arguably be said to contain classical information (i.e. admitting “registers” that can encode the appropriate values), it may not generally admit all (or even any) classical information processing – that is, there is no guarantee that the theory admits sufficient dynamics to satisfy Definition 6. In the following, we will consider what physical characteristics do ensure that the theory has enough classical information processing power to implement a fan-out gate in the manner of Eq. (14).

The first possible characteristic is to demand that composite systems satisfy strong symmetry [46]:

**Definition 9.** A GPT system with group of reversible transformations $T$ satisfies strong symmetry (on states) if for all $n \in \mathbb{N}$ and for all pairs of frames $\{\omega_1, \ldots, \omega_n\}$ and $\{\nu_1, \ldots, \nu_n\}$, there exists some $T \in T$ with $T\omega_j = \nu_j$ for all $j$.

Strong symmetry says that all ways of encoding classical information are computationally equivalent. In particular, it implies that classical reversible computation can be performed on the MCI-frames of system and environment: since the set of states $\omega_{j_1}, \ldots, \omega_{j_N} := \omega_0^{(0)} \circ \cdots \circ \omega_N^{(N)}$ constitutes a frame of the composite system, strong symmetry implies that we can perform arbitrary classical reversible gates (and thus arbitrary permutations) of those frame elements. This immediately gives us the following result:

**Lemma 3.** Consider GPT systems $S, \mathcal{E}_1, \ldots, \mathcal{E}_N$ that carry d-outcome MCI-frames. Every composition $\mathcal{E}_1 \ldots \mathcal{E}_N$ that satisfies strong symmetry (on states) admits the robust spreading of classical information.

While strong symmetry on states implies the robust spreading of classical information in the sense of Definition 6, we do not know whether this property implies the existence of an idealized Darwinism process in the sense of Definition 5. Interestingly, the existence of such a process follows if we consider a dual notion of strong symmetry on the measurements:

**Definition 10.** A GPT system with group of reversible transformations $T$ satisfies strong symmetry (on effects) if the following holds for all $n \in \mathbb{N}$: If $(e_1, \ldots, e_n)$ is a collection of pure effects that perfectly distinguishes some frame, and so is $(f_1, \ldots, f_n)$, then there exists a $T \in T$ with $e_j = f_j \circ T$ for all $j$.

If this property holds, we can show the following:

**Lemma 4.** Consider again GPT systems $S, \mathcal{E}_1, \ldots, \mathcal{E}_N$ that carry d-outcome MCI-frames. Every composition $\mathcal{E}_1 \ldots \mathcal{E}_N$ that satisfies strong symmetry (on effects) admits an idealized Darwinism process.

**Proof.** The $e_{j_0, j_1, \ldots, j_N} := e_{j_0}^{(0)} \circ e_{j_1}^{(1)} \circ \cdots \circ e_{j_N}^{(N)}$ are pure effects which perfectly distinguish the frame $\omega_{j_0, j_1, \ldots, j_N}$. Thus, strong symmetry on effects implies that there is some $T_{ID} \in T_{SE_1 \ldots E_N}$ with

$$e_{j_0, j_1, \ldots, j_N} \circ T_{ID} = e_{j_0, j_1, \ldots, j_N} - j_0, \quad (28)$$

where subtraction is modulo $d$. One can check directly that this map $T_{ID}$ indeed satisfies Eq. (13).

Thus, the version of Darwinism that is guaranteed to hold (according to Definition 5 or Definition 6) depends on whether we demand strong symmetry on the states or on the effects. Is there a way to guarantee it on both? Indeed, it turns out that the no-restriction hypothesis is sufficient for this:

**Theorem 5.** Consider GPT systems $S, \mathcal{E}_1, \ldots, \mathcal{E}_N$ that carry d-outcome MCI-frames. Every unrestricted composition $SE_1 \ldots E_N$ that satisfies strong symmetry (on states) has a transformation $T_{ID} \in T_{SE_1 \ldots E_N}$ that robustly spreads classical information and that generates an idealized Darwinism process.

**Proof.** For unrestricted systems $A$ with strong symmetry on states, it was shown in Ref. [40] that there is a particularly strong duality between states and effects: there is an inner product $\langle \cdot, \cdot \rangle$ on $A$ such that frames $\omega_1, \ldots, \omega_n$ correspond to orthonormal systems, and the corresponding pure effects with $e_i(\omega_j) = \delta_{ij}$ must be given by $e_i(\omega) = \langle \omega, \omega_i \rangle$. Moreover, all $T \in T_A$ are orthogonal with respect to this inner product. If $f_1, \ldots, f_n$ is any other collection of pure effects that distinguish a frame (say, $\nu_1, \ldots, \nu_n$), then strong symmetry on states says that there is some $T \in T_A$ with $T\nu_j = \nu_j$, and so

$$e_j \circ T^{-1}(\omega) = \langle \omega_j, T^{-1}(\omega) \rangle = \langle T\omega_j, \omega \rangle = \langle \nu_j, \omega \rangle = f_j(\omega). \quad (29)$$

Consequently, $A$ also satisfies strong symmetry on effects. Now, choose $T_{ID}$ as in Eq. (28), then we already know that it generates an ideal Darwinism process. Moreover, we have just seen that $T_{ID}^{-1}$ maps the corresponding frame elements onto each other, i.e.

$$T_{ID}^{-1}e_{j_0, j_1, \ldots, j_N} = e_{j_0, j_1, \ldots, j_N} - j_0. \quad (30)$$

Applying $T_{ID}$ to both sides shows that $T_{ID}$ robustly spreads classical information in the sense of Definition 6.

A second path to this spreading of classical information arises from decoherence theory. In quantum theory, decoherence plays an important role in Quantum Darwinism by explaining in some sense why we see classical probabilities instead of superposition states. Recently, a decoherence formalism for GPTs was developed [23], and we shall here see that it enables Darwinism in GPTs as well. We adapt the decoherence formalism of Richens et al. [23] to our setting:
Let consider a GPT system. Lemma 6. Since element of the classical effect space, we implement some classical transformation in the sense of Definition 11 item 3. Then implements some classical transformation in the sense of Definition 11 (Decoherence maps). Consider any GPT system $A$. A linear map $D : A \to A$ is called a decoherence map if the following properties hold:

1. The image of $A_+$ under $D$ is isomorphic to a classical state space, i.e. there exists a frame \( \{\omega_0, \ldots, \omega_{d-1}\} \subset \Omega_A \) such that \( D(\Omega_A) = \text{conv}\{\omega_0, \ldots, \omega_{d-1}\} \) (i.e. the convex hull of the \( \{\omega_i\} \)). Consequently, $D$ is normalization-preserving, i.e. $u_A \circ D = u_A$.

2. $D$ is idempotent, i.e. $D \circ D = D$.

3. For every classical reversible transformation $T_C : D(A) \to D(A)$ there is a reversible transformation $T \in T_A$ that implements $T_C$, i.e. $T(\omega) = T_C(\omega)$ for all $\omega \in D(A_+)$. Not only does this map $T$ preserve the classical state space $D(A_+)$, but it also preserves the corresponding classical effect space $E_A \circ D$.

Furthermore, if we have a composite GPT system $A = A_1A_2 \ldots A_N$ with decoherence maps $D_1, \ldots, D_N$,

4. A has a decoherence map $D_{1 \ldots N}$ that acts as

\[
D_{1 \ldots N}(\nu_1 \circ \ldots \circ \nu_N) = D_1(\nu_1) \circ \ldots \circ D_N(\nu_N).
\]

(Richens et al. [23] additionally assume that $D$ is physically implementable, but we do not assume this here.

In the following, we will need a simple property of decoherence maps:

**Lemma 6.** Consider a GPT system $A$ with decoherence map $D$, and $T$ any reversible transformation that implements some classical transformation in the sense of Definition 11 item 3. Then $DT = TD$.

**Proof.** Let $e \in E_A$ and $\varphi \in A_+$, then $f := e \circ D$ is an element of the classical effect space $E_A \circ D$, and so is $f' := f \circ T$, hence $f' = f' \circ D$. Thus, we have

\[
e \circ DT \varphi = f \circ T \varphi = f'(\varphi) = f' \circ D \varphi = e \circ DT D \varphi.
\]

Since $A_+$ and $E_A$ span $A$ and $A^*$, respectively, it follows that $DT = TD$. But $T$ preserves $D(A) = \text{span}(D(A_+))$, hence $TD = TD$. \hfill \Box

In analogy with how quantum systems decohere to mixtures of pointer states, it is natural to consider Darwinism for frames that can result from decoherence processes.

**Definition 12.** Consider any GPT system $A$. We say that an MCI-frame \( \{\omega_i\} \subset \Omega_A \) together with a corresponding refined measurement \( \{e_i\} \subset E_A \) arises from decoherence if there is a decoherence map $D : A \to A$ such that $D(A_+) = \text{cone}\{\omega_i\}$ and $E_A \circ D = \text{cone}\{e_i\}$.

In this definition, \( \text{cone}\{\omega_i\} \) denotes the set of non-negative linear combinations of the $\omega_i$, i.e. the convex cone of unnormalized states generated by the MCI-frame (similarly for the $\{e_i\}$).

Let \( \{\omega_j^{(i)}\}_{j=0}^{d-1} \) be an MCI-frame of the main system $S$ that arises from decoherence map $D_0$, and similarly let \( \{\omega_j^{(i)}\}_{j=0}^{d-1} \), $i = 1, \ldots, N$, be MCI-frames of the environmental systems $\mathcal{E}_1, \ldots, \mathcal{E}_N$ that arise from decoherence maps $D_1, \ldots, D_N$. Then requirement 4 of Definition 11 implies that there is a decoherence map $D_{0 \ldots N}$ with

\[
D_{0 \ldots N}(\omega_j^{(0)} \circ \ldots \circ \omega_j^{(N)}) = D_0(\omega_j^{(0)}) \circ \ldots \circ D_N(\omega_j^{(N)}).
\]

(Since each $D_i$ is a projection map and since every $\omega_j^{(i)}$ is in its image, we have $D_i(\omega_j^{(i)}) = \omega_j^{(i)}$, and hence

\[
D_{0 \ldots N}(\omega_j^{(0)} \circ \ldots \circ \omega_j^{(N)}) = \omega_j^{(0)} \circ \ldots \circ \omega_j^{(N)}.
\]

Requirement 3 for decoherence maps implies that the classical transformation defined by Eq. (14) (a particular permutation of the classical pure states) is implemented as a reversible transformation $T_{SCI} \in T_A$ on the composite GPT system $A := \mathcal{SE}_1 \ldots \mathcal{E}_N$. This transformation hence robustly spreads classical information in the sense of Definition 6.

Furthermore, consider any state $\nu \in \Omega_S$, and let $\nu_0 := D_0 \nu$. Since the MCI-frame of $S$ arises from $D_0$, there is a convex decomposition $\nu_0 = \sum_{i=0}^{d-1} \lambda_i \omega_i^{(0)}$ with $\lambda_i \geq 0$, $\sum_{i=0}^{d-1} \lambda_i = 1$. Using Lemma 6, we thus obtain

\[
(e_j^{(0)} \circ e_j^{(1)} \circ \ldots \circ e_j^{(N)})T_{SCI}(\nu \circ \omega_k^{(1)} \circ \ldots \circ \omega_k^{(N)}) = e_{j_0 \ldots j_N} \circ D_{0 \ldots N}T_{SCI}(\nu \circ \omega_k^{(1)} \circ \ldots \circ \omega_k^{(N)})
\]

\[
= e_{j_0 \ldots j_N} \circ T_{SCI}D_0 \ldots D_N(\nu \circ \omega_k^{(1)} \circ \ldots \circ \omega_k^{(N)})
\]

\[
= e_{j_0 \ldots j_N} \circ T_{SCI}(\nu_0 \circ \omega_k^{(1)} \circ \ldots \circ \omega_k^{(N)})
\]

\[
= \sum_{i=0}^{d-1} \lambda_i e_{j_0 \ldots j_N} \circ T_{SCI}(\omega_i^{(0)} \circ \omega_i^{(1)} \circ \ldots \circ \omega_i^{(N)})
\]

\[
= \sum_{i=0}^{d-1} \lambda_i e_{j_0 \ldots j_N}(\omega_{i,j_0 + k_1, \ldots, i+k_N})
\]

\[
= \lambda_{j_0} \delta_{j_0, j_0 + k_1, \ldots, j_0 + k_N}.
\]

Furthermore, $e_{j_0}^{(0)}(\nu) = e_j^{(0)} \circ D_0(\nu) = \lambda_{j_0}$. This proves that $T_{SCI}$ generates an idealized Darwinism process.

We summarize our findings in the following theorem:

**Theorem 7.** Consider a composition $\mathcal{SE}_1 \ldots \mathcal{E}_N$ of GPT systems $\mathcal{S}, \mathcal{E}_1, \ldots, \mathcal{E}_N$ that carry $d$-outcome MCI-frames arising from decoherence. This composite system admits a transformation $T_{SCI} \in T_{\mathcal{SE}_1 \ldots \mathcal{E}_N}$ that robustly spreads classical information and that generates an ideal Darwinism process.
Composite systems in quantum theory are unrestricted and satisfy strong symmetry (on states and effects). Furthermore, they admit MCI-frames arising from decoherence in the way specified above. Thus, the existence of an idealized Darwinism process and the robust spreading of classical information in quantum theory follow both as special cases of Theorem 5 and Theorem 7. Apart from standard complex quantum theory, quantum theory over the real numbers is an example of a GPT that also abides by these requirements (and is not tomographically local).

3.4 Darwinism in Spekkens’ Toy Model

If one identifies too many specific restrictions on a GPT, it raises the natural question: “is quantum theory (or some subtheory thereof, such as real quantum theory) the only physical theory that allows for Darwinism?” We answer this in the negative by providing an example that admits Darwinism, but is not quantum theory: Spekkens’ Toy Model (STM) [27].

STM satisfies many of the same restrictions as quantum theory, such as no-signalling and no-cloning, and emulates many quantum behaviours such as complementary measurements, interference, entanglement (and monogamy thereof), and teleportation [27]. Despite this, it is very different from quantum theory: both mathematically and conceptually, since at its core it is a classical local hidden-variable model. What enables this quantum-like behaviour is that the states of maximum knowledge of the system are subject to the epistemic restriction that one knows only half of the possible information about the hidden ontic variable, along with a measurement-update rule that ensures that this restriction is maintained even when one makes sequential measurements on the system.

A more detailed description of STM and its extension into the GPT framework is given in Appendix D. For now, it suffices to remark that the composition of such systems is achieved by composing the underlying hidden classical variable (i.e. by Cartesian product) and applying the epistemic restriction to both the composite system and every subsystem thereof.

As observed by Pusey [47] (and recounted in Appendix D.3), the states within STM may be treated very similarly to the stabilizer subset of quantum theory (for a single system, the state spaces are isomorphic). In particular, a single elementary STM system admits three “toy observables” X, Y and Z which act on the state to produce outputs +1 or −1 – and there is one pure state for each of these six possibilities (|x±⟩, |y±⟩, |z±⟩) and no other pure states. When the “wrong” observable acts on a pure state (e.g. acting on |z+⟩ with X), outcomes +1 and −1 occur with equal probability. In this language, one can define the CNOT analogue for two STM bits “control” C and “target” T:

\[
\text{CNOT} : X_C \mapsto X_C X_T, \quad X_T \mapsto X_T, \\
Z_C \mapsto Z_C, \quad Z_T \mapsto Z_C Z_T.
\] (36)

This can be read as, e.g. \(X_C \mapsto X_C X_T\). “The product of the observation of X on C and X on \(T\) after the transformation \(\text{CNOT}\) yields the same outcome statistics as the observation X on C before the transformation.”

With this shorthand, we hence specify our candidate for an ideal Darwinism process from main system \(S\) onto multiple environments \(E_1, \ldots, E_N\):

\[
\text{FAN} : \quad X_S \mapsto X_S X_{E_1} \ldots X_{E_n}, \quad \forall k : E_{E_k} \mapsto X_{E_k}, \\
Z_S \mapsto Z_S, \quad \forall k : Z_{E_k} \mapsto Z_S Z_{E_k}.
\] (37)

The validity of this, as a transformation in STM, can be verified in one of two ways: the first is to consider a direct implementation of this as a series of pairwise CNOT gates (in the manner of Fig. 1), reasoning (e.g. via category theory [48]) that such composition is permissible. The second way is to note that this map is admissible as a transformation on an analogously defined N-bit quantum stabilizer system, and then use the result of Pusey [47] to infer that this makes FAN a valid STM transformation.

Thus, it remains to verify that such a transformation indeed achieves the desired ideal Darwinistic behaviour and robustly spreads classical information. Suppose we have an initial state of the form \(|\psi\rangle_S \otimes |z+\rangle_{E_1 \ldots E_N}\) where \(|\psi\rangle_S\) is some arbitrary pure STM bit state of the main system, and \(|z+\rangle\) corresponds to the state that always gives output +1 when measured by any observable \(Z\). As for each \(k\), FAN maps \(E_{E_k}\) to \(Z_S Z_{E_k}\), the final state will always have result +1 for joint measurements of \(Z_S Z_{E_k}\) – mandating that the results of \(Z_S\) and \(Z_{E_k}\) are perfectly correlated. (In the case \(E_k\) starts at \(|z-\rangle\), anti-correlation is established.) Therefore the fan-out results in all observers seeing the same outcome as made on the original system.

Our other requirement for Darwinism is that the outcome probability of \(Z_S\) is not changed, and this is also explicitly given by the rule in the map \(Z_S \mapsto Z_S\). In particular \(|z\pm\rangle\) are the only pure states that have non-zero expectation value for the observable \(Z\), and the map does not take any state of main system stabilized by another observable (i.e. X or Y) to any state stabilized by an expression containing Z. As such, since S can only be in one of these possibilities (or convex combination thereof in the GPT extension) this implies that the statistics of \(Z_S\) remain unchanged.

Finally, this transformation also enables robust spreading of classical information. Indeed, allow some of the environmental systems to be initialized in \(|z-\rangle_{E_k}\) instead of \(|z+\rangle_{E_k}\). Then, the conditions \(Z_S \mapsto Z_S\) and \((\pm)_{E_k} \mapsto (\pm)_{Z_S Z_{E_k}}\) imply that, if the
system is initialized in $|\psi\rangle_S = |z+\rangle$ no change occurs in the total state; if $|\psi\rangle_S = |z-\rangle$, then the state of the system is also kept unchanged but all environmental subsystems flip sign. We summarize this with our final theorem of the article:

**Theorem 8** (STM admits an ideal Darwinism process). The FAN operation specified in Eq. (37) implements an idealized Darwinism process, as per Definition 5, and robustly spreads classical information (definition 6).

We conclude this section with some remarks on the implications of this example to the theorems of this paper. First, STM is nonclassical in that it violates Definition 7: e.g., for the MCI-frame distinguishing measurement $Z$, the pure states $|x+\rangle$, $|z-\rangle$, $|y+\rangle$ and $|y-\rangle$ do not give a deterministic response. Thus, as per Theorem 1, the FAN operation creates entangled states from separable ones. E.g., for a system and single environmental bit, the FAN (i.e. CNOT) gate takes the separable state $|x+\rangle_S |z+\rangle_E$ to a “maximally entangled” state, where the ontic state of the two systems is guaranteed to be the same (i.e., the same outcomes will be observed if the same measurement is made on both systems). STM is also nonclassical in the sense of Definition 8, in that there are more than one set of sufficiently different refined measurements, and indeed also STM has entangled effects as mandated by Theorem 2. Although this demonstrates the necessity of entangled effects in a non-classical setting, we can further conclude (by counterexample) that the stronger condition of violating Bell inequalities (see e.g. [49]) is not necessary since STM does not violate these. A similar conclusion follows for contextuality, which is not present in STM [27] and thus shown to be unnecessary for Darwinism.

Secondly, in terms of the sufficient conditions, STM neither admits a decoherence map, nor is it strongly symmetric (as we show in Appendix D.4). This illustrates that the sufficient conditions are not tight — they enable the fan-out dynamic by mandating the existence of all classical dynamics within the theory. However, the fan-out operation can be admitted without requiring universal classical computation — indeed, as above for STM, or existing as a member of the (non-universal [50]) Clifford group in the case of quantum stabilizers.

4 Conclusions and perspectives

Quantum Darwinism provides a mechanism through which crucial aspects of classicality can be understood to emerge in the quantum domain [1–5]. In this article, we generalized an idealized notion of Darwinism, where maximal classical information is perfectly broadcast to an environment split into fractions, to the framework of GPTs. We showed that entanglement, in both states and measurements, is a necessary feature for such a process to be present in generalized theories, and demonstrated that some important physical principles - like strong symmetry and decoherence - provide sufficient structure to admit Darwinism. Finally, we described a mechanism for Darwinism in Spekkens Toy Model, showing that such broadcasting of classical information is not unique to quantum theory, and, moreover, that our sufficient conditions are not tight.

Our results show that objectivity may arise through a Darwinism process in non-classical theories other than quantum theory — adding to the results of Scandolo et al. [51], which analyzed objectivity through State Spectrum Broadcast in GPTs. Complementing a previous result on decoherence [23], our work also shows the important role of entanglement to allow for emergence of classicality, suggesting the counterintuitive principle that locally non-classical theories must also allow for shared non-classicality to allow for the emergence of classical objectivity. In addition, our results show that strongly symmetric and unrestricted GPTs — that is, those endowed with sufficient structure to allow for reversible classical computation and the encoding and decoding of classical information — have sufficient structure for Darwinism to be present.

An important outlook is whether additional features often associated with Quantum Darwinism can also be generalized into this framework, or whether our results also hold for Darwinist processes with less structure than the idealized fan-out transformations considered here. For instance, can we prove similar results if one requires only one initial state of the environment to be a good register (i.e., for minimal Darwinism)? We know this to be the case for Theorem 1 (see the remark in this theorem), but this is not yet shown for the other results. Additionally, in the spirit of ref. [11], what happens if the initial state of the environment is not able to perfectly encode the central system’s information? One could also maintain such idealized features but look into the case in which the classical information that spreads to the environment is non-maximal, as a GPT analog to quantum dynamics that lead to decoherence-free subspaces.

Finally, although this work has been presented with a focus on the origins of classical limits, our results also have a bearing on the general foundations of computation [52, 53]. The Darwinism-enabling fan-out transformation (Eq. (1)) has its origins in classical logic circuits, connecting the output of one logic gate to the input of many others, and its quantum analogue plays a role in the design of quantum neural networks [54]. The conclusions of this article therefore imply that such computation also necessitates the existence of entanglement, if the theory is not strictly classical — meanwhile identifying potential sufficient structure (e.g. no-restriction and strong symmetry) to guarantee that such computation can be performed.
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Appendix

A The pentagon state space

We present an example of a state space [42] (brought to our attention in Janotta et al. [55]) without an MCI-frame (Definition 1), and illustrate its counterintuitive properties.

Example 3 (Pentagon state space). Consider a GPT system with states in $\mathbb{A} = \mathbb{R}^3$ such that $\Omega_\mathbb{A}$ is a regular pentagon (with pure states being the vertices), and with a dual space of effects $E_\mathbb{A}$ subject to the no-restriction hypothesis. Such a system admits a self-dual identification between $\mathbb{A}^+$ and $E_\mathbb{A}$ in the following sense: for each vertex $\omega_j$, there is a unique related effect $e_j \in E_\mathbb{A}$ with $e_j(\nu) = 1 \Rightarrow \nu = \omega_j$; that is, these effects are in one-to-one correspondence with the vertices – and those are exactly the pure effects.

Figure 3: The pentagon effect space. The pure effects (sitting on the extremal rays of the cone) are labeled $\{e_i\}$, and the unit effect is $u_\mathbb{A}$. The complementary effects $\{\bar{e}_i := u_\mathbb{A} - e_i\}$ are not pure, nor are they convex combinations of $\{e_i\}$ – rather, they are linear combinations.

Figure 4: The pentagon state space. Normalized states $\Omega_\mathbb{A}$ are shaded gray. The pure states (labeled $\{\omega_i\}$) correspond to the vertices of a regular pentagon.

Consider the effect space of this theory (drawn in figure 3) where we have labeled the pure effects...
clockwise. Consider also the set of states (drawn in figure 4), labeled in a similar way. The maximal frame is of size two: any pair of pure state whose absolute difference between indices is 2 (modulo 5) lie on “opposite” sides of the pentagon, and form such a frame. Then, both \{\omega_0, \omega_2\} and \{\omega_1, \omega_3\} are maximal frames; their states are distinguished, for example, by \(M_1 = \{e_0, e_0\} \). However \(e_0\) is not pure: it is possible to show (calculating explicitly using the representation described in Janotta et al. [55]) that it is possible to show (calculating explicitly using the representation described in Janotta et al. [55]) that

\[
\bar{e}_0 = \alpha(e_2 + e_3) \quad \text{with} \quad \alpha := \frac{\sec(\pi/5)}{2} \approx 0.6180 > 1/2. 
\]

Thus, one can also perform the refined measurement \(M_2 = \{e_0, \alpha e_2, \alpha e_3\}\) to distinguish the states in either frame \{\omega_0, \omega_2\} or \{\omega_0, \omega_3\}. Here, if \(\omega_0\) is prepared and measurement \(M_2\) made, the outcome associated with \(e_0\) will always be measured. However when \(\omega_2\) is prepared and \(M_2\) measured, with probability \(\alpha\) one will get the outcome associated with \(e_2\), and with probability \(1 - \alpha\) the (“incorrect”) outcome associated with \(e_3\) (but one never gets the outcome associated with \(e_0\)). (Similarly, when \(\omega_3\) is prepared and \(M_2\) measured, \(e_3\) occurs with probability \(\alpha\) and \(e_2\) otherwise).

Suppose someone is promised to receive, with probability \(P(i)\), the state \(\omega_i\) from the set \{\omega_0, \omega_2, \omega_3\} and should guess the value of \(i\). Then, the probability of success when using measurement \(M_1 = \{e_0, e_0\}\) is given by

\[
P_{M_1}^{\text{success}} = P(0) + (1/2)[P(2) + P(3)],
\]

since one can always guess correctly if the outcome related to \(e_0\) clicks but must make a random guess between \(i = 2\) or \(i = 3\) if the other outcome clicks. However, by using \(M_2 = \{e_0, \alpha e_2, \alpha e_3\}\) the success probability is

\[
P_{M_2}^{\text{success}} = P(0) + \alpha[P(2) + P(3)] > \alpha P_{M_1}^{\text{success}},
\]

since \(\alpha > 1/2\). We see that the refined measurement \(M_2\) allows for a higher probability of distinguishing between a set of states which is larger than the size of the maximal frame. In other words, the refined measurement \(M_2\) coarse-grains to the distinguishing measurement \(M_1\). If one understands coarse-graining as erasing of classical information, \(P_{M_2}^{\text{success}} > P_{M_1}^{\text{success}}\) suggests that there was more classical information available than can be encoded onto a maximal frame. Such a phenomenon occurs for every unrestricted GPT built from a polygon state space with an odd number of vertices (see also Massar and Patra [42]). This difference between the amount of classical information that can be encoded into a GPT system and the size of a maximal frame is a violation of a principle that has been called “No Simultaneous Encoding” [56].

By explicitly only allowing MCI-frames (Definition 1) to characterize the classical information to be spread by an idealized Darwinism process (Definition 5), we ensure that no such over-encoding occurs in the systems considered in this article.

### B Pure separable objects

**Lemma 9.** A pure effect is separable if and only if it is a product of pure effects.

**Proof.** Only one direction is non-trivial: suppose that the effect \(e^{1,2,...,N}\) is separable, then it can be written

\[
e^{1,2,...,N} = \sum_i e_i^{(1)} \otimes ... \otimes e_i^{(N)}
\]

where the \(e_i^{(j)}\) are suitable local effects. Since \(e^{1,2,...,N}\) is pure, we must have \(e_i^{(1)} \otimes ... \otimes e_i^{(N)} \propto e^{1,2,...,N}\) for all \(i\). Hence these product effects are all multiples of each other, and \(e^{1,2,...,N} = e^{(1)} \otimes ... \otimes e^{(N)}\) for suitable local effects \(e^{(j)}\). If we could non-trivially decompose any of the \(e^{(j)}\), then we could decompose \(e^{1,2,...,N}\), which would contradict its purity.

For completeness, we also show that pure separable states are products of pure states.

**Lemma 10.** A pure state is separable if and only if it is a product of pure states.

**Proof.** Again, only one direction is non-trivial: suppose \(\omega^{1,2,...,N}\) is separable. Then,

\[
\omega^{1,2,...,N} = \sum_i p_i \omega_i^{(1)} \otimes ... \otimes \omega_i^{(N)},
\]

with \(\omega_i^{(j)}\) local states and \(p_i\), a probability distribution that, without loss of generality, satisfies \(p_i > 0\) for all \(i\). Since \(\omega^{1,...,N}\) is pure, \((\omega_i^{(1)} \otimes ... \otimes \omega_i^{(N)})\), must be all equal to each other. Thus, \(\omega^{1,2,...,N} = \omega^{(1)} \otimes ... \otimes \omega^{(N)}\). Again, if any \(\omega_i^{(j)}\) were a non-pure state, we could decompose \(\omega^{1,2,...,N}\) non-trivially, which would be a contradiction.

### C Quasi-classical MCI-frames in n-gon GPTs

Here we show that existence of quasi-classical MCI-frames is rare among a class of GPTs, namely, the \(n\)-gon theories [55]. These theories are constructed within \(\mathbb{F}^3\). The normalized state space \(\Omega\) of each GPT is a regular polygon with \(n\) vertices, and their effect cones satisfy the no-restriction hypothesis. This class of GPTs is quite rich and interesting. First, taking the limit \(n \to \infty\), one obtains a quantum bit over the real numbers. Second, one can find examples of GPTs that both obey or disobey important principles: for instance, all those with odd \(n\) obey strong symmetry (and therefore are strongly self-dual [40]) as opposed
to those with even \( n \). On the other hand, those with even \( n \) have MCI-frames, which those with odd \( n > 3 \) lack (recall Appendix A for \( n = 5 \), or see Massar and Patra [42] in general). As we shall see below, even among those \( n \)-gon with MCI-frames, only a couple have quasi-classical MCI-frames.

**Example 4** (quasi-classical MCI-frames in \( n \)-gon theories). Consider the \( n \)-gon GPTs \([42, 55]\), whose normalized state space is a regular polygon with \( n \) vertices, and whose effect cones satisfy the no-restriction hypothesis. Among the \( n \)-gon theories that feature MCI-frames (i.e., those with even \( n \) or \( n = 3 \)), only those with \( n = 3, 4 \) feature quasi-classical MCI-frames (see figure 5).

![Figure 5: Quasi-classical MCI-frames in \( n \)-gon GPTs. The red vertices are (choices of) maximal frames and the dashed lines represent the refined distinguishing measurements for that frame. White dots are pure states that assign deterministic probabilities to the distinguishing measurements and blue dots represent the remaining pure states – which do not assign deterministic probabilities to the MCI-frame distinguishing measurements, as they lie between the two dashed lines. For even \( n \geq 6 \), such blue vertices appear. Therefore, the only \( n \)-gon GPTs that have quasi-classical MCI-frames are the classical ‘trit’ \((n = 3)\) and the ‘gbit’ \((n = 4)\).](image)

As we see, almost all \( n \)-gon theories lack quasi-classical MCI-frames. The unique non-classical \( n \)-gon theory that does carry those is the square-shaped GPT (i.e. gbits in the “boxworld” GPT \([18]\)), since the case \( n = 3 \) is a classical ‘trit’. This example shows that requiring quasi-classical MCI-frames – which is a consequence of demanding idealized Darwinism without entangled states, as per Theorem 1 – indeed restricts the considered GPTs quite substantially.

**D Spekkens’ Toy Model**

In this appendix, we briefly review some details of Spekkens’ Toy Model \([27]\) (STM) and its GPT extensions \([21, 25, 57]\).

**D.1 Overview**

STM is essentially a classical local hidden-variable model on which an epistemic restriction is imposed: no more than half the information (as measured in bits) can be known. The simplest (and for our purposes, only) single system in this framework then consists of a so-called ontic hidden variable with four possibilities \( \{1, 2, 3, 4\} \). Valid questions about such system can only narrow down the state to at best two possibilities (e.g. “is the system in \( 1 \lor 2 \)”?) for both affirmative and negative answers to the question. This yields three sets of mutually exclusive questions of the form “is the system in \([X]\)” which we label as follows:

\[
\langle x+ \rangle := 1 \lor 3, \quad \langle x- \rangle := 2 \lor 4, \\
\langle y+ \rangle := 1 \lor 4, \quad \langle y- \rangle := 2 \lor 3, \\
\langle z+ \rangle := 1 \lor 2, \quad \langle z- \rangle := 3 \lor 4. \tag{42}
\]

By the rules of STM, whenever such a question is asked, the ontic state must be randomized within the supporting set of states consistent with the answer to the question. For example, an affirmative answer to question \( \langle z+ \rangle \) will randomize the ontic state of the system to 1 or 2. This randomization ensures we cannot find the exact ontic state, say, by asking two different questions in a row – while maintaining the property that if we ask the same question twice in a row, we will get the same answer. Thus, one may define a set of maximum–knowledge epistemic states in oneto-one correspondence with the affirmative answer to these questions, labeled, e.g., as \( |x+\rangle = 1 \lor 2 \). (STM also admits a “unit” question \( u := \langle \text{is the system in } 1 \lor 2 \lor 3 \lor 4? \rangle \text{ to which the answer is always affirmative; similarly, there is also a maximally mixed state, in which the ontic state can take any value with the same probability.})

The ontic state of a composite system is formed by taking the Cartesian product of each constituent system’s ontic state (written for \( a \) and \( b \) as \( ab \)). The allowed epistemic states in this context then are those that satisfy the epistemic restriction both on the entire system, and also any subsystem thereof. Thus, a two-system epistemic state must admit at least four ontic possibilities. In addition to the Cartesian product of single system states, this also allows for “entangled” states, such as \( 11 \lor 22 \lor 33 \lor 44 \), where even though the local marginal states are maximally mixed, perfect correlation is guaranteed if the same measurement is made on both systems. On the other hand, a state such as \( 11 \lor 12 \lor 33 \lor 44 \) is forbidden. This is because should the \( \langle z+ \rangle \) measurement on the
second system be answered in the affirmative, then the first system is definitely in state 1, which violates the epistemic restriction. It can thus be seen that STM is self-dual by construction: every maximum–knowledge measurement outcome can be uniquely identified with a maximum–knowledge epistemic state [47].

Transformations in the theory are performed by permuting the underlying hidden variable, in such a way that no valid epistemic state is taken to an invalid state. For single systems, every permutation is valid — but this is not the case for multipartite systems. Since these permutations are a finite group, when searching for a transformation that achieves a desired outcome (e.g. exhibits Darwinism), one can (with computer assistance) exhaustively search through possible transformations to find one that achieves the desired aims — or otherwise rule out its existence entirely [58]. However, by formalizing the similarity between STM and the stabilizer subset of quantum mechanics, Pusey [47] enables an elegant sufficient condition for the existence of a transformation, which we will subsequently describe.

D.2 GPT Extension

First, however, let us remark on the extension of STM into the GPT framework. In particular, STM defines a discrete state space with a finite number of states — so in order to treat it as a GPT, we must make it continuous. This is done in the obvious way: we treat the questions such as “is the system in 1 ∨ 2?” as an effect, and then admit all convex combinations of such effects. A complete (i.e. at least one question answers in the affirmative for any state) and mutually exclusive (i.e. no more than one question answers in the affirmative) set of questions maps to a set of effects that form a normalized measurement (i.e. will sum to the unit effect). Meanwhile, each set of epistemic states of maximum knowledge with no overlap in their ontic variable support (e.g. \{1 ∨ 2, 3 ∨ 4\}) form maximal frames, in which the maximum-knowledge epistemic states are extremal. We then allow convex combinations of such states as “mixed” states, yielding a theory dubbed STM–GPT. The set of allowed transformations on the theory are then defined as exactly those allowed on the (non-GPT) STM, and due to linearity, each of these uniquely extends into a transformation on the STM–GPT state space \(^5\).

One representation of a single system in STM–GPT in \(R^4\) is to identify each ontic state with a Cartesian vector, \(\vec{d}_1 := (1, 0, 0, 0)^T\), \(\vec{d}_2 := (0, 1, 0, 0)^T\), \(\vec{d}_3 := (0, 0, 1, 0)^T\), \(\vec{d}_4 := (0, 0, 0, 1)^T\), and then write each epistemic state \(x \lor y\) as the vector \(\frac{1}{2} (\vec{e}_x + \vec{e}_y)\)

\(^5\)This implies that not all symmetries of the state space of STM-GPT belong to the group of allowed transformations, \(\mathcal{T}\). For instance, the rotation in the z-axis which permutes \(|y+\) \(\rightarrow |z+\), \(|y−\) \(\rightarrow |z−\), \(|x+\) \(\rightarrow |y+\) is a symmetry of the octahedron but is not an allowed transformation in the ontic state space (see figure 6).  

(see Fig. 6). Here \(A = R^4\) and \(\Omega_A\) is the convex combination of such (geometrically: this is the octahedron formed by connecting the midpoint of every line in a tetrahedron [21]). As observed in Janotta and Lal [25], the unrestricted dual of this space is cubic (i.e. a gbit) — but STM does not follow the no-restriction hypothesis. Rather, instead the space of effects can be represented by exactly the same vector space (carrying forward the self-duality-by-construction of STM), where the self-dualizing inner product \((e, \rho) := 2e \cdot \rho\) is directly proportional to the Euclidean inner product on the real vector spaces.

An analogous representation can also be formed for \(n\) STM-GPT systems in \(R^{4^n}\). Take the Cartesian product \(\{\vec{d}_1, \vec{d}_2, \vec{d}_3, \vec{d}_4\}^{\otimes n}\) to find the set of ontic states, and likewise define the epistemic set as valid (as per above) mixtures thereof. For example, \(11 \lor 22 \lor 33 \lor 44\) is represented here as \(\frac{1}{2} (\vec{d}_1 + \vec{d}_2 + \vec{d}_3 + \vec{d}_4)\). Meanwhile, product states of lower-dimensional STM-GPT systems are simply found by the tensor product. For example, \(1 \lor 2 \otimes 1 \lor 3 \equiv 11 \lor 13 \lor 21 \lor 23\) satisfies \(\frac{1}{2} (\vec{d}_1 + \vec{d}_2) \otimes \frac{1}{2} (\vec{d}_1 + \vec{d}_2) = \frac{1}{4} (\vec{d}_{11} + \vec{d}_{13} + \vec{d}_{21} + \vec{d}_{23})\). This also allows for a self-dualizing inner product: \(\langle \vec{e}, \vec{\rho} \rangle := 2^n \vec{e} \cdot \vec{\rho}\).

D.3 Stabilizer Formalism

Stabilizer groups originate in group theory, but have been adapted for use in quantum theory in the context of error-correcting codes and measurement-based quantum computation, as they provide concise ways to describe certain high-dimensional quantum states.

Essentially, a transformation \(T\) is said to stabilize a state \(|\psi\) if \(T|\psi\rangle = |\psi\rangle\) [59]. Listing enough simultaneous stabilizing transformations may be enough to uniquely define a state (up to global phase): for example, the only two qubit state stabilized by both \(\sigma_y \otimes \sigma_x\).
and $\sigma_z \otimes \sigma_z$ is the Bell state $|\Psi\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle)$.

The stabilizer subset of quantum theory are exactly the $n$ qubit states that can be so described, when the stabilizers are taken from the Pauli group $P_n := \{ \pm 1, \pm i\sigma_x, \pm i\sigma_y, \pm \sigma_x, \pm \sigma_y \}^n$.

STM-(GPT) shares many similarities with the convex hull of quantum stabilizer states [47]. For instance, a qubit has six distinct pure qubit stabilizer states (stabilized by the Hermitian elements $\pm \sigma_x$, $\pm \sigma_y$, and $\pm i\sigma_z$). Meanwhile, for an STM bit (using the GPT representation above), we can similarly define three “observable” matrices:

\[
\begin{align*}
X & := \text{diag}(1, -1, 1, -1), \\
Y & := \text{diag}(1, -1, 1, 1), \\
Z & := \text{diag}(1, 1, -1, -1),
\end{align*}
\]

such that for each measurement, there is a unique (pure) epistemic state corresponding to the $-1$ eigenvector from each (e.g. $X|x+\rangle = |x+\rangle$) and this covers all pure epistemic states. We can identify each of $X$, $Y$ and $Z$ respectively with the ontic state permutations

\[
X \leftrightarrow 3412, \quad Y \leftrightarrow 4321, \quad Z \leftrightarrow 2143,
\]

along with an identity element $I := \text{diag}(1, 1, 1, 1) \leftrightarrow 1234$. Then $\{I, X, Y, Z\}$ together with matrix multiplication is the Klein four-group $V$ and is isomorphic to the permutation subgroup $\{1234, 3412, 4321, 2143\}$. The Cartesian product of these matrices with $\mathbb{Z}_2 = \{+1, -1\}$ forms the toy stabilizer group $G := \mathbb{Z}_2 \otimes V = \{ \pm I, \pm X, \pm Y, \pm Z \}$.

Unlike the Pauli group, this group is Abelian with $XZ = ZX = Y$ (cf. $\sigma_x \sigma_z = -\sigma_z \sigma_x = -i \sigma_y$). For $n$ bit systems, we denote the application of $T \in V$ to the $k$th system as $T_k := I^\otimes (k-1) \otimes T \otimes I^\otimes (n-k)$. Finally, let us define the map $m : V^n \rightarrow P^n$ that makes an obvious identification between STM stabilizers and quantum stabilizers (e.g. $m : I_1 X_2 \mapsto \{ \pm X \otimes \sigma_x \}$.

Now we may use the result of Pusey [47]: if a set of independent quantum stabilizers $m(R^1), m(R^2), \ldots, m(R^k)$ describes a unique quantum state, then $R^1, R^2, \ldots, R^k$ describes a unique epistemic state in STM. Moreover, if a map on a set of quantum stabilizers $T : m(A^1) \mapsto m(B^1), \ldots, m(A^k) \mapsto m(B^k)$ defines a unitary quantum transformation and $m(A^1) \ldots m(A^k)$ are a canonical generating set, then $A^1 \mapsto B^1, \ldots, A^k \mapsto B^k$ defines a valid STM transformation. The full definition of canonical generating set is complicated, but for our purposes, it suffices to note that $\{X_1, \ldots, X_k, Z_1, \ldots, Z_k\}$ is one such set. With the aid of these sets, we can construct the FAN transformation (defining how it acts on each $X_k / Z_k$, that broadcasts information about the measurement $\{\langle z+\rangle, \langle z-\rangle\}$ to the environment, (see equation (37)).

D.4 STM is not strongly symmetric, nor does it have a decoherence map

In this section, we show that stabilizer quantum theory and (GPT-)STM fail to admit a decoherence map (in the sense of Richens et al. [23], as adapted in Definition 11), and similarly neither theory obeys strong symmetry.

Lemma 11. Stabilizer quantum states do not admit a decoherence map.

Proof. By counterexample. Consider the classical 3-bit control-control-NOT gate that flips the third bit only if the first two bits are in state 1, and otherwise does nothing. This corresponds to a Toffoli gate in the quantum circuit, which is not a member of the Clifford group [50], and hence not a valid quantum stabilizer transformation. This violates condition 3 of Definition 11: there is a classical reversible transformation that cannot be induced by a transformation in the theory.

As we have argued in the main text, the ability to induce any reversible classical transformation on a frame’s states (effects) is a necessary condition for strong symmetry on states (on effects) in a GPT system. Thus, we conclude:

Lemma 13. Neither stabilizer quantum theory nor Spekkens’ toy model satisfy strong symmetry (on states or effects).