An Application of Hyperspectral Image Clustering Based on Texture-Aware Superpixel Technique in Deep Sea
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Abstract: This paper aims to study the application of hyperspectral technology in the classification of deep-sea manganese nodules. Considering the spectral spatial variation of hyperspectral images, the difficulty of label acquisition, and the inability to guarantee stable illumination in deep-sea environments. This paper proposes a local binary pattern manifold superpixel-based fuzzy clustering method (LMSLIC-FCM). Firstly, we introduce a uniform local binary pattern (ULBP) to design a superpixel algorithm (LMSLIC) that is insensitive to illumination and has texture perception. Secondly, the weighted feature and the mean feature are fused as the representative features of superpixels. Finally, it is fused with fuzzy clustering method (FCM) to obtain a superpixel-based clustering algorithm LMSLIC-FCM. To verify the feasibility of LMSLIC-FCM on deep-sea manganese nodule data, the experiments were conducted on three different types of manganese nodule data. The average identification rate of LMSLIC-FCM reached 83.8%, and the average true positive rate reached 93.3%, which was preferable to the previous algorithms. Therefore, LMSLIC-FCM is effective in the classification of manganese nodules.
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1. Introduction

Manganese nodules, also known as poly-metallic nodules (PMNs), are rich in copper, nickel, cobalt, lithium, and other raw materials necessary for producing high-tech products [1]. The metal reserves of manganese nodules are enormous. The Clarion-Clipperton Zone alone in the Eastern Pacific contains more manganese, cobalt, nickel, tellurium, titanium, and yttrium than their combined reserves on land [2]. It is a strategic mineral resource most likely to be acquired preferentially from the seabed. At present, the exploration methods commonly used for manganese nodules are roughly divided into three categories [3]: physical sampling [4], acoustic detection [5], and optical image analysis [6]. Among them, the optical image analysis better combines the characteristics of the other two methods, but there are still problems with this method, such as low resolution [7]. Hyperspectral imaging, as high-resolution imaging technology, has gradually attracted the attention of researchers.

Hyperspectral images are obtained by imaging the target area with many continuous and subdivided spectral bands. Each pixel in the image contains a continuous spectral curve, and the spectral curves obtained by different materials are different [8]. In addition, it can identify and classify objects on a fine scale due to its high spatial-spectral resolution [9]. Therefore, researchers started to apply this technique in the marine field. However, the penetration depth of most light wavelengths does not exceed 50 m, limiting its applications to shallow waters in the early days [10,11]. However, with active underwater hyperspectral imagers (UHI) [12], hyperspectral technology is now being applied to the deep sea. For
example, Foglini et al. [13] used UHI to map seafloor habitats. Odegard et al. [14] made use of hyperspectral technology for marine archaeology. Dumke et al. [15] collected deep-sea hyperspectral data and classified manganese nodules by SVM. Zhang et al. [16] achieved the unsupervised classification of manganese nodules through deep fuzzy clustering. These studies proved that hyperspectral technology has immense potential in the deep-sea field.

Although hyperspectral technology has achieved initial success in the deep-sea field, it still faces enormous challenges. Firstly, there is spectral-spatial variability in hyperspectral images [17], that is, the pixels of the same substance exhibit different spectral characteristics. Secondly, the light source as an integral part of the UHI system dramatically impacts the quality of hyperspectral imaging [18]. Especially in the deep ocean, there will be much noise due to the variation in the light intensity [19]. In addition, labeling the deep-sea data is also extremely difficult. It is easily affected by subjective factors, such as fatigue, cognition, and others to produce false labels [20].

In order to deal with the inefficiency, which is mainly caused by spectral-spatial variation, researchers proposed local segmentation of hyperspectral information. Through the smooth feature of local space, the interference of internal noise points is reduced and the spatial spectral information is effectively utilized. In addition, it also changes the amount of data from pixel to regional level, significantly reducing computational complexity [21]. However, a fixed spatial structure is not enough for all situations. Sometimes, many different categories of information are contained in the same structure, interfering with subsequent processing. In an adaptive neighborhood segmentation method, superpixel can change the region’s shape according to the data space structure, thus reducing the possibility of including different objects in the same region [17]. There are currently two broad categories of commonly used superpixel methods: the first is graph-based methods, such as superpixel lattices (SL) [22] and entropy rate superpixel (ERS) [23] and the second is gradient ascent-based methods, such as simple linear iterative clustering (SLIC) [24] and Manifold SLIC (MSLIC) [25]. These methods have been widely used in hyperspectral image processing and achieved good results [17,26–28], but segmentation quality depends mainly on the difference between pixels. MSLIC can better discover the internal relationship between pixels by mapping to high-dimensional space for iteration, but it is still affected by illumination noise.

The stability of underwater illumination is generally ensured by improving imaging systems and equipment [19]. However, due to the complex environment of the deep sea, there will still be changes in the light intensity. Therefore, this factor needs to be considered when processing underwater hyperspectral data to minimize light interference. In practical applications, the most crucial property of Local Binary Patterns (LBP) is robustness to monotonic grayscale changes, i.e., insensitivity to illumination changes [29]. Therefore, LBP can effectively alleviate the error caused by illumination changes while utilizing the texture information of manganese nodules. The Uniform Local Binary Pattern (ULBP), as an improved version of the LBP operator, reduces lines of code and the interference of high-frequency noise. It is more suitable for use in complex environments. Therefore, this paper attempts to introduce the ULBP operator into the superpixel algorithm to increase the texture perception ability, while alleviating the errors caused by lighting conditions.

In addition, this paper presents an unsupervised learning method to solve the complex problem of deep-sea label acquisition. As an unsupervised learning method, fuzzy clustering method (FCM) technique has been widely used in various aspects of the hyperspectral field and achieved satisfactory results [30–33]. However, FCM has problems, such as the lack of neighborhood information in the pixel and membership space [34]. It is also susceptible to outliers. As an adaptive neighborhood algorithm, the superpixel algorithm can effectively make up for the shortcomings of the current FCM.

Therefore, in this paper, local binary pattern manifold superpixel-based fuzzy clustering method (LMSLIC-FCM) is proposed to realize the exploration of seabed poly-metallic nodules. We introduce ULBP to improve the Manifold SLIC (MSLIC) to obtain a local binary pattern manifold superpixel (LMSLIC). Then, we combine it with fuzzy clustering method
to get LMSLIC-FCM which is suitable for deep-sea hyperspectral image classification. The main contributions of this method are as follows:

1. Introducing a superpixel to replace the fixed spatial structure reduces the possibility of foreign objects in the same area and suppresses noise interference to a certain extent;
2. The introduction of the ULBP operator increases the texture perception ability of the superpixel algorithm and alleviates the noise interference caused by the lighting conditions during the segmentation process;
3. The recognition task of manganese nodules was completed by fusing the superpixel algorithm and clustering algorithm. The average recognition rate was 83.8%.

The rest of this article is as follows. The second section introduces the specific process of the LMSLIC-FCM algorithm. The third section introduces the experimental results of the proposed algorithm on the manganese nodules dataset and the comparison with other methods. Finally, the fourth section concludes and discusses future work.

2. Methods

The proposed LMSLIC-FCM structure is illustrated in Figure 1. Firstly, principal component analysis (PCA) is used to reduce the dimensionality of the original data, and then ULBP to extract texture features. Secondly, extracted texture features are introduced into MSLIC for improvement and a new iterative formula is proposed. Then, we iterate in high-dimensional space to get super pixels with texture perception ability. Finally, the representative features are extracted for each superpixel and combined with the fuzzy clustering algorithm to achieve superpixel clustering.

![Figure 1: Schematic diagram of LMSLIC-FCM algorithm structure.](image)

### 2.1. LMSLIC

In this paper, we define a stretching transformation $\Phi$. The process is as follows:

$$
\Phi(p) = \left( \frac{u}{S}, \frac{v}{S}, \frac{g_1}{M}, \ldots, \frac{g_b}{M}, \frac{t_1}{M}, \ldots, \frac{t_b}{M} \right)
$$

(1)

where $(u, v)$ represents the position of the pixel $p$ in the hyperspectral image, $S$ represents step length, $g^i$ represents the spectral value of the $i$th band of the pixel, $t^i$ represents the
texture value of the \(i\) th band of the pixel, \(i = \{1, 2, \ldots, b\}\), \(b\) is the maximum number of spectral bands, and \(M\) represents the compactness in which the parameter \(S\) is given:

\[
S = \sqrt{\frac{N}{K}}
\]

where \(N\) represents the total number of image pixels, \(K\) represents the number of initial superpixels.

Then, we define \(Area(\Phi(\square_p))\) as the area of \(\square_p\). The process is given:

\[
Area(\Phi(\square_p)) \approx Area(\Phi(A_{c_1c_2c_3})) + Area(\Phi(A_{c_3c_4c_1}))
\]

where the quadrilateral \(\square_p\) is defined to represent a square formed by four vertices \(c_1, c_2, c_3, c_4\) with \(p\) as the center, \(Area(\Phi(A_{c_1c_2c_3}))\) represents the area of the curved-sided triangle formed by \(c_1, c_2, c_3\) in the high-dimensional space in which the structure and transformation process of \(\square_p\) are shown in Figure 2, and the parameter \(Area(\Phi(A_{c_1c_2c_3}))\) is shown below:

\[
Area(\Phi(A_{c_1c_2c_3})) \approx \frac{\|\Phi(c_2)\Phi(c_1)\| + \|\Phi(c_2)\Phi(c_3)\|}{2} \sin \theta
\]

where \(\theta\) represents the angle between the two vectors.

**Figure 2.** The structure and transformation process of \(\square_p\).

In addition, we define \(Area(\Phi(\Omega(s_i)))\) as the area of all pixels in the \(2\lambda_iS \times 2\lambda_iS\) region centered on \(s_i\) and define \(Area(V(\Phi(s_i)))\) as the total area of pixels in the superpixels. In addition, \(\lambda_i\) represents scaling factor, \(i = \{1, 2, \ldots, K\}\). They are given:

\[
Area(\Phi(\Omega(s_i))) = \sum_{2\lambda_iS \times 2\lambda_iS} Area(\Phi(\square_p))
\]

\[
Area(V(\Phi(s_i))) = \sum_{p \in V} Area(\Phi(\square_p))
\]

\[
\lambda_i = \sqrt{W / Area(\Phi(\Omega(s_i)))}
\]

where \(V\) represents the set of superpixels after mapping, \(W\) represents a local search range. The detail is given:

\[
W = 4\sum^K Area(\Phi(\square_p)) / K
\]

Besides, in order to obtain texture features, PCA is first used for data dimensionality reduction to retain the primary information. Then, the ULBP operator extracts the texture information according to the bands after the dimensionality reduction to form a texture map. ULBP is an improved version of LBP. It calculates the number of transitions between
0 and 1 based on LBP and considers the transitions more than two times as a non-uniform pattern, and classifies others as a uniform pattern. The specific process is as follows:

\[
L(x_c, y_c) = \begin{cases} 
\sum_{i=0}^{q-1} h(g_i - g_c) U(x_c, y_c) \leq 2 \\
q + 1 & \text{otherwise}
\end{cases}
\]

(9)

where \( L \) represents the eigenvalue after ULBP encoding, \( U(x_c, y_c) \) indicates the number of transitions in encoding, \((x_c, y_c),(x_c, y_c)\) is the coordinate of the central position, \( g_i \) represents the spectral value of the \( i \) th element, \( g_c \) represents the spectral value at the central position, \( q \) is the number of surrounding elements, and \( h \) is the threshold of ULBP in which, the parameter \( h \) is given:

\[
h(x) = \begin{cases} 
1 & x \geq 0 \\
0 & x < 0
\end{cases}
\]

(11)

The acquisition process of texture spectrum \( T^{m \times n \times b} \) of hyperspectral image is shown below:

\[
T^{m \times n \times b} = \{L_0^{m \times n}, L_1^{m \times n}, \ldots, L_b^{m \times n}\}
\]

(12)

where \( m \times n \) is the size of the hyperspectral image.

What’s more, we define \( D(\Phi(p_1), \Phi(p_2)) \) as the similarity measure in the iterative process. The detail is as follow:

\[
D(\Phi(p_1), \Phi(p_2)) = \sqrt{ad_c + (1 - a)d_t}^2 + d_s^2, \ 0 \leq a \leq 1
\]

(13)

where \( d_s \) is the spatial distance, \( d_c \) is the spectral distance, \( d_t \) is the texture distance, \( a \), in which the parameters \( d_s, d_c \) and \( d_t \) are given:

\[
d_s(\Phi(p_1), \Phi(p_2)) = \sqrt{(u_1 - u_2)^2 + (v_1 - v_2)^2} / S
\]

(14)

\[
d_c(\Phi(p_1), \Phi(p_2)) = \sqrt{\sum_{i=0}^{b} (g_i^1 - g_i^2)^2} / M
\]

(15)

\[
d_t(\Phi(p_1), \Phi(p_2)) = \sqrt{\sum_{i=0}^{b} (t_i^1 - t_i^2)^2} / M
\]

(16)

In addition, in the iterative process, the data is projected from the high-dimensional space to the original plane to calculate the centroid \( c_i \) of each region. The process is given:

\[
c_i = \frac{\int_{r \in V_i} rdr}{\int_{r \in V_i} dr}
\]

(17)

where \( i \) represents the \( i \) th superpixel set, \( i = \{1, 2, \ldots, K\} \), \( V_i \) denotes the set of superpixel on the original plane.

Finally, we define \( err \) as the error function in the superpixel iteration process, i.e.,

\[
err = \sum_{i=1}^{K} \sum_{s \in V_i} D(\Phi(s), \Phi(c_i))
\]

(18)

Then, \( err < \rho \) is the convergence condition, where \( \rho \) is a constant.
2.2. Superpixel Fuzzy Clustering

The segmentation of hyperspectral images using the superpixel method produces superpixels, denoted by \{V_1, V_2, \ldots, V_k\}, where \(V_i = \{s_1, s_2, \ldots, s_{n_i}\}\), \(s_j\) denotes the \(j\) th pixel in the superpixel and \(n_i\) denotes the total number of pixels in \(V_i\).

The mean features \(\bar{x}_i\) of the superpixels are obtained by mean filtering. The detail is given:

\[
\bar{x}_i = \frac{1}{n_i} \sum_{s_j \in V_i} s_j
\]

(19)

It is necessary to take the superpixel as a whole, and its mean feature represents the features of all pixels inside the superpixel. However, relying solely on mean filtering may distort the data, making it challenging to reflect regional features accurately.

Therefore, considering the importance of individual pixels \(s_j\) in the superpixel, the weighted mean filtering method is used to extract the features in each superpixel. The high spectral similarity with the centroid for the superpixel will result in a greater contribution.

The weighted mean feature \(x_i\) of the \(i\) th superpixel is defined as follows:

\[
x_i = \frac{1}{n_i} \sum_{s_j \in V_i} w_{s_j} s_j
\]

(20)

where the weight \(w_{s_j}\) is defined as:

\[
w_{s_j} = \exp \left( -\frac{b}{\sum_{k=0}^{b} \left( g^k_{s_j} - g^k_i \right)^2} \right) / \sum_{s_j \in V_i} \exp \left( -\frac{b}{\sum_{k=0}^{b} \left( g^k_{s_j} - g^k_i \right)^2} \right)
\]

(21)

However, the weighted mean feature is not smooth and may lead to increased noise in some cases. Therefore, taking this into account, we use the feature fusion method to fuse the two features, the smoothness of the weighted mean and the contribution of each internal pixel, to obtain a new feature \(Y^{K \times 2b} = \{\bar{x}, X\}\), where \(\bar{x} = \{\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_K\}\) and \(X = \{x_1; x_2; \ldots; x_K\}\) are the set of corresponding features. The feature information redundancy is then reduced by the PCA method to obtain the representative feature \(Y^{K \times b}\) of the superpixel. The process is given:

\[
Y^{K \times b} = PCA (Y^{K \times 2b})
\]

(22)

After obtaining the representative superpixel feature, it is used as the input image of FCM to perform fuzzy clustering by superpixel. The objective function \(J\) is defined as:

\[
J = \sum_{i=1}^{K} \sum_{j=1}^{C} u^a_{ij} \|y_i - o_j\|^2, 1 \leq a
\]

(23)

where \(i = \{1, 2, \ldots, K\}, j = \{1, 2, \ldots, C\}\), \(K\) is the number of superpixel, \(C\) is the number of clusters, \(a\) is the fuzzy coefficient, \(u_{ij}\) denotes the fuzzy affiliation between the \(i\) th superpixel and the \(j\) th cluster center, \(y_i\) denotes the representative feature of the \(i\) th superpixel satisfying \(y_i \in Y^{K \times b}\), and \(o_j\) denotes the cluster center of the \(j\) th class in which, the parameters \(u_{ij}\) and \(o_j\) are given:

\[
u_{ij} = \frac{1}{\sum_{k} \frac{\|y_i - o_j\|}{\|y_i - o_k\|}}
\]

(24)
\[ o_j = \frac{\sum_{i=1}^{K} u_{ij}^a y_i}{\sum_{i=1}^{K} u_{ij}^a} \]  

(25)

Finally, we define \( \varepsilon_k \) as the fuzzy affiliation error:

\[ \varepsilon_k = \max_{ij} \left\{ \left| u_{ij}^{k+1} - u_{ij}^k \right| \right\} \]  

(26)

where \( k \) represents the \( k \)th iteration process. Then, \( \varepsilon_k < \delta \) is the convergence condition in which \( \delta \) is a constant.

2.3. Algorithm Process

This paper combines LMSLIC and FCM to form the LSMLIC-FCM algorithm. The process of Algorithm 1 is as follows,

Algorithm 1 LSMLIC-FCM

Input: Hyperspectral images, \( K, \delta, \rho, C, a, M \)
1: Obtain \( T^{m \times n \times b} \)
2: Initialize seeds \( \{s\} \), \( d(p) = \infty \), \( err = \infty \), \( k = 0 \), \( \varepsilon_k = \infty \), calculate \( W \) and \( S \)
3: While \( \varepsilon_k > \delta \) do
4: While \( err > \rho \) do
5: \( i \leftarrow 1 \)
6: While \( s_i \) in \( \{s\} \) do
7: Calculate \( \text{Area}(\text{Area}(s_i))) \), \( \lambda_i \), \( i \leftarrow i + 1 \)
8: End While
9: \( i \leftarrow 1 \)
10: While \( s_i \) in \( \{s\} \) do
11: If \( \lambda_i < 0.5 \) and \( \text{Area}(\text{Area}(s_i))) > W/4 \) then
12: Split huge superpixel
13: End if
14: \( i \leftarrow i + 1 \)
15: End while
16: \( i \leftarrow 1 \)
17: While \( s_i \) in \( \{s\} \) do
18: Calculate \( D(\text{Area}(s_i)), \text{Phi}(s_i)) \), where \( p \) in \( 2\lambda_i S \times 2\lambda_i S \) region centered at \( s_i \)
19: If \( D(\text{Area}(\text{Area}(s_i))) < d(p) \) then
20: Update \( d(p) = D(\text{Area}(\text{Area}(s_i))) \)
21: End if
22: \( i \leftarrow i + 1 \)
23: End while
24: \( i \leftarrow 1 \), \( err \leftarrow 0 \)
25: While \( s_i \) in \( \{s\} \) do
26: Calculate \( \text{Area}(\text{Area}(s_i))) \), \( c_i \) and update \( err \)
27: \( i \leftarrow i + 1 \)
28: End while
29: End while
30: Calculate \( Y^{K \times b} \), \( k \leftarrow k + 1 \), update \( \varepsilon_k \)
31: End while
Output: Classification results

3. Results and Discussion

3.1. Dataset

The data used in this experiment are from the underwater hyperspectral dataset provided by Dumke et al. [35], which was collected using a new underwater hyperspectral imager (UHI) mounted on the ROV at a water depth of approximately 4200 m. The original dataset contained 112 bands of wavelengths from 378 to 805 nanometers. Dumke et al.
removed the bands with the highest levels of noise interference, leaving 83 bands of wavelengths between 400 and 710 nanometers.

3.2. Experimental Setup

The dataset does not provide labels and cannot be calculated to obtain a precise overall accuracy (OA). Therefore, this paper refers to the manual counting method of Dumke et al. [15] to determine the actual number of manganese nodules in each dataset and to calculate the parameters, such as the identification rate, true positive rate, and false positives.

3.3. Superpixel Analysis

Since the dataset used in this paper does not have superpixel labels, it is impossible to calculate the boundary recall rate, under-segmentation error, and other indicators to measure the segmentation performance. Therefore, pictures are used to compare the difference between LMSLIC and MSLIC segmentation performance. First, we set $\rho = 10^{-9}$. Then, the initial parameters of this part are obtained by traversing the grid search method, and finally, the parameters with the highest classification accuracy are selected as the optimal parameters.

It can be seen from Figure 3 that the No. 7 dataset [35] is the best when $K = 10000$, and the true positive rate decreases when the number of superpixels continues to increase. Because a too high value of $K$ will cause over-segmentation, and the pixels of the same manganese nodules are divided into different superpixel sets. Thus, the elements in the set are reduced, making the features not smooth enough and affecting the classification accuracy. In addition, the superpixel algorithm presented in this paper automatically splits and merges some superpixels in the iterative process, leading to consistent parameter effects within a specific range. Therefore, the experimental interval was set to 3000.

![Figure 3. Selection of the number of superpixels.](image)

The superpixel segmentation performance of each dataset is shown in Figure 4. It can be seen that LMSLIC segments the boundaries which were not identified in MSLIC, and the segmentation by LMSLIC is refined to a higher degree. Compared with MSLIC, the superpixel algorithm in this paper introduces a ULBP operator to construct texture spectrum, which enriches the information of manganese nodules, while improving the anti-interference ability. Therefore, it can better identify the boundary and is more sensitive to internal elements.
Figure 4. Partial segmentation diagram. (a) the No.7 dataset (Ours) (b) the No.7 dataset (MSLIC) (c) the No.4 dataset (Ours) (d) the No.4 dataset (MSLIC) (e) the No.10 dataset (Ours) (f) the No.10 dataset (MSLIC).

3.4. Cluster Analysis

In this paper, a grid search is performed on the number of clusters and fuzzy coefficients, and the optimal parameters of each data are obtained when the value of the objective function $J$ is a stable transition point. First, the parameter search range was set according to FCM. The search range of the number of clusters $C$ is $(1, 11)$. The search range of the fuzzy coefficient $a$ is $(1, 1.9)$. Second, the search step size was set in both directions. Finally, take $C$ as the main direction and $a$ as the secondary direction to search for the final parameters. In addition, we set $\delta = 10^{-9}$. The experimental results are shown in Figure 5.
It can be seen from Figure 5 that the curvature is largest when $a = 1.3$, $C = 5$. When the parameter $C$ and $a$ continues to increase, the slope of $J$ becomes flat, indicating that the parameter is closest to the actual parameter. Therefore, it is the optimal parameter for clustering at this time.

Consider that deep-sea hyperspectral data lack classification methods, to verify the classification performance of LMSLIC-FCM on manganese nodules data, we compared the proposed method with K-means, MSLIC-FCM, and DKFCM. The experimental results are listed in Table 1. Firstly, DKFCM is a manganese nodule classification algorithm proposed by Zhang et al. [16]. Secondly, as a primary clustering algorithm, K-means is used to verify the effectiveness of LMSLIC-FCM. Finally, MSLIC-FCM is obtained by combining MSLIC [25] and superpixel-based fast fuzzy C-means [34], which is the basis of the improved method in this paper.

Table 1. Experimental results.

| Track         | Manual Count | No. of Identified Nodules | No. of Correct Nodules | No. of False Positives | No. of False Negatives | Identification Rate | True Positive Rate |
|---------------|--------------|----------------------------|------------------------|------------------------|------------------------|---------------------|-------------------|
| LMSLIC-FCM    | 4            | 32                         | 35                     | 32                     | 3                      | 0                   | 91.4%             | 100%              |
|               | 7            | 17                         | 20                     | 16                     | 4                      | 1                   | 80.0%             | 94.1%             |
|               | 10           | 28                         | 30                     | 24                     | 6                      | 4                   | 80.0%             | 85.7%             |
|               | AVG          |                            |                        |                        |                         |                     | 83.8%             | 93.3%             |
| MSLIC-FCM [25] + [34] | 4 | 32                         | 36                     | 30                     | 6                      | 2                   | 83.3%             | 93.8%             |
|               | 7            | 17                         | 20                     | 15                     | 5                      | 2                   | 75.0%             | 88.2%             |
|               | 10           | 26                         | 32                     | 25                     | 7                      | 3                   | 78.1%             | 89.3%             |
|               | AVG          |                            |                        |                        |                         |                     | 78.8%             | 90.4%             |
| DKFCM [16]    | 4            | 32                         | 38                     | 31                     | 7                      | 1                   | 81.6%             | 96.9%             |
|               | 7            | 17                         | 24                     | 16                     | 8                      | 1                   | 66.7%             | 94.1%             |
|               | 10           | 28                         | 34                     | 28                     | 6                      | 0                   | 82.4%             | 100%              |
|               | AVG          |                            |                        |                        |                         |                     | 76.9%             | 97%               |
| K-means       | 4            | 32                         | 43                     | 27                     | 16                     | 6                   | 62.8%             | 84.4%             |
|               | 7            | 17                         | 28                     | 16                     | 12                    | 1                   | 57.1%             | 94.1%             |
|               | 10           | 26                         | 40                     | 25                     | 15                    | 3                   | 62.5%             | 89.3%             |

1 Identification rate = the number of correct nodules/the number of identified nodules [15]. The optimal value is indicated in bold.
In addition, the clustering results of data No. 7 are shown in Figure 6. The red circles represent true nodules, the blue circles represent missed nodules, and the green circles represent false nodules.

Figure 6. Analysis of manganese nodule clustering result. (a) real image (b) clustering image.

The clustering results of the original hyperspectral pseudo-RGB image and LMSLIC-FCM are compared in Figure 6. We manually calibrated 17 real nodules by combining pseudo-RGB images with video data. These nodules are also more accurately marked in the clustered images. A total of 20 nodules were detected by this method, of which 16 were correct, 4 were falsely detected, and 1 was missed. Therefore, this method can effectively identify manganese nodules. Despite false and missed positives, the number of manganese nodules compared to correctly identified remains within acceptable limits.

Figure 7 shows the experimental indicators of the four classification methods for each dataset. It can be seen that although the true positive rate of the K-means is not much different from other methods, the identification rate is much lower than that of other methods. Because it only considers the similarity between a single spectrum, it is susceptible to noise interference leading to many misclassifications. In addition, combined with Table 1, it can be concluded that the clustering performance of K-means is poor, and the number of false positives in each dataset is more than 10, which is much more than other methods.

The other three methods consider not only the spectral information of nodules but also the impact of spatial structure on the classification performance. These three methods use spatial-spectral information to improve the classification accuracy of nodules. The algorithm in this paper and MSLIC-FCM belong to superpixel fuzzy clustering, while DKFCM is a deep network-based clustering algorithm. We can see from Table 1, the superpixel-based algorithm has fewer false positives. It is because DKFCM extracts features through a fixed convolution window and does not consider the spatial structure changes. At the same time, the superpixel algorithm can achieve adaptive changes in the spatial neighborhood and better utilize the spatial structure of manganese nodules. However, DKFCM can extract more abstract information by using the dimensionality reduction feature of RPnet [36] and the fusion of deep and shallow features, reducing the possibility of missing nodules.
compared to manually constructed features. Due to alleviating illumination interference with ULBP and smooth noise through adaptive neighborhood, the results show that the proposed algorithm is generally better than the previous algorithms, and the number of missed measurements is also reduced compared with MSLIC-FCM.

In order to visually verify the classification effect of the algorithm in this paper, Figure 8 shows the comparison of the clustering of different algorithms and LMSLIC-FCM. The classification results in the red box represent the most obvious differences between the algorithms.
which has significant advantages in deep-sea data. However, manual selection of suitable features is insufficient. Therefore, we may try to automatically estimate superpixel parameters and utilize deep learning methods to automatically extract deep features to increase the robustness of the proposed method.

The experimental results show that LMSLIC has a better segmentation performance than the original MSLIC algorithm and MSLIC-FCM shows excellent classification performance, an unsupervised classification method, suitable for deep-sea hyperspectral data and has good accuracy in practical applications. LMSLIC-FCM shows excellent classification performance, which proves that this method can fully explore the internal connection of deep-sea hyperspectral data and has good accuracy in practical applications.

4. Conclusions

In order to utilize hyperspectral technology for deep-sea manganese nodule exploration, an unsupervised classification method, LMSLIC-FCM, suitable for deep-sea hyperspectral data is proposed in this paper. The method fully considers the particularity of deep-sea hyperspectral data and has good accuracy in practical applications.

This method integrates ULBP into the MSLIC algorithm, which enables the LMSLIC algorithm to have texture perception capability and alleviates the error caused by uneven seabed illumination. In addition, using LMSLIC-FCM as a classifier effectively solves the problem of difficulty in obtaining deep-sea labels. The experimental results show that LMSLIC has a better segmentation performance than the original MSLIC algorithm and can more effectively process deep-sea data. LMSLIC-FCM shows excellent classification performance, which proves that this method can fully explore the internal connection of data and reduce external interference.

This paper proposes introducing texture spectrum in superpixel segmentation, which can better obtain adaptive spatial structure and alleviate noise caused by illumination, which has significant advantages in deep-sea data. However, manual selection of suitable superpixel parameters is still tricky. In addition, the generality of the manually selected features is insufficient. Therefore, we may try to automatically estimate superpixel parameters and utilize deep learning methods to automatically extract deep features to increase the robustness of the proposed method.

![Manganese Nodules](image)

Figure 8. Comparison of manganese nodule classification results (from left to right, the original image, K-means, MSLIC-FCM, DKFCM, LMSLIC-FCM).

It can be seen from Figure 8 that there are a lot of false detections in the image obtained by K-means, especially in the red box. Although the nodules are relatively complete and the number of false positives is relatively small, MSLIC-FCM still identifies most of the areas in the red box as nodules. Although DKFCM has few false positives, a small part of the nodules identified only have a few single pixel points that are not complete. Over-segmentation of some nodules results in identified nodules larger than the actual nodule size. The image obtained by the method in this paper is relatively complete and has fewer false positives, especially in the red box. Therefore, this method can more accurately identify manganese nodules.
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