Null controllability for degenerate parabolic equations with a nonlocal space term
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Abstract

We consider two degenerate heat equations with a nonlocal space term, studying, in particular, their null controllability property. To this aim, we first consider the associated nonhomogeneous degenerate heat equations: we study their well posedness, the Carleman estimates for the associated adjoint problems and, finally, the null controllability. Then, as a consequence, using the Kakutani’s fixed point Theorem, we deduce the null controllability property for the initial nonlocal problems.
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1 Introduction

In this paper, we address the null controllability for the following degenerate integro-differential equations in non divergence and divergence form:

\[
\begin{align*}
&\begin{cases}
    y_t - ay_{xx} + \int_0^1 K(t, x, \tau) y(t, \tau) \, d\tau = 1_{\omega} u, & (t, x) \in Q, \\
    y(t, 0) = y(t, 1) = 0, & t \in (0, T), \\
    y(0, x) = y_0(x), & x \in (0, 1)
  \end{cases} \\
\end{align*}
\]  

(1.1)

and

\[
\begin{align*}
&\begin{cases}
    y_t - (ay_x)_x + \int_0^1 K(t, x, \tau) y(t, \tau) \, d\tau = 1_{\omega} u, & (t, x) \in Q, \\
    y(t, 1) = 0, & t \in (0, T), \\
    y(t, 0) = 0, & \text{in the weakly degenerate case (WD)}, \\
    (ay_x)(t, 0) = 0, & \text{in the strongly degenerate case (SD)}, \\
    y(0, x) = y_0(x), & x \in (0, 1)
  \end{cases} \\
\end{align*}
\]  

(1.2)

where $T > 0$ is fixed, $Q := (0, T) \times (0, 1)$ and $1_{\omega}$ denotes the characteristic function of a nonempty open subset $\omega := (\alpha, \beta)$ compactly contained in $(0, 1)$. Here $y$ and $u$ are the state variable and the control force respectively, $K$ is a given $L^\infty$ function defined on $Q \times (0, 1)$ and $a$ is a diffusion coefficient which degenerates at the extremity $x = 0$ and satisfies the following hypotheses:

In the case of nondivergence form:

**Hypothesis 1.1.** The function $a \in C([0, 1])$ is such that $a(0) = 0$, $a > 0$ in $(0, 1]$ and there exists $\alpha \in (0, 2)$, such that the function $x \mapsto \frac{x^\alpha}{a(x)}$ is nondecreasing.

In the case of divergence form:

**Hypothesis 1.2. Weakly degenerate (WD)** The function $a \in C([0, 1]) \cap C^1((0, 1])$ is such that $a(0) = 0$, $a > 0$ in $(0, 1]$ and $\frac{1}{a} \in L^1(0, 1)$.

**Hypothesis 1.3. Strongly degenerate (SD)** The function $a \in C^1([0, 1])$ is such that $a(0) = 0$, $a > 0$ in $(0, 1]$ and $\frac{1}{\sqrt{a}} \in L^1(0, 1)$.

**Remark 1.** Thanks to Hypothesis 1.1 we see that $x \mapsto \frac{x^\alpha}{a(x)}$ is nondecreasing on $(0, 1]$ and thus

\[
\frac{1}{a(x)} \leq \frac{1}{x^\alpha a(1)}.
\]

This implies that $\frac{1}{a} \in L^1(0, 1)$ if $\alpha \in (0, 1)$ and $\frac{1}{\sqrt{a}} \in L^1(0, 1)$ if $\alpha \in [1, 2)$.

We emphasize the fact that, in this work, problems (1.1) and (1.2) will be treated separately, since the controllability property of the first one cannot be deduced from the one in the divergence form. Indeed, for instance, in the absence of the nonlocal term, the equation

\[
y_t - ay_{xx} = 0
\]

can be rewritten as

\[
y_t - (ay_x)_x + a_x y_x = 0
\]  

(1.3)

only if $a_x$ exists. Moreover, as described in [7], degenerate equations of the form (1.3), are well-posed in $L^2(0, 1)$ under the structural assumption

\[
|a_x(x)| \leq C \sqrt{a(x)}
\]  

(1.4)
where $C$ is a positive constant. Now, imposing (1.4) on $a_x$, for $a(x) = x^\alpha$, we obtain $\alpha \geq 2$; nevertheless, in [11], it is proved that (1.3) is not null controllable if $\alpha \geq 2$.

Null controllability for nonlocal parabolic problems of type (1.1) or (1.2) has recently attracted the attention of many mathematicians, since these problems describe a variety of physical phenomena. For instance, when $a = 1$, such system appears in population dynamics, where $y(t, x)$ represents the density of the species at position $x$ and time $t$, while the reaction term $\int_0^1 K(\cdot, \cdot, \tau) y(\cdot, \tau) d\tau$ is considered as the rate of reproduction. This integral term is a way to express that the evolution of the species in a point of space depends on the total amount of the species (see for instance [9, 23, 32]).

In [19], in the context of uniformly parabolic equations and using an approach based on a compactness-uniqueness argument, the authors have established the controllability for (1.1) assuming that the kernel $K$ is a time-independent and analytic function; in the same paper a similar result is also shown for the wave equation. The result of [19] is extended later in [25] to a general coupled parabolic system and in [29] to a $1 - d$ scalar equation, by assuming a particular class of time-independent kernels in separated variables. More precisely, in [29], the kernel $K$ is such that $K(t, x, y) = K_1(x)K_2(y)$, with $K_1$ not vanishing in the region where the control acts. Recently, in [8] U. Biccari and V. H. Santamaría have extended the last result considering a problem in any space dimension and relaxing the assumptions on the kernel. In particular, in [8] it is shown that the considered system is null controllable provided the function $K$ enjoys only an exponential decay at the final time $t = T$.

Finally, we would like to mention [27], where unique continuation and inverse problem of an integro-differential equation are analyzed via Carleman estimates. In particular, in [27] it is considered an integral term involving the solution and its first order derivatives.

The main goal of this paper is to provide a suitable condition on the kernel $K$ so that the degenerate problem (1.1) (resp. (1.2)) is null controllable, that is to say, for any initial data $y_0$, there exists a control function $u$ such that the associated solution to (1.1) (resp. (1.2)) vanishes at a given time $t = T$.

**Remark 2.** It is well known that, the null controllability of system (1.1) is equivalent to the proof of the observability inequality

$$
\|v(0)\|_{L^2(0,1)}^2 \leq C \int_0^T \int_\omega v^2 dx dt, \quad \forall v \in L^2(0,1)
$$

for the solutions of the adjoint system

$$
\begin{cases}
-v_t - av_{xx} + \int_0^1 K(t, \tau, x) v(t, \tau) d\tau = 0, & (t, x) \in Q, \\
v(t, 0) = v(t, 1) = 0, & t \in (0, T), \\
v(T, x) = v_T(x), & x \in (0, 1).
\end{cases}
$$

Recall that the classical way to establish an estimate of this kind is to derive a global Carleman inequality of the form

$$
\int_Q (s\theta v_x^2 + s^3 \theta^3 \left( \frac{x}{\theta} \right)^2 v^2) e^{2s\phi} dx dt \leq C \int_0^T \int_\omega v^2 dx dt,
$$

for all $s$ large enough. Here $\theta$ and $\phi$ are as in (3.6)-(3.7). In fact, once the previous estimate holds, it suffices to apply the Hardy-Poincaré inequality (3.4) and to use a standard calculation (which is based on integration by parts) to obtain (1.5). Nevertheless, it is not clear whether an estimate of this type can be achieved in the context of nonlocal problems.
Indeed, an application of the Carleman estimate obtained in Theorem 3.2 to (1.6) yields
\[
\int_Q \left( s \theta v_x^2 + s^3 \theta^3 \left( \frac{x}{a} \right)^2 v^2 \right) e^{2s\phi} \, dx \, dt \leq C \int_Q \frac{e^{2s\phi}}{a} \left( \int_0^1 K(t, \tau, x)v(t, \tau) \, d\tau \right)^2 \, dx \, dt + C \int_0^T \int_\omega v^2 \, dx \, dt,
\]
where \( \Phi(t, x) := \theta(t)\Psi(x) \) is an appropriate weight function satisfying \( \phi \leq \Phi < 0 \) (see (3.9)).

Then, in order to deduce (1.7), it suffices to show that the first term in the right hand side of (1.8) can be controlled by the left hand side; but this appears to be impossible due to the nonlocal nature of this term. Hence, the usual technique do not seem to work directly for the controllability problems of integro-differential parabolic equations like (1.1).

The same can be said about system (1.2).

To overcome this difficulty and establish the desired controllability results for nonlocal problems (1.1) and (1.2), we use the following arguments:

- Step 1: We establish the null controllability property for appropriate nonhomogeneous systems without nonlocal term, via new Carleman estimates with weight time functions that do no blow up at \( t = 0 \).

- Step 2: As consequence of the result in the previous step, we arrive at the controllability for the nonlocal problems by means of a fixed point argument.

The rest of the paper is organized as follows. In the next section, using the Faedo-Galerkin method, the global existence and uniqueness of a weak solution to problem (1.1) is proved. Section (3) is devoted to the analysis of the null controllability property for the two associated nonhomogeneous degenerate problems, without nonlocal term, in a suitable functional setting. Section (4) is concerned with the null controllability for the initial nonlocal problem (1.1) and in Section (5) we give a sketch of the proof for the null controllability of (1.2). Finally, in Section (6), we give the proof of some technical results.

A final comment on the notation: by \( C \) we shall denote universal positive constants, which are allowed to vary from line to line.

2 Well-posedness

In this section, we prove the well-posedness (existence and uniqueness) of the weak solution to problems (1.1) and (1.2). To prove well posedness of (1.1), as in [11], we assume that
\[
a \in C[0, 1] \quad \text{is such that} \quad a(0) = 0, \quad a > 0 \quad \text{in} \quad (0, 1],
\]
and we introduce the following weighted Hilbert spaces
\[
L^2_{\frac{a}{\sqrt{a}}} (0, 1) := \left\{ u \in L^2(0, 1) \mid \frac{u}{\sqrt{a}} \in L^2(0, 1) \right\},
\]
\[
H^1_{\frac{a}{\sqrt{a}}} (0, 1) := L^2_{\frac{a}{\sqrt{a}}} (0, 1) \cap H^0_0 (0, 1)
\]
and
\[
H^2_{\frac{a}{\sqrt{a}}} (0, 1) := \left\{ u \in H^1_{\frac{a}{\sqrt{a}}} (0, 1) \mid au_{xx} \in L^2_{\frac{a}{\sqrt{a}}} (0, 1) \right\}
\]
endowed with the following norms
\[
\| u \|^2_{L^2_{\frac{a}{\sqrt{a}}} (0, 1)} := \int_0^1 \frac{u^2}{a} \, dx, \quad \forall \, u \in L^2_{\frac{a}{\sqrt{a}}} (0, 1),
\]
\[
\| u \|^2_{H^1_{\frac{a}{\sqrt{a}}} (0, 1)} := \| u \|^2_{L^2_{\frac{a}{\sqrt{a}}} (0, 1)} + \| u_x \|^2_{L^2 (0, 1)}, \quad \forall \, u \in H^1_{\frac{a}{\sqrt{a}}} (0, 1),
\]
\[
\| u \|^2_{H^2_{\frac{a}{\sqrt{a}}} (0, 1)} := \| u \|^2_{H^1_{\frac{a}{\sqrt{a}}} (0, 1)} + \| au_{xx} \|^2_{L^2_{\frac{a}{\sqrt{a}}} (0, 1)}, \quad \forall \, u \in H^2_{\frac{a}{\sqrt{a}}} (0, 1).
\]
Let $H^{-1}_a(0,1)$ be the dual space of $H^1_a(0,1)$ with respect to the pivot space $L^2_{\#}(0,1)$, endowed with the natural norm
\[ \|z\|_{H^{-1}_a} := \sup_{\|y\|_{H^1_a} = 1} \langle z, y \rangle_{H^{-1}_a, H^1_a}. \]

While in the divergence case, as in [2], we consider the following weighted spaces. In the (WD) case:
\[ H^1_a(0,1) := \left\{ y \in L^2(0,1) : y \text{ a.c. in } [0,1], \sqrt{a}y \in L^2(0,1) \text{ and } y(1) = y(0) = 0 \right\} \]
and
\[ H^2_a(0,1) := \left\{ y \in H^1_a(0,1) : ay \in H^1(0,1) \right\}. \]

In the (SD) case:
\[ H^1_s(0,1) := \left\{ y \in L^2(0,1) : y \text{ locally a.c. in } (0,1), \sqrt{a}y \in L^2(0,1) \text{ and } y(1) = y(0) = 0 \right\} \]
and
\[ H^2_s(0,1) := \left\{ y \in H^1_s(0,1) : ay \in H^1(0,1) \right\}. \]

In both cases, we consider the following norms
\[ \|y\|_{H^1_s(0,1)}^2 := \|y\|_{L^2(0,1)}^2 + \|\sqrt{a}y\|_{L^2(0,1)}^2 \quad \text{and} \]
\[ \|y\|_{H^2_s(0,1)}^2 := \|y\|_{H^1(0,1)}^2 + \|(ay)_x\|_{L^2(0,1)}^2. \]

Let us give the definition of weak solutions to problems (1.1) and (1.2).

**Definition 2.1.** Let $y_0 \in L^2_a(0,1)$ and $u \in L^2_a(Q) := L^2(0,T; L^2_{\#}(0,1))$. A function $y$ is said to be a weak solution of problem (1.1), if
\[
\begin{aligned}
&y \in L^2(0,T; H^1_a(0,1)), \quad y_t \in L^2(0,T; H^{-1}_a(0,1)), \\
&\int_Q (\tfrac{\partial y}{\partial n} + y_x v_x) \, dt dx \\
&= - \int_Q \left( \int_0^1 K(t, x, \tau) y(t, \tau) \, d\tau \right) v \, dt dx + \int_{Q_\infty} \tfrac{\partial y}{\partial n} v \, dt dx, \quad \forall v \in L^2(0,T; H^1_a(0,1)) \quad \text{and} \\
y(0) = y_0.
\end{aligned}
\]

Here $Q_\infty := (0,T) \times \omega$.

**Definition 2.2.** Let $y_0 \in L^2(0,1)$ and $u \in L^2(Q)$. A function $y$ is said to be a weak solution of problem (1.2), if
\[
\begin{aligned}
&y \in L^2(0,T; H^1_a(0,1)), \quad y_t \in L^2(0,T; H^{-1}_a(0,1)), \\
&\int_Q (y_t v + a y_x v_x) \, dt dx \\
&= - \int_Q \left( \int_0^1 K(t, x, \tau)y(t, \tau) \, d\tau \right) v \, dt dx + \int_{Q_\infty} u v \, dt dx, \quad \forall v \in L^2(0,T; H^1_a(0,1)) \quad \text{and} \\
y(0) = y_0.
\end{aligned}
\]

Here $H^{-1}_a(0,1)$ denotes the dual of $H^1_a(0,1)$.
Now we are ready for the main results of this Section.

**Theorem 2.1.** Let \( y_0 \in L^2_\mathbb{P}_2(0,1) \), \( u \in L^2_\mathbb{P}(Q) \) and assume that the kernel \( K \) satisfies the following condition:

\[
\int_0^1 \int_0^1 \frac{K^2(t,x,\tau)}{a(x)} \, d\tau \, dx \in L^\infty(0,T).
\]  

(2.1)

Then, system (1.1) admits a unique weak solution \( y \) such that

\[
y \in C([0,T];L^2_\mathbb{P}(0,1)) \cap L^2(0,T;H^1_\mathbb{P}(0,1)), \quad y_t \in L^2(0,T;H^{-1}_\mathbb{P}(0,1)).
\]

Furthermore, there is a positive constant \( C \) such that

\[
\sup_{t \in [0,T]} \|y(t)\|_{L^2_\mathbb{P}(0,1)}^2 + \int_0^T \|y(t)\|_{H^1_\mathbb{P}(0,1)}^2 \, dt
\]

\[
+ \int_0^T \|y(t)\|_{H^{-1}_\mathbb{P}(0,1)}^2 \, dt \leq C \left( \|y_0\|_{L^2_\mathbb{P}(0,1)}^2 + \|u\|_{L^2(Q)}^2 \right).
\]

**Theorem 2.2.** Let \( y_0 \in L^2(0,1) \) and \( u \in L^2(Q) \). Then, system (1.2) admits a unique weak solution \( y \) such that

\[
y \in C([0,T];L^2(0,1)) \cap L^2(0,T;H^1(0,1)), \quad y_t \in L^2(0,T;H^{-1}(0,1)).
\]

Furthermore, there is a positive constant \( C \) such that

\[
\sup_{t \in [0,T]} \|y(t)\|_{L^2(0,1)}^2 + \int_0^T \|y(t)\|_{H^1(0,1)}^2 \, dt
\]

\[
+ \int_0^T \|y_t(t)\|_{H^{-1}(0,1)}^2 \, dt \leq C \left( \|y_0\|_{L^2(0,1)}^2 + \|u\|_{L^2(Q)}^2 \right).
\]

**Remark 3.**

- Notice that, since \( K \in L^\infty(Q \times (0,1)) \), the assumption (2.1) holds immediately when \( \frac{1}{2} \in L^1(0,1) \). On the other hand, if \( \frac{1}{2} \notin L^1(0,1) \), the function \( K \) needs to satisfy

\[
|K(t,x,\tau)| \leq Ca^2(x),
\]

for some positive constant \( C \).

- Contrary to the non divergence case, we point out that we do not need to impose any additional condition on the kernel \( K \in L^\infty(Q \times (0,1)) \) to ensure the well-posedness of problem (1.2).

In what follows we only give the detailed proof for the non divergence case. For the divergence case, the proof is essentially the same, and we omit the detail here.

**Proof of Theorem 2.1.** We will use the well-known Faedo-Galerkin method.

**step 1.** (Faedo-Galerkin approximation)

Let \( \{w_k\}_{k \geq 1} \) be an orthogonal basis of the Hilbert spaces \( H^1_\mathbb{P}(0,1) \) and \( L^2_\mathbb{P}(0,1) \). We assume, by normalization of \( w_k \) in \( L^2_\mathbb{P}(0,1) \), that \( \|w_k\|_{L^2_\mathbb{P}(0,1)} = 1 \), \( \forall k \geq 1 \).

For each integer \( m \geq 1 \), we consider \( V_m = \langle w_1, w_2, \ldots, w_m \rangle \), the subspace generated by the first \( m \) vectors of \( \{w_k\}_{k \geq 1} \). Let us also define the orthogonal projection

\[
\mathcal{P}_m : L^2_\mathbb{P}(0,1) \to V_m \subset L^2_\mathbb{P}(0,1),
\]
as
\[
\int_0^1 \frac{P_m(y)v}{a} \, dx = \int_0^1 \frac{vy}{a} \, dx, \quad \text{for all } y \in L^2_{\text{a}}(0,1) \text{ and } v \in V_m.
\]

Let us set \( h = 1 \omega u \in L^2_{\text{a}}(Q) \). We are looking for an approximate solution \( y_m \) for (1.1) under the form
\[
y_m(t, x) = \sum_{k=1}^{m} \alpha_k^m(t)w_k(x),
\]
so that
\[
\int_0^1 \frac{y_m,t}{2a} \, dx + \int_0^1 \frac{y_m,x}{2a} \, dx = - \int_0^1 \left( \int_0^1 K(t, x, \tau)y_m(t, \tau) \, d\tau \right) \frac{w_k}{a} \, dx + \int_0^1 \frac{hw_k}{a} \, dx
\]
for \( k = 1, \ldots, m \), where the initial conditions are such that
\[
\int_0^1 \frac{y_m(0, x)w_k(x)}{a} \, dx = \int_0^1 \frac{y_0(x)w_k(x)}{a} \, dx.
\]
The function \( y_m(t, x) = \sum_{k=1}^{m} \alpha_k^m(t)w_k(x) \) is a solution of (2.3)-(2.4) if \( \alpha^m = (\alpha_1^m, \ldots, \alpha_m^m) \) is a solution of the system of ordinary differential equations
\[
\begin{cases}
\frac{d}{dt}\alpha_k^m(t) + \Lambda_k \alpha_k^m(t) = F(\alpha_1^m(t), \alpha_2^m(t), \ldots, \alpha_m^m(t)) \\
\alpha_k^m(0) = (y_0, w_k), \\
k = 1, \ldots, m,
\end{cases}
\]
where
\[
F(\alpha_1^m(t), \alpha_2^m(t), \ldots, \alpha_m^m(t)) := - \int_0^1 \left( \int_0^1 K(t, x, \tau)y_m(t, \tau) \, d\tau \right) \frac{w_k}{a} \, dx + \int_0^1 \frac{hw_k}{a} \, dx,
\]
\( \Lambda_k := \int_0^1 |w_{kx}|^2 \, dx \) and \((,..,)\) denotes the inner product in \( L^2_{\text{a}}(0,1) \).

According to the classical theory of ordinary differential equations, the initial problem (2.5) admits local solutions, which further implies the local existence of solutions for the problem (2.3)-(2.4).

In the next step, we make some useful a priori estimates to make sure that the function \( \alpha^m \) is defined on the interval \((0, T)\) for all \( T > 0 \), which enables us to get global solutions to the problem (2.3)-(2.4).

**step 2.** (A priori estimates)

We multiply (2.3) by \( \alpha_k^m \) and sum up the resulting equations for \( k = 1, \cdots, m \). Then, we can easily get
\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \int_0^1 \frac{|y|^2}{a} \, dx + \int_0^1 |y_{m,x}|^2 \, dx & = - \int_0^1 \left( \int_0^1 K(t, x, \tau)y_m(t, \tau) \, d\tau \right) \frac{y_m}{a(x)} \, dx + \int_0^1 \frac{hy_m}{a} \, dx.
\end{align*}
\]
Applying the Cauchy-Schwarz inequality, we have that for every $t \in (0, T)$,
\[-\int_0^1 \left( \int_0^1 K(t, x, \tau) y_m(t, \tau) d\tau \right) \frac{y_m(t, x)}{a(x)} dx \]
\[= -\int_0^1 \left( \int_0^1 \sqrt{a(\tau)} K(t, x, \tau) y_m(t, \tau) \frac{y_m(t, x)}{\sqrt{a(\tau)}} d\tau \right) \frac{y_m(t, x)}{a(x)} dx \]
\[\leq \max_{\tau \in [0,1]} \sqrt{a(\tau)} \left( \int_0^1 \int_0^1 K^2(t, x, \tau) \frac{a(x)}{a(\tau)} d\tau dx \right)^{\frac{1}{2}} \left( \int_0^1 \frac{|y_m(t, \tau)|^2}{a(\tau)} d\tau \right)^{\frac{1}{2}} \left( \int_0^1 \frac{|y_m(t, x)|^2}{a(x)} dx \right)^{\frac{1}{2}} \]
\[= \max_{\tau \in [0,1]} \sqrt{a(\tau)} \left( \int_0^1 \int_0^1 K^2(t, x, \tau) \frac{a(x)}{a(\tau)} d\tau dx \right)^{\frac{1}{2}} \left( \int_0^1 \frac{|y_m(t, \tau)|^2}{a(\tau)} d\tau \right)^{\frac{1}{2}} \left( \int_0^1 \frac{|y_m(t, x)|^2}{a(x)} dx \right)^{\frac{1}{2}} \]
\[\leq C \|y_m(t)\|_{L^2_\infty(0,1)}^2 , \quad (2.7) \]

where $C = \max_{\tau \in [0,1]} \sqrt{a(\tau)} \sup_{t \in (0,T)} \left( \int_0^1 \int_0^1 K^2(t, x, \tau) \frac{a(x)}{a(\tau)} d\tau dx \right)^{\frac{1}{2}}$.

By (2.6), (2.7) and Young’s inequality, we obtain that there exists a constant $C > 0$ such that
\[
\frac{1}{2} \frac{d}{dt} \|y_m(t)\|_{L^2_\infty(0,1)}^2 + \int_0^1 |y_{m,x}|^2 dx \leq C \left( \|y_0\|_{L^2_\infty(0,1)}^2 + \|h\|_{L^2_\infty(0,1)}^2 \right) . \quad (2.8) \]

Employing Gronwall’s inequality, we get that
\[
\|y_m(t)\|_{L^2_\infty(0,1)}^2 \leq C \left( \|y_0\|_{L^2_\infty(0,1)}^2 + \|h\|_{L^2_\infty(0,1)}^2 \right) , \quad (2.9) \]

for every $t \leq T$. This gives
\[
\sup_{t \in [0,T]} \|y_m(t)\|_{L^2_\infty(0,1)}^2 \leq C \left( \|y_0\|_{L^2_\infty(0,1)}^2 + \|h\|_{L^2_\infty(0,1)}^2 \right) , \quad (2.10) \]

where $C$ is a positive constant depending on $a$, $K$ and $T$. It turns out from (2.10) that $\alpha^m$ is bounded and therefore the solutions $y_m$ to the initial value problem (2.3)-(2.4) are global.

**step 3.** (Passage to the limit)

In this step, we will select from the above solutions $y_m$ of the approximate problems (2.3)-(2.4) a subsequence and prove that when letting $m \to \infty$, they converge to a global weak solution for (1.1). To this aim, we will need some uniform estimates.

We claim that there exists a positive constant $C$ which is independent of $m$, such that
\[
\sup_{t \in [0,T]} \|y_m(t)\|_{L^2_\infty(0,1)}^2 + \int_0^T \|y_m(t)\|_{H^1_\infty(0,1)}^2 dt \]
\[+ \int_0^T \|y_{m,x}(t)\|_{H^{-1}_\infty(0,1)}^2 dt \leq C \left( \|y_0\|_{L^2_\infty(0,1)}^2 + \|h\|_{L^2_\infty(0,1)}^2 \right) . \quad (2.11) \]

Indeed, from estimates (2.8) and (2.9) we immediately obtain
\[
\int_0^T \int_0^1 |y_{m,x}|^2 dx dt \leq C \left( \|y_m(0)\|_{L^2_\infty(0,1)}^2 + \|h\|_{L^2_\infty(0,1)}^2 \right) ,
\]
which, together with (2.9), implies that
\[
\int_0^T \|y_m(t)\|_{H^1_\infty(0,1)}^2 dt \leq C \left( \|y_0\|_{L^2_\infty(0,1)}^2 + \|h\|_{L^2_\infty(0,1)}^2 \right) . \quad (2.12) \]
Combining (2.10) and (2.12), we deduce that
\[
\sup_{t \in [0, T]} \|y_m(t)\|_{L^2_{\frac{1}{2}}(0, 1)}^2 + \int_0^T \|y_m(t)\|_{H^{-1}_2(0, 1)}^2 \, dt \\
\leq C \left( \|y_0\|_{L^2_{\frac{1}{2}}(0, 1)}^2 + \|h\|_{L^2_{\frac{1}{2}}(Q)}^2 \right).
\]  
\tag{2.13}
\]

On the other hand, reasoning as in [14, Theorem 2, Chapter 7], one can show that
\[
\int_0^T \|y_{m,t}(t)\|_{H^{-1}_2(0, 1)}^2 \, dt \leq C \left( \|y_0\|_{L^2_{\frac{1}{2}}(0, 1)}^2 + \|h\|_{L^2_{\frac{1}{2}}(Q)}^2 \right).
\]
The last inequality together with (2.13) gives (2.11).

Next, in order to build a weak solution of our initial/boundary-value problem (1.1), we pass to limits as \(m \to \infty\). In fact, observe that from the energy estimates (2.11), we have that \(\{y_m\}_{m \geq 1}\) and \(\{y_{m,t}\}_{m \geq 1}\) are bounded in \(L^2(0, T; H^{1}_{\frac{1}{2}}(0, 1))\) and \(L^2(0, T; H^{-1}_{\frac{1}{2}}(0, 1))\). Hence, there exists a subsequence \(\{y_{m_i}\}_{i \geq 1}\) and a function \(y \in L^2(0, T; H^{1}_{\frac{1}{2}}(0, 1))\), with \(y_t \in L^2(0, T; H^{-1}_{\frac{1}{2}}(0, 1))\), such that
\[
\begin{align*}
\{y_{m_i}\} &\to y \quad \text{weakly in} \quad L^2(0, T; H^{1}_{\frac{1}{2}}(0, 1)) \\
\{y_{m_i,t}\} &\to y_t \quad \text{weakly in} \quad L^2(0, T; H^{-1}_{\frac{1}{2}}(0, 1)).
\end{align*}
\]  
\tag{2.14}

Now, fix an integer \(M \in \mathbb{N}\) and take a function \(v \in C^1([0, T]; H^{1}_{\frac{1}{2}}(0, 1))\) having the form
\[
v(t) = \sum_{k=1}^M \alpha_k(t)w_k,
\]  
\tag{2.15}

where \(\alpha_k\) (\(1 \leq k \leq M\)) are given smooth functions.

Let \(m > M\). Multiplying (2.3) by \(\alpha_k(t)\), summing up with respect to \(k\) and integrating on \((0, T)\), we derive
\[
\int_Q \frac{y_{m,t}v}{a} \, dt + \int_Q y_{m,x}v_x \, dx \, dt \\
= - \int_Q \left( \int_0^1 K(t, x, \tau)y_m(t, \tau) \, d\tau \right) \frac{v}{a} \, dx \, dt + \int_Q \frac{hv}{a} \, dx \, dt.
\]  
\tag{2.16}

Set \(m = m_1\). Passing to the limit we immediately get
\[
\int_Q \frac{y_1v}{a} \, dt + \int_Q y_{1,x}v_x \, dx \, dt \\
= - \int_Q \left( \int_0^1 K(t, x, \tau)y(t, \tau) \, d\tau \right) \frac{v}{a} \, dx \, dt + \int_Q \frac{hv}{a} \, dx \, dt.
\]  
\tag{2.17}

Then, by a density argument, the above identity holds for all \(v \in L^2(0, T; H^{1}_{\frac{1}{2}}(0, 1))\). Furthermore, from [12, Theorem 11.4], we also have that \(y \in C([0, T]; L^2_{\frac{3}{2}}(0, 1))\).

It remains to show that \(y(0, \cdot) = y_0\). From (2.17), we have
\[
\begin{align*}
- \int_Q \frac{y_1v}{a} \, dt + \int_Q y_{1,x}v_x \, dx \, dt \\
= - \int_Q \left( \int_0^1 K(t, x, \tau)y(t, \tau) \, d\tau \right) \frac{v}{a} \, dx \, dt + \int_Q \frac{hv}{a} \, dx \, dt + \int_0^1 \frac{y(0)v(0)}{a} \, dx,
\end{align*}
\]
for all \( v \in C^1([0,T];H^1_{\frac{1}{2}}(0,1)) \) with \( v(T) = 0 \). Similarly, from (2.16), we also have

\[
- \int Q \frac{y_{mt}}{a} dt + \int Q y_{mx} v_x dx dt \\
= - \int Q \left( \int_0^1 K(t,x,\tau)y_m(t,\tau) d\tau \right) \frac{v}{a} dx dt + \int Q \frac{h v}{a} dx dt + \int_0^1 \frac{y_m(0)v(0)}{a} dx.
\]

For \( m = m_t \), since \( y_{m_t}(0) \rightarrow y_0 \) in \( L^2_{\frac{1}{2}}(0,1) \), one deduces after passing to the limit that

\[
- \int Q \frac{y_{vt}}{a} dt + \int Q y_{vx} v_x dx dt \\
= - \int Q \left( \int_0^1 K(t,x,\tau)y(t,\tau) d\tau \right) \frac{v}{a} dx dt + \int Q \frac{h v}{a} dx dt + \int_0^1 \frac{y_0 v(0)}{a} dx.
\]

Hence

\[
<y_0 - y(0), v(0) >_{L^2_{\frac{1}{2}}(0,1)} = 0, \quad \forall \ v(0) \in H^1_{\frac{1}{2}}(0,1),
\]

and by density of \( H^1_{\frac{1}{2}}(0,1) \) in \( L^2_{\frac{1}{2}}(0,1) \) we conclude that \( y(0) = y_0 \).

**Step 4. (Uniqueness).**

Let \( y \) be a solution of (1.1). Proceeding as in (2.11), one can show an a priori estimate of the form

\[
\|y\|_{L^2(0,T;H^1_{\frac{1}{2}}(0,1))} \leq C \left( \|y_0\|_{L^2_{\frac{1}{2}}(0,1)}^2 + \|h\|_{L^2_{\frac{1}{2}}(Q)}^2 \right).
\]

From this and linearity, uniqueness of solutions is obvious.

\[\square\]

### 3 Null controllability for the nonhomogeneous systems

In this section, we will solve the null controllability problem for the following nonhomogeneous degenerate systems in non divergence and divergence form:

\[
\begin{aligned}
&y_t - ay_{xx} = f + 1_\omega u, \quad (t,x) \in Q, \\
y(t,0) = y(t,1) = 0, \quad t \in (0,T), \\
y(0,x) = y_0(x), \quad x \in (0,1)
\end{aligned}
\]  
(3.1)

and

\[
\begin{aligned}
&y_t - (ay_x)_x = f + 1_\omega u, \quad (t,x) \in Q, \\
y(t,1) = 0, \quad t \in (0,T), \\
y(t,0) = 0, \quad (ay_x)(t,0) = 0, \quad \text{in the (WD) case}, \quad t \in (0,T), \\
y(0,x) = y_0(x), \quad x \in (0,1)
\end{aligned}
\]  
(3.2)

where \( f \) is a given source term.

First, let us recall the following well-posedness results.

**Proposition 3.1.** [20, Theorem 2.3] For all \( f \in L^2_{\frac{1}{2}}(Q), \ u \in L^2_{\frac{1}{2}}(Q) \) and \( y_0 \in L^2_{\frac{1}{2}}(0,1) \), there exists a unique solution

\[
y \in W := L^2(0,T;H^1_{\frac{1}{2}}(0,1)) \cap C([0,T];L^2_{\frac{1}{2}}(0,1))
\]
of (3.1) and
\[
\sup_{t \in [0, T]} \|y(t)\|_{L^2_x(0, 1)}^2 + \int_0^T \|y\|_{H^1_x(0, 1)}^2 \, dt \\
\leq C \left(\|y_0\|_{L^2_x(0, 1)}^2 + \|f\|_{L^2(Q)}^2 + \|u\|_{L^2(Q)}^2\right),
\] (3.3)
for some positive constant C. Moreover, if \(y_0 \in H^1_0(0, 1)\), then
\[
y \in Z := L^2(0, T; H^2_0(0, 1)) \cap H^1(0, T; L^2_0(0, 1)) \cap C([0, T]; H^1_0(0, 1))
\]
and
\[
\sup_{t \in [0, T]} \|y(t)\|_{H^1_x(0, 1)}^2 + \int_0^T \left(\|y\|_{H^2_x(0, 1)}^2 + \|y_t\|_{L^2(0, 1)}^2\right) \, dt \\
\leq C \left(\|y_0\|_{H^1_0(0, 1)}^2 + \|f\|_{L^2(Q)}^2 + \|u\|_{L^2(Q)}^2\right),
\]
for some positive constant C.

**Proposition 3.2.** [2, Theorem 2.6] For all \(f \in L^2(Q)\), \(u \in L^2(Q)\) and \(y_0 \in L^2(0, 1)\), there exists a unique solution
\[
y \in U := L^2(0, T; H^1_0(0, 1)) \cap C([0, T]; L^2(0, 1))
\]
of (3.2) and
\[
\sup_{t \in [0, T]} \|y(t)\|_{L^2(x(0, 1))}^2 + \int_0^T \|y\|_{H^1_x(0, 1)}^2 \, dt \\
\leq C \left(\|y_0\|_{L^2(0, 1)}^2 + \|f\|_{L^2(Q)}^2 + \|u\|_{L^2(Q)}^2\right),
\]
for some positive constant C. Moreover, if \(y_0 \in H^1_0(0, 1)\), then
\[
y \in V := L^2(0, T; H^2_0(0, 1)) \cap H^1(0, T; L^2_0(0, 1)) \cap C([0, T]; H^1_0(0, 1))
\]
and
\[
\sup_{t \in [0, T]} \|y(t)\|_{H^1_x(0, 1)}^2 + \int_0^T \left(\|y\|_{H^2_x(0, 1)}^2 + \|y_t\|_{L^2(0, 1)}^2\right) \, dt \\
\leq C \left(\|y_0\|_{H^1_0(0, 1)}^2 + \|f\|_{L^2(Q)}^2 + \|u\|_{L^2(Q)}^2\right),
\]
for some positive constant C.

For our further results, a fundamental role is played by the following Hardy-Poincaré inequality.

**Proposition 3.3.** [11, Proposition 2.6] Assume that Hypothesis 1.1 is satisfied. Then, there exists \(C > 0\) such that
\[
\int_0^1 \frac{y^2}{a} \, dx \leq C \int_0^1 y_x^2 \, dx, \quad \forall \ y \in H^1_0(0, 1).
\] (3.4)

As a consequence of Proposition 3.3, one can see that the norm \(\cdot\|_{H^1_x}\) is equivalent to the norm of \(H^1_0(0, 1)\), and hence, the Banach spaces \(H^1_0(0, 1)\) and \(H^1_0(0, 1)\) coincide.

In the next subsections, we prove new Carleman estimates for the adjoint parabolic problems associated to the nonhomogeneous degenerate systems (3.1) and (3.2), which will provide the null controllability property for the initial problems.
3.1 Carleman estimates for the problem in non divergence form

In the following, we concentrate on the next adjoint problem associated to (3.1) given by
\[
\begin{align*}
\frac{v_t}{2} + av_{xx} &= g, \quad (t, x) \in Q, \\
v(t, 0) &= v(t, 1) = 0, \quad t \in (0, T), \\
v(T, x) &= v_T(x), \quad x \in (0, 1).
\end{align*}
\] (3.5)

Here, we assume that \(g \in L^2_\frac{Q}{2}(Q)\), while on the coefficient \(a\) we make the following assumptions:

**Hypothesis 3.1.** The function \(a \in C[0, 1] \cap C^2(0, 1)\) is such that
1. there exists \(\alpha \in (0, 2)\) such that
   \[
   xa'(x) \leq \alpha a(x), \quad \forall x \in (0, 1).
   \]
2. setting \(\rho(x) := \frac{xa'(x)}{a(x)}\) there exists \(\rho_{xx}\) for \(x \in (0, 1]\) and \(c > 0\) such that
   \[
   \left(\frac{xa'(x)}{a(x)}\right)_{xx} \leq c \frac{1}{a(x)}, \quad \forall x \in (0, 1].
   \]

Observe that this assumption is more general than the one made in [11] (see also [21]). Moreover, Hypothesis 3.1 implies Hypothesis 1.1.

The goal of this subsection is to prove crucial estimates of Carleman’s type for the nonhomogeneous system (3.5). For this purpose, we introduce the weight function \(\phi\) defined as follows
\[
\phi(t, x) := \lambda \theta(t)(p(x) - \beta \|p\|_{L^\infty(0, 1)}),
\] (3.6)
where
\[
p(x) := \int_0^x \frac{y}{a(y)} e^{y^2} dy, \quad \theta(t) := \frac{1}{[t(T-t)]^2},
\] (3.7)
where \(\beta > 1\) and \(\lambda > 0\) are constants to be specified later. Observe that \(\phi(t, x) < 0\) for all \((t, x) \in Q\) and \(\phi(t, \cdot) \to -\infty\) as \(t \to 0^+, T^-\). Moreover, let us set:
\[
\psi(x) := \lambda(p(x) - \beta \|p\|_{L^\infty(0, 1)}).
\]
One can check that \(\psi\) is increasing and thus \(-\beta \lambda \|p\|_{L^\infty(0, 1)} = \psi(0) \leq \psi(x) \leq \psi(1) = (1 - \beta)\lambda \|p\|_{L^\infty(0, 1)}\) for all \(x \in [0, 1]\).

Then, the following estimate holds.

**Theorem 3.1.** Assume Hypothesis 3.1. Then, there exist two positive constants \(C\) and \(s_0\), such that, every solutions \(v\) of (3.5) in \(Z\) satisfies
\[
\int_Q \left( s \theta v_x^2 + \frac{s^3}{a} \left(\frac{x}{a}\right)^2 v^2 \right) e^{2s\phi} dx dt \leq C \int_Q \frac{g^2}{a} e^{2s\phi} dx dt + 2sC \int_0^T \theta(t) [xv_x^2 e^{2s\phi}] (t, 1) dt,
\] (3.8)
for all \(s \geq s_0\).
Note that, in [11] Theorem 3.1 is shown for \( \lambda = 1, \beta = 2, \theta(t) = \frac{1}{|t(T - t)|^2} \) and under a stronger assumption on \( \alpha \). However, by a simple adaptation of the proof, one can prove that the result remains true also in this case. For the reader’s convenience we write the proof of Theorem 3.1 in the Appendix.

Next, we introduce the following weight functions associated to the classical Carleman estimates:

\[
\Phi(t, x) := \theta(t)\Psi(x)
\]

where

\[
\Psi(x) = e^{\rho \sigma} - e^{2\rho \|\sigma\|_{L^\infty}}.
\]

(3.9)

Here \( \rho > 0, \sigma \in C^2([0, 1]) \) is such that \( \sigma > 0 \) in \( (0, 1) \), \( \sigma(0) = 0 \) and \( \sigma_x(x) \neq 0 \) in \( [0, 1] \setminus \tilde{\omega} \), being \( \tilde{\omega} \) an arbitrary open subset of \( \omega \).

By taking the parameter \( \lambda \) such that

\[
\lambda \geq \frac{e^{2\rho \|\sigma\|_{L^\infty}} - 1}{(\beta - 1)\|\rho\|_{L^\infty}(0, 1)},
\]

(3.10)

one can easily show that \( \psi(x) \leq \Psi(x) \) for all \( x \in [0, 1] \), and hence

\[
\phi(t, x) \leq \Phi(t, x), \quad \text{for all } (t, x) \in Q.
\]

(3.11)

We are going to derive from (3.8) a Carleman estimate with locally distributed observation. To this aim, we need the following Caccioppoli’s inequality (whose proof is postponed to the Appendix).

**Lemma 3.1** (Caccioppoli’s inequality). Let \( \omega_1 \) and \( \omega_2 \) two open subintervals of \((0, 1)\) such that \( \omega_2 \Subset \omega_1 \Subset (0, 1) \). Let \( \pi(t, x) := \theta(t)\eta(x) \), where \( \theta \) is defined in (3.7) and \( \eta \in C^2(0, 1) \) is a strictly negative function. Then, there exist two strictly positive constants \( C \) and \( s_0 \) such that, for all \( s \geq s_0 \),

\[
\int_0^T \int_{\omega_1} \frac{\partial v^2}{\partial x} e^{2\pi} dx dt \leq C \left( \int_0^T \int_{\omega_1} \frac{s^2 \theta^2 v^2 e^{2 \pi}}{a} dx dt + \int_Q g^2 e^{2 \pi} dx dt \right)
\]

(3.12)

\[
\leq C \left( \int_0^T \int_{\omega_1} \frac{s^2 \theta_v^2 v^2}{a} e^{2 \pi} dx dt + \int_Q \frac{g^2}{a} e^{2 \pi} dx dt \right),
\]

for every solution \( v \) of (3.5).

With the aid of Theorem 3.1 and Lemma 3.1, via suitable cut off functions, we can now prove the following \( \omega \)-local Carleman estimate for (3.5).

**Theorem 3.2.** Assume Hypothesis 3.1. There exist two positive constants \( C \) and \( s_0 \), such that, every solutions \( v \) of (3.5) in \( \mathcal{Z} \) satisfies

\[
\int_Q \left( s \theta_v^2 + s^3 \theta_v^2 \left( \frac{x}{a} \right) \frac{v^2}{a} \right) e^{2 \pi} dx dt
\]

\[
\leq C \left( \int_Q \frac{g^2}{a} e^{2 \pi} dx dt + \int_{Q_\omega} \frac{s^3 \theta_v^2 v^2}{a} e^{2 \pi} dx dt \right),
\]

(3.13)

for all \( s \geq s_0 \).

**Proof.** Let us set \( \omega'' = (\alpha'', \beta'') \in \omega' = (\alpha', \beta') \in \omega \) and consider a smooth cut-off function \( \chi : [0, 1] \to \mathbb{R} \) such that

\[
\begin{cases}
0 \leq \chi(x) \leq 1, & \text{for all } x \in [0, 1], \\
\chi(x) = 1, & x \in (0, \alpha''), \\
\chi(x) = 0, & x \in (\beta'', 1).
\end{cases}
\]
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We define $w := \chi v$, where $v$ solves (3.5). Then $w$ satisfies
\begin{align*}
\begin{cases}
w_t + aw_{xx} = G, & (t, x) \in Q, \\
w(t, 1) = w(t, 0) = 0, & t \in (0, T), \\
w(T, x) = \chi(x) v_T(x), & x \in (0, 1),
\end{cases}
\end{align*}
(3.14)
where $G := \chi g + a(\chi_{xx}v + 2\chi_x v_x)$.

Applying the Carleman inequality 3.1 and using the fact that $w_x = 0$ in the neighborhood of $x = 1$, one has
\begin{align*}
\iint_Q \left(s\theta w_x^2 + s^3\theta^3 \left(\frac{x}{a}\right)^2 w^2\right)e^{2s\phi} \, dx \, dt \leq C \int_Q \frac{G^2}{a} e^{2s\phi} \, dx \, dt.
\end{align*}
Using the definition of $\chi$, in particular, the fact that supp $\chi_x, \chi_{xx} \subset \omega''$, we obtain
\begin{align*}
\int_Q \frac{G^2}{a} e^{2s\phi} \, dx \, dt &\leq 2 \int_Q a(\chi_{xx}v + 2\chi_x v_x)^2 e^{2s\phi} \, dx \, dt + 2 \int_Q \chi^2 \frac{g^2}{a} e^{2s\phi} \, dx \, dt \\
&\leq C \left( \int_{Q_{\omega''}} (v^2 + v_x^2) e^{2s\phi} \, dx \, dt + \int_Q \frac{g^2}{a} e^{2s\phi} \, dx \, dt \right).
\end{align*}
Combining this last inequality and (3.15), via the Caccioppoli inequality (3.12) and using (3.11), it follows that
\begin{align*}
\int_Q \left(s\theta w_x^2 + s^3\theta^3 \left(\frac{x}{a}\right)^2 w^2\right)e^{2s\phi} \, dx \, dt &\leq C \left( \int_Q \frac{g^2}{a} e^{2s\phi} \, dx \, dt + \int_{Q_{\omega''}} s^2 \theta^2 v_x^2 e^{2s\phi} \, dx \, dt \right) \\
&\leq C \left( \int_Q \frac{g^2}{a} e^{2s\phi} \, dx \, dt + \int_{Q_{\omega''}} s^3 \theta^3 v_x^2 e^{2s\phi} \, dx \, dt \right),
\end{align*}
for $s$ large enough.

Now, consider $z := (1 - \chi)v$ and take $\hat{\alpha} \in (0, \hat{\alpha})$. Then, $z$ satisfies
\begin{align*}
\begin{cases}
z_t + a z_{xx} = \tilde{G}, & (t, x) \in (0, T) \times (\hat{\alpha}, 1) := \hat{Q}, \\
z(t, 1) = z(t, \hat{\alpha}) = 0, & t \in (0, T), \\
z(T, x) = (1 - \chi(x)) v_T(x), & x \in (\hat{\alpha}, 1),
\end{cases}
\end{align*}
(3.17)
where $\tilde{G} := (1 - \chi)g - a(\chi_{xx}v + 2\chi_x v_x)$.

Clearly, system (3.17) is a non degenerate problem; hence, by the classical Carleman estimate [22, Lemma 1.2], one has
\begin{align*}
\int_Q \left(s\theta z_x^2 + s^3\theta^3 z^2\right)e^{2s\phi} \, dx \, dt \leq C \left( \int_Q \tilde{G}^2 e^{2s\phi} \, dx \, dt + \int_{Q_{\omega''}} s^3 \theta^3 v_x^2 e^{2s\phi} \, dx \, dt \right),
\end{align*}
(3.18)
Using once again the fact that supp $\chi_x, \chi_{xx} \subset \omega''$ and applying Caccioppoli’s inequality, we obtain
\begin{align*}
\int_Q \tilde{G}^2 e^{2s\phi} \, dx \, dt &\leq C \left( \int_{Q_{\omega''}} (v^2 + v_x^2) e^{2s\phi} \, dx \, dt + \int_Q \frac{g^2}{a} e^{2s\phi} \, dx \, dt \right) \\
&\leq C \left( \int_{Q_{\omega''}} s^2 \theta^2 v_x^2 e^{2s\phi} \, dx \, dt + \int_Q \frac{g^2}{a} e^{2s\phi} \, dx \, dt \right).
\end{align*}
(3.19)
In addition, via (3.11) and by the definition of $z$, we have
\[
\int\int_{Q} \left( s\theta z_{x}^{2} + s^{3}\theta^{3} \left( \frac{x}{a} \right)^{2} z^{2} \right) e^{2s\Phi} \, dx \, dt \leq \int\int_{Q} \left( s\theta z_{x}^{2} + s^{3}\theta^{3} \left( \frac{x}{a} \right)^{2} z^{2} \right) e^{2s\Phi} \, dx \, dt
\]
\[
= \int\int_{Q} \left( s\theta z_{x}^{2} + s^{3}\theta^{3} \left( \frac{x}{a} \right)^{2} z^{2} \right) e^{2s\Phi} \, dx \, dt
\]
\[
\leq C \int\int_{Q} \left( s\theta z_{x}^{2} + s^{3}\theta^{3} z^{2} \right) e^{2s\Phi} \, dx \, dt.
\]

Using (3.18) and (3.19), from the previous inequality, we find
\[
\int\int_{Q} \left( s\theta z_{x}^{2} + s^{3}\theta^{3} \left( \frac{x}{a} \right)^{2} z^{2} \right) e^{2s\Phi} \, dx \, dt
\]
\[
\leq C \left( \int\int_{Q} \frac{g^{2}}{a} e^{2s\Phi} \, dx \, dt + \int\int_{Q} s^{3}\theta^{3} \frac{v^{2}}{a} e^{2s\Phi} \, dx \, dt \right),
\]
(3.20)
for $s$ large enough.

Finally, observing that
\[
v^{2} = (w + z)^{2} \leq 2(w^{2} + z^{2})
\]
and
\[
v_{x}^{2} = (w_{x} + z_{x})^{2} \leq 2(w_{x}^{2} + z_{x}^{2}),
\]
and combining (3.16) and (3.20), one can easily deduce the desired estimate (3.13).

Now, we proceed to derive from (3.13) a new Carleman inequality with weight functions which do not blow up at $t = 0$. This estimate will be the key tool to show that the null controllability for the nonhomogeneous problem (3.1) holds, imposing an exponential decay at the final time $t = T$ on the source term $f$. To this end, we define the following weight functions:
\[
\nu(t) = \begin{cases} 
\theta \left( \frac{T}{2} \right), & t \in \left( 0, \frac{T}{2} \right], \\
\theta(t), & t \in \left( \frac{T}{2}, T \right].
\end{cases}
\]
(3.21)

\[
\tilde{\phi}(t, x) := \nu(t)\psi(x), \quad \tilde{\Phi}(t, x) := \nu(t)\Psi(x), \quad \tilde{\Phi}(t) := \max_{x \in [0, 1]} \tilde{\Phi}(t, x),
\]
\[
\hat{\phi}(t) := \max_{x \in [0, 1]} \hat{\phi}(t, x) \quad \text{and} \quad \hat{\phi}(t) := \min_{x \in [0, 1]} \hat{\phi}(t, x).
\]
(3.22)

Then, the following modified Carleman estimate holds.

**Lemma 3.2.** Assume Hypothesis 3.1 and let $T^{*} \in \left( \frac{T}{2}, T \right)$. Then, there exist two positive constants $C$ and $s_{0}$ such that every solution $v$ of (3.5) in $\mathcal{Z}$ satisfies, for all $s \geq s_{0}$
\[
\| e^{s\tilde{\phi}(0)} v(0) \|_{L_{2}^{a}(0, 1)}^{2} + \int\int_{Q} \frac{\nu^{2}}{a} e^{2s\tilde{\phi}} \, dx \, dt
\]
\[
\leq C e^{2s\tilde{\phi}(0) - \tilde{\Phi}(T^{*})} \left( \int\int_{Q} \frac{g^{2}}{a} e^{2s\Phi} \, dx \, dt + \int\int_{Q} s^{3}\theta^{3} \frac{v^{2}}{a} e^{2s\Phi} \, dx \, dt \right).
\]
(3.23)

**Proof.** Let $\xi \in C^{\infty}([0, T])$ be a cut-off function such that
\[
0 \leq \xi \leq 1, \quad \xi(t) := \begin{cases} 
1, & \text{for } t \in \left( 0, \frac{T^{*}}{2} \right], \\
0, & \text{for } t \in \left( T^{*}, T \right].
\end{cases}
\]
(3.24)
We define \( w = \tilde{\xi} v \), where \( \tilde{\xi} = \xi e^{\hat{\phi}(0)} \) and \( v \) solves (3.5). Then \( w \) satisfies

\[
\begin{align*}
&\begin{cases}
  w_t + aw_{xx} = \tilde{g}, \\
  w(t, 0) = w(t, 1) = 0, \\
  w(T, x) = 0,
\end{cases} & (t, x) \in Q, \\
& t \in (0, T), \quad x \in (0, 1),
\end{align*}
\]

where \( \tilde{g} := \tilde{\xi} v + \tilde{\xi} g \).

By the energy estimate (3.3) applied to the above system, one can see that

\[
\sup_{t \in [0, T]} \|w(t)\|_{L^2_x(H)}^2 \leq C \int_Q \tilde{g}^2 \, dx \, dt.
\]

Hence, there exists a positive constant \( C \) such that

\[
\int_0^1 \frac{w^2(0)}{a} \, dx + \int_Q \frac{w^2}{a} \, dx \, dt \leq C \int_Q \frac{\tilde{g}^2}{a} \, dx \, dt \leq C \int_Q \frac{1}{a} (\tilde{\xi} v + \tilde{\xi} g)^2 \, dx \, dt. \tag{3.26}
\]

From the definition of \( \xi \) and the fact that \( \tilde{\phi} \leq \hat{\phi}(0) \) in \( Q \), one has

\[
\int_0^1 \frac{w^2(0)}{a} \, dx = \int_0^1 \frac{v^2(0)}{a} e^{2\hat{\phi}(0)} \, dx \tag{3.27}
\]

and

\[
\int_Q \frac{w^2}{a} \, dx \, dt = \int_0^1 \int_Q \frac{\xi^2 e^{2\hat{\phi}(0)} v^2}{a} \, dx \, dt \tag{3.28}
\]

\[
\geq \int_0^1 \int \frac{v^2}{a} e^{2\hat{\phi}} \, dx \, dt.
\]

Moreover, recalling that \( \xi \equiv 0 \) in \( [T^*, T] \) and \( \text{supp} \xi_t \subset [T/2, T^*] \), the second member in (3.26) can be estimated as follows

\[
\int_Q \frac{1}{a} (\tilde{\xi} v + \tilde{\xi} g)^2 \, dx \, dt \leq C \left( \int_Q \xi^2 e^{2\hat{\phi}(0)} \frac{v^2}{a} \, dx \, dt + \int_Q \xi^2 e^{2\hat{\phi}(0)} \frac{g^2}{a} \, dx \, dt \right) \leq C e^{2\hat{\phi}(0)} \left( \int_0^{T^*} \int_0^1 \frac{v^2}{a} \, dx \, dt \right) + \int_Q \frac{g^2}{a} \, dx \, dt \tag{by (3.4)} \]

\[
\leq C e^{2\hat{\phi}(0)} \left( \int_0^{T^*} \int_0^1 \frac{v^2}{a} \, dx \, dt + \int_0^{T^*} \int_0^1 \frac{g^2}{a} \, dx \, dt \right). \tag{3.29}
\]

Hence, from (3.26)-(3.29), we get that

\[
\int_0^1 \frac{v^2(0)}{a} e^{2\hat{\phi}(0)} \, dx + \int_0^{T^*} \int_0^1 \frac{v^2}{a} e^{2\hat{\phi}} \, dx \, dt \leq C e^{2\hat{\phi}(0)} \int_0^{T^*} \int_0^1 \frac{v^2}{a} \, dx \, dt + C e^{2\hat{\phi}(0)} \int_0^{T^*} \int_0^1 \frac{g^2}{a} \, dx \, dt.
\]

Recalling the definition of \( \tilde{\phi} \), we observe that

\[
\tilde{\phi} (T^*) \leq \hat{\phi} \quad \text{in} \quad (0, T^*) \times (0, 1).
\]
It results that
\[
\int_0^1 \frac{v^2(0)}{a} e^{2s\hat{\phi}(0)} \, dx + \int_0^\frac{T}{2} \int_0^1 \frac{v^2}{a} e^{2s\hat{\phi}} \, dx dt \\
\leq Ce^{2s[\hat{\phi}(0) - \hat{\phi}(T^*)]} \left( \int_0^\frac{T}{2} \int_0^1 v^2 e^{2s\hat{\phi}} \, dx dt + \int_0^T \int_0^1 \frac{g^2}{a} e^{2s\hat{\phi}} \, dx dt \right). \tag{3.30}
\]
Using the fact that \( \hat{\phi} = \phi \) in \((T/2, T) \times (0, 1)\), by the Carleman inequality (3.13), we have that there exist two positive constants \( C \) and \( s_0 \) such that
\[
\int_0^\frac{T}{2} \int_0^1 v^2 e^{2s\hat{\phi}} \, dx dt = \int_0^\frac{T}{2} \int_0^1 v^2 e^{2s\phi} \, dx dt \\
\leq C \int_0^T \int_0^1 s\theta e^2 e^{2s\phi} \, dx dt \\
\leq C \left( \int_0^T \int_0^1 \frac{g^2}{a} e^{2s\phi} \, dx dt + \int_0^T \int_0^1 s^3\theta e^2 e^{2s\phi} \, dx dt \right),
\]
for all \( s \geq s_0 \).

Using this last inequality in (3.30) and taking into account the fact that \( \hat{\phi}, \Phi \leq \hat{\Phi} \) in \( Q \), we find
\[
\| e^{s\hat{\phi}(0)} v(0) \|_{L^2}^2 (0, 1) + \int_0^\frac{T}{2} \int_0^1 \frac{v^2}{a} e^{2s\hat{\phi}} \, dx dt \\
\leq Ce^{2s[\hat{\phi}(0) - \hat{\phi}(T^*)]} \left( \int_0^T \int_0^1 \frac{g^2}{a} e^{2s\hat{\phi}} \, dx dt + \int_0^T \int_0^1 s^3\theta e^2 e^{2s\phi} \, dx dt \right). \tag{3.31}
\]
On the other hand, applying the Hardy-Poincaré inequality (3.4) to \( ve^x\hat{\phi} \) and using the definition of \( \hat{\phi} \), one has
\[
\int_0^1 \left( ve^x\hat{\phi} \right)^2 dx \leq C \int_0^1 \left( ve^x\phi \right)^2 dx \\
\leq C \int_0^1 \left( e^2 \left( s^2 + s^3 \frac{x}{a} \right)^2 \right) e^{2s\phi} \, dx \\
\leq C \int_0^1 \left( s\nu e^2 + s^3\nu^3 \left( \frac{x}{a} \right)^2 \right) e^{2s\phi} \, dx \tag{3.32}
\]
for \( s \) large enough. Thus, recalling that \( \nu = \theta \) and \( \hat{\phi} = \phi \) in \((T/2, T) \times (0, 1)\), by (3.13), we obtain that there exist two positive constants \( C \) and \( s_0 \) such that
\[
\int_0^\frac{T}{2} \int_0^1 \frac{v^2}{a} e^{2s\phi} \, dx dt \\
\leq C \int_0^\frac{T}{2} \int_0^1 \left( s\nu e^2 + s^3\nu^3 \left( \frac{x}{a} \right)^2 \right) e^{2s\phi} \, dx dt \\
= C \int_0^\frac{T}{2} \int_0^1 \left( s\theta e^2 + s^3\theta^3 \left( \frac{x}{a} \right)^2 \right) e^{2s\phi} \, dx dt \\
\leq C \int_0^T \int_0^1 \left( s\theta e^2 + s^3\theta^3 \left( \frac{x}{a} \right)^2 \right) e^{2s\phi} \, dx dt \\
\leq C \left( \int_0^T \int_0^1 \frac{g^2}{a} e^{2s\phi} \, dx dt + \int_0^T \int_0^1 s^3\theta e^2 e^{2s\phi} \, dx dt \right), \tag{3.33}
\]
for all \( s \geq s_0 \).
Finally, notice that, for a positive constant $c$, the function $s \mapsto s^3 e^{-cs}$ is nonincreasing for $s$ large enough. Thus, since $\nu \leq \theta$ in $(0, T)$, we infer that
\[
s^3 \theta^3 e^{2s \Phi} \leq s^3 \nu^3 e^{2s \Phi},
\]
for $s$ large enough. This together with (3.31) and (3.33) imply (3.23).

As a consequence of Lemma 3.2 we will prove the null controllability for the nonhomogeneous degenerate heat equation (3.1) with more regular solution. Such a result plays a fundamental role in obtaining null controllability for the nonlocal problem (1.1). To this aim, following the arguments developed in [22, 31], we define the following weighted space
\[
E_s := \{y \in Z \mid e^{-s \tilde{\Phi}}y \in L^2_\alpha(Q)\}
\]
edowed with the associated norm
\[
\|y\|_{E_s} := \iint_Q e^{-2s \tilde{\Phi}}\frac{y^2}{a} \, dxdt.
\]
Observe that, if we consider $y$ in $E_s$, then $y$ is continuous in time and satisfies
\[
\iint_Q e^{-2s \tilde{\Phi}}\frac{y^2}{a} \, dxdt < +\infty,
\]
thus, from the definition of $\tilde{\Phi}$, in particular the fact that $\tilde{\Phi} < 0$, it comes that $y(T, \cdot) = 0$ in $(0, 1)$.

In the sequel, by $s_0$ we shall denote the parameter given in Lemma 3.2. Following the classical approach presented in several works (see, e.g., [16, 17, 24, 31]) and using the modified Carleman inequality (3.23), we obtain the following null controllability result for (3.1).

**Theorem 3.3.** Assume Hypothesis 3.1. Let $T^* \in \left(\frac{T}{2}, T\right)$ and suppose that $e^{-s \tilde{\Phi}}f \in L^2_\alpha(Q)$ with $s \geq s_0$. Then, for any $y_0 \in H^1_\alpha(0, 1)$, there exists a control function $u \in L^2_\alpha(Q)$, such that the associated solution $y$ of (3.1) belongs to $E_s$.

Moreover, there exists a positive constant $C$ such that the couple $(y, u)$ satisfies
\[
\iint_Q \frac{y^2}{a} e^{-2s \tilde{\Phi}} \, dxdt + \iint_{Q_\omega} s^{-3} \nu^{-3} u^2 \frac{e^{-2s \tilde{\Phi}}}{a} \, dxdt \\
\leq Ce^{2s(\tilde{\phi}\omega - \tilde{\phi}(T^*))} \left(\|f e^{-s \tilde{\phi}}\|_{L^2_\alpha(Q)}^2 + \|y_0 e^{-s \tilde{\phi}(0)}\|_{L^2_\alpha(0, 1)}^2\right).
\]

**Proof.** Following the arguments in [16], fixed $s \geq s_0$, let us consider the functional
\[
J(y, u) = \iint_Q \frac{y^2}{a} e^{-2s \tilde{\Phi}} \, dxdt + \iint_{Q_\omega} s^{-3} \nu^{-3} u^2 \frac{e^{-2s \tilde{\Phi}}}{a} \, dxdt,
\]
where $u \in L^2_\alpha(Q)$ and $y$ satisfies the following system
\[
\begin{align*}
y_{t} - a y_{xx} &= f + 1\omega \, u, \\
y(t, 1) &= y(t, 1) = 0, \\
y(0, x) &= y_0(x), \\
y(T, x) &= 0, \\
(t, x) \in & Q, \\
t \in & (0, T), \\
x \in & (0, 1).
\end{align*}
\]
By standard arguments (see for instance [26]), $J$ attains its minimum at a unique point $(\tilde{y}, \tilde{u})$.

Let us denote by $L_a$ the parabolic operator

$$L_a y := y_t - a y_{xx} \quad \text{in } Q.$$  

We are going to show that there exists a dual variable $\bar{v}$ such that the couple $(\bar{y}, \bar{u})$ is characterized by

$$\left\{ \begin{array}{ll}
\bar{y} = e^{2s\Phi} L_a^* \bar{v}, & \text{in } Q, \\
\bar{u} = -s^3 v^3 e^{2s\Phi} \bar{v}, & \text{in } (0, T) \times \omega, \\
\bar{v} = 0, & \text{on } (0, T) \times \{0, 1\},
\end{array} \right. \quad (3.37)$$

where $L_a^*$ denotes the (formally) adjoint operator of $L_a$.

Let $H_0$ be the linear space

$$H_0 = \{ v \in C^\infty(\overline{Q}) : v = 0 \quad \text{on } (0, T) \times \{0, 1\} \},$$

and let us define the following bilinear form:

$$\kappa(v_1, v_2) = \int_Q \frac{e^{2s\Phi}}{a} L_a^* v_1 L_a^* v_2 \, dx \, dt + \int_{Q_\omega} s^3 v^3 e^{2s\Phi} v_1 v_2 \, dx \, dt, \quad \forall v_1, v_2 \in H_0.$$  

Since $H_0 \subset Z$, we can apply the modified Carleman inequality (3.23) in $H_0$, obtaining:

$$\| e^{s\Phi} v(0) \|^2_{L^2_\pi(0, 1)} + \int_Q \frac{e^{2s\Phi}}{a} \nu^2 \, dx \, dt \leq C e^{2s(\Phi(0) - \Phi(T^*))} \| \kappa(v, v) \|, \quad \forall v \in H_0. \quad (3.38)$$

Observe that $\kappa(\cdot, \cdot)$ is a strictly positive and symmetric bilinear form in $H_0$. Therefore, $\kappa(\cdot, \cdot)$ is a scalar product in $H_0$.

Let $H$ be the completion of $H_0$ for the norm $\| v \|_H := (\kappa(v, v))^{1/2}$. Then $H$ is a Hilbert space for the scalar product $\kappa(\cdot, \cdot)$.

Now, we introduce the linear form $\ell : H \to \mathbb{R}$ given by

$$\ell(v) = \int_Q \frac{f v}{a} \, dx \, dt + \int_0^1 \frac{y_0 v(0)}{a} \, dx, \quad \forall v \in H.$$  

Using the Cauchy-Schwarz inequality, in view of (3.38), it is clear that

$$|\ell(v)| \leq \| e^{-s\Phi} \|_{L^2_\Phi(Q)} \| v e^{s\Phi} \|_{L^2_\pi(Q)} + \| y_0 e^{-s\Phi} \|_{L^2_\Phi(0, 1)} \| e^{s\Phi} v(0) \|_{L^2_\pi(0, 1)} + \frac{Ce^{s(\Phi(0) - \Phi(T^*))}}{\| \nu \|_{H}} \| v \|_H.$$  

That is, $\ell$ is a bounded linear form on $H$. Consequently, from the Lax-Milgram lemma, there exists a unique $\bar{v} \in H$ such that

$$\kappa(\bar{v}, v) = \ell(v), \quad \forall v \in H. \quad (3.39)$$

In addition, $\bar{v}$ satisfies the estimate

$$\| \bar{v} \|_H \leq Ce^{s(\Phi(0) - \Phi(T^*))} \left( \| e^{-s\Phi} \|_{L^2_\Phi(Q)} + \| y_0 e^{-s\Phi} \|_{L^2_\Phi(0, 1)} \right). \quad (3.40)$$

Now, let us set

$$\left\{ \begin{array}{ll}
\bar{y} = e^{2s\Phi} L_a^* \bar{v}, \\
\bar{u} = -1_{\omega} s^3 v^3 e^{2s\Phi} \bar{v}.
\end{array} \right. \quad (3.41)$$
With these definitions, from (3.40), it is readily seen that \( \tilde{y} \) and \( \tilde{u} \) satisfy
\[
\iint_Q \frac{\tilde{y}^2}{a} e^{-2s\phi} \, dx \, dt + \iint_Q s^{-3} \nu^{-3} \frac{\tilde{u}^2}{a} e^{-2s\phi} \, dx \, dt 
\leq C e^{2s(\phi(0) - \phi(T^*))} \left( \| f e^{-s\phi} \|_{L^1_+}^2(Q) + \| y_0 e^{-s\phi(0)} \|_{L^1_+}^2(0,1) \right). \tag{3.42}
\]
Hence, (3.43) holds.
It remains to check that \( \tilde{y} \) is the solution of (3.36) corresponding to \( \tilde{u} \). First of all, from (3.42), it is immediate that \( \tilde{y} \in E_s \) and \( \tilde{u} \in L^2_+ (Q) \).
Let us denote by \( \hat{y} \) the weak solution of (3.1) with \( u = \tilde{u} \). Clearly, \( \hat{y} \) is also the unique solution defined by transposition. This means that \( \hat{y} \) is the unique function in \( L^1_+ (Q) \) satisfying
\[
\iint_Q \frac{\hat{y} h}{a} \, dx \, dt = \iint_Q 1 \hat{\omega} \frac{\tilde{u} v}{a} \, dx \, dt + \iint_Q \hat{f} \frac{v}{a} \, dx \, dt + \int_0^1 \frac{y_0 v(0)}{a} \, dx, \quad \forall \, h \in L^2_+ (Q),
\]
where \( v \) is the solution to the following system
\[
\begin{aligned}
- \nu_t - ax_{xx} &= h, \quad (t, x) \in Q, \\
v(t, 0) &= v(t, 1) = 0, \quad t \in (0, T), \\
v(T, x) &= 0, \quad x \in (0, 1).
\end{aligned}
\]
From (3.41) and (3.39), we see that \( \tilde{y} \) also satisfies the last identity. Consequently, \( \tilde{y} = \hat{y} \).
This ends the proof of Theorem 3.3. \( \square \)

**Remark 4.** Notice that Theorem 3.3 ensures the null controllability result for the nonhomogeneous degenerate equation (3.1) provided that the source terms \( f \) satisfies
\[
e^{rac{C_0}{1 + c^2}} f \in L^2_+ (Q) \tag{3.43}
\]
for some positive constant \( C_0 \). An analogous condition is required also in the nondegenerate case (see [22, Theorem 2.1, page 24]).

### 3.2 Carleman estimates for the problem in divergence form

In this subsection, we present some Carleman estimates for the solutions to the associated adjoint problem of (1.2), which will provide that the nonhomogeneous degenerate heat equation (3.2) is null controllable. Thus, we consider the next adjoint problem
\[
\begin{aligned}
- z_t - (az_x)_x &= g, \quad (t, x) \in Q, \\
z(t, 1) &= 0, \quad t \in (0, T), \\
z(t, 0) &= 0, \quad \text{for the (WD) case,} \quad t \in (0, T), \\
(az_x)(t, 0) &= 0, \quad \text{for the (SD) case,} \quad t \in (0, T), \\
z(T, x) &= 2z_T(x), \quad x \in (0, 1) \tag{3.44}
\end{aligned}
\]
Here, we assume that \( g \in L^2(Q) \), while on the diffusion coefficient \( a \) we make the following assumptions:

**Hypothesis 3.2.** The function \( a \in C[0, 1] \cap C^1(0, 1) \) is such that \( a(0) = 0, \ a > 0 \) on \( (0,1] \) and
1. (WD) CASE. There exists \( \alpha \in (0, 1] \), such that \( xa'(x) \leq \alpha a(x), \forall \, x \in (0,1] \).
2. (SD) CASE. There exists $\alpha \in [1, 2)$, such that $xa'(x) \leq \alpha a(x)$, $\forall x \in [0, 1]$ and

$$
\begin{align*}
\exists \beta \in (1, \alpha], & x \mapsto \frac{a(x)}{x^\beta} \text{ is nondecreasing near } 0, \text{ if } \alpha > 1, \\
\exists \beta \in (0, 1), & x \mapsto \frac{a(x)}{x^\beta} \text{ is nondecreasing near } 0, \text{ if } \alpha = 1.
\end{align*}
$$

In this case, let us introduce the weight functions

$$
\varphi(t, x) := \theta(t) \Upsilon(x) \quad \text{where,} \quad \Upsilon(x) := c \left( \int_0^x \frac{y}{a(y)} \, dy - d \right),
$$

and $\theta$ is the function defined in (3.7). The parameters $d$ and $c$ are chosen such that $d > d^* := \sup_{[0, 1]} \int_0^x \frac{y}{a(y)} \, dy$, $c \geq e^{2\rho |s| - \frac{\sigma}{d-d^*}}$, where $\rho$ and $\sigma$ are defined in (3.9).

**Remark 5.** For this choice of the parameters $d$, $c$ and $\rho$, it is clear that the weight functions $\varphi$ and $\Phi$ satisfy the next inequality:

$$
\varphi(t, x) \leq \Phi(t, x) \quad \text{for every} \quad (t, x) \in Q.
$$

Then, the following Carleman inequality holds:

**Theorem 3.4.** [3, Theorem 3.3] Assume Hypothesis 3.2. There exist two positive constants $C > 0$ and $s_0 > 0$ such that, every solutions $z \in V$ of (3.44) satisfies, for all $s \geq s_0$

$$
\iint_Q \left( s\theta a(x) z_x^2 + s^3 \theta^3 \frac{x^2}{a(x)} z^2 \right) e^{2s\varphi} \, dx \, dt 
\leq C \left( \iint_{Q_1} g^2 e^{2s\varphi} \, dx \, dt + \iint_{Q_2} s^3 \theta^3 z^2 e^{2s\Phi} \, dx \, dt \right). 
$$

**Remark 6.** Note that, in [3] Theorem 3.4 is shown for $\theta(t) = \frac{1}{t^{1-t_j}}$. However, by [1, Remark 1], one can prove that the result remains true also for $\theta = \frac{1}{t^{1-2-t_j}}$.

As for the non divergence case, in order to obtain a Carleman inequality for solutions of problem (3.44) via weights not exploding at $t = 0$, let us consider the following functions:

$$
\tilde{\varphi}(t, x) := \nu(t) \Upsilon(x), \quad \hat{\varphi}(t) := \max_{x \in [0, 1]} \tilde{\varphi}(t, x) \quad \text{and} \quad \check{\varphi}(t) := \min_{x \in [0, 1]} \tilde{\varphi}(t, x).
$$

With the aid of Proposition 3.2 and Theorem 3.4, similar arguments as in Lemma 3.2 lead to the following modified Carleman inequality.

**Lemma 3.3.** Assume Hypothesis 3.2. There exist two positive constants $C$ and $s_0$ such that, every solutions $z \in V$ to (3.44) satisfies, for all $s \geq s_0$

$$
\|e^{s\check{\varphi}(0)} z(0)\|_{L^2(0, 1)}^2 + \iint_Q z^2 e^{2s\check{\varphi}} \, dx \, dt 
\leq C e^{2s(\check{\varphi}(0) - \check{\varphi}(\frac{4T}{3}))} \left( \iint_{Q_1} g^2 e^{2s\check{\varphi}} \, dx \, dt + \iint_{Q_2} s^3 \nu^3 z^2 e^{2s\check{\varphi}} \, dx \, dt \right). 
$$

Once we have got estimate (3.48), we are ready to solve the null controllability problem for (3.2). In fact, arguing as in the non divergence case, it is possible to obtain the following result.
Theorem 3.5. Assume Hypothesis 3.2. Let $T > 0$ and suppose that $e^{-s\hat{\Phi}}f \in L^2(Q)$ with $s \geq s_0$. Then, for any $y_0 \in H^1_\omega(0,1)$, there exists a control function $u \in L^2(Q)$ such that the associated solution $y \in V$ of (3.2) is in the space

$$E_s := \{ y \in V : e^{-s\hat{\Phi}}y \in L^2(Q) \}.$$

Moreover, there exists a positive constant $C$ such that the following estimate holds:

$$\iint_Q y^2 e^{-2s\hat{\Phi}} \, dx \, dt + \iint_{Q_x} s^{-3} \nu^{-3} u^2 e^{-2s\hat{\Phi}} \, dx \, dt \leq C e^{2s[\hat{\Phi}(0)-\hat{\Phi}(T^*)]} \left( \iint_Q t^2 e^{-2s\hat{\Phi}} \, dx \, dt + \| y_0 e^{-s\hat{\Phi}(0)} \|_{L^2(0,1)}^2 \right). \tag{3.49}$$

Also in this case, notice that $y$ being in the space $E_s$, we readily have

$$\iint_Q y^2 e^{-2s\hat{\Phi}} \, dx \, dt < \infty.$$

Since the weight $\hat{\Phi}$ blows up as $t \to T^-$, the boundedness of the above integral yields $y(T, x) = 0$.

4 Null controllability for the nonlocal problem (1.1)

The goal of this section is to study the null controllability property for the nonlocal degenerate equation (1.1). Such a result relies on the null controllability result for the nonhomogeneous system (3.1). First of all, we choose the parameters $\rho$, $\lambda$ and $\beta$ such that

$$\rho > \frac{\ln 2}{\| \sigma \|_{\infty}}, \quad \lambda \in \left[ \frac{e^{2\rho\| \sigma \|_{\infty}} - 1}{(\beta - 1)\| p \|_{L^\infty(0,1)}}, \frac{2(e^{2\rho\| \sigma \|_{\infty}} - e^{\rho\| \sigma \|_{\infty}})}{(\beta - 1)\| p \|_{L^\infty(0,1)}} \right], \quad \beta = 4. \tag{4.1}$$

Remark 7. Observe that, since the parameter $\rho$ in (3.9) is such that $\rho > \frac{\ln 2}{\| \sigma \|_{\infty}}$, one can show that the interval

$$\left[ \frac{e^{2\rho\| \sigma \|_{\infty}} - 1}{(\beta - 1)\| p \|_{L^\infty(0,1)}}, \frac{2(e^{2\rho\| \sigma \|_{\infty}} - e^{\rho\| \sigma \|_{\infty}})}{(\beta - 1)\| p \|_{L^\infty(0,1)}} \right]$$

is nonempty.

Thus, one can show the following lemma which is needed in the sequel.

Lemma 4.1. Let $T^* = (1 + \varepsilon)\frac{T}{2}$ with $\varepsilon \in \left( 0, \sqrt{1 - \frac{2\sqrt{2}}{\sqrt{3}}} \right)$. Then

$$2(\hat{\phi}(0) - \hat{\phi}(T^*) + \hat{\Phi}(0)) < 0. \tag{4.2}$$

Proof. Since the constant $\lambda \in \left[ \frac{e^{2\rho\| \sigma \|_{\infty}} - 1}{(\beta - 1)\| p \|_{L^\infty(0,1)}}, \frac{2(e^{2\rho\| \sigma \|_{\infty}} - e^{\rho\| \sigma \|_{\infty}})}{(\beta - 1)\| p \|_{L^\infty(0,1)}} \right]$, we immediately get:

$$2\hat{\Phi}(t) \leq \hat{\phi}(t) \quad \text{for every} \quad t \in (0, T). \tag{4.3}$$

On the other hand, using the fact that $\beta = 4$, from (4.3), it comes that

$$2(\hat{\phi}(0) - \hat{\phi}(T^*) + \hat{\Phi}(0)) \leq 3\hat{\phi}(0) - 2\hat{\phi}(T^*) = -3(\beta - 1)\lambda\| p \|_{L^\infty(0,1)}\nu(0) + 2\beta\lambda\| p \|_{L^\infty(0,1)}\nu(T^*) = \lambda\| p \|_{L^\infty(0,1)}(8\nu(T^*) - 9\nu(0)).$$
Finally, by the definition of $T^*$, one can show that

$$8\nu(T^*) - 9\nu(0) < 0,$$

and the claim follows.

In the following, in order to obtain our first main null controllability result for (1.1), we make the following assumption on the kernel $K$.

**Hypothesis 4.1.** Assume that the kernel $K$ is such that

$$e^{\frac{c_0}{(T-t)^2}} \int_0^1 \int_0^1 \frac{K^2(t,x,\tau)}{a(x)} d\tau dx \in L^\infty(0,T),$$

(4.4)

where $c_0 := 8\lambda \|p\|_{L^\infty(0,1)} (4/T)^2$, $s \geq s_0$ is fixed and $s_0$ is the same of Theorem 3.3.

**Remark 8.** The assumption (4.4) will play a crucial role in the proof of the null controllability of (1.1). Observe that, using Remark 1, thanks to this hypothesis, the kernel $K$, as a function of $t$ and $x$, should behave like $K(t,x,\cdot) \sim e^{-\frac{c}{(T-t)^2}}$ when $\frac{1}{\sqrt{a}} \in L^1(0,1)$ and $K(t,x,\cdot) \sim e^{-\frac{c}{(T-t)^2}} a^{1/4}(x)$ when $\frac{1}{\sqrt{a}} \in L^1(0,1)$.

The starting point to prove the null controllability property for the nonlocal degenerate equation (1.1) is to show the null controllability for the following control system

$$\begin{cases}
y_{t} - a y_{xx} + \int_0^1 K(t,x,\tau) w(t,\tau) d\tau = 1_w u, & (t,x) \in Q, \\
y(t,0) = y(t,1) = 0, & t \in (0,T), \\
y(0,x) = y_0(x), & x \in (0,1),
\end{cases}$$

(4.5)

for any $w \in E_{s,M} := \{ w \in E_s | \|e^{-s^2 w}\|_{L^2(Q)} \leq M \}$, where $M > 0$ is an arbitrary constant and $s$ is the one given in Hypothesis 4.1. More precisely, as a first step we prove that this system is null controllable under the condition (4.4); then, as a second step, we deduce the null controllability for the original problem applying a classical fixed point argument.

Notice that $E_{s,M}$ is a non empty, bounded, closed, and convex subset of $L^2(Q)$.

Our first main result is the following:

**Theorem 4.1.** Assume Hypotheses 3.1 and 4.1. Then for any $y_0 \in H^1_\frac{1}{2}(0,1)$, there exists a control function $u \in L^2(Q)$ such that the associated solution $y \in Z$ of (1.1) satisfies

$$y(T,\cdot) = 0 \quad \text{in} \quad (0,1).$$

(4.6)
Proof. Take \( w \in E_{s,M} \); recalling the definition of \( \hat{\phi} \), by (4.4), one has
\[
\int_Q e^{-2s\hat{\phi}} \left( \int_0^T K(t,x,\tau)w(t,\tau) \, d\tau \right)^2 \, dx \, dt
\]
\[
= \int_Q e^{-\frac{\alpha_s}{T^2-t^2}} \left( \int_0^T K(t,x,\tau) \frac{w(t,\tau)}{a(x)} \, d\tau \right)^2 \, dx \, dt
\]
\[
\leq \max_{\tau \in (0,1)} a(\tau) \int_Q e^{-\frac{\alpha_s}{T^2-t^2}} \left( \int_0^T K^2(t,x,\tau) \frac{w^2(t,\tau)}{a(x)} \, d\tau \right)^2 \, dx \, dt
\]
\[
\leq C \int_Q e^{-2s\hat{\phi}} \frac{w^2}{a(x)} \, dx \, dt. \tag{4.7}
\]
Hence, using the fact that \( e^{2s\hat{\phi}} \leq 1 \) in \( Q \), we obtain
\[
\int_Q e^{-2s\hat{\phi}} \left( \int_0^T K(t,x,\tau)w(t,\tau) \, d\tau \right)^2 \, dx \, dt
\]
\[
\leq C \int_Q e^{-2s\hat{\phi}} \frac{w^2}{a(x)} \, dx \, dt \leq CM^2 < +\infty.
\]
Thus, setting \( f := -\int_0^T K(t,x,\tau)w(t,\tau) \, d\tau \), one has that \( e^{-s\hat{\phi}}f \in L^2_w(Q) \) and, by Theorem 3.3, we infer that system (4.5) is null controllable, that is, \( \forall y_0 \in H^1_2(0,1), \) there exists a control function \( u \in L^2_w(Q) \) such that the associated solution \( y(t,\cdot) = 0 \) in \( (0,1) \). In addition, in this case, the control \( u \) satisfies the estimate
\[
\int_{Q_w} s^{-3}\nu^{-3} \frac{u^2}{a} e^{-2s\hat{\phi}} \, dx \, dt \leq Ce^{2s[\hat{\phi}(0) - \hat{\phi}(T^*)]} \left( M^2 + \|y_0 e^{-s\hat{\phi}(0)}\|_{L^2_w(0,1)}^2 \right),
\]
where \( T^* \) is defined in Lemma 4.1.

Next, we aim to extend this controllability result to the nonlocal problem (1.1) through the Kakutani’s fixed point Theorem (see for instance [18, Theorem 2.3]). For any \( w \in E_{s,M} \), consider the mapping \( B : E_{s,M} \to L^2_w \) defined by
\[
B(w) = \left\{ y \in E_s : y \text{ satisfies } (4.5) \right\}
\]
\[
\text{is such that } y(T,\cdot) = 0 \in (0,1) \text{ and } \exists u \in L^2_w(Q) \text{ so that }
\]
\[
\int_{Q_w} s^{-3}\nu^{-3} \frac{u^2}{a} e^{-2s\hat{\phi}} \, dx \, dt \leq Ce^{2s[\hat{\phi}(0) - \hat{\phi}(T^*)]} \left( M^2 + \|y_0 e^{-s\hat{\phi}(0)}\|_{L^2_w(0,1)}^2 \right).
\]
In the following, we are going to prove that \( B \) has at least one fixed point in \( E_{s,M} \). To do so, we will check that all the conditions to apply the aforementioned Theorem, with respect to the \( L^2 \) topology, are fulfilled.

First of all, observe that \( B(w) \) is nonempty, closed and convex in \( L^2_w(Q) \). Next, let us prove that \( B(E_{s,M}) \subset E_{s,M} \) for a sufficiently large \( M \). Proceeding as in (4.7), using (3.34) and (4.4), we immediately find
\[
\int_Q \frac{u^2}{a} e^{-2s\hat{\phi}} \, dx \, dt + \int_{Q_w} s^{-3}\nu^{-3} \frac{u^2}{a} e^{-2s\hat{\phi}} \, dx \, dt
\]
\[
\leq Ce^{2s[\hat{\phi}(0) - \hat{\phi}(T^*)]} \left( \int_Q \frac{u^2}{a} \, dx \, dt + \|y_0 e^{-s\hat{\phi}(0)}\|_{L^2_w(0,1)}^2 \right).
\]
Moreover, since \( \hat{\Phi} \leq \Phi(0) \) in \( Q \), it follows that
\[
\begin{align*}
\int_Q \frac{y^2}{a} e^{-2s\hat{\Phi}} \, dx \, dt + \int_{Q_\omega} s^{-3} \nu^{-3} \frac{y^2}{a} e^{-2s\hat{\Phi}} \, dx \, dt \\
\leq Ce^{2s[\hat{\Phi}(0) - \hat{\Phi}(T^{*}) + \Phi(0)]} \left( \int_Q e^{-2s\hat{\Phi}} \frac{y^2}{a} \, dx \, dt \right) + Ce^{-2s\hat{\Phi}(T^{*})} \|y_0\|_{L^2_{\frac{1}{2}}(0,1)}^2 \\
\leq Ce^{2s[\hat{\Phi}(0) - \hat{\Phi}(T^{*}) + \Phi(0)]} M^2 + Ce^{-2s\hat{\Phi}(T^{*})} \|y_0\|_{L^2_{\frac{1}{2}}(0,1)}^2.
\end{align*}
\]

(4.8)

On the other hand, thanks to (4.2) and by increasing the parameter \( s_0 \) if necessary, we can fix \( s \) large enough so that
\[
Ce^{2s[\hat{\Phi}(0) - \hat{\Phi}(T^{*}) + \Phi(0)]} < \frac{1}{2}.
\]

Hence, for \( M \) sufficiently large, we deduce that
\[
\begin{align*}
\int_Q \frac{y^2}{a} e^{-2s\hat{\Phi}} \, dx \, dt + \int_{Q_\omega} s^{-3} \nu^{-3} \frac{y^2}{a} e^{-2s\hat{\Phi}} \, dx \, dt \\
\leq \frac{M^2}{2} + Ce^{-2s\hat{\Phi}(T^{*})} \|y_0\|_{L^2_{\frac{1}{2}}(0,1)}^2 \leq M^2.
\end{align*}
\]

(4.9)

Thus, \( B \) maps \( E_{s,M} \) into itself, i.e., \( B(E_{s,M}) \subset E_{s,M} \).

Now, let \( \{w_n\} \) be a sequence in \( E_{s,M} \). Then, by Proposition 3.1, the associated solutions \( \{y_n\} \) are bounded in \( Z \), and hence, by Theorem 6.2, \( B(E_{s,M}) \) is relatively compact in \( L^2(Q) \).

It remains to verify that, \( B \) is upper-semicontinuous. At first, note that, for any \( w \in E_{s,M} \), one can find at least a control function \( u \in L^2(Q) \) such that the associated solution \( y \) belongs to \( E_{s,M} \). Thus, for any \( \{u_n\} \), we can find a sequence of controls \( \{u_n\} \in L^2(Q) \) such that the associated solutions \( \{y_n\} \) belongs to \( L^2(Q) \). Let \( w_n \to w \) in \( E_{s,M} \) and \( y_n \in B(w_n) \) such that \( y_n \to y \) in \( L^2(Q) \). Our aim is to prove that \( y \in B(w) \).

Let \( u_n \) be the sequence corresponding to the control function. Thus, by Proposition 3.1 and (4.9), it comes that on a subsequence (again denoted as \( n \)) we have the following convergences:

\[
\begin{align*}
\{u_n\} & \to u \quad \text{weakly in } L^2(Q), \\
\{y_n\} & \to \hat{y} \quad \text{weakly in } L^2(0, T; H^1_{\frac{1}{2}}(0, 1)) \cap H^1(0, T; L^2_{\frac{1}{2}}(0, 1)) \quad \text{since } Z \text{ is continuously embedded in } L^2(0, T; H^1_{\frac{1}{2}}(0, 1)) \cap H^1(0, T; L^2_{\frac{1}{2}}(0, 1)), \\
\{y_n(t, 0)\} & = \{y_n(t, 1)\} = 0, \quad t \in (0, T), \\
\{y_n(0, x)\} & = \{y_0(x)\}, \quad x \in (0, 1),
\end{align*}
\]

thanks to Theorem 6.2.

Hence, we get that \( y = \hat{y} \in L^2_{\frac{1}{2}}(Q) \), and passing to the limit in the following system

\[
\begin{align*}
y_{n,t} - a y_{n,xx} + \int_0^1 K(t, x, \tau)w_n(t, \tau) \, d\tau = 1_{\omega} u_n, & \quad (t, x) \in Q, \quad \text{(4.10)} \\
y_n(t, 0) = y_n(t, 1) = 0, & \quad t \in (0, T), \\
y_n(0, x) = \hat{y}_0(x), & \quad x \in (0, 1),
\end{align*}
\]

we deduce that the pair \( (u, y) \) also satisfies system (4.5). Therefore, \( B \) is upper semicontinuous and satisfies the assumptions of the Kakutani’s fixed point Theorem. Hence, we can deduce that it exists at least one \( y \) such that \( y \in B(y) \). By definition of the mapping \( B \), this yields that there exists at least one pair \( (u, y) \) satisfying the conditions of Theorem 4.1. Hence the claim follows.
Remark 9. Recalling that the weight function $\tilde{\Phi}$ goes to $-\infty$ at $t = T$, the inequality (4.9) implies that the control function $u$ that drives the solution of (1.1) to rest decay at the end of the time horizon $[0, T]$.

As a consequence of the previous theorem and proceeding as in [4], or in [5] one has the next result.

Theorem 4.2. Assume Hypotheses 3.1 and 4.1. Then, for any $y_0 \in L^2_\omega(0, 1)$, there exists a control function $u \in L^2_\omega(Q)$ such that the associated solution $y \in \mathcal{W}$ of (1.1) satisfies

$$y(T, \cdot) = 0 \quad \text{in} \quad (0, 1).$$

**Proof.** Consider the following parabolic problem:

$$\begin{cases}
  w_t - aw_{xx} + \int_0^1 K(t, x, \tau)w(t, \tau)\,d\tau = 0, & (t, x) \in \left(0, \frac{T}{2}\right) \times (0, 1), \\
  w(t, 0) = w(t, 1) = 0, & t \in \left(0, \frac{T}{2}\right), \\
  w(0, x) = y_0(x), & x \in (0, 1),
\end{cases}$$

where $y_0 \in L^2_\omega(0, 1)$ is the initial condition in (1.1).

By Theorem 2.1, the solution of this system belongs to

$$W^*_T := L^2\left(0, \frac{T}{2}; H^1_\omega(0, 1)\right) \cap C\left(\left[0, \frac{T}{2}\right]; L^2_\omega(0, 1)\right).$$

Then, there exists $t_0 \in (0, \frac{T}{2})$ such that $w(t_0, \cdot) := \hat{w}(\cdot) \in H^1_\omega(0, 1)$.

Now, we consider the following controlled parabolic system:

$$\begin{cases}
  z_t - az_{xx} + \int_0^1 K(t, x, \tau)z(t, \tau)\,d\tau = 1_\omega h, & (t, x) \in (t_0, T) \times (0, 1), \\
  z(t, 0) = z(t, 1) = 0, & t \in (t_0, T), \\
  z(t_0, x) = \hat{w}(x), & x \in (0, 1).
\end{cases}$$

By Theorem 4.1 applied in $(t_0, T) \times (0, 1)$, we can see that there exists a control function $h \in L^2((t_0, T) \times (0, 1))$ such that the associated solution

$$z \in \mathcal{Z}^* := L^2(t_0, T; H^1_\omega(0, 1)) \cap H^1(t_0, T; L^2_\omega(0, 1)) \cap C([t_0, T]; H^1_\omega(0, 1))$$

satisfies

$$z(T, \cdot) = 0 \quad \text{in} \quad (0, 1).$$

Finally, setting

$$y := \begin{cases}
  w, & \text{in} \quad [0, t_0], \\
  z, & \text{in} \quad [t_0, T]
\end{cases} \quad \text{and} \quad u := \begin{cases}
  0, & \text{in} \quad [0, t_0], \\
  h, & \text{in} \quad [t_0, T],
\end{cases}$$

one can prove that $y \in \mathcal{W}$ is the solution to the system (1.1) corresponding to $u$ and satisfies

$$y(T, \cdot) = 0 \quad \text{in} \quad (0, 1).$$

Hence, our assertion is proved. \hfill \square

Remark 10. Notice that, if $\text{supp} \: K \subset (0, T) \times \omega^2$, the null controllability of (1.1) follows without assuming Hypothesis 4.1. Indeed, it is a consequence of the one for the degenerate heat equation

$$\begin{cases}
  y_t - ay_{xx} = 1_\omega v, & (t, x) \in Q, \\
  y(t, 0) = y(t, 1) = 0, & t \in (0, T), \\
  y(0, x) = y_0(x), & x \in (0, 1),
\end{cases}$$

(4.12)
which is proved in [11, Theorem 4.5] (see also Theorem 3.3 with \( f = 0 \)): given \( T > 0 \) and \( y_0 \in L^2_\omega(0,1) \) there exists \( v \in L^2_\omega(Q) \) such that the solution \( y \) of (4.12) satisfies \( y(T,\cdot) = 0 \) in \((0,1)\). 

Now, taking \( u(t,x) = v(t,x) - \int_0^1 K(t,x,\tau)y(t,\tau)\,d\tau \) and recalling that \( \mathrm{supp}K \subset (0,T) \times \omega^2 \), we have that, with \( y \) for any \( y_0 \in L^2_\omega(0,1) \), there exists \( h \in L^2_\omega(Q) \) such that the controlled problem

\[
\begin{aligned}
  y_t - ay_{xx} &= h, & (t,x) \in Q, \\
y(t,0) &= y(t,1) = 0, & t \in (0,T), \\
y(0,x) &= y_0(x), & y(T,x) = 0 & x \in (0,1),
\end{aligned}
\]

which yields the null controllability of (1.1).

On the other hand, if the control function is supported in the whole domain, that is, \( \omega = (0,1) \), once again the assumption 4.1 is not necessary. Indeed, as above, we have that, for any \( y_0 \in L^2_\omega(0,1) \), there exists \( h \in L^2_\omega(Q) \) such that the controlled problem

\[
\begin{aligned}
  y_t - ay_{xx} &= h, & (t,x) \in Q, \\
y(t,0) &= y(t,1) = 0, & t \in (0,T), \\
y(0,x) &= y_0(x), & y(T,x) = 0 & x \in (0,1),
\end{aligned}
\]

has a solution (observe that in this case the observability inequality for the solutions of the adjoint system

\[
\begin{aligned}
  -u_t - u_{xx} &= 0, & (t,x) \in Q, \\
v(t,0) &= v(t,1) = 0, & t \in (0,T), \\
v(T,x) &= v_T(x), & x \in (0,1).
\end{aligned}
\]

is

\[
\iint_Q v^2 \frac{1}{a} \, dx dt \leq C_T \iint_Q v^2 \frac{1}{a} \, dx dt, \quad \text{for all } v_T \in L^2_\omega(0,1).
\]

Indeed, in order to prove (4.15), one can multiply as usual the equation of (4.14) by \( -\frac{v}{a} \) and integrate by parts over \((0,1)\).

Thus, by setting \( u(t,x) = h(t,x) - \int_0^1 K(t,x,\tau)y(t,\tau)\,d\tau \), this system can be rewritten as

\[
\begin{aligned}
  y_t - ay_{xx} &= h, & (t,x) \in Q, \\
y(t,0) &= y(t,1) = 0, & t \in (0,T), \\
y(0,x) &= y_0(x), & y(T,x) = 0 & x \in (0,1),
\end{aligned}
\]

and hence the null controllability of (1.1).

**Remark 11.** Finally, observe that thanks to Theorem 3.3 one can prove a null controllability result also for the memory system

\[
\begin{aligned}
  y_t - a(x)y_{xx} &= \int_0^t b(t,s,x)y(s,x)\,ds + 1_\omega u, & (t,x) \in Q, \\
y(t,0) &= y(t,1) = 0, & t \in (0,T), \\
y(0,x) &= y_0(x), & x \in (0,1),
\end{aligned}
\]

as in [4], for the divergence case, or in [5], for the singular case. In particular the next theorem holds:
Theorem 4.3. Assume Hypothesis 3.1 and suppose that \( b \in L^\infty((0,T) \times Q) \) is such that
\[
e^{-c_0 s} b^2(t, s, x) \in L^\infty((0,T) \times Q),
\]
where \( c_0 \) and \( s \) are as in Hypothesis 4.1. Then, for any \( y_0 \in L^2_T(0,1) \), there exists \( u \in L^2(Q) \) such that the associated solution \( y \in W \) of (4.16) satisfies
\[
y(T, \cdot) = 0 \quad \text{in } (0,1).
\]

5 Null controllability for the nonlocal problem (1.2)

In this section, we pass to derive our second main result, which concerns the null controllability of the nonlocal degenerate heat equation (1.2). Hence, in what follows, we assume that the function \( K \) satisfies
\[
e^{c_1 x} K \in L^\infty(Q \times (0,1)),
\]
where \( c_1 := cd(\frac{1}{d})^2 \) and \( c, d \) are the constants defined in (3.45) and \( s \) is the same of Lemma 3.3.

In fact, we are going to apply Theorem 3.5 to the nonlocal degenerate problem (1.2) and obtain the following result.

Theorem 5.1. Assume Hypothesis 3.2. Let \( T > 0 \) and assume that the function \( K \) satisfies (5.1). Then for any \( y_0 \in H^1_a(0,1) \), there exists a control function \( u \in L^2(Q) \) such that the associated solution \( y \in V \) of (1.2) satisfies
\[
y(T, \cdot) = 0 \quad \text{in } (0,1).
\]

Proof. For our proof we are going to employ a fixed point strategy. For \( R > 0 \), we define
\[
E_{s,R} = \{ w \in E_s : \|e^{-s\tilde{\Phi}}w\|_{L^2(Q)} \leq R \},
\]
which is a bounded, closed, and convex subset of \( L^2(Q) \). For any \( w \in E_{s,R} \), let us consider the control problem
\[
\begin{cases}
y_t - (ay_x)_x + \int_0^1 K(t, x, \tau)w(t, \tau) d\tau = 1_\omega u, & (t, x) \in Q, \\
y(t, 1) = 0, & t \in (0, T), \\
y(t, 0) = 0, & t \in (0, T), \\
(ay_x)(t, 0) = 0, & (t, x) \in \Omega, \\
y(0, x) = y_0(x), & x \in (0,1).
\end{cases}
\]

Now, from hypothesis (5.1) we have that:
\[
\begin{align*}
\int_Q \left( e^{-s\tilde{\Phi}} \int_0^1 K(t, x, \tau)w(t, \tau) d\tau \right)^2 dx dt & \leq \int_Q \int_0^1 e^{2s\tilde{\Phi}} K^2(t, x, \tau)w^2(t, \tau) d\tau dx dt \\
& \leq C \int_Q w^2 dx dt \leq C \left( \sup_{(t,x) \in \Omega} e^{2s\tilde{\Phi}} \right) \int_Q e^{-2s\tilde{\Phi}} w^2 dx dt \leq CR^2 < +\infty.
\end{align*}
\]

Therefore, from Lemma 3.3 we have that (5.3) is null controllable, i.e., for any \( y_0 \in H^1_a(0,1) \), there exists a control function \( u \in L^2(Q) \) such that the associated solution \( y \) to (5.3) satisfies \( y(T, \cdot) = 0 \) in \( (0,1) \).

Notice that (5.3) is different from the original system (1.2), since the variable \( y \) does not enter directly in the integral term. In order to conclude our proof and obtain the same controllability result for \( w = y \), we shall apply Kakutani’s fixed point Theorem.
For any \( w \in \mathcal{E}_{s,R} \), we define the multivalued map \( \Lambda : \mathcal{E}_{s,R} \subset \mathcal{E}_s \to 2^\mathcal{E}_s \) such that

\[
\Lambda(w) = \left\{ y : y \in \mathcal{E}_s \text{ and there exists } u \in L^2(Q) \text{ such that } \right. \\
\left. \int_{Q_w} s^{-3} \nu^{-3} u^2 e^{-2s\Phi} \, dx \, dt \leq Ce^{2s[\hat{\rho}(0) - \hat{\Phi}(\frac{\pi}{2})]} \left(R^2 + \int_0^1 y_0^2 e^{-2s\hat{\rho}(0)} \, dx \right) y \text{ solves (5.3)} \right\}.
\]

It is easy to check that \( \Lambda(w) \) is a nonempty, closed, and convex subset of \( L^2(Q) \). Moreover, by (3.49) and (5.1), proceeding as before we have:

\[
\begin{align*}
\int_Q y^2 e^{-2s\Phi} \, dx \, dt &+ \int_{Q_w} s^{-3} \nu^{-3} u^2 e^{-2s\Phi} \, dx \, dt \\
&\leq Ce^{2s[\hat{\rho}(0) - \hat{\Phi}(\frac{\pi}{2})]} \left( \int_Q e^{-2s\hat{\rho}} \left( \int_0^1 K(t,x,\tau) w(t,\tau) \, d\tau \right)^2 \, dx \, dt + e^{-2s\hat{\rho}(0)} \int_0^1 y_0^2 \, dx \right) \\
&\leq Ce^{2s[\hat{\rho}(0) - \hat{\Phi}(\frac{\pi}{2})]} \left( \int_Q w^2(t,x) \, dx \, dt + e^{-2s\hat{\rho}(0)} \int_0^1 y_0^2 \, dx \right) \\
&\leq Ce^{2s[\hat{\rho}(0) - \hat{\Phi}(\frac{\pi}{2})]} \left( \sup_{(t,x) \in Q} e^{2s\Phi} \right) \left( \int_Q e^{-2s\Phi(t,x)} w^2(t,x) \, dx \, dt \right) + Ce^{-2s\hat{\rho}(\frac{\pi}{2})} \int_0^1 y_0^2 \, dx.
\end{align*}
\]

Since \( \hat{\rho}(0) \leq \hat{\Phi}(0) \) and \( \hat{\Phi} \leq \hat{\Phi}(0) \) in \( Q \), then we get

\[
\begin{align*}
\int_Q y^2 e^{-2s\Phi} \, dx \, dt &+ \int_{Q_w} s^{-3} \nu^{-3} u^2 e^{-2s\Phi} \, dx \, dt \\
&\leq Ce^{\left|2\hat{\rho}(0) - 2\hat{\Phi}(0)\right|} \int_Q e^{-2s\hat{\Phi}(t,x)} w^2(t,x) \, dx \, dt + Ce^{-2s\hat{\rho}(\frac{\pi}{2})} \int_0^1 y_0^2 \, dx \\
&\leq Ce^{\left|4\hat{\Phi}(0) - 2\hat{\Phi}(\frac{\pi}{2})\right|} R^2 + Ce^{-2s\hat{\rho}(\frac{\pi}{2})} \int_0^1 y_0^2 \, dx. \\
\end{align*}
\]

Now, choosing the constant \( c \) (see (3.45)) in the interval

\[
\left( \frac{e^{2\rho\|\sigma\|_\infty} - 1}{d - d^*} \frac{16 e^{2\rho\|\sigma\|_\infty} - e^{\rho\|\sigma\|_\infty}}{d - d^*} \right),
\]

which is not empty for \( \rho \) sufficiently large, we have

\[
2\Phi(0) - \hat{\Phi} \left( \frac{5T}{8} \right) = \left( \frac{4}{T^2} \right)^2 \left[ 2(e^{\rho\|\sigma\|_\infty} - e^{2\rho\|\sigma\|_\infty}) + cd \left( \frac{16}{15} \right) \right] \\
< \left( \frac{4}{T^2} \right)^2 \left( -2 + \frac{d}{d - d^*} \frac{16}{15} \right)^3 \left( e^{2\rho\|\sigma\|_\infty} - e^{\rho\|\sigma\|_\infty} \right).
\]

Therefore, taking the parameter \( d \) defined in (3.45) in such a way that \( d > 4d^* \), we infer that

\[
2\Phi(0) - \hat{\Phi} \left( \frac{5T}{8} \right) < 0.
\]

Hence for \( s \) sufficiently large, increasing the parameter \( s_0 \) if necessary, we obtain

\[
\int_Q y^2 e^{-2s\Phi} \, dx \, dt + \int_{Q_w} s^{-3} \nu^{-3} u^2 e^{-2s\Phi} \, dx \, dt \leq \left( \frac{1}{2} R^2 + Ce^{-2s\hat{\rho}(\frac{\pi}{2})} \right) \int_0^1 y_0^2 \, dx.
\]
Thus, for \( s \) and \( R \) large enough, we obtain

\[
\iint_{Q} y^2 e^{-2s\Phi} \, dx \, dt \leq R^2.
\]

It follows that \( \Lambda(\mathcal{E}_{s,R}) \subset \mathcal{E}_{s,R} \).

Let \( \{w_n\} \) be a sequence of \( \mathcal{E}_{s,R} \). The regularity assumption on \( y_0 \) and Proposition 3.2, imply that the corresponding solutions \( \{y_n\} \) are bounded in \( H^1(0, T; L^2(0, 1)) \cap L^2(0, T; D(A)) \). Therefore, by the Aubin-Lions Theorem [30], \( \Lambda(\mathcal{E}_{s,R}) \) is a relatively compact subset of \( L^2(Q) \).

In order to conclude, we have to prove that \( \Lambda \) is upper-semicontinuous under the \( L^2 \) topology. Notice that, for any \( w \in \mathcal{E}_{s,R} \), we have at least one control \( u \in L^2(Q) \) such that the corresponding solution \( y \) belongs to \( \mathcal{E}_{s,R} \). Hence, taking \( \{w_n\} \) a sequence in \( \mathcal{E}_{s,R} \), we can find a sequence of controls \( \{u_n\} \) such that the corresponding solutions \( \{y_n\} \) is in \( L^2(Q) \). Thus, let \( \{w_n\} \) be a sequence satisfying \( w_n \to w \) in \( \mathcal{E}_{s,R} \) and \( y_n \in \Lambda(w_n) \) such that \( y_n \to y \) in \( L^2(Q) \). Our aim is to prove that \( y \in \Lambda(w) \). For every \( n \), we have a control \( u_n \in L^2(Q) \) such that the system

\[
\begin{aligned}
\left\{ \begin{array}{ll}
y_n(t, \tau) - (ay_n, x) + \int_{0}^{1} K(t, \tau) w_n(t, \tau) \, d\tau = 1_\omega u_n, & (t, x) \in Q, \\
y_n(t, 1) = 0, & t \in (0, T), \\
y_n(t, 0) = 0, & t \in (0, T), \\
(ay_n, x)(t, 0) = 0, & x \in (0, 1) \\
y_n(0, x) = y_0(x),
\end{array} \right.
\end{aligned}
\]

has a least one solution \( y_n \in L^2(Q) \) that satisfies

\[
y_n(T, \cdot) = 0 \quad \text{in} \quad (0, 1).
\]

By the regularity of the solutions (see Proposition 3.2) and (5.4), it follows (at least for a subsequence) that

\[
\begin{aligned}
u_n \to u & \quad \text{weakly in } L^2(Q), \\
y_n \to y & \quad \text{weakly in } H^1(0, T; L^2(0, 1)) \cap L^2(0, T; D(A)), \\
& \quad \text{strongly in } C(0, T; L^2(0, 1)).
\end{aligned}
\]

Passing to the limit in (5.5), we obtain a control \( u \in L^2(Q) \) such that the corresponding solution \( y \) to (5.3) satisfies (5.2). This shows that \( y \in \Lambda(w) \) and, therefore, the map \( \Lambda \) is upper-semicontinuous.

Hence, all the assumptions of Kakutani’s fixed point Theorem are fulfilled and we infer that there is at least one \( y \in \mathcal{E}_{s,R} \) such that \( y \in \Lambda(y) \). By the definition of \( \Lambda \), this implies that there exists at least one pair \( (y, u) \) satisfying the conditions of Theorem 5.1. The uniqueness of \( y \) follows by Theorem 2.2. Therefore, our assertion is proved.

\[\square\]

6 Appendix

6.1 Proof of Theorem 3.1

As in [11], we define, for \( s > 0 \), the function

\[
w(t, x) := e^{s\phi(t, x)} v(t, x)
\]
\[ \begin{aligned} \frac{\partial}{\partial t} (e^{-s\phi} w) + a(x)(e^{-s\phi} w)_{xx} &= g(t, x), \quad (t, x) \in Q, \\
w(0, x) &= w(T, x) = 0, \quad x \in (0, 1), \\
w(t, 0) &= w(t, 1) = 0, \quad t \in (0, T). \end{aligned} \]

Proposition 6.1. In particular, the following equality holds:
\[ L_s w = e^{s\phi} g. \]

In particular, the following equality holds:

Proposition 6.1. (see [21, Proposition 3.1]) The operator \( L_s w \) can be rewritten as
\[ L_s w = L_s^+ w + L_s^- w, \]
where \( L_s^+ \) and \( L_s^- \) denote the (formal) selfadjoint and skewadjoint parts of \( L_s \). In this case
\[ \begin{aligned} L_s^+ w &= aw_{xx} - s\phi_x w + s^2 \phi_x^2 w, \\
L_s^- w &= w_t - 2sa\phi_x w_x - sa\phi_{xx} w. \end{aligned} \]

Moreover, set as usual \( <u, v>_{L^2_0(Q)} := \int_Q u v \frac{1}{a} \, dx \, dt \), one has
\[ \|L_s^+ w\|_{L^2_0(Q)}^2 + \|L_s^- w\|_{L^2_0(Q)}^2 + 2 <L_s^+ w, L_s^- w>_{L^2_0(Q)} = \|ge^{s\phi}\|_{L^2_0(Q)}^2. \quad (6.2) \]

In [11, Lemma 3.8] it is proved that the scalar product \( <L_s^+ w, L_s^- w>_{L^2_0(Q)} \) can be rewritten as the sum of distributed and boundary terms in the following way:
\[ \begin{aligned} <L_s^+ w, L_s^- w>_{L^2_0(Q)} &= \left\{ \begin{aligned} &\int_Q (a\phi_{xx} + (a\phi_x)_x) w^2 \, dx \, dt \\
&+ s^3 \int_Q \phi_x^2 (a\phi_{xx} + (a\phi_x)_x) w^2 \, dx \, dt \\
&- 2s^2 \int_Q \phi_x \phi_{xt} w^2 \, dx \, dt + \frac{s}{2} \int_Q \frac{\phi_{tt}}{a} w^2 \, dx \, dt \\
&- \frac{s}{2} \int_Q (a\phi_{xx})_{xx} w^2 \, dx \, dt \\
&- \frac{1}{2} \int_0^1 \left[ w_x^2 \right]_0^T \, dx + \int_0^T \left[ w_x w_t \right]_0^1 \, dt \\
&+ \frac{s}{2} \int_0^T \left[ (a\phi_{xx}) x w_x \right]_0^1 \, dt - s \int_0^T \left[ a\phi_x w_x^2 \right]_0^1 \, dt \\
&- s \int_0^T \left[ a\phi_{xx} w_x \right]_0^1 \, dt + \frac{1}{2} \int_0^1 \left( s^2 \phi_x^2 - s\phi_x \right) w^2 \, dx \\
&- s \int_0^T \left[ s^2 a\phi_x^3 - s\phi_x \phi_t \right]_0^1 \, dt. \end{aligned} \right\} \quad \{D.T.\} \quad (6.3) \]

Moreover, as in [11, Lemma 3.9], one has that the boundary terms in (6.3) become
\[ \begin{aligned} \{B.T.\} &= -s \int_0^T \theta(t) w_x^2(t, 1) \, dt. \quad (6.4) \end{aligned} \]

Now, we can prove the Carleman estimate (3.8).
Proof of Theorem 3.1. Using the definition of \( \phi \), the distributed terms of \( \langle L_+^+ w, L_+^- w \rangle_{L^2(Q)} \) take the form

\[
\{ \text{D.T.} \} = s\lambda \int_Q \theta \left( 2 - \frac{xa}{a} + 4x^2 \right) e^{x^2} w_x^2 dxdt \\
+ s^3 \lambda^3 \int_Q \theta^3 \left( \frac{x}{a} \right)^2 \left( 2 - \frac{xa}{a} + 4x^2 \right) e^{3x^2} w_x^2 dxdt \\
- 2s^2 \lambda^2 \int_Q \theta \left( \frac{x}{a} \right)^2 e^{2x^2} w_x^2 dxdt + s\lambda \int_Q \frac{\partial}{\partial t} \left( p - \beta \| p \|_{L^\infty(0,1)} \right) e^{x^2} w_x^2 dxdt \\
+ \frac{s\lambda}{2} \int_Q \theta \left( \frac{x^2}{a} \right) e^{x^2} w_x^2 dxdt + 2s\lambda \int_Q \theta \left( \frac{x^2}{a} \right) e^{x^2} w_x^2 dxdt \\
+ s\lambda \int_Q \theta \left( 1 + 2x^2 \right) \left( \frac{x^2}{a} \right) - (3 + 12x^2 + 4x^4) \right) e^{x^2} w_x^2 dxdt.
\]

Because of Hypothesis 3.1, we have

\[
2 - \frac{xa}{a} + 4x^2 \geq 2 - \frac{xa}{a} \geq 2 - \alpha > 0 \quad \forall x \in (0,1],
\]

\[
\left| \left( 2x \left( \frac{x}{a} \right) + (1 + 2x^2) \left( \frac{x^2}{a} \right) - (3 + 12x^2 + 4x^4) \right) \right| \leq \left( 2 \left\| x \left( \frac{x}{a} \right) + 3 \left\| \left( \frac{x}{a} \right) \right\|_{L^\infty(0,1)} + 19 \right) =: C_1
\]

and

\[
\frac{1}{2} \left( \frac{x}{a} \right) e^{x^2} \leq c \frac{e}{a}.
\]

Hence, by the previous estimates and (6.5), we obtain

\[
\{ \text{D.T.} \} \geq s(2 - \alpha) \lambda \int_Q \theta w_x^2 dxdt + s^3(2 - \alpha) \lambda^3 \int_Q \theta^3 \left( \frac{x}{a} \right)^2 w_x^2 dxdt \\
- 2s^2 \lambda^2 e^2 \int_Q \theta \left( \frac{x}{a} \right)^2 e^{2x^2} w_x^2 dxdt - s\lambda \int_Q \frac{\partial}{\partial t} \left( p - \beta \| p \|_{L^\infty(0,1)} \right) e^{x^2} w_x^2 dxdt \\
- se\lambda C_1 \| a \|_{L^\infty(0,1)} + c \int_Q \frac{\theta}{a} w_x^2 dxdt.
\]

Observing that there exists \( C_T > 0 \) such that \( \theta \leq C_T \theta^2; |\theta \| \leq C_T \theta^3; |\theta \| \leq C_T \theta^3 \), one can deduce the next estimate:

\[
\{ \text{D.T.} \} \geq s(2 - \alpha) \lambda \int_Q \theta w_x^2 dxdt + s^3(2 - \alpha) \lambda^3 \int_Q \theta^3 \left( \frac{x}{a} \right)^2 w_x^2 dxdt \\
- 2s^2 \lambda^2 e^2 C_T \int_Q \theta^3 \left( \frac{x}{a} \right)^2 w_x^2 dxdt \\
- s\lambda C_T \left( e C_1 \| a \|_{L^\infty(0,1)} + c + \beta \| p \|_{L^\infty(0,1)} \right) \int_Q \frac{\theta^2}{a} w_x^2 dxdt.
\]

Now, we estimate \( \int_Q \frac{\theta^2}{a} w_x^2 dxdt. \) For \( \gamma > 0 \) it results

\[
\int_Q \frac{\theta^2}{a} w_x^2 dxdt = \int_Q \left( \frac{1}{\gamma} \theta^3 \left( \frac{x}{a} \right)^2 w_x^2 \right)^{\frac{1}{2}} \left( \gamma \frac{\theta}{x^2} w_x^2 \right)^{\frac{1}{2}} dxdt \\
\leq \frac{1}{\gamma} \int_Q \theta^3 \left( \frac{1}{a} \right)^2 w_x^2 dxdt + \gamma \int_Q \frac{\theta}{x^2} w_x^2 dxdt.
\]
By the classical Hardy’s inequality [13, Lemma 5.3.1] one has
\[
\int_{Q} \frac{\theta^2}{a} w^2 dx dt \leq \frac{1}{\gamma} \int_{Q} \theta^3 \left( \frac{x}{a} \right)^2 w^2 dx dt + \gamma C_H \int_{Q} \theta w^2 dx dt,
\]
for some positive constant \( C_H \). Substituting in (6.7), we obtain
\[
\{ D.T. \} \geq s(2 - \alpha) \lambda \int_{Q} \theta w^2 dx dt + s^3(2 - \alpha)\lambda^3 \int_{Q} \theta^3 \left( \frac{x}{a} \right)^2 w^2 dx dt
\]
\[
- 2s^2 \lambda^2 e^2 C_T \int_{Q} \theta^3 \left( \frac{x}{a} \right)^2 w^2 dx dt
\]
\[
- s \lambda C_T \left( e(C_1 \|a\|_{L^\infty(0,1)} + c) + \frac{\beta}{2} \|p\|_{L^\infty(0,1)} \right) \frac{1}{\gamma} \int_{Q} \theta^3 \left( \frac{x}{a} \right)^2 w^2 dx dt
\]
\[
- s \lambda C_T \left( e(C_1 \|a\|_{L^\infty(0,1)} + c) + \frac{\beta}{2} \|p\|_{L^\infty(0,1)} \right) \gamma C_H \int_{Q} \theta w^2 dx dt.
\]
By (6.2), (6.3), (6.4) and the previous inequality, we can conclude that for \( s_0 \) large enough and \( \gamma \) small enough,
\[
C_\gamma \left( s \lambda \int_{Q} \theta w^2 dx dt + s^3 \lambda^3 \int_{Q} \theta^3 \left( \frac{x}{a} \right)^2 w^2 dx dt \right) - se \int_{0}^{T} \theta(t) w^2(t,1) dt
\]
\[
\leq \int_{Q} g^2 \frac{e^{2s\phi}}{a} dx dt,
\]
for some positive constant \( C_\gamma \) and for all \( s \geq s_0 \).

Recalling the definition of \( w \), we have \( v = e^{-s\phi}w \) and \( v_x = (w_x - s\phi_x)w e^{-s\phi} \). Thus, Theorem 3.1 is proved.

6.2 Proof of Caccioppoli’s inequality (3.12)

This subsection is devoted to the proof of Caccioppoli’s inequality (3.12).

Proof of Lemma 3.1. Let us consider a smooth cut-off function \( \xi : [0,1] \to \mathbb{R} \) such that

\[
\begin{align*}
0 & \leq \xi(x) \leq 1, \quad \text{for all } x \in [0,1], \\
\xi(x) & = 1, \quad x \in \omega_2, \\
\xi(x) & = 0, \quad x \in (0,1) \setminus \omega_1.
\end{align*}
\]

Since \( v \) solves (3.5), then integrating by parts we obtain
\[
0 = \int_{0}^{T} \frac{d}{dt} \left( \int_{0}^{1} (\xi e^{s\pi})^2 v^2 dx \right) dt
\]
\[
= \int_{Q} (2s\pi \xi(\xi e^{s\pi})^2 v^2 + 2(\xi e^{s\pi})^2 v(-av_{xx} + g)) dx dt
\]
\[
= 2s \int_{Q} \pi_1 (\xi e^{s\pi})^2 v^2 dx dt - \int_{Q} (a\xi^2 e^{2s\pi})_{xx} v^2 dx dt
\]
\[
+ 2 \int_{Q} a\xi^2 e^{2s\pi} v_x^2 dx dt + 2 \int_{Q} \xi^2 e^{2s\pi} v g dx dt.
\]
Therefore,
\[\int_Q a\xi^2 e^{2\pi} v^2 \,dxdt = -s \int_Q \pi_1 \left( \xi e^{\pi} \right)^2 v^2 \,dxdt + \frac{1}{2} \int_Q \left( a\xi^2 e^{2\pi} \right)_{xx} v^2 \,dxdt - \int_Q \xi^2 e^{2\pi} v^2 \,dxdt.\]

Hence, taking into account the definition of \(\xi\) and the fact that, \(|\dot{\theta}| \leq C\theta^2\), \(a \in C^1(\mathbb{R})\), \(\inf_{x \in \omega} a(x) > 0\) and \(\eta \in C^2(\mathbb{R})\), applying Young’s inequality, we infer that
\[
\inf_{x \in \omega} \{a(x)\} \int_0^T \int_{\omega_1} e^{2\pi} v^2 \,dxdt \leq \int_Q a\xi^2 e^{2\pi} v^2 \,dxdt \\
\leq C \int_0^T \int_{\omega_1} s\theta^2 e^{2\pi} v^2 \,dxdt + C \int_0^T \int_{\omega_1} s^2\theta^2 e^{2\pi} v^2 \,dxdt \\
+ C \int_0^T \int_{\omega_1} e^{2\pi} v^2 \,dxdt + C \int_0^T \int_{\omega_1} e^{2\pi} g^2 \,dxdt \\
\leq C \int_0^T \int_{\omega_1} (g^2 + s^2\theta^2 v^2) e^{2\pi} \,dxdt,
\]
from which the conclusion follows.

### 6.3 Compactness Theorem

For the proof of Theorem 6.2 below we will use the Aubin’s Theorem, that we give here for the reader’s convenience.

**Theorem 6.1.** (see, e.g., [6, Chapter 5]) Let \(X_0, X_1\) and \(X_2\) be three Banach spaces such that
\[X_0 \subset X_1 \subset X_2,\]
\(X_0, X_2\) are reflexives and the injection of \(X_0\) into \(X_1\) is compact. Let \(r_0, r_1 \in (1, +\infty)\) and \(a, b \in \mathbb{R}, a < b\). Then the space
\[L^{r_0}(a, b; X_0) \cap W^{1, r_1}(a, b; X_2)\]
is compactly embedded in \(L^{r_0}(a, b; X_1)\).

Hence, the next result holds.

**Theorem 6.2.** Assume Hypothesis 1.1. Then, the space \(H^1(0, T; L^2_{\frac{3}{2}}(0, 1)) \cap L^2(0, T; H^2_{\frac{3}{2}}(0, 1))\) is compactly embedded in \(C([0, T]; L^2_{\frac{3}{2}}(0, 1)) \cap L^2(Q)\).

**Proof.** In the following, by \(\hookrightarrow\) and \(\hookrightarrow\hookrightarrow\) we shall denote continuous and compact embedding respectively.

Since
\[H^1(0, T; L^2_{\frac{3}{2}}(0, 1)) \cap L^2(0, T; H^2_{\frac{3}{2}}(0, 1)) \hookrightarrow H^1(0, T; L^2_{\frac{3}{2}}(0, 1))\]
and
\[H^1(0, T; L^2_{\frac{3}{2}}(0, 1)) \hookrightarrow \hookrightarrow C([0, T]; L^2_{\frac{3}{2}}(0, 1)),\]
we have
\[H^1(0, T; L^2_{\frac{3}{2}}(0, 1)) \cap L^2(0, T; H^2_{\frac{3}{2}}(0, 1)) \hookrightarrow \hookrightarrow C([0, T]; L^2_{\frac{3}{2}}(0, 1)).\] (6.8)
On the other hand, by observing that $H^2_\pm(0,1) \leftrightarrow H^1_\pm(0,1)$ and $L^2_\pm(0,1) \leftrightarrow L^2(0,1) \leftrightarrow H^{-1}(0,1)$, we obtain

$$H^1(0,T; L^2_\pm(0,1)) \cap L^2(0,T; H^2_\pm(0,1)) \leftrightarrow H^1(0,T; H^{-1}(0,1)) \cap L^2(0,T; H^1_\pm(0,1)).$$

Next, taking $r_0 = r_1 = 2$, $X_0 = H^1_\pm(0,1) = H^1_0(0,1)$ (by Proposition 3.3), $X_1 = L^2(0,1)$, $X_2 = H^{-1}(0,1)$, $a = 0$ and $b = T$, by Theorem 6.1, one has

$$H^1(0,T; H^{-1}(0,1)) \cap L^2(0,T; H^1_\pm(0,1)) \leftrightarrow L^2(Q).$$

Finally, from (6.8) and (6.9), we conclude that

$$H^1(0,T; L^2_\pm(0,1)) \cap L^2(0,T; H^1_\pm(0,1)) \leftrightarrow C([0,T]; L^2_\pm(0,1)) \cap L^2(Q).$$

□
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