Band gap opening and semiconductor–metal phase transition in \((n, n)\) single-walled carbon nanotubes with distinctive boron–nitrogen line defect†
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Band gap opening and modulating are critical in dictating the functionalities of single walled carbon nanotubes (SWCNTs) in a broad array of nano-devices. Applying first-principles density functional theory calculations, a class of semiconducting armchair SWCNTs with a distinctive BN line defect are studied, showing a super capacity to open the band gap of \((4, 4)\) SWCNT to as large as 0.86 eV, while the opened band gap are found decreasing with the increasing diameters of SWCNTs. The opened band gap of SWCNTs can also be successfully modulated through both mechanical and electrical approaches by applying compressive uniaxial strain and electric field. This study provides novel insights into the large band gap opening and modulating of SWCNTs and could be useful in facilitating future applications of SWCNTs in electronic, optical and thermoelectric devices.

1 Introduction

With such superior properties as high carrier mobility, high thermal conductivity, high tensile strength, high Young’s modulus and hollow structure etc., single-walled carbon nanotubes (SWCNTs) have found a wide range of applications on a number of functional devices including chemical sensors,5,6 electrochemical devices,5,6 hydrogen storage devices,7,8 field emission devices9,10 and nanoscale electronic devices,11,12 etc. In general, these devices employ different material behaviors of SWCNTs ranging from metallic to semimetallic to semiconducting, as simply characterized by their increasing electronic band gap.13,14 It was Deshpande et al.15 who first found in their experiments that the metallic armchair SWCNTs have a band gap of 0.01–0.10 eV which could be potentially tuned to display different material properties from metallic to semiconducting on the same SWCNTs. This interesting finding has attracted enormous interests in recent years in opening the band gaps of metallic SWCNTs to obtain a tunable and applicable metallic-semiconducting molecular devices. To open the band gaps of metallic SWCNTs, two distinct strategies are typically adopted: internal or external feature approaches.

The internal feature approach relies on modifying the SWCNT structure or inducing internal property change to open the band gap.15–21 For example, with a corrugated structure, the band gaps of \((3, 3)\) and \((4, 4)\) SWCNTs could be opened to 0.280 and 0.095 eV, respectively;15 with a phonon distortion, the band gap of a \((3, 3)\) SWCNT can be opened to 0.25 eV;17,18 with a bond rotation defect, the band gap of a \((9, 0)\) zigzag SWCNT can be opened to about 0.50 eV,19 and with a BN domain, the band gap of a \((15, 0)\) zigzag SWCNT can be opened to 0.39 eV.20 In contrast, the external feature approach takes advantages of external factors in opening the band gap of SWCNTs.22–27 For instance, the tube-tube interactions in ropes of armchair SWCNTs can separate their conduction and valence bands by a gap of about 0.1 eV;22–24 the vanadium atomic chain adsorbed on the outer surface of SWCNTs can strongly influence the electronic structure of the \((6, 6)\) and \((8, 8)\) metallic armchair SWCNTs and can open their band gaps to 0.49 eV;25 a supporting silicon substrate under the SWCNTs has been found to be able to enlarge the band gap of a small armchair \((3, 3)\) SWCNT to about 0.11 eV.26,27

After opening, the band gap of the SWCNT also needs to be continuously modulated to achieve precise phase transition between metallic and semiconducting properties which can greatly help to improve the device performance and expand its functionalities and applications.28–31 For this purpose, a number of experimental techniques and theoretical methods have been developed in recent years. For instance, with metallofullerenes inserted, the SWCNTs can act as multiple quantum dots;32 with bimolecular decoration, they can achieve metal–semiconductor
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transition and detect DNA hybridization and conformational polymorphism with electrical, mechanical and magnetic approaches, their band gaps can be modulated for potential applications in molecular devices. Among these available techniques, the mechanical and electrical approaches are most widely investigated, and the modulated devices are explored extensively as one of the most promising alternatives to the silicon-based electronic components. For mechanical modulating, a twisted armchair SWCNT has been found to show insulator-like conductivity through atomically resolved scanning tunneling microscopy images. Mechanical squashing can lead to the conductance oscillations and metal-to-semiconductor transition in armchair SWCNT. For electrical modulating, the SWCNT shows a significantly increased current density (exceeding 10^9 A cm^-2). Majorana bound states and band gap modulation under the electrical field as induced by dramatic scattering of electrons, proximity effect and axial polarization.

However, finding more CNT-based functional devices and tuning their characteristics to understand the fundamental physical mechanism and improve their performance are still remaining challenges. A particular question is whether a new class of CNTs can be constructed from graphene nanoribbons (GNRs), via Klein edges of GNRs. He et al. validated experimentally that the edges of GNRs can be transformed to form extended symmetric Klein edges which can be maintained stably for 2s before further structural transformation occurs. Meanwhile, the carbon atoms of the Klein defect can be replaced by groups, metal and non-metal atoms. Interestingly, Sljivančanin found the hydrogenated CNTs (5, 5) have similar properties with 10-zigzag GNR (ZGNR). Lee et al. investigated the half metallicity of hydrogenated CNT (8, 8) and found it is similar with 16-ZGNR. Du et al. fabricated BNC nanotubes from the BN and C domains. The above results illustrate that it is possible to roll up the edge-modified GNRs to build a new class of SWCNTs which could pave a new way to extend the families of carbon-based materials and demonstrate more interesting functionality and applicability for future molecular devices.

Obviously, connecting the two modified edges of GNR can introduce certain domains. These defects can break the structural symmetry and change the electronic structures which could help open the band gap of new built CNTs. While significant efforts have been made recently on band gap opening and continuous modulating of SWCNTs, the best result reported in literature on band gap opening of SWCNTs is only 0.50 eV. In this paper, we predict a new class of semiconducting armchair SWCNT and successfully obtained a large band gap opening with a distinctive BN line defect, using both mechanical and electrical modulating for a precise control of the semiconductor–metal phase transition. We also propose a new method to break the structural symmetry of the armchair SWCNT which the dipole moments induced by the BN defect can take the key place to enhance the device performance. First-principles density functional theory (DFT) is used for the simulation. The fundamental mechanism for the large band gap opening and modulating are explained and reported in details.

2 Methods and structures

In this study, first-principles DFT is employed to calculate the band gap opening and modulating of armchair SWCNT, based on a supercell configuration using the Atomistix Toolkit (ATK). As shown in Fig. 1, the armchair SWCNT with BN line defect is constructed from a zigzag graphene nanoribbon (ZGNR) with B and N terminations each on one side which also can be understood as the heterostructure consisting of BN single-walled nanotube and graphene. In the calculation, the generalized gradient approximation (GGA) within Perdew–Burke–Ernzerhof (PBE) form is used as the exchange–correlation function. It has been reported that DFT-PBE calculations can underestimate the band gaps of many materials, but for CNTs, graphene and BNC nanostructures, it can describe the band structure and trend properly and correctly. Norm-conserving pseudo-potentials are employed to represent the atomic core and double plus double polarization basis sets to expand the valence states of electrons. In the calculation, the mesh cutoff is set at 200 Hartree, with a 1 x 1 x 33 K-point grid. In the supercell configuration, a sufficiently large separation (about 20 Å) between adjacent SWCNTs and ZGNRs is maintained. In order to minimize the perturbation from the internal force and to better understand the ground state properties, the geometries of the supercells, including the ZGNRs and SWCNTs, are optimized through Quasi-Newton method until all residual forces on each atom are smaller than 0.001 Hartree/Å.

![Fig. 1](image-url) (a) Model geometry of (4, 4) ZGNR terminated with Boron (color pink) and Nitrogen (color blue) atoms each on one side. (b) Model geometry of (4, 4) armchair SWCNT with B–N line defect. (c) The side-view of (4, 4) armchair SWCNT with B–N line defect.
than 0.005 eV Å⁻¹ and the maximum stress along the z direction of the supercell is smaller than 0.005 eV Å⁻³.

In the DFT calculations, the formation energy denoting the energy transfer from bn@ZGNR to bn@CNT, is calculated through:

$$E_{\text{form}} = E_{\text{bn@CNT}} - E_{\text{bn@ZGNR}}$$

where $E_{\text{bn@CNT}}$ and $E_{\text{bn@ZGNR}}$ are the total energies of the bn@CNT and bn@ZGNR, respectively. The bn@ZGNR is the zigzag graphene nanoribbon with B and N terminations each on one edge. The bn@CNT, as studied, is the BNC heterostructure fabricated from the bn@ZGNR. The density of states describing the states distributions at each energy level available to be occupied, is calculated through:

$$D(\epsilon) = \frac{1}{N_k} \sum_k \delta[\epsilon - E_n(k)]$$

where $N_k$ is the total number of K points in the first Brillouin zone, $k$ is the wave vector in the reciprocal space and $E_n(k)$ is the energy eigenvalue that forms the energy bandstructure. The molecular projected self-consistent Hamiltonian (MPSH) of the eigenvalue $E_n(k)$, obtained by diagonalizing its self-consistent Hamiltonian, is considered as the renormalization of the molecular orbital and depicted as the state wave-function distributions in the real space. In the calculation, MPSH is defined as:

$$\Psi_{n,k}(r) = \sum_{\mu\nu} \varphi_{\mu}(r) \Psi_{n,\mu\nu}(k) \varphi_{\nu}^*(r)$$

where $\varphi_{\mu}(r)$ and $\varphi_{\nu}(r)$ are the basis of atomic orbitals $\mu$ and $\nu$, and $\Psi_{n,\mu\nu}(k)$ is the corresponding wavefunction with:

$$H_{\mu\nu}(k) \Psi_{n,\mu\nu}(k) = E_n(k) S_{\mu\nu} \Psi_{n,\mu\nu}(k)$$

Here, $S_{\mu\nu}$ is the overlap matrix. The effective mass of carriers is defined as:

$$m^* = \hbar^2 [d^2 E_n(k)/dk^2]^{-1}$$

where $\hbar$ is the reduced Planck constant. The carriers velocity with the group velocity of the wave package is defined as:

$$v_c = P/m^* = \hbar k/m^*$$

where $P$ is the momentum.

Development of such armchair SWCNTs with a distinctive BN line defect is possible from experimental perspective. Previous experimental results have shown that the atomic layers of h-BNC²⁷ and BNC nanotubes²⁷ can be deposited on the Cu and Ni-Fe-coated SiO₂/Si substrates. The BN and C domains show energetically stable to form the heterostructures.⁶⁴ Similarly, the graphene nanostructure terminated with B or N has been reported.⁶⁴ Accordingly, like the reported work,¹⁴,⁶⁵,⁶⁶ it is possible to construct new GNR and SWCNT with metal or non-metal line defects. To validate this idea, we first build two ZGNRs that one is terminated with B and H each on one side, and the other has N and H terminations each on one side. Using CASTEP, we reduce the distance of B and N sides of two ZGNRs and perform a molecular dynamics simulation. The molecular dynamics results show that the two ZGNRs can be connected to form a new ZGNR with BN line defect. Then, we construct a ZGNR with B and N each on one side and wrap this ZGNR to reduce the distance of B and N to about 3.7 Å (about corresponding B and N atoms can bond side-to-side to form a 3 times of the length of BN bond). The results show that the corresponding B and N atoms can bond side-to-side to form a new BNC heterostructure, bn@CNT (Mov. S1, ESI†), to finally obtain the SWCNT with BN line defect.

As shown in Fig. 1(a) and (b), a (4, 4) bn@CNT was fabricated following above procedure using the (4, 4) bn@ZGNR whose corresponding B and N atoms were side-to-side connected to form the distinctive B-N line defect. The new (4, 4) bn@CNT is referred to as 4bn@CNT. In the formula, the number 4 represents the width of bn@ZGNR from which the 4bn@CNT is fabricated. After the BN line defect being developed, the structural symmetry of the SWCNT has been changed, so in this paper the width of bn@ZGNR is used to represent the diameter of corresponding bn@CNT. In this heterostructure, N has an electronegativity⁵⁸ larger than B and C, $\gamma$(N) = 3.04 > $\gamma$(C) = 2.55 > $\gamma$(B) = 2.04; therefore, electrons can move from B to C and to N. For B- or N-terminated ZGNRs, the N-terminated edge-states are charged with transferred electrons from neighboring C atoms, while B-terminated edge-states are creating holes by losing electrons to neighboring C atoms. Then, the edge-states of ZGNRs with B- or N-terminated are delocalized⁶⁴,⁷⁹ and the ZGNRs with B and N attached on each edge are strongly metallic (Fig. S1, ESI†) because of the asymmetrical delocalized edge-states on each side.

3 Results and discussion

3.1 Gap opening

The evolution in band gap energy of bn@CNTs with different widths from 4 to 24 is calculated and presented in Fig. 2; the inset is the dipole moment of bn@CNTs along the z axis with widths from 4 to 24. The width-dependent formation energy indicates that it is an exothermic fabrication process from bn@ZGNR to bn@CNT, and the formation energy is found decreasing with the increasing width, as shown in Fig. S2 (ESI†). The results in Fig. 2 illustrates that the band gap of SWCNTs has been opened obviously, while the opened gap decreases with the increasing width. As shown in Fig. 2, the DFT calculated band gap opening of bn@CNTs with widths of 4, 8, 12, 16, 20 and 24 are 0.86, 0.60, 0.46, 0.35, 0.27 and 0.24 eV, respectively. To the best of our knowledge, the band gap opening of small CNT (i.e. 4bn@CNT) to 0.86 eV, is the largest gap opening ever reported in literature.

The first reason for this large band gap opening is the difference bond energies which separates the bn@CNT into two domains: the BC₂N (the BN and their first neighboring carbon atoms) and C (other carbon atoms) domains. On bn@CNT, the calculated average lengths of B-C, B-N and C-N bonds are 1.49, 1.29 and 1.33 Å, respectively, which are shorter than those (1.52, 1.45 and 1.39 Å, respectively) of the single layer of h-BNC.⁸⁰ With an inverse relationship between bond length and bond energy,
the B–C, B–N and C–N bonds show higher bond energies than those on the single layer of h-BNC. Especially for the B–N bond, the bond length is reduced more than 11%. Due to the ionic nature, it undoubtedly has higher bond energy and can enhance the tendency to segregate the BC₂N and C domains. From the Mulliken population analysis, although the B (N) on the bn@CNTs donates (accepts) about 150% more electrons than the B (N) on the bn@ZGNRs, the BN line defect contributes about 0.02e to the neighboring carbon atoms. Simply, the N and neighboring C atoms take most of B’s p electrons away. That is why its electron density (Fig. S3, ESI†) changes and affects the transport eigen-channels on the bn@CNT.

The second reason for the large band gap opening is that the structural mirror asymmetry of bn@CNT, as induced by the BN line defect, not only leads to two different domains, but also introduces three permanent dipole moments. First, the charge asymmetry distribution on the BN line defect has a local dipole moment (along the x axis), and the two asymmetric hybridized states on the two C atoms of B–C and N–C bonds form a small dipole moments counteract with each other and reduce the total dipole moment reversed to the B–N direction. But these two dipole moment along the x axis. Second, the BC₂N domain forms a coulomb dipole moment (along the y axis) with the carbon atoms on the cross-section ring. But from our Mulliken population analysis, the BN line defect denotes only a little charge (about 0.02e) to the C carbon atoms which does not contribute much to the gap opening. Third, the BN line defect yields a bond dipole moment along the z axis which is induced jointly by the hybridization and asymmetrical distribution of BN states. Based on our calculations, the BN bond in the bn@CNT is shortened with the increasing of width (Fig. S4, ESI†). The shortened BN bond enhances the hybridization of BN states, and directly induces the increasing of the bond dipole moment with width along the z axis (Fig. 2). With such moments, the structural symmetry of pristine SWCNT is broken, and a gap is then opened and π–π* hybridization follows.

As calculated, the bn@CNTs gap opening decrease from 0.86 eV to 0.24 eV with the increasing width from 4 to 24. The results are shown in Fig. 2, which is in good agreement with the linear dependence of the effective mass and tube diameter as reported before.81 The calculated band structures of bn@CNTs with different widths of 4, 8, 12 and 16 are presented in Fig. 3. From this figure, the opened bn@CNTs with small widths 4 and 8, are indirect band gap semiconductors with the highest occupied molecular orbital (HOMO) located at Γ point and lowest unoccupied molecular orbital (LUMO) located at K point. This clearly indicates that the BN line defect has significant effect on breaking the symmetry of small bn@CNTs. With the increasing of the bn@CNT diameter, the shortened B–N bond (Fig. S4, ESI†) increases the hybridization of the BN line defect and dipole moments along the z axis. The opened large bn@CNTs with widths 12 and 16 become direct band gap semiconductors with HOMO and LUMO both located at K point. When the tube diameter approaches infinity, the band structure of bn@CNT is close to that of pristine armchair SWCNTs added with BN states which is the band structure located near the Γ point. From the projected density of states (Fig. S5, ESI†), the HOMO consists of three states (B, C and N atoms), while the LUMO is mostly built on C atoms. Combined with the band structure, the density of states of valance band consists of two parts: the states near the Γ point distributing mostly on the BN line defect (more on N atom) and the states near the Dirac point spreading on the C atoms. The conduction band consists of states on the carbon atoms. From our calculation, the states of the conduction band mostly come from the C atoms near the B atom. The valance band is consisting of 2p orbitals of C and 2p hybrid states of BN, while the conduction band is mostly composed of the states on C atoms. For large width bn@CNTs, the states of 2p orbital of C atoms take more weight and come closer to the Fermi level than the hybrid states of BN. As a result, the bn@CNT becomes the direct band gap.

3.2 Mechanical modulating of opened band gaps

In this section, the mechanical modulating of opened band gap is simulated under uniaxial compressive strain, as shown in

![Fig. 3](image-url)
The band gaps of all studied bn@CNTs decrease in a linear relationship with increasing compressive strain except the 12bn@CNT and 16bn@CNT, which change slightly during 0–1% strain level. From the results, applying 3% compressive strain can reduce the band gap of 4bn@CNT from 0.86 eV to 0.49 eV, while reduce the band gap of 20bn@CNT from 0.27 eV to 0.01 eV. For the 12bn@CNT and 16bn@CNT, the band gaps begin to decrease rapidly from 0.8% and 1.2% strain, respectively. In summary, the 3% compressive strain can transfer the 20bn@CNT and 24bn@CNT from semiconductor to metal; with the increasing of the compressive strain, the 4bn@CNT, 8bn@CNT, 12bn@CNT and 16bn@CNT will undergo certain phase transitions as well.

The band structures of 4bn@CNT and 12bn@CNT under different uniaxial compressive strains are calculated and presented in Fig. 5. As known from the simple bond rule, B–N bonds are stronger than the B–C and C–N bonds. When the uniaxial compressive strain is applied, the B–C and C–N bonds are lengthened while the B–N bond and first C–C bonds adjacent to the B–C and C–N bonds on the bn@CNT are gradually shortened. Electrons transferred from B atom to its neighboring N and C atoms are accordingly reduced. As a result, the dipole moment along the y axis decreases (Fig. S6, ESI†), while the dipole moments along the x and z axes increase slightly. In this way, the charges are redistributed, and the effect of the dipole moment on the polarization is reduced. From Fig. 5(a) and (b), this redistribution also leads to the moving of the HOMO and LUMO close to the Fermi level, as the strain increases (Fig. S7, ESI†). From the calculations, the chemical potential shifts upward with the increasing of strain. For 12bn@CNT and 16bn@CNT, they have direct band gaps in the ground state. However, under the compressive deformation, the states on the Γ point, mostly composed of the states on the BN line defect (Fig. S8, ESI†), shift faster upward to approach the Fermi level than that on the K point. With the increasing strain, they pass the states on the K point and change the gaps of 12bn@CNT and 16bn@CNT from direct to indirect band gaps. In this way, the different sensitivity of states and the continuous change of bond length, charge redistribution and dipole moment all contribute to the mechanical modulating of the opened band gap.

For comparison, the electronic properties of the bn@CNTs under uniaxial elastic strain is also calculated and it is found that, under 5% elastic strain, the band gaps are widened 26.5%, 11.9%, 2.4% and 1.1% for 4bn@CNT, 8bn@CNT, 12bn@CNT and 16bn@CNT, respectively. Interestingly, the band structures show that the bn@CNTs are semiconductors with direct band gaps under elastic strain, which indicates that the states on the K point are more sensitive to elastic strain than those on the Γ point. This means the BN line defect is more sensitive to the compressive strain, while the C atoms are more sensitive to the elastic strain.

For device application, the evolution of effective electron mass (in units of the free electron mass $m_e$) with different widths under the compressive strain is calculated and presented in Fig. 6. The width- and strain-dependent effective electron mass is found decreasing linearly with uniaxial compressive strain. Nevertheless, the decreasing trend is diminishing with the increasing of widths from 4 to 24. From the results, the effective electron mass of
4bn@CNT, 12bn@CNT and 20bn@CNT decreases by 12%, 11% and 6% from 0.230 m_e to 0.202 m_e, 0.084 m_e to 0.075 m_e, and 0.048 m_e to 0.045 m_e respectively, under 3% uniaxial compressive strain. Because of the inverse relationship between mass and velocity, it shows that the carrier mobility of bn@CNT can be effectively tuned by uniaxial compressive deformation.

3.3 Electrical modulating of opened band gaps

In this section, the electrical modulating of opened band gap is computed between \(-0.10\) to \(+0.10\) V Å\(^{-1}\). The modulated band gap results are calculated and presented in Fig. 7. Our DFT calculations indicate that the large bn@CNTs are more sensitive to the applied electric field modulating. Fig. 7 shows the modulated band gaps for different widths 16, 20 and 24. From this figure, the band gaps of large bn@CNTs can be effectively modulated by both positive and negative electric field applied along the \(y\) axis. Benchmarking between the three different widths of opened bn@CNTs, the 24@CNT is most sensitive to the applied electric field and is the most quickly approaching metallic under the same electric field. Under a electric field of \(-0.10\) (0.10) V Å\(^{-1}\), the band gap of 16bn@CNT decreases from 0.36 to 0.02 (0.05) eV, while for 24bn@CNT, a small field of \(-0.04\) (0.04) V Å\(^{-1}\) can reduce its band gap from 0.24 to 0.02 (0.03) eV. Nevertheless, those small diameter bn@CNTs are slightly resistive to the applied electric field. Our calculated results show that the band gaps of 4bn@CNT and 8bn@CNT will decrease. For comparison, the electrical modulating of band gaps of bn@CNTs under electric field applied along the \(x\) axis are also calculated and shown in Fig. S9 (ESI†). They all have similar switching behaviors, while the modulating is more sensitive to the electric field applied along the \(y\) axis.

As an example, the 16bn@CNT is used to explain the field-effect behavior under the electrical modulating, and the modulated band structures under electric fields applied along the \(y\) axis are shown in Fig. 8. From this figure, the band gap decreases quickly with the increasing of electric field. From the electric fields of 0.05 \((-0.05)\) to 0.10 \((-0.10)\) V Å\(^{-1}\), the states near the minimum of conduction band (maximum of valence band) show a degeneracy of the states, and the states on the \(I^*\) point shift up (down) slightly. The positive applied electric field keeps the direct band gaps of 16bn@CNT, while the negative electric field switches it to indirect band gaps. From the figure, the LUMO moves away from the Fermi level only at an electric field of 0.01 and 0.02 V Å\(^{-1}\). Then, the LUMO shifts downward and is moving closer to the Fermi level at an electric field of \(-0.10\) V Å\(^{-1}\) than that at 0.10 V Å\(^{-1}\). The HOMO shifts upward to the Fermi level, while it moves faster under the positive electric field. For further investigation, the eigenstates from the MPSH calculations at the electric fields of 0, \(\pm0.01\) and \(\pm0.10\) V Å\(^{-1}\) are shown in Fig. S10 (ESI†). The HOMOs always locate at the BN line defect and partially at the C atom neighboring N atom. The LUMO distributes mostly on the top area, at the BN line defect and their neighboring C atoms under the negative and low positive electric field (0.01 V Å\(^{-1}\)). But under an electric field of 0.10 V Å\(^{-1}\), the LUMO locates on the bottom area. From our projected density of states calculation, the states near the Fermi level are mostly composed of the 2p orbitals of BN line defect and their neighboring C atoms (the C atoms near the bottom) under a gate voltage of \(-0.10\) (0.10) V Å\(^{-1}\), which also agrees well with our calculated MPSH results as described above. As found, the increasing electric fields change the effective work functions and decrease the HOMO-LUMO gap of 16bn@CNT. From Fig. 8, the degenerate states shift towards the Fermi level and split to nondegenerate under high applied voltages induced by the increase of the coulomb repulsion near the Fermi level.

To further investigate the modulating behavior, the evolutions of dipole moments for different widths 16, 20 and 24 bn@CNTs under the \(-0.10\) to \(+0.10\) V Å\(^{-1}\) applied along the \(y\) axis, which take the most weight, are calculated and shown in Fig. 9. With the increasing electric field, the B atom keeps accepting the charge transferring from its neighboring C and N atoms while the N atom keeps donating the charge to its neighboring B and C atoms. This charge redistribution on the BC\(_3\)N domain increases (decreases) the dipole moment along the \(x\) (\(z\)) axis. The BN line defect keeps denoting more charges to the carbon atoms with the increasing of applied electric field which leads to the linearly decreasing of the dipole moment along the \(y\) axis.

As an example, the evolution of the effective electron and hole mass (in units of the free electron mass \(m_e\)) of the 16bn@CNT
It is found that the BN line defect not only breaks the structural symmetry of the armchair SWCNT, but also induces shorter BN bond with higher bond energy and three permanent dipole moments to enhance the band gap opening, while the dipole moment along the z axis plays the most important role. The calculated results show that the gap opening of bn@CNTs with widths of 4, 8, 12, 16, 20 and 24 are 0.86, 0.60, 0.46, 0.35, 0.27 and 0.24 eV, respectively. The 0.86 eV gap opening of small bn@CNT (i.e. 4bn@CNT) is the largest gap opening ever reported in literature.

The band gaps of bn@CNT are modulated using both mechanical and electrical approaches to achieve semiconductor–metal phase transitions. For mechanical modulating, uniaxial compressive strain in the range of 0–3% of the z-axis lattice length are applied for different widths of 4, 8, 12, 16, 20 and 24. It is found the band gaps of most studied bn@CNTs decrease in a linear relationship with increasing compressive strain except the 12bn@CNT and 16bn@CNT, which change slightly during 0–1% strain level. It is also found that applying 3% compressive strain can reduce the band gap of 4bn@CNT from 0.86 eV to 0.49 eV, and 20bn@CNT from 0.27 eV to 0.01 eV. For electrical modulating, the opened band gap is computed between −0.10 to +0.10 V Å⁻¹ electric fields. As found from the study, those large bn@CNTs are more sensitive to the electric field modulating, i.e., for 24bn@CNT, a small voltage of −0.04 (0.04) V Å⁻¹ can reduce their band gaps from 0.24 to 0.02 (0.03) eV; while those small bn@CNTs are slightly resistive to the electric field applied, i.e., the band gaps of 4bn@CNT and 8bn@CNT decrease to 98% (90%) and 90% (70%) under −0.10 (0.10) V Å⁻¹.

### 4 Conclusions

Using first-principles density functional theory calculations, we investigated the band gap opening and modulating of a new class of semiconducting armchair SWCNT with a BN line defect.
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