Training CNN Classifiers for Semantic Segmentation using Partially Annotated Images: with Application on Human Thigh and Calf MRI
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Abstract—Objective: Medical image datasets with pixel-level labels tend to have a limited number of organ or tissue label classes annotated, even when the images have wide anatomical coverage. With supervised learning, multiple classifiers are usually needed given these partially annotated datasets. In this work, we propose a set of strategies to train one single classifier in segmenting all label classes that are heterogeneously annotated across multiple datasets without moving into semi-supervised learning. Methods: Masks were first created from each label image through a process we termed presence masking. Three presence masking modes were evaluated, differing mainly in weightage assigned to the annotated and unannotated classes. These masks were then applied to the loss function during training to remove the influence of unannotated classes. Results: Evaluation against publicly available CT datasets shows that presence masking is a viable method for training class-generic classifiers. Our class-generic classifier can perform as well as multiple class-specific classifiers combined, while the training duration is similar to that required for one class-specific classifier. Furthermore, the class-generic classifier can outperform the class-specific classifiers when trained on smaller datasets. Finally, consistent results are observed from evaluations against human thigh and calf MRI datasets collected in-house. Conclusion: The evaluation outcomes show that presence masking is capable of significantly improving both training and inference efficiency across imaging modalities and anatomical regions. Improved performance may even be observed on small datasets.

Index Terms—CNN, deep learning, musculoskeletal, partially annotated, segmentation

I. INTRODUCTION

Medical image analysis has recently been dominated by deep learning (DL) methods [1]. This is especially true for semantic segmentation, where most state-of-the-art algorithms involve the use of Convolutional Neural Network (CNN). For instance, the U-Net architecture [2] has been widely used in semantic segmentation to generate 2D pixel-level label map. Numerous extensions of the architecture have since been proposed, such as the 3D U-Net [3] and V-Net [4].

While DL has been successful in extracting highly implicit pattern from the data, performance in its biomedical application is often limited by availability of annotated data itself [1]. Specifically in semantic segmentation, datasets manually annotated with pixel-level label map are often small, due to intense labour and high technical expertise requirement on the annotator. This has lead to development of alternative annotation and training strategies, many of which extend concepts from weakly- and semi-supervised learning [5] to train classifiers using both labelled and unlabelled images [6]. Weak labels such as point, bounding-box, or image level labels [7]–[9] may also be utilized in addition to the strong, pixel-level labels. One specific implementation, commonly known as self-supervised learning, uses the Expectation-Maximization (EM) algorithm [10] to alternate between predicting strong
labels for weakly- and un-labelled feature images, and optimizing classifiers using both manually-annotated and the predicted strong labels as ground-truth [5]. Since weakly- and un-labelled biomedical images are often much easier to collect [11], larger dataset can be obtained with a reduced labour budget. However, such approaches come with their own drawbacks [12], [13], and may not work better than the fully supervised approach.

Recently, a number of works on multi-organ analysis have been published [14], with many taking DL approaches, as expected [15]–[19]. In such contexts, there exists an additional form of the data scarcity problem that tends to get neglected. Multi-organ semantic segmentation datasets, such as the 20-class VISCERAL [20] or the 19-class "Computational Anatomy" [18] datasets, remain relatively rare as compared to single-organ datasets. More typically, only a limited number of organs are annotated, even when the acquired feature images may cover multiple organs. With only single-organ datasets available, multiple classifiers have to be trained to segment all organs of interest if a fully supervised learning setting is desired. This potentially leads to inefficiencies, especially among label classes with similar appearance, since the classifiers have to separately learn a redundant set of features. Furthermore, to obtain predictions for all label classes, multiple inferences have to be made separately with the classifiers, which is less optimal especially for inference-on-the-edge applications.

In this work, we propose a method to train one multi-organ classifier utilizing single-organ datasets under supervised learning. This is done by first merging the single-organ datasets (with proper class label mapping function) into a larger, partially labelled multi-organ dataset. We then developed a few strategies to prevent un-annotated label classes from contributing to the loss function, which we term collectively as presence masking. These strategies are evaluated using openly available Computed Tomography (CT) datasets from the Medical Segmentation Decathlon 2018 (MSD2018) [21]. Here, we showed that a multi-organ classifier trained using our method is capable of delivering performance on par with single-organ classifiers. Additional evaluations are performed under small training dataset scenario, simulated by shrinking the original training dataset into smaller proportions. Sections III-D.2 and IV-B further evaluate the multi-organ classifiers’ performance with small training datasets, simulated by shrinking the original training dataset into smaller proportions. Sections III-D.3 and IV-C applies the validated method on segmenting MR images of the human thigh and calf. Section IV-D discusses about potential integrations of the proposed presence masking strategies with existing DL methodologies.

II. METHODOLOGY

A. Notation

CT and MR feature image is denoted \( x \) = \{\( x_m \)\}, \( m \in \{1, \ldots, M\} \), with \( x_m \) being the pixel value at location \( m \). The corresponding ground-truth label map is denoted \( y \) = \{\( y_m \)\}, with \( y_m = c, c \in \{0, \ldots, C\} \) indicates that \( x_m \)’s ground-truth class is \( c \), which can either be the background class 0 or any of the \( C \) foreground classes.

CNN classifier is denoted \( f(x, \theta) \), with \( \theta \) parametrizing all model parameters. It is assumed that the final layer of the classifier is the softmax function. Pixel-wise, per-class probability that \( x_m \) belongs to class \( c \) is denoted \( p_c = \{p_c^m\} \), with the corresponding predicted label map denoted as \( \hat{y} \). For both \( y_m \) and \( \hat{y}_m \), the \( c \)-superscripted counterpart denotes the label map in one-hot representation:

\[
\hat{y}_m^c = \begin{cases} 
1 & \text{if } y_m = c \\
0 & \text{else}
\end{cases} 
\]  

A dataset \( D = \{(x,y)_n\}, n \in \{1, \ldots, N\} \) with \( N \) image pairs \( (x,y) \) is completely labelled when each of the \( C \) foreground classes are fully annotated on \( y \) whenever it appears on \( x \). Formally, this implies that \( y_m = c \) if and only if \( x_m \) should be assigned the ground-truth label class \( c \), for every class \( c \in \{0, \ldots, C\} \). Conversely, in a partially labelled dataset, \( y_m \neq c \) does not necessarily indicate that \( x_m \) should not be assigned to class \( c \). For example, when a liver dataset is combined with a spleen dataset (with proper mapping such that \( c = 1 \) represents liver while \( c = 2 \) represents spleen), the resultant dataset is partially labelled. Images originating from the liver dataset may contain pixels \( x_m \) corresponding to spleen, but are assigned the background class label (i.e. \( y_m = 0 \)) since spleen is not annotated in its parent dataset. In another words, \( c \in \{0, 2\} \) shall be ignored in \( y \).

B. Presence masking for partially labelled dataset

Fig. 1 depicts the workflow in supervised semantic segmentation. An overview of supervised semantic segmentation can be found under Section ST-A in the supplementary material. Independent of the choice of loss function, the workflow described under Section ST-A works only when the training...
dataset is completely labelled. With partially labelled training dataset, classes not annotated should be masked out while computing the loss function $J(\theta)$. This leads to our proposed presence masking strategies.

1) Presence masking the dice losses: To begin with, a dataset-level presence array $k = \{k^c\}$, $k^c = \{0, 1\}$ is defined for each $(x, y)$ pair, with $k^c = 0$ indicating that class $c$ is not annotated manually in the dataset. In another words, any presence of class $c$ in $y$ is invalid. This can then be directly applied onto the class-aggregation term in the dice losses (see Eqs. (S4) and (S5) in the supplementary material) to obtain the masked soft dice loss:

$$J_{\text{dice,soft}}(\theta) = \frac{\sum_c k^c \cdot (1 - \text{softmax}^c)}{\sum_c k^c}$$

(2)

or the masked log dice loss:

$$J_{\text{dice,log}}(\theta) = \frac{\sum_c k^c \cdot (\log \text{softmax}^c)}{\sum_c k^c}$$

(3)

2) Presence masking the crossentropy loss: Crossentropy loss, however, requires extra steps. For class $c$ where $k^c = \text{true}$, false positive errors occur at location $m$ where $y_m = c$ and $\hat{y}_m = c$ hold. When $y_m \neq c$, $k^c \cdot \hat{y}_m = 0$ regardless of $k^c$. This means that false positive errors are potentially ignored if $k$ is applied directly to the class aggregation term in the crossentropy loss. To mitigate this, a presence mask $w = \{w_m\}$, $m \in \{1, \ldots, M\}$ can be defined and applied to the pixel aggregation term instead:

$$J_{\text{ent}}(\theta) = -\sum_m w_m \sum_c y_m^c \log p_m^c$$

(4)

We propose multiple ways, which we denote as mode, to construct $w$:

- **modebase**: set $w_m = 1$ at every location $m$ where $y_m = c$ and $k^c = 1$, and $w_m = 0$ wherever $y_m = c$ and $k^c = 0$. This can be formulated compactly as:

$$w_m = \sum_c k^c \cdot \hat{y}_m^c$$

(5)

- **modeor**: same as **modebase**, but extended to also include every location $m$ where $\hat{y}_m = c$. In other words, take the elementwise-or between $y$ and $\hat{y}$, instead of $y$ alone:

$$w_m = \sum_c k^c \cdot (y_m^c \vee \hat{y}_m^c)$$

(6)

- **modeplus**: same as **modeor**, but take the elementwise-sum between $y$ and $\hat{y}$ instead of elementwise-or:

$$w_m = \sum_c k^c \cdot (y_m^c + \hat{y}_m^c)$$

(7)

Effectively, **modebase** is equivalent to generating the presence mask $w$ by binary thresholding the ground truth label map $y$, such that only foreground class $c$ with $k^c = 1$ in the presence array $k$ are mapped to 1 in $w$. However, this naive approach does not resolve the issue mentioned at the beginning of this section, since it also ignores false positive errors when $y$ is partially labelled. To avoid masking out false positive errors, the predicted label map $\hat{y}$ has to be incorporated while constructing $w$. Among many possible approaches, this could be achieved by computing either the elementwise-or (**modeor**) or elementwise-sum (**modeplus**) between $y$ and $\hat{y}$. Essentially, these two modes only differ in terms of how the true positive and false positive/negative pixels are weighted (see Fig. 2):
Fig. 2: Screenshots of feature image and label map from (a) MSD2018, (b) calf, and (c) thigh datasets, together with example predictions by the specific- and generic-classifiers (see Section III). Presence mask in different modes are generated using the ground-truth label maps and the corresponding generic-classifier’s predictions. Note how the generic-classifiers predict all label classes present in the entire (partially labelled) dataset. Generic-classifier’s prediction for the thigh dataset is omitted since it is completely labelled.

mode_or assigns equal weightage to all these pixels, while mode_plus assigns heavier weightage to the true positive pixels.

To avoid any confusion, note the difference between presence array $k$ and the image-level annotation commonly used in a weakly-supervised setting [7]. Presence array indicates whether or not a label class $c$ is represented in the dataset. When $k_c = true$, even when $y_m \neq c$ for all $m$, it indicates a true negative situation. Any prediction that says $\hat{y}_m = c$ should be treated as a false positive error. On the other hand, a positive image-level annotation for class $c$ indicates that if the pixel-level label map $y$ exists, $y_m = c$ can be observed for at least one location $m$.

3) Presence masking and completely labelled image: While our presence masking strategies are developed to handle partially labelled images, it is also applicable to completely labelled images, which is essentially the special case where
\( k_c = \text{true} \) for all label class \( c \). Under this special case, the masked dice losses (Eqs. \( 2 \) and \( 3 \)) simply become the unmasked versions scaled by a constant value \( 1/\sum_c k_c \). Crossentropy loss masked with \( \text{mode}_{\text{base}} \) presence mask also converges back to the unmasked version. Presence mask under \( \text{mode}_{\text{ar}} \) and \( \text{mode}_{\text{plus}} \), however, can then be seen as an attempt to improve the loss functions, by weighting each pixel differently. Hence, this should be taken into consideration while performing any performance evaluations (see Sections [III-D.1] and [IV-A]).

### A. Datasets

All evaluations in this work leverage on annotated image pairs \((x, y)\) from two main sources. For reproducibility, the proposed method under Section [II] was evaluated with image pairs \((x, y)\) from the MSD2018: specifically the liver (131 pairs), pancreas (281 pairs), and spleen (41 pairs) datasets amongst the 10 available datasets. All 3 datasets contain CT feature images of the abdominal region. In addition to healthy tissues, tumors were also annotated in both liver and pancreas datasets. Images from these datasets were merged into one large partially-labelled dataset with proper class-mapping scheme.

MR feature images of human thigh and calf were acquired at the Clinical Imaging Research Centre, National University of Singapore. These MR images were acquired using turbo spin echo (TSE) sequence and Siemens Magnetom 3T Prisma or TrioTim systems. Ground-truth label maps were manually annotated by certified radiographers using MITK (v2015.05.02) [28]. The calf dataset is partially labelled, and comprised of two sub-datasets: a calf-muscle dataset containing 22 left calves acquired from healthy subjects, with 6 muscle groups annotated, and a calf-tissue dataset containing 84 left and right calves acquired simultaneously from 42 subjects, with 3 tissue classes (bone, blood vessels, subcutaneous fat (SCF)) annotated. On the other hand, the thigh dataset is comprised of completely labelled \((x, y)\) pairs with 4 tissue classes (bone, blood vessels, SCF, and intermuscular adipose fat (IMAF)) and 11 muscle group classes annotated, with 40 thighs acquired from 20 double-visit surgical subjects. Full detail of the datasets can be found in the supplemented Table [S1].

### B. Pre- and post-processing

For the train-test cycle, all images from the MSD2018 dataset were resampled with bilinear interpolation to match the standardized 1.5x1.5mm\(^2\) in-plane resolution and 3.5mm slice thickness. Thigh images were resampled to 0.78x0.78mm\(^2\) in-plane resolution, with no resampling in the slice direction. These were then cropped/zero-padded to form 256x256 slices. On the other hand, images from the calf-tissue dataset were cropped into single calves and combined with the calf-muscle dataset, before all images were resampled to 0.54x0.54mm\(^2\) in-plane resolution and cropped/zero-padded to form 320x320 slices.

At inference time, feature images \( x \) were similarly resampled to the standardized resolution. Predicted label maps \( \hat{y} \) from the trained classifiers were then resampled (with nearest-neighbour interpolation) to match the original resolution and array size. For all evaluation results reported in the following sections, dice scores were calculated between \( y \) and \( \hat{y} \) in their original resolution and array size.

Note that the images were resampled aggressively to expedite the train-test cycle, as well as to reduce computational cost needed. However, this had also inevitably led to interpolation error on the final result. Performance is expected to improve when all images are processed in their original resolution.

### C. Training details

Neural networks were implemented with Tensorflow (v1.4) in Python. All CNN classifiers used in this work were instances of the 2D U-Net model [2] with additional batch normalization layers after every convolution and deconvolution layers to improve robustness against variance within each mini-batch [29].

Much of the training hyperparameters were empirically fixed. Network parameters \( \theta \) were initialized with Xavier initialization [30] and optimized using Adam optimizer [31]. A default learning rate of \( 10^{-5} \) was chosen, and was reduced to \( 10^{-5} \) only if the training failed to progress. Patch-based approaches were omitted for simplicity. All classifiers were trained until convergence in a cluster equipped with Intel E5-2690v3 and NVIDIA Tesla K40.

Classifiers were trained using mini-batches of \((x, y)\) from \( D_{\text{train}} \), with 15 image pairs per batch. To improve training stability of the generic-classifiers, these image pairs were drawn from their parent dataset using stratified sampling. Each batch was a mixture of \((x, y)\) from each parent dataset at a constant proportion. Then, for both specific- and generic-classifiers, half of the image pairs were labelled with at least one foreground class, while the other half did not contain any foreground labels.

### D. Experiment configurations

1) **Specific- versus generic-classifiers**: The proposed presence masking strategies in Section [II-B] were first evaluated using the MSD2018 dataset, with 80:20 split into train \( D_{\text{train}} \) and test \( D_{\text{test}} \) sets. 11 combinations of loss function and presence array/mask were investigated. For each combination, 3 specific-classifiers were trained using the completely labelled liver, pancreas, and spleen datasets respectively, and 1 generic-classifier was trained using the merged partially labelled dataset. Since the presence masking strategies can potentially...
affect the specific-classifiers’ performance (see Section II-B.3), all 11 combinations were applied to both the specific- and generic-classifiers to ensure a fair comparison. The entire setup was then repeated in 3 orthogonal slicing directions (i.e., axial, coronal, and sagittal) to identify the best performing direction for next experiment (Section II-D.2).

2) Training with small datasets: Performance of the presence masking strategies were then evaluated with small training dataset to investigate the impact of training size on the specific- and generic-classifier approaches. From the original 80:20 train-test split, the training dataset was gradually halved to form smaller datasets 40%, 20%, 10%, 5%, and 2.5% of the original datasets. The specific- and generic-classifiers were then trained with each of the reduced training datasets. Loss functions (5 choices for both specific- and generic-classifier) as well as slicing direction (i.e., axial) were all chosen based on results from Section II-D.1.

3) Application on human thigh & calf datasets: Finally, the presence masking strategies were further evaluated using the human thigh and calf datasets. To compliment the evaluation against the MSD2018 dataset (i.e. Section II-D.1), all 11 loss function and presence array/mask combinations were again investigated with 80:20 train-test split. To ensure a fairer evaluation, an additional condition was imposed such that if multiple images exist for one subject, these images must all belong to either the training or the test set, but not both. For each combination, 2 specific-classifiers were trained using the calf-tissue and calf-muscle datasets respectively, while 1 generic-classifier was trained using the combined partially labelled calf dataset. On the other hand, only 1 specific-classifier was trained using the thigh dataset since it is completely labelled. Since IMAF was not labelled within the entire calf dataset, a workaround was implemented: within the calf-tissue dataset, the entire region medial from SCF was labelled as IMAF (see Fig. 2b), but the element corresponding to IMAF was marked as False in the presence array. This allowed the classifier to learn labeling undefined region within vicinity of the muscle groups as IMAF instead of background.

IV. RESULTS AND DISCUSSIONS
A. Evaluation 1: specific- versus generic-classifiers

Results shown in Table I indicate that soft dice loss failed altogether for both the specific- and generic-classifier. This was mitigated among the specific-classifiers when empty slices (i.e., slices without any foreground label) were removed from $D_{train}$, as seen from the row with loss function $dice_{soft}(w/o empty)$ in Table I. However, without exposure to empty slices the classifiers then suffered from high false-positive errors, resulting in poorer precision and dice performance on $D_{test}$. This was resolved by using combinations of crossentropy and soft dice as the loss function (see Eq. (S7) in the supplementary material).

As expected following arguments under Section II-B, Table II shows that among generic-classifiers with a crossentropy component in the loss function, inclusion of the presence mask generated in $mode_{or}$ and $mode_{plus}$ resulted in improved performance as compared to $mode_{base}$ (see Fig. S1 in the supplementary material for visualization). This was not observed among the specific-classifiers, which indicates that the benefit of applying the presence masking strategies in training the specific-classifier (see Section II-B.3) is not obvious. In another words, special handling of the false-positive errors with $mode_{or}$ and $mode_{plus}$ did not significantly improve classifiers trained with completely labelled dataset.

It is worth noting that both specific- and generic-classifier failed to segment tumor classes properly (see Table S2 in the supplementary material). In fact, their performance in segmenting pancreas was also mediocre at best. This is not unexpected, since these label classes are classically challenging, and tend to require handleings more sophisticated than the generic crossentropy and soft dice loss [32], [33]. Since this work only aims to compare performance between the specific- and generic-classifier under the same setting, improving performance of difficult label classes is omitted.

1) Performance: Predicted label masks can be generated in a few ways during inference time. Where maximal accuracy is desired, this can be done using multiple best performing generic-classifiers. From the bold entries under each column of Table I this corresponds to the $xent_{plus}$ (best for liver) and $xent_{plus} + 0.1 \times dice_{soft}$ (best for pancreas/spleen) generic-classifier. Multiple label maps are then predicted using these generic-classifiers, followed by masking out label classes where the corresponding generic-classifier does not perform best. Finally, a label map can be obtained by merging these masked label maps. Note that this is very similar to the conventional specific-classifiers approach, except for the extra masking step since label maps predicted by the generic-classifiers are completely labelled. Alternatively, a more efficient approach is described under Section IV-A.2.

Table II indicates that dice score achieved by the best performing generic-classifier marginally outperformed the best specific-classifiers. This suggests that generating label maps with generic-classifier approach potentially yields better performance. However, depending on applications, this marginal performance gain may not justify the efficiency of inferencing with one single generic-classifier instead (see Section IV-A.2).

2) Efficiency: At inference time, it is motivating to predict the entire label masks with one single generic-classifier, rather than merging multiple predictions from the best performing generic-classifiers as described under Section IV-A.1. Ideally, the selected generic-classifier should perform reasonably well across each label class, so as to minimize sacrifice on performance while attempting to improve efficiency. This can be achieved with various selection criterion, such as by choosing the generic-classifier which yields the highest average dice score. From Table I this corresponds to the $xent_{plus} + 0.1 \times dice_{soft}$ generic-classifier (0.8313 on average), which performed slightly worse (0.8944) than the best performing generic-classifier (0.9097) in liver, but could nonetheless promote a good trade-off between performance per-class and the number of inferences required per-image. This could be particularly useful when computational budget during inference is limited.

On the other hand, in terms of training speed, Fig. 5 indicates that convergence of the generic-classifier’s training
and test dices closely followed the specific-classifier’s. This lag was more prevailing for label class (i.e. pancreas) with distinct appearance from other classes (i.e. liver and spleen). Nonetheless, training a single generic-classifier is still arguably more efficient without exceeding the combined duration needed for training 3 specific-classifiers to convergence. In other words, training $O(1)$ generic-classifiers to segment $n$ label classes is asymptotically less expensive than training $O(n)$ specific-classifiers.

**B. Evaluation 2: training with small datasets**

As a sanity check, Fig. 4 shows that performance of the classifiers improved with larger $D_{train}$. This observation holds true for both specific- and generic-classifier, which is as expected.

**1) Performance:** Fig. 4a shows that among label classes with similar appearance (i.e. liver and spleen), performance of the best generic-classifier often outperformed the best specific-classifier. This was increasingly apparent as size of $D_{train}$ shrinks, particularly for label class from the smaller dataset (i.e. spleen). Label classes with distinct appearance (i.e. pancreas), however, did not benefit from this performance boost.

This observed behavior is very likely linked to transfer learning, where classifiers are pre-trained using large dataset prior to fine-tuning for target application with smaller dataset. While in this case it is likely that the spleen specific-classifier’s performance can be boosted by simply pre-training the classifier with liver dataset, it is not so straightforward when, say, a kidney dataset is simultaneously available and can potentially improve the spleen specific-classifier’s performance too. The generic-classifier approach extends transfer learning’s capability such that the pre-training step leverages on multiple classes based on their appearance.

**2) Efficiency:** With smaller $D_{train}$ sizes, the strategy described in Section V-A2 to improve inference efficiency failed, as shown in Fig. 4b. Dice score achieved by the selected, best-on-average generic-classifiers at each $D_{train}$ size were often low as compared to the best generic-classifiers. This could potentially be resolved with minor amendment to the aforementioned strategy. For example, the generic-
classifier performing best on-average in segmenting liver and spleen could be used in conjunction with the best pancreas specific-classifier during inference. Such strategy could still improve overall efficiency of the inference process, but at the expense of additional workflow complexity.

Meanwhile, as shown in the supplemented Table S3, the average dice score between specific- and generic-classifier matched closely for each $D_{train}$ size. Generic-classifiers could potentially be trained with class weightages additionally assigned to each label class in the loss function, such that the generic-classifier’s dice performance is well-balanced across each label class, while maintaining the same average dice score. Since the optimal set of class weightages may require exhaustive tuning, this exploration is omitted here.

C. Evaluation 3: application on human thigh & calf datasets

In general, evaluation results were in good agreement with Section IV-A for the MSD2018 dataset. From Fig. 5 the best-on-average generic-classifier (trained with $xent_{plus} + dice_{log}$) was capable of delivering performance on par with that of the best specific-classifiers, suggesting that efficiency can be improved by inferring all label classes with the selected generic-classifier only. For certain label classes, the best generic-classifiers performed marginally better than the best-on-average generic-classifier (see the supplemented Table S4). However, these generic-classifiers were not better than the best specific-classifiers in general, which is expected since label classes annotated in the calf-tissue and calf-muscle datasets mostly do not share similar appearance (see Fig. 2b).

It is again observed that $mode_{or}$ and $mode_{plus}$ performed better in general than $mode_{base}$ among the calf generic-classifiers, while such advantage was not observed among the calf and thigh specific-classifiers (see Table S4). Screenshot of label maps predicted by the calf generic-classifiers and thigh specific-classifiers demonstrate this visually (see Fig. S2 in the supplementary material). Among the calf generic-classifiers, loss functions with $xent_{or}$ or $xent_{plus}$ components were in general better than $xent_{base}$ in isolating the muscle groups from the surrounding IMAF, which was undefined among all ground-truth label map within the calf dataset. Such advantage was not observed among the thigh specific-classifiers.

In terms of absolute performance of the classifiers, dice score was acceptable for most classes given the small size of $D_{train}$. The only exception was the vessels, which is again a small Region of Interests (ROI) that potentially requires special handling just like tumor classes from the MSD2018 dataset. Additionally, both calf generic- and specific-classifiers were unable to delineate between the 2 muscle groups peroneus longus and extensor digitorum longus well, but were capable of identifying union of the two label classes, which is represented by $pl + edl$ on Fig. 5 and Table S4.

D. Potential improvements

1) Compatibility with existing DL methodologies: This work mainly aims at comparing the performance between existing methods (i.e. specific-classifier) and the proposed generic-classifier approaches, rather than pushing performance of the generic-classifier itself to achieve state-of-the-art semantic segmentation performance. However, it is possible to incorporate the proposed presence masking strategies into many other existing DL methodologies for better performance. This includes adopting the DeepMedic [34] and HyperDense-Net [35] architectures which excelled in brain lesion segmentation, or the Attention U-Net [33] originally proposed for pancreas segmentation. It is also common to see fully-connected Conditional Random Field (CRF) being appended to the network output to improve delineation near ROI boundaries [7], [34]. Additionally, other strategies such as various data augmentation schemes [36] or 2D-to-3D segmentation map by majority
voting [18] should also be directly applicable.

Note that while the proposed feature array/masks were only validated using dice and crossentropy loss, incorporation to other loss function is trivial in some cases. For instance, the Focal Tversky Loss (FTL) [32] is defined as followed:

\[ J_{\text{FTL}}(\theta) = \sum_c^C k^c (1 - TI^c)^{1/\gamma} \]

with \( TI^c \) being the Tversky index [37] between the ground-truth and predicted label map for label class \( c \). This can be easily modified to incorporate the presence array \( k = \{ k^c \} \):

\[ J_{\text{FTL}}(\theta) = \sum_c^C k^c (1 - TI^c)^{1/\gamma} \]

Meanwhile, other loss functions with pixel aggregation terms, such as the Mean Absolute Error (MAE) or L1 loss which is proposed as a noise-robust alternative to crossentropy loss [38]:

\[ J_{\text{MAE}}(\theta) = -\sum_{m}^{M} \sum_{c}^{C} y_{mc} - p_{mc} \]

\[ = -\sum_{m}^{M} 2 - 2p_{mc}' \quad c' = y_{mc} \]

\[ J_{\text{MAE}}(\theta) = -\sum_{m}^{M} w_{mc} \cdot (2 - 2p_{mc}') \]

2) Semi-supervised learning: Technically, the proposed presence masking strategies are much closer to supervised learning than it is to semi-supervised learning. All labels involved in the training are strongly labelled, and classifiers do not learn from the inferred labels. The only exception is perhaps when the classifier makes false positive error at unlabelled pixels, which contribute to the loss function (with presence masks under mode\textsubscript{en} and mode\textsubscript{plus}) even without being annotated with any ground-truth label class. Nevertheless, it is possible to extend the proposed method to support semi-supervised learning scenarios. Since predicted label maps for the partially labelled training images are completely labelled, they can be merged into \( D_{\text{train}} \). Classifier can then be iteratively trained until certain termination conditions are met, similar to the EM approach.

**ACKNOWLEDGMENT**

The computational work for this article was partially performed on resources of the National Supercomputing Centre, Singapore (https://www.nscc.sg). The authors also gratefully acknowledge the support of NVIDIA Corporation with the donation of the Titan V GPU used for inferences in this research. All codes are publicly available at https://github.com/wong-ck/DeepSegment.

**REFERENCES**

[1] G. Litjens, T. Kooi, B. E. Bejnordi, A. A. A. Setio, F. Ciompi, M. Ghafoorian, J. A. van der Laak, B. van Ginneken, and C. I. Sánchez, “A survey on deep learning in medical image analysis,” Medical Image Analysis, vol. 42, pp. 60 – 88, 2017. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S1361841518307588

[2] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks for biomedical image segmentation,” in Medical Image Computing and Computer-Assisted Intervention – MICCAI 2015, N. Navab, J. Hornegger, W. M. Wells, and A. F. Frangi, Eds. Cham: Springer International Publishing, 2015, pp. 234–241.

[3] Ō. Čiček, A. Abdulkadir, S. S. Lienkamp, T. Brox, and O. Ronneberger, “3d u-net: Learning dense volumetric segmentation from sparse annotation,” in Medical Image Computing and Computer-Assisted Intervention – MICCAI 2016, S. Ourselin, L. Joskowicz, M. R. Sabuncu, G. Unal, and W. Wells, Eds. Cham: Springer International Publishing, 2016, pp. 424–432.

[4] F. Militaři, N. Navab, and S. Ahmadi, “V-Net: Fully convolutional neural networks for volumetric medical image segmentation,” CoRR, vol. abs/1606.04797, 2016. [Online]. Available: http://arxiv.org/abs/1606.04797

[5] V. Cheplygina, M. de Bruijne, and J. P. Pluim, “Not-so-supervised: A survey of semi-supervised, multi-instance, and transfer learning in medical image analysis,” Medical Image Analysis, vol. 54, pp. 280 – 296, 2019. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S1361841518307588

[6] X. Zhu and A. B. Goldberg, “Introduction to semi-supervised learning,” in Introduction to Semi-Supervised Learning, 2009.

[7] G. Papandreou, L. Chen, K. Murphy, and A. L. Yuille, “Weakly-and semi-supervised learning of a DCNN for semantic image segmentation,” CoRR, vol. abs/1502.02734, 2015. [Online]. Available: http://arxiv.org/abs/1502.02734

[8] A. Bearman, O. Russakovsky, V. Ferrari, and F. F. Li, “Whats the point: Semantic segmentation with point supervision,” vol. 9911, 10 2016, pp. 549–565.

[9] M. Rajchl, M. C. H. Lee, O. Oktay, K. Kamnitas, J. Passerat-Palmbach, W. Bai, M. Damodaram, M. A. Rutherford, J. V. Hajnal, B. Kainz, and D. Rueckert, “Deepcut: Object segmentation from bounding box annotations using convolutional neural networks,” IEEE Transactions on Medical Imaging, vol. 36, no. 2, pp. 674–683, Feb. 2017.
S1. Supplementary Materials

A. Overview of supervised semantic segmentation

From an input feature image \( x = \{ x_m \} \), a CNN classifier \( f(x, \theta) \) estimates the per-class probability \( p = \{ p^c_m \} \) that \( x_m \) should be assigned the ground-truth label class \( c \):

\[
p^c_m = P(y_m = c \mid x, \theta) \tag{S1}
\]

from which the predicted label map \( \hat{y} = \{ \hat{y}_m \} \) is generated:

\[
\hat{y}_m = \arg\max_c p^c_m \tag{S2}
\]

CNN classifier training may take multiple forms, which include supervised learning when there exists a training dataset \( D_{\text{train}} = \{(x, y)_n\}, n \in \{1, \ldots, N\} \) with \( N \) annotated image pairs \((x, y)\). This involves optimizing the model parameters \( \theta \) to minimize the value of a selected loss function \( J(\theta) \), often by back-propagating the gradient \( \frac{dJ}{d\theta} \) with some variant of the gradient decent algorithm.

Loss function essentially measures difference between the ground-truth label & current predictions, and is often chosen based on the problem in hand. In solving classification problems, it is common to start with crossentropy loss:

\[
J_{\text{xent}}(\theta) = -\sum^M_m \sum^C_c y^c_m \log p^c_m \tag{S3}
\]

Meanwhile, performance of CNN classifier in semantic segmentation is often evaluated using some form of intersection-over-union (IOU) matrix. It is hence intuitive to select IOU-derived losses for semantic segmentation problems. One popular option is the soft dice loss [4]:

\[
J_{\text{dice软}}(\theta) = \sum^C_c (1 - \text{softdice}^c) \tag{S4}
\]

which is derived from the soft dice score for every class \( c \):

\[
\text{softdice}^c = \frac{2 \cdot \sum^M_m (y^c_m \cdot p^c_m)}{\sum^M_m y^c_m + \sum^M_m p^c_m} \tag{S5}
\]

Minimizing the soft dice loss is effectively equivalent to maximizing the IOU-based soft dice score. Intuitively, other loss functions derived in a similar manner should also achieve the same effect, such as minimizing the negative log of the soft dice score:

\[
J_{\text{dicelog}}(\theta) = -\sum^C_c \log \text{softdice}^c \tag{S6}
\]

With both crossentropy and soft dice loss coming with their own strengths and weaknesses, some studies adopt a merged version of the two losses [39], [40]:

\[
J_{\text{xentdice}}(\theta) = a \cdot J_{\text{xent}}(\theta) + b \cdot J_{\text{dice}}(\theta) \tag{S7}
\]

with \( a \) and \( b \) controlling relative contribution of the two loss components.

B. Dataset details and full evaluation results

| Table S1: Detail of human thigh and calf datasets |
|-----------------------------------------------|
| dataset | dimensions | resolutions (mm) | count | image content |
| calf-muscle | (384, 308, 44) | (0.47, 0.47, 5.00) | 18 | single calf |
| calf-muscle | (384, 308, 88) | (0.47, 0.47, 1.00) | 4 | single calf |
| calf-tissue | (704, 496, 25) | (0.54, 0.54, 7.00) | 42 | both calves |
| thigh | (512, 512, 32) | (0.39, 0.39, 5.00) | 40 | single thigh |
TABLE S2: Full result of Section IV-A. This is an extension of Table I in the main text, with dice scores for the tumor label classes, as well as classifiers trained using images sliced in the coronal and sagittal directions.

| plane      | label_class | classifier_type | loss_function | average | liver | pancreas | spleen | liver_tumor | pancreas_tumor |
|------------|-------------|-----------------|---------------|---------|-------|----------|--------|-------------|---------------|
|            |             |                 |               | generic |       |          |        |             |               |
|            |             |                 | dice<sub>sof</sub> | 0.3311 | 0.0508 | 0.0000  | 0.0000 | 0.0000      | 0.1558        |
|            |             |                 | dice<sub>sof</sub> (w/o empty) | 0.3291 | 0.0396 | 0.0000  | 0.0000 | 0.0000      | 0.1558        |
| axial      |             |                 | dice<sub>log</sub> | 0.2595 | 0.0677 | 0.0000  | 0.0000 | 0.0000      | 0.1558        |
|            |             |                 | xent<sub>base</sub> | 0.1485 | 0.3571 | 0.2278  | 0.8244 | 0.2672      | 0.1558        |
|            |             |                 | xent<sub>base</sub> + 0.1 * dice<sub>sof</sub> | 0.0642 | 0.6198 | 0.1717  | 0.9064 | 0.0475      | 0.1558        |
|            |             |                 | xent<sub>base</sub> + dice<sub>log</sub> | 0.4855 | 0.5227 | 0.6047  | 0.8857 | 0.6408      | 0.1558        |
|            |             |                 | xent<sub>base</sub> + dice<sub>log</sub> | 0.5673 | 0.6640 | 0.8423  | 0.8915 | 0.5933      | 0.1558        |
|            |             |                 | xent<sub>log</sub> | 0.6116 | 0.5777 | 0.9049  | 0.9045 | 0.6845      | 0.1558        |
|            |             |                 | xent<sub>log</sub> + 0.1 * dice<sub>sof</sub> | 0.6024 | 0.6165 | 0.8980  | 0.9023 | 0.6860      | 0.1558        |
| sagittal   |             |                 | xent<sub>log</sub> + dice<sub>log</sub> | 0.6071 | 0.5895 | 0.9018  | 0.8976 | 0.6419      | 0.1558        |
|            |             |                 | xent<sub>pluse</sub> | 0.6191 | 0.6076 | 0.9007  | 0.9080 | 0.6619      | 0.1558        |
|            |             |                 | xent<sub>pluse</sub> + 0.1 * dice<sub>sof</sub> | 0.6105 | 0.5780 | 0.8944  | 0.9063 | 0.6985      | 0.1558        |
|            |             |                 | xent<sub>base</sub> + dice<sub>log</sub> | 0.6571 | 0.5146 | 0.8570  | 0.8598 | 0.6319      | 0.1558        |
|            |             |                 | xent<sub>base</sub> + dice<sub>log</sub> | 0.5476 | 0.5369 | 0.8593  | 0.8744 | 0.6212      | 0.1558        |
|            |             |                 | xent<sub>log</sub> | 0.4978 | 0.5183 | 0.8409  | 0.8213 | 0.5793      | 0.1558        |
|            |             |                 | xent<sub>log</sub> + 0.1 * dice<sub>sof</sub> | 0.5483 | 0.5561 | 0.8701  | 0.8552 | 0.6263      | 0.1558        |
|            |             |                 | xent<sub>log</sub> + dice<sub>log</sub> | 0.5130 | 0.5217 | 0.8229  | 0.8574 | 0.5444      | 0.1558        |
|            |             |                 | xent<sub>pluse</sub> | 0.5461 | 0.5141 | 0.8570  | 0.8598 | 0.6319      | 0.1558        |
|            |             |                 | xent<sub>pluse</sub> + 0.1 * dice<sub>sof</sub> | 0.4978 | 0.5183 | 0.8409  | 0.8213 | 0.5793      | 0.1558        |
|            |             |                 | xent<sub>pluse</sub> + dice<sub>log</sub> | 0.5476 | 0.5369 | 0.8593  | 0.8744 | 0.6212      | 0.1558        |

Fig. S1: Box and whisker plots of the result from Table S2. Dice performances of the specific-/generic-classifier pairs are plotted against the loss function they are trained with. Loss functions without any crossentropy component are omitted due to poor performance.
| label_class | classifier_type | train_param | loss_function | generic | 2.5 | 5 | 10 | 20 | 40 | 80 | specific | 2.5 | 5 | 10 | 20 | 40 | 80 |
|-------------|----------------|-------------|---------------|---------|-----|---|----|----|----|----|---------|-----|---|----|----|----|----|
| spleen      | xent_base      | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_base + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_base + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_dice       | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_dice + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_dice + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
| pancreas    | xent_base      | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_base + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_base + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_dice       | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_dice + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_dice + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
| liver       | xent_base      | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_base + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_base + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_dice       | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_dice + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|             | xent_dice + 0.1 * dice soft | -            | -             | -       | -   | - | -  | -  | -  | -  | -       | -   | - | -  | -  | -  | -  |
|           | spleen         | 0.8710       | 0.8633        | 0.8729  | 0.8918 | 0.8974 | 0.9097 |    | 0.7559 | 0.8546 | 0.8240 | 0.8830 | 0.9003 | 0.9080 |
|           | pancreas       | 0.8637       | 0.8528        | 0.8682  | 0.8879 | 0.8980 | 0.8136 | 0.5853 | 0.5813 | 0.6007 | 0.5882 | 0.5846 | 0.5808 | 0.5771 | 0.5734 |
|           | liver          | 0.8110       | 0.8027        | 0.8113  | 0.8263 | 0.8364 | 0.8583 | 0.5017 | 0.5017 | 0.6007 | 0.5882 | 0.5846 | 0.5808 | 0.5771 | 0.5734 |
|           | spleen         | 0.8081       | 0.8075        | 0.8168  | 0.8263 | 0.8364 | 0.8583 | 0.5017 | 0.5017 | 0.6007 | 0.5882 | 0.5846 | 0.5808 | 0.5771 | 0.5734 |
|           | pancreas       | 0.8000       | 0.7956        | 0.8045  | 0.8140 | 0.8241 | 0.8460 | 0.5017 | 0.5017 | 0.6007 | 0.5882 | 0.5846 | 0.5808 | 0.5771 | 0.5734 |

**TABLE S4:** Dice performance of classifiers on the calf and thigh datasets. Dice scores in bold correspond to the best performing classifier in each label class. *pl+edl* represents the pixel-wise union of *peroneus longus* and *extensor digitorum longus*. Performance of calf IMAF could not be evaluated since it is not manually annotated in the calf datasets.
Fig. S2: Label maps predicted by (a) calf generic-classifiers and (b) thigh specific-classifiers.