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This paper presents the linear theory of adjoint equations as applied to thermo-acoustics. The purpose is to describe the mathematical foundations of adjoint equations for linear sensitivity analysis of thermo-acoustic systems, recently developed by Magri and Juniper (J. Fluid Mech. (2013), vol. 719, pp. 183–202). This method is applied pedagogically to a damped oscillator, for which analytical solutions are available, and then for an electrically heated Rijke tube with a mean-flow temperature discontinuity induced by the compact heat source. Passive devices that most affect the growth rate/frequency of the electrical Rijke-tube system are presented, including a discussion about the effect of modelling the mean-flow temperature discontinuity.

1. INTRODUCTION

In a thermo-acoustic system, if the heat release is sufficiently in phase with the acoustic pressure waves, then oscillations can be enhanced, sometimes with negative consequences on the overall performance [1–4]. Many theoretical techniques have recently been introduced in thermo-acoustics, making this field an exciting hub of cross-disciplinary methods and theories. These include non-normality [5–13]; energy norms [14–16]; continuation methods [17–21]; weakly nonlinear theory [22–25]; dynamical systems theory, and time-series analysis [26–29].

These notes give a detailed description of thermo-acoustic sensitivity analysis via adjoint-based approaches, which have been developed recently by Magri and Juniper [30–32] extending the theory of non-reacting incompressible flows by, among others, Hill [33], Giannetti and Luchini [34], Marquet, Sipp and Jacquin [35].

In this paper we lay out the theoretical foundations of adjoint equations, defining mathematically the adjoint eigenfunction and physically interpreting it as the system’s receptivity to open-loop forcing. We show how to combine the direct and adjoint eigenfunctions to obtain an exact formula for the first-order eigenvalue change when the system is altered by a generic (small) perturbation. The entire theoretical framework is described via two different approaches: Continuous Adjoint (CA) and Discrete Adjoint (DA). The former operates on the continuous system, for example, of partial differential equations; whereas the latter operates on the numerically discretized system. To show pedagogically how the technique works, we analytically study a

*Corresponding author: lm547@cam.ac.uk
simple damped oscillator. Then, we apply these theoretical concepts to a Rijke tube containing an electrically heated hot wire (gauze) [5, 10, 36], also considering the mean-flow temperature discontinuity (jump) at the flame’s location.

We show that the optimal stabilizing mechanism is a drag-exerting device placed at the downstream end of the duct, also when the mean-flow temperature jump is modelled. This conclusion corroborates the analysis carried out with no mean-flow temperature jump [30, 31]. Moreover, we briefly discuss two feedback mechanisms, referring to more detailed studies for in-depth-analysis [30, 31]: a second hot wire and a local smooth variation of the tube cross-sectional area. These feedback mechanisms turn out to be effective at changing the frequency of the oscillations, but not the growth rate. We discuss the role of the mean-flow temperature jump by comparing the solutions with/without temperature jump. In the concluding remarks and discussion, we describe the use of these techniques in ongoing research in reduced-order thermo-acoustics.

2. DEFINITION OF THE ADJOINT FUNCTION

We consider reduced-order thermo-acoustic models in which the flame is acoustically treated as a compact monopole source of sound. In these models there are two computational space domains: (i) the one-dimensional domain in which the acoustics are solved and the heat released by the flame is regarded as a pointwise source; (ii) the flame domain, in which the flame is solved and the heat released by chemical reaction is spatially integrated in order to feed back into the acoustic energy equation. This creates a feedback loop between the acoustics and the flame. The steady contribution of the heat released by the flame induces a discontinuous change of the mean-flow properties across the flame’s location. A schematic of the reduced-order thermo-acoustic model considered is given in figure 1.

The direct1 and adjoint problems are expressed, respectively, as:

$$A \frac{\partial q}{\partial t} - Lq = \hat{s} \exp(\sigma t),$$  \hspace{1cm} (1)

![Figure 1: Reduced-order thermo-acoustic model with acoustically compact flame and mean-flow temperature jump.](image)

1The direct equations are the governing equations.
where $\mathbf{s}$ is the spatially varying part of the forcing term, which is set to zero in this section. If eqns. (1), (2) represent the continuous equations, then $A$, $L$, $A^+$, $L^+$ are operators and $\mathbf{q} = (F, u, p)^T$, where $u$ is the acoustic velocity, $p$ is the acoustic pressure, and $F$ contains the flame variables, such as the mixture fraction for diffusion flames. In this case, the adjoint operators and equations are analytically derived and then numerically discretized (CA, discretization of Continuous Adjoints). If eqns. (1), (2) represent the numerically discretized systems, then $A$, $L$, $A^+$, $L^+$ are matrices (in bold from now on) and $\mathbf{q} = (\mathbf{G}, \eta, \alpha)^T$. In this case, the adjoint matrices and functions are directly derived from the numerically discretized direct system (DA, Discrete Adjoints).

When we follow the CA approach, the adjoint systems are defined through a bilinear form\(^2\) [·, ·], such that:

\[
A^+ \frac{\partial^* \mathbf{q}^*}{\partial t} - L^* \mathbf{q}^* = 0, \tag{2}
\]

which, in this paper, defines an inner product\(^3\). For brevity, in this paper we define the following bracket operators that represent inner products:

\[
\left\langle \mathbf{a}, \mathbf{b} \right\rangle = \frac{1}{V} \int_V \mathbf{a}^* \cdot \mathbf{b} \, dV, \tag{4}
\]

\[
\left\langle \langle \mathbf{a}, \mathbf{b} \rangle \right\rangle = \frac{1}{\partial V} \int_{\partial V} \mathbf{a}^* \cdot \mathbf{b} \, d\partial V, \tag{5}
\]

\[
[\mathbf{a}, \mathbf{b}] = \frac{1}{T} \frac{1}{V} \int_0^T \int_V \mathbf{a}^* \cdot \mathbf{b} \, dV \, dt, \tag{6}
\]

where $\mathbf{a}, \mathbf{b}$ are arbitrary functions in the function space in which the problem is defined; $V$ is the space domain and $\partial V$ is its boundary; $t$ is the time; and * is the complex conjugate. Therefore, in this paper, the adjoint operator is defined through the following relation:

\[
\int_T \int_V \mathbf{q}^* \cdot \left( A^+ \frac{\partial^* \mathbf{q}^*}{\partial t} - L^* \right) \mathbf{q} \, dV \, dt - \int_T \int_V \left( A^+ \frac{\partial^* \mathbf{q}^*}{\partial t} - L^* \right) \mathbf{q}^* \cdot \mathbf{q} \, dV \, dt = \text{constant}. \tag{7}
\]

\(^2\)It is apparent that the calculation of the adjoint function depends on the choice of the bilinear form.

\(^3\)A discussion of possible definitions of the adjoint operator is reported in the supplementary material of Luchini and Bottaro [37].
To find the adjoint operator with the CA approach we have to perform integration by parts of (7). The above relation is an elaboration of the generalized Green’s identity [30, 38]. The adjoint boundary/initial conditions, arising from integration by parts of (7), are defined such that the constant on the RHS is zero. By integration by parts, we find the important result that $-A \partial / \partial t = A^+ \partial^+ / \partial t$. Setting $A^+ = A^*$, then $-\partial / \partial t = \partial^+ / \partial t$. In other words, the adjoint operator must evolve backwards in time for a problem to be well-posed.

When we follow the DA approach, the adjoint matrix, $L^+_{ij}$, can be defined through the Euclidean product (in Einstein’s notation)

$$q_i^* L_{ij} q_j - q_i L^*_{ij} q_j^* = 0. \quad (8)$$

The above terms are scalars, so the transposition does not change the equation. Therefore, we take the transpose of the second term and equate it to the first term:

$$q_i^* L_{ij} q_j = \left(q_i L^*_{ij} q_j^* \right)^T = q_i L^*_{ji} q_j^*, \quad (9)$$

$$\Rightarrow L^*_{ij} = L^*_{ji}. \quad (10)$$

This shows that the adjoint matrix is the conjugate-transpose of the direct matrix. From now on, when we use the DA method, we denote the direct state vector as $\chi$ and the corresponding adjoint vector as $\xi$.

In Magri and Juniper [30] a comparison between the numerical truncation errors between the CA and DA methods is illustrated. Although the two formulations should converge in principle, it has been shown that convergence is not guaranteed a priori [39–41]. For the thermo-acoustic system considered in this paper, the DA method is more accurate and easier to implement. We show, however, the results obtained via the CA method in order to describe how the method works.

In stability/receptivity analysis, we consider the eigenproblem of (1), (2):

$$\sigma A \hat{q} - L \hat{q} = 0, \quad (11)$$

$$\sigma^+ A^+ \hat{q}^+ - L^+ \hat{q}^+ = 0. \quad (12)$$

where $\hat{q}$, $\hat{q}^+$ are the eigenfunctions, and $\sigma$, $\sigma^+$ are the eigenvalues. A very important property of the adjoint and direct eigenpairs $\{ \sigma_i, \hat{q}_i \}, \{ \sigma^+_j, \hat{q}^+_j \}$ is the bi-orthogonality condition:

$$\left( \sigma_i - \sigma^+_j \right) \left\langle \hat{q}_i, A \hat{q}_j \right\rangle = 0, \quad (13)$$
which states that the inner product \( \langle \hat{q}_j^*, A \hat{q}_i \rangle \) is zero for every pair of eigenfunctions except when \( i = j \), as long as \( \sigma_j^* = \sigma_j^* \), in accordance with Salwen and Grosch [42]. This means that the adjoint operator’s spectrum is the complex conjugate of the direct operator’s spectrum. This information serves as good check when validating adjoint algorithms.

2.1. Physical meaning of the adjoint eigenfunction

In this section, we show that the adjoint eigenfunction quantifies the system’s receptivity to open-loop forcing. Then we give an interpretation of the adjoint eigenfunctions for reduced-order thermo-acoustic systems. The receptivity of boundary layers has been calculated from the Orr-Sommerfeld equation by Salwen and Grosch [42] and Hill [43]. Another elegant formulation of the receptivity problem, based on the inverse Laplace transform and residues theorem, is described by Giannetti and Luchini [34, pp. 172–174]. A more general approach to the receptivity problem via adjoint equations can be found, among others, in Marino and Luchini [44, p. 42]; Meliga et al. [45, p. 605]; Sipp et al. [46, p. 10]; and Luchini and Bottaro [37]. These studies all concern flow stability. In these notes, we extend these methods to thermoacoustic instability using the formulation by Chandler [47, pp. 63–68], which is sufficiently general for our purposes.

Let \( \mathbf{q} \) be a time-dependent state vector defined in a suitable function space and \( L \) a linear operator encapsulating the boundary conditions. We consider the continuous inhomogeneous linear problem (1), with harmonic forcing at complex frequency, \( \sigma_s \), and initial condition \( \mathbf{q}(t = 0) = \mathbf{q}_0 \). The general solution of this problem is (CA approach):

\[
\mathbf{q} = \hat{\mathbf{q}}_s \exp(\sigma_s t) + \mathbf{q}_{ds} + \mathbf{q}_{cs},
\]

(14)

where \( \hat{\mathbf{q}}_s \) is the spatially varying part of the particular solution, \( \mathbf{q}_{ds} = \sum_j \beta_j \hat{\mathbf{q}}_j \exp(\sigma_j t) \) is the discrete-eigenmodes solution, and \( \mathbf{q}_{cs} \) is the continuous-spectrum solution. Oden [48] and Kato [49] contain rigorous mathematical treatises of spectral decomposition of linear operators. Note that an open-loop forcing term, such as \( \hat{s} \exp(\sigma_s t) \), does not change the spectrum of the operator. Assuming that the discrete-eigenmodes and continuous-spectrum form a complete basis, then the particular and homogenous solutions can be projected onto these spaces. Invoking the adjoint eigenfunction and taking advantage of the bi-orthogonality condition (13), we rearrange (14) as:

\[
\mathbf{q} = \sum_{j=1}^{N} \left( \hat{\mathbf{q}}_j, \mathbf{q}_s \exp(\sigma_j t) + \hat{s} \frac{\exp(\sigma_j t) - \exp(\sigma_s t)}{\sigma_s - \sigma_j} \right) \left( \hat{\mathbf{q}}_j^*, A \hat{\mathbf{q}}_i \right) + \text{proj}[\hat{\mathbf{q}}_s, \hat{\mathbf{q}}_s] \exp(\sigma_s t) + \mathbf{q}_{cs},
\]

(15)

where \( \text{proj}[\hat{\mathbf{q}}_s, \hat{\mathbf{q}}_s] \) is the projection of the forcing term onto the continuous spectrum. The solution (15) is valid for a continuous operator (e.g. Orr-Sommerfeld) in an
unbounded or semi-unbounded domain. We consider reduced-order thermo-acoustic systems in which acoustic and combustion domains are bounded. In this case, we can assume that there is no continuous spectrum, therefore \( \hat{q}_s = 0 \).

The first term of (15) provides a physical interpretation of the adjoint eigenfunction. The response of the \( j \)th component of \( q \) in the long-time limit increases (i) as the forcing frequency, \( \sigma_s \), approaches the \( j \)th eigenvalue, \( \sigma_j \), and (ii) as the spatial structure of the forcing, \( \hat{s} \), approaches the spatial structure of the adjoint eigenfunction, \( \hat{q}_j^+ \). For constant amplitude forcing (\( \text{Re}(\sigma_s) = 0 \)) of a system with one unstable eigenfunction (\( \text{Re}(\sigma_j) > 0 \)) the linear response (15), in the limit \( t \to \infty \), reduces to

\[
q = \left\{ \hat{q}_1^+, q_0 - \frac{\hat{s}}{\sigma_s - \sigma_1} \right\} \frac{\hat{q}_1^+}{\dot{q}_1^+} \exp(\sigma_1 t). \tag{16}
\]

This shows that the linear response has the frequency/growth rate, \( \sigma_1 \), and the spatial structure, \( \hat{q}_1^+ \), of the most unstable direct eigenfunction. Furthermore, the magnitude of this response is determined by the extent to which the spatial structure of the initial conditions, \( q_0 \), and the spatial structure of the forcing, \( \hat{s} \), project onto the spatial structure of the adjoint eigenfunction, \( \hat{q}_1^+ \). In other words, the flow behaves as an oscillator with an intrinsic frequency, growth rate, and shape and the corresponding adjoint shape quantifies the sensitivity of this oscillation to changes in the spatial structure of the forcing or initial condition. For constant amplitude forcing acting on a stable system, the linear response in the limit \( t \to \infty \) reduces to

\[
q = \sum_{j=1}^N \left\{ \hat{q}_j^+, \frac{\hat{s}}{\sigma_s - \sigma_j} \right\} \frac{\hat{q}_j^+}{\dot{q}_j^+} \exp(\sigma_j t). \tag{17}
\]

This shows that the linear response is at the forcing frequency, \( \sigma_s \), and that the spatial structure contains contributions from all eigenfunctions, \( \hat{q}_j^+ \). Furthermore, the amplitude of each eigenfunction’s contribution increases (i) as \( \sigma_s \) approaches one eigenvalue, \( \sigma_j \), and (ii) as the spatial structure of the forcing, \( \hat{s} \), approaches the spatial structure of that adjoint eigenfunction, \( \hat{q}_j^+ \). This shows that the sensitivity of the response of each mode to changes in the spatial structure of the forcing (receptivity) is quantified by each (corresponding) adjoint eigenfunction, \( \hat{q}_j^+ \).

If we consider the discretized system in the inhomogeneous form (DA approach), seeking solutions of the form \( \chi \exp(\sigma_s t) \) then we obtain:

\[
(A \sigma_s - L) \chi = \hat{g} + A \dot{\chi}(0), \tag{18}
\]

where \( \hat{g} \) is the discretized source term \( \hat{s} \). In the discretized system the spectrum consists of a finite set of points. Assuming that the eigenvectors form a complete set, the solution is decomposed as follows:
Substituting eq. (19) back into the discretized version of eq. (11) and premultiplying by the conjugate adjoint eigenvector, \( \hat{\xi}_j^* \), (which is the conjugate left eigenvector), we obtain

\[
\sum_{j=1}^{N} \hat{\xi}_j^* \cdot (-L + A\sigma_j) \alpha_j \hat{\chi}_j = \hat{\xi}_j^* \cdot (g + A\hat{\chi}(0)).
\]  

Finally, recalling the bi-orthogonality condition for generalized eigenvalues problems (13), we obtain

\[
\chi = \sum_{j=1}^{N} \frac{1}{\hat{\xi}_j^* \cdot A\hat{\chi}_j} \left( \frac{1}{\sigma_j - \sigma_j} \hat{\xi}_j^* \cdot (g + A\hat{\chi}(0)) \right) \hat{\chi}_j
\]

This result is analogous to (15) for discretized systems.

From a constrained optimization point of view, we define a Lagrangian functional as

\[
\mathcal{L}(q, q', q''; q_{\partial V}) = \mathcal{J}(q_{\partial V}; q) - [q', A \frac{\partial}{\partial t} q - Lq] - \left< q''_b, q(0) - q_b \right> + ... - \left< q''_{\partial V}, q(0) - q_{\partial V} \right>,
\]

where \( \mathcal{J} \) is the cost functional to optimize and \( q_{\partial V} \) is the boundary condition. When the cost functional is the eigenvalue, \( \mathcal{J} = \sigma \), as in this paper, the eigenproblem is to be constrained. The first variation of \( \mathcal{L} \), along the generic direction \( \delta q \) is defined through the Gâteaux derivative, as

\[
\frac{\delta \mathcal{L}}{\delta q} \delta q = \lim_{\varepsilon \to 0} \frac{\mathcal{L}(q + \varepsilon \delta q) - \mathcal{L}(q)}{\varepsilon}.
\]

By imposing the first variations of \( \mathcal{L} \) with respect to the state vector, \( q \), to be zero, we define the adjoint equations (12) whose eigenfunctions can be regarded as Lagrange multipliers from a constrained optimization perspective [51]. Therefore, \( u^+ \) is the Lagrange multiplier of the acoustic momentum equation, revealing the locations where the thermo-acoustic system is most receptive to forcing (e.g. acoustic forcing); \( p^+ \) is the Lagrange multiplier of the energy equation revealing the locations where the system is most receptive to heat injection; \( F^+ \) is the Lagrange multiplier of the flame equation. If the flame is a fast-chemistry diffusion flame, then \( F^+ \) reveals in which regions the flame is most receptive to species injection [32]. The adjoint boundary conditions can be interpreted likewise.
3. THE ROLE OF THE ADJOINT EIGENFUNCTION IN PERTURBATION THEORY

We study the change of the thermo-acoustic stability as a consequence of a generic perturbation to the problem. The aim is to find an analytical formula for the eigenvalue drift caused by a perturbation to the operator.

With the CA approach (Continuous Adjoint) we study the continuous system (before numerical discretization). The direct operator is perturbed as $L + \varepsilon \delta L$, and the eigenvalues and eigenfunctions become $\sigma_j + \varepsilon \delta \sigma_j$, $\hat{q}_j + \varepsilon \delta \hat{q}_j$, and $\hat{q}_j^* + \varepsilon \delta \hat{q}_j^*$.

We substitute these into the continuous eigenproblem (11) and retain terms up to the first order:

$$
\sigma_j \left\langle \hat{q}_j^*, \Delta \hat{q}_j \right\rangle + \varepsilon \delta \sigma_j \left\langle \hat{q}_j^*, \Delta \hat{q}_j \right\rangle + \sigma_j \left\langle \varepsilon \delta \hat{q}_j^*, A \hat{q}_j \right\rangle + \sigma_j \left\langle \hat{q}_j^*, A \varepsilon \delta \hat{q}_j \right\rangle = \ldots
$$

$$
\ldots = \left\langle \hat{q}_j^*, L \hat{q}_j \right\rangle + \left\langle \varepsilon \delta \hat{q}_j^*, L \hat{q}_j \right\rangle + \left\langle \hat{q}_j^*, \varepsilon \delta L \hat{q}_j \right\rangle + \left\langle \hat{q}_j^*, L \varepsilon \delta \hat{q}_j \right\rangle.
$$

(24)

By using the identities (11), (12), (13), the eigenvalue drift can be expressed, at first order, as:

$$
\delta \sigma_j = \frac{\left\langle \hat{q}_j^*, \varepsilon \delta L \hat{q}_j \right\rangle}{\left\langle \hat{q}_j^*, A \hat{q}_j \right\rangle}
$$

(25)

Note that the denominator is always different from zero because the dimension of the adjoint space is equal to the original space’s dimension, under not restrictive conditions [52].

With the DA approach (Discrete Adjoint) we study the discretized system, represented by the matrices $A, L$. From (10) we can infer that the adjoint eigenvector is the conjugate left eigenvector of the system, i.e. $\tilde{\xi}_i^* \cdot (\sigma_i \mathbf{A} - \mathbf{L}) = 0$. The bi-orthogonality property ensues directly from definition of right and left eigenvectors

$$
\tilde{\xi}_j^* \cdot \chi_i = \delta_{ij}.
$$

(26)

Now, let us consider a perturbation to the direct operator, as before, such that the discretized version of (24) becomes:

$$
\left( (\sigma_i + \varepsilon \delta \sigma_i) \mathbf{A} - (\mathbf{L} + \varepsilon \delta \mathbf{L}) \right) \left( \hat{\chi}_i + \varepsilon \delta \hat{\chi}_i \right) = 0.
$$

(27)

At order $\varepsilon$ this is:

$$
(\sigma_i \mathbf{A} - \mathbf{L}) \varepsilon \delta \hat{\chi}_i + (\varepsilon \delta \sigma_i \mathbf{A} - \varepsilon \delta \mathbf{L}) \hat{\chi}_i = 0.
$$

(28)
Now we pre-multiply by the \( i^{th} \) adjoint eigenvector:

\[
\hat{\xi}_i^* \cdot (\sigma, A - L) \varepsilon \delta \hat{\chi}_i + \hat{\xi}_i^* \cdot (\varepsilon \delta \sigma, A - \varepsilon \delta L) \hat{\chi}_i = 0.
\]  

(29)

The first term is zero because of (26). The second term becomes:

\[
\delta \sigma_i \hat{\xi}_i^* \cdot A \cdot \hat{\chi}_i = \hat{\xi}_i^* \cdot L \hat{\chi}_i,
\]  

(30)

which can be rearranged as:

\[
\delta \sigma_i = \frac{\hat{\xi}_i^* \cdot \delta L \hat{\chi}_i}{\hat{\xi}_i^* \cdot A \cdot \hat{\chi}_i}.
\]  

(31)

Both eqns. (25) and (31) show that, once the perturbation operator/matrix is known, we can evaluate exactly at first order the eigenvalue drift. To this end, we need to solve for two eigenproblems to obtain the dominant direct (right) and adjoint (left) eigenfunctions (eigenvectors). This greatly reduces the number of computations without affecting the accuracy. Eqns. (25), (31) are well-known results from perturbation methods (see, e.g., [53, 54]). To the authors’ best knowledge, the first scientists who applied this result to hydrodynamic stability were Hill [33] and Giannetti and Luchini [34]. Although the adjoint equation depends on the choice of the bilinear form, as explained previously, eqns. (25) and (31) do not. When the perturbation operator \( \delta L \) represents a perturbation of the thermo-acoustic parameters, such as \( \beta \) in eqn. (60), we label it as a base-state perturbation. Otherwise, the perturbation is called a structural perturbation (e.g. the one caused by an external feedback mechanism, like a second hot wire, see sec. 4.2).

4. UNDERSTANDING THE USE OF THE ADJOINT EIGENFUNCTION

4.1. A pedagogical example: the damped oscillator

Culick [3] showed that a generic thermo-acoustic system behaves like a coupled system of oscillators. It is worth presenting a pedagogical example of an application of adjoint analysis for which analytical solutions are available. This is a lightly-damped linear oscillator consisting of a mass-spring-damper system, whose displacement, \( x \), given the initial conditions, obeys the governing equation:

\[
\frac{d^2 x}{dr^2} + b \frac{dx}{dr} + cx = 0.
\]  

(32)

This second order ODE can be written as two first order ODEs by introducing the velocity, \( y \):
We define the state vector $\mathbf{q}$ and the operator $L$, which in this case is a matrix of constant coefficients, such that (1) can be written as:

\[
\frac{dx}{dt} = y, \\
\frac{dy}{dt} = -by - cx.
\]  

We define the adjoint operator, $L^+$, through (3), which gives

\[
\int_0^T x^+ y^+ (-by - cx) dt = \int_0^T x^+ y (L^+ q)^+ x + (L^+ q)^+ y^+ dt,
\]

\[
\Rightarrow \int_0^T x^+ y (L^+ q)^+ x + (L^+ q)^+ y^+ dt = \int_0^T x^+ y (L^+ q)^+ x + (L^+ q)^+ y^+ dt. 
\]

Note that here the bilinear form does not involve spatial integration over $V$ because the problem is governed by ODEs. By inspection:

\[
q^t = \begin{bmatrix} x^t \\ y^t \end{bmatrix}, \quad L^+ q^t = \begin{bmatrix} 0 & 1 \\ -c & -b \end{bmatrix} \begin{bmatrix} x^t \\ y^t \end{bmatrix},
\]

so the adjoint governing equations are:

\[
-\frac{dx^+}{dt} = -c^* y^+,
\]

\[
-\frac{dy^+}{dt} = -b^* y^+ + x^+.
\]

By comparing with (33),(34) we see that the two first order equations do not create a self-adjoint system\(^4\). We consider the following direct and adjoint eigenpairs, respectively:

\[^4\text{Self-adjointness occurs when the direct operator is equal to its adjoint.}\]
where the minus sign in front of the square root in the $y^\hat{+}$ component of $q^\hat{+}1$ in (43) arises because the system is assumed to be lightly damped and therefore $b^\ast^2 - 4c^\ast$ is negative.

4.1.1. Eigenvalue sensitivities

We perturb the system (33),(34) with a small feedback mechanism that feeds from $x$ into the first governing equation:

$$\frac{dx}{dt} = \varepsilon x + y,$$

$$\frac{dy}{dt} = -by - cx.$$  

Note that we considered $b, c$ to be real, so, $b = b^\ast, c = c^\ast$. The perturbed state is now:

$$(L + \delta L)q = \begin{bmatrix} \varepsilon & 1 \\ -c - b & 0 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix},$$  

or in other words:

$$\delta L = \begin{bmatrix} \varepsilon & 0 \\ 0 & 0 \end{bmatrix}.$$  

We can work out the change in eigenvalue by using the formula derived with the aid of the adjoint eigenfunction (25):

$$\delta \sigma_i = \frac{\langle q^\hat{+1}, \delta L q^\hat{1} \rangle}{\langle q^\hat{+1}, q^\hat{1} \rangle} \quad \text{(48)}$$

$$= \frac{\bar{x}^\hat{+1} \varepsilon \bar{x}^\hat{1}}{\langle q^\hat{+1}, q^\hat{1} \rangle} \quad \text{(49)}$$
As a check, we will work out $\delta \sigma_1$ by solving exactly the perturbed eigenproblem. We will use the notation $\delta \sigma_j' \equiv \sigma_j + \delta \sigma_j$ for convenience:

$$\det \left[ (L + \delta L) - \sigma_j' \mathbf{I} \right] = 0,$$

$$\det \left[ \sigma - \sigma_j' \begin{pmatrix} 1 & 1 \\ -c & -b - \sigma_j' \end{pmatrix} \right] = 0.$$

Therefore:

$$\sigma_1' = \frac{-\left( b - \varepsilon \right) + \sqrt{(b - \varepsilon)^2 - 4(c - \varepsilon b)}}{2}$$

$$\sigma_2' = \frac{-\left( b - \varepsilon \right) - \sqrt{(b - \varepsilon)^2 - 4(c - \varepsilon b)}}{2}.$$

To calculate the sensitivity to the perturbation, we differentiate with respect to $\varepsilon$

$$\frac{d}{d\varepsilon} \left( (b - \varepsilon)^2 - 4(c - \varepsilon b) \right)^{1/2} = \frac{-\left( b - \varepsilon \right) + 2b}{\left( (b - \varepsilon)^2 - 4(c - \varepsilon b) \right)^{1/2}}.$$

So the Taylor expansion of (54) around $\varepsilon = 0$, at first order, gives:

$$\sigma_1' = \frac{-b + \sqrt{b^2 - 4ac}}{2} + \varepsilon \left( \frac{1}{2} + \frac{-b + 2b}{2\left( b^2 - 4c \right)^{1/2}} \right),$$

and therefore the eigenvalue drift is

$$\delta \sigma_1 = \varepsilon \left( \frac{1}{2} + \frac{b}{2\sqrt{b^2 - 4c}} \right),$$

which is the same as (50), as we wished to show.
4.2. Electrically heated Rijke tube with mean-flow temperature jump

The thermo-acoustic system used to demonstrate the adjoint framework is a Rijke tube heated by an electrical hot wire (gauze) [36]. A full description of such a system - with no mean-flow temperature jump - with relevant non-dimensionalization is given by Balasubramanian and Sujith [5] and Juniper [10].

One-dimensional acoustic waves occur on top of a mean flow, which undergoes a discontinuity of its uniform properties across the heat source (see figure 1). Only the mean-flow pressure does not undergo a discontinuity in the low Mach number limit [55, 56]. The acoustic momentum, energy equations and heat-release law are, respectively:

\[ \rho \frac{\partial u}{\partial t} + \frac{\partial p}{\partial x} = 0, \]  
\[ \frac{\partial p}{\partial t} + \frac{\partial u}{\partial x} + \zeta p - \beta \delta f = -u_c \frac{1}{\gamma} \frac{\partial \gamma}{\partial x} \theta_c, \]  
\[ \dot{q} = \sqrt{3} \left[ \frac{u_f(t)}{2} - \tau \left( \frac{\partial u(t)}{\partial t} \right)_f \right], \]

where \( u, p \) are the non-dimensional acoustic velocity and pressure. The heat-transfer coefficient, \( \beta \), is assumed to be constant and its complete expression, encapsulating the hot wire’s properties and ambient conditions, is reported in [10]. The acoustic velocity has been non-dimensionalized with the mean-flow velocity; the acoustic pressure with \( k_{M1} p_{\bar{}} \), where \( k \) is the heat capacity ratio, \( M_{1} \) is the cold-flow Mach number and \( p_{\bar{}} \) the mean-flow pressure; the abscissa with the duct length, \( L_a \); the time with \( L_a / c_{\bar{}} \), where \( c_{\bar{}} \) is the cold-flow speed of sound. The heat-release rate, \( \dot{q} \), is the linearized version of the nonlinear time-delayed law proposed by Heckl [57], in which the subscript \( f \) means that the variable is evaluated at the hot wire’s location \( x = x_f \) (\( \delta_f \equiv \delta(x - x_f) \) is the Dirac delta distribution). The time delay between the pressure and heat-release oscillations is modelled by the constant coefficient, \( \tau \). This linearization has been performed both in amplitude and time. Eqn. (61) holds providing that \( u_f(t - \tau) \ll 1 \) and \( \tau \ll 2/K \), where \( K \) is the number of Galerkin modes considered in the numerical discretization [10, 30, 31]. The non-dimensional density is \( \rho = \rho_1 \) when \( x < x_f \) and \( \rho = \rho_2 \) when \( x > x_f \). The positive mean-flow temperature jump, induced by the heat transferred to the mean-flow, makes the density ratio \( \rho_2 / \rho_1 < 1 \) because of the ideal-gas law. \( \gamma \equiv A(x)/A_0 \), where \( A(x) \) is the area at location \( x \) and \( A_0 \) is a reference area; and \( \theta_c \) is 1 at \( x = x_c \) and zero elsewhere. If the duct is straight, then \( \gamma = 0 \). As shown by Magri and Juniper [31], a local smooth cross-sectional area variation, defined such that \( \partial \gamma/\partial x \theta_c \) is finite, can be regarded as a passive feedback mechanism. We assume that the area of the duct is constant except at location \( x = x_c \), where there is a small smooth change in the area. At the ends of the tube, \( p \) and \( \partial u/\partial x \) are both set to zero. Dissipation and end losses are modelled by the
modal damping $\zeta = c_1 j^2 + c_2 j^{0.5}$ used by Matveev [58], based on models by Landau and Lifshitz [59], where $j$ is the $j^{th}$ acoustic mode. The quadratic term represents the losses at the end of the tube, while the square-rooted term represents the losses in the viscous/thermal boundary layers.

The partial differential equations (59), (60) are discretized into a set of ordinary differential equations by choosing a basis that matches the boundary conditions and the discontinuity condition at the flame. The Galerkin method, which is a weak-form method, ensures that in the subspace where the solution is discretized the error is orthogonal to the chosen basis, so that the solution is an optimal weak-form solution. The pressure, $p$, and velocity, $u$, are expressed by separating the time and space dependence, as follows

$$ p(x,t) = \sum_{j=1}^{K} \begin{cases} \alpha_j^{(1)}(t) \Psi_j^{(1)}(x), & 0 \leq x < x_j, \\ \alpha_j^{(2)}(t) \Psi_j^{(2)}(x), & x_j < x \leq 1. \end{cases} \tag{62} $$

$$ u(x,t) = \sum_{j=1}^{K} \begin{cases} \eta_j^{(1)}(t) \Phi_j^{(1)}(x), & 0 \leq x < x_j, \\ \eta_j^{(2)}(t) \Phi_j^{(2)}(x), & x_j < x \leq 1. \end{cases} \tag{63} $$

The system (59), (60) reduces to the D’Alembert equation when $\zeta = 0$, $\beta = 0$ and $\rho$ is constant

$$ \frac{\partial^2 p}{\partial t^2} - \frac{1}{\rho} \frac{\partial^2 p}{\partial x^2} = 0. \tag{64} $$

The following procedure is applied to find the bases for $u$ and $p$:

1. substitute the decomposition (62) into (64) to find the pressure eigenfunctions $\Psi_j^{(1)}(x)$, $\Psi_j^{(2)}(x)$;
2. substitute the pressure eigenfunctions $\Psi_j^{(1)}(x)$, $\Psi_j^{(2)}(x)$ into the momentum equation (59) to find the velocity eigenfunctions $\Phi_j^{(1)}(x)$, $\Phi_j^{(2)}(x)$;
3. impose the jump condition at the discontinuity, for which $p(x \rightarrow x_j^-) = p(x \rightarrow x_j^+)$ and $u(x \rightarrow x_j^-) = u(x \rightarrow x_j^+)$, to find the relations between $\alpha_j^{(1)}$, $\alpha_j^{(2)}$, $\eta_j^{(1)}$, $\eta_j^{(2)}$.

Similarly to Zhao [60], these steps give

$$ p(x,t) = \sum_{j=1}^{K} \begin{cases} -\alpha_j(t) \sin(\omega_j \sqrt{\rho_j} x), & 0 \leq x < x_j, \\ -\alpha_j(t) \left( \frac{\sin \gamma_j}{\sin \beta_j} \right) \sin \left( \omega_j \sqrt{\rho_j} (1-x) \right), & x_j < x \leq 1, \end{cases} \tag{65} $$
where

$$\begin{align*}
\gamma_j &= \omega_j \sqrt{\rho_1 x_f}, \\
\beta_j &= \omega_j \sqrt{\rho_2 (1 - x_f)}.
\end{align*}$$ (67)

Point 3 of the previous procedure provides the equation for the natural acoustic frequencies $\omega_j$

$$\sin \beta_j \cos \gamma_j + \cos \beta_j \sin \gamma_j \sqrt{\frac{\rho_1}{\rho_2}} = 0. \quad (68)$$

The full description and implementation of this method is available in Magri and Juniper [32] based on the numerical model of Zhao [60]. The continuous adjoint equations of the straight Rijke tube, derived via (7), are

$$\rho \frac{\partial u^*}{\partial t} + \frac{\partial p^*}{\partial x} + \sqrt{3} \beta \left( p^*_f + \frac{\partial}{\partial t} \left( \frac{\partial p^*}{\partial t} \right)_f \right) \delta_f = 0, \quad (69)$$

$$\frac{\partial u^*}{\partial x} + \frac{\partial p^*}{\partial t} - \zeta p^* = 0. \quad (70)$$

Note that (69) differs from the adjoint equations presented in previous work [30, 31, 61] because of the presence of $\rho$, which contains the information about the mean-flow temperature jump. The localized smooth area variation term, $u_x \gamma \alpha \theta$, does not appear in the adjoint equations (69),(70). This is because this term is viewed as a forcing term of the energy equation (60) and the adjoint equations are defined with respect to the homogeneous direct equations (see (1),(2),(3)). The direct and conjugate adjoint eigenfunctions are arranged as column vectors $[\hat{u}, \hat{p}]^T$ and $[\hat{u}^+, \hat{p}^+]^T$, respectively. The structural sensitivity tensor, defined in Magri and Juniper [30, 31], is

$$S = \frac{\delta \sigma}{\delta C} = \int_0^1 \left( \hat{u} \hat{u}^+ + \hat{p} \hat{p}^+ \right) \hat{u}^\dagger \hat{p}^* \, dx + \beta \tau \hat{u}_f \hat{p}_f^*. \quad (71)$$
where \( \otimes \) denotes the dyadic product and \( \delta C \) is a matrix of arbitrarily small perturbation coefficients. Each component of this structural perturbation tensor quantifies the effect of a feedback mechanism between a variable and a governing equation, as explained in [30, 31]. Therefore we can identify the device, and the location, that is most effective at changing the frequency or growth rate of the system just by inspection of the components of the structural sensitivity tensor (71). Here, we discuss the two most significant mechanisms, given by the components

\[
S_{uu} = \frac{\hat{u}^* \hat{u}}{\int_0^1 (\hat{u} \hat{u}^* + \hat{p} \hat{p}^*) \, dx + \beta \tau \hat{u}/\hat{p}^*},
\]

\[
S_{up} = \frac{\hat{p}^* \hat{u}}{\int_0^1 (\hat{u} \hat{u}^* + \hat{p} \hat{p}^*) \, dx + \beta \tau \hat{u}/\hat{p}^*}.
\]

The reader may refer to [30, 31] for a detailed explanation of the remaining components of the structural sensitivity tensor. The components (72),(73) are shown in fig. 2 as a function of \( x \), which is the location where the passive device (structural
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**Figure 2:** Two significant components of the structural sensitivity tensor, which quantify the effect of feedback mechanisms, placed at \( x \), on the linear growth rate (left frames) and angular frequency (right frames). Solutions with no mean-flow temperature jump (solid lines) and with temperature jump (dash-dotted line). \( c_1 = 0.01, c_2 = 0.001, \tau = 0.01, \beta = 0.433, x_f = 0.25, 10 \) Galerkin modes are used for numerical discretization.
perturbation) acts, both when $\rho_1 / \rho_2 = T_2 / T_1 = 1$ (solid line) and $\rho_1 / \rho_2 = T_2 / T_1 = 2$ (dash-dot line).

The component $S_{uu}$ is the eigenvalue’s sensitivity to a feedback mechanism proportional to the velocity at a given point and affecting the momentum equation. For example, this could be the (linearized) drag force about an obstacle in the flow, as proposed in [30, 31]. The real part of $S_{uu}$ (fig. 2a), being the sensitivity of the system’s growth rate, is positive for all values of $x$, which means that, whatever value of $x$ is chosen, the growth rate will decrease if the forcing is in the opposite direction to the velocity, as it is in drag-exerting devices. This tells us that the drag force of a mesh will always stabilize the thermoacoustic oscillations but is most effective if placed at the downstream end of the duct. This effect is even stronger if the temperature jump is considered. In summary, this type of feedback greatly affects the growth rate but hardly affects the frequency (fig. 2b), in agreement with Dowling [55], who performed stability analysis via classical approaches.

The component $S_{up}$ is the eigenvalue’s sensitivity to a feedback mechanism proportional to the velocity at a given point and affecting the energy equation. This type of feedback hardly affects the growth rate (fig. 2c) but greatly affects the frequency (fig. 2d). By inspection of the linearized heat law (61), we notice that a second hot wire with $\tau = 0$ causes this type of feedback, so this analysis shows that it will be relatively ineffective at stabilizing thermo-acoustic oscillations whereas it will be effective at changing the oscillation frequency. A detailed analysis and physical explanation of this finding is reported in [30, 31].

If $\gamma \neq 0$, the RHS of eqn. (60) shows that a change in the area can be interpreted as a forcing term, proportional to $-u_\tau$, acting on the energy equation. In other words, a positive local smooth change of the cross-sectional area is a feedback mechanism acting like a second hot wire with negative $\beta$. Hence, the structural sensitivity is provided by $-S_{up}$. This means that where a control hot wire has a stabilizing effect, a positive change in area in the same location has a destabilizing effect, and vice versa.

It is worth mentioning that the structural sensitivity coefficients depicted in figure 2 do not depend on the time delay, $\tau$, as long as it remains small compared with the oscillation period. We performed calculations for time delays from 0 to 0.03 and observed negligible differences (results not shown).

5. CONCLUDING REMARKS AND DISCUSSION

The aim of this paper is to show how adjoint sensitivity analysis can be applied to thermo-acoustics. We describe the physical meaning of the adjoint eigenfunction in terms of the system’s receptivity to open-loop forcing and show how to combine the direct and adjoint eigenfunctions to obtain an analytical formula for the first-order eigenvalue drift. We improve the sensitivity analysis of an electrical heated Rijke tube of Magri and Juniper [30, 31] by including the effect of the mean-flow temperature jump in the acoustics. Devices exerting a drag force on the fluid have the biggest effect on the growth rate, whether or not the temperature jump is modelled. For the models used in this paper, the optimal place for such drag-exerting device is found to be at the
downstream end of the duct. The presence of the mean-flow temperature jump makes the system even more sensitive to such a stabilizing device. In general, including the mean-flow temperature jump alters markedly the shape of the spatial sensitivities to second hot wires and local smooth cross-sectional area variations.

The results in this paper are for a simple thermo-acoustic model and are only as accurate as the model itself. The adjoint-based techniques, however, can readily be applied to more realistic models, as long as they can be linearized. This could quickly reveal, for example, the best position for an acoustic damper in a complex acoustic network, the optimal change in the flame shape and it could also suggest strategies for open loop control. The usefulness of adjoint techniques applied to thermo-acoustics is that, in few calculations, one can predict accurately how the growth rate and frequency of thermo-acoustic oscillations are affected either by all possible passive control elements in the system or by all possible changes to its base state.
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