Models for Small-Scale Structure on Cosmic Strings: II. Scaling and its stability
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We make use of the formalism described in a previous paper [Martins et al. Phys. Rev. D90 (2014) 043518] to address general features of wiggly cosmic string evolution. In particular, we highlight the important role played by poorly understood energy loss mechanisms and propose a simple ansatz which tackles this problem in the context of an extended velocity-dependent one-scale model. We find a general procedure to determine all the scaling solutions admitted by a specific string model and study their stability, enabling a detailed comparison with future numerical simulations. A simpler comparison with previous Goto-Nambu simulations supports earlier evidence that scaling is easier to achieve in the matter era than in the radiation era. In addition, we also find that the requirement that a scaling regime be stable seems to notably constrain the allowed range of energy loss parameters.

I. INTRODUCTION

Vortex-lines or topological strings are ubiquitous in physical contexts, with perhaps the most interesting and well-studied examples being cosmic strings in the early universe and vortex-lines in superfluid helium. (For extensive reviews on the subject see [1–4]). Their nonlinear nature and interactions imply that the detailed quantitative understanding of their properties and experimental or observational consequences is a significant challenge, which is compounded by the complexity of evolving a full network. This is particularly topical given the recent availability of high-quality data which one may use to constrain these models, such as that of the Planck satellite [5]. In the future, gravitational waves should become an additional observational window [6].

A significant part of this effort must therefore be based on numerical simulations, but these are both technically difficult and very computationally costly [7–11]. This is among the motivations for developing complementary analytic approaches, essentially abandoning the detailed statistical physics of the string network to concentrate on its thermodynamics. For the simplest Goto-Nambu string networks, which have been the subject of most studies so far, the velocity-dependent one-scale (VOS) model [12–15] has been exhaustively studied, and its quantitative success has been extensively demonstrated by direct comparison with both field theory and Goto-Nambu numerical simulations [12,19]. The model allows one to describe the scaling laws and large-scale properties of string networks in both cosmological and condensed matter settings with a minimal number of free parameters. More elaborate approaches have also been introduced with the goal of explicitly describing the behavior of small-scale structures on the strings [20,21]. Here we study a similar extension for the VOS model.

Indeed, cosmologically realistic string networks are not expected to be of Goto-Nambu type. In particular, the previously mentioned simulations of cosmic strings in expanding universes have established beyond doubt the existence of a significant amount of short-wavelength propagation modes (commonly called wiggles) on the strings, on scales that can be several orders of magnitude smaller than the correlation length. In a previous paper [22] we introduced a mathematical formalism suitable for the description of the evolution of both large-scale and small-scale properties of a cosmic string network in expanding space. In particular, we arrived at a complete set of equations which allows us to model the evolution of such important quantities as the characteristic length of the network, a characteristic velocity, and both the multifractal dimension and the effective energy per unit length of the strings. There the focus of the applications was on two simplified limits of physical relevance: the tensionless and the linear limit (the latter being especially appropriate for comparison with Abelian-Higgs network simulations).

This paper continues the exploration of this formalism. After a brief overview of the main results of the first paper, we focus our attention on a general study of the scaling regimes allowed by this model, including their attractor behavior. These results will be illustrated for the case of a simple ansatz which naturally generalizes the energy loss mechanisms considered in the simpler one-scale-type models. Finally, we use our results to make a first comparison with previously existing numerical simulations. A more detailed comparison will require new simulations (both because additional diagnostics should be output and because a higher resolution would be desirable) and is left for subsequent work.
II. ELASTIC STRING EVOLUTION

The VOS model [15, 16, 23] is the simplest and most reliable method for calculating the evolution of the large-scale properties of a network of Goto-Nambu cosmic strings obeying the action

$$S = -\mu_0 \int \sqrt{-\gamma} d^2 \sigma$$

where $\sigma^a$ are the string worldsheet coordinates, $\gamma$ is the determinant of $\gamma^{ab}$, the pullback metric on the worldsheet, and $\mu_0$ is the string mass per unit length (equal to the local string tension) which is generally expected to be of the order of the square of the symmetry breaking scale associated with the formation of the strings. At the expense of assuming there is only one relevant length scale $L$ in the network (as in Kibble’s one-scale model [21]), this model allows us to make quantitative predictions about the evolution of the energy in the network $E$ as well as a RMS velocity $v$ defined by

$$E = \mu_0 a \int \epsilon d\sigma \propto \frac{\mu_0 a^3}{L^2}, \quad v^2 = \frac{\int \dot{x}^2 d\sigma}{\int \epsilon d\sigma}$$

where $a$ is the scale factor of an FLRW metric

$$ds^2 = a^2 (dt^2 - dx^2)$$

In particular, it is found that if the scale factor behaves as a power law of the form

$$a \propto t^{\lambda}$$

where $\lambda$ is a constant between 0 and 1, then there is an attractor scaling regime defined by $L/t = \text{const.}$ and $v = \text{const.}$

Throughout this discussion, our aim is to emulate the success of the VOS model whilst taking into account the presence and evolution of small-scale structure (i.e., wiggles) in the network - to which we are ‘blind’ in the standard VOS model due to the one-scale approximation. This is achieved by considering that the dynamics of a wiggly Goto-Nambu string can be approximated by that of a smoother (i.e., with no significant structure at scales below $L$) elastic string which obeys the generalized action [25]

$$S = -\mu_0 \int \sqrt{-\gamma} \sqrt{1 - \gamma^{ab} \dot{\phi}_a \dot{\phi}_b} d^2 \sigma$$

where $\phi$ is a scalar field whose associated current is regarded as a mass current resulting from the propagation of wiggles on the string.

Note that $\phi$ is an effective quantity which is related to an undefined renormalization procedure by which structure below some length scale $\ell$ is smoothed. Naturally, $\ell$ should be no greater than the string correlation length, but still large enough for the effective string energy per unit length (and $\phi$) to depend solely on the worldsheet time, at least in regions large enough for an eventual spatial dependence to be negligible in the local equations of motion.

A. Basic properties

Besides affecting the evolution of the string configuration, the presence of this mass current also changes the way some relevant quantities are defined on the string.

Given the mesoscopic nature of $\phi$ we can simplify our equations by introducing the dimensionless quantity

$$w = \sqrt{1 - \gamma^{ab} \dot{\phi}_a \dot{\phi}_b}$$

in terms of which the local string tension and energy density can be simply written as

$$T = \mu_0 w \quad U = \mu_0 w^{-1}$$

As in the VOS case, the coordinate energy per unit length along the string is given by

$$\epsilon = \sqrt{\frac{x^2 - \phi^2}{1 - \frac{\dot{\phi}^2}{w^2}}}$$

However, there are now two relevant independent energies which can be defined: the total energy in a piece of string

$$E = \mu_0 a \int \epsilon d\sigma$$

and the energy in a Goto-Nambu string with the same configuration as our smoothed elastic string, called the bare energy,

$$E_0 = \mu_0 a \int \epsilon d\sigma$$

Since it is generally assumed that the basic VOS assumptions apply to the smoothed string, it is the bare energy that should be associated with the network correlation length via

$$\rho_0 = \frac{\mu_0}{\xi^2}$$

Analogously, there are now two natural averaging procedures defined for a generic quantity $Q$ by

$$\langle Q \rangle = \frac{\int Q \frac{w}{\epsilon} d\sigma}{\int \frac{w}{\epsilon} d\sigma}$$

and

$$\langle Q \rangle_0 = \frac{\int Q \epsilon d\sigma}{\int \epsilon d\sigma}$$

the former appearing more naturally in our equations but the latter possibly being more convenient to use in applications when the wiggliness of a string is not well known. Note that, in an infinite string, the two procedures are equivalent if and only if $Q$ is independent of $w$ (i.e., $\langle Q w \rangle = \langle Q \rangle \langle w \rangle$).
Finally, these concepts can be combined in the definition of the renormalized string mass per unit length factor

\[ \mu \equiv \frac{E}{E_0} \equiv \frac{\xi^2}{L^2} = \langle w^{-1} \rangle^{-1} = \langle w^{-1} \rangle_0 \]  

which is trivially at least unity (\( \mu = 1 \) corresponding to the Goto-Nambu limit, when there is no small-scale structure) and quantifies the wiggliness of a network.

### B. Averaged evolution

The system of equations which define the model introduced in the previous paper \[22\] can be found by using the equations of motion obtainable from the action given by Eq. \[5\] together with the following phenomenological terms that model energy loss to loops as well as energy transfer from the bare to the wiggly component due to kink formation by intercommutation

\[ \left( \frac{1}{\rho_0} \frac{d \rho}{dt} \right)_{\text{loops}} = -c f_0(\mu) \frac{v}{\xi} \]  

and in the relevant relativistic regime it can be written as (see \[17\])

\[ k(v) = \frac{2\sqrt{2}}{\pi} \frac{1 - 8v^6}{1 + 8v^6} \]  

Note that in order for this formalism to be consistent it is already necessary that the uniform wiggliness condition

\[ \left( \frac{1}{\rho_0} \frac{d \rho}{dt} \right)_{\text{wiggles}} = -c s(\mu) \frac{v}{\xi} \]  

where \( v \equiv \langle \dot{X}^2 \rangle \), \( c \) is a constant of order unity which corresponds to the loop-chopping parameter of the VOS model, and \( f, f_0, \) and \( s \) are functions of \( \mu \) which are unity (in the case of \( f \) and \( f_0 \)) and zero (in the case of \( s \)) if \( \mu = 1 \), lest we not recover the VOS model in the Goto-Nambu limit.

Apart from these energy loss mechanisms, it is important to take into account that varying the renormalization scale \( \ell \) is tantamount to redefining what small-scale structure is, and thus must have an effect on the value of \( E_0 \) (as well as \( w \) since \( w \) is also changed). This can be done by introducing the following scale-drift terms

\[ \frac{1}{\mu} \frac{d \mu}{dt} \sim \frac{d_m - 1}{\ell} \frac{d \ell}{dt} \]  

\[ \frac{d v}{dt} = (1 - v^2) \left( \frac{k}{\xi \mu^2} - H v \left( 1 + \frac{1}{\mu^2} \right) - \frac{1}{1 + \mu^2} \frac{[d_m(\ell) - 1]}{v \ell} \right) \]  

\[ \frac{1}{\mu} \frac{d \mu}{dt} = \frac{v}{\xi} \left[ k \left( 1 - \frac{1}{\mu^2} \right) - c(f - f_0 - s) \right] - H \left( 1 - \frac{1}{\mu^2} \right) + \frac{[d_m(\ell) - 1]}{\ell} \frac{d \ell}{dt} \]  

where \( H \equiv \dot{u}/a \) is the Hubble parameter and \( k \), called the momentum parameter, is defined as

\[ k = \frac{\langle (1 - \dot{X}^2) (\dot{X} \cdot \dot{u}) \rangle}{v (1 - v^2)} \sim \frac{\langle \dot{X} \cdot \dot{u} \rangle}{v} \]  

and in the relevant relativistic regime it can be written as (see \[17\])

\[ k(v) = \frac{2\sqrt{2}}{\pi} \frac{1 - 8v^6}{1 + 8v^6} \]  

where \( H \equiv \dot{u}/a \) is the Hubble parameter and \( k \), called the momentum parameter, is defined as

\[ k = \frac{\langle (1 - \dot{X}^2) (\dot{X} \cdot \dot{u}) \rangle}{v (1 - v^2)} \sim \frac{\langle \dot{X} \cdot \dot{u} \rangle}{v} \]  

and in the relevant relativistic regime it can be written as (see \[17\])

\[ k(v) = \frac{2\sqrt{2}}{\pi} \frac{1 - 8v^6}{1 + 8v^6} \].
we have

\[ v^2 (\ell) = 1 - 2 \frac{1 - v^2 (\ell = 0)}{1 + X (\ell)} \quad (27) \]

which is an important equation linking a 'microscopic' velocity to wiggliness, and which forces us to face a non-trivial crossroads.

The most natural way to proceed is clearly to keep to the spirit of the VOS model and just interpret the velocity for \( \ell = 0 \) as the RMS velocity that was seen in that model.

\[ v^2 (\ell) = 1 - 2 \frac{(1 - v_{RMS}^2)}{1 + X (\ell)}. \quad (28) \]

That interpretation, however, necessarily entails an unexpected limitation to the application of the formalism: since this scale-dependent \( v^2 \) must still be positive, we have to be beyond our domain of applicability whenever \( X (\ell) < 1 - 2v_{RMS}^2 \). In other words, we should expect our wiggly models to break down in the non-relativistic regime. In particular, this means that our formalism cannot make trustworthy predictions in the tensionless limit. If so, the calculations in this limit in the previous paper worked only because \( v \) was artificially fixed at \( v = 0 \) (although the calculations for a fixed \( v \) should still hold). Even though there is in principle no reason why our formalism should be valid all the time (including in regimes in which the VOS model has not been properly tested) this should at least serve as motivation to entertain a possible alternative.

A perhaps more serious motivation for questioning the validity of Eq. (28) is related to a certain tension between different types of simulations regarding what this microscopic velocity should be. The RMS velocity measured in expanding universe Goto-Nambu simulations is close to, but slightly below \( 1/\sqrt{2} \) (highlighting the presence of small-scale wiggles), whereas in Minkowski space Goto-Nambu simulations or field theory simulations the measured velocities are consistent with \( 1/\sqrt{2} \). This might motivate an even simpler form for the scale dependence of the characteristic velocity,

\[ v^2 (\ell) = \frac{1}{1 + \mu^2 (\ell)}; \quad (29) \]

which as we shall see is qualitatively (though not quantitatively) in agreement with numerical simulations if we interpret \( v \) as the coherent velocity.

In the end, it seems that which formula is correct is related to whether Goto-Nambu or field theory simulations are more accurate at the relevant scales—see for example the comparison between both types of simulations in [19]. Naturally, Goto-Nambu simulations should never be expected to favor Eq. (29) over Eq. (28) but one should keep in mind that ultimately we want to model realistic networks rather than simply fit the output of any type of simulation.

Moreover, there is even no guarantee that either formula has to be correct. In the same way we have already mentioned there is no a priori reason why our formalism should have to be valid in the tensionless limit, there is no reason why it has to be valid down to arbitrarily small scales; especially if we keep in mind this formalism is based on a 'string renormalization' procedure, connecting wiggly and elastic strings, which we do not fully comprehend (especially when it comes to transforming velocity vectors). All we really need in order to use our evolution equations is that it be valid over a range of scales that includes our choice for \( \ell \).

Nevertheless, it should be noted that this dilemma can have a non-trivial effect in the complexity of our equations. If Eq. (29) is true then we can reduce the number of equations in our system since \( v \) and \( \mu \) are now completely correlated and thus Eqs. (21–22) cannot be independent. This realization allows us to relate the loop-chopping terms to the momentum parameter and the Hubble parameter via

\[ \frac{v}{\xi} \left[ 2k - c (f - f_0 - s) \right] = 2H \quad (30) \]

which in particular implies, since \( k \left( v = \frac{1}{\sqrt{2}} \right) = 0 \), that

\[ \xi (\ell = 0) = -c f (1 - f_0 (1) - s (1)) \quad (31) \]

and the numerator, usually assumed to be null in this limit, now has to be non-zero. This is not wholly unexpected since the null case corresponds to an attempt to recover the VOS model exactly as \( \ell \) goes to zero, which this approach must necessarily contradict.

Finally, note that Eqs. (27–29) are all very useful tools since they provide us with a way to test whether a scale-dependent velocity is the characteristic velocity in our model (independently of the multifractal dimension), which may further our physical understanding of this formalism. Nonetheless, most of the following calculations will only assume Eq. (27) simply because most simulations available to us are Goto-Nambu and using Eq. (29) would require knowing more about energy-loss mechanisms (i.e., more freedom in parametrizing \( f, f_0 \), and \( s \)). Regardless, it would be straightforward to carry out the analogous calculations, which would actually be simpler to solve, as they would typically involve systems of two equations instead of three, with Eq. (29) working as a consistency relation among the parameters of the model.

III. THE SCALING REGIME

The prediction of an attractor scaling regime when the scale factor is a power law (as in Eq. (3)) is one of the main predictions of the VOS model which is in quantitative agreement with numerical simulations. This regime is characterized by a constant velocity and a characteristic

\[ v^2 (\ell) = 1 - 2 \frac{(1 - v_{RMS}^2)}{1 + X (\ell)}. \quad (28) \]
length proportional to time (or, equivalently, to the cosmological horizon length). Specifically, the VOS model predicts \[ L_\ell \] ^2 \equiv \gamma^2 = \frac{k (k + c)}{4\lambda (1 - \lambda)} \] (32)

and since this result is confirmed by Abelian-Higgs simulations (for \( c = 0.23 \)) our corresponding prediction should not significantly deviate from this.

An important open question in cosmic string evolution is whether the small-scale component also scales, i.e., whether we should also expect \( \mu \) to evolve towards a constant value. Despite current simulations not answering this question definitely \[ 9 \], they suggest that such a small-scale scaling is reached at least in a matter era (when \( \lambda = 2/3 \)). In the radiation era simulations show a more complex behavior, which could reflect the fact that the approach to scaling is slower in this case (since there is less Hubble damping) or could be due to the existence of more than one scaling solution.

A. Finding wiggly scaling

Scaling solutions can be straightforwardly sought by making the appropriate substitutions on the left-hand side of Eqs. (26)\textsuperscript{22} and assuming that \( \ell \) is also scaling. At this point we need to specify a specific behavior for the fractal dimension \( d_m \) as a function of the other parameters. (A mathematically simpler but physically less realistic alternative would be to consider it a constant phenomenological parameter at the scale \( \xi \) that we’ll be interested in.) This turns out to be a more subtle question than it may appear, and a full derivation is left for subsequent work, but we can nevertheless provide an approximate derivation here.

It is obvious that the fractal dimension will be scale-dependent, ranging from \( d_m = 1 \) on very small scales to \( d_m = 2 \) (Brownian) on super-horizon scales, and interpolating between the two limits on scales around the correlation length. Such a behavior has been explicitly shown to occur in Goto-Nambu simulations \[ 9 \]. We can therefore construct a fairly generic phenomenological function that reproduces this behavior

\[ d_m(\ell) = 2 - \left[ 1 + B \left( \frac{\ell}{\xi} \right)^b \right]^{-1} . \] (34)

This allows freedom both in the characteristic scale at which the transition occurs and in how fast it occurs as one changes scale. Now, the fractal dimension and \( \mu \) are related by Eq. (29) and in this case this yields

\[ \mu(\ell) = \left[ 1 + B \left( \frac{\ell}{\xi} \right)^b \right]^{1/b} . \] (35)

By simple substitution we can now remove the \( \ell \) dependence and obtain an explicit relation between \( d_m \) and \( \mu \)

\[ d_m(\mu) = 2 - \frac{1}{\mu^b} . \] (36)

Notice that this depends only on the parameter \( b \), not on \( B \).

All that remains to be done is to fix the free parameter \( b \). Comparing to expanding universe numerical simulations \[ 9 \] we find that \( b = 2 \) provides a fairly reasonable approximation. Thus in what follows we will use

\[ d_m = 2 - \frac{1}{\mu^2} . \] (37)

Note that combining this with Eq. (29) we can also write

\[ v^2(\ell) = 1 - \frac{2 (1 - v^2_{RMS})}{3 - d_m(\ell)} = 1 - d_m(\ell) + 2 v^2_{RMS} \frac{3 - d_m(\ell)}{3 - d_m(\ell)} , \] (38)

or equivalently

\[ d_m(\ell) = 3 - \frac{2 (1 - v^2_{RMS})}{1 - v^2(\ell)} = 1 + 2 v^2_{RMS} - 3 v^2(\ell) ; \] (39)

naturally the analogous expressions for the ansatz of Eq. (29)\textsuperscript{9} ensue by taking the particular case \( v_{RMS} = 1/\sqrt{2} \).

With these assumptions we can now reduce our problem to solving the algebraic system

\[ v^2 = \frac{[4 X^2 - 2 \lambda X (1 + X)] (k/c) - X (1 - X) (f_0 + s)}{\lambda (1 + X)^2 [(k/c) + f_0 + s]} \] (40)

\[ \gamma_\xi = v \frac{k (1 - X) + c (f_0 + s)}{1 - 2 + (1 + X) v^2} \] (41)

\[ \frac{v}{\gamma_\xi} [k (1 - X) - c (f - f_0 - s)] + (1 - \lambda) (1 - X) = 0 \] (42)

which interestingly has at most two solutions with the same fixed value of \( X \neq 1 \) (assuming that the shape of the energy loss functions is fixed). In other words, for any given \( X \) there are at most two values of \( c \) such that there is a scaling solution with that constant value of \( X \); in what follows we will denote these by \( c_X \). These solutions, if they exist, can be found by the following algorithm: first just compute

\[ \frac{v^2}{X} = \frac{[4 X^2 - 2 \lambda X (1 + X)] \varphi_X - X (1 - X) (f_0 + s)}{\lambda (1 + X)^2 [\varphi_X + f_0 + s]} \] (43)

where \( \varphi_X \) is a real solution of the quadratic equation

\[ A \varphi_X^2 + B \varphi_X + C = 0 \] (44)

whose coefficients are
A = (1 - \lambda) (1 - X) (1 - X^2) - (1 - X) [4X^2 - 2\lambda (1 + X) X] + (1 - X^2) [1 + X - 2\lambda] \tag{45}

B = (1 - \lambda) (1 - X^2) (2 - X) (f_0 + s) + (f - f_0 - s) (4X^2 - 2\lambda (1 + X) X)
+ (f_0 + s) X (1 - X)^2 + [(f_0 + s) (1 - X) - f + f_0 + s] [(1 + X)^2 - 2\lambda (1 + X)] \tag{46}

C = (f_0 + s)^2 (1 - \lambda) (1 - X^2) - (f_0 + s) (f - f_0 - s) [X (1 - X) + (1 + X)^2 - 2\lambda (1 + X)] \tag{47}

(of course, if there are no real solutions to Eq. 44 that just means that scaling is impossible for that $X$), then compute $k(v_X)$ using Eq. 24 and the $c_X$ we are after is simply

$$c_X = \frac{k(v_X)}{\varphi_X} \tag{48}$$

if it is positive and less than 1 - otherwise there is no scaling. Obviously, there is also no scaling if the velocity $v$ and the correlation coefficient $\gamma_X$ calculated in this way have non-physical values.

Interestingly, one can see by setting $X = 1$ that the VOS solutions are also solutions of our model provided that $f_0(X = 1) = f(X = 1) = 1$ and $s(X = 1) = 0$. That is by no means unexpected, since when building this model we required that the VOS equations be recovered whenever $X = 1$, $f_0 = f = 1$, and $s = 0$. This is not to be regarded as a problem since $s(X = 1) = 0$ is an approximation which is to some extent motivated by the success of the VOS predictions. In a way, we are just saying that $s(X = 1)$ gives a contribution which is much weaker than those of competing energy loss mechanisms.

B. Wiggly scaling stability

Ultimately, the feature that made scaling regimes in the VOS model interesting was their attractor nature -

which, in particular, enables us to use them to calibrate the loop-chopping efficiency $c$ by comparison with simulations. Therefore, a study of the stability of the non-trivial (here meaning those with $X \neq 1$) scaling solutions found above is needed.

With this in mind, it is straightforward to linearize our equations around these solutions

$$\begin{bmatrix} \gamma_s \\ v \\ X \end{bmatrix} \sim \begin{bmatrix} \gamma_s \\ v_s \\ X_s \end{bmatrix} + \begin{bmatrix} \gamma_X \\ v_X \end{bmatrix} \tag{49}$$

and write them in matrix form

$$\frac{dt}{dt} \begin{bmatrix} \gamma_X \\ v \\ X \end{bmatrix} = \begin{bmatrix} M_1^1 \\ M_2^1 \\ M_3^1 \end{bmatrix} \begin{bmatrix} \gamma_X \\ v \\ X \end{bmatrix} \tag{50}$$

where $\gamma_s$, $v_s$, and $X_s$ are the scaling values of $\gamma_X$, $v$, and $X$, respectively. The components of $M$ can be shown to be

$$M_1^1 = -1 + \lambda \left( \frac{2}{1 + X} + v_s^2 \right) \tag{51}$$

$$M_2^1 = 2\lambda \gamma_s v_s + \frac{B_s + (k_s + v_s k_s) (1 - X)}{1 + X} \tag{52}$$

$$M_3^1 = \frac{v_s (\lambda \gamma_s v_s - k_s + B_s)}{1 + X} \tag{53}$$

$$M_1^2 = (1 - v_s^2) \left( \frac{-\lambda \gamma_s v_s}{\gamma_s} + \frac{X_s [1 - X]}{\gamma_s v_s [1 + X]} \right) \tag{54}$$

$$M_2^2 = (1 - v_s^2) \left( \frac{X_s k_s}{\gamma_s v_s} + \frac{k_s}{\gamma_s} - 2\lambda [1 + X] - \frac{X_s [1 - X]}{\gamma_s v_s [1 + X]} M_2^1 \right) - \frac{2k_s v_s X_s}{\gamma_s} + 2\lambda v_s^2 (1 + X) + \frac{2X_s (X_s)}{1 + X} \tag{55}$$

$$M_3^2 = (1 - v_s^2) \left( \frac{k_s [1 + 2X_s]}{\gamma_s [1 + X]} - 2\lambda v_s - \frac{(1 - 2X_s)}{v_s (1 + X)} - \frac{X_s [1 - X]}{\gamma_s v_s [1 + X]} M_3^3 \right) \tag{56}$$

$$M_1^3 = \frac{2\lambda X_s (1 - X)}{\gamma_s} - \frac{2X_s (1 - X)}{\gamma_s} \left[ 1 + M_1^1 \right] \tag{57}$$
\[ M_2^3 = -\frac{2X_s (1 - X_s) \gamma_s v_s k_s + (k_s [1 - X_s] - M_s)}{\gamma_s} - \frac{2X_s (1 - X_s) M_1^2}{\gamma_s} \]
\[ M_3^3 = \frac{2X_s \gamma_s v_s (k_s + M_s) + 2X_s (1 - \lambda)}{\gamma_s} - \frac{2X_s (1 - X_s) M_3^3}{\gamma_s} \]

where
\[ k \equiv k_s + k_s \bar{v}, \]
meaning that
\[ k_s = -k_s \frac{96v_s^5}{1 - 64v_s^2}, \]
and
\[ c (f_0 + s) \equiv B_s + B_s \bar{X}, \]
\[ c (f - f_0 - s) \equiv M_s + M_s \bar{X}. \]

In writing these formulas for the components of \( M \) one also has to assume the natural relation for the mesoscopic scale \( \ell \)
\[ \ell \propto \xi \]
which is logical given that \( \xi \) is the most important scale governing loop production (not to mention that it scales), but similar expressions for the components of \( M \) could be found by assuming any alternative of similar form.

If \( u_k \) (with \( k = 1, 2, 3 \)) are the eigenvectors of \( M^j \) with eigenvalues \( \alpha_k \) then it is easily seen that \( u_k \propto l^{\alpha_k} \) and, in particular, a scaling solution is stable in this linearized limit if and only if the real parts of all three eigenvalues of \( M^j \) are negative. Therefore, whether and how fast our three independent variables approach their scaling values is completely determined by the values of the three eigenvalues (and respective eigenvectors) of the matrix \( M \).

C. Exploring Scaling

Let us now illustrate the procedure described above, starting by introducing a particular ansatz for the energy loss terms. As has been noted, the dependence of \( f \) and \( f_0 \) on \( \mu \) can in principle be investigated using high-resolution network simulations. In the absence of such information, however, when forced to consider a specific type of dependence, we shall resort to a more ad-hoc argument.

Recall that when the loop-chopping parameter \( c \) is introduced in one-scale-type models it is usually as a result of the appearance of a loop-production function, \( g \), which only depends on the ratio between the size of loops being produced and the correlation length of the network. This is typically defined \([1]\) so that
\[ \frac{d\rho}{dt} \bigg|_{\text{loops}} = -\rho \frac{\mu v}{\xi^3} \int_0^\infty g(l/\xi) \frac{dl}{\xi} \equiv -\rho \frac{\mu v}{\xi^3}. \]

Since we generally assume that the bare string is one for which the VOS assumptions apply, it makes sense to not change this relation and simply use
\[ f_0 = 1. \]

Bearing in mind that deviations in the total energy lost to loops should be due to a second loop-production mechanism operating on a scale significantly smaller than the correlation length, it makes sense to expect that \( f > 1 \). Furthermore we conjecture that, in the context of this formalism, the typical length of these smaller loops can be related to a combination of \( L \) and \( \xi \) that vanishes in the Goto-Nambu limit, when \( L = \xi \). Clearly, the simplest such scale is just \( \xi_s = \xi - L \). We are then justified to write
\[ \frac{d\rho}{dt} \bigg|_{\text{loops}} = -\rho \frac{\mu v}{\xi^3} \int_0^\infty g(l/\xi) \frac{dl}{\xi} - \rho \frac{\mu v}{\xi^3} \int_0^\infty g_s(l/\xi_s) \frac{dl}{\xi}, \]
which corresponds to
\[ f(\mu) = 1 + \eta \left( 1 - \frac{1}{\sqrt{\mu}} \right) \]
where we have defined \( \eta = c^{-1} \int g_s(x) dx \), which is a positive parameter quantifying how much energy is lost to small-scale loops. For the sake of simplicity, let us further assume that \( s \) can be approximated by
\[ s(\mu) \simeq D \left( 1 - \frac{1}{\mu^2} \right) \]
which we expect to be the case as long as \( \mu \) is not too large.

To begin with, let us look for non-trivial scaling solutions without worrying about stability; we address the latter issue in the following section. We start by focusing on the matter era ( \( \lambda = 2/3 \)), which is when simulations suggest that it is the easiest to achieve scaling \([1]\).

Applying the procedure described in subsection IIIA to find \( c_X \), we get the results summarized in Fig. [A]. In accordance with our simplistic interpretation of \( \eta \) is the observation that increasing \( \eta \) leads to a decrease in the \( c_X \) necessary to maintain scaling with a fixed wiggliness
FIG. 1. Values of the loop-chopping parameter $c$ for which there can be non-trivial scaling, as a function of wiggliness during scaling and for different values of $D$, calculated in the matter era. The dashed line is $c = 0.23$, the best fit for the VOS model (the best fit for our model does not have to be the same, but we expect it to be close). We only show the physically meaningful values that stem from Eq. 44—the complementary solution would lead to non-physical (negative) values of $c$.

FIG. 2. Values of the correlation scaling parameter for which there can be non-trivial scaling, as a function of wiggliness during scaling and for different values of $D$ in the matter era. As before, only physically meaningful values are shown (in this case, $0 < \gamma_s < \frac{1}{2 - \lambda}$).
value (essentially, since more energy is lost per collision, we need not be so efficient at colliding). More counterintuitive is the realization that an increase in \( \eta \) for a fixed \( c \) leads to a higher scaling wiggliness - one would naively expect the opposite behavior, that more small-scale energy loss led to a lower scaling wiggliness.

Instead, our results indicate that the network needs a higher wiggliness in order to survive the more violent energy loss in equilibrium. In fact, this behavior hints at something we will notice when we study the stability of these models: that the wiggly component of our equations leads to instabilities in the scaling regime of these simple models. In other words, the reason our intuition fails us in this analysis is because when we deviate the network from a non-trivial scaling regime it does not generically tend to go back to equilibrium on its own; these scaling regimes are not usually attractors. Also of particular interest is that for these small values of \( D \) there appears to be a maximum allowed value of \( \mu \) in scaling, \( \mu < 2.2 \). This feature disappears if we allow much larger values of this parameter, which however does not seem desirable when we study the stability of the model. Notice also how a slight increase in \( D \) seems to dramatically decrease the amount of small-scale structure in any given model (with fixed \( \eta \) and \( c \)) - or, conversely, how it seems to increase the value of \( c \) necessary to maintain fixed values of \( \mu \) and \( \eta \).

The analogous results for \( \gamma_s \) and \( v_s^2 \) can be found in Figs. 2 and 3. Naturally, scaling is only allowed for a certain model if it is allowed in all three figures.

We can also carry out a similar analysis for the radiation era \( (\lambda = 1/2) \), whose results for the solutions that come from using the greater roots of Eq. 14 are analogous to the ones we have just seen. The results from the other solution, however, are of a much less straightforward interpretation (and are probably of reduced physical significance). If we take a look at the analog of Fig. 1 which is Fig. 4, this difference is stark: not only is the line corresponding to this new solution of a much different shape and size, but it seems to be extremely insensitive to large variations of \( \eta \) while being very sensitive to \( D \) (which appears to consistently suppress it).

If we focus instead on the radiation epoch results for \( \gamma_s \), shown in Fig. 5 the situation is even slightly worse: because at some point during our calculations we need to divide very small numbers, our graphs are vulnerable to computational uncertainties. Nevertheless, we are still able to discern a difference in the behavior from the previous case, as well as a robust independence of \( \eta \). Without this numerical 'noise', the same kind of differences can be seen in the velocity, which can be found in Fig. 6.

### D. Exploring (in)stability

Now that we have found a large family of non-trivial scaling solutions, the time has come to test their stability. We have already mentioned that the shapes we see in

| Parameter       | Flat space | Radiation era | Matter era |
|-----------------|------------|---------------|------------|
| \( L/t \)       | 0.10       | 0.27          | 0.62       |
| \( v_{	ext{rms}} \) | 0.65       | 0.64          | 0.59       |
| \( \xi/t \)     | 0.13       | 0.31          | 0.70       |
| \( \mu(\xi) \)  | 1.61       | 1.42          | 1.26       |
| \( v(\xi) \)    | 0.35       | 0.35          | 0.35       |
| \( \mu(t) \)    | 1.69       | 1.32          | 1.27       |
| \( v(t) \)      | 0.38       | 0.50          | 0.44       |
| \( v(t) \) from Eq. 28 | 0.51 | 0.60 | 0.62 |

*TABLE I. Asymptotic values of key network parameters in the simulations of [9]. The first five lines are measured directly from simulations. Although no explicit error bars are provided, they are nominally expected to be around the ten percent level. The last three lines are inferred from the wiggly model, as discussed in the paper.*

Figs. 11 and 12 suggest that the introduction of \( \mu \) in our equations has spoiled the attractor feature of non-trivial scaling regimes.

Indeed, a direct application of the methodology described in section III B reveals that it is not easy (if possible at all) to find stable non-trivial scaling for our heuristic choice of \( f, f_0 \), and \( s \) as well as our ansatz for \( d_m(t) \). This difficulty is illustrated in Fig. 7.

It should be noted, however, that checking stability requires knowing our energy-loss and multifractal dimension functions with more accuracy than if we just wanted to look for scaling solutions. The reason is that, since \( M_j \) depends on derivatives of these functions, second-order corrections can have a first-order impact. As such, what this problem is telling us is not that our ansatze are bad first-order approximations, but rather that we need to go to higher orders if we want to draw conclusions from this sort of stability analysis.

### IV. COMPARISON WITH SIMULATIONS

Some data from the Goto-Nambu simulations first presented in [9] is shown in Figs. 8, 9, and 10. These are ultra-high resolution simulations, performed in the matter and radiation epochs as well as in flat (Minkowski) spacetime. The initial networks have resolutions of 75 points per correlation length (PPCL), and the simulations subsequently enforce a constant resolution in physical coordinates. Although computationally costly, this is mandatory to obtain accurate diagnostics of the small-scale properties of the network.

Figure 8 shows the scale dependence of key properties for the final timestep of each simulation—respectively we have the multifractal dimension, the renormalized mass per unit length, and the coherent velocity. Note the similarity between the profiles for the different expansion rates (once lengths are re-scaled by the corresponding correlation length \( \xi \)). As emphasized in [9], the main difference is the persistence of a significant amount of small-
FIG. 3. Values of the velocity for which there can be non-trivial scaling, as a function of wiggliness during scaling and for different values of $D$ in the matter era. As before, only physically meaningful values are shown (in this case, $0 < v_s^2 < 1$).

FIG. 4. Values of the loop-chopping parameter $c$ for which there can be non-trivial scaling, as a function of wiggliness during scaling and for different values of $D$, calculated in the radiation era. The dashed line is $c = 0.23$, the best fit for the VOS model (the best fit for our model does not have to be the same, but we expect it to be close). The darker line is there essentially because points of all colors are being plotted on top of each other. Notice that we are only showing the physically meaningful values (in this case, $0 < c < 1$).
scale structure on scales slightly below the correlation length for the case of Minkowski space. In the expanding universe these structures gradually flow to smaller scales, but this does not happen in the absence of expansion: this interpretation is supported by the fact that on large scales (above the correlation length) the renormalized mass per unit length \( \mu \) is larger in Minkowski space than in the expanding case, but the opposite happens for scales below about 1/3 of the correlation length.

Different ways: calculated from \( L/\ell \) relations for the dimensionless lengthscale \( \ell \) and can be combined with \( \mu \) measured directly from the simulation (colored points with error bars, for each of the three epochs), and inferred from the measured total string energy in the simulation box (black line for each case). In the former case, the statistical error bars have been estimated from averaging values between neighboring timesteps (hence they are not independent). We find good overall agreement, although we see that the total string energy diagnostic gives values that are systematically high (though by a small amount) throughout the Minkowski and radiation era simulations as well as early in the matter era one. Is is encouraging that the agreement between the two is much better in the second half of the matter era simulation, where the network is expected to be scaling, as discussed in [9].

Finally, Fig. 10 compares the behavior of the average coherent string velocity as a function of scale for the final timestep of each simulations in flat space (solid color lines) to the coherent velocity estimated using Eq. 28 (solid dashed lines) and using Eq. 29 (solid dotted lines). One sees that the former provides a good fit on small scales but breaks down (as expected) on scales around three times that of the correlation length (thus, around the scale of the horizon). On the other hand the latter reproduces the overall shape of the curve reasonably well but systematically overestimates its values—by a value which is larger for faster expansion rates.

The asymptotic values of the key network parameters in these simulations are listed in Table I. These can be used for some preliminary calibration of the energy loss terms (which we will do presently), although a full exploration of the parameter space (as was recently done for domain walls [27]) requires additional data that must come from future simulations.

The last three values in Table I are calculated by noting that \( \ell \) must be the scale that makes \( \xi/\ell \) the correlation length. This way \( \mu (\ell) \) is simply given by Eq. 14 and can be combined with \( \nu^{\text{rms}} \) to yield \( \nu (\ell) \) according to Eq. 25. The equivalent result according to Eq. 26 is included for purely illustration purposes (since, as has been discussed, we do not expect that to apply to these types of simulations).

It is interesting to notice that \( \mu (\ell) \) calculated in this way is compatible with \( \mu (\xi) \) taken directly from the simulations. This could be seen as evidence in favor of the natural identification \( \ell = \xi \). Note also that, since \( \mu (\ell) \) must be a non-decreasing function of \( \ell \), the central values in Table I actually seem to favor \( \ell > \xi \) in flat space and in the matter era. Nevertheless, this counter-intuitive apparent preference should not be too worrying as it is not statistically significant (after all, if \( \ell \) truly is just \( \xi \), then one would expect this sort of spread where some estimates of \( \ell \) are above and some below the correlation length).

There is, however, at least one theoretical consequence of \( \ell \) and \( \xi \) being at least of the same order, which is that, strictly speaking, we are not working with normal multifractal dimensions, as Eq. 13 has only been shown to hold in the \( \ell \ll \xi \) limit. Nevertheless, this has no practical impact on our conclusions as the simulations we have used to calibrate \( \alpha_m \) actually probe the left-hand side of Eq. 13 rather than the right one.

The graphs in Fig. 11 show us which combinations of \( \eta, D, \) and \( X_s \) (where \( X_s \) can easily be related to \( c \) when the other two are known) admit scaling regimes allowed by the results in Table I. The blue region in this figure corresponds to scaling values of \( v (\ell) \) which are consistent with the values in Table I and the yellow region is the analogous region concerning the correlation length. As \( X \) is plotted in the range allowed by the uncertainty on \( \mu (\ell) \) in the table, the allowed combinations of parameters are those in which the two regions overlap. (There would not be a qualitative difference if we did not use the \( \ell = \xi \) identification and instead used the uncertainty on \( \mu (\ell) \).) These theoretical scaling values were obtained by a simple brute force implementation of the process described in subsection III A. Note also that the scaling regimes depicted here all come from choosing the same root of Eq. 11 as the other root yields unphysical values of \( c \) in the matter era and too high velocities in the radiation era.

Interestingly, the two colored regions in Fig. 11 do not overlap in the radiation era, which supports our suspicions that a scaling regime is not being approached in that case. For the matter era, it is curious that allowed combinations of parameters seem to keep existing for arbitrarily large \( \eta \) (corresponding to most energy lost to loops being in the form of small-scale loops).

V. CONCLUSIONS

With the recent availability of high-quality CMB datasets and the forthcoming availability of comparable gravitational wave datasets, having realistic and accurate models of the evolution of networks of cosmic strings becomes a pressing problem. In this work we have taken further steps towards this goal. Specifically, we have built upon the mathematical formalism described in [22] for a wiggly extension of the VOS model for Goto-Nambu cosmic strings, which can describe the evolution of small-scale structure on string networks, and explored some of the consequences of this model.

Our analysis highlights the fact that the physical na-
FIG. 5. Values of the correlation scaling parameter for which there can be non-trivial scaling, as a function of wiggliness during scaling and for different values of $D$ in the radiation era. As before, only physically meaningful values are shown (in this case, $0 < \gamma_s < \frac{1}{1-\lambda}$). Note that these graphs are fairly contaminated by "noise" generated by computational errors.

FIG. 6. Values of the velocity for which there can be non-trivial scaling, as a function of wiggliness during scaling and for different values of $D$ in the radiation era. The darker line is essentially because points of all colors are being plotted on top of each other. As before, only physically meaningful values are shown (in this case, $0 < v_s^2 < 1$).
Figure 7. Stability analysis for our ansatz. The red region corresponds to parameters that make the real parts of all eigenvalues of $M^i_j$ negative in the matter era. The green region corresponds to parameters that yield physical values of $c$, $v$, and $\gamma$. As is, the scaling regimes we are predicting are clearly not attractors since the two regions do not overlap for $X < 1$.

The structure of the solutions of the model crucially depends on the dominant energy loss mechanisms for the network. Since at present these are still poorly understood, we have introduced a simple ansatz which tackles this problem in the context of an extended velocity-dependent one-scale model. We thus described a general procedure to determine all the scaling solutions admitted by a specific string model and studied their stability, enabling detailed comparisons with future numerical simulations.

Unfortunately, currently available Goto-Nambu and field theory simulations do not yet provide enough information on the small-scale properties of the network to enable a detailed comparison. (Naturally one expects that Goto-Nambu simulations will be more useful in this regard, but field theory ones can also play a useful complementary role in the overall calibration of the model’s large-scale properties.) The most useful currently available data are those from the Goto-Nambu simulations described in [9]. A comparison of our results with this data supports earlier (more qualitative) evidence that overall scaling of the network is easier to achieve in the matter era than in the radiation era. Still, the fact that a scaling solution can be reached does not per se ensure that such a solution is stable, and indeed our results show that im-

FIG. 8. The behavior of the multifractal dimension, renormalized mass per unit length, and ratio of coherent and RMS velocities as a function of scale, for the final timestep of simulations in flat space (green dotted), radiation era (red dashed) and matter era (blue dotted).

FIG. 9. The behavior of the dimensionless lengthscale $L/t$, calculated from $L = \xi/\sqrt{\mu}$ using the values of $\xi$ and $\mu$ measured directly from the simulation box, in flat space (green data points), radiation era (red) and matter era (blue). Statistical error bars have been estimated from averaging values between neighboring timesteps (hence they are not independent). In all cases the black solid lines depict $L/t$ inferred from the measured total string energy in the simulation box.
posing the requirement that a scaling regime be stable seems to notably constrain the allowed range of energy loss parameters.

In any case, a fully developed model for wiggly cosmic strings is now available. While it has several more free parameters than the original VOS model [15–18], we emphasize that recent advances in high-performance computing make a detailed calibration of the model’s parameters a realistic possibility. Indeed this has been recently done for the analogous model for domain walls [27], by comparing it to field theory simulations in universes with a range of fixed expansion rates as well as in the radiation-matter transition. In the case of cosmic strings, the possibility of comparing field theory and Goto-Nambu simulations is particularly exciting, both because it will make the calibration process more robust and because it should enable a clearer physical understanding of the relevance of the various energy loss mechanisms.
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FIG. 10. The behavior of the average coherent string velocity as a function of scale, for the final timestep of simulations in flat space (solid green), radiation era (solid red) and matter era (solid blue). In all cases the black dashed lines depict the coherent velocity estimated using Eq. 28 while the black dotted lines depict the one estimated using Eq. 29.

FIG. 11. Model parameters that allow scaling in agreement with the results in Table I in the radiation era (top) and in the matter era (bottom). The blue region corresponds to scaling velocities allowed by the numerical uncertainty of our simulations and the yellow region is the equivalent for the correlation length. Interestingly, both constraints do not seem to be satisfiable in the radiation era, which seems to confirm our suspicion that strings are not approaching scaling in this era. In the matter era, it appears the overlap between the two regions is not bounded with respect to $\eta$. 