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Abstract

Optimization via simulation (OvS) procedures that assume the simulation inputs are generated from the real-world distributions are subject to the risk of selecting a suboptimal solution when the distributions are substituted with input models estimated from finite real-world data—known as input model risk. Focusing on discrete OvS, this paper proposes a new Bayesian framework for analyzing input model risk of implementing an arbitrary solution, \( \hat{x} \), where uncertainty about the input models is captured by a posterior distribution. We define the \( \alpha \)-level risk set of solution \( \hat{x} \) as the set of solutions whose expected performance is better than \( \hat{x} \) by a practically meaningful margin (> \( \delta \)) given common input models with significant probability (> \( \alpha \)) under the posterior distribution. The user-specified parameters, \( \delta \) and \( \alpha \), control robustness of the procedure to the desired level as well as guards against unnecessary conservatism. An empty risk set implies that there is no practically better solution than \( \hat{x} \) with significant probability even though the real-world input distributions are unknown—a powerful statistical guarantee. For efficient estimation of the risk set, the conditional mean performance of a solution given a set of input distributions is modeled as a Gaussian process (GP) that takes the solution-distributions pair as an input. In particular, our GP model allows both parametric and nonparametric input models. We propose the sequential risk set inference procedure that estimates the risk set and selects the next solution-distributions pair to simulate using the posterior GP at each iteration. We show that simulating the pair expected
to change the risk set estimate the most in the next iteration is the asymptotic one-step optimal sampling rule that minimizes the number of incorrectly classified solutions, if the procedure runs without stopping.

1 Introduction

Stochastic simulation requires specification of probabilistic input models to generate random variates from. If the simulation model is built to analyze a real-world system, the input models are often estimated based on observations from the system. These input models are subject to finite-sample estimation error, which is then propagated to the simulation output causing so-called input uncertainty. Quantifying input uncertainty for a single simulated system has been actively studied in the literature (see Song et al. (2014), Lam (2016) for recent reviews). This paper concerns a discrete optimization via simulation (DOvS) problem in the presence of input uncertainty. In particular, we consider a problem with a finite number of feasible solutions in $\mathbb{R}^d$ that share the same input models estimated from the common input data, where the objective function is defined as the expectation of a simulation output. Furthermore, we focus on the case where the input data are independent and identically distributed (i.i.d.) observations from unknown true real-world input distributions. We present the following two examples that arise in applications:

- A vehicle company performs a small focus-group survey to learn the distribution of customer preferences for vehicle features (e.g. color, seat material, etc.) of a new model. Their goal is to decide the feature mix to release to the market that maximizes the expected profit. A demand input model is fitted to the survey data and a market simulator is used to estimate the expected profit for each candidate feature mix scenario. See Song et al. (2019) for details.

- A regional emergency medical service provider considers relocating their ambulance dispatching center. Their goal is to minimize the average response time, the time between receiving an emergency call from a patient and picking up the patient. The organization has emergency call data (time, location, emergency type, etc.) collected for a year. A discrete-event simulator is used to evaluate a number of candidate locations in the region, where the time and location of emergency calls are randomly generated from an input model fitted from the data. See Wang et al. (2019) for details. We revisit this example for an illustration in Section 7.
Common to both examples, input models are derived from finite observations and additional data collection requires significantly longer time than simulation, nevertheless, the decisions have to be made relying on the available data. A traditional DOvS approach is designed to select the best solution conditional on the input models being the correct real-world input distributions. A concern for implementing such a conditional optimum is the sensitivity of its relative performance against other solutions to the input models. The conditional optimum may perform poorly under the real-world distributions, if the estimated input models are significantly different from them; such risk is referred to as input model risk [Song et al. 2015].

DOvS under input model risk has been actively studied in recent years, where the focus is typically on optimization—either to find the optimal solution under the unknown real-world distributions or to find a solution to a modified problem that is robust to input model risk—as reviewed in detail in Section 2. This turns out to be a difficult problem; we may not provide a desired probability guarantee of selecting the true optimum without making a strong assumption on relative performances of the solutions or choose a robust optimum that is too conservative under the real-world distributions [Song and Nelson 2019]. Moreover, the former approach often only guarantees the selected solution to be the true optimum asymptotically as the real-world sample size increases to infinity; there is no finite sample guarantee that it is any better than a conditional optimum. In many applications, however, practitioners are often okay with selecting a suboptimal solution as long as its optimality gap is within $\delta$, where $\delta$ is the largest optimality gap that can be practically ignored. This is referred to as good selection and has been studied in the ranking and selection (R&S) literature when the correct distributions are known [Eckman and Henderson 2018], but not when there is input uncertainty.

This paper views the DOvS problem from a different angle by focusing on inference on the relative performances of the solutions under input uncertainty. In particular, we are interested in the setting when the analyst has chosen a solution, $\hat{x}$, based on some criterion. Our goal is to provide a Bayesian framework to measure input model risk of implementing $\hat{x}$ that accounts for the largest acceptable optimality gap, $\delta$, given uncertainty about the real-world input distributions. Adopting Bayesian input modeling, a prior on each real-world input distribution is assumed and updated to the posterior distribution conditional on the observed data. As a measure of risk, we propose the concept of the risk set, which contains the solutions that perform practically better
(\geq \delta) than \hat{x}\text{ under common input models with significant probability } (\geq \alpha). \text{ Here, the performance of each solution is measured by the conditional mean of its simulation output given input models sampled from their posterior. The comparison is made conditional on the common input models and the significance level, } \alpha, \text{ is with respect to the posterior on the input models.}

To illustrate implications of the risk set, suppose in the second example above, a parametric input model is assumed for the arrival process of the emergency calls. A prior distribution is assumed for the parameter and its posterior is derived conditional on the data. The analyst found the conditional optimal location (\hat{x}) using the maximum a posteriori (MAP) estimate of the posterior to specify the arrival process and is happy to adopt this location if its expected response time is no worse than any other location by \delta = 5 \text{ minutes under the real-world arrival process. Suppose the risk set is constructed at } \alpha = 0.1. \text{ Then, each location in the set has the expected response time shorter than } \hat{x}\text{ by greater than 5 minutes under more than 10\% of the arrival processes generated by the posterior distribution. If the risk set is empty, it implies that any other candidate location is practically no better than } \hat{x}\text{ with 90\% confidence: a strong statistical guarantee that } \hat{x}\text{ is a low-risk solution even in the presence of input uncertainty.}

A strength of the risk set is that it can be used to test robustness of any feasible solution to input model risk, which makes it very practical. For instance, the analyst may prefer a solution for some business reasons that could not be factored into the simulation model and the risk set inference can still provide a valuable insight. Also, the risk set guards against unnecessary conservatism by incorporating \delta. In the example above, if \delta = 0, then the risk set includes any solution that is slightly better than \hat{x}\text{ with probability } > \alpha; \text{ if the set size is large, we may conclude that } \hat{x}\text{ is high risk. Thus, the same } \hat{x}\text{ may be deemed low risk or high risk depending on } \delta. \text{ The user-specified significance level, } \alpha, \text{ also affects the risk set—the smaller } \alpha \text{ is, the more sensitive the user is to input model risk. We show that the risk set is non-increasing in } \alpha \text{ as well as } \delta \text{ in Section 3.}

Estimating the risk set is computationally challenging as it has a nested simulation structure; we first need to estimate the conditional means of all solutions given a realization from the posterior of input models and then analyze the distribution of the conditional means given the posterior. A naive Monte Carlo (MC) simulation approach is to sample multiple sets of input distributions from the posterior, run an equal number of replications at each solution-distributions pair, and use the sample conditional means to estimate the risk set. However, this is inefficient as some solutions
may be far worse than $\bar{x}$ with a large probability so that it may be correctly excluded from the risk set with smaller simulation effort, whereas others may require more to be correctly classified.

To allocate simulation effort more efficiently, we design a Bayesian sequential sampling procedure that selects a solution-distributions pair to simulate at each iteration based on a sampling criterion. Specifically, we assume a Gaussian process (GP) prior on the conditional mean surface that takes feasible solution $x$ and a collection of input distributions sampled from the posterior as inputs. At each iteration, the GP is updated to its posterior conditional on the cumulative simulation results. Our risk set estimator replaces the sample conditional means in the abovementioned naive MC approach with the GP.

We propose a sequential sampling rule to reduce the estimation error of the risk set by minimizing the expected number of incorrectly classified solutions (to be or not to be in the risk set) in the next iteration. Although the exact loss function depends on the true risk set, we derive a lower bound that only depends on the current estimate of the risk set and show it becomes asymptotically tight as the procedure runs without stopping. We also provide an approximation to the expected lower bound that can be computed cheaply up to a numerical precision without having to estimate.

Our sampling criterion resembles value-of-information-based sampling rules in Bayesian ranking and selection (R&S) literature (Chick and Inoue, 2001; Frazier et al., 2008). However, our goal is not to select a single solution, but to identify a set of solutions. A more closely related literature is on sequential Bayesian experiment design for set estimation as reviewed in Section 2.

Another contribution of this paper is a GP metamodeling framework that can take both parametric and nonparametric input distributions as inputs when the latter is defined by a probability simplex on a finite support (e.g. empirical distribution function). A GP metamodel is a popular tool for developing a DOvS algorithms under input uncertainty (Pearce and Branke, 2017; Lakshmanan and Venkateswaran, 2017) as well as input uncertainty quantification of a single simulated system (Xie et al., 2014). All these work consider parametric input models only, which can be easily extended to include nonparametric models using our framework.

The remainder of the paper is organized as follows. We review related literature in Section 2 and mathematically define the risk set in Section 3. We elaborate on Bayesian input modeling and introduce our choice of GP prior in Section 4 and discuss the risk set estimator and the sequential sampling criterion in Section 5. The sequential risk set inference procedure and its asymptotic performance
2 Literature Review

Approaches in the literature to solve DOvS problems under input model risk can be divided into several categories according to their problem formulations. The first is to find the optimal solution, $x^c$, under the unknown correct real-world distributions ($c$ for correct). Corlu and Biller (2013) propose a subset selection procedure that accounts for both simulation error and input uncertainty, where the subset includes $x^c$ with probability $\geq 1 - \alpha$ under the assumption that the performance of $x^c$ given the real-world distributions is at least $\delta$ better than the other solutions' (preference-zone assumption). Under the same assumption, Song et al. (2015) incorporate input uncertainty into a R&S procedure such that probability of correct selection of $x^c$ is $\geq 1 - \alpha$. However, because the real-world distributions are unknown, in both approaches, there is a strictly positive lower bound on $\delta$, which increases when input uncertainty increases. If the user chooses $\delta$ smaller than the lower bound, than the procedures cannot provide the desired probability guarantee.

Song and Nelson (2019) develop a multiple comparisons with the best procedure free of the PZ assumption, which returns a set that includes $x^c$ with high probability. Similar to our setting, they focus on the case all solutions share the same input models estimated from common data and explicitly model the joint effect of input uncertainty to the simulation outputs of the solutions, which they refer to as common-input-data (CID) effects. However, their procedure tends to return a large set if there are many feasible solutions, because it 1) does not account for $\delta$ and 2) is designed to meet the target family-wise error rate. Our approach does not suffer from these issues because 1) we can exclude solutions whose performances are practically indistinguishable from $\hat{x}$ using $\delta$ and 2) each solution’s classification (whether or not to include in the risk set) only depends on the comparison between the solution and $\hat{x}$.

Another popular formulation is to find solution $x(\mathcal{U})$ robust to input model risk given uncertainty set $\mathcal{U}$ of candidate input distributions postulated from real-world data. Specifically, this approach first finds for each $x$ the input distribution that produces the worst-case performance among $\mathcal{U}$, then selects the solution with the best worst-case performance as $x(\mathcal{U})$. The same formulation has been studied extensively in the distributionally robust optimization literature (see...
Delage and Ye (2010); Ben-Tal et al. (2013) for example). In the DOvS context, Fan et al. (2013) propose R&S procedures that guarantee probability of correctly selecting $x(U)$ when $U$ consists of a finite number of candidate distributions. Under the same setting, Gao et al. (2017) construct an optimal computing budget allocation (OCBA) scheme to maximize the asymptotic probability of correctly selecting $x(U)$ as the simulation effort increases. Lakshmanan and Venkateswaran (2017) use a GP metamodel to estimate the parameters for the OCBA scheme to find $x(U)$, where $U$ is constructed by bootstrapping the real-world data. A benefit of this formulation is that once $U$ is decided, finding $x(U)$ is only subject to simulation error (not input uncertainty) making it easier to provide a statistical guarantee than finding $x^c$. On the other hand, $x(U)$ tends to be conservative as it considers the worst-case input distributions for each solution instead of evaluating all solutions under common input distributions. Consequently, $x(U)$ may be significantly suboptimal under the real-world input distributions.

Some procedures aim to find the solution with the best average simulation output, $\bar{x}$, where the average is taken with respect to both input uncertainty and simulation error. This objective is said to be risk-neutral to input model risk. Corlu and Biller (2015) design a subset selection procedure that returns a set containing $\bar{x}$ with probability $\geq 1 - \alpha$. Pearce and Branke (2017) and Wang et al. (2018) propose GP-based Bayesian optimization (BO) procedures that find $\bar{x}$. BO is a popular inference-based optimization procedure when the objective is to find the global optimum of a expensive-to-evaluate function (see Frazier (2019) for a recent survey on BO) and can be naturally extended in this context. However, such a risk-neutral objective fails to provide any warning to the user when there is large input uncertainty. Wu et al. (2018) propose using risk measures instead of the average such as a value-at-risk (VaR) or conditional value-at-risk.

In terms of methodology, our procedure is closely related to Bayesian sequential design of experiments for set estimation, which has been studied in several different contexts. Picheny et al. (2010) consider estimating a level set of a function $g$ of $X$, e.g., $\{X : g(X) = \gamma\}$, by modeling $g(X)$ as a GP. Their sampling rule targets minimizing the integrated mean squared error (IMSE) in a small neighborhood of the level set, $\{X : g(X) \in [\gamma \pm \delta]\}$. Applied to reliability engineering, Bect et al. (2012) discuss estimating the probability of the failure event, $\{X : g(X) \geq \gamma\}$, given random vector $X$, which can be converted to estimating a superlevel set of support points of $X$. They also model $g(X)$ as a GP and derive sampling rules to minimize the expected value of the quadratic
loss of the estimated failure probability. The same problem is considered by Zanette et al. (2019), however, their goal is to provide a robust estimate of the superlevel set by returning the largest set that contains the true set with a target probability. In the context of DOvS, Xie and Frazier (2013) study multiple comparisons with known standard value $\gamma$, where the goal is to identify a set of solutions whose expected simulation outputs are greater than $\gamma$. Taking the Bayesian view, they explicitly derive the optimal sampling policies for some special cases. What distinguishes our problem from those considered in these work is its nested structure. Our problem can be seen as first finding a superlevel set of input distributions for each solution, then finding a superlevel set of the solutions. Thus, a new sampling criterion is needed to solve it sequentially.

### 3 Risk set formulation

In this section, we formally define the risk set. We denote the finite feasible solution space in $\mathbb{R}^d$ by $\mathcal{X}$. Let $P^c$ represent the true real-world joint input distributions from which we collect observations, $z$. Taking a Bayesian approach, we model $P^c$ with $P$ by choosing the prior on $P$ and updating its posterior $\pi(P|z)$ conditional on $z$. We remain abstract about input modeling in this section and defer its detailed discussion to Section 4.1. The simulation output of solution $x \in \mathcal{X}$ when the inputs are generated from $P$ can be written as $Y(x; P) = E[Y(x; P)|P] + \varepsilon(x; P)$, where $\varepsilon(x; P)$ is the simulation error with mean 0 and variance $v(x, P) < \infty$ conditional on $P$. We refer to $E[Y(x; P)|P]$ as the *conditional mean surface*, which maps $(x, P)$ to $\mathbb{R}$.

Suppose $\hat{x} \in \mathcal{X}$ is the solution considered for implementation. Given $\hat{x}$, we define the $\alpha$-level risk set given the user-chosen error rate $0 < \alpha < 1$ and the largest optimality gap $\delta \geq 0$ that can be practically ignored as

$$S_\alpha(\delta) \equiv \{ x \in \mathcal{X} | \Pr\{E[Y(\hat{x}; P)|P] - E[Y(x; P)|P] > \delta|z \} > \alpha \} , \quad (1)$$

where the probability is taken with respect to $\pi(P|z)$. If $S_\alpha(\delta)$ is empty, then $\Pr\{E[Y(\hat{x}; P)|P] - E[Y(x^c; P)|P] > \delta|z \} \leq \alpha$ implying that the probability $x^c$ is practically significantly better than $\hat{x}$ is within the acceptable error rate, $\alpha$. Note it is possible for $S_\alpha(\delta)$ not to include $x^c$ even if $E[Y(\hat{x}; P)|P] < E[Y(x^c; P)|P]$ with probability 1. In fact, identifying $x^c$ is not our goal, nor we
make inference on the expected simulation outputs of the solutions under \( P^c \); the goal is to find the solutions that pose risk of outperforming \( \hat{x} \) by a significant margin given uncertainty about \( P \) described by its posterior distribution. Below, we illustrate an example of a risk set using a simple DOvS problem.

Consider an M/M/1/k queueing system. The objective of this problem is to decide the system capacity, i.e., \( x = k \), that minimizes the expected cost of operation:

\[
E[\text{net cost per customer}] = c E[\text{waiting time}] - r(1 - Pr\{balking\}), \tag{2}
\]

where \( c \) is the cost per unit waiting time per customer and \( r \) is the revenue per served customer. We assume \( \mathcal{X} = \{x|1 \leq x \leq 50\} \). In this problem, \( P \) is the joint distribution of interarrival and service times. Suppose real-world interarrival and service times are exponentially distributed with means 1 and 1.1, respectively, and we have 100 i.i.d. observations from each. From the steady-state analysis of the M/M/1/k queue, one can obtain the analytical expression for (2) (see Appendix A). Figure 1 plots the expected cost (2) as a function of \( x \) and the mean service time when the arrival rate = 1, \( c = 1 \), and \( r = 200 \). The optimal solutions at selected mean service times are marked with white solid circles, which shows their clear dependence. Given the true mean service time, 1.1, the correct optimal solution is \( x^c = 14 \), however, Figure 1 shows that if we simply assume the mean service time estimated from the data as the truth, we may choose a different solution as the best. Nevertheless, we argue that the solution is still acceptable, if its risk set is empty given user-specified \( \alpha \) and \( \delta \).

For demonstration, we sampled 100 observations from each real-world input distribution, modeled \( P \) assuming the nonparametric prior described in Section 4.1 on \( P \) and computed its posterior distribution conditional on the observations. Given the MAP of the posterior, \( x = 17 \) minimizes the expected cost. Table 1 shows the estimated risk sets for different values of \( \alpha \) when \( \delta = 1 \) and \( \hat{x} = 17 \), which are obtained by sampling 1,000 \( P \)s from its posterior distribution and estimating the probability in (1) for each \( x \). The majority of the solutions are excluded from the risk sets for all \( \alpha \) values in Table 1. Also, none of the risk sets include \( x = 18 \), because its performance does not differ significantly from that of \( \hat{x} \). Figure 2c displays the histogram of \( E[Y(17; P)|P] - E[Y(18; P)|P] \) obtained from the sampled \( P \)s. All observations are less than \( \delta = 1 \) explaining why \( x = 18 \) is
Figure 1: A plot of the expected cost of the M/M/1/\(k\) example. Cost-minimizing \(x = k\) for each expected service time is marked with a white circle.

Table 1: Risk sets for different values of \(\alpha\) when \(\delta = 1\) and \(\bar{x} = 17\) given a sample of 100 i.i.d. observations from Exp(1) and Exp(1.1).

| \(\alpha\) | \(S_\alpha(\delta)\)                           |
|-----------|-----------------------------------------------|
| 0.05      | \{5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16\} |
| 0.1       | \{7, 8, 9, 10, 11, 12, 13, 14, 15\}           |
| 0.15      | \{8, 9, 10, 11, 12, 13, 14, 15\}              |
| 0.2       | \{10, 11, 12, 13, 14, 15\}                   |
| 0.25      | \{12, 13\}                                    |
| 0.3       | \(\emptyset\)                                |

Figure 2: The histograms of \(E[Y(\hat{x}; P)|P] - E[Y(x; P)|P]\) for \(x = 9, 13,\) and 18 obtained by sampling 1,000 \(P\)s from its posterior distribution. The red line represents \(E[Y(\hat{x}; P)|P] - E[Y(x; P)|P] = \delta\). The estimate of \(\Pr\{E[Y(\hat{x}; P)|P] - E[Y(x; P)|P] > \delta|z\}\) is presented at the upper right corner of each plot.

Figure 2: The histograms of \(E[Y(\hat{x}; P)|P] - E[Y(x; P)|P]\) for \(x = 9, 13,\) and 18 obtained by sampling 1,000 \(P\)s from its posterior distribution. The red line represents \(E[Y(\hat{x}; P)|P] - E[Y(x; P)|P] = \delta\). The estimate of \(\Pr\{E[Y(\hat{x}; P)|P] - E[Y(x; P)|P] > \delta|z\}\) is presented at the upper right corner of each plot.

excluded from all estimated risk sets in Table 1. On the other hand, \(x = 13\) is included in \(S_\alpha(\delta)\) for all \(\alpha\)’s except for \(\alpha = 0.3\) implying that it performs so differently from \(\hat{x}\) that they outperform \(\hat{x}\) with a significant margin (> \(\delta\)) under some \(P\) (see Figure 2b). Some other solutions such as \(x = 9\) are included in the risk sets only for smaller \(\alpha\) values (Figure 2a). Also notice that \(x^c = 14\) is not always included in \(S_\alpha(\delta)\) as discussed earlier.

Another interesting observation from Table 1 is that \(S_\alpha(\delta)\) is non-increasing in \(\alpha\). That is, \(S_{\alpha_1}(\delta) \supseteq S_{\alpha_2}(\delta)\) if \(\alpha_1 \leq \alpha_2\), which can be shown directly from Definition 1. Smaller \(\alpha\) means that the decision maker is more cautious about input model risk and wants to detect solutions with smaller chances of being practically better than \(\hat{x}\) resulting a larger risk set. In the example above, the risk set becomes empty for \(\alpha \geq 0.3\). Moreover, \(S_\alpha(\delta)\) is non-increasing in \(\delta\), because for each \(x \in X\) and any \(\delta_1 \leq \delta_2\), \(\Pr\{E[Y(\hat{x}; P)|P] - E[Y(x; P)|P] > \delta_1|z\} \geq \Pr\{E[Y(\hat{x}; P)|P] - E[Y(x; P)|P] > \delta_2|z\}\). A decision maker with smaller \(\delta\) cares about smaller optimality gap, and
thus ends up with a bigger—non-smaller to be precise—risk set.

The following expression for $S_\alpha(\delta)$ is equivalent to (1):

$$
S_\alpha(\delta) = \{x \in \mathcal{X} | q_{1-\alpha}(E[Y(\hat{x}; P)|P] - E[Y(x; P)|P]) > \delta \},
$$

(3)

where $q_{1-\alpha}(\cdot)$ is the $(1 - \alpha)$-level quantile function with respect to $\pi(P|z)$. By definition, $q_{1-\alpha}$ can be replaced by $\text{VaR}_\alpha(\cdot)$, the $\alpha$-level value-at-risk. Therefore, (3) can be interpreted as applying a robust measure controlled by $\alpha$ to decide whether $x$ may perform better than $\hat{x}$. Reformulation (3) shows that we can devise a class of the risk sets by replacing $\text{VaR}_\alpha(\cdot)$ with other risk measures. For instance, if conditional value at risk ($\text{CVaR}_\alpha(\cdot)$) is used instead of $\text{VaR}_\alpha(\cdot)$, then $S_\alpha(\delta)$ includes $x$ such that whose conditional $\alpha$-tail average of $E[Y(\hat{x}; P)|P] - E[Y(x; P)|P]$ is greater than $\delta$. We focus on (1) leaving the possibility of exploring other risk measures in future work.

Similar to Song and Nelson (2019), our formulation of $S_\alpha(\delta)$ facilitates exploiting the CID effects when there is positive correlation between $E[Y(\hat{x}; P)|P]$ and $E[Y(x; P)|P]$ for $x \neq \hat{x}$. Loosely speaking, such positive correlation makes it easier to decide whether $x$ belongs in $S_\alpha(\delta)$ or not. To see this, let $\mu_\Delta$ and $\sigma^2_\Delta$ be mean and variance of $\Delta \equiv E[Y(\hat{x}; P)|P] - E[Y(x; P)|P]$, respectively. Recall that $x \in S_\alpha(\delta)$, if $\Pr\{\Delta > \delta\} \geq \alpha$. When $\mu_\Delta < \delta$,

$$
\Pr\{\Delta > \delta\} = \Pr\{\Delta - \mu_\Delta > \delta - \mu_\Delta\} \leq \Pr\{|\Delta - \mu_\Delta| \geq \delta - \mu_\Delta\} \leq \frac{\sigma^2_\Delta}{(\delta - \mu_\Delta)^2},
$$

(4)

where the last inequality follows from Chebyshev’s inequality. The smaller $\sigma^2_\Delta$ is, the smaller the upper bound of (4) is. Positive correlation between $E[Y(x; P)|P]$ and $E[Y(\hat{x}; P)|P]$ reduces $\sigma^2_\Delta$ and if the upper bound of (4) is smaller than $\alpha$, $x$ is excluded from the $\alpha$-level risk set. When $\mu_\Delta > \delta$,

$$
\Pr\{\Delta > \delta\} = 1 - \Pr\{\Delta - \mu_\Delta \leq \delta - \mu_\Delta\} \geq 1 - \Pr\{|\Delta - \mu_\Delta| \geq \mu_\Delta - \delta\} \geq 1 - \frac{\sigma^2_\Delta}{(\mu_\Delta - \delta)^2}. \tag{5}
$$

Similarly, the last inequality of (5) follows from Chebyshev’s inequality. In this case, the smaller $\sigma^2_\Delta$ is, the larger the lower bound of (5) is. Thus, when $E[Y(x; P)|P]$ and $E[Y(\hat{x}; P)|P]$ are positively correlated, we have larger lower bound for (5) and if the bound is larger than $\alpha$, then $x$ is included in the $\alpha$-level risk set.
Remark: As mentioned in Section 2, the risk set can be interpreted as a (strict) superlevel set that includes the solutions satisfying the inequality constraint ($> \alpha$) on the probability in (1). Moreover, for each $x$, estimating the probability in (1) can be interpreted as estimating a level set of $P$ that satisfies the condition, $E[Y(\hat{x}; P)|P] - E[Y(x; P)|P] > \delta$.

4 Bayesian modeling

In this section, we discuss Bayesian modeling of $P$ as well as the choice of a prior to model the conditional mean surface as a GP that takes $(x, P)$ as inputs. Estimating the risk set has two major challenges. First, unlike the simple $M/M/1/k$ example above, for a general DOvS problem the analytical expression for $E[Y(x; P)|P]$ is unknown and must be estimated via simulation. Secondly, from the posterior distribution of $P$ we need to estimate the posterior distribution of $E[Y(\hat{x}; P)|P] - E[Y(x; P)|P]$ for each $x \neq \hat{x}$. We discuss how the GP model facilitates efficient risk set estimation by providing posterior inference on the conditional mean surface.

4.1 Bayesian input modeling

Suppose there are $L$ real-world input distributions from which we collect $m_1, m_2, \ldots, m_L$ observations. Let $z_{1\ell}, z_{2\ell}, \ldots, z_{m_\ell \ell} \in Z^\ell$ be observations from the $\ell$th input process whose unknown true probability measure is $P_{c\ell}$, where $Z^\ell$ may be a subset of $\mathbb{R}^d$ or even a more general space. We allow the inputs to be dependent when they are observed together, e.g., the first input may be a three-dimensional random vector whose elements are correlated. The joint true probability measure is denoted by $P^c$, which is simply a product of $P_{c1}, P_{c2}, \ldots, P_{cL}$ under the independence assumption, and defined on $Z \equiv Z^1 \times Z^2 \times \cdots \times Z^L$.

We model unknown $P_{c\ell}$ with $P_{\ell}$ by imposing a prior distribution on $P_{\ell}$. If we take a parametric Bayesian view, then this simply comes down to assuming a prior distribution on the parameter vector, $\theta_{\ell}$, of $P_{\ell}$. When the distribution family of $P_{\ell}$ allows a conjugate prior on $\theta_{\ell}$, then the posterior distribution of $\theta_{\ell}$ can be obtained analytically. Although this is a popular approach in the input uncertainty literature (Ng and Chick 2006; Xie et al. 2016), it restricts input modeling flexibility. When a conjugate relationship is not available, one can still sample from the posterior distribution via Markov Chain Monte Carlo, however, it may be computationally expensive.
An alternative approach is to model $P_\ell$ nonparametrically by representing $P_\ell$ as a probability simplex on $z_{1\ell}, z_{2\ell}, \ldots, z_{m_\ell}$ and captures uncertainty about $P_\ell$ by putting a prior distribution on the probability simplex. This has three major benefits over the parametric approach: 1) no assumption on the distribution family of $P_\ell$ needs to be made; 2) the posterior update for $P_\ell$ is straightforward; 3) sampling from the posterior of $P_\ell$ is very cheap. In the following, we introduce the nonparametric Bayesian input modeling in detail.

Let $u_\ell$ denote the number of distinct observations among $z_{1\ell}, z_{2\ell}, \ldots, z_{m_\ell}$ and $v_{1\ell}, v_{2\ell}, \ldots, v_{u_\ell}$ denote those observations. We further define $w_\ell = \{w_{1\ell}, w_{2\ell}, \ldots, w_{u_\ell}\}$ as the probability simplex assigned to $\{v_{1\ell}, v_{2\ell}, \ldots, v_{u_\ell}\}$. We assume a Dirichlet prior on $w_\ell$ whose density function is proportional to

$$I \left\{ \sum_{j=1}^{u_\ell} w_{j\ell} = 1 \right\} \prod_{j=1}^{u_\ell} (w_{j\ell})^{\kappa_{j\ell} - 1},$$

(6)

where $I(\cdot)$ is an indicator function and $\kappa_{j\ell} > 0, 1 \leq j \leq u_\ell$, are the concentration parameters of the Dirichlet distribution. Assuming $P_\ell$ is defined by the probability simplex $w_\ell$, the posterior distribution of $w_\ell$ is again Dirichlet with its distribution function proportional to

$$I \left\{ \sum_{j=1}^{u_\ell} w_{j\ell} = 1 \right\} \prod_{j=1}^{u_\ell} (w_{j\ell})^{c_{j\ell} + \kappa_{j\ell} - 1},$$

(7)

where $c_{j\ell}$ represents the number of observations equal to $v_{j\ell}$. If all $L$ input distributions are modeled nonparametrically, the posterior distribution function of $P$ given observed data $z = \{z_{j\ell}, j = 1, 2, \ldots, m_\ell, \ell = 1, 2, \ldots, L\}$, $\pi(P|z)$, is proportional to

$$\prod_{\ell=1}^{L} \left( I \left\{ \sum_{j=1}^{u_\ell} w_{j\ell} = 1 \right\} \prod_{j=1}^{u_\ell} (w_{j\ell})^{c_{j\ell} + \kappa_{j\ell} - 1} \right).$$

(8)

When mixed—parametric and nonparametric—input models are used, we can still write a similar product form for (8) under the independence assumption.

Rubin (1981) names the abovementioned method Bayesian bootstrap as the resulting input model resamples the data points with the weights given by the probability simplex. Bayesian bootstrap is more flexible than frequentist’s nonparametric bootstrap approach as it allows $w_j$ to
be continuous-valued rather than a multiple of $1/m_\ell$ as in frequentist’s bootstrap, where $\kappa_j^\ell$’s control how concentrated the distribution of the probability simplex is. In particular, if $\kappa_j^\ell = 1$ for all $j$ and $\ell$ for the prior distribution, then it implies that all probability simplices defined on $\{v_1^\ell, v_2^\ell, \ldots, v_{u_\ell}^\ell\}$ are equally likely (uniform Dirichlet). With this choice, the concentration parameters of the posterior distribution become $c_j^\ell + 1$, for $j = 1, 2, \ldots, u_\ell$, $\ell = 1, 2, \ldots, L$, and the MAP of the posterior distribution is $w_j^\ell = c_j^\ell/m_\ell$ for all $j$, which is equivalent to the frequentist’s empirical distribution function of $z_1^\ell, z_2^\ell, \ldots, z_{m_\ell}^\ell$ (Owen, 2001). The larger $c_j^\ell$’s are, the more concentrated the distribution of the probability simplex is around its MAP.

A probability simplex on $\mathbf{z}^\ell$ that follows (7) can be generated from $m_\ell + \sum_{j=1}^{u_\ell} \kappa_j^\ell - 1$ independent uniform $(0, 1)$ random variables. See Rubin (1981) for further details.

### 4.2 Gaussian process model for the conditional mean surface

A GP model has been extremely popular for representing an expensive-to-evaluate objective function in BO (Frazier, 2019). In their context, the goal is to find $\arg\min_{x \in \mathcal{X}} g(x)$, where the analytical expression of $g$ is unknown, but $g$ can be evaluated at $x$ either exactly or with an additional stochastic error. In the context of OvS under input uncertainty, Pearce and Branke (2017), Lakshmanan and Venkateswaran (2017), and Wang et al. (2018) adopt a GP to model $E[Y(x; P) | P]$ when $P$ is characterized by its parameter vector, $\theta = \{\theta_1, \theta_2, \ldots, \theta_L\}$. In this case, both $x$ and $\theta$ are defined in $\mathbb{R}^d$ letting them use the same GP model typically used in BO. However, when some input distributions are modeled nonparametrically as described in Section 4.1, we need a GP that takes $x$ and a probability simplex as inputs. Below, we present our choice of GP prior that facilitates using the nonparametric input models and discuss its posterior update.

For simplicity of presentation, we assume all $L$ input distributions are modeled nonparametrically with the Dirichlet prior/posterior in Section 4.1. However, our GP model can be extended easily to the case of mixed input models; see remarks below. We model $E[Y(x; P) | P]$ as a realization of GP $\eta(x, P)$ with mean function $\mu(x, P)$ and covariance kernel $k(x, P; x', P')$:

$$\eta(x, P) \sim \mathcal{GP}(\mu(x, P), k(x, P; x', P'))$$

for $x, x' \in \mathcal{X}, P, P' \in \mathcal{M}_+^1(\mathcal{Z})$, (9)

where $\mathcal{M}_+^1(\mathcal{Z})$ represent a set of probability simplices on $\mathcal{Z}$. The covariance between $\eta(x, P)$ and
\( \eta(x', P') \) is defined by covariance kernel \( k \), i.e., \( \text{Cov}(\eta(x, P), \eta(x', P')) = k(x, P; x', P') \). The covariance kernel is a driving force of GP prediction as it enables statistical inference on \( E[Y(x; P) | P] \) at \( (x, P) \) that has not been simulated yet by inducing spatial correlation between \( (x, P) \) and other solution-distributions pairs that have been simulated. Any finite number of observations from the GP have a joint Gaussian distribution whose mean and variance-covariance matrix are defined by \( \mu \) and the Gram matrix constructed from \( k \) (Rasmussen and Williams, 2005). We choose \( \mu(x, P) = \beta_0 \in \mathbb{R} \) (i.e., constant prior mean) and covariance kernel \( k(x, P; x', P') = \tau^2 \gamma_\mathcal{X}(x, x') \gamma_\mathcal{M}(P, P') \), where \( \tau^2 \in \mathbb{R} \) is the marginal variance of the GP, and \( \gamma_\mathcal{X} \) and \( \gamma_\mathcal{M} \) are correlation kernels defined on \( \mathcal{X} \times \mathcal{X} \) and \( \mathcal{M}_1^+(Z) \times \mathcal{M}_1^+(Z) \), respectively. We also require \( k(x, P; x', P') > 0 \) for all \( (x, P) \) and \( (x', P') \), i.e., all \( \eta(x, P) \) are positively correlated under the GP prior. We additionally assume \( \varepsilon(x, P) \sim N(0, v(x, P)) \) so that the posterior of \( \eta(x, P) \) is also GP.

In general, kernel \( \gamma(a, a') \) defined on \( \mathcal{A} \times \mathcal{A} \) is said to be positive definite (pd), if and only if, \( \gamma \) is symmetric and \( \sum_{1 \leq i \leq n} \sum_{1 \leq j \leq n} c_i c_j \gamma(a_i, a_j) \geq 0 \) for all \( n \in \mathbb{N}, a_i \in \mathcal{A}, i = 1, 2, \ldots, n \) and for all \( c_i \in \mathbb{R}, i = 1, 2, \ldots, n \). Such \( \gamma \) generates a positive semi-definite Gram matrix given any finite collection of \( a \)’s in \( \mathcal{A} \), thus any legitimate correlation kernel of GP must be positive definite. There are several candidates for \( \gamma_\mathcal{X} \) defined on \( \mathbb{R}^d \times \mathbb{R}^d \) such as squared exponential and Matérn classes (Rasmussen and Williams, 2005). For the examples in Section 7, the following squared exponential kernel is used: \( \gamma_\mathcal{X}(x, x') = \exp \left\{ - \sum_{s=1}^{d} (x_s - x_s')^2 / \lambda_s \right\} \), where \( \lambda_s > 0, s = 1, 2, \ldots, d \). Observe that for each coordinate \( s \), \( \gamma_\mathcal{X}(x, x') \) is a decreasing function of \( |x_s - x_s'| \). Loosely speaking, \( \eta(x, P) \) and \( \eta(x', P) \) have higher correlation when \( x \) and \( x' \) are close in \( \mathcal{X} \); a modeling assumption makes sense in many DovS settings. For instance, in Figure 1 when the capacities are close, the expected costs are also close for a fixed expected service time. For \( \gamma_\mathcal{M} \), we adopt the following:

\[
\gamma_\mathcal{M}(P, P') = \exp \left\{ - \sum_{\ell=1}^{L} D^2(P_\ell, P'_\ell) / \vartheta_\ell \right\},
\]

where \( D(P_\ell, P'_\ell) \) is some measure of closeness between the \( \ell \)th input models, \( P_\ell \) and \( P'_\ell \), of \( P \) and \( P' \), respectively, and \( \vartheta_\ell > 0 \) for \( \ell = 1, 2, \ldots, L \). In the space of probability distributions, \( f \)-divergence is a popular class of measures of closeness. However, not all \( f \)-divergences result in a pd \( \gamma_\mathcal{M} \). We introduce the sufficient conditions derived by Hein and Bousquet (2004) for
Remark: Since (10) is a product of \(L\) kernels for \(L\) independent inputs, it can be modified to take both parametric and nonparametric \(P_\ell\)'s. For instance, if \(P_1\) is parametric and the squared exponential kernel is adopted for \(P_1\), then \(\gamma_M(P, P') = \exp \left\{ - (\theta_1 - \theta'_1)^2 / \vartheta_1 - \sum_{\ell=2}^L D^2(P_\ell, P'_\ell) / \vartheta_\ell \right\},\) where \(\theta_1\) and \(\theta'_1\) are the parameter vectors of \(P_1\) and \(P'_1\), respectively.

The parameters of our GP prior, \(\beta_0, \tau^2, \lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_d\}\) and \(\vartheta = \{\vartheta_1, \vartheta_2, \ldots, \vartheta_L\}\), can be estimated via maximum likelihood estimation (MLE) after sampling \(n_0\) initial design solution-distributions pairs (design pairs for short) \((x_1, P_1), (x_2, P_2), \ldots, (x_{n_0}, P_{n_0})\) and simulating \(r_i \geq 2\) times at each \((x_i, P_i)\) (see Appendix C for details). The GP prior is then updated to its posterior conditional on the simulation results form the \(n_0\) design pairs. More generally, suppose \(n_t\) distinct \((x, P)\) pairs are sampled by the \(t\)th iteration of our sequential algorithm. Let \(Y_t = \{Y_1, Y_2, \ldots, Y_{n_t}\}\), where \(Y_i = \sum_{j=1}^{r_i} Y_j(x_i, P_i)/r_i\) and \(Y_j(x_i, P_i)\) is the \(j\)th simulation output. Then, the joint posterior distribution of \(\eta(x, P)\) and \(\eta(x', P')\) for any \(x, x' \in \mathcal{X}'\) and \(P, P' \in \mathcal{M}_+^d(\mathcal{Z})\) conditional on \(Y_t\) is

\[
\begin{pmatrix}
\eta(x, P) \\
\eta(x', P')
\end{pmatrix}
| Y_t \sim N \left( \begin{pmatrix}
\beta_0 1_d - \left[ \Sigma_t(x, P) \rangle \Sigma_t(x', P') \langle \right]^{-1} (\Sigma_t + \Sigma_t^e)^{-1} (Y_t - \beta_0 1_{n_t})
\end{pmatrix}, \tau^2 \begin{pmatrix}
1 & \gamma_M(P, P') \\
\gamma_M(P, P') & 1
\end{pmatrix} - \left[ \Sigma_t(x, P) \rangle \Sigma_t(x', P') \langle \right]^{-1} \left[ \Sigma_t(x, P) \Sigma_t(x', P') \right],
\]

where \(\Sigma_t(x, P)\) is \(n_t \times 1\) covariance vector between \((x, P)\) and the \(n_t\) simulated pairs constructed by kernel \(k\), \(\Sigma_t\) is the Gram matrix of \(k\) and \(n_t\) simulated pairs, and \(\Sigma_t^e\) is the variance-covariance matrix of the simulation errors of \(Y_t\). When all \((x, P)\) pairs are simulated independently, \(\Sigma_t^e\) is simply a \(n_t \times n_t\) diagonal matrix with \(v(x_i, P_i)/r_i\) on the \(i\)th diagonal. Since \(v(x_i, P_i)\) is unknown, we use the sample variance, \(S^2(x_i, P_i) = \sum_{j=1}^{r_i} (Y_j(x_i, P_i) - \bar{Y}(x_i, P_i))^2/(r_i - 1)\), as its plug-in estimator. In the following sections, we denote the posterior mean of GP at \((x, P)\) in the \(t\)th iteration by \(\mu_t(x, P)\) for notational convenience.
5 Risk set inference

At the $t$th iteration, $S_\alpha(\delta)$ can be estimated by replacing $E[Y(x; P)|P]$ in (1) with GP $\eta(x, P)$:

$$\{ x \in \mathcal{X} | \Pr\{ \eta(\tilde{x}, P) - \eta(x, P) > \delta | Y_t, z \} > \alpha \},$$

where the probability is taken with respect to the joint posterior distribution of $P$ and the GP conditional on $Y_t$ and $z$. The probability in (12) can be rewritten as

$$\int P \Pr\{ \eta(\tilde{x}, P) - \eta(x, P) > \delta | Y_t, P \} \pi(P|z) dP = \int P \Phi\left( \frac{\mu_t(\tilde{x}, P) - \mu_t(x, P) - \delta}{\sigma_t(\tilde{x}, x, P)} \right) \pi(P|z) dP$$

where $\Phi(\cdot)$ is the cumulative distribution function (cdf) of the standard normal distribution and $\sigma_t(\tilde{x}, x, P)$ is the standard deviation of $\eta(\tilde{x}, P) - \eta(x, P)$ at the $t$th iteration. The integration in (13) is analytically intractable and expensive to compute numerically. Especially, when all $L$ input distributions are modeled nonparametrically, (13) is an integration over a $\sum_{\ell=1}^{L} u_\ell$-dimensional probability simplex. Instead, we can sample $P_1, P_2, \ldots, P_B \sim \pi(P|z)$ and approximate (13) with its MC estimate. The resulting risk set estimator is

$$\tilde{S}_t^t(\delta) = \left\{ x \in \mathcal{X} \left| \frac{1}{B} \sum_{b=1}^{B} \Phi\left( \frac{\mu_t(\tilde{x}, P_b) - \mu_t(x, P_b) - \delta}{\sigma_t(\tilde{x}, x, P_b)} \right) > \alpha \right\}.$$  

For notational convenience, we use $\tilde{S}_t$ instead of $\tilde{S}_t^t(\delta)$ in the remainder of the paper assuming $\alpha$ and $\delta$ are fixed throughout the procedure. While $P_1, P_2, \ldots, P_B$ may be newly sampled at every iteration, we choose to sample them once at the very beginning of our sequential risk set estimation algorithm and use the same sample throughout the algorithm. The former is computationally expensive as we need to recompute the covariance vector $\Sigma_t(x, P_b)$ for all new $(x, P_b)$ combinations at each iteration to update the GP posterior as in (11). By fixing $P_1, P_2, \ldots, P_B$, we only need to compute at most one additional element of $\Sigma_{t+1}(x, P_b)$ from $\Sigma_t(x, P_b)$ that corresponds to the newly simulated solution-distributions pair. When nonparametric input models are used, such
computational saving indeed makes a difference since nonparametric kernel (10) is more expensive to compute than a parametric one.

For our sequential procedure, we consider the following class of sampling decision at each iteration for some function $h(\cdot, \cdot)$ defined by a sampling criterion:

$$\arg\min_{(x, P) \in X \times \{P_1, P_2, \ldots, P_B\}} h(x, P).$$  \hfill (15)

A good sampling criterion reduces the estimation error of $\bar{S}_t$ efficiently and is cheap to compute. A sampling criterion that ensures good global fit of the GP model (e.g. minimizing the integrated mean squared error of GP) does not directly target the former and can be quite inefficient for the same reason as for the naive MC approach; some solutions may not require too much simulation effort to be excluded from the risk set. In the following sections, we introduce a sampling criterion that directly targets reducing the estimation error of $\bar{S}_t$ and discuss its efficient computation.

### 5.1 Sequential sampling criterion

To measure the estimation error of $\bar{S}_t$, we define loss function $L(\cdot)$ that counts the number of incorrectly classified solutions given a risk set estimate:

$$L(\bar{S}_t) = \sum_{x \in S_{\alpha}(\delta)} I\{x \notin \bar{S}_t\} + \sum_{x \notin S_{\alpha}(\delta)} I\{x \in \bar{S}_t\}. \hfill (16)$$

We use $I_t$ to denote the solution-distributions pair that is selected for simulation at the $t$th iteration.

Suppose $I_t = (x, P)$. The difference in the loss function between the $t$th and $(t+1)$th iteration is, $\Delta L^t(x, P) \equiv L(\bar{S}_{t+1}) - L(\bar{S}_t)$, is

$$\Delta L^t(x, P) = \sum_{x \in S_{\alpha}(\delta)} (I\{x \notin \bar{S}_{t+1}\} - I\{x \notin \bar{S}_t\}) + \sum_{x \notin S_{\alpha}(\delta)} (I\{x \in \bar{S}_{t+1}\} - I\{x \in \bar{S}_t\})$$

$$= |S_{\alpha}(\delta) \cap (\bar{S}_t \setminus \bar{S}_{t+1})| - |S_{\alpha}(\delta) \cap (\bar{S}_{t+1} \setminus \bar{S}_t)| + |S_{\alpha}(\delta)^c \cap (\bar{S}_{t+1} \setminus \bar{S}_t)| - |S_{\alpha}(\delta)^c \cap (\bar{S}_t \setminus \bar{S}_{t+1})|.$$

Our strategy is to simulate $(x, P)$ expected to reduce the loss function the most in the next iteration.

This type of sampling criterion is referred to as a one-step look-ahead or myopic policy as its goal is to maximize the benefit of sampling in the next iteration instead of the cumulative benefit.
in the subsequent iterations until the simulation budget is exhausted by formulating a dynamic programming problem (Frazier, 2009). The latter is computationally impossible in our context due to so-called “curse of dimensionality.”

To compute the expectation of $\Delta L_t(x, P)$, we need $S_\alpha(\delta)$, which is clearly unknown. Instead, a lower bound to $\Delta L_t(x, P)$ can be derived without knowing $S_\alpha(\delta)$ as:

$$
\Delta L_t(x, P) \geq -|S_\alpha(\delta) \cap (\bar{S}^t \cup \bar{S}^{t+1})| - |S_\alpha(\delta^c) \cap (\bar{S}^{t+1} \cup \bar{S}^t)| - |S_\alpha(\delta^c) \cap (\bar{S}^t \cup \bar{S}^{t+1})|
= -|((\bar{S}^t \cup \bar{S}^{t+1}) \cup (\bar{S}^{t+1} \cup \bar{S}^t))|,
$$

(17)

Note that $((\bar{S}^t \cup \bar{S}^{t+1}) \cup (\bar{S}^{t+1} \cup \bar{S}^t))$ is the set of solutions whose classifications are changed in the $(t+1)$th iteration. The lower bound can be also viewed as a ‘plug-in’ estimate of $\Delta L_t(x, P)$ by letting $S_\alpha(\delta) \approx \bar{S}^{t+1}$, which gives $\Delta L_t(x, P) \approx (17)$. From (17)

$$
E[\Delta L_t(x, P)] = E[|((\bar{S}^t \cup \bar{S}^{t+1}) \cup (\bar{S}^{t+1} \cup \bar{S}^t))|, Y_t, I_t = (x, P)] \geq -E[|((\bar{S}^t \cup \bar{S}^{t+1}) \cup (\bar{S}^{t+1} \cup \bar{S}^t))|, Y_t, I_t = (x, P)].
$$

(18)

Notice that the expectation is conditional on $z$ and $Y_t$ as well as the sampling decision at the $t$th iteration, $I_t$. Minimizing the lower bound in (18) is equivalent to maximizing the expected number of solutions whose classifications change from the previous iteration. In other words, we would like to sample $(x, P)$ such that the updated risk set is expected to be as different as possible from the current to hedge the risk of incorrect classification.

To estimate the lower bound in (18), we start with the following equivalence

$$
E[|((\bar{S}^t \cup \bar{S}^{t+1}) \cup (\bar{S}^{t+1} \cup \bar{S}^t))|, Y_t, I_t = (x, P)]
= E \left[ \sum_{x' \in \bar{S}^{t+1}} I(x' \notin \bar{S}^{t+1}) + \sum_{x' \notin \bar{S}^t} I(x' \in \bar{S}^{t+1}) \middle| Y_t, I_t = (x, P) \right]
= \sum_{x' \in \bar{S}^t} \Pr\{x' \notin \bar{S}^{t+1} \middle| Y_t, I_t = (x, P)\} + \sum_{x' \notin \bar{S}^t} \Pr\{x' \in \bar{S}^{t+1} \middle| Y_t, I_t = (x, P)\}
= \sum_{x' \in \bar{S}^t} \Pr\left\{ \frac{1}{B} \sum_{b=1}^{B} \Phi \left( \frac{\mu_{t+1}(\tilde{x}, P_b) - \mu_{t+1}(x', P_b) - \delta}{\sigma_{t+1}(\tilde{x}, x', P_b)} \right) \leq \alpha \middle| Y_t, I_t = (x, P) \right\}
+ \sum_{x' \notin \bar{S}^t} \Pr\left\{ \frac{1}{B} \sum_{b=1}^{B} \Phi \left( \frac{\mu_{t+1}(\tilde{x}, P_b) - \mu_{t+1}(x', P_b) - \delta}{\sigma_{t+1}(\tilde{x}, x', P_b)} \right) > \alpha \middle| Y_t, I_t = (x, P) \right\},
$$

(19)
The predictive variance-covariance matrix, $V$, as shown in Section 6. As a result, the estimated sampling criteria for all $(x', P)$ at the $t$th iteration. The probabilities in (19) are completely determined by the distribution of $\mu_{t+1}$ and $V_{t+1}$ given the sampling decision, $I_t = (x, P)$. In Appendix D, we show

$$\mu_{t+1}|z, Y_t, I_t = (x, P) \sim N\left(\mu_t, \frac{V_t(x, P) V_t(x, P)^\top}{v(x, P)/R_t + V_t(x, P; x, P)}\right),$$

(20)

where $R_t$ is the number of replications we obtain at the selected solution-distributions pair at the $t$th iteration, and $V_t(x, P)$ and $V_t(x, P; x', P')$ are the column and the element of $V_t$ corresponding to $(x, P)$ and $\{(x, P), (x', P')\}$, respectively. Recall that $v(x, P)$ is the stochastic error variance of $y(x, P)$ given $P$. If $(x, P)$ is already simulated, then $S^2(x, P)$ can be used as a plug-in estimate. Otherwise, one can fit a prediction model for $v(x, P)$ based on observed sample variances up to the $t$th iteration. For the experiments in Section 7, we use simple pooled variances; for each $x$, $v(x, P)$ is approximated by the average of $S^2(x, P_b)$ at $(x, P_b)$ pairs that are simulated so far. The predictive variance-covariance matrix, $V_{t+1}$, does not depend on the simulation output from $(x, P)$ and only depends on the identity of $(x, P)$. We show in Appendix D, $\sigma^2_{t+1}(\tilde{x}, x', P_b)$ given $I_t = (x, P)$ can be computed deterministically as

$$\sigma^2_{t+1}(\tilde{x}, x', P_b)|z, Y_t, I_t = (x, P) = \sigma^2_t(\tilde{x}, x', P_b) - \frac{(V_t(x, P; \tilde{x}, P_b) - V_t(x, P; x', P_b))^2}{v(x, P)/R_t + V_t(x, P; x, P)}.$$

(21)

Analytically computing the probabilities in (19) is difficult. A similar issue often arises in BO, where the sampling criterion is difficult to compute analytically. A common approach is MC estimation; we can sample $N$ multivariate normal vectors from (20), plug them instead of $\mu_{t+1}$ in (19) and compute their average. The challenge in our case, however, is that this estimate quickly becomes 0 as $t$ increases for fixed $N$. Recall that (19) is the sum of the probability each solution switching its classification in the next iteration. This becomes a rare event as $t$ increases, because our sampling criterion causes $E[(\tilde{S}^t \setminus \tilde{S}^{t+1}) \cup (\tilde{S}^{t+1} \setminus \tilde{S}^t)|z, Y_t, I_t = (x, P)] \xrightarrow{a.s.} 0$ for all $(x, P)$ pairs as shown in Section 6. As a result, the estimated sampling criteria for all $(x, P)$ become 0 unless
we increase $N$ as $t$ increases, which implies growing computational cost.

Instead, we propose an approximation of (19) that can be computed exactly (up to a numerical precision) is cheaper to compute than the MC estimation approach described above. Applying the first-order Taylor series approximation around $\mu_{t+1} = \mu_t$,

$$
\frac{1}{B} \sum_{b=1}^B \Phi \left( \frac{\mu_{t+1}(\tilde{x},P_b) - \mu_t(x',P_b) - \delta}{\sigma_{t+1}(\tilde{x},x',P_b)} \right) \approx \frac{1}{B} \sum_{b=1}^B \Phi \left( \frac{\mu_t(\tilde{x},P_b) - \mu_t(x',P_b) - \delta}{\sigma_{t+1}(\tilde{x},x',P_b)} \right) + \frac{1}{B} \sum_{b=1}^B \Phi \left( \frac{\mu_t(\tilde{x},P_b) - \mu_t(x',P_b) - \delta}{\sigma_{t+1}(\tilde{x},x',P_b)} \right) \mu_{t+1}(\tilde{x},P_b) - \mu_{t+1}(x',P_b) - (\mu_t(\tilde{x},P_b) - \mu_t(x',P_b)),$$

(22)

where $\phi(\cdot)$ is the standard normal probability density function (pdf). Note that the right-hand-side of (22) is simply a linear function of $\mu_{t+1}$. Conditional on $z,Y_t$, and $I_t = (x,P)$, its distribution can be derived from (20) as

$$
\mathcal{N} \left( \frac{1}{B} \sum_{b=1}^B \Phi \left( \frac{\mu_t(\tilde{x},P_b) - \mu_t(x',P_b) - \delta}{\sigma_{t+1}(\tilde{x},x',P_b)} \right), \left( c_{x'}^T w_{x'}(x,P) \right)^2 \right),
$$

(23)

where $c_{x'}$ and $w_{x'}(x,P)$ are $B$-dimensional vectors whose $b$th elements are

$$
\frac{1}{B\sigma_{t+1}(x,x,P)} \Phi \left( \frac{\mu_t(\tilde{x},P_b) - \mu_t(x',P_b) - \delta}{\sigma_{t+1}(x,x',P_b)} \right) \text{ and } \frac{V_t(\tilde{x},P_b;x,P) - V_t(x',P_b;x,P)\sqrt{\nu(x,P)/R_t + V_t(x,P;x,P)}},
$$

respectively. Therefore, (19) is approximated by

$$
\tilde{\mathbb{E}} \left[ |(\bar{S}^t \setminus \bar{S}^{t+1}) \cup (\bar{S}^{t+1} \setminus \bar{S}^t)| \big| z,Y_t, I_t = (x,P) \right] \approx \sum_{x' \in \bar{S}^t} \Phi \left( \frac{\alpha - \frac{1}{B} \sum_{b=1}^B \Phi \left( \frac{\mu_t(\tilde{x},P_b) - \mu_t(x',P_b) - \delta}{\sigma_{t+1}(x,x',P_b)} \right)}{|c_{x'}^T w_{x'}(x,P)|} \right) + \sum_{x' \not\in \bar{S}^t} \Phi \left( \frac{\alpha - \frac{1}{B} \sum_{b=1}^B \Phi \left( \frac{\mu_t(\tilde{x},P_b) - \mu_t(x',P_b) - \delta}{\sigma_{t+1}(x,x',P_b)} \right)}{|c_{x'}^T w_{x'}(x,P)|} \right),
$$

(24)

which can be computed exactly up to a numerical precision.

Since the classification decision for $x$ is based on the comparisons between $\mu_{t+1}(\tilde{x},P_b)$ and $\mu_{t+1}(x,P_b)$ at $b = 1, 2, \ldots, B$, we also consider pairwise sampling of $(\tilde{x},P)$ and $(x,P)$, i.e., $I_t = \{(\tilde{x},P),(x,P),x \neq \tilde{x}\}$. The lower bound on $\mathbb{E}[\Delta l^t(x,P)|z,Y_t, I_t = \{(\tilde{x},P),(x,P),x \neq \tilde{x}\}]$ and its equivalent expression can be derived similarly as in (18) and (19), respectively with only one difference: the conditioning event changes from $I_t = (x,P)$ to $I_t = \{(\tilde{x},P),(x,P),x \neq \tilde{x}\}$.
Appendix D shows

\[
\begin{align*}
\mu_{t+1} | z, Y_t, I_t &= \{(\bar{x}, P), (x, P), x \neq \bar{x}\} \sim N \left( \mu_t, CD^{-1}D^{-1}C^T \right), \\
\sigma^2_{t+1}(\bar{x}, x', P_b) | z, Y_t, I_t &= \{(\bar{x}, P), (x, P), x \neq \bar{x}\} \\
&= \sigma^2_t(\bar{x}, x', P_b) - d(x', P_b; x, P)^T D^{-1} D^{-1} d(x', P_b; x, P),
\end{align*}
\]

(25)

where \( C = \left[ \sqrt{\frac{R_t}{v(x, P)}} V_t(\bar{x}, P), \sqrt{\frac{R_t}{v(x, P)}} V_t(x, P) \right] \), \( D \) is the lower Cholesky factor of

\[
\begin{bmatrix}
1 + R_t V_t(\bar{x}, P; \bar{x}, P) / v(\bar{x}, P) & R_t V_t(\bar{x}, P; x, P) / \sqrt{v(x, P) v(\bar{x}, P)} \\
R_t V_t(\bar{x}, P; x, P) / \sqrt{v(x, P) v(\bar{x}, P)} & 1 + R_t V_t(x, P; x, P) / v(x, P)
\end{bmatrix},
\]

and

\[
d(x', P_b; x, P) = \begin{bmatrix}
\sqrt{\frac{R_t}{v(x, P)}} (V_t(\bar{x}, P; \bar{x}, P) - V_t(x', P_b; \bar{x}, P)) \\
\sqrt{\frac{R_t}{v(x, P)}} (V_t(\bar{x}, P; x, P) - V_t(x', P_b; x, P))
\end{bmatrix}.
\]

From (25), the predictive distribution of (22) conditional on \( z, Y_t \), and \( I_t = \{(\bar{x}, P), (x, P)\} \) can be derived; it has the same mean as (23), but the variance is \( c_{\bar{x}, \bar{S}} U_{x'}(x, P) U_{x'}(x, P)^T c_{x'} \), where \( U_{x'}(x, P) \) is a \( B \times 2 \) matrix whose \( b \)th row is \( d(x', P_b; x, P)^T D^{-1} \). Thus, \( \bar{E} \left[ ||(\bar{S}^{t+1}) \cup (\bar{S}^{t+1})|| \right] z, Y_t, I_t = \{(\bar{x}, P), (x, P)\} \) can be defined by replacing \( c_{\bar{x}, \bar{S}} w(x, P) \) in (24) with \( (c_{\bar{x}, \bar{S}} U_{x'}(x, P) U_{x'}(x, P)^T c_{x'})^{1/2} \).

Based on the estimated lower bounds of expected reduction in the loss function, we decide which \( (x, P) \) (or \( (\bar{x}, P) \) and \( (x, P) \), if pair-wise sampling) to simulate next. Specifically, we solve (15) with

\[
h(x, P) = \begin{cases} 
-\bar{E} \left[ ||(\bar{S}^{t+1}) \cup (\bar{S}^{t+1})|| \right] z, Y_t, I_t = (x, P), & \text{if } x = \bar{x}, \\
-\max \left\{ \bar{E} \left[ ||(\bar{S}^{t+1}) \cup (\bar{S}^{t+1})|| \right] z, Y_t, I_t = (x, P) \right\}, & \text{otherwise.}
\end{cases}
\]

Notice for pairwise sampling, we discount the reduction by a half since it requires twice the simulation effort.

### 5.2 Distribution selection criterion

Although we select the next \( P \) to simulate among \( P_1, P_2, \ldots, P_B \), we need to evaluate \( h \) for \( |X|B \) solution-distributions pairs to compare at each iteration. To reduce the computational burden, first
notice that Problem (15) can be rewritten as \( \min_{x} \min_{\mathbf{P} \in \{ \mathbf{P}_1, \mathbf{P}_2, \ldots, \mathbf{P}_B \}} h(x, \mathbf{P}) \). Thus, if we can analytically solve the inner minimization problem for each \( x \), then \( h \) needs to be evaluated only \( |X| \) times. Even though this is not possible, we can approximate the minimizer of the inner problem by a “good” distribution for each \( x \).

What characterizes a good distribution to be sampled with \( x \)? For \( x = \hat{x} \), we argue that

\[
\mathbf{P}^1_{\hat{x}} \equiv \arg \max_{\mathbf{P}_b \in \{ \mathbf{P}_1, \mathbf{P}_2, \ldots, \mathbf{P}_B \}} V_t(\hat{x}, \mathbf{P}_b; \hat{x}, \mathbf{P}_b) \tag{27}
\]

is a good choice because the GP has the largest prediction error at \((\hat{x}, \mathbf{P}^1_{\hat{x}})\) given \( \hat{x} \). Note that “1” in \( \mathbf{P}^1_{\hat{x}} \) is to emphasize that only single sampling is considered for \( \hat{x} \).

For \( x \neq \hat{x} \), in the same spirit of our sampling criterion in Section 5.1, we would like to sample \( \mathbf{P}_b \) that is most likely to change the classification decision of \( x \) in the next iteration to hedge the risk of misclassification. Recall that each \( \mathbf{P}_b \) contributes \( \frac{1}{B} \phi \left( \frac{\mu_t(\hat{x}, \mathbf{P}_b) - \mu_t(x, \mathbf{P}_b) - \delta}{\sigma_t(x, \mathbf{P}_b)} \right) \) to the MC estimate of \(|\mathcal{I}_t|\). Thus, the magnitude of ‘local’ change in contribution when \( \mathcal{I}_t = (x, \mathbf{P}_b) \) (or \( \mathcal{I}_t = \{(\hat{x}, \mathbf{P}_b), (x, \mathbf{P}_b)\} \)) is

\[
\frac{1}{B} \left| \phi \left( \frac{\mu_{t+1}(\hat{x}, \mathbf{P}_b) - \mu_{t+1}(x, \mathbf{P}_b) - \delta}{\sigma_{t+1}(x, \mathbf{P}_b)} \right) - \phi \left( \frac{\mu_t(\hat{x}, \mathbf{P}_b) - \mu_t(x, \mathbf{P}_b) - \delta}{\sigma_t(x, \mathbf{P}_b)} \right) \right|. \tag{28}
\]

We argue \( \mathbf{P}_b \) that maximizes the expected value of (28) is a good candidate because the larger the expected change is, the more likely the classification of \( x \) changes. Clearly, this is a local change as sampling \((x, \mathbf{P}_b)\) will affect the GP means and variances at all solution-distributions pairs. However, focusing on the local change allows us to estimate its expectation cheaply since it only requires \( \sigma_{t+1}(\hat{x}, x, \mathbf{P}_b) \) and the predictive distribution of \( \mu_{t+1}(\hat{x}, \mathbf{P}_b) - \mu_{t+1}(x, \mathbf{P}_b) \) instead of the entire \( \mu_{t+1} \). The exact expectation of (28) is difficult to obtain analytically. Instead, we can approximate it in a similar way to (22). The first-order Taylor series approximation of (28) at \( \mu_{t+1}(\hat{x}, \mathbf{P}_b) - \mu_{t+1}(x, \mathbf{P}_b) = \mu_t(\hat{x}, \mathbf{P}_b) - \mu_t(x, \mathbf{P}_b) \) gives

\[
\frac{1}{B} \left| \phi \left( \frac{\mu_t(\hat{x}, \mathbf{P}_b) - \mu_t(x, \mathbf{P}_b) - \delta}{\sigma_{t+1}(\hat{x}, x, \mathbf{P}_b)} \right) - \phi \left( \frac{\mu_t(\hat{x}, \mathbf{P}_b) - \mu_t(x, \mathbf{P}_b) - \delta}{\sigma_t(\hat{x}, x, \mathbf{P}_b)} \right) \right| \tag{29}
\]

\[
+ \frac{1}{\sigma_{t+1}(\hat{x}, x, \mathbf{P}_b)} \phi \left( \frac{\mu_t(\hat{x}, \mathbf{P}_b) - \mu_t(x, \mathbf{P}_b) - \delta}{\sigma_{t+1}(\hat{x}, x, \mathbf{P}_b)} \right) \left\{ \mu_{t+1}(\hat{x}, \mathbf{P}_b) - \mu_{t+1}(x, \mathbf{P}_b) - (\mu_t(\hat{x}, \mathbf{P}_b) - \mu_t(x, \mathbf{P}_b)) \right\},
\]

which is a folded normal random variable. Therefore, the expectation of (29) can be derived from
Thus, \( P \) is the following mean formula for a folded normal distribution (Leone et al., 1961):

\[
\frac{1}{\pi} \left\{ (1 - 2\Phi(-a_1/a_2))a_1 + 2a_2\phi(-a_1/a_2) \right\},
\]

where \( a_1 \) and \( a_2 \) are the mean and the standard deviation of the normal random variable inside \( | \cdot | \) in (29), respectively. For \( \mathcal{I}_t = (x, P_b) \), \( a_1 = \Phi \left( \frac{\mu(x,P_b) - \mu(x,P_b) - \delta}{\sigma_{t+1}(x,x,P_b)} \right) - \Phi \left( \frac{\mu(x,P_b) - \mu(x,P_b) - \delta}{\sigma_{t+1}(x,x,P_b)} \right) \) and \( a_2 = \phi \left( \frac{\mu(x,P_b) - \mu(x,P_b) - \delta}{\sigma_{t+1}(x,x,P_b)} \right) \left| \frac{V(x,P_x,P_b) - V(x,P:x,P_b)}{\sigma_{t+1}(x,x,P_b)\sqrt{(x,P_b)/R_t + V(x,P_x,P_b)}} \right| \), where \( \sigma_{t+1}(x,x,P_b) \) is given by (21). For pairwise sampling, \( \mathcal{I}_t = \{ (\hat{x}, P_b), (x, P_b), x \neq \hat{x} \} \), \( a_1 \) has the same expression, but with \( \sigma_{t+1}(x,x,P_b) \) in (26), and \( a_2 = \phi \left( \frac{\mu(x,P_b) - \mu(x,P_b) - \delta}{\sigma_{t+1}(x,x,P_b)} \right) \sqrt{d(x,P_b;x,P_b)/\sigma_{t+1}(x,x,P_b)} \), where \( D \) and \( d(x,P_b;x,P_b) \) are defined in Section 5.1. We define \( \mathcal{H}_x^1(P_b) \) and \( \mathcal{H}_x^2(P_b) \) as the resulting function (30) for single and pairwise sampling cases, respectively.

Let \( P^1_x = \arg \max_{P_b \in \{P_1,P_2,...,P_B\}} \mathcal{H}_x^1(P_b) \) and \( P^2_x = \arg \max_{P_b \in \{P_1,P_2,...,P_B\}} \mathcal{H}_x^2(P_b) \) for \( x \neq \hat{x} \). In words, \( P^1_x \) (\( P^2_x \)) is the best input distribution to simulate with \( x \) for single (pair-wise) sampling. Given \( P^1_x \) and \( P^2_x \) for all \( x \in \mathcal{X} \), (15) is modified to \( \min_{x \in \mathcal{X}} \tilde{h}(x) \), where

\[
\tilde{h}(x) = \begin{cases} 
-\hat{E} \left[ |(\hat{S}^t + \hat{S}^{t+1}) \cup (\hat{S}^{t+1} + \hat{S}^t)| \right] z, \mathcal{I}_t = (x, P^1_x) \right], & \text{if } x = \hat{x}, \\
- \max \left\{ \hat{E} \left[ |(\hat{S}^t + \hat{S}^{t+1}) \cup (\hat{S}^{t+1} + \hat{S}^t)| \right] z, \mathcal{I}_t = (x, P^1_x) \right], & \text{otherwise.} \\
\frac{1}{2} \hat{E} \left[ |(\hat{S}^t + \hat{S}^{t+1}) \cup (\hat{S}^{t+1} + \hat{S}^t)| \right] z, \mathcal{I}_t = \{ (\hat{x}, P^2_x), (x, P^2_x) \} \right}, & \text{otherwise.}
\end{cases}
\]

Thus, \( \tilde{h} \) needs to be evaluated only \( |\mathcal{X}| \) times once \( P^1_x \) and \( P^2_x \) are found for each \( x \).

The distribution selection problem discussed in this section can be interpreted as choosing a point on the support \( (P_b) \) to sample to estimate the probability that a \( \eta(\hat{x}, P) - \eta(x, P) \) is above threshold \( \delta \). This is closely related to the Bayesian superset estimation reviewed in Section 2. For instance, the sequential sampling criteria proposed by Bect et al. (2012) can be applied to the distribution selection problem. However, their criteria are more expensive to compute than ours as they measure the effect of sampling each candidate \( P_b \) to all \( P_1, P_2, \ldots, P_B \) and involve a numerical integration. Since we need to solve this problem twice (for single and pairwise sampling) for each \( x \in \mathcal{X} \), such computational overhead is undesirable.

In the same setting, Echard et al. (2011) propose to sample \( P_b \in \{P_1,P_2,...,P_B\} \) such that the marginal event, \( \{ \eta(\hat{x}, P_b) - \eta(x, P_b) > \delta \} \), is the most uncertain. This is equivalent to choosing \( P_b \) with the smallest \( |\delta - (\mu_t(\hat{x}, P_b) - \mu_t(x, P_b))|/\sigma_t(\hat{x}, x, P_b) \). Since this does not involve computing
which causes the next solution-distributions pair to simulate using the sampling criteria introduced in Section 5. We present the sequential risk set inference (SRSI) procedure in Algorithm 1. The procedure selects this sampling criterion with ours in Section 7.1.

In the following, we discuss asymptotic properties of SRSI. Proofs of all theorems below can be

### Algorithm 1 Sequential risk set inference procedure (SRSI)

1. Initialize $B, n_0, r$ and \{R_t\} for the algorithm.
2. From real-world data $z$, update the posterior distribution, $\pi(P|z)$.
3. Sample $P_1, P_2, \ldots, P_B$ from $\pi(P|z)$.
4. Select $n_0$ initial $(x, P)$ pairs from $x \in X$ and $P \in \{P_1, P_2, \ldots, P_B\}$, simulate $r$ replications at each to obtain $Y_0$, and estimate the parameters of the GP prior via MLE. $t \leftarrow 0$.
5. while simulation budget remains do
   6. Update GP posterior mean, $\mu_t$, and covariance matrix, $V_t$, conditional on $Y_t$.
   7. Compute $\sigma_t(\hat{x}, x, P)$ for all $x \neq \hat{x}$ and $P \in \{P_1, P_2, \ldots, P_B\}$.
   8. Find $\hat{S}_t \equiv \{x \in X \mid \frac{1}{B} \sum_{b=1}^{B} \Phi \left( \frac{\mu_t(\hat{x}, P_b) - \mu_t(x, P_b)}{\sigma_t(x, P_b)} \right) > \alpha \}$.
   9. Find $P^1(\hat{x}) = \arg \max_{P_b \in \{P_1, P_2, \ldots, P_B\}} V_t(\hat{x}, P_b; \hat{x}, P_b)$.
   10. For each $x \neq \hat{x}$, find $P^t(x) = \arg \max_{P_b \in \{P_1, P_2, \ldots, P_B\}} H^t_x(P_b)$ and $P^2(x) = \arg \max_{P_b \in \{P_1, P_2, \ldots, P_B\}} H^2_x(P_b)$.
   11. Find $\bar{\hat{x}} = \arg \min_{x \in X} \bar{h}(x)$.
   12. if $\bar{\hat{x}} = \hat{x}$ then
      13. $\hat{P} = P^1(\hat{x})$
   14. else
      15. if \[
      \begin{align*}
      E \left[ \left\| (\hat{S}_t \setminus \hat{S}_t^{t+1}) \cup (\hat{S}_t^{t+1} \setminus \hat{S}_t) \right\| | z, Y_t, I_t = (\bar{\hat{x}}, P^1_{\bar{\hat{x}}}) \right] \\
      > \frac{1}{r} E \left[ \left\| (\hat{S}_t \setminus \hat{S}_t^{t+1}) \cup (\hat{S}_t^{t+1} \setminus \hat{S}_t) \right\| | z, Y_t, I_t = (\bar{\hat{x}}, P^2_{\bar{\hat{x}}}, (\bar{\hat{x}}, P^2_{\bar{\hat{x}}})) \right]
      \end{align*}
      \] then
      16. $\hat{P} = P^1_{\bar{\hat{x}}}$
   17. else
      18. $\hat{P} = P^2_{\bar{\hat{x}}}$
   19. end if
   20. end if
   21. Run $R_t$ replications at $(\bar{\hat{x}}, \hat{P})$ and update $Y_{t+1}$. $t \leftarrow t + 1$.
22. end while
23. Update GP posterior mean and covariance matrix conditional on $Y_t$. Find and return $\hat{S}_t$.

the predictive distribution, it is cheaper to compute than our criterion. However, this criterion can be quite inefficient if there exists $P_{b'}$ such that $E[Y(\hat{x}, P_{b'})|P_{b'}] - E[Y(x, P_{b'})|P_{b'}]$ is close to $\delta$, which causes $P_{b'}$ to get disproportionately large sampling effort. We compare the performance of this sampling criterion with ours in Section 7.1.

### 6 Sequential risk set inference procedure

We present the sequential risk set inference (SRSI) procedure in Algorithm 1. The procedure selects the next solution-distributions pair to simulate using the sampling criteria introduced in Section 5.

In the following, we discuss asymptotic properties of SRSI. Proofs of all theorems below can be
found in Appendix E. Before we proceed, let us define the following estimator of $S_\alpha(\delta)$:

$$
\hat{S}_\alpha^B(\delta) \equiv \left\{ x \in \mathcal{X} \mid \frac{1}{B} \sum_{b=1}^{B} I \left( \frac{1}{B} \sum_{b=1}^{B} I \left( E[Y(\tilde{x}; P_b)] - E[Y(x; P_b)] > \delta \right) > \alpha \right) \right\},
$$

where $P_1, P_2, \ldots, P_B$ are the same as those from Step (3) of the algorithm. In words, $\hat{S}_\alpha^B(\delta)$ is a MC estimator of $S_\alpha(\delta)$ assuming we can evaluate $E[Y(x; P_b)]$ exactly without simulation error, i.e., the best-possible estimator if no analytical expression of $E[Y(x; P_b)]$ is available. The following theorem shows that $\tilde{S}_t$ indeed converges to $\hat{S}_\alpha^B(\delta)$ as $t \to \infty$.

**Theorem 1.** Suppose either all $L$ input distributions are nonparametrically modeled with the Dirichlet prior/posterior distribution or if there is any parametric $P_\ell$, its parameter $\theta_\ell$ has a continuous posterior distribution. Also suppose $B$ is chosen so that $\alpha$ is not a multiple of $1/B$ and $S_\alpha(\delta)$ is replaced with $\hat{S}_\alpha^B(\delta)$ in the definition of $L$. If SRSI runs without stopping, then 1) $\tilde{S}_t \xrightarrow{a.s.} \hat{S}_\alpha^B(\delta)$; and 2) $-|\tilde{S}_t \setminus S_{t+1} \cup (\tilde{S}_t \setminus S_t)| |z, Y_t, \mathcal{I}_t \xrightarrow{a.s.} \Delta L_t(x, P_b)$ for both $\mathcal{I}_t = (x, P_b)$ and $\mathcal{I}_t = \{ (\tilde{x}, P_b), (x, P_b), x \neq \tilde{x} \}$ uniformly for all $(x, P_b)$ pairs.

Note that the conditions on $P$ and $B$ in Theorem 1 are needed to ensure there is no $x$ such that $\frac{1}{B} \sum_{b=1}^{B} I \left( E[Y(\tilde{x}; P_b)] - E[Y(x; P_b)] > \delta \right) = \alpha$. The second part of Theorem 1 states that our lower bound to the exact one-step reduction in the loss function becomes asymptotically tight.

In the proof of Theorem 1 we also show that $E[|\tilde{S}_t \setminus S_{t+1} \cup (\tilde{S}_t \setminus S_t)| |z, Y_t, \mathcal{I}_t] \xrightarrow{a.s.} 0$ for both $\mathcal{I}_t = (x, P_b)$ and $\mathcal{I}_t = \{ (\tilde{x}, P_b), (x, P_b), x \neq \tilde{x} \}$, which is the result mentioned in Section 5.1.

Although SRSI uses $P_1, P_2, \ldots, P_B$ sampled in Step 3 throughout the procedure for computational efficiency, at any finite $t$ the GP posterior can be evaluated at $\mathcal{X} \times \{ P_1, P_2, \ldots, P_B \}$ for $B > B$ to obtain a more accurate estimate of the risk set. The following theorem facilitates this.

**Theorem 2.** Suppose SRSI is stopped at $t = T$. For any $P_1, P_2, \ldots, P_B \overset{i.i.d.}{\sim} \pi(P|z)$, as $B \to \infty$,

$$
\left\{ x \in \mathcal{X} \mid \frac{1}{B} \sum_{b=1}^{B} \Phi \left( \frac{\mu_T(\tilde{x}, P_b) - \mu_T(x, P_b) - \delta}{\sigma_T(x, P_b)} \right) > \alpha \right\} \xrightarrow{a.s.} \left\{ x \in \mathcal{X} \mid \Pr \{ \eta(\tilde{x}, P) - \eta(x, P) > \delta | Y_T, z \} > \alpha \right\}.
$$

Even though SRSI is designed to efficiently estimate the risk set for specific $\alpha$ and $\delta$, the posterior GP from the procedure can be used to estimate risk sets for other $\alpha$ and $\delta$ values, which we demonstrate empirically in Section 7.1.
7 Empirical performance

In this section, we show empirical performance of SRSI using two examples. The first is the M/M/1/k queue example introduced in Section 3. This problem has a known expression for the objective function, thus lets us evaluate the estimation error of the risk set obtained from SRSI. We compare the performance of SRSI with a naive MC estimation method using the same simulation budget. We also test two variations of the SRSI with different distribution selection criteria to show effectiveness of our criterion introduced in Section 5.2.

The second is a more realistic example simplified from the ambulance dispatching center location problem introduced in Section 1. Using this example, we illustrate practical usage of the risk set.

7.1 M/M/1/k queue example

As introduced in Section 3, the objective function of this problem is the expected cost per customer and $x = k$. Recall that $P_1^c$ and $P_2^c$ are Exp(1) and Exp(1.1), respectively. The input distributions are modeled nonparametrically using the Dirichlet prior described in Section 4.1 with the concentration parameter, $\kappa_1 = \kappa_2 = 1$. We implemented a discrete-event simulator that modifies the Lindley equation for a uncapacitated single server queue (Nelson, 2013) to incorporate the system capacity. Although the simulator can generate interarrival times and service times directly from $\mathbf{P} = \{P_1, P_2\}$ sampled from the posterior Dirichlet distribution, we chose to first compute the means of $P_1$ and $P_2$ and use them as parameters for exponential distributions to generate inter-arrival and service times. This facilitates performance evaluation presented below as we can use the exact expected cost expression in Appendix A. To remove the initial bias of the simulation, we sampled the initial number of customers in the system from the steady-state distribution of number in system for M/M/1/k queue. The simulation output from a single replication given $x$ and $\mathbf{P}$, $Y(x; \mathbf{P})$, is the average cost of the 2,000 customers generated within the replication.

The solutions in contention are $\mathcal{X} = \{1, 2, \ldots, 50\}$ and we set $\delta = 1$ and $\alpha = 0.2$. For GP prior, we adopted the squared exponential kernel for $\gamma_X$ and nonparametric kernel (10) for $\gamma_M$ with the squared Hellinger distance as $D$.

We compare the risk set estimates from SRSI with those from the following procedures:

- Naive MC (NMC): all $|\mathcal{X}|B$ solution-distribution pairs are assigned the equal number
of replications, $N$, given the total simulation budget and the risk set is estimated by
\[ \left\{ x \in X \left| \frac{1}{B} \sum_{b=1}^{B} I(\hat{Y}(\hat{x}; P_b) - \bar{Y}(x; P_b) > \delta) > \alpha \right. \right\}, \]
where $\bar{Y}(\hat{x}; P_b)$ is the sample average of $N$ replications at $(x, P_b)$.

- **SRSI-m**: SRSI with modified $H^1_x(P_b) = H^2_x(P_b) = -\frac{|\delta - (\mu_t(\hat{x}, P_b) - \mu_t(x, P_b))|}{\sigma_t(x, P_b)}$ for $x \neq \hat{x}$.

- **SRSI-v**: SRSI with modified $H^1_x(P_b) = H^2_x(P_b) = -\sigma_t(\hat{x}, x, P_b)$ for $x \neq \hat{x}$.

The SRSI-m and SRSI-v are variations of SRSI, where the former selects $\hat{P} = P_b$ minimizing the marginal sampling criterion suggested by [Echard et al. (2011)] and the latter selects $P_b$ with the largest posterior variance of $\eta_t(\hat{x}, P_b) - \eta_t(x, P_b)$, respectively, at each iteration.

We repeated each procedure 120 times while changing the random number seeds from 1 to 120. For each run, a new “real-world” sample $z$ is generated by sampling $m = 100$ i.i.d. random variates from each of $P_1^c$ and $P_2^c$. Since all procedures use the same random number seed for each run, they all share the same $\pi(P \mid z)$ for each run that varies across runs. We chose $\hat{x}$ to be the conditional optimum given the MAP of $P$ and sampled $B = 101$ probability simplices from $\pi(P \mid z)$.

For SRSI and its variations, $n_0 = 100$ initial solution-distributions pairs are chosen and simulated $r = 30$ times to compute the MLEs of the GP hyperparameters and we set $R_t = 30$ for all $t$. For benchmarking, we found $\tilde{S}^B_{\alpha}(\delta)$ using the exact cost function in Appendix A.

The results from all four procedures are shown in Figure 3. The top left plot displays the probability that the estimated risk set from each procedure includes all elements of $\tilde{S}^B_{\alpha}(\delta)$, i.e., probability of inclusion. SRSI has the highest probability of inclusion across all simulation budgets followed closely by SRSI-m, whereas SRSI-v whose distribution selection is only driven by GP prediction error performs worse than the other two. This shows importance of the distribution selection criterion for the performance of the sequential risk set inference procedure. Notice that the probability of inclusion has a downward trend for NMC. This is because for a small simulation budget, the standard error of $\bar{Y}(\hat{x}; P_b)$ is large and when it is overestimated, the NMC tends to include a lot of solutions in the risk set, which makes the estimated risk set much larger than $\tilde{S}^B_{\alpha}(\delta)$.

The top right plot shows the probability that the estimated risk set from each procedure equals to $\tilde{S}^B_{\alpha}(\delta)$, i.e., probability of identification. SRSI still dominates the other procedures. Notice there are bigger gaps among SRSI, SRSI-m, and SRSI-v than for the probability of inclusion. NMC shows considerably poorer performance compared to the SRSI and its variations. The bottom right plot
Figure 3: Empirical performances of the four procedures, SRSI, NMC, SRSI-m, and SRSI-v, from 120 runs. Starting from the top left in clockwise order, each graph shows 1) the estimated probability that the estimated risk set from each procedure includes all elements of $\tilde{S}_B^B(\delta)$; 2) the estimated probability that the estimated risk set from each procedure equals to $\tilde{S}_B^B(\delta)$; 3) the average number of incorrectly classified solutions; 4) the sampling frequency of the solutions for a single run of SRSI, where $\hat{x} = 12$ and $\tilde{S}_B^B(\delta) = \{15, 16, 17, 18, 19, 20\}$ for $\delta = 1$ and $\alpha = 0.2$.

shows the average number of incorrectly classified solutions. SRSI consistently has the smallest average across all simulation budgets; SRSI has the average close to 1 even for relatively simulation budget. On the other hand, NMC has much larger average number of incorrect classifications than the rest especially when the simulation budget is smaller.

To further demonstrate the performance of SRSI, we present the sampling frequency of all solutions within a single run of SRSI in the bottom left plot in Figure 3. The $y$-axis represents the number of times each solution is sampled by the end of the $t = 15,000$th iteration. For this run, $\hat{x} = 12$ and $\tilde{S}_B^B(\delta) = \{15, 16, 17, 18, 19, 20\}$. The most frequently sampled solution is $\hat{x}$, because all the rest of the solutions are compared with $\hat{x}$ and our sampling criterion ensures the GP has small prediction error at $\hat{x}$. Besides $\hat{x}$, notice that more frequently sampled solutions are at the boundaries of $\tilde{S}_B^B(\delta)$. These solutions are more difficult to classify than those at the interior of $\tilde{S}_B^B(\delta)$ or clearly excluded solutions, thus our sampling criterion allocates more replications to them.
The same observations can be made for the comparison between $\hat{S}_\alpha(\delta) = 1$ minute. The center has 8 ambulances in total. The color gradation of Figure 4a represents dispatching center and is willing to ignore any difference in the expected response time within a grid in Figure 4a. Suppose the decision maker wants to select a neighborhood to place the time between receiving the emergency call and the patient’s pick-up.

College, Pennsylvania that minimizes the expected response time of the ambulances defined as the et al. (2019). Their goal is to decide a new location of an ambulance dispatching center in State

7.2 Ambulance dispatching center location problem

In this section, we present a more realistic example modified from the DOvS case study in Wang et al. (2019). Their goal is to decide a new location of an ambulance dispatching center in State College, Pennsylvania that minimizes the expected response time of the ambulances defined as the time between receiving the emergency call and the patient’s pick-up.

Although the experiments in Figure 3 were run with $\delta = 1$ and $\alpha = 0.2$, we may still estimate the risk sets at different $\alpha$ levels using the same GP posterior obtained from SRSI. In Table 2, we compare $\hat{S}_\alpha(\delta)$ with the corresponding $\tilde{S}_\alpha(\delta)$ at different $\alpha$ levels for the same SRSI run displayed in the bottom left plot of Figure 3, where distinct elements are in bold. For $\alpha \neq 0.2$, some solutions are misclassified, nevertheless, the estimated risk sets are quite close to $\tilde{S}_\alpha(\delta)$ at all levels of $\alpha$. The same observations can be made for the comparison between $\hat{S}_\alpha(\delta)$ and $\tilde{S}_\alpha(\delta)$ at different $\delta$ values in Table 3.

Table 2: Comparison between $\hat{S}_\alpha(\delta)$ and $\tilde{S}_\alpha^B(\delta)$ at different $\alpha$ levels from the same run as the bottom left plot of Figure 3 where $\hat{x} = 12$. Distinct elements between two sets are in bold.

| $\alpha$ | $\hat{S}_\alpha(\delta)$ | $\tilde{S}_\alpha^B(\delta)$ |
|---------|--------------------------|-------------------------------|
| 0.05    | $\{6, 7, 8, 9, 10, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50\}$ | $\{6, 7, 8, 9, 10, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48\}$ |
| 0.1     | $\{7, 8, 9, 10, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32\}$ | $\{7, 8, 9, 10, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31\}$ |
| 0.15    | $\{9, 10, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, \textbf{26, 27}\}$ | $\{8, 9, 10, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25\}$ |
| 0.2     | $\{15, 16, 17, 18, 19, 20\}$ | $\{15, 16, 17, 18, 19, 20\}$ |
| 0.25    | $\emptyset$ | $\emptyset$ |

Table 3: Comparison between $\hat{S}_\alpha(\delta)$ and $\tilde{S}_\alpha^B(\delta)$ at different $\delta$ values from the same run as the bottom left plot of Figure 3 where $\hat{x} = 12$. Distinct elements between two sets are in bold.

| $\delta$ | $\hat{S}_\alpha(\delta)$ | $\tilde{S}_\alpha^B(\delta)$ |
|---------|--------------------------|-------------------------------|
| 0       | $\{8, 9, 10, 11, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, \textbf{24}\}$ | $\{8, 9, 10, 11, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23\}$ |
| 0.5     | $\{8, 9, 10, 11, 13, 15, 16, 17, 18, 19, 20, 21, \textbf{22}\}$ | $\{8, 9, 10, 11, 14, 15, 16, 17, 18, 19, 20, 21\}$ |
| 1.0     | $\{15, 16, 17, 18, 19, 20\}$ | $\{15, 16, 17, 18, 19, 20\}$ |
| 1.5     | $\emptyset$ | $\emptyset$ |

In our simplified version, we consider a municipality consists of $|X| = 36$ neighborhoods on a grid in Figure 4a. Suppose the decision maker wants to select a neighborhood to place the dispatching center and is willing to ignore any difference in the expected response time within $\delta = 1$ minute. The center has 8 ambulances in total. The color gradation of Figure 4a represents
(a) The number of emergency phone calls received from 36 neighborhoods

(b) The risk set of Neighborhood 23

(c) The risk set of Neighborhood 21

(d) The risk set of Neighborhood 30

Figure 4: Neighborhood maps of the ambulance dispatching center location problem. We set $\delta = 1$ minute and $\alpha = 0.1$. In (b)–(d), $\hat{x}$ is in black and the solutions included in the estimated risk sets are in grey. The number in each region is the estimated probability that each solution is more than 1-minute shorter than $\hat{x}$ given the posterior on the patient location distribution.

relative call frequency in each neighborhood calculated from 331 emergency phone calls received by the center in the past; 40 calls were collected from Neighborhood 30, whereas only one call was made from each of Neighborhoods 6, 11, and 15. The aggregate arrival process of emergency calls in the municipality is known as a Poisson process with rate 1 call per hour, whereas the location distribution of the patients is unknown. When an emergency call is received, they dispatch the next available ambulance at the center to the patient’s location and transport him/her to the center. If all ambulances are busy, the patient is put in the virtual queue until there is availability. All patients in the queue are first-come-first-served. The ambulance’s travel time between two neighborhoods is distributed as Erlang with scale $7.2$ minutes and phase equal to the Manhattan distance between the neighborhoods plus one. For instance, the travel time from Neighborhood 11 to 30 is distributed as Erlang($7.2, 5$). The travel time distribution is also assumed to be known.

To summarize, the only source of input uncertainty in this problem is the location distribution of the patients, which we model nonparametrically using the Dirichlet prior described and we set
\( \kappa_j = 1 \) for \( j = 1, 2, \ldots, 36 \). Thus, the MAP of the Dirichlet posterior distribution, \( P_{\text{MAP}} \), is the same as the empirical distribution of the call frequency data in Figure 4a.

We built a discrete-event simulator using Python to estimate the steady-state mean of the response time for each solution. For each simulated emergency call, its location is randomly generated from the probability simplex that represents the location distribution. To eliminate the initial bias, 1,000-hour warm-up period is used for all solutions. Each replication averages the response time of patients picked up by the ambulances during 50 hours after the warm up.

Suppose the decision maker ran a R&S procedure to find Neighborhood 23 to be the optimum conditional on \( P_{\text{MAP}} \)—we confirmed this by replicating all solutions 10,000 times to estimate the conditional expected response time with less than 4\% relative errors—and wants to further investigate input model risk of implementing this decision. She chose \( \alpha = 0.1 \) (risk averse).

We ran SRSI with \( B = 150, n_0 = 108, \) and \( r = 2 \). We continued to run \( R_t = 2 \) replications for each selected solution-distribution pair and stopped at the \( t = 100 \)th iteration. Figure 4b shows the estimated probability that each solution’s expected response time is more than 1-minute shorter than that of Neighborhood 23 given the posterior on the patient location distribution. Notice that all solutions’ probabilities are less than 0.1 leaving the estimated risk set empty. This indicates Neighborhood 23 is a robust solution to input model risk.

Along with the conditional optimum, we also ran the procedure to estimate the risk sets of Neighborhoods 21 (geographic center) and 30 (population center) as presented in Figures 4c and 4d, respectively. In the former, notice that the solutions in the risk set are closer to the high-frequency neighborhoods in Figure 4a than Neighborhood 21 is. These locations tend to perform better than Neighborhood 21 as they can serve a large portion of the emergency patients with shorter response time. On the other hand, Neighborhood 36 is excluded from the risk set despite its proximity to the high-frequency neighborhoods. This is because of its distance from the upper left quadrant of the municipality; although they receive emergency calls less frequently from the quadrant, placing the dispatching center at Neighborhood 36 substantially increases the expected response time of the patients in the quadrant. Given a probability simplex sampled from the posterior Dirichlet that has relatively high probabilities on the upper left quadrant, Neighborhood 36 performs significantly worse than Neighborhood 21 causing it to be excluded from the risk set. Similar observations can be made for the risk set of Neighborhood 30 in Figure 4d.
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