ON QUANTUM COMPLEX FLOWS

THIERRY PAUL

Abstract. We study the propagation of quantum Töplitz observables through quantized complex linear canonical transformation of one degree of freedom systems. We associate to such a propagated observable a non local “Töplitz” expression involving off diagonal terms. We study the link of this construction with the usual Weyl symbolic paradigm.
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1. INTRODUCTION AND MAIN RESULT

Complex quantum Hamiltonians have (re)gained a lot of interest these last years, see e.g. the book [L10] and all the references quoted there. It seems that, at the contrary, quantization of complex symplectic flows didn’t get the interest it deserves as it did at the period of the birth of Fourier integral operators, see [MS74] for example. Inside this category, representation of linear complex symplectic flows, namely the complex symplectic group and its corresponding complex metaplectic representation has also lost most of interest since the golden years of “group theoretical methods in physics”, see [G75].

Let us remark that, since complex numbers are (according to us) necessary to the formulation of quantum mechanics, considering the Schrödinger equation on a Hilbert space \( \mathcal{H} \) with complex (e.g. bounded) Hamiltonian \( H \) does not create any intrinsic a priori difficulty, a property that classical mechanics (on a real symplectic phase space \( \mathcal{P} \)) doesn’t share with its quantum counterpart. The quantum flow is still given by \( e^{-itH/\hbar} \) which exists (of course it is not anymore unitary) for all time for example when \( H \) is bounded. \( e^{-itH/\hbar} \) defines for any \( t \in \mathbb{R} \) a bounded operator on \( \mathcal{H} \), at the contrary of the Lie exponential \( \mathcal{L}^{-th} \).
associated to the symbol $h$ of $H$ which doesn’t apply on $P$ because the Hamiltonian vector field associated to $h$ is not tangent to $P$ anymore.

This complex setting is not the only one leading to to a situation where quantum mechanics is well defined while its underlying classical counterpart is not. Little regular potentials (or more generally Hamiltonians) generating vector fields below Cauchy-Lipschitz regularity condition are also examples of perfectly well defined quantum dynamics having a classical counterpart ill-defined, at least in the standard sense of this word. Another situation deals with classical chaotic systems, and the semiclassical approximation of its quantum counterpart in the case where the Planck constant $\hbar$ vanishes and the time evolution diverges, the two limits being taken at the same time and being correlated. This twofold limit correspond to the classical (in the sense of $\hbar \to 0$) limit of the quantum flow taken at time infinite and could be naively though being the classical dynamics at time $t = \infty$, which doesn’t exist, especially for chaotic systems.

We have been studied these singular (with respect to the classical underlying dynamics) situations in a series of articles dealing with the semiclassical approximation of the quantum dynamics. In [AP13] was shown on examples potentials giving rise to BV (and not more) vector field how quantum initial conditions of the Schrödinger equation select between the several possible classical trajectories the one obtained at the classical limit (‘superposition of them are also reachable). In [AFFGP11] [FLP12] is shown in the general BH case how the Di Perna-Lions [DPL88] classical flow associated to these singular Hamiltonians is recovered at the classical limit, see [P13] for a (short) review of results concerning singular potentials. Long time semiclassical “chaotic” evolution was first apprehended in [P08], where splitting and reconstruction of evolved coherent states was shown to happen around hyperbolic fixed points of the classical dynamics, and is studied more systematically in [P12] where we show that the limit $\hbar \to 0, t \to \infty$ leads to non standard classical limit : the phase space - locus where the symbol of the evolved observable is defined - becomes a noncommutative space (space of leaves of the invariant foliation of the classical flow). Finally in [P19] we studied “quantum” observables constructed in the framework of topological quantum fields theory involving even more singular (below continuous) naive symbols. A change of paradigm dealing with operator valued symbols is introduced in order to define the “right” symbol (and the right underlying phase-space).

In all these papers, the phase space (and therefore the dynamics) obtained by taking the classical limit $\hbar \to 0$ has had to be changed from the (standar symplectig manifold) expected ones: [P08] [AP13] the limit dynamics becomes probabilistic (or ubiquitous), in [AFFGP11] [FLP12] the limit flow is only defined almost everywhere and in [P12] [P19] the phase space becomes a noncommutative space. Moreover in [P12] [P19], though it is the standard quantum dynamics which is studied, new types of quantizations were needed both in a form of, say, non local Töplitz quantization. The goal of the present little paper is to show how the standard quantization of complex linear canonical transformations can be understood in terms of real flows (actually two) and a genuine change of type of quantization.

\[1\] due to ill-definiteness of the dynamics not satisfying Cauchy-Lipschitz condition
The Dirac notation will be used through the whole article: \( |\#\rangle \) will be meant as an element of a Hilbert space \( \mathcal{H} \) with scalar product \( \langle \cdot, \cdot \rangle \), \( \langle |\#1\rangle|\#2\rangle \) as the scalar product \( \langle |\#1\rangle, |\#2\rangle \), and \( |\#1\rangle\langle\#2| \) as the operator on \( \mathcal{H} \) defined by \( |\#1\rangle\langle\#2| \varphi := (|\#2\rangle, \varphi)|\#1\rangle \), \( \varphi \in \mathcal{H} \).

We will study conjugation of quantum observables given by the Töplitz (anti-Wick) construction by complex metaplectic operators. In order to avoid heavy notation, we will be, in most of the paper, concern with the one degree of freedom case: a two dimensional phase space that will be, for simplicity, \( \mathbb{C} \).

More precisely we consider operators of the form

\[
H = \int_C \alpha(x) |\psi_x^\alpha \rangle \langle \psi_x^\alpha| \frac{dzd\bar{z}}{2\pi \hbar}.
\]

where the family of coherent states \( |\psi_x^\alpha \rangle \) is defined, for \( \alpha \in \mathbb{C}, \Im \alpha > 0 \) and \( z = (q, p) \in \mathbb{R}^2 \) the coherent state \( |\psi_x^\alpha \rangle \) defined by

\[
|\psi_x^\alpha \rangle := \left( \frac{\Im \alpha}{\pi \hbar |\alpha|^2} \right)^{\frac{i}{2}} e^{-\frac{i}{2\hbar} (x-q)^2} e^{i \frac{p x}{\hbar}} e^{-i \frac{\pi}{\hbar} |\alpha|^2}.
\]

Note that the standard Töplitz quantization correspond to \( \beta = 1 \), but \( \beta \) will show to be a true dynamical variable, so we need to consider it as a degree of freedom. The link between different \( h_\beta(\cdot) \) leading to the same operator \( H \) (in particular the standard case) is given below, in Appendix \( \Box \) Lemma 15. One has

\[
\int_C \alpha(z) |\psi_x^\alpha \rangle \langle \psi_x^\alpha| \frac{dzd\bar{z}}{2\pi \hbar} = \int_C \alpha'(z) |\psi_x^{\alpha'} \rangle \langle \psi_x^{\alpha'}| \frac{dzd\bar{z}}{2\pi \hbar} \tag{1.1}
\]

\[
h_{\alpha,\alpha'} = e^{-i \frac{\Delta x}{\hbar} (\alpha - \alpha') \Delta x + i \frac{\Delta y}{\hbar} (\frac{1}{\alpha} - \frac{1}{\alpha'}) \Delta y} h_{\alpha'} \tag{1.2}
\]

for \( \Im (\alpha - \alpha') > 0, \Im \left( \frac{1}{\alpha} - \frac{1}{\alpha'} \right) < 0 \).

An easy computation shows that, when \( h_\alpha(z) := 1 \), \( H = \text{Id} \) for any value of \( \alpha \).

We consider the operator \( U(S)^{-1}HU(S) \), conjugated of \( H \) by the operator \( U(S) \) where \( S \) is a real \( 2 \times 2 \) matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) of determinant one and \( U \) is the metaplectic representation. More precisely \( U(S) \) is the operator of integral kernel given by

\[
U(x, y) = \frac{1}{\sqrt{2\pi \hbar}} e^{-\frac{i}{\hbar} \frac{b}{\sqrt{2}} (dx^2 - 2xy + ay^2)} \quad b \neq 0
\]

\[
= \sqrt{d \delta} (dx - y) e^{i \frac{a}{b} \frac{x^2}{2}} \quad b = 0
\]

(1.3)
In order to show of (1.3) can be derived, let us recall that one way to define the metaplectic representation is through the formula

\[ S\left( \frac{x}{-i\hbar \frac{d}{dx}} \right) = \left( U(S)^{-1}xU(S) \right) U(S)^{-1}\left(-i\hbar \frac{d}{dx}\right)U(S), \]  

(1.4)

Writing that \( U(S) \) is unitary by \( U(S)^{-1} = U(S)^* \), that is \( U^{-1}(x, y) = \overline{U(y, x)} \) we get for \( S = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \), an equation whose solution is \( (1.3) \), of course modulo a global phase.

It is well known and easy to derive after (1.4) that, when \( S \) is real the Weyl symbol of \( U(S)HU(S)^{-1} \) is the push-forward of the Weyl symbol of \( H \) by \( S \), namely

\[ \sigma_{U(S)^{-1}HU(S)}^{\text{Weyl}} (q) = \sigma_{H}^{\text{Weyl}} \left( S^{-1}(q) \right). \]  

(1.5)

An easy computation shows that this implies the following result.

\[ U(S)^{-1}HU(S) = \int h_{\alpha S(\alpha), \alpha}(Sz)|\psi_z^\alpha \rangle \langle \psi_z^\alpha| \frac{dz d\overline{z}}{2\pi \hbar} \]

with \( \alpha S(\alpha) = iS \cdot (\alpha) \), where \( S \cdot z = \frac{az + b}{cz + d} \), and \( h_{\alpha S(\alpha), \alpha} \) is given by (1.2).

Of course this formula doesn’t make any sense when \( S \) is not real anymore for general symbols \( h \). But we will see that there is a general “off-diagonal” Töplitz representation.

The main result of the present short note is the following theorem.

**Notation:** we will denote for \( S = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \), \( z = (q, p) \) and \( \alpha \in \mathbb{C} \),

\[ \overline{S} = \begin{pmatrix} \overline{c} & \overline{b} \\ \overline{a} & \overline{d} \end{pmatrix}, \quad S(z) = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} q \\ p \end{pmatrix} \quad \text{and} \quad S \cdot \alpha = \frac{\alpha a + b}{\alpha c + d}. \]

Moreover, \( \wedge \) will denote the symplectic form on \( T^* \mathbb{R} \), \( z \wedge z' = pq' - qp' \).

**Theorem 1** (Off-diagonal Töplitz representation).

Let

\[ H = \int h(z)|\psi_z^\alpha \rangle \langle \psi_z^\alpha| \frac{dz d\overline{z}}{2\pi \hbar}. \]

Define, for \( S \in SL(2, \mathbb{Z}) \) and \( \Im \alpha > 0 \), the real \( 2 \times 2 \) matrix \( \alpha T_S \) by

\[ \alpha T_S(z) = (q_S^\alpha, p_S^\alpha) \in \mathbb{R}^2 \]  

defined by \( q_S^\alpha + \alpha S(\alpha)p_S^\alpha = q^S + \alpha S(\alpha)p^S \), \( \begin{pmatrix} q^S \\ p^S \end{pmatrix} := S(z), \quad z = (q, p) \).

Then, for any \( S, \alpha \) such that \( |V \cdot \alpha| < \infty, \Im(V \cdot \alpha) > 0 \), \( V = S^{-1}, S^{-1}, S^{-1} \overline{S} \),

\[ U(S)^{-1}HU(S) = \int \alpha T_S \# h_{\overline{S}, \alpha, \alpha}(z) \frac{\langle |\psi_z^{-1}\overline{S}, \alpha, \alpha(z)\rangle_{\psi_z^\alpha} |\psi_z^\alpha \rangle_{\psi_z^\alpha}}{\langle \psi_z^\alpha \rangle_{\psi_z^\alpha} \langle \psi_z^{-1}\overline{S}, \alpha, \alpha(z)\rangle_{\psi_z^\alpha}} \frac{dz d\overline{z}}{2\pi \hbar}, \]

where \( h_{\overline{S}, \alpha, \alpha} \) is defined by (1.1) - (1.2) and \( T \# h \) is the push-forward of \( h \) by \( T \).

**Remark 2.** It is easy to check that, for any \( S \in SL(2, \mathbb{C}) \) there exists \( \alpha, \Im(\alpha) > 0 \), such that \( |V \cdot \alpha| < \infty, \Im(V \cdot \alpha) > 0 \), \( V = S^{-1}, S^{-1}, S^{-1} \overline{S} \),
Remark 3. We could have thought to try to use \( U(S)^{-1} H U(S) \psi_z^\beta \) for \( H \) pseudo, but this creates \( O(\hbar^{\infty}) \) terms in competition with the large, as \( \hbar \to 0 \), terms of the norm of \( U(S) \psi_z^\beta \).

Remark 4. Our main result Theorem 1.4 shows that, associated to the complex linear canonical mapping (flow) \( S \) are associated two real (non flow) linear mappings: \( \alpha T \bar{S} \) which propagate the Töplitz symbol, and \( \alpha T_{S^{-1}} \bar{S} \) which “propagate” the off-diagonal property of the Töplitz quantization.

We computed in Section 3 several simple examples.

2. PROOF OF THEOREM 1

We state first the following well-know (and trivial to prove) result.

Lemma 5. Let \( S = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{R}) = Spn(2, \mathbb{R}) \). We define \( U = U(S) \) the operator on \( L^2(\mathbb{R}) \) defined through its integral kernel

\[
U(x, y) = \frac{1}{\sqrt{b^2 \pi \hbar}} e^{-\frac{1}{2 \hbar^2} (dx^2 - 2xy + dy^2)} = \sqrt{a \delta(ax - y)} e^{-i \frac{\alpha^2}{2 \hbar}}
\]

(remark that \( U \) is continuous as an operator as \( b \to 0 \)). Then \( U \) is unitary and

\[
U(S)^{-1} \begin{pmatrix} P \\ Q \end{pmatrix} U(S) = S \begin{pmatrix} P \\ Q \end{pmatrix}
\]

where \( Q = \times x, \ P = -i \hbar \frac{d}{dx} \).

Proposition 6. Let, for \( \alpha \in \mathbb{C} \), \( \Im \alpha > 0 \) and \( z = (q, p) \in \mathbb{R}^2 \), the coherent state \( \psi_z^\alpha \) be defined by

\[
\psi_z^\alpha(x) := \left( \frac{\Im \alpha}{\pi \hbar |\alpha|^2} \right)^{\frac{1}{2}} e^{-\frac{i}{2 \hbar} (x-q)^2 e^{i \frac{px}{\hbar}} e^{-i \frac{q^2}{2 \hbar}}}.
\]

Let \( S = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{C}) = Spn(2, \mathbb{C}) \) and let \( U = U(S) \) be defined through its integral kernel

\[
U(x, y) = \frac{1}{\sqrt{b^2 \pi \hbar}} e^{-\frac{1}{2 \hbar^2} (dx^2 - 2xy + ay^2)} = \sqrt{a \delta(ax - y)} e^{i \frac{\alpha^2}{2 \hbar}}
\]
Let $\wedge$ be the symplectic form $z \wedge z' = pq' - qp'$ and
\[
\begin{aligned}
z^S = (p^S, q^S), & \quad (p^S_q) = S^S_q, \\
\alpha_S(\alpha) = S \cdot \alpha, & \quad \left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \cdot \theta = \frac{a \theta + b}{c \theta + d}, \quad \theta \in \mathbb{C} \\
\alpha_S^S = a T_S(z) = (p^S_q, q^S) \in \mathbb{R}^2 & \text{defined by } q^S + \alpha_S(\alpha)p^S = q^S + \alpha_S(\alpha)p^S \\
\alpha_S = (a + b\alpha) \cdot \frac{1}{2} \left(\frac{\Im(S(\alpha))^{-1}}{S(\alpha)}\right)^\frac{1}{2}.
\end{aligned}
\]

Then, for any $S, \alpha$ such that $|\alpha_S(\alpha)| < \infty, \Im \alpha_S(\alpha) > 0,$
\[
U(S)\psi^\alpha_z = e^{\frac{i}{\hbar} z \wedge \alpha_S} \psi^\alpha_z.
\]

Proof. We first notice that, denoting $Z = (\frac{P}{Q}),$
\[
\psi^\alpha_z = e^{\frac{i}{\hbar} z \wedge \alpha_S^S} \psi^\alpha_z.
\]

Therefore
\[
U(S)\psi^\alpha_z = U(S)e^{\frac{i}{\hbar} z \wedge S^{-1}(Z)} U(S)^{-1} U(S)\psi^\alpha_z \\
= e^{\frac{i}{\hbar} z \wedge S^{-1}(Z)} U(S)\psi^\alpha_z \\
= e^{\frac{i}{\hbar} \Im \alpha_S(\alpha)} (a + b\alpha) \cdot \frac{1}{2} \left(\frac{\Im(S(\alpha))^{-1}}{S(\alpha)}\right)^\frac{1}{2} \psi^\alpha_z
\]

(we have used that, since $S$ is canonical, $z \wedge S^{-1}(Z) = S^{-1}(S(z)) \wedge S^{-1}(Z) = S^{-1}(z) \wedge Z$ and $U(S)\psi^\alpha_z = \psi^{S\hat{S}}_0$ as a straightforward computation shows.)

Now
\[
e^{\frac{i}{\hbar} \Im \alpha_S(\alpha)} \psi^\alpha_z = e^{\frac{i}{\hbar} \Im \alpha_S(\alpha)} \left(\frac{\Im \alpha_S(\alpha)}{\pi \hbar |\alpha_S(\alpha)|^2}\right)^\frac{1}{2} e^{-\frac{i}{2\pi \hbar} \alpha_S(\alpha)(x-q)^2} e^{i \frac{p_s}{\hbar} \cdot \frac{p_s^s}{\hbar}} e^{-i \frac{p_s^s q^S}{2\hbar}}, \quad p_s, q_s \in \mathbb{R}
\]

at the condition that, precisely,
\[
\begin{aligned}
q^S_s + \alpha_S(\alpha)p^S_s &= q^S + \alpha_S(\alpha)p^S \\
C &= \frac{1}{2\hbar} \left(\frac{q^S_s (p^S_s)^2}{\alpha_S(\alpha)} + (p_s q_s - p^S q^S)\right) = \frac{(p^S_s q^S_s)^2}{2\hbar} \alpha_S(\alpha)
\end{aligned}
\]

by using the preceding equality.

The proof of Theorem follows easily by simple computations after first remarking that
\[
U(S^{-1})|\psi_z^\alpha \rangle \langle \psi_z^\alpha | U(S) = U(S^{-1})|\psi_z^\alpha \rangle \langle U(S)^* \psi_z^\alpha | = |U(S^{-1})\psi_z^\alpha \rangle \langle U(S^{-1}) \psi_z^\alpha |
\]
Then we use Proposition 5 in order to express the last term in the preceding equalities:

\[ |U(S^{-1})\psi_\alpha(z)\rangle \langle U(S^{-1})\psi_\alpha(z)| = C|\psi_{aT_{S^{-1}z}}(z)\rangle \langle \psi_{aT_{S^{-1}z}}(z)|, \quad C \in \mathbb{C}. \]

Note that there is no need to consider out of Proposition 6 the exact value of the constant \( C \) thanks to the following following trick: one easily compute that

\[ U(S)^{-1}\psi_\alpha(z)\rangle \langle \psi_\alpha(S)|U(S) = L\psi_{aT_{S^{-1}z}}(z)\rangle \langle \psi_{aT_{S^{-1}z}}(z)| \] for \( L \in \mathbb{C}. \)

But \( U(S)^{-1}\psi_\alpha(z)\rangle \langle \psi_\alpha(S) \) is a projector, therefore

\[ L^2\langle \psi_{aT_{S^{-1}z}}(z)\rangle \langle \psi_{aT_{S^{-1}z}}(z)| = L \implies L = \frac{1}{\langle \psi_{aT_{S^{-1}z}}(z)\rangle \langle \psi_{aT_{S^{-1}z}}(z)|}. \]

Performing finally in the “Töplitz integral” te change of variable \( z \to aT_S(z) \) gives the result. Theorem 4 is proved.

### 3. Examples

Several examples are presented in the table below.

Let

\[ D_\alpha(q,p) = \langle \psi_{aT_{S^{-1}z}}(z)\rangle \langle \psi_{aT_{S^{-1}z}}(z)|^{-1}, \quad z = (q,p). \]

| \( U \) | \( S \) | \( S^{-1}S^c \) | \( S^{-1}S^c \cdot i \) | \( iT_{S^{-1}S^c} \) | \( iT_{S^c} \) | \( D_\alpha(q,p) \) |
|---|---|---|---|---|---|---|
| free ev. | \( \begin{pmatrix} 1 & -it \\ 0 & 1 \end{pmatrix} \) | \( \begin{pmatrix} 1 & 2it \\ 0 & 1 \end{pmatrix} \) | \( i(1 + 2it) \) | \( \begin{pmatrix} 1 & 0 \\ 0 & 1 + 2it \end{pmatrix} \) | \( \begin{pmatrix} 1 & 0 \\ 0 & 1 + 2it \end{pmatrix} \) | \( \frac{1}{e^{(1 + 2it)} - 1} \) |
| \( \times \) by \( e^{-it} \) | \( \begin{pmatrix} 1 & 0 \\ -it & 1 \end{pmatrix} \) | \( \begin{pmatrix} 1 & 0 \\ 2it & 1 \end{pmatrix} \) | \( \frac{1}{1 - 2it} \) | \( \begin{pmatrix} 1 - 2it & 0 \\ 1 + 2it & 1 \end{pmatrix} \) | \( \begin{pmatrix} 1 - 2it & 0 \\ 1 + 2it & 1 \end{pmatrix} \) | \( e^{(1 + 2it)} - 1 \) |
| dilation | \( e^{it} \) | \( e^{-it} \) | \( e^{2it} \) | \( e^{-2it} \) | \( e^{-it} \) | \( e^{2it} \) |
| oscillator | \( \begin{pmatrix} \cosh t & i \sinh t \\ -i \sinh t & \cosh t \end{pmatrix} \) | \( \begin{pmatrix} \cosh 2t & i \sinh 2t \\ -i \sinh 2t & \cosh 2t \end{pmatrix} \) | \( \begin{pmatrix} e^{2it} & 0 \\ 0 & e^{2it} \end{pmatrix} \) | \( \begin{pmatrix} e^{-2it} & 0 \\ 0 & e^{-2it} \end{pmatrix} \) | \( e^{2it} \) |

We finish this section by the same computations for a non-canonical \( S \), used in Section 7 below.

| \( S \) | \( S^{-1}S^c \) | \( S^{-1}S^c \cdot i \) | \( iT_{S^{-1}S^c} \) | \( iT_{S^c} \) |
|---|---|---|---|---|
| its opposite | \( \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix} \) | \( \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix} \) | \( i \) | \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) | \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) |
| anticanonical example | \( \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \) | \( \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix} \) | \( i \) | \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) | \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) |

### 4. Link with Weyl

**Theorem 7.** Let \( H \) with Töplitz symbol \( h \). Let us denote by \( \sigma_H^h \) the Weyl symbol of \( H \) (note that \( \sigma_H^h \) is an entire function). Then

\[ \sigma_{U(S)^{-1}H(U(S)} = \sigma^h \circ S \]
and
\[ \sigma^0_{U(S)^{-1}HU(S)}(q, p) = \int \hat{h}(\xi, x) e^{-i(q\xi + p^2 x)} \, dx \, d\xi. \]

5. Flows on extended phase-space

Consider on the extended phase space \( \mathcal{P} := T^* \mathbb{R} \times \mathbb{C}^+ = \{(z, \beta)\} \) the mapping
\[ \Phi_S : (z, \alpha) \mapsto (\alpha T_S(z), S \cdot \alpha). \]

One proves easily the following result.

**Theorem 8.**
\[ \Phi_{Sp} = \Phi_S \Phi_{Sp}. \]
and \( S \to \Phi_S \) is a representation of \( SP(2n, \mathbb{C}) \).

6. Noncommutative geometry interpretation

In this section we give a noncommutative interpretation of the off diagonal Toeplitz representation in Theorem 1.

6.1. The canonical groupoid.

We consider on \( \mathcal{P} = T^* \mathbb{R} \times \mathbb{C}^+ \) the action of the group \( SP(2n, \mathbb{C}) \) defined, for any \( S \in SP(2n, \mathbb{C}) \) by
\[ (z, \alpha) \mapsto (\alpha T_S(z), S \cdot \alpha). \]
Let us define the groupoid \( G \) defined as the semi-direct product \( \mathcal{P} \rtimes SL(2n, \mathbb{C}) \) of \( \mathcal{P} \) by \( SL(2n, \mathbb{C}) \) [?, Definition 1. p. 104-105 and Section 7] as \( G = \mathcal{P} \times SL(2n, \mathbb{C}), G^0 = \mathcal{P} \times \{1\} \)
and the functors range and source given by
\[ r((z, \alpha), S) = (z, \alpha), \quad s((z, \alpha), S) = ((S(z), S \cdot \alpha) \quad \forall (z, \alpha), S \in \mathcal{P} \times SL(2n, \mathbb{R}). \]
The \( C^* \) algebra associated to the groupoid \( G \) is the crossed product \( C_0(\mathcal{P}) \rtimes_\Phi SL(2n, \mathbb{C}) \)
of the algebra of continuous functions on \( \mathcal{P} \) by the action of \( SL(2n, \mathbb{C}) \) defined by \( \Phi \).

6.2. Symbols.

Let \( H \) be a \( a \)-Töplitz operator of symbol \( \sigma^T_H \) as given by [11]. By Theorem 1 we associate to \( U(S)^{-1}HU(S) \) the couple
\[ ((\sigma^T_H)_{S,a,\alpha} \circ a T_{\mathcal{P}}, \Phi_{S^{-1}H}) \]
where \( (\sigma^T_H)_{S,a,\alpha} \) is given by [12].

This can be seen as an element of the algebra associated to the canonical groupoid defined in Section 6.1 by the following construction: we associate to \( ((\sigma^T_H)_{S,a,\alpha} \circ a T_{\mathcal{P}}, \Phi_{S^{-1}H}) \) the function \( \sigma^{off}[U(S)^{-1}HU(S)] \) on the canonical groupoid identified with \( \mathcal{P} \times \mathcal{P} \) defined by
\[ \sigma^{off}[U(S)^{-1}HU(S)]((z, \alpha), (z', \alpha')) := a T_{\mathcal{P}}#(\sigma^T_H)_{S,a,\alpha}(z)) \delta((z', \alpha') - \Phi_{S^{-1}H}(z, \alpha)), \]
where \( a T_{\mathcal{P}}#(\sigma^T_H)_{S,a,\alpha} \) designate the push-forward of \( (\sigma^T_H)_{S,a,\alpha} \) by \( a T_{\mathcal{P}}. \)

Conversely, we “quantize” the symbol \( \sigma^{off}[U(S)^{-1}HU(S)] \) by the following off-diagonal Toeplitz type quantization formula
\[ T^{off}[\sigma^{off}] := \int_{\mathcal{P} \times \mathcal{P}} \sigma^{off}((z, \alpha), (z', \alpha')) \left| \frac{\psi_{z'}^* \psi_{z}^2}{\langle \psi_{z'}^* \psi_{z}^2 \rangle} \right| dx \, dy \, dz \, d\xi \quad \text{with} \quad \int_{\mathcal{P} \times \mathcal{P}} \sigma^{off}((z, \alpha), (z', \alpha')) \left| \frac{\psi_{z'}^* \psi_{z}^2}{\langle \psi_{z'}^* \psi_{z}^2 \rangle} \right| dx \, dy \, dz \, d\xi = 2\pi \hbar. \quad (6.1) \]
Proposition 9.

\[ T^\text{off}[\sigma^\text{off}[U(S)^{-1}HU(S)]] = U(S)^{-1}HU(S). \]

6.3. On the (formal) composition of symbols.

Conjugating an observable by \( U(S) \) correspond classically to a (complex or real) change of variable in the classical underlying paradigm. Therefore, multiplication of functions should be defined on the same system of coordinates, computationally. This leads to associate to \( U(S)^{-1}HU(S) \) the operator of “multiplication” acting on \( H' \) given by

\[ U(S)^{-1}HU(S) \cdot_S H' := U(S)^{-1}HH'U(S). \]

This gives rise to the following multiplication of symbols: when \( H, H' \) are Toeplitz operators, so is (asymptotically) \( HH' \) and its symbol is at leading order the product of the symbol of \( H \) by the one of \( H' \). Therefore the symbol of \( U(S)^{-1}HU(S) \cdot_S H' \) is the groupoid composition of the one of \( U(S)^{-1}HU(S) \) by th (trivial) one of \( H' \).

In the case where \( H' := U(S')^{-1}H'inU(S') \)

\[ U(S)^{-1}HU(S) \cdot_S H' := U(S)^{-1}HH'U(S), \]

\[ = U(S)^{-1}HU(S')^{-1}H'U(S')U(S). \]

using the result of Theorem \( \Box \)

\[ U(S')^{-1}HU(S') \]

\[ = \int_\alpha T_S^\#\#h_{S',\alpha}(\alpha T_S^z)\frac{|\psi_{\alpha T_S^{-1}S^\#(z)}^\alpha|\psi_{\alpha T_S^z}^\alpha}{2\pi\hbar} \]

and (formally)

\[ H|\psi_{\alpha T_S^{-1}S^\#(z)}^\alpha\rangle = h(\alpha T_S^{-1}S^\#(z))|\psi_{\alpha T_S^{-1}S^\#(z)}^\alpha\rangle + O(\hbar) \]

we get formally the usual groupoid composition of symbols.

7. Non canonical transforms

It is striking to notice that the definition of the metaplectic representation as defined by \( \Box \), namely, for a matrix \( S = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) of determinant one, the operator of integral kernel given by \( \Box \), depends only on the numbers \( a, b, d \). The absence of \( c \) is hidden by the fact that, thanks to \( \det S = 1, c = \frac{ad - 1}{b} \).

On the contrary, the main formula in Theorem \( \Box \) is expressed directly on the matrix \( S \) and therefore admits an extension to the case \( \det S \neq 1 \). Note that this extension is highly non-trivial also in the real case \( S \in M(2, \mathbb{R}) \).

In the present paper, we will limit ourself to the case \( \det S = \pm 1 \). We set

\[ M^\pm(2, \mathbb{C}) := \{ S \in SL(2, \mathbb{C}), \ \det S = \pm 1 \}. \]

Definition 10. Let

\[ H = \int h(z)|\psi^\alpha_z\rangle\langle\psi^\alpha_z| \frac{dzd\zeta}{2\pi\hbar}. \]
Define, for \( S \in M^+(2, \mathbb{C}) \), \( \det S \neq 0 \), and \( \Im < 0 \), the real \( 2 \times 2 \) matrix \( aT_S \) by

\[ aT_S(z) = (q_S^z, p_S^z) \in \mathbb{R}^2 \text{ defined by } q_S^z + \alpha_S(\alpha)p_S^z = q^z + \alpha_S(\alpha)p^z, \quad \left( \frac{q^z}{p^z} \right) := S(z), \quad z = (q, p). \]

For any \( S, \alpha \) such that \( |V \cdot \alpha| < \infty, \Im(V \cdot \alpha) > 0 \), \( V = S^{-1}, \overline{S}^{-1}, S^{-1} \), we define the composition operator \( C(S) \) acting on \( H \) by

\[ C(S)H = \int aT_S^#h_{\alpha', \alpha}((1- \frac{1- \det S}{2})z) \frac{\langle \psi_\alpha^{S^{-1} \overline{S}^{-1}(\gamma)} | \psi_\alpha^\gamma \rangle}{\langle \psi_\alpha^{S^{-1} \overline{S}^{-1}(\gamma)} | I\psi_\alpha^\gamma \rangle} \frac{dzd\overline{z}}{2\pi h}, \tag{7.1} \]

where \( I \) is the parity operator defined on \( L^2(\mathbb{R}) \) by \( I\psi(x) = \psi(-x) \).

When \( \det S = 1 \), (7.1) is the same as the result of Theorem 1 so that, in this case, \( C(S) \cdot U(S) = U(S)^{-1} \cdot U(S) \). When \( \det S = -1 \), the presence of the operator \( I \) in the normalization constant \( \frac{1}{\langle \psi_\alpha^{S^{-1} \overline{S}^{-1}(\gamma)} | I\psi_\alpha^\gamma \rangle} \) and of the factor \( (1- \frac{1- \det S}{2}) \) in the argument of \( aT_S^#h_{\alpha', \alpha} \) follows from the following two arguments.

First, we have seen right after its statement, that the key stone of the proof of Theorem 1 was the fact that the normalization constant \( L \) ensures \( U(S^{-1})|\psi_\alpha^\gamma \rangle \langle \psi_\alpha^{S^{-1} \overline{S}^{-1}(\gamma)} | U(S) \) to be a projector.

Let us remind that, for two operators \( R, R' \), the Wigner function of the product \( RR' \) is expressed as the twisted convolution of the Wigner functions of \( R \) and \( R' \). Namely:

\[ W[RR'](z) = \int W[R](z - z')W[R'](z')e^{i\frac{z + z'}{h}} dz \tag{7.2} \]

Therefore, when \( \det S = 1 \), the requirement of being a projector can be seen as following the fact that Wigner functions of pure states composed by canonical transforms satisfy the same equality than the original one, namely

\[ \int S#W(z - z')S#W(z)e^{i\frac{z + z'}{h}} dz' = S#W(z) \Leftrightarrow \int W(z - z')W(z')e^{i\frac{z + z'}{h}} dz' = W(z) \tag{7.3} \]

since \( \det S = 1 \) \( \Rightarrow \) \( S(z) \wedge S(z') = z \wedge z' \). When \( \det(S) = -1 \), the left hand side of (7.3) becomes

\[ \int S#W(z - z')S#W(z)e^{-i\frac{z + z'}{h}} dz' = S#W(z) \Leftrightarrow \int W(z - z')W(-z')e^{i\frac{z + z'}{h}} dz' = W(z) \tag{7.4} \]

leading to, if \( R \) denotes the operator of Wigner function \( W, C(S)RIC(S)R = C(S)R \). This shows easily that \( I \) has to be introduced in \( \langle \psi_\alpha^{S^{-1} \overline{S}^{-1}(\gamma)} | I\psi_\alpha^\gamma \rangle \).

Secodnly, in the course of the proof of Theorem 1, we have used the equality

\[ U(S^{-1})e^{i\frac{z + z}{h}}U(S) = e^{i\frac{z + z}{h}} = e^{i\frac{S^{-1}(z) + Z}{h}}, \quad Z = \left( \begin{array}{c} x \\ -ih \frac{d}{dx} \end{array} \right), \tag{7.5} \]

due to the fact that \( S \) is canonical. When \( \det S = -1 \), (7.3) becomes

\[ U(S^{-1})e^{i\frac{z + z}{h}}U(S) = e^{i\frac{z + z}{h}} = e^{-i\frac{S^{-1}(z) + Z}{h}}, \]
responsible for the change \( z \rightarrow -z \) in \( |\psi_{S^1,\alpha}^{-1} \rangle \langle \psi_{\alpha}^z| \) and therefore in the argument of \( \alpha T_{S^1} \# h_{S^1,\alpha,\alpha} \) by change of variable in the integration in (7.1).

Note again that, on the contrary of the symplectic case, \( C(S) \) is not in general a conjugation. Nevertheless, since \( C(S) H \) has the form \( C(S) H = \int f(z) |\psi_{S^1(z)}^{\alpha} \rangle \langle \psi_{\alpha}^z| dz \), one can extend \( C(S) \), as in the conjugation case, to more general operator than the Toeplitz class and define \( C(S)C(S') \) by the same formula as in definition (10) after first replacing \( (z, \alpha) \) by \( (\alpha T_{S^1}^{-1}(z), S^{-1}S \cdot \alpha) \) and then multiplying by the weight

\[
\frac{\langle \alpha T_{S^1} \# h_{S^1,\alpha,\alpha} (z) \rangle}{\langle \alpha T_{S^1} \# h_{S^1,\alpha,\alpha} (z) \rangle}_{S=S'}.
\]

With this definition of \( C(S') \), \( C(\cdot) \) is a representation of \( M^\pm (d, \mathbb{C}) \):

**Theorem 11.**

\( C(S')C(S) = C(S'S) \) for all \( S, S' \) in \( M^\pm (2, \mathbb{C}) \).

As a significant example useful in the next section, let us consider the case \( S = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix} \) computed in the second table of Section 3. We get, in the case \( \alpha = i \),

\[
C(S)H = \int h(z) |\psi_{S^1}^{i} \rangle \langle \psi_{\alpha}^{i}| \frac{dz \, d\bar{z}}{2\pi \hbar}, \quad (7.6)
\]

since \( \langle \psi_{S^1}^{i} | I \psi_{\alpha}^{i} \rangle = \langle \psi_{S^1}^{i} | \psi_{S^1}^{i} \rangle = 1 \).

In other words, \( C(S)H \) is the quantization of the symbol (with a slight abuse of notation)

\[
\sigma^{off}[C(S)H](z, i) = h(z) \delta(z' + z). \quad (7.7)
\]

The case \( S = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \) can be treated the same way and leads to, thanks to the same table, Both cases \( S = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \), \( \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix} \) are shown to be underlying the exchange operator in the framework of quantum spin-statistics as extensively studied in [PT17].

**8. Link with complex symplectic geometry**

\( \psi_{(p,q)}^{\alpha} \) is in fact a complex WKB state associated to the Lagrangian (complex)

\[
\alpha \Lambda_{(p,q)} = \{(x, \nabla x (-\frac{(x-q)^2}{2\alpha} + px) = (x, -\frac{x-q}{\alpha} + p), \ x \in \mathbb{R} \}.
\]

Note that \( \alpha \Lambda_{(p,q)} \cap \mathbb{R} = \{(q,p)\} \) and \( (x, \xi) \in \alpha \Lambda_{(p,q)} \iff x + \alpha \xi = q + \alpha p \) so that

\[
\alpha \Lambda_{(p,q)} = \{(x, \xi) | x + \alpha \xi = q + \alpha p \}.
\]

Therefore

\[
S^{-1}(\alpha \Lambda_{(p,q)}) = \{ qS^{-1}(x, \xi) + \alpha pS^{-1}(x, \xi) = q + \alpha p \} = \alpha \Lambda_{\alpha T_{S}(q,p)}
\]
9. Higher dimensions

The whole discussion above easily generalizes in higher dimension $n$.
To $\alpha \in M_n(\mathbb{C})$, $\alpha^T = \alpha$, $\Im \alpha > 0$ and $z \in T^* \mathbb{R}^n \sim \mathbb{R}^{2n}$ we associate the vector in $L^2(\mathbb{R}^n, dx)$

$$\psi_z^\alpha(x) = (\pi \hbar)^{-\frac{n}{2}} (\det \Im(\alpha^{-1}))^{\frac{n}{4}} e^{-\frac{x}{\hbar}(x-q)\alpha^{-1}(x-q)+\frac{1}{4}\alpha^{-1}B^{-1}x}$$

Formulas (1.1)-(1.2) become, for $\alpha \in M_n(\mathbb{C})$, $\alpha^T = \alpha$, $\Im \alpha > 0$

$$\int_{\mathbb{C}} h_{\alpha}(z)|\psi_z^\alpha|^2 \frac{dzd\bar{z}}{2\pi \hbar} = \int_{\mathbb{C}} h_{\alpha, \alpha'}(z)|\psi_z^{\alpha'}|^2 \frac{dzd\bar{z}}{2\pi \hbar}$$

(9.1)

$$h_{\alpha, \alpha'} = e^{-i\frac{1}{4}\nabla z(\alpha - \alpha')\nabla z + i\frac{1}{2}\nabla z(\frac{1}{2}\alpha - \frac{1}{2}\alpha')\nabla z} h_{\alpha'}$$

(9.2)

for $\Im(\alpha - \alpha') > 0$, $\Im(\frac{1}{2} \alpha - \frac{1}{2} \alpha') < 0$.

We denote for $S = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in SP(n, \mathbb{C})$, $z = (q, p) \in \mathbb{R}^{2n}$ and $\alpha \in M_n(\mathbb{C}), \alpha^T = \alpha$, $\Im \alpha > 0$

$$\mathfrak{S} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad S(z) = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} q \\ p \end{pmatrix} \quad \text{and} \quad S \cdot \alpha = (C \alpha + D)^{-1}(A \alpha + B).$$

Moreover, $\wedge$ will denote the symplectic form on $T^* \mathbb{R}$, $z \wedge z' = p \cdot q' - q \cdot p'$.

By easy computations of Gaussian integrals and the same arguments as in the proof of Proposition 6 we get the following result.

**Proposition 12** (Proposition 6 in dimension $n$).

Let $S = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in Sp(n, \mathbb{C})$ and let $U = U(S)$ be defined through its integral kernel

$$U(x, y) = \frac{1}{\sqrt{2\pi \hbar \det B}} e^{-\frac{i}{\hbar}(xDB^{-1}x - 2xB^{-1}y + yB^{-1}Ay)} \quad \text{det} \ B \neq 0$$

$$\int U(x, y) e^{-i\frac{\xi y}{\hbar}} \frac{dy}{(2\pi \hbar)^{n/2}} = \frac{i}{\sqrt{2\pi \hbar \det A}} e^{-\frac{i}{\hbar}(xCA^{-1}x - 2xA^{-1}\xi + \xi A^{-1}B\xi)} \quad \text{det} \ A \neq 0$$

(note that det $S = 1$ $\Rightarrow$ det $B \neq 0$ or det $A \neq 0$).

Then, for any $S, \alpha$ such that $|\alpha_S(\alpha)| < \infty$, $\Im \alpha_S(\alpha) > 0$ and any $z \in \mathbb{R}^{2n}$,

$$U(S)\psi_z^\alpha = e^{i\frac{S(z) \cdot \alpha T_S(z)}{2\hbar}} \psi_{\alpha T_S(z)}^S,$$

where the real $2 \times 2$ matrix $\alpha T_S$ by

$$\alpha T_S(z) = (p_S^\alpha, q_S^\alpha) \in \mathbb{R}^2$$

defined by $q_S^\alpha + S \cdot \alpha p_S^\alpha = q^S + S \cdot \alpha p^S$, $(p_S^S, q_S^S) := S(z), \ z = (q, p)$.

**Proof.** The proof consists in elementary Gaussian integrals computations. We perform it in the case det $B \neq 0$, the case det $A \neq 0$ being the same by Fourier transform.
Denoting $Z$ the vector $Z = (\frac{x}{-i\hbar})$ we get

$$U(S)\psi^\alpha_z = U(S)e^{\frac{i}{\hbar}z \cdot Z} \psi^\alpha_0$$
$$= U(s)e^{\frac{i}{\hbar}z \cdot Z}U(S^{-1})U(S)\psi^\alpha_0$$
$$= e^{\frac{i}{\hbar}S(z) \cdot Z}U(S)\psi^\alpha_0.$$ (9.3)

Now, denoting

\begin{align*}
C &= (\det \mathfrak{S}((\alpha)^{-1}))^{-\frac{1}{4}(\pi h)^{-\frac{1}{2}}} (\det B)^{-\frac{1}{4}(\pi h)^{-\frac{1}{2}}}, \\
C' &= (\det(B^{-1}A + \alpha^{-1}))^{-\frac{1}{4}(\pi h)^{-\frac{1}{2}}}, \\
C'' &= (\det \mathfrak{S}((S \cdot \alpha)^{-1}))^{-\frac{1}{4}(\pi h)^{-\frac{1}{2}}},
\end{align*}

we have

$$U(S)\psi^\alpha_0(x) = C \int e^{-\frac{i}{\hbar}x\cdot DB^{-1}x - 2x\cdot B^{-1}y + B^{-1}Ay} \psi^\alpha_0(y)dy$$
$$= C \int e^{-\frac{i}{\hbar}x\cdot DB^{-1}x - 2x\cdot B^{-1}y + B^{-1}Ay} e^{-\frac{i}{\hbar}2\alpha y \cdot y}dy$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot DB^{-1}x - (B^{-1})^T(B^{-1}A + \alpha^{-1})^{-1}B^{-1}x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot DB^{-1}x - (AB^T + Ba^{-1}B^T)^{-1}x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot DB^{-1}(AB^T + Ba^{-1}B^T)^{-1}x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot DB^{-1}AB^T + Da^{-1}B^T - 1)(AB^T + Ba^{-1}B^T)^{-1})x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot (B^{-1})^T D^T AB^T + Da^{-1}B^T - 1)(AB^T + Ba^{-1}B^T)^{-1})x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot (B^{-1})^T (D^T A^{-1})B^T + Da^{-1}B^T - 1)(AB^T + Ba^{-1}B^T)^{-1})x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot (B^{-1})^T (D^T C B^T + Da^{-1}B^T)(AB^T + Ba^{-1}B^T)^{-1})x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot (C + Da^{-1})B^T - 1)(AB^T + Ba^{-1}B^T)^{-1})x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot (C + Da^{-1}(A + Ba^{-1}^{-1})^{-1})x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot (Ca + D(A + B)^{-1})^{-1})x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot ((A + B)(Ca + D)^{-1})^{-1})x}$$
$$= CC'e^{-\frac{i}{\hbar}x\cdot (S \cdot \alpha)^{-1})x}$$
$$= CC'C''\psi^S \alpha$$
$$= (\det(A + B\alpha^{-1})^{-\frac{1}{4}} \left(\frac{\det \mathfrak{S}((S \cdot \alpha)^{-1})}{\det \mathfrak{S}((\alpha)^{-1})}\right)^{\frac{1}{2}} \psi^S \alpha$$,

so that, by (9.3),

$$U(S)\psi^\alpha_0 = (\det(A + B\alpha^{-1})^{-\frac{1}{4}} \left(\frac{\det \mathfrak{S}((S \cdot \alpha)^{-1})}{\det \mathfrak{S}((\alpha)^{-1})}\right)^{\frac{1}{2}} \psi^S \alpha$$

The end of the proof is exactly the same as in dimension 1. \hfill \Box

The (quasi) same proof as for Theorem 1 leads to the following one, verbatim the same.
Theorem 13 (Theorem [1] in dimension \( n \)).

Let

\[
H = \int h(z)|\psi_z^\alpha\rangle\langle\psi_z^\alpha| \frac{dzd\bar{z}}{2\pi \hbar},
\]

Then, for any \( S, \alpha \) such that \( |V \cdot \alpha| < \infty \), \( \Im(V \cdot \alpha) > 0 \), \( V = S^{-1}, S^{-1}S \),

\[
U(S)^{-1}HU(S) = \int h_{\alpha,\alpha}(\alpha T_{\bar{z}}z) |\det_{\alpha T_{\bar{z}}}|_2 S e^{iS^{-1}(\alpha T_{\bar{z}}z) \times (\alpha T_{\bar{z}}^{-1}(\bar{z} - z))} \frac{dzd\bar{z}}{2\pi \hbar} \langle \psi_{\alpha}^{S^{-1}S\alpha}, \psi_{\alpha}^{S\alpha} \rangle.
\]

where \( h_{\alpha,\alpha} \) is defined by (9.1)-(9.2).

APPENDIX A. Weyl

Easy computations of Gaussian integrals show the following result.

Lemma 14.

\[
\sigma_{\text{Weyl}}^{\alpha > \alpha'}(x, \xi) = \frac{(2\pi \hbar)^{1/2}}{2\beta + 3\beta'} e^{-\frac{1}{4\beta + 3\beta'}(p + q - 2\xi)^2} e^{-\frac{1}{2\beta + \beta'}(p + q - 2\xi)^2} e^{i[(p + q - 2\xi)(\beta x - q - \beta'(x - q'))/(\beta + \beta')\hbar]} |_{\beta = i\alpha, \beta' = i\alpha'}
\]

In particular when \( z = z' \), \( \alpha = \alpha' > 0 \),

\[
\sigma_{\text{Weyl}}^{\alpha > \alpha'}(x, \xi) = \frac{1}{\pi \hbar} e^{-\frac{(p + q - 2\xi)^2}{4\hbar}} e^{i\alpha(i\alpha - \xi)}.
\]

Corollary 15.

\[
\int h_{\alpha}(z)|\psi_z^\alpha\rangle\langle\psi_z^\alpha| \frac{dzd\bar{z}}{2\pi \hbar} = \int h_{\alpha,\alpha}(z)|\psi_z^\alpha\rangle\langle\psi_z^\alpha| \frac{dzd\bar{z}}{2\pi \hbar}
\]

if and only if

\[
h_{\alpha,\alpha'} = e^{-i\frac{\xi}{\alpha} \Delta_{\alpha}} - i\frac{1}{\alpha} - i\Delta_{\alpha} h_{\alpha}, \quad \Im(\alpha - \alpha') > 0, \quad \Im\left(\frac{1}{\alpha} - \frac{1}{\alpha'}\right) < 0.
\]  

(A.1)

Proof. From Lemma 14, we get that

\[
e^{-i \alpha \Delta_{\alpha} - \frac{i}{\alpha} \Delta_{\alpha}} h(x, \xi) = e^{-i \alpha' \Delta_{\alpha} - \frac{i}{\alpha'} \Delta_{\alpha}} h(x, \xi)
\]

and the corollary follows. \( \square \)
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