Fluorogenic sensor platform for the histone code using receptors from dynamic combinatorial libraries†
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Post-translational modifications (PTMs) on histone tails act in diverse combinations in the ‘histone code’ to control gene expression, with dysregulation observed in a variety of diseases. However, detection and sensing methods are limited, expensive, and/or low-throughput, including MS and antibody based detection. We found that by combining four synthetic receptors developed by dynamic combinatorial chemistry (DCC) in an indicator displacement system, we are able to create a pattern-based sensor platform that can discriminate single PTMs such as methylation and acetylation on a representative histone peptide with 100% accuracy as well as peptides bearing both dimethyl and trimethyl lysine in the presence of arginine methylation, which has not previously been demonstrated, and can even correctly distinguish the position of lysine methylation individually or in the presence of other PTMs. To extend this approach, a full panel of thirteen analytes containing different combinations of PTMs were classified with 96 ± 1% overall accuracy in a 50% left-out analysis, demonstrating the robustness and versatility of the sensor array. Finally, the sensor platform was also used to demonstrate proof of concept for enzymatic assays by analysing the mock reaction of a threonine kinase, successfully identifying analytes representative of substrate conversion both with and without neighboring PTMs. This work provides a rapid platform for the analysis of peptides bearing complex modifications and highlights the utility of receptors discovered through DCC that display variations in binding affinity and selectivity.

Introduction

The expression and control of the genetic landscape relies on several different factors, most notably the installation and deletion of a dynamic network of post-translational modifications (PTMs) on the DNA organizing histone proteins in nucleosomes.1 These PTMs are covalent chemical markers, such as those shown in Fig. 1, that are responsible for the signaling of a variety of biological functions. Moreover, dysregulation of PTMs has been observed in numerous diseases and cancers.2–4

PTMs are well known to interact through a number of ‘crosstalk’ events to change the chromatin landscape, called the histone code.5 Modification of residues on a single histone tail can regulate different events depending on not only the site and identity of the modification, but the presence of neighboring PTMs. For example, phosphorylation of serine 10 on the histone H3 tail inhibits the binding of the HP1 reader protein to the adjacent trimethyl lysine at position 9.6 In contrast, phosphor-ylating threonine 11 instead results in the recruitment of the methyltransferase enzyme responsible for methylation of lysine

4.7 Other studies have shown that proteins responsible for binding to specific marks interact more strongly when particular patterns of other modifications are installed, highlighting the critical need to be able to study and analyze the entirety of chromatin modifications.8–10

Because of the observed complexity of the histone code, assays that are capable of recognizing not just the identity, but
also the context of a modification are in high demand. Traditionally, the field has utilized mass spectrometry and antibody based approaches.\textsuperscript{11–13} However, the former suffers from the requirements of expensive equipment and the latter has issues with false-negatives and off target effects.\textsuperscript{14} Indeed, recent work in several labs has shown that antibodies, which passed all standard tests for specificity, had false negatives due to the presence of neighbouring modifications, or had a 20% failure rate in chromatin immunoprecipitation experiments.\textsuperscript{15,16}

Furthermore, reading out the exact positions of combinations of PTMs is difficult with these methods. Because of this, histone tail microarrays have become a popular method to evaluate the histone code hypothesis, but the limitations of antibodies described above has hampered their application. Thus, new sensing methods are needed.

Sensor arrays make use of differential receptors to sense multiple analytes using pattern recognition, often termed an “artificial nose”.\textsuperscript{17} Coupling of a binding event with a signal such as a change in color or fluorescence allows for the readout and characterization of a range of analytes (Scheme 1a). This expanded classification range is due to small differences in interaction with the suite of sensors, which provides a unique pattern for each analyte (Scheme 1b). The resulting sensor output is then resolved using statistical software to generate an easily interpreted readout of analyte classification (Scheme 1c). This method of combinatorial sensor arrays has been used to great success for a wide range of analytes, including amino acids,\textsuperscript{18} nucleotides, carbohydrates, compounds in a wide range of beverages, flavonoids,\textsuperscript{19} and even drugs in biological media.\textsuperscript{20}

Recently, several synthetic receptors have been developed for the different methylation states of lysine and arginine (Fig. 2).\textsuperscript{21–24} These receptors were developed and synthesized using dynamic combinatorial chemistry (DCC), which is a reversible process that relies on the thermodynamic templating of building blocks into favorable receptors due to binding to guests.\textsuperscript{29–31} Importantly, it allows for rapid variation of each building block in the receptor, therefore easily generating a number of host molecules. The receptors have been shown to bind to methylated histone peptides with low micromolar to high nanomolar affinities in aqueous solution through cation–π and electrostatic interactions. Moreover, each receptor has a distinct pattern of binding affinities and selectivities, and is sensitive to the neighboring charge.\textsuperscript{23,24,41}

Four of our previously reported receptors were chosen for the sensor array, which exhibit a range of binding affinities and selectivities for methylated Lys and Arg (Fig. 2). All four receptors, A\textsubscript{2}B, A\textsubscript{2}D, A\textsubscript{2}G, and A\textsubscript{2}N, bind Kme3 in the context of general, rapid fluorogenic method for sensing multiple PTMs within the same peptide, with multiple methylation being a significant unmet challenge.

We report here a sensor array using a suite of small molecule receptors for the sensing and classification of peptides bearing single and multiple histone PTMs in aqueous solution. We find that using four unique receptors we are able to distinguish between the different methylation states of lysine and arginine, for which the receptors were designed. Moreover, due to small differences in binding affinity, this set of receptors can also correctly classify the positions of methylated Lys and Arg, and even other modifications for which the receptors were not developed, such as acetylation, and phosphorylation. Furthermore, these receptors successfully identify peptides that bear combinatorial modifications, including multiple methylations within the same sequence, providing facile readout of complex analytes representative of the histone code. This is the first example that is able to differentiate both multiple modifications in the same peptide as well as the position of those modifications, including analytes with multiple methylations.

### Results and discussion

Previously we have reported a set of small molecule receptors for methylated Lys and Arg peptides in aqueous solution (Fig. 2).\textsuperscript{21–24} These receptors were developed and synthesized using dynamic combinatorial chemistry (DCC), which is a reversible process that relies on the thermodynamic templating of building blocks into favorable receptors due to binding to guests.\textsuperscript{29–31} Importantly, it allows for rapid variation of each building block in the receptor, therefore easily generating a number of host molecules. The receptors have been shown to bind to methylated histone peptides with low micromolar to high nanomolar affinities in aqueous solution through cation–π and electrostatic interactions. Moreover, each receptor has a distinct pattern of binding affinities and selectivities, and is sensitive to the neighboring charge.\textsuperscript{23,24,41}

Four of our previously reported receptors were chosen for the sensor array, which exhibit a range of binding affinities and selectivities for methylated Lys and Arg (Fig. 2). All four receptors, A\textsubscript{2}B, A\textsubscript{2}D, A\textsubscript{2}G, and A\textsubscript{2}N, bind Kme3 in the context of

---

**Scheme 1** Schematic representations of (a) indicator displacement assay, (b) sensor array showing a different pattern for each analyte, and (c) statistical output.

**Fig. 2** Receptors used in the sensor array for histone PTMs. Each receptor displays a different pattern of interaction for the methylated forms of lysine and arginine.
a histone tail sequence (Ac-WGGG-QTAR-Kme3-STG-NH2) with affinities in the low micromolar to high nanomolar range, and selectivities over unmodified Lys of 8-fold to >40-fold.\(^{21-24}\) Additionally, receptor A2D binds Rme2a with low micromolar affinity and with 12-fold selectivity over Arg. To develop a sensor platform for modified histone tails, indicator displacement assays were established for each receptor. Indicator displacement assays rely on the competitive binding of an environmentally sensitive dye or fluorophore and an analyte, wherein a difference in signal is measured based on the occupancy of the fluorophore either in solution or bound to the receptor.\(^{22,23}\)

After screening several dyes, we identified lucigenin (LCG) as the optimal dye for all four receptors. LCG fluorescence is quenched in the presence of each of the receptors, but presence of an analyte will displace the dye and result in a "turn-on" fluorescence signal. Titrations indicated that LCG binds to each receptor with low micromolar affinity (see Fig. S1–S4\(^\dagger\)). Additionally, when a peptide bearing either unmethylated lysine or dimethylated lysine were titrated into the A2N-LCG sensor, fluorescence signal was recovered in proportion to the degree of methylation, as shown in Fig. S3.\(^\dagger\) We obtained the best signal differentiation using glycine buffer at pH 9 with no added salt using 1 \(\mu\)M of LCG. With a single set of buffer and dye conditions, the assay was easily performed in a multi-well plate in a high-throughput manner.

With the goal of studying peptides bearing multiple modifications, we chose to study the histone 3 (H3) tail, residues 1–12, which is known to have multiple PTM sites, with a C-terminal tyrosine for accurate peptide concentration determination. Using the four receptors and the fluorophore LCG, we measured twenty replicates of each peptide analyte in a high-throughput, low volume 384 well plate. This allowed analysis of each analyte in approximately 30 minutes using low quantities of peptide and receptor in a total volume of 9 \(\mu\)L. Five initial peptides were chosen to determine the suitability of the four-receptor sensor array for detecting a number of disparate single histone modifications, including Kme3, Kac, Rme2a, and Tph, as well as the unmodified parent peptide (Table 1). Based on previous studies investigating sequence selectivity of the receptors,\(^{22,23,24}\) we expected that the sensor array would provide differential signals based on net charge of the peptide as well as methylation state. Thus, while the acetyl and phosphoryl modifications have been previously unexamined with these receptors, we hypothesized that they would weaken the overall interaction with the receptor due to reduction in net positive charge, thus providing a differential signal relative to the parent peptide, H3 1–12.

The fluorescence output from the sensor array exhibited a differential response for each peptide, as expected (Fig. 3). The unmodified peptide exhibited a degree of fluorescence recovery due to the nonspecific electrostatic interaction of the H3 1–12 sequence. The signal was larger for Kme3 with all receptors, as each receptor preferentially binds to this modification. Likewise, A2D had a stronger response to the aR2Me2 mark, which was expected as it is the only receptor that had previously shown favorable interaction to the PTM. Additionally, the acetylation and phosphorylation decreased the fluorescence output of the array due to perturbation of binding, either by loss of a favorable charge interaction or addition of an interfering negative charge proximal to the anionic exterior of the receptors.

To classify the peptide analytes, discriminate analysis (DA) was applied to the fluorescence output of the sensor array. DA is a powerful statistical method able to determine the classification capability of a given sensor array.\(^{29}\) The statistical software converts the raw data, fluorescence in the case of our IDAs, into a series of eigenvectors, which act as the canonical scores for each axis, allowing graphical representation.\(^{30}\) DA puts the emphasis on clustering repetitive samples, such as multiple analyte trials. This is followed by separating the various clusters of samples, or classes, to achieve the best statistical relevance.\(^{31}\) Importantly, it is capable of deconvoluting complex sensor output into easily visualized 2D or 3D graphs, as shown in Fig. 4 for the singly modified peptide analytes.

Using this approach, the array of four sensors was able to successfully classify each of the five analytes with 100% accuracy corresponding to the initial inputted analyte labels within the sample set of 20 replicates. Additionally, a ‘leave-one-out’ analysis was performed in which one analyte was removed from the data set prior to the discriminate analysis and was then re-input as a blind test point to ensure the classification still holds, known as a jackknife experiment, a technique commonly used

| Abbreviation | Peptide sequence | Net charge |
|--------------|-----------------|-----------|
| H3 1–12     | Ac-ARTKQTARKSTGY-NH2 | +4        |
| K9me3\(^a\) | Ac-ARTKQTARKme3STGY-NH2 | +4        |
| K4ac\(^c\)  | Ac-ARTKacQTARKSTGY-NH2 | +3        |
| R2me2a\(^a\) | Ac-A[Rme2a]TKQTARKSTGY-NH2 | +4        |
| T11ph\(^h\) | Ac-ARTKQTARKTphGY-NH2 | +2        |

\(^a\) The first number in the abbreviation indicates the position in the sequence.

Fig. 3  Fluorescence response for each sensor to the given peptide analyte (15 \(\mu\)M). Each sensor utilized a fixed concentration of LCG (1 \(\mu\)M) and receptor (A2B – 10 \(\mu\)M; A2D – 5 \(\mu\)M; A2N – 15 \(\mu\)M; A2G – 10 \(\mu\)M). Each sensor array was run in 50 mM glycine buffer, pH 9.15 at room temperature. Error bars represent 20 replicates. Fluorescence is normalized to a control sample of LCG (F/F_\text{norm}).
for validating statistical results.11,17 This result again provided 100% accuracy for the tested samples, demonstrating the utility of the sensor array to discriminate not just methylated peptides, for which the receptors were designed, but other modifications as well, due to small changes in affinity arising from variation in electrostatic interactions.

With single modifications correctly classified, we examined whether the sensor array could discriminate between more complex peptides bearing multiple modifications. Because of the implications of the histone code, we wanted to examine if we could classify peptides with multiple, potentially competitive or cooperative markers. The first of these studied was peptides bearing multiple methylation on the same tail sequence, as shown in Table 2.

We expected that each of these peptides would cause a large fluorescence recovery due to increased binding affinity of our receptors for the methylated forms of lysine. However, each peptide should have a slightly different affinity for the four receptors due to neighboring modifications affecting small changes in the non-covalent binding interactions.

As seen in Fig. 5 above, the sensor array was able to correctly classify each peptide with 100% accuracy. This is significant because, save for two data points in the jackknife result, the sensor platform is sensitive to not just degree of methylation, but its position as well, suggesting further utility in studying the histone code. Indeed, MS/MS methods would otherwise be necessary to characterize the position of the modification.

As mentioned previously, we have found that these small molecule receptors can be sensitive to neighboring charged residues through nonspecific electrostatic interactions.41 Therefore, we wanted to determine if an interfering modification, which we would expect weakens binding, still allows for the recognition and classification of histone peptides. One of the most common modifications of peptides is the phosphorylation of the hydroxyl-side chains of neutral amino acids, adding in a negative charge. We hypothesized that while the phosphorylation will decrease binding, especially when immediately near a methylation site, it will not affect each receptor identically, providing the requisite pattern of binding interactions and subsequent dye displacement. Thus, we studied the effect of threonine 11 phosphorylation on the classification of lysine 4 and 9 methylated peptides, as shown in Table 3.

As seen in Fig. 6, the sensor array was once again able to classify each peptide with 100% accuracy. This is significant because in this case we introduced an unfavorable interaction which we hypothesized weakened overall binding, yet still allowed for differential recognition. Interestingly, the two peptides that were most difficult to differentiate contain K9me3 and K4me2. This may be that the close proximity of T11ph to K9me3 weakens the binding to K9me3.

To examine the sensor array’s ability to distinguish a wide range of PTMs, we performed the statistical analysis on the full clusters, with 98% of the data still correct in the follow-up jackknife test, with the outliers centered around the two peptides bearing dimethylation at K4 or K9, indicating that the classification is 100% correct for type of modification, but with slightly diminished sensitivity to the sequence position of the modification. These results are significant because, save for two data points in the jackknife result, the sensor platform is sensitive to not just degree of methylation, but its position as well, suggesting further utility in studying the histone code. Indeed, MS/MS methods would otherwise be necessary to characterize the position of the modification.

A The first number in the abbreviation indicates the position in the sequence.
Importantly, each analyte had an individual classification accuracy of greater than 90%, showing that there were only a few replicates miss-classified. The results of this study are shown in Table 3. The sensor array was successfully able to distinguish each of the thirteen peptide analytes with a 96% overall accuracy. Classification accuracy of 100%, jackknife test at 96%. Having successfully demonstrated that the sensor array works well in the end-point analysis and classification of modified peptides, we wanted to conduct an initial study of the applicability to studying histone PTM enzymatic reactions in vitro. Current research has shown the application of single sensor IDAs to the study of enzymatic reactions, such as diamine oxidase and lysine methyltransferase enzymes. However, these assays typically rely on the design and optimization of a single receptor with sufficient discrimination between substrate and product to be effective. A multiple sensor array, could be ‘trained’ to sense the product of the reaction and be rapidly applied to enzymatic assays, even with complex substrates bearing multiple modifications, as we would expect in studying the histone code. We explored this hypothesis by performing a mock kinase assay based on phosphorylation of threonine 11 in the histone H3 tail. Our proof of concept ‘training set’ used four mimic time-points of an enzymatic reaction corresponding to 0, 33, 66, and 100 percent conversion of H3 1–12 to the phosphorylated product, shown in Fig. 8. Using four receptors, the assay is able to distinguish between each time point of the mock enzymatic reaction with 100% accuracy within the assay set, and 100% confirmation in the jackknife. This would allow a kinase reaction to be carried out on H3 1–12 to test enzyme activity in a rapid fashion. The enzymatic reaction could be performed followed by transfer to a 384 well plate and addition of the sensor components, minimizing the possibility of competitive receptor inhibition and removing the requirement of a complex detection cocktail.

| Abbreviation* | Peptide sequence |
|---------------|------------------|
| K9me2 T11ph   | Ac–ARTKQTARK(me2)STphGYY-NH2 |
| K9me3 T11ph   | Ac–ARTKQTARK(me3)STphGYY-NH2 |
| K4me2 T11ph   | Ac–ARTK(me2)QTARKSTphGYY-NH2 |
| K4me3 T11ph   | Ac–ARTK(me3)QTARKSTphGYY-NH2 |

* The first number in the abbreviation indicates the position in the sequence.

Fig. 6 LDA response of the sensor array to four peptides bearing methylation and phosphorylation. Confidence ellipses at 85%, classification accuracy of 100%, jackknife test at 100%.

Fig. 7 LDA response of the sensor array to all thirteen analytes. Twenty replicates were performed for each analyte, but only the first five are plotted here to simplify the resulting visual output. Observed classification accuracy of 96%, jackknife classification of 95%.

data points for each set were randomized and that analysis was performed twenty times, giving an overall classification accuracy of the test set at 96 ± 1%.

Having successfully demonstrated that the sensor array works well in the end-point analysis and classification of modified peptides, we wanted to conduct an initial study of the applicability to studying histone PTM enzymatic reactions in vitro. Current research has shown the application of single sensor IDAs to the study of enzymatic reactions, such as diamine oxidase and lysine methyltransferase enzymes. However, these assays typically rely on the design and optimization of a single receptor with sufficient discrimination between substrate and product to be effective. A multiple sensor array, could be ‘trained’ to sense the product of the reaction and be rapidly applied to enzymatic assays, even with complex substrates bearing multiple modifications, as we would expect in studying the histone code. We explored this hypothesis by performing a mock kinase assay based on phosphorylation of threonine 11 in the histone H3 tail. Our proof of concept ‘training set’ used four mimic time-points of an enzymatic reaction corresponding to 0, 33, 66, and 100 percent conversion of H3 1–12 to the phosphorylated product, shown in Fig. 8.

Using four receptors, the assay is able to distinguish between each time point of the mock enzymatic reaction with 100% accuracy within the assay set, and 100% confirmation in the jackknife. This would allow a kinase reaction to be carried out on H3 1–12 to test enzyme activity in a rapid fashion. The enzymatic reaction could be performed followed by transfer to a 384 well plate and addition of the sensor components, minimizing the possibility of competitive receptor inhibition and removing the requirement of a complex detection cocktail.

The true utility of the sensor array approach to enzymatic reactions is the ability to generate a training set for a large variety of possible substrates. To demonstrate this, we performed another mock kinase reaction using a more complex substrate peptide, H3 1–12 trimethylated at lysine 9, shown in Fig. 9.
Once again, the training set of the reaction was able to classify the four major time points with 100% accuracy within the sample set, and 100% confirmation in the jackknife. While this approach of in vitro assay would require a training set for each peptide, there would be minimized development of the assay for individual substrates, since it does not require a specific degree of differentiation between binding of substrate and product. This would allow the sensor array to be applied rapidly to a wide variety of enzymes, including acetyltransferases, arginine demininases, and methyltransferase or demethylases. In each case, the addition or deletion of a favourable binding interaction or the alteration of the landscape surrounding these interactions would allow the qualitative monitoring of the enzymatic regulation of important biological markers.

**Conclusion**

The application of a sensor array platform to the sensing of combinatorial histone modifications in aqueous solution was achieved through the use of dynamic combinatorial receptors and the organic fluorophore lucigenin. These receptors, previously designed and studied for the binding of methylated lysine and arginine, display slight differences in binding affinity depending on the context of the neighboring sequence and modifications of the peptide. These perturbations in binding affinity allow the sensing of analytes beyond the original designed receptor scope, including the loss of charge by acetylation or the introduction of a repulsive noncovalent interaction in phosphorylation. Through the application of only four receptors under a single set of conditions we were able to successfully classify thirteen different histone peptides. These peptides varied based on the identity, number, and position of the PTM. Singly modified tails as well as peptides bearing a more complex PTM landscape were successfully classified, which is a challenge for traditional PTM analysis and has not been accomplished with a previously reported sensor array.

In the case of our sensor array, there is a distinct advantage of using DCC to furnish new receptors. The combinatorial nature of receptor synthesis means that the suite of sensors is easily and rapidly expandable. While each new receptor might display only modest differences in affinity from previous generations, that difference enhances the discriminatory capability of the assay. This modifiability, coupled with the high-throughput and low material cost of running the sensor array should provide an easily adaptable toolkit for the study of a wide scope of histone modifications.
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