Probabilistic Mangrove Species Mapping with Multiple-Source Remote-Sensing Datasets Using Label Distribution Learning in Xuan Thuy National Park, Vietnam
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Abstract: Mangrove forests play an important role in maintaining water quality, mitigating climate change impacts, and providing a wide range of ecosystem services. Effective identification of mangrove species using remote-sensing images remains a challenge. The combinations of multi-source remote-sensing datasets (with different spectral/spatial resolution) are beneficial to the improvement of mangrove tree species discrimination. In this paper, various combinations of remote-sensing datasets including Sentinel-1 dual-polarimetric synthetic aperture radar (SAR), Sentinel-2 multispectral, and Gaofen-3 full-polarimetric SAR data were used to classify the mangrove communities in Xuan Thuy National Park, Vietnam. The mixture of mangrove communities consisting of small and shrub mangrove patches is generally difficult to separate using low/medium spatial resolution. To alleviate this problem, we propose to use label distribution learning (LDL) to provide the probabilistic mapping of tree species, including Sonneratia caseolaris (SC), Kandelia obovata (KO), Aegiceras corniculatum (AC), Rhizophora stylosa (RS), and Avicennia marina (AM). The experimental results show that the best classification performance was achieved by an integration of Sentinel-2 and Gaofen-3 datasets, demonstrating that full-polarimetric Gaofen-3 data is superior to the dual-polarimetric Sentinel-1 data for mapping mangrove tree species in the tropics.
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1. Introduction

Mangrove ecosystems can provide a range of essential ecological services, including (1) impact reduction for natural disasters, (2) habitat provision for coastal wildlife, and (3) blue carbon sequestration in the coastal zone [1–3]. However, due to human activities and environmental degradation, mangrove forests have been significantly lost regionally and globally [4]. Thus, mapping and monitoring mangrove are imperative to building a good understanding of the current conditions, their dynamics, and further support the coastal blue carbon conservation and management [5,6].

Recently, many approaches have been proposed to map mangrove tree species using optical and synthetic aperture radar (SAR) data with various spectral/spatial/temporal resolutions [7–12]. Medium resolutions datasets, including Sentinel and Landsat series [2], have been widely used to map the changes of large areas of mangrove. With the advantages of providing more detailed spectral and texture
information, hyperspectral and high-resolution datasets are also intensively used for discriminating mangrove species. Wan et al. [13] have investigated four mangrove species in Hong Kong using the new hyperspectral Gaofen-5 dataset (330 spectral bands). Besides the conventional satellite sensors, such as Worldview [14] and Pleiades [15], unmanned aerial vehicles (UAVs) [16] have been employed for mangrove mapping, especially for individual mangrove analysis, in which the fuzzy-based and object-based approaches are often adopted [8,12]. Since SAR images can penetrate the canopy and sensitive to the surface and vertical structure, thus, they are useful for mapping and monitoring mangrove structure and biomass [17,18]. Hence, various SAR datasets, such as ALOS, Radarsat, Sentinel-1, are used to investigate mangroves communities distribution [19–21]. Mougin et al. [22], Proisy [23] analyzed different frequencies (C-/L-/P-band) and polarizations for the mangrove tree species mapping and biomass estimation [18].

The current literature shows that multi-source remotely sensed datasets (e.g., optical, SAR and LiDAR) are able to provide complementary information [24,25], their combinations can improve the classification performance of mangrove mapping and monitoring. For instance, Souza and Paradella [26] used Radarsat SAR and Landsat optical datasets for coastal mangrove mapping in the Amazon region. Different combinations, including hyperspectral and ENVISAT SAR [27,28], multi-tidal Landsat and a Digital Elevation Model (DEM) [29], was used for mangrove tree species mapping [27,28]. Zhang et al. [1] adopted a rotation forest classifier for the mangrove tree mapping with the integration of Worldview-3 and Radarsat-2 data.

As a part of the China High-Resolution Earth Observation System (CHEOS), Gaofen-3 (GF, “High Resolution”) is the first civilian C-band polarimetric SAR imaging satellite of CNSA (China National Space Administration) [30]. The GF-3 satellite has 12 imaging modes, including spotlight, stripmap, and scan, with four polarization capabilities and the highest resolution of 1 m. Previous studies have already confirmed the effectiveness of using optical Gaofen-1 [31] and Gaofen-2 [32] for the extraction of mangrove tree species. More recently, Zhu et al. [33] has integrated GF-2 Optical, GF-3 SAR, and UAV to estimate biomass of mangroves. However, the mangrove classification performance of using full-polarimetric GF-3 SAR has not yet been investigated.

In most cases, pixel-wise and objective-based classifications are employed to medium/low- and high-spatial-resolution images, respectively. However, the mixture of mangrove communities and the low spatial resolution of the datasets bring the challenge to separate mangrove tree species. In mixed-pixel studies, the sub-pixel or spectral unmixing techniques have been widely used [15,34]. However, they need the “pure” pixels (i.e., one label for one pixel) as the input. In most cases, the “pure” pixels are very hard to find in real scenarios. In such case, it is better to use soft labels (i.e., multiple labels in one pixel) instead of the one label of “pure” pixels. In this work, we propose to use a new machine learning paradigm, namely label distribution learning (LDL) [35], which uses the soft labels as the input. The label distribution covers multiple labels, representing the degree (i.e., probability) to which each label describes the pixel [35]. The objective of LDL is to predict multiple real-valued description degrees (i.e., probabilities) of the labels. The LDL methods have widely used in many machine learning applications, such as facial age estimation [36], head pose estimation [37], emotion distribution recognition [38], etc.

To date, there have been no attempts to map mangrove communities, including mixed several small and shrub mangrove patches despite these mangrove species being crucial to coastal zones in mitigating storm surges impacts and defending against rising sea levels [39]. Accordingly, the current work attempts to fill this gap by investigating multi-source optical and SAR remote sensing datasets and the label distribution learning (LDL) techniques [35] to map mangrove tree species in the mangrove ecosystem of the National Park located in North Vietnam using the combination of GF-3 SAR and optical datasets.

The main contributions are listed as follows:

1. exploiting GF-3 SAR to classify mangrove tree species for the first time.
2. investigating the combination of GF-3 full-polarimetric SAR and Sentinel-2 optical datasets.
2. Materials and Methods

2.1. Study Area

In this work, we selected the first Ramsar site in south-east Asia, namely Xuan Thuy National Park, as the study area (shown in Figure 1). It is in the Northern coastal area of Nam Dinh province, Vietnam. The study area is classified as the tropical monsoon area with two distinct dry (from November to next April) and rainy seasons (from May to October) [40].

The total area of this park is approximately 15,000 ha, of which about 7100 and 8000 ha are the core and the buffer zones, respectively. The mangrove tree densities varied at different zones of Xuan Thuy National Park, Nam Dinh Province. We observed the number of mangrove stands was higher in the core zone than those in the buffer and transition zones, ranging from 315 to 8285 tree ha$^{-1}$. The number of mangrove trees depends on the specific locations of the study area. In the buffer and transition zones, the number of trees are relatively less than in the core zone of the National Park. We counted all mangrove stands including small and shrub mangrove trees in 55 sampling plots at a size of 10 m$\times$10 m. We observed five dominant mangrove species, including Sonneratia caseolaris (SC), Kandelia obovata (KO), Aegiceras corniculatum (AC), Rhizophora stylosa (RS), and Avicennia marina (AM), during the fieldwork.

2.2. Remote-Sensing Data

Figure 2 shows the main steps of remote-sensing image processing and the mangrove species mapping using the LDL. First, the preprocessing steps were applied to Sentinel-1, Sentinel-2 and GF-3 datasets. Furthermore, data transformation was applied to Sentinel-2 and GF-3 datasets to obtain vegetation indices and decomposition features. The probabilities derived from 55 sample sites were...
used to train the LDL. Then, the probabilities map of tree species in the study area were generated. Finally, we used the descending probabilities from 71 sample sites to perform the accuracy assessment.

![Flowchart of the proposed methods.](image)

2.2.1. Remote-Sensing Pre-Processing

In this work, we selected Sentinel-1, Sentinel-2 and Gaofen-3 as the data source (Figure 3). Sentinel-1 and Sentinel-2 datasets were downloaded from the Copernicus Open Access Hub (https://scihub.copernicus.eu) run by the European Space Agency (ESA), whereas the GF-3 dataset was acquired from the China National Space Administration (CNSA).

For the Sentinel datasets, we chose the best quality images acquired in 2017 or in 2018 corresponding to the dates we did the field survey. In this case, we selected the Sentinel-2 acquired on 2 November 2018 and the Sentinel-1 dual-polarimetric SAR (VH and VV) obtained on 16 December 2017. For GF-3 datasets, we selected the full-polarimetric dataset using the acquisition mode of Quad-pol stripmap (QPSI).

GF-3 full-polarimetric SAR is very limited in this area. Since the recent GF-3 image is acquired on 27 December 2016, therefore, we selected this one in our studies. Since there is almost no change between 2016 and 2018 in this area, the influences of different dates can be ignored. The main parameters of Sentinel-1, Sentinel-2 and GF-3 are given in Table 1.

| Satellite     | Acquisition Date   | Mode             | Bands                  | Spatial Resolution (m) |
|---------------|--------------------|------------------|------------------------|------------------------|
| Sentinel-1    | 16 December 2017   | Dual-Polarization| VH, VV                 | 10                     |
| Sentinel-2    | 2 November 2018    | Multispectral Imager (MSI) | 11 spectral bands    | 10/20                  |
| GaoFen-3      | 27 December 2016   | Full-Polarization| HH, HV, VH, VV         | 8                      |

For the Sentinel-1 (S1) images, the following steps, including noise removal, calibration, speckle filtering, and geometric correction were applied to the VV and VH polarimetric bands and then converted to backscattering coefficients in decibel (db) unit. For the Sentinel-2 (S2) images, Sen2Cor algorithm was used for the atmospheric correction [17]. For the GF-3 datasets, the calibration constants...
were used to correct the backscattering coefficient information on different polarization channels. Then, the multi-look was applied to de-speckle the image. The polarimetric coherency matrix was generated, and the refined Lee filter was used to reduce the speckle noise.

![Figure 3](image)

**Figure 3.** (a) False composite color image of Sentinel-1 (R:VH, G:VV, B:VV) acquired on 16 December 2017, (b) True composite color image of Sentinel-2 (R: Band 4, G: Band 3, B: Band 2) acquired on 2 November 2018. (c) False composite color image of GF-3 (R:HH, G:HV, B:VV) acquired on 27 December 2016. The land cover types surrounding the mangroves contain sea water, agriculture, tidal mudflat, salt field, built-up areas etc [41].

### 2.2.2. Transformation of Sentinel-2 and GF-3

In addition to spectral bands of Sentinel-2, 7 vegetation indices (VIs) derived from S2 (see in Table 2) were used in this study. It should be noted that all the spectral bands and vegetation indices (i.e., S2+VIs in short) were used as the input of the LDL methods.

### Table 2. Vegetation indices used in the study.

| Vegetation Index                                  | Equation                                    |
|--------------------------------------------------|---------------------------------------------|
| Normalized Difference Vegetation Index (NDVI) [42]| \( \frac{B8 - B4}{B8 + B4} \)              |
| Difference Vegetation Index (DVI) [43]           | \( B8 - B4 \)                               |
| Normalized Difference Index using B4 and B5 (NDI45) [44] | \( \frac{B5 - B4}{B5 + B4} \)               |
| Ratio Vegetation Index (RVI) [45]                | \( \frac{B8}{B4} \)                         |
| Soil Adjusted Vegetation Index (SAVI) [46]       | \( \frac{1.5(B8 - B4)}{B8 + 1.5B4} \)       |
| Inverted Red-Edge Chlorophyll Index (IRECI) [47]  | \( \frac{B7 - B4}{B5 + B6} \)               |
| Green Difference Vegetation Index (GNDVI) [48]   | \( \frac{B8 - B3}{B8 + B3} \)               |

Note: B8 = NIR, B7 = Vegetation red edge, B4 = Red.
For GF-3, the Pauli and Krogager decompositions \cite{49,50} were applied to the distribution of mangrove species. Thus, in addition to four polarization channels (HH, HV, VH, VV), three Krogager components, including diplane (KD), helix (KH), and sphere (KS), three Pauli parameters, including odd-bounce scattering (P1), even-bounce scattering (P2), and volume scattering (P3), were included to map the mangrove species distribution.

Finally, we resampled all the features derived from S1, S2, and GF-3 to a resolution of 10 m to match the same size of sampling sites.

2.2.3. LDL Classification

Label Distribution Learning (LDL), which is proposed by Geng et al. \cite{35}, is a novel machine learning paradigm, aim of which is to minimize the distance between the model output and the ground-truth label distribution. In this work, we used the LDL packages from \cite{35} (http://ldl.herokuappapp.com/download).

Let us denote the degree (i.e., probability) of label \( y \) to pixel \( x \) by \( d^y_x \). The label distribution of \( x \) is given by

\[
D^x_i = \{ d^y_1 x_i, d^y_2 x_i, \ldots, d^y_c x_i \},
\]

with the constraints of \( d^y_j x \in [0, 1] \) and \( \sum_{j=1}^c d^y_j x = 1 \), where \( c \) is the number of classes.

The LDL aims at predicting the probabilities of pixels or learn a conditional probability \( p(y|x) \) from a training set \( \{(x_1, D_1), (x_2, D_2), \ldots, (x_n, D_n)\} \). In general, the LDL approaches can be divided into three categories: problem transformation, algorithm adaptation, and specialized algorithms \cite{35}.

Problem transformation methods directly convert the LDL problem to the existing single-label learning (SLL) problem. In this case, problem transformation methods change the training examples into weighted single-label examples.

More specifically, each training sample \( (x_i, D_i) \) is transferred into \( c \) single-label samples \( (x_i, y_j) \) with the weights of \( d^y_j x_i \). The redefined training set, which includes \( c \times n \) samples, is treated as the single-label training set. In order to predict the class probability of test sample \( x \), the selected learning method should be able to produce the probability. In this case, two typical methods are the Bayes \cite{51} and the support vector machines (SVMs) classifiers \cite{52}. The former assumes the data in Gaussian distribution and uses the Bayes rule to produce the probabilities. The latter estimates the probabilities by a pairwise coupling multi-class method. Problem transformations with the Bayes and the SVMs are referred to as “PT-Bayes” and “PT-SVMs”.

Algorithm adaptation extends the existing methods to deal with label distributions. In particular, the \( k \)-NN and the back-propagation neural network (BPNN) are adopted. We refer them to “AP-kNN” and “AP-BPNN”, respectively. In this work, \( k \) is set to be 3.

In AP-kNN, the probability of new sample \( x \) is averaged by the probabilities of its \( k \) nearest neighbors:

\[
p(y_j|x) = \frac{1}{k} \sum_{i \in N_k(x)} d^y_j x_i
\]

(1)

where \( N_k(x) \) is the \( k \) nearest neighbors of \( x \).

In AP-BPNN, the SoftMax activation function was used to generate the probability output. Assume that the \( j \)-th output of AP-BPNN is \( v_j \), the output \( z_j \) \( (z_j \in [0, 1] \) and \( \sum_j z_j = 1 \)) is:

\[
z_j = \frac{\exp(v_j)}{\sum_{k=1}^c \exp(v_k)}, (j = 1, 2, \ldots, c)
\]

(2)

The previous problem transformation and algorithm adaptation methods are an indirect strategy, and the performance is very limited \cite{35,53}. In this case, we need the specialized algorithms to directly solve the LDL problem.
Suppose \( p(y|x; \theta) \) is a parametric model with a parameter vector \( \theta \). The two distributions can be measured by Euclidean distance, Kullback–Leibler (KL) divergence etc. If we adopt the KL divergence, the best parameter vector \( \theta^* \) can be determined in the following

\[
\theta^* = \arg \max_\theta \sum_i \sum_j d_{ij} \ln p(y|x; \theta)
\]  

To directly tackle the optimization problem, Improved Iterative Scaling (IIS) \([54]\) and Broyden–Fletcher–Goldfarb–Shanno (BFGS) \([55]\) are adopted. Here, we refer to them as “SA-IIS” and “SA-BFGS”, respectively. Both the methods assume \( p(y|x; \theta) \) to be the maximum entropy model. SA-IIS uses a strategy similar to Improved Iterative Scaling (IIS) to maximize the likelihood of the maximum entropy model. The SA-BFGS uses a quasi-Newton method BFGS as its optimization algorithm. More detailed information about the SA-IIS and the SA-BFGS techniques can be found at \([35]\).

2.3. Field Data and Validation Analysis

Field experiments were carried out during the dry season (November and December 2018). We conducted the measurements of 55 sampling sites with a square size of 100 m\(^2\). The geographic position was recorded using the Garmin eTreX GPS surveys. For each sampling site, all mangrove species were identified and the number of trees is counted. Also, the area of different mangrove tree species are measured.

Table 3. Probabilities of different mangrove types in 55 sample sites. The numbers of probabilities represent the area ratios. In each sample site, the sum of probabilities equals to 1.

| ID | SC | KO | AC | RS | AM | ID | SC | KO | AC | RS | AM |
|----|----|----|----|----|----|----|----|----|----|----|----|
| 1  | 0.36 | 0.00 | 0.64 | 0.00 | 0.00 | 29 | 0.00 | 0.33 | 0.67 | 0.00 | 0.00 |
| 2  | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 30 | 0.00 | 0.80 | 0.20 | 0.00 | 0.00 |
| 3  | 0.00 | 0.32 | 0.68 | 0.00 | 0.00 | 31 | 0.00 | 0.96 | 0.04 | 0.00 | 0.00 |
| 4  | 0.00 | 0.43 | 0.57 | 0.00 | 0.00 | 32 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| 5  | 0.00 | 0.48 | 0.52 | 0.00 | 0.00 | 33 | 0.00 | 0.52 | 0.48 | 0.00 | 0.00 |
| 6  | 0.26 | 0.74 | 0.00 | 0.00 | 0.00 | 34 | 0.00 | 0.76 | 0.24 | 0.00 | 0.00 |
| 7  | 0.17 | 0.53 | 0.30 | 0.00 | 0.00 | 35 | 0.00 | 0.65 | 0.35 | 0.00 | 0.00 |
| 8  | 0.00 | 0.88 | 0.12 | 0.00 | 0.00 | 36 | 0.00 | 0.83 | 0.17 | 0.00 | 0.00 |
| 9  | 0.00 | 0.55 | 0.45 | 0.00 | 0.00 | 37 | 0.00 | 0.40 | 0.60 | 0.00 | 0.00 |
| 10 | 0.54 | 0.46 | 0.00 | 0.00 | 0.00 | 38 | 0.36 | 0.00 | 0.64 | 0.00 | 0.00 |
| 11 | 0.20 | 0.69 | 0.00 | 0.11 | 0.00 | 39 | 0.23 | 0.00 | 0.77 | 0.00 | 0.00 |
| 12 | 0.67 | 0.20 | 0.08 | 0.05 | 0.00 | 40 | 0.00 | 0.48 | 0.52 | 0.00 | 0.00 |
| 13 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 41 | 0.00 | 0.90 | 0.10 | 0.00 | 0.00 |
| 14 | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 42 | 0.38 | 0.00 | 0.62 | 0.00 | 0.00 |
| 15 | 0.00 | 0.00 | 0.00 | 1.00 | 0.00 | 43 | 0.35 | 0.00 | 0.65 | 0.00 | 0.00 |
| 16 | 0.15 | 0.74 | 0.06 | 0.05 | 0.00 | 44 | 0.00 | 0.67 | 0.33 | 0.00 | 0.00 |
| 17 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 45 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| 18 | 0.00 | 0.18 | 0.82 | 0.00 | 0.00 | 46 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| 19 | 0.00 | 0.34 | 0.66 | 0.00 | 0.00 | 47 | 0.00 | 0.82 | 0.18 | 0.00 | 0.00 |
| 20 | 0.00 | 0.88 | 0.12 | 0.00 | 0.00 | 48 | 0.00 | 0.61 | 0.39 | 0.00 | 0.00 |
| 21 | 0.00 | 0.31 | 0.69 | 0.00 | 0.00 | 49 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| 22 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 50 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| 23 | 0.00 | 0.41 | 0.59 | 0.00 | 0.00 | 51 | 0.00 | 0.90 | 0.10 | 0.00 | 0.00 |
| 24 | 0.00 | 0.56 | 0.44 | 0.00 | 0.00 | 52 | 0.00 | 0.99 | 0.01 | 0.00 | 0.00 |
| 25 | 0.00 | 0.95 | 0.07 | 0.00 | 0.00 | 53 | 0.00 | 0.96 | 0.04 | 0.00 | 0.00 |
| 26 | 0.00 | 0.09 | 0.91 | 0.00 | 0.00 | 54 | 0.00 | 0.95 | 0.05 | 0.00 | 0.00 |
| 27 | 0.00 | 0.13 | 0.87 | 0.00 | 0.00 | 55 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| 28 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
The probabilities of different mangrove types in each sample site are computed (seen in Table 3). The probabilities are the area ratios of different mangrove types. In Vietnam, there are many kinds of mangrove species; however, in the study area, five dominant species (Class 1-5) were observed during the field survey in November and December 2018, including *Sonneratia caseolaris* (SC), *Kandelia obovata* (KO), *Aegiceras corniculatum* (AC), *Rhizophora stylosa* (RS), and *Avicennia marina* (AM). As can be seen in Table 3, the mixed species of SC, KO, and AC are dominants of mangrove communities in the study area. Figure 4 depicts an example of dominant mangrove species (i.e., SC, KO, and AC), and their mixture.

*Figure 4.* The samples of dominant mangrove species (i.e., SC, KO, and AC), and their mixture in the study area. Photos were taken by T.D.P during the field survey which was conducted at Xuan Thuy National Park at latitudes 20°10′ and 20°17′N and longitude 106°25′ and 106°35′E, in November and December 2018.

We have additional 71 sample sites (a total number of 390 samples) with a size ranging from 100 m² to 600 m² generated from manual digitization and visual interpretation using very high-spatial-resolution images in Google Earth. In these sample sites, we attempted to assess the descending probabilities of tree species in each sample site. In this case, the pure types of species (i.e., Class 2, Class 3, Class 4 and Class 5) and the mixed types of species (i.e., Class 2-1, Class 2-3-1, Class 2-4, Class 3-1 and Class 3-2) are observed. Class 2-4 means the probability of Class 2 is greater than the one of Class 4. Figure 1b presents the geographic locations of these sampling sites.

Since only 55 samples with the real distribution are available, the leave-one-out cross-validation (LOOCV) technique was adopted to investigate the performance. The LOOCV uses one sample for the testing, and the remaining samples are used for the training [56]. We repeated this process 55 times to predict the accuracy of the equivalent 55 samples.

The final output of the LDL methods is the class probabilities. Followed the way introduced by [35], the following distance measures are used to evaluate the performance of leave-one-out cross validation

\[
\text{Dis}_{\text{Chebyshev}}(D, \hat{D}) = \max_j \ |d_j - \hat{d}_j|
\]

\[
\text{Dis}_{\text{Clark}}(D, \hat{D}) = \sqrt{\sum_{j=1}^c \frac{(d_j - \hat{d}_j)^2}{(d_j + \hat{d}_j)^2}}
\]
Dis\textsubscript{Canberra}(D, \hat{D}) = \sqrt{\sum_{j=1}^{c} \frac{|d_j - \hat{d}_j|}{d_j + \hat{d}_j}} (6) \\
Dis\textsubscript{KL}(D, \hat{D}) = \sum_{j=1}^{c} d_j \ln \frac{d_j}{\hat{d}_j} (7) \\
Dis\textsubscript{Cos}(D, \hat{D}) = \frac{\sum_{j=1}^{c} d_j \hat{d}_j}{\sqrt{\sum_{j=1}^{c} d_j^2 \sqrt{\sum_{j=1}^{c} \hat{d}_j^2}}} (8) \\
Dis\textsubscript{Intersection}(D, \hat{D}) = \min(d_j, \hat{d}_j) (9)

The additional 71 sample sites consisted of a total number of 390 samples with the descending probabilities were used to evaluate the pixel-wise accuracy. For the individual class, the pixel is correctly classified when the probability is higher than 0.7. For the mixture, the pixel is correctly classified when the descending order of each tree species’ probabilities are the same as the validation ones.

To investigate the influence of the input features on mangrove mapping accuracy, we conducted the five experiments as the following. In the first experiment, the variables derived from the S2 multispectral bands and VIs were included. In the second experiment, the 22 variables through a combination of S2 and S1 (S1+S2+VIs) were used. In the third experiment, the 24 variables derived from S2 and GF-3 four backscattering coefficients (S2+VIs+GF-3 (4)) were used. In the fourth experiment, the 30 variables through a combination of S2 and GF-3 all variables (S2+VIs+GF-3 (all)) were used. In the fifth experiment, all the variables derived from S1, S2, and GF-3 (S1+S2+VIs+GF-3 (all)) were included.

3. Results

3.1. Results with Different LDL Methods

We evaluated the performance of six different LDL methods using the combination of spectral bands and VIs derived from Sentinel-2 as the input features (Table 4). The SA-BFGS provides the best classification results, followed by SA-IIS > PT-Bayes > AA-KNN > AA-BP > PT-SVMs.

The PT-Bayes yields good results on the measures ‘Chebyshev’ and ‘Intersection’. The SA-IIS technique has good results on the measures of ‘Clark’, ‘Canberra’, and ‘Cos’. The SA-IIS and the SA-BFGS methods share the top positions because they directly minimize the distance between the probabilities of training and test samples. The main reasons for the lower accuracies of the PT-SVMs and the AA-BPNN are two folds: (1) very limited training samples, and (2) over-fitting with more tuned parameters.

Table 4. Measures on the distance metric.

| Measure          | PT-Bayes | PT-SVMs | AA-KNN | AA-BPNN | SA-IIS | SA-BFGS |
|------------------|----------|---------|--------|---------|--------|---------|
| Chebyshev (↓)    | 0.3495   | 0.5339  | 0.3890 | 0.4372  | 0.3950 | 0.2346  |
| Clark (↓)        | 2.0113   | 1.9479  | 1.8978 | 1.9043  | 1.8810 | 1.8736  |
| Canberra (↓)     | 4.2004   | 4.0894  | 4.1231 | 3.9366  | 3.8553 | 3.7498  |
| KL (↓)           | 0.065    | 0.084   | 0.078  | 0.082   | 0.045  | 0.034   |
| Cos (↑)          | 0.7466   | 0.5555  | 0.7472 | 0.7238  | 0.7721 | 0.8778  |
| Intersection (↑) | 0.6407   | 0.4374  | 0.5999 | 0.5466  | 0.5904 | 0.7548  |

Table 5 reveals the results of different ascending order combination of tree species on the additional validation of 71 sample sites. It should be noted that Class 2, 3, 4, 5 are the pure classes, and Class 2-1, Class 2-3-1, Class 2-4, Class 3-1 and Class 3-2 are the mixed classes. Class 2-1 means that the probability of Class 2 is greater than the one of Class 1. From this Table, it can be clearly seen that the PT-Bayes,
the PT-SVMs, the AA-KNN, the AA-BP, the SA-IIS algorithms cannot predict the pure Class 3, 4, 5. PT-Bayes can give the best result of Class 2. The AA-BP and the SA-IIS yield excellent performance on the mixed classes (2-3, 2-3-1, 2-4, 3-1). The SA-BFGS can balance the accuracies between pure and mixed classes. Considering the accuracies of pure and mixed classes, the ranking of the algorithms is SA-BFGS > AA-BPNN > SA-IIS > AA-KNN > PT-SVMs = PT-Bayes. The SA-BFGS performs better than other methods because it improves the performance of the SA-IIS by using more effective optimization process. Therefore, the SA-BFGS is selected to analyze the combination of different source images.

### Table 5. Accuracy assessment on the additional 71 plots with different LDL methods.

| Class No. | No. Samples | PT-Bayes | PT-SVMs | AA-KNN | AA-BPNN | SA-IIS | SA-BFGS |
|-----------|-------------|----------|---------|--------|---------|--------|---------|
| 2         | 63          | 98.41    | 20.63   | 6.35   | 6.35    | 47.62  |
| 3         | 32          | 3.13     | 0       | 0      | 0       | 6.25   |
| 4         | 10          | 0        | 0       | 0      | 0       | 60.00  |
| 5         | 4           | 0        | 0       | 0      | 0       | 25.00  |
| 2-1       | 25          | 0        | 60.00   | 96.00  | 100.00  | 92.00  |
| 2-3-1     | 4           | 25.00    | 100.00  | 100.00 | 75.00   | 75.00  | 25.00  |
| 2-4       | 63          | 96.83    | 47.62   | 79.31  | 87.30   | 36.51  |
| 3-1       | 79          | 64.56    | 79.71   | 65.81  | 64.56   |
| 3-2       | 110         | 5.45     | 15.45   | 24.55  | 34.55   |
| Overall accuracy (OA) | 17.95 | 16.67 | 33.33 | 43.83 | 35.64 | 44.87 |
| Average accuracy (AA) | 15.81 | 21.87 | 34.25 | 40.10 | 37.16 | 43.50 |

3.2. Results with Different Sources of Datasets

Five classification were produced using (1) S2 spectral bands and VIs (S2+VIs), (2) a combination of S2 optical, VIs and S1 (S1+S2+VIs), (3) a combination of S2 and GF-3 four backscattering coefficients (S2+VIs+GF3 (4)), (4) a combination of S2 and GF-3 all variables (S2+VIs+GF3 (all)), (5) a combination of S1, S2, and GF-3 (S1+S2+VIs+GF3 (all)).

We performed an accuracy assessment using the additional 71 sample sites with the overall accuracies (OAs) of 44.82% (S2+VIs), 46.66% (S2+VIs+S1), 59.49% (S2+VIs+GF3 (4)), 58.50% (S2+VIs+GF3 (all)), 53.36% (S1+S2+VIs+GF3 (all)) and with the AAs of 43.49% (S2+VIs), 46.31% (S2+VIs+GF3 (4)), 49.19% (S2+VIs+GF3 (all)), 45.94% (S1+S2+VIs+GF3 (all)). Among all the combinations, S2+VIs+GF3 (4) obtained the best results, and the probabilities maps are shown in Figure 5. This observation demonstrated that the full-polarimetric GF-3 SAR could provide more beneficial information than dual-polarimetric S1 SAR when combining with S2 optical data to improve the classification accuracy of probabilistic mangrove species mapping.

To further in-depth analyze the complementary information from SAR datasets regarding pure or mixed types of mangrove tree species, we list the individual accuracy in Table 6. This table indicates that pure Class 4, mixed Class 2-1, and 3-1 (with accuracy > 60%) are easily identified compared to other tree species. All the combinations can obtain adequate accuracies. The performance of pure Class 5, and the mixed Class 2-3-1, Class 3-2 were much lower due to the limited training samples. With the addition of dual-polarimetric Sentinel-1, the accuracies of Class 3 and Class 2-4 were noticeably increased. However, the accuracies of Class 2, 2-1, 3-1, 3-2 decreased. Furthermore, combining the full-polarimetric GF-3, all the classes, except Class 4, 5, 2-3-1, improved the performance significantly. For instance, the accuracies of Class 2 and Class 2-4 increased to 56.25% and 96.83% from 6.25% and 36.28%, respectively. With the help of Pauli and Krogager decomposition, the accuracies of pure Class 2 and Class 3 increased, but the performance of mixed Class 2-4, 3-1, and 3-2 decreased.
Figure 5. Probability maps of (a) *Sonneratia caseolaris* (SC), (b) *Kandelia obovata* (KO), (c) *Aegiceras corniculatum* (AC), (d) *Rizophora stylosa* (RS), (e) *Avicennia marina* (AM) generated by the best performance (OA: 62.44%, AA: 51.90%) using the specialized algorithm with BFGS optimization (SA-BFGS) and the combination of spectral bands, vegetation indices of Sentinel-2, and four polarization channels of Gaofen-3, which is short for S2+VIs+GF(4) in the manuscript.

Table 6. Accuracy assessment on the additional 71 plots with different combinations of multiple-source datasets.

| Class | No. Samples | S2+VIs | S1+S2+VIs | S2+VIs+GF (4) | S2+VIs+GF (All) | S1+S2+VIs+GF (All) |
|-------|-------------|--------|-----------|--------------|----------------|-------------------|
| 2     | 63          | 47.62  | 44.44     | 50.79        | 53.97          | 47.61             |
| 3     | 32          | 6.25   | 53.13     | 56.25        | 62.50          | 50.00             |
| 4     | 10          | 60.00  | 60.00     | 60.00        | 60.00          | 60.00             |
| 5     | 4           | 25.00  | 25.00     | 25.00        | 25.00          | 25.00             |
| 2-1   | 25          | 92.00  | 72.00     | 64.00        | 64.00          | 64.00             |
| 2-3-1 | 4           | 25.00  | 25.00     | 25.00        | 25.00          | 25.00             |
| 2-4   | 63          | 36.51  | 42.85     | 63.49        | 52.38          | 49.20             |
| 3-1   | 79          | 64.56  | 60.76     | 68.35        | 63.29          | 60.76             |
| 3-2   | 110         | 34.55  | 33.64     | 38.18        | 36.36          | 31.82             |
| Overall accuracy (OA) | 44.87 | 46.66 | 62.44 | 58.50 | 53.36 |
| Average accuracy (AA) | 43.49 | 46.31 | 51.90 | 49.19 | 45.94 |
4. Discussion

4.1. Contribution from the Full-Polarimetric SAR

Mangrove mapping with the combination of optical and SAR datasets has been reported by previous studies [1,21,27] and few studies have investigated the classification performance with full-pol SAR (e.g., RADARSAT-2 and ALOS-PALSAR-2) [57,58].

In this work, the complementary role of full-polarimetric GF-3 SAR towards optical data was tested and assessed for the improvement of mangrove tree species probabilistic mapping. As we expected, the OAs were improved from 44.87% (S2+VIs) to 46.66% (S2+VIs+S1) and 62.44% (S2+VIs+GF-3 (4)), while the AAs was improved from 43.49% (S2+VIs) to 46.31% (S2+VIs+S1) and 52.90% (S2+VIs+GF-3 (4)). This improvement can be further explained from the individual accuracies over different kinds of tree species, showing that GF-3 full-pol SAR may improve the identification capability of not only the pure types but also the mixed combinations when compared to the dual-pol SAR. Pauli and Krogager decomposition were included; the classification accuracies of the pure types of mangrove tree species are improved. In future studies, we will compare the performance of L-band and C-band full-pol SAR and investigate the potential joint use of multifrequency full-pol SAR.

4.2. Factors Affecting Accuracy Assessment

In a real case, very limited reference samples are typical. Collecting many samples under mangrove ecosystems is extremely difficult, time-consuming, and costly. In this study, only 55 samples with the probabilities collected by the field survey were used for the training, and the additional 71 sample sites (390 samples) were used for the validation. From a statistical point of view, this very limited training sample size may decrease reliability. In this work, the classification performance derived from the combined full-pol GF-3 SAR and optical (S2+VIs) using SA-BFGS are significantly better than others from only optical and the combined dual-pol SAR and optical with all applied method.

In machine learning community, active learning and semi-supervised learning are often adopted to deal with limited training samples. There have been a few attempts to use semi-supervised learning technique for the mangrove mapping. For instance, Silva et al. [59] proposed to use cost-sensitive and semi-supervised learning to classify mangrove in Saloum estuary, Senegal, from Landsat imagery. Weinstein et al. [60] developed semi-supervised deep learning neural networks to detect individual tree from Airborne RGB images. In the future, we may consider including active learning and semi-supervised learning to further improve the performance.

4.3. Investigations about Combinations and Methods

The accurate assessment for the spatial distribution of mangrove communities, which consisted of mixed species, particularly small and shrubs patches, is still a challenging task. In this work, we investigate and compare the different combination of full-pol SAR, dual-pol SAR and optical data for probabilistic mangrove mapping.

Two advantages need to be considered. First, regarding the SAR datasets, more and more free public SAR datasets (e.g., Sentinel-1) are used to increasing the accuracy of mangrove mapping, full-pol GF-3 datasets are used in this work. Experimental results indicated better performance using full-pol SAR rather than dual-pol SAR because full-pol SAR could provide more informative features to classify the different dominant or mixed tree species.

Second, regarding the methodology, most studies worked on mangrove species mapping using medium resolution images is a pixel-wise method. Due to limited spatial resolution, the mixed tree species in one pixel often exist. Traditionally the most used approach to deal with the mixed pixel is the sub-pixel analysis or spectral unmixing [15,34]. In all existing spectral unmixing or sub-pixel methods, the “pure” pixel should be found. Contrary to these methods, we employed the LDL methods, which do not need the “pure” pixel and use the probabilistic as the input. We expected that
it could be more useful than the pixel-wise classifier to generate the probabilistic classification maps. More specifically, three typical kinds of methods were compared: problem transformations (PT-Bayes and PT-SVM), algorithm adaptation (AA-kNN and AA-BPNN), and specialized algorithm (SA-IIS and SA-BFGS). As observed from the experiments, the SA methods are better than those of other methods by considering the accuracy of individual and mixed tree species. When including the full-pol SAR datasets, the accuracy is further improved.

4.4. Limitation of This Study

Mangroves distribution mapping can be divided into two parts: extent mapping (mangroves or non-mangroves) and species distribution mapping [5]. Extent mapping can be done by coarse or medium resolution remote-sensing datasets, such as Landsat and Sentinel, while mangrove tree species mapping should be obtained from high-spatial-resolution datasets, including IKONOS. Now, all the studies of mangrove tree species mapping are conducted in a local scale, the species distribution at continental or global scale is missing.

In this work, we attempt to use LDL methods to produce probability mapping of mangrove tree species with multi-source datasets. The results encourage us to further extend LDL to large-scale mapping. However, the main limitation of this study is the very limited training samples with probabilities. LDL methods require very accurate training samples.

5. Conclusions

This is the first study attempted to investigate the potential of the combined optical and full-polarimetric SAR remote-sensing data for mapping probabilities of mangrove communities including mixed several small mangrove species using the LDL approaches in Xuan Thuy National park located in North Vietnam. Various combinations of remote-sensing datasets, including Sentinel-1 dual-polarimetric SAR, Sentinel-2 multispectral, and Gaofen-3 full-polarimetric SAR, were investigated. Then, different types LDL methods were applied to classify the mangrove tree species. Experimental results demonstrated that a combination of spectral bands and all vegetation indices (e.g., NDVI, DVI, NDI45, RVI, SAVI, IRECI and GNDVI) derived from Sentinel-2 and four polarization channels of Gaofen-3, which is short for S2+VIs+GF(4), obtained the best performance.

Dual-polarimetric Sentinel-1 SAR data was beneficial to improve the classification of Aegiceras corniculatum (AC) species. However, the accuracies of the most mixed combination of tree species, such as the mixture of Sonneratia caseolaris (SC) and Kandelia obovata (KO) species, decreased. Finally, full-polarimetric SAR datasets tend to improve the accuracy of both pure and mixed types of tree species. For the method, the best accuracies were obtained by the specialized algorithms (SA) with Broyden–Fletcher–Goldfarb–Shanno (BFGS) optimization (SA-BFGS). The methods used in this study can apply for mapping mangrove communities on a large scale due to the efficient computation time (less than one minute on a computer with Intel Core i7 CPU, 1.30 GHz, and 32 GB of memory). The main reason for such efficiency is that the method adopts the efficient BFGS optimization method, whose computation is related to the to the first-order gradient, performing much more efficiently than the standard line search Newton method (e.g., IIS) based on previous studies [35,61,62]. These findings indicate the reliability of the LDL method for mapping the probabilistic mangrove species distribution and may provide a road-map using multi-source datasets and the LDL algorithms in other remote-sensing applications.
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