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Abstract
We discuss connections between the essential self-adjointness of a symmetric operator and the constancy of functions which are in the kernel of the adjoint of the operator. We then illustrate this relationship in the case of Laplacians on both manifolds and graphs. Furthermore, we discuss the Green’s function and when it gives a non-constant harmonic function which is square integrable.

1 Introduction

Liouville theorems give conditions under which harmonic functions are constant. For example, the classic Liouville theorem states that all bounded harmonic functions defined on an entire Euclidean space are constant. In this note, we are interested in
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the case when a harmonic function being square integrable forces the constancy of the function. We call this the \( L^2 \)-Liouville property.

On the other hand, essential self-adjointness deals with the uniqueness of self-adjoint extensions of a symmetric operator. Although seemingly unrelated to the \( L^2 \)-Liouville property, for a strictly positive symmetric operator there is a characterization of essential self-adjointness via the triviality of functions in the kernel of the adjoint of the operator which connects these properties. Abstractly, this connection is certainly known to experts, see, e.g., [10].

The aim of this note is to first summarize this connection for symmetric operators on general \( L^2 \) spaces and then illustrate the statement for Laplacians on both graphs and manifolds. In particular, while essential self-adjointness always implies the \( L^2 \)-Liouville property, additional assumptions, more precisely, positivity of the bottom of the spectrum and the space having infinite measure, are needed for the converse implication. We will use the graph and manifold case to show that these additional assumptions are necessary.

It is well-known that the Laplacian on a complete Riemannian manifold is essentially self-adjoint [3,32] and that such manifolds satisfy the \( L^2 \)-Liouville property [32,37]. Analogous results have been more recently established for Laplacians on weighted graphs via the use of intrinsic metrics [17,18]. For an incomplete Riemannian manifold such as \( M = N \setminus K \) where \( N \) is complete and \( K \) is a compact submanifold, the Laplacian is essentially self-adjoint if and only if the codimension of \( K \) is greater than or equal to 4, see [5,26]. We mention [2] for further results concerning essential self-adjointness of the Laplacian on an incomplete manifold and [19] for some results in the graph case. In contrast, the \( L^2 \)-Liouville property holds on \( \mathbb{R}^n \setminus \{p\} \) for any dimension [1], while it fails on \( \mathbb{H}^n \setminus \{p\} \) for \( n = 2, 3 \) as the Green’s function on \( \mathbb{H}^n \setminus \{p\} \) is in \( L^2 \) for \( n = 2, 3 \) as we will discuss below. Furthermore, we will give some analogues for the incomplete case for graphs by considering a graph with a vertex removed and with paths of finite length attached at neighboring vertices of the removed vertex.

We organize the paper as follows. In Sect. 2 we use general theory to point out the connection between essential self-adjointness and the \( L^2 \)-Liouville property. In Sect. 3 we first recall the setting of Laplacians on weighted graphs and Riemannian manifolds and then show by examples that the conditions in the general results obtained in Sect. 2 are necessary. In Sect. 4 we study the \( L^2 \)-Liouville property on a manifold with a point removed. More precisely, we discuss how the dimension being less than 4 ensures that the Green’s function is square integrable on a neighborhood of the pole and positivity of the bottom of the spectrum implies that the Green’s function is square integrable outside of this neighborhood. It should be mentioned that some results in this section can be obtained by combining our general theory with known results concerning essential self-adjointness of the Laplacian on manifolds. In Sect. 5 we extend the ideas of the previous section on manifolds to weighted graphs.

Finally, let us note that, in both the manifold and graph settings, there are known connections between Liouville theorems for bounded functions and recurrence, see [11,33], and between the \( L^1 \)-Liouville property and stochastic completeness, see [11, 17]. Hence, Liouville theorems and stochastic properties are connected. In this note
we add another piece to this picture in pointing out the connection between the $L^2$-Liouville property and essential self-adjointness.

2 Preliminary Results

We start with some standard Hilbert space notions. For more details, see, for example, Sections VIII.1 and VIII.2 in [27] and Section X.3 in [28]. We let $\mathcal{H}$ denote a Hilbert space. We let

$$T : D(T) \subseteq \mathcal{H} \longrightarrow \mathcal{H}$$

denote a symmetric operator with dense domain $D(T)$, adjoint $T^*$ and closure $\overline{T} = T^{**}$. We say that $T$ is essentially self-adjoint if $\overline{T}$ is self-adjoint, equivalently, if $T$ has a unique self-adjoint extension. We say that $T$ is strictly positive if there exists a constant $C > 0$ such that

$$\langle Tf, f \rangle \geq C \|f\|^2$$

for all $f \in D(T)$.

We now highlight the other main property of interest which concerns the constancy of certain functions. In the case when $\mathcal{H} = L^2(X, m)$ for a measure space $(X, m)$ we say that $T$ satisfies the $L^2$-Liouville property if every function $f \in \ker T^*$ is constant. In particular, we note that any function in the kernel of a self-adjoint extension of $T$ will be constant in this case.

For the examples that we have in mind, namely Laplacians on graphs and manifolds without boundary, it turns out that the $L^2$-Liouville property is equivalent to the fact that every function which is harmonic in a pointwise or distributional sense and is in the corresponding $L^2$ space is constant. We now highlight the connection between essential self-adjointness and the $L^2$-Liouville property introduced above.

**Theorem 1** Let $(X, m)$ be a measure space and let $T : D(T) \subseteq L^2(X, m) \longrightarrow L^2(X, m)$ be a symmetric operator such that every function $f \in \ker T$ is constant.

(1) If $T$ is essentially self-adjoint, then $T$ satisfies the $L^2$-Liouville property.
(2) If $T$ satisfies the $L^2$-Liouville property, $T$ is strictly positive and $m(X) = \infty$, then $T$ is essentially self-adjoint.

**Proof** (1) Since the adjoint is a closed operator, essential self-adjointness implies $T^* = T^{**} = \overline{T}$. Therefore, if $f \in \ker T^*$, then $f \in \ker \overline{T}$ and thus is constant by the assumption on $T$. Hence, $T$ satisfies the $L^2$-Liouville property.

(2) We note that by Theorem X.26 in [28] and the strict positivity assumption, $T$ is essentially self-adjoint if and only if $\ker T^* = \{0\}$. Let $f \in \ker T^*$. Then, as $T$ has the $L^2$-Liouville property, it follows that $f$ is constant. Since $f \in L^2(X, m)$ and $m(X) = \infty$, it now follows that $f$ is trivial. This completes the proof.

We now comment on the assumption that every $f \in \ker \overline{T}$ is constant found in the result above. First we note that this is only used in the proof of statement (1). However,
the strict positivity of \( T \) assumed in (2) automatically implies that any function in \( \ker T \) is actually trivial. Furthermore, in the case of Laplacians on graphs and manifolds that are the main focus of this paper, \( f \in \ker T \) implies that \( f \) has zero energy as we will discuss below. Thus, \( f \in \ker T \) is constant in the case that the underlying space is connected.

3 Laplacians on Graphs and Manifolds

We will now illustrate the general results from the previous section with Laplacians on weighted graphs and manifolds. In particular, we will use these examples to illustrate the necessity of the additional assumptions needed for the \( L^2 \)-Liouville property to imply essential self-adjointness.

3.1 Laplacians on Weighted Graphs

We first introduce the setting of infinite weighted graphs and the associated Laplacians as in [22]. Let \( X \) be a countably infinite set of vertices with \( b : X \times X \rightarrow [0, \infty) \) satisfying \( b(x, x) = 0 \) for all \( x \in X \), \( b(x, y) = b(y, x) \) for all \( x, y \in X \) and \( \sum_y b(x, y) < \infty \) for all \( x \in X \). When \( b(x, y) > 0 \) we think of \( x \) and \( y \) as neighbors connected by an edge with weight \( b(x, y) \) and write \( x \sim y \). We note that we allow vertices to have infinitely many neighbors. Let \( m : X \rightarrow (0, \infty) \) and extend \( m \) to all subsets of \( X \) by additivity. We call \( b \) a graph over the measure space \((X, m)\). In this case, our Hilbert space is

\[
\mathcal{H} = \ell^2(X, m) = \{ f : X \rightarrow \mathbb{R} | \sum_{x \in X} f^2(x)m(x) < \infty \}
\]

with inner product \( \langle f, g \rangle = \sum_{x \in X} f(x)g(x)m(x) \). We denote the corresponding norm by \( \| f \|^2 = \langle f, f \rangle \).

Let \( C(X) = \{ f : X \rightarrow \mathbb{R} \} \) and let

\[
\mathcal{F} = \{ f \in C(X) | \sum_{y \in X} b(x, y)|f(y)| < \infty \text{ for all } x \in X \}.
\]

For a function \( f \in \mathcal{F} \), we define the formal Laplacian \( \mathcal{L} \) as

\[
\mathcal{L} f(x) = \frac{1}{m(x)} \sum_{y \in X} b(x, y)(f(x) - f(y))
\]

for \( x \in X \). We say that a function \( f \in \mathcal{F} \) is harmonic if

\[
\mathcal{L} f = 0.
\]

We note that this definition does not involve any Hilbert space and that harmonicity does not depend on the choice of the measure \( m \).
The measure starts to play a role as soon as we require the function to additionally be in $\ell^2(X, m)$. We now point out a case in which all harmonic functions are trivial. This was already observed in [17], see also [22,30,35] for similar reasoning.

**Example 1** (Infinite measure of paths) We call a sequence of vertices $(x_n)$ an infinite path if $x_n \sim x_{n+1}$ for all $n \in \mathbb{N}$. If every infinite path has infinite measure, i.e.,

$$
\sum_n m(x_n) = \infty \quad \text{for all infinite paths } (x_n),
$$

then any harmonic function in $\ell^2(X, m)$ is trivial. This follows, as, by a direct calculation and induction, any harmonic function which is not constant must strictly increase over some infinite path. Since this path will have infinite measure, it follows that such a function cannot be in $\ell^2(X, m)$.

On the other hand, it is clear that any non-trivial constant function cannot be in $\ell^2(X, m)$ if $X$ has infinite measure. Thus, we see that in the case of infinite measure of infinite paths, all harmonic functions which are in $\ell^2(X, m)$ are trivial. In particular, the only case of interest for Liouville properties involving $\ell^2(X, m)$ is the case when the measure decays so that some path has finite measure.

We let $C_c(X)$ denote the finitely supported functions in $C(X)$ and let $L_c$ denote the restriction of $\mathcal{L}$ to $C_c(X)$, that is, $D(L_c) = C_c(X)$ and $L_c f = \mathcal{L} f$ for all $f \in C_c(X)$. In order for $L_c$ to be symmetric, we assume throughout that

$$
\mathcal{L}(C_c(X)) \subseteq \ell^2(X, m).
$$

We then say that $L_c$ is essentially self-adjoint if $L_c$ has a unique self-adjoint extension. When $\mathcal{L}(C_c(X)) \subseteq \ell^2(X, m)$, one can calculate that

$$
D(L^*_c) = \{ f \in \ell^2(X, m) \cap \mathcal{F} \mid \mathcal{L} f \in \ell^2(X, m) \}
$$

and that $L^*_c$ is a restriction of $\mathcal{L}$ to $D(L^*_c)$, see the proof of Theorem 6 in [22].

We note that $f \in \ker(L^*_c)$ if and only if $f \in \ell^2(X, m) \cap \mathcal{F}$ and $\mathcal{L} f = 0$. In particular, $L_c$ satisfies the $\ell^2$-Liouville property if and only if all harmonic functions which are in $\ell^2(X, m)$ are constant.

Example 1 shows that under the assumption that infinite paths have infinite measure $L_c$ satisfies the $\ell^2$-Liouville property. Furthermore, under this assumption, $L_c$ is essentially self-adjoint by Theorem 6 in [22].

Having introduced the two main properties of interest for the Laplacian in the graph setting we now turn to the form perspective. This will be used to show that functions which are in the kernel of $\overline{L}_c$ are constant when the graph is connected. Given the symmetric operator $L_c$ we can define the associated form $Q_c$ via

$$
Q_c(f, g) = \langle L_c f, g \rangle
$$
for all \( f, g \in D(L_c) \). A direct calculation gives that the form \( Q_c \) is a restriction of the energy form \( Q \) which is given by

\[
Q(f, g) = \frac{1}{2} \sum_{x, y \in X} b(x, y)(f(x) - f(y))(g(x) - g(y))
\]

for \( f, g \in \mathcal{D} \) where \( \mathcal{D} \) is the space of functions of finite energy defined as

\[
\mathcal{D} = \{ f \in C(X) \mid \sum_{x, y \in X} b(x, y)(f(x) - f(y))^2 < \infty \}.
\]

A direct calculation gives the following version of a Green’s formula

\[
\langle L_c f, g \rangle = Q_c(f, g) = Q(f, g) = \langle f, L_c g \rangle
\]

for all \( f, g \in D(L_c) \). In particular, we note that \( L_c \) is positive and the densely defined form \( Q_c \) is closable. We denote the closure of \( Q_c \) via \( Q \) and note that \( Q \) is a restriction of \( Q \).

We now assume that \( b \) is connected, that is, for \( x, y \in X \), there exists a sequence of vertices \( (x_i)_{i=0}^n \) such that \( x_0 = x, x_n = y \) and \( b(x_i, x_{i+1}) > 0 \) for all \( i = 0, 1, \ldots, n - 1 \). If \( b \) is connected and \( f \in \ker L_c \subseteq D(Q) \), then it follows that

\[
Q(f) = \frac{1}{2} \sum_{x, y \in X} b(x, y)(f(x) - f(y))^2 = 0
\]

so that \( f \) is constant. In particular, Theorem 1 applies and gives the following connection in the setting of weighted graphs.

**Corollary 2** Let \( b \) be a connected graph over \( (X, m) \) with \( L(C_c(X)) \subseteq \ell^2(X, m) \) and let \( L_c \) be the restriction of the formal Laplacian to \( C_c(X) \).

1. If \( L_c \) is essentially self-adjoint, then \( L_c \) satisfies the \( \ell^2 \)-Liouville property, i.e., all harmonic functions in \( \ell^2(X, m) \) are constant.
2. If \( L_c \) satisfies the \( \ell^2 \)-Liouville property, \( L_c \) is strictly positive and \( m(X) = \infty \), then \( L_c \) is essentially self-adjoint.

**Remark 3** We note, in particular, the following consequence of (1) from Corollary 2.

A function \( f \in \mathcal{F} \) is called \( \lambda \)-harmonic for \( \lambda \in \mathbb{R} \) if

\[
L f = \lambda f.
\]

Clearly, when \( \lambda = 0 \), this just means that \( f \) is harmonic. However, we note that while the measure plays no role in the definition of a harmonic function, it does so for \( \lambda \)-harmonic functions for \( \lambda \neq 0 \). Now, by abstract theory, it can be shown that \( L_c \) is essentially self-adjoint if and only if every \( \lambda \)-harmonic function for \( \lambda < 0 \) which is in \( \ell^2(X, m) \) is trivial, see, for example [22,35] or Theorem 6.2 in [14]. Hence, by taking
the contrapositive of (1), we see that the existence of a non-constant harmonic function in $\ell^2(X, m)$ implies the existence of a non-trivial $\lambda$-harmonic function in $\ell^2(X, m)$ for $\lambda < 0$.

We will now discuss why the additional assumptions of strict positivity and infinite measure are needed for the implication in (2) above. In order to discuss strict positivity, we introduce the bottom of the spectrum of the Friedrichs extension of $L_c$. We denote the self-adjoint operator associated to the closed form $Q$ by $L$ and refer to $L$ as the Laplacian associated to $b$ over $(X, m)$. We note that $L_c \subseteq L$ and these operators are equivalent precisely when $L_c$ is essentially self-adjoint.

We note from the spectral theorem that $\lambda_0(L)$, the bottom of the spectrum of $L$, can be given as

$$\lambda_0(L) = \inf_{f \in D(L), f \neq 0} \frac{\langle Lf, f \rangle}{\langle f, f \rangle} = \inf_{\varphi \in C_c(X), \varphi \neq 0} \frac{\langle L_c \varphi, \varphi \rangle}{\langle \varphi, \varphi \rangle}.$$ 

In particular, the strict positivity of $L_c$ is equivalent to the positivity of the bottom of the spectrum of $L$, i.e., $\lambda_0(L) > 0$.

We further note that $L$ which comes from $Q$ is not the only natural self-adjoint extension of $L_c$. Namely, one can also consider the Neumann Laplacian $L_N$ which arises from the restriction of the energy form $Q$ to $H^1 = \{ f \in \ell^2(X, m) \mid Q(f) < \infty \}$.

We let $H^1_0 = D(Q)$ which is the closure of $C_c(X)$ with respect to the form norm $\|f\|_Q^2 = \|f\|^2 + Q(f)$, i.e.,

$$H^1_0 = \overline{C_c(X)}^{\|\cdot\|_Q}.$$ 

If $H^1_0 \neq H^1$, which is referred to as the failure of form uniqueness, then there are two distinct self-adjoint extensions of $L_c$, namely the Laplacian $L$ and the Neumann Laplacian $L_N$, and thus $L_c$ is not essentially self-adjoint.

We now introduce a number of analytic and geometric quantities which will be needed for the examples below. For more details, see [18]. Specifically, whenever $\varrho$ is a strongly intrinsic path metric and $\overline{X}$ is the metric completion of $X$ with respect to $\varrho$, then we let $\partial X = \overline{X} \setminus X$ denote the Cauchy boundary of $X$. For a set $K \subseteq X$, we let

$$\text{Cap}(K) = \inf \{ \|f\|_Q \mid f \in H^1, f \geq 1 \text{ on } K \}$$

denote the capacity of $K$ and let

$$\text{Cap}(\partial X) = \inf \{ \text{Cap}(K \cap X) \mid \partial X \subseteq K \text{ with } K \subseteq \overline{X} \text{ open} \}.$$ 

It is known that if $\text{Cap}(\partial X) < \infty$, then $\text{Cap}(\partial X) > 0$ if and only if $H^1_0 \neq H^1$, see Theorem 3 in [18]. We note that in the case that every infinite path has infinite
measure as discussed in Example 1 above, it is not hard to see that if $\partial X \neq \emptyset$, then $\operatorname{Cap}(\partial X) = \infty$.

We now show the necessity of assuming both infinite measure and strict positivity in order for the $\ell^2$-Liouville property to imply essential self-adjointness.

**Example 2** (Necessity of additional assumptions in (2) of Corollary 2)

(i) Necessity of $m(X) = \infty$.

Consider the graph with $X = \mathbb{N} = \{1, 2, 3, \ldots\}$ and $b(x, y) > 0$ if and only if $|x - y| = 1$. It is easy to see that if $L f = 0$, then $f$ is constant. In particular, $L_{c}$ has the $\ell^2$-Liouville property regardless of the choice of the measure $m$.

On the other hand, if $m(X) < \infty$ and $\sum_{n=1}^{\infty} \frac{1}{b(n, n + 1)} < \infty$, it turns out that $L_{c}$ is not essentially self-adjoint. This can be seen as follows: we consider $\lambda$-harmonic functions for $\lambda < 0$, i.e., functions satisfying $L f = \lambda f$ for $\lambda < 0$. As mentioned above, the essential self-adjointness of $L_{c}$ is equivalent to the triviality of such functions in $\ell^2(X, m)$. Now, such a function $f$ is in $\ell^2(X, m)$ if $m(X) < \infty$ and $f$ is bounded. If $f$ is non-trivial and $m(X) < \infty$, then $f$ is bounded if and only if

$$\sum_{n=1}^{\infty} \frac{1}{b(n, n + 1)} < \infty$$

as can be seen by applying Lemma 5.4 from [23]. Therefore, in the case that $m(X) < \infty$ and $\sum_{n=1}^{\infty} \frac{1}{b(n, n + 1)} < \infty$, we have a non-trivial $\lambda$-harmonic function for $\lambda < 0$ which is in $\ell^2(X, m)$ and thus $L_{c}$ is not essentially self-adjoint by Theorem 6.2 in [14]. This shows the necessity of $m(X) = \infty$ in (2) of Corollary 2.

We now make some further remarks which will be used for the second example directly below. In particular, we want to establish that the Cauchy boundary of $X$ has positive and finite capacity. As $m(X) < \infty$ and the graph is stochastically incomplete by Theorem 5 in [23], it follows that $H^1 \neq H^1_0$ as stochastic incompleteness, transience and $H^1 \neq H^1_0$ are all equivalent in the case of finite measure by results of [29], see also [9]. As the capacity of the Cauchy boundary is finite since the measure of the graph is finite, Theorem 3 in [18] gives that

$$0 < \operatorname{Cap}(\partial X) < \infty.$$ 

This will be used in the next example directly below.

We further note that $\lambda_0(L) > 0$ in this case by Theorem 3 in [23] so that $L_{c}$ is strictly positive. To summarize: $L_{c}$ is a strictly positive operator which satisfies the $\ell^2$-Liouville property but is not essentially self-adjoint.

(ii) Necessity of strict positivity.

We build on the example above. Specifically, we let $X = X_1 \cup X_2$ where $X_1 = \mathbb{N} = \{1, 2, 3, \ldots\}$ and $b(x, y) > 0$ for $x, y \in X_1$ if and only if $|x - y| = 1$ with
\( m(X_1) < \infty \) and \( \sum_n 1/b(n, n + 1) < \infty \) so that this is a graph as in (i) above. We let \( X_2 = -\mathbb{N} = \{-1, -2, -3, \ldots\} \) with \( b(x, y) = 1 \) for \( x, y \in X_2 \) if and only if \( |x - y| = 1 \) and zero otherwise and \( m \) satisfying \( m(X_2) = \infty \). Finally, we let \( b(-1, 1) = b(1, -1) > 0 \) so that the resulting graph is connected and add no other edges.

We now show that \( L_c \) has the \( \ell^2 \)-Liouville property. We first note that if \( f \in \mathcal{F} \) satisfies \( Lf = 0 \) and there exists a pair of vertices \( x, y \in X \) such that \( x \sim y \) and \( f(x) \neq f(y) \), then \( f(x) \neq f(y) \) for all \( x, y \in X \) with \( x \sim y \). Hence, if \( f \) is harmonic and not constant, then it is not equal on all neighbors. Now, suppose that \( f \) is harmonic, \( f(-1) < f(-2) \) and let \( C = f(-2) - f(-1) > 0 \). It follows by induction using \( Lf = 0 \) that \( f(-n) = f(-n + 1) + C \) so that

\[
 f(-n) = f(-2) + C \cdot (n - 2)
\]

for all \( n \geq 2 \). In particular, \( f \) will not be bounded above on \( X_2 \) and thus \( f \notin \ell^2(X, m) \) since \( m(X_2) = \infty \). A similar argument works if \( f(-1) > f(-2) \). Therefore, all harmonic functions which are in \( \ell^2(X, m) \) are constant and, furthermore, trivial as \( m(X) = \infty \). In particular, \( L_c \) has the \( \ell^2 \)-Liouville property.

We now show that \( L_c \) is not strictly positive. By letting \( 1_n = 1_{K_n} \) denote the characteristic function of the set \( K_n = \{-1, -2, \ldots, -n\} \) we see that

\[
 \lambda_0(L) \leq \frac{\langle L_c 1_n, 1_n \rangle}{\langle 1_n, 1_n \rangle} = \frac{2}{m(K_n)} \to 0
\]

as \( n \to \infty \). Therefore, \( L_c \) is not strictly positive.

Finally, by applying Theorem 3 from [18], we see that \( L_c \) is not essentially self-adjoint. More specifically, as the usual combinatorial graph metric is equivalent to a strongly intrinsic path metric on \( X_2 \), the Cauchy boundary of \( X \) is equal to the Cauchy boundary of \( X_1 \), that is, \( \partial X = \partial X_1 \). In particular, since the Cauchy boundary of \( X_1 \) has finite and positive capacity as discussed in (i) above, it follows that \( H_0^1 \neq H^1 \) and thus \( L_c \) is not essentially self-adjoint.

We further note that \( m(X) = \infty \) in this case. To summarize: \( L_c \) satisfies the \( \ell^2 \)-Liouville property and the space has infinite measure but \( L_c \) is not essentially self-adjoint.

### 3.2 Laplacians on Manifolds

We now introduce Laplacians on Riemannian manifolds. For further background see, e.g., [13]. We let \((M, g)\) be a smooth connected Riemannian manifold. We consider the measure space \((M, \mu)\) with the Riemannian measure \( d\mu \) associated to \( g \). Our Hilbert space is \( \mathcal{H} = L^2(M, \mu) = \{u \in L^0 \mid \|u\| < \infty\} \) where \( \|u\| \) is induced by the inner product

\[
 \langle u, v \rangle = \int_M uv \, d\mu
\]
for $u, v \in L^2(M, \mu)$. The Laplacian is defined as a distribution via $\Delta u = -\text{div} \nabla u$. Here, $\nabla$ is defined by
\[
g(\nabla u, \xi)(x) = \xi u(x)
\]
for all $x \in M$ and all $\xi \in \Gamma(TM)$ where $\Gamma(TM)$ is the space of all smooth sections of the tangent bundle $TM$ and $\text{div} : \Gamma(TM) \to \Gamma(TM)$ is defined by
\[
\langle \text{div} \xi, \psi \rangle = \int_M g(\xi, -\nabla \psi) \, d\mu
\]
for all $\psi \in C^\infty_c(M)$ where $C^\infty_c(M)$ is the space of smooth functions with compact support on $M$. If $M$ has a boundary, then we always assume that $M$ is orientable and impose Neumann boundary conditions for $\text{div}$.

A generalized function $u$ is called harmonic if $u$ is a distribution and $\Delta u = 0$ as a distribution. We note that by the hypo-ellipticity of $\Delta$, any harmonic function is smooth. We denote by $T$ the operator acting as $\Delta$ on the domain $C^\infty_c(M)$. We note that if $M$ has a boundary, then $T$ satisfies Neumann boundary conditions. By Green’s formula,
\[
\langle u, \Delta v \rangle = \int_M g(\nabla u, \nabla v) \, d\mu = \langle \Delta u, v \rangle
\]
for $u, v \in D(T)$. Therefore, $T$ is symmetric.

On any Riemannian manifold, there are two self-adjoint extensions of $T$, namely, $\Delta_D = \nabla^*_D \nabla_D$, the Dirichlet Laplacian, and $\Delta_N = \nabla^*_N \nabla_N$, the Neumann Laplacian. The domains of these operators are
\[
\begin{align*}
D(\nabla_D) &= H^1_0 = \text{the closure of } C^\infty_c \text{ in } H^1 \\
D(\nabla_N) &= H^1 = \{u \in L^2 \mid \nabla u \in L^2\}
\end{align*}
\]
where $H^1$ is a Hilbert space with $\langle u, v \rangle_1 = \langle u, v \rangle + \langle \nabla u, \nabla v \rangle$. Furthermore, $T$ is strictly positive if and only if the bottom of the spectrum of $\Delta_D$ is positive, that is,
\[
\lambda_0(\Delta_D) = \inf_{u \in H^1_0(M), u \neq 0} \frac{\|\nabla u\|^2}{\|u\|^2} > 0.
\]
We consider the energy form $a$ with domain $H^1_0$ and acting as
\[
a(f) = \int_M g(\nabla f, \nabla f) \, d\mu
\]
for $f \in H^1_0$. Let $f$ be in the kernel of $\overline{T}$ and let $(f_n)$ be a sequence in $C^\infty_c(M)$ such that $f_n \to f$ and $T f_n \to \overline{T} f$ in $\mathcal{H}$. Then, by the Green’s formula above and by lower
semicontinuity of \( a \) which follows as \( a \) is a closed form by definition, we obtain

\[
0 = \langle Tf, f \rangle = \lim_{n \to \infty} \langle Tf_n, f_n \rangle = \lim_{n \to \infty} a(f_n) \geq a(f).
\]

Hence, \( \nabla f = 0 \), and by the weak Poincaré inequality, see [4], \( f \) is constant. In particular, all functions in the kernel of \( T \) are constant and thus Theorem 1 applies and gives the following connection in the setting of Riemannian manifolds.

**Corollary 4** Let \( M \) be a connected Riemannian manifold. Let \( T \) be the Laplacian with domain \( \mathcal{C}_c^\infty(M) \).

1. If \( T \) is essentially self-adjoint, then \( T \) satisfies the \( L^2 \)-Liouville property. In particular, all harmonic functions in \( L^2(M, \mu) \) are constant if \( M \) has no boundary.
2. If \( T \) satisfies the \( L^2 \)-Liouville property, \( T \) is strictly positive and \( \mu(M) = \infty \), then \( T \) is essentially self-adjoint.

We note that Gaffney showed that if \( M \) is complete, then \( H^1_0 = H^1 \) [7,8]. We remark that the condition \( H^1_0 \neq H^1 \) does not imply the essential self-adjointness of \( T \). For example, if \( M = N \setminus K \) where \( N \) is a complete Riemannian manifold with dimension \( n \) and \( K \) is a compact submanifold with dimension \( k \), then \( H^1_0 = H^1 \) if and only if \( n - k \geq 2 \) and \( T \) is essentially self-adjoint if and only if \( n - k \geq 4 \), see [5,26]. Clearly, if \( H^1_0 \neq H^1 \), then \( \nabla_D \neq \nabla_N \) so that \( T \) is not essentially self-adjoint.

We let \( \overline{M} \) denote the metric completion of \( M \) and call \( \partial M = \overline{M} \setminus M \) the Cauchy boundary of \( M \). We recall that the capacity of \( \partial M \) is given by

\[
\text{Cap}(\partial M) = \inf \{ \|u\|^2_1 \mid u \in H^1, u = 1 \text{ on a neighborhood of } \partial M \text{ in } M \}.
\]

It is known that if \( 0 < \text{Cap}(\partial M) < \infty \), then \( H^1_0 \neq H^1 \), see [26].

We now show the necessity of the additional assumptions in statement (2) of Theorem 1 in this continuous model.

**Example 3** (Necessity of additional assumptions in (2) of Theorem 1)

(i) Necessity of strict positivity.

To show the necessity of \( T \) being strictly positive in order for the \( L^2 \)-Liouville property to imply essential self-adjointness, we consider \( T \) on the half-line \((0, \infty) \subset \mathbb{R}\). We observe that \( T \) is not strictly positive. Indeed, let

\[
u_n(x) = \begin{cases} 0, & x \in (0, 1), \\ \frac{1}{n^2} (x - 1), & x \in [1, n^2 + 1], \\ \frac{1}{n^2} ((2n^2 + 1) - x), & x \in [n^2 + 1, 2n^2 + 1], \\ 0, & x > 2n^2 + 1. \end{cases}
\]

Then \( u_n \in H^1_0((0, \infty)) \) and

\[
\lambda_0(\Delta) \leq \frac{\|\nabla u_n\|^2}{\|u_n\|^2} \to 0
\]
as \( n \to \infty \). Thus, \( T \) is not strictly positive.

The Cauchy boundary of \((0, \infty)\) is \( \{0\} \). If \( \text{Cap}(0) = 0 \), then there exists a sequence \((f_n)\) in \( H^1 \) and sequences \((x_n)\) and \((y_n)\) in \((0, \infty)\) such that \( 0 < x_n < y_n \), \( y_n \to 0 \) as \( n \to \infty \) with

\[
\begin{align*}
  f_n|(0,x_n) &= 1 \\
  \Delta f_n|(x_n,y_n) &= 0 \\
  f_n|(y_n,\infty) &= 0
\end{align*}
\]

and

\[
0 = \lim_{n \to \infty} \int_{x_n}^{y_n} |f_n'(x)|^2 \, dx.
\]

Since \( f_n(x) = \frac{1}{x_n-y_n}(x-y_n) \) for \( x \in (x_n, y_n) \), we get

\[
\int_{x_n}^{y_n} |f_n'(x)|^2 \, dx = \frac{1}{y_n-x_n}
\]

which clearly does not tend to 0. This contradiction implies \( \text{Cap}(0) > 0 \) so that \( H^1_0 \neq H^1 \) and thus \( T \) on \((0, \infty)\) is not essentially self-adjoint.

However, since any harmonic function \( f \) on \((0, \infty)\), i.e., any function satisfying \( f'' = 0 \), is affine, in order for \( f \) to be in \( L^2 \), \( f \) must be equal to 0. This gives the \( L^2 \)-Liouville property.

(iii) Necessity of \( \mu(X) = \infty \).

To show the necessity of \( \mu(X) = \infty \), we consider the interval \((0, 1] \subset \mathbb{R} \). This is a manifold with boundary \( \{1\} \) so that we impose the Neumann boundary condition at \( \{1\} \). Then \( T \) satisfies the assumptions of Theorem 1 and is strictly positive. In fact, for \( u \in D(T) = C_\infty^c((0, 1]) \) we have

\[
\|u\|_{L^2}^2 = \int_0^1 |u(x)|^2 \, dx \\
= \int_0^1 \left( \int_0^x |u'(s)| \, ds \right)^2 \, dx \leq \int_0^1 dx \int_0^1 |u'(s)|^2 \, ds = \|u'\|_{L^2}^2.
\]

Moreover, \( T \) is not essentially self-adjoint by the same argument as in (i). However, since any harmonic function \( f \) on \((0, 1] \) is affine, in order for \( f \) to be in \( D(T^*) \), \( f \) must be a constant function by the Neumann boundary condition at \( \{1\} \). This implies that \( T \) satisfies the \( L^2 \)-Liouville property.

### 4 The \( L^2 \)-Liouville Property of the Laplacian on \( M \setminus \{p\} \)

As mentioned in the introduction, the Laplacian on a complete manifold satisfies the \( L^2 \)-Liouville property and is essentially self-adjoint. In this section, we consider the
case of a manifold with a point removed, which is thus not complete, and show that these properties may fail.

More specifically, we consider the case of a manifold with a point removed and show that positivity of the bottom of the spectrum and the dimension of the manifold are the keys to the failure of the $L^2$-Liouville property. In particular, we let $M \setminus \{p\}$ be a manifold of dimension 2 or 3 with a point $p$ removed and suppose that $\lambda_0 = \lambda_0(\Delta_D) > 0$ for the bottom of the spectrum of the Dirichlet Laplacian $\Delta_D$. Then, the fact that the dimension is 2 or 3 will imply that the Green’s function with pole at $p$ is in $L^2$ on a neighborhood of $p$ and $\lambda_0 > 0$ will imply the Green’s function is in $L^2$ outside of a compact set which includes $p$, implying the failure of $L^2$-Liouville property of $M \setminus \{p\}$. We note that the Laplacian on $M \setminus \{p\}$ is essentially self-adjoint if and only if $\text{dim } M \geq 4$, see [5,26]. We start by recalling some basic facts and proving an estimate for the Green’s function in terms of capacity. The capacity $\text{cap}(\Omega)$ of a precompact open set $\Omega \subseteq M$ is defined as

$$\text{cap}(\Omega) = \lim_{n \to \infty} \inf_{\psi \in \text{Lip}(K_n, \Omega)} \|\nabla \psi\|_{L^2(K_n)}^2$$

where $(K_n)$ is an exhaustion of $M$ with $\overline{\Omega} \subseteq K_n$ and $\text{Lip}(K_n, \Omega) \subseteq H^1_0(M)$ is the set of locally Lipschitz functions $\psi$ on $M$ with compact support in $K_n$ such that $0 \leq \psi \leq 1$ and $\psi|_{\overline{\Omega}} = 1$ [11]. We note that this notion is distinct from the capacity of the Cauchy boundary introduced in the previous section. We recall that $\inf_{\psi \in \text{Lip}(K_n, \Omega)} \|\nabla \psi\|_{L^2(K_n)}^2$ is attained by the equilibrium potential $u_n$ of $\Omega$ in $K_n$ which is the unique solution to

$$\begin{align*}
\Delta u_n(x) &= 0, \quad x \in K_n \setminus \overline{\Omega} \\
u_n(x) &= 0, \quad x \in M \setminus K_n \\
u_n(x) &= 1, \quad x \in \overline{\Omega}.
\end{align*}$$

Lemma 5 Let $M$ be a connected Riemannian manifold $M$ without boundary. Let $p \in M$ and let $\Omega \subset M$ be a precompact open set with $p \in \Omega$. Let $\lambda_0 = \lambda_0(\Delta_D)$ denote the bottom of the spectrum of the Laplacian $\Delta_D$. If $\lambda_0 > 0$, then $M$ admits a positive Green’s function $G$ and

$$\|G(p, \cdot)\|_{L^2(M \setminus \Omega, \mu)} \leq \frac{C}{\sqrt{\lambda_0}} \sqrt{\text{cap}(\Omega)}$$

where $C = \sup_{y \in \partial \Omega} G(x, y)$.

Proof Let $\Omega \subset M$ be a precompact open set with $x \in \Omega$ and let $(K_n)$ be an exhaustion of $M$ such that $\Omega \subset K_1$. Since $\lambda_0 > 0$, $M$ is transient and thus Proposition 10.1 of [11] implies that $M$ admits a positive Green’s function $G$ and

$$\text{cap}(\Omega) > 0.$$
For \( p \in \Omega \), set \( g_n(\cdot) = G_n(p, \cdot) \) and \( g(\cdot) = G(p, \cdot) \), where \( G_n \) is the Green’s function of \( K_n \) with Dirichlet boundary conditions extended by 0 to \( M \setminus K_n \). Let

\[
C = \sup_{y \in \partial \Omega} g(y).
\]

For \( n > 1 \), \( g_n \leq g \) by the maximum principle. Let \( u_n \in H^1_0(M) \) be the equilibrium potential of \( \Omega \) in \( K_n \). Since \( g_n \leq Cu_n \) on \( \partial(K_n \setminus \Omega) \), it follows that \( g_n \leq Cu_n \) on \( K_n \setminus \Omega \) for every \( n > 1 \) by the maximum principle. Hence

\[
\|g_n\|_{L^2(K_n \setminus \Omega)} \leq C \|u_n\|_{L^2(K_n \setminus \Omega)} \leq \frac{C}{\sqrt{\lambda_0}} \|\nabla u_n\|_{L^2(K_n \setminus \Omega)} \frac{\lambda_0}{\sqrt{\lambda_0}} \sqrt{\text{cap}(\Omega)}
\]

as \( n \to \infty \). Since \( 0 \leq g_n \leq g_{n+1} \) and \( g_n \to g \) as \( n \to \infty \) on \( M \setminus \Omega \), we apply Beppo Levi’s monotone convergence theorem to get

\[
\|g\|_{L^2(M \setminus \Omega)} \leq \frac{C}{\sqrt{\lambda_0}} \sqrt{\text{cap}(\Omega)}
\]

which completes the proof.

Remark 6 That \( \lambda_0 > 0 \) implies the Green’s function is in \( L^2 \) outside of a compact set can also be obtained via decay estimates on the Green’s function on a complete manifold, see Corollary 22.4 in [24]. Our approach is more elementary as we only use the capacity of a set and the associated equilibrium potential. Furthermore, we do not assume completeness of the starting manifold.

The result above gives that the Green’s function is in \( L^2 \) outside of a compact set provided that the bottom of the spectrum is strictly positive. We now combine this with the fact that the Green’s function is in \( L^2 \) on this compact set if the dimension is small to show the failure of the \( L^2 \)-Liouville property for manifolds with positive bottom of the spectrum and small dimension.

Theorem 7 Let \( M \) be a connected Riemannian manifold without boundary. Let \( \lambda_0 = \lambda_0(\Delta_D) \) denote the bottom of the spectrum of the Laplacian \( \Delta_D \). If the dimension of \( M \) is 2 or 3 and \( \lambda_0 > 0 \), then \( G(p, \cdot) \), the positive Green’s function with pole at \( p \in M \), is in \( L^2(M \setminus \{p\}, \mu) \). In particular, the \( L^2 \)-Liouville property fails on \( M \setminus \{p\} \) for any \( p \in M \).

Proof Let \( p \in M \) and let \( r > 0 \) be such that \( B_r(p) \) is a precompact open set. If \( \lambda_0 > 0 \), then the positive Green’s function \( G \) with pole at \( p \) exists and satisfies \( G(p, \cdot) \in L^2(M \setminus B_r(p)) \) by Lemma 5. This together with the standard fact that \( G(p, \cdot) \in L^2(B_r(p) \setminus \{p\}) \) if the dimension of \( M \) is 2 or 3, see [11], allows us to conclude that \( G(p, \cdot) \in L^2(M \setminus \{p\}) \).

In contrast, in the rest of the section we will show that if the dimension is 4 or greater, then the \( L^2 \)-Liouville property always holds on a manifold with a point removed.
Theorem 8  Let \( M \) be a connected complete Riemannian manifold \( M \) without boundary. If the dimension of \( M \) is at least 4, then the \( L^2 \)-Liouville property holds on \( M \setminus \{ p \} \) for any \( p \in M \).

We prove the theorem through a series of lemmas. For a fixed point \( p \in M \), we write \( r(x) = d(p, x) \) for the distance from \( x \in M \) to \( p \). For the following two lemmas, we assume that we are on an \( n \)-dimensional connected complete Riemannian manifold without boundary.

Lemma 9  For a harmonic function \( u \) on \( B_1(p) \setminus \{ p \} \), if

\[
    u(x) = \begin{cases} 
        o \left( \frac{1}{r(x)^{n-2}} \right), & n \geq 3 \\ 
        o \left( -\log(r(x)) \right), & n = 2
    \end{cases}
\]

as \( r(x) \to 0 \), then \( u \) can be extended to \( B_1(p) \) on which \( u \) is harmonic.

Proof  This is standard. One can apply the same argument as in the proof of Theorem 1.28 in [15].

Lemma 10  For a harmonic function \( u \) on \( B_1(p) \setminus \{ p \} \), if \( u \in L^2(B_1(p) \setminus \{ p \}) \), then

\[
    u(x) = o \left( \frac{1}{r(x)^{n/2}} \right) \quad \text{as} \quad r(x) \to 0.
\]

Proof  Note that the Ricci curvature is uniformly bounded on \( B_1(p) \). Thus, there exists \( r_0 > 0 \) such that for any \( r < r_0 \), the mean value inequality holds for \( u \) [25]. Therefore, for any \( x \in \partial B_r(p) \),

\[
    u^2(x) \leq \frac{C}{\text{vol}(B_{r/2}(x))} \int_{B_{r/2}(x)} u^2 d\mu \leq \frac{C}{r^n} \int_{B_{2r}(p) \setminus \{ p \}} u^2 d\mu = o \left( \frac{1}{r^n} \right) \quad \text{as} \quad r \to 0
\]

where the last assertion follows from the assumption that \( u \in L^2(B_1(p) \setminus \{ p \}) \). This proves the lemma.

We now combine the above lemmas to prove our second theorem of this section.

Proof of Theorem 8  Let \( u \) be a harmonic function on \( M \setminus \{ p \} \) such that \( u \in L^2(M \setminus \{ p \}) \). By Lemma 10,

\[
    u(x) = o \left( \frac{1}{r(x)^{n/2}} \right) \quad \text{as} \quad r(x) \to 0.
\]

For \( n \geq 4 \), this yields

\[
    u(x) = o \left( \frac{1}{r(x)^{n-2}} \right) \quad \text{as} \quad r(x) \to 0.
\]
Hence, $u$ can be extended to a harmonic function on $B_1(p)$ by Lemma 9 and thus to an $L^2$ harmonic function on $M$. By the fact that the manifold is complete, $u$ is constant \cite{ref37}. This proves the theorem.

\textbf{Example 4} The Laplacian on the hyperbolic space $\mathbb{H}^n$ has $\lambda_0 > 0$ and does not satisfy the $L^2$-Liouville property on $\mathbb{H}^n \setminus \{p\}$ for $n = 2, 3$ by Theorem 7. Thus, we see that the dimension assumption in Theorem 8 is necessary. In contrast, the Laplacian on $\mathbb{R}^n \setminus \{0\}$ satisfies the $L^2$-Liouville property for any $n \geq 1$, see \cite{ref1}.

\textbf{Remark 11} By combining Corollary 4 and the fact that for a complete manifold $M$ with no boundary the Laplacian on $M \setminus \{p\}$ is essentially self-adjoint if and only if dim $M \geq 4$, see \cite{ref26}, we can prove both:

- the failure of $L^2$-Liouville property under the assumptions of Theorem 7 if the manifold additionally has infinite measure,
- the result found in Theorem 8.

\section{5 The $\ell^2$-Liouville Property of the Laplacian on $X \setminus \{o\}$}

In the previous section, we considered the case of a manifold with a point removed. In particular, we showed that the dimension is key to the failure of the $L^2$-Liouville property when the manifold is made metrically incomplete via the removal of a point. The main tool to show this was an estimate on the Green’s function in terms of the capacity in the case of positive bottom of the spectrum.

In this section, we follow a similar development for graphs. However, we note that neither dimension nor what to do following the removal of a point are well-established ideas for graphs. In particular, as we do not assume local finiteness, we note that the removal of a vertex can result in a graph with infinitely many connected components. The idea we follow here is that, at the neighbors of the removed vertex, we attach infinite paths which have finite length, thus mimicking the manifold setting where the removal of a point results in an incomplete manifold.

We start with the definition of a capacity for a set. We note that this is distinct from the capacity introduced in Sect. 3 in the context of the Cauchy boundary of a graph. Let $b$ be a graph over $(X, m)$. For a finite set $\Omega \subseteq X$, we let

\[ \text{cap} (\Omega) = \inf_{\varphi \in C_c(X), \varphi |_{\Omega} = 1} Q(\varphi) \]

where $Q$ is the energy form of $b$.

We first show that for a finite set $\Omega \subseteq X$, the capacity can be achieved via an exhaustion technique. More specifically, we call a sequence of finite subsets $(K_n)$ of $X$ an exhaustion sequence of $X$ if $b$ restricted to $K_n$ gives a connected graph, $K_n \subseteq K_{n+1}$ for all $n \in \mathbb{N}$ and $X = \bigcup K_n$. With these notions we state the following result which should be known to experts. However, we briefly sketch the proof for the convenience of the reader.
Lemma 12 Let $b$ be a connected graph over $(X, m)$. If $\Omega \subseteq X$ is finite and $(K_n)$ is an exhaustion sequence of $X$ with $\Omega \subseteq K_1$, then

$$\operatorname{cap}(\Omega) = \lim_{n \to \infty} Q(\varphi_n)$$

where $\varphi_n \in C_c(X)$ satisfies

$$\begin{cases}
L\varphi_n(x) = 0, & x \in K_n \setminus \Omega \\
\varphi_n(x) = 1, & x \in \Omega \\
\varphi_n(x) = 0, & x \in X \setminus K_n
\end{cases}$$

for $n \in \mathbb{N}$.

Proof For every $n \in \mathbb{N}$, we let

$$C(K_n, \Omega) = \{ \varphi \in C(K_n) \mid \varphi|_{\Omega} = 1 \}$$

and extend any function in $C(K_n, \Omega)$ by zero so that the function is defined on $X$. As $C(K_n, \Omega)$ is a finite dimensional space, the energy form $Q$ has a unique minimizer on $C(K_n, \Omega)$ which we denote by $\varphi_n$ and which, via the Green’s formula, will satisfy the system of equations given in the statement. Clearly, we have $Q(\varphi_{n+1}) \leq Q(\varphi_n)$ for all $n \in \mathbb{N}$.

A maximum principle for harmonic functions such as Lemma 1.39 in [12] gives uniqueness of $\varphi_n$ and will also imply

$$0 \leq \varphi_n \leq 1 \quad \text{and} \quad \varphi_n \leq \varphi_{n+1}$$

for all $n \in \mathbb{N}$. We note, in particular, that this can be used to establish the independence of the limiting energy on the exhaustion sequence. Furthermore, for every $n \in \mathbb{N}$, we clearly have $\operatorname{cap}(\Omega) \leq Q(\varphi_n)$ so that

$$\operatorname{cap}(\Omega) \leq \liminf_{n \to \infty} Q(\varphi_n).$$

On the other hand, for every $\varepsilon > 0$, there exists $\varphi_\varepsilon \in C_c(X)$ such that $\varphi_\varepsilon|_{\Omega} = 1$ and

$$Q(\varphi_\varepsilon) \leq \operatorname{cap}(\Omega) + \varepsilon$$

Now, since $\varphi_\varepsilon \in C_c(X)$, there exists some $N$ such that $\varphi_\varepsilon$ is supported on $K_N$ and thus

$$Q(\varphi_\varepsilon) \geq Q(\varphi_N) \geq Q(\varphi_n)$$

for all $n \geq N$. Therefore, for every $\varepsilon > 0$, we have

$$\limsup_{n \to \infty} Q(\varphi_n) \leq \operatorname{cap}(\Omega) + \varepsilon$$
Combining inequalities and letting $\varepsilon \to 0$ gives the result. \hfill \square

The function $\varphi_n$ constructed in Lemma 12 above is called the equilibrium potential of $\Omega$ in $K_n$. These functions will be used below to estimate the Green’s function which will be introduced next.

We let $e^{-tL}$ denote the heat semigroup associated to the Laplacian $L$ acting on $\ell^2(X, m)$. We then let $p : X \times X \times [0, \infty) \to \mathbb{R}$ denote the heat kernel which is defined via

$$e^{-tL} f(x) = \sum_{y \in X} p_t(x, y) f(y)m(y)$$

for all $x \in X, t \geq 0$ and $f \in \ell^2(X, m)$. Finally, we let $G : X \times X \to [0, \infty]$ denote the Green’s function defined via

$$G(x, y) = \int_0^\infty p_t(x, y)dt$$

for $x, y \in X$.

If $b$ over $(X, m)$ is connected and $G(x, y) < \infty$ for one pair of vertices $x, y \in X$, then we have $G(x, y) < \infty$ for all pairs $x, y \in X$. In this case, we say that the graph is transient, otherwise we say that the graph is recurrent. We note that the Green’s function on a graph, and thus transience and recurrence, are often defined for random walks with a discrete time parameter. However, this is equivalent to using continuous time, see [29]. By standard theory, transience is equivalent to the fact that $\text{cap}(x) > 0$ for some (equivalently, all) $x \in X$. Furthermore, whenever the bottom of the spectrum is positive, i.e.,

$$\lambda_0(L) = \inf_{\varphi \in C_c(X)} \frac{Q(\varphi)}{\|\varphi\|^2} > 0,$$

the graph is transient, see [29,31,33,34] for further details.

We assume that $b$ is transient, fix $o \in X$ and let $g \in C(X)$ be defined by $g(x) = G(o, x)$ for $x \in X$. We then calculate that

$$Lg = \hat{1}_o$$

where $\hat{1}_o = 1_o/m(o)$ and $1_o$ is the characteristic function of the set \{o\}. In particular, $g$ is a function which is harmonic everywhere except for a single vertex. As in the previous section, we now discuss under which conditions $g$ is additionally in the Hilbert space $\ell^2(X, m)$. We then give a procedure for creating a harmonic function using $g$ on a graph over the vertex set $X \setminus \{o\}$.

In the following, we will need the standard fact that for any exhaustion sequence $(K_n)$, if we denote the Laplacian resulting from restricting $L$ to $\ell^2(K_n, m)$ by $L_n$ and the resulting heat kernel by $p^n_t(x, y)$ for all vertices $x, y \in X$ and $t \geq 0$, then

$$p^n_t(x, y) \to p_t(x, y)$$
as \( n \to \infty \), see [22]. In particular, this implies

\[
g_n(x) \to g(x)
\]

for all \( x \in X \) as \( n \to \infty \) where \( g_n(x) = \int_0^\infty p^n_t(o, x) dt \). We note that for any \( x \notin K_n \), we have \( p^n_t(o, x) = 0 \) and thus \( g_n(x) = 0 \).

For a set \( \Omega \subseteq X \), we let

\[
\partial \Omega = \{ x \in \Omega \mid \exists y \sim x, y \notin \Omega \}
\]

denote the boundary of the set. For a graph with positive bottom of the spectrum, we now show that the Green’s function is in \( \ell^2(X, m) \). We note that, in contrast to the manifold case above, the Green’s function does not have a singularity at \( o \).

**Lemma 13** Let \( b \) be a connected graph over \((X, m)\). Let \( o \in X \) and let \( \Omega \subseteq X \) be finite with \( o \in \Omega \). Let \( g(x) = G(o, x) \) for \( x \in X \) and \( C = \sup_{x \in \partial \Omega} g(x) \) where \( G \) denotes the Green’s function. Let \( \lambda_0 = \lambda_0(L) \) denote the bottom of the spectrum of the Laplacian \( L \). If \( \lambda_0 > 0 \), then

\[
\|g\|_{\ell^2(X \setminus \Omega, m)} \leq \frac{C}{\sqrt{\lambda_0}} \sqrt{\text{cap}(\Omega)}.
\]

In particular, \( g \in \ell^2(X, m) \).

**Proof** Let \( (K_n) \) be an exhaustion sequence of \( X \) such that \( \Omega \subseteq K_1 \). Let \( \varphi_n \) denote the equilibrium potential of \( \Omega \) in \( K_n \) discussed in Lemma 12 and let \( g_n(x) = G_n(o, x) \) denote the Green’s function on \( K_n \). As \( g_n \leq g \), we note that \( g_n \leq C \varphi_n \) on \( \partial \Omega \) and since \( \mathcal{L} \varphi_n = \mathcal{L} g_n = 0 \) on \( K_n \setminus \Omega \) and \( \varphi_n = g_n = 0 \) outside of \( K_n \), it follows that

\[
g_n \leq C \varphi_n
\]

by the maximum principle for harmonic functions, see Lemma 1.39 in [12]. Therefore, using the definition of \( \lambda_0 \) and Lemma 12 we obtain

\[
\|g_n\|_{\ell^2(K_n \setminus \Omega)}^2 \leq C^2 \|\varphi_n\|_{\ell^2(K_n \setminus \Omega)}^2 \leq \frac{C^2}{\lambda_0} \mathcal{Q}(\varphi_n) \to \frac{C^2}{\lambda_0} \text{cap}(\Omega)
\]

as \( n \to \infty \). As \( 0 \leq g_n \leq g_{n+1} \) and \( g_n \to g \) as \( n \to \infty \) on \( X \), we apply Beppo Levi’s monotone convergence theorem to get

\[
\|g\|_{\ell^2(X \setminus \Omega)} \leq \frac{C}{\sqrt{\lambda_0}} \sqrt{\text{cap}(\Omega)}.
\]

The final statement follows since \( \Omega \) is finite and \( g \) is defined everywhere. \( \Box \)
Our aim is now to mimic Theorem 7 from the manifold case and to apply Lemma 13 to create examples where the $\ell^2$-Liouville property fails. As $g$ satisfies $Lg = \hat{1}_o$ the basic idea is to create a new graph by removing the vertex $o$ where $g$ fails to be harmonic. For every vertex that was adjacent to $o$ in the original graph and for which the value of $g$ at that vertex is different than the value of $g$ at $o$, we then replace that vertex with a path to infinity on which we extend $g$ to be harmonic on the path. We note that, in general, this process will not result in a connected graph.

In the construction outlined above, we will attach paths to infinity to certain neighbors of the removed vertex. We first analyze under which condition the extension of a non-constant harmonic function to such a path will be in $\ell^2(X, m)$. We will apply this to the function based on the Green’s function in what follows below.

**Lemma 14** Let $X = \mathbb{N}_0 = \{0, 1, 2, \ldots\}$ and let $b$ be a graph over $(X, m)$ with $b(j, k) > 0$ if and only if $|j - k| = 1$. If $v \in C(X)$ satisfies

$$Lv(r) = 0$$

for $r \geq 1$, then $v$ is uniquely determined by the choice of $v(1)$ and $v(0)$. More specifically, if $C = b(0, 1)(v(1) - v(0))$, then

$$v(r + 1) = v(1) + C \sum_{k=1}^{r} \frac{1}{b(k, k + 1)}$$

for $r \geq 1$. In particular, if $C \neq 0$, then $v$ is non-constant and if

$$\sum_{r=1}^{\infty} \left( \sum_{k=1}^{r} \frac{1}{b(k, k + 1)} \right)^2 m(r + 1) < \infty,$$

then $v \in \ell^2(X, m)$.

**Proof** Let $v \in C(X)$ satisfy $Lv(r) = 0$ for $r \geq 1$. Using induction, we see that if $C = b(0, 1)(v(1) - v(0))$, then we obtain

$$v(r + 1) - v(r) = \frac{C}{b(r, r + 1)}$$

for all $r \geq 1$ so that

$$v(r + 1) = v(1) + C \sum_{k=1}^{r} \frac{1}{b(k, k + 1)}.$$  

From this formula, it is clear that if $C \neq 0$, then $v$ is non-constant and the summability assumption implies that $v \in \ell^2(X, m)$ by straightforward estimates. □
Remark 15 (A comment on the condition in Lemma 14) We comment on the summability condition \( \sum_{r=1}^{\infty} \left( \sum_{k=1}^{r} \frac{1}{b(k, k+1)} \right)^2 m(r+1) < \infty \) appearing above in Lemma 14. As already noted, we wish to use this condition in order to extend the Green’s function to the path in such a way that the Green’s function remains in \( \ell^2(X, m) \). As Lemma 14 shows, the condition on \( b \) and \( m \) allows the extension of a non-constant positive harmonic function to this path.

Let us now contrast this with other conditions found for graphs with \( X = \mathbb{N} \) and \( b(j, k) > 0 \) if and only if \( |j-k| = 1 \). We note that by a direct calculation any function which is harmonic at all vertices on such a graph is always constant. In particular, the Laplacian on all such graphs satisfies the \( \ell^2 \)-Liouville property. For this reason, in Lemma 14 we assume that the function is not harmonic at the first vertex. We note that if \( m(\mathbb{N}) = \infty \), then the Laplacian on such a graph is essentially self-adjoint [22] so from Corollary 2 one would not expect to have non-constant square integrable harmonic functions in this case. For \( b \), the condition \( \sum_k \frac{1}{b(k, k+1)} < \infty \) is known to be equivalent to the transience of such graphs, see [34]. Furthermore, in the case of \( m(\mathbb{N}) < \infty \), transience, stochastic incompleteness and the failure of form uniqueness are known to be equivalent, see [9,29]. As the failure of form uniqueness implies the failure of essential self-adjointness, in the case of \( m(\mathbb{N}) < \infty \) and \( \sum_k \frac{1}{b(k, k+1)} < \infty \), we have the failure of essential self-adjointness. Obviously, these two conditions imply the summability assumption in Lemma 14 which intertwines \( b \) and \( m \). In fact, it turns out that this condition is equivalent to the failure of essential self-adjointness for the Laplacian on such graphs, see the forthcoming work [20].

Finally, let us note that the condition above actually forces the path to have finite length in any intrinsic path metric. Thus, as in the manifold case, after the removal of the vertex and the addition of such a path, we end up with a space that is not metrically complete. We discuss these notions further below, see the discussion leading up to and the statement of Corollary 18.

We now make precise a way to construct a graph following the removal of a vertex. We let \( b \) be a transient graph over \( (X, m) \), let \( g(x) = G(o, x) \) where \( G \) is the Green’s function of the graph and \( o \in X \). We then decompose the set of neighbors of \( o \) into

\[
N_o = \{x \in X \mid x \sim o, g(x) \neq g(o)\} \quad \text{and} \quad N_c = \{x \in X \mid x \sim o, g(x) = g(o)\}.
\]

We ultimately will attach paths to infinity to vertices in \( N_o \) and a single additional vertex to vertices in \( N_c \). Then, the Green’s function can be extended by Lemma 14 to the paths which are attached to vertices in \( N_o \) and by a constant to the new vertices which are neighbors of vertices in \( N_c \).

We note that \( Lg(o) = 1_o/m(o) \) implies that \( N_o \) is non-empty. On the other hand, \( N_o \) in general will not contain all of the neighbors of \( o \). For example, if \( x \sim o \) is a vertex such that all vertices that have a non-repeating path that connects them to \( o \) must contain \( x \) and this set is finite, then \( x \in N_c \).

Now, for every \( x \in N_o \), we let \( \mathbb{N}_x = \{x_1, x_2, x_3, \ldots\} \) denote a copy of the natural numbers and for every \( x \in N_c \), we let \( x_c \) denote a single new vertex. We then let
\( X_e = \bigcup_{x \in N_o} N_x \) and \( X_c = \bigcup_{x \in N_c} \{ x_c \} \) and define a new vertex set via

\[
X_o = X \setminus \{ o \} \cup X_e \cup X_c.
\]

We then let \( b_o : X_o \times X_o \rightarrow [0, \infty) \) be an edge weight defined so as to be symmetric and satisfy:

- \( b_o(x, y) = b(x, y) \) for \( x, y \in X \setminus \{ o \} \),
- for every \( x \in N_o \) we let \( b_o(x, x_1) > 0 \) for \( x_1 \in N_x \),
- for \( x \in N_o \) and \( x_j, x_k \in N_x \) we let \( b_o(x_j, x_k) > 0 \) if and only if \( |j - k| = 1 \),
- for every \( x \in N_c \) we let \( b_o(x, x_c) > 0 \) for \( x_c \in X_c \),
- \( b_o \) be 0 for all other pairs of vertices.

In other words, we remove the vertex \( o \) and to every neighbor of \( o \) in \( N_o \) we now attach an infinite path and to every neighbor of \( o \) in \( N_c \) we attach a single vertex and no other connections. The measure \( m \) defined on \( X \) can be extended to \( X_o \) in an arbitrary manner; however, we will specify some additional requirements for both \( m_o \) and \( b_o \) below.

**Remark 16** (A comment on connectedness) We recall that a path is a sequence of vertices \((x_n)\) with \( b(x_n, x_{n+1}) > 0 \) for all \( n \) and that we call a graph connected if for any two vertices there exists a path that starts at one of the vertices and ends at the other. We note that the graph \( b_o \) over \((X_o, m_o)\) will not, in general, be connected. This deserves some comment as we wish to analyze the \( \ell^2 \)-Liouville property and the essential self-adjointness of the Laplacian associated to \( b_o \) and the connections between these properties have only been established for connected graphs. We note that, a graph that is not connected will, in general, not satisfy the \( \ell^2 \)-Liouville property as a harmonic function can take on different constant values on the connected components, i.e., the maximal connected subsets of the vertex set. In particular, if the removal of a vertex results in a graph with at least two connected components of finite measure, then the Laplacian on the resulting graph will never satisfy the \( \ell^2 \)-Liouville property. On the other hand, the Laplacian on such a graph might still be essentially self-adjoint. However, for our results below, we attach paths to infinity and show that there is at least one infinite connected component where both of these properties fail for some additional assumptions of the edge weights and measure. In particular, the Laplacian can be decomposed into a direct sum of operators on connected components and if the operator on one of these components is not essentially self-adjoint, then the Laplacian on the entire graph is not essentially self-adjoint.

Given this new graph \( b_o \) over \((X_o, m_o)\), Lemma 14 shows that if \( b \) is transient, then there is a unique way of using the values of \( g \), the Green’s function of \( b \) over \((X, m)\), to define a function \( g_o \) on the new vertex set \( X_o \) so that \( g_o \) is harmonic. More specifically, we let \( g_o \) be a function on \( X_o \) defined by letting \( g_o(x) = g(x) \) for \( x \in X \setminus \{ o \} \) and \( g_o(x_c) = g(o) \) for every \( x_c \sim x \in N_c \). For every \( x \in N_o \) and \( x_1 \in N_x \) we first let

\[
g_o(x_1) = g(x) + \frac{1}{b_o(x, x_1)} \sum_{y \in X \setminus \{ o \}} b(x, y)(g(x) - g(y)).
\]
We note that since \( x \in N_o \) we have \( g(x) \neq g(o) \) and since \( \mathcal{L}g(x) = 0 \) we obtain \( \sum_{r \in X \setminus \{o\}} b(x, y)(g(x) - g(y)) \neq 0 \). In particular, we see that \( g_o(x_1) \neq g(x) \). We then use Lemma 14 to define \( g_o(x_r) \) for \( r > 1 \) so that \( g_o \) is harmonic on \( \mathbb{N}_x \). More specifically, if \( C = b_o(x_1, x)(g_o(x_1) - g(x)) \), then Lemma 14 gives

\[
g_o(x_{r+1}) = g_o(x_1) + C \sum_{n=1}^{r} \frac{1}{b_o(x_n, x_{n+1})}
\]

for \( r \geq 1 \). As \( C \neq 0 \), we see that \( g_o \) is not constant on \( \mathbb{N}_x \).

In this way, it follows by a direct calculation that \( g_o \) is harmonic on \( X_o \). Furthermore, if \( g \in \ell^2(X, m) \), then Lemma 14 shows how to choose the weights \( b_o \) and measure \( m_o \) in such a way to ensure that the extension \( g_o \in \ell^2(X_o, m_o) \). More specifically, we obtain the following statement which can be thought as a counterpart to Theorem 7 from the manifold setting.

**Theorem 17** Let \( b \) be a connected graph over \( (X, m) \) such that \( \mathcal{L}(C_c(X)) \subseteq \ell^2(X, m) \) and \( \lambda_0 > 0 \). Let \( o \in X \) be such that the number of neighbors of \( o \) is finite. Let \( b_o \) over \( (X_o, m_o) \) be defined as above and so that for every \( x \in N_o \) and for \( x_n \in \mathbb{N}_x \) we have

\[
\sum_{r=1}^{\infty} \left( \sum_{n=1}^{r} \frac{1}{b_o(x_n, x_{n+1})} \right)^2 m_o(x_{r+1}) < \infty.
\]

Then, there exists a harmonic function in \( \ell^2(X_o, m_o) \) which is non-constant on an infinite connected component of \( b_o \). In particular, the Laplacian \( L_{o,c} \) associated to \( b_o \) over \( (X_o, m_o) \) does not satisfy the \( \ell^2 \)-Liouville property and is not essentially self-adjoint.

**Proof** By Lemma 13, as we assume that \( \lambda_0 > 0 \), we have \( g \in \ell^2(X, m) \). By Lemma 14 we obtain that \( g_o \in \ell^2(\mathbb{N}_x, m_o) \) for every \( x \in N_o \) by our summability assumptions. As both \( N_o \) and \( N_c \) are finite sets by assumption, we obtain that \( g_o \in \ell^2(X_o, m_o) \). Therefore, \( g_o \) is a non-constant harmonic function in \( \ell^2(X_o, m_o) \) so that the \( \ell^2 \)-Liouville property fails for \( b_o \) over \( (X_o, m_o) \). Furthermore, as \( N_o \neq \emptyset \) it follows from the construction that there exists at least one infinite connected component of \( b_o \) over \( (X_o, m_o) \) for which \( g_o \) is non-constant. In particular, for this infinite connected component, it follows that Corollary 2 applies to the restriction of \( L_{o,c} \) to this component, and thus this restriction is not essentially self-adjoint. From this it follows that \( L_{o,c} \) is not essentially self-adjoint. \( \square \)

We note that some of the results on manifolds from the previous section invoke completeness in various parts. We will now make precise an analogue to geodesic completeness for graphs. In particular, we wish to discuss how in Theorem 17 the graph resulting from the removal of a vertex and attachment of paths as specified cannot be geodesically complete.

A natural way to define a metric on a connected graph is to assign lengths to edges and then take the length of the shortest path that connects two vertices. We let...
\[ \sigma : X \times X \rightarrow [0, \infty) \] be a symmetric function such that

\[ \sigma(x, y) > 0 \quad \text{if and only if} \quad x \sim y. \]

We think of \( \sigma(x, y) \) as the length of the edge connecting \( x \) and \( y \) and thus call \( \sigma \) a length function. For vertices \( x, y \in X \) we let \( \Pi_{x,y} \) denote the set of all paths from \( x \) to \( y \), that is, \( (x_k)_{k=0}^n \in \Pi_{x,y} \) if \( (x_k) \) is a path with \( x_0 = x \) and \( x_n = y \). We then let the length of a path \( (x_k) \) be defined by \( l_\sigma((x_k)) = \sum_{k=0}^{n-1} \sigma(x_k, x_{k+1}) \) and define a metric via

\[ d_\sigma(x, y) = \inf_{(x_k) \in \Pi_{x,y}} l_\sigma((x_k)). \]

We call any metric arising in this way a path metric. We call a path \( (x_n) \) a geodesic if \( d_\sigma(x_j, x_k) = \sum_{i=j}^{k-1} \sigma(x_i, x_{i+1}) \) for all indices \( j < k \) for which the path is defined.

We call the graph geodesically complete if every infinite geodesic has infinite length, that is, \( l_\sigma((x_n)) = \infty \) if \( (x_n) \) is a geodesic with infinitely many vertices.

A graph is called locally finite if every vertex has only finitely many neighbors.

Theorem A.1 in [18] states that for path metrics on locally finite graphs geodesic completeness, metric completeness and the fact that all balls defined with respect to the metric are finite are equivalent. Thus, for locally finite graphs we call such graphs complete with respect to the path metric. However, to derive essential self-adjointness from completeness, we need to consider metrics that also take into account the values of the edge weights as well as the vertex measure. These are the so-called intrinsic metrics which we introduce next.

Specifically, we call a metric \( \varrho \) on \( X \) intrinsic for \( b \) over \( (X, m) \) if

\[ \sum_{y \in X} b(x, y) \varrho^2(x, y) \leq m(x) \]

for all \( x \in X \). A natural way to construct an intrinsic metric using lengths is to let \( \text{Deg}(x) = \frac{1}{m(x)} \sum_{y \in X} b(x, y) \) denote the weighted degree of a vertex \( x \in X \) and let

\[ \sigma(x, y) = \min \left\{ \frac{1}{\sqrt{\text{Deg}(x)}}, \frac{1}{\sqrt{\text{Deg}(y)}} \right\} \]

denote the length of an edge. Letting \( \varrho_\sigma = d_\sigma \) denote the path metric defined via \( \sigma \) as above, then as \( \varrho_\sigma(x, y) \leq \sigma(x, y) \) for all \( x, y \) with \( b(x, y) > 0 \) we get that \( \varrho_\sigma \) is intrinsic. Thus, intrinsic metrics always exist in the graph setting. However, in contrast to the case for manifolds, it is not true that there exists a unique maximal intrinsic metric. For more background on the notion and use of intrinsic metrics in our setting, see [6,21,36].

One of the main results of [18] states that, for locally finite graphs and path metrics, completeness with respect to an intrinsic path metric implies essential self-adjointness. Thus we directly derive the following.
Corollary 18  Let $b$ be a connected locally finite graph over $(X, m)$ with $\lambda_0 > 0$. Let $b_o$ over $(X_o, m_o)$ be defined so that for every $x \in N_o$ and $x_n \in \mathbb{N}_x$ we have

$$\sum_{r=1}^{\infty} \left( \sum_{n=1}^{r} \frac{1}{b_o(x_n, x_{n+1})} \right)^2 m_o(x_{r+1}) < \infty.$$ 

Then, $b_o$ over $(X_o, m_o)$ is not complete with respect to any intrinsic path metric. In particular,

$$l_\sigma((x_n)) < \infty$$

for all paths attached at $x \in N_o$ where $\sigma$ is a length function which defines an intrinsic path metric for $b_o$ over $(X_o, m_o)$.

Proof  The first part of the statement follows from Theorem 17 above and Theorem 2 in [18] which gives that the failure of essential self-adjointness implies incompleteness with respect to intrinsic path metrics. In particular, we note that the local finiteness assumption implies that $o$ has only finitely many neighbors and also that $L(C_c(X)) \subseteq \ell^2(X, m)$ as follows by a direct calculation. For the statement on the length of paths, if $l_\sigma((x_n)) = \infty$ for some path satisfying the summability assumption, then we could start with a complete graph with $\lambda_0 > 0$ and carrying out the procedure to construct $b_o$ over $(X_o, m_o)$ using this path would then result in a complete graph as we would attach only paths to infinity which have infinite length. Thus, the resulting graph would not have any geodesic of finite length and would thus be complete giving a contradiction to what we have just shown. Thus, we obtain that $l_\sigma((x_n)) < \infty$ for all paths satisfying the summability assumption and for all lengths $\sigma$ which define intrinsic path metrics on $b_o$ over $(X_o, m_o)$. This completes the proof.

Remark 19  The assumption that $\lambda_0 > 0$ can be removed in the corollary above. In particular, we note that both the fact that $\sigma$ defines an intrinsic path metric for $b_o$ over $(N_x, m_o)$ and the summability assumption on the edge weights and measure on the path $N_x$ are independent of the original graph $b$ over $(X, m)$. Thus, we can use the result above to show that all such paths must have finite length with respect to an intrinsic metric regardless of the starting graph. Then, attaching such a path to any graph will then give metric incompleteness if $\sigma$ is extended to the graph in such a way as to make an intrinsic path metric. We note that we have assumed transience of $b$ over $(X, m)$ for the construction of $b_o$ over $(X_o, m_o)$; however, this is also not necessary for this result as attaching paths of finite length will always produce an incomplete graph.

Remark 20  We recall that Theorem 8 in the manifold setting gives that if a manifold is complete and the dimension of the manifold is greater than or equal to 4, then removing a point results in a manifold which satisfies the $L^2$-Liouville property. In fact, by [26], it follows in this case that the Laplacian on the manifold is essentially self-adjoint.
An analogue to this for the graph case is that starting with a locally finite complete graph, by removing a point and attaching paths which have infinite length with respect to a length which gives an intrinsic metric, the resulting graph is still complete. In particular, the Laplacian on such a graph is essentially self-adjoint and, if connected, satisfies the $\ell^2$-Liouville property.

In terms of capacity, there is a capacity which is positive for points in Euclidean space for dimensions 2 and 3, while zero for points in dimensions 4 and above, see [16]. The graph case also has a counterpart in the sense that when adding paths to infinity, we may introduce a boundary point at infinity when such paths have finite length and then consider the capacity of such a point. In this context, it would be interesting to see if there is a condition that would force either positive capacity or capacity zero of a boundary point at infinity for every intrinsic path metric.
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