Can We Predict the Scenic Beauty of Locations from Geo-tagged Flickr Images?
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ABSTRACT
In this work, we propose a novel technique to determine the aesthetic score of a location from social metadata of Flickr photos. In particular, we built machine learning classifiers to predict the class of a location where each class corresponds to a set of locations having equal aesthetic rating. These models are trained on two empirically build datasets containing locations in two different cities (Rome and Paris) where aesthetic ratings of locations were gathered from TripAdvisor.com. In this work we exploit the idea that in a location with higher aesthetic rating, it is more likely for an user to capture a photo and other users are more likely to interact with that photo. Our models achieved as high as 79.48% accuracy (78.60% precision and 79.27% recall) on Rome dataset and 73.78% accuracy (75.62% precision and 78.07% recall) on Paris dataset. The proposed technique can facilitate urban planning, tour planning and recommending aesthetically pleasing paths.
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INTRODUCTION
Aesthetic ratings of locations play a vital role in urban planning and tour planning. Satisfying a certain time and budget constraints, each tourist wishes to visit most attractive places of a city. Such interest have resulted in the increasing popularity of websites like TripAdvisor, Expedia and Travelocity. They help a tourist to choose the best tourist spots in a city. The last decade has witnessed an unprecedented rise in the usage of GPS technology and the availability of GPS-enabled camera phones have increased creation of geo-tagged photos. Popular content sharing sites such as Flickr, Instagram and Twitter have already accumulated a large number of user generated photos. In Flickr alone there are about 8 billion existing photos and it is reported that Flickr receives 3.5 million uploads every day. These photos contain metadata such as gps-location, time of the photo taken, number of users viewed and number of favorites. The large amount of geo-tagged photos not only gives us plenty of information about a specific geo-location[6, 12, 4] but also contains patterns of human behavior, photo trails[2, 10], and even transit time [7] between areas of a city. The increased availability of such geographic information in the form of multimedia content such as images have given rise to interesting technologies such as recommendation system, point-of-interest mining, tour planning system etc. Apart from trip planning and route recommendations, research works have also been conducted to find out quantity of ecological phenomena like snow-fall and vegetation density[15], predicting user’s home location and gender [8], detecting events that took place [9] etc. each of which used Flickr geo-tagged photos and metadata. In most of these studies geo-tags of photos, temporal metadata, content-based automatically generated tags as well as user generated tags were considered for the task of analysis. However, Flickr contains another set of metadata which are generated from users interaction with the photos and with other users. A few such social metadata are number of views, number of favorites, comments etc. These metadata are mostly overlooked in recent studies.

In this work, we propose a method to predict the aesthetic score of a location from Flickr social metadata. To the best of our knowledge this is the first attempt to predict TripAdvisor location ratings from Flickr social metadata. We exploited the idea that photo capturing patterns in scenic locations should be significantly different than that of lesser ones. We have modeled the problem as a multi-class classification problem where each location is a member of one of the equally rated classes. In TripAdvisor, the ratings are provided on a scale of 0 to 5 with an interval of 0.5. We considered 6 classes with aesthetic rating 2.5, 3, 3.5, 4, 4.5 and 5 respectively and discarded locations with lesser aesthetic ratings. In Paris dataset we have considered an additional class with aesthetic rating 2.0. These classification models can be used to provide suggestions to tourists, artist and urban resource management organizations.

The leading trip recommendation system, TripAdvisor, provides location ratings based on the 500 million reviews and opinions about 7 million attractions, accumulated from 300 million of its users. TripAdvisor considers three factors i.e. quality, recency and quantity of the reviews while computing the ratings. A major drawback of this method of aesthetic rating calculation is the dependancy on crowd-sourced reviews.
It is likely that a tourist will prefer to post his photos on social media rather than rating each location he visited in order to help generating aesthetic ratings. The goal of this work is to reduce the dependency on crowd-sourced ratings. We used aesthetic ratings calculated from TripAdvisor data as ground truth for our work and tried to predict them from the data available in other forms. In this work, we have gathered TripAdvisor ratings of 850 locations in Rome, Italy and 650 locations in Paris, France. For each of the locations we have collected social metadata of photos which are within a radius of 100m of that geo-location. We have gathered social metadata of 6 million photos in Rome and 4 million photos in Paris using Flick API. From these metadata we have generated some relevant features for classification. Since significant imbalance was observed in the dataset of both cities, we have applied state-of-art technique, namely SMOTE [3] to balance the classes out. We have trained multiple decision tree variants as our classifier i.e. J48, Random Forrest(RF) and REPTree.

Finally, application of ensemble technique further contributed to increasing accuracy. Among the trained models, Random Forrest performed best when combined with bagging ensemble method and achieved 79.48% accuracy on Rome dataset. On the other hand, the best performance(73.78% accuracy) is found when Random Forrest classifier is combined with boosting ensemble technique in Paris dataset.

The major contributions of this work are summarized below.

- We propose a novel approach to predict location ratings from photo capturing, sharing and interaction patterns.
- We build two datasets empirically to facilitate TripAdvisor location rating prediction for the locations of Rome, Italy and Paris, France.
- We train decision tree based classifiers i.e. J48, random forrest, REPTree, whose performance was improved with the help of bagging and boosting ensemble technique. We also handle issues regarding imbalanced dataset by applying SMOTE [3] oversampling technique.
- We test our models on two real world datasets related to two popular tourist destinations, Rome, Italy and Paris, France. Our models demonstrated 79.48% and 73.78% accuracy respectively.

**METHODOLOGY**

**Dataset Generation**

There are multiple available datasets related to Flickr that can be considered while choosing the dataset. The first one of them is the *yfcc100m* dataset published by Yahoo Webscope [13]. This dataset contains a collection of photos and videos, which are compiled from the data available on Yahoo! Flickr. The dataset is divided into three parts. The main part of the dataset contains information about 100 million flickr photos. It contains photo or video identifier, photo/video hash, user information, date in which the photo was taken, upload date, title of the photo, description, user tags (comma-separated), location information, specifications of the device by which the photo or video was captured and URIs of the photo or video. *yfcc100m* also includes machine tags and human readable place information for every photo. An alternative of *yfcc100m* dataset is the Multimedia Commons Repository (MMC) [14]. The differences between *yfcc100m* and MMC are the supplemental material to *yfcc100m* that the MMC offers. MMC offers audio, visual and motion features such as LIRE, GIST, SWIFT that are often used by multimedia researchers. There are several other sources such as MIRFLICKR, Flick API etc., through which one can access large number of flickr photos and their related attributes.

In order to perform the desired task of classification we need a dataset that provides social metadata such as number of views, number of favorites, number of comments etc. of Flickr photos as well as ground truth with respect to the aesthetic scores of geo-locations. From the discussion about *yfcc100m* and MMC, we can observe that none of them include social metadata of the photos. Moreover, none of these datasets include any ground truth about a place being aesthetically desirable. To facilitate our classification task we decided to build a new dataset using Flickr social metadata and aesthetic rating of geo-locations from TripAdvisor.

In order to appropriately model photo distribution around a city or country we tried to gather location names and ratings from TripAdvisor.com. Since trip advisor does not provide API for research purposes, we used HTML parser to get data from Trip Advisor. From Trip Advisor we have retrieved rating, and number of reviews for around 1200 attractions in Rome, Italy and 1200 attractions in Paris, France. After removing duplicates and attractions such as tours, restaurants and hotels we were left with 850 and 650 locations for consideration respectively. Despite the provided ratings being on a scale of 0-5 with an interval of 0.5, we observed from the data, that most of the ratings associated with top attractions in Rome lies in the range 2.5-5 and within 2-5 in Paris. For each location we retrieved latitude and longitude using Google Places API. Then for each geo-location we fetched metadata of all the images that lie within a circle of 100m radius surrounding that particular location from Flick API. Thus we set up two datasets where each location is labeled as one of 7 classes i.e. classes with aesthetic scores [2,2.5,3,3.5,4,4.5,5]. Let the classes be named as $C_i$ where $i$ is the corresponding aesthetic score. Among the locations in Rome there are points-of-interests(197), museums(130), church and cathedrals(78), historic sites(74), castles(25), gardens(23), parks(10), neighborhoods(13) etc. Similarly, the types of locations considered in Paris are points-of-interests(115), museums(68), neighborhoods(39), church, cathedrals and historic sites (28) and so on.

**Feature Extraction**

The social metadata related to each photo that are directly available from Flickr are the number of times the photo is viewed, the number of people who have added the photo as favorite, and the number of comments on the photo. We have extracted some aggregate features using these metadata for each location. The major intuitions behind our features are,
• A place with more aesthetic beauty encourages more users to take photos and upload them, resulting in a higher density of photos at that place.

• An aesthetically beautiful place is more likely to draw tourists and the number of distinct users uploading photos at a place should be higher.

• Visitors usually searches for and views photos captured at beautiful locations.

• The more beautiful a place is, it is more likely that people will capture better photos which results in higher number of people adding them to favorites.

• Higher number of views should lead to higher number of favorites and comments.

• The quality of photos, taken at an aesthetic and popular location, usually depends on the surrounding scenario rather than the photographer’s skills.

Keeping these points in mind we have generated 11 features for every location. The generated features for each location are photo density, total number of views, total number of favorites, total number of comments, average views per photo, average favorite count, average number of comments per photo, ratio of number of favorites to number of views, ratio of number of comments to number of views, distinct user count per location, and finally maximum number of photo per user. Figure 1 shows the frequency histograms of each feature generated from Rome dataset. The number of instances of a class per histogram is represented with appropriate colored portions. Additionally, Figure 1a shows the number of locations for each aesthetic score and their associated color used in the histograms.

Classification
We have trained several classifiers to be able to classify the places as a member of one of the six (or seven in case of Paris dataset) equally rated classes. We evaluated each of their accuracy, precision and recalls to distinguish the best classifier. As our classifiers, we have used J48, REPTree and Random Forrest(RF) decision tree algorithm. To boost the accuracy of classifiers we have also applied Bagging and Boosting technique on the decision tree classifiers.

EXPERIMENTAL RESULTS
Classification
We have considered aesthetic scores as nominal values where a location can have one of 6 aesthetics scores in Rome dataset, starting from 2.5 to 5 with an interval of 0.5. Similarly, a location can have one of 7 possible aesthetic score in Paris dataset, from 2.0 to 5 with 0.5 interval. To solve the classification task we have trained three classifier. The classifiers are different variations of decision tree classifier. They are J48, REPTree and Random Forrest. We have applied 10 fold cross-validation technique to validate the accuracy of classifiers. Table 1 and 2 show the accuracy, precision and recall of each classifier. According to Sokolova et al.[11] the precision and recall of multi-class classifier are the average precision and average recall of all the individual classes.

The results in Table 1 and 2 show that the classifiers demonstrate moderate performance with respect to accuracy. However, from the precision and recall measures we can observe that its performance suffers for different classes. The preci-
sion values are undefined because there is atleast one class for which the classifier doesn’t declare any instance as a member of that class. Additionally the lower average value of recall gives us an idea that the classifier may perform well for one class whereas it performs poorly for others. The reason behind such result is the imbalance between the classes in our dataset. Class $C_{4.5}$ has 573 instances whereas class $C_{2.5}$ has only 2 instances. Similarly in Paris dataset $C_{4.5}$ and $C_{4.0}$ contains majority of the locations. In subsequent sections we have discussed steps to handle this issue.

Applying oversampling technique to handle overfitting

In order to handle the performance issues due to imbalance in dataset, we have applied state-of-the-art oversampling technique namely SMOTE [3]. SMOTE uses instances of minority class to generate synthetic instances of corresponding class. We have applied SMOTE for each class to generate a balanced dataset with each class having around 580 instances similar to that of class $C_{4.5}$. Similarly we have balanced out the classes in the Paris dataset. Although any other oversampling techniques could have been chosen and they are reported to have competitive performances [1] on various datasets, to avoid complexity we have chosen to apply SMOTE. The oversampled dataset was used to train classifiers and the result of such classifiers can be found in Table 3 and 4.

Table 3: Classifier accuracy, precision and recall of decision tree classifiers on oversampled Rome dataset with 3417 instances.

| Classifier | Accuracy | Precision | Recall |
|------------|----------|-----------|--------|
| J48        | 70.00    | 69.60     | 69.81  |
| REPTree    | 67.37    | 65.97     | 67.10  |
| RF         | 77.82    | 76.94     | 77.63  |

Table 4: Classifier accuracy, precision and recall of decision tree classifiers on oversampled Paris dataset with 1598 instances.

| Classifier | Accuracy | Precision | Recall |
|------------|----------|-----------|--------|
| J48        | 62.20    | 66.45     | 67.40  |
| REPTree    | 58.07    | 61.86     | 64.61  |
| RF         | 69.77    | 72.35     | 74.16  |

Improving classifier accuracy with ensemble method

In order to improve classifier performance, we have applied state-of-art ensemble technique on decision tree classifiers. We have used both Bagging and Boosting technique on the decision tree classifier. Bagging is an ensemble learning method that learns classifier on several different distributions of the training set and uses all the classifiers for classification and applies majority voting to get the desired prediction. On the other hand, in each iteration of boosting technique, it tries to learn classifier on the samples that was wrongly classified using previous classifiers and assign a corresponding weight to each classifier. Both bagging and boosting helps to reduce error rate of an individual classifier. The classifier accuracy after the application of ensemble methods are reported in Table 5 and 6.

Table 5: Classifier accuracy, precision and recall of decision tree classifiers with bagging and boosting technique, on oversampled Rome dataset with 3417 instances.

| Classifier      | Accuracy | Precision | Recall |
|-----------------|----------|-----------|--------|
| Bagging with J48| 76.59    | 75.61     | 76.35  |
| Bagging with REPTree | 74.25 | 72.78     | 73.96  |
| Bagging with RF | 79.48    | 78.60     | 79.27  |
| Boosting with J48| 76.76    | 76.18     | 76.58  |
| Boosting with REPTree | 74.57 | 73.98     | 74.37  |
| Boosting with RF | 79.10    | 78.32     | 78.93  |

Table 6: Classifier accuracy, precision and recall of decision tree classifiers with bagging and boosting technique, on oversampled Paris dataset with 1598 instances.

| Classifier      | Accuracy | Precision | Recall |
|-----------------|----------|-----------|--------|
| Bagging with J48| 68.27    | 71.25     | 73.85  |
| Bagging with REPTree | 65.02 | 67.82     | 71.11  |
| Bagging with RF | 72.22    | 74.28     | 77.59  |
| Boosting with J48| 70.65    | 73.70     | 75.17  |
| Boosting with REPTree | 64.27 | 68.79     | 69.64  |
| Boosting with RF | 73.78    | 75.62     | 78.07  |

FUTURE WORKS AND CONCLUSION

In this work, we aimed at using machine learning techniques to score each location with an aesthetic score, which will facilitate urban planning, route recommendation, tour planning etc. We focused on Flickr social metadata to predict TripAdvisor ratings. Having accumulated two real world datasets with 850 locations from Rome and 650 locations from Paris we trained decision tree classifiers to predict the aesthetic score of each location. However, it was observed that the ratings received from TripAdvisor have implicit skewness. The imbalance in dataset resulted in performance issues. Removing the issues of imbalanced dataset using SMOTE technique our proposed models achieved as high as 79% and 73% accuracy on Rome and Paris dataset respectively. Future works may focus on finding aesthetic routes through a city or assigning aesthetic score to each route available through various trajectory datasets. Another direction of study can be attempting to predict aesthetic rating of locations by analyzing Flickr photos rather than assessing their metadata.

REFERENCES

1. Adnan Amin, Sajid Anwar, Awais Adnan, Muhammad Nawaz, Newton Howard, Junaid Qadir, Ahmad Y. A. Hawalah, and Amir Hussain. 2016. Comparing Oversampling Techniques to Handle the Class Imbalance Problem: A Customer Churn Prediction Case Study. *IEEE Access* 4 (2016), 7940–7957. DOI: [http://dx.doi.org/10.1109/ACCESS.2016.2619719](http://dx.doi.org/10.1109/ACCESS.2016.2619719)

2. Yuki Arase, Xing Xie, Takahiro Hara, and Shojiro Nishio. 2010. Mining People’s Trips from Large Scale Geo-tagged Photos. In *Proceedings of the 18th ACM International Conference on Multimedia (MM '10)*. ACM, New York, NY, USA, 133–142. DOI: [http://dx.doi.org/10.1145/1873951.1873971](http://dx.doi.org/10.1145/1873951.1873971)
3. Nitesh V. Chawla, Kevin W. Bowyer, Lawrence O. Hall, and W. Philip Kegelmeyer. 2002. SMOTE: Synthetic Minority Over-sampling Technique. J. Artif. Intell. Res. 16 (2002), 321–357. DOI: http://dx.doi.org/10.1613/jair.953

4. Livia Hollenstein and Ross Purves. 2010. Exploring place through user-generated content: Using Flickr tags to describe city cores. J. Spatial Information Science 1, 1 (2010), 21–48. DOI: http://dx.doi.org/10.5311/JOSIS.2010.1.3

5. TripAdvisor Insight. 2016. Everything You Need to Know About the TripAdvisor Popularity Ranking Algorithm. https://www.tripadvisor.com/TripAdvisorInsights/n2701. (2016). [Accessed October 8th, 2017].

6. Rongrong Ji, Yue Gao, Bineng Zhong, Hongxun Yao, and Qi Tian. 2011. Mining flickr landmarks by modeling reconstruction sparsity. TOMCCAP 7, Supplement (2011), 31. DOI: http://dx.doi.org/10.1145/2037676.2037688

7. Adrian Popescu and Gregory Grefenstette. 2009. Deducing trip related information from flickr. In Proceedings of the 18th International Conference on World Wide Web, WWW 2009, Madrid, Spain, April 20-24, 2009. 1183–1184. DOI: http://dx.doi.org/10.1145/1526799.1526919

8. Adrian Popescu and Gregory Grefenstette. 2010. Mining User Home Location and Gender from Flickr Tags. In Proceedings of the Fourth International Conference on Weblogs and Social Media, ICWSM 2010, Washington, DC, USA, May 23-26, 2010. http://www.aaai.org/ocs/index.php/ICWSM/ICWSM10/paper/view/1477

9. Tye Rattenbury, Nathaniel Good, and Mor Naaman. 2007. Towards automatic extraction of event and place semantics from flickr tags. In SIGIR 2007: Proceedings of the 30th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval, Amsterdam, The Netherlands, July 23-27, 2007. 103–110. DOI: http://dx.doi.org/10.1145/1277741.1277762

10. Samia Shafique and Mohammed Eunus Ali. 2016. Recommending most popular travel path within a region of interest from historical trajectory data. In Proceedings of the 5th ACM SIGSPATIAL International Workshop on Mobile Geographic Information Systems. 2–11.

11. Marina Sokolova and Guy Lapalme. 2009. A systematic analysis of performance measures for classification tasks. Inf. Process. Manage. 45, 4 (2009), 427–437. DOI: http://dx.doi.org/10.1016/j.ipm.2009.03.002

12. Evaggelos Spyrou and Phivos Mylonas. 2016. Analyzing Flickr metadata to extract location-based information and semantically organize its photo content. Neurocomputing 172 (2016), 114–133. DOI: http://dx.doi.org/10.1016/j.neucom.2014.12.104

13. Bart Thomee, David A Shamma, Gerald Friedland, Benjamin Elizalde, Karl Ni, Douglas Poland, Damian Borth, and Li-Jia Li. 2016a. Yfcc100m: The new data in multimedia research. Commun. ACM 59, 2 (2016), 64–73.

14. Bart Thomee, David A. Shamma, Gerald Friedland, Benjamin Elizalde, Karl Ni, Douglas Poland, Damian Borth, and Li-Jia Li. 2016b. YFCC100M: The New Data in Multimedia Research. Commun. ACM 59, 2 (2016), 64–73. http://cacm.acm.org/magazines/2016/2/197425-yfcc100m/fulltext

15. Haipeng Zhang, Mohammed Korayem, David J. Crandall, and Gretchen LeBuhn. 2012. Mining photo-sharing websites to study ecological phenomena. In Proceedings of the 21st World Wide Web Conference 2012, WWW 2012, Lyon, France, April 16-20, 2012. 749–758. DOI: http://dx.doi.org/10.1145/2187836.2187938