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ABSTRACT

WordNet lexical-database groups English words into sets of synonyms called “synsets.” Synsets are utilized for several applications in the field of text-mining. However, they were also open to criticism because although, in reality, not all the members of a synset represent the meaning of that synset with the same degree, in practice, they are considered as members of the synset, identically. Thus, the fuzzy version of synsets, called fuzzy-synsets (or fuzzy word-sense classes) were proposed and studied. In this study, we discuss why (type-1) fuzzy synsets (T1 F-synsets) do not properly model the membership uncertainty, and propose an upgraded version of fuzzy synsets in which membership degrees of word-senses are represented by intervals, similar to what in Interval Type 2 Fuzzy Sets (IT2 FS) and discuss that IT2 FS theoretical framework is insufficient for analysis and design of such synsets, and propose a new concept, called Interval Probabilistic Fuzzy (IPF) sets. Then we present an algorithm for constructing the IPF synsets in any language, given a corpus and a word-sense-disambiguation system. Utilizing our algorithm and the open-American-online-corpus (OANC) and UKB word-sense-disambiguation, we constructed and published the IPF synsets of WordNet for English language.

Keywords: WordNet, Fuzzy WordNet, Probabilistic fuzzy WordNet, Interval probabilistic fuzzy WordNet, Interval probabilistic fuzzy synsets.
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1990, Miller et al. (Miller et al., 1990) proposed WordNet (WN), a lexical database for the English language that groups English words into synonym sets, called synsets, (also providing short definitions and usage examples) and records a number of relations among these synsets and their members. From there on, based on the WN structure, other lexical databases were also proposed for different languages (Bond & Paik, 2012)(Vossen, 1998)(Vossen, 2004) that collect synsets of their corresponding languages, as it is done in WN. We call these lexical databases under the umbrella-term WordNet-like Lexical Database (WLD). WLDs have a wide variety of applications in Natural Language Processing (Mao et al., 2018)(C. Li et al., 2019) Knowledge Engineering (C. Wang & Jiang, 2018), Ontology Engineering (Jarrar, 2019), and Ontology Embedding (Saedi et al., 2019).

In WLDs, all the members of a synset are supposed to belong to a synset with the same degree and convey the meaning of that synset at the same level. In other words, WLDs assume synsets to be crisp (non-fuzzy) sets. But this simple assumption does not always properly model the complex nature of “meaning” in natural languages. For example, let’s consider the following synset of the WN: Synset('flower.n.02'): {flower, bloom, blossom}; it contains the words that potentially (as one of their senses) stand for “reproductive organ of angiosperm plants especially one having showy or colorful parts” (the illustrative-definition of each synset is proposed in WN). Before proceeding with the mentioned issue, it is worthy to introduce the concept of a “lemma” and the concept of a “word-sense,” in WLDs: Each word disregarding its various potential senses is called a lemma. For example, “bloom” disregarding the sense for which it can stand is considered a lemma. It is also the case for all the words of a dictionary. Moreover, a specific sense (meaning) of a lemma that is logically a member of one specific synset, is called a word-sense. For example, the above-mentioned sense of the lemma “bloom” is called a word-sense.

Usually, the lemmas (e.g. flower, bloom …) related to the word-senses of a synset (e.g. Synset(flower.n.02')), are not compatible with the meaning (definition) of the synset with the same degree. Therefore, the concept of fuzzy synsets was proposed. Since 2005, some studies have been conducted where a synset is considered a fuzzy set. In 2005, Veldall (Velddal, 2005), without using the term “fuzzy synset” (even without using the term “synset”), proposed an algorithm for creating fuzzy semantic classes (i.e. synsets). In 2010, Borin and Forsberg (L Borin & Forsberg, 2010) who (to the best of our knowledge) coined the term “fuzzy synsets,” viewed them from a pure linguistics point of view, and based them on “synonymy avoidance” (Hurford, 2003) concept.

In the mentioned study, Borin et al. utilized Synlex (People’s synonym lexicon (Kann & Rosell, 2005) that contained synonymy degree of word-pairs provided by crowdsourcing) as well as SALDO (Lars Borin, 2005). Each lemma can have several word-senses. In other words, each lemma can be a member of more than one synset.

---

2 Each lemma can have several word-senses. In other words, each lemma can be a member of more than one synset.

3 He applied his algorithm on Norwegian language.

4 for more information about synonymity please refer to (Osgood, 1952)
2005) (Lars Borin & Forsberg, 2009) (a full-scale Swedish lexical-semantic resource with non-classical, associative relations among word and multiword senses\(^5\)) by which they presented an algorithm to create the Swedish fuzzy synsets. In 2011, Gonçalo and Gomes (Gonçalo Oliveira & Gomes, 2011) were the second who looked at fuzzy synsets from a linguistics point of view. In the mentioned study, they (Gonçalo Oliveira & Gomes, 2011) applied their algorithm on Portuguese and proposed Portuguese fuzzy synsets. But the proposed fuzzy synsets are not applicable on real applications which utilize the standard and already existing WordNets. In other words, in the mentioned few studies, the synsets are either not predefined and can be determined only after running the proposed algorithm (i.e. fuzzy synsets are output of clustering (Velldal, 2005)(Gonçalo Oliveira & Gomes, 2011)), or there exist a lexical database (SALDO in (L Borin & Forsberg, 2010); yet not WN-like), but the output of the algorithm is a modified lexical database, and its synsets are not the fuzzy version of the previous synsets.

This is while, as we mentioned, WLDs have received great attention and broad applications, and those applications are based on the already existing WLDs; therefore outputting different synsets with different members means neglecting a broad variety of WLD-applications. Thus, recently, Hossayni et al. (Hossayni et al., 2016) (Hossayni et al., 2020) proposed an algorithm for fuzzification of the crisp synsets in the existing WLDs.

They propose an algorithm which assigns membership functions, for predefined synsets of any language, given a large corpus of documents of that language and a Word Sense Disambiguation (WSD)\(^6\) as input. They, also, apply the algorithm on the English language, using the Open American National Corpus (OANC) and UKB WSD-system, by which, construct and publish the fuzzy version of WordNet.

However, in this study, we construct fuzzy-synsets whose membership degree is not a single number but is an interval. In order to construct such synsets, the theoretical framework of interval-type-2 fuzzy (IT2F) sets has to be adopted; however, we show that the existing theory of type-2 fuzzy sets is insufficient for dealing with IT2F synsets. Consequently, we propose a novel version of interval-fuzzy sets, called interval-probabilistic-fuzzy (IPF) sets, based on the probabilistic-fuzzy concept proposed in 2001 by Meghdadi and Akbarzadeh (Meghdadi & Akbarzadeh-T, 2001) and introduce IPF synsets, which contain more information than the regular fuzzy synsets. We also propose a possibility-based language-free algorithm for constructing the IPF synsets, given a language corpus and a WSD system as the input of the algorithm.

Then, we apply our proposed algorithm to the English language, using the open American national corpus (OANC) and the well-known graph-based WSD system, UKB, and construct IPF synsets for English language and publish them online.

---

\(^5\) identified by persistent formal identifiers

\(^6\) In cognitive and computational linguistics, Word Sense Disambiguation (WSD) is an open problem belonging to ontology and natural language processing. Considering a word in a sentence, WSD identifies which of its senses is used in that sentence (for multi-sense words) (Weaver, 1955).
More in detail, we first show the missing theory for automatic production of the upgraded version (interval-valued membership degrees) of fuzzy synsets for predefined synsets, and then, propose the new mathematical concept Interval Probabilistic Fuzzy sets (IPF sets) filling the mentioned gap. Then, we present our language-free algorithm for automatically producing IPF synsets for any language, given a large corpus of documents of that language and a WSD. Finally, we apply our algorithm on English language and publish an English version of IPF synsets.

2 An information-lack in fuzzy synsets

Assigning a crisp membership degree to $\mu_S(x)$ (where $x$ stands for a word sense, and $S$ stands for a Synset) does not account for the uncertainty associated with the methods by which $\mu_{\text{Synset}}(\text{word-sense})$ values are computed. This yields an expectation of the possibility of occurrence of $x$ as a member of $S$; this expectation may vary according to the context which the word-sense is being used in, or the nationality/ethnicity/... of the writer/speaker. Thus, providing a crisp number to the $\mu_S(x)$ values may be effective in some contexts and ineffective in some others.

This information-lack, basically (philosophically), is quite similar to the information-lack that Mendel has proposed in Computing With Words called “intra-uncertainty” and “inter-uncertainty”:

In 1999, for the first time, without using the terms “intra-uncertainty” and “inter-uncertainty”, Mendel (Jerry M Mendel, 1999) presented the idea that “words mean different for different people” and therefore there exist an uncertainty considering the value of each word\(^7\) that cannot be represented by means of T1FS whereas it can be represented by T2FS\(^8\). In 2003, he (J.M. Mendel, 2003) elaborated the background concepts, more, and coined the terms “intra-uncertainty” that is the uncertainty of one person (him/her self) about the value assigned to one word, and “inter-uncertainty” that is the uncertainty, related to different understandings of different people from a same word. He used IT2 FS for representation of these uncertainties. These two concepts are hot topics in Computing With Words and are continuing receiving great attention in the field (Muhuri et al., 2020)(Jerry M. Mendel, 2017)(Jerry M. Mendel, 2019).

---

\(^7\) For those words that potentially represent a value (e.g. almost impossible, likely, somewhat law, high, tiny, sizeable, a bit, a lot, large, …)

\(^8\) In that study, he performed a survey seeking for the numeric meaning of a word (for the words that potentially represent a measurable value) by giving questionnaires to 70 respondents asking them to assign an interval to the value they assign to each of the words(Jerry M Mendel, 1999).
Although the uncertainties, that we address, are about understandings of subjects from compatibility of meaning of word-senses with meaning (definition) of their corresponding synsets, and the uncertainties that Mendel addresses is about understanding of subjects from compatibility of meaning of a word with a range that it is addressing, the same reasoning for existence of those uncertainties in the latter (“words”-“ranges”) establishes for their existence in the former (“word senses”-“synsets”) as well.

However, the (common) problem of uncertainty in the membership values in fuzzy sets is normally remedied by type-2 fuzzy sets, which were introduced by Zadeh in 1975 (Zadeh, 1975). Type-2 fuzzy sets (T2 FSs) have membership degrees that are not crisp numbers but they are fuzzy sets themselves. T2 FSs are represented by a 3D membership-function (in $R^3$) in which the first axis represents the domain of the primary variable and the two other domains represent the first and the second dimension of uncertainty.

Figure 1 graphically illustrates an example of T2 FS.

Figure 1. 3D illustration of a type-2 fuzzy set

Figure 2. Graphical illustration of an interval Type 2 Fuzzy sets. The LMF is the upper bound of the inner white rectangle and the UMF is the lower bound of the outer white rectangle (Jerry M. Mendel et al., 2016).

Sometimes, despite the insufficiency of T1FSs for modeling the uncertainty, the accessible data/information are not sufficient for constructing such a 3D fuzzy membership function. Moreover, the computations that involve T1FSs have considerable complexity. For making those computations easier and also for handling the explained cases of data insufficiency, a special case of the T2 FS is presented as an intermediate model between T1FS and T2 FS, called interval-type-2 fuzzy set (IT2 FS). In IT2 FSs, instead of a number in $[0,1]$, a subinterval of $[0,1]$ is assigned as the memberships. Then, membership degrees are expressed simply by their lower and upper bound.
In other words such fuzzy sets are represented by two membership functions: lower and upper (LMF and UMF). Figure 2 provides an example of IT2 FS. As it can be seen, to each value of the domain, instead of one membership degree, a range (interval) of membership degrees is assigned. Thus, the converted IT2 FS contains the footprint of the T2 FS in its membership function (note that such membership function is a function from $\mathbb{R} \to \mathbb{R}^2$ considering that it takes an $x \in \mathbb{R}^2$ to $[a, b]$ when $a, b \in \mathbb{R}^2$). Applications of interval-valued membership degrees began from the very first appearance of T2 FSs and Zadeh’s paper (Zadeh, 1975) (p. 242) and was continued being applied in other studies (Hisdal, 1981) (Schwartz, 1985) (Turksen, 1986) but establishing the bridge from T2 FSs to IT2 FS with the term “footprint” was introduced in 2000 by Liang and Mendel (Liang & Mendel, 2000) representing a bounded region that is the union of all primary membership grades of the T2 FS.

Therefore, the first idea for providing a more informative version of synsets is utilizing the IT2 FS. However, surveying the studies in the field, as far as we found, all the interval studies consider the cases which the domain of membership function is an ordered set (Algebraically speaking, “fields” (Cameron, 1998)). However, the very important point is that the members of synsets are simply “word”-senses and does not obey any order at all. Algebraically speaking, they are not even “rings” (Cameron, 1998), they are simple sets. Although as mentioned, there exist studies specifically on fuzzy sets related to “words” (Jerry M. Mendel, 2019)(Zuheros et al., 2018) that are mainly subject of the field Computing-with-Words, even those cases make a relation between words and a numeric range representing the intense of each words and words are not dealt as members of the fuzzy set.

Good news says that T2 FS is not the only 2-dimensional uncertainty. In 2001, Meghdadi and Akbarzadeh (Meghdadi & Akbarzadeh-T, 2001) proposed a new two-dimensional uncertainty, called probabilistic fuzzy set (PFS) in which membership values of elements of a set are Random Variables (RVs) (with domain $[0,1]$) rather than numbers. In other words, likewise T2 FSs, each member of a set can have uncountably many membership values, but to each of them “a probability density/mass value” is assigned, and not “another membership value”, like what in T2 FSs (For more information about probabilistic fuzzy sets and its application, the reader is referred to (J. Li & Wang, 2017)(Gupta & Kumar, 2019).
In this study, we introduce a new version of interval-fuzzy sets analogous to IT2 with the difference that the reduced dimension, instead of being the footprint of the second fuzzy-dimension in T2 FS is the $\alpha$-percent-footprint of probabilistic dimension of the PFSs (as we will define). We call this version of interval-fuzzy sets as interval possibilistic fuzzy set (IPFS) and utilize it for proposing interval-possibilistic-fuzzy synsets.

For converting a PFS to an IPFS, we have to convert RV memberships of elements of that PFS, to intervals. In other words, we convert the Probability Density/Mass Functions (PDFs/PMFs) of the corresponding RVs to simpler PDFs that their values is 1 inside a specific interval and 0, outside (they are not PMFs because they represent probability of intervals which are continuous).

For a given confidence level $\alpha$ (e.g. $\alpha = 0.8$), for providing the above-mentioned simpler PDF of a probabilistic fuzzy member, $a$, of a PFS, $F$, we first find the interval $I^* = [\min(M_n), \max(M_n)] \subset [0,1]$ (called $\alpha$-percent-footprint) consisting of the $n$ most probable membership values of $a M_n = \{m_1, m_2, ..., m_n\}$ for which $\sum_{x_i \in I^*} P_a(x_i) > \alpha$. ($P_a(x)$ represents the PDF/PMF of $a$) so that the above relation does not hold for the $I^* = [\min(M_{n-1}), \max(M_{n-1})]$.

Then, the (simpler) PDF of the membership RV of the probabilistic fuzzy member, $a$, of the PFS, $F$, in the IPF version of $F$, will be defined as follows

$$P_a^I(x) = \begin{cases} \frac{|I^* \cup I^* C|}{|I^*|}, & x \in I^* \\ 0, & x \notin I^* \end{cases}$$  \hspace{1cm} (1)

where symbol I in $P_a^I(x)$ stands for interval, and C in $I^* C$ stands for complement (it is defined so, to assign an identical probability, inside $I^*$, 0 elsewhere, and its integral over the domain becomes 1).

Please note that the IPFS looks identical to IT2 FS (Figure 2) and the only difference is about how the interval membership grades have been provided (footprint of fuzzy uncertainty of a type-2 membership function or $\alpha$-percent footprint of a probabilistic fuzzy membership function).
3 A possibility-based algorithm for producing Interval Probabilistic Fuzzy synsets

For applying the idea of interval-possibilistic-fuzzy sets on fuzzy synsets and proposing an algorithm for producing IPF synsets, we need an extra requirement for the algorithm input, in comparison with the input of our algorithm for fuzzy-synsets. In this algorithm, we need a corpus with text-documents from a number of \( n \) different categories. Determining the input, the algorithm is the following:

1- Applying the same process as what we perform for fuzzy-synsets on each of the categories separately. Therefore, we achieve \( n \) different membership degrees for each word-sense (their accuracy was proved).

2- For each word-sense \( \omega \), considering its frequency in each of the \( n \) corpus-categories, and normalizing the frequencies to obtain the probability of occurrence of \( \omega \) in each category, given that \( \omega \) belongs to the corresponding synset.

3- Now, for each word-sense \( \omega \), there exist \( n < \text{membership degree, probability} > \) pairs. In other words, for each word-sense \( \omega \), we have its probabilistic fuzzy membership function. Therefore, for each synset, its PFS is obtained, up to this stage of algorithm.

4- Converting the synsets’ PFSs to IPFS.

The above mentioned algorithm has four phases: (1) Applying the fuzzy-synsets algorithm (introduced in the previous section) on each of the ‘n’ categories of the corpus and reaching to ‘n’ different list of fuzzy synsets. (2) Independently, computing the probability of each word-sense to be appeared in each of the ‘n’ categories. (3) Combining the two previous steps to reach the membership-probability value of each word-sense. (4) Computing the IPF membership values of each word-sense, based on the newly introduced concept of IPF synset. In the following you can see the pseudocode related to the mentioned algorithm.

```java
For k = 1 to n  //n is the number of categories
    WSF[k][j] = WSD(corpus[k]);
For i = 1 to total number of synsets
    synSize = numberOfWordSenses(synset[i]);
    //“For” loop is for filling the probability mass value (PMV) matrix, containing the probability of occurring a word-sense among other word-senses of the same synset (synset ‘i’).
    For k = 1 to n
```

totalOccurrenceOfSynsetInK = 0;
For j = 1 to synSize
  totalOccurrenceOfSynsetInK += WSF[k][i][j];
For j = 1 to synSize
  If (totalOccurrenceOfSynsetInK != 0)
    PMV[i][k][j] = WSF[k][i][j] / totalOccurrenceOfSynsetInK;
  Else
    PMV[i][k][j] = NaN;
For j = 1 to synSize
  //The block is for filling the Word Sense Probability (WSP) matrix representing the probability of occurring a word-sense in a category ('k') among the other categories.
  totalOccurrenceOfWordSenseInCorpus = 0;
  For k = 1 to n
    totalOccurrenceOfWordSenseInCorpus += WSF[k][i][j];
  For k = 1 to n
    If(totalOccurrenceOfWordSenseInCorpus != 0)
      WSP[i][j][k] = <WSF[k][i][j] / totalOccurrenceOfWordSenseInCorpus, k>;
    Else
      WSP[i][j][k] = <NaN, k>;
  //the block finds the largest indexes 'k's as many as the summation of WSP[i][j][k] becomes larger than α.
  int[][] sorted = sort(WSP[i][j], 1st); //sorts from largest to smallest. Sorted is a 2D array because WSP[i][j][k] is an ordered pair.
  summation = 0; indexes = new int[n];
  For k = 1 to n
    summation += sorted[k][1];
    if(summation ≤ α) indexes[k]=sorted[k][2];
  Else
    indexes = indexes[1..k-1];
    break;
  sortedIndexes[i][j] = indexes; //sortedIndexes is a 3D matrix}
For i = 1 to total number of synsets
  synSize = numberOfWordSenses(synset[i]);
For $j = 1$ to $\text{synSize}$

\begin{align*}
\text{lowMembership}1983[i][j] &= +\infty; \\
\text{upMembership}1983[i][j] &= -\infty; \\
\text{lowMembership}1993[i][j] &= +\infty; \\
\text{upMembership}1993[i][j] &= -\infty;
\end{align*}

"For" loop for providing possibility (membership-degree) of word-senses for each category

For $k = 1$ to $n$

\begin{align*}
\text{possibility}3D1983[i][k][j] &= 0; \\
\text{possibility}3D1993[i][k][j] &= 0; \\
pIKj &= \text{PMV}[i][k][j]; \\
\text{for } m = 1 \text{ to } \text{synSize} \\
pIKm &= \text{PMV}[i][k][m]; \\
\text{possibility}3D1983[i][k][j] &=+ \min(pIKj, pIKm); \\
\text{possibility}3D1993[i][k][j] &=+ \text{piecewise}(pIKm \leq pIKj, pIKm, 0);
\end{align*}

"For" loop for finding the foot-print of probabilistic fuzzy sets.

For $k$ in sortedIndexes[i][j]

\begin{align*}
\text{lowMembership}1983[i][j] &= \\
&= \min(\text{lowMembership}1983[i][j], \\
&\text{possibility}3D1983[i][k][j]); \\
\text{lowMembership}1993[i][j] &= \\
&= \min(\text{lowMembership}1993[i][j], \\
&\text{possibility}3D1993[i][k][j]); \\
\text{upMembership}1983[i][j] &= \\
&= \max(\text{upMembership}1983[i][j], \\
&\text{possibility}3D1983[i][k][j]); \\
\text{upMembership}1993[i][j] &= \\
&= \max(\text{upMembership}1993[i][j], \\
&\text{possibility}3D1993[i][k][j]);
\end{align*}

This procedure yields to the accurate IPF membership values given that (1) Corpus is large enough (for providing the accurate probability values, as a basis for membership functions in phase 1). (2) Corpus has various enough categories to provide trustable values in phase 2). (3) WSD algorithm works precisely so that the recognized word senses will be trustable (for both phases 1 and 2). Therefore, for applying this algorithm on English language, likewise for the previous algorithm, we used OANC (Fillmore et al., 1998), comprising almost 16.6 million words (Fillmore et al.,
1998) (de Melo et al., 2012), comprising almost 16.6 million words, in 8 different categories\(^9\) (approximately 2.1 million words in each category) as corpus input of the algorithm, and the well-known graph-based Word Sense Disambiguation algorithm, UKB\(^{10}\), and publish the entire list of English IPF synsets online\(^{11}\).

It is worthy to remind that both of the proposed algorithms for producing IPF synsets is language-free and the interested researcher can apply them on his favorite language.

It is also necessary mentioning that, in the various branches of science that WN or other WordNets are utilized (mentioned in the introduction section), our published IPF synsets (and the potential output of our algorithms for other languages) can be utilized; but our synsets contain much more information than their crisp version and provide the potency of being utilized for uncertain approaches to the related branches.

4 Conclusions and Future work

In this study, we propose an upgraded version of fuzzy synsets in which the membership degrees are interval, similar to what in Interval Type 2 Fuzzy Sets (IT2 FSs); however, we showed that the IT2 FSs theoretical framework is insufficient for constructing such synsets, and consequently we proposed the novel concept of Interval Probabilistic Fuzzy Sets (IP FSs) for remedying this loss. Then, based on IP FSs, we proposed IPF synsets, and then proposed an algorithm for constructing them. Finally, we applied the algorithm on English language for generating IPF membership functions for WordNet word-senses.
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