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Abstract

For a positive constant $\alpha$ a graph $G$ on $n$ vertices is called an $\alpha$-expander if every vertex set $U$ of size at most $n/2$ has an external neighborhood whose size is at least $\alpha |U|$. We study cycle lengths in expanding graphs. We first prove that cycle lengths in $\alpha$-expanders are well distributed. Specifically, we show that for every $0 < \alpha \leq 1$ there exist positive constants $n_0, C$ and $A = O(1/\alpha)$ such that for every $\alpha$-expander $G$ on $n \geq n_0$ vertices and every integer $\ell \in \left[\lfloor C \log n, \frac{2n}{\alpha}\rfloor\right]$, $G$ contains a cycle whose length is between $\ell$ and $\ell + A$; the order of dependence of the additive error term $A$ on $\alpha$ is optimal. Secondly, we show that every $\alpha$-expander on $n$ vertices contains $\Omega\left(\frac{\alpha^3}{\log(1/\alpha)}\right)n$ different cycle lengths. Finally, we introduce another expansion-type property, guaranteeing the existence of a linearly long interval in the set of cycle lengths. For $\beta > 0$ a graph $G$ on $n$ vertices is called a $\beta$-graph if every pair of disjoint sets of size at least $\beta n$ are connected by an edge. We prove that for every $\beta < 1/20$ there exist positive constants $b_1 = O\left(1/\log(1/\beta)\right)$ and $b_2 = O\left(\beta\right)$ such that every $\beta$-graph $G$ on $n$ vertices contains a cycle of length $\ell$ for every integer $\ell \in [b_1 \log n, (1 - b_2)n]$; the order of dependence of $b_1$ and $b_2$ on $\beta$ is optimal.

1 Introduction

Intuitively, a graph $G$ is an expander if every vertex set $U$ expands outside substantially, meaning, has an external neighborhood whose size is comparable to $|U|$. Expanders are one of the central notions in modern graph theory. The reader is encouraged to consult the survey of Hoory, Linial and Wigderson [12], devoted entirely to expanding graphs and covering many aspects of this subject. More formally, for a graph $G = (V, E)$ and a vertex set $U \subseteq V$ we denote by $N_G(U)$ the external neighborhood of $U$ in $G$, that is, $N_G(U) = \{v \in V \setminus U : v$ has a neighbor in $U\}$. In this work we adopt the following definition of an expander:
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**Definition.** Let \( G = (V, E) \) be a graph on \( n \) vertices, and let \( \alpha > 0 \). The graph \( G \) is an \( \alpha \)-expander if \( |N_G(U)| \geq \alpha |U| \) for every vertex set \( U \subseteq V \) satisfying \( |U| \leq \lceil n/2 \rceil \).

This notion of expansion is fairly common and has been utilized in several places, see, e.g. [2], or [1] Chapter 9. In this work we think of \( \alpha \) as a small constant and consider the behavior of other parameters as a function of \( \alpha \). While it does not aim to capture or to reflect the strongest possible level of expansion, it is strong enough to derive many nice graph properties as can be seen in recent survey by Krivelevich [16]. For example, it is easy to see that every \( \alpha \)-expander is connected and has logarithmic diameter. This notion is also very natural as such expanders are omnipresent – they typically appear in supercritical random graphs (see [15]), and in graphs without small separators (Proposition 5.3 in [16]). One important class of such expanders is \((n,d,\lambda)\)-graphs; these are \( d \)-regular graphs on \( n \) vertices with second largest eigenvalue in absolute value \( \lambda \). An \((n,d,\lambda)\)-graph is an \( \alpha \)-expander with \( \alpha = \frac{d-\lambda}{2d} \) (see e.g. Corollary 9.2.2 of [1]).

In this work we study cycle lengths in expanding graphs. The study of cycle lengths in graphs with certain properties has long been fundamental (see e.g. [4, 5, 6, 8, 9, 13, 17, 19, 20]). For a graph \( G \) let \( L(G) \) be the set of cycle lengths in \( G \), i.e. \( L(G) = \{ \ell : G \text{ contains a cycle of length } \ell \} \). It is natural to ask: what is the size of \( L(G) \)? How is \( L(G) \) distributed? Does \( L(G) \) include complete intervals?

It is known (see for example Corollary 3.2 and Theorem 7.4 in [16]) that every \( \alpha \)-expander \( G \) on \( n \) vertices has a cycle of length \( \Omega(\alpha(n)) \) and a cycle as short as \( O(\alpha(\log n)) \). A longest cycle of length linear in \( n \) is obviously optimal. As for a shortest cycle, there are examples of strong expanders with girth logarithmic in \( n \) (e.g. the construction of Ramanujan graphs by Lubotzky, Phillips and Sarnak [18]). What can be said then about cycle lengths in \( G \) between the two extremes? Unfortunately, one cannot hope to find a complete interval of non-trivial length in the set of cycle lengths of every \( \alpha \)-expander. Indeed, the complete bipartite graph \( K\frac{n}{2},(1-\frac{\alpha}{2})n \) is an \( \alpha \)-expander with no odd cycles. Another important example is the following way of producing new expanders by stretching edges of a bounded degree expander:

**Proposition 1.1.** ([16]) Let \( G \) be an \( \alpha \)-expander of maximum degree \( \Delta = O(1) \), and let \( m \) be a positive integer. Subdividing each edge of \( G \) \( m \) times produces an \( \Omega(\alpha/m) \)-expander \( G' \).

In particular the length of every cycle in the obtained graph \( G' \) is divisible by \( m + 1 \), implying that every two cycle lengths in \( L(G') \) are at the distance at least \( m + 1 \) from each other.

**Our results**

Our main result shows that the set of cycle lengths of an \( \alpha \)-expander is well spread:
Theorem 1. For every $0 < \alpha \leq 1$ there exist positive constants $A = O\left(\frac{1}{\alpha}\right)$, $a_1 = O\left(\frac{1}{\alpha}\right)$ and $a_2 = 2^{-O\left(\frac{\log(1/\alpha)}{\alpha}\right)}$ such that for large enough $n$, every $\alpha$-expander $G$ on $n$ vertices contains a cycle whose length is between $\ell$ and $\ell + A$, for every integer $\ell \in [a_1 \log n, a_2 n]$.

Going back to the proposition, by stretching the edge of a strong, bounded degree expander one can obtain an $\alpha$-expander $G$ such that every element in $L(G)$ is divisible by $\Theta\left(\frac{1}{\alpha}\right)$. This implies that the order of dependence of the constant $A$ on $\alpha$ in Theorem 1 is optimal.

From Theorem 1, for every $\alpha$-expander $G$ on $n$ vertices the size of $L(G)$ is linear in $n$, but the dependence on $\alpha$ given by the theorem is far from the truth. In fact, we have a polynomial dependence, as demonstrated by the next theorem:

**Theorem 2.** Let $0 < \alpha \leq 1$ and let $G$ be an $\alpha$-expander on $n$ vertices, then $|L(G)| = \Omega\left(\frac{\alpha^3}{\log(1/\alpha)}\right) n$.

As we mentioned, for an $\alpha$-expander $G$ the set $L(G)$ might not contain any interval of non-trivial length. In the last section we analyze a different expansion-type property that guarantees the existence of a non-trivial interval in the set of cycle lengths:

**Definition.** Let $G = (V, E)$ be a graph on $n$ vertices, and let $\beta > 0$. The graph $G$ is a $\beta$-graph if every pair of disjoint vertex sets $A, B \subseteq V$ of sizes $|A|, |B| \geq \beta n$ are connected by an edge.

Note that if $G$ is a $\beta$-graph on $n$ vertices then for every vertex set $U$ of size $|U| \geq \beta n$ we have $|N_G(U)| > n - |U| - \beta n$. Similarly to $\alpha$-expanders, $\beta$-graphs can be obtained thorough spectral conditions, from the expander mixing lemma, an $(n, d, \lambda)$-graph with $d/|\lambda| \geq 1/\beta^2$ is a $\beta$-graph.

In [11] Hefetz, Krivelevich and Szab proved that for large enough $n$ and $\beta = O\left(\frac{\log \log n}{\log n}\right)$, every $\beta$-graph $G$ on $n$ vertices contains a cycle of length $\ell$ for every integer $\frac{8\beta n \log n}{\log ^2 n} \leq \ell \leq (1 - 3\beta) n$. The upper bound is tight as shown by a disjoint union of $K_{n+1-\beta n}$ and $\beta n - 1$ isolated vertices. The authors conjectured that the lower bound can be improved to $\frac{c \log n}{\log(1/\beta)}$ for some constant $c$. We prove this is indeed the case, as asserted by the following theorem:

**Theorem 3.** For every $0 < \beta < \frac{1}{20}$ there exist positive constants $b_1 = O\left(\frac{1}{\log(1/\beta)}\right)$ and $b_2 = O\left(\beta\right)$, s.t. every $\beta$-graph $G$ on $n$ vertices contains a cycle of length $\ell$ for every integer $\ell \in [b_1 \log n, (1 - b_2)n]$.

As we have already mentioned, the upper bound is tight. The lower bound is tight as well. For example the Ramanujan graphs by Lubotzky, Phillips and Sarnak [18] are $\beta$-graphs with girth at least $\frac{\log n}{4 \log(1/\beta)}$.

The rest is structured as follows: in Section 2 we prove Theorem 1, in Section 3 we prove Theorem 2 and in Section 4 we prove Theorem 3.
Notation and terminology

Our notation is mostly standard. As stated before, for a graph $G = (V, E)$ and a vertex subset $U \subseteq V$ we denote by $N_G(U)$ the external neighborhood of $U$ in $G$. For a positive integer $r$ we denote by $B_G(U, r)$ the ball of radius $r$ around $U$ in $G$, i.e. $B_G(U, r) = \{v \in V : \text{dist}_G(U, v) \leq r\}$. By the length of a path we mean the number of edges in the path. For a rooted tree $T$ with levels $L_1, \ldots, L_k$, for $1 \leq j_1 \leq j_2 \leq k$ we denote by $T_{[j_1, j_2]}$ the union $\bigcup_{i=j_1}^{j_2} L_i$. For every vertex $v \in V(T)$ we denote by $T_v$ the subtree of $T$ rooted in $v$. All logarithms are in base 2 unless stated otherwise. We use the following bounds: $\log x \leq x$ for $x \geq 1$ and $\log (1 + x) \geq x/2$ for $0 \leq x \leq 1$. We suppress the rounding notation occasionally to simplify the presentation.

2 Cycle lengths are well distributed

In this section we prove our main result, Theorem 1, which shows that the set of cycle lengths of an $\alpha$-expander is well spread. Before presenting the proof some preparation is needed. Throughout this section we sometimes use a more general definition of an expander:

**Definition.** Let $G = (V, E)$ be a graph, let $k > 0$ and let $\alpha > 0$. The graph $G$ is a $(k, \alpha)$-expander if $|N_G(U)| \geq \alpha |U|$ for every vertex subset $U \subseteq V$ satisfying $|U| \leq k$.

2.1 Auxiliary results

We start with several basic lemmas (in the order in which they appear in the proof of Theorem 1).

**Lemma 2.1.** Let $G = (V, E)$ be a $(k, \alpha)$-expander on $n$ vertices and let $C$ be a connected component of $G$. Then for $G' = G[C]$ we have $\text{diam}(G') < \left(\lceil \frac{n}{k} \rceil - 1\right)(2\left\lfloor \frac{\log k}{\log(1+\alpha)} \right\rfloor + 1)$.

In particular, if $k = \delta n$ for some $0 < \delta < 1$ and $0 < \alpha \leq 1$, then $\text{diam}(G') \leq \frac{7}{8\alpha} \log n$.

**Proof.** Since $G$ is a $(k, \alpha)$-expander for every non-negative integer $r$ and every vertex $v \in V$ we have $|B_G(v, r)| \geq \min\{k, (1 + \alpha)^r\}$ (see, e.g. Proposition 3.1 in [16]). Hence for $r_0 = \left\lceil \frac{\log k}{\log(1+\alpha)} \right\rceil$ the ball $B_G(v, r_0)$ contains at least $k$ vertices.

Let $u, v \in C$ and let $P$ be a path of shortest length between them in $G$. Note that if $w_1, w_2 \in V(P)$ are more than $2r_0$ apart along $P$ the balls $B_G(w_1, r_0)$ and $B_G(w_2, r_0)$ are disjoint. Thus the length of $P$ must be less than $(\left\lceil \frac{n}{k} \right\rceil - 1)(2r_0 + 1)$, as otherwise we get $n/k$ pairwise-disjoint balls of volume $k$ in $G$. \hfill \Box

**Lemma 2.2.** Let $0 < \alpha \leq 1$. Let $G = (V, E)$ be a $(k, \alpha)$-expander on $n$ vertices and let $V_0 \subseteq V$ be a vertex set of size $|V_0| \leq \epsilon n$, where $0 < \epsilon \leq \frac{\alpha^2 k}{8n}$. Then the graph $G[V \setminus V_0]$ contains a vertex set $U \subseteq V \setminus V_0$ of size $|U| \geq (1 - \frac{3\epsilon}{\alpha}) n$, such that the graph $G[U]$ is a $(k, \frac{\alpha}{2})$-expander.
Proof. Start with $G' = G[V \setminus V_0]$, and as long as there is a vertex subset $A \subseteq V(G')$ of size $|A| \leq k$ satisfying $|N_{G'}(A)| < \frac{\alpha}{2} |A|$, delete $A$ and update $G' := G'[V(G') \setminus A]$. Denote by $Z$ the disjoint union of the deleted sets and note that $Z$ satisfies $|N_G(Z) \setminus V_0| < \frac{\alpha}{2} |Z|$.

While $|Z| \leq k$, we must have $|Z| < 2\epsilon n / \alpha$. Indeed, since $G$ is a $(k, \alpha)$-expander

$$\alpha |Z| - \epsilon n \leq |N_G(Z)| - |V_0| \leq |N_G(Z) \setminus V_0| < \frac{\alpha}{2} |Z|.$$ 

Assume $|Z| > k$ after some iteration, and let $A$ be the set deleted at this iteration. We have

$$\alpha |A| \leq |N_G(A)| \leq |Z\setminus A| + |V_0| + |N_G(A) \setminus (V_0 \cup Z)| < \frac{2\epsilon n}{\alpha} + \epsilon n + \frac{\alpha}{2} |A| \leq \frac{3\epsilon n}{\alpha} + \frac{\alpha}{2} |A|,$$

implying $|A| < 6\epsilon n / \alpha^2$. But then we get

$$k < |Z| = |Z\setminus A| + |A| < \frac{2\epsilon n}{\alpha} + \frac{6\epsilon n}{\alpha^2} \leq \frac{8\epsilon n}{\alpha^2} \leq k$$

—a contradiction.

This indicates that in the end of the deletion process $|Z| < 2\epsilon n / \alpha$, and therefore the final graph $G'$ satisfies the requirements with $U = V \setminus (V_0 \cup Z)$. \hfill \Box

**Lemma 2.3.** Let $G = (V, E)$ be an $\alpha$-expander and let $A, B \subseteq V$ be two vertex sets of sizes $|A|, |B| \geq t$ for some $t > 0$, then $G$ contains at least $\frac{t \alpha}{1+\alpha}$ vertex-disjoint paths between $A$ and $B$.

Proof. Let $\mathcal{P}$ be a maximal family of vertex-disjoint paths between $A$ and $B$ in $G$. We claim that $\mathcal{P}$ is of size at least $\frac{t \alpha}{1+\alpha}$. By Menger’s theorem it is enough to show that every vertex set separating $A$ from $B$, meaning a set $C$ such that there are no paths between $A \setminus C$ and $B \setminus C$ in $G \setminus C$, is of size at least $\frac{t \alpha}{1+\alpha}$. Let $C \subseteq V$ be such a separating set and let $A'$ be the union of the connected components containing $A \setminus C$ in $G \setminus C$, note that $N_G(A') \subseteq C$. We may assume w.l.o.g. that $|A'| \leq |V|/2$ (otherwise we can look at the union of the connected components containing $B \setminus C$ which is contained in $V \setminus A'$). Due to $\alpha$-expansion of $G$, we get

$$\alpha t - \alpha |C| \leq \alpha (|A| - |C|) \leq \alpha |A \setminus C| \leq \alpha |A'| \leq |N_G(A')| \leq |C|$$

implying $|C| \geq \frac{t \alpha}{1+\alpha}$. \hfill \Box

**Lemma 2.4.** Let $G = (V, E)$ be a $(k, \alpha)$-expander on $n$ vertices. Let $C > 0$ and let $V_1, \ldots, V_r \subseteq V$ be disjoint non-empty vertex sets, each of size at most $C$, such that $V = \bigcup_{i=1}^r V_i$. Contracting each $V_i$ to a vertex creates a graph $G'$ on $r \geq \frac{n}{C}$ vertices, which is a $(\frac{k}{C}, \frac{\alpha}{k})$-expander.

Proof. For every $1 \leq i \leq r$ denote by $v_i \in V(G')$ the vertex obtained by contracting the set $V_i$. Let $U = \{v_{i_1}, \ldots, v_{i_m}\} \subseteq V(G')$ be a set of size $|U| \leq k/C$. Denote by $W$ the set of all
vertices in \( V \) corresponding to \( U \), i.e. \( W = \bigcup_{j=1}^{m} V_j \). Note that \( |U| \leq |W| \leq C|U| \leq k \) and that \( |N_G (W)| \leq C |N_{G'} (U)| \). Since \( G \) is a \((k, \alpha)\)-expander we get

\[
|N_{G'} (U)| \geq \frac{1}{C} |N_G (W)| \geq \frac{\alpha}{C} |W| \geq \frac{\alpha}{C} |U|.
\]

We conclude that \( G' \) has the required expansion property. \( \square \)

**Lemma 2.5.** Let \( k \) and \( \ell \) be positive integers. Assume that \( G = (V, E) \) is a graph on more than \( k \) vertices, in which every vertex set \( W \subseteq V \) of size \( |W| = k \) satisfies \( |N_G (W)| \geq \ell \). Let \( v \in V \) be such that the connected component of \( v \) contains at least \( k \) vertices, then \( G \) contains a path of length \( \ell \) starting from \( v \).

In particular, in a \((k, \alpha)\)-expander for every vertex there is a path of length \( \lceil \alpha \frac{|k|}{\ell} \rceil \) starting from it.

**Proof.** See, e.g. Proposition 2.1 in [14]. \( \square \)

Our key lemma requires yet another lemma which is similar in spirit to Lemma 2.2:

**Lemma 2.6.** Let \( G = (V, E) \) be an \( \alpha \)-expander on \( n \) vertices and let \( W \subseteq V \) be a vertex set such that \( |W| > n/2 \) and \( |N_G (W)| \leq \alpha \epsilon n \) for \( 0 < \epsilon < 1/4 \). Then the graph \( G[W] \) contains a vertex set \( U \subseteq W \) of size \( |U| > \left( \frac{1}{2} - 2\epsilon \right) n \), such that \( G[U] \) is a \(( \left( \frac{1}{2} - 2\epsilon \right) n, \frac{\alpha}{2} \))-expander.

**Proof.** Start with \( G' = G[W] \), and as long as there is a vertex subset \( A \subseteq V (G') \) of size \( |A| \leq \left( \frac{1}{2} - 2\epsilon \right) n \) satisfying \( |N_{G'} (A)| < \frac{\alpha}{2} |A| \), delete \( A \) and update \( G' := G' \setminus A \).

Denote by \( Z \) the disjoint union of the deleted sets and note that \( Z \) satisfies \( |N_G (Z) \cap W| < \frac{\alpha}{2} |Z| \).

Assume \( |Z| > 2\epsilon n \) after some iteration, and let \( A \) be the set deleted at this iteration. Since \( |Z| = |Z \setminus A| + |A| \leq n/2 \) we have

\[
\alpha |Z| \leq |N_G (Z)| \leq |N_G (Z) \cap W| + |N_G (W)| < \frac{\alpha}{2} |Z| + \alpha \epsilon n < \alpha |Z|
\]

—a contradiction.

This indicates that in the end of the deletion process \( |Z| \leq 2\epsilon n \), and therefore the final graph \( G' \) satisfies the requirements with \( U = W \setminus Z \). \( \square \)

### 2.2 Statement and proof of the main lemma

**Lemma 2.7.** For every \( 0 < \alpha \leq 1 \) there exist positive constants \( \Delta = O(1/\alpha^5) \), \( C_0 = O(1/\alpha) \), \( C_1 = O(1/\alpha^5) \) and \( C_2 = O(1/\alpha) \) such that for every \( \alpha \)-expander \( G \) on \( n \) vertices and for every vertex \( v_0 \in V (G) \), \( G \) contains a tree \( T \) rooted at \( v_0 \), with levels \( L_1 = \{v_0\},...,L_{k_0},...,L_{k_1},...,L_{k_2} \) satisfying:
1. \( k_0 \leq C_0 \log n \), \( k_1 - k_0 \leq C_1 \), \( k_2 - k_1 \leq C_2 \);

2. \( k_0 \) is the first index such that \( |T_{[1,k_0]}| \geq \alpha^4 n/200 \);

3. The degree in \( T \) of every \( v \in T_{[k_1,k_2]} \) is at most \( \Delta \);

4. \( T_{[k_1,k_2]} \) contains an \( \left( \frac{n}{10}, \frac{\alpha}{5} \right) \)-expander on at least \( n/10 \) vertices.

Proof. Let \( \sigma \) be an arbitrary ordering of \( V(G) \) starting from \( v_0 \). Run the BFS algorithm on \( G \) according to \( \sigma \) until a tree of size exactly \( \lceil \alpha^4 n/200 \rceil \) is obtained, denote it by \( T' \); this is possible since \( G \) is connected. Suppose we stopped while adding the neighbors of \( v \in V(G) \). We shall extend \( T' \) by first adding all the neighbors of \( v \) lying outside \( T' \) and then continue running the BFS algorithm with the restriction that the degree of every newly explored vertex is at most \( \Delta := \lceil 1600/\alpha^5 \rceil \) (connecting every vertex to the first \( \Delta - 1 \) neighbors it has outside the current tree according to \( \sigma \)). Denote the final tree by \( T \) and its levels by \( L_1 = \{v_0\}, ..., L_k \).

Denote by \( k_0 \) the number of levels in \( T' \), i.e. it is the first index such that \( |T_{[1,k_0]}| \geq \alpha^4 n/200 \). Since \( T' \) is a subtree of a BFS tree, by applying Lemma 2.1 to \( G \) (with \( \delta = 1/2 \) and \( C = V(G) \)) we get that \( k_0 \leq \text{diam}(G) + 1 \leq 15 \log n/\alpha =: C_0 \log n \).

Now, observe that \( T \) contains at least \( n/2 \) vertices. Indeed, let \( X \subseteq V(T) \) be the set of all the vertices whose degree in \( T \) is at least \( \Delta \). Note that \( |X| \leq 2n/\Delta \leq \alpha^5 n/800 \), and that the neighborhood of every vertex in \( T \setminus X \) is contained in \( T \). Let \( G' = G[V(G) \setminus X] \), due to \( \alpha \)-expansion of \( G \) every vertex set \( U \subseteq V(G') \) of size \( \frac{\alpha}{2} |X| \leq |U| \leq n/2 \) satisfies

\[ |N_{G'}(U)| \geq |N_G(U)| - |X| \geq \alpha |U| - |X| \geq \frac{\alpha}{2} |U|. \]

Suppose \( T \) contains less than \( n/2 \) vertices, then \( \frac{\alpha}{2} |X| \leq \alpha^4 n/400 \leq |T \setminus X| \leq n/2 \), implying there is a vertex in \( T \setminus X \) adjacent to a vertex outside of \( T \) — a contradiction.

Let \( t_1 \) be the first index such that \( |T_{[1,t_1]}| \geq n/4 \), and let \( t_2 \) be the first index such that \( |T_{[1,t_2]}| \geq n/2 \). We claim that that \( t_2 - t_1 = O \left( \frac{1}{\alpha} \right) \). If \( t_2 - t_1 \leq 1 \) we are done, otherwise \( k_0 < t_1 + 1 < t_2 \). Observe that for every \( 1 \leq i < k \) we have \( L_{i+1} \supseteq N_G(T_{[1,i]} \setminus X) \setminus X \). For every \( k_0 \leq i \leq t_2 - 1 \) we have \( \frac{\alpha}{2} |X| \leq \alpha^4 n/200 \leq |T_{[1,i]}| \leq n/2 \), and since \( G \) is an \( \alpha \)-expander we get

\[ |L_{i+1}| \geq |N_G(T_{[1,i]} \setminus X) \setminus X| \geq \alpha |T_{[1,i]}| - 2 |X| \geq \frac{\alpha}{2} |T_{[1,i]}|. \]

Therefore, for every \( k_0 \leq i \leq t_2 - 1 \) we have \( |T_{[1,i+1]}| \geq (1 + \frac{\alpha}{2}) |T_{[1,i]}| \), hence

\[ \frac{n}{2} \geq |T_{[1,t_2-1]}| \geq \left( 1 + \frac{\alpha}{2} \right)^{t_2-t_1-1} |T_{[1,t_1]}| \geq \left( 1 + \frac{\alpha}{2} \right)^{t_2-t_1-1} \frac{n}{4}, \]

implying \( t_2 - t_1 \leq 1/\log \left( 1 + \frac{\alpha}{2} \right) + 1 \leq 5/\alpha \).
Let \( k_1 = \max \{ i < t_1 : |L_i| < \alpha n/12 \} + 1 \). Note that \( k_1 \geq k_0 \) (otherwise \( \alpha^4 n/200 > |T_{[1,k_1]}| \geq |L_{k_1}| \geq \alpha n/12 \)). Either \( k_1 = k_0 \) or we have

\[
\frac{n}{4} \geq |T_{[1,t_1-1]}| \geq |T_{[1,k_1-1]}| \geq \left(1 + \frac{\alpha}{2}\right)^{k_1-k_0-1} |T_{[1,k_0]}| \geq \left(1 + \frac{\alpha}{2}\right)^{k_1-k_0-1} \frac{\alpha^4 n}{200},
\]

implying \( k_1 - k_0 \leq \log \left(\frac{50}{n^{\alpha^2}}\right) / \log \left(1 + \frac{\alpha}{2}\right) + 1 \leq 201/\alpha^5 =: C_1 \).

Let \( k_2 = \min \{ i > t_2 : |L_i| < \alpha n/12 \} - 1 \), if such minimum does not exist take \( k_2 = k \) (the last level of \( T \)). Observe that either \( k_1 = t_1 \) or

\[
\frac{n}{2} \geq |T_{[k_1,t_1-1]}| \geq \frac{\alpha n}{12} (t_1 - k_1),
\]

hence \( t_1 - k_1 \leq 6/\alpha \). Similarly, \( k_2 - t_2 \leq \frac{6}{\alpha} \), and we get that \( k_2 - k_1 \leq 17/\alpha =: C_2 \).

![Figure 1: The tree \( T \) obtained in Lemma 2.7](image)

Last, we show that \( T_{[k_1,k_2]} \) contains an \( \left( \frac{n}{10}, \frac{\alpha}{4} \right) \) -expander on at least \( n/10 \) vertices. Indeed, denote \( W = T_{[k_1,k_2]} \setminus X \) and observe that

\[
|W| \geq |T_{[1,k_2]}| - |T_{[1,k_1-1]}| - |X| \geq \frac{n}{2} - \frac{n}{4} - \frac{n}{48} > \frac{n}{5}.
\]

From the construction of \( T \) it follows that \( N_G(W) \subseteq L_{k_1-1} \cup L_{k_2+1} \cup X \) (where \( L_{k_2+1} = \emptyset \) if \( k_2 = k \)),
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we have

Thus

\[ |N_G(W)| \leq |L_{k_1}| + |L_{k_2}| + |X| \leq 2 \cdot \frac{\alpha n}{12} + \frac{\alpha^5 n}{800} \leq \frac{\alpha n}{5}. \]

Since \( G \) is an \( \alpha \)-expander we must have \( |W| > n/2 \), from Lemma 2.6 we get that \( G[W] \) contains the required expander.

\[ \square \]

2.3 Proof of Theorem 1

We are now ready to restate and prove Theorem 1.

**Theorem 1.** For every \( 0 < \alpha \leq 1 \) there exist positive constants \( A = O\left(\frac{1}{\alpha}\right) \), \( a_1 = O\left(\frac{1}{\alpha}\right) \) and \( a_2 = 2^{-O\left(\frac{\log(1/\alpha)}{\alpha}\right)} \) such that for large enough \( n \), every \( \alpha \)-expander \( G \) on \( n \) vertices contains a cycle whose length is between \( \ell \) and \( \ell + A \), for every integer \( \ell \in [a_1 \log n, a_2 n] \).

**Proof.** Run the BFS algorithm on \( G \) using an arbitrary ordering of \( V(G) \) until a tree \( T \) of size exactly \( \lfloor \alpha^2 n/16 \rfloor \) is obtained; this is possible since \( G \) is an \( \alpha \)-expander and is therefore connected. Since \( T \) is a subtree of a BFS tree, by applying Lemma 2.1 to \( G \) (with \( \delta = 1/2 \) and \( C = V(G) \)) it follows that the number of levels in \( T \) is at most \( \text{diam}(G) + 1 \leq 15 \log n/\alpha \).

From Lemma 2.2, the graph \( G[V \setminus V(T)] \) contains a vertex set \( U_1 \) of size \( |U_1| = n' \geq \left(1 - \frac{3\alpha}{16}\right) n \) such that \( G_1 = G[U_1] \) is an \( \frac{\alpha}{2} \)-expander. Denote by \( Z \) the set \( V(G) \setminus (V(T) \cup U_1) \) and note that \( |Z| \leq 3\alpha n/16 \). While \( T \) has at least \( \alpha^3 n/32 \) neighbors in \( Z \) remove them from \( Z \) and add them to \( T \) by connecting each one to one of its neighbors in \( T \). This entire process takes at most \( |Z| / (\alpha^3 n/32) \leq 6/\alpha^2 \) iterations. Since in each iteration we add at most one new level to \( T \), the number of levels in the current tree \( T \) is at most \( 15 \log n/\alpha + 6/\alpha^2 \).

Since \( G \) is an \( \alpha \)-expander, \( |N_G(T)| \geq \alpha |T| \geq \alpha^3 n/16 \). Let \( X_0 \) be the set of neighbors of \( T \) in \( U_1 \), note that \( |X_0| \geq \alpha^3 n/32 \) as \( T \) has at most \( \alpha^3 n/32 \) neighbors in \( Z \).

Pick a vertex \( y \in X_0 \) and apply Lemma 2.7 to \( G_1 \) with \( v_0 = y \). We obtain a tree \( T' \) with levels \( L_1 = \{y\}, \ldots, L_{k_1}, \ldots, L_{k_2} \) satisfying the properties in Lemma 2.7 with \( \Delta = \Delta (\alpha/2), \ C_0 = C_0(\alpha/2), \ C_1 = C_1(\alpha/2) \) and \( C_2 = C_2(\alpha/2) \). Denote by \( U_2 \) the vertices of the \( \left(\frac{n'}{16}, \frac{\alpha}{4}\right) \)-expander in \( T'_{k_1,k_2} \), we have \( |U_2| \geq n'/10 \).

Let \( X_1 = X_0 \setminus \{y\} \), for large enough \( n \) we have \( |X_1| \geq \alpha^3 n/33 \). Let \( \mathcal{Q} \) be a maximal set of vertex-disjoint paths in \( G_1 \) connecting \( X_1 \) to \( U_2 \) (meaning paths with one endpoint in \( X_1 \), one endpoint in \( U_2 \) and no internal vertices in \( X_1 \cup U_2 \)). From Lemma 2.3, \( |\mathcal{Q}| \geq \frac{\alpha^4 n}{60(1+\frac{\alpha}{2})} \geq \alpha^4 n/100. \)

Set \( \mu = 200/\alpha^4 \), next we show that at least \( n/\mu \) paths in \( \mathcal{Q} \) contain at most \( \mu \) vertices. For every positive integer \( i \) denote by \( \mathcal{Q}_i \subseteq \mathcal{Q} \) the set of all the paths in \( \mathcal{Q} \) of length \( i - 1 \) (that is with \( i \) vertices). Since the
paths are vertex-disjoint we have

$$\mu \sum_{i > \mu} |Q_i| < \sum_{i > \mu} i |Q_i| \leq \sum_{i} i |Q_i| = \left| \bigcup_{i} V(Q_i) \right| \leq n$$

implying, as \(\sum_{i} |Q_i| = |Q| \geq 2n/\mu\), that \(\sum_{i \leq \mu} |Q_i| \geq n/\mu\). Denote by \(X_2\) the set of vertices in \(X_1\) that belong to a path of length at most \(\mu - 1\) in \(Q\), note \(|X_2| \geq n/\mu = \alpha^4 n/200\).

For every vertex \(x \in X_2\) denote by \(Q_x\) the path in \(Q\) whose endpoint in \(X_2\) is \(x\). Given two vertices \(u, w \in T'\) we say that \(u\) eliminates \(w\) if \(u\) belongs to the path from \(w\) to \(y\) in \(T'\), that is, if \(w \in T_u\). We would like to find a path in \(\{Q_x\}_{x \in X_2}\) that eliminates a small number of vertices. For every \(x \in X_2\) we shall denote by \(b_x\) a vertex in \(Q_x \cap T'\) that eliminates the most vertices from \(T'\) among the vertices of \(Q_x \cap T'\), i.e. \(T'_{b_x} = \max \{|T'_v| : v \in Q_x \cap T'\}\). Note that such vertex exists since \(Q_x\) has at least one vertex in \(T'\) and that \(Q_x\) eliminates at most \(|Q_x| \cdot |T'_{b_x}|\) vertices.

Let \(B = \{b_x\}_{x \in X_2}\). Recall that \(k_0\) is the first index such that \(|T'_{[1,k_0]}| \geq \alpha^4 n/400 = \frac{n}{200\mu}\). Since \(|B| = |X_2| \geq n/\mu\) we get that \(|B \cap T'_{[k_0,k_2]}| \geq \frac{n}{200\mu}\). From the pigeonhole principle, there exists an index \(k_0 \leq i \leq k_2\) for which the level \(L_i\) in \(T'\) contains at least

$$\frac{|B \cap T'_{[k_0,k_2]}|}{k_2 - k_0 + 1} \geq \frac{n}{2\mu(C_1 + C_2 + 1)}$$

vertices of \(B\), denote this set by \(B'\). Since \(B' \subseteq L_i\), for every \(b_{x_1}, b_{x_2} \in B'\) the subtrees \(T'_{b_{x_1}}\) and \(T'_{b_{x_2}}\) are disjoint. It follows that there is a vertex \(x_0 \in X_2\) such that \(|T'_{b_{x_0}}| \leq \frac{n}{|B'|}\). Otherwise we get

$$n \geq |T'| \geq \left| \bigcup_{b_x \in B'} T'_{b_x} \right| = \sum_{b_x \in B'} |T'_{b_x}| > n.$$

Denote the set of all vertices in \(T'\) that are eliminated by \(Q_{x_0}\) by \(Y\), observe that

$$|Y| = |Q_{x_0}| \cdot |T'_{b_{x_0}}| \leq \mu \cdot \frac{n}{|B'|} \leq \mu^2 (C_1 + C_2 + 1) = O \left(1/\alpha^{13}\right).$$

Given a vertex \(w \in L_{k_1}\), we say that the subtree \(T'_w\) is good if it does not contain any vertices from \(Y\), otherwise we say it is bad. We partition the vertices of \(T'_{[k_1,k_2]}\) into two disjoint sets \(A_G\) and \(A_B\) which are the union of all good trees and the union of all bad trees in \(T'_{[k_1,k_2]}\) accordingly i.e.

$$A_G = \bigcup_{w \in L_{k_1}} V(T'_w) \quad \text{and} \quad A_B = \bigcup_{w \in L_{k_1}} V(T'_w) .$$
Recall, that the degree in $T'$ of every vertex in $T'_{[k_1,k_2]}$ is bounded by $\Delta$, hence for every vertex $w \in L_{k_1}$ we have $|T'_w| \leq C_3 := \Delta^{C_2+1} = 2^O\left(\frac{\log(1/\alpha)}{\alpha}\right)$. In particular, $|A_B| \leq C_3|Y| = 2^O\left(\frac{\log(1/\alpha)}{\alpha}\right)$.

Let $v_0$ be the endpoint of $Q_{x_0}$ in $U_2$ and let $K$ be its connected component in $G_2 = G[U_2]$. Since $G_2$ is an $\left(\frac{n'}{10}, \frac{\alpha}{3}\right)$-expander, the graph $G_2[K]$ is also an $\left(\frac{n'}{10}, \frac{\alpha}{3}\right)$-expander on more than $n'/10$ vertices. By applying Lemma 2.2 to $G_2[K]$ (with $V_0 = A_B$ and $\epsilon = C_3|Y|/|K|$) we get that for large enough $n$, the graph $G_2[K \backslash A_B]$ contains a vertex set $U_3 \subseteq K \backslash A_B = K \cap A_G$ of size $|U_3| \geq |K| - \frac{12C_3|Y|}{\alpha}$ such that $G_3 = G[U_3]$ is an $\left(\frac{n'}{10}, \frac{\alpha}{3}\right)$-expander. Since every vertex set in $G_3$ of size at most $n'/10$ has non-empty external neighborhood, we must have $|U_3| > n'/10$. Let $D$ be the union of all subtrees that meet $U_3$, i.e.

$$D = \bigcup_{w \in L_{k_1}} V(T'_w) \cap U_3 \neq \emptyset.$$

Observe that since $U_3$ resides inside the set of good subtrees $A_G$, so does $D$. Let $Q'$ be a shortest path from $v_0$ to $D \cap K$ in $K$ (the set $D \cap K$ is not empty since $U_3 \subseteq D \cap K$). From Lemma 2.1 (with $\delta = \frac{n'}{10|U_2|}$ and $C = K$) the length of $Q'$ is at most $\text{diam}(G_2[K]) \leq 280 \log(|U_2|)/\alpha \leq 280 \log n/\alpha$. Note, that $Q'$ does not contain internal vertices from $D$.

For every $w \in L_{k_1} \cap D$ contract $T'_w \cap U_3$ into a vertex. By Lemma 2.4 the graph $G'$ obtained from $G_3$ by this contraction is an $\left(\frac{n'}{10C_3}, \frac{\alpha}{8C_3}\right)$-expander on at least $|U_3|/C_3$ vertices. Denote by $u_0$ the endpoint of $Q'$ in $D$ and let $u_0 \in L_{k_1} \cap D$ be the vertex whose subtree, $T'_{u_0}$ contains $u_0$. From Lemma 2.5, for large enough $n$, $G'$ contains a path $P'$ of length at least

$$\left\lceil \frac{n'}{10C_3} \cdot \frac{\alpha}{8C_3} \right\rceil \geq \frac{\alpha n'}{100C^2_3} \geq \frac{\alpha n}{10^3C^3_3},$$

starting at the vertex obtained by contracting $T'_{u_0}$. By reversing the contraction and adding the missing path inside each subtree $P'$ visits, we obtain a path $P$ starting at $u_0$ of length at least $\alpha n/10C^3_3$ in $D$. Moreover, for every $w \in L_{k_1}$ the obtained path $P$ visits $T'_w$ at most once and $|P \cap T'_w| \leq 2C_2$.

Let $Q$ be the path from $y$ to $u_0 \in P$ constructed as follows: move from $y$ to $x_0$ along $T$, then move from $x_0$ to $v_0$ along $Q_{x_0}$ and then continue along $Q'$ to $u_0$ (see Figure 2). Denote by $m$ the length of $Q$, then

$$m \leq \frac{30 \log n}{\alpha} + \frac{12}{\alpha^2} + \frac{200}{\alpha^4} + \frac{280 \log n}{\alpha} \leq \frac{10^3 \log n}{\alpha}.$$

Note that the paths $Q$ and $P$ meet only in $u_0$ since all vertices in the set $\{y\} \cup V(T) \cup V(Q_{x_0}) \cup V(Q')$ except $u_0$ do not belong to $D$.  
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Figure 2: The construction of $Q$.

Move from $y$ to $x_0$ along $T$ (number of steps is at most the depth of $T$), then move from $x_0$ to $v_0$ along $Q_{x_0}$ and then continue along $Q'$ to $u_0$.

Now, take $a_1 = \frac{10^3}{\alpha} + 2C_0, a_2 = \frac{\alpha}{10^3C_2^3}$ and $A = 3C_2$ (note that $a_1 \log n \geq m + k_1$ and that $a_2n$ is at most the length of $P$). For every integer $\ell \in [a_1 \log n, a_2n]$ we shall construct a cycle $C_\ell$ as follows (see Figure 3):

- Move from $y$ to $u_0$ along $Q$ and then continue moving along $P$ for $\ell - m - k_1$ steps.
- Move along $P$ until leaving the current subtree $T'_w$ for the first time (between 1 and $2C_2 + 1$ further steps).
- Move from the current vertex to $L_{k_1}$ along $T'$ (between 0 and $C_2$ steps), this is possible since $P$ visits every subtree in $T'_{[k_1, k_2]}$ at most once and since $V(Q) \cap D = \{u_0\}$.
- Finally, move along $T'$ from the current vertex in $L_{k_1}$ (which belongs to $D$ and therefore is not eliminated by $Q_{x_0}$) to $y$ (between $k_1 - 1$ and $k_1 + C_2 - 1$ steps).

The length of the obtained cycle $C_\ell$ is between $\ell$ and $\ell + A$. \qed
Theorem 1 implies that for every \( \alpha \)-expander the number of cycle lengths is linear in the number of vertices, that is, for every \( \alpha \)-expander \( G \) on \( n \) vertices we have \( |L(G)| = \Omega_\alpha(n) \). The hidden dependence on \( \alpha \) is exponentially small; in this section we shall prove that this is rather far from the truth and that the dependence is in fact polynomial. In the proof we borrow some ideas from Sudakov and Verstraete \[20\].

**Theorem 2.** Let \( 0 < \alpha \leq 1 \) and let \( G \) be an \( \alpha \)-expander on \( n \) vertices, then \( |L(G)| = \Omega\left(\frac{\alpha^3}{\log(1/\alpha)}\right)n \).

**Proof.** Run the BFS algorithm on \( G \) using an arbitrary ordering of \( V(G) \) until a tree \( T \) of size exactly \( \lfloor \alpha n/4 \rfloor \) is obtained; this is possible since \( G \) is an \( \alpha \)-expander and is therefore connected. Note that in \( G \setminus T \) every vertex set \( W \) of size \( |W| = \lceil n/2 \rceil \) satisfies

\[
|N_{G \setminus T}(W)| \geq |N_G(W)| - |T| \geq \frac{\alpha n}{2} - \left\lfloor \frac{\alpha n}{4} \right\rfloor \geq \left\lceil \frac{\alpha n}{4} \right\rceil - 1,
\]

thus, by Lemma 2.4, \( G \setminus T \) contains a path \( P \) of length \( \lceil \alpha n/4 \rceil - 1 \).

Set

\[
k = 2 \left\lceil \frac{\log(3/\alpha)}{\log(1 + \alpha/2)} \right\rceil + 1 = O\left(\frac{\log(1/\alpha)}{\alpha}\right),
\]

and let \( X_0 \subseteq V(P) \) be the set of vertices of \( P \) reachable from \( T \) by a path of length at most \( k \).
whose internal vertices reside all outside of \( V(T) \cup V(P) \).

The set \( X_0 \) is of size at least \( \alpha^2 n/12 \). Indeed, suppose \( |X_0| < \alpha^2 n/12 \) and look at \( G' = G[V(G) \setminus X_0] \). For every vertex set \( U \subseteq V(G') \) such that \( \alpha n/6 \leq |U| \leq n/2 \) we have

\[
|N_{G'}(U)| \geq |N_G(U)| - |X_0| > \alpha |U| - \frac{\alpha n}{2}, \frac{\alpha n}{6} \geq \frac{\alpha}{2} |U|,
\]

hence

\[
\left| B_{G'} \left( U, \frac{k - 1}{2} \right) \right| \geq \min \left\{ \frac{n}{2}, \left( 1 + \frac{\alpha}{2} \right)^{\frac{k-1}{2}} |U| \right\} = \frac{n}{2}.
\]

In particular, the balls \( B_{G'} \left( V(T), \frac{k - 1}{2} \right) \) and \( B_{G'} \left( V(P) \setminus X_0, \frac{k - 1}{2} \right) \) each contain at least \( n/2 \) vertices, therefore they intersect each other or are connected by an edge — a contradiction to the way we defined \( X_0 \).

Since \( T \) is a BFS tree, all these paths of length at most \( k \) connecting \( T \) to \( X_0 \) start in the last two layers of \( T \). Extend \( T \) by adding up to \( k - 1 \) new levels using the BFS algorithm while avoiding adding vertices of \( P \) (run the algorithm starting from the last vertex that was added to \( T \) until it ends or until \( k - 1 \) complete new levels were obtained, whichever comes first). Let \( T_1 \) be the obtained tree. Observe that every vertex in \( X_0 \) has a neighbor in the last \( k + 1 \) levels of \( T_1 \). At least \( \frac{|X_0|}{k+1} \) vertices in \( X_0 \) are adjacent to the same level in \( T_1 \), w.l.o.g. we may assume it is the last one. Denote this set of vertices by \( X_1 \), and let \( T_2 \) be the tree obtained by connecting each vertex in \( X_1 \) to one of its neighbors in the last level of \( T_1 \).

Let \( T_3 \) be the minimal subtree of \( T_2 \) containing \( X_1 \) and let \( v \) be its root. Due to minimality \( T_3 \) branches at \( v \) and each branch contains at least one vertex of \( X_1 \). One of the branches contains at most half of the vertices of \( X_1 \), denote this set by \( Y \) and let \( X_2 = X_1 \setminus Y \), note that \( |X_2| \geq |X_1|/2 \). Let \( u \) be an arbitrary vertex of \( Y \); at least half of the vertices of \( X_2 \) appear on \( P \) on the same side of \( u \), denote this set by \( X_3 \) and note that

\[
|X_3| \geq \frac{|X_1|}{4} \geq \frac{|X_0|}{4(k + 1)} \geq \frac{\alpha^2 n}{48 (k + 1)} = \Omega \left( \frac{\alpha^3}{\log(1/\alpha)} \right)^n.
\]

Finally we construct a cycle \( C_w \) for every \( w \in X_3 \). We get it as follows: take the path from \( v \) to \( u \) in \( T_3 \), then move from \( u \) to \( w \) along \( P \) and then move back from \( w \) to \( v \) along \( T_3 \) (see Figure 3). One can easily see that \( C_w \) is indeed a cycle due to the choice of \( v \). As the lengths of the cycles \( \{C_w\}_{w \in X_3} \) are all distinct (if \( w \) appears on \( P \) earlier than \( w' \) when moving from \( u \), then \( |C_w| < |C_{w'}| \), we get that \( |L(G)| \geq |X_3| = \Omega \left( \frac{\alpha^3}{\log(1/\alpha)} \right)^n. \)

\[ \square \]
4 All cycle lengths in an interval

As mentioned in the introduction, one cannot hope to find a complete interval of non-trivial length in the set of cycle lengths of every $\alpha$-expander. In this section we present a different expansion-type property. Recall that a graph $G$ on $n$ vertices is a $\beta$-graph if every pair of disjoint vertex sets of at least $\beta n$ vertices are connected by an edge. In this section we shall prove that for every $\beta$-graph $G$ on $n$ vertices the set $L(G)$ contains a complete interval of size linear in $n$.

**Theorem 3.** For every $0 < \beta < \frac{1}{20}$ there exist positive constants $b_1 = O\left(\frac{1}{\log(1/\beta)}\right)$ and $b_2 = O(\beta)$, s.t. every $\beta$-graph $G$ on $n$ vertices contains a cycle of length $\ell$ for every integer $\ell \in [b_1 \log n, (1 - b_2)n]$.

In order to prove Theorem 3 we need the following lemma that shows that every $\beta$-graph on $n$ vertices contains a large $(\beta n, \frac{1 - 3\beta}{2\beta})$-expander (see definition in section 1).

**Lemma 4.1.** Let $\beta > 0$ and let $G$ be a $\beta$-graph on $n$ vertices. Then $G$ contains a subgraph $G'$ on at least $(1 - \beta) n$ vertices such that $|N_{G'}(U)| \geq \frac{1 - 3\beta}{2\beta} |U|$ for every vertex set $U \subseteq V(G')$ of size at most $\beta n$.

**Proof.** Start with $G' = G$, and as long as there is a vertex set $U \subseteq V(G')$ of size $|U| \leq \beta n$ with
$|N_{G'}(U)| < \frac{1-3\beta}{2\beta} |U|$, delete $U$ and update $G' := G'[V(G') \setminus U]$.

Let $W = V(G) \setminus V(G')$ be the union of the deleted sets. At any iteration, for every vertex set $U \subseteq V(G')$ we have $N_G(W \cup U) \subseteq N_G(W) \cup N_{G'}(U)$. Thus, by induction, $|N_G(W)| < \frac{1-3\beta}{2\beta} |W|$. Assume $|W|$ reaches $\beta n$ after some iteration. More precisely, $\beta n \leq |W| < 2\beta n$, since in each iteration we delete at most $\beta n$ vertices. We have

$$|V(G) \setminus (W \cup N_G(W))| = n - |W| - |N_G(W)| > n - \frac{1-\beta}{2\beta} |W| > \beta n,$$

implying there is an edge between $W$ and $V(G) \setminus (W \cup N_G(W))$ — a contradiction. \hfill \Box

The main tool used in the proof of Theorem 3 is the following powerful generalisation of a result by Friedman and Pippenger [7] due to Haxell [10], which implies that strong expanders contain nearly all spanning bounded degree trees. We state a version as given in [3].

**Theorem 4.1.** Let $d$, $m$ and $M$ be positive integers. Assume that $H$ is a non-empty graph satisfying the following two conditions:

1. For every $U \subseteq V(H)$ with $0 < |U| \leq m$, $|N_H(U)| \geq d|U| + 1$.
2. For every $U \subseteq V(H)$ with $m < |U| \leq 2m$, $|N_H(U)| \geq d|U| + M$.

Then $H$ contains every tree $T$ with $M$ vertices and maximum degree at most $d$.

We are now ready to prove Theorem 3:

**Proof.** Given positive integers $k$, $t$ and $p$, denote by $T_{k,t,p}$ the tree obtained by joining the roots of two complete $k$-ary trees of depth $t$ by a path of length $p$ (by a complete $k$-ary tree of depth $t$ we mean a rooted tree whose internal vertices have $k$ children and whose leaves have distance $t$ from the root). Observe that if $G$ contains a copy of $T_{k,t,t-2t-1}$ where $k \geq 2$ and $t \geq \log_k(\beta n)$, then it also contains a cycle of length $\ell$. Indeed, for such $k$ and $t$, a $k$-ary tree of depth $t$ has at least $\beta n$ leaves. In particular, if $G$ contains a copy of $T_{k,t,t-2t-1}$, since it is a $\beta$-graph there must be an edge between the leaves of the two $k$-ary trees in this copy and this edge closes a cycle of length $\ell$ (see Figure 4).

From Lemma 4.1, $G$ contains an induced subgraph $H$ on at least $(1 - \beta) n$ vertices, such that for every vertex set $U \subseteq V(H)$ of size $|U| \leq \beta n$ we have $|N_H(U)| \geq \frac{1-3\beta}{2\beta} |U|$. Moreover, if $|U| \geq \beta n$ then we must have $|V(H) \setminus (U \cup N_H(U))| < \beta n$ as otherwise, since $G$ is a $\beta$-graph we get that there is an edge between $U$ and $V(H) \setminus (U \cup N_H(U))$. In particular, for every vertex set $U \subseteq V(H)$ of size $\beta n \leq |U| \leq 2\beta n$ we get that

$$|N_H(U)| > |V(H)| - |U| - \beta n \geq (1 - 4\beta) n.$$
These properties of $H$ together with Theorem 4.1 guarantee it contains a copy of:

1. $T_{k,t,\ell - 2t - 1}$ for $k = \left\lfloor \frac{1}{4\beta} \right\rfloor$, $t = \lceil \log_k (\beta n) \rceil$, and every integer $\ell \in [2t + 1, (\frac{1}{2} - 10\beta) n]$.
2. $T_{2,r,\ell - 2r - 1}$ for $r = \lceil \log (\beta n) \rceil$ and every integer $\ell \in [2r + 1, (1 - 14\beta) n]$.

Now, set $b_1 = 25/\log(1/\beta)$ and $b_2 = 1 - 14\beta$. Note that for $\beta < 1/20$ we have $2 \lceil \log (\beta n) \rceil + 1 < (1/2 - 10\beta) n$ and $b_1 \log n \geq 2t + 1$, therefore we get that $H$ contains a cycle of length $\ell$ for every integer $b_1 \log n \leq \ell \leq b_2 n$.

![Figure 5: Construction of a cycle of length $\ell$ (in red) using a copy of $T_{k,t,\ell - 2t - 1}$](image)

We are left to verify claims (1) and (2) above. This is quite straightforward:

1. We apply Theorem 4.1 with $m = \beta n$, $d = k + 1$, $M = \ell + 2^{k=1}k\beta n - 1 \leq \ell + 4\beta n$.
   
   For every $U \subseteq V (H)$ of size $0 < |U| \leq \beta n$ we have
   
   $$|N_H (U)| \geq \frac{1 - 3\beta}{2\beta} |U| = \left( \frac{1}{4\beta} + 1 \right) |U| + \frac{1 - 10\beta}{4\beta} |U| \geq d |U| + 1.$$  

   For every $U \subseteq V (H)$ of size $\beta n \leq |U| \leq 2\beta n$ we have
   
   $$|N_H (U)| > (1 - 4\beta) n = \left( \frac{1}{4\beta} + 1 \right) 2\beta n + \left( \frac{1}{2} - 10\beta \right) n + 4\beta n \geq d |U| + \ell + 4\beta n \geq d |U| + M.$$  

2. We apply Theorem 4 with $m = \beta n$, $d = 3$, $M = \ell + 4\beta n - 3$.  
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For every $U \subseteq V(H)$ of size $0 < |U| \leq \beta n$ we have

$$|N_H(U)| \geq \frac{1-3\beta}{2\beta} |U| = 3|U| + \frac{1-9\beta}{2\beta} |U| \geq d|U| + 1.$$ 

For every $U \subseteq V(H)$ of size $\beta n \leq |U| \leq 2\beta n$ we have

$$|N_H(U)| > (1-4\beta)n = 6\beta n + (1-14\beta)n + 4\beta n \geq 3|U| + \ell + 4\beta n \geq d|U| + M.$$

\[\square\]
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