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Abstract
In this paper, a subsequence time-series clustering algorithm is proposed to identify the strongly coupled aftershocks sequences and Poissonian background activity from earthquake catalogs of active regions. The proposed method considers the inter-event time statistics between the successive pair of events for characterizing the nature of temporal sequences and observing their relevance with earthquake epicenters and magnitude information simultaneously. This approach categorizes the long-earthquake time series into the finite meaningful temporal sequences and then applies the clustering mechanism to the selective sequences. The proposed approach is built on two phases: (1) a Gaussian kernel-based density estimation for finding the optimal subsequence of given earthquake time-series, and (2) inter-event time \( \Delta t \) and distance-based observation of each subsequence for checking the presence of highly correlated aftershock sequences (hot-spots) in it. The existence of aftershocks is determined based on the coefficient of variation (COV). A sliding temporal window on \( \Delta t \) with earthquake’s magnitude \( M \) is applied on the selective subsequence to filter out the presence of time-correlated events and make the meaningful time stationary Poissonian subsequences. This proposed approach is applied to the regional Sumatra-Andaman (2000–2021) and worldwide ISC-GEM (2000–2016) earthquake catalog. Simulation results indicate that meaningful subsequences (background events) can be modeled by a homogeneous Poisson process after achieving a linear cumulative rate and time-independent \( \lambda \) in the exponential distribution of \( \Delta t \). The relations \( COV_a(T) > COV_b(T) > (COV_b(T) \approx 1) \) and \( COV_a(d) > COV_b(d) > COV_b(d) \) are achieved for both studied catalogs. Comparative analysis justifies the competitive performance of the proposed approach to the state-of-art approaches and recently introduced methods.
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1 Introduction

A time-series \( X = \{x_i|t = 1, 2, \ldots, n\} \) is a chronologically ordered sequence of values which are recorded over time. In most real-world applications, it is necessary to store and keep the data for a long time interval in the form of a time series. Its analysis helps to extract meaningful statistical information, underlying causes of trends, and identify hidden temporal patterns. Picoli et al. [20] reported a classification method for monitoring agricultural land in Brazil from 2001 to 2016 with the use of Moderate Resolution Imaging Spectro-radiometer (MODIS) time series data. Dad et al. [5] analyzed the climate variability and trends of change in precipitation and temperature on monthly, seasonal, and annual scales for Kashmir Himalaya between 1980 and 2017. Qi et al. [21] analyzed the daily counts of COVID-19 cases in 30 Chinese provinces and reported negative associations of temperature and humidity with COVID-19. They have suggested that countries and regions with low temperature and humidity should pay more attention. Bakker and Schaars [2] introduced a time-series model for solving groundwater flow problems rather than using regular ground-water models. This model measures the time series of heads in an observation well and helps to answer many groundwater queries. Recently, Khan et al. [13, 14] proposed a deep-learning-based novel hybrid architecture: ’AB-Net’ and ’CL-Net’ to
forecasts Renewable Energy Generation; and Batteries’ State of Health and Power Consumption respectively. The first one uses an auto-encoder and bidirectional long short-term memory (BiLSTM) to intelligently match the power generation with the consumption for efficient energy management. Whereas the second architecture relies on the convolutional long short-term memory (ConvLSTM) and long short-term memory (LSTM) to prevent power shortage and oversupply by doing precise power consumption forecasts. Similarly, time-series analysis are effectively applied in marketing [34], IoT [37], seismic signal processing [4], flood detection [3] and many diversified applications [9, 29].

Nowadays, a clustering mechanism in time series analysis (Known as Time series Clustering; TSC) is an important tool where the sequential data with millions of rows is difficult to visually analyze and understand unusual hidden trends [7, 11, 23]. Similarly, time-series analyses on earthquake data are widely applied to characterize the main features of regional seismicity and to provide useful insights into earthquake dynamics in terms of self-similarity, self-organization, patterns, finite-scaling, and scale-free characteristics [12, 24]. Marsan et al. [16] analyzed the earthquake time series for monitoring the changes in fault loading rates by comparing the data with an earthquake triggering model. They have used the inter-earthquake temporal statistics for estimating time-varying forcing rates with recovery in terms of duration and intensity. Moustra et al. [18] developed an artificial neural network for earthquake prediction by utilizing the time series magnitude data or seismic electric signals. Michas and Vallianatos [17] reported a stochastic model with memory effects to reproduce the temporal scaling characteristics for regional seismicity. Vogel et al. [33] analyzed the earthquake time series based on the information theory approach to observe the mutability effects in the time interval between consecutive quakes over a predetermined magnitude. Kundu et al. [15] reported a method of determining correlations in earthquake time series using complex network analysis by considering each seismic event as a node.

Due to the space-time clustering behavior of earthquakes in terms of foreshock-aftershock (AFs) activities, it is necessary to know when (temporal) and where (spatially) these trends occur in a long earthquake time series. This problem is known as seismicity declustering where the aim is to isolate independent earthquakes (mainshocks/backgrounds) and dependent earthquakes (foreshocks and aftershocks) from the given overall earthquake catalogs of a region. The early method of earthquake declustering by [8] involved a deterministic space and time windows for different magnitude cutoffs to identify clustered AFs and BGs from the earthquake catalogs. The appropriate window sizes are very difficult to select, it varies from case to case and in most cases overestimate the aftershock population. However, several alternative window sizes were reported in later studies van Stiphout et al. [25], Uhrhammer [28]. Events within these windows are considered clustered AFs and the remaining are treated as BGs. Reasenberg [22] proposed a cluster-based approach by a pairing of earthquakes to make clusters according to the extent of spatial and temporal interaction zones. These zones are decided by the stress distribution near the main-shock for spatial bound and Omori’s law for time-bound. Both these methods were developed mostly for California and are heavily dependent on the parameters which need to be optimized for better results. Later on, some probabilistic methods of declustering were proposed, but most of them are model-dependent (Epidemic-Type-Aftershock Sequence (ETAS) model) with a wide range of assumptions and techniques [1, 35, 38, 39]. Recently, Zaliapin and Ben-Zion [36] reported a declustering mechanism based on the nearest-neighbor proximity (distance metric) that describes the link between event pairs in the space-time-magnitude domain for declustering the different benchmark earthquake catalogs. The determination of distance metrics in this method is time-consuming, especially after considering smaller magnitude events. This approach is highly dependent on the size of the earthquake catalog. Vijay and Nanda also reported several statistical and swarm-intelligence-based declustering models for Spatio-temporal seismicity analysis of different seismically active regions [30–32].

Due to the limitation of the state-of-art methods and recent approaches, this research work proposes the “earthquake subsequence time series clustering (ES-TSC)” method for categorizing a large length of earthquake time series to generate the meaningful result for earthquake declustering. Here, aim to keep the simplicity of the earthquake declustering algorithm while improving its usability and applicability to various earthquake-prone regions and also minimize the user-dependent threshold or parameter tuning.

The main contributions of this work are the following:

- Temporal density of earthquake time-series are estimated with Gaussian kernel for obtaining the optimal sub-sequences of the earthquake, thus, increasing the quality of clustering approach with the formation of less size distance-metric.
- The Coefficient of Variation (COV) is determined for checking the necessity of clustering mechanism for each sub-sequences or not. It further reduces the computational time of the algorithm.
- A sliding temporal window is used on the selective sub-sequences for filtering the correlated aftershock events.
- This proposed method is applied to Sumatra-Andaman (regional) and ISC-GEM (global) earthquake catalogs to obtain the aftershock and background seismicity in the region.
- Background seismicity is found time stationary with exponential distribution.
The rest of the paper is organized as follows: Sect. 2 describes the detailed procedure of proposed earthquake sub-sequence time series clustering (ES-TSC). Section 3 presents concise information about the earthquake catalogs used in the paper. Results and discussion are carried out in Sect. 4. The comparative analysis is presented in Sect. 5. Section 6 highlights the significant aspects of the proposed work with future scope.

2 Earthquake sub-sequence time series clustering (ES-TSC)

The detailed step-wise procedure of the proposed ES-TSC is outlined below:

**Step 1** An earthquake catalog $E_{NxD}$ contains primarily five potential feature vectors: occurrence time (DD:MM:YYYY-HH:MN:SS), location (Longitude $\theta$ and latitude $\phi$), magnitude, and depth ($h$) in Km.

$$E_{NxD} = \begin{bmatrix} T \\ \theta \\ \phi \\ M \\ h \end{bmatrix} = \begin{bmatrix} t_1 & \theta_1 & \phi_1 & m_1 & h_1 \\ t_2 & \theta_2 & \phi_2 & m_2 & h_2 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ t_N & \theta_N & \phi_N & m_N & h_N \end{bmatrix} \tag{1}$$

where $D = 5$ is number of feature vector (attributes), each having length $N$ (number of events). The catalog $E_{NxD}$ provides an information of earthquake time series $T$ of length $N$, an ordered sequence of real-valued earthquake temporal data.

$$T = \{t_1, t_2, \ldots, t_N\} \tag{2}$$

Then, an earthquake subsequence of length $n$ belongs to time series $T$ is represented by

$$T_{kn} = \{t_{i}, t_{i+1}, \ldots, t_{i+n-1}\} \text{ where } 1 \leq i \leq N - n + 1 \tag{3}$$

A meaningful subsequence is an arranged sequence of earthquake events that omits some events without changing the order of remaining events.

**Step 2** A temporal density of the earthquake subsequence time series $T$ of length $n$ is estimated with the following criteria:

$$\rho_n(t) = \frac{1}{n \times h} \sum_{i=1}^{n} K\left(\frac{t_i - t}{h}\right) \tag{4}$$

where $K(.)$ is called the kernel function which is a smooth, symmetric function, and $h > 0$ is termed as the smoothing bandwidth, which controls the amount of smoothing. The kernel function smooths each time event $t_i$ into small density bumps and then sums all these small bumps together to obtain the final temporal density estimate. In this paper, Gaussian function is selected as a kernel which is written as

$$K(t) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{t^2}{2}\right) \tag{5}$$

**Step 3** The $\rho_n(t)$ in (4) has multi-model characteristics due to variation in temporal density of events which leads to identifying the value and time position of local maxima (peak) and minima w.r.t change in the density level, as follows:

$$[V_{\text{max}}, P_{\text{max}}] = \text{DensityPeaks } [\rho_n(t)] \tag{6}$$

$$P_n' = 1.01 \times \max [\rho_n(t)] - \rho_n(t) \tag{7}$$

$$[V_{\text{min}}, P_{\text{min}}] = \text{DensityPeaks } [P_n'] \tag{8}$$

where $V_{\text{min}} = (v_{\text{min}}^1, v_{\text{min}}^2, \ldots, v_{\text{min}}^p)$ and $P_{\text{min}} = (p_{\text{min}}^1, p_{\text{min}}^2, \ldots, p_{\text{min}}^p)$ vector represents the density value and time information of the minima present (shown in the Fig. 1 with small triangle) after estimating the density. Similarly, $V_{\text{max}} = (v_{\text{max}}^1, v_{\text{max}}^2, \ldots, v_{\text{max}}^q)$ and $P_{\text{max}} = (p_{\text{max}}^1, p_{\text{max}}^2, \ldots, p_{\text{max}}^q)$ is the density value and time information of present local maxima in the estimated density (Shown by red filled stars in Fig. 1).

**Step 4** According to the time location of successive minima $P_{\text{min}}$, as shown in Fig. 1 (see the small triangle), an earthquake time series $T$ is divided into successive subsequences $G_g$:

$$T = \{G_1, G_2, \ldots, G_g\}, \tag{9}$$

where each $j^{th}$ subsequence has length $n_j$ and $g$ represents the number of obtained subsequences (Fig. 1):

$$G_j = \{t_{k-j}, t_{k+1}, \ldots, t_{n_j}\} \text{ where } j = 1, 2, 3, \ldots, g \tag{10}$$
Step 5 After obtaining each subsequence $G_j$ from the long time series $T$ each having length $n_j$. Some of the events are removed from the selective $j^{th}$ subsequence $G_j$ to make the meaningful subsequences as per the following criterion:

- Criterion 1: A subsequence is considered meaningful which follows the homogeneous Poisson process (HPP) in time. These have a uniform arrival rate (average) with Poisson distribution and comprised of random regular (Background-BGs) earthquake events in a region.

- Criterion 2: The subsequences also have the correlated patterns (clustered foreshock-aftershocks) in time, which are generated due to the occurrence of relevant mainshock (high magnitude event). The removal of these patterns is necessary to fulfill criterion 1. These events belong to the non-homogeneous Poisson process where their average rate of arrivals is varied w.r.t. time. These are the hot spots and more hazardous compare to BGs.

Step 6 A parameter called: Coefficient of Variation ($COV(T)$) in time domain is used to justify the meaningfulness of each subsequence $G_j$ and to satisfy the criterion mentioned in step-5. It is the standard deviation normalized by the mean of inter-event times (distance) of the successive events (sequence) of a given time interval (coordinates). The inter-event times ($\Delta t$) is defined as

$$\Delta t = t_{i+1} - t_i, \quad \forall i = 1, 2, \ldots N - 1 \in T$$  \hspace{1cm} (11)

then, $COV(T)$ is calculated as follows:

$$COV(T) = \frac{\sqrt{E[\Delta t^2]} - (E[\Delta t])^2}{E[\Delta t]}$$  \hspace{1cm} (12)

where $E(.)$ represents an average (mean) of the given quantity. The concept of inter-event time and distance are shown in Fig. 2.

### Algorithm 1: Sliding window on $\Delta t$ for filtering of events from $G_j$

**Require:** Input: Earthquake subsequence: $G_j = \{t_{k-1}, t_k, t_{k+1}, \ldots, t_{N_j}\}$.

1. **Parameter Initialization:** $W_n = 10; \Delta t_{\max}, M_t = 6.5$
2. **Calculate ($\Delta t$):** Determine the events which have short time interval $\Delta t$ by applying the appropriate threshold $\Delta t_{\max}$.
3. **Check $m_j$:** Presence of the mainshock of the events based on the magnitude $m_j \geq M_t$ for short $\Delta t$ events.
4. **Consider:** If events have short $\Delta t$ and also have a mainshock then remove the events from the sub-sequence from $G_j$.
5. **Categorization:** short $\Delta t$ sub-sequence along with a mainshock are treated as time-correlated AFs and remaining are considered the part of the background seismic activities.
6. **Determine:** BGs are justified and validated using $COV(T)$, if not meet then change the threshold and repeat the procedure (1-4).
7. **Criterion-1:** Obtain the meaningful sub-sequence:- BGs
8. **Criterion-2:** Obtain the removed time-correlated:- AFs
nearly equal to 1, then it is not selected for subsequence clustering in the II phase due to the absence of time-correlated events in it. Otherwise, time-correlated events in each subsequence are filtered out for making the meaningful subsequences (uniform arrival rate, independent random sequence). In the next phase, the objective is to identify and remove the events from selective subsequence to make $COV(T) \approx 1$ (Criteria 1 for meaningful subsequences). The remaining sequences (which are filtered) are strongly related in time, follow Criterion-2 with $COV(T) > 1$.

Step 7 For the next phase of subsequence clustering, normalized inter-event times $\Delta t$ between the successive events $\in G_t$ and magnitude information is used by taking the sliding window approach. An overlapping window of ten events is chosen in $\Delta t$ and observes the magnitude (presence of at least one high-intensity quake, $\geq 7$). If normalized average $\Delta t$ is less than the pre-defined threshold (i.e. short $\Delta t$) then remove events from the selective subsequences. Otherwise, remains the part of subsequence. The step-by-step procedure is outlined in Algorithm 1.

### 3 Earthquake catalog used in the simulation analysis

This proposed method is employed on the regional earthquake data of Sumatra-Andaman downloaded from Northern California Earthquake Data Center [19] and ISC-GEM global instrumental catalog (version 7.0) obtained from International Seismological Centre [10]. The parameter and their range are highlighted in Table 1. Here, for Sumatra-Andaman, magnitude completeness $M_c$ is taken 4.5 which is determined by fitting the magnitude data on Gutenberg-Richter relation. The details of both the catalog are as follows:

1. **Sumatra-Andaman** Sumatra-Andaman region is highly susceptible to tsunamis followed by earthquakes, especially from the year 2002 on-wards, which are responsible for millions of deaths, infrastructure damages, and long-lasting wounds to the civilizations. This region also got public attention worldwide, when one of the most powerful and destructive 2004 boxing day earthquakes in the Indian ocean occurred with a magnitude around 9.3 at Richter scale. Indian ocean tsunami in the year 2004 was recorded second largest on a seismograph, termed as Sumatra-Andaman earthquake. It ruptured the greatest fault length of any recorded earthquake and triggered a series of tsunamis (that was up to 30m high along the northern coast of Sumatra), killing up to 280,000 people in 14 countries, and even displaced earth’s north pole by 2.5cm. Most of the events are shallow depth in this catalog. The distribution of earthquake epicenters along with the event’s depth (as shown by different colors) in the region is shown in Fig. 3a. This region is highly vulnerable to seismic activities with the occurrence of a large number of high-intensity quakes as shown in Fig. 3c and they trigger the many events that result in a hike of the seismic rate at that time (see red line in Fig. 3c).

2. **Global ISC-GEM instrumental Catalog** This catalog was publicly released by International Seismological Centre on 9th April 2020 [10]. The catalog is refined and rebuild by adding the new earthquakes and improving the location and/or magnitude from the previous work [6, 26, 27]. It provides detailed information on earthquakes that occurred worldwide in the period from 1904-2016. There is a total of 39,400 earthquake events and all are magnitude greater than 4.9 Mw during 1904–2016. Here, in this study, earthquakes, occurred in the period 2000–2016 are considered and their epicenter distribution is shown in Fig. 3b with depth variation by a different color. A slight change in seismicity rate at the time of a large earthquake is evident in Fig. 3d.

### 4 Results and analysis

The obtained results, their analysis and significance are presented in this section. It is discussed in the following sub-sections:

#### 4.1 Density estimation and sub-sequence formation

A temporal density is estimated from the time-series earthquake data of duration $T$ according to the method described in Sect. 3 (as shown in Fig. 4) for both catalogs. From this temporal density estimation, information about local minima $P_{mn}$ and maxima $P_{mx}$ is extracted as shown in black circle and red-square respectively in Fig. 4a and b for Sumatra-Andaman and ISC-GEM world wide catalog respectively. The highest density peak due to the Sumatra-Andaman

| Table 1 | Properties of the earthquake catalog |
|---|---|
| Catalog | Long | Lat | Period | Magnitude | Depth |
| Sumatra-Andaman | $9^\circ$–110$^\circ$E | $-10^\circ$–20$^\circ$N | 2000–2021 | 4.5–9.1 | 0.3–651 |
| ISC-GEM | $-180^\circ$–180$^\circ$E | $-70^\circ$–90$^\circ$N | 2000–2016 | 4.9–9.6 | 0.7–693.1 |
earthquake and tsunamis (Dec 2004 at the Indian Ocean with 9.4M) is observed as shown in Fig. 4a.

According to the time position of $P_{mn}$ obtained from Fig. 4a and b, the time series is divided into eight subsequences (for both) as shown by different colors. Each subsequence $G_j$, where $j = 1...8$ has at least one high magnitude event as observed in Fig. 4c and in Fig. 4d. Tables 2 and 3 highlights the properties of each sub-sequence for Sumatra-Andaman and ISC-GEM earthquake data respectively. Both tables justify the risk factor associated in each subsequence with their duration, no. of events, $COV_o(T)$ value and event’s count with magnitude greater than equal to 7. $COV_o(T)$ quantifies the presence of time-correlated events in each subsequence. The $COV_o(T)$ value and temporal density peaks of each subsequence have a strong linear correlation as evident from tables and figures. The largest $COV_o(T)$ in $G_3$ (also have highest density peak) which indicates the presence of large number of correlated events, triggered by the mainshock, occurred at the Indian ocean in 2004. Similarly, subsequence $G_6$ in Table 3 has the highest $COV_o(T)$ with a high-density peak among in all sub-sequence in Fig. 4b.

4.2 IET ($\Delta t$) and IED ($\Delta d$) based observation

The inter-event times $\Delta t$ and inter-event distances $\Delta d$ among the two successive pair of earthquake are the simplest way to find the time and space correlation in less computation time. The inter-event distance $\Delta d$ (in Km) is determine as follows:

$$\Delta d = R_E \times \cos^{-1}(\sin \phi_i \times \sin \phi_{i+1} + \cos \phi_i \times \cos \phi_{i+1} \times \cos((\theta_{i+1} - \theta_i)))$$

The coordinates longitude ($\theta$) & latitude ($\phi$) are taken in radians, $R_E = 6371$ Km is the approximate radius of the earth. This definition of $\Delta d$ (in Kms) is based on epicenters and assuming a spherical surface. Both $\Delta t$ and $\Delta d$ avoid the frequent need of large distance matrices having size...
Fig. 4 Sub-sequence formation: a Estimated temporal density for Sumatra-Andaman and for b ISC-GEM catalog with eight sub-sequences represented by different colors. Here, black circle and red square indicates the position of local minima $P_{mn}$ and maxima $P_{mx}$ respectively. c, d Magnitude versus time plot of the formed subsequences for both catalogs.

Table 2 Sub-sequences obtained from Sumatra-Andaman earthquake time-series

| S.No. | Time Period          | # Events | $COV_o(T)$ | $COV_o(d)$ | $m_j \geq 7M$ |
|-------|----------------------|----------|------------|------------|---------------|
| $G_1$ | 22/01/2000–22/03/2001| 404      | 2.01       | 1.51       | 22            |
| $G_2$ | 23/03/2012–10/11/2002| 335      | 1.27       | 1.10       | 17            |
| $G_3$ | 13/11/2002–20/12/2007| 4405     | 2.59       | 1.19       | 15            |
| $G_4$ | 23/12/2007–11/08/2008| 911      | 1.46       | 1.04       | 25            |
| $G_5$ | 14/08/2008–26/01/2011| 973      | 1.39       | 1.04       | 26            |
| $G_6$ | 28/01/2011–14/07/2013| 1017     | 1.38       | 1.04       | 65            |
| $G_7$ | 16/07/2013–25/10/2016| 921      | 1.20       | 0.92       | 22            |
| $G_8$ | 30/10/2016–09/04/2021| 1063     | 1.24       | 0.90       | 48            |

Table 3 Sub-sequences obtained from ISC-GEM world wide earthquake time series

| S.No. | Time Period          | # Events | $COV_o(T)$ | $COV_o(d)$ | $m_j \geq 7M$ |
|-------|----------------------|----------|------------|------------|---------------|
| $G_1$ | 01/01/2000–04/08/2001| 931      | 1.17       | 0.85       | 1             |
| $G_2$ | 05/08/2001–27/11/2002| 690      | 1.08       | 0.82       | 2             |
| $G_3$ | 30/11/2002–22/03/2004| 697      | 1.10       | 0.84       | 6             |
| $G_4$ | 23/03/2004–12/03/2006| 1224     | 1.25       | 0.95       | 6             |
| $G_5$ | 14/03/2006–02/03/2008| 1256     | 1.21       | 0.94       | 7             |
| $G_6$ | 03/03/2008–11/02/2012| 2761     | 1.26       | 0.97       | 3             |
| $G_7$ | 13/02/2012–07/06/2013| 855      | 1.24       | 0.91       | 1             |
| $G_8$ | 08/06/2013–30/12/2016| 2197     | 1.20       | 0.88       | 0             |
$N \times N$ where $N$ is the number of events ($N$ is large in most cases) for similarity measure. The $\Delta t$ and $\Delta d \in G_j$ for both catalogs, determined from Eq. (10) and Eq. (13) are shown in Fig. 5 (for Sumatra-Andaman) and Fig. 6 (for ISC-GEM). From the figures, it is observed that some of the events $\in G_j$ have occurred in a very short interval of time (less $\Delta t$ in days) which is indicated by the red arrow. It is also evident that the same events also have short $\Delta d$ after observing both sub-figures in Fig. 5a–h. This observation reveals the consecutive triggering of events at the occurrence time of the large event and hence generation of primary-secondary AFs on the same fault and hike in the seismicity rate. From Figs. 5 and 6, it is also revealed that small or both large dip occurs at the same $k_{th}$ position in $\Delta t$ and $\Delta d$ for almost all subsequences (see the red arrow positions in the figure). That resembles the space-time correlation theory shown by
some of the events called: AFs, triggered by mainshock like $G_3$ in Fig. 5c has very less $\Delta t$ ($\Delta d$ as well) for large sample duration due to the occurrence of Indian tsunami in 2004. This strong space-time correlation, observed by $\Delta t$ and $\Delta d$ for both catalogs in Figs. 5 and 6 is filtered out for obtaining the meaningful uncorrelated subsequences in the next phase.

It is evident from the IET-IED plot and corresponding $COV(T)$ for each subsequence that they have correlated primary, secondary AFs (less $\Delta t$ and $\Delta d$ with high $COV$ value) along with independent random BGs. So, in the 2nd phase, a meaningful subsequence $G_j$ is obtained by filtering those correlated primary and secondary AFs from the subsequence according to the procedure presented in algorithm 1.
4.3 Results after applying the sliding window on $\Delta t$ with mainshock magnitude

A finite length sliding window is used to obtain the meaningful sub-sequence by filtering of the correlated events. If events in a window have short IETs (and IEDs as well) and also have at least one large event (based on the magnitude) in that interval then filter out the event from given subsequence otherwise slide the temporal window further for the remaining part. This procedure achieves meaningful subsequences due to comprised of regular occurred random BG events and filtering out the time-correlated events. They are considered primary and secondary AFs according to their characteristics in space-time-magnitude domain.

The obtained event’s summery are presented in Tables 4 and 5 after applying the proposed method for both catalogs respectively. In both tables, the results of all eight subsequences are mentioned in terms of filtered AF population, meaningful subsequences comprised of BG events, $COV_a(T)$ for AFs, $COV_b(T)$ for BGs, the number of AFs cluster. In Table 4, filtered AFs population from the given sub-sequence indicates the associated risk in that zone and time-duration. The order of risk (hazard) from AFs % for Table 4: $G_3 > G_1 > G_4 > G_6 > G_5 > G_7 > G_2 > G_8$ holds true. Similarly, in Table 5, AF % and the risk order is $G_6 > G_7 > G_4 > G_5 > G_8 > G_1 > G_3 > G_2$.

Furthermore, results obtained from the second phase are presented and analyzed in detail through following plots and statistical ways:

4.3.1 $\lambda$ plot

Strain accumulation and understanding the consecutive triggering activity of events is carried out by analyzing of the change in seismicity rate. The temporal relevance of events with magnitude in long term is interpreted from the seismic rate analysis. Seismicity rate variations is illustrated by observing the number of events arrival in a predefined time interval which is shown by the $\lambda$ plot in Figs. 7 and 8 for both Sumatra-Andaman and ISC-GEM respectively.

The $\lambda$ plot for original sub-sequence $\in G_j$ (in black), filtered AFs (in blue) and BGs (in red) after both phases of ESTSC is shown in Figs. 7 and 8 for Sumatra-Andaman and ISC-GEM subsequences respectively. From Figs. 7 and 8, it is evident that the $\lambda$ rate of BGs is almost consistent w.r.t to time, there is no significant change in the arrival rate of BGs (see red line in each subplot in Figs. 7 and 8). On the other hand, when the mainshock (large event) occurs a significant change in the seismic rate is observed with a sudden hike (vertical jump) due to the post-release of seismic energy in terms of the AFs (see the peaks in black in Figs. 7 and 8) and then decays w.r.t. time. Those AFs from each sub-sequence are filtered out and their $\lambda$ rate is shown by a blue line. The $\lambda$ rate (time-varying) of filtered AFs follow the similar pattern as original sub-sequence in both figures shown by black and blue lines.

| S.No. | $COV_a(T)$ | $COV_b(T)$ | $COV_a(d)$ | $COV_b(d)$ | Clusters |
|-------|------------|------------|------------|------------|----------|
| AFs   | BGs        |            |            |            |          |
| $G_1$ | 253 (62%)  | 151        | 4.10       | 1.24       | 1.02     | 30       |
| $G_2$ | 104 (31%)  | 231        | 3.93       | 1.07       | 1.83     | 0.91     | 22       |
| $G_3$ | 702        | 7.73       | 1.15       | 1.22       | 0.92     | 253      |
| $G_4$ | 360        | 3.59       | 1.04       | 1.23       | 0.85     | 86       |
| $G_5$ | 502        | 3.64       | 1.08       | 1.37       | 0.82     | 82       |
| $G_6$ | 492        | 3.41       | 1.05       | 1.20       | 0.91     | 87       |
| $G_7$ | 619        | 3.43       | 1.00       | 1.25       | 0.80     | 64       |
| $G_8$ | 753        | 2.58       | 1.10       | 1.16       | 0.81     | 73       |

| S.No. | $COV_a(T)$ | $COV_b(T)$ | $COV_a(d)$ | $COV_b(d)$ | Clusters |
|-------|------------|------------|------------|------------|----------|
| AFs   | BGs        |            |            |            |          |
| $G_1$ | 271 (29%)  | 660        | 3.68       | 1.07       | 1.06     | 0.77     | 50       |
| $G_2$ | 151 (21%)  | 539        | 3.25       | 0.99       | 1.10     | 0.75     | 28       |
| $G_3$ | 526        | 2.89       | 1.01       | 1.00       | 0.80     | 31       |
| $G_4$ | 768        | 3.48       | 1.04       | 1.32       | 0.78     | 61       |
| $G_5$ | 806        | 3.27       | 1.07       | 1.20       | 0.80     | 68       |
| $G_6$ | 1672       | 4.03       | 1.06       | 1.31       | 0.81     | 147      |
| $G_7$ | 530        | 3.05       | 1.02       | 1.18       | 0.81     | 56       |
| $G_8$ | 1477       | 3.17       | 1.04       | 1.11       | 0.78     | 123      |
4.3.2 Probability density function of $\Delta t$

The statistical analysis of inter-event times between earthquakes plays an important role in the modeling of seismicity and for seismic hazards assessment. However, the inter-event time ($\Delta t$) distribution of earthquakes distinguishes the clustered AFs and non-clustered BGs with the occurrence of the mainshock. A sequence of independent non-clustered randomly occurring earthquake events (BGs) is generally described by a Poisson process with constant intensity $\lambda$ (expected number of events per unit time). This is considered as homogeneous Poisson process (HPP) with probability $P(n, \lambda, t)$ to have $n$ events in the time interval $[0, t]$. It is given by:
with corresponding probability density function (PDF) of IET between successive pair of events:

\[
P(n, \lambda, t) = \frac{(\lambda t)^n}{n!} \exp(-\lambda t)
\]  

(14)

Apart from negligible deviations, all histograms have the exponential distribution of \( \Delta t \) (as described in Eq. 15) that follow the definition of HPP as shown in Figs. 9 and 10 for both catalogs. Alternatively, it means successively occurring BGs are not causally related to each other and have a time-independent mean arrival rate \( \lambda \) (uniform in nature). Whereas the occurrence of mainshock-triggered earthquakes follows the non-homogeneous Poisson process in time, those
are attributed to the clustering in time domain. The behavior histogram of $\Delta t$ for all the meaningful sub-sequences is exponentially fitted as shown by the red color.

Fig. 9 Histogram of $\Delta t$ showing exponential distribution for all the meaningful sub-sequences (BGs) obtained from proposed ES-TSC for Sumatra-Andaman

Fig. 10 Histogram of $\Delta t$ showing exponential distribution for all the meaningful subsequences (BGs) obtained from proposed ES-TSC for ISC-GEM catalogs

The complete behavior of $\Delta t$ for overall events, total obtained AFs and BGs are shown in terms of the probability density function of $\Delta t$ in Figs. 11 and 12 on a logarithmic scale. From the figure, observed that the overall event’s
characteristics in the time domain are bimodal (see Figs. 11a and 12a) and that shows the evidence of two components of seismicity. After applying the proposed ES-TSC method, these two-component are separated in terms of AFs with short $\Delta t$ and BGs with homogeneous Poisson distribution with constant $\lambda$ rate).
4.3.3 Coefficient of variation (COV(T), COV(d))

In Tables 2, 3, 4, 5, \( \Delta t \) and \( \Delta d \) based COV is determined to observe the characteristics of events in spatio-temporal domain for overall, meaningful (BGs), and filtered sub-sequences comprised of correlated AFs. Comparative analysis is carried out from obtained values (highlighted in Tables 2, 3, 4, 5) for Sumatra-Andaman and ISC-GEM catalog separately. For both catalogs, it is observed that \( \text{COV}_b(T) \) (time domain) and \( \text{COV}_b(d) \) (spatial domain) for each meaningful subsequences lesser than the \( \text{COV}_o(T) \) and \( \text{COV}_o(d) \) for true subsequences. \( \text{COV}_b(T) \) values are close to 1 which justifies the HPP mentioned in criterion-1. Whereas for remaining (removed) subsequences \( \text{COV}_a(T) \) and \( \text{COV}_a(d) \) have slightly higher value than \( \text{COV}_o \) (see Tables (2, 3, 4, 5)). The relation \( \text{COV}_a(T) > \text{COV}_o(T) > \text{COV}_b(T) \) and \( \text{COV}_a(d) > \text{COV}_o(d) > \text{COV}_b(d) \) reveals that the obtained patterns follow the characteristics of BGs (homogeneous Poisson process, independent and random events) and AFs (Clustered pattern in spatio-temporal domain).

4.3.4 Space-time plot and hot-spot identification

The space-time plot shows the distribution of events along with one of the coordinates and time. Here, longitude vs. time information is taken to observe the characteristic of both types of events. The longitude versus time plot for filtered AFs from original sub-sequences is shown in Fig. 13a and c for Sumatra-Andaman and ISC-GEM respectively. From both figures, it is justified that filtered AFs are triggered nearby in space and time, i.e. clustered form. Their frequency of occurrence is decayed w.r.t. time. Whereas BGs have seemed smooth and non-clustered character as evident from Fig. 13b and d.

The density distribution of earthquake epicenters (longitude vs. latitude) of BGs and AFs for the Sumatra-Andaman and ISC-GEM catalog is shown in Figs. 14 and 15 respectively. From the figure, it is evident that BGs are the smooth representation of seismicity, which helps to identify the fault plane boundary (see Figs. 14b and 15b). Whereas AFs are highly dense, hazardous, and clustered forms in the spatial domain as
observed in Figs. 14a and 15a. Distribution of AFs in spatial domain reveals the information of hot-spots (as shown with color map in Figs. 14a and 15a for both catalogs) and they are useful for short and long term hazard assessment.

5 Comparison of the proposed method with state-of-art approaches

Initially, the approach reported by Gardner and Knopoff [8] based on the magnitude-dependent space-time window and Reasenberg’s cluster-based algorithm Reasenberg [22] are mostly used and considered the paradigm of earthquake declustering for decades. Firstly, the proposed approach is compared with these two state-of-art methods along with alternate space-time window size suggested by Uhrhammer [28]. From Table 6, the Gardner-Knopoff declustering approach, also Uhrhammer’s window, both overestimates the aftershock (AFs) population which leads to a low value of COV for backgrounds (COVb). It means a majority of background events are classified as aftershocks by both methods after setting default parameter values. The execution time of both methods is almost similar but greater than the proposed method (in minutes). In Reasenberg’s declustering approach, most of the events are classified as backgrounds (BGs) which seems better as compared to G-K and Uhrhammer’ method as justified from their respective COV values but not obtained the optimum COV.

Here, the performance of the proposed method is also compared with the recently introduced algorithms by Vijay

Fig. 14  Density distribution of earthquake epicenters for a AFs and b BGs in Sumatra-Andaman

Fig. 15  Density distribution of earthquake epicenters for a AFs and b BGs in ISC-GEM
and Nanda [30] that are based on the K-means clustering approach. This method has very less execution time for declustering but the results are highly dependent on the selection of the cluster centroids at the beginning. The obtained BGs from this method is fair enough but they are not justified in terms of the $\text{COV}_b(T)$ (not close to 1). The results obtained from the recently reported declustering algorithm by Zaliapin and Ben-Zion [36] are also summarized in Table 6, after setting the optimum parameter values. The classification results are almost similar to the proposed method in terms of the number of AFs and BGs for both catalogs. But the execution time of the algorithm is the main concern which is highest among all the reported methods due to the determination of the 3D distance metric. Thus, comparative analysis indicates that the proposed ES-TSC is a competitive approach for categorizing the earthquake events in terms of AFs and BGs from the given overall earthquake catalogs.

### 6 Conclusion

This research work has highlighted earthquake time-series analysis with declustering capability by discriminating the clustered AFs sequences and regular background events from catalogs. The meaningful sub-sequences are comprised of random background events only and thus follow characteristics of homogeneous Poisson process in the time domain. The inter-event time statistics and $\text{COV}(T)$ are found useful in the sliding temporal window for pointing out the when and where to filter the sequence. The filtered AFs’ population in each subsequence explicitly indicates the risk
factor in terms of their spatio-temporal extent. Based on the graphical representation and statistical evidence, the proposed approach provides a competitive way to solve the problem of seismicity declustering in less computation time. Thus, large earthquake catalogs are used for experimental analysis in the future for declustering outcomes. The performance of the proposed approach indicates that the use of subsequence time series data is still important for improving time series data mining for discovering informative and salient sub-sequence features in different fields and research.
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