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Abstract: In this paper, two universal reinforcement learning methods are considered to solve the problem of maximum power point tracking for photovoltaics. Both methods exhibit fast achievement of the MPP under varying environmental conditions and are applicable in different PV systems. The only required knowledge of the PV system are the open-circuit voltage, the short-circuit current and the maximum power, all under STC, which are always provided by the manufacturer. Both methods are compared to a Fuzzy Logic Controller and the universality of the proposed methods is highlighted. After the implementation and the validation of proper performance of both methods, two evolutionary optimization algorithms (Big Bang—Big Crunch and Genetic Algorithm) are applied. The results demonstrate that both methods achieve higher energy production and in both methods the time for tracking the MPP is reduced, after the application of both evolutionary algorithms.
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1. Introduction

The constantly rising demand for electricity and the necessity to attend the carbon emission problem has given growth to the exploitation of renewable energy sources (RES). Although RES cannot yet meet the world’s power demands, a contribution to the existing conventional energy sources (fossil fuel, natural gas, nuclear) presents a beneficial option, both environmentally and economically.

In recent years, many studies have been focused on solar energy and more specifically, photovoltaic (PV) systems, which convert the sun’s electromagnetic radiation into electricity. Despite the fact that PVs produce clean energy and the sun is considered an inexhaustible energy source, they come with two major drawbacks. The first one is the poor conversion efficiency of sun’s insolation, while the second one is the fact that the electrical load connected to the system defines its operating power point. Additionally, the nonlinear curves of power–voltage (P–V) and current–voltage (I–V) due to the varying atmospheric conditions, such as temperature and irradiance, add additional complexity. Since there is a maximum power point (MPP) for any given pair of irradiance-temperature, the design and implementation of a Maximum Power Point Tracking (MPPT) controller, that forces the PV source to operate at the MPP at any time for the given environmental conditions, is crucial in order to maximize the efficiency of PVs.

A wide variety of MPPT techniques can be found in the literature [1]. These techniques are classified as direct or indirect methods. The former ones require real-time measurements from the PV array to be extracted, such as voltage, current or power, while the latter ones rely on the parameters of the PV source, along with data of its operating conditions, in order to create a relatively accurate mathematical model for the PV array. The parameters of the PV source usually are the open—circuit voltage (VOC) and the short—circuit current ISC. Popular indirect methods include Open—Circuit Voltage (OCV) [1] and Short—Circuit
Current (SCC) [1]. These methods, while simple enough, can never achieve true MPPT since they are based on approximations between $V_{OC}$, $I_{SC}$ and $V_{MPP}$, $I_{MPP}$, respectively. Furthermore, the measurement of $V_{OC}$ and $I_{SC}$ cause a periodically complete power loss to occur. On the other hand, direct methods, although can be complex, exhibit superior performance in most cases. Some of them are Perturb and Observe (P&O) methods [2–6], incremental conductance (IC) methods [7,8], neural networks (NN) methods [9–12], and fuzzy logic (FL) methods [13–17]. P&O method seems to be one of the most frequently used techniques due to its reliability, simplicity and easiness to implement. However, the P&O is based on the perturbation of PV’s array voltage, engenders oscillations around the MPP. In addition, fluctuating environmental conditions might result in power losses. Despite its shortcomings, P&O modifications can tackle these problems [4,5]. IC method offers smoothness when it comes to tracking the MPP under changing environmental conditions. Nevertheless, the control process is somewhat complex and the quality of the measurements affects its performance in some measure. NN methods offer fast MPP tracking speed and high efficiency. Having said that, the training of the NN can be time consuming and the accuracy of the results is affected by the number of neurons present at the hidden layer. FL methods indicate high convergence speed to MPP without oscillations around it. Complex implementation of these methods constitutes one of their problem. The other one is the fact that the control engineer’s choice of fuzzy sets, membership functions’ shape and development of rule tables affects their performance greatly.

Many metaheuristic optimization algorithms, for instance particle swarm optimizer (PSO) and genetic algorithms (GA) have been employed to improve the performance of various MPPT techniques [18,19]. In Ref. [16] an optimization algorithm called BB—BC is applied to improve the parameters of a Fuzzy PID controller and the aforementioned disadvantages of FL methods. In [20] the algorithm optimizes the membership functions of a fuzzy controller. According to the author in [21], BB—BC is capable of finding the optimal solution with high speed and convergence and therefore, is superior to other optimization techniques.

A few researchers have proposed recently Reinforcement Learning based methods to address the MPPT problem and deal with the limitations that current MPPT techniques present [22–25] such as oscillations around the MPP that P&O produces, complexity in the control process of IC, time required for the training of NN methods and the affection of the designer’s choices in FL methods. In Ref. [23] an RL MPPT controller is designed that uses a set of seven actions and four states, each one representing the movement direction of the operating point compared to that of the MPP. A similar approach is being taken in Ref. [25] with a set of four actions and the same states as described in the previous reference. Both of these methods achieve MPPT but small oscillations around the MPP are present. Also, the first one requires some significant time to finish the exploration phase, while the latter one is tested only under varying irradiance conditions. In Ref. [24] two RL approaches are considered. The RL-QT MPPT control method exhibits good performance and no oscillations at the MPP, but the size of the Q table consists of 29,820 state–action pairs and additional hardware is required for the measurement of irradiance and temperature, other than voltage and current.

In previous work [22] a Q-Learning model was proposed which can track the MPP under different environmental conditions and PV sources. This paper seeks to address the aforementioned problems using two RL approaches, and more specifically, the Q-learning and SARSA algorithms by using five possible actions and a Q table of 4000 state–action pairs to make the method computationally efficient. The proposed methods exhibit no oscillations once MPP is reached. Furthermore, the RL MPPT methods are applied in different PV sources to examine their performance and demonstrate their functionality under a diverse set of PVs. These RL approaches require several parameters to be defined, for example, the amount of exploration rounds, the learning rate $\alpha$ and discount factor $\gamma$ and the actions. In most cases these are set up by trial and error method. This paper aims to optimize all those parameters using BB—BC algorithm for a specific PV source, to
further improve the power extracted at every moment, and afterwards use them on PVs with different electrical characteristics to inspect their effect. This paper contributes to the existing literature as follows:

- Two universal Reinforcement Learning algorithms for the MPPT problem are being applied and the only necessary knowledge of the PV’s characteristics are $V_{OC}$, $I_{SC}$, and $P_{MPP}$ under STC, which are given by the manufacturer’s datasheet;
- Results and graphs are being provided, verifying that both the algorithms succeed in MPPT under varying irradiance and temperature conditions, for different PV systems;
- The RL methods are compared to a Fuzzy Logic Controller for different sources in order to be highlighted the universality of the proposed methods;
- Employment of offline BB—BC optimization algorithm showcases that the extracted power can be improved even further;
- The optimized parameters of the two RL algorithms are being applied in different PV sources with even better results and are also compared with results occurring from the application of a genetic algorithm; and lastly
- Results of Q-learning and SARSA algorithms are compared to determine their MPPT control performance.

To sum up, this paper is divided into 4 sections. Section 2 presents the basic theory of PV source operation and reinforcement learning, the algorithms used and the configuration of the simulations. The results can be found in Sections 3 and 4 provides focuses on discussing the results but also, some future research directions that the authors would like to focus on.

2. Materials and Methods

2.1. PV Source Operation

As mentioned before, PVs convert sun’s electromagnetic radiation into electricity. Sunlight contains photons that can excite the electrons of a PV source, causing them to move to the conduction band and resulting in the generation of current. However, the Sun’s energy is not efficiently converted to electricity for a variety of reasons. William Shockley and Hans Queisser defined the maximum conversion efficiency of a single p-n junction solar cell at 33.7% [26].

Furthermore, a PV is characterized by the P-V and I-V nonlinear curves. A typical I-V curve is presented in Figure 1. The resistive value of the connected electrical load defines the operating point of the PV source. As the ohmic value of the electrical load decreases, the operating points shifts towards the left of the MPP and vice versa. When the value of the load equals $V_{MPP}/I_{MPP}$ then the operating point coincides with the MPP and maximum power extraction is achieved. In case that a different load is used, the PV will not deliver the maximum possible power, so a MPPT controller should be applied.

Connecting the ideal load to a PV source is impractical and, in many cases, infeasible, due to the possible dynamic nature of the load. Moreover, the I–V curve changes over time because of the degradation of solar cells and the operating point of an ideal load will slowly move away from the MPP.

There are also two parameters that affect the I–V curve greatly. The first one is irradiance. $I_{SC}$ is proportional to it and $V_{oc}$ decreases slightly as irradiance decreases. The second parameter is the temperature of the PV source. Higher temperature values increment slightly $I_{SC}$ while they reduce $V_{OC}$ considerably. The increment of temperature means that electrons of the semiconductor material used in PV sources, require less energy to be excited, since a portion is acquired through thermal energy. This way, more electric current carriers (electrons) move to the conduction band and therefore, $I_{SC}$ increases.
Figure 1. Typical current–voltage (I–V) curve of a photovoltaic (PV) source for constant environmental conditions.

The above-stated issues necessitate the design of MPPT control methods that force the PV source to operate at the MPP for any set of environmental conditions. Fast response time, high accuracy, quick convergence and steady performance at the MPP, low cost, and complexity, are key characteristics of these methods. Most of them include a dc–dc converter that connects between the load and the PV source. In this paper a buck (or step-down) converter is considered. The output voltage of a buck is given by Equation (1):

$$V_{out} = DV_{in}$$  \hspace{1cm} (1)

where \(V_{out}\) is the output voltage, \(V_{in}\) is the input voltage and \(D\) is the duty cycle of the converter, ranging between 0 and 1. In an ideal scenario, where the buck converter operates with 100% efficiency, the output power of the converter must equal its input power, at any moment:

$$P_{out} = P_{in}.$$  \hspace{1cm} (2)

Equation (2) can also be written as:

$$\frac{V_{out}^2}{R_{Load}} = \frac{V_{in}^2}{R_{epv}}$$  \hspace{1cm} (3)

where \(R_{epv}\) is the effective resistance of the PV source [27], considering that in our case \(V_{in}\) is the PV voltage and using Equation (1), we get:

$$\frac{D^2V_{PV}^2}{R_{Load}} = \frac{V_{PV}^2}{R_{epv}}$$  \hspace{1cm} (4)

which leads to Equation (5):

$$R_{epv} = \frac{R_{Load}}{D^2}.$$  \hspace{1cm} (5)
Equation (5) gives the effective resistance $R_{epv}(D, R_{Load})$ of the PV source [27] which determining the operating point of the PV source. As the duty cycle decreases, the value of the overall resistance is increased and the operation point is moving right towards the I–V characteristic curve. By adjusting the duty cycle, the operating point can be relocated to the MPP. However, a buck converter cannot be used for loads that their resistive values exceeds the resistive value of an ideal load (Figure 1). In this case the operation point will be right to the MPP and the buck converter has only the ability to move the operation point to the right direction. For this kind of loads a different type of converter must be applied like boost or buck boost converter.

Additionally, the PV model that is used in this paper is the one diode and the equations used for the generated current of the source are given in (6) to (10):

\begin{equation}
I_{PV} = I_{SC} - a_1 e^{b_1 V_{PV}}
\end{equation}

\begin{equation}
I_{SC} = I_{scr} \frac{G_{PV}}{G_r} [1 + n_{iscT}(T_{PV} - T_r)]
\end{equation}

\begin{equation}
a_1 = I_{scr} e^{-b_{STC} V_{OC}}
\end{equation}

\begin{equation}
b_1 = \frac{b_{STC}}{1 + n_{iscT}(T_{PV} - T_r)}
\end{equation}

\begin{equation}
b_{STC} = \frac{\log \left( 1 - \frac{I_{mppr}}{I_{scr}} \right)}{V_{mppr} - V_{acr}}
\end{equation}

where $I_{PV}$ and $V_{PV}$ are the current and voltage generated from the PV source, respectively, $G_{PV}$ is the solar irradiance received by the PV source, $G_r$ is the reference solar irradiance at STC and equals to 1000 W/m$^2$, $T_r$ is the reference temperature at STC and equals to 25 $^\circ$C, $T_{PV}$ is the temperature of the PV source, $n_{vocT}$ is the temperature coefficient of the open circuit voltage, $n_{iscT}$ is the temperature coefficient of the short circuit current, $I_{mppr}$ is the current of the PV source at MPP and $I_{scr}$ is the short circuit current, both under STC, and $I_{SC}$ is the short circuit current for the given environmental conditions.

2.2. Reinforcement Learning

Reinforcement learning [28,29] constitutes a machine learning sector and is considered a heuristic method. Wide range of applications where data are not available or are difficult to come by utilize RL. RL problems involve an agent and its environment. The agent performs an action $a_t$ from a given state $s_t$ goes to the next state $s_{t+1}$ and receives a numeric reward $R$ from the environment. The reward signal provided by the environment has higher value for good actions than for bad ones. The agent’s goal is to maximize the accumulated reward over a long period of time. In order an agent develops a satisfactory policy, that is an action selection strategy for every given state, it has to perform some random actions from every state and review the reward signal. Nonetheless, more reward is being accumulated when the knowledge that has been gained from previous random actions is exploited. So, a balance between exploration and exploitation has to exist, otherwise the agent will fail at its task. This constant interaction between the agent and the environment allows the agent to learn and achieve its goal.

The RL problem for MPPT control can be modeled as a Markov Decision Process (MDP). States are considered to possess the Markov property when the outcome from taking an action is only affected by the current state and not any prior states, actions or rewards. If all the states of the environment are Markov states, then the environment is also a Markov environment. A RL problem is a MDP when it operates in a Markov environment.

2.2.1. States

States in RLMPPPT problem inform the agent about the operating point of the PV source at any given time step. Therefore, it is important that the state space is large enough
to provide all the necessary knowledge to the agent and allow him to distinguish between different operating conditions. Nonetheless, the state space should be kept as small as possible to make the method computationally efficient. Lastly, the set of states for a RL model must be discrete.

2.2.2. Actions

A discrete set of actions exists in every MDP solving algorithm. In the case of MPPT control, the actions performed by an agent must somehow shift the operating point of the PV source. As explained previously, the operating point can be shifted by increasing or decreasing the duty cycle of the power converter, hence the action set that an agent chooses from must include positive and negative values. Negative action values reduce the duty cycle of the converter while the opposite happens for positive action values. It is also crucial that actions that cause small fluctuations of the duty cycle are included in order the operating point to be as close as possible to the MPP. With all the above in mind, the action list can be defined as $A = \{\Delta D_1, \Delta D_2, \cdots, \Delta D_n\}$, where $\Delta D$ is the change of the duty cycle and $n$ is the number of the available actions and can vary depending on the desired performance of the MPPT controller. Larger action sets might potentially offer faster and more accurate MPPT performance at the cost of more state–action pairs of the Q-table.

2.2.3. Reward

Reward signal sent to the agent from the environment plays a vital role in an agent’s learning phase. In most cases, reward is defined in such a way that is positive when good actions are chosen and negative or zero, otherwise. A negative reward signal for bad actions could encourage the agent to seek the MPP faster. Thusly, the agent will be able to distinguish between positive and negative actions. In [23] the reward for achieving an operating point very close to the MPP is set to 10, and 0 in any other case. In [22] the reward signal is defined as $\Delta P$. This way, a positive reward value is provided to the agent for actions that increase power output of the PV source, while actions that reduce the power output provide a negative reward value to the agent.

In this paper, the proposed reward signal when the PV source operates at MPP is 1. The reward values when that is not the case are normalized and range between 0 and 1 for positive $\Delta P$ values, and between $-1$ and 0 for negative $\Delta P$ values.

2.2.4. Balancing Exploration and Exploitation

The agent’s policy determines which action is performed in every state. Finding an optimal policy will allow the agent to maximize the accumulated long-term reward. The optimal policy can be extracted by allowing the agent enough exploration rounds, in which random actions are performed and thereafter are evaluated using the reward signal. Yet, too many exploration rounds mean that the agent is taking actions that are not necessarily the best for the state that he’s located and does not exploit the knowledge that has already gathered from previous exploration rounds. So, an action-selection strategy is needed to ensure that balance between exploration and exploitation exists.

The $\varepsilon$-greedy selection strategy represents one simple approach to solve the problem of balance. When $\varepsilon$-greedy is employed, the probability of performing the action with the best outcome is $1 - \varepsilon$, while the probability to choose a random exploration action is $\varepsilon$, where $0 \leq \varepsilon \leq 1$. Although simple, this strategy comes with some setbacks. One of them, that will affect the performance of MPPT method, is the fact that after a good or optimal policy has been found, the agent will perform a random action $\varepsilon$ of the time, which will entail a power loss. In addition, it is desirable that the agent will perform more exploration when a new state is presented and less when the agent comes across a state that has been revisited several times. To overcome the aforementioned issues, a modified version of the $\varepsilon$-greedy selection strategy is proposed.
2.3. Q-Learning and SARSA Algorithms

This subsection aims to briefly explain some basic aspects of one-step Q-learning and one-step SARSA algorithms. These algorithms are very similar and the major difference between them is the policy update rule. Q-learning uses an off-policy update rule, meaning that it does not follow the policy that it updates and the cost of exploration is not taken into account. The one step Q-learning uses the following update rule [26]:

\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + a \left[ R + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t) \right]
\]  

(11)

where \(0 \leq a \leq 1\) is the learning rate, \(0 \leq \gamma \leq 1\) is the discount factor and \(R\) is the reward. A higher discount factor value will allow the method to focus on the long-term reward rather than the short-term. Also, the learning rate should be kept relatively low in order to allow steady convergence of the learning. The usage of Equation (11) forms a so-called Q-table with state–action pairs and once its complete, the optimal policy is exported. It’s worth noting that the Q-table is updated every time the agent performs an action and even after the optimal policy has been found.

On the other hand, an on-policy update rule is being employed in SARSA algorithm. Thus, the cost of exploration is taken into consideration. The update rule for the one-step SARSA algorithm is given by (12):

\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + a[R + \gamma Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t)].
\]  

(12)

The procedure of forming the Q-table is the same for both algorithms. The only difference between them is the update rule that is being followed in every step. The different update rule enables SARSA to learn faster than the Q-learning algorithm. However, this makes SARSA a more conservative algorithm and the probability of finding the optimal policy is higher for Q-learning. Details about the implementation of the algorithms will be given in Section 2.5.

2.4. Evolutionary Algorithms

Optimization algorithms aim to find the optimal solution of a problem by trying different parameter values and continuously simulate the problem.

2.4.1. Big Bang—Big Crunch Algorithm

Big Bang—Big Crunch (BB—BC) is comprised of two stages, namely the big bang, in which random points are generated inside a search space, and the big crunch which forces those points to converge to an optimal one [21]. The steps that compose BB—BC algorithm are:

- **Step 1:** Creation of initial population \(N\) representing possible solutions of the optimization problem.
- **Step 2:** Evaluation of each candidate solution using a fitness function. The best fitness individual is chosen as the center of mass \(x^c\).
- **Step 3:** Creation of new candidate solutions around the center of mass, using Equation (13):

\[
\frac{\text{new}}{x} = \frac{\text{old}}{x} + \frac{lr}{k}
\]  

(13)

where \(l\) is the parameter upper limit, \(r\) is a normal number and \(k\) is the iteration step.
- **Step 4:** Return to step 2 until stopping criteria have been met.
In every iteration, new candidate solutions are spread around the best fitness individual of the previous iteration and at the same time, around the entire search space. In this manner, the best solution is being constantly improved while the entire search space is being scanned for a better one. As the iteration step increases, BB—BC will focus more on searching near the best, so far, solution. Furthermore, the radius of the search space will get smaller, fact that will allow the algorithm to converge to the optimal point.

2.4.2. Genetic Algorithm

GA is an evolutionary algorithm inspired by the process of natural selection based on the abstraction of Darwin’s evolution of biological systems. Genetic algorithm uses genetic operators such as crossover and recombination, mutation, and selection. The main concept of this algorithm is that a group of coded candidate solution called population is evolving toward better solutions. The coded candidate solution is called chromosome. Each individual solution is evaluated via an objective function. The better individuals are stochastically selected to combine new candidate solutions through crossover and a mutation with determinate probability is applied over the chromosomes. Through this process new population is formed and the aforementioned process is repeated for a finite number of iterations. In this paper, the GA toolbox of MATLAB is used for optimize the parameters of the proposed algorithms.

2.5. Simulation Configuration

This chapter focuses on providing the exact simulation configuration, including the parameters selected for the PV sources, the DC-DC converter and the Q-learning, SARSA and BB—BC algorithms. All the simulations were run using MATLAB and Simulink R2015a.

2.5.1. PV Sources, DC-DC Converter, Load, and PWM Signal

In many cases, PVs are connected in series or in parallel to increase the output voltage and current, respectively. So, one of the targets of this paper was the design of an MPPT control method that could be applied in PV systems with different power outputs. Table 1 presents the characteristics of the PV sources that were used in the simulations.

Table 1. PV Source Parameters.

| Parameter | Photovoltaic Sources | PV1 | PV2 | PV3 | PV4 |
|-----------|----------------------|-----|-----|-----|-----|
| V_{oc} (V) |                       | 73.2| 36.6| 73.2| 366 |
| I_{sc} (A) |                       | 15.94| 7.97| 7.97| 71.73 |
| V_{mpp} (V) |                      | 58.6| 29.3| 58.6| 293 |
| I_{mpp} (A) |                      | 14.94| 7.47| 7.47| 67.23 |
| P_{mpp} (W) |                      | 876| 219| 438| 19699 |
| η_{iscT} |                       | 0.0010199| 0.0010199| 0.0010199| 0.0010199 |
| η_{vocT} |                       | -0.00361| -0.00361| -0.00361| -0.00361 |

P_{mpp} is the maximum power that the PV source can deliver under STC. The rest of the parameters were presented and explained in Equations (6)–(10) at Section 2.1 and are used in the simulations to produce the current and voltage for different environmental conditions. PV2 of Table 1 is a commercial module and the rest of the systems are created by connecting multiple PV2 modules in series and/or in parallel. More specifically, PV1 is created by connecting two rows in parallel and each row consists of two modules connected in series. This will allow testing the MPPT methods for both higher current and voltage. Similarly, PV3 is formed by connecting two modules in series. This approach will test the methods for systems capable of producing higher voltage only. And lastly, PV4 represents a high-power source and is consisted of 9 rows connected in parallel, with each row composed by 10 modules connected in series.
Furthermore, testing the proposed methods under STC is necessary to validate their ability to achieve true MPP and, using additional values of temperature and irradiance, ensures that the control methods are capable to perform their task under varying environmental conditions.

Regarding DC-DC converter, the input and output capacitance values are chosen to be 1 mF, the inductance of the coil is set to 1 mH, the ohmic resistance of the diode is set to 1 mΩ and the switching frequency is set at 10 kHz. The load connected to the converter is 0.5 Ω and the duty cycle is restricted between 0.1 and 0.9.

2.5.2. Q-Learning and SARSA Implementation

The state vector is chosen to be \((V, I, d)\), where \(V\) and \(I\) are the normalized and discretized values of voltage and current, respectively. The open circuit voltage and the short circuit current of each PV source under STC, are used for the normalization process, therefore normalized voltage and current values range between 0 and 1. The normalized values are then discretized to form a group of 20 possible value spaces that each variable can fall into. For example, when the output voltage of PV1 equals to 30 V, the normalized value would be \(\frac{30}{73.2} \approx 0.41\) and the state variable \(V_{PV}\) after the discretization process would equal 8. The process is the same for finding the state variable \(I_{PV}\). State variable \(d\) depends from the result of Equation (14):

\[
\text{deg} = \tan^{-1}\left(\frac{dI_{PV}}{dV_{PV}}\right) + \tan^{-1}\left(\frac{I_{PV}}{V_{PV}}\right)
\]  

where \(V\) and \(I\) are the output voltage and current of the PV source at any moment, respectively. Variable \(\text{deg}\) in Equation (14) ranges between \(-90^\circ\) and \(90^\circ\), is used to separate between different environmental conditions and MPP is achieved only when it equals to 0. Therefore, state \(d\) is set to be 1 when \(\text{deg} \in [-5^\circ, 5^\circ]\) and 0, in any other case. Consequently, the state space is formed by 800 states. Moreover, the action list is defined as \(A = \{-0.1, -0.01, 0, 0.01, 0.1\}\) and each action is the change \(\Delta D\) of the duty cycle sent to the PWM generator. In this manner, a Q-table is created, consisting of 800 × 5 state–action pairs.

As for the reward, it is important to discriminate between the three possible outcomes that an action can cause. For this reason, Equation (15) is used:

\[
R = \begin{cases} 
1, & \text{deg} \in [-5^\circ, 5^\circ] \text{ and } \Delta D = 0 \\
\frac{\Delta P}{P_{mppr}} & \text{otherwise}
\end{cases}
\]

This definition of the reward signal offers some advantages. First and foremost, the reward signal of 1, which is the higher possible value, is provided by the environment when the agent operates at MPP. In any other case the agent will receive a reward ranging from \(-1\) to 0, since \(P_{mppr}\) represents the power produced under STC and \(\Delta P\) is the power produced difference between two successive time steps. Incorporation of a negative reward encourages the agent to avoid actions with negative outcomes. Lastly, \(P_{mppr}\) is a fundamental PV characteristic given by all manufacturers and therefore, the same philosophy is used to define the reward for every PV source used in this paper.

Exploration is carried out by employing a modified version of the \(\varepsilon\)-greedy selection strategy. One of the main goals is to allow the agent to perform enough exploration actions when he’s located on an unvisited or rarely visited state. For this reason, every state has a different corresponding \(\varepsilon\) value, initially set to 1, and that value is decreasing by 0.11 every time a random action is performed. This way, every time an agent visits the same state the probability of exploring will be decreasing from 1 to 0.89 to 0.78 and so on, until it reaches 0.01 which is the capped minimum value. The main strength of this modified \(\varepsilon\)-greedy selection strategy is that allows the agent to perform more likely exploration rounds when unvisited states, and less probably when frequently encountered states, are provided. Nevertheless, the agent will still perform random actions even after the MPP has been reached with probability 0.01 and power losses will occur, every now and then.
Figure 2 presents the flowchart of both algorithms. The update of Q(s, a) for Q-learning uses the update rule given in (11), while for SARSA Equation (12) is applied. The learning rate $\alpha$ is chosen to be 0.1 to allow convergence to the optimal policy, the discount factor $\gamma$ is set to 0.9, to make the agent focus on long-term reward rather than the short-term, and the sampling time that simulations run for both algorithms is 0.01.
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2.5.3. Evolutionary Algorithms

The chosen optimization variable is $\vec{x} = (a_1, a_2, a_4, a_5, \gamma, \varepsilon_{rr})$, where $a_1, a_2, a_4, a_5$ are the actions of the agent, previously set at $-0.1, -0.01, 0.01, $ and $0.1$, respectively, $\alpha$ is the learning rate and $\gamma$ is the discount factor. It should be noted, that the action $\alpha_3$, which equals zero, was not included due to the fact that oscillations after achieving MPP are undesirable. The variable called $\varepsilon_{rr}$ stands for “$\varepsilon$ reduction rate” and it is initially set to 0.11. By adjusting this variable, the agent will perform more or less exploration actions, depending on the value given. Both the initial population $N$ and the number of iterations, are set to 30. The cost function used to evaluate the candidate solutions is given in Equation (16):

$$f = \frac{1}{1 + E}$$ (16)

where $E$ is the produced energy by the PV source over the 24-s simulation time.

Tables 2 and 3 present the search space for every parameter for BB—BC and for GA respectively.

Table 2. Search space of candidate solutions for BB—BC.

| Parameter | Initial Value | Search Space |
|-----------|---------------|--------------|
| $\alpha_1$ | $-0.1$ | $[-0.15, -0.05]$ |
| $\alpha_2$ | $-0.01$ | $[-0.05, -0.001]$ |
| $\alpha_4$ | $0.01$ | $[0.001, 0.05]$ |
| $\alpha_5$ | $0.1$ | $[0.05, 0.15]$ |
| $\gamma$ | $0.9$ | $[0, 1]$ |
| $\varepsilon_{rr}$ | $0.11$ | $[0, 1]$ |

where $r$ is a randomly created number following uniform distribution in space $[-0.02, 0.02]$.

Table 3. Search space of candidate solutions for genetic algorithms (GA).

| Parameter | Search Space |
|-----------|--------------|
| $\alpha_1$ | $-0.05$ | $-0.15$ |
| $\alpha_2$ | $-0.001$ | $-0.05$ |
| $\alpha_4$ | $0.05$ | $0.001$ |
| $\alpha_5$ | $0.15$ | $0.05$ |
| $\alpha$ | $1$ | $0$ |
| $\gamma$ | $1$ | $0$ |
| $\varepsilon_{rr}$ | $1$ | $0$ |

The options of the GA algorithm are set according to Table 4.

Table 4. Option settings of GA.

| Option                  | Value          |
|-------------------------|----------------|
| Population Size         | 30             |
| Number of Generation    | 30             |
| Mutation Rate           | 0.01           |
| Crossover Fraction      | 0.8            |
| Selection Function      | Roulette       |
| Reproduction (EliteCount ceil) | $0.05 \times 30$ |
3. Results

3.1. Q-Learning and SARSA for Different PV Sources and Environmental Conditions

The first stage of the simulations is the test of the proposed MPPT methods for different irradiance and temperature levels. These can be seen in Figure 3a,b, and represent frequently encountered operating conditions of most PV installation locations.

![Figure 3](https://example.com/figure3.png)

**Figure 3.** Simulation environmental conditions: (a) Incident irradiance on PV source; (b) PV temperature.

Figures 4a–7a show the power extraction at every moment of PV1, PV2, PV3, and PV4, respectively, for the Q-learning algorithm. The corresponding duty cycle of the buck converter can be seen in Figures 4b–7b. The Figures show that the agent performs exploration actions every time an unvisited state is provided. After enough exploration rounds have been completed, the agent is capable of reaching MPP very quickly once an explored state is given. For example, in Figure 4a the same environmental conditions are present between 0 and 3 s, and between 6 and 9 s. In the first case, almost half of the time the agent performs exploration actions, while in the latter, the agent exploits the knowledge gained from previous exploration rounds and selects the action with the best outcome. Additionally, it is worth noting that even though the MPP is not reached in some time periods, after the same environmental conditions are encountered, the agent exhibits better response by either achieving MPP or improving. Lastly, power losses periodically occur due to random actions, even after MPP has been achieved, due to the action selection strategy $\epsilon$-greedy.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** PV1 simulation results with Q-learning RLMPPT method: (a) Output power of PV source; (b) buck converter duty cycle.
Figure 5. PV2 simulation results with Q-learning RLMPPT method: (a) Output power of PV source; (b) buck converter duty cycle.

Figure 6. PV3 simulation results with Q-learning RLMPPT method: (a) Output power of PV source; (b) buck converter duty cycle.

Figure 7. PV4 simulation results with Q-learning RLMPPT method: (a) Output power of PV source; (b) buck converter duty cycle.

Figures 8a–11a show the produced power at every moment from PV1, PV2, PV3, and PV4, respectively, for the SARSA algorithm. The corresponding duty cycle of the buck converter is depicted in Figures 8b–11b. The performance of this method is similar to Q-learning with the only difference being that after the MPP has been found, this method stabilizes at it, in contrast with Q-learning that oscillations exist in some cases and can be seen in Figures 5a and 7a. It is also worth pointing out that both algorithms fail to find the exact MPP in time periods 0–3 s and 6–9 s for PV3. This can be seen in Figures 6a and 10a.

Figure 8. PV1 simulation results with SARSA RLMPPT method: (a) Output power of PV source; (b) buck converter duty cycle.
Table 5 presents the produced energy for every PV source for both RL algorithms. The results suggest that SARSA is slightly better than Q-learning in terms of produced energy.

| PV Source | Produced Energy (KJ) |
|-----------|----------------------|
| PV1       | Q-Learning Algorithm: 14.489, SARSA Algorithm: 14.700 |
| PV2       | Q-Learning Algorithm: 3.476, SARSA Algorithm: 3.522 |
| PV3       | Q-Learning Algorithm: 7.216, SARSA Algorithm: 7.369 |
| PV4       | Q-Learning Algorithm: 332.880, SARSA Algorithm: 338.590 |

3.2. Q-Learning and SARSA Optimization

The second stage of the simulations is the application of BB—BC and GA for each algorithm on PV1 source and the validation of the results. Table 6 presents the parameter values obtained after applying BB—BC for each algorithm on PV1. These new parameter values are used in the simulations of the RLMPPT methods on the rest of the PV sources.
Table 6. Parameter values for each algorithm after the application of BB—BC.

| Parameter     | Initial Value | Value Obtained from BB—BC         |
|---------------|---------------|-----------------------------------|
|               |               | Q-Learning Algorithm             | SARSA Algorithm             |
| $\alpha_1$    | $-0.1$        | $-0.0659$                         | $-0.0323$                   |
| $\alpha_2$    | $-0.01$       | $-0.008$                          | $0.0196$                    |
| $\alpha_4$    | $0.01$        | $0.0362$                          | $0.0281$                    |
| $\alpha_5$    | $0.1$         | $0.1158$                          | $0.0424$                    |
| $\alpha$      | $0.1$         | $0.4091$                          | $0.0969$                    |
| $\gamma$      | $0.9$         | $0.3430$                          | $0.6071$                    |
| $\varepsilon_{rr}$ | $0.11$      | $0.2491$                          | $0.2415$                    |

Because the initial population $N$ and the number of iterations $k$, are set to 30, there is a probability that the optimal values are not found after the application of BB—BC. These values are selected after trials which aim to balance the running time of the algorithm in conjunction to obtained values that enhanced the overall performance. Higher values of $N$ and $k$ result to obtained values that lead in slightly better performance but the running time of the algorithm is increased exponentially. The optimization algorithm increased the $\varepsilon_{rr}$ variable value for both algorithms, which leads to less exploration rounds performed by the agent. The discount factor was drastically reduced and the learning rate was increased, for both algorithms, leading to a more shortsighted agent and to faster convergence. Finally, after enough exploration rounds occur from every state, the agent will stop exploring completely. The reason for this change was to prevent power losses after finding the MPP.

Figures 12a–15a show the produced power every moment from each PV source for Q-learning algorithm with the optimized parameters. The corresponding duty cycle of the buck converter is given in Figures 12b–15b. Less exploration actions cause the agent to achieve operation at MPP much faster. Moreover, the Q-learning algorithm exhibited oscillations at certain time periods on PV2 and PV4, which are now eradicated.

![Figure 12](image1.png)

**Figure 12.** PV1 simulation results with Q-learning RLMPPT method, after the optimization with BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.

![Figure 13](image2.png)

**Figure 13.** PV2 simulation results with Q-learning RLMPPT method, with usage of parameter values from BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.
Figure 14. PV3 simulation results with Q-learning RLMPPT method, with usage of parameter values from BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.

Figure 15. PV4 simulation results with Q-learning RLMPPT method, with usage of parameter values from BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.

The same graphs for the SARSA algorithm are presented in Figures 16–19. The exact MPP is achieved in most time periods and once previous environmental conditions occur, the agent can track the MPP rapidly. In addition, after achieving operation at the MPP, the control method does not exhibit oscillations around it, for the vast majority of time periods.

Figure 16. PV1 simulation results with SARSA RLMPPT method, after the optimization with BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.

Figure 17. PV2 simulation results with SARSA RLMPPT method, with usage of parameter values from BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.
The same graphs for the SARSA algorithm are presented in Figures 16–19. The exact MPP is achieved in most time periods and once previous environmental conditions occur, the agent can track the MPP rapidly. In addition, after achieving operation at the MPP, the control method does not exhibit oscillations around it, for the vast majority of time periods.

(a) Output power of PV source; (b) buck converter duty cycle.

Figure 16. PV1 simulation results with SARSA RLMPPT method, after the optimization with BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.

Figure 17. PV2 simulation results with SARSA RLMPPT method, with usage of parameter values from BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.

Figure 18. PV3 simulation results with SARSA RLMPPT method, with usage of parameter values from BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.

Figure 19. PV4 simulation results with SARSA RLMPPT method, with usage of parameter values from BB—BC: (a) Output power of PV source; (b) buck converter duty cycle.

Table 7 presents the produced energy of each algorithm after the optimization of the aforementioned parameters, along with the percent change compared to the produced energy before the optimization by BB—BC.

Table 7. Produced energy for each algorithm and % change.

| PV Source | Produced Energy(KJ) | % Change of Produced Energy |
|-----------|---------------------|----------------------------|
|           | Q-Learning | SARSA   | Q-Learning | SARSA   |
| PV1       | 15.211     | 15.321  | 5.0        | 4.2     |
| PV2       | 3.763      | 3.842   | 8.3        | 9.1     |
| PV3       | 7.390      | 7.819   | 2.4        | 6.1     |
| PV4       | 339.980    | 354.360 | 2.1        | 4.5     |

In Figures 20a and 21a the frequency distribution of variable deg for each RL algorithm, which results from Equation (14), can be seen. Figures 20b and 21b show that the optimization algorithm increases the frequency that variable deg is close to or equal to zero. This change is expected since the produced energy is higher after the application of BB—BC and PVs produce the most energy when variable deg is zero.

Table 8. Parameters of the fitted Gaussian functions for all the PV sources for both algorithms before and after the applications of the BB—BC algorithm.

The parameters of the fitted Gaussian functions (center and standard deviation) for all the PV sources for both algorithms before and after the applications of the BB—BC algorithm are presented in Table 8. After the application of the BB—BC algorithm, in all cases the standard deviation is decreased and in most cases the center is moved closer to zero.
Table 7 presents the produced energy of each algorithm after the optimization of the aforementioned parameters, along with the percent change compared to the produced energy before the optimization by BB—BC.

Table 7. Produced energy for each algorithm and % change.

| PV Source | Produced Energy (KJ) | % Change of Produced Energy |
|-----------|----------------------|----------------------------|
| Q-Learning | SARSA | Q-Learning | SARSA |
| PV1       | 15.211 | 15.321 | 5.0 | 4.2 |
| PV2       | 3.763 | 3.842 | 8.3 | 9.1 |
| PV3       | 7.390 | 7.819 | 2.4 | 6.1 |
| PV4       | 339.980 | 354.360 | 2.1 | 4.5 |

In Figures 20a and 21a the frequency distribution of variable deg for each RL algorithm, which results from Equation (14), can be seen. Figures 20b and 21b show that the optimization algorithm increases the frequency that variable deg is close to or equal to zero. This change is expected since the produced energy is higher after the application of BB—BC and PVs produce the most energy when variable deg is zero.

In order to have a comparison measure for the performance of the optimization algorithm BB—BC, a genetic algorithm was applied to both RL methods. GAs are based on evolutionary theory and are capable of finding the globally optimum parameter according to Ref. [21]. Table 8 presents the values of the optimization variables and Table 9 exhibits the produced energy after the optimization with BB—BC and GA for each RL algorithm.
Table 9. Parameter values for each algorithm after the application of GA.

| Parameter | Initial Value | Value Obtained from GA |
|-----------|---------------|------------------------|
|           |               | Q-Learning Algorithm   | SARSA Algorithm       |
| $\alpha_1$ | $-0.1$       | $-0.0605$               | $-0.0657$             |
| $\alpha_2$ | $-0.01$      | $-0.0110$               | $-0.0045$             |
| $\alpha_3$ | $0.01$        | $0.0440$                | $0.0252$              |
| $\alpha_4$ | $0.1$         | $0.1311$                | $0.0542$              |
| $\alpha_5$ | $0.9$         | $0.1112$                | $0.0327$              |
| $\gamma$   | $0.11$        | $0.6552$                | $0.2518$              |

Table 10. Produced energy for each RL algorithm after the application of different optimization method.

| PV Source | Produced Energy after BB—BC (KJ) | Produced Energy after GA (KJ) |
|-----------|----------------------------------|-----------------------------|
|           | Q-Learning | SARSA | Q-Learning | SARSA |
| PV1       | 15.211     | 15.321 | 15.504     | 15.740 |
| PV2       | 3.763      | 3.842  | 3.836      | 3.540  |
| PV3       | 7.390      | 7.819  | 7.613      | 7.454  |
| PV4       | 339.980    | 354.360| 331.050    | 350.960|

Table 10 suggests that both optimization algorithms achieve similar energy results. GA is slightly better on the PV1 source that RL algorithms were optimized on. However, the SARSA algorithm which was optimized by BB—BC exhibits superior performance on PV2, PV3, and PV4. Figure 22a,b demonstrate the P-t graph for each RL algorithm after the application of GA.

Figure 22. Output power of PV1 after optimization by GA: (a) With SARSA control method and (b) Q-learning method.

3.3. RL and FLC Comparison

The third stage of the simulations is the comparison of these methods with another soft computing method like a FLC. The FLC is a Takagi Sugeno Kang (TSK) controller with two inputs and one output. The first input of the controller is the slope $\beta$ of the power–voltage (P–V) curve:

$$\beta(\rho) = \frac{P(\rho) - P(\rho - 1)}{V(\rho) - V(\rho - 1)}$$ (17)
where \( \rho \) is the sample time and equals to 0.01 sec (the same sample time is used in the proposed methods). At the MPP the slope \( \rho \) equals to zero. The second input is the change of the slope:

\[
\Delta \beta(\rho) = E(\rho) - E(\rho - 1)
\]  

(18)

The output of the FLC is the change of the duty cycle \( \Delta D \) which is accumulated to arise the duty cycle signal that drives the buck converter [30]. For both inputs, five triangular membership functions are used in the range of \([-1, 1]\). For this reason, the slope \( \beta \) and the \( \Delta \beta \) need conditioning in the same range. The membership functions are presented in Figure 23. The scaling factors for conditioning the two input signals equals to 0.01 for the first input and to 0.1 for the second one. These values arise by trial-and-error method for the PV1 and the same procedure must be followed to obtained new values if another PV source is used.

For the output, five singleton sets are used \{PB = \frac{0.1}{0.01}, PS = \frac{0.01}{0.01}, ZE = \frac{0}{0.01}, NS = \frac{-0.01}{0.01}, NB = \frac{-0.1}{0.01}\}. The PB, PS, ZE, NS, and NB stand for positive big, positive small, zero, negative small, and negative big, respectively. The fuzzy rules are presented in Table 11 and have been obtained by trials for the PV1.

| \( \beta \) \( \Delta \beta \) | PB | PS | ZE | NS | NB |
|---|---|---|---|---|---|
| PB | ZE | PS | PB | PB | PB |
| PS | NS | ZE | PS | PB | PB |
| ZE | PS | ZE | NS | NS | NB |
| NS | PS | ZE | NS | NB | NB |
| NB | ZE | NS | NB | NB | NB |

The comparison between the FL controller and the Q-learning RLMPPT (before optimization) is presented in Figure 24a for the PV1 and in Figure 24b for the PV4. The Q-learning RLMPPT is selected for this comparison as its efficiency is a little bit lower than the SARSA. The PV1 and PV4 are selected for this comparison as they are two sources with completely different characteristics. In the PV1 the overall performance of the FLC is better than the Q-learning RLMPPT. For new environmental conditions, the Q-learning RLMPPT has to explore the new state–action pairs. On the other hand, for conditions that have been met before the performance of the Q-learning RLMPPT is better with no oscillations around the MPP. This is obvious in the time periods between 6–9 s, 9–12 s, 18–21 s, and 21–24 s. In the PV4, the overall performance of the Q-learning RLMPPT is better than the FLC. The FLC cannot successfully track the MPP and a lot of oscillations are observed. The FLC
needs resetting to its parameters for the specific source such as editing to the fuzzy rules and/or new values to the scaling factors of the inputs. This is a hard and time-consuming procedure. On the other hand, the Q-learning RLMPPT after the exploration phase is able to track the MPPT and for this source.

![Figure 24. Simulation results with Q-learning RLMPPT (red line) and FL controller (blue line): (a) Output power of PV1 source; (b) output power of PV4 source.](image)

To conclude, the application of evolutionary optimization algorithms improves greatly the performance of both RL algorithms, which is illustrated in the P-t graphs. The optimized parameters allow the methods to find the exact MPP in time periods where they could not before the optimization and do so faster. For example, both methods could not find the exact MPP before optimization for PV3 and time periods 0–3 s and 6–9 s. Figures 14a and 18a indicate that, that is no longer the case. Furthermore, these parameters improve the energy production in every PV source, despite the fact that the evolutionary algorithms were applied for both algorithms only on PV1. Additionally, Table 5, Table 7, and Table 10 indicate that SARSA achieves higher energy production for every PV source, before and after the application of the optimization algorithms. Finally, the comparison between the Q-learning and the FLC highlights the universality of the proposed methods. The energy production of the FLC, for the PV1 source, equals to 15.664 KJ and is greater than the energy produced by Q-learning which equals to 14.488 KJ. On the other hand, the energy production of the FLC is much lower (295.56 KJ) compared to the energy produced by the Q-learning (335.94 KJ) when a different source is used (PV4).

4. Discussion

In this paper, two universal RL methods are presented that can solve the MPPT problem by modeling it as an MDP. Both methods are independent of PV characteristics and can be applied on any PV array with the only knowledge required being VOC, ISC, and P_MPP under STC, which are always given by the manufacturer. Moreover, they display their MPP tracking ability for substantial changes of environmental conditions.

A fast and capable of converging to the optimal solution is achieved using evolutionary algorithms. These metaheuristic algorithms are also employed to further improve both proposed methods. The results suggest that, even though these algorithms are performed for each method on a particular PV source, the performance for both methods on different PV sources is remarkable. Furthermore, this study has shown that SARSA algorithm is superior to Q-learning in terms of energy production, since the energy extracted from every PV source is higher, with and without the parameter values from the optimization algorithm, than that of Q-learning algorithm.

Further research could be conducted to determine the effectiveness of the proposed methods under partial shading conditions. In addition, the exploration strategy could be modified in such way that actions already chosen before, would be unlikely to be reselected in contrast with actions never taken before. Additionally, since fourth decimal point of an action will barely change the performance of the RL methods, evolutionary
algorithms should focus on choosing candidate solutions belonging to a discrete set of values. In further study the proposed learning algorithms will be motivated for hardware implementation to real conditions.
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**Abbreviations**

| Acronyms | Description |
|----------|-------------|
| BB—BC    | Big Bang—Big Crunch |
| FLC      | Fuzzy Logic Controller |
| GA       | Genetic Algorithm |
| IC       | Incremental Conductance |
| MDP      | Markov Decision Process |
| MPP      | Maximum Power Point |
| MPPT     | Maximum Power Point Tracking |
| NN       | Neural Network |
| OCV      | Open Circuit Voltage |
| PID      | Proportional, Integral and Derivation |
| PSO      | Particle Swarm Optimizer |
| PV       | PhotoVoltaic |
| PWM      | Pulse Width Modulation |
| R&O      | Perturb & Observe |
| RES      | Renewable Energy Sources |
| RL       | Reinforcement Learning |
| SARSA    | State Action Reward State Action |
| SCC      | Short Circuit Current |
| STC      | Standard Test Conditions |
| QT       | Q Table |
| εrr      | ε reduction rate |

| Constants |
|-----------|
| A         | Action list |
| G_r       | Reference irradiance incident on PV for STC |
| I_MPP     | Current at MPP |
| I_MPPr    | PV current at MPP for STC |
| I_SC      | PV short circuit current |
| I_sc      | Short circuit current for STC |
| I         | Optimization parameter upper limit |
| N         | Initial population of solutions |
| n_IscT    | Temperature coefficient of short circuit current |
| n_IocT    | Temperature coefficient of open circuit voltage |
| P_MPP     | PV power output at MPP for STC |
| T_r       | Reference temperature for STC |
| V_MPP     | Voltage at MPP |
| V_MPPr    | PV voltage at MPP for STC |
| V_OC      | PV open circuit voltage |
| V_sc      | Open circuit voltage for STC |
| ρ         | Sample time |

**Variables**

|       | Description |
|-------|-------------|
| D     | Duty cycle |
| E     | PV produced energy |
| E_RRBC| PV produced energy after optimization |
| f     | Cost function |
| G_PV  | Solar irradiance incident on PV |
| I_PV  | Output current of PV |
| k     | Iteration step |
| P_in  | Input power of buck converter |
| P_MPP | PV power output at MPP |
| P_out | Output power of buck converter |
| R     | Reward signal |
| r     | Random normal number |
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