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Abstract In this paper, we construct framelets associated with a sequence of quadrature rules on the simplex $T^2$ in $\mathbb{R}^2$. We give the framelet transforms — decomposition and reconstruction of the coefficients for framelets of a function on $T^2$. We prove that the reconstruction is exact when the framelets are tight. We give an example of construction of framelets and show that the framelet transforms can be computed as fast as FFT.

1 Introduction

Multiresolution analysis on a simplex $T^2$ in $\mathbb{R}^2$ has many applications such as in numerical solution of PDEs and computer graphics [9, 10, 12]. In this paper, we construct framelets (or a framelet system) on $T^2$, following the framework of [26], and give the transforms of coefficients for framelets.

Framelets are localised functions associated with quadrature rules of $T^2$. Each framelet is scaled at a level $j$, $j = 0, 1, \ldots$ and translated at a node of a quadrature rule of level $j$. The framelet coefficients for a square-integrable function $f$ on the simplex are the inner products of the framelets with $f$ on $T^2$. We give the framelet transforms which include the decomposition and reconstruction of the coefficients for framelets. Since the framelets are well-localised, see e.g. [18], the decomposition
gives all approximate and detailed information of the function $f$. This plays an important role in signal processing on the simplex.

For levels $j$ and $j + 1$, the decomposition estimates the framelet coefficients of level $j + 1$ by the coefficients of level $j$. The reconstruction is the inverse, which estimates the coefficients of level $j$ by the level $j + 1$. Such framelet transforms are significant as by decompositions or reconstructions, we are able to estimate high-level framelet coefficients from the bottom level 0, or the inverse.

We show that when the quadrature rules and masks have good properties, the reconstruction is exact and invertible with the decomposition, see Section 4. We also show that the framelet transforms can be computed as fast as the FFTs, see Section 6.

We construct framelets using tensor-product form of Jacobi polynomials and triangular Kronecker lattices [1] with equal weights, see Section 5.

## 2 Framelets on Simplex

In the paper, we consider the simplex (or the triangle)

$$T^2 := \{ x := (x_1, x_2) | x_1 \geq 0, x_2 \geq 0, x_1 + x_2 \leq 1 \}.$$ 

Let $L_2(T^2)$ be the space of complex-valued square integrable functions on $T^2$ with respect to the normalized Lebesgue area measure $\mu$ on $\mathbb{R}^2$ (i.e. $\int_{T^2} d\mu(x) = 1$), provided with inner product $\langle f, g \rangle := \langle f, g \rangle_{L_2(T^2)} := \int_{T^2} f(x) \overline{g(x)} d\mu(x)$, where $\overline{g}$ is the complex conjugate of $g$, and endowed with the induced $L_2$-norm $\|f\|_{L_2(T^2)} := \sqrt{\langle f, f \rangle}$ for $f \in L_2(T^2)$.

For $\ell \geq 0$, let $\mathcal{Y}_\ell := \mathcal{Y}_\ell(T^2)$ be the space of orthogonal polynomials of degree $\ell$ with respect to the inner product $\langle \cdot, \cdot \rangle_{L_2(T^2)}$. The dimension of $\mathcal{Y}_\ell$ is $\ell + 1$, see [8]. The elements of $\mathcal{Y}_\ell$ are said to be the polynomials of degree $\ell$ on $T^2$. The union of all polynomial spaces $\bigcup_{\ell=0}^{\infty} \mathcal{Y}_\ell$ is dense in $L_2(T^2)$.

As a compact Riemannian manifold, the simplex $\mathcal{T}^2$ has the Laplace-Beltrami operator

$$\Delta := \sum_{i=1}^{2} x_i(1-x_i) \frac{\partial^2}{\partial x_i^2} - 2 \sum_{1 \leq i \leq j \leq 2} x_i x_j \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^{2} (1-3x_i) \frac{\partial}{\partial x_i},$$

with polynomials $P_\ell$ in $\mathcal{Y}_\ell$ as the eigenfunctions and with (square-rooted) eigenvalues $\lambda_\ell := \sqrt{\ell(\ell+2)}$:

$$-\Delta P_\ell = \lambda_\ell^2 P_\ell, \quad \ell \in \mathbb{N}_0,$$

where $\mathbb{N}_0 := \{0, 1, 2, \ldots\}$.

Let $L_1(\mathbb{R})$ be the space of absolutely integrable functions on $\mathbb{R}$ with respect to the Lebesgue measure and let $l_1(\mathbb{Z})$ be the set of $l_1$ summable sequences on $\mathbb{Z}$. For $r \geq 1$, let $\Psi := \{ \alpha; \beta^1, \ldots, \beta^r \}$ be a set of $(r + 1)$ functions in $L_1(\mathbb{R})$, which are
associated with a filter bank \( \mathbf{\eta} := \{ a; b_1, \ldots, b_r \} \subset l_1(\mathbb{Z}) \) satisfying

\[
\hat{\alpha}(2\xi) = \hat{\alpha}(\xi), \quad \hat{\beta}^n(2\xi) = \hat{\beta}^n(\xi), \quad n = 1, \ldots, r, \quad \xi \in \mathbb{R},
\]

where \( \tilde{g}(\xi) := \int_{\mathbb{R}} g(x)e^{-2\pi \alpha \xi} \, dx, \xi \in \mathbb{R} \) is the Fourier transform for \( g \in L_1(\mathbb{R}) \) and \( \hat{h}(\xi) := \sum_{k \in \mathbb{Z}} h_k e^{-2\pi \alpha \xi} \) is the Fourier series of a sequence \( h := (h_k)_{k \in \mathbb{Z}} \in l_1(\mathbb{Z}) \).

Here, the sequences \( a \) and \( b_n \) are said to be low-pass (mask) and high-pass (mask) respectively.

We introduce the continuous and semi-discrete framelets on the simplex following the construction and notation of [26, 7]. The continuous framelets on the simplex \( T^2 \) are, for \( j \in \mathbb{N}_0, \)

\[
\varphi_{j,y}(x) := \sum_{\ell=0}^{m} \hat{\alpha}(\frac{\lambda \ell}{2^j}) \hat{P}_\ell(y) \hat{P}_\ell(x), \\
\psi^n_{j,y}(x) := \sum_{\ell=0}^{m} \hat{\beta}^n(\frac{\lambda \ell}{2^j}) \hat{P}_\ell(y) \hat{P}_\ell(x), \quad n = 1, \ldots, r.
\]

The continuous framelets in (2) are analogues of continuous wavelets in \( \mathbb{R} \). The level “\( j \)” indicates the “dilation” scale and “\( y \)” is the point at which the framelet is “translated”.

Let \( Q_N := \{(w_j,x_j)\}_{j=1}^N \) which is a set of \( N \) pairs of weights \( w_j \) in \( \mathbb{R} \setminus \{0\} \) and points \( x_j \) on \( T^2 \), define the quadrature rule

\[
Q_N[f] := \sum_{k=1}^{N} w_j f(x_j)
\]

for continuous functions \( f \) on \( T^2 \). Let \( Q_{N_j} := \{(\omega_{j,k},x_{j,k})\}_{k=1}^{N_j} \), \( j \in \mathbb{N}_0 \), be a sequence of such quadrature rules. For \( j = 0, 1, \ldots \), the semi-discrete framelets \( \varphi_{j,k} \) and \( \psi^n_{j,k'} \) associated with quadrature rules \( Q_{N_j} \) are defined as the continuous framelets \( \varphi_{j,y} \) and \( \psi^m_{j,y} \) translated at \( x_{j,k} \) and \( x_{j+1,k'} \) respectively. That is, for \( k = 1, \ldots, N_j, \)

\[
\varphi_{j,k}(x) := \sqrt{\omega_{j,k}} \varphi_{j,x_{j,k}}(x) = \sqrt{\omega_{j,k}} \sum_{\ell=0}^{m} \hat{\alpha}(\frac{\lambda \ell}{2^j}) \hat{P}_\ell(x_{j,k}) \hat{P}_\ell(x),
\]

and for \( k' = 1, \ldots, N_{j+1} \) and \( n = 1, \ldots, r, \)

\[
\psi^n_{j,k'}(x) := \sqrt{\omega_{j+1,k'}} \psi^n_{j,x_{j+1,k'}}(x) = \sqrt{\omega_{j+1,k'}} \sum_{\ell=0}^{m} \hat{\beta}^n(\frac{\lambda \ell}{2^j}) \hat{P}_\ell(x_{j+1,k'}) \hat{P}_\ell(x).
\]

We say \( \varphi_{j,k} \) and \( \psi^n_{j,k} \) are low-pass framelet and high-pass framelet respectively.

Note that here we use the \( Q_{N_{j+1}} \) for high-passes due to the scale of \( \psi^n_{j,k'} \) is at \( j + 1 \). This will be clear in Section 5.

We also use the notation \( \psi^n_{j,k} \) for \( \psi^n_{j,k'} \) if no confusion arises.
The framelets $\phi_{j,k}$ and $\psi_{j,k}$, corresponding to the low-pass $a$ and high-pass $b_n$, carry the information of approximations and details in framelet transforms, as we will show below.

## 3 Decomposition for Framelets

In practice, we need to estimate the framelet coefficients of high levels from low-level coefficients. This can be achieved by the decomposition of framelets.

The decomposition for framelets can be realized by the operations of convolution and downsampling as we introduce now.

Let $h \in l_1(\mathbb{Z})$ be a mask satisfying that the support of the Fourier series $\hat{h}$ of $h$ is a subset of $[0, 1/2]$. Let $l(N)$ be the set of complex-valued sequences with supports in $[0, N]$. Let $Q_{N_j} := \{(\omega_{j,k}, x_{j,k})\}_{k=1}^{N_j}, j \in \mathbb{N}_0$, be the quadrature rules for framelets. Let $l(Q_{N_j})$ be the set of sequences $v$ in $l(N_j)$ satisfying that there exists a sequence $u$ in $l_1(\mathbb{Z})$ such that

$$
(v)_k = \sqrt{\omega_{j,k}} \sum_{\ell=0}^{\infty} u_\ell P_\ell(\omega_{j,k} x_{j,k}), \quad k = 1, \ldots, N_j.
$$

We let $\hat{v}_\ell := u_\ell$ (with abuse of notation) be the (generalized) Fourier coefficients of $v$ for the orthonormal basis $P_\ell$ and the quadrature rule $Q_{N_j}$ on $T^2$.

The (discrete) convolution $v \ast j h$ of a sequence $v$ with the mask $h$ is a sequence in $l(Q_{N_j})$ given by

$$
(v \ast j h)_k := \sum_{\ell=0}^{\infty} \hat{v}_\ell \hat{h} \left( \frac{\lambda_\ell}{2^j} \right) \sqrt{\omega_{j,k}} P_\ell(\omega_{j,k} x_{j,k}), \quad k = 1, \ldots, N_j. \tag{5}
$$

Then, the Fourier coefficients of $v \ast j h$ are $(v \ast j h)_\ell = \hat{v}_\ell \hat{h} \left( \frac{\lambda_\ell}{2^j} \right), \ell \in \mathbb{N}_0$.

The downsampling $v_{\downarrow j}$, $j \geq 1$, of a sequence $v \in l(Q_{N_j})$ is a sequence in $l(Q_{N_{j-1}})$ given by

$$
(v_{\downarrow j})_k := \sum_{\lambda_\ell \leq 2^{j-1}} \hat{v}_\ell \sqrt{\omega_{j,k}} P_\ell(\omega_{j,k} x_{j,k}), \quad k = 1, \ldots, N_{j-1}. \tag{6}
$$

For semi-discrete framelets in (3) and (4), the inner products $\langle f, \phi_{j,k} \rangle$ and $\langle f, \psi_{j,k} \rangle$, $n = 1, \ldots, r, j \in \mathbb{N}_0$, $k = 1, \ldots, N_j$ and $k' = 1, \ldots, N_{j+1}$, are said to be framelet coefficients for $f$. For convenience, we let $v_j$ and $w_{j,1} \delta$ denote the framelet coefficients for $f$:

$$
(v_j)_k := \langle f, \phi_{j,k} \rangle, \quad (w_{j,1})_{k'} := \langle f, \psi_{j,k'} \rangle. \tag{7}
$$

The Fourier coefficients of a function $f \in L_2(T^2)$ are $\hat{f}_\ell := \langle f, P_\ell \rangle, \ell \in \mathbb{N}_0$. Let $h$ be a mask in $l_1(\mathbb{Z})$ and $h^*$ be the mask whose Fourier series is conjugate to the Fourier series of $h$. 
The following proposition shows the decomposition for framelet coefficients between adjacent levels.

**Proposition 1.** Let the framelet coefficients for semi-discrete framelets in (3) and (4) be given by (7), where the supports of \(\hat{\alpha}\) and \(\hat{\beta}\) are subsets of \([0, 1/2]\). For \(j = 1, 2, \ldots\), the decomposition from level \(j\) into level \(j - 1\) is

\[
v_{j-1} = (v_j \ast \ast a^*)_{\downarrow j}, \quad w^j_{j-1} = v_j \ast \ast b^*_n, \quad n = 1, \ldots, r. \tag{8}
\]

**Proof.** For \(f \in L_2(T^2)\), by the orthonormality of \(P_l\) and (7),

\[
(v_{j-1})_k = \sqrt{\omega_{j-1,k}} \sum_{\ell \leq 2^{j-1}} \hat{f}_\ell \hat{\alpha}(\frac{\lambda_\ell}{2^{j-1}}) P_l(x_{j-1,k}), \quad k = 1, \ldots, N_{j-1},
\]

\[
(w^j_{j-1})_{k'} = \sqrt{\omega_{j,k'}} \sum_{\ell \leq 2^{j-1}} \hat{f}_\ell \hat{\beta}(\frac{\lambda_\ell}{2^{j-1}}) P_l(x_{j,k'}), \quad k' = 1, \ldots, N_j, n = 1, \ldots, r.
\]

For low-passes, by (1), (5) and (6), for \(k = 1, \ldots, N_{j-1}\),

\[
(v_{j-1})_k = \sqrt{\omega_{j-1,k}} \sum_{\ell \leq 2^{j-1}} \hat{f}_\ell \hat{\alpha}(\frac{\lambda_\ell}{2^{j-1}}) P_l(x_{j-1,k})
\]

\[
= \sqrt{\omega_{j-1,k}} \sum_{\ell \leq 2^{j-1}} \hat{f}_\ell \hat{\alpha}(\frac{\lambda_\ell}{2^{j-1}}) \hat{\alpha}(\frac{\lambda_\ell}{2^{j-1}}) P_l(x_{j-1,k})
\]

\[
= \sqrt{\omega_{j-1,k}} \sum_{\ell \leq 2^{j-1}} (v_j)_\ell \hat{\alpha}(\frac{\lambda_\ell}{2^{j-1}}) P_l(x_{j-1,k})
\]

\[
= ((v_j \ast \ast a^*)_\ell)_k.
\]

For high-passes, for \(k' = 1, \ldots, N_j\) and \(n = 1, \ldots, r\),

\[
(w^j_{j-1})_{k'} = \sqrt{\omega_{j,k'}} \sum_{\ell \leq 2^{j-1}} \hat{f}_\ell \hat{\beta}(\frac{\lambda_\ell}{2^{j-1}}) P_l(x_{j,k'})
\]

\[
= \sqrt{\omega_{j,k'}} \sum_{\ell \leq 2^{j-1}} \hat{f}_\ell \hat{\beta}(\frac{\lambda_\ell}{2^{j-1}}) \hat{b}_n(\frac{\lambda_\ell}{2^{j-1}}) P_l(x_{j,k'})
\]

\[
= \sqrt{\omega_{j,k'}} \sum_{\ell \leq 2^{j-1}} (v_j)_\ell \hat{\beta}(\frac{\lambda_\ell}{2^{j-1}}) P_l(x_{j,k'})
\]

\[
= (v_j \ast \ast b^*_n)_k.
\]

These give (8). \(\square\)
4 Reconstruction for Tight Framelets

We say the set of framelets \( \{ \varphi_{j,k}, \psi_{j,k}\} \) for \( n = 1, \ldots, r, k = 1, \ldots, N_j, k' = 1, \ldots, N_{j+1}, j \in \mathbb{N}_0 \) a tight frame for \( L_2(T^2) \) if the framelets are all in \( L_2(T^2) \), and in the \( L_2 \) sense,

\[
f = \sum_{k=1}^{N_0} (f, \varphi_{j,k}) \varphi_{j,k} + \sum_{j=0}^{N_j+1} \sum_{k' = 1}^{r} \sum_{n=1}^{r} (f, \psi_{j,k'}) \psi_{j,k'} \quad \text{for all } f \in L_2(T^2),
\]

or equivalently,

\[
\|f\|^2_{L_2(T^2)} = \sum_{k=1}^{N_0} |(f, \varphi_{j,k})|^2 + \sum_{j=0}^{N_j+1} \sum_{k' = 1}^{r} \sum_{n=1}^{r} |(f, \psi_{j,k'})|^2 \quad \text{for all } f \in L_2(T^2).
\]

The framelets are then said to be (semi-discrete) tight framelets.

If the framelets are tight on the simplex, a function in \( L_2(T^2) \) can be represented using the framelet coefficients. The following property as a consequence of [26, Theorem 2.4] shows that the tightness of framelets is equivalent to a multiscale representation of framelets of a level by lower levels.

**Proposition 2 ([26]).** The semi-discrete framelets in (3) and (4) are tight if and only if for all \( f \in L_2(T^2) \), the following identities hold:

\[
\lim_{j \to \infty} \sum_{k=1}^{N_j} |(f, \varphi_{j,k})|^2 = \|f\|^2_{L_2(T^2)},
\]

\[
\sum_{k=1}^{N_{j+1}} |(f, \varphi_{j+1,k})|^2 = \sum_{k=1}^{N_j} |(f, \varphi_{j,k})|^2 + \sum_{k=1}^{N_j+1} \sum_{n=1}^{r} |(f, \psi_{j,n,k})|^2, \quad j \in \mathbb{N}_0.
\]

The condition in (9) implies that high-level framelet coefficients can be estimated by low levels. This then gives the reconstruction for framelets.

The reconstruction depends on the property of the quadrature rules \( Q_N \) for framelets. A quadrature rule \( Q_N := \{(w_j, x_j)\}_{j=1}^N \) is said to be exact for polynomials up to degree \( \ell \) if for \( \ell' = 0, \ldots, \ell \),

\[
\int_{T^2} p_{\ell'}(x) d\mu(x) = \sum_{j=1}^N w_j p_{\ell'}(x_j) \quad \text{for all } p_{\ell'} \in \mathcal{P}_{\ell'}.
\]

When the quadrature rule \( Q_N \), \( j \in \mathbb{N}_0 \), for framelets \( \varphi_{j,k} \) and \( \psi_{j,k} \) is exact for polynomials up to degree \( 2\ell \), the tightness of the framelets is equivalent to the following condition on masks:

\[
\lim_{j \to \infty} \hat{a}\left(\frac{\lambda_j}{2^j}\right) = 1, \quad \left|\hat{a}\left(\frac{\lambda_j}{2^j}\right)\right|^2 + \sum_{n=1}^{r} \left|\hat{b}_n\left(\frac{\lambda_j}{2^j}\right)\right|^2 = 1 \quad \text{for } j, \ell \in \mathbb{N}_0,
\]

see [26, Theorem 2.1 and Corollary 2.6].
The upsampling \( v_j^{↑j}, j \geq 1 \), of a sequence \( v \in l(Q_{N_{j-1}}) \) is a sequence in \( l(Q_{N_j}) \) given by
\[
(v_j^{↑j})_k := \sum_{\lambda \leq 2^{j-1}} \hat{v}_\lambda \sqrt{\omega_{j,k}} P_\ell(x_{j,k}), \quad k = 1, \ldots, N_j,
\]
where \( \hat{v}_\lambda \) are the Fourier coefficients of \( v \) for basis \( P_\ell \) and quadrature rule \( Q_{N_{j-1}} \) on \( T^2 \).

The reconstruction involving the operations of convolution and upsampling is given by the following proposition.

**Proposition 3.** Let the framelet coefficients for semi-discrete framelets in (3) and (4) be given by (7), where the supports of \( \hat{\alpha} \) and \( \hat{\beta} \) are subsets of \([0,1/2]\), and (10) holds. Then, for \( j \geq 1 \), the reconstruction from level \( j-1 \) to level \( j \) is
\[
v_j = (v_{j-1}^{↑j}) * j a + \sum_{n=1}^r w_{j-1}^n * j b_n.
\]

**Proof.** By Proposition 1, for \( k = 1, \ldots, N_j \),
\[
((v_{j-1}^{↑j}) * j a)_k = \sqrt{\omega_{j,k}} \sum_{\lambda \leq 2^{j-1}} \left| \hat{v}_\lambda \left( \frac{\lambda}{2^j} \right) \right|^2 P_\ell(x_{j,k})
\]
and
\[
(w_{j-1}^n * j b_n)_k = \sqrt{\omega_{j,k}} \sum_{\lambda \leq 2^{j-1}} \left| \hat{v}_\lambda \left( \frac{\lambda}{2^j} \right) \right|^2 P_\ell(x_{j,k}), \quad n = 1, \ldots, r.
\]
These give
\[
\left( (v_{j-1}^{↑j}) * j a + \sum_{n=1}^r w_{j-1}^n * j b_n \right)_k
= \sqrt{\omega_{j,k}} \sum_{\lambda \leq 2^{j-1}} \left( \hat{v}_\lambda \left( \frac{\lambda}{2^j} \right) \right)^2 \left( \sum_{n=1}^r \hat{b}_n \left( \frac{\lambda}{2^j} \right) \right)^2 P_\ell(x_{j,k})
= \sqrt{\omega_{j,k}} \sum_{\lambda \leq 2^{j-1}} \hat{v}_\lambda \left( \frac{\lambda}{2^j} \right) P_\ell(x_{j,k})
= (v_j)_k,
\]
thus proving (11). \( \square \)

**Remark 1.** [26, Theorem 3.1] proves (11) for general Riemannian manifolds when the quadrature rule is exact for polynomials up to degree \( 2^j \) and under condition (10). Here we do not require that the quadrature rules of the framelets satisfy the polynomial exactness.
Repeatedly using the decomposition and reconstruction in Propositions 1 and 3 gives multi-level framelet transforms. Figure 1 illustrates the decomposition and reconstruction for levels 0, ..., \( j \).

**Fig. 1** The left diagram illustrates the decomposition of the framelets coefficients which computes all coefficients in lower levels by \( v_j \). The right shows the reconstruction of framelet coefficients \( v_j \) from the coefficients \( v_0 \) and \( w_0^0, \ldots, w_{j-1}^0 \) of lower levels.

## 5 Constructive Examples

From the above analysis, the construction of semi-discrete framelets needs an orthonormal basis for \( L_2(T^2) \) and appropriate masks and quadrature rules.

**Orthonormal bases.** One orthonormal basis can be constructed by the tensor product of Jacobi polynomials, see [8, Proposition 2.4.1]. For \( \tau, \gamma > -1 \) and \( \ell \geq 0 \), let \( P_{\ell}^{(\tau,\gamma)}(t) \) be the Jacobi polynomial of degree \( \ell \) with respect to the weight \( (1-t)^\tau(1+t)^\gamma \) on \([-1,1]\). For \( \mathbf{x} := (x_1, x_2) \in T^2 \) and \( \ell \in \mathbb{N}_0 \) and \( m = 0, \ldots, \ell \), let

\[
P_{\ell,m}(\mathbf{x}) := \sqrt{(\ell + 1)(2m + 1) P_{\ell-m}^{(2m+1,0)}(2x_1 - 1)(1 - x_1)^m P_m^{(0,0)} \left( \frac{2x_2}{1 - x_1} - 1 \right)}.
\]

Then \( \{P_{\ell,m} | m = 0, \ldots, \ell \} \) is an orthonormal basis of \( \mathcal{V}_\ell \) and \( \{P_{\ell,m} | m = 0, \ldots, \ell, \ell \geq 0 \} \) forms an orthonormal basis of \( L_2(T^2) \).
Sun [23] constructs another orthonormal basis for $L_2(T^2)$, which is useful in discrete Fourier analysis on $T^2$, see [16, 17].

**Masks.** We give an example of masks with two high-passes. Let

$$\nu(t) := t^4(35 - 84t + 70t^2 - 20t^3), \quad t \in \mathbb{R}.$$  

By [4, Chapter 4], the masks $a, b_1$ and $b_2$ can be defined by their Fourier series as

$$\hat{\tilde{a}}(\xi) := \begin{cases} 1, & |\xi| < \frac{1}{8}, \\ \cos\left(\frac{\pi}{2} \nu(8|\xi| - 1)\right), & \frac{1}{8} \leq |\xi| \leq \frac{1}{4}, \\ 0, & \frac{1}{4} < |\xi| \leq \frac{1}{2}, \end{cases}$$  

(13)  

$$\hat{\beta}_1(\xi) := \begin{cases} 0, & |\xi| < \frac{1}{8}, \\ \sin\left(\frac{\pi}{2} \nu(8|\xi| - 1)\right), & \frac{1}{8} \leq |\xi| \leq \frac{1}{4}, \\ \cos\left(\frac{\pi}{2} \nu(4|\xi| - 1)\right), & \frac{1}{4} < |\xi| \leq \frac{1}{2}. \end{cases}$$  

(14)  

$$\hat{\beta}_2(\xi) := \begin{cases} 0, & |\xi| < \frac{1}{4}, \\ \sin\left(\frac{\pi}{2} \nu(4|\xi| - 1)\right), & \frac{1}{4} \leq |\xi| \leq \frac{1}{2}, \end{cases}$$  

(15)  

which satisfy (10).

The corresponding scaling functions are

$$\tilde{a}(\xi) = \begin{cases} 1, & |\xi| < \frac{1}{4}, \\ \cos\left(\frac{\pi}{2} \nu(4|\xi| - 1)\right), & \frac{1}{4} \leq |\xi| \leq \frac{1}{2}, \\ 0, & \text{else}. \end{cases}$$  

(16)  

$$\tilde{\beta}^1(\xi) = \begin{cases} \sin\left(\frac{\pi}{2} \nu(4|\xi| - 1)\right), & \frac{1}{4} \leq |\xi| < \frac{1}{2}, \\ \cos^2\left(\frac{\pi}{2} \nu(2|\xi| - 1)\right), & \frac{1}{2} \leq |\xi| \leq 1, \\ 0, & \text{else}. \end{cases}$$  

(17)  

$$\tilde{\beta}^2(\xi) = \begin{cases} 0, & |\xi| < \frac{1}{4}, \\ \cos\left(\frac{\pi}{2} \nu(2|\xi| - 1)\right) \sin\left(\frac{\pi}{2} \nu(2|\xi| - 1)\right), & \frac{1}{4} \leq |\xi| \leq 1, \\ 0, & \text{else}. \end{cases}$$  

(18)  

Here, $\text{supp} \tilde{a} \subseteq [0, 1/2]$ and $\text{supp} \tilde{\beta}^n \subseteq [1/4, 1]$, $n = 1, 2$. This means that the scaling of the framelet $\varphi_{j,k}$ in (3) with the low-pass scaling function in (16) is half of the scaling of the framelets $\psi_{1,k}$ and $\psi_{2,k}$ in (4) with high-pass scaling functions in (17) and (18). The high-pass framelets thus need to use a quadrature rule at the level $j + 1$, one level higher than $\varphi_{j,k}$.

Figure 2 shows the Fourier series of masks $a, b_1$ and $b_2$ in (13), (14) and (15).

**Quadrature rules.** We use triangular Kronecker lattices of Basu and Owen [1] with equal weights as the quadrature rules for framelets, which are shifted lattice points intersecting with the simplex. For the quadrature rule $Q_{N_j}$ of framelets, we use the triangular Kronecker lattice with at least $2^{2j}$ nodes, which are the translation...
The red curve shows the Fourier series of the low-pass mask $\hat{a}$ in (13) which has support in $[0, 1/4]$. The blue and green curves show the Fourier series of high-pass masks $\hat{b}_1$ and $\hat{b}_2$ in (14) and (15) whose supports are subsets of $[0, 1/2]$.

Fig. 3 Triangular Kronecker lattice with 65 nodes for framelets $\varphi_{j,k}$ and $\psi_{j,k}$.

points of the low-pass framelets $\varphi_{j,k}$ at level $j$ and those of high-pass framelets $\psi_{j-1,k}$ at level $j-1$. Figure 3 shows the triangular Kronecker lattice with $N = 65$ nodes on $T^2$ used for framelets at levels 2 and 3.

Framelets. Using the orthonormal basis in (12), scaling functions in (16)–(18) and triangular Kronecker lattices with equal weights, the framelets are, for $j \in \mathbb{N}_0$,

$$\varphi_{j,k}(x) = \frac{1}{\sqrt{N_j}} \sum_{\ell=0}^{\infty} \sum_{m=0}^{L} \hat{a}(\sqrt{\ell(\ell+2)} \frac{\ell}{2^j}) P_{\ell,m}(x_j,k) P_{\ell,m}(x), \quad k = 1, \ldots, N_j.$$  (19)
and for $n = 1, 2$,

$$
\psi_{n,j,k'}(x) = \frac{1}{N_{j+1}} \sum_{\ell=0}^{\infty} \sum_{m=0}^{\ell} \hat{\beta}_n \left( \frac{\sqrt{\ell} + 2}{2j} \right) P_{\ell,m}(x_{j+1,k'}) P_{\ell,m}(x), \quad k' = 1, \ldots, N_{j+1}.
$$

(20)

Figure 4 shows the framelets $\phi_{j,k}$, $\psi_{j,k}$, and $\psi^2_{j,k}$ at level $j = 5$ with $k = 512$ and $k' = 2048$, using orthonormal basis (12) and scaling functions (16), (17) and (18), translated at the triangular Kronecker lattice points $x_{5,512}$, $x_{5,2048}$ and $x_{6,2048}$. The total number of low-pass framelets $\phi_{j,k}$ at level $j = 5$ is $N_5 = 1025$ and the total number of high-pass framelets $\psi_{j,k'}$, $n = 1$ or 2, at level $j = 5$ is $N_6 = 4097$. The pictures show that the framelets $\phi_{5,512}$, $\psi_{5,2048}$ and $\psi^2_{5,2048}$ are radial functions on $T^2$ with centers at the translation points $x_{5,512}$, $x_{6,2048}$ and $x_{6,2048}$ respectively.

We observe that the high-pass framelets $\psi_{5,2048}$ and $\psi^2_{5,2048}$ are highly concentrated at the translation point $x_{6,2048}$, and are more localised than the low-pass framelet at the same level. This illustrates that the high-pass framelets can be used to depict details of a function on $T^2$ in multiresolution analysis.

Fig. 4 The three pictures show framelets $\phi_{5,512}$, $\psi_{5,2048}$ and $\psi^2_{5,2048}$ given by (19) and (20) at level $j = 5$. 
6 Fast Computing

The framelet transforms on $T^2$ can be represented by discrete Fourier transforms on the simplex. This implies a fast computational strategy of the decomposition and reconstruction for framelets.

We use the notation of Sections 3 and 4. Let $j \in \mathbb{N}_0$ and let $\Lambda_j$ be the largest integer $\ell$ such that $\lambda_\ell \leq 2^{j-1}$. The discrete Fourier transform (DFT) for a sequence $u \in l(\Lambda_j)$ is the sequence $F_ju$ in $l(N_j)$ such that
\[
(F_ju)_k := \sum_{\ell=0}^{\Lambda_j} u_\ell \sqrt{\omega_{j,k}} P_\ell(x_{j,k}), \quad k = 0, \ldots, N_j.
\] (21)

The adjoint discrete Fourier transform (adjoint DFT) $F_j^*v$ of a sequence $v \in l(N_j)$ is the sequence $F_j^*v$ in $l(\Lambda_j)$ such that
\[
(F_j^*v)_\ell := \sum_{k=0}^{N_j} v_k \sqrt{\omega_{j,k}} P_\ell(x_{j,k}), \quad \ell = 0, \ldots, \Lambda_j.
\] (22)

The DFTs on the simplex in (21) and (22) using the orthonormal basis $P_\ell$ are the analogues of DFTs for square-integrable periodic functions on $\mathbb{R}$ which use the orthogonal basis $e^{2\pi i \ell' x}$, $\ell' \in \mathbb{Z}$.

By (21) and (22), we can rewrite the decomposition in (8) and reconstruction in (11) as
\[
v_{j-1} = F_{j-1}(v_j * j a^\ast), \quad w^a_{j-1} = F_j(v_j * j (b_n)^\ast), \quad n = 1, \ldots, r
\]
and
\[
v_j = (F_j^*(v_{j-1})) * ja + \sum_{n=1}^r (F_j^*(w^a_{j-1})) * j b_n.
\]

This means that the decomposition from level $j$ to level $j-1$ is the DFTs of convolutions of the level-$j$ framelet coefficients with masks, and that the reconstruction from level $j-1$ to level $j$ is the sum of convolutions of the adjoint DFTs of level-$(j-1)$ coefficients with masks. Since the convolution is the sum of point-wise multiplications, the computational steps of the framelet transforms are in proportion to those of DFTs on the simplex.

The FFT on $T^2$ uses, up to log factors, $\mathcal{O}(N)$ operations for an input sequence of size $N$. If for $j \geq 1$, the ratio $N_j/N_{j-1}$ of the numbers of the nodes of the quadrature rules $Q_{N_j}$ and $Q_{N_{j-1}}$ is equivalent to a constant $C, C > 1$, the computational steps of the framelet transforms (both the decomposition and reconstruction) between levels $0, 1, \ldots, J, J \geq 1$, are $\mathcal{O}((r+1)N_J)$ for the sequence $v_J$ of the framelet coefficients of size $N_J$, and the redundancy rate of the framelet transforms is also $\mathcal{O}((r+1)N_J)$. The framelets with the quadrature rules using triangular Kronecker lattices, as shown in Section 5, satisfy that $N_j/N_{j-1} \sim 4$. Thus, the framelet transforms between levels 0 to $J$ have computational steps in proportion to $2^{2J}$.
7 Discussion

In the paper, we only consider the framelet transforms for one framelet system with starting level 0. The results can be generalized to a sequence of framelet systems as [26, 14], which will allow one more flexibility in constructing framelets.

The decomposition holds for framelets with any quadrature rules on the simplex. In order to achieve the tightness of the framelets and thus exact reconstruction for functions on the simplex by framelets, the quadrature rules are required to be exact for polynomials, see Sections 3 and 4. However, polynomial-exact rules are generally difficult to construct on the simplex, see [8, Chapter 3].

Triangular Kronecker lattices with equal weights used in Section 5 are low-discrepancy [1], but not exact for polynomials. In this case, the reconstruction will incur errors. To overcome this, the masks and quadrature rules shall be constructed to satisfy the condition

$$\hat{a} \left( \frac{\lambda_\ell}{2^j} \right) \hat{a} \left( \frac{\lambda_{\ell'}'}{2^j} \right) \mathcal{U}_{\ell,\ell'}(Q_{N_j}^c) + \sum_{n=1}^r \hat{b}_n \left( \frac{\lambda_\ell}{2^j} \right) \hat{b}_n \left( \frac{\lambda_{\ell'}'}{2^j} \right) \mathcal{U}_{\ell,\ell'}(Q_{N_j}) = \mathcal{U}_{\ell,\ell'}(Q_{N_j}),$$

for $j \geq 1$ and for $\ell, \ell' \in \mathbb{N}_0$ satisfying $\hat{a} \left( \frac{\lambda_\ell}{2^j} \right) \hat{a} \left( \frac{\lambda_{\ell'}'}{2^j} \right) \neq 0$, where $\mathcal{U}_{\ell,\ell'}(Q_{N_j}) := \sum_{k=0}^{N_j} \omega_{j,k} P_\ell(x_{j,k}) P_{\ell'}(x_{j,k})$ is the numerical integration of $P_\ell P_{\ell'}$ over $T^2$ by quadrature rule $Q_{N_j}$, see [26, Theorem 2.4]. This condition requires that the quadrature rules for framelets have good properties for numerical integration over the simplex. Besides the triangular Kronecker lattices used in the paper, one may consider other quadrature rules with low discrepancy on the simplex, for example, the analogues to quasi-Monte Carlo (QMC) points in the cube and spheres, see [3, 6, 22].

To implement the fast algorithms for the DFTs in (21) and (22), we need fast transforms for the bases $P_\ell$. For example, we can represent the bases $P_{\ell,m}$ in (12) by trigonometric polynomials and apply the FFT on $\mathbb{R}$ to achieve fast algorithms for the DFTs on $T^2$.

Acknowledgements The authors thank the anonymous referees for their valuable comments. We are grateful to Kinjal Basu, Yuan Xu and Xiaosheng Zhuang for their helpful discussions.

References

1. Basu, K., Owen, A.B.: Low discrepancy constructions in the triangle. SIAM J. Numer. Anal. 53(2), 743–761 (2015)
2. Brauchart, J.S., Dick, J., Saff, E.B., Sloan, I.H., Wang, Y.G., Womersley, R.S.: Covering of spheres by spherical caps and worst-case error for equal weight cubature in Sobolev spaces. J. Math. Anal. Appl. 431(2), 782–811 (2015)
3. Brauchart, J.S., Saff, E.B., Sloan, I.H., Womersley, R.S.: QMC designs: optimal order quasi Monte Carlo integration schemes on the sphere. Math. Comp. 83(290), 2821–2851 (2014)
4. Daubechies, I.: Ten lectures on wavelets. SIAM, Philadelphia, PA (1992)
5. Daubechies, I., Han, B., Ron, A., Shen, Z.: Framelets: MRA-based constructions of wavelet frames. Appl. Comput. Harmon. Anal. 14(1), 1–46 (2003)
6. Dick, J., Kuo, F.Y., Sloan, I.H.: High-dimensional integration: the quasi-Monte Carlo way. Acta Numer. 22, 133–288 (2013)
7. Dong, B.: Sparse representation on graphs by tight wavelet frames and applications. Appl. Comput. Harmon. Anal. 42(3), 452–479 (2017)
8. Dunkl, C.F., Xu, Y.: Orthogonal polynomials of several variables, second edn. Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge (2014)
9. Dyn, N.: Subdivision schemes in computer-aided geometric design. In: Advances in numerical analysis. Vol. II (Lancaster, 1990), pp. 36–104. Oxford Univ. Press, New York (1992)
10. de Goes, F., Desbrun, M., Tong, Y.: Vector field processing on triangle meshes. In: ACM SIGGRAPH 2016 Courses, p. 27. ACM (2016)
11. Filbir, F., Mhaskar, H.N.: Marcinkiewicz-Zygmund measures on manifolds. J. Complexity 27(6), 568–596 (2011)
12. Greco, F., Coox, L., Maurin, F., Desmet, W.: NURBS-enhanced maximum-entropy schemes. Comput. Methods Appl. Mech. Engrg. 317, 580–597 (2017)
13. Hammond, D.K., Vanderheynst, P., Gribonval, R.: Wavelets on graphs via spectral graph theory. Appl. Comput. Harmon. Anal. 30(2), 129 – 150 (2011)
14. Han, B.: Pairs of frequency-based nonhomogeneous dual wavelet frames in the distribution space. Appl. Comput. Harmon. Anal. 29(3), 330–353 (2010)
15. Han, B., Zhuang, X.: Smooth affine shear tight frames with MRA structure. Appl. Comput. Harmon. Anal. 39(2), 300–338 (2015)
16. H. Li, J. Sun, and Y. Xu. Discrete Fourier analysis, cubature, and interpolation on a hexagon and a triangle. SIAM J. Numer. Anal. 46(4):1653–1681 (2008)
17. Li, H., Xu, Y.: Discrete Fourier analysis on fundamental domain and simplex of $A_d$ lattice in $d$-variables. J. Fourier Anal. Appl. 16(3), 383–433 (2010)
18. Maggioni, M., Mhaskar, H.N.: Diffusion polynomial frames on metric measure spaces. Appl. Comput. Harmon. Anal. 24(3), 329–355 (2008)
19. Mallat, S.: A wavelet tour of signal processing,. Third edn. Elsevier/Academic Press, Amsterdam (2009)
20. Narcowich, F.J., Petrushev, P., Ward, J.D.: localised tight frames on spheres. SIAM J. Math. Anal. 38(2), 574–594 (2006)
21. Ron, A., Shen, Z.: Affine systems in $L^2(R^d)$: the analysis of the analysis operator. J. Funct. Anal. 148(2), 408–447 (1997)
22. Sloan, I.H., Joe, S.: Lattice methods for multiple integration. Oxford Science Publications. The Clarendon Press, Oxford University Press, New York (1994)
23. J. Sun. Multivariate Fourier series over a class of non tensor-product partition domains. J. Comput. Math. 21(1):53–62 (2003)
24. Y. Xu. Fourier series and approximation on hexagonal and triangular domains. Constr. Approx. 31(1):115–138 (2010)
25. Wang, Y.G., Le Gia, Q.T., Sloan, I.H., Womersley, R.S.: Fully discrete needlet approximation on the sphere. Appl. Comput. Harmon. Anal. 43(2), 292–316 (2017)
26. Wang, Y.G., Zhuang, X.: Tight framelets and fast framelet filter bank transforms on manifolds. arXiv:1608.04026 [math.CA] (2017)