Ultracold Neutron Properties of the Eljen-299-02D deuterated scintillator
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In this paper we report studies of the Fermi potential and loss per bounce of ultracold neutron (UCN) on a deuterated scintillator (Eljen-299-02D). These UCN properties of the scintillator enables a wide variety of applications in fundamental neutron research.
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I. INTRODUCTION

In the Standard Model of particle physics, the free neutron decay \((n \rightarrow p + e^+ + \bar{\nu}_e)\) has a characteristic lifetime \(\tau_n\) of about 15 minutes. There are two different methods for measuring \(\tau_n\): experiments that measure the decay rate of neutrons in cold neutron beams [1–3] or experiments that measure the survival of bottled ultracold neutrons (UCN) [4–6]. By counting the number of protons emitted from neutron beta decay in a well-calibrated cold neutron beam, the beam method measures the mean time for neutrons to decay into protons, with an averaged result of 888.1 ± 2.0 s. In the Standard Model, this time is equivalent to the total neutron lifetime with the exception of the rare process of neutrons decaying into bound hydrogen atoms and electron antineutrinos, which has a calculated branching ratio of \(4 \times 10^{-6}\) [7–9]. The bottle experiments utilize trapped UCN, which are neutrons with kinetic energy less than 350 neV. At this energy, the UCN can undergo total external reflection on material walls, and their kinetic energy is on the same scale as their gravitational and magnetic potential energies. The UCN bottle experiments utilize these UCN properties to trap the neutrons and measure numbers that remain after a certain storage time, with an average lifetime result of 879.5 ± 0.4 s. These two methods differ by 8.7 seconds, or 4.5 standard deviations (Fig. 1).

Recently, some authors have suggested the possibility of hidden decay/oscillation channels of the neutron decay that have so far eluded detection [10, 11]. Although many experiments have eliminated some of these decay channels [12–15], some parameter space still remains [14, 16]. We propose a new experiment [17] to measure the neutron beta decay lifetime by measuring number of neutrons and number of beta decays similar to the beam lifetime experiments. The main difference in the proposed experiment is that we will measure the electrons from beta decay as opposed to the protons, which will be subjected to entirely different systematic effects. The experiment will use a bottle made of deuterated polystyrene (d-PS) based scintillator to trap the UCN and simultane-
ous measurement of the electrons from beta decay. In this paper, we report a study of the Fermi potential and loss per bounce properties of an Eljen-299-02D deuterated scintillator. Such a scintillator could also be used in other UCN related experiments due to its UCN storage properties.

II. FERMI POTENTIAL

The Fermi potential of d-PS was measured using Asterix, a time of flight neutron reflectometer at the Los Alamos Neutron Scattering Center (LANSCE) [13]. Asterix views a liquid H$_2$ moderator providing a polychromatic cold neutron beam with wavelengths, $\lambda$, ranging from 4 to 13 Å. The neutron beam divergence and spot size on the sample were controlled by two sets of collimating slits. Reflectivity, $R(q)$, is defined as the ratio of the intensity of the reflected beam to the incident beam as a function of the neutron momentum transfer vector normal to the reflecting surface, $q$, where $q = 4\pi \sin(\theta)/\lambda$. Total external reflection was measured up to a critical momentum transfer, $q_c = \sqrt{16\pi\beta}$, where $\beta$ is the scattering length density of the sample. The relationship between $\beta$ and the Fermi potential, $V_F$, is given in Eqn. (1) where $m_n$ is the mass of the neutron.

$$V_F = \frac{2\pi\hbar^2}{m_n} \beta$$

Multiple neutron reflectometry experiments were performed to measure $q_c$ using the polychromatic beam with incidence angles on the sample, $\theta$, ranging from approximately 0.5° to 0.9° and approximately 10% $dq/q$ resolution. Scattered neutrons were collected using a 2D $^3$He position sensitive detector as a function of $\theta$ and $\lambda$ which simultaneously captured both the specular reflectivity signal and off-specular scattering originating from the surface roughness. High surface roughness of the sample yielded intense off-specular scattering, and subtraction of the off-specular scattering signal from the specular reflection, $R(q)$, was a significant contribution to the uncertainty in fitting the data. To mitigate the influence of background subtraction on the value of the Fermi potential, multiple measurements were made using different incident angles of the neutron beam on the sample (Fig. 2). The data was fit using Fresnel's law for reflection from an ideal interface which captures the total external reflection of neutrons up to $q_c$ followed by a $q^{-4}$ drop in intensity.

A normalization factor and the $\beta$ for d-PS were the only free parameters used in the fit, and error estimates on the $\beta$ parameter were based on a $\chi^2 + 1$ metric. Values obtained for $\beta$ from fitting three independent measurements were $6.42 \pm 0.08 \times 10^{-6}$ Å$^{-2}$, $6.53 \pm 0.12 \times 10^{-6}$ Å$^{-2}$, and $6.48 \pm 0.11 \times 10^{-6}$ Å$^{-2}$ corresponding to Fermi potentials of 167.2 ± 2.1 neV, 170.0 ± 3.1 neV, and 168.7 ± 2.9 neV. Averaging the three measurements yields a $\beta$ of $6.48 \pm 0.06 \times 10^{-6}$ Å$^{-2}$ corresponding to a Fermi potential of 168.2 ± 1.5 neV.

III. SCINTILLATOR LOSS-PER-BOUNCE MEASUREMENT

A loss-per-bounce measurement for the Eljen-299-02D scintillator was performed by measuring the lifetimes of a stainless steel UCN bottle with and without the scintillator placed inside the bottle. The volume and surface area of the bottle are 3270 cm$^3$ and 1350 cm$^2$ respectively, and the surface area of the scintillator is 292 cm$^2$. The UCN bottle was connected to a port off the Los Alamos...
UCN source \cite{19} and was separated from the deuterium volume by a 0.001” thick 1100 series aluminum foil. The bottle was raised 0.635 meters to account for the change in Fermi potential between the Nickel-Phosphorus coated source guide \cite{20} and the scintillator. The UCN are loaded into the bottle for 300 seconds with the upstream gate valves open. Once the UCN density is well saturated inside the bottle, the gate valves are then closed, and the lifetime curve of the bottle is extracted by monitoring the rate of UCN loss through a 0.635 cm diameter pinhole boron film detector \cite{21} (Fig. 3). The lifetime curves with and without the scintillator are shown in Fig. 4.

The analysis for the loss per bounce of the scintillator was performed simultaneously using the two data sets: the loss per bounce of the stainless steel UCN bottle is a fitting parameter for both data sets, and the loss per bounce of the scintillator is only relevant for the data set with the scintillator. The spectral evolution model used to fit the two data sets is described in Eqn. 2, where \( N(t) \) is the number of UCN in the trap as a function of time, \( \rho(E) \) is the initial energy spectrum of the UCN, and \( \tau(E) \) is the bottle lifetime as a function of energy. An additional velocity weight is added to account for the preferential detection of faster UCN due to the pinhole detector. \( \tau_{\beta}^{-1}, \tau_{ss}^{-1}, \tau_{\text{pinhole}}^{-1}, \) and \( \tau_{\text{scint}}^{-1} \) represent the UCN loss rates due to neutron lifetime, stainless steel bottle, pinhole detector, and scintillator respectively.

\[
N(t) = \int_{E_{\text{max}}}^{E_{\text{min}}} \rho(E)e^{-t/\tau(E)}dE
\]

\[
\tau(E)^{-1} = \tau_{\beta}^{-1} + \tau_{ss}^{-1} + \tau_{\text{pinhole}}^{-1} + \tau_{\text{scint}}^{-1}
\]

(2)

In this paper, we used the initial velocity distribution as outlined in \cite{20, 22}, where the collision rate weighted velocity distribution is \( \rho \) as \( v^{2.7} \). This initial spectrum is then adjusted to account for the height difference and loading time as shown in Eqn. 3, where \( E \) and \( E_{\text{rise}} \) are the kinetic energies of the UCN and the rise in the height of the beamline (64.8 neV) respectively. Here we have used an energy range of 64.8 neV to 186 neV for the initial spectrum, which is then adjusted by the relative height of the beamline. This initial spectrum is then sliced into 31 equal time bins and evolved to \( t = 300 \) seconds. The 31 time bins were chosen due to the of the repetition rate (0.1 Hz) of the UCN source.

\[
\rho(E, h = 0, t = 0) \ dE = E^{0.35} \ dE
\]

\[
\rho(E, h = 0.635 m, t = 0) \ dE = E^{0.35} \sqrt{\frac{E - E_{\text{rise}}}{E}} \ dE
\]

\[
\rho(E, h = 0.635 m, t = 300) \ dE = \sum_{i=0}^{30} \frac{1}{31} E^{0.35} \sqrt{\frac{E - E_{\text{rise}}}{E}} \times e^{-10i/\nu(E)} \ dE
\]

(3)

In our model, we assume that the initial velocity directions of the UCN are sufficiently mixed that the kinetic theory for non-interacting gas applies in the calculation of the wall interaction rate (Eqn. 4), where \( A \) is the total surface area of the material, \( |v| \) is the magnitude of the UCN velocity, and \( U \) is the volume of the bottle. A loss-per-bounce parameter, \( \mu \), is also added onto this equation to obtain the loss rate for each component.

\[
\frac{1}{\tau} = \frac{A|v|\mu}{4U}
\]

(4)

For \( \mu_{ss} \), we assumed an energy independent loss-per-bounce parameter due to the combination of losses due to gaps in the system and the losses on the surface. For \( \mu_{\text{pinhole}} \), we assumed a loss rate of unity due to the UCN detector, which is a valid assumption since the surface area for the detector is 64 times larger than the surface area of the pinhole. For \( \mu_{\text{scint}} \), an energy dependent loss-per-bounce model that integrates over all incident angles is used (Eqn. 5), where \( V_F \) is the Fermi potential of the scintillator, \( E \) is the kinetic energy of the UCN, and \( f \) is the ratio of the imaginary to the real part of the Fermi potential. The fit for the loss per bounce in stainless steel and \( f \) for the scintillator is given in Fig. 4.

\[
\mu_{\text{scint}}(E) = 2f \left[ \frac{V_F}{E} \sin^{-1} \sqrt{\frac{E}{V_F} - \sqrt{\frac{V_F}{E} - 1}} \right]
\]

(5)

We have used an iterative approach in our analysis: first, initial guesses of \( f \) and \( \mu_{ss} \) are used to evolve the UCN energy spectrum to 300 seconds; then, that energy spectrum is used as an input into a global chi-squared minimization of two data set. The iteration is complete when the initial guess values for \( f \) and \( \mu_{ss} \) match the central values from the minimization, yielding a result of \( f = 4.9 \pm 0.8 \times 10^{-4} \) for the scintillator and an energy independent loss per bounce for stainless steel of \( \mu_{ss} = 5.4 \pm 0.1 \times 10^{-4} \) with \( \chi^2/\nu = 1.0 \). The error in the global fit was determined by taking the limits of the \( \chi^2 + 1 \) region for the fit as shown in Fig. 5.
The loss-per-bounce parameter, where the local Fermi potential \[ f = \mu \] parameter, \[ \mu \], will be modified due to the modification of \[ \mu \] parameter in the worst case. These results indicate that the surface roughness of the scintillator is not enough to account for the differences.

V. CONCLUSION

The Fermi potential for the Eljen-299-02D scintillator was measured using a neutron reflectometry beamline at LANSCE (Asterix) with a value of 168.2 ± 1.5 neV, consistent with the calculated value of 165.8 neV. The measured loss factor of \[ 4.9 \pm 0.8 \times 10^{-4} \] did not agree with the calculated value of \[ 1 \times 10^{-4} \], and this result cannot be explained by the roughness of the scintillator surface. Similar anomalous UCN losses have been explain by \[ 24 \], where water absorption on the surface of the metallic surfaces was the culprit.

Regardless of the origin of the anomalous loss, the loss factor measurement did demonstrate the utility of the scintillator in trapping UCN and detecting electrons from neutron beta decay simultaneously, which can be used in future UCN based “beam” lifetime and beta decay correlation experiments. The measured loss factor is also sufficient for the statistical sensitivity that we would like to achieve for the proposed neutron beta decay lifetime experiment using a d-PS scintillator bottle. Taking the

\[ \mu' = \mu \sqrt{1 + \frac{2\sigma^2 k_c^2}{1 + 0.85k_c w + 2k_c^2 w^2}} \]

A measurement of the surface roughness of the scintillator was performed using a Bruker Dimension Icon atomic force microscope. The instrument was operated in peak-force tapping mode with standard ScanAsyst-Air tip. We sampled multiple 10 \( \mu m \) x 10 \( \mu m \) spots on the scintillator and obtained surface roughness by fitting to line outs (Fig. 6). Since the loss-per-bounce parameter is only affected by roughness comparable to the wavelength of neutron, we estimated the surface roughness by separating out the long wavelength waviness features from the short wavelength roughness. The analysis was performed using Gwyddion, a scanning probe microscopy analysis software. We found the average roughness ranges from 2 - 8 nm, and the correlation length ranges from 40 - 200 nm, which is only a 2 % correction on the loss-per-bounce parameter in the worst case. These results indicate that the surface roughness of the scintillator is not enough to account for the differences.

IV. SURFACE ROUGHNESS MEASUREMENTS

The calculated value of the loss factor using the manufacturer-provided elemental and isotopic composition (97 % deuterium purity) is \[ 1 \times 10^{-4} \], which is smaller than the measured value of \[ 4.9 \pm 0.8 \times 10^{-4} \]. The hydrogen impurity in the scintillator is due to the isotopic purity of deuterated styrene monomers and the hydrogen present in the primary fluorescent emitter. One possible explanation is that the surface is rough at or below the UCN wavelength scale. In this case, the loss-per-bounce parameter, \[ \mu \], is determined using the \[ \chi^2 \] minimum of the global fit as a function of \[ f \] and \[ \mu_{ss} \]. The reduced chi-squared, \[ \chi^2/\nu \], is 1.0. The error (\[ \sigma \]) in the global fit was determined using the \[ \chi^2 + 1 \] regions.

Regardless of the origin of the anomalous loss, the loss factor measurement did demonstrate the utility of the scintillator in trapping UCN and detecting electrons from neutron beta decay simultaneously, which can be used in future UCN based “beam” lifetime and beta decay correlation experiments. The measured loss factor is also sufficient for the statistical sensitivity that we would like to achieve for the proposed neutron beta decay lifetime experiment using a d-PS scintillator bottle. Taking the
UCN spectrum and density obtained from Ref. [19], we estimate the decays per measurement cycle to be between 2180 to 5640 events for a nominal 2 liter volume, with an observation time of 134 s and 206 s respectively. The storage times for the upper- and lower-bound estimates were determined using the time when decay counts is equal to the remaining UCN population. To obtain an one second statistical sensitivity on the neutron beta decay lifetime will require approximately 180 to 460 measurement cycles.
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