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Abstract: We consider an optimization design for the alpha power exponential (APE) distribution as asymmetrical probability distributions under progressive type-I censoring for a step-stress accelerated life test. In this study, two stress variables are taken into account. To save the time and cost of lifetime testing, progressive censoring and accelerated life testing are utilized. The test units’ lifespans are supposed to follow an APE distribution. A cumulative exposure model is used to study the impact of varying stress levels. A log-linear relationship between the APE distribution’s scale parameter and stress is postulated. The maximum likelihood estimators, Bayesian estimators of the model parameters based on the symmetric loss function, approximate confidence intervals (CIs) and credible intervals are provided. Under normal operating conditions, an ideal test plan is designed by minimizing the asymptotic variance of the percentile life.
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1. Introduction

Accelerated life tests (ALTs) are a means of gathering more information in less time than would otherwise be possible. These ALTs achieve this when subjected to more stress than in usual operation conditions. This type of testing could save a significant amount of time and money. The step stress accelerated life test (SSALT) is one of these tests. The SSALT approach allows the experimenter to gradually increase the stress levels at pre-specified time intervals during the experiment. In a typical SSALT, a certain number of samples are placed in the test under a certain stress level (usually slightly higher than normal operating conditions) for a specific time period, and if a product unit does not fail at the pre-specified time, the stress is gradually increased until the entire test unit fails. That is, the load applied to it is gradually increased until the entire test unit fails or censoring occurs.

When stress (es) is applied to life test units in only two steps, this is referred to as a simple SSALT. Refs. [1,2] are excellent resources for interested readers. The authors in Ref. [3] also looked into other forms of accelerated exams that are routinely utilized in practice. There are also in-depth explanations of certain industrial applications. Ref. [2] examined numerous examples of the most common applications of accelerated testing in engineering and industry.
Many SSALTs with various types of censoring methods have been examined in the reliability engineering literature. The majority of studies concentrate on Type-I and Type-II censoring. When specific sample units are removed before failing the test, the cost of the test is lowered since these removed samples can be used elsewhere or in other tests [4]. Furthermore, in rare cases, components are misplaced or removed from the test prior to failure. This is referred to as progressively censored samples. See [5,6] for further information on progressively censored samples. This method saves the experimenter time and money, which is especially useful when the objects being examined are expensive. Ref. [7] investigated Type-II progressive censoring with binomial removals for the Weibull extended distribution. Furthermore, Ref. [8] used progressively Type-II censored data with uniform removals to estimate the parameters of the Pareto distribution. Ref. [9] demonstrated inference for step-stress models under exponential distribution in the context of progressively Type-I censored data, while [10] investigated the simple SSALT for the Weibull distribution using progressive first-failure filtering. Ref. [11] investigated the general k level SSALT with the Rayleigh lifetime distribution for units subjected to stress under progressive Type-I censoring. This paper investigates type-I progressive censoring using binomial removals. In most experiments, just one accelerating stress variable is used. However, using many stress factors is preferred because using only one variable may result in insufficient failure data. Increasing the number of stress factors would result in a greater understanding of the stress variables’ simultaneous effects, as well as extra failure data. Ref. [12] investigated SSALT for two stress factors using Weibull failure times and Type-I censoring. Ref. [13] used a Type-I hybrid censoring method with an SSALT for two stress variables to achieve optimal holding times. The SSALT with two stress components is referred to as a bivariate SSALT.

In this research, we combined the bivariate SSALT with Type-I progressive censoring for products with APE distribution as a lifetime model. APE distribution was created by [14] from the exponential baseline distribution, in which its key features were investigated and parameter estimation was performed. Ref. [15] created the alpha power Weibull distribution and demonstrated that it outperforms certain other Weibull distribution versions using two real data sets. Additionally, [16] introduced alpha power generalized exponential (APGE) distribution using generalized exponential baseline distribution and the alpha power transformation (APT) technique, while [17] developed closed-form formulations for the APGE distribution’s moment characteristics. Ref. [18] introduced the alpha power Inverted Topp-Leone distribution after investigating the general mathematical features of the APT family. In the literature, [19] presented the Marshall Olkin alpha power family as a new generalization of the APT class. Ref. [20] introduced a new Weibull extended distribution by using Marshall Olkin alpha power family as a new extension of Weibull extended APT distribution. APE distribution probability density function (PDF) and hazard function are similar to Weibull, gamma, and generalized exponential distributions. As a result, it can be used in place of the more frequent Weibull, Gamma, and generalized exponential distributions. Because the cumulative distribution function (CDF) of APE distribution can be specified in a closed form, it can also be used to analyze censored data. We also explore how to utilize maximum likelihood and Bayesian methods to estimate unknown parameters and introduce the three-parameter APE distribution, which is often used in data analysis. For demonstration purposes, an actual dataset was studied.

The topic of establishing the ideal (optimal) stress duration under various filtering was examined by [21–26]. The majority of research in this sector has concentrated on SSALT data analysis or the development of optimal test strategies. However, the author will cover both topics in this paper. The author of this research focuses on utilizing the maximum likelihood methods to estimate the specified model parameters. The model parameters’ asymptotic, bootstrap confidence (CIs) and credible intervals are also calculated.

The primary goal of this study is to improve the test plan of the experiment. Changing periods for stress levels are therefore optimized according to this claim. In addition, we identify a novel intelligent particle swarm optimization (PSO) algorithm that mimics bird
swarm behavior. When compared to other optimization techniques, the PSO algorithm is more objective and simpler to use and it is used in a variety of fields under the natural operating state with specified reliability \((R)\). Furthermore, the proposed test plan’s optimality criterion is to minimize the asymptotic variance (AV) of the logarithm of life for the \(100\%(1 - R)\)th percentile. The PSO approach was utilized to optimize the results. PSO is a very simple algorithm that appears to work well for optimizing a wide variety of functions. PSO, according to the author, has grown in popularity due to two important factors:

(1) PSO’s core algorithm is straightforward.
(2) PSO has been discovered to be quite effective in a wide range of applications, i.e., it can give excellent results at a low cost of computation \([27,28]\).

The PSO method has been used in engineering and other relevant sciences, according to \([29,30]\).

The remainder of this work is arranged in the following manner. The author describes the model and provides some necessary assumptions in Section 2. In Section 3, the approximation AVs and covariance matrix are presented using maximum likelihood estimation (MLE) of the model parameters. In Section 4, we look at approximation and credible intervals, CIs. In Section 5, the best test design is determined. Bayesian estimators are discussed in Section 6, while the simulation studies are provided in Section 7. To indicate the flexibility of the suggested method, two real data sets are shown in Section 8. Conclusions are presented in Section 9.

2. Model and Assumptions

Under type-I progressive censoring, the bivariate SSALT can be characterized as follows: Each stress variable has two levels when using the bivariate SSALT. Let \(S_{lk}\) be the \(k\)-th stress level of variable \(l\), where \(l = 1, 2\) and \(k = 0, 1, 2\). The stress levels \(S_{10}\) and \(S_{20}\) represent normal operational circumstances. Allow all \(n\) units of the experiment to start at step 1 with stress levels \((S_{11}, S_{21})\) for a period of time \(\tau_1\) during which \(n_1\) failures will be noted. The first stress variable is increased from \(S_{11}\) to \(S_{12}\) at time \(\tau_1\), \(c_1\) units are randomly removed from the remaining \(n - n_1\) surviving units and the first stress variable is increased from \(S_{11}\) to \(S_{12}\). The second phase is repeated until the predetermined time \(\tau_2\) has been predetermined from the remaining \(n - n_1 - c_1 - n_2\) units at time \(\tau_2\). The other stress variable is increased from \(S_{21}\) to \(S_{22}\) at the end of the second stage. The test continues until \(T\) is reached, at which point \(n_2\) units have failed this stage. The remaining surviving units \(c_3 = n - n_1 - c_1 - n_2 - c_2 - n_3\) are all removed from the test at time \(T\).

Assumption

(1) The life of test units follows an APE distribution with a CDF in each step:

\[
F(t) = \frac{\alpha^{1-e^{-\theta t}} - 1}{\alpha - 1},
\]

where \(\theta\) and \(\alpha\) are the scale and shape parameters, respectively. The corresponding PDF and the hazard function are given by \(f(t) = \frac{\theta \log \alpha e^{-\theta t} \alpha^{1-e^{-\theta t}}}{\alpha - 1}\) and \(h(t) = \frac{\theta \log \alpha e^{-\theta t} \alpha^{1-e^{-\theta t}}}{\alpha - 1}\) respectively. It should be noted that when \(\alpha \to 1\), the APE distribution becomes an exponential distribution with rate parameter \(\theta\). We provide the plots of the PDF, CDF, and hazard function in Figure 1, which shows that the APE distribution is flexible when analyzing various types of data.
(2) It is assumed that the scale parameter is $\theta_i$ at test step $i$ which is a log-linear function of stress levels for $i = 1, 2, 3$ as follows:

Step 1: $\log(\theta_1) = \beta_0 + \beta_1 s_{11} + \beta_2 s_{21},$

Step 2: $\log(\theta_2) = \beta_0 + \beta_1 s_{12} + \beta_2 s_{22},$

Step 3: $\log(\theta_3) = \beta_0 + \beta_1 s_{12} + \beta_2 s_{22},$

where $\beta_0$, $\beta_1$ and $\beta_2$ are unknown parameters that vary based on the product and the test technique. It is assumed that there is no connection between the two pressures.

(3) The cumulative exposure model (CE) was taken into consideration as well. Regardless of how the probability is obtained, the remaining life in this model is simply decided by the current cumulative failure probability and the current stress level [31].

(4) The shape parameter remains constant for all stress levels.

For the bivariate SSALT and the CE model, the CDF of test units can be written as follows:

$$F(t) = \begin{cases} \frac{a_{1}^{1-\theta_1 t}}{a_{1}^{1-\theta_1 t} + a_{1}^{1-\theta_1 t_{1}}} & 0 \leq t < \tau_1 \\ \frac{a_{1}^{1-\theta_1 t_{1}} - a_{2}^{1-\theta_1 t_{1} - \theta_2 (t - \tau_1)}}{a_{1}^{1-\theta_1 t_{1}} - a_{2}^{1-\theta_1 t_{1} - \theta_2 (t - \tau_1)}} & \tau_1 \leq t < \tau_2 \\ \frac{a_{2}^{1-\theta_1 t_{1} - \theta_2 (t - \tau_1) - \theta_3 (t - \tau_2)}}{a_{1}^{1-\theta_1 t_{2}} - a_{1}^{1-\theta_1 t_{2} - \theta_2 (t - \tau_2)}} & \tau_2 \leq t < \tau_3 \\ \frac{a_{1}^{1-\theta_1 t} a_{1}^{1-\theta_1 t} a_{1}^{1-\theta_1 t}}{a_{2}^{1-\theta_1 t} a_{2}^{1-\theta_1 t} a_{2}^{1-\theta_1 t}} & \tau_3 \leq t < \tau_T . \end{cases}$$

The PDF for this can be written as follows:

$$f(t) = \begin{cases} \frac{\theta_1 \log(a) e^{-\theta_1 t} a_{1}^{1-\theta_1 t}}{a_{1}^{1-\theta_1 t} + a_{1}^{1-\theta_1 t_{1}}} & 0 \leq t < \tau_1 \\ \frac{\theta_2 \log(a) e^{-\theta_1 t_{1} - \theta_2 (t - \tau_1)} e^{-\theta_1 t_{1} - \theta_2 (t - \tau_1)}}{a_{2}^{1-\theta_1 t_{1}} - a_{2}^{1-\theta_1 t_{1} - \theta_2 (t - \tau_1)}} & \tau_1 \leq t < \tau_2 \\ \frac{\theta_3 \log(a) e^{-\theta_1 t_{1} - \theta_2 (t - \tau_1) - \theta_3 (t - \tau_2)} e^{-\theta_1 t_{2} - \theta_2 (t - \tau_2) - \theta_3 (t - \tau_2)}}{a_{1}^{1-\theta_1 t_{2}} - a_{1}^{1-\theta_1 t_{2} - \theta_2 (t - \tau_2) - \theta_3 (t - \tau_2)}} & \tau_2 \leq t < \tau_T . \end{cases}$$

3. Likelihood Function and Fisher Information Matrix

For life testing, the MLE approach is the most widely used estimation method. In a bivariate SSALT, let $t_{ij}$, $i = 1, 2, 3$, $j = 1, 2, \ldots, n_i$ signify the observation derived from a type-I progressively censored sample with random deletions. The number of units removed from the test at any one time follows a binomial distribution, and each unit is eliminated with the same probability $p$. That is to say,

$$C_1 \sim \text{binom}(n - n_1, p),$$

$$C_2 | C_1 = c_1 \sim \text{binom}(n - n_1 - n_2 - c_1, p),$$
In addition, the PDF of the total number of units eliminated at each moment is as follows:

\[ P(C_1 = c_1) = \binom{n - n_1}{c_1} p^{c_1} (1 - p)^{n - n_1 - c_1}, \quad (7) \]

\[ P(C_2 = c_2|C_1 = c_1) = \binom{n - n_1 - n_2 - c_1}{c_2} p^{c_2} (1 - p)^{n - n_1 - n_2 - c_1 - c_2}. \quad (8) \]

Assume that \( C_1 \) is independent of \( t_{ij} \) for all \( i \).

The joint likelihood function is as follows:

\[ L(t; \theta_1, \theta_2, \theta_3, a, p|C = c) = L_1(t; \theta_1, \theta_2, \theta_3, a, p|C = c), \quad (9) \]

where \( C = (C_1, C_2), c = (c_1, c_2), p(C = c) = P(C_2|C_1 = c_1) P(C_1 = c_1) \), substituting Equations (7) and (8) in Equation (9) to get Equation (10) as follows:

\[ L_1(t; \theta_1, \theta_2, \theta_3, a, p|C = c) = \prod_{i=1}^{n} \prod_{j=1}^{n_2} G(t_{ij}) (1 - G(t_{ij}))^{c_{ij}} \quad (10) \]

where \( G(t) \) and \( g(t) \) will be substituted for \( G(t) \) and \( g(t) \) in Equations (3) and (4), for more information see [32]. Finally, the likelihood function is constructed by inserting \( L_1(t; \theta_1, \theta_2, \theta_3, a, p|C = c) \) and \( p(C = c) \) in Equation (9). Maximizing the logarithm of the likelihood function instead of the likelihood function itself is frequently easier. The likelihood function’s logarithm is as follows:

\[
\ln(t; \theta_1, \theta_2, \theta_3, a, p|C = c) \propto -2(n_1 + n_2 + n_3) \log(a - 1) + (n_3 + n_2 + n_1) \log(a) + (n_3 \log(\alpha) + n_1 \log(\theta_1) + n_2 \log(\theta_2) + n_3 \log(\theta_3) + \sum_{i=1}^{n_1} \log(\alpha_1^{1-e^{-\theta_1 t_i}} - 1) + \sum_{j=1}^{n_2} \log(\alpha_1^{1-e^{-\theta_1 (t_j - t_{ij})}} - 1) + \sum_{j=1}^{n_2} \log(\alpha_1^{1-e^{-\theta_1 (t_j - t_1 - t_{ij})}} - 1) - \theta_1 \sum_{j=1}^{n_2} (t_j - t_{ij}) - \theta_2 \sum_{j=1}^{n_2} (t_j - t_1) + \sum_{j=1}^{n_2} \log(\alpha_1^{1-e^{-\theta_1 t_j}}) + \sum_{j=1}^{n_2} \log(\alpha_1^{1-e^{-\theta_1 (t_j - t_{ij})}} - 1) - \theta_1 \sum_{j=1}^{n_2} (t_j - t_{ij}) - \theta_2 \sum_{j=1}^{n_2} (t_j - t_1) - \theta_3 \sum_{j=1}^{n_3} (t_j - t_{ij}) + \sum_{j=1}^{n_3} \log(\alpha_1^{1-e^{-\theta_1 (t_j - t_{ij})}} - 1) + \sum_{j=1}^{n_3} \log(\alpha_1^{1-e^{-\theta_1 (t_j - t_{ij})}} - 1) + \log \left( \frac{n - n_1 - c_1 - n_2}{c_2} \right) + (c_1 + c_2) \log(p) + (2n - 2n_1 - 2c_1 - n_2 - c_2) \log(1 - p), \right.

By maximizing the aforementioned function, the MLE values of \( \theta_1, \theta_2, \theta_3, \alpha \) and \( p \) can be obtained immediately. Thus, by calculating the equations of the first-order partial derivatives of the log-likelihood function with respect to \( \theta_1, \theta_2, \theta_3, \alpha \) and \( p \), the MLE values of \( \theta_1, \theta_2, \theta_3, \alpha \) and \( p \) may be obtained while setting them to 0.
4. Confidence Intervals

The CIs of the parameters are calculated in this section. Because our point estimate is the most likely value for the parameter, it makes sense to base the CIs on it. CIs are a set of values (intervals) that operate as good approximations of a population parameter that is unknown. Ref. [33] was the first to introduce CIs to statistics. Two types of CIs were calculated in this study.

4.1. Approximate Confidence Intervals

Because the PDF of the APE distribution is not symmetric, the asymptotic CIs based on the normality cannot perform well. We assume that the underlying distribution is APE. Thus, we think that the parametric bootstrap percentile interval is more appropriate than the nonparametric one. Additionally, it is known that the nonparametric bootstrap percentile interval does not work well in general. For more details, see Section 5.3.1 of [31]. One can use parametric bootstrap interval with normal approximation or Studentization. However, this CI is symmetric so it may not work well with our asymmetric case.

The MLE results are consistent and regularly distributed according to large sample theory, with certain regularity constraints. Because MLE values for parameters are not in a closed form, accurate CIs cannot be calculated, so asymptotic CIs based on the asymptotic normal distribution of MLE values are calculated instead.

Assume that \( \omega = (\theta_1, \theta_2, \theta_3, \alpha, p) \). The asymptotic distribution of MLE values of is known to be generated by \([\hat{\theta}_1 - \theta_1, \hat{\theta}_2 - \theta_2, \hat{\theta}_3 - \theta_3, (\hat{\alpha} - \alpha), (\hat{p} - p)] \sim N(0, \sigma)\), where \( \sigma = \sigma_{ij}, i,j = 1,2,3,4,5 \) is the unknown parameters’ variance–covariance matrix \( \omega = (\theta_1, \theta_2, \theta_3, \alpha, p) \). The inverse of the Fisher information matrix is an estimator of the AV–covariance matrix, as previously stated.

\[
\frac{\partial L}{\partial \omega} = n_2 + \sum_{i=1}^{n_2} \left( \frac{(t_i - \tau_1)e^{-\hat{\theta}_2(t_i - \tau_1)}\alpha^{-\hat{\theta}_1(t_i - \tau_1)} \log(a)}{\alpha^{-\theta_1(t_i - \tau_1)} - 1} \right) - n_2 \tau_1 \sum_{i=1}^{n_2} (t_i - \tau_1) + \sum_{i=1}^{n_2} \left( \frac{(t_i - \tau_1)e^{-\hat{\theta}_2(t_i - \tau_1)}\alpha^{-\theta_1(t_i - \tau_1)} \log(a)}{\alpha^{-\theta_1(t_i - \tau_1)} - 1} \right)
\]

\[
\frac{\partial L}{\partial \omega} = n_3 + \sum_{i=1}^{n_3} \left( \frac{(t_i - \tau_2)e^{-\hat{\theta}_2(t_i - \tau_2)}\alpha^{-\theta_1(t_i - \tau_2)} \log(a)}{\alpha^{-\theta_1(t_i - \tau_2)} - 1} \right) - \sum_{i=1}^{n_3} (t_i - \tau_2) + \sum_{i=1}^{n_3} \left( \frac{(t_i - \tau_2)e^{-\hat{\theta}_2(t_i - \tau_2)}\alpha^{-\theta_1(t_i - \tau_2)} \log(a)}{\alpha^{-\theta_1(t_i - \tau_2)} - 1} \right)
\]

\[
\frac{\partial L}{\partial p} = \frac{(c_1 + c_2)}{p} - \frac{(2n - 2n_1 - 2c_1 - n_2 - c_2)}{(1 - p)}
\]
The approximate 100(1 − δ)% two-sided CIs, for ω is provided by

\[
(\hat{\omega}_i^L, \hat{\omega}_i^U) : \hat{\omega}_i \pm z_{1-\frac{\delta}{2}} \sqrt{\hat{\sigma}_{i}}, i = 1, 2, 3, 4, 5.
\]

(17)

where \( z_{1-\frac{\delta}{2}} \) is the standard normal distribution’s \( \delta \)th percentile.

4.2. Bootstrap Confidence Intervals

CIs based on parametric bootstrap sampling percentile intervals can be produced in this subsection; for additional information, see [34]. The bootstrap CIs are calculated using the following Algorithm 1.

Algorithm 1: The algorithm of the bootstrap confidence intervals.

\textbf{Step 0 Babic setup:}
Set \( b = 1 \)
Calculate the MLE values of \( w = (\theta_1, \theta_2, \theta_3, a, p) \), denoted by \( \hat{w} = (\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3, \hat{a}, \hat{p}) \).

\textbf{Step 1 sampling:}
Obtain the \( b \)th bootstrap resample \( t^*_{\rho} \) from \( F(\cdot|\hat{w}) \), where \( \hat{w} \) is the MLE obtained in Step 0.

\textbf{Step 2 Bootstrap estimates:}
Calculate the \( b \)th bootstrap estimates

\[
\hat{w}^{*b} = (\hat{\theta}_1^{*b}, \hat{\theta}_2^{*b}, \hat{\theta}_3^{*b}, \hat{a}^{*b}, \hat{p}^{*b}),
\]

using the resample \( t^*_{\rho} \) obtained in \textbf{Step 1}.

\textbf{Step 3 Repetition:}
Set \( b \leftarrow b + 1 \),
Repeat Steps 1–3 until \( b = B \).

\textbf{Step 4. Arranging in ascending order}
Organize each estimate in ascending order so that we have

\[
\{\hat{\theta}_1^{[1]}, \hat{\theta}_1^{[2]}, \ldots, \hat{\theta}_1^{[B]}\}, \{\hat{\theta}_2^{[1]}, \hat{\theta}_2^{[2]}, \ldots, \hat{\theta}_2^{[B]}\}, \{\hat{\theta}_3^{[1]}, \hat{\theta}_3^{[2]}, \ldots, \hat{\theta}_3^{[B]}\}, \{\hat{a}^{[1]}, \hat{a}^{[2]}, \ldots, \hat{a}^{[B]}\}
\]

and \( \{\hat{p}^{[1]}, \hat{p}^{[2]}, \ldots, \hat{p}^{[B]}\} \).

The 100(1 − δ)% percentile bootstrap CIs for \( \omega \) are then calculated as follows:

\[
(\hat{\omega}_{iL}, \hat{\omega}_{iU}) = (\hat{\omega}_i^{[\frac{i}{2}], \hat{\omega}_i^{[(1-\frac{\delta}{2})]}}, i = 1, 2, 3, 4, 5,
\]

(18)

where \( \hat{\omega}_1^* = \hat{\theta}_1^*, \hat{\omega}_2^* = \hat{\theta}_2^*, \hat{\omega}_3^* = \hat{\theta}_3^*, \hat{\omega}_4^* = \hat{a}_4^* \) and \( \hat{\omega}_5^* = \hat{p}_5^* \).

5. Optimization Criterion

One of the aims of this article is to investigate the selection of \( \tau_1 \) and \( \tau_2 \) in a bivariate SSALT with type-I progressive censoring, as stated in the introduction. The current criterion for determining the best values for \( \tau_1 \) and \( \tau_2 \) is their percentile life under normal operating conditions. Under natural conditions, this criterion reduces the AV of the MLE value of the logarithm of percentile life. This is the criterion that is most frequently employed. Before computing the optimization criterion, it is important to note that the parameters derive from prior experiments with similar products or from a small sample experiment. The best test design for an experiment is then determined based on these estimates. The function of time reliability is based on the normal operating condition \((S_{10}, S_{20})\) is

\[
R_0(t) = 1 - \frac{\alpha^1 e^{-\rho_0 t}}{\alpha - 1} - 1.
\]
The 100(1 − δ)%th percentile life under the ordinary operating conditions \((S_{10}, S_{20})\) for a certain reliability \(R\) is

\[
t_R = \frac{-1}{\theta_0} \log \left[ 1 - \log \left( 1 + \frac{(1 - R)(\alpha - 1)}{\log(\alpha)} \right) \right],
\]

(19)

So, \(\log(t_R) = \log(\theta_0) + \log \left( \log \left[ 1 - \frac{\log(1 + (1 - R)(\alpha - 1))}{\log(\alpha)} \right] \right)\), when \(R = 0.5\), \(\log(t_R)\) is the logarithm of the median life at usual operating conditions with stress level \((S_{10}, S_{20})\).

Now, \(x_i\) can be defined as follows:

\[
x_i = \frac{S_{1i} - S_{0i}}{S_{12} - S_{0i}}, \quad i = 1, 2,
\]

then, it can be seen that

\[
S_{0i} = \frac{S_{1i} - x_iS_{12}}{1 - x_i}, \quad i = 1, 2.
\]

Then, according to assumption 2 and above result, it can be obtained that

\[
\log(\theta_0) = \beta_0 + \beta_1S_{10} + \beta_2S_{20},
\]

\[
= \beta_0 + \beta_1 \frac{S_{1i} - x_iS_{12}}{1 - x_i} + \beta_2 \frac{S_{2i} - x_iS_{22}}{1 - x_i},
\]

\[
= \log(\theta_2) \frac{x_i - x_1}{(1 - x_1)(1 - x_2)} - \log(\theta_3) \frac{x_2}{1 - x_2}, \quad i = 1, 2.
\]

(20)

Therefore, the MLE value of the log of the 100(1 − \(R\))th percentile life of the APE distribution with a specified reliability \(R\) under the usual operating condition \(S_0\) is

\[
\log(t_R) = \log(\theta_0) + \log \left( \log \left[ 1 - \frac{\log(1 + (1 - R)(\alpha - 1))}{\log(\alpha)} \right] \right),
\]

(21)

Let \(\theta_1, \theta_2, \theta_3, \alpha\) and \(\beta\) be the parameters, then

\[
\log(t_R) = \log(\theta_1) + \log(\theta_2) - \log(\theta_3) \frac{x_2}{(1 - x_2)}
\]

\[
+ \log \left( \log \left[ 1 - \frac{\log(1 + (1 - R)(\alpha - 1))}{\log(\alpha)} \right] \right),
\]

(22)

The \(AV\log(t_R)\) is calculated using the delta method. As a result, \(AV\log(t_R)\) is calculated to show that its minimum values lead to the optimal plan:

\[
AV\log(t_R) = HF^{-1}H,
\]

(23)

where \(F\) is the Fisher information matrix and \(H\) is the row vector of the first derivative of \(\log(t_R)\) with respect to \(\theta_1, \theta_2, \theta_3, \alpha\) and \(\beta\). i.e.,

\[
H = \left[ \frac{\partial\log(t_R)}{\partial\theta_1}, \frac{\partial\log(t_R)}{\partial\theta_2}, \frac{\partial\log(t_R)}{\partial\theta_3}, \frac{\partial\log(t_R)}{\partial\alpha}, \frac{\partial\log(t_R)}{\partial\beta} \right],
\]

(24)

where

\[
\frac{\partial\log(t_R)}{\partial\theta_1} = -\frac{1}{\theta_1(1 - x_1)},
\]

(25)

\[
\frac{\partial\log(t_R)}{\partial\theta_2} = \frac{x_2 - x_1}{\theta_2(1 - x_1)(1 - x_2)},
\]

(26)

\[
\frac{\partial\log(t_R)}{\partial\theta_3} = -\frac{x_2}{\theta_3(1 - x_2)},
\]

(27)
\[
\frac{\partial \log (\hat{f}_R)}{\partial \alpha} = -\frac{\hat{a}}{1+1/(\hat{a}-1)} \left( \frac{\hat{a}(1-R)-(1+1/(\hat{a}-1))}{a_2} \right),
\]
(28)

Thus, the problem objective is to

\[
\text{Minimum } [AVlog (\hat{f}_R)]
\]
(30)

The PSO method’s popularity has grown due to its simplicity and applicability in handling a wide range of engineering and management optimization challenges [31]. The PSO method has several advantages, including ease of implementation, robustness, and speed of computing.

6. Bayesian Estimators

In recent years, Bayesian inference has gained popularity in a range of fields, including engineering, clinical medicine, biology, and so on. Its ability to analyze data using prior information makes it particularly useful in dependability studies, where data availability is a big issue. In this part, the model parameters \(a, \theta_1, \theta_2,\) and \(\theta_3\), Bayesian estimates and accompanying credible intervals are constructed.

6.1. Prior Information and Loss Function

Because the gamma distribution can take on a variety of shapes depending on its parameter values, employing separate gamma priors is straightforward and can result in more expressive posterior density estimates. As a result, we looked at gamma density priors, which are more flexible than other difficult prior distributions, and adapted APE support under bivariate SSALT and type-I progressive censoring model parameters. As a result, independent gamma PDFs are assumed for the APE distribution under bivariate SSALT and type-I progressive censoring model parameters, which are \(\text{Gamma}(a_j, b_j); j = 1, \ldots, 4\), respectively. The joint prior is as follows:

\[
\pi(a, \theta_1, \theta_2, \theta_3) \propto a^{a_1-1}e^{-b_1} \theta_1^{\theta_2-1} e^{-b_2 \theta_1} \theta_2^{\theta_3-1} e^{-b_3 \theta_2} \theta_3^{\theta_4-1} e^{-b_4 \theta_3},
\]
(31)

where the hyperparameters \(a_j, b_j; j = 1, \ldots, 4\) reflect prior knowledge of the unknown parameters \(a, \theta_1, \theta_2,\) and \(\theta_3\) and are expected to be non-negative. See [36,37] for further details on previous MLE and gamma estimates (elective hyperparameters).

According to the literature, choosing the symmetric loss function (SLF) is a critical issue in Bayesian analysis. The SEL function is the most often utilized SLF in studies estimating the considered unknown values.

\[
L(a, \hat{a}) = (\hat{a} - a)^2, \quad L(\theta_j, \hat{\theta}_j) = (\hat{\theta}_j - \theta_j)^2, \quad L(\theta_2, \tilde{\theta}_2) = (\tilde{\theta}_2 - \theta_2)^2, \quad L(\theta_3, \tilde{\theta}_3)
= (\tilde{\theta}_3 - \theta_3)^2,
\]

where \(\hat{a}, \hat{\theta}_j, \tilde{\theta}_j,\) and \(\tilde{\theta}_3\) are an approximation of \(a, \theta_j, \theta_2,\) and \(\theta_3\). The posterior mean of \(a, \theta_1, \theta_2,\) and \(\theta_3\) is used to calculate the objective estimate \(\hat{a}, \hat{\theta}_1, \hat{\theta}_2,\) and \(\hat{\theta}_3\). Any other loss function, on the other hand, can be easily included.
6.2. Posterior Analysis by SLF

The joint posterior density function is found by observing the APE distribution under bivariate SSALT and type-I progressive censoring sample data from the likelihood function and using prior knowledge.

\[
L(\alpha, \theta_1, \theta_2, \theta_3 | \mathbf{t}) \propto \pi(\alpha, \theta_1, \theta_2, \theta_3) \prod_{i=1}^{n} \prod_{j=1}^{n_i} g(t_{ij}) (1 - G(t_{ij}))^{c_i},
\]

(32)

The posterior expectation of \( \alpha, \theta_1, \theta_2, \) and \( \theta_3 \) is the Bayesian estimator of \( \alpha, \theta_1, \theta_2, \) and \( \theta_3 \) such as \( \hat{\alpha}, \hat{\theta}_1, \hat{\theta}_2, \) and \( \hat{\theta}_3 \), under the SEL function. In order to produce these estimations, the marginal posterior distributions for each of the parameters \( \alpha, \theta_1, \theta_2, \) and \( \theta_3 \) must be gathered. However, explicit formulations for the marginal PDFs for each unknown parameter are clearly not practicable due to the implied mathematical calculations. As a result, we want to compute Bayesian estimates and credible intervals using simulation methods such as MCMC techniques.

One of the most useful MCMC algorithms is the Metropolis-Hastings (MH) algorithm, which is used to generate random samples using posterior density distribution and an independent proposal distribution to approximate Bayesian estimates and create the associated Highest Posterior Density (HPD) credible intervals. Furthermore, this method provides a chain form of the Bayesian estimate that is easy to utilize in practice. For more information on this algorithm, see [38,39].

7. Simulation Study

A simulation study was carried out to illustrate the theoretical results and to analyze the relative efficiency of step-stress testing vs. constant-stress testing, as well as to evaluate it as a function of changing factors of a parameter. For a better understanding of the test procedure, data were initially simulated. The author uses the following procedure to test procedure, data were initially simulated. The author uses the following procedure to

(a) From a uniform \((0, 1)\) distribution, generate a random sample of size \(n\) and arrange them in ascending order to produce order statistics \(U_{1:n}, U_{2:n}, \ldots, U_{n:n}\).
(b) Find \(n_1\) such that for a given stress change time \(\tau_1\) and parameter \(\theta_1\),

\[
U_{n_1:n} \leq \frac{1 - e^{-\theta_1 \cdot \tau_1}}{\alpha - 1} \leq U_{n_1+1:n}
\]

(c) \(c_1\) units were randomly removed from non-failed items at time \(\tau_1\). Assume that \(c_1\) follows a binomial distribution with a chance of removal of \(p\).
(d) Find \(n_2\) such that for a given stress change time \(\tau_2\) and parameter \(\theta_2\),

\[
U_{n_2:n-n_1-c_1} \leq \frac{1 - e^{-\theta_2 \cdot \tau_2}}{\alpha - 1} \leq U_{n_2+1:n-n_1-c_1}
\]

(e) \(c_2\) units were randomly removed from non-failed items at time \(\tau_2\). Assume that \(c_2\) follows a binomial distribution with a chance of removal of \(p\).
(f) Find \(n_3\) such that for a given prefixed censoring time \(T\) and parameter \(\theta_3\),

\[
U_{n_3:n-n_1-c_1-n_2-c_2} \leq \frac{1 - e^{-\theta_3 \cdot \tau_3}}{\alpha - 1} \leq U_{n_3+1:n-n_1-c_1-n_2-c_2}
\]

(g) \(c_3 = n - n_1 - c_1 - n_2 - c_2 - n_3\) units were randomly removed from non-failed items at time \(T\).
(h) The following demonstrates how to obtain ordered observations:

\[
\ln \frac{\text{MLE and Bayesian estimation for the parameter of APE distribution under bivariate SSALT}}{\text{MLE and Bayesian estimation for the parameter of APE distribution under bivariate SSALT}}
\]
Table 2. MLE of probability parameter of binomial removal for type-I progressive censoring: Case 1.

| n   | p  | Mean   | Bias   | MSE    | Lower  | Upper  |
|-----|----|--------|--------|--------|--------|--------|
| 70  | 0.3| 0.3018 | -0.0017 | 0.0046 | 0.2028 | 0.4065 |
| 70  | 0.5| 0.3108 | 0.0018  | 0.0007 | 0.2028 | 0.4065 |
| 150 | 0.3| 0.2993 | 0.0007  | 0.0049 | 0.1909 | 0.4076 |
| 150 | 0.5| 0.5047 | 0.0002  | 0.0037 | 0.3878 | 0.6156 |
| 300 | 0.3| 0.2983 | 0.0014  | 0.0019 | 0.2295 | 0.3709 |
| 300 | 0.5| 0.5014 | 0.0014  | 0.0019 | 0.4161 | 0.5866 |

Table 3. MLE and Bayesian estimation for the parameter of APE distribution under bivariate SSALT and type-I progressive censoring: Case 2.

| τ₁=1, τ₂=2, T = 4 | MLE | Bayesian |
|---------------------|-----|----------|
| n   | p  | Mean   | Bias   | MSE    | L.CI  | Bias | MSE    | L.CI  |
| 70  | 0.3| 0.3473 | 0.0048 | 0.0007 | 0.6406 | 0.0031 | 0.1909 | 0.4076 |
| 70  | 0.5| 0.4972 | 0.0065 | 0.0179 | 0.5240 | 0.0023 | 0.1560 | 0.1898 |
| 150 | 0.3| 0.4971 | 0.0060 | 0.0271 | 0.6449 | 0.0028 | 0.2199 | 0.3028 |
| 150 | 0.5| 0.5046 | 0.0046 | 0.0267 | 0.6410 | 0.0015 | 0.2079 | 0.2767 |
| 300 | 0.3| 0.0667 | 0.0027 | 0.0110 | 0.4110 | 0.0114 | 0.0262 | 0.3937 |
| 300 | 0.5| 0.0141 | 0.0053 | 0.0563 | 0.9293 | 0.0197 | 0.5077 | 0.5597 |

Table 4. MLE of probability parameter of binomial removal for type-I progressive censoring: Case 2.

| n   | p  | Mean   | Bias   | MSE    | Lower  | Upper  |
|-----|----|--------|--------|--------|--------|--------|
| 70  | 0.3| 0.3046 | 0.0046 | 0.0027 | 0.2028 | 0.4065 |
| 70  | 0.5| 0.4989 | -0.0011 | 0.0035 | 0.3824 | 0.6155 |
| 150 | 0.3| 0.3014 | 0.0014 | 0.0012 | 0.2322 | 0.3706 |
| 150 | 0.5| 0.4963 | -0.0037 | 0.0017 | 0.4165 | 0.5761 |
| 300 | 0.3| 0.2988 | -0.0012 | 0.0006 | 0.2504 | 0.3471 |
| 300 | 0.5| 0.5011 | 0.0011 | 0.0008 | 0.4463 | 0.5559 |
Table 5. MLE and Bayesian estimation for the parameter of APE distribution under bivariate SSALT and type-I progressive censoring: Case 3.

| \( \tau_1=0.6, \tau_2=1.2, T = 2 \) | \( n \) | \( p \) | \( \alpha \) | Bias | MSE | L.CI | \( \theta_1 \) | Bias | MSE | L.CI | \( \theta_2 \) | Bias | MSE | L.CI | \( \theta_3 \) | Bias | MSE | L.CI |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 70 | 0.3 | \( \alpha \) | 1.0029 | 9.1615 | 11.2060 | 0.2264 | 0.0749 | 0.6125 | \( \theta_1 \) | -0.0018 | 0.4202 | 2.5437 | -0.9248 | 0.3865 | 0.3596 | \( \theta_2 \) | -0.0370 | 0.2480 | 1.9485 | -0.1631 | 0.0570 | 0.6684 | \( \theta_3 \) | 0.1087 | 0.8958 | 3.6894 | -0.0565 | 0.0303 | 0.6574 |
| 0.5 | \( \alpha \) | 1.1488 | 11.6938 | 12.6384 | 0.2000 | 0.0549 | 0.4745 | \( \theta_1 \) | -0.0151 | 0.4272 | 2.5640 | -0.9322 | 0.3087 | 0.2679 | \( \theta_2 \) | -0.0968 | 0.2449 | 1.9043 | -0.0749 | 0.0214 | 0.4901 | \( \theta_3 \) | 0.3101 | 2.3934 | 5.9473 | -0.0106 | 0.0145 | 0.4704 |
| 150 | 0.3 | \( \alpha \) | 0.4012 | 3.2915 | 6.9427 | 0.3073 | 0.0711 | 0.5364 | \( \theta_1 \) | -0.0521 | 0.2512 | 1.9562 | -1.1279 | 0.2273 | 0.1210 | \( \theta_2 \) | -0.0828 | 0.1283 | 1.3677 | -0.4008 | 0.0483 | 0.5557 | \( \theta_3 \) | -0.0140 | 0.2345 | 1.8995 | -0.1698 | 0.0257 | 0.6306 |
| 0.5 | \( \alpha \) | 0.4554 | 3.3671 | 6.9749 | 0.2536 | 0.0474 | 0.3998 | \( \theta_1 \) | -0.0452 | 0.1512 | 1.5154 | -0.1732 | 0.0214 | 0.4536 | \( \theta_2 \) | -0.0968 | 0.2449 | 1.9043 | -0.0749 | 0.0214 | 0.4901 | \( \theta_3 \) | 0.3101 | 2.3934 | 5.9473 | -0.0106 | 0.0145 | 0.4704 |
| 300 | 0.3 | \( \alpha \) | 0.1610 | 1.5009 | 4.7655 | 0.3445 | 0.0701 | 0.4165 | \( \theta_1 \) | -0.0611 | 0.1732 | 1.6152 | -1.1707 | 0.1371 | 0.0992 | \( \theta_2 \) | -0.0750 | 0.0751 | 1.0345 | -0.5436 | 0.0363 | 0.3864 | \( \theta_3 \) | -0.0063 | 0.1354 | 1.4436 | -0.2500 | 0.0248 | 0.5730 |
| 0.5 | \( \alpha \) | 0.2145 | 1.5309 | 4.7815 | 0.2684 | 0.0382 | 0.3761 | \( \theta_1 \) | -0.0515 | 0.1719 | 1.6144 | -1.1196 | 0.1254 | 0.1125 | \( \theta_2 \) | -0.0407 | 0.0800 | 1.0981 | -0.2723 | 0.0179 | 0.4126 | \( \theta_3 \) | 0.0620 | 0.3102 | 2.1720 | -0.0340 | 0.0118 | 0.4008 |

Table 6. MLE of probability parameter of binomial removal for type-I progressive censoring: Case 3.

| \( n \) | \( p \) | Mean | Bias | MSE | Lower | Upper |
|---|---|---|---|---|---|---|
| 70 | 0.3 | 0.3015 | 0.0015 | 0.0047 | 0.1664 | 0.4367 |
| 0.5 | 0.5001 | 0.0001 | 0.0065 | 0.3416 | 0.6587 |
| 150 | 0.3 | 0.3016 | 0.0016 | 0.0025 | 0.2033 | 0.3998 |
| 0.5 | 0.4991 | -0.0009 | 0.0029 | 0.3929 | 0.6053 |
| 300 | 0.3 | 0.2992 | -0.0008 | 0.0011 | 0.2331 | 0.3653 |
| 0.5 | 0.4985 | -0.0015 | 0.0015 | 0.4222 | 0.5748 |

Table 7. MLE and Bayesian estimation for the parameter of APE distribution under bivariate SSALT and type-I progressive censoring: Case 4.

| \( \tau_1=0.7, \tau_2=1.2, T = 2 \) | \( n \) | \( p \) | \( \alpha \) | Bias | MSE | L.CI | \( \theta_1 \) | Bias | MSE | L.CI | \( \theta_2 \) | Bias | MSE | L.CI | \( \theta_3 \) | Bias | MSE | L.CI |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 70 | 0.3 | \( \alpha \) | 0.5885 | 2.5151 | 5.7787 | 0.4140 | 0.1925 | 0.5599 | \( \theta_1 \) | 0.1436 | 0.4858 | 2.6761 | -0.8796 | 0.3799 | 0.6027 | \( \theta_2 \) | -0.0158 | 0.3424 | 2.2952 | -0.0512 | 0.0264 | 0.5635 | \( \theta_3 \) | 0.3021 | 2.3486 | 5.8955 | -0.0324 | 0.0262 | 0.6167 |
| 0.5 | \( \alpha \) | 0.4762 | 1.6822 | 4.7339 | 0.4161 | 0.1916 | 0.5124 | \( \theta_1 \) | 0.1011 | 0.4350 | 2.3573 | -0.8834 | 0.3804 | 0.5714 | \( \theta_2 \) | -0.0218 | 0.3681 | 2.3791 | -0.0483 | 0.0257 | 0.5562 | \( \theta_3 \) | 0.3672 | 2.8932 | 6.5170 | -0.0307 | 0.0249 | 0.6062 |
Table 7. Cont.

| \( n \) | \( p \) | \( \alpha \) | Bias | MSE | L.CI | Bias | MSE | L.CCI |
|---|---|---|---|---|---|---|---|---|
| 150 | 0.3 | 0.4142 | 0.6417 | 2.9975 | 0.5195 | 0.1846 | 0.4525 |
| | | \( \theta_1 \) | 0.0198 | 0.3039 | 2.1619 | -1.0911 | 0.2922 | 0.1661 |
| | | \( \theta_2 \) | -0.0643 | 0.1796 | 1.6435 | -0.1522 | 0.0245 | 0.5701 |
| | | \( \theta_3 \) | 0.1011 | 0.6331 | 3.0969 | -0.0736 | 0.0259 | 0.5340 |
| 0.5 | | 0.2525 | 0.5780 | 2.8138 | 0.4607 | 0.1822 | 0.3634 |
| | | \( \theta_1 \) | 0.0464 | 0.2898 | 2.1045 | -1.0534 | 0.2111 | 0.1412 |
| | | \( \theta_2 \) | -0.0387 | 0.2225 | 1.8447 | -0.0610 | 0.0164 | 0.4280 |
| | | \( \theta_3 \) | 0.1954 | 1.2317 | 4.2869 | -0.0112 | 0.0115 | 0.4150 |

Table 8. MLE of probability parameter of binomial removal for type-I progressive censoring: Case 4.

| \( n \) | \( p \) | Mean | Bias | MSE | Lower | Upper |
|---|---|---|---|---|---|---|
| 70 | 0.3 | 0.3001 | 0.0001 | 0.0088 | 0.1164 | 0.4839 |
| | 0.5 | 0.3339 | 0.1661 | 0.0991 | 0.0950 | 0.5729 |
| 150 | 0.3 | 0.2984 | -0.0016 | 0.0039 | 0.1752 | 0.4217 |
| | 0.5 | 0.4921 | -0.0079 | 0.0051 | 0.3529 | 0.6312 |
| 300 | 0.3 | 0.2979 | -0.0021 | 0.0020 | 0.2105 | 0.3852 |
| | 0.5 | 0.5035 | 0.0035 | 0.0023 | 0.4099 | 0.5971 |

A simulation study was carried out to acquire the MLE values and Bayesian estimation of the parameters, as well as to assess the precision of these estimates using bias, mean squared (MSEs), and length of CI (L.CI). The MLE values of \( \alpha \), \( \theta_1 \), \( \theta_2 \), \( \theta_3 \), and \( p \) can be obtained by solving Equations (12)–(15) and (16) using the optimization tool in R-packages with the obtained observations from the simulation algorithm. The Bayesian estimation values of \( \alpha \), \( \theta_1 \), \( \theta_2 \), and \( \theta_3 \) are obtained by solving Equations (14)–(17) and (25) using the optimization tool in R-packages.

For various sample sizes and true values of the parameters, the results are presented in Tables 1–8. The results show that as the sample size grows, the Bias, MSE, L.CI, and length of CI (L.CCI) of the MLE and Bayesian estimate approach zero. Since the bias approaches zero, we postulate that \( \hat{w}_n \sim p \hat{w} \). In addition, since the MSE approaches zero, the variance of \( \hat{w}_n \) also approaches zero. Thus, we can consider the \( n^{\beta} (\hat{w}_n - \hat{w}) \) in which one can choose \( \beta \) such that this distribution is non-degenerate, that is, \( n^{\beta} (\hat{w}_n - \hat{w}) \sim Op(1) \). For more details, see Section 6.1.1 of [40]. The Bayesian estimation is the best estimation method based on bias, MSE, and L.CCI.

The stress levels and simulated data from the APE distribution under bivariate SSALT and type-I progressive censoring are shown in Table 9. The temperature levels are 358 and 378 degrees Fahrenheit, respectively, while the voltage levels are 12 and 16. Table 9 shows a basic SSALT strategy with two stress variables for the products. As can be seen in the first phase, 49 of the samples were unsuccessful. Nine samples failed in the second step, while 6 samples failed in the third step. To acquire the MLE and Bayesian estimation of the parameters, as well as to assess the precision of these estimates, standard error (SE) and a confidence interval (CI) were used for the simulated data in Table 10.
Table 9. Simulated failure data with Case 1 when \( n = 70, p = 0.3, \tau_1 = 0.8, \tau_2 = 2, T = 3.2 \).

| \( p \) | Sample Size | Failure Times | Censored Data |
|-------|-------------|---------------|---------------|
| \( 0.3 \) | \( n_1 = 49 \) | 0.0120, 0.0208, 0.0225, 0.0227, 0.0484, 0.0529, 0.0634, 0.0664, 0.0730, 0.0753, 0.0779, 0.0810, 0.1141, 0.1204, 0.1303, 0.1313, 0.1400, 0.1537, 0.1596, 0.1690, 0.1702, 0.1918, 0.1993, 0.2322, 0.2369, 0.2450, 0.2670, 0.2713, 0.2721, 0.2958, 0.2980, 0.3042, 0.3089, 0.3122, 0.3216, 0.3337, 0.3893, 0.4084, 0.4175, 0.4294, 0.4445, 0.4736, 0.5427, 0.5676, 0.5836, 0.6056, 0.6298, 0.6338, 0.6646 | \( c_1 = 8 \) |
| \( n_2 = 7 \) | 0.7734, 0.7879, 0.8797, 0.9038, 0.9560, 0.9647, 1.1626 | \( c_2 = 1 \) |
| \( n_3 = 5 \) | 1.2900, 1.3263, 1.3430, 1.7225, 1.8973 | \( c_3 = 0 \) |
| \( 0.5 \) | \( n_1 = 46 \) | 0.0052, 0.0329, 0.0450, 0.0481, 0.0646, 0.0657, 0.0757, 0.0764, 0.0793, 0.0821, 0.0992, 0.1066, 0.1074, 0.1085, 0.1085, 0.1253, 0.1622, 0.1760, 0.1956, 0.2006, 0.2124, 0.2208, 0.2216, 0.2300, 0.2300, 0.2429, 0.2519, 0.2612, 0.2794, 0.3410, 0.3560, 0.3920, 0.4025, 0.4227, 0.4280, 0.4338, 0.4670, 0.5015, 0.5550, 0.6055, 0.6245, 0.6305, 0.6445, 0.6503, 0.6602 | \( c_1 = 9 \) |
| \( n_2 = 8 \) | 0.7253, 0.8509, 0.9028, 0.9039, 1.0172, 1.1254, 1.1374, 1.1419 | \( c_2 = 1 \) |
| \( n_3 = 5 \) | 1.4019, 1.4843, 1.5290, 1.9690, 1.9768 | \( c_3 = 1 \) |

Table 10. MLE and Bayesian estimation for the parameter of APE distribution under bivariate SSALT and type-I progressive censoring: simulated data.

| \( p \) | MLE | Bayesian |
|-------|-----|---------|
|       | Estimates | SE  | Lower | Upper | Estimates | SE  | Lower | Upper |
| \( 0.3 \) | \( \alpha \) | 0.4260 | 0.9371 | 0.0041 | 2.2626 | 1.2811 | 0.4866 | 0.3997 | 2.2355 |
|       | \( \theta_1 \) | 1.3353 | 1.0563 | 0.0074 | 3.4056 | 2.054 | 0.0609 | 0.1066 | 0.3117 |
|       | \( \theta_2 \) | 1.3649 | 0.7775 | 0.0016 | 2.8889 | 1.1852 | 0.4833 | 0.3710 | 2.0742 |
|       | \( \theta_3 \) | 3.0237 | 1.4760 | 0.1307 | 5.9166 | 2.1696 | 1.0009 | 0.5887 | 4.2216 |
| \( 0.5 \) | \( \alpha \) | 0.6613 | 1.0077 | 0.0031 | 2.6365 | 2.3943 | 0.9352 | 0.6052 | 4.4307 |
|       | \( \theta_1 \) | 1.3650 | 0.7497 | 0.0010 | 2.8344 | 0.2429 | 0.0760 | 0.1179 | 0.3790 |
|       | \( \theta_2 \) | 1.3199 | 0.5822 | 0.1788 | 2.4610 | 1.1281 | 0.3870 | 0.4135 | 1.8778 |
|       | \( \theta_3 \) | 1.5370 | 0.7223 | 0.1214 | 2.9527 | 1.1173 | 0.4894 | 0.3090 | 2.0967 |

Table 11 discussed the optimality A (OA), and optimality B (OB), and we conclude that the model with \( p = 0.5 \) is the better than the model based on \( p = 0.3 \).

Table 11. Optimality measures for APE distribution under bivariate SSALT and type-I progressive censoring with different \( p \).

| \( p \) | OA | OB |
|-------|----|----|
| \( 0.3 \) | 4.7769 | 2.4382 |
| \( 0.5 \) | 0.0204 | 0.0049 |

By fixing one parameter and adjusting the others, we sketched the log-likelihood for each parameter as shown in Figure 2. The simulated data set performs quite well, as the four roots of the parameters are global maximums, as seen in Figure 3. We can obtain trace and density plots for all parameters in an MCMC trace in Figure 4. Figure 5 shows the posterior density of MCMC results for each parameter, which displays a symmetric normal distribution similar to the proposed distribution. Figure 6 confirms that the MCMC results have convergence.
Figure 2. Contour plot for log-likelihood when $p = 0.5$.

Figure 3. Existence for the log-likelihood for simulated data when $p = 0.3$. 
Figure 4. Trace plot for MCMC results when $p = 0.3$.

Figure 5. Histogram and density of posterior distribution for MCMC results when $p = 0.3$. 
8. Application of Real Data

In this section, we discussed two different datasets produced by this model. A real dataset is provided to illustrate the theoretical results.

8.1. Cancer Patient Data

This dataset refers to the remission times (in months) of a random sample of 128 bladder cancer patients, see [41]. The Kolmogorov-Smirnov goodness of fit test is employed for real data where we obtained the Kolmogorov-Smirnov distance (KSD) and its Kolmogorov-Smirnov p value (KSPV) indicates that the APE distribution fits the data in Table 12. Table 12 discussed MLE with standard error (SE), KSD, KSPV, AIC, and BIC. There, the KSPV is larger than 0.05, meaning that the distribution is fit for this data. Figure 7 confirms this conclusion as it shows that the Estimated pdf with a histogram of probability, and estimated CDF is nearly of the empirical CDF.

Table 12. MLE, Kolmogorov-Smirnov test, AIC and BIC for cancer patients data.

| Estimates | SE    | KSD     | KSPV    | AIC       | BIC       |
|-----------|-------|---------|---------|-----------|-----------|
| $\alpha$  | 1.1744| 0.8437  | 0.0793  | 0.3963    | 832.6364  | 838.3404  |
| $\theta$  | 0.1113| 0.0226  |         |           |           |           |

Figure 7. Estimated pdf with histogram of probability, and estimated CDF with empirical CDF for cancer patients data.

Table 13 shows the point and intervals estimation for the MLE and Bayesian estimation of the model when $\tau_1 = 7$, $\tau_2 = 12$, $T = 50$. By looking at the results in Table 13, we conclude
that the Bayesian estimation is the best estimation method of parameters in this model where the SE values are smaller than the SE values of MLE and the confidence intervals are the shortest.

Table 13. MLE and Bayesian estimation for model when \( \tau_1 = 7, \tau_2 = 12, T = 50 \) for cancer patients data.

|                | MLE         | Bayesian       |
|----------------|-------------|----------------|
|                | Estimates   | SE  | Lower | Upper | Estimates | SE  | Lower | Upper |
| \( \alpha \)   | 8.5483      | 4.1609 | 0.3930 | 16.7036 | 9.8196 | 4.1350 | 2.6035 | 17.7296 |
| \( \theta_1 \) | 0.2072      | 0.0401 | 0.1287 | 0.2858  | 0.2100 | 0.0287 | 0.1548 | 0.2644  |
| \( \theta_2 \) | 0.1636      | 0.0295 | 0.1057 | 0.2216  | 0.1673 | 0.0292 | 0.1107 | 0.2268  |
| \( \theta_3 \) | 0.1179      | 0.0210 | 0.0767 | 0.1591  | 0.1190 | 0.0201 | 0.0809 | 0.1587  |

By fixing two parameter and adjusting the others, we sketched the log.likelihood for each parameter for cancer patients data as shown in Figure 8. The cancer patients data set performs quite well, as the four roots of the parameters are global maximums, as seen in Figure 8. We can obtain trace plots for all parameters to confirm that the MCMC results have convergence in Figure 9. Furthermore, Figure 9 shows the posterior density results of MCMC for each parameter, which displays a symmetric normal distribution similar to the proposed distribution.

Figure 8. Contour plot for log-likelihood for cancer patients data.
8.2. Failure Times

All 50 items put into use at t = 0 and failure times are in weeks. This data have been introduced by [40]. The data are 1.578, 1.582, 1.858, 2.595, 2.710, 2.899, 2.940, 3.087, 3.669, 3.848, 4.740, 4.848, 5.170, 5.783, 5.866, 5.872, 6.152, 6.406, 6.839, 7.042, 7.187, 7.262, 7.466, 7.479, 7.481, 8.292, 8.443, 8.475, 8.587, 9.053, 9.172, 9.229, 9.352, 10.046, 11.182, 11.270, 11.490, 11.623, 11.848, 12.695, 14.369, 14.812, 15.662, 16.296, 16.410, 17.181, 17.675, 19.742, 29.022, 29.047.

Table 14 discussed MLE with SE, KSD, KSPV, AIC, and BIC. There, the KSPV is 0.9604 which is larger than 0.05, then the distribution is fit for failure times data.

Table 14. MLE with KS test, AIC and BIC for Failure Times data.

| Estimates | SE   | KSD | KSPV | AIC    | BIC     |
|-----------|------|-----|------|--------|---------|
| 1         | 41.8597 | 35.5371 | 0.0685 | 0.9604 | 309.7250 | 313.5490 |
| 2         | 0.2132  | 0.0269  |        |        |         |         |

The stress levels for failure times data under bivariate SSALT and type-I progressive censoring are shown in Table 15. Table 16 shows the point and interval estimation for MLE and the Bayesian estimation of the model when $\tau_1 = 8$, $\tau_2 = 12$, $T = 17$. By looking at the results in Table 16, we conclude that the Bayesian estimation is the best estimation method of parameters for this model, where the SE values are smaller than the SE values of MLE and the confidence intervals are the shortest. Table 17 presents the OA, and OB, AIC, BIC and estimated parameter of binomial probability. Additionally, we conclude the model with $p = 0.5$ is the better than the other model. The failure times dataset performs quite well, as the four roots of the parameters are global maximums, as seen in Figure 10. We can obtain trace and density plots for all parameters in MCMC results to confirm the convergence in Figure 11.
Table 15. Failure Times data under bivariate SSALT and type-I progressive censoring when $\tau_1 = 8$, $\tau_2 = 12$, $T = 17$ for Failure Times data.

| $p$ | Scheme | Data |
|-----|--------|------|
| 0.1 | $c_1 = 2$ | 1.578, 1.858, 2.595, 2.710, 2.899, 2.940, 3.087, 3.669, 3.848, 4.740, 4.848, 5.170, 5.783, 5.866, 5.872, 6.152, 6.406, 6.839, 7.042, 7.187, 7.262, 7.466, 7.479, 7.481 |
|     | $c_2 = 2$ | 8.292, 8.443, 8.475, 8.587, 9.053, 9.172, 9.229, 9.352, 10.046, 11.182, 11.270, 11.490, 11.623, 11.848 |
|     | $c_3 = 5$ | 14.369, 16.410 |
| 0.3 | $c_1 = 6$ | 1.578, 1.858, 2.595, 2.710, 2.899, 2.940, 3.087, 3.669, 3.848, 4.740, 4.848, 5.170, 5.783, 5.866, 5.872, 6.152, 6.406, 6.839, 7.042, 7.187, 7.262, 7.466, 7.479, 7.481 |
|     | $c_2 = 4$ | 8.292, 8.443, 8.587, 9.053, 9.172, 9.229, 9.352, 10.046, 11.182, 11.270, 11.490, 11.623 |
|     | $c_3 = 3$ | 14.812 |
| 0.5 | $c_1 = 11$ | 1.578, 1.858, 2.595, 2.710, 2.899, 2.940, 3.087, 3.669, 3.848, 4.740, 4.848, 5.170, 5.783, 5.866, 5.872, 6.152, 6.406, 6.839, 7.042, 7.187, 7.262, 7.466, 7.479, 7.481 |
|     | $c_2 = 2$ | 8.292, 8.443, 8.587, 9.229, 9.352, 11.490, 11.623 |
|     | $c_3 = 3$ | 14.369, 14.812 |

Table 16. MLE and Bayesian estimation for the parameter of APE distribution under bivariate SSALT and type-I progressive censoring: Failure Times data.

| $p$ | MLE Estimates | SE | Lower | Upper | Bayesian Estimates | SE | Lower | Upper |
|-----|---------------|----|-------|-------|-------------------|----|-------|-------|
| 0   | $\alpha$      | 101.9995 | 141.3574 | 0 | 379.0600 | 171.9544 | 124.2122 | 2.1979 | 381.6562 |
|     | $\theta_1$    | 0.2397 | 0.0459 | 0.1497 | 0.3297 | 0.1856 | 0.0389 | 0.1083 | 0.2592 |
|     | $\theta_2$    | 0.2507 | 0.0625 | 0.1283 | 0.3731 | 0.1311 | 0.0447 | 0.0550 | 0.2239 |
|     | $\theta_3$    | 0.1532 | 0.0608 | 0.0340 | 0.2724 | 0.0471 | 0.0261 | 0.0068 | 0.0974 |
| 0.1 | $\alpha$      | 100.9999 | 139.1585 | 0 | 373.7505 | 88.9375 | 69.7446 | 0.7274 | 238.8796 |
|     | $\theta_1$    | 0.2396 | 0.0458 | 0.1498 | 0.3293 | 0.1202 | 0.0307 | 0.0569 | 0.1789 |
|     | $\theta_2$    | 0.2816 | 0.0697 | 0.1449 | 0.4183 | 0.1472 | 0.0494 | 0.0567 | 0.2467 |
|     | $\theta_3$    | 0.0696 | 0.0485 | 0.0060 | 0.1646 | 0.0684 | 0.0456 | 0.0003 | 0.1553 |
| 0.3 | $\alpha$      | 101.0000 | 139.3159 | 0 | 374.0591 | 98.2779 | 67.8543 | 1.1924 | 221.0414 |
|     | $\theta_1$    | 0.2400 | 0.0458 | 0.1502 | 0.3299 | 0.0868 | 0.0253 | 0.0330 | 0.1300 |
|     | $\theta_2$    | 0.2722 | 0.0762 | 0.1229 | 0.4215 | 0.1278 | 0.0494 | 0.0434 | 0.2271 |
|     | $\theta_3$    | 0.0623 | 0.0614 | 0.00581 | 0.1827 | 0.1008 | 0.0692 | 0.0000 | 0.2247 |
| 0.5 | $\alpha$      | 101.9997 | 141.6590 | 0 | 376.6513 | 141.1278 | 92.6898 | 8.6789 | 319.6637 |
|     | $\theta_1$    | 0.2406 | 0.0460 | 0.1504 | 0.3308 | 0.0798 | 0.0211 | 0.0379 | 0.1193 |
|     | $\theta_2$    | 0.2248 | 0.0791 | 0.0697 | 0.3799 | 0.1910 | 0.0769 | 0.0592 | 0.3491 |
|     | $\theta_3$    | 0.1113 | 0.0769 | 0.00394 | 0.2620 | 0.1038 | 0.0828 | 0.00003 | 0.2687 |

Table 17. Optimality measures for APE distribution under bivariate SSALT and type-I progressive censoring with different $p$ for failure times data.

| $p$ | 0 | 0.1 | 0.3 | 0.5 |
|-----|---|----|----|----|
| OA  | 19,981.9181 | 19,365.0904 | 19,408.9293 | 20,067.2795 |
| OB  | 0.00037 | 0.00033 | 0.00025 | 0.00015 |
| AIC | 284.8944 | 260.9252 | 239.6899 | 227.7883 |
| BIC | 292.5424 | 268.5733 | 247.3380 | 235.4364 |
| $p$ | 0 | 0.1176 | 0.3030 | 0.4063 |
Figure 10. MLE Profile for model parameters for failure times data when $p = 0$.

Figure 11. MCMC trace and density for results of Bayesian estimation of model for failure times data when complete sample ($p = 0$).

9. Conclusions

In most experiments, just one accelerating stress variable is used. Accelerating just one stress variable does not always produce enough failure data. As a result, two stress factors may be required for further acceleration. Two stress variables are examined in this paper. The inclusion of two stress variables in a test design will result in a better understanding of the effect of two stress variables acting concurrently. Furthermore, most studies in this sector focus on the development of optimal exam strategies. We examined an optimal test of the APE distribution for an SSALT under progressive type-I censoring in this paper. Both stress variables were taken into consideration. Progressive censoring and accelerated life testing were used to reduce the time and cost of lifetime testing. The APE distribution was expected to be followed by the test units’ lifespans. The influence of varying stress...
levels was studied using a cumulative exposure model. The scale parameter of the APE distribution was shown to have a log-linear relationship with stress. The model parameters were estimated using maximum likelihood and Bayesian methods, for which the results show that as the sample size increases, the MLE values and Bayesian estimates approach zero. Similarly, as sample size grows, MSEs and L.CI fall. Based on bias, MSE as well as approximate CIs and credible intervals, it is clear that for the length of credible CI, Bayesian estimation is the best estimation approach (L.CCI). An optimal test plan was created by minimizing the AV of the percentile life under normal operating conditions. The simulation study was provided to prove the theoretical results.
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