Model establishment and risk management model of industrial big data based on neural network
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Abstract. With the maturity of big data, the data hierarchy and data processing methods of big data are changing with each passing day. Big data has begun to occupy an important position in all walks of life, and data is an asset. Industrial risk has always been the focus of data generation and application. In this paper, we use TensorFlow to implement a big data classification model, and add different optimization methods and convolutional neural networks. In the research, the usage scenarios of different optimization methods and the characteristics of self-sufficiency were compared, so that the final classification accuracy of the model reached 99.67%. Using TensorFlow to build different types of neural networks to fit the Fourier transform, and use the trained model for ultrasonic detection of time-domain signals, and obtain better signal processing results. On this basis and analyze the characteristics of different models, as well as the advantages and disadvantages of signal processing.
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1. Background of the subject research

1.1 The development of big data and the rise of industrial big data

In recent years, with the rapid development of computer technology and data storage capabilities, a large amount of data has been continuously accumulated in all walks of life. How to obtain valuable information from massive data and enhance enterprise value has become a current research hotspot[1]. In the current Internet industry, the Internet of Things (IOT) technology and computing technology continue to develop and mature, and big data has become a well-deserved hot spot in this era. Big data technology provides opportunities and challenges for the development of modern enterprises. For some traditional industries, the emergence of big data has brought huge challenges, forcing the industry to re-integrate, and some companies in the industry have to start changing. For modern enterprises, the scale and activity of data assets, as well as their ability to interpret and use data, begin to be directly linked to enterprise value[2-3].

1.2 Application and importance of big data

With the development of big data, its importance has become increasingly apparent, not only in the IT industry where it was originally produced, but also in applications in other industries, such as big data medical treatment, big data investment, and recently very popular Autonomous driving technology is all closely related to big data. The investment field is originally a data center, and big data can show its talents even more here. For example, in the popular global quantitative investment, through the analysis and modeling of historical data, the best investment portfolio is selected to obtain the maximum return and the minimum risk. Traditional investment cannot do this, because on the basis of big data, the statistical results will be closer to the mathematical expectation and standard error of the actual situation, which is the conclusion that the law of large numbers tells us. Big data can help investors lock in better investment performance[4].
2. Research Methods and Neural Network Algorithms

In this paper, data modeling technology is used to process related gear design and calibration data. First, big data modeling technology is used to model the data. Commonly used modeling methods are: cluster analysis, association analysis, regression and classification analysis, deep learning[5]. For industrial big data, neural network deep learning is used for classification processing. Common algorithms are: support vector machine, logistic regression, K-means, and random forest. Similar algorithms are also needed in subsequent chapters to fit the data processing method—Fourier transform. Therefore, this chapter sets out to discuss the rationale from these aspects[6-8].

2.1 Big data modeling methods

2.1.1 K-means clustering

The K-means clustering algorithm mainly uses the Euclidean distance between data points, which is called the k-nearest neighbor-based (k-NN) algorithm. In this method, each data point \( x \) that exists in an n-dimensional set of data points \( X \) needs to be evaluated against the k closest points to \( x \) with respect to a subset \( N-k(x) \) of \( X \). In this process, we use a fixed distance function, such as Euclidean distance. This score based on the average distance of the nearest neighbors is called the k-NN Global Anomaly Score (GAS)

\[
GAS_{kNN}(x) = \frac{\sum_{o \in N_k(x)} d(x, o)}{|N_k(x)|}
\]

The instance \( x \) with the largest GAS value is considered as a potential anomaly. The local outlier of an instance is defined as the ratio of the average of the reciprocal GAS values of all its adjacent points to the inverse of its own GAS value[9].

2.1.2 Logistic regression

In statistics, Logistic Regression is a classification model based on probability statistics, which uses a linear function to fit logarithmic likelihood ratios. For example, for a classification problem with only two categories, logistic regression is:

\[
\ln \left( \frac{p(y = 1 \mid x)}{p(y = 2 \mid x)} \right) = w^T x
\]

The value of parameter \( w \) can be estimated by moment estimation or maximum likelihood method. The log-likelihood function in the maximum likelihood method is:

\[
L(w) = \sum_{j=1}^{2} \sum_{i=1}^{N_j} \ln p(x_{i}^{(j)} \mid y = j; w)
\]

Through the above formula, we can obtain the parameter \( w \) of the regression, that is, to complete the mathematical model of the entire logistic regression.

2.2 Regression analysis

Logistic regression is a model used to estimate the probability of an event. It can be seen as a classifier, predicting the category with the highest probability. In logistic regression, the input variables can be continuous or discrete. It is the preferred method when dealing with some binary classification problems. Logistic regression is shown below:
Logistic regression has interpretable output values, and it is easy to determine the variables that affect the results, which makes it more complex than linear regression. Also, it is stable to redundant variables and has an accurate representation of the output. However, it cannot handle missing very well, and it still defaults that the variables affect the results in a linear way, so it will have certain limitations when it is used in the question of nonlinear relationships[10].

2.3 Physical structure and algorithm of neural network

Humanity's pursuit of artificial intelligence has never stopped, and there were similar ideas hundreds of years ago. Since the 20th century, some theories and algorithms have been proposed to make great progress, but the full realization is still far away. From the proposal of neuron structure and the establishment of Hebb's rule in the last century, to the Hodgkin-Hexley equation, perceptron model and self-adapting filter in the 1950s, to the SOM (Self OrganizingMap) network and Neocognitron in the 1960s The concept of ART, the ART model (Adaptive Res-sonance Theory), the above models have all developed into classic models in the fields of DSP, computer vision, NLP (natural language processing) and optimization computing, and become milestones. There are no less than a hundred models of neural network models, and there are many excellent application cases in research fields such as Handwriting Recognition, image annotation, semantic understanding and speech recognition[11].

The neuron model was proposed earlier, but its structure has not changed substantially. Its output is only single and the input can have multiple. The following figure is the structure model of the neuron:

![Neuron Model](image1.png)

2.4 TensorFlow introduction and its neural network implementation

TensorFlow is the second-generation artificial intelligence open source learning system developed by Google. It is a built-in framework learning software library used to implement the network. The nodes (Nodes) in the calculation graph represent mathematical operations, and the lines in the graph represent the propagation of different data groups between different nodes, that is, tensors. Its advantage is that the architecture is more flexible and can be operated on a variety of platforms, such as a single or several CPUs (or GPUs) in a personal PC, also used in servers, mobile devices, etc.
TensorFlow was originally developed by programmers and software engineers at Google's Brain Group for research in artificial neural networks and deep learning, but the open-source framework is also widely used in other computing fields due to its generality[12].

3. Establishment of classification model and result analysis based on neural network

The application of neural network mainly has two directions: classification and fitting. This chapter mainly studies the classification method of neural network. Start with simple noise-free data first and study simple perceptron scores[13]. In the subsequent sections, we will continue to study the classification of noisy data, and compare the advantages and disadvantages of its algorithms. The gear data in this chapter are all from the mechanical principles and mechanical design textbooks with exercises.

3.1 Research on voice data classification model

In industrial big data processing, the problem of digital recognition is a relatively common and complex problem. In industrial production, the realization of high-dimensional automation requires the great power of the image processing system, and the problem of digital recognition and the corresponding solutions not only have a wide range of applications in image processing, but also play an extremely important role in other servo systems. In the digit recognition problem, TensorFlow made a device for the handwritten digit recognition problem. The data set is the MNIST handwritten digit recognition data set, which is a very classic noisy data set, which is more suitable for the research of noisy data classification in this paper[14].

In this dataset, each picture corresponds to a number 0-9, and the size of the picture is 28 X 28. In this example, the numbers all appear in the very center of the picture. The image below shows one of the digital pictures and its corresponding matrix[15].

![Figure 3 Digital image and corresponding pixel rejection array](image)

3.2 softmax regression

In the application of neural networks, softmax regression only appears as an additional processing layer, turning the output of the neural network into a probability distribution. The following figure shows the overall structure of the neural network with softmax regression added.
4. Industrial data fitting model and analysis based on neural network

The neural network algorithm has its unique advantages in industrial big data classification. It can establish the distinguishing marks between different classes through the model output, which can reasonably and naturally represent each classification. Although most of the applications of neural networks appear as classifiers, classification is by no means the only application of neural networks. Another important application is fitting, which is used to fit some complex, nonlinear function body structures through training; generalized fitting is not only limited to the fitting of functions, but can even be used to fit certain functions. processing method, and fitting the processing method of the operation can make the method more adaptable[16].

4.1 Introduction to Fuzzy Fourier Transform

Fuzzy Fourier transform is not an academic term, it is just to distinguish it from the traditional Fourier transform. It is a term used by the author to distinguish a problem solution used in this article. Original, if the research in this direction is valuable, it may also become a special academic term. Fourier transform is a common integral transform[17]. Its formula is as follows. It can transform the signal in the time domain into the frequency domain, from the corresponding relationship between time and amplitude to the corresponding relationship between frequency and amplitude. It occupies an important position in processing and is a common and effective analysis method.

\[ F(\omega) = F[f(t)] = \int_{-\infty}^{\infty} f(t)e^{-i\omega t} dt \]

In the ultrasonic detection signal processing of this case, the time domain signal is firstly graphed and observed.

4.2 Fuzzy Fourier Transform Network Training

The data obtained in the previous section is divided into 2 parts, 30% test data and 70% training data. All the optimization methods used in the previous chapter are used in the training process:
softmax regression and cross-drop combination, regularization method and regularization loss, the moving average model. In the training process, the optimization function is still the regularization loss of the cross and the weights of each layer, and the correct rate is detected by the test sample[18].

| Steps | Accuracy |
|-------|----------|
| 10000 | 0.8832   |
| 10500 | 0.8895   |
| 11000 | 0.8934   |
| 11500 | 0.897    |
| 12000 | 0.9019   |
| 12500 | 0.8994   |
| 13000 | 0.8985   |
| 13500 | 0.9058   |
| 14000 | 0.9041   |
| 14500 | 0.9052   |
| 15000 | 0.9072   |
| 15500 | 0.9056   |
| 16000 | 0.9069   |
| 16500 | 0.908    |
| 17000 | 0.9083   |
| 17500 | 0.9075   |
| 18000 | 0.9086   |
| 18500 | 0.9084   |
| 19000 | 0.9084   |
| 19500 | 0.9084   |

Figure 6. Specific results of single-hidden-layer fully-connected network training

| Steps | Accuracy |
|-------|----------|
| 10000 | 0.9126   |
| 10500 | 0.9187   |
| 11000 | 0.9234   |
| 11500 | 0.9267   |
| 12000 | 0.9311   |
| 12500 | 0.9308   |
| 13000 | 0.931    |
| 13500 | 0.9366   |
| 14000 | 0.9352   |
| 14500 | 0.9358   |
| 15000 | 0.9371   |
| 15500 | 0.9363   |
| 16000 | 0.9377   |
| 16500 | 0.9389   |
| 17000 | 0.9379   |
| 17500 | 0.9383   |
| 18000 | 0.9392   |
| 18500 | 0.9386   |
| 19000 | 0.9395   |
| 19500 | 0.9391   |

Figure 7. Specific results of double-hidden-layer fully-connected network training

It can be seen from the results that the expressive ability of the convolutional neural network is better than that of the fully connected neural network. Its accuracy rate reached 96.77%. However, compared with the case of handwritten digit recognition in the previous chapter, the accuracy still cannot reach a high standard. Now analyze from the dataset.
In the above figure, the heavy-colored points are the wrong output results, and the light-colored points are the correct output results. It can be clearly seen that the errors are concentrated in the high frequency band, and the upper limit of the high frequency band is set to 1 GHz, which is much higher than the sampling rate. Therefore, this is also an important cause of error, and the sampling frequency is insufficient. However, this sample is not the most authoritative training sample, it is just a sample created by the author for preliminary training and testing. It can also be seen from the distribution of the data in the above figure that the distribution of the data set is not uniform on the logarithmic axis, and is biased towards the upper limit. uneven[19-20].

5. Conclusion

This article stems from the current popular big data technology and neural network technology. Big data technology is used for data information mining, and neural network technology is used for data classification and fitting. It is this kind of problem that is studied in this paper. The neural network can use the labeled data to directly train the model, and by continuously updating the network parameters, the network structure can be adapted to the classification method of the labeled data. Different models also need to be optimized in different ways. In general, this paper uses an innovative method to study industrial big data processing. The research results have high use value and scientific research value. At the same time, they are highly innovative and have a certain accuracy, but there are also certain errors. and optimization space. Complete all research objectives as a whole.
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