Learning to Reuse Distractors to Support Multiple-Choice Question Generation in Education

Semere Kiros Bitew, Amir Hadifar, Lucas Sterckx, Johannes Deleu, Chris Develder, and Thomas Demeester

Abstract—Multiple-choice questions (MCQs) are widely used in digital learning systems, as they allow for automating the assessment process. However, owing to the increased digital literacy of students and the advent of social media platforms, MCQ tests are widely shared online, and teachers are continuously challenged to create new questions, which is an expensive and time-consuming task. A particularly sensitive aspect of MCQ creation is to devise relevant distractors, i.e., wrong answers that are not easily identifiable as being wrong. This article studies how a large existing set of manually created answers and distractors for questions over a variety of domains, subjects, and languages can be leveraged to help teachers in creating new MCQs, by the smart reuse of existing distractors. We built several data-driven models based on context-aware question and distractor representations and compared them with static feature-based models. The proposed models are evaluated with automated metrics and in a realistic user test with teachers. Both automatic and human evaluations indicate that context-aware models consistently outperform a static feature-based approach. For our best-performing context-aware model, on average, three distractors out of the ten shown to teachers were rated as high-quality distractors. We create a performance benchmark, and make it public, to enable comparison between different approaches and to introduce a more standardized evaluation of the task. The benchmark contains a test of 298 educational questions covering multiple subjects and languages and a 77k multilingual pool of distractor vocabulary for future research.
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I. INTRODUCTION

Online learning has become an indispensable part of educational institutions. It has emerged as a necessary resource for students and schools all over the globe. The recent COVID-19 pandemic has made the transition to online learning even more pressing. One very important aspect of online learning is the need to generate homework, test, and exam exercises to aid and evaluate the learning progress of students [1]. Multiple-choice questions (MCQs) are the most common form of exercises [2] in online education as they can easily be scored automatically. However, the construction of MCQs is time consuming [3], and there is a need to continuously generate new (variants of) questions, especially for testing, since students tend to share questions and correct answers from MCQs online (e.g., through social media).

The rapid digitization of educational resources opens up opportunities to adopt artificial intelligence (AI) to automate the process of MCQ construction. A substantial number of questions already exist in a digital format, thus providing the required data as a first step toward building AI systems. The automation of MCQ construction could support both teachers and learners. Teachers could benefit from an increased efficiency in creating questions, in their already high workload. Students’ learning experience could improve due to increased practice opportunities based on automatically generated exercises, and if these systems are sufficiently accurate, they could power personalized learning [4]. A crucial step in MCQ creation is the generation of distractors [5]. Distractors are incorrect options that are related to the answer to some degree. The quality of an MCQ heavily depends on the quality of distractors [3]. If the distractors do not sufficiently challenge learners, picking the correct answer becomes easy, ultimately degrading the discriminative power of the question. The automatic suggestion of distractors will be the focus of this article.

Several works have already proposed distractor generation techniques for automatic MCQ creation, mostly based on selecting distractors according to their similarity to the correct answer. In general, two approaches are used to measure the similarity between distractors and an answer: graph-based and corpus-based methods. Graph-based approaches use the semantic distance between concepts in the graph as a similarity measure. In language learning applications, typically WordNet [6], [7] is used to generate distractors, while for factoid questions, domain-specific ontologies are used to generate distractors [8], [9], [10], [11]. In corpus-based methods, similarity between distractors and answers has been defined as having similar frequency count [12], belonging to the same POS class [13], having a high co-occurrence likelihood [14],
having nearby in embedding spaces [15], [16], [17]. Other works, such as [5], [18], [19], and [20], use machine learning models to generate distractors by using a combination of the previous features and other types of information such as tf-idf scores.

While the current state of the art in MCQ creation is promising, we see a number of limitations. First of all, existing models are often domain specific. Indeed, the proposed techniques are tailored to the application and distractor types. In language learning, such as vocabulary, grammar, or tense usage exercises, typically similarity based on basic syntactic and statistical information works well: frequency, POS information, etc. In other domains, such as science, health, history, geography, etc., distractors should be selected on a deeper understanding of context and semantics, and the current methods fail to capture such information.

The second limitation, language dependency, is especially applicable to factoids. Models should be agnostic to language because facts do not change with languages. Moreover, building a new model for each language could be daunting task as it would require enough training data for each language.

In this article, we study how the automatic retrieval of distractors can facilitate the efficient construction of MCQs. We use a high-quality large dataset of question, answer, and distractor triples that are diverse in terms of language, domain, and type of questions. Our dataset was made available by a commercial organization active in the field of e-assessment (see Section III-B) and is, therefore, representative for the educational domain, with a total of 62k MCQs, none of them identical, encompassing only 92k different answers and distractors. Despite an average of 2.4 distractors per question, there is a large reuse of distractors over different questions. This motivates our premise to retrieve and reuse distractors for new questions. We make use of the latest data-driven natural language processing (NLP) techniques to retrieve candidate distractors. We propose context-aware multilingual models that are based on deep neural network models that select distractors by taking into account the context of the question. They are also able to handle variety of distractors in terms of length and type. We compare our proposed models to a competitive feature-based baseline that is based on classical machine learning methods trained on several handcrafted features.

The methods are evaluated for distractor quality using automated metrics and a real-world user test with teachers. Both the automatic evaluation and the user study with teachers indicate that the proposed context-aware methods outperform the feature-based baseline. Our contribution can be summarized as follows.

1) We built three multilingual transformer-based distractor retrieval models that suggest distractors to teachers for multiple subjects in different languages. The first model (see Section III-D3) requires similar distractors to have similar semantic representations, while the second (see Section III-D2) learns similar representations for similar questions, and the last combines the complementary advantages of these two models (see Section III-D3).

2) We performed a user study with teachers to evaluate the quality of distractors proposed by the models, based on a four-level annotation scheme designed for that purpose.

3) The evaluation of our best model on in-distribution held-out data reveals an average increase of 20.4% in terms of recall at 10, compared to our baseline model adapted from [19]. The teacher-based annotations on language learning exercises show an increase by 4.3% in the fraction of good distractors among the top ten results, compared to teacher annotations for the same baseline. For factoid questions, the fraction of quality distractors more than doubles w.r.t. the baseline, with an improvement of 15.3%.

4) We released a test set of educational questions of six subjects with 50 MCQs per subject and annotated distractors, and 77k size distractor vocabulary as benchmark to stimulate further research. The dataset, which is made by experts, contains multilingual and multidomain distractors.

The rest of this article is organized as follows. Section II describes the relevant work in MCQs in general and distractor generation in particular. Section III introduces the dataset and explains the details of the proposed methods and the evaluation setup of the user study with teachers. In Section V, the results of both the user study and automated evaluations are reported. Finally, in Section VI, we present the conclusion, lines for future work, and limitations of our proposed models.

II. RELATED WORK

A. MCQs in Education

MCQs are widely used forms of exercises that require students to select the best possible answer from a set of given options. They are used in the context of learning and assessing learners’ knowledge and skills. MCQs are categorized as objective types of questions because they primarily deal with the facts or knowledge embedded in a text rather than subjective opinions [21]. It has been shown that recalling information in response to a multiple-choice test question bolsters memorizing capability, which leads to better retention of that information over time. It can also change the way information is represented in memory, potentially resulting in deeper understanding [22] of concepts.

An MCQ item consists of three elements:

1) stem: is the question, statement, or lead-in to the question;
2) key: the correct answer;
3) distractors: alternative answers meant to challenge students’ understanding of the topic.

For example, consider the MCQ in the first row of Table III: the stem of the MCQ is “Which inhabitants are not happy with Ethiopia’s plans of the Nile?” Four potential answers are given with the question. Among these, the

1 https://dx.doi.org/10.21227/gnpy-d910 or https://github.com/semerekiros/dist-retrieval
The correct answer is “Egyptians,” which is the key. The alternatives are the distractors.

MCQs are used in several teaching domains such as information technology [23], health [24], [25], historical knowledge [26], etc. They are also commonly used in standardized tests such as GRE and TOEFL. MCQs are preferred to other question formats because they are easy to score, and students can also answer them relatively quickly since typing responses is not required. Moreover, MCQs enable a high level of test validity if they are drawn from a representative sample of the content areas that make up the predetermined learning outcomes [25]. The most time-consuming and nontrivial task in constructing MCQ is distractor generation [3], [19]. Distractors should be plausible enough to force learners to put some thought before selecting the correct answer. Preparing good MCQs is a skill that requires formal training [27], [28]. Moreover, several MCQ item writing guidelines are used by content specialists when they prepare educational tests. These guidelines also include recommendations for developing and using distractors [29], [30], [31]. Despite these guidelines, inexperienced teachers may still construct poor MCQs due to lack of training and limited time [32].

Besides reducing teachers’ workloads, the automation of the distractor generation could potentially correct some minor mistakes made by teachers. For example, one of the rules suggested by Haladyna and Downing [29] says: “the length of distractors and the key should be about the same.” Such property could be easily integrated in the automation process.

MCQs also have drawbacks; they are typically used to measure lower order levels of knowledge, and guesswork can be a factor in answering a question with a limited number of alternatives. Furthermore, because of a few missing details, learners’ partial understanding of a topic may not be sufficient to correctly answer a question, resulting in partial knowledge not being credited by MCQs [22]. Nonetheless, MCQs are still extensively utilized in large-scale tests since they are efficient to administer and easy to score objectively [2].

B. Distractor Generation

Many strategies have been developed for generating distractors for a given question. The most common approach is to select a distractor based on its similarity to the key for a given question. Many researchers approximate the similarity between distractor and key according to WordNet [33], [34], [35]. WordNet [36] is a lexical database that groups words into sets of synonyms, and concepts semantically close to the key are used as distractors. The usage of such lexical databases is sound for language or vocabulary learning but not for factoid-type questions. We instead provide a more general approach that could be used for both tasks, and instead of only using the key as the source of information while suggesting distractors, we also make use of the stem. For learning factual knowledge, several works rely on the use of specific domain ontology as a proxy for similarity. Papasalouros et al. [8] employ several ontology-based strategies to generate distractors for MCQ questionnaires. For example, they generate “Brussels is a mountain” as a good distractor for an answer “Everest is a mountain” because both concept City and concept Mountain share the parent concept Location. Another very similar work by Lopetegui et al. [37] selects distractors that are declared siblings of the answer in a domain-specific ontology. The work by Leo et al. [10] improves upon the previous works by generating multiword distractors from an ontology in the medical domain. Other works that rely on knowledge bases apply query relaxation methods, where the queries used to generate the keys were slightly relaxed to generate distractors that share similar features with the key [9], [38], [39]. While the methods in these works are dependent on their respective ontologies, we provide an approach that is ontology agnostic and instead uses contextual similarity between distractors and questions.

Another line of works for distractor generation uses machine learning models. Liu et al. [5] use a regression model based on characteristics such as character glyph, phonological, and semantic similarity for generating distractors in Chinese. Liang et al. [19] use two methods to rank distractors in the domain of school sciences. The first method adopts machine learning classifiers on manually engineered features (i.e., edit distance, POS similarity, etc.) to rank distractors. The second uses generative adversarial networks to rank distractors. Our baseline method is inspired by their first approach but was made to account for the multilingual nature of our dataset by extending the feature set.

There have also been a number of works on generating distractors in the context of machine comprehension [40]. Distractor generation strategies that fall in this category assume access to a contextual resource such as a book chapter, an article, or a Wikipedia page where the MCQ was produced from. The aim is then to generate a distractor that takes into account the reading comprehension text, and a pair composed of the question and its correct answer that originated from the text [41], [42], [43]. This line of work is incomparable to our work because we do not have access to an external contextual resource the questions were prepared from.

In this article, we focus on building one model that is able to suggest candidate distractors for teachers both in the context of language and factual knowledge learning. Unlike previous methods, we tackle distractor generation with a multilingual dataset. Our distractors are diverse both in terms of domain and language. Moreover, the distractors are not limited to single words only.

III. METHODOLOGY

In this section, we formally define distractor generation as a ranking problem, describe our datasets, describe in detail the feature-based baseline, and proposed context-aware models including their training strategies and prediction mechanisms.

A. Task Definition: Distractor Retrieval

We assume access to a distractor candidate set D and a training MCQ dataset M. Note that D can be obtained by pooling all answers (keys and distractors) from M (as in our
experimental setting), but could also be augmented, for example, with keywords extracted from particular source texts. We formally write $\mathcal{M} = \{(s_i, k_i, D_i) | i = 1, \ldots, N\}$, where for each item $i$ among all $N$ available MCQs, $s_i$ refers to the question stem, $k_i$ is the correct answer key, and $D_i = \{d_{i1}, \ldots, d_{im_i}\} \subseteq D$ are the distractors in the MCQ linked to $s_i$ and $k_i$. The aim of the distractor retrieval task is to learn a pointwise ranking score $r_i(d) : (s_i, k_i, d) \rightarrow [0, 1]$ for all $d \in D$, such that ranking distractors in $D_i$ are ranked higher than those in $D \setminus D_i$, when sorted according to the decreasing score $r_i(d)$. This task definition resembles the metric learning [44] problem in information retrieval. To learn the ranking function, we propose two types of models: feature-based models and context-aware neural networks.

### B. Data

In this section, we describe our datasets, namely: 1) **Televic dataset**, a big dataset that we used to train our models; and 2) **WeZooz dataset**, a small-scale external test set used for evaluation.

1) **Televic Dataset:** This dataset is gathered through Televic Education’s platform assessmentQ.\(^2\) The tool is a comprehensive online platform for interactive workforce learning and high-stakes exams. It allows teachers to compose their questions and answers for practice and assessment. As a result, the dataset is made up of a large and high-quality set of questions, answers, and distractors, manually created by experts in their respective fields. It encompasses a wide range of domains, subjects, and languages, without, however, any metadata on the particular course subjects that apply to the individual items. We randomly divide our dataset into train/validation/test splits. We discard distractors with more than six tokens as they are very rare and unlikely to be reused in different contexts. We keep questions with at least one distractor. Table I summarizes the statistics of our dataset. The dataset contains around 62k MCQs in total. The size of the dataset is relatively large when compared to previously reported educational MCQ datasets such as SCiQ [45] and MCQL [19], which contain 13.7k and 7.1k MCQs, respectively. On average, a question has more than two distractors and contains exactly one answer. We use all the answer keys and distractors in the preprocessed dataset as the pool of candidate distractors (i.e., list of 77 505 filtered distractors) for proposing distractors for any new question. The distractors in the dataset are not limited to single-word distractors. More than 65% of the distractors contain two or more words, as can be seen in Fig. 1(a).\(^3\)

The data stem from multiple languages. Fig. 1(b) shows the language distribution as detected by an off-the-shelf language classifier.\(^4\) Given that Televic is a Belgian company, more than 50% of the questions are in Dutch, while French and English are the next most common languages in the dataset.

Another dimension of the dataset is its domain diversity. It comprises questions about language/vocabulary learning (e.g., French and English) and factoids covering subjects such as Math, Health, History, Geography, and Sciences. Besides material from secondary school education, it covers materials from assessment tasks for professionals such as training in hospitals or manufacturing firms. The data are anonymized and contain no customer information.

Depending on the question type we observe different types of distractors:

1) factoid distractors: names of people, locations, organizations, concepts, dates;
2) distractors with numerical elements, such as multiples, factors, rounding errors, etc.;
3) language distractors: spelling, grammatical, tense, etc.

However, the proposed models are agnostic of the type and origin of the data, and the automated evaluation on the Televic test set contains a random sample covering the different question types and origins (see Section V-A). Note that although our dataset is a real-world commercial dataset, it only contains single-answer MCQs. However, the models we will put forward could be readily extended toward multiple-answer MCQs, if such data were available.

2) **WeZooz Dataset:** This dataset is a small-scale test set of questions gathered from WeZooz Academy,\(^5\) which is a Flanders-based company providing an online platform with digital teaching materials for secondary school students and teachers. We selected four subjects: Natural Sciences, Geography, Biology, and History. Each subject was made to contain a fixed list of 50 questions that were randomly selected, and augmented with distractor annotations by teachers for these respective subjects (see Section IV). Note that this is an

---

\(^2\) [https://www.televic-education.com/en/assessmentq](https://www.televic-education.com/en/assessmentq)

\(^3\) We used ISO 639-1:2002 standard for names of languages.

\(^4\) We used the langid/language classifier: [https://github.com/saffsd/langid.py](https://github.com/saffsd/langid.py)

\(^5\) [https://www.wezoozacademy.be/](https://www.wezoozacademy.be/)
external test set in the sense that the data distribution in the training set is not necessarily representative for this test set. This serves as a proof of concept for the general validity of our proposed method and models to specific use cases.

C. Feature-Based Distractor Scoring

We built a strong feature-based model as our baseline. Feature-based models are a class of machine learning models that require a prespecified set of handcrafted features as input. We designed 20 types of features capturing similarity between questions, answers, and the collection of candidate distractors. Formally, given a triplet \((s, k, d)\) of question stem, key, and distractor, our feature-based model first maps the input into a 20-D feature vector \(\phi(s, k, d) \in \mathbb{R}^{20}\), after which a classifier is trained to score the triplets according to compatibility of the question–answer–distractor combination. Our set of features can be segmented into four categories, which are described below. A more detailed explanation of each feature can be found in Appendix B.

1) Morphological features: This category contains features that are related to the form and shape of words that occur in our \((s, k, d)\) triplets. This includes features such as edit distance, difference in token length, longest common suffix between \(k\) and \(d\), etc.

2) Static-embedding-based features: We trained a Word2Vec model [46] on our dataset to learn static embeddings for the distractors. We treat distractors and answers attached to the same question as chunks sharing similar context. The objective is to learn a vector space in which their representations will also be closer. We leverage the embedding representations to extract several numerical features. For example, we calculate the cosine similarity and word mover’s distance [47] between the embeddings of \(d\) and \(k\).

3) Language prior: Since our data are multilingual, we also calculate the prior probability of the candidate distractor matching with the language of the question and attach it to each feature vector.

4) Corpus-based features: This category contains features that are derived from the statistics of words in the corpus. It includes features such as the frequency of a distractor in the dataset and the inverse document frequency of distractors.

As a classifier, we apply a logistic regression model to distinguish feature representations of actual question–answer–distractor triplets, present in the training, from triplets for which the distractor components belong to different question–answer combinations, sampled randomly. During training, the model’s parameters are set to output high scores for actual triplets, while the model is penalized for predicting high scores for others.

D. Context-Aware Neural Distractor Scoring

Advanced context-aware neural models, unlike traditional feature-based models, do not require manual feature engineering. They have the ability to represent words depending on their semantic role and context in the considered text. In this article, we primarily focus on such context-aware models called transformers [48], which provide rich representations, and proved to achieve state-of-the-art results for many tasks in NLP, such as question answering [49], machine translation [50], and text summarization [51]. A transformer is a deep neural network that uses a self-attention mechanism to assign importance weights to every part of the input sequence in how they are related to all other parts of the input. Transformers can scale to very large numbers of trainable parameters, stacked into very deep networks, which can still be trained very efficiently on parallel GPU hardware and, thus, learn from very large amounts of data. In NLP, such models are often trained on large unlabeled corpora to learn the inherent word- and sentence-level correlations (i.e., to model language structure) between varying contexts. This process is called pretraining, and downstream NLP tasks usually rely on such a pretrained generic model to be finetuned to their more specific needs instead of training a new model from scratch. Leveraging the knowledge gained during a generic pretraining process to improve prediction effectiveness for a specific supervised learning task is a form of transfer learning [52], [53]. A common language task often used for pretraining transformer models called masked language modeling requires masking a portion of the input text and then training a model to predict the masked tokens—in other words, to reconstruct the original nonmasked input. Bidirectional encoder representations from transformers (BERT) [54] is the most popular pretrained masked language model and has been widely used in many downstream tasks such as question answering and generation, machine reading comprehension, and machine translation, by fine-tuning it using a labeled dataset that provides supervision signal.

In this article, we present models to rank and retrieve distractors, based on such a pretrained transformer text encoder, which we fine-tuned by requiring similar distractors to have similar representations and similar questions also to have similar representation. In the following paragraphs, we provide a detailed description of these models, visualized in Fig. 2, followed by a description of the training procedure and the inference mechanism.

1) Distractor-Similarity-Based Model \((d-sim)\): We hypothesize that distractors co-occurring within the same MCQ item are semantically related through their link with the corresponding question stem and answer key. Following that hypothesis, the \(d-sim\) model is designed (and trained) to yield a similar vector representation for a given (stem, key) pair \((s_i, k_i)\), as each of the corresponding distractors \(d_i\). Following the same logic, all candidate distractors \(d \in \mathcal{D}\) can then be scored in terms of their similarity (in representation space) with a given new (stem, key) pair, after which the top candidates are returned by the model as likely valid distractors. We use the pretrained multilingual BERT (mBERT) encoder [54], followed by a fully connected linear layer (i.e., dense layer) to obtain initial representations for a (stem, key) pair, as well as for the distractors. We designed our model in a biencoder setting inspired by Guo et al. [55], which is
schematically shown on the left-hand side of Fig. 2. The distractor \( d \) is fed into the mBERT encoder, and the output representation of the [CLS] token\(^6\) is used as an input to the dense layer. The output from the dense layer is taken as the corresponding representation \( h_q \). The considered stem and key are concatenated into a single sequence of tokens\(^7\) as “\( s_i, [SEP] k_i \)”, which is fed into the same mBERT encoder (i.e., with parameter reuse, as indicated by the double arrow in Fig. 2). Similar to the distractor embedding, we take the [CLS] token representation and feed it to the dense layer (i.e., different dense layer with no parameter sharing) and take its output as the vector representation of the key-aware stem \( h_{sk} \). Finally, the similarity score between \( (s_i, k_i) \) and \( d \) is obtained as the dot product between their respective representations

\[
\text{d-sim}_i(d) = h_{(sk)}^{i(s)} : h_i^{(d)}.
\]

During training, the encoder is fine-tuned to achieve higher scores for compatible stem/key and distractor combinations and lower scores for incompatible ones (as described in Section III-E in more detail).

2) Question-Similarity-Based Model (Q-SIM): This model is based on the assumption that different questions that share one or more distractors or answer keys are likely semantically related, such that their associated distractors could be used as good candidate distractors for one another. To accomplish this, we first rearrange the training data in such a way that these questions, sharing at least one distractor or key, are clustered together (see Table II for an example). Then, we train our Q-SIM model to produce similar representation for question stem pairs \( (s_i, s_j) \) that are in the same cluster. The right-hand side of Fig. 2 depicts the Q-SIM model, again based on a biencoder architecture. The stem representation \( h_{(sk)}^{i(s)} \) for a question MCQ, is again obtained through an mBERT encoder, followed by a fully connected linear layer, similarly to \( h_{(sk)}^{i(s)} \) but ignoring the question key. The Q-SIM scoring function is defined as

\[
\text{q-sim}_i(d_j) = h_{(sk)}^{i(s)} : h_j^{(s)}
\]

and can be interpreted as follows. For a given question MCQ, its stem representation \( h_{(sk)}^{i(s)} \) is compared through dot product similarity with the representation of any candidate distractor \( d_j \) originating from a question MCQ. The particular representation of \( d_j \) assumed in Q-SIM is in fact MCQ’s stem

---

\(^6\) [CLS] is a special token that is prepended to the input, and its corresponding output representation is pretrained to represent the entire sequence that is used for classification tasks.

\(^7\) The often used [SEP] token is a special token known by the model that separates input sentences.
representation \( r_i^{\text{DQ-sim}} \). Note that Q-sim does not allow making a distinction in terms of score between different distractors from the same MCQ. Candidate distractors with the same score are considered equally likely according to Q-sim and ranked in an arbitrary order. Based on the intuition outlined above, more complex formulations for Q-sim can be designed, for example, with a feature characterizing the nature of the pairwise comparison (i.e., the actual answers of the considered questions, two of their respective distractors, or the answer for the one and a distractor for the other). However, given the already significant improvement of the presented basic Q-sim formulation (see Section V-A), we chose to include only that model in our evaluation. In fact, its simple intuitive formulation makes it straightforward to explain to teachers, which is an important aspect in their trust in the model [56].

3) Distractor and Question Similarity Model (DQ-sim): This model combines the previous two models using a merging layer (visualized on top of Fig. 2), based on the intuition that a well-chosen combined model may benefit from the complementary advantages of both the individual models. This merging layer combines the outputs from D-sim and Q-sim using a merging parameter \( \alpha \) to control the contribution of the individual models. We investigated empirical score-based and rank-based merging strategies. The score-based model assumes a linear combination of both respective scores \( r_i^{\text{D-sim}} \) and \( r_i^{\text{Q-sim}} \) from D-sim and Q-sim, in which their individual contribution is controlled by the hyperparameter \( \alpha \):

\[
r_i^{\text{DQ-sim-score}}(d) = \alpha r_i^{\text{D-sim}}(d) + (1 - \alpha) r_i^{\text{Q-sim}}(d).
\]

The rank-based model combines the distractor ranks \( \rho_i^{\text{D-sim}} \) and \( \rho_i^{\text{Q-sim}} \in \{1, 2, 3, \ldots, N\} \) from D-sim and Q-sim into the score:

\[
r_i^{\text{DQ-sim-rank}}(d) = \frac{\alpha}{\log \left( \rho_i^{\text{D-sim}}(d) + 1 \right)} + \frac{1 - \alpha}{\log \left( \rho_i^{\text{Q-sim}}(d) + 1 \right)}.
\]

This scoring function is based on weighted combination of inverse distractor rankings, such that high-ranked distractors have more weight. We use logarithmic smoothing to avoid the potential contribution of low-ranked distractors from vanishing too rapidly.

E. Training

We use contrastive learning as our training strategy [57]. Contrastive learning [46], [58], [59] is a machine learning technique that aims to learn representations of data by contrasting similar and dissimilar examples. It aims to bring similar instances closer together in the representation space by maximizing the similarity between their embeddings, while pushing dissimilar samples further apart by minimizing their similarity.

In a contrastive learning setting, it is often the case that similar example pairs (i.e., also called positive examples) are available explicitly in training datasets, whereas dissimilar or negative examples need to be sampled from an extremely large pool of instances. For the Q-sim model, a positive pair consists of two questions sharing at least one distractor, whereas for the D-sim model, we require similar representations for a given (stem, key) item and a distractor corresponding to the same MCQ.

As a negative sampling strategy, we use in-batch negatives [60] while training our models. For D-sim, the in-batch negatives are gold-standard positive distractors for the other instances in the same batch. While for Q-sim, the in-batch negatives are the positive questions that come from the other instances in the same batch. Reusing gold standard distractors or questions from the same batch as negatives makes training more efficient, compared to randomly sampling negatives for each positive pair in the batch.

With the notation \( r_i(d) \) (common in both D-sim and Q-sim) for scoring MCQ against distractor \( d \), and by introducing the sigmoid function \( \sigma(r) = 1/(1 + e^{-r}) \), we can write the contrastive loss[61] \( L_i \) to be minimized for MCQ, with matching distractors \( d^+ \) as follows:

\[
L_i = - \sum_d \log \sigma(r_i(d^+)) - \sum_d \log \sigma(-r_i(d^-))
\]

in which \( r_i(d^+) \) denotes the score of a positive distractor for the considered question, and \( r_i(d^-) \) the scores for the in-batch negatives (summed over the considered batch of training instances). If the quantity \( \sigma(r_i(d)) \) is interpreted as the probability that distractor \( d \) is compatible with MCQ, (in the sense of model D-sim or Q-sim), then minimizing the above loss term can be understood as maximizing the joint estimated probability of \( d^+ \) being compatible distractors for MCQ, and the in-batch negatives \( d^- \) to be incompatible ones.
F. Using the Models for Predictions

This section describes the inference mechanism for our models. Inference refers to using a trained model to make predictions about new data. For each of the models, the goal is inducing an ordering of all candidate distractors in response to a given question stem and answer key, such that the top-ranked ones can be proposed as fitting distractors.

For the D-SIM model, since the considered (stem, key) pair and the distractor to be scored against it are independently fed to the network, the embeddings of the pool of distractors can be computed offline. The vector representation $h_{sk}$ of a given stem and its answer key is calculated, compared through the dot product with each of the precalculated distractor representations $h_{d}$, and these are then ordered according to decreasing score.

Similarly, for the Q-SIM model, the pool of questions’ embeddings is calculated offline and stored. At run time, for a given question stem $s$, we compute its embedding $h_{s}$, score it against all precalculated stem representations for the MCQs in the corpus, and rank the candidate distractors according to the decreasing score of their corresponding question stem. Note that we assign the same score to each of the distractors of a given stem (for use in DQ-SIM-score). We then rank all distractors according to decreasing scores (randomly ordering those with identical scores). Finally, once the scores for D-SIM and Q-SIM are calculated for each candidate distractor, the DQ-SIM model can be evaluated directly, by ranking them according to the decreasing score $r_{DQ-SIM-score}$ or $r_{DQ-SIM-rank}$.

IV. EXPERIMENTAL DESIGN

This section describes the evaluation methodology and the metrics we used to measure the quality of the generated distractors using the different methods described in Section III. Section IV-A introduces our hypotheses and the experiments we designed to test them. The automatic evaluation metrics we used are explained in Section IV-B.

A. Evaluation Setup

In order to validate our models’ theoretical effectiveness and practical applicability, we formulate the following three key hypotheses, which we will test through experiments based on both automatic and human annotator evaluation.

1) Hypothesis 1: Context-aware models, based on generic pretrained language models, lead to more effective distractor selection models than shallow prediction models based on manually engineered features.

2) Hypothesis 2: Manual distractor quality scores are correlated with machine-generated distractor candidate rankings.

3) Hypothesis 3: Top-ranked machine-proposed distractor candidates are comparable in quality to expert-generated distractors, for a given question stem and answer key.

For Hypothesis 1, we first of all set up a large-scale automatic evaluation experiment with the Televic dataset (see Table I). In addition, a focused small-scale automatic evaluation of context-aware and feature-based models was carried out on the WeZooz external data (see Section III-B2 for details) that contain several subjects.

We complemented that automatic evaluation with human evaluation, since hard comparison of ground-truth distractors with machine-generated distractors may not give the whole picture of accuracy. Indeed, both for language learning and factual knowledge learning, MCQs can have a potentially large set of viable distractors that are not included by the gold standard distractor set. Thus, automated metrics could flag a correctly proposed candidate distractor as wrong because of the scarcity of the gold standard dataset. To avert this problem, many previous works asked human experts to judge the quality of the distractors that were generated by their systems [62], [63]. Hence, we also invited teachers to provide their expert opinion, each focusing solely on a set of questions on their own subject of expertise. In the following paragraphs, we explain the procedure we followed to set up that expert evaluation, which we will use in assessing all aforementioned Hypotheses 1–3.

First, we prepared a small sample of test questions for language and factual knowledge learning. For language learning, we used French and English. These questions were randomly drawn from the held-out test split of the Televic dataset introduced in Section III-B1. For the factoid-type questions, we use the WeZooz dataset introduced in Section III-B2. Each of

| Question | Answer | Distractors | Category | Moderation |
|----------|--------|-------------|----------|------------|
| Which inhabitants are not happy with Ethiopia’s plans of the Nile? | Egyptians | 1. Itali, 2. Kenyan, 3. gypsies | Poor format because of wrong spelling. |
| My mum brought the washing in ... it was raining | because | 1. until, 2. since, 3. investigate | Good - True Answer - Nonsense - out of context |
| How old was Beethoven when he died? | 56 years | 1. 1.5v, 2. 60 years, 3. 180 years | Nonsense - out of context - Good - Poor meaning - humans cannot live 180 years. |
the subjects contains a fixed list of 50 questions. Second, we applied the different trained models to rank distractors according to their relevance for each question in the test set. We then kept the top-ten ranked candidate distractors for each of the models. Finally, teachers were shown distractor predictions unified over all models (i.e., duplicates were removed) as well as the provided gold-truth distractors for each test question (see the illustration provided in Fig. 4 in Appendix C). Note that the order of the unified list of distractors was randomized, to avoid introducing order bias.

The teacher participants were explicitly instructed to rate each candidate distractor based on how much they thought it would help them if they were given the task of preparing distractors for that specific question. Specifically, we asked them to annotate each distractor independently of the other distractors in the list, based on a four-level annotation scheme that we designed to measure the quality of distractors. Our scale is closely related to the three-point evaluation scale proposed by Araki et al. [63] (Table III shows examples of each category):

1) **True Answer** specifies that the distractor partially or completely overlaps with the answer key.
2) **Good distractor** specifies that the distractor is viable and could be used in an MCQ as is.
3) **Poor distractor** specifies that the distractor is on topic but could easily be ruled out by students. This could happen due to one or both of the following reasons.
   a) **Poor meaning**: The distractor has poor meaning. For example, it is too general, although not completely off-topic.
   b) **Poor format**: The distractor’s format is different from the format of the answer key and does not fit with the stem.
4) **Nonsense distractor** specifies that the proposed distractor is completely out of context.

Although the third category (i.e., poor distractor) implies that the proposed distractor is ineffective as is, a minor tweak may result in a useful distractor. Furthermore, even if a significant change is required, it may inspire teachers to create new effective distractors.

Using the annotations we gathered from the teachers, we tested Hypotheses 2 and 3. For Hypotheses 2, we evaluated whether the higher ranked distractors also have a higher perceived usefulness. This was done by comparing the human scoring of distractor candidates in the top five to that of those ranked 5–10: for a good distractor generation model, the top five should on average contain significantly more “good” ones. We designed a statistical analysis to test the null hypothesis that the rating distribution is not related to whether candidate distractors were ranked top five or 5–10. We used Fisher’s exact test\(^8\) to test this hypothesis.

For Hypothesis 3, we evaluated the extent to which the teachers perceived the system-generated distractor candidates as the ground-truth distractors. Again, we use Fisher’s exact test to test the null hypothesis that the distribution of quality of distractors is not related to whether the distractors are human generated or system generated.

### Automated Metrics

We use two groups of information retrieval metrics to automatically evaluate our systems:

1) **order-unaware metrics**: Recall@\(k\) and Precision@\(k\), which measure the fraction of gold-standard distractors that are in the top-\(k\) distractors and the fraction of relevant distractors in the top-\(k\) retrieved distractors, respectively;
2) **order-aware metrics**: mean reciprocal rank (MRR) and mean average precision (MAP), which, respectively, reflect how high the most relevant item is ranked in the list, and how high all relevant ones are ranked on average.

### V. RESULTS AND DISCUSSION

In this section, we provide evidence of the effectiveness of our context-aware models by reporting the experimental results and discussing the insights gained. Section V-A compares the baseline with our proposed context-aware models using reproducible automated metrics (see Hypothesis 1). Section V-B discusses the user study results with experts (see Hypotheses 1–3). Note that all the numerical results reported in this section are in percentage points.

---

\(^8\) We also conducted a chi-square test and reached the same conclusions.
### TABLE V
**Small-Scale Automatic Ranking Evaluation**

| Models | Baseline | DQ-SIM |
|--------|----------|--------|
|        | R@10     | MAP    | R@10   | MAP    |
| English* | 60.1  | 33.6  | 98.3  | 85.8  |
| French*  | 46.6  | 17.7  | 81.1  | 61.1  |
| Nat. Sciences | 24.3 | 7.7  | 74.3  | 37.3  |
| History   | 14.3  | 3.4   | 62.2  | 35.7  |
| Biology   | 30.6  | 7.6   | 72.0  | 41.8  |
| Geography | 32.3  | 12.1  | 61.5  | 34.4  |

R: recall, MAP: mean avg. precision; * denotes subject is drawn from the Televic test set, while the rest are from WeZooz.

### TABLE VI
**Interannotation Agreement of Ground-Truth Distractors (%)**

| True Ans. | Good | Poor | Nonsense |
|-----------|------|------|----------|
| Languages | 5    | 70   | 14       | 11       |
| Factoids  | 2    | 83   | 9        | 6        |
| Overall   | 3    | 79   | 11       | 7        |

### A. Automatic Evaluation
When considering the results of our automated evaluation based on the recovery of ground-truth distractors, it is essential to note that information about ground-truth distractors for a given item was never used during the model’s training. Table IV shows the large-scale evaluation of the systems on the Televic test set. We report our results as the mean and standard deviation of five different runs of our models using five random seeds, as shown in Table IV. All three context-aware models consistently outperform our feature-based model (denoted “baseline”) on all metrics. DQ-SIM performs the best according to most metrics, confirming that Q-SIM and D-SIM have their own (complementary) merits. Q-SIM is better than D-SIM at recovering ground truth distractors (i.e., Recall@10 of 82.3 compared to 76.0), but inferior at ranking the best relevant distractor at the top in the list, which we conclude from the lower Precision@1 (40.4 versus 44.9) and MRR (55.6 versus 60.7) scores. This is related to the nature of the Q-SIM model. The candidate distractors belonging to its best matching question would be put at the top of the returned distractors in a random order. Our results show that D-SIM is better at estimating the most likely distractor than Q-SIM is in finding a relevant question and arriving with the relevant distractor on top after random ordering. However, the Precision@4 results show that Q-SIM has more success in identifying a question with good distractors than D-SIM has in detecting good distractors among its top-four results. The other reported metrics (Recall@10, Precision@4, and MAP) indicate the overall higher effectiveness of Q-SIM when looking further than only the top result. In our MCQ generation setting, recall within the top-ten results is the more important metric, since the presence of high-quality distractors in the automatically generated list is more important than their correct ranking.

Fig. 3 depicts the performance of DQ-SIM for the two merging strategies, in terms of Recall@10 on the validation set described in Section III-D3. The linear combination of the scores outperforms the rank-based merging strategy. The score-based strategy achieves the best performance at \( \alpha = 0.8 \), giving more weight to the Q-SIM model. This is reasonable given that the Q-SIM model outperforms the D-SIM model on the recall metric.

Table V compares the baseline with DQ-SIM (i.e., the best context-aware model according to the evaluation on the Televic dataset) in a small-scale setting for all four Wezooz dataset subjects as well as English and French from the Televic test set. Since we want to compare models in terms of their ability to rank relevant distractors higher in the list, we added the ground-truth distractors from all the subjects to the existing distractors pool. Ideally, the best model would rank all the ground-truth distractors high in the list. Similar to the large-scale evaluation, DQ-SIM consistently outperforms the baseline for all subjects on both metrics. Recall@10 and MAP are higher for the language category than for factoid questions because the test questions for the former come from the same distribution (i.e., Televic test questions) as the data the models were trained on (i.e., Televic train set). On the other hand, the test data for the factoids come from a different distribution (i.e., Wezooz dataset) than the training data such that the evaluation for these subjects additionally measures the robustness of the model to a data distribution shift (i.e., its domain transfer abilities). The DQ-SIM model is far more robust than the baseline.

### B. Expert Evaluation
Following the procedure introduced in Section IV, a total of 12,723 ratings for distractor quality were gathered from the annotations by teachers (see Table IX for details of rating statistics). These ratings come from the top-ten ranked distractors for each of the four models and the ground-truth distractors (i.e., all simultaneously presented and randomly shuffled). We retained the gold standard distractors in the lists to be annotated, because we wanted to investigate the agreement among teachers in creating distractors. In the following subsections,
we study teachers’ (dis)agreement on the quality of distractors, compare the various models using the evaluation from experts, and revisit Hypotheses 1–3 in light of these results.

1) Interannotator Agreement: We adopt two strategies to assess interannotator agreement. First, we analyze how teachers rated the ground-truth distractors, which were made by other teachers who prepared the questions. As can be seen from Table VI, in general, we find that 79% of the actual distractors were deemed good, 11% poor, followed by 7% nonsense, and 3% true answers. There is greater agreement between teachers in what is considered a good distractor on the factoids than for language learning exercises (83% versus 70%).

Second, we study the agreement of teachers by asking them to rate the same set of distractors using our four-level scale annotation scheme. We selected the subjects English, from the languages category, and History, from factoids, for annotations by at least two teachers. Table VII shows the interannotator agreement of teachers using the Jaccard similarity coefficient. The Jaccard similarity measures similarity between two sets of data by calculating what fraction of the union of those datasets is covered by their intersection. In our case, it is calculated as the number of times the teachers agreed on a distractor category label (i.e., one of the four quality labels) divided by the total number of distractors that were annotated (by either annotator) with that label. In general, we note a higher agreement on what is considered a good distractor and a nonsense distractor. Particularly, the overall agreement between the History teachers is higher than the English teachers. This is in line with the higher agreement for factoid-type questions discussed in the previous paragraph. The Jaccard similarity is sensitive to small sample sizes. For example, a total of only two distractors were rated “true answer” by the history teachers, which yielded no similarity (i.e., a “0” in the first column in Table VII).

Calculating the interannotator agreement with the commonly used Cohen’s kappa [64] value, we confirm aforementioned higher agreement for factoid questions than for language: Cohen’s kappa is 29.3 among English teachers, which represents “fair agreement,” and 40.5 among History teachers, indicating “moderate agreement.”

As a final metric to assess potential ambiguity in scoring distractors, we calculate conditional probabilities \( P(X|Y) \) of having a second annotator assigning label \( X \) given that a first one said \( Y \). For example, unsurprisingly, the probability of rating a distractor “good” given that it was rated “nonsense” by another teacher and vice versa was 6% for English and 5% for History. This implies that the confusion in differentiating good distractors from nonsense distractors was minimal. Details are presented in Table XII in Appendix D.

2) Evaluation of Models by Experts: Table VIII shows the expert evaluation of distractors in terms of good distractor rate (GDR@10) and nonsense distractor rate (NDR@10). GDR@10 is calculated as the percentage of distractors that were rated “good” among the top-ten ranked distractors for each model. Similarly, NDR@10 is calculated as the percentage of distractors that were rated “nonsense” among the top-ten ranked distractors for each model. We are interested in reporting the NDR metric because 1) it could be used to distinguish between good and bad systems and 2) in a real-world scenario, discarding a system with high NDR score could be helpful since the frequent occurrence of nonsense distractors may scare away users by eroding their trust in the model.

The reported metrics are averages of all the subjects in each category. \( \uparrow \) indicates larger values are better and \( \downarrow \) indicates smaller values are better. In general, context-aware models were rated better in proposing plausible distractors than the baseline model. They also produced fewer nonsense
TABLE X
CONTINGENCY TABLE FOR AUTOMATIC RANKING AND HUMAN RATING CORRELATION USING DQ-SIM

| Plausible | Less plausible |
|-----------|---------------|
| Ranked top 5 | 425 | 977 |
| Ranked 5-10 | 303 | 1097 |

TABLE XI
CONTINGENCY TABLE FOR COMPARING HUMAN- AND SYSTEM-GENERATED DISTRACTORS

| Plausible | Less plausible |
|-----------|---------------|
| Human-generated | 511 | 156 |
| System-generated | 255 | 412 |

distractors. The DQ-SIM outperformed all the other models. On average, three out of its top ten proposed distractors were rated good distractors. Moreover, on average, 5.5 distractors for languages and 5 for factoids were generally found on-topic (i.e., distractors rated as either good or poor distractors) for DQ-SIM.

The NDR@10 is lower for all models for language subjects than for factoid questions. We hypothesize this is because the test data for the language category come from the same distribution the models were trained on.

3) Discussion of Key Hypotheses: We now discuss to what extent our experimental results confirm our aforementioned key Hypotheses 1–3.

Hypothesis 1 states that the context-aware models generate better quality distractors than the feature-based models. As discussed in Section V-A, the automated evaluation shows that the context-aware models consistently outperform the feature-based model on the Televeic and WeZooz datasets. The human evaluation in Section V-B2 further confirms this by demonstrating that distractors generated by context-aware models were rated higher in quality than those generated by feature-based models.

Hypothesis 2 states that human distractor quality ratings are correlated with the automated candidate distractor rankings. To test this hypothesis, we collapsed the four ratings into two categories: plausible (i.e., rated as good distractors) and less plausible (i.e., rated as true answer, and bad and nonsense distractors). Table X in Appendix D shows the contingency table for Fisher’s exact test, to compare the quality between system-generated and human-generated distractors. The null hypothesis that the source of the distractor (i.e., human-generated or system-generated) is unrelated to the quality label assigned by the teachers is strongly rejected ($p < 1.e-10$). Indeed, the quality of the human-generated distractors was found to be better than the system-proposed distractors. Still, we believe system-generated distractors have value: given that they can be generated quickly and automatically, presenting them as suggestions—rather than relying on a fully automated system—seems a practically meaningful way of working, which could save teachers a significant amount of time (compared to purely creating a list of distractors without any assistance).

VI. CONCLUSION

This article introduced and evaluated multilingual context-aware distractor retrieval models for reusing distractor candidates that can facilitate the task of MCQ creation. Particularly, we proposed three models:

1) the D-SIM model that learns similar contextual representations for similar distractors;
2) the Q-SIM model that requires similar questions to have similar representations;
3) the DQ-SIM model that linearly combines the previous two models benefiting from their respective strengths.

Importantely, the DQ-SIM model showed a considerably reduced nonsense distractor rate, which we consider a useful asset in terms of trust in the model by teachers.

We also asked teachers to evaluate the quality of distractors using a four-level annotation scheme that we introduced. As the result, teachers considered three out of ten suggested distractors as high quality, to be readily used. In addition, they found two more distractors to be within topic, albeit of lower quality, and useful as inspiration for teachers to come up with their own good distractors. Finally, we released a test consisting of 298 educational MCQs with annotated distractors covering six subjects and a 77k distractor vocabulary to promote further research.

In future work, we foresee three directions. First, it is worth reiterating that the current work assumes access to a substantial pool of distractors. Even though with such large item pools, it is expected that many options are available for an incoming newly written question, the current work is unable to generate a brand new distractor. A possible solution could be to employ pure generative models that can freely generate distractors. Moreover, generative models could correct the “poor format” errors. However, it has to be noted that such models require access to a context where the distractors and
questions come from, such as a chapter of a book, Wikipedia article, etc. A second research direction is to extend the current work to a multimodal system that considers other sources of information, e.g., images that accompany MCQs in digital learning tools. Finally, an area that we are currently investigating is how to make sure the complete list of distractors in a single MCQ is sufficiently diverse: note that in the present study, we were only interested in retrieving a list of plausible distractors independent of each other. However, typical MCQ distractors should not only be plausible but also sufficiently diverse.

APPENDIX A
TRAINING AND IMPLEMENTATION DETAILS

1) Feature-based models: For feature extraction and model training, we use components from the scikit-learn package for python [65]. As negative training examples, we sample a total of 100 nondistractors for each MCQ.

2) Context-aware models: Our transformer-based model is implemented using Pytorch [66] and Huggingface [67]. We initialize our encoder with bert-base-multilingual-uncased. We fine-tune the last two layers and leave the other layers frozen. The most important hyperparameters are the learning rate, batch size, the duration of training, and the output width of our dense layer. To avoid extensive hyperparameter tuning, we made the following choices. First, we choose the output dimension of the dense layer to be $d_{out} = 700$ because we empirically found that it yielded good results. For the learning rate, we kept the choice of $10^{-5}$ from Karpukhin et al. [60] in combination with the robust Adam optimizer [68]. Also in line with [60], we know increasing batch size may lead to slightly improved results and, thus, decided the batch size to be 64, the highest value that would fit our V100 memory. We train each model for 25 epochs at which point performance on the development begins to plateau due to overfitting.

APPENDIX B
FEATURE VECTOR DESCRIPTION

We describe each feature we used to build our feature-based classifiers as follows.

1) tfidf_word_match_share: a word overlap metric between both k & d and s & d which weighs overlapping words according to their inverse document frequency value.
2) word_match_share: fraction of word tokens that are shared between both k & d and s & d.
3) equal_num: boolean feature that checks whether k & d have equal numbers of digits.
4) longest_substring: fraction of longest matching sub-string between k and d.
5) token_len_sim: boolean feature that checks if the amount of tokens in k is equal with d.
6) token_len_diff: difference in amount of tokens in k and d.
7) char_len_sim: boolean feature that checks if the amount of characters in k is equal with d.
8) char_len_diff: difference in amount of tokens in k and d.
9) is_caps: boolean feature that checks if both k and d are capitalized.
10) count_caps: boolean feature that checks if both k and d have the same number of upper cased characters.
11) has_num: boolean feature that checks if the strings k and d have numbers.
12) get_count:: absolute number of occurrences of d in our dataset.
13) first_char_match: boolean feature that checks if both k and d start with the same 5-g characters.
14) last_char_match: boolean feature that checks if both k and d end with the same 5-g characters.
15) w2v_ad_sim: a numeric feature that calculates the cosine similarity between the answer key and distractor using their word2vec representations.
16) wmd_w2v_qd: word mover’s distance between the question and distractor using their word2vec vector representations.
17) wmd_w2v_ad: word mover’s distance between the answer and distractor using their word2vec vector representations.
18) glove_ad_sim: the cosine similarity between the answer and distractor using their averaged glove embeddings.
19) wmd_glove_ad: the word mover’s distance between the answer and distractor using their averaged glove embeddings.
20) lang_prior: the prior distribution of the source language of the question.

APPENDIX C
ANNOTATION PLATFORM

Fig. 4 shows the annotation tool that we built for the quality annotation task by teachers. Each page presents a question, its actual answers, and a randomly shuffled list of candidate distractors that are proposed by the different models. Teachers assign quality labels to each of these proposed distractors by selecting one of the four radio-button options. If the teacher selects poor distractor as a label for a distractor, then a drop-down menu with two more options (i.e., poor format and poor meaning) is shown. Finally, the annotator/teacher can go to the following question by pressing the “Next” button displayed at the left bottom of the screenshot.

APPENDIX D
USER STUDY DETAILS

This section contains the user study details. Table IX describes the data gathered from the annotations provided by the teachers. Every subject has 50 questions except English,
which had two duplicates that were later removed, leaving only 48 questions. On average, there are two distractors for each question item. We collected 1090 annotations for the original ground-truth distractor and 11 633 annotations for the proposed candidate distractors (i.e., top-ten ranked distractors by each of the four models). A total of eight teachers participated in the study. English (i.e., from languages) and History (i.e., from factoids) were annotated twice by two different teachers for the purposes of calculating interannotator agreement.

Table X shows the contingency table for Hypothesis 2 that tests the correlation between automated distractor rankings (i.e., using our best model DQ-sim) and human ratings using Fisher’s exact test. The plausible column contains the count of distractors that were rated “good” and the less plausible column the count of all distractors that were rated otherwise (i.e., “poor,” “true answer,” and “nonsense” distractors). The rows indicate the count of top-five ranked distractors and the 5–10 ranked distractors.

Table XI shows the contingency table for testing Hypothesis 3 that compares the quality of human-generated with system-generated distractors. We use Fisher’s exact test to test the hypothesis. The table shows counts of ratings in each category. For the human-generated row, we keep track of how each ground-truth distractor was rated and update the counts depending on whether the distractors were rated “good” (i.e., plausible) or the other labels (i.e., less plausible). Similarly, for the system-generated row, we count the ratings of top-k proposed distractors and update the counts in each column accordingly, where k is determined by the number of ground-truth distractors for that specific question.

Table XII illustrates the confusion observed between teachers in choosing which label to assign to a distractor. We show the confusion using conditional probabilities computed over both directions of the raters, where gd, tr, pf, pm, and ns denote good, true answer, poor format, poor meaning, and nonsense distractors, respectively. For example, the first column (i.e., $P(\text{gd} | \text{tr})$) shows the probability of rating a distractor “good” given that it was rated “true answer” by the other rater.
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