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Conductor moving in magnetic field is quite common in electrical equipment. The numerical simulation of such problem is vital in their design and analysis of electrical equipment. The Galerkin finite element method (GFEM) is a commonly employed simulation tool, nonetheless, due to its inherent numerical instability at higher velocities, the GFEM requires upwinding techniques to handle moving conductor problems. The Streamline Upwinding/Petrov-Galerkin (SU/PG) scheme is a widely acknowledged upwinding technique, despite its error-peaking at the transverse boundary. This error at the transverse-boundary, is found to be leading to non-physical solutions. Several remedies have been suggested in the allied fluid dynamics literature, which employs non-linear, iterative techniques. The present work attempts to address this issue, by retaining the computational efficiency of the GFEM. By suitable analysis, it is shown that the source of the problem can be attributed to the Coulomb’s gauge. Therefore, to solve the problem, the Coulomb’s gauge is taken out from the formulation and the associated weak form is derived. The effectiveness of this technique is demonstrated with pertinent numerical results.
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I. INTRODUCTION

The moving conductor problems are the class of problems, involving conductor moving in a magnetic field \( (B_a) \). As a consequence, there would be an induced current \( (J) \) in the conductor, which in turn produces a reaction magnetic field \( (b) \). The quantification of the reaction magnetic field and the associated induced currents, are vital for the design and analysis of the electrical equipment such as electromagnetic flowmeter, linear induction motor, eddy current brakes etc. For the ease of further discussion, the governing equations of the moving conductor problem are enumerated below [1], [2],

\[
\sigma \nabla \phi - \left( \nabla \cdot \frac{1}{\mu} \nabla \right) A - \sigma \mathbf{u} \times \nabla \times \mathbf{A} = \sigma \mathbf{u} \times \mathbf{B}_a
\]

\[
\nabla \cdot (\sigma \nabla \phi) - \nabla \cdot (\sigma \mathbf{u} \times \nabla \times \mathbf{A}) = \nabla \cdot (\sigma \mathbf{u} \times \mathbf{B}_a)
\]

where, \( \phi \) is the scalar potential arising out of the current flow, \( A \) is the magnetic vector potential associated with reaction magnetic field \( b \), \( u \) is the velocity of the moving conductor, \( \mu \) is the magnetic permeability and \( \sigma \) is the electrical conductivity.

Owing to the coupled nature as well as the vectorial form of the governing equations, finding an analytical solution is nearly impossible and hence, numerical simulation is the only choice available. Among the available numerical schemes, the Galerkin finite element method (GFEM) is widely employed for the simulation in different disciplines of engineering including electrical engineering. Despite its widespread success, as the velocities become higher the GFEM results suffer from numerical oscillations [3]–[6]. Specifically, when the element Peclet number \( Pe = \mu \sigma ||u|| \Delta l / 2 > 1 \) (\( \Delta l \) is the element length along the direction of the velocity), the numerical oscillations appears in the solution. This issue is comprehensively discussed in the allied literature and several remedies have been suggested [3].

The upwinding schemes are the earliest and popular ones suggested in the fluid dynamics literature and these have been extensively adopted in the moving conductor literature as well [7]–[17]. It can be worth noting here that the occurrence of numerical oscillations at higher velocities is common to many numerical schemes including the edge element method and there are few upwinding remedies suggested in the literature [18], [19]. Owing to the presence of substantial cross-research, the upwinding schemes of nodal elements are well studied and well established. Hence, the present work employs nodal finite elements for the study. Among the nodal upwinding schemes, the Streamline upwinding/Petrov Galerkin (SU/PG) scheme is the latest and the widely adopted one. Though, the SU/PG scheme successfully removes the numerical oscillations, there are numerous instances wherein, it leads to error at the transverse boundary [20]. This problem is scarcely discussed in the electrical engineering literature, except for a recent effort in which the existence of such an error is pointed out for moving conductor problems [21]. Further, it is also shown that this in turn leads to non-physical currents in the adjacent air region.

In order to address this issue, several approaches have been suggested in fluid dynamics literature [20], [22], [23], which are termed as, ‘Spurious Oscillations at Layers Diminishing (SOLD) methods’ [24], [25]. These schemes being non-linear involve an iterative calculation procedure, which is a computationally time consuming process. Moreover, the implementation of SOLD schemes for electrical engineering
problems can be rarely seen in the literature. In any case, a recent work has shown that SOLD schemes are not fully free-from boundary error [25]. The present work aims to investigate the origin of this error and perhaps suggest a solution.

Given these, the present work aims to investigate on the genesis of this boundary error in the SU/PG formulation for the moving conductor problem. It further aims to provide a simple and computationally efficient route to eliminate this error for moving conductor problems.

II. PRESENT WORK

A. Analysis with 2D version of the problem

In reference [21], 2D version of the moving conductor problem, which has adequate representation of the 3D problem, has been considered for evaluating the error at the interface. For the sake of completeness, a brief description of the 2D problem is provided here (see Fig. 1). An infinite conducting slab with thickness \( d \) is placed between two air layers of thickness \( 4d \). The conductor has a uniform velocity \( u_x \) along the \( z \)-axis and a localized \( x \)-directed magnetic field is considered. Boundary in the flow direction is introduced at \( 20d \) on either side of the magnetic field. The material properties of the slab are \( \sigma = 7.21 \times 10^6 \text{Sm}^{-1} \), \( \mu_r = 1 \), \( d = 0.5 \text{m} \). The FEM discretisation involved 5760 nodal, bilinear quadrilateral elements of rectangular shape. The element size is varied along the \( y \)-direction to accurately capture the currents circulating in the conductor. It can be noted that the 2D problem here represents the circulation of current and thus it consists of 2-components of vector potential \( A_y, A_z \).

The same 2D problem will be considered here for further analysis. In [21], it is shown that only SU/PG scheme suffers from boundary error and not the original Galerkin scheme or its variants [26]. In order to trace the genesis of this error numerically, computed results are analysed to detect the presence of any inconsistency.

During the analysis, it is found that the use of Coulomb’s gauge i.e., \( \nabla \cdot \mathbf{A} = 0 \) condition, is being grossly violated in the SU/PG scheme, which is not the case with the GFEM based schemes. As an example, a sample result of \( \nabla \cdot \mathbf{A} \) computed from the SU/PG scheme is presented in the Fig. 2a where the presence of error could be clearly seen. Recently, a simple alternative scheme which is based on the classical GFEM has been presented in [26] and it is shown to be very stable. The computed \( \nabla \cdot \mathbf{A} \) obtained by employing this scheme is also presented, in Fig. 2b.

In order to make a meaningful assessment, for each of the \( Pe \), peak values of the \( b_x \) is taken for normalisation. The required values are taken from the results presented in [21], which has been reproduced as Fig. 3c for a ready reference. By comparing the results, it can be seen that the value of error in \( \nabla \cdot \mathbf{A} \) is about 30% in the SU/PG solution, while it is only about 5% for the scheme proposed in [26]. This suggests a method for a direct correlation between the transverse boundary error and the peak magnitude of \( \nabla \cdot \mathbf{A} \).

To get a more quantitative picture, both the peak error as well as the peak \( \nabla \cdot \mathbf{A} \) are obtained for a range of \( Pe \) and plotted in Figs. 2c and 2d. It is clear that the peak values of \( \nabla \cdot \mathbf{A} \) and the peak boundary error with SU/PG scheme follows the exact same trend over the range of \( Pe \).

This exercise clearly indicate that the boundary error in the solution is strongly correlated with the existence of \( \nabla \cdot \mathbf{A} = 0 \) in the weak solution through SU/PG scheme. It is worth noting here that the Coulombs gauge is commonly employed in moving conductor literature [7], [11]–[13], [27] especially for the nodal formulation. The following vector identity is employed most of the times,

\[
\nabla \times \nabla \times \mathbf{A} = \nabla (\nabla \cdot \mathbf{A}) - \nabla^2 \mathbf{A}
\]

assuming \( \nabla \cdot \mathbf{A} = 0 \),

\[
\nabla \times \nabla \times \mathbf{A} = -\nabla^2 \mathbf{A}
\]

However, the results of SU/PG scheme does not confirm to \( \nabla \cdot \mathbf{A} = 0 \) and therefore, it is necessary to avoid the use of Coulomb’s gauge (refer to Figs. 2a & 2b). For this the corresponding term must be retained in the formulation. Please note that this might result in non-unique value of \( \mathbf{A} \), however, it is \( \nabla \times \mathbf{A} \) is the variable of interest not \( \mathbf{A} \) directly.

As the weak form for the Ampere’s law (which involves \( \nabla \times \mathbf{A} \)) is not readily available for scalar elements, it will be dealt below.

The weighted residue formulation for the \( x \)-component of \( \nabla \times \frac{1}{\mu} \nabla \times \mathbf{A} \) is,

\[
\int_{\Omega} N_g \left( \nabla \times \frac{1}{\mu} \nabla \times \mathbf{A} \right) \cdot \hat{x} \, d\Omega = \int_{\Gamma} \mathbf{N} \cdot \mathbf{n} \, d\Gamma \tag{5}
\]

where \( N_g \) is the Galerkin weighting function and \( \hat{x} \) is the unit vector along the \( x \)-axis. Applying the vector identity given in (3) on (5).

\[
\Rightarrow \int_{\Omega} N_g \nabla \cdot \left( \frac{1}{\mu} \frac{\partial \mathbf{A}}{\partial x} - \frac{1}{\mu} \nabla A_x \right) \, d\Omega \tag{6}
\]

Applying integration by parts for (6),

\[
\Rightarrow - \int_{\Omega} \nabla N_g \cdot \left( \frac{1}{\mu} \frac{\partial \mathbf{A}}{\partial x} - \frac{1}{\mu} \nabla A_x \right) \, d\Omega + \int_{\Gamma} \mathbf{N} \cdot \left( \frac{1}{\mu} \frac{\partial \mathbf{A}}{\partial x} - \frac{1}{\mu} \nabla A_x \right) \cdot \hat{n} \, d\Gamma \tag{7}
\]

where, \( \hat{n} \) is the unit normal vector. Remember that in the Laplacian formulation of scalar potential, by neglecting the boundary integral term in the weak form, the inter element boundary condition \( \mathbf{D}_1 \cdot \hat{n} = \mathbf{D}_2 \cdot \hat{n} \) or \( \mathbf{J}_1 \cdot \hat{n} = \mathbf{J}_2 \cdot \hat{n} \) get automatically satisfied [28]. Thus, it was not necessary...
to compute the boundary integral term there and that greatly improved the computational efficiency. Considering this, it is worthwhile to see the effect of neglecting the boundary integral term in the equation (7). The boundary integral term can be simplified as follows,

\[ \oint_{\Gamma} N_g \left( \frac{1}{\mu} \frac{\partial A}{\partial x} - \frac{1}{\mu} \nabla A_x \right) \cdot \hat{n} \, d\Gamma \]

Equation (8) corresponds to the \( x \)-component, the boundary integral terms for other components can also be derived in the same fashion. The boundary integral term for the \( y \)-component is,

\[ \oint_{\Gamma} N_g \left( h_x n_z - h_z n_x \right) \, d\Gamma \]

and that for the \( z \)-component is,

\[ \oint_{\Gamma} N_g \left( h_y n_x - h_x n_y \right) \, d\Gamma \]

Combining (8), (9) and (10), the vector form of the boundary integral terms can be written as,

\[ \Rightarrow - \oint_{\Gamma} N_g \left( \mathbf{h} \times \mathbf{n} \right) \, d\Gamma \]  

Equating (11) to zero results in maintaining the tangential continuity of the magnetic field intensity \( \mathbf{h} \) \cite{29}, i.e.,

\[ \mathbf{h}_1 \cdot \hat{\mathbf{t}} = \mathbf{h}_2 \cdot \hat{\mathbf{t}} \]  

Fig. 2. Selected results from the 2D problem. (a) \( \nabla \cdot \mathbf{A} \) obtained from the SU/PG scheme (b) \( \nabla \cdot \mathbf{A} \) obtained from Scheme presented in [26] (c) Peak values \( \nabla \cdot \mathbf{A} \) over a range of \( Pe \) obtained from SU/PG scheme and the stable scheme reported in [26]. (d) Peak values of the error over a range of \( Pe \) as obtained from SU/PG scheme and the stable scheme reported in [26].
Fig. 3. Reaction magnetic field $b_x$ obtained with the SU/PG scheme for $Pe = 200$. (a) With the assumption of $\nabla \cdot A = 0$ (b) Without the assumption of $\nabla \cdot A = 0$ (c) Reference solution generated with very fine discretisation

Fig. 4. Current density $j_y = \partial h_x / \partial z$, obtained with the SU/PG scheme for $Pe = 200$. (a) With the assumption of $\nabla \cdot A = 0$ (b) Without the assumption of $\nabla \cdot A = 0$

Across the elements 1 and 2. Thus, neglecting the boundary integral in (7), helps to maintain the continuity of magnetic field intensity across the element interface. Therefore, the weak formulation contains only the volume integral term in the proposed approach and the complete SU/PG-weak formulation of (1) and (2) are provided in the Appendix A.

With this, the simulations are carried out for range of Peclet numbers and the sample simulation results are presented in Fig. 3. When the $\nabla \cdot A$ is retained with the SU/PG scheme, error at the transverse boundary virtually disappears. Also, it can be clearly seen that the reaction magnetic field profile obtained with the proposed approach (Fig. 3b) is matching exactly with the reference solution presented in Fig. 3c. Consequently, the non-physical solution of $\nabla \times h \neq 0$ in the adjacent air-region, is also seem to be practically absent with the proposed approach (refer to Fig. 4 which provides solution for both). For a range of $Pe$ considered in Fig. 2c, the simulation results with $\nabla \cdot A$ retained is found to have
peak error $< 1\%$ (refer to Fig. 5). In the next subsection, the effect of avoiding Coulomb’s gauge on the condition number of the FEM matrix is discussed.

B. Effect on condition number

It is evident that the avoiding Coulomb’s gauge from the governing equation can impact the condition number of the final FEM matrix. In order to address this, a possible remedy is discussed in this subsection. In this, a scaled amount of $\nabla \cdot \mathbf{A}$ is injected into the original governing equation, with the scaling parameter $\alpha$. The results of this new variation is tabulated in Table I. For comparison, simulations also carried using the edge elements and the results of same is included in Table I. As mentioned in the introduction, the edge elements cannot inherently avoid the erroneous results arising out of the convection dominated simulations.

As shown in the table I the % peak error in the proposed scheme can be seen to slowly increase as we increase the $\nabla \cdot \mathbf{A}$ contribution. However, for the values of $\alpha$ listed in the table, the accuracy of the proposed scheme is substantially better than the edge element method or the SU/PG scheme. When $\alpha = 0.05$ or in other words, when the $\nabla \cdot \mathbf{A}$ addition is around 5%, the accuracy at the material interface is at least an order of magnitude better than the other methods; while keeping the condition number in a comparably reasonable value.

It can also be observed that the condition number from the edge element method is not better than the nodal element method. This may be attributed to the absence of normal continuity across the edge elements [30], [31].

C. Verification with 3D electromagnetic flowmeter problem

As a demonstration of the efficacy of the proposed approach in real life situations, a practical 3D problem, the electromagnetic flowmeter, is simulated for high Peclet numbers. The simulation is carried out using the bilinear nodal elements. The simulation parameters and the input quantities are taken as mentioned in [26] and the schematic diagram of the electromagnetic flowmeter is shown in Fig. 6 with its $x$, $y$, $z$ - axes defined. The simulations are carried out for a range of Peclet numbers and the results are confirming the conclusions, which are drawn for the 2D problem. The sample simulation results are presented in Fig. 7 with $Pe = 1600$. From Fig. 7a the non-physical current distribution in the air region can be seen, which is obtained from the SU/PG scheme, on the other hand, the retention of $\nabla \cdot \mathbf{A}$ in the SU/PG scheme provides a physically confirming solution (refer to Fig. 7b). Incidentally, the recent pole-zero cancellation based, stabilization schemes proposed in [26], [32] observed to give accurate solutions without the boundary error. A sample simulation result for $Pe = 1600$ with the scheme proposed in [32], is provided in Fig. 8.

Referring to Fig. 6 along the $zy$-plane the complete circulation of induced current is represented. In the orthogonal direction, i.e., along the $zx$-plane the currents are orthogonal to the plane and they are mostly represented by the $y$-component of the current density $j_y$. The currents along the $zx$-plane does not get directly oriented by the boundary, unlike the circulation along the $zy$-plane. Owing to this, the boundary error is expected to be minimal along the $zx$-plane and the same is observed with this 3D simulation. To confirm this observation further, the 2D version of the moving conductor problem along the $zx$-plane is simulated. The results from this simulation indicate insignificant boundary error, along the $zx$-plane.

III. SUMMARY AND CONCLUSION

The SU/PG scheme is widely adopted upwinding technique, for high flow velocity problems due to its simplicity and being void of crosswind of diffusion [33]. Besides, the transverse boundary error present in the SU/PG scheme is a serious issue and several non-linear solutions have been proposed (called as SOLD schemes) by the computational fluid dynamics community. Nevertheless, they suffer from computational inefficiency, as well as, some inaccuracy [24], [25]. In addition, these techniques are rarely employed for moving conductor problems.

![Fig. 5. Comparison of % peak value of transverse boundary error present in different schemes](image-url)

![Fig. 6. Schematic of the electromagnetic flowmeter, shown with the current density $\mathbf{J}$ and the reaction magnetic field $\mathbf{b}$](image-url)
TABLE I

| Pe | SU/PG scheme with Proposed method (Node element) | Edge Element | SUPG Scheme (Node element) |
|----|-----------------------------------------------|--------------|----------------------------|
|    | α   | Condition no. | % Peak Error | Condition no. | % Peak Error | Condition no. | % Peak Error |
| 50 | 0.00 | 8.9415e+11 | 0.221 | 4.8747e+09 | 22.516 | 1.7352e+08 | 10.007 |
|    | 0.05 | 4.1364e+08 | 2.215 | 2.0991e+09 | 25.018 | 1.8165e+09 | 18.942 |
|    | 0.10 | 3.2260e+08 | 3.466 | 1.9721e+09 | 5.361 | 1.8677e+11 | 30.021 |

Fig. 7. Current density $j_y = \partial h_z / \partial z - \partial h_x / \partial x$ in $x = 0$ plane, obtained with the SU/PG scheme for $P_e = 1600$. (a) With the assumption of $\nabla \cdot A = 0$ (b) Without the assumption of $\nabla \cdot A = 0$

Fig. 8. Current density $j_y = \partial h_z / \partial z - \partial h_x / \partial x$ in $x = 0$ plane, obtained with the pole-zero cancellation based scheme [32] for $P_e = 1600$.

In the present work, a 2D version of the moving conductor problem, is taken for the analysis. The 2D problem represents the complete circulation of current with in the conducting region and thus it consists of 2-components of vector potential. Here, the source of the transverse boundary error is identified with the enforcement of Coulomb gauge $\nabla \cdot A = 0$. Therefore, the $\nabla \cdot A$ term is retained and the weak form of the Amperes’ law has been derived for scalar elements. Then, through the numerical simulation of 2D, as well as, 3D problems, it is shown that the retention of $\nabla \cdot A$ practically eliminates the material interface boundary error present in the SU/PG scheme. In addition, this approach preserves the linearity, as well as, computational efficiency of the SU/PG scheme.

APPENDIX A

WEAK FORM OF THE GOVERNING EQUATIONS

The weak form of (2) can be commonly found in the computational electromagnetic literature. Nevertheless, for the sake of completeness and quick reference, it has been provided
The advection-diffusion form of (1) requires the modification of the Galerkin weighting function \( N_g \) to the SU/PG weighting function \( N_s \), which is given by,

\[
N_s = N_g + \tau \frac{\Delta l}{\|u\|} \cdot \nabla N_g
\]

where \( \tau \) is the stabilization parameter, defined as \( \tau \equiv \text{coth}(|Pe|) - 1/|Pe| \). The stabilization parameter \( \tau \) decides the optimal (right) amount of upwinding which is being added to the Galerkin weighting function \( N_g \). This added term, is employed to only the element interiors and in case of linear elements, the second derivative vanishes and the modified weighting function \( N_s \) is applied only to the advective/first derivative terms [33–35]. Therefore, the weak form of the \( x \)-component of (1) takes the form:

\[
\int_{\Omega} \sigma \nabla N_g \cdot \nabla \phi \, d\Omega - \int_{\Omega} \sigma \nabla N_g \cdot (u \times \nabla \times \mathbf{A}) \, d\Omega \ldots
\]

\[
- \int_{\Omega} \sigma \nabla N_s \left( u_y \frac{\partial A_y}{\partial x} - u_y \frac{\partial A_x}{\partial y} - u_z \frac{\partial A_x}{\partial z} + u_z \frac{\partial A_z}{\partial x} \right) \, d\Omega \ldots
\]

\[
+ \alpha \int_{\Omega} \frac{\partial N_g}{\partial z} \nabla \mathbf{A} \, d\Omega = \int_{\Omega} \sigma \nabla N_s \left( u_y B_z - u_z B_y \right) \, d\Omega
\]

and its \( y \)-component:

\[
\int_{\Omega} \sigma \nabla N_s \frac{\partial \phi}{\partial y} \, d\Omega - \int_{\Omega} \nabla N_g \cdot \left( \frac{1}{\mu} \frac{\partial \mathbf{A}}{\partial y} - \frac{1}{\mu} \nabla A_y \right) \, d\Omega \ldots
\]

\[
- \int_{\Omega} \sigma \nabla N_s \left( u_z \frac{\partial A_z}{\partial y} - u_z \frac{\partial A_y}{\partial z} - u_x \frac{\partial A_y}{\partial x} + u_x \frac{\partial A_x}{\partial y} \right) \, d\Omega \ldots
\]

\[
+ \alpha \int_{\Omega} \frac{\partial N_g}{\partial y} \nabla \mathbf{A} \, d\Omega = \int_{\Omega} \sigma \nabla N_s \left( u_z B_x - u_x B_z \right) \, d\Omega
\]

and its \( z \)-component:

\[
\int_{\Omega} \sigma \nabla N_s \frac{\partial \phi}{\partial z} \, d\Omega - \int_{\Omega} \nabla N_g \cdot \left( \frac{1}{\mu} \frac{\partial \mathbf{A}}{\partial z} - \frac{1}{\mu} \nabla A_z \right) \, d\Omega \ldots
\]

\[
- \int_{\Omega} \sigma \nabla N_s \left( u_x \frac{\partial A_x}{\partial z} - u_x \frac{\partial A_z}{\partial x} - u_y \frac{\partial A_z}{\partial y} + u_y \frac{\partial A_y}{\partial z} \right) \, d\Omega \ldots
\]

\[
+ \alpha \int_{\Omega} \frac{\partial N_g}{\partial z} \nabla \mathbf{A} \, d\Omega = \int_{\Omega} \sigma \nabla N_s \left( u_x B_y - u_y B_x \right) \, d\Omega
\]

For the 2D problem considered, the \( x \)-component of the equation vanishes and only the \( y \) and \( z \) components remain. Also, the velocity is assumed to be along the \( z \) direction (\( u = u_z \hat{z} \)) and the input magnetic field is \( x \) directed (\( \mathbf{B}_a = B_x \hat{x} \)). With this, the weak forms of the governing equations [1] and [2] are respectively given by,

\[
\int_{\Omega} \sigma N_s \frac{\partial \phi}{\partial y} \, d\Omega + \int_{\Omega} \frac{1}{\mu} \left( \frac{\partial N_g}{\partial z} \frac{\partial A_y}{\partial z} - \frac{\partial N_g}{\partial x} \frac{\partial A_z}{\partial x} \right) \, d\Omega \ldots
\]

\[
+ \alpha \int_{\Omega} \frac{\partial N_g}{\partial y} \left( \frac{\partial A_x}{\partial y} + \frac{\partial A_z}{\partial y} \right) \, d\Omega = \int_{\Omega} \sigma N_s u_z B_x \, d\Omega
\]

\[
\int_{\Omega} \sigma N_s \frac{\partial \phi}{\partial z} \, d\Omega + \int_{\Omega} \frac{1}{\mu} \left( \frac{\partial N_g}{\partial y} \frac{\partial A_z}{\partial y} - \frac{\partial N_g}{\partial x} \frac{\partial A_y}{\partial x} \right) \, d\Omega \ldots
\]

\[
+ \alpha \int_{\Omega} \frac{\partial N_g}{\partial z} \left( \frac{\partial A_x}{\partial z} + \frac{\partial A_y}{\partial z} \right) \, d\Omega = 0
\]

\[
\int_{\Omega} \sigma \left( \frac{\partial N_g}{\partial y} \frac{\partial \phi}{\partial y} + \frac{\partial N_g}{\partial z} \frac{\partial \phi}{\partial z} \right) \, d\Omega + \int_{\Omega} \sigma u_z \frac{\partial A_z}{\partial y} \, d\Omega \ldots
\]

\[- \int_{\Omega} \sigma u_z \frac{\partial N_g}{\partial y} \frac{\partial A_z}{\partial y} \, d\Omega = \int_{\Omega} \sigma u_z B_x \frac{\partial \phi}{\partial y} \, d\Omega
\]
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