Robust Feature Disentanglement in Imaging Data via Joint Invariant Variational Autoencoders: from Cards to Atoms
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Recent advances in imaging from celestial objects in astronomy visualized via optical and radio telescopes to atoms and molecules resolved via electron and probe microscopes are generating immense volumes of imaging data, containing information about the structure of the universe from atomic to astronomic levels. The classical deep convolutional neural network architectures traditionally perform poorly on the data sets having a significant orientational disorder, that is, having multiple copies of the same or similar object in arbitrary orientation in the image plane. Similarly, while clustering methods are well suited for classification into discrete classes and manifold learning and variational autoencoders methods can disentangle representations of the data, the combined problem is ill-suited to a classical non-supervised learning paradigm. Here we introduce a joint rotationally (and translationally) invariant variational autoencoder (j-tr\textsuperscript{VAE}) that is ideally suited to the solution of such a problem. The performance of this method is validated on several synthetic data sets and extended to high-resolution imaging data of electron and scanning probe microscopy. We show that latent space behaviors directly comport to the known physics of ferroelectric materials and quantum systems. We further note that the engineering of the latent space structure via imposed topological structure or directed graph relationship allows for applications in topological discovery and causal physical learning.
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Physical and chemical imaging tools are now the mainstay of multiple domain areas ranging from astronomy and medicine to materials science and condensed matter physics. On the macroscopic scales, optical and radio telescopes provide detailed maps of the universe. On a human scale, medical imaging and tomography are now an inseparable part of medical diagnostic and intervention. Finally, techniques such as electron and scanning probe microscopies, optical and mass-spectrometry based chemical imaging, and focused X-Ray underpin condensed matter physics, chemistry, and materials sciences. Common for all these extremely disparate disciplines is the generation of the vast volumes of the multidimensional and multimodal data, with examples ranging from classical 3D current imaging tunneling spectroscopy (CITS) in scanning tunneling microscopy (STM), force-volume imaging in atomic force microscopy (AFM) and multidimensional spectroscopic data sets in Piezoresponse Force Microscopy, electron energy loss spectroscopy (EELS) in scanning transmission electron microscopy (STEM), and 4D data sets in ptychographic imaging in STEM and focused X-Rays, and the immense variety of hyperspectral imaging modes in optical and mass-spectrometric imaging.

Correspondingly, analysis of the imaging data becomes the key challenge across these disciplines. In case of astronomy, this involves identification and classification of stellar objects such as planets, stars, and galaxies. In high-resolution microscopies, it is identification of atoms, defects, molecules, and elementary building blocks of matter. Finally, in other imaging disciplines this can be faces, handwritten digits, or myriad of possible objects of interest. Throughout the decades, such analyses were based on combination of hand-crafted features and often very complex workflows requiring manual tuning to account for small changes in data-generation process, i.e., out of distribution drift.

The deep convolutional neural networks (DCNNs) allow an alternative paradigm for the analysis of the imaging and hyperspectral data, with multiple target applications ranging from supervised (classification and regression) to unsupervised learning (clustering and dimensionality reduction). By the nature of their construction, the DCNNs allow for the equivariance in feature detection, i.e. they allow the detection of features independent of their relative position within the image plane. This addresses one of the central challenges in feature discovery. However, the second challenge – the presence of the possible rotational variants of the same object and the general lack of rotational information priors – remains unaddressed. For the classical DCNNs, a discovery of the rotational variant of the same object is a well-recognized challenge. Likewise,
for linear and manifold learning methods, the unmixing in a spatial domain will yield multiple classes corresponding to the sampling of existing rotational variants.

Similarly, very often the imaging data is formed by objects of multiple classes with a certain degree of variability within the class. The typical example is the paradigmatic hand-written digit MNIST database. However, these examples abound across all disciplines, from the spiral and spherical galaxies in astronomy to molecules and defects in atomically resolved images. In supervised and semi-supervised learning, the a priori available labels are used to establish relevant classes and propagate them from a small number of known examples to the full data set. Similarly, while clustering methods are well suited for classification into discrete classes and manifold learning and variational autoencoders methods can disentangle representations of the data, the combined problem is ill-suited to the classical non-supervised learning paradigm.

Here we introduce the general class of joint translationally and rotationally invariant variational autoencoders (j-trVAE) that are ideally suited to the solution of such problem and demonstrate their applicability to several synthetic and physics-based data sets. Previously, we have explored the special cases of this approach, namely rotational VAEs. Here, we generalize this approach and implement it in the form of comprehensive open-source Python package.

The regular VAE consists of a generative model $p_{\theta}$ that reconstructs data $x$ given a latent “code” $z$ and an inference model $q_{\varphi}$ whose role is to perform an approximate (variational) inference of the true posterior distribution $p_{\theta}(z|x)$. The generative and inference models (frequently referred to as “decoder” and “encoder) are parametrized by deep neural networks whose parameters are learned (jointly) by maximizing evidence lower bound (ELBO) with stochastic gradient descent.

Here, our goal is to categorize data containing orientational and/or positional disorder into different discrete classes and find relevant continuous factors of variation for each class at the same time. However, the standard VAE implementation does not allow for categorical latent variables as they cannot be backpropagated through samples. One possible workaround for performing a joint (discrete + continuous) variational inference is to replace a non-differentiable sample from a categorical distribution with a differentiable sample from a Gumbel-Softmax distribution whose “temperature” parameter controls how closely it approximates the categorical distribution. This method, however, introduces bias and modeling assumptions. Here, instead, we marginalize out discrete latent variables $y$ via a fully parallel enumeration replacing the Monte Carlo
expectation $\mathbb{E}_{y \sim q_\phi(y|x)}$ELBO with an explicit sum $\sum_y q_\phi(y|x)\text{ELBO}$. This approach allows achieving accurate results while using significantly fewer parameters in the inference and generator networks compared to the method based on the Gumbel-Softmax.

The next key element is the enforcement of geometrical consistency between rotated and/or shifted images. This is achieved by creating “special” latent dimensions designated to absorb the information about arbitrary rotations and translations, whose latent vectors $\gamma$ and $s$ are sampled from von Mises and Normal distributions, respectively. The sampled values are used to perform an affine transformation of the coordinate grid defined as $R(\gamma)x + s$, and the transformed grid is passed to a decoder (which is now a function of pixel coordinates) together with the VAE continuous and discrete latent variables (see the details of implementation for convolutional and MLP decoders in the Supplementary Materials).

Overall, we define the generative process as following:

\[
p(z) = \mathcal{N}(z|0, I); \quad p(y) = \text{Cat}(y|\pi); \quad (1a)
\]
\[
p(\gamma) = vM(\gamma|k); \quad p(s) = \mathcal{N}(s|0, \sigma_s); \quad (1b)
\]
\[
p_\theta(x|z, s, \gamma, y) = \text{Bernoulli}(x|\mu(z, s, \gamma, y)), \quad (1c)
\]

where $p(z)$ is a standard normal prior for the continuous latent code, $\text{Cat}(y|\pi)$ is a categorical distribution associated with a (unknown) class label, $vM(\gamma|k)$ is von Mises prior with concentration $k$ for the latent angle, $p(s)$ is a normal prior for the offsets, and $\text{Bernoulli}(x|\mu(z, s, \gamma, y))$ is a parametrized Bernoulli likelihood function with $\mu$ being a decoder neural network (with an affine transformation layer as an “input layer”).

Our inference model is a multi-head neural network that outputs parameters of the distributions for continuous ($z$, $s$, $\gamma$) and discrete ($y$) latent variables. The objective “loss” function (the negative ELBO) for the $j$-th VAE model can be written in terms of the reconstruction error ($RE$) and Kullback-Leibler divergence terms ($D_{KL}$) as following:

\[
\mathcal{L}(x) = RE + \beta_1(t)D_{KL}(q(\tau|x)||p(\tau)) + \beta_2D_{KL}(q(z|x)||p(z)) + \beta_3(t)D_{KL}(q(y|x)||p(y)), \quad (2)
\]
where \( D_{KL}(q(\tau|x)||p(\tau)) = D_{KL}(q(s|x)||p(s)) + D_{KL}(q(y|x)||p(y)) \) and \( \beta(t) \) are time-dependent scale factors (during the model training the role of time is played by the “epoch” number). Here we set \( \beta_1 \) to the constant value of 1 throughout the training. We found empirically that optimal results are typically achieved by starting with high values of \( (\beta_2, \beta_3) \), then linearly decreasing them to much smaller values during the first \( \sim 20\% \) of the training and keeping them constant for the remaining \( \sim 80\% \). Finally, to encourage a better categorization of data, at the beginning of training, the penalty on the \( D_{KL} \) term for continuous latent variables \( (\beta_2) \) is chosen to be several times larger than for the discrete one \( (\beta_3) \).

Figure 1. Typical objects from the cards dataset for different degrees of orientational disorder. (a) \( \alpha \in [-12^\circ, 12^\circ] \), (b) \( \alpha \in [-60^\circ, 60^\circ] \), (c) \( \alpha \in [-120^\circ, 120^\circ] \). In all three cases a range of arbitrary translations is \([0, 0.1]\) in the fractions of an image, a shear range is \([-10, 10]\), and a scale range is \([1, 1.2]\).
We start by demonstrating the application of $j$-trVAE to a synthetic dataset with a known ground truth. Specifically, we create our dataset from playing card suits, with monochrome clubs, spades, diamonds, and hearts. We then apply a set of affine transforms including rotation, shear, translation, and scale to augment the dataset. We argue that the cards dataset offers an ideal toy model and can be an alternative to the dSprites dataset. Here, diamonds have a shape that is very distinct from the other three hands. Their rotation by 90 degrees is equivalent to uniaxial compression and resizing, bringing interesting degeneracy into outcomes of possible affine transforms. Similarly, hearts and spades differ by fairly small detail, whereas spades and clubs (without tail) have three-fold and mirror symmetry respectively. In the following, we focus on three sets with similar translational and shape (shear, scale) disorders but a drastically different rotational disorder as depicted in Figure 1.

**Figure 2.** Traversals of the learned latent manifolds of $j$-VAE and $j$-trVAE for the cards dataset. (a, c, e) $j$-VAE results for three different ranges of orientational disorders (small to large, see Fig. 1). (b, d, f) $j$-trVAE results for the same data. In all the subfigures, the top and bottom subplots correspond to first and second continuous latent dimension, respectively, whereas the
vertical \( (z_{\text{disc}}) \) and horizontal \( (z_{\text{con}}) \) directions in each individual plot correspond to the discrete and continuous latent variables, respectively. The \([\text{min}, \text{max}]\) range for the first (second) continuous latent variable is defined by sweeping over linearly spaced coordinates transformed through the inverse CDF of a Gaussian, whereas the second (first) continuous latent variable is set to a fixed value of 0. See Supplemental Materials for the plots in 2D latent space of the continuous variables for each identified class.

The traversals of the learned latent manifolds of \( j \)-VAE and \( j \)-\( tr \)VAE for the cards dataset are shown in Figure 2. In all the cases, the number of discrete and continuous latent dimensions was set to four and two, respectively. Here the vertical direction corresponds to the learned discrete classes whereas the horizontal direction is associated with the continuous factors of the variation. One can see that while the performance of the \( j \)-VAE can be compared to that of the \( j \)-\( tr \)VAE for the small orientational disorder (Fig. 2a, b), it drastically deteriorates for moderate and strong disorders (Fig. 2c, e) where neither discrete classes nor continuous traits can be recovered from the data. On the other hand, \( j \)-\( tr \)VAE clearly can separate different discrete classes and find relevant continuous factors of variation in each class. Indeed, for small and moderate orientational disorder Fig. 2(b, d) the first continuous latent variable (top subplots) corresponds to the variation in the shear strength whereas the second one (bottom subplots) is clearly associated with the scale variation (“zooming-out” from left to right). For the large orientational disorder (Fig. 2f), the disentanglement of continuous factors of variation is less clean since the \( j \)-\( tr \)VAE model wasn’t able to account for \( 120^\circ \) degenerate minima. In Figure 3 we show a correlation matrix analysis of the inferred discrete classes \textit{versus} the ground truth labels for the moderate and strong disorder. We can see that overall, a model performed remarkably well separating different classes without supervision, while also discovering continuous traits for each class.
Figure 3. Correlation matrix analysis (inferred vs. ground truth). (a) moderate orientational disorder ($\alpha \in [-60^\circ, 60^\circ]$), (b) strong orientational disorder ($\alpha \in [-120^\circ, 120^\circ]$).

The remarkable property of the $j$-trVAE is that it is possible to condition our generative process on both discrete class label and rotation angle (as well as a lateral shift) to generate a rotation of an object that was not in the initial training set. This is illustrated in Fig. 4 (a) where we used a model trained on the dataset with a small orientational disorder ($\alpha \in [-12^\circ, 12^\circ]$) to generate two orientations differed by $180^\circ$ for a single class from different quadrants of the 2D latent space. Similarly, one can populate different parts of the latent space with different classes rotated by a specific angle as illustrated in Fig. 4 (b).
Figure 4. Class-conditioned and angle-conditioned data generation with a trained \( j-trVAE \) model. The angle and class on which a generative model is conditioned are shown in the insets for different parts of the latent space.

We further illustrate applications of the \( j-trVAE \) for several physical problems from classical and quantum systems. We note that in many cases the direct image-by-image analysis of the collection of images is intractable and hence the first step of analysis is the creation of the feature set. If no prior information is available, this can be based on the rectangular grids. In this case, the features represent image patches (2D), multilayer patches (3D), and spectral patches (3D and 4D voxels) of the initial dataset. Alternatively, the feature set can be defined using patches centered at the specific feature of interest, e.g., atoms in atomically-resolved images and spectroscopies, particles center of gravity, etc. While not yet explored in the context of the physical data analysis, more complex positional encoding schemes can be envisioned analogously with the attention-based natural language processing and image analysis models. Note that this choice introduces significant bias on the analysis and at the same time optimizes it for specific domain applications, somewhat equivalently on the constraints in the linear unmixing methods.

Here, we demonstrate that a \( j-trVAE \) can find physically-meaningful discrete and continuous latent representations in the unsupervised manner from scanning transmission electron microscopy (STEM) data on a multiferroic material and scanning tunneling microscopy (STM)
data from graphene. Both these systems have been extensively explored before and we refer the reader to the original publications on BFO\textsuperscript{25-27} and graphene\textsuperscript{28} for sample preparation and imaging details.

Figure 5a shows an atomically-resolved STEM image of paradigmatic multiferroic material BiFeO\textsubscript{3} (BFO) on SrTiO\textsubscript{3} (001) substrate. The image represents a 2D projection of a 3D material structure. The spatial degeneracy of the ferroelectric polarization commonly results in the formation of multiple nanoscale domains,\textsuperscript{29} which can be identified “manually” from the relative positions of atomic centers in each unit cell (shown in the inset of Fig. 5a). The question that we ask is whether $j$-trVAE can learn the spatial distribution of the polarization from the raw image data while separating the substrate and ferroic material into different classes, all in the unsupervised fashion.

To create a training set for the $j$-trVAE, we extracted small image patches around the centers of the masses of individual unit cells. For each image patch, we store its position in the original image so that we can map the encoded values back to the real space. During the model training, we turned off the offset latent variable (i.e., no translational invariance) since in this case shifts may be relevant to the system’s behavior and should be encoded in the “structural” latent variables.

The $j$-trVAE results are shown in Figure 5b-d. Here we encoded each image patch using the trained inference model and projected the encoded values back onto the original image. By setting the discrete dimension to two, we were able to easily separate the substrate from the BFO material (Fig. 5b,c). For the class associated with BFO material, the learned latent manifold (Fig. 5b) reveals a variation in the relative position of the central atom with respect to atoms in the corners, which corresponds to the changes in the polarization value. Indeed, the distribution of the continuous latent variables (Fig. 5d,e) shows a good correspondence with the manually computed distributions for $x$ and $y$ components of the polarization (see Supplemental Materials). Hence, our model was able to learn a physically meaningful representation (ferroic variants) from atomically-resolved data in the unsupervised fashion.
Figure 5. Application of $j$-$tr$VAE to analysis of atomically-resolved structural data from a multiferroic material. (a) STEM image of BFO film (on the right) on a substrate (on the left). Inset shows a magnified individual atomic unit cell (2D projection). The relative positions of atoms (4 brighter blobs in the corners and one darker blob around the center) in each unit cell determines a local polarization value. (b) The traversal of the learned latent manifold for the first continuous latent variable (for the second one, which is available in Supplementary Materials, the contrast variations are harder to discern). (c) Spatial distribution of discrete classes inferred by $j$-$tr$VAE. (d, e) Spatial distribution of the continuous latent variables for the discrete class associated with the BFO material.

As a second example, we apply the $j$-$tr$VAE model to quantum interference patterns in a graphene material observed in STM (Figure 6a). Here, point-like defects lead to the large momentum scattering of the Dirac electrons.\textsuperscript{30-32} The (back-)scattered electron waves interfere with the incoming ones and produce a characteristic standing wave pattern whose period differs by $\sim \sqrt{3}$ from that of the underlying graphene lattice. However, the exact symmetry of the produced
interference patterns strongly depends on the relative position and type of defects. Our goal is to separate a clean graphene area from the regions dominated by quantum interference patterns. In addition, we would also like to identify the positions of the defects themselves.

Similar to the analysis of STEM data, we create a training set by using patches of images. In the case of STM, however, we do not usually have (reliable) information about the atomic positions. Hence, we extract image patches using a uniform 2D grid of points. Next, instead of working with real-space data, we use the Fourier transformed (FT) data, which is a convenient way to analyze electron scattering patterns in STM. Finally, the FT patches are used as the inputs for the $j$-$tr$VAE training. The model is trained without the offset latent variables since the FT data is centered by the definition.

Figure 6(b,c) shows the traversals of the learned latent manifold for the two continuous latent variables where one of the discrete dimensions (top rows in 6b and 6c) can be immediately recognized as graphene lattice without quantum interference patterns. The projection of the encoded values to the real space is shown in Fig. 6d for the discrete latent variable. It becomes clear that the remaining two discrete latent dimensions are associated with defects and interference patterns occurring in-between the defects. We note, however, that both the latent manifold and spatial distribution of the encoded data suggest that there is a “leakage” from the second to third component and vice versa. This is not surprising as the defects are the cause of the observed interference patterns. Figure 6(e, f) shows the spatial distribution of the encoded continuous latent variables for the discrete latent variable associated with defects. Perhaps not surprisingly, the continuous variables show maxima/minima at the defects themselves. It is noteworthy, however, that the first continuous latent variable takes a drastically different value on the “outlier” defect which has likely a different structure.
Figure 6. Application of $j$-$tr$VAE to analysis of quantum interference patterns in graphene.

(a) Experimental STM image of graphene with point defects. Note that the upper part of the image shows a relatively clean graphene area where an atomic lattice can be seen. The inset shows a Fourier transformed image patch. (b, c) Traversals of the learned latent manifold for the first (b) and second (c) continuous latent dimensions. (d) Projection of the encoded discrete latent values onto the real space. (e, f) Projection of the encoded continuous latent values onto the real space for the first (e) and second (f) continuous latent dimensions for the discrete class associated with the defects.

We also demonstrate that it is possible to use a trained inference model of the $j$-$tr$VAE to locate defects in other STM data potentially providing an important ingredient for the autonomous experimentation. Shown in Figure 7a is an STM scan obtained under same imaging conditions from a different sample region containing multiple new types of point defects. The real-space
projection of the discrete and continuous latent variables encoded using the pre-trained inference model is shown in Fig. 7b,c. Clearly, the model was able to identify regions with point defects, although the localization area is broader compared to the original data in Fig. 6. Nevertheless, this opens a path toward improving the generalizability by tuning the neural network architectures, diversifying the initial training set (currently, it was trained only on a single STM scan), etc.

Figure 7. Application of the pre-trained inference network to new data characterized by a distributional shift. (a) Experimental STM image of graphene with point defects from a different sample region. Note that here we have several new types of larger defects compared to the training data from Fig. 6, i.e., there is a distribution shift. (b, c) Projection of the encoded discrete (b) and continuous (c) latent values onto the real space. Only the first continuous latent variable is shown, since the second one does not add new information.

To summarize, we developed and implemented joint rotationally and translationally invariant variational autoencoders, providing an approach to simultaneously categorize and disentangle the latent representations of imaging data in the presence of strong rotational disorder. We believe this to be a universal method for the discovery of the spatial features in multidimensional and multimodal data sets that can be applicable across multiple disciplines. Here, this approach is demonstrated for a synthetic data set and two examples from the field of scanning transmission electron microscopy and scanning tunneling microscopy respectively. However, the approach and the code are universal and can be used for any imaging data set.

We further note several important opportunities opened by this development. The first is related to the topological structure of the latent space. Here, we implemented rotationally and shift-
invariant VAE, equivalent to the SO(2) Lie group. However, the generalization to other Lie groups as necessary for the data with known topological properties or topological structure discovery is straightforward\textsuperscript{39, 40} and will be explored further. Similarly, the VAE architecture allows encoding the directed graph relationship between the variables\textsuperscript{41}, enabling applications in physical discovery and causal structure analysis.

**Methods:**
The $j$-$tr$VAE was realized in Pyro probabilistic programming language\textsuperscript{42} For all the case studies presented in the paper, both generative (decoder) and inference (encoder) models were parametrized by the multi-layer perceptrons (MLPs). The decoder was a 3-layer MLP with 256 hidden units (“neurons”) in each layer activated by a hyperbolic tangent. The encoder was a 2-layer MLP with 256 neurons per layer activated by the hyperbolic tangent. The decoder and encoder weights were optimized jointly via Adam optimizer\textsuperscript{43} with a learning rate between 0.0005 and 0.001. In all the cases we used 2 continuous latent variables. We found that in practice a better $j$-$tr$VAE convergence can be achieved by approximating the von-Mises distribution in Eq. (1b) with a Projected Normal distribution\textsuperscript{44} which is qualitatively similar but permits tractable variational inference via reparameterized gradients. The code will be made available at https://github.com/ziatdinovmax/jtrVAE

**Data Availability:**
The multiferroic data is available without restrictions from http://doi.org/10.5281/zenodo.4555979
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Figure S1. Learned latent manifold of $j$-trVAE for cards dataset with small orientational disorder (see Fig. 1a and Fig. 2b in the main text) shown in the 2D space of continuous latent variables for each inferred discrete class.
Figure S2. Learned latent manifold of \textit{j-tr}VAE for cards dataset with moderate orientational disorder (see Fig. 1b and Fig. 2d in the main text) shown in the 2D space of continuous latent variables for each inferred discrete class.
Figure S3. Learned latent manifold of $j$-trVAE for cards dataset with strong orientational disorder (see Fig. 1c and Fig. 2f in the main text) shown in the 2D space of continuous latent variables for each inferred discrete class.
Fig. S4. Ground truth polarization values ($y$- and $x$-components) for the BiFeO$_3$ (BFO) on SrTiO$_3$ (001) substrate discussed in the main text.
**Fig. S5.** The traversals of the latent manifold for the first and second continuous latent variables learned by $j$-$tr$VAE from atomically-resolved structural data on BiFeO$_3$ (BFO) on SrTiO$_3$ (001) substrate.
Supplementary Note 1.

Both fully-connected (MLP) and convolutional architectures can be used with \( j-trVAE \). In both cases, a Cartesian grid of (transformed) coordinates is concatenated with a standard VAE latent vector and fed into the decoder. For the MLP architectures, we use a spatial decoder approach\(^1\) where the decoder model is applied to each coordinate in the grid to reconstruct a full image. For the convolutional architectures, we use a spatial broadcast decoder\(^2\) where the (transformed) coordinates are attached together with a tiled latent vector as additional channels to the convolutional layers in the decoder. We further augmented this architecture by the skip connections from the latent space to each decoder layer to enforce a dependence between the observations and the corresponding latent variables.
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