Multi-variable Stress balancing wireless method based on the status of the machines in the cloud spaces by neural networks
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Abstract: Cloud computations are based on the computer networks such as Internet which presents a new pattern to provide, consume and deliver services such as infrastructure, software, ground and other resources using network. The inappropriate timing of assigning loads to the virtual machines in the computational space could lead to unbalance in the system. One of the challenging planning problems. In the cloud data centers is considering both assigning and migration (transfer) of the virtual machines with the ability of reconfiguration and the integrated features of the hosting physical machines. In this article, we introduce an integrated and dynamic timing algorithm based on the Genetic evolution algorithm. The suggested method was evaluated based on these factors and different inputs. Our suggested method is done using Java programming language and cloud-SME simulation. The results show that the execution time and the response time were improved by 12 and 1 percent respectively.
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1. Introduction

Preface Internet, since its beginning, has seen many changes, some of them have led to a change in humans life style in recent decades. One of these changes happened with the introduction of cloud computations. This technology has become popular because of its features, because all services are available for users as one service. Naturally, any change and new concept in the technology world has its own problems and complexities. Using the cloud computations is of no exception and has laid many challenges in front of the experts of this field, such as load balancing, security, assurance capability, ownership, backing up the data and portability. Considering the importance of load balancing process in cloud computations to improve users’ satisfaction, we intend to assign the load to the appropriate machines as the input of cloud space. Using a load balance method based on the genetics evolution algorithm with several targets. Cloud computations are one of the most recent changes in information technology and will become world wide with time. Considering the market, perceiving the load balancing effects in the cloud is important. The cloud computations ground is an automatic service provider ground which allows users to buy, remote control, dynamic scalability and system management. Currently, load balancing in the cloud computation systems is a challenge [1]. Load balancing is reassigning the whole load to particular vertices of a group system to use resources more efficiently, improving the response time of a task in a situation that some vertices are wide open, while others have less loads. Load balancing is a necessary solution for increasing the service level agreement and using the resources more efficiently. The considered load could be the processor load, the used memory, network delay or load [2]. Recently, multi-variable methods have been studied extensively for their wide application in various industries such as robotics, IOT and multiconductor transmission lines [3-9]. It seems that neural network has no issue but one problem of neural networks could be having to fix the depth of the network during training that prior synthesis methods suffer from, one feasible solution according to Hassantabar et al. is a
synthesis methodology that can generate compact and accurate neural networks [10-11].

There are different methods to solve this issue, Mohammadzadeh et al. suggest particle swarm optimization method [12-13] or Afshar implements Population Balance Modeling (PBM) and Initial Development Method (IDM) [14-15] on the other hand Azarang et al. describe about Laplacian-based and Nonfragile fuzzy method [16-18]. Ramtin et al. have studied Self-stabilizing algorithms [19-21]. Khiabani et al. have conducted research on design and implementation of an optimal switching controller based on State-Dependent Riccati equation [22-24]. Razzaghi has worked on nonlinear dynamics and control of an inertially actuated jumper robot [25-26], and on the following dynamic addressing by Ghayouraneh et al. who have worked on Holistic optimization technique for solving low thermal conductivity [27-31]. Many other researches have been conducted in this field by Gharib [32] in quantitative-fuzzy Controller Design for Multivariable Systems with Uncertainty. Hemmati et al. [33-35] have used metaheuristic optimization techniques for solving problems in this field.

In this paper, we intend to present a method for load balancing in the cloud computation spaces based on the line length of virtual machine’s transactions, the average waiting time, the average response time, the number of failed transactions, the used memory and the level of processor. In the suggested method, you choose a virtual machine to assign the load after calculating the variables of the multi target genetics algorithm.

2. Framework of Method

There are many researches done in the field of timing algorithms. Most of them focus on the load balancing for the traditional web servers. One of the challenging planning problems in the cloud data centers is considering both assigning and migration (transfer) of the virtual machines with the ability of reconfiguration and the integrated features of the hosting physical machines. Despite the traditional load balancing algorithms which only are applicable to the physical servers considering the different efficiency factors and other factors such as CPU load, memory and bandwidth, integrated network for both physical and virtual machines, in this article we create an integrated to balance the load on each server and introduce an integrated and dynamic timing algorithm based on the genetics evolution algorithm which corrects the CPU, memory and bandwidth for both physical and virtual machines. The efficiency average of CPU in a singular server called i is shown with $CPU_i^U$. To achieve this factor, we take the average of the CPU efficiency during the observance period.

$$CPU^A_u = \frac{\sum_i^N(CPU_i^U)CPU_i^n}{\sum_i^N CPU_i^n}$$  \hspace{1cm} (1)

N shows the whole number of physical servers in a cloud data center. Similarly, the memory usage average, the bandwidth of server i and all memories and all the bandwidth in a cloud data center could be defined as $NET_i^M$, $NEM_i^M$, $NET_u^A$ and $NEMA_u^A$ respectively.

The integrated load unbalance level (ILB) of the server i, variance is a factor for showing how separate are the numbers in a set statistically.

And then, the created variance for the load balance of the average unbalance level of a cloud data center is calculated:

$$IBL_{avg} = \frac{IBL_{cpu} + IBL_{mem} + IBL_{net}}{N}$$  \hspace{1cm} (2)

3. The genetics algorithm to assign resources

Due to the importance of the locating virtual machines in the cloud data centers problem, there have been many researches in recent years in this field. In this article, we have provided the multi-target genetics algorithm on the timing problems of the independent tasks. The advantage of this method is using an algorithm such as genetics which is very strong for exhaustive search and is convergent to the optimized answer with a quick and random search in the problem space. Therefore, we obtain good results from it. the main idea of this algorithm is transferring the hierarchical features using Genomes.

3.1. Chromosome display

A schematic planning design could be stated by a chromosome which is coded like vertex-task [4]. The
length of chromosome (the number of genomes) is equal to the number of virtual machines. The value of a genome equals the number of physical machines which its task matches the execution. Considering the below chromosome:
{1,3,2,4,3,1,4,2,3,1,3,2,4,1}
We can conclude that the first virtual machine is executed in the first cloud data center, and the second virtual machine is executed in the third cloud data center. Node\(_i\) shows the \(i\)th physical machine which shows the related virtual machines.

### 3.2. The initial value of the population

Simple GAs create the initial population randomly and persons have low performances. In this algorithm, greedy algorithm is used. We create the initial population via the best choice based on current situation. Here, we assume that the virtual machine is executed enough and there are no priorities.

\[ Node_1: \{1,6,10\}, Node_2: \{3,8,12\}, Node_3: \{2,5,9,11\}, Node_4: \{4,7,13\}, \]

### 3.3. Compatibility function

In natural world, compatibility is the ability of reproduction. The genetics algorithm imitates the principal of the most compatible nature survival to do the searching process in which the compatibility function is the quantitative factor of persons in the population [36]. The operators include selection, intersection and mutation are all based on compatibility. The persons performance reflects the convergence of the algorithm and the search of the best relative solution directly. More compatibility means better performance an vice versa. More compatible persons may reproduce while other might get extinct. The compatibility function is the driver force of the genetics algorithm.

Load balancing is distributing the requests between several virtual machines which provide the same services for the users. The load balancing is done clearly, which means that the process is hidden from the users and users don’t know about the load balancing and which machine in the cloud answers them. in this article we define a compatibility function based on several targets. The efficiency goals include these:

1. Less usage time
2. Less variance for the load of data centers and physical machines
3. Response time
4. The remaining memory

The suggested method must create a suitable balance between these goals and also, on the other hands, these goals may have different priorities based on different applications. Therefore, to achieve this goal, we must give the user this privilege to create an appropriate balance between these factors and to do so, the user assigns weights to these goals. Therefore, the eligibility function of the suggested method is as below[37]:

\[
Fitness = \alpha \times ILB + \beta \times total Time + \phi \times WT + \rho \times Mem_{ava}
\]

(3)

In which \(\alpha\) and \(\beta\) are different weight coefficients for each efficiency goals and \(\alpha + \beta + \phi + \rho = 1\)

### 3.4. Selection strategy

Although using the spin selection algorithm, the intersection and mutation operation we can make sure of population’s variety, the better performing person may get destroyed with these actions. To prevent this, the experts are copies to the next generation without other operators. In this article, expertism is used to allow some better organisms of the current generation to be transferred to the next generation without change. Theories have proved that the genetics algorithm has a good
convergence with the expertism selection algorithm.

4. Implementation environment

To implement the suggested method, we have used the cloudSim 3.0.3 cloud computation simulator software with Java programming language. This simulation was done in the computer with a core i7 processor and 8 GB main memory and on windows 10.

The size of the population was 40 and the number of repetitions were 30. The goal of optimization is obtaining an optimized operational series which lead to the minimum cost. Any of these costs were obtained after 10 repetition is each of the executional conditions.

5. Comparing the whole execution time of the suggested method with other algorithms in different states

In this part, the suggested method based on the multi-target genetics hyper-innovative algorithm with some methods of task timings in cloud computation space. Since this article is the first one to use multi target genetics algorithm to time and write the tasks in the distributed space, there are no similar methods to do the comparison based on them. Therefore, we use other researches in this field which have used other hyper-innovative and evolution algorithms for timing to compare and analyze the results of the suggested method. We use the algorithms in [38], [39] and [40] to do the comparison.

| Number of tasks | The whole execution time of |   |   |   |
|-----------------|-----------------------------|---|---|---|
|                 | the suggested method | the method in [38] | the method in [39] | the method in [40] |
| 200             | 35                         | 40                         | 43                         | 51                         |
| 400             | 80                         | 90                         | 98                         | 102                        |
| 600             | 150                        | 170                        | 185                        | 192                        |
| 800             | 195                        | 230                        | 254                        | 265                        |
| 1000            | 285                        | 320                        | 361                        | 382                        |
| 1200            | 370                        | 440                        | 489                        | 503                        |
| 1400            | 540                        | 590                        | 623                        | 645                        |
| 1600            | 620                        | 680                        | 730                        | 751                        |
| 1800            | 735                        | 800                        | 840                        | 878                        |
| 2000            | 810                        | 880                        | 921                        | 953                        |
The suggested method optimized the load using the multi-target genetics algorithm with dynamically transferring the local work load from a machine to another machine in the remote vertex or a less-used machine and by doing so, it reduced the whole execution time. This operation maximized the user satisfaction, minimizes the response time and increase the efficiency of resources and reduce the works’ trace. The execution time was compared in this part. In next parts, the rest of efficiency goals will be analyzed.

6. Comparing based on the response time factors

The response time is the time distance between the execution request and the beginning of execution by the processor in the host cloud data centers. This factor is a standard factor in the field of timing. In this part, we will have a comparison between the suggested method and the researches done based on the response time. In fact, this factor represents the justice ratio via answering when the resources are appropriately used. To compare the suggested method with the past researches, we consider some states based on the number of different tasks. Table 2 shows the results clearly.

Table 2: the comparison of response time of different methods

| Number of tasks | The whole execution time of | the suggested method | the method in [38] | the method in [39] | the method in [40] |
|-----------------|----------------------------|----------------------|-------------------|-------------------|-------------------|
| 200             |                            | 1.6                  | 1.7               | 2.0               | 2.2               |
| 400             |                            | 1.8                  | 1.9               | 2.1               | 2.3               |
| 600             |                            | 1.9                  | 2.1               | 2.2               | 2.5               |
| 800             |                            | 2.2                  | 2.4               | 2.6               | 2.8               |
| 1000            |                            | 2.5                  | 2.8               | 2.9               | 3.2               |
| 1200            |                            | 2.8                  | 3.1               | 3.4               | 3.5               |
| 1400            |                            | 3.1                  | 3.3               | 3.8               | 3.9               |
| 1600            |                            | 3.6                  | 4.0               | 4.2               | 4.4               |
| 1800            |                            | 3.9                  | 4.1               | 4.4               | 4.6               |
| 2000            |                            | 3.5                  | 4.4               | 4.7               | 4.8               |
The suggested method clearly improves the tasks response time compared to past researches. The suggested method balances the load for distributed computation systems while saving the costs and is efficient for creating balance in the input tasks.

7. Evaluating the load balance of processors based on the number of hosts

Efficiency states the ratio of execution time of a computation resource in the cloud computation system to the whole time. In fact, this factor shows the appropriate use of resources. The value of this factor is a number between 0 and 1. The closer is this number to 1, the more efficiency and when we get far from 1 towards 0, it shows the grade computations resources waste. We must pay attention that the efficiency level must be active in all processors with almost equal ratios to have justice in distributing the tasks between the processors. To compare the suggested method to the other methods, the execution will be done based on the change of the number of hosts and the efficiency of the computational resources will be evaluated. The number of hosts used on this article is as same as the compared previous research which is 50. By changing the number of hosts, the load of any host changes, but we must pay attention that the suggested method must be able to create an appropriate load balance between the cloud hosts and distribute a suitable number of tasks between them. The standard deviation of the efficiency variable of the different processors will be used to show the suitable balance. Table 3 shows the efficiency of the suggested method in different states.

Table 3: analyzing the level and standard deviation of processors efficiency

| The number of hosts | The efficiency percentage | Standard deviation |
|--------------------|---------------------------|--------------------|
| 10                 | 0.99                      | 0                  |
| 20                 | 0.97                      | 0.02               |
| 30                 | 0.96                      | 0.02               |
| 40                 | 0.94                      | 0.03               |
| 50                 | 0.91                      | 0.03               |

The presented result shows the appropriate efficiency of the suggested method. Furthermore, further study of table 3 shows that the standard deviation of the processors is very low and the suggested method is able to create almost equal efficiency between the processors and manage the dynamic conditions of the problem.

8. Conclusion

The suggested method of this article was simulated and different comparisons were carried out to evaluate the performance of the suggested method comparing to other algorithms. The results show that the suggested algorithm performs better than the algorithms in past researches. We compared our suggested algorithm with other existing techniques. The results show that the suggested algorithm reduces the extra costs. This method balances the load for uneven distribution computation systems and has appropriate efficiency to create
balance in the tasks.
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