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Introduction

In this paper we formulate a weak calculus of variations which extends the classical one. Roughly speaking this enables to perform a calculus on functions defined on laws of semi-martingales. We apply this calculus to obtain a stochastic extension of Hamilton’s least action principle. Recall that the classical version of this principle provides a characterization of the paths satisfying the Euler–Lagrange condition as critical points of a functional which is called an action. Here we will characterize laws of semi-martingales which satisfy a constraint that extends the classical one. Namely these laws will be proved to be critical points of a stochastic action. Once this extension is achieved we use it to relate some invariance properties of the critical processes to the symmetries of the corresponding Lagrangian; in other words, we derive a stochastic extension of Noether’s theorem. Finally we consider applications to stochastic control, in particular to some semi-martingale optimal transportation problems. These problems were recently introduced in [22] with application to financial mathematics.

As a warm up, let us give, in an informal way, some details on our motivation and on the difficulties we overcome with our approach. The first motivation lies in classical mechanics. In classical mechanics one usually considers paths sufficiently regular to model the kinematics of a system. In particular if one describes the trajectory of a classical particle by a path \( q : [0, 1] \rightarrow \mathbb{R} \) one will usually ask \( q \) to be sufficiently regular in order to provide a realistic description of the observation. Namely it will be often assumed to be \( C^2 \) for both its speed \( \dot{q} \) (:= \( \frac{dq}{dt} \)) and its acceleration \( \ddot{q} \) to be defined. Thus, for the sake of simplicity let us first consider the space \( \Omega_{[0,1]}^{C^2} \) of the \( C^2 \) paths \( q : [0, 1] \rightarrow \mathbb{R} \) as being the set of the paths providing an admissible description of the kinematics. The possibility to make predictions i.e., to be able to estimate the configuration of the system \( (q_t, \dot{q}_t) \) at time \( t \) from the initial conditions, relies on the existence of a dynamics which is of
physical origin. This latter is expressed in the model by a further constraint on the $q$ paths which involves a function

$$\mathcal{L} : (x, v) \in \mathbb{R} \times \mathbb{R} \to \mathcal{L}(x, v) \in \mathbb{R}$$

where $x$ (resp. $v$) may stand for the position (resp. the speed). This function $\mathcal{L}$, which is called a Lagrangian, contains all the physics of the model, and the related constraint which is called the Euler–Lagrange condition (see [1], [2], [8]) reads

$$\frac{d}{dt} \partial_v \mathcal{L}(q_t, \dot{q}_t) = \partial_x \mathcal{L}(q_t, \dot{q}_t)$$

Integrating in time, it becomes

$$\partial_v \mathcal{L}(q_t, \dot{q}_t) - \int_0^t \partial_x \mathcal{L}(q_s, \dot{q}_s) ds = c$$

where $c$ is some constant. Under mild conditions on $\mathcal{L}$ the paths $q \in \Omega^2_{[0,1]}$ satisfying the Euler–Lagrange condition can be characterized as critical points of a functional $S_{\text{path}}$ which is called the action of the system (see [1]). It is defined by

$$S_{\text{path}}(q) = \int_0^1 \mathcal{L}(q_t, \dot{q}_t) dt$$

and $q$ is said to be critical if for all $h \in \Omega^2_{[0,1]}$ satisfying $h_0 = h_1 = 0$

$$\frac{d}{d\epsilon} S_{\text{path}}(q^\epsilon)|_{\epsilon = 0} = 0$$

where for $\epsilon \in \mathbb{R}$, $q^\epsilon := q + \epsilon h$ is a perturbation of the path. The theorem which states the equivalence for a path $q \in \Omega^2_{[0,1]}$ to satisfy the Euler–Lagrange condition (0.1) or to be a critical point of the action is called Hamilton’s least action principle (see [1], [2], [8]). One of the goals of this paper is to extend this result to some stochastic framework.

Let us denote by $S$ the set of laws of continuous semi-martingales such that for $\nu \in S$, the canonical process satisfies $\nu - \text{a.s.}$ for all $t \in [0,1]$,

$$W_t = W_0 + \int_0^t v^\nu_s ds + M^\nu_t$$

where $(M^\nu_t)$ is some (local) martingale on the probability space $(C([0,1], \mathbb{R}), \mathcal{B}(C([0,1], \mathbb{R})), \nu)$ for the filtration $(\mathcal{F}^\nu_t)$ (which denotes the $\nu$–usual augmentation of the filtration generated by the evaluation process), where $(< M^\nu >_t)$ is assumed to be absolutely continuous with a derivative $(\alpha^\nu_t)$. Setting $\nu = \delta^\text{Dirac}_q$ for $q \in \Omega^2_{[0,1]}$ we have $\nu - \text{a.s.}$ for all $t \in [0,1]$

$$W_t = W_0 + \int_0^t v^\nu_s ds$$

(0.3)

where $\lambda \otimes \nu - \text{a.s.}$

$$v^\nu_t = \dot{q}_t$$

i.e. $\nu \in S$ and $M^\nu = 0$. Thus, let us regard $S$ as an extension of the set of the paths describing admissible kinematics in an extended stochastic context. In this paper we will consider a constraint, which we call the stochastic Euler–Lagrange condition, that extends on $S$ the classical Euler–Lagrange condition; in particular it is a natural way to introduce some dynamics in a stochastic framework (see
also [12]). Namely, given some suitable function $L : (t, x, y, a) \in [0, 1] \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathcal{L}_t(x, y, a) \in \mathbb{R}$ a law $\nu \in \mathcal{S}$ will be said to satisfy the stochastic Euler–Lagrange condition if

\begin{equation}
\partial_x \mathcal{L}_s(W_s, v^\nu_s, \alpha^\nu_s) - \int_0^t \partial_x \mathcal{L}_s(W_s, v^\nu_s, \alpha^\nu_s) ds = N^\nu_t
\end{equation}

for some $(\mathcal{F}_t^\nu)\text{—martingale} (N^\nu_t)$ on $(C([0, 1], \mathbb{R}), \mathcal{B}(C([0, 1], \mathbb{R}))^\nu, \nu)$. Indeed by taking $\nu = \delta_{q}^{\text{Dirac}}$ for $q \in \Omega^2_{[0,1]}$ and a Lagrangian $L$ not depending on $a$ and $t$ (0.4) is equivalent to (0.2). By extending Hamilton’s least action principle to $\mathcal{S}$ we will relate the dynamical condition (0.4) to recent problems of stochastic control which is our second motivation.

Consider the variational problems of the form

\begin{equation}
\inf \{S(\nu) : \nu \in \mathcal{S}, \text{Law}(W_0) = \nu_0, \text{Law}(W_1) = \nu_1\}
\end{equation}

where

\begin{equation}
S(\nu) := \mathbb{E}_\nu \left[ \int_0^1 \mathcal{L}(W_s, v^\nu_s, \alpha^\nu_s) ds \right].
\end{equation}

Such problems (extending those considered in [18], [19]) have been recently investigated in [22]; one minimizes among laws of semi-martingales with fixed initial (resp. final) marginal law $\nu_0$ (resp. $\nu_1$).

As a matter of fact they extend the so-called Schrödinger problem (see [5] and [13]), which can be written as an entropy minimization problem. In this latter case, where the optimal processes may be computed explicitly, it was noticed by J.C. Zambrini (see [12] for instance) that the optimum solves a stochastic Euler–Lagrange condition (0.4). On the other hand in the general case of (0.5), or by considering even more general problems where one fixes the joint law (see [14] for the case of Bernstein’s processes) of $(W_0, W_1)$ to be equal to a given Borel probability $\gamma$ on $\mathbb{R}^d \times \mathbb{R}^d$,

\begin{equation}
\inf \left\{ \mathbb{E}_\nu \left[ \int_0^1 \mathcal{L}(W_s, v^\nu_s, \alpha^\nu_s) ds \right] : \nu \in \mathcal{S}, \text{Law}(W_0, W_1) = \gamma \right\}
\end{equation}

It is not convenient to use explicit formulae: in this paper we rather state a stochastic least action principle which extends the classical one, proving that the optimum of these problems of stochastic control are critical points of a stochastic action. In the classical Hamilton’s principle the paths satisfying Euler–Lagrange conditions are critical points and not necessarily minimum. Similarly, within our stochastic extension we also allow processes satisfying (0.4) which are not minimum for problems of the form (0.7). Actually, as it will be pointed out on examples on the classical Wiener space for a quadratic cost, the situation is more complicated in the stochastic case of (0.4).

We then prove a Noether theorem, which we apply to the extremum of (0.5) and (0.7).

We found inspiration for applications to stochastic control essentially in [23], [26], where they focus on Bernstein’s processes. Our results may be compared to those. We also show that in some cases (0.4) is related to systems of coupled stochastic differential equation and to PDEs (such as Navier–Stokes equations).

Finally, let us add some comments concerning technical issues. When one expresses the proof of the least action principle using probabilities by

\begin{equation}
\Omega^2_{[0,1]} \hookrightarrow \delta_{\text{Dirac}} \mathcal{S}
\end{equation}

we set $\nu_\epsilon = \delta_{q^\epsilon}^{\text{Dirac}}$ and differentiate

\[ \frac{d}{d\epsilon} S(\nu_\epsilon)|_{\epsilon=0}. \]
where
\[ \nu_\epsilon = (I_W + \epsilon h)_* \nu \]
i.e. the variation becomes the image of \( \nu \) by the measurable mapping \( \tau_{\epsilon h} : \omega \in W \rightarrow \omega + \epsilon h \) for \( h \in \Omega^2_{[0,1]} \). In a stochastic framework one will have to consider more general perturbations of the form
\[ \tau_k : \omega \in C([0,1], \mathbb{R}) \rightarrow \omega + k(\omega) \in C([0,1], \mathbb{R}) \]
where \( k := \int_0^t \dot{k}_s ds \) is now random and adapted to the canonical filtration. Setting
\[(0.9) \quad \nu_\epsilon := (I_W + \epsilon k)_* \nu \]
we realize that some essential properties will not necessarily hold. We do not have that \( \tau_k \) is invertible (even almost surely) in general, and most of all in general we do not have a.e.
\[ v_{\epsilon t}^\nu(\omega + \epsilon k(\omega)) = v_{\epsilon t}^\nu(\omega) + \epsilon \dot{k}_t(\omega). \]
As a consequence we cannot differentiate relevant functionals in all (adapted) random directions. This is essentially due to the fact that such perturbations may not preserve the filtration. To overcome these difficulties we build, for any \( \nu \in \mathcal{S} \), some associated vector space of variation processes, which is roughly speaking the set directions towards which the variations of relevant functionals on \( \mathcal{S} \) can be handled as in the classical case. Then we prove that the space is wide enough to build a derivative on \( \mathcal{S} \) and to obtain a necessary and sufficient condition for (0.4) on \( \mathcal{S} \) by means of a least action principle.

The structure of the paper is the following. In Section 1 we fix the notations of the whole paper and we recall the variational characterization of martingales, as well as some results about transformation of measures preserving the filtration. In the following section we define the variation processes and state their main properties, namely that they form a dense vector subspace of the space of the adapted shifts of finite energy. In Section 3 we compute the changing formula of the characteristics of a \( \nu \in \mathcal{S} \) given several particular transformations of measure (which will be used to compute explicitly the differential of actions on \( \mathcal{S} \)). We also lift transformations of space depending on the time to transformations on \( \mathcal{S} \). In Section 4 we define the differential of functionals defined on \( \mathcal{S} \) in such a way that extends the usual calculus of variations by (0.8). We note that the definition extends directly to Borel probabilities on the space of continuous functions. In Section 5 we state precisely the definition of the laws satisfying the stochastic Euler-Lagrange condition, our hypothesis on the Lagrangian (we call it regular) and we prove the stochastic least action principle Theorem 5.1 which is our main result. Then, in Section 6 we generalize Noether’s theorem (such as it is formulated by [2]) to this general framework (Theorem 6.1). Section 7 is devoted to applications in stochastic control and in particular to the problems considered in [22]. Namely we obtain some information on the optimum of variational problems by using the stochastic least action principle and Noether’s theorem. Finally in the last section we illustrate the content of (0.4) in the case of the classical action defined on \( \mathcal{S} \) and we investigate the corresponding critical processes. In this case we relate the results to systems of stochastic differential equations and provide some explicit examples and counterexamples.
1. Preliminaries and notations

1.1. The path spaces and their stochastic counterparts. In the whole paper \((\Omega, \mathcal{A}, \mathcal{P})\) will always denote a complete probability space and \((\mathcal{A}_t)\) a filtration on \(\Omega\) satisfying the usual conditions (i.e. right continuous and complete) such that for all \(t \in [0,1]\), \(\mathcal{A}_t \subset \mathcal{A}\). Under these hypothesis, following [16], we call \((\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \in [0,1]}, \mathcal{P})\) a complete stochastic basis. We emphasize that all these assumptions are crucial for our results to hold. The most convenient way to handle transformations of laws of stochastic processes whose trajectories are sufficiently regular is to consider them as random trajectories. Thus consider the space \(W = C([0,1], \mathbb{R}^d)\) of continuous functions on \([0,1]\) with values in \(\mathbb{R}^d\). Processes will be often regarded as random elements taking their values in \(W\), and we will sometimes call the elements of \(W\) paths or trajectories.

We recall that \(W\) is a separable Banach space with respect to the norm \(|\cdot|_W\) of the uniform convergence \(|\omega|_W := \sup_{t \in [0,1]} |\omega(t)|_{\mathbb{R}^d}\). We can consider the related Borel sigma field \(\mathcal{B}(W)\), which turns \(W\) into a measurable space. Within this perspective, we consider a continuous stochastic process \((X_t)_{t \in [0,1]}\) as a \(\mathcal{A}/\mathcal{B}(W)\)–measurable mapping \(X : \Omega \to W\).

We denote by \(\mathcal{P}_W\) the set of Borel probabilities on \(W\), which are the laws of the continuous processes seen as random trajectories. We denote \(f, \mathcal{P}\) the image of a measure \(\mathcal{P}\) by a measurable mapping \(f : \Omega \to \tilde{\Omega}\) where \((\tilde{\Omega}, \tilde{\mathcal{A}})\) is some other measurable space.

In the sequel we shall work under the usual conditions that insure existence of sufficiently regular modifications of martingales. Therefore we will always work on complete probability spaces with filtrations satisfying the usual conditions (i.e. complete and right continuous). Taking this into account we introduce the following notations. If \(\eta \in \mathcal{P}_W\) and \(\mathcal{G}\) is a sigma-field such that \(\mathcal{G} \subset \mathcal{B}(W)\) \(\mathcal{G}^\eta\) will denote the \(\eta\)–completion of \(\mathcal{G}\) i.e. the smallest sigma field which contains all the elements of \(\mathcal{G}\) and all the \(\eta\)–negligible sets. The unique extension of \(\eta \in \mathcal{P}_W\) to \(\mathcal{B}(W)^\eta\) will be still denoted by \(\eta\). We denote by \((W_t)\) the elements process defined by

\[ W_t : \omega \in W \to W_t(\omega) \in \mathbb{R}^d \]

for \(t \in [0,1]\). For \(\eta \in \mathcal{P}_W\), \((W_t)\) defines a process on the probability space \((W, \mathcal{B}(W)^\eta, \eta)\) : it is how we will consider it in the sequel. The corresponding measurable mapping is the identity

\[ I_W : \omega \in W \to \omega \in W \]

which is Borel measurable (and thus \(\mathcal{B}(W)^\eta/\mathcal{B}(W)\)–measurable).

By considering a path \(\omega \in W\), and denoting by \(\delta_\omega^{Dirac} \in \mathcal{P}_W\) the Dirac measure concentrated on \(\omega\) (i.e. \(\delta_\omega^{Dirac}(A) = I_A(\omega), A \in \mathcal{B}(W)\)) we obtain an embedding

\[ W \to \delta_\omega^{Dirac} \mathcal{P}_W. \]

In this sense any path can be seen as a stochastic process, and the weak calculus of variations we will introduce below is such that, through this embedding, it extends the classical one. More generally transformations of measures can be formalized by transference plans (Borel probabilities of \(W \times W\)). In this work we shall not need this generality: transformations of measure will be merely achieved by images of probabilities induced by measurable mappings. More precisely we will handle equivalence classes of mappings. For \((\Omega, \mathcal{A}, \mathcal{P})\) a complete probability space, \(\mathcal{M}_P((\Omega, \mathcal{A}), (W, \mathcal{B}(W)))\) will denote the set obtained by identifying \(\mathcal{A}/\mathcal{B}(W)\)–measurable mappings \(f : \Omega \to W\) which are \(\mathcal{P}\)–a.s. equal. Following [16] we will sometimes call the elements of this space morphisms of probability spaces. If
$U \in M_P((\Omega, A), (W, B(W)))$ and $f : \Omega \to W$ is a $A/B(W)$-measurable mapping we will note $P-a.s.$ $U = f$ to denote that the $P$-equivalence class associated to $f$ is $U$ (i.e. the $P$-equivalence class $U$ can be seen as the set of the $A/B(W)$-measurable mappings $g : \Omega \to W$ such that $P-a.s. f = g$).

Similarly if $V \in M_P((\Omega, A), (W, B(W)))$ we will note $P-a.s. U = V$ to denote that $U$ and $V$ are the same $P$-equivalence class.

We introduce the Hilbert space of the absolutely continuous functions on $[0, 1]$ vanishing at $t = 0$ with a square integrable derivative

$$H := \left\{ h : [0, 1] \to \mathbb{R}^d, h := \int_0^1 \dot{h}_s ds, \int_0^1 |h_s|^2_{L^2} ds < \infty \right\}$$

( the so-called Cameron-Martin space) and we note $< .. >_H$ (resp. $|.|_H$) the corresponding Hilbert product (resp. norm). Then we denote by $W_{abs}$ the subset of $W$ whose elements are absolutely continuous functions (i.e. the set of $\omega \in W$ of the form $\omega := \int_0^1 \dot{\omega}_s ds$) and by $H_{0,0}$ the subset of $H$ given by

$$H_{0,0} := \{ h \in H : h_1 = 0 \}.$$ 

Note that by definition of $H$ for $h \in H_{0,0}$ we have $h_0 = h_1 = 0$. In the classical setting this set is the set of variations. Our main task will be to build its counterpart in the stochastic framework, and we will need to consider spaces of (equivalence classes) of mappings taking almost surely their values in such spaces.

When $E$ is a Borel measurable subset of $W$, let us denote by $L^0(P, E)$ the space of the $P$-equivalence classes of mappings $u$ (i.e. $u \in M_P((\Omega, A), (W, B(W)))$ such that $P-a.s. u \in E$). To control the integrability within this stochastic context, we also need the space $L^2(P, H)$ (resp. $L^2(P, H_{0,0})$) of the functions $u \in L^0(P, H)$ (resp. in $L^0(P, H_{0,0})$) such that $E_P[|u|^2_H] < \infty$ i.e.

$$E_P \left[ \int_0^1 |\dot{u}_s|^2_{L^2} ds \right] < \infty$$

where $P-a.s. u = \int_0^1 \dot{u}_s ds$. Similarly $L^\infty(P, W)$ (resp. $L^\infty(P, H)$) will denote the set of $u \in L^0(P, W)$ for which there exists a $K_u > 0$ such that $P-a.s. |u|_W < K_u$ (resp. $|u|_H < K_u$). One of the main differences with respect to the classical case is that our variations need to preserve the filtrations, and our processes will be adapted. If $(\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \in [0, 1]}, \mathcal{P})$ is a complete stochastic basis (see above) we denote by $L^2_0(P, H)$ (similarly for the other $L^p(P, H)$ and $L^p(P, H_{0,0})$ spaces) the subspace of $u \in L^2(P, H)$ such that $(t, \omega) \to u_t(\omega) \in \mathbb{R}^d$ is $(\mathcal{A}_t)$-adapted for any (and thus all) continuous processes whose $P$-equivalence class is $u$. For $u \in L^0_0(P, W_{abs})$ we can always find $\int_0^1 \dot{u}_s ds$ in the equivalence class of $u$ so that $(t, \omega) \to \dot{u}_t$ is $(\mathcal{A}_t)$-predictable: we choose such modifications of the derivative unless expressly stated. In particular, for $\eta \in \mathcal{P}W$, $(\mathcal{F}^\eta_t)_{t \in [0, 1]}$ will denote the $\eta$-usual augmentation of the filtration generated by the evaluation process $(W_t, \eta)$, with the convention $\mathcal{F}^\eta_0 = \mathcal{B}W$. The space $L^2_0(\eta, H)$ (similarly for the other $L^p_0$ spaces) will denote the set $L^2_0(P, H)$ for $(\Omega, \mathcal{A}, \mathcal{P}) = (W, \mathcal{B}W, \eta)$ and the filtration $(\mathcal{F}^\eta_t)$. In the whole paper $\lambda$ will denote the Lebesgue measure on $[0, 1]$. Finally, for convenience of notations, if $u := \int_0^1 \dot{u}_s ds \in L^0_0(P, W_{abs})$, and $\tau$ is an $(\mathcal{A}_t)$-stopping time we note

$$\pi_\tau u := \int_0^{\wedge \tau} \dot{u}_s ds$$

the process stopped by $\tau$. 

1.2. Martingales by duality. The variational characterization of martingales is a result of stochastic control (see [2] and the references therein) which relies on duality. Since it will play a central role in this paper we provide here a precise statement of this result.

Let \((\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \in [0,1]}, \mathbb{P})\) be a complete stochastic basis. The mapping

\[
r : \beta \in L^2(\mathbb{P}, \mathbb{R}^d) \rightarrow \int_0^1 E_{\mathcal{F}_s} [\beta | \mathcal{F}_s] \, ds \in L^2(\mathbb{P}, H)
\]

defines a linear operator which is continuous by Jensen’s inequality. Its adjoint is given by the operator

\[
q : u \in L^2_a(\mathbb{P}, H) \rightarrow u_1 := \int_0^1 \dot{u}_s \, ds \in L^2(\mathbb{P}, \mathbb{R}^d)
\]

which is also linear and continuous. Indeed from the definitions we obtain directly

\[
E_{\mathbb{P}}[< q(u), \beta >_{\mathbb{R}^d}] = E_{\mathbb{P}}[< u, r(\beta) >_{H}]
\]

for any \(\beta \in L^2(\mathbb{P}, \mathbb{R}^d)\) and \(u \in L^2_a(\mathbb{P}, H)\). By a classical result of functional analysis (see [21] Chapter VI Lemma 6 for instance) the orthogonal of the kernel of \(q\) (i.e. \(q^{-1}(\{0 \in L^2_a(\mathbb{P}, \mathbb{R}^d)\})\)) in the Hilbert space \(L^2_a(\mathbb{P}, H)\) coincides with the closure of the range of \(r\) in \(L^2_a(\mathbb{P}, H)\). As a matter of fact, by a stopping argument, it is straightforward to see that this latter space is the space of maps \(u \in L^2_a(\mathbb{P}, H)\) with a martingale derivative. A precise statement of this result is the following orthogonal decomposition of \(L^2_a(\mathbb{P}, H)\) which immediately yields the variational characterization of the martingale:

**Proposition 1.1.** For any complete stochastic basis \((\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \in [0,1]}, \mathbb{P})\) we have

\[
L^2_a(\mathbb{P}, H) = \mathcal{M}_a(\mathbb{P}, H) \oplus L^2_a(\mathbb{P}, H_{0,0})
\]

where \(\mathcal{M}_a(\mathbb{P}, H)\) is the set of \(u \in L^2_a(\mathbb{P}, H)\) for which there exists a càdlàg \((\mathcal{A}_t)\)-martingale \((M_t)_{t \in [0,1]}\) such that \(\mathbb{P}\)-a.s.

\[
u = \int_0^\cdot M_s ds
\]

and where

\[
L^2_a(\mathbb{P}, H_{0,0}) := \{h \in L^2_a(\mathbb{P}, H) : \mathbb{P}\text{-a.s. } h_1 = 0\}
\]

In particular, for \(\alpha \in L^2(\mathbb{P}, \mathbb{R}^d)\), if

\[
\mathcal{C}(\alpha) := \{u \in L^2_a(\mathbb{P}, H), \mathbb{P}\text{-a.s. } u_1 = \alpha\}
\]

and

\[
\mathcal{I} : \alpha \in L^2(\mathbb{P}, \mathbb{R}^d) \rightarrow \mathcal{I}(\alpha) \in \mathbb{R} \cup \{\infty\}
\]

is defined by

\[
\mathcal{I}(\alpha) := \inf \left\{ \left\{ E_{\mathbb{P}}[|u|^2_H] : u \in \mathcal{C}(\alpha) \right\} \right\}
\]

for any \(\alpha \in D_\mathbb{P} := \{\alpha \in L^2(\mathbb{P}, \mathbb{R}^d) : \mathcal{I}(\alpha) < \infty\}\) the infimum is attained by a unique element \(u^*(\alpha) \in \mathcal{C}(\alpha)\), which is the orthogonal projection of any (and then of all) element(s) of \(\mathcal{C}(\alpha)\) on \(\mathcal{M}_a(\mathbb{P}, H)\). Conversely if a \(u \in \mathcal{C}(\alpha)\) is an element of \(\mathcal{M}_a(\mathbb{P}, H)\) it attains the infimum of \(\mathcal{I}(\alpha)\).
Remark 1.2.1. For convenience of notations we considered \( \mathbb{R}^d \)-valued processes in the proofs of Proposition 1.1 and Proposition 1.2 but the result also holds for processes with values in any separable Hilbert space, as it is well known. Moreover by taking some trivial probability space one obtains as a particular case that the orthogonal to \( H_{0,0} := \{ h \in H : h_1 = 0 \} \) in \( H \) is the set of \( h \in H \) such that there exists a \( c_h \in \mathbb{R}^d \) with a.s. for all \( s \in [0, 1] \) \( h_s = c_h \).

The following result is dual to Proposition 1.1:

**Proposition 1.2.** Let \((\Omega, \mathcal{A}, (\mathcal{A}_t))_{t \in [0,1]}, \mathcal{P})\) be a complete stochastic basis and let \( L_2^2(\mathcal{P}, \mathbb{R}^d; A_{1-}) \) be the set of the \( \alpha \in L_2^2(\mathcal{P}, \mathbb{R}^d) \) such that \( \alpha \) is \( A_{1-} \) measurable. Then the set of \( \alpha \in L_2^2(\mathcal{P}, \mathbb{R}^d) \) that can be attained by an adapted shift (i.e. such that there exists a \( u \in L_2^2(\mathcal{P}, H) \) with \( \mathcal{P} \)-a.s. \( u_1 = \alpha \)) is a dense subspace of \( L_2^2(\mathcal{P}, \mathbb{R}^d; A_{1-}) \) for the \( L_2^2(\mathcal{P}, \mathbb{R}^d) \) topology.

**Proof:** First note that the set of \( \alpha \in L_2^2(\mathcal{P}, \mathbb{R}^d) \) that can be attained by an adapted shift coincides with the range \( q(L_2^2(\mathcal{P}, H)) \) of \( q \). Hence, if we denote by \( q(L_2^2(\mathcal{P}, \mathbb{R}^d)) \) the closure of \( q(L_2^2(\mathcal{P}, H)) \), we have to prove that \( q(L_2^2(\mathcal{P}, \mathbb{R}^d)) = L_2^2(\mathcal{P}, \mathbb{R}^d; A_{1-}) \). By continuity \( q(L_2^2(\mathcal{P}, \mathbb{R}^d)) \subset L_2^2(\mathcal{P}, \mathbb{R}^d; A_{1-}) \), and since this latter space is closed we obtain

\[
q(L_2^2(\mathcal{P}, \mathbb{R}^d)) \subset L_2^2(\mathcal{P}, \mathbb{R}^d; A_{1-})
\]

We now prove the converse inclusion. By duality, the closure of \( q(L_2^2(\mathcal{P}, H)) \) is the orthogonal in \( L_2^2(\mathcal{P}, H) \) to the kernel \( r^{-1}(\{0\}) \) of \( r \), which is given by

\[
r^{-1}(\{0\}) := \left\{ \alpha \in L_2^2(\mathcal{P}, \mathbb{R}^d) : \mathcal{P} \text{-a.s.} \int_0^1 E_\mathcal{P}[\alpha|\mathcal{A}_s]ds = 0 \right\}.
\]

By considering a right continuous modification of \((E_\mathcal{P}[\alpha|\mathcal{A}_t])_{t \in [0,1]}\), the martingale convergence theorem yields

\[
r^{-1}(\{0\}) = \{ \mathcal{P} \text{-a.s. } E_\mathcal{P}[\alpha|\mathcal{A}_-] = 0 \}.
\]

Let \( X \in L_2^2(\mathcal{P}, \mathbb{R}^d; A_{1-}) \) and \( \alpha \in r^{-1}(\{0\}) \). Then, by definition,

\[
E_\mathcal{P}[<X, \alpha>_{\mathbb{R}^d}] = E_\mathcal{P}[<X, E_\mathcal{P}[\alpha|\mathcal{A}_-] >_{\mathbb{R}^d}] = 0.
\]

Hence

\[
L_2^2(\mathcal{P}, \mathbb{R}^d; A_{1-}) \subset r^{-1}(\{0\})^\perp = q(L_2^2(\mathcal{P}, \mathbb{R}^d))
\]

Together with (1.14) we obtain the desired result. \(\square\)

1.3. **Transformations of measure preserving the filtration.** In this section we introduce isomorphisms of a filtered probability space, which are usually used to perform transformations of measure preserving the filtrations, in particular in Malliavin calculus. Here we will handle morphisms of probability spaces (see above). Indeed the results we use only provide existence of equivalence classes of mappings measurable with respect to completed sigma fields. Recall that \( M_\mathcal{P}(\Omega, \mathcal{A}, (W, B(W))) \) denotes the set of \( \mathcal{P} \)-equivalence class of \( \mathcal{A}/\mathcal{B}(W) \)-measurable mappings \( f : \Omega \rightarrow W \). To avoid heavy notations, whenever we handle a property which does not depend on the element in the equivalence class, we implicitly denote with the same letter \( U \in M_\mathcal{P}(\Omega, \mathcal{A}, (W, B(W))) \) and a \( \mathcal{A}/\mathcal{B}(W) \)-measurable mapping in this class. However within this whole subsection we will make the difference, in order to avoid any ambiguity on the notations. The main properties related
Note that by definition we also have for all \( t \in \mathbb{R} \) that
\[
G_t U \text{ where } (U) = (G_t)
\]
for any measurable \( f_U, f_G : \Omega \to W \) in the \( \eta \)-equivalence class \( U \) (resp. in the \( \mathcal{P} \)-equivalence class \( X \)), where \( f_U \circ g_X : \omega \in \Omega \to f_U(g_X(\omega)) \in W \) (similarly for \( f_G \circ g_X \)). We denote by \( U \circ X \) the \( \mathcal{P} \)-equivalence class of the \( \mathcal{A}/\mathcal{B}(W) \) measurable mapping \( f_U \circ g_X \) for any (and then all) such \( f_U \) and \( g_X \). Then, for all sigma field \( \mathcal{G} \) of \( W \)
\begin{equation}
(U \circ X)^{-1}(\mathcal{G}) = X^{-1}(U^{-1}(\mathcal{G})).
\end{equation}

This is related to adapted processes in the following way. Denote by \((\mathcal{B}^0_t(W))_{t \in [0,1]}\) the filtration generated by the evaluation process on \( W \) i.e. for all \( t \in [0,1] \)
\[
\mathcal{B}^0_t(W) := \sigma(W_s, s \leq t),
\]
for \( t \in [0,1] \). Here we adopt the conventions that at \( t = 1 \) the usual augmentation is just the completion and that \( \mathcal{B}^0_t(W) := \mathcal{B}(W) \). Similarly, for \( U \in \mathcal{M}_1(\Omega, \mathcal{A}, (W, \mathcal{B}(W))) \), we will need to consider the following filtration generated by \( U \). To any \( f : \Omega \to W \) which is \( \mathcal{A}/\mathcal{B}(W) \)-measurable for all \( t \in [0,1] \) denote
\[
\mathcal{G}^U_t := \sigma(f_s, s \leq t)
\]
where \( (f_t) \) is the measurable process associated to \( f \) by
\[
(f_t) : (t, \omega) \in [0,1] \times W \to f_t(\omega) := W_t(f(\omega)) \in \mathbb{R}^d.
\]
Note that by definition we also have for all \( t \in [0,1] \), \( \mathcal{G}^U_t = f^{-1}(\mathcal{B}^0_t(W)) \), and that it is elementary to check that \( \mathcal{G}^U_t = \mathcal{G}^{-1}(\mathcal{B}^0_t(W)) \). Then, if \( (\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \in [0,1]}) \) is a complete stochastic basis we say that \( U \) is \( (\mathcal{A}_t) \)-adapted if and only if any (and then all) \( \mathcal{A}/\mathcal{B}(W) \)-measurable \( f : \Omega \to W \) such that \( \mathcal{P} \)-a.s. \( U = f \) is \( (\mathcal{A}_t) \)-adapted i.e. for all \( t \in [0,1] \), \( \mathcal{G}^U_t \subset \mathcal{A}_t \). We define the filtration generated by \( U \), which we note \( \mathcal{G}^U_t \), to be the usual augmentation with respect to \( \mathcal{P} \) of the filtration \( \mathcal{G}^U_t \) for any (and then all) \( \mathcal{A}/\mathcal{B}(W) \)-measurable \( f \) such that \( \mathcal{P} \)-a.s. \( U = f \). In particular for all \( t \in [0,1] \) it is elementary to check that with these definitions
\begin{equation}
\mathcal{G}^U_t = U^{-1}(\mathcal{B}^0_t(W)) = (\mathcal{F}^U_t, \mathcal{P})
\end{equation}
and that, due to our hypothesis on \( (\mathcal{A}_t) \), \( U \) is \( (\mathcal{A}_t) \)-adapted if and only if for all \( t \in [0,1] \)
\begin{equation}
\mathcal{G}^U_t \subset \mathcal{A}_t.
\end{equation}
Thus, by (1.16) if $U$ is $(\mathcal{A}_t)$-adapted and $X$ is $(\mathcal{F}_t^\nu)$ adapted $U \circ X$ is also $(\mathcal{A}_t)$-adapted. Conversely, an easy criterion for the existence of an adapted pullback is the following Proposition. We emphasize that it only yields the existence of a measurable function which is measurable w.r.t. the completed space with equality up to negligible sets.

**Proposition 1.3.** Assume that $Y, X$ are two $\mathcal{P}$—equivalence classes of $\mathcal{A}/\mathcal{B}(W)$— measurable mappings (i.e. two elements of $M_{\mathcal{P}}((\Omega, \mathcal{A}), (W, \mathcal{B}(W)))$. Then the following assertions are equivalent

(i) $Y$ is adapted to the filtration generated by $X$ i.e. for all $t \in [0, 1]$

$$\mathcal{G}^Y_t \subset \mathcal{G}^X_t$$

where $(\mathcal{G}^X_t)$ (resp. $(\mathcal{G}^Y_t)$) is the $\mathcal{P}$—usual augmentation of the filtration generated by any $\mathcal{A}/\mathcal{B}(W)$ measurable $f_X : \Omega \to W$ (resp. $g_Y : \Omega \to W$) whose $\mathcal{P}$—equivalence class is $X$ (resp. $Y$).

(ii) There exists a $F \in M_{X, \mathcal{P}}((W, \mathcal{B}(W))^{X, \mathcal{P}}), (W, \mathcal{B}(W))$ which is $(\mathcal{F}_t^{X, \mathcal{P}})$— adapted such that $\mathcal{P}$— a.s.

$$Y = F \circ X$$

where $F \circ X$ denotes the pullback defined above, and $(\mathcal{F}_t^{X, \mathcal{P}})$—is the $X, \mathcal{P}$—usual augmentation of the filtration generated by the evaluation process. In particular

$$F_*(X, \mathcal{P}) = Y_*, \mathcal{P}$$

Moreover the two following assertions are equivalent :

(1) $X$ and $Y$ generate the same filtrations i.e. for all $t \in [0, 1]$

$$\mathcal{G}^Y_t = \mathcal{G}^X_t$$

(2) There exists a $F \in M_{X, \mathcal{P}}((W, \mathcal{B}(W))^{X, \mathcal{P}}), (W, \mathcal{B}(W))$ which is $(\mathcal{F}_t^{X, \mathcal{P}})$— adapted and a $G \in M_{Y, \mathcal{P}}((W, \mathcal{B}(W))^{Y, \mathcal{P}}), (W, \mathcal{B}(W))$ which is $(\mathcal{F}_t^{Y, \mathcal{P}})$— adapted such that $\mathcal{P}$— a.s.

$$Y = F \circ X$$

and

$$X = G \circ Y$$

Moreover $X, \mathcal{P}$— a.s.

$$G \circ F = I_W$$

and $Y_*, \mathcal{P}$— a.s.

$$F \circ G = I_W$$

**Proof:** Similar to the proof of the Yamada-Watanabe criterion (see [6]).

The isomorphisms of filtered probability spaces play a key role in Malliavin’s work. We now state their definition. First note that whenever $\mathcal{A}$ is complete, $f : \Omega \to W$ is $\mathcal{A}/\mathcal{B}(W)$—measurable if and only if it is $\mathcal{A}/\mathcal{B}(W)^{f, \mathcal{P}}$ measurable. This ensures that the pullbacks below are well defined.

Let $\eta, \nu \in \mathcal{P}_W$. We say that $U \in M_{\mathcal{P}}((W, \mathcal{B}(W))^{\eta}, (W, \mathcal{B}(W)))$ with $U, \eta = \nu$ is an isomorphism of filtered probability spaces on $(W, \mathcal{F}_t^\eta, \eta)$ to $(W, \mathcal{F}_t^\nu, \nu)$ if $U$ is $(\mathcal{F}_t^\nu)$—adapted and if there exists $\tilde{U} \in M_{\mathcal{P}}((W, \mathcal{B}(W))^{\nu}, (W, \mathcal{B}(W)))$ which is $(\mathcal{F}_t^\nu)$—adapted and such that $\eta$— a.s.

$$\tilde{U} \circ U = I_W$$
and \( \nu - a.s. \)

\[
U \circ \bar{U} = I_W
\]

where \( I_W : \omega \in W \to \omega \in W \). In this case \( \bar{U} \) is unique and we call it the inverse of \( U \). Note that by (1.16) and (1.17) we have,

\[
\mathcal{G}_t^U = \mathcal{F}_t^\eta
\]

and

\[
\mathcal{G}_t^{\bar{U}} = \mathcal{F}_t^{\nu}
\]

for all \( t \in [0, 1] \). We emphasize that, with this definition, the invertibility may fail on some negligible set. Explicitly for \( f_U (\text{resp. } f_{\bar{U}}) \) \( \mathbb{B}(W) / \mathbb{B}(W) \) (resp. \( \mathbb{B}(W)^\nu / \mathbb{B}(W) \)) measurable whose equivalence class is \( U \) (resp. \( \bar{U} \)) the equality \( f_U \circ f_{\bar{U}} = I_W \) (resp. \( f_{\bar{U}} \circ f_U = I_W \)) is merely assumed to hold \( \eta - a.s. \) (resp. \( \nu - a.s. \)). In particular this definition doesn’t claim the existence of a Borel measurable bijection (invertible everywhere) in the equivalence class of \( U \). Note also that any such \( U \) induces an obvious isometric identification of the \( L^p \) spaces of \( \eta \) and \( U \star \eta \) (and of the \( L^p_\nu(\eta, H) \) and \( L^p_\eta(U \star \eta, H) \)) which is sometimes used as an alternative definition (just consider \( k \in L^p_\nu(U \star \eta, H) \to k \circ U \in L^p_\eta(\eta, H) \) for instance). Useful characterizations to handle isomorphisms of filtered probability spaces are provided by the following proposition:

**Proposition 1.4.** Let \( \eta \in \mathcal{P}_W \) and \( U \in M_\mathcal{P}((W, \mathcal{B}(W)^\eta), (W, \mathcal{B}(W))) \). Then the following are equivalent

(i) \( U \) is an isomorphism of filtered probability spaces on \((W, \mathcal{F}^\eta, \eta)\) to \((W, \mathcal{F}^{U \star \eta}, U \star \eta)\)

(ii) For all \( t \in [0, 1] \)

\[
\mathcal{G}_t^U = \mathcal{F}_t^\eta
\]

(iii) (1.19) holds for all \( t \in [0, 1] \) and, for all \( X, Y \in M_\mathcal{P}((\Omega, \mathcal{A}), (W, \mathcal{B}(W))) \) defined on the same complete space \((\Omega, \mathcal{A}, \mathcal{P})\) such that

\[
X \star \mathcal{P} = Y \star \mathcal{P} = \eta,
\]

we have

\[
\mathcal{P} - a.s. \ U(X) = U(Y) \implies \mathcal{P} - a.s. \ X = Y
\]

(iv) (1.19) holds for all \( t \in [0, 1] \) and, for every complete probability space \((\Omega, \mathcal{A}, \mathcal{P})\) and for all \( Y \in M_\mathcal{P}((\Omega, \mathcal{A}), (W, \mathcal{B}(W))) \) such that \( Y \star \mathcal{P} = U \star \eta \), there exists a \( X \in M_\mathcal{P}((\Omega, \mathcal{A}), (W, \mathcal{B}(W))) \) with \( X \star \mathcal{P} = \eta \) such that \( \mathcal{P} - a.s. \)

\[
Y = U \circ X
\]

Moreover, in the case where one of the above assumptions is satisfied, \( X \) in (iv) is unique.

**Proof:** Similar to the proof of the Yamada-Watanabe criterion (see [6]).

**Remark 1.3.1.** In practice (ii) is useless to obtain (i); since one may use (iii) to prove that \( \mathcal{G}_1^U = \mathcal{F}_1^\eta = \mathbb{B}(W)^\eta \), (iii) is the most efficient criterion to obtain (i).

In the sequel we will need to control the initial behaviour of isomorphisms, namely we will need them to preserve the initial information. For this reason we set the following definition.
Definition 1.1. For \( \eta \in \mathcal{P}_W \), we denote by \( \mathcal{I}_f^\eta(\eta) \) the set of isomorphisms of filtered probability spaces \( U \in M_\eta((W, \mathcal{B}(W)^\eta), (W, \mathcal{B}(W))) \) on \((W, \mathcal{F}^\eta, \eta)\) to \((W, \mathcal{F}^{U, \eta}, U, \eta)\) which further satisfy
\[
\sigma(W_0)^\eta = \sigma(U_0)^\eta
\]

Remark 1.3.2. Note that by Dynkin’s lemma an isomorphism of probability spaces on \((W, \mathcal{F}^\eta, \eta)\) to \((W, \mathcal{F}^{U, \eta}, U, \eta)\) is an element of \( \mathcal{I}_f^\eta(\eta) \) if and only if there exists a \( \mathcal{B}(\mathbb{R}^d)^{U_0, \eta}/\mathcal{B}(\mathbb{R}^d) \) - measurable function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^d \) and a \( \mathcal{B}(\mathbb{R}^d)^{W_0, \eta}/\mathcal{B}(\mathbb{R}^d) \) - measurable function \( g : \mathbb{R}^d \rightarrow \mathbb{R}^d \) satisfying
\[
U_0, \eta \text{ - a.s. (resp. } W_0, \eta \text{ - a.s.) } g \circ f = I_{\mathbb{R}^d} \text{ (resp. } f \circ g = I_{\mathbb{R}^d}) \text{ such that } \eta \text{ - a.s. } U_0 = g(W_0) \text{ and } U, \eta \text{ - a.s. } \tilde{U}_0 = f(W_0) \text{ where } \tilde{U} \text{ denotes the inverse of } U. \text{ In particular for } \nu \in \mathcal{P}_W, \text{ if } U \text{ is an isomorphism of probability spaces on } (W, \mathcal{F}^\eta, \eta) \text{ to } (W, \mathcal{F}^{\nu}, \nu) \text{ then } U \in \mathcal{I}_f^\eta(\eta) \text{ if and only if } \tilde{U} \in \mathcal{I}_f^\eta(\nu). \text{ Using this it is straightforward to check that if } U \in \mathcal{I}_f^\eta(\eta) \text{ and } T \in \mathcal{I}_f^\eta(U, \eta) \text{ then } T \circ U \in \mathcal{I}_f^\eta(\eta).

1.4. Some spaces of laws of continuous semi-martingales.

1.4.1. The space \( \mathcal{S} \). Within our stochastic extensions, the space \( \mathcal{S} \) will play a role analogous to the path space \( \Omega^2_{0,1} \) of the \( \mathbb{R}^d \)-valued \( C^2 \)-functions on \([0,1]\) in the classical calculus of variations. In the whole paper \( \mathcal{S} \) will denote the space of the Borel probabilities \( \nu \in \mathcal{P}_W \) for which there exist

(i) A continuous \( (\mathcal{F}_t^\nu) \)- local martingale \( (\tilde{M}^\nu_t) \) and a \( (\mathcal{F}_t^\nu) \)- predictable process \( (\tilde{\nu}^\nu_t) \) defined on the space \((W, \mathcal{B}(W)^\nu, \nu)\) such that \( \nu \text{ - a.s. for any } t \in [0,1] \)
\[
W_t = W_0 + \tilde{M}^\nu_t + \int_0^t \tilde{\nu}^\nu_s \, ds
\]

(ii) Two \( \mathcal{M}_d(\mathbb{R}) \) valued \( (\mathcal{F}_t^\nu) \)- predictable processes \( (\tilde{\alpha}^\nu_t) \) and \( (\tilde{\sigma}^\nu_t) \) related by
\[
\tilde{\alpha}^\nu_t := \tilde{\nu}^\nu_t (\tilde{\sigma}^\nu_t)^\dagger
\]
such that
\[
\int_0^1 |(\tilde{\nu}^\nu_t)^{ij}| \, dt < \infty
\]
\[
\int_0^1 |(\tilde{\sigma}^\nu_t)^{ij}|^2 \, dt < \infty
\]
for all \( i, j \in [1, d] \) and \( \nu \text{ - a.s.} \)
\[
< (\tilde{M}^\nu)^{ij}, (\tilde{\nu}^\nu)^{ij} > = \int_0^1 (\tilde{\alpha}^\nu_s)^{ij} \, ds
\]
where \( \mathcal{M}_d(\mathbb{R}) \) denotes the set of \( d \times d \) matrices endowed with its usual topology, and where \(< . , >\) denotes the predictable quadratic co-variation process.

Note that for \( \nu \in \mathcal{S} \) the continuous local martingale \( (\tilde{M}^\nu_t) \) and the finite variation term \( (\int_0^t \tilde{\nu}^\nu_t \, dt) \) are unique up to a \( \nu \)-evanescent set. Hence to \( \nu \) we associate canonically its martingale part (resp. its finite variation part) which is defined to be \( M^\nu \) (resp. \( b^\nu \)), the element of \( L^0_\nu(\nu, W_{abs}) \) such that \( \nu \text{ - a.s. for all } t, W_t \circ M^\nu = \tilde{M}^\nu_t \) (and \( \nu \text{ - a.s. } b^\nu = \int_0^t \tilde{\nu}^\nu_s \, dt \)). On the other hand we note \( (v^\nu_t) \) (resp. \( (\alpha^\nu_t) \)) the equivalence classes of \( (\mathcal{F}_t^\nu) \)-optional processes which are \( \lambda \otimes \nu \) equal to \( (\tilde{\nu}^\nu_t) \) (resp. to \( (\tilde{\alpha}^\nu_t) \)). Actually we can always chose a \( (\mathcal{F}_t^\nu) \)-predictable process in the equivalence class of \( (v^\nu_t) \) (resp. of \( (\alpha^\nu_t) \)) and we will do this, unless it is explicitly stated that we take it optional, or more precisely (when such a modification exists) that we take it right continuous and \( (\mathcal{F}_t^\nu) \)-adapted.
Definition 1.2. For \( \nu \in \mathbb{S} \) we note \( M^\nu \) (resp. \( b^\nu \)), both elements of \( M_\nu (\mathbb{W}, \mathcal{B}(\mathbb{W})^\nu), (\mathbb{W}, \mathcal{B}(\mathbb{W})) \), the martingale part (resp. the finite variation part) of \( \nu \) and we call \( \int_0^\nu v_t^\nu dt \) (resp. \( \int_0^\nu \alpha_t^\nu dt \)), such that \( \nu - a.s. \)

\[ < M^\nu > = \int_0^\nu \alpha_t^\nu dt \]

and \( \nu - a.s. \)

\[ b^\nu = \int_0^\nu v_t^\nu dt \]

the characteristics of \( \nu \).

2. Variation processes

2.1. Vector space of variation processes.

Definition 2.1. For \( \nu \in \mathcal{P}_W \) we denote by \( V^\nu \) the set of \( h \in L_2^2(\nu, H) \) such that for any \( U \in I_0^\emptyset f(\nu) \) (see Definition 1.1) we also have \( U^h \in I_0^\emptyset f(\nu) \).

Moreover \( V^\nu_\infty \) (resp. \( V^0_\nu \), resp. \( V^0_\nu, \infty \)) will denote the linear subspace of \( V^\nu \) defined by

\[ V^\nu_\infty := V^\nu \cap L_\infty(\nu, W) \]
\[ V^0_\nu := V^\nu \cap L^2(\nu, H_{0,0}) \]
\[ V^0_\nu, \infty := V^\nu_\infty \cap V^0_\nu \]

We say that \( h \in V^\nu \) is the variation process of the curve \( (\tau_{h,\nu})_{\epsilon \in \mathbb{R}} \subset \mathcal{P}_W \) at \( \nu \) where for any \( k \in L_2^2(\nu, H) \), \( \tau_k \) denotes

\[ \tau_k := I_W + k \]

Proposition 2.1. For any \( \nu \in \mathcal{P}_W \), \( V^\nu \) is a vector subspace of \( L_2^2(\nu, H) \).

Proof: Consider \( \nu \in \mathcal{P}_W \), an element \( h \in V^\nu, \epsilon \in \mathbb{R} \). We first prove that \( ch \in V^\nu \). Let \( U \in I_0^f(\eta) \).

For \( \epsilon \in \mathbb{R}/\{0\} \) set

\[ U^{\epsilon h} = U + ch \]

We have to prove that \( U^{\epsilon h} \in I_0^f(\eta) \). Note that

\[ U^{\epsilon h} = c(U^\epsilon + h) \]

where

\[ U^\epsilon := \frac{1}{c} U \]

Since \( U \in I_0^f(\nu) \) by Proposition 1.4 we also have \( U^\epsilon \in I_0^f(\nu) \). Hence by the definition of \( V^\nu, U^\epsilon + h \in I_0^f(\nu) \). Similarly, by (2.22) we have \( U^{\epsilon h} \in I_0^f(\nu) \). Therefore, if \( h \in V^\nu \) and \( \epsilon \in \mathbb{R}, ch \in V^\nu \).

We take \( h, k \in V^\nu \) and we want to derive \( h + k \in V^\nu \). For \( U \in I_0^f(\nu) \), we need to prove that

\[ U^{h+k} := U + h + k \in I_0^f(\nu) \]

Since \( k \in V^\nu, U^k := U + k \in I_0^f(\nu) \). On the other hand since \( h \in V^\nu \) and \( U^{h+k} = U^k + h \), the definition of \( V^\nu \) yields \( U^{h+k} \in I_0^f(\nu) \). Therefore \( V^\nu \) is a vector space. \( \square \)
Remark 2.1.1. First note that for \( \nu \in \mathcal{P}_W \), by Proposition [4], it is straightforward to check that

\[
H \mapsto V^\infty_{\nu} \subset V_{\nu} \subset L^2_{\nu}(\nu, H)
\]

and

\[
H_{0,0} \mapsto V^\infty_{\nu,0} \subset V^0_{\nu} \subset L^2_{\nu}(\nu, H_{0,0}).
\]

In the case where \( \nu = \delta^\text{Dirac}_h \) (Dirac measure concentrated on \( h \in H \)) we have \( L^2_{\nu}(\nu, H) \simeq H \) and \( L^2_{\nu}(\nu, H_{0,0}) \simeq H_{0,0} \) so that all the inclusions become equalities. On the other hand if we take \( \nu \in \mathcal{S} \) to be the law of the solution to Tsirelson’s equation (see [24] or [6]) which we note

\[
dX_t = dB_t + v_t(X)dt
\]
	hen the \( \nu \)-equivalence class of \( I_W \) is an isomorphism of probability spaces on \((W, \mathcal{F}^\nu, \nu)\) and \( \int_0^t v_s ds \in L^2_{\nu}(\nu, H) \) but \( I_W - \int_0^t v_s ds \) is not an isomorphism of filtered probability spaces (see [10], [25], [11]).

By localization one can build examples of probabilities in \( \mathcal{S} \) where \( V^0_{\nu} \) is a proper linear subspace of \( L^2_{\nu}(\nu, H_{0,0}) \). However we shall see that fortunately for any \( \nu \in \mathcal{P}_W \) these injections (except those of \( H \) and \( H_{0,0} \)) are always dense in the topology of \( L^2(\nu, H) \) for any \( \nu \in \mathcal{S} \).

The following Proposition shows that the variation processes are invariant by isomorphisms. Since we will not use it in the sequel, it can be skipped in a first reading.

Proposition 2.2. For any \( \nu \in \mathcal{P}_W \) and any \( U \in \mathcal{T}^0_j(\nu) \) we have

\[
V_{U, \nu} \simeq j_{\nu} V_{\nu}
\]

More precisely the mapping \( j_{\nu} \) defined by \( j_{\nu} : h \in V_{U, \nu} \mapsto h \circ U \in V_{\nu} \) is a bijection (and an isometry) of \( V_{U, \nu} \) onto \( V_{\nu} \) whose inverse is given by \( j^{-1}_{\nu} : h \in V_{\nu} \mapsto h \circ \bar{U} \in V_{U, \nu} \) where \( \bar{U} \) is the inverse of \( U \).

Proof: Consider \( \nu \in \mathcal{P}_W \) and \( U \in \mathcal{T}^0_j(\nu) \), whose inverse is denoted by \( \bar{U} \in \mathcal{T}^0_j(U, \nu) \). By symmetry, to prove the result it is sufficient to show that for \( h \in V_{U, \nu} \) we have \( j_{\nu}(h) \in V_{\nu} \). Hence we consider \( T \in \mathcal{T}^0_j(\nu) \), whose inverse is denoted by \( \bar{T} \in \mathcal{T}^0_j(T, \nu) \) and we prove that

\[
T^{j_{\nu}(h)} := T + j_{\nu}(h)
\]

is an element of \( \mathcal{T}^0_j(\nu) \). To see this, note that \( T \circ \bar{U} \in \mathcal{T}^0_j(U, \nu) \) (with inverse \( \bar{T} \in \mathcal{T}^0_j(T, \nu) \)). Since \( h \in V_{U, \nu} \), we have

\[
T^h := T \circ \bar{U} + h \in \mathcal{T}^0_j(U, \nu)
\]

We denote by \( S^h \in \mathcal{T}^0_j((T^h \circ U), \nu) \) the inverse of \( T^h \). Finally, by definition, \( \nu - a.s. \)

\[
T^{j_{\nu}(h)} = T^h \circ U
\]

so that \( T^{j_{\nu}(h)} \in \mathcal{T}^0_j(\nu) \) with inverse \( \bar{T} \circ S^h \). This achieves the proof. \( \square \)
2.2. Density of variation processes.

**Proposition 2.3.** Let \((\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \in [0, 1]}, \mathcal{P})\) be a complete stochastic basis and let \(p_n\) be the linear operator defined by

\[
(2.23) \quad p_n : u \in L^2_\alpha(\mathcal{P}, H) \rightarrow p_n(u) := \int_0^1 \sum_{k=2}^{n-1} n1_{[(\frac{k}{n}, \frac{k+1}{n})]}(s) \left(u_{\frac{k}{n}} - u_{\frac{k+1}{n}}\right) ds \in L^2_\alpha(\mathcal{P}, H)
\]

Then for any \(u \in L^2_\alpha(\mathcal{P}, H)\) \((p_n(u))\) converges to \(u\) strongly in \(L^2_\alpha(\mathcal{P}, H)\). Moreover it satisfies \(\mathcal{P}\) a.s.

\[
(2.24) \quad |p_n(u)|_W \leq 2(n-2)|u|_W
\]

and

\[
(2.25) \quad |p_n(u)|_H \leq |u|_H
\]

**Proof:** Inequality \((2.24)\) follows from the definition. On the other hand \((2.25)\) directly follows from Jensen’s inequality so that \(p_n(u)\) is also a contraction of \(L^2(\mathcal{P}, H)\) i.e. \(|p_n(u)|_{L^2(\mathcal{P}, H)} \leq |u|_{L^2(\mathcal{P}, H)}\). For \(\epsilon > 0\) let \(\beta\) be the primitive of an elementary predictable process such that

\[
|u - \beta|_{L^2(\mathcal{P}, H)} < \frac{\epsilon}{2}
\]

By primitive of an elementary predictable process we mean that \(\beta\) is of the form

\[
(2.26) \quad \beta := \sum_{k=0}^{n_0} \int_0^1 1_{(t_k, t_{k+1}]}(s) \alpha_k ds
\]

where \(n_0 \in \mathbb{N}\), \((t_k)_{k \in [0, n_0 + 1]} \subset [0, 1]\) is increasing, and where for any \(k\), \(\alpha_k\) is an element of \(L^2_\alpha(\mathcal{P}, \mathbb{R}^d)\) which is \(\mathcal{A}_{t_k}\) measurable. Such a \(\beta\) always exists by a well known result (See [4]). Then one can see that there exists \(N_\beta \in \mathbb{N}\) and a constant \(C_\beta \in [0, \infty)\) such that, for any \(n > N_\beta\),

\[
E_{\mathcal{P}} \left[|p_n(\beta) - \beta|^2_{\mathbb{R}^d} \right] \leq \frac{1}{n} C_\beta (n_0 + 1) \max_{k \in [0, n_0 + 1]} \mathbb{E}_{\mathcal{P}} \left[|\alpha_k|^2_{\mathbb{R}^d} \right]
\]

This shows that \((p_n(\beta))\) converges to \(\beta\) for any simple process \(\beta\). Together with the fact that for any \(n \in \mathbb{N}\) \(p_n\) is a linear contraction this yields

\[
|p_n(u) - u|_{L^2(\mathcal{P}, H)} \leq |p_n(u - \beta)|_{L^2(\mathcal{P}, H)} + |p_n(\beta) - \beta|_{L^2(\mathcal{P}, H)} + |\beta - u|_{L^2(\mathcal{P}, H)}
\]

\[
\leq 2|u - \beta|_{L^2(\mathcal{P}, H)} + |p_n(\beta) - \beta|_{L^2(\mathcal{P}, H)}
\]

\[
\leq \epsilon + |p_n(\beta) - \beta|_{L^2(\mathcal{P}, H)}
\]

By using the convergence of \((p_n(\beta))\) to \(\beta\) which is a simple process we finally get

\[
\limsup |p_n(u) - u|_{L^2(\mathcal{P}, H)} \leq \epsilon
\]

Since \(\epsilon > 0\) is arbitrary, \((p_n(u))\) converges to \(u\) strongly in \(L^2(\mathcal{P}, H)\).

**Proposition 2.4.** For any \(\nu \in \mathcal{P}_W\), \(V^\infty_\nu \cap L^\infty(\nu, H)\) (and then \(V^\infty_\nu\) and \(V_\nu\) is dense (strongly) in \(L^2_\alpha(\nu, H)\)).
Proof: First, note that the space $L_2^\infty(\nu, H)$ is dense in $L^2(\nu, H)$ for the topology of $L^2(\nu, H)$. Indeed or $u \in L^2(\nu, H)$ by taking

$$
\tau_n := \inf\{t : |\pi_n u|_H > n\} \wedge 1
$$

and $u^n := \pi_n u := \int_0^1 1_{[0, \tau_n]}(s) \dot{u}_s ds$, the dominated convergence theorem yields the convergence of $u^n$ to $u$ in $L^2(\nu, H)$. Hence it is sufficient to prove that $V_\nu \cap L_2^\infty(\nu, H)$ is dense in $L_2^\infty(\nu, H)$ for the $L_2^2(\nu, H)$ topology. To prove this we set

$$
V_\nu^{del} := \{p_n(u), u \in L_2^\infty(\nu, H), n \in \mathbb{N}\}
$$

where $p_n$ is the operator defined in Proposition 2.3. To prove the density of $V_\nu \cap L_2^\infty(\nu, H)$ it is sufficient to prove that

$$
V_\nu^{del} \subset V_\nu \cap L_2^\infty(\nu, H)
$$

and that $V_\nu^{del}$ is dense in $L_2^\infty(\nu, H)$. First note that by (2.25) we already know that $V_\nu^{del} \subset L_2^\infty(\nu, H)$. Hence the density follows directly by the definition of $V_\nu^{del}$ together with Proposition 2.3. So we just have to prove (2.28): we consider a $h \in V_\nu^{del}$ and set

$$
U^h := U + h
$$

where $U \in \mathcal{I}_f^0(\nu)$. We consider two measurable mappings $X : \Omega \to W$ and $Y : \Omega \to W$ defined on the same probability space $(\Omega, \mathcal{A}, \mathcal{P})$ such that $X*\mathcal{P} = Y*\mathcal{P} = \nu$ and we assume that

$$
U^h(X) = U^h(Y)
$$

By Proposition 1.31 to obtain that $U^h \in \mathcal{I}_f^0(\nu)$ it is sufficient to prove that we necessarily have $\mathcal{P} - \text{a.s.} \ X = Y$, and that for all $t \in [0,1)$,

$$
\mathcal{G}_t^{U^h} = \mathcal{F}_t^{U^h}
$$

We postpone (2.31) to the end of the proof and we set

$$
\tau := \inf\{t : X_t \neq Y_t\} \wedge 1
$$

Since $U \in \mathcal{I}_f^0(\nu)$ we also have

$$
\tau = \inf\{t : U_t(X) \neq U_t(Y)\} \wedge 1
$$

Note that, since $U \in \mathcal{I}_f^0(\nu)$ there exists a $\mathcal{B}(\mathbb{R}^d)^{U_0} \cap \mathcal{B}(\mathbb{R}^d)$ measurable mapping $f : \mathbb{R}^d \to \mathbb{R}^d$ so that $\nu - \text{a.s.}$

$$
W_0 = f(U_0)
$$

by (2.30), since $\nu - \text{a.s.} \ h_0 = h_1 = 0$ it yields $\mathcal{P} - \text{a.s.}

$$
X_0 = Y_0
$$

On the other hand (see Proposition 2.3) there exists a $\lambda > 0$ such that $h$ is adapted to the filtration $(\mathcal{H}_t^\nu)$ where for $t \geq \lambda$ (resp. $t < \lambda$) $\mathcal{H}_t^\nu = \mathcal{F}_{t-\lambda}^\nu$ (resp. $\mathcal{H}_t = \mathcal{B}^0(W)^\nu$). Using this together with (2.33) we obtain $\mathcal{P} - \text{a.s.}$

$$
\inf\{t : h_t(X) \neq h_t(Y)\} \geq (\tau + \lambda) \wedge 1
$$

together with (2.30) and (2.32) this latter inequality reads

$$
\tau \geq (\tau + \lambda) \wedge 1
$$
so that \( P - a.s. \tau = 1 \) and \( X = Y \). Hence to show that \( U^h \in \mathcal{I}_0^h \) it is now sufficient to prove (2.31) for all \( t \in [0,1) \). The first inclusion is trivial, and we just have to prove that for any \( t \in [0,1) \)

\[
\mathcal{F}_t^\nu \subseteq \mathcal{G}_t^{U^h}
\]

We choose \( N_\lambda \in \mathbb{N} \) such that \( \lambda N_\lambda > 2 \) and we set \( t_i = \frac{i}{N_\lambda} \) for \( i \in \{0, N_\lambda - 1\} \cap \mathbb{N} \). For \( t \in [t_0, t_1) \) we have \( \nu - a.s. \ h_t = 0 \) for all \( t \in [t_0, t_1) \) so that \( \sigma(U_s, s \leq t)^\nu = \sigma(U_s, s \leq t)^\nu \). Since \( U \in \mathcal{I}_0^h(\nu) \) we have \( \mathcal{G}_t^{U^h} = \mathcal{G}_t^U = \mathcal{F}_t^\nu \) for \( t \in [t_0, t_1) \). Finally we assume that (2.34) holds for any \( t \in [t_0, t_1) \) and we take \( t \in [t_i, t_{i+1}) \). Almost surely with respect to \( \nu \), we have \( U_t = U^h_{t_i} - h_t \). But \( h_t \) is \( \mathcal{F}_{t-i} \) measurable and therefore \( \mathcal{F}_{t-i}^\nu \) measurable so that by the induction hypothesis it is also \( \mathcal{G}_t^{U^h} \) measurable and hence \( \mathcal{G}_t^{U^h} \) measurable. Thus, for all \( t \in [t_i, t_{i+1}) \)

\[
\sigma(U_s, s \leq t) \subseteq \mathcal{G}_t^{U^h}
\]

Using the fact that \( U \in \mathcal{I}_0^h(\nu) \) together with the right continuity of \( (\mathcal{G}_t^{U^h}) \), (2.35) yields

\[
\mathcal{F}_t^\nu = \mathcal{G}_t^U \subseteq \mathcal{G}_t^{U^h}
\]

for all \( t \in [t_i, t_{i+1}) \), and by induction for all \( t \in [0,1) \). This proves that \( h \in V_\nu \cap L^\infty(\nu, H) \) so that (2.31) holds. The proof is complete. \( \square \)

2.3. Variation processes with vanishing endpoints.

**Proposition 2.5.** For any \( \nu \in \mathcal{P}_W \) the space \( L^\infty(\nu, W) \cap L^2(\nu, H_{0,0}) \) is dense in \( L^2(\nu, H_{0,0}) \) for the topology of \( L^2(\nu, H) \).

**Proof:** For \( u := \int_0^\tau \hat{u}_s ds \in L^2(\nu, H_{0,0}) \) and \( \tau \) a \( (\mathcal{F}_t^\nu) \)-stopping time we set

\[
k^\tau[u] := \int_0^{\tau_i} \hat{u}_s ds - \int_0^{\tau_{i+1}} \frac{1_{(\tau_i, \tau_{i+1})}(s)}{1-\tau_i} u_s ds
\]

By Jensen’s inequality (2.32) defines a linear and continuous operator \( k^\tau : L^2(\nu, H_{0,0}) \rightarrow L^2(\nu, H_{0,0}) \). More precisely for \( u \in L^2(\nu, H_{0,0}) \), since \( \nu - a.s. u_1 = 0 \), Jensen’s inequality yields \( \nu - a.s. \)

\[
|k^\tau[u]|_H \leq |u|_H
\]

and

\[
|k^\tau[u]|_W \leq 2 \sup_{t \leq \tau} |u_t| = 2 |\pi_\tau u|_W
\]

Since \( |.|_W \leq |.|_H \) by (2.38) we have, \( \nu - a.s. \),

\[
|k^\tau[u]|_W \leq 2 |\pi_\tau u|_H
\]

For any \( n \in \mathbb{N} \), let \( (\tau_n) \) be the sequence of stopping time associated to \( u \) by (2.27). We define a sequence \( (u^n) \) by setting \( u^n := k^\tau[u] \). For all \( n \in \mathbb{N} \) \( u^n \in L^2(\nu, H_{0,0}) \) and \( u^n \in L^\infty(\nu, W) \). Hence \( (u^n)_{n \in \mathbb{N}} \subseteq L^2(\nu, H_{0,0}) \cap L^\infty(\nu, W) \). Finally by (2.37) the dominated convergence theorem yields the convergence of \( (u^n) \) to \( u \) and therefore the density of \( L^\infty(\nu, W) \cap L^2(\nu, H_{0,0}) \). \( \square \)

**Lemma 2.1.** For any \( \nu \in \mathcal{P}_W \), \( V^0,\nu \) is dense in \( L^2(\nu, H_{0,0}) \).
Proof: For $n \in \mathbb{N}$, $n \geq 2$ we set

$$(2.40) \quad q_n : u \in L^2_\nu(\nu, H) \to q_n(u) := \int_0^1 1_{[1-\frac{1}{n},1]}(s)nu_{1-\frac{2}{n}}ds \in L^2_\nu(\nu, H)$$

and

$$(2.41) \quad r_n := p_n - q_n$$

where $p_n$ is defined in Proposition 2.3. In particular for any $u \in L^2_\nu(\nu, H)$ $\nu$-a.s.

$$(2.42) \quad |q_n(u)|_W \leq |u|_W$$

We set

$$V^{0,del}_{\nu} : = \{r_n(u) : u \in L^2_\nu(\nu, H_0,0) \cap L^\infty(\nu, W), n \in \mathbb{N}\}$$

By Proposition 2.5 it is sufficient to prove that $V^{0,del}_{\nu}$ is a dense subset of $L^\infty(\nu, W) \cap L^2_\nu(\nu, H_0,0)$ for the $L^2(\nu, H)$ topology and that

$$(2.43) \quad V^{0,del}_{\nu} \subset V^{0,\infty}_{\nu}$$

The density follows by Jensen’s inequality. Indeed for $u \in L^\infty(\nu, W) \cap L^2_\nu(\nu, H_0,0)$ since $\nu$-a.s. $u_1 = 0$, Jensen’s inequality yields $\nu$-a.s.,

$$|q_n(u)|_H^2 \leq 2 \int_{1-\frac{2}{n}}^1 |\dot{u}_s|^2ds$$

and

$$|q_n[u]|_{L^2(\nu,H)} \leq \sqrt{2} |(I_H - \pi_{1-\frac{2}{n}})u|_{L^2(\nu,H)}$$

By the dominated convergence theorem $q_n(u)$ converges strongly to $0_{L^2(\nu,H)}$ in $L^2(\nu,H)$. Hence by Proposition 2.3 $(r_n(u))$ converges to $u$. On the other hand by (2.41) and (2.42)

$$(2.44) \quad V^{0,del}_{\nu} \subset L^\infty(\nu, W)$$

and by (2.23), (2.40) and (2.41) we have $\nu$-a.s. $r_n(1) = 0$ so that we also have

$$(2.45) \quad V^{0,del}_{\nu} \subset L^2_\nu(\nu, H_0,0)$$

Finally for a $U \in T^0_\nu(\nu)$ and $h \in V^{0,del}_{\nu}$, similarly to the proof of Proposition 2.4 we obtain that $U + h \in T^0_\nu(\nu)$ i.e. $V^{0,del}_{\nu} \subset V^\nu$. Together with (2.44) and (2.45) we derive (2.43), by which the result follows. 

\[\Box\]

3. Transformations of $\mathcal{S}$

3.1. Transformation formulas. The aim of this subsection is to prove Proposition 3.3 and Lemma 3.1 which are the only results of this subsection that will be used in the sequel. Before we prove Proposition 3.1 in order to derive Proposition 3.2. Both results can be skipped; however this latter proposition justifies the definitions of the set $V_\nu$. Despite their apparent generality Proposition 3.1 and Proposition 3.2 assume some further integrability assumptions due to the fact that their proofs involve the dual predictable projection. In the particular case of Lemma 3.1 and Proposition 3.2 we stress that the use of isomorphisms of filtered probability spaces allows us to drop this condition.
Proposition 3.1. Given a complete stochastic basis \((\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \in [0,1]}, \mathcal{P})\), let \(U : \Omega \to W\) be a \(A/B(W)\)-measurable mapping such that \(\mathcal{P}\)-a.s. for all \(t \in [0,1]\)

\[(3.46)\quad U_t = U_0 + M_t^u + \int_0^t \dot{u}_s ds\]

where \((t, \omega) \in [0,1] \times \Omega \to \dot{u}_t \in \mathbb{R}^d\) is \((\mathcal{A}_t)\)-predicable with, for all \(T < 1\),

\[(3.47)\quad E_{\mathcal{P}} \left[ \int_0^T |\dot{u}_s|_{\mathbb{R}^d} ds \right] < \infty\]

and where \((M_t^u)\) is a continuous \(\mathbb{R}^d\)-valued \((\mathcal{A}_t)\)-local martingale such that \(\mathcal{P}\)-a.s. for all \(i, j \in [1,d]\)

\[(3.48)\quad < (M^u)^i, (M^u)^j > = \int_0^T (\alpha^u)^{ij}_s ds\]

for some \(M_d(\mathbb{R})\)-valued \((\mathcal{A}_t)\)-predicable process \((\alpha^u)^i_s\). By setting

\[\nu := U_t \mathcal{P}\]

we have \(\nu \in \mathbb{S}\). Moreover \(\mathcal{P} - \text{a.s.}\)

\[(3.49)\quad \int_0^T \alpha^u_t \circ U dt = \int_0^T \alpha^u_t dt\]

and \(\mathcal{P} - \text{a.s.}\)

\[(3.50)\quad \int_0^T {\nu}^u_t \circ U dt = \int_0^T E_{\mathcal{P}} [\dot{u}_t | G^U_t] dt\]

where \((E_{\mathcal{P}} [\dot{u}_t | G^U_t])_{t \in [0,1]}\) denotes the optional projection of \((\dot{u}_t)\) on \((G^U_t)_{t \in [0,1]}\), the usual augmentation of the filtration generated by \((U_t)_{t \in [0,1]}\).

Proof: Let \((\hat{\dot{u}}_t)\) be the dual predicable projection of \((\dot{u}_t)\) (whose variations are locally integrable by \((3.47)\)) on \((G^U_t)\). In particular

\[(3.51)\quad \hat{\dot{u}} = \int_0^T E_{\mathcal{P}} [\dot{u}_t | G^U_t] dt\]

Then by setting \(\mathcal{P} - \text{a.s.}\) for all \(t \in [0,1]\)

\[(3.52)\quad \hat{M}^u_t := M^u_t + u_t - \hat{\dot{u}}_t\]

we have that \(\mathcal{P} - \text{a.s.}\) for all \(t \in [0,1]\)

\[(3.53)\quad U_t - U_0 - \int_0^t E_{\mathcal{P}} [\dot{u}_s | G^U_s] ds = \hat{M}^u_t\]

so that \((\hat{M}^u)\) is \((G^U)\)-adapted. Let \(b\) (resp. \(M\)) be the \(U_*\mathcal{P}\)-equivalence class of \(\mathcal{B}(W)^{U_*\mathcal{P}} / \mathcal{B}(W)\)-measurable mappings \((\mathcal{T}^{U_*\mathcal{P}})\) - adapted such that \(\mathcal{P} - \text{a.s.}\)

\[(3.54)\quad b \circ \nu = \hat{u}\]

resp. such that \(\mathcal{P} - \text{a.s.}\)

\[(3.55)\quad M \circ \nu = \hat{M}^u\]
whose existence is insured by Proposition 1.3. Since \( \mathcal{P} \) is a.s. \( \hat{u} \) is absolutely continuous, by (3.54), \( U_* \mathcal{P} \) is a.s. \( b \) is absolutely continuous. Therefore, there exists a \( (\mathcal{F}_t^{U_* \mathcal{P}}) \)—predictable process \( (v_t) \) on \( (W, \mathcal{B}(W)^{U_* \mathcal{P}}, U_* \mathcal{P}) \) so that \( \mathcal{P} \) a.s.

\[
b = \int_0^T v_s \, ds
\]

and by (3.47) and (3.54) we have, for all \( T < 1 \),

\[
E_{U, \eta} \left[ \int_0^T |v_t|_R^2 \, dt \right] < \infty
\]

Note that the \( (\mathcal{G}_t^U) \)—local martingale \( (\hat{M}_t^u) \) is reduced by the sequence of \( (\mathcal{G}_t^U) \) stopping times

(3.56)

\[
\hat{\tau}_n := \inf \{ (t \in [0, 1] : |\hat{M}_t^u| > n) \}
\]

Indeed by the stopping theorem and the dominated convergence theorem (3.47) easily implies that the process \( (\hat{M}_t^u) \) is reduced to \( (\mathcal{A}_t) \)—martingale by the sequence \( (\hat{\tau}_n) \) \( n \in \mathbb{N} \), while by (3.55) and (3.56) \( (\hat{\tau}_n) \) is also a family of \( (\mathcal{G}_t^U) \) stopping times. Therefore together with (3.52) and using the inclusion \( (\mathcal{G}_t^U) \subset \mathcal{A} \) we obtain that \( (\hat{\tau}_n) \) also reduce \( (\hat{M}_t^u) \) to \( (\mathcal{G}_t^U) \) martingales. By Dynkin’s Lemma and since \( \omega \to \hat{\tau}_n(\omega) \) is \( \mathcal{G}_t^U \) measurable, for \( n \in \mathbb{N} \) we denote by \( \tau_n \) the \( (\mathcal{F}_t^{U_* \mathcal{P}}) \)—stopping time such that \( \mathcal{P} \) a.s.

\[
\hat{\tau}_n = \tau_n \circ U
\]

Since \( \hat{M}_t^u \) is a \( (\mathcal{G}_t^U) \)—local martingale reduced by \( \hat{\tau}_n \), it is straightforward to check that \( M \) is a \( (\mathcal{F}_t^{U_* \mathcal{P}}) \) local martingale under \( U_* \mathcal{P} \) (reduced by \( (\tau_n) \)). Indeed for \( n \in \mathbb{N} \) and \( s \leq t \) we have \( \mathcal{P} \) a.s.

\[
E_{\mathcal{P}} \left[ \hat{M}_t^u \mathcal{F}_s^{U_* \mathcal{P}} \right] = E_{\mathcal{P}} \left[ (M_{t \wedge \tau_n}) \circ U \mathcal{F}_s^{U_* \mathcal{P}} \right] = E_{U_* \mathcal{P}} \left[ M_{t \wedge \tau_n} \mathcal{F}_s^{U_* \mathcal{P}} \circ U \right]
\]

so that \( \mathcal{P} \) a.s.

\[
E_{U_* \mathcal{P}} \left[ M_{t \wedge \tau_n} \mathcal{F}_s^{U_* \mathcal{P}} \circ U \right] = E_{U_* \mathcal{P}} \left[ \hat{M}_t^u \mathcal{F}_s^{U_* \mathcal{P}} \right] = \hat{M}_s^u \circ \hat{\tau}_n = M_s \wedge \tau_n \circ U
\]

and \( U_* \mathcal{P} \) a.s.

\[
E_{U_* \mathcal{P}} \left[ \hat{M}_t^u \mathcal{F}_s^{U_* \mathcal{P}} \right] = M_{s \wedge \tau_n}
\]

By writing the Doleans’ approximations of the predicable quadratic co-variation process as a limit of finite sums we obtain \( \mathcal{P} \) a.s. for all \( t \in [0, 1] \),

(3.57)

\[
< M^i, M^j >_t \circ U = \left< (M^u)^i, (M^u)^j >_t \right>
\]

since the process of the right hand term is absolutely continuous, the process of the left hand term too and we have the existence of a \( (\mathcal{F}_t^{U_* \mathcal{P}}) \)—predictable process \( (\alpha_t) \) on the probability space \( (W, \mathcal{F}_t^{U_* \mathcal{P}}, U_* \mathcal{P}) \) such that \( U_* \mathcal{P} \) a.s.,

\[
< M^i, M^j > = \int_0^t (\alpha_s)^{ij} \, ds
\]

Finally by reporting (3.54) and (3.55) in (3.53) we obtain, \( U_* \mathcal{P} \) a.s. for all \( t \in [0, 1] \),

\[
W_t - W_0 - \int_0^t v_s \, ds = M_t
\]

by which the result follows. \( \Box \)
Proposition 3.2. For $\nu \in \mathcal{S}$ whose characteristics are denoted $(\int_0^t \nu_s^\alpha \, dt, \int_0^t \nu_s^\alpha \, dt)$ (see Definition 3.2), let $\nu - a.s. h := \int_0^t \dot{h}_s ds \in L^0(\nu, W_{abs})$ where $(\dot{h}_s)$ is a ($\mathcal{F}_t^\nu$)-predictable process and let $(\theta_s)$ be a $\mathcal{M}_d(\mathbb{R})$-valued ($\mathcal{F}_t^\nu$)-predictable process on $(W, \mathcal{B}(W)^\nu, \nu)$ such that for all $T < 1$

\begin{equation}
E_\nu \left[ \int_0^T |\theta_s\nu_s + \dot{h}_s|_{\mathbb{R}^d} \right] < \infty
\end{equation}

and $\nu - a.s.$ for all $i, j$

\begin{equation}
\int_0^1 (\theta_s^{ij})^2 \alpha_s^{ij} ds < \infty
\end{equation}

Furthermore define $R \in L^0(\nu, W)$ by $\nu - a.s.$ for all $t \in [0, 1]$

\begin{equation}
R_t = f(W_0) + \int_0^t \theta_s dW_s
\end{equation}

where $f : \mathbb{R}^d \to \mathbb{R}^d$ is any $\mathcal{B}(\mathbb{R}^d)W_{abs}/\mathcal{B}(W)$-measurable function, and $U \in L^0(\nu, W)$ by

\begin{equation}
U = R + h
\end{equation}

i.e. $\nu - a.s.$ for all $t \in [0, 1]$

\begin{equation}
U_t := f(W_0) + \int_0^t \theta_s dW_s + \int_0^t \dot{h}_s ds
\end{equation}

Then $U_* \nu \in \mathcal{S}$ and we have, $\nu - a.s.$,

\begin{equation}
\int_0^t \nu_s^{U_t} \circ U ds = \int_0^t E_\nu \left[ \theta_s \nu_s + \dot{h}_s \right]_{\mathcal{G}_s} ds
\end{equation}

and $\nu - a.s.$

\begin{equation}
\int_0^t \alpha_s^{U_t} \circ U ds = \int_0^t \theta_s \alpha_s \theta_s ds
\end{equation}

where $\left( E_\nu \left[ \theta_s \nu_s + \dot{h}_s \right]_{\mathcal{G}_s} \right)_{t \in [0, 1]}$ denotes the optional projection of the process

$$(\theta_s \nu_s + \dot{h}_s)_{t \in [0, 1]}$$

on the filtration $(\mathcal{G}_s^U)$. In particular if $U \in \mathcal{T}_f(\nu)$, for all $\epsilon \in \mathbb{R}$ $\nu - a.s.$

\begin{equation}
\int_0^t \nu_s^{U_t} \circ U ds = \int_0^t \left( \theta_s \nu_s + \epsilon \dot{h}_s \right) ds
\end{equation}

Proof: Denote $M^\nu$ the martingale part of $\nu$. Then $\nu - a.s.$ for all $t \in [0, 1],$

\begin{equation}
R_t = f(W_0) + M_t^\nu + \int_0^t \theta_s \nu_s ds
\end{equation}

and

\begin{equation}
U_t = f(W_0) + M_t^\nu + \int_0^t (\theta_s \nu_s + \dot{h}_s) ds
\end{equation}

where $(M_t^\nu)$ is the process defined on $(W, \mathcal{B}(W)^\nu, \nu)$ by $\nu - a.s.$ for all $t \in [0, 1]$

\begin{equation}
M_t^\nu := \int_0^t \theta_s dM_s^\nu
\end{equation}
By (3.69) \((M^n_t)_{t \in [0,1]}\) is a continuous \((\mathcal{F}_t^\nu)\)-local martingale on \((W, \mathcal{B}(W)^\nu, \nu)\) and \(\nu - a.s.\) for all \(t \in [0,1]\)

\[
< (\int_0^t \theta_s^i dM_s^\nu)^i, (\int_0^t \theta_s^j dM_s^\nu)^j >_t = \sum_{l,m} \int_0^t \theta_s^l \theta_s^m (\alpha^\nu_{s})^{lm} dt
\]

for \(i, j \in [1, d]\). Hence by applying Proposition 3.1 to \(U\) on \((W, \mathcal{B}(W)^\nu, \nu)\) with the filtration \((\mathcal{F}_t^\nu)\) we obtain \(U_* \nu \in \mathbb{S}\) and (3.70) and (3.71). The end of the claim follows from the definition of \(\mathcal{I}_f^0(\nu)\).

**Proposition 3.3.** For \(\nu \in \mathbb{S}\), let \(\nu - a.s.\) \(k^n := \int_0^t \dot{u}_s ds \in L^0_a(\nu, W_{abs})\) and let \((M^n_t)\) be a continuous \((\mathcal{F}_t^\nu)\) local martingale on \((W, \mathcal{B}(W)^\nu, \nu)\) vanishing at \(t = 0\), such that

\[
< (M^n_t)^i, (M^n_t)^j > = \int_0^t (\alpha^n_{s})^{i,j} ds
\]

for some \(\mathbb{R}^d\) (resp. \(\mathcal{M}_d(\mathbb{R})\)) valued \((\mathcal{F}_t^\nu)\) predictable process \((\dot{u}_s)\) (resp. \((\alpha^n_s)\)) on \((W, \mathcal{B}(W)^\nu, \nu)\). Moreover consider a continuous process defined by \(\nu - a.s.\) for all \(t \in [0,1]\)

\[
U_t := f(W_t) + M^n_t + k^n_t
\]

where \(f : \mathbb{R}^d \to \mathbb{R}^d\) is as in Proposition 3.2. Assume that \(U \in \mathcal{I}_f^0(\nu)\). Then \(U_* \nu \in \mathbb{S}\)

Moreover \(\nu - a.s.\)

\[
\int_0^t \dot{U}_s^\nu \circ U ds = \int_0^t \dot{u}_s ds
\]

and \(\nu - a.s.\)

\[
\int_0^t \alpha^\nu_{s} \circ U ds = \int_0^t \alpha_n^{u} ds
\]

**Proof:** We denote \(\tilde{U} \in \mathcal{I}_f^0(U_* \nu)\) the inverse of \(U\) and we set \(\eta := U_* \nu\). Using this we denote \(\tilde{M}\) (resp. \(\tilde{b}\)) the elements of \(L^0_a(\eta, W)\) (resp. of \(L^0_a(\eta, W_{abs})\)) defined by \(\eta - a.s.\)

\[
\tilde{M} := M^n \circ \tilde{U}
\]

and by \(\eta - a.s.\)

\[
\tilde{b} := k^n \circ \tilde{U}
\]

Denote \((\tau_n)\) (resp. \((\tilde{\tau}_n)\)) a sequence of \((\mathcal{F}_t^\nu)\) stopping times reducing \(M^n\) to a \((\mathcal{F}_t^\nu)\)-martingale (resp., since \(\mathcal{G}^\tilde{U} = \mathcal{F}^\eta\), of \((\mathcal{F}_t^\nu)\)-stopping times defined for all \(n \in \mathbb{N}\) by \(\eta - a.s.\) \(\tilde{\tau}_n := \tau_n \circ \tilde{U}\)), similarly to the proof of Proposition 3.1 and using both that \(U\) preserves the filtration and that \(\tilde{U} \circ U_* \nu = \nu\) it is straightforward to obtain that, for all \(n \in \mathbb{N}\), \((\tilde{\tau}_n)\) reduces \(\tilde{M}\) to a \((\mathcal{F}_t^\nu)\) martingale on \((W, \mathcal{B}(W)^\nu, \eta)\). Since \(U \in \mathcal{I}_f^0(\nu)\) by (3.69) \(\eta - a.s.\),

\[
W_0 = U_0 \circ \tilde{U} = f(\tilde{U}_0)
\]

By (3.69), (3.72), (3.73) and (3.74) since \(\eta - a.s.\) \(U \circ \tilde{U} = I_W\) we obtain \(\eta - a.s.\) for all \(t \in [0,1]\),

\[
W_t = W_0 + \tilde{M}_t + \tilde{b}_t
\]
so that \( \eta \in \mathcal{S} \). Then the result follows similarly to the proof of Proposition 3.1 by the hypothesis \( U \in \mathcal{I}_f^f(\nu) \). Indeed by (3.75) and (3.73) we obtain \( \nu - a.s. b^\nu \circ U = k^u \) which yields (3.70) while (3.71) follows similarly.

Lemma 3.1. For \( \nu \in \mathcal{S} \) whose characteristics are denoted \((\int_0^1 v_t^\nu dt, \int_0^1 \alpha_t^\nu dt)\) (see Definition 1.3), let \( \nu - a.s. h := \int_0^1 h_s ds \in L_\nu^0(\nu, W_{abs}) \) and let \( (\theta_s) \) be a \( \mathcal{M}_d(\mathbb{R}) \)-valued predicable process on \((W, \mathcal{B}(W)\nu, \nu)\) such that \( \nu - a.s. \) \( (3.60) \) holds for all \( i, j \in [1, d] \) and \( \nu - a.s. \),

\[
(3.76) \quad \int_0^1 |\theta_s v_s^\nu|_{R^d} ds < \infty
\]

For \( f : \mathbb{R}^d \to \mathbb{R}^d \) as in Proposition 3.2, let \( R \in L_\nu^0(\nu, W) \) be given by (3.60) and \( U \in L_\nu^0(\nu, W) \) by (3.61). If we further assume that \( U \in \mathcal{I}_f^f(\nu) \) then \( U_h, \nu \in \mathcal{S} \) and \( \nu - a.s. \) we have (3.64) and (3.65). In particular for \( h \in V_\nu \), denoting \( \nu - a.s. \),

\[
\tau_h := I \nu + h
\]

where \( I \nu \) denotes the \( \nu \)-equivalence class of mappings \( \nu - a.s. \) equal to the identity map, we have for all \( \epsilon \in \mathbb{R} \), \( \tau_{h, \epsilon} \nu \in \mathcal{S} \). Moreover \( \nu - a.s. \),

\[
(3.77) \quad \int_0^1 v_s^{\tau_h, \nu} \circ \tau_{h \epsilon} ds = \int_0^1 (v_s^\nu + \epsilon h_s) ds
\]

and

\[
(3.78) \quad \int_0^1 \alpha_s^{\tau_h, \nu} \circ \tau_{h \epsilon} ds = \int_0^1 \alpha_s^\nu ds
\]

Proof: Denote \( M^\nu \) the martingale part of \( \nu \). Then \( \nu - a.s. \) for all \( t \in [0, 1] \) \( R_t \) is given by (3.65) and \( U_t \) by

\[
(3.79) \quad U_t = f(W_0) + M_t^\nu + k_t^u
\]

where

\[
k_t^u := \int_0^1 (\theta_s v_s^\nu + h_s) ds
\]

and where \( (M_t^\nu) \) is the process defined on \((W, \mathcal{B}(W)\nu, \nu)\) by (3.67). By (3.59), \( (M_t^u)_{t \in [0, 1]} \) is a continuous \((\mathcal{F}_{\nu})\)-local martingale on \((W, \mathcal{B}(W)\nu, \nu)\) and \( \nu - a.s. \) we also have (3.68). Since \( U \in \mathcal{I}_f^f(\nu) \) the result follows by Proposition 3.3. Moreover since \( I \nu \in \mathcal{I}_f^f(\nu) \) by definition of \( V_\nu \), \( \tau_h \in V_\nu \) so that (3.77) and (3.78) follows as a particular case.

3.2. Lift of transformations on the space to transformations of \( \mathcal{S} \). The next proposition is general, however it is formulated to provide an insight on the behaviour of transformations which are close to the identity.

Lemma 3.2. Let \( h : (t, x) \in [0, 1] \times \mathbb{R}^d \to h(t, x) \in \mathbb{R}^d \) be a \( C^{1,2} \) function \( (C^1 \text{ in } t, C^2 \text{ in } x) \), and set \( u(t, x) := h(t, x) - x \). Assume also that, for any \( t \in [0, 1] \),

\[
h_t : x \in \mathbb{R}^d \to h_t(x) := h(t, x) \in \mathbb{R}^d
\]

is an homeomorphism, whose inverse \( j_t \) is such that \( (t, x) \in [0, 1] \times \mathbb{R}^d \to j_t(x) \in \mathbb{R}^d \) is continuous. Denote \( G : W \to W \) (resp. \( G : W \to W \)) the mapping defined for all \( (t, \omega) \in [0, 1] \times W \) by

\[
G(\omega)(t) := h(t, \omega(t)) = \omega(t) + u(t, \omega(t))
\]
\[ G(\omega)(t) := j_t(\omega(t)) \] For any \( \nu \in \mathcal{S} \), \( G \) induces an element \( \Gamma \) of \( \mathcal{I}_0^\nu (\nu) \) (\( \Gamma \) is the element of \( L^0(\nu, W) \) such that \( \nu - \text{a.s.} \, \Gamma = G \)) whose inverse \( \tilde{\Gamma} \in \mathcal{I}_0^\nu (\Gamma, \nu) \) is induced by \( \tilde{G} \). Then, for all \( \nu \in \mathcal{S} \) we have
\[ \Gamma \ast \nu \in \mathcal{S} \]
Moreover \( \nu - \text{a.s.} \)
\[ \int_0^\cdot v_t^\Gamma \ast \nu \circ \Gamma dt = \int_0^\cdot (\partial_t h(t, W_t) + (v_t^\nu, \nabla)h(t, W_t) + \sum_{i,j} \frac{\alpha_{t,i,j}^\nu}{2} \partial_{t,j}^2 h(t, W_t)) \, dt \]
and \( \nu - \text{a.s.} \)
\[ \int_0^\cdot \alpha_t^\Gamma \ast \nu \circ \Gamma dt = \int_0^\cdot (\nabla h)(t, W_t) \ast (\alpha_t^\nu, (\nabla h)') (t, W_t) \, dt \]
where \( (\nabla h)^{i,j}(x) = \frac{\partial h^i}{\partial x^j}(t, x) \) (similarly for \( u \))

**Proof:** By definition for all \( t \in [0,1] \) and for all \( x \in \mathbb{R}^d \)
\[ j_t(h_t(x)) = h_t(j_t(x)) = x \]
Hence for all \( \omega \in W \)
\[ \tilde{G} \circ G(\omega)(t) = j_t(G_t(\omega)) = j_t(h_t(W_t(\omega))) = \omega(t) \]
so that \( G \) (resp. \( \tilde{G} \)) induces an isomorphism of probability spaces (resp. its inverse). On the other hand both \( \Gamma \) and \( \tilde{\Gamma} \) are adapted to the respective canonical filtrations. This proves that \( \Gamma \in \mathcal{I}_0^\nu (\nu) \). Set
\[ k^\nu := \int_0^\cdot (\partial_t h(t, W_t) + (v_t^\nu, \nabla)h(t, W_t) + \sum_{i,j} \frac{\alpha_{t,i,j}^\nu}{2} \partial_{t,j}^2 h(t, W_t)) \, dt \]
and
\[ M^\nu := \sum_{i=1}^d \left( \int_0^\cdot \partial_j h^i(t, W_t) d(M_t^\nu)^j \right) e_i \]
where \( (e_i)_{i=1,d} \) is the canonical orthogonal basis of \( \mathbb{R}^d \) and set \( \mathcal{P} - \text{a.s.} \) for all \( t \in [0,1] \)
\[ U_t := h_0(W_0) + M_t^\nu + k_t^\nu \]
On the other hand \( (M_t^\nu) \) is a \( (\mathcal{F}_t^\nu) \) local martingale and
\[ < (M^\nu)^1, (M^\nu)^j > = \int_0^\cdot \sum_{l,m} \partial_l h^i(t, W_t) \partial_m h^j(t, W_t) (\alpha_t^\nu)^{l,m} dt \]
By Itô’s formula, \( \nu - \text{a.s.} \) for all \( t \in [0,1] \)
\[ W_t \circ \Gamma = U_t \]
Therefore the result follows from Proposition 3.3 \( \Box \)
Definition 3.1. For \( \nu \in S \) and \( h : (t, x) \in [0, 1] \times \mathbb{R}^d \rightarrow h_t(x) \in \mathbb{R}^d \) which satisfy the hypothesis of Lemma 3.2 we call the isomorphism of filtered probability spaces \( \Gamma \in \mathcal{I}_0^d(\nu) \) associated to \( h \) by Lemma 3.2 the lift of \( h \) on \( S \) at \( \nu \).

The following Proposition directly follows from Lemma 3.2 and Itô’s formula. It characterizes martingales in terms of the invariance of the finite variation part of the law of processes by the associated lifted transformations of space depending on time:

Proposition 3.4. Let \( \nu \in S \) and assume that \( u : (t, x) \in [0, 1] \times \mathbb{R}^d \rightarrow u_t(x) \in \mathbb{R}^d \) is such that the mapping \( h := I_{\mathbb{R}^d} + u \) satisfy the hypothesis of Lemma 3.2. Denote by \( \Gamma \) the lift of \( h \) (see Definition 3.1) on \( S \) at \( \nu \). Then the following assertions are equivalent:

(i) \((t, \omega) \rightarrow u(t, W_t(\omega))\) is a \((\mathcal{F}_t')\)-martingale

(ii) \( \nu \)-a.s.

\[
\int_0^1 \left( \partial_t u_t(W_t) + (u_t^\nu \cdot \nabla) u_t(W_t) + \sum_{i,j} \alpha_{i,j}^{\nu} \partial_{i,j}^2 u_t(W_t) \right) dt = 0
\]

(iii) We have \( \nu \)-a.s.

\[
\int_0^1 u_t^\nu \circ \Gamma dt = \int_0^1 v_t^\nu dt
\]

4. Differential calculus associated to the variation processes

For \( \nu \in \mathcal{P}(W) \) and \( k \in V_0^\nu \) set

\( \tau_k := I_W + k \)

where \( I_W \) stands for the \( \nu \)-equivalence class of mappings \( \nu \)-a.s. equal to the identity on \( W \). For \( \epsilon \in \mathbb{R} \) set

\( \nu_\epsilon^k := \tau_{\epsilon k} \ast \nu = (I_W + \epsilon k) \ast \nu \)

thus defining a path

\( \epsilon \in \mathbb{R} \rightarrow \nu_\epsilon^k \in \mathcal{P}(W) \)

As we have seen (Lemma 3.1) if \( \nu_0^k \in S \) then for all \( \epsilon \in \mathbb{R} \), \( \nu_\epsilon^k \in S \) so that we have a path

\( \epsilon \in \mathbb{R} \rightarrow \nu_\epsilon^k \in S \)

on \( S \). Moreover if \( b' \) denotes the finite variation part of \( \nu_\epsilon^k \in S \) (see Definition 1.2), then \( b' \) is simply related to \( b^0 \) (the finite variation part of \( \nu \)) by

\( b' = b^0 + \epsilon k \)

Finally, since \( \tau_{\epsilon k} \) is an isomorphism of filtered probability spaces, we can identify isometrically the spaces \( L_0^p(\nu_\epsilon, H) \) along any such path \( \nu_\epsilon \) as well as the vector spaces of variations processes (see Proposition 2.2). This motivates the following:
Definition 4.1. Given a mapping

\[ F : \nu \in \mathbb{S} \to F(\nu) \in \mathbb{R} \cup \{+\infty\} \]

and \( \nu \in \mathbb{S} \) such that \( F(\nu) < \infty \), \( F \) will be said to be \( L^2_0(\nu, H_{0,0}) \)-differentiable (resp. \( L^2_0(\nu, H) \)-differentiable) at \( \nu \) if for all \( k \in V^0_0 \) (resp. \( k \in V^\infty_0 \) \( \frac{d}{dt} F(\nu^k) \bigr|_{t=0} \) exists where for all \( \epsilon \in \mathbb{R} \) and \( k \in V^0_0 \) (resp. \( k \in V^\infty_0 \)),

\[ \nu^k := (\tau_{\epsilon k})_* \nu := (I+W+\epsilon k)_* \nu, \]

and if, in addition, there exists \( \xi \in L^2_0(\nu, H) \) such that for all \( k \in V^0_0 \) (resp. \( k \in V^\infty_0 \))

\[ \frac{d}{dt} F(\nu^k) \bigr|_{t=0} = E_\nu \bigr[ < \xi, k >_H \bigr] \]

In this case, by Lemma 2.5 (resp. Proposition 2.4) \( \xi \) is the unique element of \( L^2_0(\nu, H_{0,0}) \) (resp. in \( L^2_0(\nu, H) \)), that we note \( \text{grad}_0^0 F \) (resp. \( \text{grad}_F F \)), such that (4.81) holds for any \( k \in V^0_0 \) (resp. in \( V^\infty_0 \)), namely the orthogonal projection on \( L^2_0(\nu, H_{0,0}) \) of any (and then all) (resp. the unique element) \( \xi \) satisfying (4.81) for all \( k \in V^0_0 \) (resp. \( k \in V^\infty_0 \)). We denote by \( \delta F_\nu \) the linear continuous form defined by

\[ \delta F_\nu : h \in L^2_0(\nu, H_{0,0}) \to \delta F_\nu(h) := E_\nu \bigr[ < \text{grad}_0^0 F, h >_H \bigr] \]

(resp. by the same symbol \( \delta F_\nu : h \in L^2_0(\nu, H) \to \delta F_\nu(h) := E_\nu \bigr[ < \text{grad}_F F, h >_H \bigr] \in \mathbb{R} \)

Remark 4.0.1. If \( F \) is \( L^2_0(\nu, H) \)-differentiable at some \( \nu \in \mathbb{S} \), then for all \( k \in L^2_0(\nu, H_{0,0}) \) we have

\[ E_\nu \bigr[ < \text{grad}_0^0 F, k >_H \bigr] = E_\nu \bigr[ < \text{grad}_F F, k >_H \bigr] \]

Indeed for \( k \in L^2_0(\nu, H_{0,0}) \) take \( (k^n) \subset V^0_0 \) a sequence which converges to \( h \). We then have, for all \( n \in \mathbb{N} \),

\[ E_\nu \bigr[ < \text{grad}_0^0 F, k^n >_H \bigr] = \frac{d}{dh} F((I+W+\epsilon k)_* \nu) \bigr|_{h=0} = E_\nu \bigr[ < \text{grad}_0^0 F, k^n >_H \bigr] \]

so that by continuity

\[ E_\nu \bigr[ < \text{grad}_F F, k >_H \bigr] = \lim_{n \to \infty} E_\nu \bigr[ < \text{grad}_0^0 F, k^n >_H \bigr] = \lim_{n \to \infty} E_\nu \bigr[ < \text{grad}_F F, k^n >_H \bigr] = E_\nu \bigr[ < \text{grad}_0^0 F, k >_H \bigr] \]

In particular \( \text{grad}_0^0 F \) is the orthogonal projection of \( \text{grad}_F F \) on \( L^2_0(\nu, H_{0,0}) \) and it is meaningful to denote by the same symbol \( \delta F_\nu \) the two linear forms.

5. The stochastic extension of Hamilton’s least action principle

5.1. Regular Lagrangians and their actions.

Definition 5.1. A Borel measurable mapping

\[ L : (t, x, v, a) \in [0, 1] \times \mathbb{R}^d \times \mathbb{R}^d \times \mathcal{M}_d(\mathbb{R}) \to L_t(x, v, a) \in \mathbb{R} \cup \{+\infty\} \]

will be called a Lagrangian. We denote its domain by

\[ \text{Dom}(L) := \{(t, x, v, a) : L_t(x, v, a) < \infty\} \]

And we define the action of \( L \) on \( \mathbb{S} \) to be the mapping

\[ S : \nu \in \mathbb{S} \to S(\nu) \in \mathbb{R} \cup \{+\infty\} \]
Let
\[ \mathcal{L}(t, x, v, a) : (\bar{x}, \bar{v}) \in \mathbb{R}^d \times \mathbb{R}^d \to \mathcal{L}_t(x + \bar{x}, v + \bar{v}, a) \in \mathbb{R} \]

be Fréchet differentiable at \((0_{\mathbb{R}^d}, 0_{\mathbb{R}^d})\) and we denote by
\[ D\mathcal{L}_{t,x,v,a} : (\bar{x}, \bar{v}) \in \mathbb{R}^d \times \mathbb{R}^d \mapsto <(\partial_x \mathcal{L}_t)(x, v, a), \bar{x} >_{\mathbb{R}^d} + <(\partial_v \mathcal{L}_t)(x, v, a), \bar{v} >_{\mathbb{R}^d} \]

its derivative which the linear operator defined by
\[ D\mathcal{L}_{t,x,v,a}[\bar{x}, \bar{v}] := \frac{d}{de}\mathcal{L}_t(x + e\bar{x}, v + e\bar{v}, a)|_{e=0} \]

(iii) The mappings \((t, x, v, a) \in \text{Dom}(\mathcal{L}) \to \partial_x \mathcal{L}_t(x, v, a) \in \mathbb{R}^d\) and \((t, x, v, a) \in \text{Dom}(\mathcal{L}) \to \partial_v \mathcal{L}_t(x, v, a) \in \mathbb{R}^d\) are Borel measurable.

5.2. The stochastic least action principle and the related Euler-Lagrange condition.

**Definition 5.3.** Let \( \mathcal{L} : (t, x, v, a) \in [0, 1] \times \mathbb{R}^d \times \mathbb{R}^d \times \mathcal{M}_d(\mathbb{R}) \to \mathcal{L}_t(x, v, a) \in \mathbb{R}\) be a regular Lagrangian (see Definition 5.1). A probability \( \nu \in \mathcal{S}\) such that for all \( T < 1\), \( \nu - a.s.\),
\[ \int_0^T |\partial_x \mathcal{L}_s(W_s, v_s', a_s')|_{\mathbb{R}^d} ds < \infty \]
is said to satisfy the **stochastic Euler-Lagrange condition** if and only if there exists a \( \mathbb{R}^d\)-valued càdlàg \((\mathcal{F}_t^\nu)\)-martingale \((N^\nu_t)_{t\in[0,1]}\) on the probability space \((W, \mathcal{B}(W) ^\nu, \nu)\) such that \( \nu \otimes \lambda - a.s.\)
\[ \partial_x \mathcal{L}_t(W_t, v_t', a_t') - \int_0^t \partial_x \mathcal{L}_s(W_s, v_s', a_s') ds := N^\nu_t \]
where \((v_t')\) (resp. \((a_t')\)) are the derivatives of the characteristics of \( \nu \) (see Definition 1.2).

**Theorem 5.1.** Let \( \mathcal{L} \) be a regular Lagrangian whose associated action on \( \mathcal{S} \) is noted \( S \) (see Definitions 5.1 and 5.2). Assume also the existence of a strictly positive continuous function \( f : \mathbb{R}^d \to \mathbb{R}^+\) and \( p_1, p_2 \geq 2 \) such that
\[ \limsup_{|\epsilon| \to 0} \sup_{(t, x, v, a, \bar{x}, \bar{v}) \in \text{Dom}(\mathcal{L}) \times \mathbb{R}^d \times \mathbb{R}^d} \left( \frac{|\mathcal{L}_t(x + \epsilon \bar{x}, v + \epsilon \bar{v}, a) - \mathcal{L}_t(x, v, a) - \epsilon D\mathcal{L}_{t,x,v,a}[\bar{x}, \bar{v}]|}{\epsilon f(\bar{x}) \left(1 + |\bar{v}|_{\mathbb{R}^d}^2 + G(t, x, v, a)\right)} \right) = 0 \]
holds, where
\[ G(t, x, v, a) := |\mathcal{L}_t(x, v, a)| + |\partial_x \mathcal{L}(x, v, a)|_{p_2}^{p_1} + |\partial_v \mathcal{L}(x, v, a)|_{p_2}^{p_1} \]
Then for any $\nu \in S$ satisfying
\begin{equation}
S(\nu) + E_\nu \left[ \int_0^1 |\partial_s \mathcal{L}_t(W_t, v^s_t, \alpha^s_t)|^2 dt \right] + E_\nu \left[ \int_0^1 |\partial_s \mathcal{L}(W_s, v^s, \alpha^s)|^2 dt \right] < \infty
\end{equation}
we have that $S$ is $L^2(\nu, H_0, 0)$-differentiable (see subsection 4) at $\nu$. Moreover $\nu$ satisfies the stochastic Euler–Lagrange condition (see Definition 5.3) if and only if
\[ \delta S_\nu(h) = 0 \]
for all $h \in L^2(\nu, H_0, 0)$ i.e. if and only if for all $h \in V^{0,\infty}_\nu$,
\[ \frac{dS(\tau_{h,\nu})}{d\epsilon}|_{\epsilon=0} = 0 \]
where for $h \in V^{0,\infty}_\nu$
\[ \tau_h := I_W + h \]

**Proof:** By (5.87) since $p_1, p_2 \geq 2$ we have
\begin{equation}
E_\nu \left[ \int_0^1 |\partial_s \mathcal{L}_t(W_t, v^s_t, \alpha^s_t)|^2 dt \right] + E_\nu \left[ \int_0^1 |\partial_s \mathcal{L}(W_s, v^s, \alpha^s)|^2 dt \right] < \infty
\end{equation}
Define
\[ \xi_t := \partial_v \mathcal{L}_t(W_t, v^s_t, \alpha^s_t) - \int_0^t \partial_s \mathcal{L}(W_s, v^s, \alpha^s) ds \]
and
\[ \xi := \int_0^t \xi ds. \]
From (5.88) and Jensen’s inequality, $\xi \in L^2(\nu, H)$. Take $h \in V^{0,\infty}_\nu$ and set
\[ A_\epsilon := \left| \frac{S(\tau_{h,\epsilon,\nu}) - S(\nu)}{\epsilon} - E_\nu[< h, \xi >] \right| \]
where $\tau_{h,\epsilon,\nu}$ is the image of the probability $\nu$ by the mapping $\tau_h := I_W + \epsilon h$. We want to show that $A_\epsilon$ converges to 0. By Lemma 5.1, we have
\[ S(\tau_{h,\epsilon,\nu}) = E_{\tau_{h,\epsilon,\nu}} \left[ \int_0^1 \mathcal{L}_s(W_s, v^s_t, \alpha^s_t) ds \right] \]
\[ = E_\nu \left[ \int_0^1 \mathcal{L}_s(W_s + \epsilon h + \dot{h}, v^s_t, \alpha^s_t) ds \right] \]
\[ = E_\nu \left[ \int_0^1 \mathcal{L}_s(W_s + \epsilon h + \dot{h}, v^s_t, \alpha^s_t) ds \right] \]
so that we first obtain, for $\epsilon \in \mathbb{R}$,
\[ A_\epsilon = \left| E_\nu \left[ \int_0^1 \left( \mathcal{L}_s(W_s + \epsilon h + \dot{h}, v^s_t, \alpha^s_t) - \mathcal{L}_s(W_s, v^s_t, \alpha^s_t) \right) \right] ds \right| \]
On the other hand, since $\nu - a.s. h_0 = h_1 = 0$, an integration yields
\[ A_\epsilon = \left| E_\nu \left[ \int_0^1 \left( \mathcal{L}_s(W_s + \epsilon h + \dot{h}, v^s_t, \alpha^s_t) - \mathcal{L}_s(W_s, v^s_t, \alpha^s_t) \right) - D\mathcal{L}_t(W_s, v^s_t, \alpha^s_t)[h, \dot{h}] ds \right] \right| \]
where $(t, x, v, a) \to D\mathcal{L}_t(x, v, a)$ is given by (5.88). By the hypothesis
\[ 0 \leq E_\nu \left[ \int_0^1 G(t, W_t, v^s_t, \alpha^s_t) dt \right] < \infty \]
For $\epsilon_0 > 0$ by (5.80) there exists $\alpha > 0$ such that, for all $\epsilon \in \mathbb{R}/\{0\}$ with $|\epsilon| < \alpha$, the following inequality holds everywhere
\[
\frac{\mathcal{L}_{t}(x + \epsilon \bar{x}, v + \epsilon \bar{v}, \alpha) - \mathcal{L}_{t}(x, v, \alpha)}{\epsilon} - D\mathcal{L}_{t}(x, v, \alpha)[\bar{x}, \bar{v}] \leq \frac{\epsilon_0}{B} f(\bar{x})(1 + |\bar{v}|^2 g + G(t, x, v, a))
\]
where
\[
B := \left( \sup_{z \in B(0, d, R)} f(z) \right) \left( 1 + |h|^{2}_{L^2(\nu, H)} + E_{\nu} \left[ \int_{0}^{1} G(t, W_t, v^\nu_t, \alpha^\nu_t) dt \right] \right)
\]
and
\[
R := |h|_{L^\infty(\nu, W)} + 1 < \infty
\]
Since $h \in V^0_{\nu} \setminus \nu$ we have $\nu - a.s.$ for all $t \in [0, 1]$, $|h_t(\omega)|_{B^d} \leq |h|_{L^\infty(\nu, W)}$. Thus by the continuity of $f$, for any $\epsilon$ such that $|\epsilon| < \alpha$ we obtain
\[
A_\epsilon \leq \frac{\epsilon_0}{B} E_{\nu} \left[ \int_{0}^{1} f(h_s)(1 + |h_s|^2 g + G(W_s, v^\nu_s, \alpha^\nu_s)) ds \right]
\]
\[
= \frac{\epsilon_0}{B} E_{\nu} \left[ \int_{0}^{1} \left( \sup_{z \in B(0, d, R)} f(z) \right) (1 + |h_s|^2 g + G(W_s, v^\nu_s, \alpha^\nu_s)) ds \right]
\]
\[
\leq \frac{\epsilon_0}{B} \left( \sup_{z \in B(0, d, R)} f(z) \right) E_{\nu} \left[ \int_{0}^{1} (1 + |h_s|^2 g + G(W_s, v^\nu_s, \alpha^\nu_s)) ds \right]
\]
\[
\leq \epsilon_0
\]
Hence we have
\[
\limsup_{|\epsilon| \to 0} A_\epsilon \leq \epsilon_0
\]
Since this inequality holds for any $\epsilon_0 > 0$, we conclude that $\limsup_{|\epsilon| \to 0} A_\epsilon = 0$. Using the definition of $A_\epsilon$ we get that for all $h \in V^0_{\nu} \setminus \#S(\tau_{h_s}\nu)|_{|s|=0}$ exists and
\[
(5.89) \quad \delta S_{\nu}[h] = \frac{d}{d\epsilon} S(\tau_{h_s}\nu)|_{\epsilon=0} = E_{\nu}[<\xi, h >_H]
\]
In particular, $S$ is $L^2_{\nu}(\nu, H_{0,0})$—differentiable (see subsection 4). Note that by Proposition 1.1 and by definition of $\xi$, $\nu$ satisfies the stochastic Euler—Lagrange condition if and only if $\xi$ is orthogonal to $L^2_{\nu}(\nu, H_{0,0})$. On the other hand, by (5.89) $\nu$ satisfies the least action principle for $S$ if and only if for all $h \in V^0_{\nu}$
\[
E_{\nu}[<h, \xi, h >_H] = 0
\]
while by Lemma 2.1 this latter condition is also satisfied if and only if if $\xi$ is orthogonal to $L^2_{\nu}(\nu, H_{0,0})$. This achieves the proof. \(\square\)

**Remark 5.2.1.** Whenever $\nu$ satisfies the stochastic Euler-Lagrange condition it also satisfies the following averaged stochastic Euler-Lagrange condition (5.90)
\[
(5.90) \quad \frac{d}{dt} E_{\nu}[\partial_{\nu}\mathcal{L}_{t}(W_t, v^\nu_t, \alpha^\nu_t)] = E_{\nu}[\partial_{\nu}\mathcal{L}_{s}(W_t, v^\nu_t, \alpha^\nu_t)]
\]
Moreover the left hand side of (5.90) is well defined and it is trivial to check that (5.90) holds if and only if for any $h \in H_{0,0}$ we have
\[
(5.91) \quad \delta S_{\nu}[h] = 0
\]
We refer to \[12\] for an Hamiltonian point of view on the stochastic Euler–Lagrange condition.

Assume that \( \mathcal{L} \) is a regular Lagrangian which does not depends on \((\alpha^\nu_t)\). For \( x \in \mathbb{R}^d \) and \( u \in H \) let \( \gamma \in W \) be defined by \( \gamma_t := x + u_t \) for all \( t \in [0,1] \), and denote by \( \delta^\text{Dirac}_\gamma \) the Dirac measure concentrated on \( \gamma \), namely \( \delta^\text{Dirac}_\gamma(A) = I_A(\gamma) \) for \( A \in \mathcal{B}(W) \). Then \((\mathcal{F}_t^\nu)\) is the filtration constant equal to the set of the subsets of \( W \), so that the martingales can be identified with the constants, and \( V^\nu_{0,\infty} = V^\nu_0 = L^2(\nu, H_{0,0}) \simeq H_{0,0} \). Moreover in this case for \( h \in V^\nu_0, \epsilon \in \mathbb{R} \), we have \( \tau_{\epsilon h, \nu} = \delta_{\gamma + \epsilon h} \) so that \( \tau_{\epsilon h, \nu} \in \mathcal{S} \) has a martingale part equal to \( 0 \) and \( \tau_{\epsilon h, \nu} \text{ a.s. for all } t \in [0,1] \).

\[
W_t = x + \gamma_t + \epsilon h_t
\]

In particular \( \dot{W}_t \) exists a.s. and \( \tau_{\epsilon h, \nu} \text{ a.s. } \dot{v}^{\tau_{\epsilon h, \nu}}(\omega) = \dot{W}_t = \dot{\gamma}_t + \dot{\epsilon} h_t \). Hence we obtain

\[
\mathcal{S}(\tau_{\epsilon h, \nu}) = \int_0^1 \mathcal{L}(\gamma_s + \epsilon h_s, \dot{\gamma}_s + \dot{\epsilon} h_s) \, ds
\]

and the stochastic least action principle reads

\[
\frac{d}{dt} |_{t=0} \int_0^1 \mathcal{L}(\gamma_s + \epsilon h_s, \dot{\gamma}_s + \dot{\epsilon} h_s) \, ds = 0
\]

for all \( h \in H_{0,0} \), while the stochastic Euler-Lagrange condition holds if and only if there exists \( c \in \mathbb{R} \) such that \( \lambda - \text{a.s.} \)

\[
\partial_\nu \mathcal{L}(\gamma_t, \dot{\gamma}_t) - \int_0^t \partial_{\dot{\gamma}} \mathcal{L}(\gamma_s, \dot{\gamma}_s) \, ds = c
\]

or if and only if \( t \to \partial_\nu \mathcal{L}(t, \gamma_t, \dot{\gamma}_t) \) is differentiable a.e. and \( \lambda - \text{a.e.} \).

\[
(5.92)
\]

Moreover, if we assume also that \((x, v) \in \mathbb{R}^d \times \mathbb{R}^d \to \partial_\nu \mathcal{L}(x, v) \in \mathbb{R}^d \) is continuous (resp. \((x, v) \in \mathbb{R}^d \times \mathbb{R}^d \to \partial_\nu \mathcal{L}(x, v) \in \mathbb{R}^d \) is \( C^1 \)), and that \( t \in [0,1] \to \gamma_t \in \mathbb{R}^d \) is \( C^2 \), then \((5.92)\) holds for all \( t \in [0,1] \). In this case we recover the least action principle of classical mechanics.

6. INVARIANCES AND NOETHER’S THEOREM

**Definition 6.1.** Let \( h: [0,1] \times \mathbb{R}^d \to \mathbb{R}^d \) be a mapping which satisfies the hypothesis of Lemma \[3.12\]. We say that \( h \) is an \( \mathcal{S} \)-invariant transformation for \( \mathcal{L} \) if for all \( \nu \in \mathcal{S} \), \( \nu \text{ - a.s} \) all \( \omega \in W \) we have, \( \lambda - \text{a.s.} \),

\[
(6.93)
\]

where \( \Gamma \) is the lift of \( h \) on \( \mathcal{S} \) at \( \nu \) (see Definition \[3.11\]). Moreover we say that a family \((h^\epsilon)_{\epsilon \in \mathbb{R}}\) of \( \mathcal{S} \)-invariant transformation for \( \mathcal{L} \) is a differentiable family of \( \mathcal{S} \)-invariant transformations for \( \mathcal{L} \), if \((t, x, \epsilon) \in [0,1] \times \mathbb{R}^d \times \mathbb{R} \to h^\epsilon(t, x) \in \mathbb{R}^d \) is \( C^1 \) in \( \epsilon \) and \( h^\epsilon(t, x) = x \) for all \( (t, x) \in [0,1] \times \mathbb{R}^d \).

We recall that for two real valued càdlàg semi-martingales \( X \) and \( Y \), their quadratic co-variation is the process \([(X, Y)]_t\) defined by

\[
[X, Y]_t = XY - \int_0^t X s - dY_s - \int_0^t Y_s - dX_s
\]

see \[3\] for more.
Theorem 6.1. Let $\mathcal{L}$ be a regular Lagrangian which is $C^1$ and assume that $\nu \in \mathbb{S}$ satisfies the stochastic Euler-Lagrange conditions (see Definition 5.3) for $\mathcal{L}$. Assume also that $(h^r)_{r \in \mathbb{R}}$ is a differentiable family of $\mathbb{S}$–invariant transformations for $\mathcal{L}$. Let $(\mathcal{I}_t)_{t \in [0,1]}$ be any optional process on $(W, \mathcal{F}^\nu, \nu)$ such that $\lambda \otimes \nu$ – a.s.

\(\mathcal{I}_t := \langle \frac{d}{dt}|_{t=0} h^r_t(W_t), p_t^\nu \rangle > \mathbb{R}^d - \sum \left[ \frac{d}{dt}|_{t=0} h^r_t(W_t)^i, p_t^\nu \right]_t + \int_0^t \theta_s ds\)

where $[.,.]$ denotes the quadratic co-variation of semi-martingales, $(p_t^\nu)$ denotes a càdlàg modification of the process $(\partial_t \mathcal{L}_t(W_t, v^\nu_t, \alpha^\nu_t))$, and

\(\theta_s := \sum_{i,j} \kappa_s^{i,j} \frac{\partial \mathcal{L}}{\partial \alpha_{i,j}}(W_s, v^\nu_s, \alpha^\nu_s)\)

and where $(\kappa_s(\omega))$ is the $\mathcal{M}_d(\mathbb{R})$–valued process defined by

\(\kappa_s(\omega) := \alpha^\nu_s, \left( \left( \nabla \frac{d}{dt}|_{t=0} h^r_t \right) (s, W_s) \right)^\dagger + \left( \left( \nabla \frac{d}{dt}|_{t=0} h^r_t \right) (s, W_s) \right) \alpha^\nu_s\)

Then $(\mathcal{I}_t)_{t \in [0,1]}$ is a $(\mathcal{F}^\nu)$–local martingale on the probability space $(W, \mathcal{B}(W)^\nu, \nu)$.

**Proof:** For all $\epsilon \in \mathbb{R}$ we denote by $\Gamma^\epsilon$ the lift of $h^r$ on $\mathbb{S}$ at $\nu$ (see Definition 3.1). We set $\nu_\epsilon := \Gamma^\epsilon \nu$ and

\(\bar{u}(t, x) := \frac{d}{dt}|_{t=0} h^r_t(x)\)

For $T < 1$, by Lemma 3.22

\(\int_0^T \mathcal{L}(\Gamma^\epsilon_t, v^\nu_t \circ \Gamma^\epsilon_t, \alpha^\nu_t \circ \Gamma^\epsilon_t) dt = \int_0^T \mathcal{L}(h^r(t, W_t), m^\epsilon_t, \alpha^\epsilon_t) dt\)

where

\(m^\epsilon_t = \partial_t h^r(t, W_t) + (v^\nu_t, \nabla) h^r(t, W_t) + \sum_{i,j} \frac{\alpha^\nu_{i,j}}{2} \partial_{i,j} h^r(t, W_t)\)

and

\(\alpha^\epsilon = \alpha^\nu, (\nabla h^r)^\dagger(t, W_t) + \nabla h^r(t, W_t). \alpha^\nu\)

By differentiating (6.97), condition (6.93) yields $\nu$ – a.s.,

\(0 = \int_0^T \langle \bar{u}(t, W_t), \partial_x \mathcal{L}(W_t, v^\nu_t, \alpha^\nu_t) \rangle + \langle Q_t, \partial_x \mathcal{L}(W_t, v^\nu_t, \alpha^\nu_t) \rangle + \theta_t dt\)

where

\(Q_t := \partial_t \bar{u}(t, W_t) + (v^\nu_t, \nabla) \bar{u}(t, W_t) + \sum_{i,j} \frac{\alpha^\nu_{i,j}}{2} \partial_{i,j} \bar{u}(t, W_t)\)

and where $(\theta_s)$ is given by (6.95) and $\kappa$ by (6.96). Since $\nu$ satisfies the stochastic Euler–Lagrange condition there exists a $(\mathcal{F}^\nu_t)$ càdlàg martingale $(N^\nu_t)$ such that $\nu \otimes \lambda$ – a.s.

\(\partial_x \mathcal{L}_t(W_t, v^\nu_t, \alpha^\nu_t) = N^\nu_t + \int_0^t \partial_x \mathcal{L}_s(W_s, v^\nu_s, \alpha^\nu_s) ds\)

Denote by $(p^\nu_t)$ the process defined by the right hand term of (6.100). We have

\(\int_0^T \langle \bar{u}(t, W_t), \partial_x \mathcal{L}(W_t, v^\nu_t, \alpha^\nu_t) \rangle dt = \int_0^T \langle \bar{u}(t, W_t), dp^\nu_t \rangle \geq -\int_0^T \langle \bar{u}(t, W_t), dN^\nu_t \rangle\)
We now compute the first term of the right hand side. Denoting by \( M' \) the martingale part of \( \nu \) by Itô’s formula we obtain a.e.

\[
\tilde{\nu}^i(t, W_t) = M'^i_t + A^i_t
\]

where

\[
M'^i_t = \tilde{\nu}^i(0, W_0) + \int_0^t \sum_j (\partial_j \tilde{\nu}^i)(s, W_s) dM'^j_s
\]

and where

\[
A^i_t := \int_0^t Q^i_s ds
\]

with \((Q_s)\) given by (6.99). Since \((M'^i_t)\) is a continuous local martingale and \((A_t)\) is continuous and of finite variation, by Itô’s formula (by (18.1) and (19.2) VIII p.343 of [3]) we obtain

\[
\int_0^T <\tilde{\nu}(t, W_t), \partial x L(W_t, \nu_t, \alpha_t) > dt = <\tilde{\nu}(T, W_T), p_T^\nu >_{\mathbb{R}^d} - \int_0^T < p_t^\nu, dM'^i_t > + \ldots
\]

\[
- \int_0^T < p_t^\nu, Q_t > dt - \sum_i [M'^{n,i}, p^{\nu,i}]_T - \tilde{\nu}_T
\]

Putting (6.102) into (6.101) we derive

\[
\int_0^T <\tilde{\nu}(t, W_t), \partial x L(W_t, \nu_t, \alpha_t) > dt = <\tilde{\nu}(T, W_T), p_T^\nu >_{\mathbb{R}^d} - \int_0^T < p_t^\nu, Q_t > dt - \sum_i [M'^{n,i}, p^{\nu,i}]_T - \tilde{\nu}_T
\]

Putting (6.103) into (6.98) we obtain

\[
\mathcal{I}_T = \tilde{\nu}_T
\]

On the other hand by construction \((\tilde{\nu}_T)\) is a càdlàg \((\mathcal{F}'_t)\)-local martingale so that the result follows by (6.104).

\[\square\]

Remark 6.0.2. This theorem must be compared with the original theorem such as it is formulated p.88 of [2] together with the following remark. Take \( c \in W \) to be such that \( t \in [0, 1] \rightarrow c_t \in \mathbb{R}^d \) is smooth, \( \nu := \delta_{\tilde{c}} \) the associated Dirac measure and the probability space \((W, \mathcal{B}(W)^\nu, \nu)\). Consider a particular \( h : (t, x) \in [0, 1] \times \mathbb{R}^d \rightarrow h(x) \in \mathbb{R}^d \) not depending on time and satisfying the hypothesis of Lemma 3.2. and let \( \Gamma \) denote the lift of \( h \) at \( \nu \). Then for this transformation, we have \( \Gamma_* \nu = \delta_{\tilde{c}} \) where \( \tilde{c}_t = h(c_t) \) for all \( t \), and \( \lambda \otimes \nu - a.s. \)

\[
v_t^{\Gamma_* \nu} \circ \Gamma = \frac{dh(W_t)}{dt}
\]

The r.h.s. of this latter equation is nothing but the image of \( \tilde{W}_t \) by \( h \) (noted \( h_* (\tilde{W}_t) \) in geometry).
7. Application to stochastic control

Definition 7.1. A subset $\mathcal{N}$ of $\mathcal{S}$ is said to be $V^0$–stable if for any $\nu \in \mathcal{N}$ any $\epsilon \in \mathbb{R}$ and $h \in V^0_\nu$

$$\tau_{\epsilon h} \ast \nu \in \mathcal{N}$$

where

$$\tau_{\epsilon h} := I_W + \epsilon h$$

Note that in particular (see Lemma 3.1), $\mathcal{S}$ is $V^0$–stable.

Theorem 7.1. Let $\mathcal{N}$ be a $V^0$–stable subset of $\mathcal{S}$ (see Definition 7.1). Consider $\mathcal{L}$ a non negative regular Lagrangian with associated action $\mathcal{S}$. Assume also that there exists a strictly positive continuous function $f : \mathbb{R}^d \to \mathbb{R}^+$ and $p_1, p_2 \geq 2$ such that (5.86) holds for $\mathcal{L}$ and

$$\sup_{(t,x,v,a) \in \text{Dom}(\mathcal{L})} \left( \frac{|\partial_x \mathcal{L}(x,v,a)|_{p_1} + |\partial_v \mathcal{L}(x,v,a)|_{p_2}}{1 + \mathcal{L}(x,v,a)} \right) < \infty$$

Consider the minimization problem

$$(7.106) \quad I_F := \inf \left\{ \mathcal{S}(\nu) : \nu \in \mathcal{N} \right\}$$

and assume that $I_F < \infty$. Then for any $\eta \in \mathcal{N}$ which attains the infimum of (7.106), $\eta$ satisfies the stochastic Euler-Lagrange condition (5.85) for $\mathcal{L}$. Moreover if $\mathcal{L}$ is $C^1$ and $(h^\epsilon)$ is a differentiable family of $\mathcal{S}$–invariant transformations for $\mathcal{L}$ (see Definition 6.1), the process defined on $(W, \mathcal{B}(W)^\eta, \eta)$ by (6.94) is a $(\mathcal{F}^\eta_t)$–local martingale. Moreover the same statements hold if we change the $\inf$ by $\sup$, assuming it is attained.

Proof: First notice that by (7.105), since $\mathcal{S}(\eta) < \infty$, (5.87) is satisfied with $p_1, p_2$ as (5.86) is assumed. Thus Theorem 5.1 applies to $\mathcal{L}$ at $\eta$ and we first obtain that $\mathcal{S}$ is $L^2(\eta, H_{t,0})$–differentiable.

Notice that, for any $h \in V^0_\infty$, by Definition 7.1 we have

$$\tau_{\epsilon h} \ast \eta \in \mathcal{N}$$

Therefore since $\eta$ (it is a minimum of the action, it satisfies

$$\delta \mathcal{S}_\eta[h] := \frac{d}{d\epsilon} \mathcal{S}(\tau_{\epsilon h} \ast \eta)|_{\epsilon = 0} = 0$$

for all $h \in V^0_\infty$, so that by definition of $\delta \mathcal{S}_\eta$ we get

$$\delta \mathcal{S}_\eta = 0$$

Thus, the result directly follows by Theorem 5.1 and Theorem 6.1. If we change the $\inf$ by $\sup$ the proof is similar. \hfill $\square$

For $\gamma \in \mathcal{P}_{\mathbb{R}^d \times \mathbb{R}^d}$ a Borel probability on $\mathbb{R}^d \times \mathbb{R}^d$ (resp. $\nu_0, \nu_1$ two Borel probabilities on $\mathbb{R}^d$) we set

$$\mathcal{S}_\gamma := \{ \nu \in \mathcal{S} : (W_0 \times W_1) \ast \nu = \gamma \}$$

where $(W_0 \times W_1) : \omega \in W \to (W_0(\omega), W_1(\omega)) \in \mathbb{R}^d \times \mathbb{R}^d$ i.e. $\mathcal{S}_\gamma$ is the set of the $\nu \in \mathcal{S}$ with a fixed joint law $\gamma$ for $(W_0, W_1)$ Consider also

$$\mathcal{S}_{\nu_0, \nu_1} := \{ \nu \in \mathcal{S} : W_0 \ast \nu = \nu_0, W_1 \ast \nu = \nu_1 \}$$
i.e. the set of $\nu \in S$ with initial marginal $\nu_0$ and final marginal $\nu_1$. We also denote the set of the $\nu \in S$ whose martingale part is a Brownian motion by $S_B$ i.e.

$$S_B := \{ \nu \in S : M_0^\nu \nu = \mu^0 \}$$

where $\mu^0$ is the standard Wiener measure (the law of the Brownian motion, with $\mu^0 - a.s. \ W_0 = 0$).

We refer to [22] and to the proofs therein for sufficient condition for the existence to the following minimizer. By assuming their existence we obtain:

\textbf{Corollary 7.1.} Consider a probability $\gamma \in \mathcal{P}_{\mathbb{R}^d \times \mathbb{R}^d}$ (resp. $\nu_0, \nu_1 \in \mathcal{P}_{\mathbb{R}^d}$) and any non negative Lagrangian $L$ which is regular and whose action is denoted by $\mathcal{S}$ (see Definition 5.2). Assume also that hypothesis (7.105) and (5.86) are satisfied for some $p_1, p_2 \geq 2$ and some strictly positive continuous mapping $f: \mathbb{R}^d \rightarrow \mathbb{R}^+$. Consider the variational problems

\begin{align*}
I_{\nu_0, \nu_1} &:= \inf \{ \mathcal{S}(\nu) : \nu \in S_{\nu_0, \nu_1} \} \\
I_{\gamma} &:= \inf \{ \mathcal{S}(\nu) : \nu \in S_\gamma \} \\
I_{\nu_0, \nu_1}^B &:= \inf \{ \mathcal{S}(\nu) : \nu \in S_B \cap S_{\nu_0, \nu_1} \} \\
I_{\gamma}^B &:= \inf \{ \mathcal{S}(\nu) : \nu \in S_B \cap S_\gamma \}
\end{align*}

and

\begin{align*}
I_{\nu_0, \nu_1}^B &:= \inf \{ \mathcal{S}(\nu) : \nu \in S_B \cap S_{\nu_0, \nu_1} \} \\
I_{\gamma}^B &:= \inf \{ \mathcal{S}(\nu) : \nu \in S_B \cap S_\gamma \}
\end{align*}

By assuming that $I_{\nu_0, \nu_1}$ (resp. $I_{\gamma}$, resp. $I_{\nu_0, \nu_1}^B$, resp. $I_{\gamma}^B$) is finite (i.e. $< \infty$), any $\nu \in S_{\nu_0, \nu_1}$ (resp. $S_\gamma$, resp. $S_{\nu_0, \nu_1} \cap S_B$, resp. $S_\gamma \cap S_B$) which attains the infimum of (7.107) (resp. of (7.108), resp. of (7.109), resp. of (7.110)), satisfies the stochastic Euler-Lagrange condition (5.85) for $L$. Moreover if $\mathcal{L}$ is $C^1$ and $(h^\nu)$ is a differentiable family of $\mathcal{S}$–invariant transformations for $\mathcal{L}$ (see Definition 6.1) then the process defined on the probability space $(W, \mathcal{B}(W)^\nu, \nu)$ by (6.9) is a $(F^\nu_t)$–local martingale.

Moreover the same statements hold if we change the $\inf$ by $\sup$, assuming it is attained.

\textbf{Proof:} Note that $S_\gamma$ is $V^0$–stable (see Definition 7.1). Indeed, for all $\nu \in S_\gamma$ and $h \in V^0_\nu$ we have, $\nu - a.s.$

$$h_0 = h_1 = 0$$

so that

$$(W_0 \times W_1)_* (\tau_h \nu) = ((W_0 + h_0) \times (W_1 + h_1))_* \nu = (W_0 \times W_1)_* \nu = \gamma$$

Similarly $S_{\nu_0, \nu_1}$ is $V^0$–stable. Thus Paul Levy’s criterion and (3.78) of Lemma 3.1 imply that $S_\gamma \cap S_B$ and $S_{\nu_0, \nu_1} \cap S_B$ are also $V^0$–stable. Therefore the results directly follow by Theorem 7.1. For $\sup$, the proof is similar. \qed
8. The critical processes of the classical Lagrangians

8.1. The classical Lagrangians.

Definition 8.1. Given a function $V : [0, 1] \times \mathbb{R}^d \to \mathbb{R}$ which is assumed to be measurable and $C^1$ in $x$, we define classical Lagrangians of the form

$$L^V : (t, x, v, a) \in [0,1] \times \mathbb{R}^d \times \mathbb{R}^d \times \mathcal{M}_d(\mathbb{R}) \to \frac{|v|^2}{2} - V(x) \in \mathbb{R}$$

and denote by $G_V(\mathbb{R}^d)$ the set of $\nu \in \mathbb{S}$ which satisfy the stochastic Euler-Lagrange condition (see Definition 5.3) for $L^V$.

The following is the counterpart to the Galilean invariance for the free particle of classical mechanics in our stochastic framework:

Proposition 8.1. A measure $\nu \in \mathbb{S}$ belongs to $G_0(\mathbb{R}^d)$ if and only if for any $U \in \mathcal{T}_0^1(\nu)$ of the form

$$U := I_W + h$$

where $h \in \mathcal{M}_a(\nu, H) \cap V_\nu$ (see Proposition [1.1] and Definition [1.1]) we have

$$U, \nu \in G_0(\mathbb{R}^d)$$

Proof: For any $k := \int_0^1 \dot{k}_s ds \in L^2_a(U, \nu, H_{0,0})$, by Lemma [3.1] and Proposition [1.1] we obtain

$$E_{U, \nu} \left[ \int_0^1 <v^{U, \nu}_s, \dot{k}_s> ds \right] = E_{\nu} \left[ \int_0^1 <v^{U, \nu}_s \circ U, \dot{k}_s \circ U> \right]$$

$$= E_{\nu} \left[ \int_0^1 <v^{\nu}_s + h_s, \dot{k}_s \circ U> ds \right]$$

$$= E_{\nu} \left[ \int_0^1 <v^{\nu}_s, \dot{k}_s \circ U> ds \right] + E_{\nu} \left[ <h, k \circ U>_{H} \right]$$

$$= E_{\nu} \left[ \int_0^1 <v^{\nu}_s, \dot{k}_s \circ U> ds \right]$$

On the other hand since $U$ is an isomorphism of filtered probability spaces, we have $k \in L^2_a(\nu, H_{0,0})$ iff there exists a $\tilde{k} \in L^2_a(U, \nu, H_{0,0})$ such that $\nu - a.s. k = \tilde{k} \circ U$. Hence the result follows from Proposition [1.1].

Next proposition characterizes the measures in $G_V(\mathbb{R}^d)$.

Proposition 8.2. For $\nu \in G_V(\mathbb{R}^d)$ we have, $\nu - a.s.$,

$$b^\nu = \int_0^1 E_{\nu} \left[ \xi^V_s \big| \mathcal{F}_t \right] dt$$

where $(\xi^V_t)_{t \in [0,1)}$ is the stochastic process on $(W, \mathcal{B}(W)^\nu, \nu)$ defined by

$$(\xi^V_t)_{t \in [0,1)} : (t, \omega) \in [0, 1) \times W \to \xi^V_t(\omega) := \frac{\omega_1 - \omega_t}{1 - t} + \int_t^1 \frac{(1 - s)}{(1 - t)} \nabla V(\omega_s) ds \in \mathbb{R}^d$$
Proof: By the stochastic Euler-Lagrange condition the process \((A_t)\) defined by

\[ A_t(\omega) := v_t^\nu + \int_0^t \langle \nabla V \rangle (W_s) \, ds \]

is a \((\mathcal{F}_t^\nu)\)-martingale so that we have \(\nu \otimes \lambda - a.s.\)

\[
A_t(\omega) = \frac{1}{1-t} E_\nu \left[ \int_0^1 A_\sigma \, d\sigma \bigg| \mathcal{F}_t^\nu \right] 
= E_\nu \left[ \frac{W_t - W_i}{1-t} \bigg| \mathcal{F}_t^\nu \right] + \frac{1}{1-t} E_\nu \left[ \int_t^1 \langle \nabla V \rangle (W_\sigma) \, d\sigma \bigg| \mathcal{F}_t^\nu \right]
\]

where the last line is obtained by noticing that, from the definition of \(v_t^\nu\), we have

\[
E_\nu \left[ \frac{W_t - W_i}{1-t} \bigg| \mathcal{F}_t^\nu \right] = E_\nu \left[ \int_0^1 v_s^\nu \, ds \bigg| \mathcal{F}_t^\nu \right]
\]

Hence we obtain \(\nu \otimes \lambda - a.s.\)

\[
(8.111) \quad v_t^\nu = E_\nu \left[ \frac{W_t - W_i}{1-t} \bigg| \mathcal{F}_t^\nu \right] - \int_0^t \langle \nabla V \rangle (W_s) \, ds + \frac{1}{1-t} E_\nu \left[ \int_t^1 \langle \nabla V \rangle (W_\sigma) \, d\sigma \bigg| \mathcal{F}_t^\nu \right]
\]

and the result follows by integrating by parts. \(\square\)

8.2. Critical processes of classical Lagrangians and systems of stochastic differential equations.

Theorem 8.1. Let \(\bar{\eta} \in \mathcal{P}_{\mathbb{R}^d}\) be a Borel probability on \(\mathbb{R}^d\). Assume that \((X, Y)\) satisfies the system

\[
\begin{align*}
    dX_t &= \sigma_t(X) dB_t + Y_t \, dt \\
    dY_t &= dZ_t - \langle \nabla V \rangle(t, X_t) \, dt
\end{align*}
\]

on some complete stochastic basis \((\Omega, \mathcal{A}, (\mathcal{A}_t)_{t \in [0,1]}, \mathcal{P})\), where \((Z_t)\) is a càdlàg \((\mathcal{A}_t)_{t \in [0,1]}\) martingale, \((B_t)\) an \((\mathcal{A}_t)\)-Brownian motion, and \((X_t)\) is \((\mathcal{A}_t)\)-adapted. Then

\[ X_* \mathcal{P} \in G_V(\mathbb{R}^d) \]

and conversely if \(\nu \in G_V(\mathbb{R}^d)\) with \(W_0, \nu = \bar{\eta}\) then \((W_t, v_t^\nu)\) satisfy a system of this form with \((\sigma_t)\) such that \(\alpha_t^\nu = \sigma_t \sigma_t^\dagger\) on the space \((\mathcal{W}, \mathcal{B}(\mathcal{W})^\nu, \nu)\) with the filtration \((\mathcal{F}_t^\nu)\) or on one of its extensions (see [2]).

Proof: We assume that \((X, Y, Z)\) is a solution to \((8.112) \ (8.113) \ (8.114)\) on a probability space \((\Omega, \mathcal{A}, \mathcal{P})\) with a filtration \((\mathcal{A}_t)_{t \in [0,1]}\) for a \((\mathcal{A}_t)\)-Brownian motion \(B\). We set

\[ \nu := X_* \mathcal{P} \]

By Proposition 3.1 condition \((8.112)\) implies that \(\nu \in \mathcal{S}\) with

\[ \int_0^1 \alpha_t^\nu \, dt = \int_0^1 \sigma_t \sigma_t^\dagger \, dt \]

and \(\nu - a.s.\)

\[ b^\nu \circ X = \int_0^1 E\mathcal{P} \left[ Y_t | G_t^X \right] \, dt \]
where \( b^\nu \) denotes the finite variation part of \( \nu \) (see Definition \[12\]), and where \( (E_\nu [Y_t | G^X_t]) \) denotes a càdlàg modification of the optional projection of \( (Y_t) \) on the usual augmentation \( (G^X_t) \) of the filtration generated by \( X \). We now take \( (t, \omega) \in [0, 1] \times W \rightarrow v^\nu_t \in \mathbb{R}^d \) to be càdlàg, \( (F^t) \)-adapted and such that \( \mathcal{P} - a.s. \) for all \( t \in [0, 1] \)

\[
v^\nu_t \circ X = E_\nu [Y_t | G^X_t]
\]
and we set

\[
N^\nu_t := v^\nu_t + \int_0^t (\nabla V)(\sigma, W_\sigma)d\sigma
\]

We want to prove that \( (N^\nu_t) \) is a \( (F^t) \)-martingale. First note that by definition \( (Z_t) \) is a \( (A_t) \) martingale and that for any \( t \in [0, 1] \) \( G^X_t \subset A_t \). Therefore, for any \( s \leq t, \mathcal{P} - a.s. \)

\[
E_\nu [Z_s | G^X_s] = E_\nu [Z_t | G^X_t]
\]

On the other hand by \((8.115)\) and \((3.50)\) we have, for \( 0 \leq t \leq T \), \( \mathcal{P} - a.s. \)

\[
E_\nu [N^\nu_t | F^s_t] \circ X = E_\nu [N^\nu_t \circ X | G^X_s] = E_\nu \left[ (E_\nu [Y_t | G^X_t] + \int_0^t (\nabla V)(\sigma, X_\sigma)d\sigma) | G^X_s \right] = E_\nu \left[ Z_t | G^X_s \right]
\]

where \( Z_t := Z_t - Z_0 + Y_0 \). Together with \((8.116)\) and since \( (N^\nu_t) \) is \( (F^t) \)-adapted we derive, for \( s \leq t \)

\[
E_\nu [N^\nu_t | F^s_t] \circ X = E_\nu \left[ Z_t | G^X_s \right] = E_\nu \left[ Z_s | G^X_s \right] = N^\nu_s \circ X
\]

so that \( (N^\nu_t) \) is a \( (F^t) \)-martingale on \( (W, \mathcal{B}(W)^\nu, \nu) \). The converse follows from the definition. Indeed take \( Z_t = N^\nu_t \), where \( N^\nu_t \) is the martingale of the stochastic Euler-Lagrange condition. Then

\[
dv^\nu_t = dZ_t + (\nabla V)(t, W_t)dt
\]
and on the other hand, \( \nu - a.s. \)

\[
dW_t = dM^\nu_t + v^\nu_t dt
\]

so that the result follows by the martingale representation theorem (see \[6\]) which can be applied on \( (W, \mathcal{B}(W)^\nu, \nu) \) or on one of its extensions if \( \sigma^\nu \) is degenerated.

\[ \square \]

**Remark 8.2.1.** It is an interesting problem to determine conditions that assure the existence of solutions for a system of type \((8.112)-(8.114)\). Adding a final condition for the process \( Y \) leads us to the study of forward-backward stochastic differential systems (we refer, for example to \[15\]).

The next result shows the existence of a probability satisfying the Euler-Lagrange condition for a classical Lagrangian with force \( V = 0 \).

**Proposition 8.3.** Let \( \gamma \) be a Borel probability on \( \mathcal{P}_{\mathbb{R}^d \times \mathbb{R}^d} \), whose first marginal \( \pi_* \gamma \) is denoted by \( \nu_0 \in \mathcal{P}_{\mathbb{R}^d} \), and let \( \mu_{\nu_0} := \int_{\mathbb{R}^d} \nu_0(dx) \mu^x \) where \( \mu^x \) is the Wiener measure starting from \( x \in \mathbb{R}^d \). Assume also that

\[
l(\gamma) := \inf(\mathcal{H}(\nu | \mu_{\nu_0}) : \nu \in \mathcal{P}_W, (W_0 \times W_1)_* \nu = \gamma) < \infty
\]

where

\[
\mathcal{H}(\nu | \mu_{\nu_0}) := E_\nu \left[ \ln \frac{d\nu}{d\mu_{\nu_0}} \right]
\]

denotes the relative entropy. Then there exists a unique probability \( \nu^* \) which attains the infimum of \((8.117)\) and \( \nu^* \in \mathcal{G}_0(\mathbb{R}^d) \).
Proof: By a classical application of the Dunford–Pettis theorem, the relative entropy with respect to \( \nu_0 \) has compact level sets (for the weak convergence in measure). Moreover it is strictly convex. Since \( \{ \nu \in \mathcal{P}_W : (W_0 \times W_1)_* \nu \} \) is closed (for the weak convergence in measure) and convex, as soon as \( l(\gamma) < \infty \) the infimum is attained by a unique probability \( \nu^* \). If \( \mathcal{H}(\nu|\mu_0) < \infty \) then in particular \( \nu \ll \mu_0 \) and by the Gisanov theorem \( \nu \in S_B \) (see Corollary 7.1). On the other hand by the celebrated formula of [5] if \( \mathcal{H}(\nu|\mu_0) < \infty \) we have

\[
2\mathcal{H}(\nu|\mu_0) = E_\nu \left[ \int_0^1 |\nu_s'|^2 ds \right]
\]

Thus we obtain

\[
l(\gamma) = \inf \left( E_\nu \left[ \int_0^1 \frac{|\nu_s'|^2}{2} ds \right], \nu \in S_B \cap S_\gamma \right)
\]

and the result follows by Corollary 7.1.

Examples: Let us mention the following examples and counterexamples which follow by simple calculus:

(i) For any \( x, y \in \mathbb{R}^d \), \( \mu_{x,y} \in G_0(\mathbb{R}^d) \), where \( \mu_{x,y} \) denotes the law of the pinned Brownian motion such that \( W_0 = x \) and \( W_1 = y \).

(ii) For \( d = 1 \), let \( \alpha \in [0, 1) \) and \( \mu_0 \) be the standard Wiener measure with \( \mu_0 \)-a.s. \( W_0 = 0 \). Define \( \nu \) to be the probability which is absolutely continuous with respect to \( \mu_0 \) with density given by

\[
\frac{d\nu}{d\mu_0} := \frac{(W_1 - W_\alpha)^2}{1 - \alpha}
\]

Then Clark–Ocone formula of Malliavin calculus shows that \( \nu \in G_0(\mathbb{R}^d) \) and that it is the law of the non-Markovian stochastic differential equation

\[
dx_t = dB_t + 21_{[\alpha, 1]}(s) \frac{X_s - X_\alpha}{1 - s + (X_s - X_\alpha)^2} : X_0 = 0
\]

Now if we denote by \( \nu^* \) the probability defined by

\[
\frac{d\nu^*}{d\mu_0} = \frac{dW_1, \nu}{dW_1, \mu_0}(W_1)
\]

and since \( \mu_0 \)-a.s. \( W_0 = 0 \), by Jensen’s inequality \( \nu^* \) solves

\[
\inf(\mathcal{H}(\eta|\mu_0) : (W_0 \times W_1)_* \eta = (W_0 \times W_1)_* \nu)
\]

By the strict convexity of the entropy we obtain

\[
\mathcal{H}(\nu^*|\mu_0) < \mathcal{H}(\nu|\mu_0) < \infty
\]

This proves that, even for the Lagrangian \( \mathcal{L}_0 = \frac{|\omega|^2}{2} \), there may exist several elements of \( G_0(\mathbb{R}) \) of finite entropy with the same joint laws for \( W_0 \) and \( W_1 \).

(iii) Assume that

\[
u : (t, x) \in [0, 1] \times \mathbb{R}^d \rightarrow \mathbb{R}^d
\]

is a \( C^{1,2} \) function, which is essentially bounded with an essentially bounded gradient, and that satisfies the incompressible Navier-Stokes equation

\[
\partial_t u + (u, \nabla) u = -\nabla p + \frac{\Delta u}{2}, \quad \text{div} \ u = 0
\]
By setting
\[ \frac{d\nu}{d\mu_0} := \exp \left( -\int_0^1 u(1-t, W_t) dW_t - \frac{1}{2} \int_0^1 |u(1-t, W_t)|^2 dt \right) \]
we obtain a probability which is equivalent to the Wiener measure \( \mu_0 \). In particular, by the Girsanov theorem and Paul Levy’s criterion, we have that
\[ M_t^\nu := W_t - W_0 + \int_0^t u(1-s, W_s) ds \]
is a \( (\mathcal{F}_t^\nu) \)-Brownian motion on \( (W, \mathcal{B}(W)^\nu, \nu) \) so that \( \nu \in \mathcal{S} \) and \( \lambda \otimes \nu - a.s. \)
(see Definition 1.2). Since \( u \) satisfies (8.118), the Itô formula directly implies that \( \nu \in G_V(\mathbb{R}^d) \) for
\[ V = p(1-t, x) \]
i.e.
\[ t \rightarrow v_t^\nu + \int_0^t \nabla V(s, W_s) ds \]
is a \( (\mathcal{F}_t^\nu) \)-martingale.
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