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ABSTRACT

Machine Learning-based fast and quantitative automated screening plays a key role in analyzing human bones on Computed Tomography (CT) scans. However, despite the requirement in drug safety assessment, such research is rare on animal fetus micro-CT scans due to its laborious data collection and annotation. Therefore, we propose various bone feature engineering techniques to thoroughly automate the skeletal localization/labeling/abnormality detection of rat fetuses on whole-body micro-CT scans with minimum effort. Despite limited training data of 49 fetuses, in skeletal labeling and abnormality detection, we achieve accuracy of 0.900 and 0.810, respectively.

Index Terms—Abnormality Detection, Skeletal Abnormality, Skeletal Localization, Skeletal Labeling, micro-CT

1. INTRODUCTION

Manufacturing (bio)pharmaceuticals requires strict Development And Reproductive Toxicology (DART) studies on animal fetuses to investigate drug-induced birth defects [1,2,3]. Although manual inspection with Alizarin Red staining is current practice for detecting skeletal abnormalities, it is a long, laborious, and non-quantitative procedure [4]. In this regard, Machine Learning can enable fast and quantitative automated screening; it has shown great promise in human skeletal localization [5], labeling [6], and abnormality detection [7] on CT scans.

Recently micro-CT comes into use in this field [8]. However, few researchers applied Machine Learning on animal fetus micro-CT scans due to its labor-intensive nature—one needs to collect/annotate significant number of whole-body micro-CT scans. As the only work, Chen et al. localized and labeled cervical vertebral bones of rabbit fetuses [9]. However, researchers have tackled none of (i) skeletal abnormality detection, (ii) whole-body bones, and (iii) rat fetuses.

How can we thoroughly automate the skeletal localization/labeling/abnormality detection of rat fetuses on whole-body micro-CT scans with minimum effort? As shown in Fig. 1, we propose various bone feature engineering techniques for (i) unsupervised localization to reduce human annotation effort; (ii) supervised labeling adopting Body Axis Correction (BAC)-based registration to alleviate the need for rigorous subject positioning in micro-CT; (iii) simple rule-based abnormality detection.

Contributions. Our main contributions are as follows:
- Automated Micro-CT Analysis: This quantitative study firstly analyzes whole-body micro-CT scans of rat fetuses using Machine Learning.
- Effort-free Skeletal Labeling: Our architecture adopting BAC, feature registration, accurately classifies bones into 40 types under limited micro-CT training data without rigorous subject positioning.
- Effort-free Skeletal Abnormality Detection: Our three simple rules reliably detect skeletal abnormalities towards fast and automated screening (e.g., drug safety assessment) on micro-CT scans.

2. MATERIALS AND METHODS

2.1. Rat Fetus Dataset

We use a dataset of 86 whole-body micro-CT scans containing 166 rat fetuses—each scan contains up to 2 fetuses. The dataset was collected by Astellas Pharma Inc. and currently not publicly available for commercial restrictions. The scans have $1024 \times 1024 \times 317$ average resolution with $0.06 \, \text{mm}$ isotropic voxel size. 3D median filtering [10] mitigates speckle noise in the scans. By clicking pre-localized 3D bone meshes (more details of the skeletal localization algorithm are given later), expert DART scientists categorize the bones into 40 types, including nasal bone; cervical vertebral body; thoracic vertebral body; lumbar vertebral body; rib; tibia.

Based on skeletal malformation observed in Alizarin Red staining, we divide all 166 fetuses randomly as follows:
Fig. 2: Architecture for effort-free skeletal labeling: it classifies \( n \) bones (each fetus contains a different number of bones) into 40 types, respectively. BAC enable to perform effective registration without rigorous subject positioning in micro-CT.

- **Training set**: Normal (12), Abnormal (37);
- **Validation set**: Normal (3), Abnormal (9);
- **Test set**: Normal (34), Abnormal (71).

Since drug safety assessment demands a large sample size \([11]\), the test set contains more fetuses than the training/validation sets. Such a problem definition (i.e., training with limited data) is essential since it is laborious to collect/annotate normal/abnormal whole-body micro-CT scans.

2.2. Effort-free Skeletal Abnormality Detection Approach

2.2.1. Skeletal Localization

To reduce experts’ annotation efforts, we automate a skeletal localization process in an unsupervised manner. We first extract each fetus’ bones from micro-CT scans composed of up to two rat fetuses via watershed thresholding \([12]\); then, we convert the corresponding bones into 3D meshes via the marching cubes algorithm \([13]\).

Watershed Thresholding Implementation Details Based on Hounsfield Units (HUs), we first classify input voxels into the background (HUs below 430), border (HUs between 430 and 580), and bone (HUs above 580). Then, watershed thresholding classifies the remaining border voxels.

2.2.2. Skeletal Labeling

We propose a novel architecture for accurate skeletal labeling with limited training data (Fig. 2). It automatically labels bones using various bone-related feature engineering techniques on micro-CT scans before classification with a classical machine learning method. We extract the following bone features \( x(i) \in \mathbb{R}^{n \times 8} \) for a given pre-localized 3D bone volume \( i \) with \( n \) unclassified fetus bones:

\[
x(i) = N(i) + C(i) + I(i) + M(i),
\]

where \( N(i) \in \mathbb{R}^{n \times 1} \) denotes each bone’s number of voxels, \( C(i) \in \mathbb{R}^{n \times 3} \) is each bone’s centroid position, \( I(i) \in \mathbb{R}^{n \times 3} \) indicates each bone’s inertia tensor eigenvalues, and \( M(i) \in \mathbb{R}^{n \times 1} \) represents each bone’s major axis length. We use those features to capture bone size, shape, and structure.

Then, as an effective bone feature registration technique, we apply Body Axis Correction (BAC) \( B(x(i)) \) \( B : \mathbb{R}^{n \times 8} \rightarrow \mathbb{R}^{n \times 8} \) to improve classification without requiring rigorous subject positioning in micro-CT. The BAC exploits two Principal Component Analysis (PCA \([14]\)) steps: (i) the rough alignment of body axes using whole \( \langle N(i), C(i) \rangle \), followed by correcting the head/tail direction with primary axis flipping; (ii) the further alignment of the spine direction using \( \langle N(i), C(i) \rangle \) only at the negative direction of the primary axis. We also apply spectral embedding \([15]\) \( S(B(x(i)))(S : \mathbb{R}^{n \times 8} \rightarrow \mathbb{R}^{n \times 8}) \) to emphasize each bone’s similarity, connectivity, and global structure. Since the spectral embedding via Laplacian matrix decomposition maps neighboring points on the manifold to neighboring points again while preserving local distances, it differently represents the BAC-extracted geometrically close bone features for mutual complementation. Finally, we concatenate the features \( B(x(i)) \) and \( S(B(x(i))) \) to capture both linear/non-
Table 1: Skeletal labeling results for ablations of included features: x, B, and S represent bone features, BAC, and spectral embedding, respectively. Sensitivity and precision are calculated using macro averages of all classes.

| Included Features | Model  | x(i) | S(x(i)) | B(x(i)) | S(B(x(i))) | Accuracy [%] | Sensitivity [%] | Precision [%] |
|-------------------|--------|------|---------|---------|------------|---------------|----------------|---------------|
| SVM               | X      | X    | O       | O       |            | 73.9          | 64.3           | 63.2          |
| LightGBM         | O      | O    | X       | X       |            | 73.0          | 64.7           | 63.7          |
| LightGBM         | X      | X    | O       | X       |            | 88.3          | 83.7           | 83.8          |
| LightGBM         | X      | X    | X       | O       |            | 81.3          | 76.2           | 76.9          |
| LightGBM         | X      | X    | O       | O       |            | 89.5          | 86.1           | 86.5          |
| XGBoost           | O      | O    | X       | X       |            | 73.8          | 65.9           | 65.0          |
| XGBoost           | X      | X    | X       | O       |            | 87.4          | 82.6           | 82.5          |
| XGBoost           | X      | X    | X       | O       |            | 81.7          | 76.6           | 77.4          |
| XGBoost           | X      | X    | O       | O       |            | 90.0          | 86.7           | 86.8          |

linear relations and classify n bones into 40 types using an eXtreme Gradient Boosting (XGBoost [16]) classifier \(\mathcal{X}(\mathcal{X} : \mathbb{R}^{n \times 16} \rightarrow \mathbb{R}^n)\). We also compare the XGBoost against other well-defined classifiers: Support Vector Machine (SVM [17]) and Light Gradient Boosting Machine (LightGBM [18])—we do not implement Deep Learning since it generally requires large-scale training data.

**Classifier Implementation Details** For training classifiers, we use hyper-parameters as follows: XGBoost adopts 718 estimators with learning rate 0.0394 and maximum depth 8; LightGBM uses 143 estimators with learning rate 0.1037, maximum depth 8, and 171 leaves; SVM exploits RBF kernel with C of 39.6 and gamma of 0.04.

2.2.3. Skeletal Abnormality Detection

We focus on detecting skeletal abnormalities in vertebral bodies, vertebral arches, and ribs, where the skeletal abnormality is frequently observed. To improve skeletal labeling among those bones, we first apply curve fitting-based skeletal relabeling (Fig. 3). Since the vertebral bodies, vertebral arches, and ribs should line up along the curves respectively, we fit the curves to bone centroids and fix bone labels by following their nearest curves. Then, as our preliminary rule-based analysis, we detect skeletal abnormalities (i.e., binary classification on bone volumes) with the following three simple rules based on DART scientists’ manual inspection:

- **Rule 1**: Neighboring vertebral bodies should possess a similar number of voxels (\(\Delta < 20\%\));
- **Rule 2**: The total number of thoracic/lumbar vertebral bodies should be 19 or more;
- **Rule 3**: The most caudal rib and its neighboring rib should possess similar major axis length (\(\Delta < 50\%\)).

**Skeletal Relabeling Implementation Details** Using the weighted least squares method, we fit quadratic curves for left/right ribs and quartic curves for vertebral bodies and left/right vertebral arches, respectively. (i) Before curve fitting, we exclude points whose centroids are located at the caudal side of a line connecting head-side ends of bilateral ileum. (ii) During curve fitting, each point has a weight according to reciprocal distances between its centroid and centroids of neighboring points within the same label. (iii) After curve fitting, we exclude points whose distances to the corresponding curves are larger than the standard deviation of distances among all points within the same label. Before curve fitting, we exclude points whose distance to the corresponding curves is larger than the standard deviation of distances among all points within the same label.

3. RESULTS

3.1. Skeletal Labeling

Table 1 shows that introducing BAC improves skeletal labeling consistently, achieving accuracy/sensitivity improvement by 0.162/0.208, respectively, for XGBoost. Training with
both BAC and its spectral embedding always outperforms training with each feature alone by capturing both linear/non-linear relations. It obtains an accuracy of 0.900 despite limited training data. The XGBoost and LightGBM perform similarly well, which implies that our feature engineering techniques can optimize various classifiers except for low-complex ones, such as SVM. As Fig. 4 shows, BAC correctly aligns centroid positions of bones in terms of body parts. Because we input centroid positions to the classifiers, this could be a key factor in improving accuracy. Fig. 5 visually reveals that the BAC mitigates misclassification in bones such as lower limb bones and neck/head bones.

Table 2: Skeletal labeling results of XGBoost without/with skeletal relabeling (SR) on vertebral bodies/arches and ribs.

| Bone          | SR | Acc.[%] | Sen.[%] | Prc.[%] |
|---------------|----|---------|---------|---------|
| Vertebral body| X  | 97.5    | 98.9    | 81.4    |
| Vertebral body| O  | 99.7    | 99.5    | 97.8    |
| Vertebral arch| X  | 95.2    | 97.7    | 82.8    |
| Vertebral arch| O  | 98.8    | 97.1    | 97.5    |
| Rib           | X  | 99.2    | 97.3    | 97.6    |
| Rib           | O  | 99.3    | 97.7    | 97.9    |

Table 3: Skeletal abnormality detection results obtained by 3 different rules on vertebral bodies and ribs.

| Rule | Accuracy[%] | Sensitivity[%] | Precision[%] |
|------|-------------|----------------|--------------|
| 1    | 51.4        | 38.0           | 79.4         |
| 2    | 74.3        | 66.2           | 94.0         |
| 3    | 47.6        | 22.5           | 100.0        |
| 1+2+3| 81.0        | 84.5           | 87.0         |

3.2. Skeletal Abnormality Detection

Table 2 represents skeletal labeling results of XGBoost on vertebral bodies, vertebral arches, and ribs, where the skeletal abnormality is frequently observed. Introducing curve fitting-based skeletal relabeling leads to both high sensitivity/precision, effectively eliminating false positives often appearing outside the curves. Table 3 indicates that combining multiple rules can achieve higher skeletal abnormality detection sensitivity than each rule alone. The results include 11 False Negatives (FNs) and 9 False Positives (FPs). The main trigger of the FNs (i.e., nine FNs) is misdetection on either too small ribs or ribs connected to adjacent bones. Another FN is a thoracic vertebral body with abnormal shape while exhibiting a similar number of voxels to neighboring normal vertebral bodies. The other FN is a sternum, which is out of the scope of the rules. Meanwhile, regarding the FPs, Rule 1 causes eight FPs because of a shape discrepancy between stained specimens and their micro-CT scans; Rule 2 causes three FPs because some small bones are undetected (Two FPs are also caused by Rule 1).

4. CONCLUSIONS

Our proposed approach—that thoroughly covers automated skeletal localization/labeling/abnormality detection—reliably detects rat fetuses’ skeletal abnormalities with minimum whole-body micro-CT data collection and annotation effort. This could lead to the fast and quantitative automated screening of skeletal abnormalities for drug safety assessment. Our various feature engineering techniques, in particular BAC-based registration, can remarkably improve the skeletal labeling without rigorous subject positioning in micro-CT.

In future work, improve the skeletal localization and labeling to mitigate the misdetection of small bones and connected bones. Whereas we can reliably detect vertebral bodies and ribs with an accuracy of 0.810, we plan to modify and add more detection rules to cover other bones and small ribs. Lastly, we might investigate fetuses of other small animals, such as rabbits.
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