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Abstract: Recent years has seen a tremendous increase in processing requirements of present-day embedded system applications. Embedded systems consist of multiple processing elements (PEs) connected to each other using different types of interfaces. Many complicated tasks are accomplished by embedded systems in varied settings, which may introduce errors during inter-processor communication. Testing such systems is tremendously difficult and challenging from testing non-real-time systems. A major part of testing real time embedded systems involves ensuring accuracy and timing in synchronous inter-process communication. More specifically, the synchronization and inter-processor communication of real-time applications makes testing a challenging task and due to the demand for higher data rate increases, day-by-day, making testing of such systems even more complex. This paper presents a novel framework that uses multiple instances of simulators with physical high-speed serial interfaces to emulate any real-time embedded system communication. The framework presents a testing technique that detects all faults related to synchronization of high-speed synchronous serial interfaces in a systematic manner. The novelty of our approach is to simulate communication across multiple processors in a simulation environment for detecting and localizing bugs. We verify this framework using a case study consisting of an embedded software-defined radio (SDR) system. The test results show the applicability of our approach in fixing bugs that relate to synchronization issues that otherwise are very hard to find and fix in very complicated systems, such as SDR.
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1. Introduction

Embedded systems are a combination of hardware and software that execute a particular task. Embedded systems usually have either a single task or a minimum number of associated tasks that they have been programmed to complete. These types of devices interrelate with the physical environments that they operate in. They are generally found in industrial, medical, automotive, commercial, and military applications. A real-time embedded system uses the features of both a real-time system and an embedded system. It is part of a larger device with a dedicated function managed by a real-time operating system (RTOS), and also has real-time computation and resource constraints. Their processing power and memory capacity are low relative to desktop computers, and the response time is among the most important key requirements. The design of real-time systems comprises task partitioning, the selection of a proper language, and assigning and merging priorities using a real-time scheduler to attain a response time. Reliance on scheduling goals, communication, and parallelism might be balanced [1].

In order to achieve a better performance, embedded system designers primarily focus on multi-core or multi-processor platforms [1,2]. A key concern in making multi-core or
multi-processor computing systems is how to use the available computing resources most efficiently. There are two types of constraints encountered by tasks executed in a real-time embedded environment, i.e., resource constraints and time constraints. The response time is used as an effective indicator of time constraint requirements [3]. Various applications operating on a system on a chip (SoC) typically cause timing interference, making it difficult to conform to real-time response requirements [4]. These devices are intended to satisfy the strict embedded application requirements, which demand real-time responses. A vast number of methods, tools, techniques, and strategies are used for timing analysis, scheduling, and improving timing predictability. Still, there is no such thing as a one-size-fits-all fix [2].

A real-time embedded system with several processing elements (PEs), connected via different physical interfaces, establishes a communication link between them using inter-processor communications (IPC) [5]. While efficient and fast inter-processor communications remain the key factor in accomplishing successful real-time simulation [3], often, in real-time, the synchronization and inter-processor communication become the most significant factors affecting the performance. Simulation-based techniques for testing embedded systems have been in use for hardware modeling, as well as system software design, with technologies maturing over decades [6]. Simulation provides an insight into systems that may not be evident through other testing techniques. However, the simulation environments are still unable to fully mimic inter-processor communication in general and for synchronous interfaces in particular. This is due to the time constraints when the processors are using a real-time operating system where switching between multiple interfaces may introduce more time delays during transition or processing of new interface, it makes simulation an even more challenging task [7]. Hence, emulating high-speed interfaces to mimic real-time situations is practically impossible and is not perfectly controllable, as in the case of hardware or processor simulations. Therefore, there is a considerable potential for research in this area to investigate means for testing inter-processor communication in real-time environments.

This work aims to address the challenging task of testing high-speed serial interfaces that require debugging in real time while an application runs since there are several factors affecting inter-processor communication, such as computational complexity of real-time algorithms that are running or the type of real-time operating system, etc. As the requirement for high data-transfer rates grows, it is much more critical now to test and validate these interfaces [8]. In particular, this work focuses on testing the application with high-speed serial interfaces. The work is motivated by the experience of developing complex multiprocessor-based embedded system where the most challenging aspect of the implementation remains the testing and debugging of high-speed synchronous serial interfaces with multiple seen or unseen factors affecting the communication. Real-time embedded systems face these types of problems in many domains, such as in radar applications [9], ultrasound systems [10], software-defined radios [11], automotive electronic control unit applications [12], etc., where high-speed processing is required in a real time system. Our novel framework is based on the methodology of creating a knowledge base through simulation. This knowledge base is then used for direct identification or zeroing of bugs that may arise due to issues of timing and synchronization of the interfaces. We applied the framework to SDR for testing. The case study results are presented, showing the testing using a multi-instance simulator. The results show the appropriateness of our approach for finding and repairing bugs that are otherwise quite difficult to identify and correct.

The rest of this paper is organized in the following manner. An overview of high-speed interfaces and related work is presented in Section 2. The proposed framework and implementation details are discussed in Section 3. In Section 4, we present the results and explain the validity of the approach. We explain the SDR case study in detail in Section 5. Section 6 presents the discussion. Lastly, Section 7 concludes the paper.
2. High-Speed Interface Overview and Related Works

Data transmission and reception between PEs and their peripherals are accomplished via communication interfaces [13]. With rising data-rate requirements and ramping up integration density posing new design difficulties at the chip, circuit, and system levels [14], and the resulting gap due to high data rates in the bandwidth of the PEs and peripherals has become a key barrier for the entire system performance [15]. The need for greater bandwidth interfaces in computing systems has resulted in the increased use of high-speed communication interfaces [16]. High-speed interfaces are key components of any electrical design and have become a cornerstone for communication [17]. High-speed serial interface devices are becoming widely used in communications, ranging from embedded to high-performance systems, as well as from on-chip and massive haul [18]. Due to the need for high-speed data processing, the data transmission speed of these interfaces has been steadily increasing [19,20]. Although, in the past, the parallel approach was the most commonly used for high-speed communication, this is no longer the case. The decreased cost of integrated circuits, along with growing consumer demands for faster and longer distances, has led to the serialization of parallel connections [21]. A high-speed synchronous serial interface is a high-speed communication interface. It is a low-latency, full-duplex protocol designed for die-level interconnection between a baseband chipset and an application processor. It was developed by the MIPI alliance in 2003 and has been deployed by a number of vendors since then. It is the predecessor of mobile phone inter-chip interconnects and can still be found on many modern SoCs [22]. Some interfaces rely on clock forwarding, often known as source synchronous timing. The testing difficulties connected with this technology are substantial [23].

The debugging, and testing of these types of interfaces is becoming highly difficult as design complexity rises and the time budget tightens [24]; it and has also been a critical issue due to additional test times, signal integrity problems, and the use of costly instrumentation [25–27]. As the requirements for higher data transfer rates grow [28], it is much more critical to test and validate these interfaces during development [29]. However, testing such interfaces usually requires the use of specialized test equipment and software, or it needs to be outsourced to external providers. These systems often provide interface compliance testing and are expensive and are normally unnecessary during prototype development [30]. Typically, these external providers only provide full interface compliance testing. This method is time-consuming and is frequently unneeded for embedded systems that do not require interfacing for general-purpose hardware [31]. Both academics and industry are continuously striving to develop new ways to debug and test these interfaces due to the constantly increasing data rates and to design the complexity of embedded systems. Our proposed framework tests these interfaces in a multiprocessor-based embedded system.

Moreira and Werkmann [32] also discussed the use of automated test equipment (ATE) and external measuring devices to characterize and test high-speed I/O digital interfaces. The difficulties that the test engineers face with high-speed devices were also addressed. They provided hardware-testing solution ATEs and focused on production testing based on functional/specification testing. Fan and Zilic [33] proposed a subtle approach for validating, testing, and debugging high-speed serial interfaces. They utilized an approach that can also self-calibrate and diagnose. Some of the existing ATE restrictions also addressed with the external loopback method. They evaluated and tested high-speed interfaces without the use of high-speed ATE instruments or design for-test (DfT) functionalities using a new jitter injection method and an FPGA-based bit error rate tester (BERT); this approach also solves conventional ATE instrument constraints. They intended to employ ATE high-speed instruments or do external loopback testing without ATE, depending upon the applications. They used electronic test equipment BERT for post-silicon validation acceleration and focused on functional testing and high-speed serial interfaces. Abdennadher and Meixner [34] concentrated on testing that looked for manufacturing circuit-level flaws that may affect system performance. They discussed the distinctions and
provided a summary of twenty years of defect-based testing experience with high-speed I/O interfaces. These findings indicated that defect-based testing approaches based on DfT circuits may cover the same erroneous behaviors as specification-based testing. They also examined and recommended solutions to bridge potential gaps that infrequently used high-speed I/O defect-based test techniques. They ensured that the performance of high-speed I/O interfaces necessitated rigorous production testing, either using defect-based or specification-based methods.

Abdennadher and Shaikh [35] presented a review of industry practices of the approaches based on DFT to testing high-speed IO interfaces, as well as a comparison of these approaches to specification-based testing. They discussed DfT, which assesses device performance in five areas: transmitter with functional speed, transmitter implied jitter production, receiver with functional speed, receiver minimum detectable level, and receiver jitter tolerance. Fan and Zilic [36] proposed a BERT method to describe the quality of communication interfaces. They introduced a BER tester core and a unique additive white Gaussian noise (AWGN) generating core for BERT in field-programmable gate arrays (FPGAs). In terms of cost, volume, and energy, combining a BERT with an AWGN in FPGAs is orders of magnitude more efficient than existing similar-speed stand-alone systems and has a large speed advantage over software simulations. The whole BERT method can be used to test and evaluate the performance of a variety of communication devices, including spread spectrum, user-defined modulation, native clock/data recovery interfaces, and error-correcting codes. They validated their proposed solution via two case studies: one evaluating an AWGN baseband transmission system and the other testing a high-speed serial interface. They used electronic test equipment BERT and focused on the functional correctness of high-speed serial interface transceivers. Arora and Jalimanche [37] proposed creating a DMA controller and a high-speed synchronous serial interface test harness. This suggested that the test harness may be used to stimulate the device under various test capabilities, as well as for behavioral analysis. They created test drivers that can be used for testing by incorporating appropriate observability characteristics. To evaluate the success of this test harness, the experimental results are supplied with appropriate functional test coverage.

Shen [38] presented case studies of external loopback, which is one of the most often used DfT approaches for high-speed serial interface testing. They briefly discussed the various types of loopbacks that are accessible in the industry, along with their applications. Following that, the importance of external loopback interactions in the high-speed serial interface test method was discussed. The external loopback circuitry on the device-under-test (DUT) card was then explained, followed by test techniques for enabling high-speed serial interface buffer level testing that was implemented on transceiver-based FPGA products. They also provided a review of silicon experiences, as well as recommendations for future developments.

All prior attempts have proposed to test high-speed serial interfaces through electronic equipment and provide specification-based testing or defect-based testing. Our proposed approach directly identifies or zeroes synchronization bugs, which is primarily not a functional bug but a bug caused by the timing and synchronization of high-speed interfaces. Considering the challenges still to be experienced in an embedded system and the need to develop specialized and efficient approaches for testing high-speed synchronous serial interfaces where these interfaces are for debugging while the application is running during development. This paper proposes a novel framework for testing high-speed serial interfaces in a multi-processor-based real-time embedded system by developing a knowledge base through simulations that are capable of detecting and localizing synchronization bugs in inter-processor communication.

3. The Proposed Framework for Testing

The proposed framework considers an embedded system with multiple PEs connected to each other using different types of interfaces. In this framework, the communication
across multiple processors is simulated using multi simulators for detecting and localizing bugs.

We assume that there are \( n \) numbers of processors connected in an embedded system. These processors communicate with each other through high-speed physical synchronous interfaces. All individual segments of the embedded system have been functionally tested for their correctness. When these PEs start to communicate with each other using the high-speed synchronous interfaces, synchronization errors start occurring. These errors can occur, not due to the functionality of a specific PE, but rather due to inter-PE communication. To narrow down the specific interface that has malfunctioned, we generated a ramp continuously, as it is the easiest signal to identify for any errors occurring in a system, and found the outputs at each interface through the emulator in order to record their outputs. These outputs are used to narrow down and identify the specific interface causing errors. Depending on different scenarios, a different interface can malfunction. Test data are generated which accommodate all scenarios in multiple interfaces to check whether the communication happens with or without any synchronization issues and the results are used to generate the knowledge base. The test data are then provided to the simulators. For the cases where there is a specific problem, the scenario is saved in a database that acts as a knowledge base. A typical approach for creating test cases from the use cases is scenario analysis. Use cases are a useful tool when developing test cases for a system.

Firstly, we generated test cases through use case scenarios where the communications at different links happened in a synchronization sink. At a few links there were also synchronization issues. This allowed us to generate all possible perceivable results. Several synchronization bugs were identified in inter-processor communication. These bugs were simulated in MATLAB. Simulation of these bugs helps in building a knowledge base. The knowledge base contains test cases, synchronization bugs, and simulated waveforms of the synchronization bugs.

Once the actual testing is done on the actual system through emulators and in the case where the expected results do not match, then a comparison is done with the results stored in the knowledge base. Then, correlations between the actual and simulated results are computed. We compared incoming waveforms of high-speed interfaces with the stored simulated synchronization bugs’ waveforms from the knowledge base. The closest correlation is matched with the specific use case of a communication system.

Synchronization failure is automatically extracted from the database and is then used to localize bugs. Figure 1 explains the proposed framework for testing a real-time embedded system.

The first step of the proposed framework was the creation of a knowledge base through simulations and the second step was to capture data using emulators and test the actual system, shown in Figure 2.

3.1. Simulator Architecture

The simulator consists of three distinct parts: the test case generator, the simulator that simulates the different processing elements of a multiprocessor embedded system using instances of simulators, and the sync (synchronization) bug generator.

The test case generator generates test data that will be input into the embedded system simulator. Several synchronization bugs, as described in Section 3.1.2, were induced by us into the interfaces because there are an unknown set of bugs that usually happen in these high-speed interfaces. The synchronization bug generator will generate these synchronization bugs. Based on the specific test case and the generated synchronization bugs, the simulator will generate the outputs of each specific bug. These simulated input test data, specific synchronization bugs, and the generated output waveforms are stored in the knowledge base.

All these synchronization bugs are simulated using MATLAB code. With the aid of simulations, we generated all possible perceivable results in the knowledge base.
Figure 3 shows the proposed architecture of the simulator that is used for building the knowledge base.

Figure 1. Framework uses multiple instances of simulators with physical interfaces to emulate real-time embedded system.

Figure 2. Steps of the proposed framework.
3.1.1. Multiple Simulator Instances

A multi-simulators approach with real-time embedded system counterparts is helpful for embedded testing. The outcome of simulations helps in understanding the communication system’s challenges [39]. Communication across multiple PEs are simulated on multi simulators. Multiple instances of the same program are running in the same MATLAB.

Each instance of the simulator is connected to a separate processing element. These instances of simulators are developed in MATLAB to simulate inter-processor communication for testing the embedded system. In this way, the complete system was simulated with only high-speed synchronous serial interfaces, where PEs did not perform any processing, and only sent whatever was received from one high-speed synchronous serial interface to another. Figure 4 explains that multiple instances of simulators are created across multiple PEs. Several synchronization bugs were induced using MATLAB.

3.1.2. Sync Bug Generator

Loss of packet or data during inter-processor communication in embedded systems takes place due to timing and synchronization issues, i.e., “breaking-up” of voice and video communication, extensive buffering, and skipped videos. When scenario like data...
loss, or when it is not received in order, occur during communications then lost data will need to be retransmitted or reordered during a particular communication.

The sync bug generator generated all possible synchronization bugs that occur during inter-processor communications that are shown in Table 1. These bugs are further reported in [40] and were simulated through a simulator and stored in the knowledge base. These are primarily not functional bugs, but rather bugs created by the interfaces’ timing and synchronization.

Table 1. Synchronization bugs in inter-processor communication.

| Sr. | Identified Synchronization Bugs                                      |
|-----|---------------------------------------------------------------------|
| 1   | Data received at Rx (receiver) with delay.                         |
| 2   | Data transmission from Tx (transmitter) with delay.                |
| 3   | No data transmitted from Tx.                                      |
| 4   | No data received at Rx.                                           |
| 5   | Data overriding during communication                               |
| 6   | No synchronization                                                 |

The explanation of each bug is as follows:

1. Data received at Rx with delay: delay occurs in receiving data at Rx. Delay can occur at various points during communication, such as at the beginning, in the middle (anywhere between communication), or both.
2. Data transmission from Tx with delay: delay occurs in transmitting data from Tx.
3. No data received at Rx: Tx sends the data constantly but Rx does not receive it.
4. No data transmitted from Tx: Tx does not send the data to Rx.
5. Data overriding during communication: Rx overrides some packets of data during communication.
6. Out of synchronization: data are not received in a sequence (out of order).

3.1.3. Scenario Based Approach for Test Cases Generator

A scenario is an explanation of an actual or imaginable act and sequence of events resulting in a particular act [41]. Scenarios specify user requirements. In addition, they are also used to discover and explain system behavior. With reference to scenarios, a use case can be viewed as a general form of explanation for a set of tangible scenarios. Specifically, we adopt a scenario-based approach to describe test cases in our framework. The use case model that we used for the scenario-based approach is shown in Figure 5.

Figure 5. Use case model.
Use cases can be interconnected with other use cases. Figure 5 also shows the use case attributes. Because use cases act as the standard type explanation for the related scenarios, every scenario inherits the attributes described for its use case, for example trigger, goal, precondition, post condition, etc.

To observe the bugs shown in Table 1, various use cases were developed. Use cases illustrated the simulation scenarios where the communication results were examined. Use cases were defined on a deeper level by specifying scenarios. We generated test data based on the possible scenarios of all physical interfaces. The data received at Rx with the delay scenario written as a use case is shown in Table 2. It shows the template for “data received at Rx with start delay” scenario. The template provides comprehensive steps of events to identify bugs through simulation [42–44].

Table 2. Use case “data received at Rx with delay (start)”.

| ID   | Usecase2-3 IPC_Data Received at Rx with Start Delay |
|------|-----------------------------------------------------|
| Name | Verify receiving data                               |
| Rationale | The Rx receives the same data as the Tx sends.     |
| Actor | System                                              |
| Goal  | Check whether or not the data received at the Rx end. |
| Pre-condition(s) | - Tx should be in place—Rx should be in place—There must be a test vector available. |
| Flow of Event | 1. It begins when Tx sends the data.  
| | 2. If data receive at the Rx end without any disruption then plot the Ram  
| | Else if Data received after some delay (wait for definite amount of time) then plot the Ram  
| | Else Wait for definite amount of time (Counter updated after timeout)  
| | End if |
| Post-condition(s) | - Rx receives the data but with a delay at the beginning. |
| User Interface | - Two simulators instances |
| Notes | - |
| Data Implications | - Test vectors (Transfer of data from the Tx to the Rx interface (PE 1 to PE2)) |
| Scenario | Data received at Rx with delay. |

Different test cases were generated using case scenarios of all interfaces, where the communications at different links occur. One-to-one correspondence was used between the use case and the test case. A test case is a collection of several actual tests, while a use case is a collection of several scenarios. Essentially, each test was a refined corresponding scenario. The scenarios related to the use cases were much more general and were most often described informally.

A test case may be initiated by a certain event or action, known as a trigger. While it is the same trigger as described in the subsequent use case, it is represented in a formalized way in a test case.

Conversely, both test pre-condition(s) and test post-condition(s) were formulated and the improved form of the respective conditions was specified as in respective use case. The test case model that was used for testing in the proposed framework is shown in Figure 6.
Table 2. Use case "data received at Rx with delay (start)."

| ID Usecase2-3 | IPC _Data Received at Rx with Start Delay |
|---------------|------------------------------------------|
| Name          | Verify receiving data                     |
| Rationale     | The Rx receives the same data as the Tx sends. |
| Actor         | System                                    |
| Goal          | Check whether or not the data received at the Rx end. |
| Pre-condition(s) | - Tx should be in place.  
|                | - Rx should be in place.  
|                | - There must be a test vector available. |
| Flow of Event | 1. It begins when Tx sends the data.  
|               | 2. If data receive at the Rx end without any disruption then plot the Ram  
|               | Else if Data receive after some delay (wait for definite amount of time) then plot the Ram  
|               | Else Wait for definite amount of time (counter updated after timeout)  
| Post-condition(s) | Rx receives the data but with a delay at the beginning. |

Figure 6. Test case mode.

A group of test cases is called a test suite. The test case for “data received at Rx with start delay” is shown in Table 3. While performing the test, the normal flow of events in the proposed framework is represented in Figure 7 as an activity diagram. All the test preconditions must be checked when the trigger event of the corresponding test case takes place. One of the tests related to this particular test case is performed if all the preconditions are satisfied.

Table 3. Test case for “Rx”- data received at Rx with start delay.

| Test Case ID     | TC_RX-002-3          |
|------------------|----------------------|
| Test Scenario    | Verify receiving data |
| Test Case        | Tx send the data to Rx, but with start delay |
| Pre-Condition(s) | 1. Tx should be in place.  
|                  | 2. Rx should be in place.  
|                  | 3. There must be a test vector available |
| Test Steps       | 1. It begins when Tx sends the data.  
|                  | 2. If data receive at the Rx end without any disruption then plot the Ram  
|                  | Else if Data receive after some delay (wait for definite amount of time) then plot the Ram  
|                  | Else Wait for definite amount of time (counter updated after timeout)  
| Test Data        | <Tx transmit the data>  
|                  | <Rx receives the data but with delay at the beginning> |
| Expected Test Result | Communication take place (time constraint) |
| Post-condition(s) | Data receive at Rx but with start delay |
| Actual Test Result | - |
| Status(Pass/Fail) | - |
Table 3. Test case for “Rx”- data received at Rx with start delay

| Test Case ID         | Test Scenario                  | Pre-Condition(s)                                                                 |
|----------------------|--------------------------------|--------------------------------------------------------------------------------|
| TC_RX-002-3         | Verify receiving data          | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available |

Test Steps

1. It begins when Tx sends the data.
2. If data receive at the Rx end without any disruption then plot the Ram
3. Else if Data receive after some delay (wait for definite amount of time) then plot the Ram
4. Else Wait for definite amount of time (counter updated after timeout)

Test Data

<Tx transmit the data>
<Rx receives the data but with delay at the beginning>

Expected Test Result

Communication take place (time constraint)

Post-condition(s)

Data receive at Rx but with start delay

Figure 7. Fundamental activities for a test.

After performing a certain test, we then checked if all test post conditions were met. During a particular test run, it was checked whether the actual results produced matched the expected results for the test or not.

Test cases for Tx are shown in Table 4. The remaining test cases of Tables 3 and 4 are provided in Appendix A. The scenarios for the use cases are used to generate these test cases.

3.2. High Speed Serial Interface Testing

Emulators have long been used by hardware and software engineers to emulate the behavior of complicated circuit building blocks and enable hardware and software diagnostics and debugging (shown in Figure 8). An emulator is a hardware device or software program that has been used to capture real-time data in a proposed framework.

Emulation is presently most often used to examine and diagnose the behavior of sophisticated devices that have internal architectures that are much too complicated to be easily modeled by computer simulation software.

Figure 8. Emulator environment.
| Test Case ID | Test Scenario | Test Case | Pre-Condition(s) | Test Steps | Test Data | Expected Test Result | Post-Condition(s) | Actual Test Result | Status (Pass/Fail) |
|--------------|---------------|-----------|------------------|------------|-----------|----------------------|-------------------|-------------------|-------------------|
| TC_TX-001-1 | Transmitting data from the Tx | Tx does not send the data to Rx due to some reasons | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available. | 1. Tx does not transmit the data. 2. If data are not received at the Rx end then Wait for definite amount of time (counter updated after timeout) End if | <Tx does not transmit the data> <Rx does not receives the data> | Unsuccessful Communication | No data receive at Rx | - | - |
| TC_TX-001-2 | Transmitting data from the Tx | Tx send the data with delay (start) to the Rx | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available. | 1. It begins when Tx sends the data. 2. If data receive at the Rx end without any disruption then plot the Ram Else if Data are not received at the beginning but after some times, data receive (when delay comes, wait for a definite amount of time) then plot the Ram Else Wait for definite amount of time (counter updated after timeout) End if | <Tx transmit the data with delay (at the beginning)> <Rx receives the data but with delay (at the beginning)> | Communication take place (time constraint) | Rx receive the data but with delay | - | - |
In the proposed approach, each emulator was connected to a processor using a different computer. Several emulators were used with interfaces that captured real-time data. A ramp signal was sent as the input from one processor to another. The ramp signal was the best signal to test these interfaces. It contained values that provided visual indications of any bug that may arise during inter-processor communication and to understand dynamic system behavior through the velocity factor. Real-time data of every PEs were captured using emulators, shown in Figure 9. This identified the incorrect ramp waveform and then compared it with a knowledge base. In this way, the complete system was emulated at the same time.

![Emulators with multi interfaces.](image)

**Figure 9.** Emulators with multi interfaces.

### 4. Simulation Results

This section describes the simulation results stored in the knowledge base for testing the real-time embedded system and provides the test validation of the proposed framework. The instances of simulators were developed in MATLAB to simulate the synchronization bugs that were stored in the knowledge base. Tx sends the data continually and Rx receives the without any disruption. This is the ideal case for communication. Figure 10 shows the simulation results of the normal correspondence between Tx and Rx.

![Normal communication (Tx to Rx).](image)

**Figure 10.** Normal communication (Tx to Rx).
4. Simulation Results

This section describes the simulation results stored in the knowledge base for testing the real-time embedded system and provides the test validation of the proposed framework. The instances of simulators were developed in MATLAB to simulate the synchronization bugs that were stored in the knowledge base.

Tx sends the data continually and Rx receives the data without any disruption. This is the ideal case for communication. Figure 10 shows the simulation results of the normal correspondence between Tx and Rx.

Delay refers to the time required for data to be transmitted from one processor to another. Communication delays can influence the performance of an embedded system overall. Delay can occur at the beginning, anywhere in the middle, and in both cases during the communication from Tx to Rx, shown in Figure 11.

Figure 12 shows the results of simulations where the transmitter is sending the data continuously while the receiver is not receiving the data due to some fault in the communication system.

Figure 13 shows the scenario where Tx does not send the data to the receiver (Rx). Figure 14 shows that Tx sends the data.
Overall, delay can occur at the beginning, anywhere in the middle, and during the communication from Tx to Rx, shown in Figure 11.

Figure 11. Delay at both ends (Tx and Rx). (a) Delay Tx (at the beginning), delay Rx (at the beginning) (b) delay Tx (in between), delay Rx (in between), (c) delay Tx (both (a) and (b) cases)), delay Rx (both (a) and (b) cases).

Figure 12 shows the results of simulations where the transmitter is sending the data continuously while the receiver is not receiving the data due to some fault in the communication system.

Figure 12. No data received at Rx.

Tx does not send data so Rx is unable to receive any data. Figure 13 shows the scenario where Tx does not send the data to the receiver (Rx). Figure 14 shows that Tx sends the data continuously but Rx overrides some packets of data during communication (i.e., the 3rd packet of data overrides the 2nd packet of data), as detailed in Table A1. Figure 15 shows that data are not received in a sequence (out of harmony). Such data loss can happen in real-time systems when one or more packets of data fail to reach their destination.

Figure 13. No data transmitted from Tx.

Figure 14. Data overriding.

Synchronization bugs were also simulated in code composer studio software to validate the proposed approach. The results are shown in Figure 16.
Figure 15. No synchronization.

Synchronization bugs were also simulated in code composer studio software to validate the proposed approach. The results are shown in Figure 16.
Figure 16. Simulations in code composer studio. (a) Normal communication (Tx to Rx), (b) delay Tx (at the beginning), delay Rx (at the beginning), (c) delay Tx (in between), delay Rx (in between), (d) delay Tx (both ((b),(c) cases)), delay Rx (both ((b),(c) cases)). (e) No data received at Rx. (f) No data transmitted from Tx. (g) Data overriding. (h) No synchronization.

Test Validity

The USB JTAG emulator allows for high-speed data transfer and is used to interface with the DSP kit. It establishes a unified way for connecting development tool software to a DSP target system, which was one of thePes.

To validate our approach, we injected a synchronization bug in the digital signal processor (DSP) kit, shown in Figure 17, and then compared it with the results stored in the knowledge base.

Figure 17. Injected synchronization bugs.

The proposed approach is capable of detecting and localizing the timing and synchronization bugs that occur in any high-speed synchronous serial interface during interprocessor communication in a real-time embedded system.

5. Case Study Settings

To test our proposed framework, a wireless communication-based SDR embedded system was used. To cater to the complexity of several components of an SDR, the proposed framework used several simulator instances with physical interfaces to simulate SDR-embedded wireless communication systems. The effectiveness of the framework was measured by detecting and localizing the synchronization bugs in a systematic manner.

Systems under Test

The system consists of several PEs that were linked to each other using different types of interfaces. In this case, communication was delay sensitive, and required prompt re-
On the other hand, the DSP is a microprocessor, of which the architecture was built specifically to support number-crunching for signal processing applications. A microcontroller is used to configure various components in the system and to interface with the control panel. The FPGAs provide the system’s glue logic, as well as interfaces with the system’s devices. A single shared bus is used by all PEs to communicate with each other and all the combined PEs are referred to as a SoC. In this model, all the components that need to interact with each other directly were connected using dedicated interconnects and they communicated via inter-processor communication. A digital signal processing embedded communication system that interfaces a digital design with the RF end is shown in Figure 18.

![Digital signal processing embedded communication system interfaces.](image)

In this study, when inter-processor communication takes place in the system, sometimes data or packets may be lost, i.e., “breaking-up” of voice communication, data delay, data overriding, out of synchronization, etc. When we encounter these types of problems in a communication system, conversations alter drastically. The intended pauses in the conversation become longer when transmitted and may be mistaken for end of communication. This can happen when communication transceivers are on the move at high speeds or are in a difficult terrain where the loss of data occurs due interference from the environment. In such situations, data retransmission is required, which decreases the
throughput of the system. This system has very high-speed synchronous interfaces that suffer from synchronization issues.

We have experienced several synchronization bugs between the different serial interfaces mentioned in Table 1. These bugs are not algorithmic or logic errors. They are mostly due to timing and synchronization. This kind of system testing differs from non-real-time system testing, and is also a difficult task.

PutInDspToAspQue() function is used whenever data is transmitted through a serial port, shown in Figure 19, and the routerTxMbx mailbox is posted whenever data are received via a serial port in the SDR embedded system, shown in Figure 20.

```c
// Figure 19. Code used whenever data are transmitted through serial port.

if (dspTshyQOutCount < 100) {
    dspTshyQOutCount++ = dspTshyQOutCount;
    #endif
}

// Figure 19. Code used whenever data are transmitted through serial port.
```

The proposed framework has been assessed in this study and determined the synchronization bugs in each interface, as well as the combination of these interfaces. These bugs could not force into the SDR embedded system, so we induced these bugs in MATLAB and created a knowledge base. The ramp signal was used because it is the best test signal to test these interfaces. All possible synchronization bugs mentioned in Table 1 were simulated in MATLAB. Several bugs were induced to see how the shape of the ramp signal changes. Therefore, we created all possible waveforms of the ramp signal. The knowledge base was created by inducing bugs on a single interface and in a combination of interfaces.

Once the knowledge base was created, the next step was the emulators. On the emulator side, different PEs simultaneously ran with interfaces. Every emulator of the PEs was connected to different PCs. Therefore, several screens of the PE interfaces showed what happens inside the PEs using emulators. The ramp signal was sent to all processors as it is visually the easiest signal to identify for bugs.

In this way, bugs were detected in the interfaces and then compared with a knowledge base. Once the system was in the development phase, we could not see through an emulator. In this case, the input was sent the final output of the system could be seen. Moreover, if the output was incorrect, the only way to go back and fix the bug was by using the proposed approach. Whenever a bug occurs during the inter-processor communication, we could refer to our knowledge base to identify the possible interface/interfaces causing the errors.
The proposed framework should effectively simulate communication across multiple PEs for detecting and localizing bugs in real-time communication.

```c
if(uememt > 0)
|
| debugLogVar.x.s.uememt ++;
| if ((!isProcessFinish))
| {
|    //ememData = HOSTIY_HOST_0
|    if (EMU_procesuS(1e5, EMU_procesuS(0)) )
|        debugLogVar.x.s.uememt ++;
|    else
|        debugLogVar.x.s.uememt ++;
|    }
| else
|{
|    //ememData = HOSTIY_HOST_0
|   uememt++;
| }
|}

Figure 20. Code used whenever data are received via serial port.

6. Discussion

Testing of real-time embedded systems is a demanding task due to bugs related to synchronization and the demand of high data rate transmission. Due to the continually rising data rate and the design complexity of embedded systems, researchers and testers are constantly striving to find new techniques to debug and test these interfaces. All previous work advocated testing high speed serial interfaces using electronic equipment and providing specification- and defect-based testing. This research focuses on a testing approach that detects and localizes all timing and synchronization bugs at high speed synchronous serial interfaces. Our approach is to simulate communication across multiple PEs for detecting and localizing bugs in real-time communication. For this purpose, we conducted a study based on inter-process communication and were able to identify communication-based synchronization bugs. While the source of bugs may be unknown or unidentifiable, it is important to locate bugs so that appropriate test cases may be generated.

The proposed framework helps to detect possible inconsistencies or communication bugs in communication protocol specifications while also providing failure traces as counter-test cases to assist in recreating a failure scenario. We generated test data that accommodate all kinds of scenarios on all PEs interfaces; we simulated communication based on these scenarios using test data in the knowledge base. Test cases were generated through use case scenarios. The proposed technique detects synchronization bugs systematically but more scenarios are still needed for testing. The framework also provides inputs for test case generation, which ensures that only a consistent communication model will be applicable.

Simulations have been used as quantitative process analysis tools in many domains and provide useful inputs for test case generation modules for detecting inconsistency in
a system. It simulates the environment to examine a system’s consistency more closely, is created to allow testing of a virtual environment, and helps to determine different disturbances of a system. It also provides a thorough analysis of the functioning of the system. An instance of simulators created for knowledge base development is in the proposed framework.

Emulators are used after creating the knowledge base. On the emulator side, many PEs with distinct interfaces were executed simultaneously. Each of the PE emulators was linked to a separate PC. Using emulators, we could see what was happening in the system. In this manner, bugs were detected and then compared to a knowledge base.

A bug was injected into the system for validating the effectiveness of the proposed framework. Our approach was able to identify and localize the timing and synchronization bugs in high-speed synchronous serial interfaces in a real-time embedded system. As with other similar situations, the limitation of the work is in the need for more test cases that may be generated through other communication environments with real-time constraints. However, each new simulation environment will need to be able to enrich existing test cases that are continuously updated for further system testing.

7. Conclusions

An embedded system executes a variety of complex tasks in varied constraint environments. The typical issues are synchronization and inter-processor communication. These issues significantly affect the performance and complexity of real-time embedded systems. An embedded system contains multiple PEs that require synchronization to communicate with others across various types of high-speed interfaces. This paper presents a novel framework for testing real-time embedded systems containing high-speed serial interfaces that employ numerous simulator instances and emulators for capturing real-time data. The proposed framework develops a knowledge base through simulators for defining all timing and synchronization related bugs capable of thoroughly testing the high-speed synchronous serial interfaces of the embedded system. Results presented demonstrate effective embedded system testing using a multi-instance simulator. We verify this framework with a case study consisting of an embedded software-defined radio (SDR) system. The findings demonstrate the applicability of our framework for detecting and fixing bugs that otherwise would have been very hard to detect.
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Appendix A

Appendix A.1

Remaining Test Cases of Table 3 Are Shown in Table A1.

Appendix A.2

Remaining Test Cases of Table 4 Are Shown in Table A2.
Table A1. Test cases for Rx.

| Test Case ID | Test Scenario | Test Case | Pre-Condition(s) | Test Steps | Test Data | Expected Test Result | Post-Condition(s) | Actual Test Result | Status (Pass/Fail) |
|--------------|---------------|-----------|------------------|------------|-----------|----------------------|-------------------|-------------------|-------------------|
| TC_RX-002-1  | Verify receiving data | Tx send the data and Rx receives the data | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available. | 1. It begins when Tx sends the data. 2. If data received at the Rx end without any disruption then plot the Ram Else Wait for definite amount of time (Counter updated after timeout) End if | Normal Communication on both Tx and Rx end <Tx transmit the data> <Rx receives the data> | Successful Communication | Rx receive the data | Successful Communication | Pass |
| TC_RX-002-2  | Verify Receiving data | Tx send the data but Rx does not receive them due to some reasons | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available. | 1. It begins when Tx sends the data. 2. If data received at the Rx end without any disruption then plot the Ram Else Wait for definite amount of time (counter updated after timeout) End if | <Tx transmit the data> <Rx does not receive the data> | Unsuccessful Communication | No data receive at Rx | - |
| TC_RX-002-3-1 | Verify receiving data | Tx send the data to the Rx, but with (In) delay | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available. | 1. It begins when Tx sends the data. 2. If data received at the Rx end without any disruption then plot the Ram Else if Data received at the beginning but after some times, the delay comes in communication (when delay comes, wait for a definite amount of time) then plot the Ram Else Wait for definite amount of time (counter updated after timeout) End if | <Tx transmit the data> <Rx receives the data but with delay anywhere in the middle.> | Communication take place (time constraint) | Data receive at Rx but with In delay | - |
| Test Case ID | Test Scenario          | Test Case                  | Pre-Condition(s)                                                                 | Test Steps                                                                                                                                   | Test Data                                                                 | Expected Test Result               | Post-Condition(s) | Actual Test Result | Status (Pass/Fail) |
|--------------|------------------------|----------------------------|---------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------|-------------------------------------|-------------------|-------------------|------------------|
| TC_RX-002-3-2 | Verify receiving data  | Tx send the data to the Rx, but with (start and In) delay | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available. | 1. It begins when Tx sends the data. 2. If data receive at the Rx end without any disruption then plot the Ram Else if Data received after some delay (wait for definite amount of time) then plot the Ram Else Wait for definite amount of time (counter updated after timeout) End if | <Tx transmit the data> <Rx receives the data> Data received after some delay (wait for definite amount of time) Communication take place (time constraint) | Data receive at Rx but with (start and In) delay | -                |                  |                  |
| TC_RX-002-4   | Verify receiving data  | Tx send the data and Rx receives the data | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available. | 1. It begins when Tx sends the data. 2. If data are received at the Rx end, plot the Ram. Else Wait for definite amount of time (counter updated after timeout) End if | Normal communication on both Tx and Rx end <Tx transmit the data> <Rx overrides some packet of data> | Communication take place (overriding) | Rx receive the data but with data over riding at Rx | -                |                  |
| TC_RX-002-5   | Verify receiving data  | Tx send the data and Rx receives the data | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available. | 1. It begins when Tx sends the data. 2. If data receive at the Rx end without any disruption then plot the Ram Else Wait for definite amount of time (Counter updated after timeout) End if | Normal communication on both Tx and Rx end <Tx transmit the data> <Rx receives the data> | Communication take place (out of sequence) | Rx receives out of sequence data | -                |                  |
Table A2. Test Cases for ‘Tx’.

| Test Case ID | Test Scenario | Test Case | Pre-Condition(s)                                                                                                                                                                                                 | Test Steps                                                                                                                                                                                                                                                                                                                                 | Test Data                                                                                                                                                                                                                                                                                                                                 | Expected Test Result | Post-Condition(s) | Actual Test Result | Status (Pass/Fail) |
|--------------|---------------|-----------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|----------------------|-------------------|--------------------|-------------------|
| TC_TX-001-2-1 | Transmitting data from the Tx | Tx send the data with delay (In) to the Rx | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available.                                                                                                                  | 1. It begins when Tx sends the data. 2. If data received at the Rx end without any disruption then plot the Ram Else if Data received at the beginning but after some times, the delay comes in communication (when delay comes, wait for a definite amount of time) then plot the Ram Else Wait for definite amount of time (counter updated after timeout) End if | <Tx transmit the data with delay (anywhere between transmission)> <Rx receives the data but with delay (anywhere between the transmission)> Communication take place (time constraint) | Rx receive the data but with In delay | -                  | -                  | -                  |
| TC_TX-001-2-2 | Transmitting data from the Tx | Tx send the data with delay (start and In) to the Rx | 1. Tx should be in place. 2. Rx should be in place. 3. There must be a test vector available.                                                                                                                  | 1. It begins when Tx sends the data. 2. If data received at the Rx end without any disruption then plot the Ram Else if Data received after some delay (wait for definite amount of time) then plot the Ram Else Wait for definite amount of time (counter updated after timeout) End if | <Tx transmit the data with delay both at the beginning and in the middle> <Rx receives the data but with delay both at the beginning and anywhere in the middle> Communication take place (time constraint) | Rx receive the data but with delay (start and In) | -                  | -                  | -                  |
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