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Abstract—Recent advances in deep reinforcement learning (deep RL) enable researchers to solve challenging control problems, from simulated environments to real-world robotic tasks. However, deep RL algorithms are known to be sensitive to the problem formulation, including observation spaces, action spaces, and reward functions. There exist numerous choices for observation spaces, but they are often designed solely based on prior knowledge due to the lack of established principles. In this work, we conduct benchmark experiments to verify common design choices for observation spaces, such as Cartesian transformation, binary contact flags, short history, or global positions. Then we propose a search algorithm to find the optimal observation spaces, which examines various candidate observation spaces and removes unnecessary observation channels with a Dropout-Permutation test. We demonstrate that our algorithm significantly improves learning speed compared to manually designed observation spaces. We also analyze the proposed algorithm by evaluating different hyperparameters.

I. INTRODUCTION

Since the pioneering work of Mnih [1], deep reinforcement learning (deep RL) becomes a promising computational framework for solving high-dimensional continuous control problems in robotics. Deep RL illustrates problems as Partially Observable Markov Decision Processes (PoMDPs) where its goal is to find optimal actions from observations. Many deep RL algorithms have been proposed to solve various classes of PoMDPs, such as DDPG [2], TD3 [3], SAC [4], A3C [5], and PPO [6], just to name a few. These algorithms are typically evaluated in simulated environments, such as OpenAI Gym [7] or DeepMind control suits [8]. For a fair comparison, researchers are not allowed to change the predefined configurations of the benchmark problems.

In practice, roboticists solve their own control problems by freely defining PoMDPs that are tailored to the given robotic platforms. One notable design challenge is to find a proper observation space, which can significantly affect the learning process. Because there are no principled approaches or guidelines, roboticists often design an observation space solely based on prior knowledge. A typical choice is to start with a simple concatenation of all the raw sensor inputs, such as joint positions, velocities, or inertial measurements, and further extend it with Cartesian transformations [9], binary contact flags [10],[12], a short history [13],[16], or global transformation with state estimation [14],[17],[18]. The problem formulation is repetitively revised based on trial-and-errors until they get satisfactory experimental results. Therefore, researchers often select different observation spaces for the same control problems, even for popular benchmark problems [7], [8] (Table I).

The optimization of an observation space is connected to the design optimization of the robot: “what is the optimal sensor configuration for the given task?” In other words, we want to find a sensor set that fits within the cost and space limits but guarantees the maximum performance. For instance, a lot of legged robots [19]–[21] have binary contact sensors, which are important information to develop a Raibert-style model-predictive controller [22]. However, it is not clear whether a deep RL based policy can also get benefits from binary contact flags, as discovered by Reda et al. [23]. Therefore, it will be beneficial if we have a structured computational tool to identify the optimal sensors for the given control problem.

In this work, we first benchmark the performance of various observation spaces on the standard benchmark problems. Our configuration includes a basic setting with joint encoders and IMUs, a reduced coordinate, a maximal coordinate, and manually designed observations, where all can be further augmented with contact flags and a short history. Then we establish a few principles based on the experimental results. In addition, we propose a search algorithm for automatically optimizing the observation space, which is designed based on the identified principles. Our algorithm consists of two main components: an optimization algorithm for searching observation spaces and a statistical test for deleting malicious observation channels. We demonstrate that our algorithm can find an optimal observation space that outperforms the manually designed observations.

Our key contributions are as follows: (1) we identify a set of principles to design observation spaces based on the thorough benchmark results, and (2) we design a novel evolutionary algorithm for automatically finding the optimal observation spaces.

| Observation Space | OpenAI Gym            | DeepMind Control Suite |
|-------------------|------------------------|------------------------|
| Inverted DoublePendulum | Trigonometric joint positions | Global body rotations   |
| Hopper            | No contact flags       | Binary contact flags   |
| Walker2D          | Joint positions + Global root orientation | Global body orientations |

TABLE I

Highlights of the differences between the observation spaces from OpenAI Gym and DeepMind Control Suite benchmarks.
observation space, which reduces the burden of trial-and-error.

II. RELATED WORK

MDP Design Choices. Deep reinforcement learning has been known for its sensitive performance with respect to many design choices, hyperparameter selection, and implementation details, which make it hard to reproduce the results of prior work [24], [25]. Researchers have studied critical design choices for deep RL algorithms via thorough experiments, such as policy and learning configurations [26] or code-level implementation details [27]. On the other hand, the work of Peng and his colleague [28] investigated MDP formulation by comparing four different action spaces: position control, velocity control, torque control, and muscle-activation. The recent work of Reda et al. [23] investigated various aspects of the MDP formulation, including states, observations, terminal conditions, and a few learning details. Instead, our work conducts a more focused study on design choices for observation spaces and leverages the experimental results to develop a search algorithm.

Network Architecture Search. Researchers have proposed search algorithms for finding better network architectures [29], [30], which are typically based on evolutionary algorithms. One notable work is Neuro-Evolution of Augmenting Topologies (NEAT) [31] that simultaneously searches network architectures and policy parameters. Recently, a similar idea of evolutionary search has been also investigated in the context of deep learning to optimize neural network architecture [32]–[36], reward functions [35], and other hyperparameters [34]. Our problem of finding the optimal observation space is also closely related to other prior methods because it can be viewed as network architecture search with sparsity regularizations on the input layers.

Network Pruning. Network pruning is a method to remove redundant connections in neural networks to avoid overfitting, which can be also considered as the special case of network architecture search. There have been several studies [37]–[41] based on the observation that connection weights are highly correlated with their significance. Pruned networks are expected to perform as well as the original networks, while some studies reported even improved performances after pruning [41]–[44]. Our methodology aligns with network pruning in terms of removing unwanted connections iteratively, during the optimization process. Our pruning criterion is also comparable to the Neuron Importance Score Propagation (NISP) [45], which measures the pruning effects on the entire network.

Dropout for Deep RL. Dropout [46] is another technique widely used in deep learning to avoid overfitting. In deep RL, dropout is suggested to measure the uncertainty of a model based on Bayesian approximation [47]–[49], which is further leveraged to determine the switch between exploitation and exploration. Kahn et al. estimated the uncertainty of a model using dropout with bootstrapping for collision avoidance [50]. It is also possible to use dropout during training to obtain a robust model, such as Message-dropout [51] that adopts dropout to input-level messages exchanged between multiple agents. In this work, we also apply a dropout technique to an input layer to measure the sensitivity of the learned policy to observations.

III. BENCHMARK ON OBSERVATION SPACES

This section describes benchmark experiments for comparing different sets of observation spaces. Particularly, we design the experiments to verify commonly known design choices, such as Cartesian transformations [10], binary contact flags [10]–[12], a short history [13]–[16], or global transformation with state estimation [14], [17], [18]. We also aim to compare the performance of hardware-compatible configurations to common observation spaces in the RL community.

A. Experimental Setup

We compare various observation spaces on standard benchmark problems, InvertedDoubleCartpole-v2, Hopper-v2, Walker2d-v2, and HalfCheetah-v2, provided by OpenAI [7]. Besides the observation spaces, we do not change other MDP configurations, like action spaces, reward functions, and initial state distributions. We select Soft-Actor Critic with Automated Entropy Adjustment (SAC-AEA) [4] as a learning algorithm, which is an off-policy deep RL algorithm with a structured exploration strategy based on the entropy constraint. For all experiments, we set a learning rate as 0.003 and a policy architecture as a feedforward network of \([64, 64]\) for InvertedDoublePendulum and \([256, 256]\) for other benchmarks. We run each experiment with ten different random seeds to reduce the variance of the results. Please note that the benchmark results can differ from the original author’s paper [4] due to the implementation details and hyperparameters.

B. Observation Spaces

First, we define observation channels in Table II. The defined channels may include redundant representations for the same physical quantities: for instance, the same arbitrary articulated rigid body can be represented using general coordinates or maximal coordinates. Some channels can be easily collected from sensors, such as \(q_i\) from motor encoders or \(\dot{r}_i\) from IMU, while some of the others cannot be easily obtained for real robots, such as the global positions \(C_i\), unless we compute those quantities via state estimation.

- \(q_{it}\): global position and orientation of the root. \(q_{it} = [C_i^T, \dot{C}_i^T]^T\)
- \(x, y, z\): a shorthand notation of global position. \([x, y, z]^T = C_i\)
- \(q_{jt}\): joint angles.
- \(q\): positions in generalized coordinate. \(q = [q_i^T, q_j^T]^T\)
- \(C_i\): the global position of COM of the \(i\)th body node.
- \(\dot{r}_i\): the global rotation of the \(i\)th body in Euler angles.
- \(R_i\): the global rotation of the \(i\)th body as a Rotation matrix.
- \(c_i\): a binary contact flag of the \(i\)th body node.

| Term | Description |
|------|-------------|
| \(q_{it}\) | global position and orientation of the root. \(q_{it} = [C_i^T, \dot{C}_i^T]^T\) |
| \(x, y, z\) | a shorthand notation of global position. \([x, y, z]^T = C_i\) |
| \(q_{jt}\) | joint angles. |
| \(q\) | positions in generalized coordinate. \(q = [q_i^T, q_j^T]^T\) |
| \(C_i\) | the global position of COM of the \(i\)th body node. |
| \(\dot{r}_i\) | the global rotation of the \(i\)th body in Euler angles. |
| \(R_i\) | the global rotation of the \(i\)th body as a Rotation matrix. |
| \(c_i\) | a binary contact flag of the \(i\)th body node. |
Based on the predefined terms, we define the following observation space configurations.

- **Raw sensors (RS):** Raw sensor readings from motor encoders and an inertial measurement unit (IMU); \( O^{RS} = \{ q_{ij}, \dot{q}_{ij}, \theta, \dot{\theta} \} \). We assume that an IMU can provide a global orientation using on-board integration and filtering algorithms.
- **Generalized coordinates (GC):** Positions and velocities in generalized coordinates; \( O^{GC} = \{ q, \dot{q} \} \).
- **Maximal coordinates (MC):** Positions and velocities in Cartesian coordinates. Both positional and rotational velocities are included; \( O^{MC} = \{ C_1...N, \dot{C}_1...N, r_1...N \} \).
- **Open AI (OAI):** Default observation space suggested in OpenAI benchmarks; \( O^{OAI} = \{ z, \theta, q_{ij}, \dot{q} \} \).

For all configurations, we subtract the global horizontal position \( x \) to the global positions \( C_i \) or \( q_{ij} \) to make the observation space invariant to horizontal translations.

In addition, we extend the observation space of the RS configuration with a global height, contact flags, and maximal coordinates to investigate their effects.

- **RS with contact flags (RS+C):** \( O^{RS} \cup \{ C_1...K \} \), where \( K \) is the contact sensors. We attach contact sensors to the tip of each foot of Hopper and HalfCheetah, and the toe and heel of Walker2D agent. There are no contact sensors for InvertedDoublePendulum.
- **RS with positions in Cartesian coordinates (RS+CP):** \( O^{RS} \cup \{ C_1...N \} \).

We finally propose a new observation space by leveraging the prior knowledge and benchmark results:

- **Ours:** \( O^{RS} \cup \{ z, C_1 \} \).

We also extend RS, OAI, and Ours with a short \( N \) history of actions, by concatenating \( N \) previous observation histories \( o_t, o_{t-1}, \cdots, o_{t-N+1} \) and \( N - 1 \) previous actions \( a_{t-1}, \cdots, a_{t-N+1} \).

**C. Benchmark Results and Analysis**

**General Comparison.** Figure 1 illustrates the comparison of various observation spaces: RS, GC, MC, OAI, RS+C, RS+CP, and Ours. In general, all configurations learn reasonably well on the InvertedDoublePendulum environment. For the other three locomotion tasks, a “reactive” environment with only the RS observations shows the worst learning progress on average. However, augmenting the RS with a global height and a linear velocity (Ours) has a notable positive impact, which demonstrates the importance of global state estimation for locomotion. We do not observe any notable difference between the learning curves of GC and MC which indicates that the choice of coordinates does not have a significant impact on the results. Similar to the recent study of Reda et al. [23], we see that adding positions in Cartesian coordinates can be helpful in complex environment by comparing RS and RS+CP on the HalfCheetah environment. The default settings of OpenAI Gyms (OAI) result in reasonably efficient learning, although a few settings outperform the default observation spaces.

**Contact Information.** One commonly known fact in robotics is that contact flags are crucial for developing an effective locomotion controller, particularly for a Raibert-style MPC controller [22]. To this end, we investigate the impact of contact flags by augmenting the raw sensor configuration (RS) with discrete contact flags (RS+C) and positions in Cartesian coordinates (RS+CP). In the RS+CP configuration, the position of each body contains the distance to the flat terrain, which can be viewed as a continuous version of contact information. However, we observe minor performance differences for all three observation spaces, except minor performance gains on the HalfCheetah environment. This indicates that RL-based locomotion policies do not particularly require explicit contact information, which is well-matched with the conclusion of the study [23] done on PyBullet locomotion benchmarks [52].

**History of Actions and States.** There exist a few prior works that augment the observation space with a history of previous observations and actions for more efficient learning and a more robust final policy. However, it can degrade the learning speed due to the increased dimension of the observation space. We test this hypothesis by augmenting the configuration RS, OAI, Ours with an N-history of states and actions, where \( N = 2 \) for all the experiments. The benchmark
results are illustrated in Figure 2b. The results indicate that an N-history is slightly helpful for learning, particularly in the case of RS, which lacks processed information.

Malicious Information. It is a well-known fact that it is better to exclude some task-irrelevant information from the observation space, such as the horizontal root position \( x \) for locomotion tasks, which can be malicious for the entire learning process, which was verified with our experiments (Fig. 2b, Ours+x). However, it is not intuitive to find another malicious observation channel that significantly slows down the learning process. We investigate other candidates, such as time variable \( t \), a frame counter, previous action, cumulative sum of contact flag, or random numbers, but none of them showed noticeable impacts on the learning curve (Fig. 2b). We suspect that a malicious sensory channel must be deceptive enough to 1) dominate the initial learning process but 2) not relevant for longer horizons.

IV. Optimization of Observation Spaces

In the previous sections, we benchmark different observation spaces in OpenAI Gym environments. The results indicate that the selection of observation spaces has notable impacts on the learning process, and different problems have their own optimal observation spaces. However, it is not possible to simply determine whether one observation channel is helpful for the given problem or not because learning speed depends on the combination of observation channels, not a single channel. Also, a single malicious information channel can slow down the learning significantly. This motivates an algorithmic approach that can automatically find the optimal observation space to the given problem.

A. Search Algorithm

Algorithm 1 Optimization of Observation Spaces

Inputs: Model, observation, training time \( K \), test metric

1: initial_obs ← basic sensors
2: basic_model ← make_model(initial_obs)
3: basic_model.learn(K)
4: basic_score ← basic_model.test(test_metric)
5: best_score, best_obs ← basic_score, basic_obs
6: while not converged do
7:    current_obs ← best_obs ∪ new_obs_group
8:    current_model ← make_model(current_obs)
9:    current_model.learn(K)
10:   current_score ← current_model.test(test_metric)
11:   if current_score > best_score then
12:      current_obs ← remove_malicious(current_obs)
13:      best_score, best_obs ← current_score, current_obs
14:   end if
15: end while

We propose an optimization algorithm (Algorithm 1) to find the most effective observation space for the given MDP problem. We start from the initial observation space, which is set to the raw sensor (RS) configuration, and gradually investigate different observation spaces. At each iteration, we change the observation space by adding random observation channels. Then we train the model for \( K \) steps and evaluate the performance of the updated observation space. For evaluation, we can generate additional rollouts or take an average of the episodic rewards from previous training rollouts. We accept this new observation space only if its performance is improved. Different metrics to evaluate the performance will be examined in Section V-D.

One important design factor of our algorithm is how to mutate the current observation space. In our experience, it is better to take more add operations rather than delete operations. This is also well matched our benchmark results, which show that the redundancy is quite acceptable in many situations. To this end, our algorithm proposes a new observation space by adding a group of observations, without delete operations. We select a group based on their semantics, instead of selecting random observation channels. We empirically found that this semantic search yields the best results, which will be further studied in Section V-D.

However, this algorithm does not produce a concise observation space because it cannot delete observation channels once it accepts them. Therefore, we allow our algorithm to delete observation channels via statistical tests, which will be explained in the following section.

B. Statistical Test for Removing Unnecessary Channels

Algorithm 2 Dropout-Permutation Test for removing unnecessary channels.

Inputs: observation_space, dropout rate \( d \), threshold \( \bar{I} \)

1: model ← make_model(observation_space)
2: model.learn(n_steps, dropout=(model.input_layer, d))
3: base_score ← model.test()
4: for \( i = 1, 2, \ldots, N \) do
5:    score ← model.test(observations=sample(range=obs_range))
6:    importance ← (score − base_score) / base_score
7: end for
8: remove observation channels where its importance < \( \bar{I} \)
9: return observation_space

We propose a statistical test, which is the so-called Dropout-Permutation Test, to identify the importance of each channel in the given observation space. First, we train an additional robust policy by applying a dropout technique to the input layer. This prevents our algorithm from being too sensitive to each observation channel. Then we iteratively examine each observation channel by substituting the input with a randomized value sampled from the range of each channel. If the performance drops significantly, it means that the randomized channel was important to train the given policy. However, if the performance is not changed or even increased, it indicates that the channel is not necessary or even malicious. Our algorithm is summarized in Algorithm 2.

Our test is inspired by perturbation-based saliency methods, which have been applied to explain the saliency of the
actions. Depending on the environments, prior studies perturb by masking pixels in an image [53]–[55] or removing pieces on a game board [56]. Here, we substitute with a randomized value sampled from a range of input data collected during learning to see how much an agent gets confused by a fake but realistic input.

V. Results

In this section, we discuss the experiments for validating the proposed optimization algorithm. Particularly, we design the experiments to answer the following questions.

1) Can the Dropout-Permutation test find unnecessary or malicious information channels?
2) Can our algorithm find an optimal observation space that is better than the manually designed ones?
3) How does the selection of hyper-parameters impact the performance of the algorithm?

A. Experimental Setup

We also evaluate our algorithm on four MuJoCo [57] environments in OpenAI Gym [7], with the same hyper-parameters for the environments and learning algorithm as described in Section III-A. For the optimization algorithm, we initialize the sensor set as Raw Sensors (RS), use the group-based selection scheme, set the number of pre-training timesteps as 200k (30k for InvertedDoublePendulum), and set the evaluation scheme as All. The semantic search space includes $C_1$, $C_2$, Cartesian coordinates, contact flags, and previous action. The effects of these hyper-parameters will be analyzed in Section V-D. We run each experiment with ten different random seeds, which is the same as our benchmark experiments.

B. Dropout Test

We conduct experiments to validate whether our Dropout-Permutation Test test can successfully measure the importance of each observation channel. We apply the test to the Ours+x observation space on the Hopper-v2 environment, which contains additional malicious information of the horizontal position $x$. Also, we carry out permutation test on the Ours set for a comparison. Intuitively, if the performance drops upon the removal of one observation channel, it implies that the channel contains relevant information to the task. If the performance does not drop or even increases, the observation might not be important or even malicious to the learning.

Figure 3 shows the visualization of the Dropout-Permutation Test results, with different dropout rates of $[0.3, 0.1, 0.05, \text{ and } 0.01]$. Green cells indicate useful information channels while red cells are not relevant or malicious channels. In general, a higher dropout rate makes the policy less effective: the average reward with the dropout rate 0.3 is 688.2, which is much smaller than the average score 2685.2 of the dropout rate 0.01. However, it is harder to identify the importance of observation channels, by being less robust to the removal of observations. Therefore, we choose a dropout rate as 0.1 for our experiments.

C. Search Algorithm

We evaluate the algorithm on the benchmark problems. We compare the optimized observation space against two baselines: Raw Sensors (RS) and OpenAI Gym (OAI). RS is the initial observation space of our search algorithm, so the comparison with the RS will highlight the performance gain after the optimization. And the comparison with OAI will show the benefit of optimization over manual approaches.

Figure 4 illustrates the learning curves of RS, OAI, and Ours on the benchmark problems. Overall, our algorithm finds effective observation spaces that lead to better or comparable learning speeds than both RS and OAI. However, our algorithm fails to find the optimal observation space for HalfCheetah. We suspect that this is due to the special characteristic of HalfCheetah. It is less sensitive to a balancing issue compared to the other two locomotion tasks, so it works better with a minimal observation space,
such as Generalized Coordinates (GC), as represented in Figure 1. However, we tune our algorithm to have a high chance to include redundant observation channels, which is not effective for this problem.

Table III shows how often each semantic group has selected by our algorithm from ten different runs. Therefore, we can infer that the sensor groups with more occurrences are important than the groups with fewer occurrences. For locomotion tasks, most of the runs pick C1, which shows the importance of the linear velocity for maintaining the balance. Cartesian coordinates is also selected quite often, but a bit more for the Walker2d. Contact information is often known to be important for robotic locomotion, particularly for highly dynamic motions. However, it is not frequently selected for locomotion tasks, particularly zero times for Hopper. In the case of InvertedDoublePendulum, RS already shows the near-optimal performance while Cartesian coordinates is added for four out of ten trials. The results align well with our benchmark results in Section III.

D. Analysis

In this section, we demonstrate how design choices in our algorithm make differences on learning. For all experiments, we select Hopper as the testing environment.

**Evaluation metric.** There can be several methods to assess the performance of the observation space in each iteration. We compare three different methods, (a) testing the trained network by generating additional rollouts (Test) or measuring the history of rewards during (b) the entire training time (All) or (c) later half of the training (Half). Figure 5a illustrates the learning curves optimized with different evaluation metrics on Hopper. In our experiments, All and Test show comparable performances while Half shows the saturated learning curves. We choose to use All for all the experiments because it does not require extra computation costs compared to Test.

**Training time K for each iteration.** For each iteration in Algorithm 1, we train a model for K steps prior to evaluation. Intuitively, training more steps leads to better estimation of the final learning but requires extra costs. As shown in Figure 5b, the learning speed significantly drops when training duration is less than 100k steps.

**Grouping scheme.** Another design choice to make in Algorithm 1 is how to group the observations: we can group the observation semantically, as grouped in Table II, or randomly. Our intuition is that observations in the same semantic groups are related and provide more useful information when combined. Figure 5c shows that semantic groups result in slightly more effective learning than random groups.

**Dropout layer.** Figure 5d shows the impact of dropout layer in Dropout-Permutation Test on learning curve. When dropout is not applied, the search algorithm learns suboptimal optimization spaces, which shows the importance of dropout layers.

VI. CONCLUSIONS

In this work, we investigated different observation spaces and developed an algorithm to optimize the observation space based on the experimental results. Our experimental results show that a few common design choices, such as contact flags, are not beneficial to the learning speed while identifying a few important observation channels, such as the height of the robot or a history of actions. Then we proposed a search algorithm to optimize the observation space, which leverages a Dropout-Permutation test to remove unnecessary or malicious channels. We demonstrated that our algorithm significantly improves learning speeds by finding the optimal observation space for the given problem.

Although we investigated benchmark problems, the performance of deep RL algorithms highly depends on problems, algorithms, and hyperparameters. Therefore, our benchmark results may not be well generalized to new problems. Our work supplements the study of Reda et al. [23] that investigates many aspects of deep RL, but both studies can be specific to the examined environments. Our optimization algorithm is simple and effective, but it requires extra costs to repetitively investigate various observation candidates. A possible direction for future work would be to extend this work by jointly optimizing the observation spaces with the network parameters.
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