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Abstract—Massive multiple-input multiple-output (MIMO) is a key technique for fifth-generation (5G) and beyond communications. Therefore, accurate characterization of the responses of the large-scale antenna arrays at an arbitrary direction is critical. The effective aperture distribution function (EADF) can provide an analytic description of an antenna array based on a full-sphere measurement of the array in an anechoic chamber. However, as the aperture of an array becomes significantly larger, application of the EADF requires very dense spatial samples due to the large distance-offsets of the array elements to the reference point in the anechoic chamber. This leads to a prohibitive measurement time and a high computational complexity of EADF. In this paper, we first present the EADF applied to large-scale arrays, followed by an analytical analysis of the issue caused by the large array aperture. To solve this issue, an enhanced low-complexity EADF is proposed with a low complexity that is only considering the intrinsic characteristics of each array element rather than the aperture size of the array. Moreover, a measurement campaign conducted at the frequency band of 27-30 GHz using a relatively large planar array is introduced, where the proposed enhanced EADF is applied and validated.

Index terms—Antenna measurement, large-scale array, array characterization, and EADF.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) has been a key technology for fifth-generation (5G) and beyond communication systems operating at the lower-frequency, the millimeter-wave (mmWave) and/or the sub-THz bands [1]–[3]. Utilizing a large number of antennas, massive MIMO can facilitate applications such as multi-user beamforming [4], localization [5], sensing [6], etc. To enable those advanced applications, an accurate characterization of the large-scale antenna array is essential. For example, the responses of the antenna elements of the array shall be known, i.e., characterized, in order to determine proper weights to form beams to certain directions. Another typical example is to use large-scale antenna arrays for measurement-based spatial channel sounding, where the responses of the arrays are required to be decoupled from the propagation channels for accurate channel modeling.

To characterize an antenna array, the array is in general placed in an anechoic chamber, where the responses of the antenna elements are measured at discrete angle steps covering a whole 3-D sphere, and more than one probe may be needed for a polarimetric characterization of the array. The measurement results are usually stored in a form of matrices for recovering the antenna responses at an arbitrary direction.

Different algorithms have been proposed in the literature for the reconstruction purpose, which can be classified into three main types. i) The first type is to directly perform, either linear or non-linear, interpolations based on the measured data to recover the responses of unmeasured directions. Although straightforward, the main drawback of such algorithms is that they are non-analytic. This means that algebraic analysis, e.g., gradient-based optimization, cannot be done. Moreover, these algorithms are not designed for compactly storing the measurements, meaning that the full-size matrices are always carried and used throughout the following signal processing steps. ii) The second type of algorithms is based on the so-called spherical harmonics (SHs) [7]–[10]. The SHs are orthogonal basis functions that are defined on a sphere. The coefficients of different SHs contained in the measurement data can be obtained by projecting the measurement data onto the SHs, i.e., a forward transform. Then the array responses can be recovered by an inverse transform according to the obtained coefficients, i.e., a linear combination of the SHs. It is worth noting that if the measurement data is sparse in the transformed-domain, one can only store the principle components to compress the measurement data. iii) The third type is the so-called effective aperture distribution function (EADF) [11]–[13]. Essentially, 2-D discrete Fourier transforms (DFTs) are applied to the measurement patterns to obtain spectra in the spatial-frequency domains that can be utilized afterwards to recover antenna patterns via inverse DFTs. This approach has several advantages. For example, similarly to using SHs, principle spatial-frequency components can be recognized to compress the measurement data. Moreover, both the forward and inverse DFTs can be performed efficiently in hardware. The EADF also can be extended for wideband characterization with 3-D DFT by further considering the frequency-domain [14]. Although EADF is a promising technique, there is an issue when applied to large-scale antenna arrays. With a large array aperture, in terms of wavelengths, the radiation patterns of the antenna elements measured in the anechoic chamber can have very high instantaneous spatial frequencies. For future THz communications with ultra massive MIMO [15], this issue will be of increased importance. Moreover, due to the
deep integration of antennas in devices, a large aperture of the array can also be caused by the whole electromagnetic structure surrounding the antenna array. For example, we need to consider a car or car roof and an array installed on it as a new “array” whose aperture can be very large, and such consideration is necessary in practice since the car body can influence the array responses significantly [16]. The high instantaneous spatial frequencies caused by the large array aperture require very dense angular samples on the sphere surface, resulting in prohibitive array measurement efforts in chambers and high computation complexities. Otherwise, erroneous reconstruction of the array responses can happen.

As a critical part of 5G and beyond communications, accurate and complexity-efficient EADF-based characterization of large-scale antenna arrays is essential. However, to the authors’ best knowledge, the problem of the conventional EADF confronted in large-scale antenna arrays has not been addressed in the literature. Therefore, we aim to propose a novel and low complex EADF for characterizing large-scale antenna arrays by solving the aforementioned issue. The main novelty and contributions of the paper include:

1) The EADF for characterizing antenna arrays is discussed, and the problem of its application to antenna arrays with large apertures is analyzed theoretically.

2) An enhanced EADF is proposed to overcome the problem. The main principle of the enhancement is to estimate the phase centers of the antenna elements so that the high spatial-frequency components can be subsampled. In such a way, the angle steps for spatial sampling are almost only related to the intrinsic patterns of the elements (rather than the aperture), which can significantly reduce the time consumption of the antenna array measurement campaigns and the sizes of radiation pattern matrices, i.e., the complexity of further signal processing.

3) A mmWave antenna array is measured in an anechoic chamber at 27-30 GHz. The enhanced EADF is evaluated, and the proposed method is verified using the measurement data.

The rest of the paper is structured as follows. The EADF for antenna arrays is discussed in Sect.II. Sect.III analyzes the issue of the conventional EADF when applied to large-scale antenna arrays. In Sect.IV, the enhanced EADF is proposed, and the measurement campaign is introduced in Sect.V. Finally, conclusive remarks are given in Sect.VI. Throughout this paper, we use italic letters to denote scalars, bold letters in lower case for vectors, and bold letters in upper case for matrices. The function $\exp()$ denotes the element-wise exponential function, and $j = \sqrt{-1}$. In addition, $\{\}$, $\vec{}$, $\circ$ and $\otimes$ indicate the matrix transposition, matrix vectorization, Kronecker product and Hadamard product (element-wise product), respectively.

II. THE EADF FOR AN ANTENNA ARRAY

Fig. 1 illustrates a schematic of antenna array characterization in an anechoic chamber. The antenna array consisting of $P$ elements is placed around the center “O” of a sphere with radius $r$. On the sphere surface, a calibrated probe antenna is used to measure the responses/patterns of all the $P$ antenna elements at different directions $(\theta, \phi)$, where $\theta \in [0, \pi]$ is the zenith angle with $\theta = 0$ corresponding to the positive $z$-axis, and $\phi \in [0, 2\pi]$ is the azimuth angle with $\phi = 0$ indicating the positive $x$-axis. The radius $r$ is set much larger than the Fraunhofer distance [17], [18] of the antenna array to guarantee a far-field characterization. In practice, there are different ways to equivalently realize the measurements as illustrated in Fig.1. For example, one can rotate either or both the array under test or/and the probe antenna. A reflector can also be used to create far-field conditions in an anechoic chamber with limited dimensions [19].

The array responses are generally measured at discrete angular support. Specifically, the measured 3D radiation pattern of the $p$-th element can be denoted as $A^{(p)} \in \mathbb{C}^{(M+1) \times 2N}$. The rows and columns of $A^{(p)}$ correspond to $\theta = [0, \frac{\pi}{N}, \cdots, \pi]^T$ and $\phi = [0, \frac{\pi}{2N}, \cdots, \frac{(2N-1)\pi}{2N}]^T$, respectively. As an example, Fig.2(a) illustrates a measured $A$ at 28.5 GHz for a patch antenna element of an array with $M+1 = 121$ and $2N = 240$, respectively. That is, the angle steps are 1.5 degrees for both $\theta$ and $\phi$. It can be observed that the patch element can effectively illuminate a certain area. The EADF for the measured pattern is essentially the 2D-DFT of $A^{(p)}$. However, directly applying 2D-DFT to $A^{(p)}$ will lead to “jumps” between $\theta = \pi$ and $\theta = 0$ at the same azimuth cut due to the periodicity of the DFT, i.e., assuming that $A^{(p)}$ is one period of a periodic function. Therefore, the original $A^{(p)}$ needs to be extended to $C^{(p)} \in \mathbb{C}^{2M \times 2N}$, where the rows and columns of $C^{(p)}$ correspond to $\theta = [0, \frac{\pi}{N}, \cdots, \frac{2M\pi}{N}]^T$ and $\phi = [0, \frac{\pi}{2N}, \cdots, \frac{(2N-1)\pi}{2N}]^T$, respectively. The new $C^{(p)}$ can be constructed by concatenating $A^{(p)}$ and $B^{(p)}$, where $B^{(p)} \in \mathbb{C}^{(M-1) \times 2N}$ is obtained by circularly shifting the columns of $A^{(p)}$ by $N$ steps (an angle of $\pi$), removing the first and last rows, and finally reversing the order of all rows. The procedure can be formulated as

$$C^{(p)} = \begin{bmatrix} A^{(p)} \\ B^{(p)} \end{bmatrix}$$

![Fig. 1: A schematic of (large-scale) antenna array characterization in an anechoic chamber.](image)
with
\[ B^{(p)} = \begin{bmatrix} e_M^T \\ \vdots \\ e_1^T \end{bmatrix} A^{(p)} \begin{bmatrix} 0 & I_N \\ I_N & 0 \end{bmatrix}, \]
where \( e_m \in \mathbb{C}^{(M+1) \times 1} \) is a column vector with only its \( m \)-th entry as one and all the other entries as zero, and \( I_N \) is an identity matrix with a order of \( N \). As an example, Fig. 2(b) illustrates the constructed \( C \) for the patch element. The EADF \( Q^{(p)} \in \mathbb{C}^{2M \times 2N} \) can then be calculated according to \( C^{(p)} \).

Specifically, the \((k, \ell)\)-th entry \( q^{(p)}_{k\ell} \) of \( Q^{(p)} \) is formulated as
\[ q^{(p)}_{k\ell} = \mu_k^T C^{(p)} \mu_\ell, \]
where
\[ \mu_k = \exp(-j\pi \frac{(k - 1 - M)}{M} [0, \ldots, 2M - 1]^T) \]
and
\[ \mu_\ell = \exp(-j\pi \frac{(\ell - 1 - N)}{N} [0, \ldots, 2N - 1]^T). \]

In such a way, the zero spatial frequency component is located in the middle of \( Q^{(p)} \). Fig. 2(c) illustrates the normalized EADF \( Q \) for the patch element as illustrated in Fig. 2(a). It can be observed that the main power of \( Q \) is concentrated in the lower spatial frequency region. This is an essential prerequisite so that the EADF can be exploited to recover/interpolate the radiation pattern (response) of an antenna at an arbitrary direction \((\theta, \phi)\). Otherwise, aliasing caused by high spatial frequency components can probably lead to failures of the interpolation of radiation patterns if \( A^{(p)} \)'s were not sampled with adequate angular resolution.

Utilizing the EADF, the response \( a^{(p)}(\theta, \phi) \) at an arbitrary direction \((\theta, \phi)\) for the \( p \)-th element can be recovered as
\[ \hat{a}^{(p)}(\theta, \phi) = \omega_\theta^T Q^{(p)} \omega_\phi = \text{vec}^T (Q^{(p)}) \omega_{\theta \phi}, \]
where \( \omega_\theta = \omega_\theta \otimes \omega_\phi \) with
\[ \omega_\theta = \exp(j\theta [-M, \ldots, M - 1]^T) \]
and
\[ \omega_\phi = \exp(j\phi [-N, \ldots, N - 1]^T). \]

Therefore, the array response \( g(\theta, \phi) \) with its \( p \)-th entry as \( \hat{a}^{(p)}(\theta, \phi) \) can be formulated as
\[ g(\theta, \phi) = \begin{bmatrix} \text{vec}^T(Q^{(1)}) \\ \vdots \\ \text{vec}^T(Q^{(P)}) \end{bmatrix} \omega_{\theta \phi}. \]

Furthermore, considering both horizontally (H-) and vertically (V-) polarized responses of the array, (9) can be extended to
\[ G(\theta, \phi) = \begin{bmatrix} g_H(\theta, \phi) \\ g_V(\theta, \phi) \end{bmatrix} = \begin{bmatrix} \text{vec}^T(Q^{(1)}) \\ \vdots \\ \text{vec}^T(Q^{(P)}) \end{bmatrix} \begin{bmatrix} \omega_{\theta \phi} \\ 0 \\ 0 \end{bmatrix}, \]
\[ (10) \]

which is a complete polarimetric characterization of the array by exploiting the EADF. Note that H-polarized and V-polarized probes are required in the array measurements as illustrated in Fig. 1 to obtain polarized \( Q_H^{(p)} \)'s and \( Q_V^{(p)} \)'s in (10). It is also worth noting that (10) provides an analytic model of the array, i.e., an analytic communication channel model [20], and the advantage to enable gradient-based optimization, e.g., to maximize the likelihood functions of channel parameters of propagation paths to achieve high-resolution channel estimation results [21].

Fig. 2: The measured 3D pattern and the corresponding EADF of a patch antenna at 28.5 GHz. (a) The measured 3D pattern A. (b) Extended pattern C. (c) The obtained EADF Q with normalized power.

III. THE ISSUE OF EADF FOR LARGE-SCALE ARRAYS

For the characterization of a single antenna in an anechoic chamber, it is possible to align the phase center of the antenna to the sphere center “O” as illustrated in Fig. 1. However, for an antenna array with a certain number of antenna elements, it is inevitable that there are misalignments between the sphere center and the phase centers of different antenna elements. Moreover, a fixture is usually needed in practice to hold and/or rotate the antenna array in the chamber, which could lead to further misalignments. As illustrated in Fig. 1, let us consider the \( p \)-th antenna element whose phase center is located at \((x^{(p)}, y^{(p)}, z^{(p)})\) in the Cartesian coordinate system.

If omitting the additive noises\(^1\), the measured radiation pattern of the \( p \)-th antenna element can be formulated as
\[ a^{(p)}(\theta, \phi) = a_0^{(p)}(\theta, \phi) \exp(j2\pi\lambda^{-1}u_{\theta \phi}^{(p)}, (11) \]

\(^1\)Note that there always exists noise in the measured data. We omit the noise term to make the following analysis and formulas more concise without losing the essence.
where \( \lambda \) is the wavelength, \( \mathbf{u}_{\theta, \phi} \) is a unit vector in the direction \((\theta, \phi)\) and written as

\[
\mathbf{u}_{\theta, \phi} = [\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta]^T,
\]

and \( \mathbf{d}^{(p)} \) is the vector from the sphere center to the phase center of the \( p \)-th antenna element which is

\[
\mathbf{d}^{(p)} = [x^{(p)}, y^{(p)}, z^{(p)}]^T,
\]

and \( a^{(p)}_0(\theta, \phi) \) is the response obtained if the phase-center of the antenna element is aligned to the sphere center.

To understand the issue of the phase-center misalignment, let us assume that the pattern of the \( p \)-th antenna element is omnidirectional, i.e., \( a^{(p)}_0(\theta, \phi) = 1 \). Thus we have

\[
a^{(p)}(\theta, \phi) = \exp(j2\pi \lambda^{-1}\mathbf{u}_{\theta, \phi}^T \mathbf{d}^{(p)}).
\]

The first order approximation for \( \zeta^{(p)}_{\theta, \phi} = \lambda^{-1}\mathbf{u}_{\theta, \phi}^T \mathbf{d}^{(p)} \) in (14) at \((\theta_0, \phi_0)\) is

\[
\begin{align*}
\zeta^{(p)}_{\theta, \phi} & \approx \frac{\partial \zeta^{(p)}_{\theta, \phi}}{\partial \theta} \bigg|_{\theta = \theta_0} (\theta - \theta_0) + \frac{\partial \zeta^{(p)}_{\theta, \phi}}{\partial \phi} \bigg|_{\phi = \phi_0} (\phi - \phi_0) + \zeta^{(p)}_{\theta_0, \phi_0} \\
& = f^{(p)}_{\theta|\theta_0, \phi_0} (\theta - \theta_0) + f^{(p)}_{\phi|\theta_0, \phi_0} (\phi - \phi_0) + \beta_{\theta_0, \phi_0},
\end{align*}
\]

where

\[
\begin{align*}
f^{(p)}_{\theta|\theta_0, \phi_0} &= \frac{x^{(p)} \cos \theta_0 \cos \phi_0 + y^{(p)} \cos \theta_0 \sin \phi_0 - z^{(p)} \sin \theta_0}{\lambda}, \\
f^{(p)}_{\phi|\theta_0, \phi_0} &= \frac{-x^{(p)} \sin \theta_0 \sin \phi_0 + y^{(p)} \sin \theta_0 \cos \phi_0}{\lambda}, \\
\end{align*}
\]

and \( \beta_{\theta_0, \phi_0} \) collects all the residual terms that are only related to \( \phi_0 \) and \( \theta_0 \). Therefore, \( a^{(p)}(\phi, \theta) \) can be approximated as

\[
a^{(p)}(\phi, \theta) \approx \exp(j2\pi f^{(p)}_{\theta|\theta_0, \phi_0} \phi + f^{(p)}_{\phi|\theta_0, \phi_0} \theta + \beta_{\theta_0, \phi_0}).
\]

It can be observed from (17) that in a spatial region near to \((\theta_0, \phi_0)\), the instantaneous “spatial frequencies” of the measured radiation pattern \( a^{(p)}(\phi, \theta) \) with respect to zenith and azimuth are approximately \( f^{(p)}_{\theta|\theta_0, \phi_0} \) and \( f^{(p)}_{\phi|\theta_0, \phi_0} \), respectively. Therefore, the maximum absolute \( f^{(p)}_{\phi|\theta_0, \phi_0} \) across the whole sphere can be derived as

\[
f^{(p)}_{\phi, \max} = \max_{\phi_0, \theta_0} \lambda^{-1} \left| \sin(\phi_0 - \tan^{-1}\frac{y^{(p)}}{x^{(p)}}) \right| \sqrt{x^{2(p)} + y^{2(p)}},
\]

\[
= \lambda^{-1} \sqrt{x^{2(p)} + y^{2(p)}}.
\]

Similarly, it can be known that

\[
f^{(p)}_{\theta, \max} = \lambda^{-1} \sqrt{x^{2(p)} + y^{2(p)} + z^{2(p)}}.
\]

According to the Nyquist sampling theorem, the azimuth and zenith steps for the \( p \)-th antenna element during the measurements in the anechoic chamber should be no larger than \( \frac{1}{2f^{(p)}_{\theta, \max}} \) and \( \frac{1}{2f^{(p)}_{\phi, \max}} \) radians to avoid aliasing in the EADF, so that a correct reconstruction of \( a^{(p)} \) at arbitrary directions can be achieved using EADF according to (10). For a large-scale antenna array, the maximum admissible angle steps are determined by the maximum \( 2f^{(p)}_{\phi, \max} \) and \( 2f^{(p)}_{\theta, \max} \) of all the \( P \) elements. Due to the large size, in terms of \( \lambda \), of the antenna array, the admissible angle steps could be quite small, which results in a time-consuming and expensive array measurement in the anechoic chamber, and a computationally complex EADF characterization of the antenna array. It is also worth noting that for realistic antenna elements with a non-omnidirectional \( a_0^{(p)} \), the requirement for angle steps can be even more demanding.

### IV. THE PROPOSED ENHANCED EADF

In this section, we propose an enhanced EADF to characterize large-scale arrays, and the required angle steps are intrinsically limited by the characteristic of \( a_0^{(p)} \) and irrespective of the array sizes.

#### A. The principle of the enhanced EADF

Let us consider that the phase centers of the \( P \) antenna elements are known or can be estimated as located at \((\hat{x}^{(p)}, \hat{y}^{(p)}, \hat{z}^{(p)})\). That is, the vector connecting the sphere center and the estimated phase center of the \( p \)-th antenna element is \( \mathbf{d}^{(p)} \) with

\[
\mathbf{d}^{(p)} = [\hat{x}^{(p)}, \hat{y}^{(p)}, \hat{z}^{(p)}]^T.
\]

To enhance the EADF, the measured \( a^{(p)}(\theta, \phi) \) is first processed as

\[
\tilde{a}^{(p)}(\theta, \phi) = a^{(p)}(\theta, \phi) \exp(-j2\pi \lambda^{-1}\mathbf{u}_{\theta, \phi}^T \mathbf{d}^{(p)}) = a_0^{(p)}(\theta, \phi) \exp(j2\pi \lambda^{-1}\mathbf{u}_{\theta, \phi}^T \mathbf{d}^{(p)}).
\]

where

\[
\tilde{d}^{(p)} = \mathbf{d}^{(p)} - \mathbf{d}^{(p)}
\]

is denoting the estimation error of the phase-center location. Specifically, the processing is done by modifying the measured \( A^{(p)} \) as

\[
\tilde{A}^{(p)} = \exp \left( -j2\pi \lambda^{-1} \left[ \mathbf{u}_{0,0}^T \tilde{d}^{(p)} \ldots \mathbf{u}_{0,0}^T \tilde{d}^{(p)} \right] \right) \odot A^{(p)}.
\]

The \( A^{(p)} \)s in (1) and (2) are then replaced by the processed \( \tilde{A}^{(p)} \)s to obtain the \( \tilde{Q}^{(p)}_H \)s and \( \tilde{Q}^{(p)}_V \)s using (3). The purpose of (23) is to compensate for the fast phase rotations in \( A^{(p)} \) due to the misalignment \( \mathbf{d}^{(p)} \), which is analogous to moving the signals in radio frequency to baseband. It can be known from (21) that the maximum admissible angle steps for \( \tilde{A}^{(p)} \) is jointly determined by \( \tilde{d}^{(p)} \) and the intrinsic characteristic of \( a_0^{(p)} \). With \( \|\tilde{d}^{(p)}\| \) or \( \lambda^{-1}\|\tilde{d}^{(p)}\| \), being small, we can usually use much large angle steps for \( \tilde{A}^{(p)} \) compared to that of \( A^{(p)} \). Finally, the “baseband” signals need to be moved back to the high-frequency band. That is, with new \( \tilde{Q}^{(p)}_H \)s and \( \tilde{Q}^{(p)}_V \)s, (10)
can be modified as
\[
G(\theta, \phi) = \left( \begin{array}{cc}
vec^T(G_{hi}^{(1)}) & \vec^T(Q_{vi}^{(1)}) \\
\vdots & \vdots \\
vec^T(G_{hi}^{(p)}) & \vec^T(Q_{vi}^{(p)})
\end{array} \right) \left[ \begin{array}{cc}
\omega_{\theta, \phi} & 0 \\
0 & \omega_{\theta, \phi}
\end{array} \right] \odot \left[ \begin{array}{c}
\beta_{\theta, \phi} \\
\beta_{\theta, \phi}
\end{array} \right]
\]
for the polarimetric characterization of the array, where
\[
\beta_{\theta, \phi} = \exp(j2\pi \lambda^{-1}[\hat{d}_{\theta, \phi}^{(1)}, \ldots, \hat{d}_{\theta, \phi}^{(p)}]^T).
\]

B. Obtaining the phase centers of the array elements

By assuming that the phase center of each array element is located at its geometric center, it is possible to obtain \( d^{(p)} \)’s by checking the array configuration and how the array is placed in the Cartesian system as shown in Fig. 1. However, there are several drawbacks or limitations. i) It may not be straightforward to find the geometry center of an array element. It is also possible that the phase center is not aligned with the geometric center. ii) The antenna array could be packaged. In this case, it is not easy to know the array geometry. iii) It is generally hard to accurately measure the location and orientation of the array in the anechoic chamber. All these can lead to large errors in \( d^{(p)} \)’s, i.e., large \( ||d^{(p)}|| \)’s. Therefore, we propose a new method to estimate the phase centers. A prerequisite of the proposed method is that the responses of the antenna array at additional frequency points since the most time-consuming operation during the measurement is mechanically rotating the probe and/or the array.

Let us denote the measured responses of the \( p \)-th antenna element at different frequency points and directions as \( a^{(p)}(f, \theta, \phi) \). It can be expressed as
\[
a^{(p)}(f, \theta, \phi) = a^{(p)}(f, \theta, \phi) \exp(-j2\pi f \tau^{(p)}_{\theta, \phi}) + n(f, \theta, \phi)
\]
where
\[
\tau^{(p)}_{\theta, \phi} = \Delta \tau^{(p)} - c^{-1}u_{\theta, \phi}^T d^{(p)}
\]
denotes the propagation delay with \( c \) being the speed of light and \( \Delta \tau^{(p)} \) being a fixed delay offset caused by the additional propagation in the connecting cable and circuit, \( a^{(p)}(f, \theta, \phi) \) is the residual complex amplitude, and \( n \) is additive white Gaussian noise. Given the measured responses of \( S \) frequency points, i.e., \([f_1, \ldots, f_S]\), at the direction \((\theta, \phi)\), the propagation delay at this direction can be estimated as
\[
\tau^{(p)}_{\theta, \phi} = \max_{\tau} \left| \sum_{s=1}^{S} a^{(p)}(f_s, \theta, \phi) \exp(j2\pi f_s \tau) \right|^2.
\]
It can be seen that (28) is a maximum-likelihood estimation if \( a^{(p)}(f_s, \theta, \phi) \) is independent on \( f_s \), which is almost true if the considered frequency band is narrow. In the wideband case, although the amplitude variation of \( a^{(p)}(f_s, \theta, \phi) \) with respect to \( f_s \) could be large, its phase variation should be generally small in the main-coverage directions, where (28) can still be used for the estimation of \( \tau^{(p)}_{\theta, \phi} \). It is worth noting that one should avoid estimating \( \tau^{(p)}_{\theta, \phi} \) in the directions with much weaker antenna gains where the phase of \( a^{(p)}(f_s, \theta, \phi) \) could change irregularly leading to systematic estimation errors. With the propagation distances estimated at different directions, the phase center of the \( p \)-th antenna can then be estimated using the least-square principle as
\[
(d^{(p)}, \Delta \tau^{(p)}) = \max_{(d, \Delta \tau)} \left| \sum_{\theta, \phi} c^{-1}u_{\theta, \phi}^T d - \Delta \tau - \hat{\gamma}^{(p)}_{\theta, \phi} \right|^2.
\]
After obtaining \( d^{(p)} \)’s for all the \( P \) elements, the enhanced EADF can be applied for the large-scale array.

V. MEASUREMENT VERIFICATION

In this section, a measurement campaign using a mmWave antenna array at the frequency band from 27 GHz to 30 GHz is introduced, and the application of the proposed principle of enhanced EADF is verified with the measurement data.

A. Measurement campaign

As illustrated in Fig. 3, the antenna array applied in the measurement is planar. There are 64 metallic squares on the panel each corresponding to two co-located H- and V-polarized antenna elements. That is, the planar array consists of 128 elements in total. Moreover, the spacing between neighbouring squares is around 6 mm. This array is a switched array that was designed as a transmitter array of a mmWave channel.
sounder to measure dynamic mmWave massive MIMO radio channels [22]. A single element is activated by a 7-bits digital control signal from the rainbow cables as illustrated in Fig. 3. For more details of the array, readers are referred to [22].

Fig. 4 illustrates the measurement setup in the anechoic chamber, with the coordinate system also plotted. A high-gain antenna [24] was fixed at its position as a probe. The planar array was installed on a machinery with rotation functions, and the center of the array panel was around 20 cm (38 \lambda at 28.5 GHz) far from the origin along the \( z \)-axis. The distance from the probe to the origin of the coordinate system was 3 m, which is larger than the Fraunhofer distance of the array. The machinery can rotate around the \( y \)-axis, i.e., rotate the coordinate system around the \( y \)-axis, to change the zenith angle of the probe, and can rotate around the \( z \)-axis to change the azimuth angle of the probe. Both the zenith step and the azimuth step were set as 1.5°, i.e., \( M = 120 \) and \( N = 120 \), respectively. At each direction, twelve V-polarized antenna elements, as indicated by the white arrows in Fig.3, were switched and measured. For each element, frequency responses at \( S = 301 \) points that span from 27 GHz to 30 GHz were recorded, to cover the working frequency range of the array. It took around 19 hours to finish the measurement for a whole sphere, and a major part of the time was for mechanical rotations. In the sequel, we investigate the EADFs at the center frequency point 28.5 GHz.

B. Estimation of phase centers

Fig. 5 illustrates, as an example, the measured \( \mathbf{A}^{(1)} \) at 28.5 GHz of the first antenna element. Fig. 6(a) illustrates the estimated propagation delays \( \hat{\tau}_{\theta,\phi}^{(1)} \) at different directions of the first antenna element according to (28). Note that only the main coverage, i.e., directions with gains no smaller than 13 dB below the maximum gain, is considered for delay estimation, to avoid possible systematic errors that could happen in the weak-gain area. It can be observed that the propagation distance is changing from negative to positive values while the zenith angle is varying from 0 to \( \pi \), which is consistent with the measurement setup as shown in Fig.4. The phase center is then estimated as \( \mathbf{d}^{(1)} \) according to the least-square principle (29). Fig. 6(b) illustrates the fitted delays using the estimated \( \mathbf{d}^{(1)} \) and \( \Delta \hat{\tau}^{(1)} \). It can be observed that the least-square fitting is quite feasible. By performing the procedure for the 12 antenna elements respectively, their phase centers are obtained and depicted in Fig. 7. It can be observed that the estimated phase centers are quite close to (although not exactly align with) the geometry centers of the 12 metallic patches on the panel as illustrated in Fig. 3.

C. Performance verification of the enhanced EADF

As a comparison between the conventional EADF and the proposed enhanced EADF, Figs. 8(a) and 8(b) illustrate the normalized EADF power spectra of the originally measured \( \mathbf{A}^{(1)} \) and the processed \( \hat{\mathbf{A}}^{(1)} \) by (23) with the estimated...
that there are strong components spanning the whole zenith-spatial domain, which is an indication that the angle step of 1.5° is not adequate to sample the original pattern $A^{(1)}$ that has high instantaneous spatial frequencies due to the distance offset of the phase center. This is consistent with the analysis of (19) that the zenith step should be (further) smaller than $\pi/180$ radians, i.e., 0.75°, to adequately sample the high-spatial frequency components in conventional EADF. In contrast, by compensating the fast phase-rotation in $A^{(1)}$, the energy of the new EADF as illustrated in Fig. 8(b) is concentrated around the low spatial-frequency domain. This means that we can use much larger angle steps to sample the $A^{(1)}$ compared to that of $A^{(1)}$.

To evaluate the performance of EADF, we define a metric, i.e., relative error magnitude (REM), that is formulated as

$$\epsilon^{(p)}(\theta, \phi) = \frac{|\hat{a}^{(p)}(\theta, \phi) - a^{(p)}(\theta, \phi)|}{a^{(p)}(\theta, \phi)},$$

where $\hat{a}^{(p)}(\theta, \phi)$ is the recovered response using the EADF, and $a^{(p)}(\theta, \phi)$ is the ground-truth response. In the measurement campaign, we succeeded in achieving a signal-to-noise ratio (SNR) of around 60 dB at 28.5 GHz in the boresight direction, thus the measured responses are approximated as the ground-truth responses. Moreover, since the raw $A$s were measured with angle steps of 1.5°, we can re-sample them to construct new $A$s with larger angle steps that are chosen from $[3, 4.5, 6, 7.5, 9, 12, 15, 18, 22.5, 30, 36, 45, 60]$ degrees. With new $A$s, the responses at the other measured directions can be recovered using EADF, and the REMs can be calculated.

For example, Fig. 9(a) illustrates the REM for the first antenna element, where a re-sampled $A^{(1)}$ with angle steps of 3° are exploited to recover the antenna responses using the conventional EADF. As expected, the REM is quite large as more than 10 dB in most cases, because the sampling intervals are much higher than the admissible values. In contrast, by using the enhanced EADF, the REM, as illustrated in Fig. 9(b), can be decreased significantly to be around -25 dB in the main coverage of the element. This verifies the advantage of the enhanced EADF. In addition, it can be observed from Fig. 9(b) that in the back-area of the antenna coverage, the REM can still be higher than 10 dB. We postulate that it is mainly due to the fast amplitude variation that can be seen in Fig. 5 and the irregular phase rotation therein, which can result in high instantaneous spatial frequencies. Nevertheless, it is a minor issue since the main-coverage area is the focus of the characterization.

Fig.10 illustrates the cumulative distribution functions (CDFs) of REMs of all the 12 antennas at their main-coverage area, the area as illustrated in Fig. 6(a), using the enhanced EADF and re-sampled $A$s with different angle steps. The CDF of REMs using the conventional EADF with re-sampled $A$s of 3° angle steps is also plotted as a baseline. It can
be observed that the enhanced EADF works well to recover the array responses with small errors. Moreover, the performance of enhanced EADF is decreasing with increasing angle steps, which is reasonable. However, the performance of the enhanced EADF, even with sampling steps of 60°, is always better than that of the conventional EADF with angle steps of only 3°. This demonstrates the necessity to apply the enhanced EADF for the characterization of large-scale antenna arrays. For the specific case in our measurement campaign, angle steps can increase from below 0.75° by using the conventional EADF to around 4.5° and even larger by using the enhanced EADF to achieve an acceptable characterization of the array. This can significantly save the measurement time for the array since much fewer mechanical rotations are required in the anechoic chamber. Moreover, the computational complexity of the EADF can also be decreased significantly because the sizes of measured As and the corresponding Qs can be much smaller.

VI. CONCLUSIONS

In this paper, we presented the effective aperture distribution function (EADF) applied to characterizing antenna arrays. As the size of an array becomes large, we showed that the conventional-EADF can lead to a fatal issue. That is, the 3-D radiation patterns of the antenna elements of the array must be sampled with very small angle steps, resulting in an expensive measurement effort and computationally complex EADF for the array. To solve this problem, we proposed an enhanced EADF. By estimating the locations of the antenna elements’ phase centers, the fast phase rotations that cause high instantaneous spatial frequencies can be compensated. In such a way, we can achieve spatial sampling intervals that are intrinsically determined by the pattern of each element and generally much larger. The measurement results of a mmWave antenna array at 28.5 GHz showed that the enhanced EADF can have much better performance even with large angle steps such as 60° compared to that of the conventional-EADF with angle steps of only 3°. This demonstrates the necessity and effectiveness of the proposed enhanced EADF, especially for large-scale antenna arrays that are common in 5G and beyond communications.
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