Evaluation of Graphical User Interfaces by the Search Time for Information Objects
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Abstract. The paper discusses the problem of poor quality of graphical user interfaces used for various software products. The provided analysis shows that modern software has poor-quality interfaces, and there are no flexible programs for evaluating such interfaces. The paper highlights and describes the characteristics that are used to assess the quality of interfaces, such as operator speed, error rates, skill retention, and subjective satisfaction. A formalized approach to assess the speed of searching for information and functional objects is proposed. It is based on such characteristics as the time of fixation of the gaze, movement of the eye, the volume of a person's operative memory, the zone of clear vision, the path of the user's gaze information search. An algorithm for estimating the speed of searching for information and functional elements is proposed. This algorithm can be implemented and used for further design of a software application based on it. The algorithm makes it possible to automatically evaluate both a particular interface and to compare the interfaces of different programs.

1. Introduction

Today, in the world of rapidly developing information technologies, the number of new software products is constantly growing every day, trying to cover all possible information and functional needs of ordinary users [1-4]. The constantly expanding functionality and new approaches implemented by modern algorithms inspire users with the illusion of guaranteed obtaining the necessary results in the shortest possible time and with minimal physical and psychological stress. However, as the practice of using programs and surveys of target audiences shows, the true motives and goals of users are very far from complete satisfaction [2,5,6].

The reasons for negative reviews and internal cognitive dissonance arising when working with various software products often lie in the poor quality of graphical user interfaces (GUI) [4], which are intermediaries between algorithms and mental models of users. At the same time, one of the main functions of the GUI is overcoming the conceptual barrier by users and simplifying their understanding of the mechanisms of interaction with programs.

Existing software products, both specialized and general-purpose office applications, have a number of serious drawbacks, such as the difficulty of learning to work with software tools, low
speed in the environment, and constant crashes and errors in systems. Also, the indicator of subjective user satisfaction remains at a low level [4,6]. This leads to an increase in cognitive and psychological stress on the operator and the emergence of internal cognitive resistance [4,6-8].

2. Theoretical background

To eliminate these shortcomings and improve the quality of the graphical interface, it is necessary, first of all, to be able to compare them both with each other and with a certain standard [4,9,10]. One of these author's methods is presented in this paper and is based on an estimate of the time spent by the user to find information and functional objects.

The paper discusses the concept of information retrieval from the point of view of the process of finding an object on a screen form with given information characteristics, such as: a special shape, colour, or the required functionality: indicator, button, checkbox, input field. The user's task is to find such an object, and it is characterized by the time spent on this search. The total search time for information is determined as follows:

\[ T_{is} = \sum_{i=1}^{n} \left( t_{g,i} + t_{f,i} \right) \]  

(1)

where \( t_{g,i} \) is a time of the \( i-th \) eye's movement, \( t_{f,i} \) is a time of the \( i-th \) eye's fixation, \( n \) is the number of search steps (the number of commits spent on finding the desired object).

The user's gaze movement is determined by the angle of the gaze jump, and the fixation time is a complex concept and depends on such factors as the properties of information fields, the way of operation and the degree of complexity of the characteristics of the required elements of the graphical interface [1].

In conditions of uniformity of elements of a specific information field of the GUI and a specific task, the value \( t_{f,i} \) is relatively constant and is a characteristic of these operating conditions. It can be taken from the following experimental results [1]: fixing the GUI object - 370 ms; reading letters or numbers - 310 ms; fixed characters - 300 ms; fixation of simple geometric shapes - 200 ms; fixation of the indicator - 280 ms.

In turn, \( t_{g,i} \) under these conditions is equalled to 1. Then (1) will take the following form:

\[ T_{is} = \bar{n} \cdot t_{f,i} \]  

(2)

where \( \bar{n} \) is the mathematical expectation of the number of search steps (visual fixations required to find an object with the specified features in the GUI):

\[ \bar{n} = \frac{N}{M + 1} + 1 \]  

(3)

where \( N \) is the total volume (number of elements) of the information field, \( M \) is the number of objects that have the specified search feature, \( a \) is the volume of visual perception.

Substituting \( \bar{n} \) from formula (3) into formula (2), we get

\[ T_{is} = \frac{N}{M + 1} \cdot t_{f,i} \]  

(4)

The volume of visual perception (\( a \)) has some limitations associated with the cognitive features of human nature. So, the amount of a person's operative memory is 4-6 components [6], and the size of the clear vision zone during the search is about 10° in the horizontal plane and 6°-7° in the vertical plane [11].
The above parameters and formulas were used to create an algorithm for evaluating the graphical user interface in terms of the speed of information retrieval, which consists of the following steps.

**Step 1.** Segmentation of the analyzed area of the GUI into rectangular zones with a size not exceeding the clear view zone, which is 400 pixels horizontally and 240 pixels vertically. It is assumed that the user is at a distance of 650 mm from the monitor \([6,12]\) (figure 1).

**Figure 1.** Segmentation of the analyzed area of the GUI into rectangular zones.

**Step 2.** Counting the total number of objects \(N\) separately in each selected segment (figure 2, objects are highlighted in green). If an object is located in several segments, it belongs to the segment in which its large area is located.

**Figure 2.** Counting the total number of objects \(N\) separately in each selected segment.

**Step 3.** Calculation of the number of objects for which the attribute \(M\) is set to search separately in each segment (figure 3, objects are highlighted in orange). If an object is located in several segments, it refers to the segment in which its large area is located.

**Figure 3.** Calculation of the number of objects for which the search function is set.
Step 4. Selecting $t_{ij}$ from reference materials [4] depending on the properties of the sought object.

Step 5. Selecting $a$. The minimum value of $a$ is 4, since experimentally any user can save such a number of elements in his operative memory [6,13]. This indicator can be changed in the range from 4 to 6, depending on the developed custom models.

Step 6. Calculation of the complexity of information search for each segment according to (4) and the properties of the sought object. The results obtained allow us to compare the segments with each other.

3. Results

Using the developed algorithm, we will analyze two segments of the Microsoft Office Word program for the complexity of finding information using the text formatting buttons (figure 4).

![Graphical representation of calculation results](image)

**Figure 4.** Graphical representation of calculation results.

Let us form table 1 with the values of the parameters required to calculate the complexity of information retrieval, with the following restrictions:

1. the calculations do not take into account the nesting of elements;
2. potential objects for analysis are highlighted with green rectangles;
3. parameter $a$ is set to 4;
4. since the desired object is a button, we accept an experimental value of 200mc [1].

| Table 1. Parameters for calculating the complexity of information search. |
|-----------------|-----------------|-----------------|-----------------|
|                 | Number of elements | Volume of visual perception | Time of the eye's fixation (ms) | Number of searched objects |
| **Area 1**      | 25               | 4               | 200             | 9 |
| **Area 2**      | 22               | 4               | 200             | 17 |

Substituting the values from table 1 into (4), we get the following values for the information search time: for Area 1, the search time is 145 ms, for Area 2 – 76.47 ms. Thus, the search for information on the indicated objects in the second area will be 2 times faster than in the first.

When assessing the complexity of finding information about a specific object throughout the entire area of the graphical interface, the developed algorithm is complemented by the following two steps.

Step 7. After completing Step 6, the search for the desired object is performed in one of the formed segments. The sequence in which each segment is traversed determines the F-shaped path. According to studies [14-17], the sequence of the passage of the segments can be as shown in figure 1.

Step 8. Finally, the complexity of information retrieval is determined by the sum of information retrieval for each traversed segment along the F-shaped path:
The developed algorithm is the basis for a software product that automatically calculates the complexity of information retrieval both for a group of objects and for a specific object.

The algorithm of the software product is as follows:
1) Opening the graphical interface on the computer desktop.
2) Segmentation of the graphical interface into 400x240px zones.
3) Selection of operator search objects (button, checkbox, radial button, drop-down list, input field) indicating the parameter a (in accordance with the target user model).
4) Presentation of the results of calculations according to (5) to the operator in numerical form.
5) Presentation of the calculation results to the operator in the graphical form, where each segment is assigned one of three colours (green, blue, orange) in accordance with the limitations of the volume of human visual perception. At \( M \leq 4 \), the segment is coloured green; at \( 4 < M \leq 6 \), it is blue; at \( M > 6 \), it is orange (as shown in figure 4).

\[
T_{i,j} = \left( \frac{N_i + 1}{M_i + 1} \cdot t_{r,i,j} \right) + \left( \frac{N_j + 1}{M_j + 1} \cdot t_{r,j,i} \right) + \ldots + \left( \frac{N_j + 1}{M_j + 1} \cdot t_{r,j,i} \right),
\]

where \( J \) is the total number of traversed segment.

4. Discussion
The developed algorithm can be implemented in a software product in two ways. In the first way, we can use the capabilities of machine vision. In the second way, we can access the elements of the program through the code.

The implementation in the first way seems to be simpler, since there are currently out-of-the-box object recognition libraries such as OpenCV. However, there is a problem with the difficulty of recognizing the shape of objects, since modern interfaces no longer use clearly marked buttons. More often, there are symbols or icons whose borders appear only after you place the cursor over them. For this reason, the second way will be more practical and accurate due to direct access to information and functional objects of the GUI.

However, currently, among the services with similar functionality, only services using heat map algorithms are available. These programs are used to evaluate websites [8,11,18]. They have limited capabilities to find problem areas of the GUI [19,20]. They do not take custom models into account, as in the proposed algorithm.

It should also be noted that developing custom models is an integral part of modern interaction design.

The proposed algorithm allows you to change the input data depending on the characteristics of the user, such as the amount of the operative memory, the size of the area of clear vision, as well as the sequence of gaze analysis.

5. Conclusions
The paper proposes an approach to assessing the GUI based on calculating the search time for interface elements and taking into account various user parameters. The developed algorithm for calculating the search time allows us to compare various options for constructing a GUI in terms of the complexity of finding information and make assumptions about the quality of various aspects of the interface: the complexity of visual perception, subjective satisfaction, the complexity of mastering the skills of working with the software, the speed of the program.

The proposed algorithm is planned to be implemented in software products through direct access to information and functional objects, since this approach has a higher accuracy than using the capabilities of machine vision. The development and research of such software products is considered as a further research direction.
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