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Abstract. In this paper, we propose linearly implicit and arbitrary high-order conservative numerical schemes for ordinary differential equations with a quadratic invariant. Many differential equations have invariants, and numerical schemes for preserving them have been extensively studied. Since linear invariants can be easily kept after discretisation, quadratic invariants are essentially the simplest ones. Quadratic invariants are important objects that appear not only in many physical examples but also in the computationally efficient conservative schemes for general invariants such as scalar auxiliary variable approach, which have been studied in recent years. It is known that quadratic invariants can be kept relatively easily compared to general invariants, and indeed can be preserved by canonical Runge–Kutta methods. However, there is no unified method for constructing linearly implicit and high order conservative schemes. In this paper, we construct such schemes based on canonical Runge–Kutta methods and prove some properties involving accuracy.

1. Introduction

In this paper, we consider ordinary differential equations (ODEs) of the form

\[ \dot{y} = S(y)\nabla V(y), \]  

where \( y : [0, T) \to \mathbb{R}^d \) is a dependent variable, \( S : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) is a skew-symmetric matrix function, and \( V : \mathbb{R}^d \to \mathbb{R} \) is a function. In the main part of the paper, we assume that \( V \) is
quadratic, i.e. \( V(y) = \frac{1}{2} \langle y, Q y \rangle \) (\( Q \in \mathbb{R}^{d \times d} \) is a symmetric matrix), where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product on \( \mathbb{R}^d \).

The class of ODEs in the form (1) includes many examples from the Hamiltonian systems to spatial discretisation of the variational partial differential equations (PDEs) (see, e.g. [4]). The most important property of these ODEs is the conservation law with respect to \( V \):

\[
\frac{d}{dt} V(y(t)) = \langle \nabla V(y(t)), \dot{y}(t) \rangle = \langle \nabla V(y(t)), S(y(t)) \nabla V(y(t)) \rangle = 0,
\]

where the last equality holds due to skew-symmetry of \( S(y(t)) \).

The conservation law is often an essential property of the ODE in the form (1), and the numerical schemes inheriting it have been intensively studied in the literature. When the invariant \( V \) is linear, all Runge–Kutta methods automatically preserve the conservation law (cf. [15]). Furthermore, some implicit Runge–Kutta methods, canonical Runge–Kutta methods, automatically preserve all quadratic invariants [6]. There are many PDEs with quadratic invariants in the form of the square of the \( L^2 \) norm or the Sobolev norm. In addition, quadratic invariants also appear frequently in the context of ODEs.

For more general invariants, we need specialised numerical schemes; for example, the discrete gradient method [14, 18, 19] for the gradient ODEs and the discrete variational derivative method [10, 12] (see also [11]) for variational PDEs. In addition, Cohen and Hairer [5] proposed a high-order extension of the discrete gradient method.

Since the numerical schemes inheriting quadratic or general invariants are fully implicit, several techniques have been devised to reduce the computational cost. For example, Besse [2] and Zhang, Pérez-García, and Vázquez [25] proposed such schemes for the nonlinear Schrödinger equation. Moreover, for polynomial invariants, Matsuo and Furuhata [17] proposed a multistep linearly implicit version of the DVDM (see also Dahlby and Owren [7]). Recently, some methods have been proposed for constructing linearly implicit schemes using auxiliary variables: Yang and Han [24] proposed the invariant energy quadratisation (IEQ) approach, and Shen, Xu, and Yang [22] proposed the scalar auxiliary variable (SAV) approach.

Each of the above methods takes a different approach to reduce the computational cost, but, indeed, they actually have one thing in common: the given equation is transformed so that the invariant becomes quadratic. In this sense, constructing numerical schemes that preserve a quadratic invariant has implications for differential equations with a general invariant. Therefore, in the above existing studies, linearly implicit schemes that preserve the quadratic invariant have been proposed for each case. However, such time discretisation is not understood in a unified way.

In this paper, we propose a method for constructing schemes which

- preserve a quadratic invariant (see Theorem 3.1),
- can be arbitrary high order (see Theorems 3.3, 4.2 and 4.4), and
- are linearly implicit

based on the canonical Runge–Kutta methods, where we utilise the gradient structure (1) to make schemes linearly implicit.

We describe the relationship with a related study on dissipative systems. Akrivis, Li, and Li [1] proposed linearly implicit and arbitrarily high order conservative numerical schemes for Allen–Cahn and Cahn–Hilliard equations based on the SAV approach. Their temporal discretisation can be viewed as a special case of our method (see Section 3.3).

The remainder of the paper is organised as follows. In Section 2, we briefly review the canonical Runge–Kutta methods. Section 3 is to describe the key idea of the proposed
approach. In Section 4, we propose iterative procedure (Definitions 4.1 and 4.2) and prove some properties involving the accuracy of the resulting scheme (Theorems 4.2 and 4.4). The proposed schemes are numerically examined in Section 5.

2. PRELIMINARIES

For the autonomous system
\[ \dot{y} = f(y), \]
general Runge–Kutta methods computing an approximation \( y_1 \approx y(h) \) from \( y_0 = y(0) \) can be written as
\[
\begin{align*}
Y_i &= y_0 + h \sum_{j \in [s]} a_{ij} f(Y_j) \quad (i \in [s]), \\
y_1 &= y_0 + h \sum_{i \in [s]} b_i f(Y_i),
\end{align*}
\]
where \([s] := \{1, 2, \ldots, s\}\).

A subclass of Runge–Kutta methods preserve all quadratic invariants.

Proposition 2.1 (Cooper [6]). Runge–Kutta methods satisfying
\[
b_i a_{ij} + b_j a_{ji} = b_i b_j \quad i, j \in [s]
\]
automatically preserve all quadratic invariants.

The Runge–Kutta methods satisfying (2) are said to be canonical (see [3] for details on canonical Runge–Kutta methods). Note that a canonical Runge–Kutta method must be implicit. Two examples of canonical Runge–Kutta methods are given below.

The best known canonical Runge–Kutta method is the Gauss method. The \(s\) stage Gauss method has order \(2s\). The coefficients \(a = (a_{ij}), b = (b_i), c = (c_i)\) of \(s\) stage Gauss method are given by
\[
a_{ij} = \int_0^{c_i} \ell_i(\tau) d\tau, \quad b_i = \int_0^1 \ell_i(\tau) d\tau,
\]
where \(c_i\) is the \(i\)th zero of the \(s\)th shifted Legendre polynomial \((d^s/dx^s)(x^s(x-1)^s)\) and \(\ell_i\) is the Lagrange polynomial \(\ell_i(\tau) = \prod_{j \neq i} (\tau - c_j)/(c_i - c_j)\). In particular, Gauss methods of order 2, 4, and 6 are as follows:

\[
\begin{array}{c|ccc}
\hline
\text{c} & \text{A} & \text{b}^T \\
\hline
1/2 & 1/2 & 1 & 1/2 \\
\hline
\end{array}
\]

\[
\begin{array}{c|cccc}
\hline
\text{c} & \text{A} & \text{b}^T \\
\hline
1/2 & 1/2 - \sqrt{3}/6 & 1/4 & 1/4 + \sqrt{3}/6 & 1/4 - \sqrt{3}/6 \\
\hline
\end{array}
\]

\[
\begin{array}{c|cccc}
\hline
\text{c} & \text{A} & \text{b}^T \\
\hline
1/2 & 1/2 - \sqrt{15}/10 & 5/36 & 2/9 & 5/18 \\
\hline
\end{array}
\]

\[
\begin{array}{c|cccc}
\hline
\text{c} & \text{A} & \text{b}^T \\
\hline
1/2 & 1/2 + \sqrt{15}/10 & 5/36 + \sqrt{15}/24 & 2/9 & 5/36 - \sqrt{15}/24 \\
\hline
\end{array}
\]

\[
\begin{array}{c|cccc}
\hline
\text{c} & \text{A} & \text{b}^T \\
\hline
1/2 & 5/36 & 5/18 & 4/9 & 5/36 \\
\hline
\end{array}
\]
In addition, diagonally implicit Runge–Kutta methods corresponding to

\[
\begin{array}{c|cccc}
  c_i & b_1 & b_2 & \cdots & b_{i-1} \\
  b_1 & b_2 & \cdots & b_{i-1} & b_i \\
  \vdots & \vdots & & \ddots & \vdots \\
  b_1 & b_2 & b_3 & \cdots & b_{s-1} & b_s \\
  b_1 & b_2 & b_3 & \cdots & b_{s-1} & b_s \\
\end{array}
\]

are also canonical, where \( c_i = b_1 + \cdots + b_{i-1} + b_i \) (see [26] and references therein for details).

3. Proposed Approach

3.1. Basic Idea. In this section, we consider numerical schemes of the form

\[
\begin{aligned}
  Y_i &= y_0 + h \sum_{j \in [s]} a_{ij} S(\hat{Y}_j) \nabla V(Y_j), \\
  y_1 &= y_0 + h \sum_{i \in [s]} b_i S(\hat{Y}_i) \nabla V(Y_i),
\end{aligned}
\]

where \( \hat{Y}_i \) is an approximation of \( y(c_i h) \). Preparing \( \hat{Y}_i \)’s beforehand, we can obtain the solution \( y_1 \) of the scheme (4) by solving a linear equation. Moreover, if \( A \) and \( b \) satisfy (2), the scheme (4) preserves the invariant \( V \) as shown in Theorem 3.1 below. The Runge–Kutta method corresponding to \( A \) and \( b \) in the scheme (4) is referred to as the base Runge–Kutta method (of the scheme (4)) hereafter.

**Theorem 3.1.** Suppose that \( A \) and \( b \) satisfy (2). Then the solution \( y_1 \) of (4) satisfies \( V(y_1) = V(y_0) \) for any \( h > 0 \).

**Proof.** The scheme (4) can be viewed as the usual Runge–Kutta method corresponding to \( A, b \) for the modified ODE \( \dot{y} = S(y) \nabla V(y) \), where \( y \) is a smooth function satisfying \( \hat{y}(c_i h) = \hat{Y}_i \). Even in this case, the quadratic function \( V \) is a conserved quantity so that it is automatically preserved by Runge–Kutta methods satisfying (2).

The accuracy of the solution \( y_1 \) of the scheme (4) depends on \( \hat{Y}_i \)’s as well as the base Runge–Kutta method. In the subsequent subsections, we discuss how we should prepare \( \hat{Y}_i \)’s to achieve a required order.

3.2. Partitioned Runge–Kutta approach. In this section, we propose an approach using partitioned Runge–Kutta methods to constructing \( \hat{Y}_i \)’s in (4).

We consider a partitioned system

\[
\begin{aligned}
  \dot{z} &= S(z) \nabla V(z), \\
  \dot{y} &= S(z) \nabla V(y)
\end{aligned}
\]

with the initial condition \( z(t_0) = y(t_0) = y_0 \). Note that the solutions \( y, z \) of (5) satisfy \( z(t) = y(t) \) for any \( t \), and coincide with the solution of the original system (1). A partitioned
Runge–Kutta method for (5) reads

\[
\begin{align*}
Z_i &= y_0 + h \sum_{j \in [s]} \hat{a}_{ij} S(Z_j) \nabla V(Z_j), \\
Y_i &= y_0 + h \sum_{j \in [s]} a_{ij} S(Z_j) \nabla V(Y_j), \\
z_1 &= y_0 + h \sum_{i \in [s]} \hat{b}_i S(Z_i) \nabla V(Z_i), \\
y_1 &= y_0 + h \sum_{i \in [s]} b_i S(Z_i) \nabla V(Y_i).
\end{align*}
\]

By ignoring \(z_1\) and assuming \(\hat{a}_{ij} = 0\) \((i \leq j)\), we can regard the scheme (6) as a special case of the scheme (4). This construction enables us to use known order conditions for partitioned Runge–Kutta methods.

Moreover, the number of order conditions can be reduced by using a specific property of our problem (5). The solution \(y_1\) of (6) is a P-series

\[
y_1 = y_0 + \sum_{\tau \in TP} \frac{h}{\sigma(\tau)} \phi(\tau) F(\tau)(y_0, y_0),
\]

where \(TP\) denotes the set of bi-coloured trees with black roots (see [15] for details). Since the first equation of (5) does not depend on \(y\), the elementary differential \(F(\tau)\) vanishes for the bi-coloured tree \(\tau\) having a black vertex whose parent is a white vertex. In view of this, we introduce a subset \(TP'_y\) of \(TP\) collecting bi-coloured trees such that the parent of each black vertex is also black, i.e.

\[
TP'_y = \left\{ \begin{array}{l} \text{ any bi-coloured tree with black roots } \\
\end{array} \right\}
\]

In addition to the above observation, the standard order condition for partitioned Runge–Kutta methods (see, e.g. [15, III, Theorem 2.5]) implies the following theorem.

**Theorem 3.2.** The scheme (6) has order \(p\), i.e. \(y_1 - y(h) = O(h^{p+1})\), if

\[
\phi(\tau) = \frac{1}{\tau!} \quad \text{for} \quad \tau \in TP'_y \quad \text{with} \quad |\tau| \leq p.
\]

For example, when we employ the implicit midpoint rule, i.e.

\[
\begin{array}{c|cc}
\begin{array}{c|c}
  c & A \\
  b^T \\
\end{array} & = & \begin{array}{c|cc}
  1 & \frac{1}{2} & \frac{1}{2} \\
  \frac{1}{2} & 0 & 1 \\
\end{array},
\end{array}
\]

one may feel that we cannot construct second order PRK scheme in the form (6): since we assume \(\hat{a}_{11} = 0\) for explicit computation of \(Z_i\)’s, \(\phi(\begin{array}{c} \bullet \end{array}) = 0 \neq \frac{1}{2}\) holds. However, this issue can be resolved by a simple trick. By adding a redundant stage, the implicit midpoint rule can be rewritten as

\[
\begin{array}{c|cc}
\begin{array}{c|c}
  c & A \\
  b^T \\
\end{array} & = & \begin{array}{c|cc}
  0 & 0 & 0 \\
  \frac{1}{2} & 0 & \frac{1}{2} \\
  0 & \frac{1}{2} & 0 \\
\end{array},
\end{array}
\]

This Runge–Kutta method is equivalent to the implicit midpoint rule so that it satisfies (2) and has order 2: \(\phi(\begin{array}{c} \bullet \end{array}) = 1, \phi(\begin{array}{c} \bullet \bullet \end{array}) = \frac{1}{2}\). Then,

\[
\hat{c} \begin{array}{c|cc}
\begin{array}{c|c}
  \hat{A} \\
\end{array} & = & \begin{array}{c|cc}
  0 & 0 & 0 \\
  \frac{1}{2} & 0 & \frac{1}{2} \\
\end{array}
\end{array}
\]
Theorem 3.3. Assume the following conditions:

(1) \( \| \phi(\hat{Y}) \| = \frac{1}{3} \), and the resulting scheme has order 2.

Similarly, based on the 4th order Gauss method, we can construct the pair

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} - \frac{\sqrt{3}}{6} & 0 & 0 & 0 & 0 \\
\frac{1}{2} + \frac{\sqrt{3}}{6} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} - \frac{\sqrt{3}}{6} & 0 & 0 & 0 & 0 \\
\frac{1}{2} + \frac{\sqrt{3}}{6} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

having order 4 (see appendix A for the proof).

Based on the 3 stage third order diagonally implicit canonical RK method, we can construct the pair

\[
\begin{bmatrix}
\frac{1}{2} \alpha & 0 & 0 & 0 & 0 \\
0 & \alpha & 0 & 0 & 0 \\
0 & \alpha & \frac{1}{2} - \alpha & 0 & 0 \\
0 & \alpha & 1 - 2\alpha & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\frac{1}{2} \alpha & 0 & 0 & 0 & 0 \\
0 & \alpha & 0 & 0 & 0 \\
0 & \alpha & \frac{1}{2} - \alpha & 0 & 0 \\
0 & \alpha & 1 - 2\alpha & 0 & 0
\end{bmatrix}
\]

having order 3 (see appendix A for the proof), where \( \alpha = \frac{1}{3} \left( 2 + \frac{1}{2^{1/3}} + 2^{1/3} \right) \), and \( \gamma \)'s are arbitrary parameters satisfying

\[
\alpha^2 \gamma_1 + \alpha(1 - 2\alpha) \gamma_2 + 3\alpha(1 - 2\alpha) \gamma_3 = \frac{1}{3}.
\]

3.3. Other methods for preparing \( \hat{Y} \)'s. In principle, the partitioned Runge–Kutta approach in the previous section works well for arbitrary high order. Still, finding higher order schemes is not very easy. Therefore, in this section, we show several other methods to prepare \( \hat{Y} \)'s such that the resulting scheme (4) has order \( p \). To this end, the following theorem is fundamental. Since Theorem 3.3 is a special case of Theorem 4.2, the proof is omitted. In the sequel, \( \| \cdot \| : \mathbb{R}^d \to \mathbb{R} \) denotes the Euclidean norm, and \( \| \cdot \|_2 \) (resp. \( \| \cdot \|_\infty \)) denotes the matrix norm induced by vector 2-norm (resp. \( \infty \)-norm).

**Theorem 3.3.** Assume the following conditions:

(A1): \( \hat{Y} \) satisfies \( \| \hat{Y} - y(c,h) \| \leq Ch^q \) for each \( i \in [s] \);

(A2): \( S: \mathbb{R}^d \to \mathbb{R}^d \times d \) is Lipschitz continuous, i.e. \( \| S(y_1) - S(y_2) \|_2 \leq L_S \| y_1 - y_2 \| \);

(A3): the base Runge–Kutta method has order \( p \).

Then, the numerical solution \( y_1 \) of (4) satisfies \( \| y_1 - y(h) \| \leq C'h^{\min\{p,q\} + 1} \) for sufficiently small \( h > 0 \), i.e. the scheme (4) has order \( \min\{p,q\} \). Here, \( C' \) is a constant depending only on the exact solution \( y, S, Q, A, b \) and the constant \( C \) in (A1).

Based on the theorem above, we list several ways for preparing \( \hat{Y} \)'s below.

- When we employ the \( s \)-stage Gauss method (order \( 2s \)) as the base RK method, by using some dense output formulas having order \( 2s - 1 \), we achieve \( 2s \) order (see, e.g. [16, II.6] for details on dense output formulas). For example, we can employ Continuous Explicit Runge–Kutta (CERK) method (see, e.g. [21]), or the boot-strapping process [8].
In [1, 13], the similar techniques are proposed for some specific schemes. They also employ the Gauss method for the main scheme. However, they employ an extrapolation technique using inner stages in the previous step to construct \( \tilde{Y}_i \)'s which are \( O(h^{s+1}) \) approximation. Thus, the resulting scheme only has order \( s+1 \).

- We consider the diagonally implicit canonical RK methods (3) as the base RK method. The known orders of them are summarised in Table 1. For the second order methods, it is enough to use locally second order approximations, such as the explicit Euler method, i.e. \( \tilde{Y}_i = y_0 + c_i h S(y_0) \nabla V(y_0) \). On the other hand, for the 3rd or 4th order methods, the Hermite interpolation using the current and previous step can be employed to achieve the 4th order. To achieve higher order, the Hermite interpolation using more steps or dense output formulas can be used.

### 4. Iterative Procedure

Since each inner stage \( Y_i \) of the proposed scheme (4) itself is again an approximations of \( y(c_i h) \), we consider the following iterative procedure.

**Definition 4.1** (Iterative scheme (semi-implicit update)).

**Step 0:** Prepare \( Y_i^{(0)} \approx y(c_i h) \) and set \( k = 1 \).

**Step 1:** Solve

\[
Y_i^{(k)} = y_0 + h \sum_{j \in [s]} a_{ij} S(Y_j^{(k-1)}) \nabla V(Y_j^{(k)}) \quad (i \in [s])
\]

(10)

to obtain \( Y_i^{(k)} \)'s. If some criteria hold, go to Step 2. Otherwise, set \( k = k + 1 \) and repeat Step 1.

**Step 2:** Output

\[
y_1^{(k)} = y_0 + h \sum_{j \in [s]} b_{j1} S(Y_j^{(k-1)}) \nabla V(Y_j^{(k)})
\]

In this section, we investigate this iterative procedure in detail. In Section 4.1, we prove that the numerical solution \( y_1^{(k)} \) converges as \( k \to \infty \) to that of the base Runge–Kutta method (Theorem 4.1). Then, in Section 4.2, we prove that \( y_1^{(k)} \) satisfies \( \|y_1^{(k)} - y(h)\| \leq C' h^{\min\{p,q+k-1\}+1} \) when \( Y_i^{(0)} \)'s are locally \( q \)th order approximations (Theorem 4.2). These results imply that the iterative procedure

- can be regarded as an implementation of the base RK method, whose numerical solution conserves the invariant \( V \) up to the tolerance of linear equation solver (not the tolerance of nonlinear equation solver);
- provides a simple implementation of arbitrary higher order linearly implicit conservative methods. For example, to achieve \( 2s \) order based on the Gauss method, we can employ the explicit Euler step to obtain \( Y_i^{(0)} \)'s, and just iterate the procedure above \( 2s - 1 \) times.

Moreover, in Section 4.3, we propose a computationally cheaper version of the iterative procedure, and show the similar theorems.
4.1. Convergence of semi-implicit iteration. The procedure defined in Definition 4.1 converges linearly as shown below. The theorem reveals that, the iterative procedure can be regarded as an implementation of the base RK method. There, unlike usual nonlinear equation solvers, the numerical solution $y_i^{(k)}$ preserves the quadratic invariant $V$ for any $k$.

**Theorem 4.1** (Linear convergence of semi-implicit iteration). Let $S : \mathbb{R}^d \to \mathbb{R}^{d \times d}$ be the Lipschitz continuous map, and let $\{Y_i^{(k)}\}_{k,i}$ be the set of vectors satisfying the relation (10). Assume that $h < \overline{h} := (\|A\|_\infty \|Q\|_2 (L_3 C + M_S))^{-1}$ holds, where $C = \max_{s \in [s]} \|Y_i\|$, $M_S = \max_{s \in [s]} (L_S \|Y_i(0)\| + \|S(Y_i)\|_2)$, and $Y_i$’s are the inner stages of the base Runge–Kutta method. Then, for each $k = 1, 2, \ldots,$

$$\max_{i \in [s]} \|Y_i^{(k+1)} - Y_i\| \leq \frac{h\|A\|_\infty \|Q\|_2 L_3 C}{1 - h\|A\|_\infty \|Q\|_2 M_S} \max_{i \in [s]} \|Y_i^{(k)} - Y_i\|$$

(11)

holds. In particular, $y_i^{(k)}$’s converge linearly to $y_i$’s.

**Proof.** By using $M_S^{(k)} = \max_{s \in [s]} \|S(Y_i^{(k)})\|_2$, we see

$$\max_{i \in [s]} \|Y_i^{(k+1)} - Y_i\| = h\max_{i \in [s]} \left| \sum_{j \in [s]} a_{ij} \left( S(Y_i^{(k)})QY_j^{(k+1)} - S(Y_j)QY_i \right) \right|$$

$$\leq h\|A\|_\infty \max_{j \in [s]} \left| S(Y_i^{(k)})QY_j^{(k+1)} - S(Y_j)QY_j \right|$$

$$\leq h\|A\|_\infty \left( \max_{j \in [s]} \left| S(Y_i^{(k)})QY_j^{(k+1)} - S(Y_j^{(k)})QY_j \right| \right.$$  

$$+ \max_{j \in [s]} \left| S(Y_j^{(k)})QY_j - S(Y_j)QY_j \right| \bigg)$$

$$\leq h\|A\|_\infty \|Q\|_2 \left( M_S^{(k)} \max_{i \in [s]} \|Y_i^{(k+1)} - Y_i\| + L_3 C \max_{i \in [s]} \|Y_i^{(k)} - Y_i\| \right),$$

which proves that

$$\max_{i \in [s]} \|Y_i^{(k+1)} - Y_i\| \leq \frac{h\|A\|_\infty \|Q\|_2 L_3 C}{1 - h\|A\|_\infty \|Q\|_2 M_S^{(k)}} \max_{i \in [s]} \|Y_i^{(k)} - Y_i\|$$

(12)

holds if $h < \overline{h}^{(k)} := \left( \|A\|_\infty \|Q\|_2 M_S^{(k)} \right)^{-1}$.

To bridge the gap between (12) and (11), it is sufficient to prove $M_S^{(k)} \leq M_S$ ($k = 0, 1, \ldots$) (notice that $M_S^{(k)} \leq M_S$ implies $\overline{h} < \overline{h}^{(k)}$). Here, $M_S^{(k)} \leq M_S$ is proved by induction. When $k = 0$, $M_S^{(0)} \leq M_S$ holds by Lipschitz continuity of $S$. Then, assuming $M_S^{(\ell)} \leq M_S$ for $\ell = 0, 1, \ldots, k$, we prove $M_S^{(k+1)} \leq M_S$. By the induction assumption, we see $h < \overline{h} < \overline{h}^{(k)}$, which enables us to use the inequality (12), i.e. for $\ell = 0, 1, \ldots, k$,

$$\max_{i \in [s]} \|Y_i^{(\ell+1)} - Y_i\| \leq \frac{h\|A\|_\infty \|Q\|_2 L_3 C}{1 - h\|A\|_\infty \|Q\|_2 M_S^{(\ell)} \max_{i \in [s]} \|Y_i^{(\ell)} - Y_i\|} \max_{i \in [s]} \|Y_i^{(\ell)} - Y_i\|$$
high-order linearly implicit schemes conserving quadratic invariants holds, where the last inequality holds because of \( h < \bar{h} \). Therefore, we obtain

\[
M_S(k+1) \leq \max_{i \in [s]} \left( \| S \left( Y_i^{(k+1)} \right) - S(Y_i) \|_2 + \| S(Y_i) \|_2 \right)
\]

\[
\leq \max_{i \in [s]} \left( L_S \| Y_i^{(k+1)} - Y_i \|_2 + \| S(Y_i) \|_2 \right)
\]

\[
< \max_{i \in [s]} \left( L_S \| Y_i^{(0)} - Y_i \|_2 + \| S(Y_i) \|_2 \right) = M_S,
\]

which completes the induction. \( \Box \)

4.2. Accuracy of semi-implicit iterative schemes. Here, we prove that, if we iterate the procedure more, the resulting numerical solution \( y_{1}^{(k)} \) will be more accurate up to the accuracy of the base RK method.

Theorem 4.2 (Accuracy of semi-implicit iteration schemes). Assume the following conditions:

(A1): \( Y_i^{(0)} \) satisfies \( \| Y_i^{(0)} - y(c_i h) \| \leq Ch^q \) for each \( i \in [s] \);
(A2): \( S : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) is Lipschitz continuous;
(A3): the base Runge–Kutta method has order \( p \).

Then, the numerical solution \( y_{1}^{(k)} \) of the semi-implicit iterative scheme satisfies

\[
\| y_{1}^{(k)}(h) - y(h) \| \leq C h^{\min\{p,q+k-1\}+1}
\]

for sufficiently small \( h > 0 \), i.e. the scheme with \( k \) iteration has order \( \min\{p,q+k-1\} \).

Here, \( C \) is a constant depending only on the exact solution \( y \), \( k \), \( S \), \( Q \), \( A \) and \( b \) and the constant \( C \) in (A1).

Proof. Due to the assumption (A1), there exists a smooth function \( y^{(0)} : [0,h] \to \mathbb{R}^d \) satisfying \( y^{(0)}(c_i h) = Y_i^{(0)} \) and \( \sup_{t \in [0,h]} \| y^{(0)}(t) - y(t) \| \leq Ch^q \). Then, the semi-implicit iterative scheme can be regarded as the usual Runge–Kutta method corresponding to \( A, b \) for the system

\[
\begin{align*}
  y^{(1)} &= S \left( y^{(0)} \right) \nabla V \left( y^{(1)} \right), \\
  y^{(2)} &= S \left( y^{(1)} \right) \nabla V \left( y^{(2)} \right), \\
  & \vdots \\
  y^{(k)} &= S \left( y^{(k-1)} \right) \nabla V \left( y^{(k)} \right). 
\end{align*}
\]

(13)

Thus, thanks to the assumption (A3), it is sufficient to prove \( \| y^{(k)}(h) - y(h) \| \leq C^{(k)} h^{q+k} \).

To this end, we prove

\[
\sup_{t \in [0,h]} \| y^{(j)}(t) - y(t) \| \leq C^{(j)} h^{q+j} \quad (j = 1, \ldots, k)
\]
by induction, where \( C^{(j)} := (2L_S\|Q\|_2C_y)^jC \ (C_y := \sup_{t \in [0,h]} \|y(t)\|) \). We assume that
\[
\sup_{t \in [0,h]} \|y^{(j-1)}(t) - y(t)\| \leq C^{(j-1)}h^{q+j-1}
\]
holds so that
\[
M_S^{(j-1)} := \sup_{t \in [0,h]} \left\| S\left(y^{(j-1)}(t)\right) \right\|_2
\leq \|S(y_0)\|_2 + L_S(C^{(j-1)}h^{q+j-1} + \sup_{t \in [0,h]} \|y(t) - y_0\|)
< \infty.
\]

Then, we see
\[
\sup_{t \in [0,h]} \left\| y^{(j)}(t) - y(t) \right\| = \sup_{t \in [0,h]} \left\| \int_0^t (S(y^{(j-1)}(r))Qy^{(j)}(r) - S(y(r))Qy(r)) dr \right\|
\leq \sup_{t \in [0,h]} \left\| \int_0^t (S(y^{(j-1)}(r))Qy^{(j)}(r) - S(y^{(j-1)}(r))Qy(r)) dr \right\|
+ \sup_{t \in [0,h]} \left\| \int_0^t (S(y^{(j-1)}(r))Qy(r) - S(y(r))Qy(r)) dr \right\|
\leq hM_S^{(j-1)}\|Q\|_2 \sup_{t \in [0,h]} \left\| y^{(j)}(t) - y(t) \right\| + L_S C^{(j-1)}\|Q\|_2C_yh^{q+j}.
\]

Since we assume \( h \) is sufficiently small, in particular, \( h \leq (2M_S^{(j-1)}\|Q\|_2)^{-1} \) holds, we see
\[
\sup_{t \in [0,h]} \left\| y^{(j)}(t) - y(t) \right\| \leq 2L_SC^{(j-1)}\|Q\|_2C_yh^{q+j}.
\]

Thus, by induction, we obtain \( \sup_{t \in [0,h]} \left\| y^{(j)}(t) - y(t) \right\| \leq C^{(j)}h^{q+j} \ (j = 1, \ldots, k) \). Since it implies \( \|y^{(k)}(h) - y(h)\| \leq C^{(k)}h^{q+k} \), the theorem holds.

4.3. Explicit iteration. The iterative procedure defined in Definition 4.1 requires a linear equation solver at each iteration. Thus, the procedure is a bit expensive. Since the semi-implicit update (10) is employed to ensure the conservation law, a cheaper procedure can be considered as follows.

**Definition 4.2 (Iterative scheme (explicit update)).**

**Step 0:** Prepare \( Y^{(0)}_i \approx y(c_ih) \) and set \( k = 1 \).

**Step 1:** If some criteria hold, go to Step 2. Otherwise, compute \( Y^{(k)}_i \)'s by
\[
Y^{(k)}_i = y_0 + h \sum_{j \in [s]} a_{ij}s\left(y^{(k-1)}_j\right)\nabla V\left(y^{(k-1)}_j\right) \quad (i \in [s]).
\]

Set \( k = k + 1 \) and repeat Step 1.

**Step 2:** Solve
\[
Y^{(k)}_i = y_0 + h \sum_{j \in [s]} b_{ij}s\left(y^{(k-1)}_j\right)\nabla V\left(y^{(k-1)}_j\right) \quad (i \in [s])
\]
to obtain \( Y^{(k)}_i \)'s and output
\[
Y^{(k)}_1 = y_0 + h \sum_{j \in [s]} b_{1j}s\left(y^{(k-1)}_j\right)\nabla V\left(y^{(k-1)}_j\right).
\]
Even when we employ the explicit iteration above, the resulting numerical solution preserves the quadratic invariant thanks to the semi-implicit update in Step 1. Moreover, the counterparts of Theorems 4.1 and 4.2 also hold.

As well as the semi-implicit iteration, the explicit iteration converges as shown below (the proof is omitted).

**Theorem 4.3 (Linear convergence of explicit iteration).** Let \( S : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) be the Lipschitz continuous map, and let \( \{ Y_i^{(k)} \}_{k,i} \) be the set of vectors satisfying the relation (14). Assume that \( h < \bar{h} := (\| A \|_\infty \| Q \|_2 (L_S C + M_S))^{-1} \) holds, where \( C = \max_{i \in [s]} \| Y_i \|, \) \( M_S = \max_{i \in [s]} \left( L_S \| Y_i^{(0)} - Y \| + \| S(Y_i) \|_2 \right) \), and \( Y_i \)'s are the inner stages of the base Runge–Kutta method. Then, for each \( k = 1, 2, \ldots \),
\[
\max_{i \in [s]} \| Y_i^{(k+1)} - Y_i \| \leq h \| A \|_\infty \| Q \|_2 (L_S C + M_S) \max_{i \in [s]} \| Y_i^{(k)} - Y_i \|
\]
holds. In particular, \( Y_i^{(k)} \)'s converge linearly to \( Y_i \).’s.

**Remark 4.1.** As shown in Theorems 4.1 and 4.3, the upper bound \( \bar{h} \) for semi-implicit and explicit procedures coincide. On the other hand, in view of the rate of convergence, the semi-implicit procedure may be superior to the explicit one because
\[
\frac{h \| A \|_\infty \| Q \|_2 L_S C}{1 - h \| A \|_\infty \| Q \|_2 M_S} < h \| A \|_\infty \| Q \|_2 (L_S C + M_S)
\]
holds for any \( h < \bar{h} \).

Finally, we show the accuracy of the resulting numerical solution. The proof is quite similar to that of Theorem 4.2, but we use
\[
\begin{align*}
\begin{cases}
y^{(1)} = S(y^{(0)}) \nabla V(y^{(0)}), \\
y^{(2)} = S(y^{(1)}) \nabla V(y^{(1)}), \\
\vdots \\
y^{(k-1)} = S(y^{(k-2)}) \nabla V(y^{(k-2)}), \\
y^{(k)} = S(y^{(k-1)}) \nabla V(y^{(k)})
\end{cases}
\end{align*}
\]
instead of (13).

**Theorem 4.4 (Accuracy of explicit iteration schemes).** Assume the following conditions:

(A1): \( Y_i^{(0)} \) satisfies \( \| Y_i^{(0)} - y(c_i h) \| \leq C h^d \) for each \( i \in [s] \);

(A2): \( S : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) is Lipschitz continuous;

(A3): the base Runge–Kutta method has order \( p \).

Then, the numerical solution \( Y_i^{(k)} \) of the explicit iterative scheme satisfies
\[
\| Y_i^{(k)} - y(h) \| \leq C' h^\min\{ p, q+k-1 \} + 1
\]
for sufficiently small \( h > 0 \), i.e. the scheme with \( k \) iteration has order \( \min\{ p, q+k-1 \} \).
Here, \( C' \) is a constant depending only on the exact solution \( y, k, S, Q, A, b \) and the constant \( C \) in (A1).
5. Numerical Experiments

In this section, we numerically examine the proposed schemes. We employ the 6th order Gauss method as the base Runge–Kutta method. We compare three methods for preparing $Y_i(0)$’s (see Section 3.3):

- 5th order CERK (Continuous Explicit Runge–Kutta) method.
- Extrapolation using inner stages in the previous step.
- Locally second order approximation by the explicit Euler method ($Y_i(0) = y_0 + c_i h S(y_0) \nabla V(y_0)$).

Then, Theorems 4.2 and 4.4 provide us with the accuracy of each method as shown in Table 2.

| Iteration | 1 | 2 | 3 | 4 | > 5 |
|-----------|---|---|---|---|-----|
| CERK ($q = 6$) | 6 | 6 | 6 | 6 | 6 |
| extrapolation ($q = 4$) | 4 | 5 | 6 | 6 | 6 |
| Euler ($q = 2$) | 2 | 3 | 4 | 5 | 6 |

We confirm that each numerical scheme certainly achieves the accuracy given in Table 2 by using the Euler equation (Section 5.1), the Kepler equation (Section 5.2), and the Korteweg–de Vries equation (Section 5.3) as examples. In addition, we confirm the conservation law in Section 5.1, and the long time behaviour in Section 5.2.

5.1. Euler equation. First, we consider the Euler equation for rigid body rotation

$$\dot{y} = S(y) \nabla H(y), \quad S(y) = \begin{pmatrix} 0 & \alpha y_3 & -\beta y_2 \\ -\alpha y_3 & 0 & y_1 \\ \beta y_2 & -y_1 & 0 \end{pmatrix}, \quad H(y) = \frac{y_1^2 + y_2^2 + y_3^2}{2}, \quad (15)$$

where $\alpha$ and $\beta$ are parameters. We use the initial value $y_0 = (0, 1, 1)^T$ and parameters $\alpha = 1 + (1/\sqrt{1.51})$, $\beta = 1 - (0.51/\sqrt{1.51})$, which are employed in [20]. The exact solution is periodic with the period $T = 4K(0.51) \approx 7.450563209330954$.

The relative errors of the numerical solutions are summarised in Figure 1. They decrease along the reference lines drawn based on Table 2. In this case, there are no serious difference between explicit and semi-implicit iterations.

In order to confirm the preservation of the invariant $H$, we conducted the numerical experiment with 128 periods and $h = 4K(0.51)/128 \approx 0.0582$. As expected, the relative errors of the invariants are the order of $10^{-14}$ even in such long numerical simulations (see Figure 6 in appendix).

The relative errors of another quadratic invariant $I(y) = (y_1^2 + \beta y_2^2 + \alpha y_3^2)/2$ are summarised in Figure 2. Note that, the Gauss method, the base RK method, preserves all
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Figure 1. Relative errors of numerical solutions for the Euler equation (15).

quadratic invariants. On the other hand, the proposed schemes do not exactly preserve \( I \). However, since the numerical solutions of the proposed schemes converge to that of the Gauss method, the relative error of \( I \) tends to decrease as the number of iterations increases.
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5.2. Kepler equation. Next, we consider the Kepler equation

$$\dot{y} = S(y)\nabla V(y), \quad S(y) = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\frac{1}{(\sqrt{1+y_3^2}+y_2^2)^{3/2}} \\ 0 & 0 & \frac{1}{(\sqrt{1+y_3^2}+y_2^2)^{3/2}} & 0 \end{pmatrix}, \quad V(y) = y_1y_4 - y_2y_3 \quad (16)$$

with the initial condition $y_0 = (1-e, 0, 0, \sqrt{(1+e)/(1-e)})^T$. The exact solution is periodic with the period $T = 2\pi$.

The numerical results are summarised in Figure 3. Note that, the skew-symmetric matrix function $S$ is defined on $\mathbb{R}^4 \setminus \{(0,0,0,0) \mid y_3, y_4 \in \mathbb{R}\}$ and not globally Lipshitz. Thus, Theorems 4.2 and 4.4 cannot be applied directly. However, since $S$ is locally Lipshitz, the accuracy of the numerical schemes should coincides with that in Theorems 4.2 and 4.4. The numerical results of explicit iteration schemes are matched with this observation as shown in Figure 3 (a), (c), and (e). However, the semi-implicit iteration schemes...
Figure 3. Relative errors of numerical solutions for the Kepler equation (16) ($e = 0.01$).
seem to achieve higher order than expected. These schemes turn out to achieve the order \( \min\{p, q + 2k - 2\} \) (see appendix C for the proof). This is due to the special structure of the Kepler equation.

\[
\begin{align*}
\text{(a) CERK+explicit iteration} & \quad \text{(b) CERK+semi-implicit iteration} \\
\text{(c) extrapolation+explicit iteration} & \quad \text{(d) extrapolation+semi-implicit iteration} \\
\text{(e) Euler+explicit iteration} & \quad \text{(f) Euler+semi-implicit iteration}
\end{align*}
\]

**Figure 4.** Numerical solutions for the last 1 period of 1024 periods of numerical experiments for the Kepler equation (16) \((h = 2\pi/64, e = 0.6)\). The curves in black are the exact periodic solutions.

To confirm the long time behaviour of the proposed schemes, we conduct numerical experiments with \( T = 2\pi \times 1024 \) and \( h = 2\pi/64 \) \((e = 0.6)\). Figure 4 shows the numerical solutions for the last 1 period of the numerical experiments. The numerical solutions of all schemes do not diverge even in such a long run (the solution in (e) and (f) with one iteration is also finite, but it is far from the exact solution and does not appear in the figure).
5.3. **Korteweg–de Vries equation.** Finally, we consider the Korteweg–de Vries (KdV) equation

\[ u_t + 6uu_x + u_{xxx} = 0, \tag{17} \]

which has the quadratic invariant \( \frac{1}{2} \int u^2 \, dx \). Here, \( u \) is a dependent variable, \( t \) and \( x \) are temporal and spatial independent variables (subscripts denote partial derivatives). For brevity, we deal with the periodic domain \( S := \mathbb{R}/L \mathbb{Z} \) and use the cnoidal wave solution

\[ u(t, x) = u_0 + 2k^2 \kappa^2 (\text{cn}(\kappa(x - x_0 - ct)/k))^2, \]

where \( c = 6u_0 + 4(2k^2 - 1) \kappa^2, L = 4K(k)/\kappa, \) and \( T = | \frac{\Delta}{c_k} |. \) In this section, we use the parameters \( k = \sqrt{0.1}, u_0 = 0, \) and \( \kappa = 1 (L \approx 3.2248826974404383, T \approx 1.00775842950137). \)

Then, we use the norm-preserving Fourier-spectral discretisation (\( \Delta x := L/d, y_k(t) \approx u(t, k\Delta x) \) \( (k = 1, 2, \ldots, d) \))

\[ \dot{y} = S(y) \nabla V(y), \quad V(y) = \frac{1}{2} \sum_{k=1}^{d} \bar{y}_k^2 \Delta x, \tag{18} \]

where the skew-symmetric matrix function \( S \) is defined as

\[ (S(v)w)_k := -2(\bar{v}_k \bar{\delta}_k w_k + \bar{\delta}_k((v_k w_k))) - \bar{\delta}_k^3 w_k. \]

Here, \( \bar{\delta}_k \) denotes the Fourier–spectral difference operator (see, e.g. [9]).

Due to the stiffness of the ODE (18), the direct application of the CERK method does not work well in this case. A good approach to deal with such a stiff ODE is to employ the exponential integrators (see, e.g. [23]). The ODE (18) can be rewritten as

\[ \dot{y} = Ay + g(y), \quad A = -\bar{\delta}_k^3, \quad (g(y))_k = -2(\bar{\delta}_k \bar{\delta}_k y_k + \bar{\delta}_k(\bar{y}_k^2)). \]

Then, we transform it by using \( \bar{y}(t) := e^{-tA}y(t) \) and obtain

\[ \dot{\bar{y}}(t) = e^{-tA}g(e^{tA}\bar{y}). \]

Since the transformed ODE is numerically easier to deal with, we apply the CERK method to it.

The numerical results are summarised in Figure 5 \( (d = 16) \), which are basically matched with Table 2. However, in contrast to the previous two examples, there is a large difference between the explicit and semi-implicit iteration: the explicit iteration requires very small step sizes.
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Figure 5. Relative errors of numerical solutions for the KdV equation (17) ($d = 16$).
Here, we prove that the PRK scheme defined by (7) has order 4. In view of Theorem 3.2, it is sufficient to check that the condition $\phi(\tau) = 1/\tau!$ holds for any tree in the following set

$$
\left\{ \sum_{i \leq |s|} a_{ij} \hat{c}_i = \sum_{j \leq |s|} \tilde{a}_{ij} \hat{c}_j \right\}
$$

Since $c_i = \hat{c}_i$ and $\sum_{j \leq |s|} a_{ij} \hat{c}_j = \sum_{j \leq |s|} \tilde{a}_{ij} \hat{c}_j$ hold for $i = 4, 5$ (indices of nonzero elements of $A$ and $b$), these conditions are satisfied except for those corresponding to $\hat{\Theta}_4$ and $\hat{\Theta}_5$, i.e., $\sum_{i \leq |s|} b_{i} \tilde{a}_{ij} \hat{c}_j^2 = 1/12$ and $\sum_{i,j \leq |s|} b_{i} \tilde{a}_{ij} \tilde{a}_{jk} \hat{c}_k = 1/24$. These conditions can also be verified by a simple calculation.
We also prove that the PRK scheme defined by (8) has order 3. In view of Theorem 3.2, we should confirm the conditions corresponding to \( \{ \alpha_i, \beta_i, \gamma_i \} \).

Thanks to \( c_i = \hat{c}_i \), these conditions are satisfied except for that corresponding to \( \hat{\gamma}_i \), i.e. \( \sum_{i,j \in [s]} b_i \hat{a}_{ij} \hat{c}_j = 1/6 \) which is equivalent to (9).

**APPENDIX B. NUMERICAL RESULTS**

Here, we show the figure omitted in Section 5.1. The relative errors of the invariant \( H(y) = (y_1^2 + y_2^2 + y_3^2)/2 \) of the Euler equation are summarised in Figure 6.

![Graphs showing numerical results](image)

**Figure 6.** Evolution of relative errors of the invariant \( H \) of the Euler equation \((h = 4K(0.51)/128 \approx 0.0582)\). Markers are for every 64 points.

**APPENDIX C. ACCURACY OF THE PROPOSED SCHEMES FOR THE KEPLER EQUATION**

As shown in Figure 3, the semi-implicit iteration scheme has higher orders than expected. In this section, we prove the order for the Kepler case.
Proposition C.1. Assume the following conditions:

(A1): \( Y_i^{(0)} \) satisfies \( \| Y_i^{(0)} - y_c(\tau) \| \leq C h^\theta \) for each \( i \in [s] \);

(A2): the exact solution \( y \) satisfies \( R \leq \sqrt{(y_1(t))^2 + (y_2(t))^2} \leq \overline{R} \) for any \( t \in [0, h] \) for some \( \overline{R}, \overline{R} > 0 \);

(A3): the Runge–Kutta method corresponding to \( A, b \) has order \( p \).

Then, the numerical solution \( y_h^{(k)} \) of the semi-implicit iterative scheme for the Kepler equation (16) satisfies

\[
\| y_h^{(k)}(h) - y(h) \| \leq C h^\min\{p, q + 2k - 2\} + 1
\]

for sufficiently small \( h > 0 \), i.e. the scheme with \( k \) iterations have order \( \min\{p, q + 2k - 2\} \). Here, \( C' \) is a constant depending only on \( k, \overline{R}, \overline{R}, A, b \) and the constant \( C \) in (A1).

Proof. Similar to the proof of Theorem 4.2, it is sufficient to prove \( \| y_k^{(k)}(h) - y(h) \| \leq C h^\theta + 2k - 1 \) for the solution \( y_k^{(k)} \)'s of (13).

For each \( j \in [k] \), we see

\[
\begin{align*}
\dot{y}_1^{(j)} &= y_3^{(j)}, & \dot{y}_2^{(j)} &= y_4^{(j)}, & \dot{y}_3^{(j)} &= -\frac{1}{\rho^{(j-1)}} y_1^{(j)}, & \dot{y}_4^{(j)} &= -\frac{1}{\rho^{(j-1)}} y_2^{(j)},
\end{align*}
\]

where \( \rho^{(j-1)} = \sqrt{(y_1^{(j-1)})^2 + (y_2^{(j-1)})^2} \). By introducing \( z^{(j)} = \begin{pmatrix} y_1^{(j)} \\ y_2^{(j)} \end{pmatrix}^T \) and \( z = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}^T \) for brevity, we see that the equation above can be rewritten as

\[
\dot{z}^{(j)} = -\frac{1}{\|z^{(j-1)}\|^3} z^{(j)}.
\]

Then, we prove \( \sup_{t \in [0, h]} \| z^{(j)}(t) - z(t) \| \leq C^{(j)} h^{\theta + 2j} \) by induction, where

\[
C^{(j)} = 2\overline{R} \left( \frac{R^{(j-1)}}{R^{(j-1)}} \right)^2 + \overline{R}^{(j-1)} \overline{R} + \overline{R}^2 C^{(j-1)}, \quad C^{(0)} = C, \quad \overline{R}^{(0)} = \overline{R}, \quad \overline{R}^{(0)} = \overline{R},
\]

\[
\overline{R}^{(j)} = \sup_{t \in [0, h]} \| z^{(j)}(t) \| \leq \overline{R} + C^{(j)} h^{\theta + 2j}, \quad \overline{R}^{(j)} = \inf_{t \in [0, h]} \| z^{(j)}(t) \| \geq \overline{R} - C^{(j)} h^{\theta + 2j}.
\]
(we assume $h$ is sufficiently small so that $(R^{(j-1)})^3 > 2h^2$ and $R^{(j)} > 0$ hold). To this end, we see

$$\sup_{t \in [0,h]} \left\| \dot{z}^{(j)}(t) - z(t) \right\| = \sup_{t \in [0,h]} \left\| \int_0^t \int_0^\tau \left( -\frac{1}{\|z^{(j-1)}(\sigma)\|^3} z^{(j)}(\sigma) + \frac{1}{\|z(\sigma)\|^3} z(\sigma) \right) \, d\sigma \, d\tau \right\|$$

$$\leq \sup_{t \in [0,h]} \left\| \int_0^t \int_0^\tau \left( -\frac{1}{\|z^{(j-1)}(\sigma)\|^3} z^{(j)}(\sigma) + \frac{1}{\|z(\sigma)\|^3} z(\sigma) \right) \, d\sigma \, d\tau \right\|$$

$$+ \sup_{t \in [0,h]} \left\| \int_0^t \int_0^\tau \left( -\frac{1}{\|z^{(j-1)}(\sigma)\|^3} z(\sigma) + \frac{1}{\|z(\sigma)\|^3} z(\sigma) \right) \, d\sigma \, d\tau \right\|$$

$$\leq \frac{h^2}{(R^{(j-1)})^3} \sup_{t \in [0,h]} \left\| \dot{z}^{(j)}(t) - z(t) \right\|$$

$$+ h^2R \frac{(R^{(j-1)})^2 + R^{(j-1)}R + R^2}{(R^{(j-1)})^3} \sup_{t \in [0,h]} \left\| z^{(j-1)}(t) - z(t) \right\|,$$

which yields

$$\sup_{t \in [0,h]} \left\| z^{(j)}(t) - z(t) \right\| \leq h^2 \frac{R}{R^3} \left( (R^{(j-1)})^3 - h^2 \right) \sup_{t \in [0,h]} \left\| z^{(j-1)}(t) - z(t) \right\|.$$

This inequality implies $\sup_{t \in [0,h]} \left\| z^{(j)}(t) - z(t) \right\| \leq C^{(j)}h^{q+2j}$ by the induction assumption and $(R^{(j-1)})^3 > 2h^2$.

Finally, by using (19), we see

$$\sup_{t \in [0,h]} \left\| y^{(k)}(t) - y(t) \right\|^2 \leq \sup_{t \in [0,h]} \left\| \dot{z}^{(k)}(t) - z(t) \right\|^2$$

$$+ \sup_{t \in [0,h]} \left\| \int_0^t \left( -\frac{1}{\|z^{(k-1)}(\tau)\|^3} z^{(k)}(\tau) + \frac{1}{\|z(\tau)\|^3} z(\tau) \right) \, d\tau \right\|^2$$

$$\leq \left( C^{(k)}h^{q+2k} \right)^2 + \left( \frac{h}{R^{(k-1)})^3} C^{(k)}h^{q+2k} + \frac{h}{2} C^{(k)}h^{q+2(k-1)} \right)^2,$$

which implies $\left\| y^{(k)}(h) - y(h) \right\| \leq C'h^{q+2k-1}$. \qed