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ABSTRACT
By now, tens of gravitational-wave (GW) events have been detected by the LIGO and Virgo detectors. These GWs have all been emitted by compact binary coalescence, for which we have excellent predictive models. However, there might be other sources for which we do not have reliable models. Some are expected to exist but to be very rare (e.g., supernovae), while others may be totally unanticipated. So far, no unmodeled sources have been discovered, but the lack of models makes the search for such sources much more difficult and less sensitive. We present here a search for unmodeled GW signals using semi-supervised machine learning. We apply deep learning and outlier detection algorithms to labeled spectrograms of GW strain data, and then search for spectrograms with anomalous patterns in public LIGO data. We searched ~13% of the coincident data from the first two observing runs. No candidates of GW signals were detected in the data analyzed. We evaluate the sensitivity of the search using simulated signals, we show that this search can detect spectrograms containing unusual or unexpected GW patterns, and we report the waveforms and amplitudes for which a detection rate is achieved.
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1 INTRODUCTION
Since the first observation of the gravitational wave (GW) signal from a binary black hole (BBH) merger in 2015 (Abbott et al. 2016), tens of additional signals from BBH, binary neutron star (BNS) and neutron star-black hole (NSBH) mergers have been detected during the first three LIGO-Virgo observing runs (Abbott et al. 2019b; GraceDB 2019). Many of these observations are the first of their kind, such as the first observation of a BBH merger (Abbott et al. 2016), the first observation of a BBH system with asymmetric masses (Abbott et al. 2020), and perhaps most importantly, the first multi-messenger observations of a BNS merger in GWs with its electromagnetic signature (Abbott et al. 2017b; Nakar 2019).

The GW waveform at the detector for all these merger events can be accurately modeled. Indeed, LIGO relies on searches by matched-filtering a template bank of modeled waveforms with GW detector strain data to discover these merger events (Usman et al. 2016; Sachdev et al. 2019). In the presence of additive stationary Gaussian noise only, this search method is guaranteed to be optimal by the Neyman-Pearson lemma (Neyman & Pearson 1933; Ofek & Zackay 2018). All of the events reported by the LIGO-Virgo Collaboration (LVC) make up a very small fraction of the data collected during the detectors (< 100s out of an order of 10^7’s of strain data), with additional signals likely existing in the data below the sensitivity threshold of the LVC pipelines. This is illustrated by searches conducted by independent groups which report the detection of additional events (e.g. Venumadhav et al. 2019).

These search methods however are suboptimal for unmodeled sources, and may miss them entirely. These could be core collapse supernovae (CCSNe), mergers with parameters outside the range covered by the template bank used in the search, or other sources of unknown origin. While perhaps unlikely, one should be open to the possibility of the serendipitous discovery of an unexpected source of GWs. For this purpose, the LVC developed and runs the coherent WaveBurst (cWB) pipeline (Klimenko et al. 2008, 2016) which searches for excess energy in time-frequency spectrograms coincident in several GW detectors. So far, no unmodeled source has been discovered with cWB, but the pipeline did trigger on over half of the merger signals in the first two observing runs (Abbott et al. 2019b).

We suggest here a method to dig deeper into the noise and extend the range of the search for unmodeled sources. We do this by looking for coincident signals of any sort in the datastreams from multiple detectors, using their time-frequency patterns. These can serve as telltale signs that they share the same physical origin. We do so while attempting to minimally influence the search with our preconceived notions as to the sources’ characteristics.

Pattern recognition is a field that machine learning (ML) algorithms excel at, with significant advancements in recent years. ML techniques have been widely used to enhance GW science (see review by Cuoco et al. 2020), however there are currently no published ML-based searches for unmodeled sources. As we were finishing the work on this project, Skliris et al. (2020) proposed another promising ML-based method, but they have not yet performed a search for new signals in existing data.

Our endeavour could be framed as a task for anomaly (or outlier) detection algorithms. Outlier detection algorithms were used in a variety of astronomical applications (see review by Baron 2019). The more common use of such algorithms in astronomy is to search...
for anomalous objects in large datasets coming from large surveys. For instance, Baron & Poznanski (2017) applied an algorithm based on random forest to galaxy spectra and found multiple interesting sources, and Reis et al. (2018) did the same with stellar spectra. Giles & Walkowicz (2019) detected outliers in Kepler light curves using density-based clustering. Ralph et al. (2019) used a combination of a self-organizing map and a convolutional autoencoder on radio-astronomy images, and Hocking et al. (2018) developed a method comprised of several algorithms and applied it to optical images.

Since we do not have a template for the patterns we are looking for we need to learn what the ‘normal’ patterns are, and then identify spectrograms containing patterns that are different from the ‘normal’ ones. Since there are very few GW events, most of the ‘normal’ patterns consist of background noise, and the task is to identify sources that are rare and not consistent with being noise. In general, outlier detection algorithms model the distribution of the input samples, and use some measure to flag samples that are unlikely to be drawn from the modeled distribution. This can be achieved in a completely unsupervised manner, by using all samples to model the distribution without any prior knowledge of the data. Alternatively, in a semi-supervised setting, one uses knowledge about ‘normal’ samples, inliers, to model the distribution and to identify outliers. Here, we apply a semi-supervised approach.

In order to model the distribution of ‘normal’ spectrogram patterns in the data we use deep learning, which is the technique of constructing and training deep neural networks. Neural networks are complex non-linear functions with many parameters, constructed by layers of linear combinations followed by non-linear activation functions. They are commonly used in classification tasks, where each training sample has a target label, and they are trained by tuning the parameters to give the best fit between the training samples and their labels. State-of-the-art deep networks consist of tens or hundreds of layers. One of the most successful architectures of connecting between the layers is the convolutional architecture, where the ‘neurons’ in each layer are connected to a small localized subset of the ‘neurons’ in the previous layer, initially proposed for image processing tasks, since pixels in an image have highly localized correlations. Indeed, the most significant achievements in image classification in recent years were made by deep convolutional neural networks (CNN).

Deep networks trained for classification can be used for outlier detection in two ways. The first way is to use the network for feature extraction, usually by truncating the network and extracting one of the layers before the output layer. Then, traditional outlier detection algorithms can be applied to the extracted features. The motivation for using a deep network for feature extraction is that these networks can learn representative features during training, and therefore require little pre-processing and feature engineering (see for instance Erhan et al. 2009; Zeiler & Fergus 2014; Yosinski et al. 2015). The second way is to use the network directly in the context of out-of-distribution (OOD) detection. Deep networks trained for classification generally ‘view’ the world as containing only the categories on which they were trained (referred to as in-distribution), forcing all inputs they receive into one of them, assuming all inputs are drawn from the same distribution as the training data. A network trained to separate cats from dogs, when presented with the image of a chair, will look for its whiskers. Since these algorithms are now routinely deployed in the real world, sometimes in life-endangering settings (e.g., autonomous driving), detecting when an input is drawn from outside that distribution is critically important. Hence the advances in recent years in the field of OOD detection by deep networks (e.g., Hendrycks & Gimpel 2016; Lee et al. 2018; Sastry & Oore 2019).

We implement a search by training a deep CNN on the Gravity Spy glitch dataset (Zevin et al. 2017; Bahaadin et al. 2018). Glitches are non-Gaussian noise transients that often occur in GW detector data, and this dataset contains spectrograms of many of these glitches, labeled into various glitch categories. George et al. (2017) use the transfer learning method to fine-tune a pre-trained CNN to classify the Gravity Spy glitches, and demonstrate this can result in state-of-the-art classification accuracy. We use the same method to train our network, and then apply two methods of outlier detection to the trained network. We apply our search to a significant subset of public LIGO data from the first two observing runs (Abbott et al. 2019a) and review our findings which include no promising candidate source. We test our method via simulations.

This paper is structured as follows. In Section 2 we describe how we train a deep CNN on GW spectrograms. In Section 3 we describe outlier detection methods we use to flag candidate spectrograms. In Section 4 we describe how the CNN and outlier detection methods are used to search for signals in the public LIGO data. The results of this search are presented and discussed in Section 5. In Section 6 we evaluate the sensitivity of our search using simulated signals, and we conclude in Section 7.

2 TRAINING PHASE

2.1 Generating Gravity Spy spectrograms

In this search we train a deep CNN using the Gravity Spy dataset, described in detail by Zevin et al. (2017) and Bahaadini et al. (2018). This dataset consists of spectrograms of GW strain data from the two LIGO detectors, from the first two LIGO observing runs, labeled into 22 different classes. 20 of these classes are different glitch classes (various noise transients that create particular patterns in the spectrograms) and the final two are the ‘No Glitch’ class – spectrograms of background detector noise – and ‘Chirp’ – spectrograms of simulated BBH mergers.

For the sake of consistency with later stages of our pipeline, we do not use the existing spectrograms from the Gravity Spy dataset directly, but generate spectrograms from the raw strain data, using the time-stamps of the events in the Gravity Spy dataset, and label them using the Gravity Spy labels. These spectrograms are generated using the same process used to generate the unlabeled spectrograms described in Section 4.1. For each event in the Gravity Spy dataset this process is applied to a segment of 64s of strain data around the event time-stamp, and the 2 second spectrogram containing the event is saved.

We note that in the Gravity Spy dataset, for each event there are four different spectrograms, of different lengths: 0.5s, 1s, 2s, 4s. At this stage, we limit ourselves to spectrograms of 2s, following George et al. (2017) who found this duration is well suited for most glitches.

2.2 Splitting and augmenting the dataset

The dataset generated consists of 5928 spectrograms labeled into 20 different classes. The reason this is smaller than the Gravity Spy dataset is that for some of the events in Gravity Spy the raw strain data were not publicly available, in particular, all the events from the ‘Helix’ and ‘Violin mode’ classes were not available, which is the reason our dataset has fewer classes than the Gravity Spy dataset.

The dataset is divided into training, testing and validation subsets, such that for each class ~ 20% of the spectrograms are used for testing, ~ 10% for validation and the rest are used for training. In
When training the network we use data augmentation to increase the size of the training set. The spectrogram images are randomly shifted by up to 50% of the image size in the horizontal (time) direction (149 pixels, which are 1s). Aside from increasing the size of the training set, which is necessary for training a deep network, the horizontal shift may be useful in training the network to identify spectrograms of signals which are not centered in the spectrogram (since we do not know in advance the timing of an event relative to the center of the spectrogram it appears in). To reduce class imbalance, for classes with more than 1000 spectrograms, we augment each spectrogram once (one spectrogram with the random shifts described above is created), for classes with between 200 and 1000 spectrograms we augment each spectrogram 4 times, and for classes with fewer than 200 spectrograms we augment each spectrogram 10 times. In total the augmented training set, including the original training set, consists of 24641 spectrograms.

### 3. Training the network

We train our CNN using the transfer learning method, used by George et al. (2017). We take a CNN that was pre-trained on ImageNet—a large dataset of over 1 million images in 1000 different classes—and fine-tune its weights by re-training it on the dataset described above. The pre-trained network we use is ResNet152V2 proposed by He et al. (2016a). This network is a refined version of the original residual network presented in He et al. (2016b), known as ResNet, which became one of the most popular architectures in the field of image processing using neural networks since it won the ILSVRC image classification competition in 2015. The advantage of residual architectures is that they allow training very deep networks by addressing the vanishing gradient problem. The problem is that when using back-propagation to compute gradients in deep networks, the gradients of the initial layers become very small, effectively preventing training (see for instance (Glorot & Bengio 2010)). The ResNet architecture deals with this problem by using ‘shortcut connections’, which are connections that skip one or more layers. The basic building block of the ResNet architecture is a block of two or three convolution layers with ReLU activations and a ‘shortcut connection’ connecting the input of the block to its output, before the output activation (skipping the convolution layers). The refinement presented in He et al. (2016a) is to use ‘pre-activation’ instead of ‘post-activation’, meaning adding a ReLU activation layer at the input of the block and removing the one at its output. ResNet152V2 contains 50 such blocks containing 3 convolution layers each, plus an additional convolution layer at the network’s input, and a fully connected layer of 1000 neurons with softmax activation at its output, totalling in 152 trainable layers.

We adapt ResNet152V2 for our task by removing the output layer as well as the global average pool layer just before it, and replacing them with a classification network for classifying the 20 classes in our dataset. The input layer of our classification network is a global max pool layer, the output layer is a fully connected layer with 20 neurons and softmax activation, and we experimented with several architectures for the network layers in between. Ultimately the chosen architecture is a single fully connected layer with 100 neurons and ReLU activation between the input and output layers, since this seems to provide sufficient information with little redundancy. A summary of the architecture of our network is given in Fig. 1.

We train the network described above for 20 epochs utilizing the cross entropy loss and ADADELTA optimization, using the keras python package. We choose the weights of the epoch with the highest classification accuracy on the validation set and use them throughout the rest of this work.

The resulting network has a classification accuracy of 97.3% on the test set, which is marginally lower than the accuracy achieved by George et al. (2017). However, our goal is to use this network for an unsupervised GW signal search, not to classify glitches with the highest accuracy possible. Therefore, we are content with this result and did not take additional steps to achieve higher classification accuracy.

### 3. Outlier Detection

We test two outlier detection schemes which use the network described above. In the first method we use the network and a dimensionality reduction algorithm for feature extraction, estimate the probability distribution in the extracted feature space and define points in regions of low probability as outliers. We refer to this method as density based. In the second method we use activations from layers throughout the network to directly define a deviation for a given spectrogram with respect to the training set. Specifically, this method characterizes activations using Gram matrices, therefore we refer to it as Gram matrix based. The two methods are described in the following subsections.

---

**Figure 1.** A block diagram of the network trained in this search. The input layer is the spectrogram data, which is fed to a a ResNet152V2 network pre-trained on the ImageNet dataset. The final layers of the pre-trained network are replaced with our classification network consisting of a global max pooling layer, followed by a fully connected layer with 100 neurons and ReLU activations and finally by a fully connected layer with 20 neurons and softmax activations.
3.1 Density based method

Each spectrogram in our dataset is fed through the network, and the latent layer just before the output layer is extracted as a feature representation for the spectrogram in the 100D latent space. Next, we perform dimensionality reduction using the UMAP algorithm (McInnes et al. 2018), which can compute a mapping between the 100D latent space and a lower dimensional space. We compute such a mapping to a 2D space (which we refer to as the map space) by training the UMAP algorithm on the latent features of the training examples in our dataset. The key in this step is to reduce the dimensionality of the data, to something manageable by a human, while preserving as much as possible the structure of the manifold in which the data reside.

There are many existing dimensionality reduction algorithms that one could choose from. The key advantages of UMAP are that it is fast to train, and that it can be trained on one dataset, and then used to transform new data without re-training the model. We use this advantage in the search phase to map unlabeled spectrograms, and also as a qualitative indication of the robustness of the mapping, by mapping the latent features of the test and validation sets in our dataset. A visualization of the points representing the spectrograms in the test and validation sets is shown in the left panel of Fig. 2, and it can be seen that these points form relatively well-defined and separated clusters according to the different classes in the dataset.

The UMAP algorithm has a few hyper-parameters when training. We experimented with several values for n_neighbors and min_dist and ultimately chose the values 15 and 0.25 respectively, since these resulted in qualitatively good clusters (meaning relatively well-defined and separated clusters as mentioned above).

Now, we estimate the sample distribution of points in the map space using kernel density estimation. Each point in the sample is assigned a normalized kernel centered around it, and the kernels of all the points are summed and normalized to give the estimated distribution. We use the scikit-learn implementation to compute this estimated distribution, with a Gaussian kernel and a value of 0.3 for the bandwidth parameter. The sample used to compute this estimation is the training set. Using this estimated distribution we can create a heat map of the map space, with the color corresponding to the logarithmic probability density of each point, which can be seen in the right panel of Fig. 2.

This probability estimation is used to define outliers in the spectrograms generated in the search phase by mapping them onto the map space in the same way as the spectrograms in our dataset, computing each resulting point’s probability density and choosing a threshold below which the point is considered an outlier. The choice of the threshold determines how many points are flagged as outliers, therefore we choose it such that it is feasible to go over all the flagged spectrograms manually. This is obviously somewhat arbitrary, and there is some degeneracy between the choice of the threshold and the kernel bandwidth when estimating density. We choose a threshold value of $th = -11.5$ which can be visualised by plotting contours of logarithmic probability density equal to this value in the map space, which are also shown in the left panel of Fig. 2. It can be seen that these contours surround the different clusters in the map space.

We note that the density estimation could have been calculated in the latent space, without applying dimensionality reduction, and outliers could be detected directly in this space. We experimented with this, but with no possibility to look at intermediate results in such space, we found the resulting outliers to be less promising than the ones detected in the map space.

3.2 Gram matrix based method

This method was proposed by Sastry & Oore (2019) in the context of out-of-distribution (OOD) detection by deep neural networks. The problem of detecting samples which are out of the distribution of the training set is especially important when deploying deep networks in real-world scenarios, since they can often output high confidence predictions for obviously OOD samples, including noise (Nguyen et al. 2015). Because the network is trained to identify a finite set of classes, it attempts to match any input into one of these classes, even if it is clearly different. This is obviously a major limitation when using a classification CNN to search for outliers. The Gram matrix method attempts to remedy that, so we implement it in addition to the density method described in Section 3.1. The main steps of the method are described below, and a more detailed description can be found in Sastry & Oore (2019).

We extract Gram matrices for a set of layers $L$ in our network, which are activation correlations between different channels within each layer. Explicitly, the Gram matrix of layer $l \in L$ is defined as:

$$G_l = F_l F_l^T$$

(1)

Where $F_l$ is the matrix representing the feature map of layer $l$ (meaning, the activations of the neurons in that layer). Its dimensions are $n_l \times p_l$ where $n_l$ and $p_l$ are the number of channels and number of neurons in each channel in this layer respectively. Since $G_l$ is symmetric, we extract the upper triangular matrix from it (with the diagonal) as a flattened array of $\frac{1}{2}n_l(n_l + 1)$ elements, denoted by $\overline{G}_l$. For each class $C$ in the dataset, we compute the minimal and maximal values for the elements in these arrays over all the samples in that class, resulting in $\text{min}_{C,l}$ and $\text{max}_{C,l}$ arrays, of $\frac{1}{2}n_l(n_l + 1)$ elements each. Now given a new sample $X$, for which the predicted class is $C$ we compute the layer-wise deviations from the minimal and maximal arrays for this class:

$$\delta_l(X) = \sum_{i=1}^{1/2n_l(n_l+1)} \delta \left( \text{min}_{C,l}[i], \text{max}_{C,l}[i], \overline{G}_l(X)[i] \right)$$

(2)

Where

$$\delta (\text{min}, \text{max}, \text{val}) = \begin{cases} 0, & \text{if min} \leq \text{val} \leq \text{max} \\ \frac{\text{val}-\text{min}}{\text{max}-\text{min}}, & \text{if val} < \text{min} \\ \frac{\text{val}-\text{max}}{\text{max}-\text{min}}, & \text{if val} > \text{max} \end{cases}$$

(3)

Now we define the total deviation of the sample as the sum of the layer-wise deviations, normalized by the expected values of these deviations, computed using the validation set, $E_{val}[\delta_l]$:

$$\Delta_l(X) = \sum_{l \in L} \frac{\delta_l(X)}{E_{val}[\delta_l]}$$

(4)

The motivation for defining the deviation this way was to examine differences in the activity patterns of a sample throughout the network, relative to the patterns of the training examples in the class assigned to this sample. Activity patterns that significantly differ from those of the training examples in this class are a strong indication that this is an OOD sample. The Gram matrices are used to describe the activity patterns throughout the network since they were shown by Gatys et al. (2016) to be useful for encoding stylistic attributes of an image, such as textures and patterns.

Now we can define outliers in the spectrograms generated in the search phase by feeding each spectrogram through the network, computing its total deviation score and choosing a threshold above which a spectrogram is considered an outlier. We choose a threshold value of $th = 5100$, in a similar way to the choice described in Section 3.1.
We note a few differences between our implementation of this method and the original proposed by Sastry & Oore (2019). First, Sastry & Oore (2019) compute the Gram matrices and the layer-wise deviations for all the layers in their network. We compute these matrices and deviations for a subset of layers \( L \). The layers we use are the output layers of the odd numbered residual blocks, 26 layers in total (not 25 because the layer numbering is not continuous). Second, Sastry & Oore (2019) define higher-order Gram matrices, while we only use the first order matrix defined above. The reason for both differences is reduction in the time required to process each spectrogram, since the network we use is larger than the one used in Sastry & Oore (2019) (they used ResNet34, which consists of 34 layers).

Due to the importance of OOD detection, there are quite a few more methods being proposed in the literature. The advantages of the one we chose to implement here are that it can be used with pre-trained networks, i.e., we can use the same network we trained in Section 2.3. Furthermore, it only has a few hyperparameters and can work without the need for fine-tuning using OOD examples, something we prefer not to bias ourselves with. In addition, this method is reported by Sastry & Oore (2019) to have a performance comparable to the state-of-the-art.

## 4 SEARCH PHASE

### 4.1 Generating spectrograms

We generate unlabeled spectrograms from bulk strain data using a process similar to the one described by Robinet (2016). First, the data are divided into segments for which data are continuously available (data are not publicly available for the entire duration of the observing runs), then we divide each segment into chunks of length \( T_e = 64s \). Each chunk is conditioned by subtracting its mean, applying a high-pass filter with a cut-off frequency of 20Hz, and finally it is multiplied by a Tukey window (using the SciPy implementation) which insures a smooth transition to 0 at both chunk ends, in order to avoid edge artifacts when generating the time-frequency spectrograms. In order to avoid data loss because of the windowing, there is an overlap of \( T_o = 2s \) between consecutive chunks, which determines the parameter of the window to be \( \alpha = T_o / T_e = 2/64 \).

After conditioning, the data in each chunk are whitened: The noise power spectral density during the chunk is estimated and then a filter is applied to the chunk which yields a white (meaning constant) noise spectral density for the filtered data.

Next, the multi-Q transform, which is a modification of the constant-Q transform is applied to the whitened data. The constant-Q transform is a time-frequency transform similar to the standard short-time Fourier transform, which computes a time-dependant frequency representation of the data by computing windowed Fourier transforms with window lengths determining the frequency resolution, and the overlap between windows determining the time resolution. In the constant-Q transform the frequency axis is logarithmically spaced, and instead of using a constant window for all frequencies, the window length is inversely proportional to the frequency which results in a constant \( Q \) value, which is the ratio of the frequency of each bin to its bandwidth. The multi-Q transform applies multiple constant-Q transforms for a range of \( Q \) values and then chooses the one which has highest peak energy. More detailed descriptions of these transforms and the way they are used for GW searches can be found in Blankertz (2001), Chatterji et al. (2004) and Robinet (2016).

The multi-Q transform is computed using the G\texttt{Wpy} method \texttt{q_transform}, which also implements the data whitening. The function parameters we use in this work are the same as the ones that were used to generate the Gravity Spy dataset, except for the \texttt{gps} parameter. This parameter, when passed to the method, determines the time-stamp to focus on for choosing the \( Q \) value with highest peak energy, and when the Gravity Spy spectrograms were generated this parameter was equal to the event time-stamp each spectrogram represents. We do not use this parameter, therefore the entire chunk is used for choosing the \( Q \) value.

Finally, the resulting multi-Q transform is cropped by \( T_o / 2 = 1s \) at each end to get rid of data affected by the windowing, and the

\[ \theta = 20Hz \]
remaining 62s are divided into 31 non-overlapping spectrograms of 2s each.

The fact that our spectrograms do not overlap suggests we might miss signals that occur during the transition from one spectrogram to the next. One can overcome this issue by adding overlap between spectrograms, at a small computational cost. In this work we chose not to add this overlap, as the probability of missing signals is relatively small. The reason for this is that short signals have a small probability of occurring precisely during the transition between spectrograms, and we expect longer signals to create a significant pattern in at least one of the spectrograms even if they are truncated, such that they may still be detected as outliers by our search.

4.2 Flagging spectrograms of interest

We process the spectrograms using the network trained in Section 2.3, and flag outliers using the two methods described in Section 3.

In addition to outlier detection, we also utilize the network predictions, and flag spectrograms that are classified as ‘Chirp’ (the class of binary mergers). We also note that the ‘None of the Above’ class is meant to be a ‘catch-all’ class in the Gravity Spy dataset, containing all the glitches in the dataset that do not resemble any of the other classes. However, it would be false to assume that all outliers should be classified by the network as ‘None of the Above’. Rather, it will classify as ‘None of the Above’ spectrograms which resemble the examples it was trained on, and there is no way of knowing in advance the prediction of an outlier with a spectrogram that is sufficiently different than all the spectrograms in the dataset (including the ‘None of the Above’ examples). Indeed, when examining the spectrograms classified as ‘None of the Above’ we found them less interesting than the outliers flagged by the methods described above. However, since the ‘None of the Above’ should be a rare class, it is interesting to examine time-stamps for which the spectrograms from both detectors are classified as such.

5 RESULTS

We apply the methods described in Section 3 to a subset of the public LIGO data from the first two observing runs – O1 and O2 (Abbott et al. 2019a). We focus on times where data are available from both LIGO detectors and process about 2 million seconds of data, which are about 13% of those times. We generate spectrograms using the process described in Section 4.1 for the data from each detector, resulting in about 1 million spectrograms and corresponding 2D representations for each detector.

We examine the spectrograms flagged as outliers by the two methods, and divide them into 14 categories, summarized in Table 1 and described in detail in the following subsections.

5.1 Known glitches

These spectrograms contain known types of glitches that are also present in the Gravity Spy dataset. These outliers, examples of which are shown in Fig. 3, make up about half of the total outliers flagged by each method (163 and 176 by the density method and the Gram matrix method respectively), however, for many of them we can find a reasonable explanation for what might have caused them to be flagged as outliers. Many of them contain relatively faint signals, fainter than the typical glitches in the dataset. For instance, the spectrogram in Fig. 3(a) contains a faint ‘1080Hz lines’ glitch, the spectrogram in Fig. 3(b) contains a faint ‘Power line’ glitch, and the spectrogram in Fig. 3(i) contains a faint ‘Scratchy’ glitch. The fact these faint signals are flagged suggests that our search can detect these faint signals and identify that they are somewhat different from their louder counterparts, which is a desirable property of a search for unmodeled signals. The spectrograms assigned to the multiple glitches category contain multiple glitches in a single spectrogram, like the ones shown in Figs. 3(f) and 3(g). The spectrograms assigned to the truncated glitch category contain glitches that overlap two consecutive spectrograms, and therefore the pattern in each one appears truncated, examples of which can be seen in Figs. 3(j) and 3(k). In addition, there are glitches which belong to classes which are under-represented in our dataset. For instance, the ‘Violin mode’ glitch shown in Fig. 3(l) belongs to one of the classes mentioned in Section 2.2 which are not present in our training dataset, and the ‘Wandering line’ glitches shown in Figs. 3(m) and 3(n) belong to the smallest class in our dataset (containing only 3 examples in the training set). Finally, the ‘Whistle’ glitch shown in Fig. 3(o) presents a somewhat different pattern than the glitches belonging to the same class in our dataset – the low frequency part of the signal is quite strong while the higher frequency pattern is much fainter.

5.2 ‘Empty’ spectrograms

These spectrograms appear to contain only background detector noise, with no noticeable distinct pattern. Currently we do not understand what caused these spectrograms to be flagged as outliers, however, the fact that several such spectrograms are also flagged by our search illustrates that not only very loud and obvious patterns are flagged, which is a requirement for being able to detect faint signals if they exist in the data. We note that it is not always clear visually whether a given spectrogram should be treated as ‘empty’ or not. An illustration of this can be seen in the examples of ‘empty’ spectrograms shown in Fig. 4. For instance, the spectrogram in Fig. 4(b) might contain some low frequency signals and the one in Fig. 4(c) might contain a faint ‘Whistle’-like signal. As mentioned in Section 5.1 being able to flag such faint signals is a desirable property of this search.

5.3 Hardware injections

During the first two observing runs, simulated signals were injected into the GW detectors in order to validate the data analysis pipelines, as well as several other uses (Biwer et al. 2017).
Figure 3. Examples of outliers containing various known glitches. The x-axis in these (and subsequent) spectrogram plots is time, counted from the initial spectrogram time, stated in the x-axis label in GPS time.

Figure 4. Examples of outliers assigned to the categories not associated with known glitches: Empty spectrograms, Hardware injections and Miscellaneous patterns.

The spectrogram shown in Fig. 4(d) contains a hardware injection of a loud, long duration signal, which does not simulate any astrophysical signal, but is instead used for detector characterization. The spectrogram pattern created by this signal is significantly different from the patterns created by the classes in the dataset used for training our models, which is the reason it was flagged by our search as an outlier. All the hardware injections flagged by our search are loud, long duration signals, which create similar patterns to the example shown in Fig. 4(d).

5.4 Miscellaneous spectrograms

These spectrograms contain miscellaneous patterns that are sufficiently different from the spectrograms in the Gravity Spy dataset.
Flagging such spectrograms is the goal of this search, however, all the spectrograms assigned to this category contain patterns that are only present in a single detector. They are therefore unlikely to be astrophysical. In addition, most can be easily interpreted as noise. For instance, the spectrograms shown in Figs. 4(e) and 4(f) contain patterns in a wide range of frequencies that are probably the tails of very loud glitches. The spectrogram in Fig. 4(g) also contains wide-band patterns that are similar to the patterns created by wide-band random noise. The spectrogram in Fig. 4(h) contains a low frequency glitch together with some faint line harmonics, and since the resulting pattern is very unusual it was assigned to the miscellaneous category. The spectrograms in Fig. 4(i) contain peculiar patterns that do not appear in any of the other spectrograms flagged by our search. Since these patterns are relatively strong in these spectrograms, we expect that if their sources were of astrophysical origin, they would have made some visible signature in both detectors. Since each of them was only detected in a single detector we conclude that they are most likely not of astrophysical origin, but rather an unrecognized type of glitch. If indeed these are rare glitches, more will likely be found as more data is analysed.

5.5 Spectrograms classified as ‘Chirp’

91 spectrograms are classified as ‘Chirp’ by our network, from 74 distinct time-stamps (for 17 time-stamps the spectrograms from both detectors are classified as ‘Chirp’).

Three of these time-stamps contain GW events that were detected during O1 and O2, the spectrograms from these time-stamps can be seen in Fig. 5. In each column the top and bottom panels show the spectrograms from the Hanford and Livingston detectors respectively, for the same time-stamp. For GW150914 (shown in Figs. 5(a) and 5(f)) the spectrograms from both detectors were classified as ‘Chirp’, while for the other two events (GW170809 and GW170814, shown in Figs. 5(b) and 5(g) and Figs. 5(c) and 5(h) respectively) only the spectrogram from Livingston was classified as ‘Chirp’.

22 of the time-stamps contain hardware injections of signals simulating BBH mergers, all but one injected into both detectors. For 16 of the 22 time-stamps the spectrograms from both detectors were classified as ‘Chirp’. The example shown in Figs. 5(d) and 5(i) contains a signal simulating the merger of two 38M☉ BHs at a distance of 344Mpc which was injected into both detectors, and the spectrograms from both were classified as ‘Chirp’. This example is typical to most of the hardware injections classified as ‘Chirp’ by our network – in all but one, at least one BH has a mass over 30M☉ and the other has a mass over 15M☉, and the resulting spectrograms have fairly similar patterns. The one atypical injection is shown in Figs. 5(e) and 5(j). This injection is of a signal simulating the merger of two BHs of masses 23M☉ and 6M☉ at a distance of 433Mpc, which was also injected into both detectors. It is interesting to note that this signal is a much longer signal than the other injections (~ 6s in comparison to ~ 0.5s), but the spectrogram that was classified as ‘Chirp’ contains only the final ~ 0.6s of the signal. However, only the spectrogram from Hanford was classified as ‘Chirp’.

26 of the spectrograms classified as ‘Chirp’ contain ‘Blip’-like glitches, which can sometimes resemble very short duration chirps. All of these appear as a fairly loud signal in a single detector, therefore, we do not suspect they contain an astrophysical signal that was not detected previously, but treat them as glitches that were misclassified as ‘Chirp’.

The remaining 23 spectrograms contain miscellaneous patterns and we do not know why they were classified as ‘Chirp’, but again, their loudness and appearance in a single detector indicate that they are noise patterns that were misclassified.

While the goal of this work is not to search for binary mergers using a classification neural network, and indeed we do not claim to have better sensitivity than matched-filtering, the spectrograms in this section are presented as further support for the utility of using a neural network for processing GW data. Both the true positive ‘Chirps’ (GW events and hardware injections) as well as the small number of false positives (49 out of about 1 million time-stamps) suggest high performance, as also seen by George & Huerta (2018); Gabbard et al. (2018); Krastev (2020) and Schäfer et al. (2020).

5.6 Spectrograms classified as ‘None of the Above’

796 spectrograms are classified as ‘None of the Above’, however, in all of the corresponding time-stamps there is no coincidence in the other detector, therefore we do not discuss them further. The fact that we did not find a single candidate for which both spectrograms are classified as ‘None of the Above’ further suggests that these are rare and worthy of scrutiny, if and when they occur.

6 EVALUATING THE SEARCH

As naturally is the case with unsupervised or semi-supervised tasks, it is hard to assess the quality and robustness of the results. Did we not find any interesting source because of weaknesses in our methods, or because there are none in the data? We attempt to examine that question via numerical simulations across the vast parameter space of possible waveforms. We do so by injecting simulated signals to the data and examining the outcome of the search for these signals.

6.1 Ad-hoc waveforms

We inject signals with a variety of ad-hoc waveforms similarly to what is described in Abadie et al. (2012) and Abbott et al. (2017a). First, we inject each of the generic burst waveforms described in Abadie et al. (2012) varying the relevant parameters and a with range of amplitudes around the hRSS values at which Abadie et al. (2012) and Abbott et al. (2017a) reported to achieve 50% detection efficiency at a false alarm rate (FAR) of 1 in 100 yr. hRSS is the root-sum-square strain amplitude of the signal, defined as:

\[ h_{RSS} = \sqrt{\int \left( |h_+|^2 + |h_{\times}|^2 \right) dt } \]  

(5)

where h_+ and h_{\times} are the plus and cross polarizations of the gravitational waveform respectively. The waveforms we inject are elliptically polarized with an ellipticity \( \alpha \) (defined explicitly in Abadie et al. 2012) uniformly distributed in the interval [0, 1]. Each of these waveforms is injected into both detectors at 15 random time-stamps which contain only background detector noise, using a random, isotropically distributed sky position (\( \Theta, \Phi \)) and a uniformly distributed polarization angle \( \Psi \) in order to compute the antenna patterns of the detector \( F_+ \) and \( F_{\times} \). The resulting strain at the detector is given by:

\[ h_{det}(t) = F_+ (\Theta, \Phi, \Psi) h_+(t) + F_{\times} (\Theta, \Phi, \Psi) h_{\times}(t) \]  

(6)

Table 2 summarizes the parameters and amplitude ranges of the generic burst waveforms we injected.

Both outlier detection methods described in Section 3 fail to flag these generic burst waveform injections as outliers. However, we note...
Table 2. Summary of the injection parameters used when injecting the generic burst waveforms, and the $h_{rss}$ range for each, in units of $10^{-22}\text{Hz}^{-1/2}$.

| Waveform      | $h_{rss}$ range |
|---------------|-----------------|
| Gaussian      | 30 – 50         |
| $\tau = 0.1\text{ms}$ | 30 – 50         |
| $\tau = 2.5\text{ms}$ | 30 – 50         |
| Sine-Gaussian |                 |
| $f_0 = 70\text{Hz}$, $Q = 100$ | 5 – 30         |
| $f_0 = 235\text{Hz}$, $Q = 100$ | 5 – 30         |
| $f_0 = 554\text{Hz}$, $Q = 9$ | 5 – 30         |
| $f_0 = 849\text{Hz}$, $Q = 3$ | 5 – 30         |
| $f_0 = 1614\text{Hz}$, $Q = 100$ | 5 – 30         |
| $f_0 = 2000\text{Hz}$, $Q = 3$ | 5 – 30         |
| Ring-down     |                 |
| $f_0 = 2000\text{Hz}$, $\tau = 1\text{ms}$ | 30 – 50         |
| $f_0 = 2000\text{Hz}$, $\tau = 0.2\text{s}$ | 30 – 50         |
| White-noise   |                 |
| $f_{\text{low}} = 100\text{Hz}$, $\Delta f = 100\text{Hz}$, $\tau = 0.1\text{s}$ | 5 – 30         |
| $f_{\text{low}} = 250\text{Hz}$, $\Delta f = 100\text{Hz}$, $\tau = 0.1\text{s}$ | 5 – 30         |

that these waveforms generally create short, quite simple spectrogram patterns, and that some of them are very similar to some of the glitches which our search is trained to identify as inliers (mostly the ‘Blip’-like glitches – the ‘Blip’, ‘Tomte’ and ‘Koi-fish’ glitch classes).

We inject additional signals which create more intricate spectrogram patterns (mainly, the signal frequency has some evolution throughout the duration of the spectrogram). The additional waveforms are sweeps of linearly decreasing frequency, sweeps of linearly increasing frequency and the sum of two linearly increasing sweeps, all multiplied by a Gaussian envelope. While we do not have a physical justification for the linearly decreasing sweeps, some motivation for including the linearly increasing sweeps is the fact that several simulations for the GW signal produced by core-collapse supernovae exhibit some component of linearly increasing frequency (for instance Mezzacappa et al. 2020; Zha et al. 2020). For all sweeps we generate two polarizations by choosing the initial phase of the sweep, where the plus and cross polarizations have initial phases of 0 and $\pi/2$ respectively, similarly to the sine-Gaussian and ring-down waveforms (Abadie et al. 2012).

The parameters defining the sweeps are $f_0$ - the initial frequency, $Q$ - the quality factor controlling the width of the Gaussian envelope (same as the sine-Gaussian waveforms), $t_1$ - the time at which $f_1$ is specified, and $f_1$ - the frequency at $t_1$. The double sweep waveforms are constructed by summing two sweeps, both starting from the same $f_0$, therefore there is an additional frequency $f_2$ - the frequency of the second sweep at $t_1$, and $\alpha$ - the relative amplitude between the two signals. The decreasing sweeps are injected with a set of initial frequencies: $f_0 = 30, 70, 235, 849, 1615, 2000\text{Hz}$, each with four different quality factors: $Q = 3, 9, 100, 1000$, and $f_1 = f_0/2$. The parameters of the increasing and double sweeps are presented in Table 3. $f_0$, $Q$, and $f_1$ are the same for both waveform families, and $f_2$ and $\alpha$ apply for the double sweep injections. For all sweeps we choose $t_1$ to be $t_1 = \tau = Q/\left(\sqrt{2}\pi f_0\right)$. Each waveform is injected with four $h_{rss}$ values: $h_{rss} = \{5, 10, 20, 30\} \cdot 10^{-22}\text{Hz}^{-1/2}$. Initially, each set of parameters is injected into 15 time-stamps, similarly to the generic burst waveforms.

The density based outlier detection method fails to flag these injections as well, however the Gram matrix method does flag some of the increasing sweeps and the double sweeps. In addition, some of the decreasing sweeps, as well as some of the white-noise injections described in Table 2 are classified as ‘None of the Above’ in both detectors. In order to gather additional statistics, the waveforms for which over ~ 50% of the injections are flagged in both detectors are injected into 1000 additional time-stamps, this time chosen at random without the constraint that they contain only background noise. Table 4 shows the waveform parameters and minimal amplitudes for which over 50% of injections are flagged. In Fig. 6 we show examples of spectrograms of these injections (for each injection we show the

Table 3. Increasing and double sweep injection parameters.

| $f_0$ [Hz] | $Q$  | $f_1$ [Hz] | $f_2$ [Hz] | $\alpha$ |
|-----------|------|------------|------------|----------|
| 30        | 3, 9, 100 | 600  | 600  | 0.6    |
| 70        | 9, 100 | 1400 | 840  | 0.2    |

...
spectrogram from a single detector, since the patterns created by the injection are relatively similar in both detectors).

We note that only the increasing and double sweeps with a quality factor of $Q = 100$ are robustly flagged by the Gram matrix method. The lower $Q$ factor signals of all three sweep families correspond to shorter signals, which can also somewhat resemble the ‘Blip’-like glitches, similar to the generic bursts mentioned above. In addition, both the increasing and decreasing sweeps can resemble the ‘Whistle’ glitch class, which causes some of the higher $Q$ factor signals to not be flagged either. These signals can be thought of as near-distribution samples – outliers sampled from a distribution near the inlier distribution. Since the distribution is near the inlier distribution, combined with the fact the network attempts to fit any input into one of the classes it was trained on (as mentioned in Section 3.2), the samples are mapped to high density regions in the map space, which is the reason the density method does not flag them. The Gram matrix method is also reported to have decreased factors, since as near-distribution outliers (Sastry & Oore 2019).

Nevertheless, some of the decreasing sweeps are robustly classified by the network as ‘None of the Above’, mostly at low $Q$ factors, since these create patterns that are similar to some of the ‘None of the Above’ spectrograms in the training dataset.

Although most of the signals injected are not robustly detected, we did manage to generate outliers that are flagged as such, even at relatively low amplitudes, which is additional support that if a sufficiently unusual signal exists it might be detected using our search. Our search is clearly far from optimal, but improvement should be reachable in future works.

### 6.2 Simulated CCSNe waveforms

In addition to the ad-hoc waveforms described in Section 6.1, we also inject simulated CCSNe waveforms taken from several studies (Abdikamalov et al. 2014; Andresen et al. 2019; Radice et al. 2019). Since these simulated waveforms are generated with different sampling rates and durations, they are first prepared for injection similarly to the process described by Chan et al. (2020). We resample the waveforms to the sample rate of the public detector data we inject them into, and then apply a high-pass filter with a cut-off frequency of 11Hz and a Tukey window with a parameter of $\alpha = 0.08$ in order to reduce artifacts. We rescale each waveform to several amplitudes to simulate progenitor distances between 0.2 and 10kpc, and inject each one using the same injection scheme used for the ad-hoc waveforms.

Both outlier detection algorithms fail to detect most of the injected waveforms at all simulated distances (only at 0.2kpc a small number of them are flagged). For some of the waveforms however, over 50% of injections placed at 0.2kpc are classified as ‘None of the Above’ in both detectors. These waveforms are presented in Table 5, and examples of their spectrograms are shown in Fig. 7.

There are several explanations why our search fails to detect waveforms at distances farther than 0.2kpc. The waveforms from Abdikamalov et al. (2014) have short durations and aren’t detected for the same reason as the short duration ad-hoc waveforms, as discussed in Section 6.1. Indeed at 0.5kpc and above, most of the waveforms are classified by the network as either ‘Blip’, ‘Koi-Fish’ or ‘No-Glitch’ when the signal amplitude is too low to create noticeable spectrogram patterns. The waveforms from Andresen et al. (2019) and Radice et al. (2019) have lower amplitudes to begin with, and therefore already at 0.5kpc a significant portion of them are classified as ‘No-Glitch’, and at 3kpc and above all of them are classified as such.

While this is obviously not sensitive enough to be of practical use, the waveforms that are detected by our search illustrate the capability of the search to detect signals that generate more complex spectrogram patterns, as seen by Figs. 7(c) to 7(e).

### 7 CONCLUSIONS

In this paper we presented a novel approach to unmodeled GW searches using ML. This approach combines a supervised CNN, which we used to ‘learn’ characteristics of GW strain spectrograms, with outlier detection algorithms used to flag spectrograms containing unusual patterns.

We ran a search over a significant part of the public LIGO data, about 13% of the coincident stream from O1 and O2. While we found no promising astrophysical signals in this search, the spectrograms that were flagged show the potential of such an approach.
The simulated signals that were detected by the search provide further support for using methods such as these, and the ones that were not detected present some limitations of the current implementation, which we will strive to improve in the future. In particular, our search did not detect most of the shorter duration signals (which have generally been the focus of previous unmodeled searches, Abadie et al. 2012; Abbott et al. 2017a). Using shorter duration spectrograms might improve the sensitivity of detecting short signals (our choice of using 2s spectrograms was made early on but can be changed in future implementations).

Another element that is worth further research is the CNN used for processing the spectrograms. The CNN architecture we used was designed to process ‘real-world’ images, which have different properties than GW spectrograms (for instance, the spectrogram axes have different meanings, and a rotated spectrogram pattern has a different interpretation than a rotated image). While this architecture was particularly chosen to utilize the high performance image recognition networks available, a network designed specifically to process spectrograms might yield better results. More training data, or an improved training technique that utilizes the large amount of unlabeled data available, similar to the one described by Noroozi et al. (2017), should also improve the results. These and other possible improvements to the current implementation suggest there is still untapped potential in the approach presented here.
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Figure 6. Examples of injection spectrograms that are flagged as outliers by our search in both detectors.

Figure 7. Examples of simulated CCSNe waveform spectrograms that are flagged as outliers by our search in both detectors.
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