An Adaptive Cutoff Frequency Selection Approach for Fast Fourier Transform Method and Its Application into Short-Term Traffic Flow Forecasting

Runjie Wang 1,2, Wenzhong Shi 2, Xianglei Liu 3,* and Zhiyuan Li 4

1 College of Surveying and Geo-Informatics, Tongji University, Shanghai 200092, China; wang_runjie@yeah.net
2 Department of Land Surveying and Geo-Informatics, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong 999077, China; john.wz.shi@polyu.edu.hk
3 School of Geomatics and Urban Spatial Informatics, Beijing University of Civil Engineering and Architecture, Beijing 102612, China
4 Key Laboratory of Mineral Resources, Institute of Geology and Geophysics, Chinese Academy of Sciences, Beijing 100029, China; lizhiyuan@mail.iggcas.ac.cn

* Correspondence: liuxianglei@bucea.edu.cn

Received: 5 November 2020; Accepted: 4 December 2020; Published: 7 December 2020

Abstract: Historical measurements are usually used to build assimilation models in sequential data assimilation (S-DA) systems. However, they are always disturbed by local noises. Simultaneously, the accuracy of assimilation model construction and assimilation forecasting results will be affected. The fast Fourier transform (FFT) method can be used to acquire de-noised historical traffic flow measurements to reduce the influence of local noises on constructed assimilation models and improve the accuracy of assimilation results. In the practical signal de-noising applications, the FFT method is commonly used to de-noise the noisy signal with known noise frequency. However, knowing the noise frequency is difficult. Thus, a proper cutoff frequency should be chosen to separate high-frequency information caused by noises from the low-frequency part of useful signals under the unknown noise frequency. If the cutoff frequency is too high, too much noisy information will be treated as useful information. Conversely, if the cutoff frequency is too low, part of the useful information will be lost. To solve this problem, this paper proposes an adaptive cutoff frequency selection (A-CFS) method based on cross-validation. The proposed method can determine a proper cutoff frequency and ensure the quality of de-noised outputs for a given dataset using the FFT method without noise frequency information. Experimental results of real-world traffic flow data measurements in a sub-area of a highway near Birmingham, England, demonstrate the superior performance of the proposed A-CFS method in noisy information separation using the FFT method. The differences between true and predicted traffic flow values are evaluated using the mean absolute error (MAE), root mean square error (RMSE), and mean absolute percentage (MAPE) values. Compared to the results of the two commonly used de-noising methods, i.e., discrete wavelet transform (DWT) and ensemble empirical mode decomposition (EEMD) methods, the short-term traffic flow forecasting results of the proposed A-CFS method are much more reliable. In terms of the MAE value, the average relative improvements of the assimilation model built using the proposed method are 19.26%, 3.47%, and 4.25%, compared to the model built using raw data, DWT method, and EEMD method, respectively; the corresponding average relative improvements in RMSE are 19.05%, 5.36%, and 3.02%, respectively; lastly, the corresponding average relative improvements in MAPE are 18.88%, 2.83%, and 2.28%, respectively. The test results show that the proposed method is effective in separating noises from historical measurements and can improve the accuracy of assimilation model construction and assimilation forecasting results.
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1. Introduction

Data assimilation (DA) represents an important method in spatial science. Physical dynamic models and measurements are two fundamental approaches to acquire natural phenomena and laws in spatial science [1–4]. However, dynamic models and measurements have their own advantages and disadvantages. For instance, simulation of a dynamic model can continuously represent the characteristics of the system state vectors in space and time, but it is difficult to describe all of the characteristics of real state vectors accurately [5–8]. Measurements can represent real values of observed objects at the time and space of observation. However, it is difficult to obtain continuous measurements in time and space. Furthermore, different measurement methods have different measurement errors, which affect the evolution representation of various processes in the spatial system [6,7]. DA can estimate the state vectors by integrating the strengths of physical-model information and measurements while considering the data distribution in time and space as well as measurements and background field errors [9]. The fundamental idea of DA is to combine dynamic models and measurements so that they can mutually interact to achieve a more accurate estimation and prediction of the state vectors in spatial science. DA plays a significant role in meteorology, oceanography, hydrology, and land surface systems [1–3]. Recently, a DA-related system based on Bayesian theory has been used for short-term traffic state predictions, and good results were achieved [10,11]. Short-term traffic flow forecasting is a common research topic and is extremely important in many intelligent transportation systems, especially in dynamic traffic management systems [12–15]. Unlike the long-term traffic flow forecasting methods, where prediction intervals of traffic flow are usually hours, days, months, quarters, or even years, short-term traffic flow forecasting refers to predicting the traffic flow using the information collected in a short time interval, for instance, 1 min, 5 min, 10 min, 15 min, or 30 min [16–20]. This forecasting is widely used in traffic control and guidance.

DA systems can estimate the short-term traffic flow by integrating physical-model information and measurements while considering data distribution in both time and space, as well as measurements and background field errors [21]. A DA system mainly consists of three parts: assimilation models, including state models and measurement models, measurements, and assimilation methods. The mathematical expression of DA is as follows [21]:

\[
X_k = M_{k,k-1}X_{k-1} + G_{k,k-1}w_{k-1},
\]

\[
y_k = H_kX_k + v_k
\]

The state vector \(X_k\) in discrete-time index \(k\) is defined by the dynamic state equation, i.e., Equation (1), where \(M_{k,k-1}\) denotes the dynamic state transition model. In Equation (2), which is an observation equation, \(H_k\) denotes the time-dependent observational operator that connects state \(X_k\) and measurements \(y_k\), \(w_k\) and \(v_k\) denote the Gaussian random noise series with \(w_k \sim N(0, Q_k)\) and \(v_k \sim N(0, R_k)\), which are completely independent of each other. In Equation (1), \(G_{k,k-1}\) denotes a coefficient matrix. As the connection of assimilation models and measurements, assimilation methods can be generally classified into sequential assimilation methods and continuous assimilation methods. A DA system based on sequential assimilation methods is named the sequential data assimilation (S-DA) system.

However, it is difficult and challenging to predict short-term traffic flow accurately using an S-DA system because the short-term traffic flow has stochastic nature and is always corrupted by local noises [22]. Short-term traffic flow values can better preserve the underlying patterns of traffic-flow variation tendency and present a more real transition of traffic conditions than long-term traffic flow...
values. Assuming that traffic flow patterns change over a period of a week, changing patterns in historical measurements are commonly similar at the same characteristic days and at the same time intervals in continuous weeks. The regularity in historical measurements can be used to construct assimilation models in an S-DA system, such as the vector autoregressive (VAR) model [23]. But due to human or instrument errors, as well as stochastic features of short-term traffic flow values, such as undesirable traffic accident values, random changes can occur. These local noises in historical measurements usually make it difficult to abstract underlying patterns of traffic flow data for model construction precisely. Some methods have been proposed for dealing with these noises. One of them, including the filtering series methods, such as the mean filtering algorithm [24], non-local means filter algorithm [25], and median filter algorithm [26], directly smooth the noises in the time domain. However, it is often difficult to determine the window size of filtering methods, which has a great impact on the de-noising precision. The filtering series methods in the time domain are mainly suitable for processing Gaussian random noises, which are rare in practice, and these methods are mostly used for image de-noising.

The other type of de-noising is processing the noise in the frequency domain. The discrete wavelet transform (DWT) method [27–36], ensemble empirical mode decomposition (EMD) method [37–40], and fast Fourier transform (FFT) method [41–43] have been hot topics in processing traffic flow measurement noises in recent years. The DWT method combined with Daubechies 4 wavelet has been used to deal with traffic flow data, and an improvement in forecasting accuracy has been achieved [22]. However, different mother wavelets, threshold selection methods, and different decomposition levels achieve different de-noising effects [31]. The EEMD method is an extension algorithm for the empirical mode decomposition (EMD) method [44–51], which has no requirement for prior knowledge of transform basis functions and overcomes the mode mixing, false mode, and endpoint problems of the EMD method by taking advantage of the uniform frequency distribution of Gaussian white noise. It also has significant advantages in dealing with nonstationary and nonlinear data. However, the modal number should be determined first as it can affect the extraction performance of noise separation [48].

Compared to the DWT and EEMD methods, which have been widely used in de-noising researches [37–40, 52, 53], the FFT method has been less used. One of the main reasons is that it is difficult to select a proper cutoff frequency to distinguish a low-frequency part of useful signal and high-frequency information of noise. When the noise frequency is unknown, the quality of the de-noised outputs for a given data set mainly depends on the cutoff frequency. Thus, the FFT method de-noising application ranges can be extended using an appropriate cutoff frequency. In practical signal de-noising applications, the FFT method is commonly used to de-noise the noisy signal with known noise frequency or to separate the noisy information using fixed cutoff frequency [54–56]. However, knowing the noise frequency is difficult. There have been some studies on the determination of a proper cutoff frequency when noise frequency is unknown. One of the commonly used methods for selecting an appropriate cutoff frequency is harmonic analysis [57, 58], but this method is based on the determination of how much data should be accepted as useful signals, and there are no strict criteria for deciding it; namely, the decision process can be tedious and time-consuming. Residual analysis can also be used to determine the cutoff frequency [57, 59, 60], but there is a premise assumption that the optimum cutoff frequency is significantly correlated to the sampling frequency. In addition, some adaptive methods have been used for determining optimal cutoff frequency in image processing [61, 62] and other fields [63]. In the short-term traffic flow data prediction, an adaptive cutoff frequency selection approach for the FFT method is required to separate the noisy data from historical measurements to improve the accuracy of constructed assimilation models and assimilation forecasting results.

This paper proposes an adaptive cutoff frequency selection (A-CFS) method to de-noise historical measurements, which are further used to build assimilation models in an S-DA system. Considering the distribution characteristics of noise in the frequency domain, the A-CFS method can determine an appropriate cutoff frequency based on the cross-validation in the FFT method. Using an appropriate cutoff frequency ensures effective distinction and separation of the high-frequency noisy information
from the low-frequency useful information. The wanted information can be obtained by subjecting the
data without noises using FFT and its inverse method. The proposed A-CFS method can improve
the accuracy of assimilation models built using noisy historical traffic flow measurements and further
improve the accuracy of assimilation forecasting results with fast and simple characteristics. The
method is verified by experiments of short-term traffic flow forecasting. The short-term traffic
forecasting results of the proposed A-CFS method are compared with those of the DWT and EEMD
methods to verify the effectiveness of the proposed method. The result shows that the proposed
method performs better than the other two methods in terms of all evaluation metrics, demonstrating
the effectiveness and good performance of the proposed method.

The remainder of the paper is organized as follows. Following the introduction section, the
theoretical background of this study is briefly expressed. Then the proposed A-CFS approach in the
FFT method is presented. Application experiments are displayed utilizing the method proposed in the
previous section. Results analysis follows. Finally, the conclusions are made.

2. Theoretical Background

2.1. Sequential Data Assimilation System for Short-Term Traffic Flow Forecasting

As previously mentioned, an S-DA system has three main parts: assimilation models, including
state models and measurement models, measurements, and sequential assimilation methods, as shown
in Figure 1.

Figure 1. The structure of a sequential data assimilation (S-DA) system [64].

In this study, the traffic flow values in the current time interval \([(k - 1)T, T]\) are treated as the
measurements in the sequential data assimilation system. Recently, the VAR model has been widely
used for short-term traffic flow prediction due to its advantage of considering the adjacent paths’ traffic
flow values in the previous time interval. The assimilation models can be expressed as follows [23]:

\[
\begin{align*}
X_k &= M_{k,k-1}X_{k-1} \\
y_k &= H_kX_k
\end{align*}
\]  

(3)
The parameters given in Equation (3) are defined as follows:

\[
\begin{align*}
X_k &= \begin{bmatrix} \text{para}_1(k), \text{para}_2(k), \ldots, \text{para}_n(k) \end{bmatrix}^T \\
y_k &= \frac{q_i(k+1)}{\hat{q}_i(k+1)} \\
M_{k,k-1} &= I \\
H_k &= \begin{bmatrix} D^T(k), D^T(k-1), D^T(k-2), \ldots, D^T(k-n) \end{bmatrix} \\
D(k) &= \begin{bmatrix} q_i(k) \ T \hat{q}_i(k) \ T \end{bmatrix}^T (i = 1, 2, 3, \ldots, m)
\end{align*}
\]

where \(X_k\) is the state vector needed to be estimated during assimilation process; \(y_k\) represents the measurements part; \(q_i(k)\) and \(\hat{q}_i(k)\) denote the traffic flow values of the current path and its adjacent paths in the time interval \([k-1)T, kT]\), respectively; \(\tilde{q}_i(k)\) and \(\hat{\tilde{q}}_i(k)\) are their corresponding average values, which can be calculated by historical flow measurements corresponding to the same time interval in previous weeks; \(m\) represents the number of adjacent paths. The dynamic state model \(M_{k,k-1}\) is set to the identity matrix \(I\).

As a basic assimilation method in the S-DA system, the Kalman filter (KF) method is effective in both stationary and non-stationary conditions and is a well-known technique in a linear system to track state values over time [22]. Related study results show that the KF method is well-behaved in many short-term traffic flow forecasting researches [11,22]. It can estimate state vectors using real-time measurements through its forecast and update procedure. Also, efficient calculations and little storage requirements features make it more appropriate for short-term traffic flow forecasting [22]. Hence, the assimilation method in the S-DA system used in this study is the KF method. As the connection of assimilation models and measurements, assimilation method, the KF method [22], including forecast and update parts, is expressed as

\[
\text{Forecast} : \quad \begin{cases} X^f_k = M_{k,k-1}X^a_{k-1} \\ P^f_k = M_{k,k-1}P^a_{k-1}M_{k,k-1}^T \end{cases}
\]

\[
\text{Update} : \quad \begin{cases} K_k = P^f_kH_k^T(H_kP^f_kH_k^T + R_k)^{-1} \\ X^a_k = X^f_k + K_k\left(y_k - H_kX^f_k\right) \\ P^a_k = (I - K_kH_k)P^f_k \end{cases}
\]

where \(P^f_k\) denotes the error covariance matrix of the state vector prediction values, and \(P^a_k\) is the error covariance matrix of the estimated state vector values. As stated above, \(R_k\) denotes the error covariance matrix of the Gaussian random noise series of the observation equation, i.e., Equation (2).

It plays an important role in the calculation of the Kalman gain matrix \(K_k\) in the KF method, which is crucial for balancing the weight between the state estimates and new measurements. Noises in historical traffic flow measurements certainly affect the specification of the observational operator \(H_k\) and further reduce the accuracy of assimilation results through affecting the Kalman gain matrix. According to Equation (4), the observational operator \(H_k\) is built using historical measurements. Therefore, the de-noising processing of measurements used to build the observational operator \(H_k\) before the short-term traffic flow forecasting is imperative.

2.2. Fast Fourier Transform Method

Fourier analysis is a common tool in signal processing [65]. It can be used to obtain all the harmonic components of a signal conveniently and effectively using the spectrum functions. The Fourier transformation is a basic part of the Fourier analysis that can transform the signal between the time and frequency domains. After the Fourier transformation, the time-domain signal becomes a superposition of multiple sinusoidal signals. By analyzing the frequency of the sine wave, the signal can be changed from the time domain to the frequency domain. In the frequency domain, signal
characteristics that are not evident in the time domain can be seen clearly. Hence, performing Fourier transforms on signals is crucial to analyze their nature.

In practical applications, computer processing generally requires the discretization of signal information in the time and frequency domains. The Fourier transformation of a discrete periodic signal meets this requirement. To ensure its finiteness, the discrete Fourier transform (DFT) method is performed only on a discrete periodic signal in the time and frequency domains, and it is expressed as follows [65]:

\[
F(j) = \sum_{k=0}^{V-1} f(k)W_V^j \quad j = 0, 1, \cdots V - 1
\]

(7)

The corresponding inverse transformation is as follows:

\[
f(k) = \frac{1}{V} \sum_{j=0}^{V-1} F(j)W_V^{-jk} \quad k = 0, 1, \cdots V - 1
\]

(8)

where \( f(k) \) is discrete signals in the time domain. \( F(j) \) is discrete signals in the frequency domain. \( V \) is the number of sample points. \( W_V = \exp\left(-\frac{2\pi}{V^2}\right) \), and \( V \) denotes the length of change interval; \( f(k) \) denotes the original signal, and \( F(j) \) denotes discrete Fourier transform; \( k \) represents the interval length of Fourier transform. Further details can be found in [66–69].

However, the DFT method has certain disadvantages, such as complicated computations, low efficiency, and large numbers of required calculations. The number of computations is approximately \( V^2 \) for multiplication and \( V(V-1) \) for addition. If \( V \) is large, the number of calculations will be very large. Hence, a commonly used version of the DFT in numerical calculations is the fast Fourier transform (FFT) method [41], which uses the periodicity and symmetry of \( W_V^j \) in the DFT method to improve operational efficiency. The FFT method is a simple, efficient method for computing the DFT. The relationships between the amount of computation and the number of calculation points for the DFT and FFT methods are presented in Figure 2. The FFT method is superior to the DFT method in terms of calculation efficiency, so the FFT method is selected to be used for further computations.

![Figure 2](image-url)

Figure 2. Relationships between computation amount and calculation points for discrete Fourier transform (DFT) and fast Fourier transform (FFT) methods.

In the frequency domain, the useful information in the given data set occupies the lower end of the frequency spectrum and noisy information occupies the higher end of the frequency spectrum. Purer series can be obtained after cutting off certain high frequencies noisy information using the Fourier inversion method from the frequency domain into the time domain. Hence, the proper cutoff frequency has to be determined previously, as if the cutoff frequency is set too high, too much noisy information will be treated as a useful one. Conversely, if the cutoff frequency is set too low, useful
information will be lost [70]. In this study, an A-CFS approach is proposed to determine the proper cutoff frequency for noises effectively separated in the FFT method.

3. Adaptive Cutoff Frequency Selection in Fast Fourier Transform Method

As mentioned in the previous section, how to effectively separate high-frequency information to remove noisy information from the measurements using the FFT method is crucial; thus, it should be further studied. As stated before, different cutoff frequency yields different de-noising accuracy. This can be explained by the following example. Consider the original traffic flow sequence data presented in Figure 3. It can be converted into the frequency domain using the FFT method. After separating the high-frequency part using different cutoff frequencies in the frequency domain, the separated noises and the remaining processed data can be obtained after signals are inverted back to the time domain. Before separating the high-frequency part in the frequency domain using the FFT method, the cutoff frequency should be defined. In this example, the following cutoff frequencies are used: Frequency1 = 2.8435 × 10^{-5} Hz, Frequency2 = 8.5305 × 10^{-5} Hz, Frequency3 = 1.4218 × 10^{-4} Hz, and Frequency4 = 1.9905 × 10^{-4} Hz. In the frequency domain, data with a frequency that is greater than the cutoff frequency are regarded as high-frequency information, i.e., as the noise that needs to be separated. The noises separated using the four cutoff frequencies are presented in Figure 4a–d and the corresponding processed data with the noises separated are presented in Figure 4e–h.

![Figure 3. The original traffic flow sequence data.](image-url)

![Figure 4. Noises separated from the traffic flow measurements using the FFT method: (a–d) noises separated under four different cutoff frequencies; (e–h) original data and rebuilt data with noises separated under four different cutoff frequencies.](image-url)

As shown in Figure 4, the traffic flow becomes smoother as the cutoff frequency decreases. The original measurement contains two clear peaks, one at about 07:00 and another at around 15:00. There are not two clear peaks in Figure 4e, but they are evident in Figure 4f–h. This indicates that under the first noise-separation frequency, a piece of effective information is treated as noise, and the remaining data are distorted. Thus, in the practical signal de-noising applications, the FFT method is usually used to de-noise the noisy signal with known noise frequency. However, it is difficult to know the noise frequency in advance. When the noise frequency is unknown, in the frequency domain, if the cutoff
frequency is too high, too much noisy information will be treated as useful one; conversely, if the cutoff frequency is too low, a part of the useful information will be lost, as presented in Figure 4e. Therefore, an adaptive method for choosing an appropriate cutoff frequency in the FFT method is necessary.

Considering the noise distribution characteristics in the frequency domain, the A-CFS method, which uses cross-validation to select an appropriate cutoff frequency in the FFT method, is proposed in this work. The proposed method can effectively determine a proper cutoff frequency and filter out the high-frequency noisy information, following the basic principle of sufficient decomposition and low differences in variation tendency between the original data and processed de-noised data. The useful data without noises can be obtained using the FFT and its inverse method with fast, accurate, and simple characteristics.

The framework of the proposed method is shown in Figure 5, and it includes the following steps:

1. Collect traffic flow data $T_F(n, m)$ from the same days (for instance, consecutive Mondays) during $m$ consecutive weeks. The data length of each day is $n$. The maximum signal recognition frequency is $mf$. It can be calculated by $mf \leq 0.5 \times sf$ based on the Nyquist sampling theorem, where $sf$ is the known signal sampling frequency. As the signals beyond the maximum signal recognition frequency $mf$ are distorted, it will not be considered further.
2. Get the median values of the traffic flow data $Med_{T_F}(n, 1)$ from $m$ days.
3. Obtain the frequency domain signal $F_{T_F}(n, m)$ of the original traffic flow data $T_F(n, m)$. The length of the signal in the time and frequency domain is the same.
4. Set the lower frequency $low_f$ and the threshold value $T$ from $low_f$ to $mf$. The searching length is defined as $\Delta f$ and $\Delta f = \frac{mf}{num}$, where $num$ is the number of discrete frequency points in the frequency domain. The reason for setting the lower frequency is that useful information is mainly focused within a certain lower frequency range, as shown in Figure 6. It presents the traffic flow

![Figure 5. Flowchart of the adaptive cutoff frequency selection (A-CFS) algorithm.](image-url)
signals of path 568 (LM932), shown in Figure 3, in the frequency domain after applying the FFT method. The value of \( \text{low}_f \) is set to be \( 0.25 \times mf \) in further calculations.

(5) Use the threshold value \( T \) to process the frequency-domain signal. The high-frequency noise whose frequency is higher than the threshold value \( T \) will be filtered out to obtain the de-noised frequency-domain signal.

(6) Acquire the de-noised time-domain signal \( P_{\text{T,F}}(n,m) \) without noises using the inverse FFT method.

(7) Calculate the quadratic sum values \( E^2(m,T) = (P_{\text{T,F}}(n,m) - \text{Med}_{\text{T,F}}(n,1))^2 \).

(8) Find the smallest values \( E^2(m,T) \) of each traffic flow data and take these \( m \) corresponding \( T \) values as the proper cutoff frequency to remove noises of each traffic flow dataset.

![Figure 6](image-url). The traffic flow signals in the frequency domain after applying the FFT method.

4. Empirical Study Design

The traffic flow datasets used in the latter experiments were downloaded from the Highways England website (highwaysengland.co.uk). Traffic flow value refers to the number of traffic entities passing through a certain point, a certain section, or a certain lane of the road during a particular period of time. It is usually used to determine what types of traffic management measures should be taken. Thus, accurate forecasting of traffic flow plays a very important role in traffic engineering. The traffic flow data used in this study were of a sub-area of the highway near Birmingham, England (including a total of 514 paths), as shown in Figure 7a. Traffic flow data of each path in the period from Monday to Sunday were separately collected. As the mean traffic flow values were necessary for the assimilation model construction, as given in Equation (4), the data of each path contained eight days from a few consecutive weeks. The former seven days were used for the assimilation model construction in the S-DA system for short-term traffic flow prediction, and the data of the eighth day were regarded as true values and used to test the effectiveness of the proposed method. The time interval for data collection of each path was 15 min and to the assimilated frequent. Thus, the total number of observations used in the experiments was 2,763,264. It was assumed that the observations were not correlated. Traffic flow prediction results of each path from Monday to Sunday were separately acquired and analyzed. Furthermore, as the traffic flow in early mornings and late nights was small and of little concern to traffic management, only the prediction results from 6:00 to 21:00 were used.
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Figure 7. Study area: (a) paths near Birmingham; (b) part paths in Area I; (c) part paths in Area II; (d) part paths in Area III; (e) part paths in Area IV.

First, a verification test was conducted to shown to test the availability of the proposed A-CFS method in the FFT method. For the sake of showing more details, the short-term traffic flow forecasting results of path 568 (LM932), which are shown in Figure 7b, were taken as a research object in the test. Assimilation models $H$ were built using the de-noised historical measurements obtained by the FFT method. The cutoff frequencies were from low $fs$ to $fs$. The prediction results were obtained from the assimilation models. To evaluate and compare assimilation forecasting results, three measures, including the mean absolute error (MAE) [71,72], root mean square error (RMSE) [22,71] and mean absolute percentage (MAPE) [71], were used to evaluate and compare the forecasting accuracy. The effectiveness of the proposed A-CFS method was evaluated based on MAE, RMSE, and MAPE values, and a proper cutoff frequency was considered as the one that corresponded to the smaller values of the three used measures. For a real observation $X_i$ and the corresponding forecasted value $\hat{X}_i$, MAE, RMSE, and MAPE values were calculated as follows:

$$
\begin{align*}
\text{MAE} &= \frac{1}{n} \sum_{i=1}^{n} |X_i - \hat{X}_i| \\
\text{RMSE} &= \frac{1}{n} \sqrt{\sum_{i=1}^{n} (X_i - \hat{X}_i)^2} \\
\text{MAPE} &= \frac{1}{n} \sum_{i=1}^{n} \left| \frac{X_i - \hat{X}_i}{X_i} \right| \times 100%
\end{align*}
$$

(9)

The smaller the values of MAE, RMSE, and MAPE were, the better the forecasting results were achieved.

Second, to verify the effectiveness of the proposed A-CFS approach in the FFT method, four different datasets were used to build the assimilation models $H$ according to Equation (4). These datasets were raw traffic flow data and processed data obtained by successively adopting the proposed method in the FFT, DWT, and EEMD methods. The processed data obtained by the proposed method A-CFS was defined as $F$ data.

In the DWT method, the signal can be decomposed into several levels. More details on wavelet decomposition can be found in [28]. To demonstrate different noise separation effects in different decomposition levels, the traffic flow measurements of path 568 (LM932) collected on 10 February 2014, which are shown in Figure 3, were examined to show the noise separation results over decomposition levels. Daubechies 4 was used as a mother wavelet since it has been commonly used [22]. The soft threshold function was used to obtain the de-noised signal by reconstructing the wavelet coefficients after threshold processing. The approximated data and noise result of the $i$-level decomposition are

$L^{(i)}_{\text{approx}}, L^{(i)}_{\text{noise}}$.
denoted as $A_i$ and $D_i$, respectively. The noises separated from the traffic flow data, and a comparison of the de-noised approximated data and raw data are presented in Figure 8.

As shown in Figure 8, the noise and processed approximated data became increasingly smooth as the decomposition level increase. Compared to the processed approximated measurements shown in Figure 8g,h, the processed signals in Figure 8e,f retained more detail of the original data. Compared to the data with separated noise, as shown in Figure 8a–c, the noisy information that is shown in Figure 8a was stronger, which represented the highest degree of noise in all the separated noises. The noises in Figure 8d were too gentle and contained some useful measurement information. Hence, it is necessary to consider which separation scale should be chosen to decompose the original signal to achieve the optimal de-noising performance and improve the accuracy of the assimilation models and results. Based on many conducted experiments, the data obtained from two-level decomposition using the DWT method denoted as $A_2$, was used in the latter study, as noises were not excessively separated, and forecasting accuracy was best than other decomposition levels.

The basic principle of the EEMD method is to decompose complex signals into a finite number of intrinsic mode functions (IMFs) and residual components. The core idea of the EEMD is to use the advantage of the white noise statistical characteristics. Namely, by adding the white noise to a useful signal, the characteristics of the signal endpoint will change, which helps to make the original signal remain continual at different scales. Besides, it can promote anti-aliasing decomposition [40]. The decomposed IMF components contain local characteristics of the original signals at different time scales. Each IMF can be processed using the Hilbert transformation method. The instantaneous frequency and amplitude of an IMF can be obtained. Thus, complete time-frequency distribution information of a complex signal can be obtained [44]. The advantage of the EEMD method is that it is suitable for nonlinear and nonstationary signals and can be performed based on the characteristics of the raw signals, so it represents an efficient adaptive time-frequency processing method. More details on the EEMD method can be found in [37–40].

The components of IMFs and residual of the traffic flow measurements of path 568 (LM932) collected on 10 February 2014, obtained by the EEMD are presented in Figure 9. The reconstructed data using a different number of IMFs are presented in Figure 10. As shown in Figures 9 and 10, the data reconstructed using the IMFs from IMF2 to IMF5 and residuals could reflect the trend of the original traffic flow data. However, with the increase in the amount of separated data, the rebuilt data became increasingly distorted. As shown in Figure 10c, the traffic flow data could even be negative. Therefore, it is important to select an appropriate number of IMFs used to de-noise data. The commonly used methods for this purpose are the correlational analysis method, adjacent signal standard deviation method, and continuous mean square deviation method [73]. In this study, a correlation coefficient

![Figure 8](image-url)
method based on energy density and average period [73] is used. Data processed by the EEMD method are defined as \( E \) data.

Figure 9. Decomposition of the original signal by the ensemble empirical mode decomposition (EEMD) method.

Figure 10. Comparison of raw traffic flow data and reconstructed data from (a) IMF2 to Residuals; (b) IMF3 to Residuals; (c) IMF4 to Residuals; (d) IMF5 to Residuals.

From the above, the information on four datasets is listed in Table 1. Each of the four datasets consisted of 56-days traffic flow data, containing eight consecutive weeks from Mondays to Sundays. The raw 24-h traffic flow data were aggregated into 15-min intervals. Four \( H \) models built using four data sets are listed in Table 1. It should be noted that \textit{Model 1} was built just using raw data.
Table 1. Data and model description.

| Dataset   | S1 | S2 | S3 | S4 |
|-----------|----|----|----|----|
| Raw Data  | F  | A2 | E  |    |
| Model H   |    | Model 1 | Model 2 | Model 3 | Model 4 |

5. Results Analysis

To facilitate detailed comparison, the short-term traffic flow prediction of path 568(LM932), shown in Figure 7b, was used first to test the effectiveness of the proposed A-CFS method in the FFT method. The cutoff frequency obtained by the proposed A-CFS method in the FFT method is presented in Table 2. The MAE, RMSE, and MAPE values of the short-term traffic flow forecasting results for the cutoff frequencies from $\text{low}_f$ to $\text{fs}$ on one workday (Monday) and one non-workday (Saturday) are presented in Figure 11a,b, respectively. The patterns were different on workdays and non-workdays, which is why the results for both days are presented. As shown in Table 2 and Figure 11, the cutoff frequencies obtained by the proposed A-CFS method corresponded to the smallest MAE, RMSE, and MAPE values. This result indicates the availability of the proposed A-CFS method in the FFT method to a certain degree.

Table 2. Cutoff frequencies obtained by the proposed A-CFS approach.

| Day     | Monday | Saturday |
|---------|--------|----------|
| Cutoff frequency | 0.000179 | 0.000145 |

![Figure 11. MAE and RMSE values for the cutoff frequencies from $\text{low}_f$s to $\text{fs}$: (a) values on a workday, Monday; (b) values on a non-workday, Saturday.]

Then, the short-term traffic flow prediction of paths in part areas I–IV (path 568(LM932), path 2091(AL2670), path 8655(LM168), and path 8314(LM188)) were used to illustrate different impacts of assimilation models on the assimilation prediction results. Four datasets were used to build four assimilation measurement models, and these models were then applied to the short-term traffic flow prediction. Without loss of generality, the predicted results obtained on one workday (Thursday) and one non-workday (Sunday) were analyzed.

The prediction performances of Model 1 (built using the raw history traffic flow data) and Model 2 (built using the de-noised historical traffic flow data obtained by the proposed A-CFS method) of the mentioned paths on Thursday and Sunday are presented in Figures 12 and 13, respectively. For
comparative analysis of the experimental results, the true traffic flow values are also presented in Figures 12 and 13. The traffic flow data of each path contained the same day from eight consecutive weeks. Data of the former seven days were used for assimilation model construction in the S-DA system for the short-term traffic flow prediction. The data of the eighth day were regarded as true values and used to test the effectiveness of the proposed method. As shown in Figures 12 and 13, there was a consistent trend for all values obtained by two models; also, the prediction results obtained by Model 2 were much closer to the true values on both Thursday and Sunday than the ones obtained by Model 1. Moreover, during the peak hours on a workday, the accuracy of the traffic flow forecasting results obtained by Model 2 was higher than that obtained by Model 1. This result further indicates that the proposed A-CFS can separate noises from the data and improve the precision of assimilation models and forecasting results.

For the sake of more obvious comparisons and analyses, the performance measures of Model 1 and Model 2 are listed in Table 3. The three measure values of Models 3 and 4 are also presented in Table 3 to demonstrate the proposed method’s effectiveness further. Consider the results on workday Thursday first. As presented in Table 3, Model 2 outperformed the other models for all the paths. Measures of Model 2 for path 568 (LM932) were the smallest; namely, MAE was 56.20, RMSE was 73.64, and MAPE was 6.41. As for the results on non-workday Sunday, the prediction accuracy of Model 2 was still the best, and the MAE, RMSE, and MAPE values were 37.78, 46.57, and 6.48, respectively. For path 2091 (AL2670), the smallest MAE, RMSE, and MAPE values were 27.98, 38.47, and 9.27 on workday Thursday, and 12.06, 15.40, and 8.86 on non-workday Sunday, respectively. For path 8655 (LM168), the smallest MAE, RMSE, and MAPE values were 62.31, 78.94, and 6.72 on workday Thursday, and 44.23, 60.94, and 6.24 on non-workday Sunday, respectively. For path 8314 (LM188), the smallest MAE, RMSE, and MAPE values were 64.56, 89.30, and 6.04 on workday Thursday, and 44.42, 55.23, and 5.88 on non-workday Sunday, respectively. The obtained results follow the expectation that the proposed A-CFS method can achieve good performance in de-noising the historical traffic flow data.

Figure 12. Traffic flow forecasting results on Thursday of: (a) path 568(LM932); (b) path 2091(AL2670); (c) path 8655(LM168); (d) path 8314 (LM188).
Figure 3. This is a figure, schemes follow the same formatting. If there are multiple panels, they should be listed as: (a) Description of what is contained in the first panel. (b) Description of what is contained in the second panel. Figures should be placed in the main text near to the first time they are cited. A caption on a single line should be centered.

Figure 13. Traffic flow forecasting results on Sunday of: (a) path 568 (LM932); (b) path 2091 (AL2670); (c) path 8655 (LM168); (d) path 8314 (LM188).

Table 3. Measures of the four assimilation models.

|                   | Thursday          | Sunday            |
|-------------------|-------------------|-------------------|
|                   | MAE   | RMSE  | MAPE  | MAE   | RMSE  | MAPE  |
| path 568          |       |       |       |       |       |       |
| (LM932)           |       |       |       |       |       |       |
| Model 1           | 68.77 | 94.60 | 7.54  | 50.89 | 61.30 | 8.42  |
| Model 2           | 56.20*| 73.64*| 6.41  | 37.78*| 46.57*| 6.48* |
| Model 3           | 59.12 | 76.37 | 6.66  | 41.77 | 52.34 | 7.00  |
| Model 4           | 57.21 | 75.49 | 6.49  | 38.05 | 47.09 | 6.56  |
| path 2091         |       |       |       |       |       |       |
| (AL2670)          |       |       |       |       |       |       |
| Model 1           | 31.36 | 42.62 | 10.53 | 16.32 | 20.81 | 10.87 |
| Model 2           | 27.98*| 38.47*| 9.27  | 12.06*| 15.40*| 8.86* |
| Model 3           | 30.17 | 39.64 | 10.02 | 12.60 | 16.05 | 9.14  |
| Model 4           | 29.27 | 39.90 | 9.63  | 12.38 | 15.52 | 8.97  |
| path 8655         |       |       |       |       |       |       |
| (LM168)           |       |       |       |       |       |       |
| Model 1           | 86.37 | 117.07| 9.22  | 56.81 | 87.37 | 7.79  |
| Model 2           | 62.31*| 78.94*| 6.72  | 44.23*| 60.94*| 6.24* |
| Model 3           | 67.78 | 91.24 | 7.36  | 47.79 | 70.10 | 6.63  |
| Model 4           | 65.88 | 87.31 | 7.10  | 44.84 | 63.00 | 6.50  |
| path 8314         |       |       |       |       |       |       |
| (LM188)           |       |       |       |       |       |       |
| Model 1           | 80.85 | 104.48| 7.45  | 55.87 | 72.53 | 6.77  |
| Model 2           | 64.56*| 89.30*| 6.04  | 44.42*| 55.23*| 5.88* |
| Model 3           | 71.46 | 99.14 | 6.56  | 48.92 | 64.08 | 6.21  |
| Model 4           | 66.91 | 92.70 | 6.21  | 46.56 | 56.49 | 6.12  |

* Shows the best performance.

To test the de-noising effect of the proposed A-CFS method further, the average values of the three performance measures of paths in areas I–IV, shown in Figure 7b–e, of Models 1 and 2 from Monday to Sunday are presented in Figure 14. As shown in Figure 14, the mean values of MAE, RMSE, and MAPE from Monday to Sunday obtained by Model 2 were smaller than those of Model 1. Moreover, for a better comparison, the mean MAE, RMSE, and MAPE values of Models 3 and 4 are also presented in Table 4. For instance, in Area I, MAE values of Model 2 were the smallest among all the models; the average MAE value was 34.59, which was smaller by 2.97 (from 37.56 to 34.59) compared to that of Model 1. The MAE value also decreased by 1.26 (from 35.85 to 34.59) and 0.57 (from 35.16 to 34.59)
compared to the results of Models 3 and 4, respectively. The average RMSE value of Model 2 was 45.89, and it was the smallest RMSE value among all the models. The smallest average MAPE value of 5.96 was also achieved by Model 2. Similar results were achieved in other areas. The MAE, RMSE, and MAPE values in Table 4 and the distributions in Figure 14 indicate that the assimilation model built using the de-noised data obtained by the proposed method outperforms all the other models, which verifies the effectiveness of the proposed A-CFS method.

The average MAE, RMSE, and MAPE values of all the paths shown in Figure 7a of the four models are presented in Table 5. The relative improvements of mean MAE, RMSE, and MAPE values in percentage of Model 2 over the three other models are given in Table 6. Results in Table 5 show that compared to the model built using raw data, the models built using the de-noised data obtained by the proposed method were more precise. Also, among all the models built using the de-noised data, the smallest mean MAE and RMSE values from Monday to Sunday were obtained by Model 2. The average MAE, RMSE, and MAPE values of Model 2 were 29.64, 39.97, and 8.75, respectively. The values in Table 6 indicate that the proposed A-CFS method performed well in data de-noising. The average relative improvements of Model 2 over Models 3 and 4, which were built using the de-noise data obtained by the DWT and EEMD methods, in MAE were 3.47% and 4.25%, respectively; the relative improvements in RMSE were 5.36% and 3.02%, respectively; and lastly, the relative improvements in MAPE were 2.83% and 2.28%, respectively. The results also show that the assimilation model built using the de-noised data obtained by the proposed method performed the best.

![Figure 14](image-url)

*Figure 14. Average MAE, RMSE, and MAPE values of Models 1 and 2 from Monday to Sunday in (a) Area I; (b) Area II; (c) Area III; (d) Area IV.*
Table 4. Average mean absolute error (MAE), root mean square error (RMSE), and mean absolute percentage (MAPE) values of paths in Areas I–IV from Monday to Sunday of the four assimilation models.

| Area    | MAE  | RMSE | MAPE  |
|---------|------|------|-------|
|         | Mon. | Tues. | Wed. | Thurs. | Fri. | Sat. | Sun. | Mean |
| Area I  |      |       |      |        |      |      |      |      |
| Model 1 | 33.91| 44.80 | 43.28| 38.58  | 42.06| 33.19| 27.13| 37.56 |
| Model 2 | 33.01| 42.65 | 40.25| 36.10  | 36.11| 30.01| 23.96| 34.59 |
| Model 3 | 34.24| 43.80 | 40.33| 36.64  | 38.32| 32.08| 25.00| 38.35 |
| Model 4 | 48.71| 62.87 | 58.19| 52.78  | 54.14| 42.69| 24.16| 35.16 |
|          | 47.71| 57.67 | 54.39| 45.88  | 46.64| 43.80| 33.89| 35.85 |
|          | 49.82| 61.09 | 54.59| 50.92  | 49.75| 42.77| 30.96| 34.59 |
|          | 48.00| 57.90 | 54.45| 50.34  | 47.27| 37.31| 29.66| 46.42 |
|          | 5.74 | 7.08  | 6.66 | 5.82   | 5.90 | 5.62 | 6.48 | 6.31  |
|          | 5.66 | 6.80  | 6.27 | 5.61   | 5.34 | 6.21 | 6.08 | 5.96  |
|          | 6.03 | 7.05  | 6.42 | 5.81   | 5.71 | 6.46 | 6.08 | 6.04  |
|          | 5.71 | 6.82  | 6.35 | 5.78   | 5.38 | 6.25 | 5.98 |       |
| Area II |      |       |      |        |      |      |      |      |
| Model 1 | 58.91| 62.47 | 59.55| 71.93  | 53.44| 30.18| 36.02| 53.21 |
| Model 2 | 46.10| 54.89 | 51.46| 57.72  | 44.68| 24.07| 27.56| 43.78 |
| Model 3 | 47.51| 54.93 | 52.62| 59.82  | 46.47| 24.77| 29.40| 44.35 |
| Model 4 | 78.89| 87.66 | 79.87| 75.76  | 69.35| 37.33| 45.68| 44.33 |
|          | 62.64| 76.74 | 70.24| 75.38  | 58.21| 29.45| 33.54| 35.36 |
|          | 64.66| 72.63 | 71.74| 81.03  | 60.40| 30.70| 34.60| 35.03 |
|          | 63.36| 70.74 | 70.42| 73.89  | 58.31| 30.14| 33.71| 33.70 |
|          | 10.18| 7.69  | 6.92 | 11.18  | 8.69 | 5.91 | 9.68 | 7.48  |
|          | 7.82 | 2.38  | 8.50 | 9.25   | 7.93 | 6.70 | 7.54 | 6.22  |
|          | 7.93 | 7.46  | 8.44 | 9.42   | 8.11 | 7.67 | 7.78 | 8.10  |
| Area III|      |       |      |        |      |      |      |      |
| Model 1 | 81.00| 64.97 | 59.55| 71.93  | 53.44| 30.18| 36.02| 53.21 |
| Model 2 | 55.78| 54.93 | 51.46| 57.72  | 44.68| 24.07| 27.56| 43.78 |
| Model 3 | 58.91| 51.22 | 49.96| 59.82  | 46.47| 24.77| 29.40| 44.35 |
| Model 4 | 131.82|100.76| 101.73| 97.22  | 90.75| 37.33| 45.68| 44.33 |
|          | 90.20| 67.74 | 70.61 | 63.93  | 58.21| 29.45| 33.54| 35.36 |
|          | 117.88| 84.26| 81.62 | 76.16  | 60.40| 30.70| 34.60| 35.03 |
|          | 91.11| 70.10 | 73.61 | 68.16  | 58.31| 30.14| 33.71| 33.70 |
|          | 13.47| 11.31 | 11.47| 10.68  | 8.69 | 5.91 | 9.68 | 7.48  |
|          | 9.77 | 8.28  | 8.22 | 7.46   | 7.22 | 6.70 | 7.54 | 6.22  |
|          | 11.47| 9.14  | 8.99 | 7.46   | 7.22 | 6.70 | 7.78 | 6.10  |
| Area IV |      |       |      |        |      |      |      |      |
| Model 1 | 54.16| 56.67 | 57.58 | 64.36  | 49.44| 36.07| 33.44| 48.33 |
| Model 2 | 43.41| 46.45 | 43.24 | 45.37  | 41.81| 34.19| 30.28| 36.82 |
| Model 3 | 44.06| 40.74 | 38.55 | 49.96  | 49.96| 36.23| 33.83| 38.62 |
| Model 4 | 44.25| 68.39 | 63.63 | 52.86  | 45.82 | 49.20| 40.27| 42.35 |
|          | 72.35| 57.58 | 52.86 | 56.10  | 59.27| 49.20| 42.27| 45.25 |
|          | 62.38| 61.15 | 53.75 | 53.75  | 59.27| 49.20| 42.27| 45.25 |
|          | 61.60| 58.66 | 7.95  | 7.95   | 7.95 | 7.95 | 7.95 | 7.95  |
|          | 9.82 | 9.78  | 6.26  | 6.26   | 6.26 | 6.26 | 6.26 | 6.26  |
|          | 7.85 | 7.78  | 6.46  | 6.46   | 6.46 | 6.46 | 6.46 | 6.46  |
|          | 7.99 | 7.83  | 7.83  | 7.83   | 7.83 | 7.83 | 7.83 | 7.83  |
|          | 9.81 | 10.23 | 7.43  | 7.43   | 7.43 | 7.43 | 7.43 | 7.43  |
|          | 8.01 | 8.01  | 8.01  | 8.01   | 8.01 | 8.01 | 8.01 | 8.01  |

* Shows the best performance.
Table 5. Average MAE, RMSE, and MAPE values of all paths from Monday to Sunday of the four assimilation models.

|       | Model 1 | Model 2 | Model 3 | Model 4 | Model 1 | Model 2 | Model 3 | Model 4 | Model 1 | Model 2 | Model 3 | Model 4 |
|-------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| MAE   |         |         |         |         |         |         |         |         |         |         |         |         |
| Mon.  | 39.40   | 32.25 * | 33.71   | 33.56   | 53.62   | 44.57 * | 47.39   | 45.48   | 10.91   | 8.89 *  | 9.08    | 9.15    |
| Tues. | 39.71   | 33.44 * | 34.30   | 35.53   | 53.70   | 45.93 * | 47.68   | 46.29 | 10.93 | 9.08 * | 9.18    | 9.15    |
| Wed.  | 40.98   | 34.19 * | 35.08   | 34.96   | 55.50   | 46.86 * | 48.76   | 47.29 | 10.80 | 8.94 * | 9.23    | 9.07    |
| Thur. | 41.85   | 34.22 * | 35.63   | 34.46   | 56.28   | 46.19 * | 48.91   | 47.22 | 10.67 | 8.92 * | 9.19    | 9.12    |
| Fri.  | 40.53   | 31.50 * | 33.18   | 32.81   | 53.58   | 42.27 * | 45.29   | 43.97 | 9.97  | 7.97 * | 8.39    | 8.16    |
| Sat.  | 26.97   | 21.11 * | 21.71   | 22.15   | 34.83   | 26.68 * | 28.16   | 28.88 | 10.45 | 8.12 * | 8.23    | 8.28    |
| Sun.  | 26.68   | 20.80 * | 21.47   | 22.71   | 35.84   | 27.24 * | 29.14   | 28.31 | 11.74 | 9.31 * | 9.72    | 9.97    |
| Mean  | 36.59   | 29.64 * | 30.73   | 30.88   | 49.05   | 39.97 * | 42.19   | 41.06 | 10.78 | 8.75 * | 9.00    | 8.96    |

* Shows the best performance.
Table 6. Relative improvements of Model 2 over the other three models from Monday to Sunday (%).

|       | MAE  |       |       |       | RMSE |       |       |       | MAPE |
|-------|------|-------|-------|-------|------|-------|-------|-------|------|
|       | Model 1 | Model 3 | Model 4 | Mon. | Model 1 | Model 3 | Model 4 | Mon. | Model 1 | Model 3 | Model 4 |
| Mon.  | 18.15 | 4.33  | 3.90  | 16.88 | 5.95 | 2.00  | 18.52 | 2.09  | 0.67 |
| Tues. | 15.79 | 2.51  | 5.88  | 14.47 | 3.67 | 0.78  | 16.93 | 1.09  | 0.77 |
| Wed.  | 16.57 | 2.54  | 2.20  | 15.57 | 3.90 | 0.91  | 17.22 | 3.14  | 1.43 |
| Thur. | 18.23 | 3.96  | 0.70  | 17.93 | 5.56 | 2.18  | 16.40 | 2.94  | 2.19 |
| Fri.  | 22.28 | 5.06  | 3.99  | 21.11 | 6.67 | 3.87  | 20.06 | 5.01  | 2.33 |
| Sat.  | 21.73 | 2.76  | 4.70  | 23.40 | 5.26 | 7.62  | 22.30 | 1.34  | 1.93 |
| Sun.  | 22.04 | 3.12  | 8.41  | 24.00 | 6.52 | 3.78  | 20.70 | 4.22  | 6.62 |
| Mean  | 19.26 | 3.47  | 4.25  | 19.05 | 5.36 | 3.02  | 18.88 | 2.83  | 2.28 |

Based on the results in Figures 11–14 and Tables 2–6, the proposed A-CFS method is effective in data de-noising and can solve the excessive de-noising problem in the DWT method and also in the EEMD method to a certain extent. Thus, the proposed method can be used to improve the accuracy of assimilation models and the short-term traffic flow prediction results.

6. Conclusions

This paper proposes an adaptive cutoff frequency selection (A-CFS) method for the FFT method to de-noise the historical measurements used to build the assimilation models in an S-DA system under the unknown noise frequency. The proposed method can effectively determine an appropriate cutoff frequency and distinguish the low-frequency part of useful signals from the high-frequency information caused by noises and ensure the quality of the de-noised outputs for a given dataset using the FFT method, which can further reduce influences of local noises on constructed assimilation models and improve the accuracy of assimilation results. Compared to the results of the DWT and EEMD methods, the short-term traffic flow forecasting results of the FFT method with the proposed A-CFS method are much more reliable. The proposed A-CFS method for the FFT method has also an advantage over the DWT and EEMD methods since the excessive de-noising problem is omitted. In terms of the MAE values, the average relative improvements of the assimilation model built using the proposed method are 19.26%, 3.47%, and 4.25%, compared to the model built using raw data, DWT method, and EEMD method, respectively; from the RMSE perspective, the corresponding average relative improvements are 19.05%, 5.36%, and 3.02%, respectively; lastly, from the MAPE perspective, the corresponding average relative improvements are 18.88%, 2.83%, and 2.28%, respectively. In future work, the proposed method will be applied to and tested in other fields to expand its range of applications.
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