Abstract—In the supervisory control framework of discrete-event systems (DES) with infinite behavior initiated by Thistle and Wonham, a supervisor satisfying the minimal acceptable specification and the maximal legal specification is synthesized. However, this supervisor may incur livelocks as it cannot ensure that the infinite behavior under supervision will always visit some marker states. To tackle this problem, we propose the definition of markability by requiring that all infinite cycles include at least one marker state. Then we formulate the problem of $\omega$–nonblocking supervisory control of DES with infinite behavior to synthesize an $\omega$–nonblocking (i.e., nonblocking, deadlock-free and livelock-free) supervisor. An algorithm is proposed to achieve $\omega$–nonblockingness by computing the supremal $*$–controllable, $*$–closed, $\omega$–controllable and markable sublanguage. We utilize the example of a robot as a running example.
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I. INTRODUCTION

In the supervisory control framework of discrete event systems (DES), the role of a supervisor is to confine the behavior of the plant within a specified range prescribed by the specification. This is realized by disabling the occurrence of some controllable events. How to tackle the supervisory control of DES with finite behavior has been studied extensively. The definitions of $*$–controllability and $*$–closedness [1] are defined to achieve a marking nonblocking supervisory control, whose solvability is characterized in terms of the supremal $*$–controllable and $*$–closed sublanguage of the set of all allowable strings [1], [2]. For DES with infinite behavior, it is possible to investigate the supervisory control dealing with both safety and liveness specifications. The safety specification describes that some states should be avoided and the liveness specification describes that some states must be visited eventually (infinitely often). The solvability of the supervisory control problem for $\omega$–languages (SCP$\omega$) is equivalent to the existence of an $\omega$–controllable and $\omega$–closed language. However, $\omega$–controllability is preserved under arbitrary unions but not intersections, and $\omega$–closure is preserved under arbitrary intersections but not unions. Therefore, $\omega$–controllability and $\omega$–closure have to be considered separately [3]–[5]. This incurs that the solvability of the SCP$\omega$ is not a simple extension of the results obtained in DES with finite behavior.

In terms of the system behavior, the safety specification restrains the finite behavior and the liveness specification restrains the infinite behavior. For the finite behavior of the controlled DES, marker states and relevant marker behavior need to be considered, because marker states often embody some meaningful information, such as the completion of a task, distinguishing successful strings from others, etc. The definition of nonblocking requires that all strings surviving under control be prefixes of the marker behavior. In the existing work, the finite behavior of the controlled DES is nonblocking and meets the safety specification [1]–[9]; the infinite behavior of the controlled DES is deadlock-free and meets the liveness specification [3]–[9]. However, it is not guaranteed that the infinite behavior under supervision is able to visit given marker states, because by the nonblocking property only finite behavior can visit marker states, and meanwhile deadlock-freeness does not take marker states into consideration.

To meet the nonblocking requirement for DES with infinite behavior, we propose the definition of livelock-freeness for DES with infinite behavior, which describes that all infinite strings must visit at least one of the marker states. With this new definition, we propose the definition of $\omega$–nonblockingness for a supervisor if it is nonblocking, deadlock-free and livelock-free. Namely, an $\omega$–nonblocking supervisor will ensure that the finite behavior of the controlled DES is nonblocking; simultaneously, the infinite behavior of the controlled DES is both deadlock-free and livelock-free. Furthermore, we formulate the $\omega$–nonblocking supervisory control problem as: to construct an $\omega$–nonblocking supervisor such that the safety and liveness specifications are satisfied. To the best of the authors’ knowledge, this problem has not been investigated in the literature.

In [1] and references therein, both the closed language and marker language are utilized to analyze the controlled behavior of the plant. The existence and synthesis results of state feedback for marker-progressive control of fair DES are presented in [6], where the supervisory control problem is formulated in linear-time temporal logic. In [7], an obliging game is employed to solve the supervisory control problem over non-terminating processes modeled as $\omega$–regular automata. The marker states in [7] are specified by a Büchi acceptance condition, thereby ensuring the infinite visit of marker states. A compositional supervisory control approach
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is proposed in [8] by utilizing the reactive synthesis and automated planning. Reference [9] demonstrates the relation between the reactive synthesis and supervisory control of non-terminating processes. Both [8] and [9] endeavor to analyze the supervisory control problem for DES with infinite behavior via automated planning and reactive synthesis methods and pay no special attention to marker states.

In this paper, we propose the definition of markability to describe livelock-freeness from the perspective of languages and an approach to compute the supremal markable sublanguage. Then, we propose an algorithm to compute the supremal language pair, i.e. the supremal *-controllable and *-closed sublanguage and the supremal markable and ω-controllable sublanguage. We show that the ω-nonblocking supervisory control problem of DES with infinite behavior is solvable if and only if the supremal language pair are both nonempty, and the infimal ω-closed superlanguage of the minimal acceptable sublanguage belongs to the supremal markable and ω-controllable sublanguage.

The main contributions of this paper are fourfold.

1) We propose the definition of ω-nonblockingness to ensure the finite behavior of the controlled DES is nonblocking and the infinite behavior of the controlled DES is both deadlock-free and livelock-free.

2) Based on the definition of ω-nonblockingness, we formalize the ω-nonblocking supervisory control problem of DES with infinite behavior. Other than satisfying the safety and liveness specifications, the ω-nonblocking supervisory control requires that the infinite behavior under supervision visit some marker states.

3) To depict livelock-freeness from the perspective of languages, we propose the definition of markability of a given ω-language to ensure that the infinite strings will always visit some marker states. This definition differs from the marker states in the definition of M-directingness [6], where the marker states are similar to states in the Büchi acceptance criterion. Moreover, properties and computation approaches related to markability are also presented.

4) For the ω-nonblocking supervisory control of DES with infinite behavior, an approach to synthesize an ω-nonblocking (i.e. nonblocking, deadlock-free and livelock-free) supervisor is proposed and an algorithm to compute it is presented. Our approach remedies the shortcoming that ω-nonblockingness is not guaranteed in the infinite behavior obtained by the Thistle’s approach [3–5]. Moreover, our approach imposes no additional restrictions compared with the Seow’s approach [6].

The rest of this paper is organized as follows. Section II lays a supervisory control background for DES with finite and infinite behavior. Section III formulates the ω-nonblocking supervisory control of DES with infinite behavior. Section IV presents the definition of markability and its relevant properties. Section V shows how to compute an ω-nonblocking supervisor. Section VI concludes this paper.

II. PRELIMINARIES

Let Σ be a finite alphabet. Let Σ* and Σω denote the sets of all finite and infinite strings over Σ respectively. Let Σ∞ := Σ*∪Σω.

For any k ∈ Σ*, v ∈ Σω, write k ≤ v if there exists some t ∈ Σ∞ such that kt = v, i.e. k is a prefix of v. Define the map pre : 2Σ∞ → 2Σ∗ by

pre : V → {k ∈ Σ∗|(∃v ∈ V )k ≤ v}.

The limit of a *-language is given by

lim(K) := pre−1(K) ∩ Σω,

where pre−1 : 2Σ∗ → 2Σ∞ is the inverse image of pre : 2Σ∞ → 2Σ∗.

Define operator clo : 2Σ∞ → 2Σ∞ as

clo : R → lim(pre(R)) = pre−1(pre(R)) ∩ Σω.

clo(R) is called the ω-closure of R. R is ω-closed if R = clo(R). R is ω-closed with respect to S if R = clo(R) ∩ S, where S ⊆ Σω.

The plant to be controlled is modeled by a six-tuple

G = (Q, Σ, η, q0, Qm, B(G),

where Q is the finite state set, q0 is the initial state, Σ is the finite event set, η : Q × Σ → Q is the (partial) state transition function, Qm is the set of marker states, and B(G) is the Büchi acceptance criterion. For plant G, the finite behavior is modeled by the five-tuple (Q, Σ, η, q0, Qm); its finite closed behavior and finite marker behavior are denoted as L(G) := {s ∈ Σ∗|η(q0, s)!} and Lm(G) := {s ∈ L(G)|η(q0, s) ∈ Qm} respectively, where η(q0, s)! means that η(q0, s) is defined. The infinite behavior of G is modeled by the five-tuple (Q, Σ, η, q0, B(G)) and is denoted as S(G) := {s ∈ Σ∞|R(s) ∩ B(G) ≠ ∅}, where R(s) is the set of states that string s visits infinitely often. In this paper, we only consider the case that B(G) = Q. Namely, the infinite behavior can be interpreted as an absence of liveness assumptions in the modeling of the uncontrolled DES. Thus, we have S(G) = lim(L(G)). We say that G is nonblocking if

L(G) = Lm(G), and is deadlock-free if pre(S(G)) = L(G).

In this paper, we only consider the infinite behavior depicitied by deterministic Büchi automata (DBA). For a given DBA G over an alphabet Σ and for any infinite string s ∈ S(G), infinite string s ∈ Σω can be written as s := tw with t, u ∈ Σ*, u ≠ e as DBA are a special case of the nonde-terministic Büchi automata (NBA), which agree with the class of ω-regular languages [10].

There are generally two classes of control requirements imposed on G: safety specifications describing that some conditions on G must not occur, and liveness specifications describing that some other conditions must occur eventually [11].

For safety specification E ≤ Σ*, a nonblocking supervisor

f∗ : L(G) → Γ
may be constructed \((\textbf{11}, \textbf{12})\) such that the finite closed-loop marker behavior \(L_m(G_f^\omega)\) satisfies
\[
L_m(G_f^\omega) = \sup \mathcal{C}^*(E_s) \subseteq E_s,
\]
where \(G_f^\omega\) represents the action of supervisor \(f^\omega\), and \(\sup \mathcal{C}^*(E_s)\) denotes the supremal \(*\)-controllable and \(*\)-closed sublanguage of \(E_s\).

For maximal legal specification \(E_l \subseteq \Sigma^\omega\) and minimal acceptable specification \(A_i \subseteq \Sigma^\omega\), it is proved in [5 Theorem 5.3] that there exists an \(\omega\)-controllable and \(\omega\)-closed language \(T\) such that \(A_i \subseteq T \subseteq E_l\) if and only if
\[
\inf \mathcal{F}^\omega(A_i) \subseteq \sup \mathcal{C}^\omega(E_l),
\]
where \(\inf \mathcal{F}^\omega(A_i)\) represents the infimal \(\omega\)-closed super-language of \(A_i\) and \(\sup \mathcal{C}^\omega(E_l)\) represents the suprema \(\omega\)-controllable sublanguage of \(E_l\).

If such \(T\) exists, a deadlock-free supervisor
\[
f^\omega : L(G) \rightarrow \Gamma
\]
may be constructed such that the infinite closed-loop behavior \(S(G_f^\omega)\) satisfies \(S(G_f^\omega) = T\) and therefore
\[
A_i \subseteq S(G_f^\omega) \subseteq E_l,
\]
where \(G_f^\omega\) represents the action of supervisor \(f^\omega\). The detailed construction rules of the supervisor \(f^\omega\) is referred to [5].

Because the overall supervisor should satisfy safety specifications and liveness specifications simultaneously, we define the supervisory control for \(G\) as any map \(f : L(G) \rightarrow \Gamma\) with \(f = f^\ast = f^\omega\), where \(\Gamma := \{\gamma \in \Sigma | \gamma \supseteq \Sigma_n\}\). Then the finite and infinite closed-loop behaviors of the controlled DES \(G_f\), representing the action of the supervisor \(f\) on \(G\), are respectively given by

(a) \(L(G_f)\), the finite closed behavior synthesized by \(f\), defined by the following recursion:

(i) \(\varepsilon \in L(G_f)\),
(ii) \((\forall s \in \Sigma^*, \forall \sigma \in \Sigma) s \sigma \in L(G_f) \iff s \in L(G_f) \& \sigma \in L(G) \& \sigma \in f(s),
(iii) no other strings belong to \(L(G_f)\);
(b) \(L_m(G_f)\), the finite marker behavior synthesized by \(f\), given by
\[
L_m(G_f) := L(G_f) \cap L_m(G);
\]
(c) \(S(G_f)\), the infinite behavior synthesized by \(f\), given by
\[
S(G_f) := \lim L_m(G_f) \cap S(G).
\]
In other words, \(L(G_f)\) is the finite closed behavior under the control of supervisor \(f\). Namely, the empty string \(\varepsilon\) is in \(L(G_f)\); event \(\sigma \in \Sigma\) is enabled after the occurrence of string \(s \in L(G_f)\) if and only if event \(\sigma\) is defined after the occurrence of string \(s \in L(G)\) and event \(\sigma\) is enabled by supervisor \(f\). The finite marker behavior \(L_m(G_f)\) consists exactly of the strings of \(L_m(G)\) that ‘survive’ under supervision by \(f\). The controlled infinite behavior \(S(G_f)\) consists of the \(\omega\)-strings generated by finite closed behavior \(L(G_f)\) and within the infinite behavior \(S(G_f)\).

### III. Problem Formulation

Write
\[
G_f = (Q^f, \Sigma, \eta^f, \varphi^f, Q_{m}^f).
\]
We say that \(f : L(G) \rightarrow \Gamma\) is a nonblocking supervisor if \(f\) is nonblocking (i.e. \( \overline{L_m(G_f)} = L(G_f)\)), and a deadlock-free supervisor if \(G_f\) is deadlock-free (i.e. \(\text{pre}(S(G_f)) = L(G_f)\)). However, the requirement that a supervisor \(f\) be both nonblocking and deadlock-free is not enough for certain applications.

#### A. Motivating example

To motivate our work, we consider a robot throughout this paper, whose behavior is depicted by the automaton shown in Fig.\( \textbf{1} \). The robot traverses five zones represented by states 1, 2, 3 and 4 respectively, and it has to return to zone 0 regularly for recharging (denoted by marker state 0). In addition, the robot may visit zone 3 for temporary recharging (denoted by marker state 3). Events \(c_i, u_j, i \in \{1, \ldots, 5\}, j \in \{1, 2, 3\}\) mean that the robot leaves one room and enters into the other room. Events \(c_i, i \in \{1, \ldots, 5\}\) are controllable and events \(u_j, j \in \{1, 2, 3\}\) are uncontrollable.

![Fig. 1. State transition graph of a robot](image-url)
infinite behavior will visit some marker states. The undesirable infinite behavior is inevitable as marker states are ignored in the Thistle’s approach.

Intuitively, we may add marker states into the Büchi acceptance criterion to have the marker states be visited infinitely often. However, by doing so, we will unnecessarily enlarge the maximal legal specification. Consequently, there may exist infinite strings of the controlled DES such that some marker states, rather than the states in the original Büchi acceptance criterion, are visited infinitely often. In the example of the robot, by incorporating the marker states into the Büchi acceptance criterion, the resultant supervisor synthesized by the Thistle’s approach is shown in Fig. 5. From this figure we inspect that there exist infinite strings allowed by the supervisor, but failing to ensure that the states in the original Büchi acceptance criterion being visited infinitely often, say infinite string \( c_1 u_1 c_5 (u_4 c_5)^\omega \). Alternatively, if we compute the intersection of the set of marker states and the Büchi acceptance criterion, then we may obtain an empty set, just as in the example of the robot, and no effective supervisor will be synthesized with the Thistle’s approach.

Meanwhile, to perform the event-selection mechanism, the Seow’s approach in [6] needs to choose the set of fair events \( \Sigma_f \subseteq \Sigma_u \). However, in the example of the robot, as events \( c_4 \) and \( c_5 \) are controllable, they are not potential fair events. Thus, to apply the Seow’s approach, we have to modify controllable events \( c_4 \) and \( c_5 \) to uncontrollable events (say \( u_4 \) and \( u_5 \) respectively). By the detailed analysis explained in Remark 1, we have that the infinite behavior of the resultant supervisor is more restrictive than our approach. Therefore, how to guarantee that any infinite string in the controlled DES with infinite behavior will always visit some marker states motivates the work of this paper.

### B. Problem formulation

By the above analysis, we know that in some applications, in addition to nonblocking and deadlock-free, it is required that the infinite strings of controlled plant \( G^f \) should always visit some marker states. This is the property of livelock-free; namely, all the cycles representing infinite behavior of \( G^f \) must include at least one marker state. The general definition of livelock is that a specific process is not progressing [13].

In DES, a livelock occurs if there exists a strongly connected component such that there is no marker state in it and there is no transition defined exiting from it [14]. In our scenario, a livelock occurs if an infinite string cannot visit some marker states.

**Definition 1.** Given controlled plant \( G^f \) defined as above, we say that \( G^f \) is livelock-free if:

\[
(\forall s \in S(G^f)) R(s) \cap Q^f_m \neq \emptyset,
\]

where \( R(s) \) represents the set of states visited by \( s \) infinitely often and \( Q^f_m \) is the set of marker states of \( G^f \).

Note here that this definition is different with its finite counterpart. For finite behavior, \( G^f \) is livelock-free if there does not exist any cycle \( C \subseteq Q^f \) such that (i) \( C \cap Q^f_m = \emptyset \) and (ii) there does not exist any transition exiting from \( C \) [14]. Considering infinite behavior, the second condition is not required because the system may visit the states in a cycle infinitely often and will never exit from the cycle.

**Definition 2.** Given controlled plant \( G^f \) defined as above, we say that \( G^f \) is \( \omega \)-nonblocking if:

(a) \( G^f \) is nonblocking, i.e. \( L(G^f) = L_m(G^f) \);
(b) \( G^f \) is deadlock-free, i.e. \( \text{pre}(S(G^f)) = L(G^f) \);
(c) \( G^f \) is livelock-free, i.e. \( (\forall s \in S(G^f)) R(s) \cap Q^f_m \neq \emptyset \).
From the definition of $\omega$–nonblocking, we know that for the finite behavior, $G^f$ is nonblocking; for the infinite behavior, it is both deadlock-free and livelock-free.

To this end, we are ready to formulate the $\omega$–nonblocking supervisory control problem of DES with infinite behavior (NSCP$\omega$) as follows:

Given a DES $G$ defined above, $*$–language $E_s \subseteq \Sigma^*$ (representing safety specification), and $\omega$–languages $A_t, E_t \subseteq \Sigma^\omega$ (representing minimal acceptable and maximal legal liveness specifications respectively) such that $E_s \subseteq L_m(G)$ and $A_t \subseteq E_t \subseteq S(G)$, construct an $\omega$–nonblocking supervisor $f : L(G) \rightarrow \Gamma$ for $G$ such that

$$L_m(G^f) \subseteq E_s; \quad A_t \subseteq S(G^f) \subseteq E_t. \quad (1)$$

IV. DEFINITION AND PROPERTIES OF MARKABILITY

To satisfy the livelock-free property for $G^f$, we introduce the following definition of markability of a given $\omega$–language.

Definition 3. For any DBA $G$ and any $T \subseteq S(G)$, $T$ is markable with respect to $L_m(G)$ if for any string $s \in T$, written as $s = tu^\omega$ ($t, u \subseteq \Sigma^*, u \neq \epsilon$), there exists $s' \in \text{pre}(s)$ such that $s' \geq t$ and $s' \in L_m(G)$.

Definition 3 can be interpreted as follows. For any infinite string $s = tu^\omega$ ($t, u \subseteq \Sigma^*, u \neq \epsilon$), at least one marker state will be reached by string $s' \in \text{pre}(s)$ with $s' \geq t$ and $s' \in L_m(G)$. Afterwards, this marker state will be visited infinitely often as it is in the cycle of an infinite string. Thus, a cycle must exist as we only consider $\omega$–languages recognized by finite DBA. For the DBA shown in Fig. 3, let $s = c_1(u_1c_1c_1)c_1\omega$ with $t := c_1, u := u_1c_1$. There exists string $s' = c_1u_1c_1 \in \text{pre}(s)$ such that $s' \geq t$ and $s' \in L_m(G)$. However, infinite string $s = c_1(u_1c_3)c_3\omega$ with $t := c_1, u := u_1c_3$ fails to satisfy the condition that there exists $s' \in \text{pre}(s)$ such that $s' \geq t$ and $s' \in L_m(G)$. This is due to the fact that no marker state will be visited infinitely often by infinite string $s = c_1(u_1c_3)c_3\omega$.

We note that by the definition of $\mathcal{M}$–directingness [6], every legal state trajectory of DES model $G$ satisfying $\Box P$ (resembling the requirement of the safety specification) also satisfies that every marker condition in system marker set $\mathcal{M}$ can be met infinitely often (resembling the requirement of the liveness specification). Thus, in the definition of $\mathcal{M}$–directingness, the marker states are in fact similar to states in the Büchi acceptance criterion. While in our definition of markability, we require that all infinite cycles include at least one marker states. Thus, markability imposes additional constraints on infinite behaviors. In our language setting, if we let the set of marker states coincide with the Büchi acceptance criterion, then all marker states will be visited infinitely often, thereby exhibiting the characteristic of $\mathcal{M}$–directingness.

The markable languages have the following properties.

Lemma 1. If an $\omega$–language $S \subseteq \Sigma^\omega$ is markable with respect to $L_m(G)$, then any sublanguage $T \subseteq S$ is markable with respect to $L_m(G)$.

\begin{proof}
Since $T \subseteq S$, any infinite string $s \in T$ also belongs to $S$, i.e. $s \in S$. Then the result is immediate because $S$ is markable.
\end{proof}

Lemma 2. If an $\omega$–language $S \subseteq \Sigma^\omega$ is markable with respect to $L_m(G)$, then

$$\text{pre}(S) \cap L_m(G) = \text{pre}(S).$$

\begin{proof}
(\subseteq) This direction is obvious because $\text{pre}(S) = \text{pre}(S)$.

(\supseteq) Let $s \in \text{pre}(S)$. Because $S$ is $\omega$–regular, there must exist two strings $t, u \subseteq \Sigma^\omega$ such that $stu^\omega \in S$. Since $S$ is markable with respect to $L_m(G)$, there must exist strings $s' \in \text{pre}(stu^\omega)$ such that $s' \geq st$ and $s' \in L_m(G)$. By $s' \geq st$, we have $s \in s'$. With $s' \in \text{pre}(stu^\omega) \subseteq \text{pre}(S)$ and $s' \in L_m(G)$, we have $s \in \text{pre}(S) \cap L_m(G)$.
\end{proof}

Let $\mathcal{M}(E_t) = \{T \subseteq \Sigma^\omega | T \subseteq E_t \cap S(G) \}$ be the set of markable sublanguages of the maximal legal specification $E_t$.

Lemma 3. $\mathcal{M}(E_t)$ is nonempty and is closed under arbitrary unions. In particular, $\mathcal{M}(E_t)$ contains a (unique) supremal element, which we denote by $\sup \mathcal{M}(E_t)$.

\begin{proof}
Since the empty language is markable with respect to $L_m(G)$, it is a member of $\mathcal{M}(E_t)$. Let $T_0 \in \mathcal{M}(E_t)$ for all $\alpha$ in some index set $A$, and let $T = \cup \{T_\alpha | \alpha \in A\}$. Then $T \subseteq E_t$. Furthermore, for any $s \in T$ written as $s = tu^\omega$, there exists some $\alpha \in A$ such that $s \in T_\alpha$. Thus, there exists $s' \in \text{pre}(s)$ such that $s' \geq st$ and $s' \in L_m(G)$ as $T_\alpha = \mathcal{M}(E_t)$ is a markable sublanguage of $E_t$.

Finally we have for the supremal element

$$\sup \mathcal{M}(E_t) = \cup \{T | T \in \mathcal{M}(E_t)\}.$$

\end{proof}

Then $\sup \mathcal{M}(E_t)$ (the supremal markable sublanguage of $E_t$) can be computed as follows.

Proposition 1. For given DES $G = (Q, \Sigma, \eta, q_0, Q_m, B_G)$ and maximal legal specification $E_t$, construct DBA $G' = (Q, \Sigma, \delta, q_0, B_{G'})$ with $B_{G'} = Q_m$; then

$$\sup \mathcal{M}(E_t) = S(G') \cap E_t.$$

\begin{proof}
We first show that $E' := S(G') \cap E_t \in \mathcal{M}(E_t)$.

Let $s \in E'$. Since $E'$ is $\omega$–regular, there must exist $t, u \subseteq \Sigma^\omega$ such that $s = tu^\omega$. Since $s \in S(G')$, there must exist a state $q_s \in B_{G'} = Q_m$, which is visited by $s$ infinitely often, i.e. $q_s \in \inf(s) = \{q \in B_{G'} | \exists n \in \mathbb{N} : s(n) = q\}$, where $\exists$ denotes the quantifier “there exist infinitely many”, $\mathbb{N}$ denotes the set of natural numbers, and $s(n)$ represents the state visited by $s$ at the $n$-th step. Since $tu^\omega \in S(G')$, $t \in \text{pre}(S(G'))$ and thus there must exist a state $q_t \in Q$ satisfying $\delta(q_0, t) = q_t$. We have already known that $tu^\omega$ will visit state $q_s$ infinitely often.

Proof. Since $T \subseteq S$, any infinite string $s \in T$ also belongs to $S$, i.e. $s \in S$. Then the result is immediate because $S$ is markable. \end{proof}
so there must exist \( t' \in \text{pre}(u^\omega) \subseteq \Sigma^* \) such that \( \delta(q_t, t') = q_{t'} \in Q_m \), i.e. \( \delta(q_t, t') \in Q_m \); thus \( tt' \in L_m(G) \). Obviously, \( t \leq tt' \). Hence \( E' \) is markable.

Now, suppose \( E'' \in M(E_i) \), and \( s \in E'' \); we must show that \( s \in E' \). Write \( s = tu^\omega \). Since \( E'' \) is markable, there exists \( s' \in \text{pre}(s) \) such that \( s' \geq t \) and \( s' \in L_m(G) \). So there exist states \( q_t \) and \( q_{s'} \) such that \( \delta(q_t, t) = q_t \) and \( \delta(q_t, s') = q_{s'} \in Q_m \). Because \( s = tu^\omega \in E_l \cap S(G) \), state \( q_t \) and its downstream states \( q' \) visited by strings \( t' \in \text{pre}(u^\omega) \) will be visited by \( s \) infinitely many times, i.e. \( q_t \in \text{inf}(s) \). Furthermore, since \( s' \geq t \), there must exist a string \( t' \in \Sigma^* \) such that \( s' = tt' \); thus \( \delta(q_t, t') = q_{s'} \). Obviously, \( t' \in \text{pre}(u^\omega) \); thus \( q_{s'} \in \text{inf}(s) \). Hence, \( q_{s'} \in \text{inf}(s) \cap Q_m = B_{G'} \). Namely, \( \text{inf}(s) \cap B_{G'} \neq \emptyset \); thus \( s \) is accepted by \( G' \), i.e. \( s \in S(G') \), which derives that \( s \in E' \) (as required).

For an arbitrary maximal legal specification \( E_i \), there may exist infinite behavior with no marker states in \( G \) being visited. By the intersection of \( S(G') \) and \( E_i \) as given in Proposition \( \ref{prop:sup} \), the resultant supremal markable sublanguage of \( E_i \) will ensure that the obtained infinite strings will always visit some marker states in \( G \).

Let the example of the robot be revisited. To compute the supremal element \( \sup \mathcal{M}(E_i) \), we first construct DBA \( G' \) (shown in Fig. \ref{fig:G}) by the approach given in Proposition \( \ref{prop:sup} \). Then we compute the intersection of \( S(G') \cap E_i \). The result is represented by the DBA shown in Fig. \ref{fig:G'} where infinite string \( s = c_1(u_1c_3)^\omega \) no longer exists as only state 1 will be visited infinitely often.

![Fig. 6. State transition graph of DBA G'](https://example.com/f6.png)

![Fig. 7. State transition graph of the DBA representing supremal sublanguage \( \sup \mathcal{M}(E_i) \)](https://example.com/f7.png)

V. \( \omega \)-NONBLOCKING SUPERVISOR SYNTHESIS

For the NSCP\( ^{\omega} \), we have the following result:

**Theorem 1.** For any plant DES \( G \), any \( * \)-language \( K \subseteq L_m(G) \) and \( \omega \)-language \( T \subseteq S(G) \), there exists an \( \omega \)-nonblocking supervisor \( f : L(G) \rightarrow \Gamma \) that synthesizes \( K \) and \( T \) if and only if

(i) \( K \) is \( * \)-controllable with respect to \( G \) and \( * \)-closed with respect to \( L_m(G) \);

(ii) \( T \) is \( \omega \)-controllable with respect to \( G \) and \( \omega \)-closed with respect to \( S(G) \);

(iii) \( T \) is markable with respect to \( L_m(G) \);

(iv) \( \overline{K} = \text{pre}(T) \).

**Proof.** We have known in \( \ref{prop:sup} \) that there exists a nonblocking supervisor \( f^* : L(G) \rightarrow \Gamma \) that synthesizes \( K \) if and only if condition (i) is satisfied, and in \( \ref{prop:sup mListener} \) that there exists a complete and deadlock-free supervisor \( f^{\omega} : L(G) \rightarrow \Gamma \) if and only if condition (ii) is satisfied.

From the definition of markability, string \( s' \in \text{pre}(s) \) visits a marker state in \( G \) and this marker state will be visited by \( s \) infinitely often; thus \( G' \) is livelock-free if and only if \( T = S(G') \) is markable (condition (iii)).

If condition (iv) is satisfied, we have \( \overline{K} = \text{pre}(T) = L(G^{\Gamma'}) = L(G^{\Gamma^*}) \). Hence, if writing \( f = f^* = f^{\omega} \), then \( f \) is nonblocking, deadlock-free and livelock-free, i.e. \( \omega \)-nonblocking.

On the other side, if there exists an \( \omega \)-nonblocking supervisor \( f : L(G) \rightarrow \Gamma \) that synthesizes \( K \) and \( T \), then we have \( \overline{K} = L(G^{\Gamma'}) = \text{pre}(T) \), i.e. condition (iv) holds.

Theorem \( \ref{prop:sup} \) gives the sufficient and necessary conditions for the existence of an \( \omega \)-nonblocking supervisor. In Sections \( \ref{prop:sup} \) and \( \ref{prop:sup mListener} \), we have shown that there exists the supremal \( * \)-closed and \( * \)-controllable sublanguage \( \sup \mathcal{C}^*(E_s) \) of a given language \( E_s \), the supremal \( \omega \)-controllable sublanguage \( \sup \mathcal{C}^{\omega}(E_i) \) of \( E_i \), and the supremal markable sublanguage \( \sup \mathcal{M}(E_i) \) of \( E_i \); however, there does not exist the supremal \( \omega \)-closed sublanguage of \( E_i \) as \( \omega \)-closure is not preserved under arbitrary unions. Hence, there may not exist a supremal sublanguage that satisfies conditions (i)-(iv) in Theorem \( \ref{prop:sup} \) simultaneously.

To tackle the issue that the \( \omega \)-closure part of condition (ii) in Theorem \( \ref{prop:sup} \) may not hold, in the following process of supervisor synthesis, we first ignore the requirement that the resulting infinite sublanguage be \( \omega \)-closed with respect to \( S(G) \). Then we apply Algorithm 2 in \( \ref{alg:controllable} \) to obtain a maximal subautomaton representing an \( \omega \)-closed sublanguage. To this end, NSCP\( ^{\omega} \) can be solved by the following approach similar to the Thistle’s rules.

First, we compute the supremal language pair \( (K, T) \subseteq 2^{\Sigma^* \times \Sigma^*} \) satisfying conditions (i), (iii) and (iv) in Theorem \( \ref{prop:sup} \) and \( T \) being \( \omega \)-controllable.

**Algorithm 1.** Input: DES \( G \) with \( L(G) \), \( L_m(G) \) and \( S(G) \), \( * \)-language \( E_s \), \( \omega \)-language \( E_i \).

**Output:** Supremal language pair \( (K_N, T_N) \subseteq 2^{\Sigma^* \times \Sigma^*} \).

Step i) Set \( K_0 = L_m(G) \cap E_s \) and \( T_0 = \sup \mathcal{M}(S(G) \cap E_i) \).
Step ii) For \( i \geq 1 \), apply the standard algorithm in (3) to compute the supremal \( * \)-controllable and \( * \)-closed sublanguage \( K_i = \sup C^\ast(K_{i-1} \cap \text{pre}(T_{i-1})) \).

Step iii) Apply the algorithm in (3) to compute the supremal \( \omega \)-language \( T_i = \sup \{ \omega \mid (K_i) \cap \text{pre}(T_{i-1}) \} \). Check if \( \overline{K_i} = \text{pre}(T_i) \): if YES, output \( K_i \) and \( T_i \) and denote \( i \) as \( N \); otherwise, advance \( i \) to \( i + 1 \) and go to Step ii).

**Lemma 4.** In Algorithm 7 for some \( N \), \( K_i = K_N, T_i = T_N \) for all \( i \geq N \), where \( i, N \in \mathbb{N} \).

**Proof.** As

\[
K_i = \sup C^\ast(K_{i-1} \cap \text{pre}(T_{i-1})) \\
\subseteq K_{i-1} \cap \text{pre}(T_{i-1}) \\
\subseteq K_{i-1},
\]

\( K_i \) is a descending chain. Moreover, the automata representing \( K_i \) are with finite states. Therefore, by Proposition 2 in [Section 2.8, (3)], for some \( N \), \( K_i = K_N \) for all \( i \geq N \).

Similarly, as

\[
T_i = \sup C^\omega(\lim(K_i) \cap T_{i-1}) \\
\subseteq \lim(K_i) \cap T_{i-1} \\
\subseteq T_{i-1},
\]

\( T_i \) is a descending chain. Moreover, the automata representing \( T_i \) are with finite states. Therefore, by Proposition 2 in [Section 2.8, (3)] and \( K_N = \text{pre}(T_N) \), for some \( N \), \( T_i = T_N \) for all \( i \geq N \).

As Lemma 4 holds, Algorithm 7 will terminate after finite iterations.

**Proposition 2.** With \( K_0, K_i, T_0, T_i \) as defined in Algorithm 1, \( T_i \) is markable with respect to \( L_m(G) \).

**Proof.** The proof is by induction.

(Basis step): \( T_0 \) is markable with respect to \( L_m(G) \) by its definition.

(Inductive step): Assume that \( T_{i-1} \) is markable with respect to \( L_m(G) \). As \( T_i = \sup C^\omega(\lim(K_i) \cap T_{i-1}) \subseteq \lim(K_i) \cap T_{i-1} \subseteq T_{i-1} \) and \( T_{i-1} \) is markable with respect to \( L_m(G) \) by the inductive assumption, by Lemma 1 we have that \( T_i \) is markable with respect to \( L_m(G) \).

It is easily verified that the output language pair \( (K_N, T_N) \in 2^\ast \times \Sigma^\ast \) of Algorithm 1 satisfies that

\[
\begin{align*}
K_N &= L_m(G) \cap \overline{K_N}, \\
K_N &\subseteq L_m(G) \cap E_s, \\
T_N &\subseteq S(G) \cap E_t, \\
\overline{K_N} &= \text{pre}(T_N).
\end{align*}
\]
violating the $s$-controllability as $K'$ is a $s$-controllable sublanguage, which is a contradiction.

As the above two cases do not hold, we have $t \notin K_N$. Thus, $K' \subseteq K_N$.

As $K', K_N$ are $s$-closed with respect to $L_m(G)$, we have $K' = K' \cap L_m(G), K_N = K_N \cap L_m(G)$. As $K' \subseteq K_N$, $K' \subseteq K_N$ follows directly.

By $K' = \text{pre}(T')$, we have $T' \subseteq \text{pre}^{-1}(K') \cap \Sigma^\omega = \lim(K')$.

As $K' \subseteq K_N$ and $K_i, i \in [0, \cdots, N]$ is a descending chain, we have $T' \subseteq \lim(K') \subseteq \lim(K_i)$.

Then we show that $T' \subseteq T_N$ by contradiction.

Assume that $s \in T', s \notin T_N$. We have $s \in T_0 = \sup M((S(G) \cap E_i))$; otherwise, $s \notin T'$ as $T'$ is a markable sublanguage. Then there exists some $j \in \{1, \cdots, N\}$ such that $s \in T_{j-1}$ but $s \notin T_j$. As $T_j = \sup \mathcal{C}'((\lim(K_j) \cap T_{j-1}))$, $s \in \lim(K_j) \cap T_{j-1}$ but $s \notin T_j$ implies that there exists some $s \in T' \cap T'$ is an $\omega$-controllable sublanguage, the occurrence of event $\sigma$ will not violate the $\omega$-controllability. However, with $\sigma \leq s \in T'$ and $T'$ is an $\omega$-controllable sublanguage, the occurrence of event $\sigma$ will not violate the $\omega$-controllability, which is a contradiction. Thus, we have $T' \subseteq T_N$.

With $(K_N, T_N)$, we have the following result.

**Theorem 2.** $\text{NSCP}^\omega$ is solvable if and only if the language pair $K_N$ and $T_N$ returned by Algorithm 7 are both nonempty, and

\[
\inf F^\omega(A_i) \subseteq T_N.
\]

**Proof.** First, by [3, Theorem 5.9], since $T_N \neq \emptyset$ and $\inf F^\omega(A_i) \subseteq T_N$, there exists a complete and deadlock-free supervisor $f : L(G) \rightarrow \Gamma$ (the detailed rules are referred to [3]) that solves SCP$^\omega$. Namely, the behaviors of the controlled plant $G^f$ are:

\[(a) L(G^f) = \text{pre}(A') \cup \bigcup_{m \in M} m \text{pre}(E'_m),\]

(b) $S(G^f) = A' \cup \bigcup_{m \in M} m E'_m$,

where $A' = \inf F^\omega(A_i), M$ is the set of all elements of $\text{pre}(T_N) \setminus \text{pre}(A')$ of minimal length and $E'_m$ is a sublanguage of $T_N/m$ synthesized by a branch of the supervisor $f$. Also, the behaviors satisfy the conditions

\[
A' \subseteq S(G^f) \subseteq T_N, \quad \text{pre}(S(G^f)) = L(G^f).
\]

As $S(G^f) \subseteq T_N$ and $T_N$ is markable with respect to $L_m(G)$, by Lemma 1 we have that $S(G^f)$ is markable with respect to $L_m(G)$, i.e., $G^f$ is livelock-free.

Under the control of $f$, the finite marker behavior is $L_m(G^f) = L_m(G) \cap L(G^f)$. It is left to prove that (i) $L_m(G^f) = L(G^f)$ and (ii) $L_m(G^f) \subseteq E_N$. For (i),

\[
L_m(G^f) = L_m(G) \cap \text{pre}(S(G^f)) \quad \text{(by (9))}
\]

\[
= \text{pre}(S(G^f)) \quad \text{(by Lemmas 1 and 2)}
\]

\[
= L(G^f).
\]

For (ii),

\[
L_m(G^f) = L_m(G) \cap L(G^f)
\]

\[
= L_m(G) \cap \text{pre}(S(G^f)) \quad \text{(by (9))}
\]

\[
\subseteq L_m(G) \cap \text{pre}(T_N) \quad \text{(by (3))}
\]

\[
= L_m(G) \cap K_N \quad \text{(by (6))}
\]

\[
= K_N \quad \text{(by (3))}
\]

\[
\subseteq E_N.
\]

In conclusion, the constructed supervisor $f : L(G) \rightarrow \Gamma$ is complete, $\omega$-nonsolvable (nonsolvable, deadlock-free and livelock-free), and the controlled behaviors satisfy conditions (i) and (2), i.e., $\text{NSCP}^\omega$ is solvable.

In the example of the robot, Algorithm 1 terminates when $N = 2$. The resultant supervisor is shown in Fig. 8. Event $c_2$ is disabled at states 1 and 3 to meet the safety specification. For the maximal legal specification, state 2 is visited infinitely often, which ensures that state 1 in Fig. 5 is visited infinitely often. Moreover, the supervisor is livelock-free as any infinite string will visit some marker states.

![State transition graph of the supervisor computed by Algorithm 1](image)
event subset to drive the DES to visit every marker condition infinitely often.

A schematic about problem formulations and solutions of the Thistle’s approach, the Seow’s approach and ours is illustrated in Fig. 10. In all, the Seow’s approach and the Thistle’s approach are in different language settings, and our approach follows the Thistle and Wonham’s supervisory control framework.

In the Thistle’s approach, the safety and liveness specifications are described by $\omega$-languages (often represented by Rabin automata). The infinite behavior of the supervisor computed by the Thistle’s approach could not guarantee that the marker states will be visited infinite often.

In the Seow’s approach, the safety specification and liveness specification are depicted by the invariance of past formula $\square P$ and the system marker set $M$ respectively. Moreover, $C(P, M)$ contains a unique supremal element if $\square P$ is $M$-controllable; namely, $\square P$ is controllable and $M$-directing. Analogously, the definitions of controllabilit y and $M$-directingness of $\square P$ in the Seow’s approach are similar to the definitions of $\omega$-controllability and $\omega$-closedness in the Thistle’s approach respectively. Under the condition of $M$-directingness, if we treat the set of marker states as the Büchi acceptance criterion, the legal state trajectories of DES model $G$ satisfying $\square P$ are $\omega$-closed. Thus, in this scenario, $M$-directingness is a stronger condition than $\omega$-closedness. In the example of the robot, for the existence of cycle $(2, 3)^\omega$, it is not $\omega$-closed. Even without this cycle, it is still not $M$-directing as cycle $(1, 2)^\omega$ containing no marker states.

To implement the Seow’s approach, the set of fair events has to be selected according to the system marker set. Moreover, to satisfy $M$-directingness, the plant is restricted to be $\omega$-closed.

We observe that the Seow’s approach is not applicable to the example of the robot for two reasons.

1) The set of fair events $\Sigma_F = \Sigma_C \cup \Sigma_J$ with the specification pair $(P, M)$ needs to be defined for the event-selection mechanism, where $P \equiv \overline{p_0}, M = \{p_0, p_4\}$. However, in this example, events $c_4$ and $c_5$ are not potential fair events as they are not uncontrollable.

2) As legal state trajectories (satisfying $\square P$), say $c_1(u_1 c_2)^\omega$, fail to meet marker conditions in $M$ infinitely often, $\square P$ is not $M$-directing.

To apply the Seow’s approach, we may modify controllable events $c_4$ and $c_5$ to uncontrollable events (say $u_4$ and $u_5$ respectively). By setting $\Sigma_C = \{u_4, u_5\}$ and employing the event-selection mechanism based on the fair event subset, we obtain the resultant supervisor shown in Fig. 11.

While in our approach, we employ $\omega-$language and $\omega-$language to represent safety specification and liveness specification respectively. Generally, with Theorem 2 we have a sufficient and necessary condition to compute a supremal $\omega$-controllable and markable sublanguage, while Proposition 7 in [6] gives a sufficient condition for the existence of a supremal element. In addition, to obtain a supervisor guaranteeing that infinite strings of the controlled DES with infinite behavior will always some marker states infinitely often, by our approach no additional restrictions on events are necessary and the plant is not required to be $\omega$-closed. As both two approaches tackle the properties relevant to marker states, the result of the Seow’s approach is within the scope of ours.

Remark 2. We also note that a compositional supervisory control approach is proposed in [8], in which the supervisory control problem is translated into the reactive synthesis and planning frameworks. Applying the reactive synthesis approach to the example of the robot, we have a path of a CTL formula $\varphi_M$ generated in the translation depicted in [8] as $0 \xrightarrow{c-\omega} 1 \xrightarrow{u-\omega} 2 \xrightarrow{c-\omega} 0$, where symbol $c$ encodes the system’s choice of an event and symbol $u$ encodes the environment’s choice of an uncontrollable event or no choice. This path guarantees that a marker state is reached from initial state $0$ (i.e. nonblocking). As the supervisor for $M$ (a director) enables at most one controllable event at every state, the result in [8] is usually not supremal. In contrast, Algorithm 1 in our approach returns a more permissive $\omega$-controllable sublanguage by following the Thistle and Wonham’s supervisory control framework.

Remark 3. Reference [9] presents how to solve a synthesis problem from supervisory control theory by reactive synthesis or vice-versa. Here the synthesis problem is the same as the problem formulation of the supervisory control theory proposed by Ramadge [11] and Thistle and Wonham [5]. In the example of the robot, by Theorem 2 in [9], the reactive synthesis algorithm returns an equivalent solution with the Thistle’s approach.

VI. CONCLUSIONS

In this paper, we propose an approach to synthesize an $\omega$-nonblocking supervisor in the framework initiated by Thistle and Wonham. The resultant supervisor ensures that any infinite string of the controlled DES with infinite behavior will visit some marker states. In the future work, we will extend our method to the decentralized and distributed supervisory control of DES with infinite behavior.
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