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Abstract

In this paper, we propose a new algebraic attack on stream ciphers. Starting from a well-known attack due to Courtois and Meier, we design an attack especially effective against nonlinear filter generators. First, we test it on two toy stream ciphers and then we show that the level of security of WG-PRNG, one of the stream ciphers submitted to the NIST competition on Lightweight Cryptography, is less than that claimed until now.

1 Introduction

Stream ciphers\textsuperscript{[16]} are one of the main cryptographic primitives used in symmetric cryptography. Historically, the first stream ciphers were built with “linear” registers, where linearity is meant both in the register update function (which sends one state to the next) and in the output function, which computes the keystream as a function of the current state. Purely linear registers are not used any longer because their state can be quickly recovered from a small portion of their produced keystream, e.g. by the Berlekamp-Massey algorithms\textsuperscript{[5, Chapter 7]}. Since the use of linear structures translates into hardware implementations based on only a few XOR gates, which is highly desirable for practical applications, most modern stream ciphers retain some part of this original structure. Among the many competing stream designs, one has recently attracted some interest: the so-called nonlinear filter generators\textsuperscript{[11]}. Indeed, they preserve a linear update for their state, composed of one or several linear registers, but they output their keystream via a nonlinear function of their state: this function is called filter. The most notable example of these ciphers is the WG-PRNG, which was submitted to the NIST competition on Lightweight Cryptography\textsuperscript{[1]}.  
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Traditionally, stream ciphers are attacked with two approaches: correlation attacks, that exploit possible correlations between some part of the keystream and a portion of the initial state, and approximation attacks, where the nonlinear part is approximated by a linear component. The design defenses against these types of attacks rely on choosing nonlinear components with specific properties, such as high nonlinearity [7] and high correlation immunity [17]. In recent years, a new family of attacks have emerged, the so-called algebraic attacks. Some interesting works in this direction are [4, 14, 15]. In this paper, we propose a new form of algebraic attack, which is especially effective against nonlinear filter generators. We show with two toy examples how the attack can be performed in practice. We also apply our attack to WG-PRNG and we provide a complexity estimate that shows a fatal weakness of this cipher. We also report previous attempts at breaking WG-PRNG with algebraic attacks and we discuss their shortcomings.

The paper is structured as follows:

- In Chapter 2, we collect all the notations, definitions and known facts needed in the remainder of the paper. We briefly illustrate the XL-Algorithm to solve Boolean equations systems and the algebraic attack to nonlinear filter generators presented in [10].
- In Chapter 3, we explain our improved algebraic attack in detail.
- In Chapter 4, to validate our algebraic attack, first we apply it to two toy stream ciphers and then we show that it is feasible to perform it on WG-PRNG. We conclude showing that the security of WG-PRNG is less that claimed until now. For the sake of presentation, we will first describe the part regarding WG-PRNG, and then the one on the two toy ciphers.

2 Preliminaries

In this section, we fix some notations and recall some known results. We denote by $\mathbb{F}_2$ the field with two elements, and by $R = \mathbb{F}_2[x_1, \ldots, x_n]$ the polynomial ring in $n$ variables over $\mathbb{F}_2$. Given a monomial $x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_n^{\alpha_n}$ of $R$, the degree of $x^\alpha$ is $\deg x^\alpha = \sum_{i=1}^n \alpha_i$. For $d \in \mathbb{N}$, denote by $M_{\leq d}$ the set of all the square-free monomials in $R$ of degree at most $d$, that is

$$M_{\leq d} = \{ x^\alpha \in R \mid \deg x^\alpha \leq d \text{ and } \alpha_i \leq 1 \text{ for } i = 1, \ldots, n \}.$$ 

Let $x^\alpha$ and $x^\beta$ be two distinct monomials of $R$. The degree reverse lexicographic order (DLR) on $R$ is defined as $x^\alpha <_{\text{DLR}} x^\beta$ if either $\deg x^\alpha < \deg x^\beta$ or $\deg x^\alpha = \deg x^\beta$ and $x^\alpha \prec_{\text{DLR}} x^\beta$. In this case, the lexicographic order of $x^\alpha$ and $x^\beta$ is determined by the monomial $x^\alpha x^\beta$.
\( \deg \alpha^\beta \) and the rightmost nonzero component of the vector \( \alpha - \beta \) is positive. Let \( f \in R \), we denote by \( \text{Supp}(f) \) the support of \( f \), that is the set of all the non-zero terms of \( f \).

For \( n \in \mathbb{N} \), let \( \mathbb{B}_n = \{ f : \mathbb{F}_2^n \to \mathbb{F}_2 \} \) denote the set of the Boolean functions in \( n \) variables. Depending on the context, we represent \( f \in \mathbb{B}_n \) as a square-free polynomial of \( R \) or by means of its algebraic normal form (ANF), namely as a polynomial of the quotient ring \( R/L_n \), where \( L_n = \langle x_1^2 - x_1, \ldots, x_n^2 - x_n \rangle \subset R \) is the ideal generated by the field equations.

Let \( f \in \mathbb{B}_n \), then

\[
\text{AN}(f) = \{ g \in \mathbb{B}_n \mid fg = 0 \}
\]

is called the set of annihilators of \( f \). Notice that \( \text{AN}(f + 1) = \{ g \in \mathbb{B}_n \mid fg = g \} \). Moreover, \( \text{AN}(f) \) and \( \text{AN}(f + 1) \) are ideals of \( R/L_n \), and \( \text{AN}(f) = \langle f + 1 \rangle \) and \( \text{AN}(f + 1) = \langle f \rangle \).

Let \( f \in \mathbb{B}_n \), then

\[
\text{AI}(f) = \min \{ \deg g \mid g \in \text{AN}(f) \cup \text{AN}(f + 1), g \neq 0 \}
\]

is called the algebraic immunity of \( f \). By [10], it holds \( \text{AI}(f) \leq \left\lfloor \frac{n+1}{2} \right\rfloor \).

When \( f = a + \sum_{i=1}^{n} a_i x_i \in \mathbb{B}_n \), for some \( a, a_i \in \mathbb{F}_2 \), we say that \( f \) is an affine Boolean function. When \( a = 0 \), \( f \) is said to be linear.

A nonlinear filter generator is the combination of a linear feedback shift register (LFSR) and a nonlinear Boolean function. More precisely,

**Definition 2.1.** A nonlinear filter generator is a stream cipher that starts from an initial state \( S = (s_0, \ldots, s_{n-1}) \in \mathbb{F}_2^n \) and, at each clock \( t \geq 0 \), produces a keystream bit \( z_t = F(L^t(S)) \), where

- \( L : \mathbb{F}_2^n \to \mathbb{F}_2^n \) is the linear update function;
- \( F \in \mathbb{B}_n \) is the nonlinear output function.

\( F \) is called filter function.

### 2.1 Solving a Boolean equations system

Let \( f_1, \ldots, f_t \in \mathbb{B}_n \) be nonlinear Boolean equations. Consider the following system

\[
\begin{cases}
  f_1(x) = 0, \\
  f_2(x) = 0, \\
  \vdots \\
  f_t(x) = 0.
\end{cases}
\]
Several methods have been developed for solving such a system, such as the XL-Algorithm [8] and Gröbner basis techniques [12,13].

**XL-Algorithm**

The XL-Algorithm, introduced by Courtois, Klimov, Patarin, and Shamir in [8], is a computation method for solving a system as the one in (1). Assume that all the $f_i$, for $i = 1, \ldots, t$, have the same positive degree $d \in \mathbb{N}$. Fix $D \in \mathbb{N}$ such that $D \geq d$. The idea of the XL-Algorithm is to generate all the possible equations of at most degree $D$ that satisfy the system. The algorithm performs the following four steps.

1. **Multiply**: For each $i = 1, \ldots, t$, generate the equations

   $$\{ x^\alpha f_i(x) = 0 \mid x^\alpha \in M_{\leq D-d}\}.$$

2. **Linearize**: Consider each monomial in $M_{\leq D}$ as an independent variable and perform Gaussian elimination on the equations obtained in Step 1. The ordering on the monomials must be such that all the terms containing one (fixed) variable (say $x_1$) are eliminated last.

3. **Solve**: If Step 2 yields at least one univariate equation in the powers of $x_1$, solve this equation over $\mathbb{F}_2$. If not, algorithm fails.

4. **Repeat**: Simplify the equations and repeat the process to find the values of the other variables.

Other versions of the XL-algorithm can be found in [9]. If $t$ is big enough, we expect to find one solution for the system. In this case, the complexity of XL will be essentially the complexity of one single Gaussian reduction in Step 2.

Let $N$ be the number of equations generated in XL, and $T$ be the number of monomials in $M_D$. Then

$$N = t \cdot \left( \sum_{i=0}^{D-d} \binom{n}{i} \right) \approx t \cdot \binom{n}{D-d} \quad \text{and} \quad T = \sum_{i=0}^{D} \binom{n}{i} \approx \binom{n}{D}. \quad (2)$$

Let $J$ be the number of linearly independent equations in XL. Clearly, $J \leq T$. In practice, $J \leq N$. The main heuristic behind XL is that for some $t, D$, we have always $N \geq T$. Then we expect that if $J \geq T - D$, it is possible, by Gaussian elimination, to obtain one equation in only one variable, and XL will work. Otherwise, we need a bigger $t$ or $D$.

In conclusion, if the algorithm works, the time complexity is approximately $\mathcal{O}(T^\omega)$, where $2 < \omega < 3$ depends on the implementation of the matrix multiplication.
algorithm. The minimum known value for $\omega$ is $\omega \approx 2.3728596$ (see [2]). But in real implementations, $\omega = \log_2(7) \approx 2.8073549$ (see [13]), and in our estimates we will consider this last approximation.

### 2.2 Algebraic Attack

An algebraic attack to a nonlinear filter generator with nonlinear output function $F$, if we know $t$ keystream bits, consists in solving a nonlinear Boolean equations system, namely

$$F \left( L^i(x) \right) = z_i, \quad \text{for } i = 0, \ldots, t - 1,$$

in order to recover the initial state.

In the following, we will report the generic algebraic attack designed by Courtois and Meier, and we refer to the original work [10] for more detail. The main idea behind this attack is to decrease the degree of the original system by multiplying each equation in (3), that are usually of high degree, by a well chosen $g \in \mathbb{F}_n$. The resulting equations are

$$F \left( L^i(x) \right) g \left( L^i(x) \right) = z_i g \left( L^i(x) \right), \quad i = 0, \ldots, t - 1,$$

which are of substantially lower degree. Then, if $z_i = 0$ (resp. $z_i = 1$), we can choose $g \in \text{AN}(F + 1)$ (resp. $g \in \text{AN}(F)$), and we get an equation of low degree on the initial state bits, that is $g(x) = 0$. The smaller the algebraic immunity of $F$ is, the lower degree the resulting equation has. If we get one such equation for each of sufficiently many keystream bits, we obtain a very overdefined system of multivariate equations that can be solved efficiently.

### 3 An improved algebraic attack

The core idea of our new algebraic attack is to use many annihilators simultaneously, instead of only one, and provide a good estimate of the number of keystream bits needed to perform the attack, which is strictly related to the number of linearly independent equations after the multiply phase in the XL-Algorithm. Indeed, by increasing the number of linearly independent equations, we need fewer keystream bits than the ones required in the Courtois and Meier’s attack.

Before presenting our attack, we need some preliminary results.

**Lemma 3.1.** Let $R = \mathbb{K}[x_1, \ldots, x_n]$ be a polynomial ring over any field $\mathbb{K}$ and let $A = \{f_1, \ldots, f_k\} \subset R' = \mathbb{K}[x_1, \ldots, x_m]$, with $m < n$, be a set of linearly independent polynomials. Let $g, g_1, \ldots, g_k \in R'' = \mathbb{K}[x_{m+1}, \ldots, x_n]$, with $g \notin \mathbb{K}$.
If \( h = \sum_{i=1}^{k} g_if_i \) is equal to \( gf \), for some \( f \in R' \), then either \( h = 0 \) or, for all \( i = 1, \ldots, k \), \( g \) divides \( g_i \).

\[ g = \sum_{i=1}^{k} (gh_i + r_i)f_i = g \sum_{i=1}^{k} h_if_i + \sum_{i=1}^{k} r_if_i. \]

Therefore, \( g \) divides \( h' = \sum_{i=1}^{k} r_if_i \). As \( \deg h' < \deg h \), by induction hypothesis, either \( h' = 0 \) or, for all \( i = 1, \ldots, k \), \( g \) divides \( r_i \). The latter can not happen, as \( \deg r_i < \deg g \), for all \( i = 1, \ldots, k \). Then \( h' = 0 \). Since \( \{f_1, \ldots, f_k\} \subset R' \) is a set of linearly independent polynomials and \( r_i \in R'' \), it holds that \( r_i = 0 \), for all \( i = 1, \ldots, k \). Therefore, \( g_i = gh_i \), for all \( i = 1, \ldots, k \) and the statement is proved.

**Proposition 3.2.** Let \( R = \mathbb{K}[x_1, \ldots, x_n] \) be a polynomial ring over any field \( \mathbb{K} \) and let \( A = \{f_1, \ldots, f_r\} \subset R \) be such that, for any \( i = 1, \ldots, r \), \( f_i \in R' = \mathbb{K}[x_1, \ldots, x_m] \), with \( m \leq n \). Let \( B = \{m_{1,1}f_1, \ldots, m_{1,k_1}f_1, \ldots, m_{r,1}f_r, \ldots, m_{r,k_r}f_r\} \subset R \), where for \( i = 1, \ldots, r \) and \( j = 1, \ldots, k_i \), \( m_{i,j} \) are nonzero monomials in \( R'' = \mathbb{K}[x_{m+1}, \ldots, x_n] \), \( m_{i,j} \neq cm_{i,k} \) for all \( j \neq k \) and \( c \in \mathbb{K} \). If \( A \) is a set of linearly independent polynomials in \( R' \), then \( B \) is a set of linearly independent polynomials in \( R \).

**Proof.** We prove the statement by induction on the number \( r \) of polynomials in \( A \).

Let \( r = 2 \). Suppose there exist \( c_i, d_j \in \mathbb{K} \), not all zero, such that

\[ \sum_{i=1}^{k_1} c_im_{1,i}f_1 + \sum_{j=1}^{k_2} d_jm_{2,j}f_2 = 0. \]

Let

\[ g_1 = \sum_{j=1}^{k_1} c_jm_{1,j}, \quad \text{and} \quad g_2 = -\sum_{j=1}^{k_2} d_jm_{2,j}. \]

Therefore, we have \( f_1g_1 = f_2g_2 \). Since \( R' \) and \( R'' \) are polynomial rings in two disjoint sets of variables, \( g_1, g_2 \in R'' \), whereas \( f_1, f_2 \in R' \), it follows that \( g_1 = cg_2 \).
and \( f_1 = df_2 \), for some \( c, d \in \mathbb{K} \), that is a contradiction, as \( f_1, f_2 \) are supposed linearly independent.

Let \( r > 2 \), and suppose there exist \( c_{i,j} \in \mathbb{K} \), for \( i = 1, \ldots, r \) and \( j = 1, \ldots, k_i \), not all zero, such that
\[
\sum_{i=1}^{r} \sum_{j=1}^{k_i} c_{i,j} m_{i,j} f_i = 0.
\]

Let
\[
g_1 = \sum_{j=1}^{k_1} c_{1,j} m_{1,j}, \quad \text{and} \quad g_i = - \sum_{j=1}^{k_i} c_{i,j} m_{i,j}, \quad \text{for } i = 2, \ldots, r.
\]

We may assume, without loss of generality, \( c_{1,1} \neq 0 \), and then \( g_1 \neq 0 \), since \( m_{1,j} \neq cm_{1,k} \) for each \( j \neq k \) and \( c \in \mathbb{K} \), by hypothesis. Therefore,
\[
g_1 f_1 = g_2 f_2 + \cdots + g_r f_r.
\]

Let \( S = \{ s \mid g_s = c_s g_1, \text{ for some } c_s \in \mathbb{K} \} \subseteq \{2, \ldots, r\} \) and \( T = \{2, \ldots, r\} \setminus S \).

Then,
\[
g_1 \left( f_1 - \sum_{s \in S} c_s f_s \right) = \sum_{t \in T} g_t f_t. \tag{5}
\]
g_1 divides the term on the left in Equation (5), then it must divide the one on the right, as well. By Lemma \[ \text{3.1} \] either \( \sum_{t \in T} g_t f_t = 0 \) or, for all \( t \in T \), \( g \) divides \( g_t \). Assume the latter is true, then
\[
g_1 \left( f_1 - \sum_{s \in S} c_s f_s \right) = g_1 \left( \sum_{t \in T} \frac{g_t}{g_1} f_t \right).
\]

It should hold \( \sum_{t \in T} \frac{g_t}{g_1} f_t \in \mathbb{K} \), then \( \frac{g_t}{g_1} \in \mathbb{K} \), that is \( g_t = c g_1 \), for some \( c \in \mathbb{K} \), but this is a contradiction since \( t \notin S \). It follows that \( \sum_{t \in T} g_t f_t = 0 \). The set \( T \) has cardinality smaller than \( r \), then, by applying the induction hypothesis, \( c_{b,j} = 0 \), for all \( b \in B \) and \( j = 1, \ldots, k_b \). Hence, we obtain
\[
g_1 \left( f_1 - \sum_{s \in S} c_s f_s \right) = 0.
\]

As \( g_1 \neq 0 \), \( f_1 - \sum_{s \in S} c_s f_s \) should be zero. But this is a contradiction for the linearly independence of the \( f_i \)'s. \( \square \)
Consider a nonlinear filter generator with an \( n \)-bit inner state. Denote by \( F \in \mathbb{B}_n \) its nonlinear output function. It takes in input \( m \leq n \) bits of the inner state. Therefore, up to rename the variables, we may consider \( F \) as a square-free polynomial of \( \mathbb{F}_2[x_1, \ldots, x_m] \).

Our algebraic attack consists of the following steps:

1. Define two ideals of \( \mathbb{F}_2[x_1, \ldots, x_m] \), \( I_0 \) and \( I_1 \), as
   \[
   I_0 = \langle F \rangle + L_m \quad \text{and} \quad I_1 = \langle F + 1 \rangle + L_m,
   \]
   where \( L_m \subset \mathbb{F}_2[x_1, \ldots, x_m] \) is the ideal generated by the field equations. Compute the reduced Gröbner bases, \( G_0 \) and \( G_1 \), with respect to \( \prec_{DLR} \), of \( I_0 \) and \( I_1 \), respectively.

2. Select from \( G_0 \) (resp. \( G_1 \)) the maximal set \( G_0' \) (resp. \( G_1' \)) of square-free polynomials such that the degree of all the polynomials is not greater than \( \deg F \) and \( G_0' \) (resp. \( G_1' \)) generates \( I_0 \) (resp. \( I_1 \)).

3. Denote by \( d = \max\{\deg f \mid f \in G_0' \cup G_1'\} \). Fix \( D \geq d \). Multiply each \( f \) in \( G_0' \) (resp. \( G_1' \)) by all the square-free monomials \( x^a \in \mathbb{F}_2[x_1, \ldots, x_m] \) such that \( \deg(x^af) \leq D \). Reduce all the polynomials by \( L_m \) and denote by \( S_0 \subset \mathbb{B}_m \) (resp. \( S_1 \)) the resulting set of distinct polynomials.

4. Select from \( S_0 \) (resp. \( S_1 \)) the maximal set of linearly independent polynomials. Denote it by \( S_0' \) (resp. \( S_1' \)).

5. Compute the number of required keystream bits as
   \[
   t = \left\lceil \frac{\sum_{i=0}^D \binom{n}{i}}{\min\{k_0', k_1'\}} \right\rceil , \quad \text{where} \quad k_i' = \sum_{f \in S_i'} \sum_{i=0}^{D-\deg f} \binom{n-m}{i}, \quad \text{for} \quad i = 0, 1. \quad (6)
   \]
   If \( t \) is greater than the maximum number of consecutive keystream bits fixed for the stream cipher, then the attack is infeasible.

6. Solve, by using the XL-Algorithm with the fixed \( D \), the system
   \[
   \begin{align*}
   f_{0,i}(L^i(x)) &= 0, \\
   f_{1,i}(L^i(x)) &= 0, \\
   \vdots & & \text{for} \quad i = 0, \ldots, t - 1, \\
   f_{k_{s,i}}(L^i(x)) &= 0.
   \end{align*}
   \]
   where, for \( j = 0, 1 \), the polynomials \( f_{0,j}, \ldots, f_{k_{s,j}} \) are all the square-free polynomials in \( S_j' \).
First of all, note that in $B_n$ all the polynomials of $I_0$ (resp. $I_1$) are annihilators of $F + 1$ (resp. $F$), and then $G'_0 \subseteq AN(F + 1)$ (resp. $G'_1 \subseteq AN(F)$). Moreover, by Step 2., all the polynomials in $G'_0 \cup G'_1$ have degree at most $\deg F$. Therefore, the system (7) is obtained from system (3) by multiplying each equation for more than one annihilator, and we have decreased the degree of the equations in the system.

The delicate part is to determine $t$, that is the number of needed keystream bits to solve the system and hence to perform the attack. In fact, the XL-Algorithm successfully finishes if there are enough linearly independent equations after multiply phase. In our situation, it is not simple to estimate the linear dependencies that arise from the linear update function $L$. To be more precise, there could exist $t_1, \ldots, t_\ell \in \mathbb{N}$ and monomials $m_1, \ldots, m_\ell \in B_n$ of degree at most $D - d$ such that

$$\{m_1 f_{j_1, z_{t_1}}(L^{t_1}(x)), \ldots, m_\ell f_{j_\ell, z_{t_\ell}}(L^{t_\ell}(x))\}$$

is not a linearly independent set.

If we suppose that after the multiply phase all the equations are linearly independent, except for a negligible part of them, then we bump into an underestimation of the needed keystream bits, and then of the security of the nonlinear filter generator. Steps from 2. to 5. are aimed at providing a fair $t$. Up to Step 4., we compute a maximal set of square-free polynomials in $F_2[x_1, \ldots, x_m]$ that are linearly independent. In Step 5, we exploit Proposition 3.2 to estimate the number of linearly independent polynomials in $F_2[x_1, \ldots, x_n]$, and then, the value $t$. In detail, at each clock $t$, every polynomial $f \in S'_i$ is multiplied by $\sum_{i=0}^{D-\deg f} (n-m)_i$ monomials. Since the polynomials in $S'_i$ are linearly independent, by Proposition 3.2 the number of linearly independent equations, at each clock $t$, is given by

$$k'_i = \sum_{f \in S'_i} \sum_{i=0}^{D-\deg f} \binom{n-m}{i},$$

where either $i = 0$ or $i = 1$, depending on the value of $z_t$. We can approximate the number of linearly independent equations, which we obtain after the multiply phase of XL, with $t \cdot \min\{k'_0, k'_1\}$. To guarantee that the system can be solved by Gaussian elimination, we impose the condition

$$t \cdot \min\{k'_0, k'_1\} \geq \sum_{i=0}^{D} \binom{n}{i},$$

and we get the estimation for $t$.  
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4 Applications of our attack

In this section, first we describe the stream cipher WG-PRNG, we show how to apply it on WG-PRNG. Moreover, we effectively perform our algebraic attack on two toy stream ciphers.

4.1 Testing our attack on WG-PRNG

4.1.1 Specifications of WG-PRNG

WG-PRNG, which was submitted to the NIST competition on Lightweight Cryptography [1], is a nonlinear filter generator that operates over the finite field \( \mathbb{F}_{2^7} \), defined using the primitive polynomial \( f(y) = y^7 + y^3 + y^2 + y + 1 \in \mathbb{F}_2[y] \). Let \( \omega \) be a root of \( f(y) \). By using the polynomial basis \{1, \omega, \ldots, \omega^6\}, any \( x \in \mathbb{F}_{2^7} \) can be written as \( x = \sum_{i=0}^{6} x_i \omega^i \), for \( x_i \in \mathbb{F}_2 \).

The function \( \text{WGP}: \mathbb{F}_{2^7} \to \mathbb{F}_{2^7} \) defined as

\[
\text{WGP} (x) = (x + 1) + (x + 1)^3 + (x + 1)^9 + (x + 1)^{41} + (x + 1)^{104} + 1
\]

is called the WG permutation over \( \mathbb{F}_{2^7} \). The function \( \text{WGT}: \mathbb{F}_{2^7} \to \mathbb{F}_2 \) defined as

\[
\text{WGT} (x) = \text{Tr} (\text{WGP} (x))
\]

is called the WG transformation over \( \mathbb{F}_{2^7} \), where \( \text{Tr}: \mathbb{F}_{2^7} \to \mathbb{F}_2 \) denotes the trace function defined by \( \text{Tr}(x) = x_0 + x_5 \). A decimated WG permutation and decimated WG transformation over \( \mathbb{F}_{2^7} \) are defined as \( \text{WGP}(x^d) \) and \( \text{WGT}(x^d) \), respectively, with \( \text{gcd}(d, 2^7 - 1) = 1 \). The filter function of WG-PRNG is the decimated WG transformation with \( d = 13 \). We have computed its algebraic normal form and it is given by

\[
\begin{align*}
\text{WGT} &= x_2x_3x_4x_5x_6x_7 + x_1x_2x_3x_4x_5x_6 + x_1x_2x_3x_5x_6 + x_1x_2x_4x_5x_6 \\
&+ x_2x_3x_4x_5x_6 + x_1x_2x_3x_5x_7 + x_1x_3x_4x_5x_7 + x_2x_3x_4x_5x_7 \\
&+ x_1x_2x_3x_6x_7 + x_1x_3x_4x_6x_7 + x_2x_3x_4x_6x_7 + x_1x_4x_5x_6x_7 \\
&+ x_2x_4x_5x_6 + x_3x_4x_5x_6 + x_2x_3x_4x_7 + x_1x_2x_5x_7 + x_2x_3x_5x_7 \\
&+ x_1x_4x_5x_7 + x_2x_4x_5x_7 + x_2x_3x_6x_7 + x_1x_4x_6x_7 + x_2x_5x_6x_7 \\
&+ x_3x_5x_6 + x_1x_3x_5x_7 + x_1x_2x_5 + x_1x_3x_5 + x_2x_3x_5 \\
&+ x_1x_2x_6 + x_1x_4x_6 + x_2x_4x_6 + x_3x_4x_6 + x_4x_5x_6 + x_1x_2x_7 \\
&+ x_1x_4x_7 + x_3x_4x_7 + x_4x_5x_7 + x_1x_6x_7 + x_3x_6x_7 + x_5x_6x_7 + x_3x_4 \\
&+ x_4x_5 + x_1x_6 + x_4x_6 + x_2x_7 + x_4x_7 + x_5x_7 + x_1 + x_4 + x_5 + x_7.
\end{align*}
\]
Henceforth, we will write WGT and WGP, even if we refer to their decimated versions with \( d = 13 \). The inner state of WG-PRNG consists of 37 words \( S_t \), each of 7 bits, for a total of 259 bits. The WG-PRNG has two phases: an initialization phase and a running phase. The output is produced only in the running phase.

**Initialization phase:** Let \((S_{36}, S_{35}, \ldots, S_1, S_0)\) denote the initial state. A random seed is loaded into the internal state and then the state update function is applied 74 times. For \( t = 0, \ldots, 73 \), the state update function is given by

\[
S_{37+t} = WGP (S_{36+t}) + S_{31+t} + S_{30+t} + S_{26+t} + S_{24+t} + S_{19+t} + S_{13+t} + S_{12+t} + S_{8+t} + S_{6+t} + (\omega \cdot S_t).
\]

**Running phase:** In this phase, the inner state is updated according to the following LFSR feedback function:

\[
S_{37+t} = S_{31+t} + S_{30+t} + S_{26+t} + S_{24+t} + S_{19+t} + S_{13+t} + S_{12+t} + S_{8+t} + S_{6+t} + (\omega \cdot S_t).
\]  

At each clock cycle \( t \geq 0 \), a pseudorandom bit is produced by applying WGT on the last word of the register. A pseudorandom bit sequence \((z_t)_{t \in \mathbb{N}}\) is produced by WG-PRNG as

\[
z_t = WGT (S_{110+t}).
\]

### 4.1.2 The previous algebraic attack on WG-PRNG

We observe that the Courtois and Meier’s attack is not feasible.

Let \( \mathbf{x} = (x_1, x_2, \ldots, x_{259}) \) be the inner state of WG-PRNG after the initialization phase. Denote by \( L \) the update function of WG-PRNG that maps a state into the next one (see Equation (9)). Let WGT be the filter function of WG-PRNG and consider the natural extension of WGT in \( \mathbb{F}_{259} \). Suppose we retrieved \( t \) keystream bits. Without loss of generality, we may assume that they are the first \( t \) keystream bits, namely \( z_0, \ldots, z_{t-1} \). Therefore, we have the following equations:

\[
WGT (L^i (\mathbf{x})) = z_i, \quad \text{for } i = 0, \ldots, t - 1.
\]  

Hence, we get the system \((\text{II})\), with \( f_i(\mathbf{x}) = WGT (L^{i-1} (\mathbf{x})) + z_{i-1}, \text{ for } i = 1, \ldots, t \).

According to the algebraic attack of Courtois and Meier, to decrease the degree of the system equations, we can multiply any equation in \((\text{II})\) by an annihilator of WGT and the one of WGT +1, depending on whether the keystream bit is 1 or 0. Since \( \text{AI}(\text{WGT}) = \text{AI}(\text{WGT} +1) = 3 \), let \( f \in \text{AN}(\text{WGT} +1) \) and \( g \in \text{AN}(\text{WGT}) \)
be such that $\deg f = \deg g = 3$. Then, for $i = 0, \ldots, t - 1$, if $z_i = 0$, we get $f(L^i(x)) = 0$, otherwise $g(L^i(x)) = 0$. As reported in [9], the XL-Algorithm works if $t \geq \left(\frac{259}{3}\right) \approx 2^{21.45}$.

To avoid this attack, the designers conveniently restricted the number of consecutive output bits up to $2^{18}$.

### 4.1.3 Applying our attack on WG-PRNG

The main aim of our work is not to perform effectively the attack described in Section 3 on WG-PRNG, but to estimate how many keystream bits one needs to perform successfully the attack on WG-PRNG. We will show that knowing less than $2^{18}$ keystream bits, it is possible to recover the initial state, that is the security of the WG-PRNG is less than the one stated by the designer.

We will describe in detail the steps from 1. to 5. in order to compute $t$.

1. We first consider WGT as a square-free polynomial in $F_2[x_1, \ldots, x_7]$, indeed its algebraic normal form involves only the variables $x_1, \ldots, x_7$ (see Equation (8)). We set the two ideals of $F_2[x_1, \ldots, x_7]$, $I_0$ and $I_1$, as
   \[ I_0 = \langle \text{WGT}\rangle + L_7 \quad \text{and} \quad I_1 = \langle \text{WGT} + 1\rangle + L_7, \]
   where $L_7 \subset F_2[x_1, \ldots, x_7]$ is the ideal generated by the field equations. The reduced Gröbner bases with respect to $\prec_{\text{DLR}}$ of $I_0$ and $I_1$ are
   \[ G_0 = \{ f_0, f_1, f_2, \ldots, f_{30} \} \cup \{ x_i^2 - x_i \mid i = 1, \ldots, 7 \} \]
   and
   \[ G_1 = \{ g_0, g_1, g_2, \ldots, g_{30} \} \cup \{ x_i^2 - x_i \mid i = 1, \ldots, 7 \}, \]
   respectively, where $\deg f_0 = \deg g_0 = 3$ and $\deg f_j = \deg g_j = 4$, for all $j = 1, \ldots, 30$.

2. We set $\mathcal{S}_0 = \{ f_0, f_1, f_2, \ldots, f_{30} \}$ and $\mathcal{S}_1 = \{ g_0, g_1, g_2, \ldots, g_{30} \}$, since all the polynomials $f_i, g_j$ are square-free and of degree 3 or 4, that is smaller than $\deg F = 6$.

3. Let $d = 4$, and we fix $D \in \{4, 5, 6, 7\}$. We multiply each $f$ in $\mathcal{S}_0$ (resp. $\mathcal{S}_1$) by all the square-free monomials $x^\alpha \in F_2[x_1, \ldots, x_7]$ such that $\deg(x^\alpha f) \leq D$. After reducing all the polynomials by $L_7$, we get the sets $S_0, S_1 \subset B_7$. 
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4. We select from $S_0$ (resp. $S_1$) the maximal set of linearly independent polynomials, and we obtain $S'_0$ (resp. $S'_1$). Both $S'_0$ and $S'_1$ consists of 64 polynomials. In particular, let $(S'_i)_r = \{ f \in S'_i \mid \deg(f) = r \}$, for $i = 0, 1$. Then,

$$| (S'_i)_r | = \begin{cases} 0 & \text{if } r < 2, \\ 1 & \text{if } r = 3, \\ 34 & \text{if } r = 4, \\ 21 & \text{if } r = 5, \\ 7 & \text{if } r = 6, \\ 1 & \text{if } r = 7. \end{cases}$$

5. In this case, we have $k'_0 = k'_1$, and, by varying $D$, they are equal to:

$$k'_i = \begin{cases} 287 \approx 2^{8.16} & \text{if } D = 4, \\ 40502 \approx 2^{15.31} & \text{if } D = 5, \\ 3756585 \approx 2^{21.85} & \text{if } D = 6, \\ 258089371 \approx 2^{27.94} & \text{if } D = 7. \end{cases}$$

By means of the Equation (6), we compute the number of required keystream bits, as summarize in Table 1, together with the time complexity. The latter is computed as $\Theta(T^\omega)$, as reported in Subsection 2.1.

| $D$ | Keystream Bits Collected ($t$) | Time Complexity |
|-----|-------------------------------|-----------------|
| 4   | $2^{19.31}$                   | $2^{77.06}$     |
| 5   | $2^{17.84}$                   | $2^{92.98}$     |
| 6   | $2^{16.72}$                   | $2^{108.15}$    |
| 7   | $2^{15.80}$                   | $2^{122.68}$    |

Table 1

As shown in Table 1, the attack is not feasible if $D = 4$, as it needs more than $2^{18}$ keystream bits. However, for both $D = 5$ and $D = 6$, it is possible to carry out the attack knowing $2^{17.84}$ and $2^{16.72}$, respectively, and so the security level is less than 128 bits, contradicting the claim in [3]. Finally, for $D \geq 7$, the time complexity is worse than brute force.
4.2 Testing our attack on two toy stream ciphers

To validate our algebraic attack, we will define a general construction of a scaled version of WG-PRNG, and we will test our attack on two instances.

We consider nonlinear filter generators that operate over the finite field $\mathbb{F}_{2^7}$, defined using the primitive polynomial $f(y) = y^7 + y^3 + y^2 + y + 1 \in \mathbb{F}_2[y]$, as in WG-PRNG. Moreover, at each clock $t \geq 0$, it produces a keystream $z_t = F(L^t(S))$, where $S$ is the initial state of length $n = 7a$ (for WG-PRNG, $a = 37$), $F$ is the nonlinear output function of WG-PRNG, i.e. WGT, and $L$ is a linear update function satisfying the following properties:

- it is a primitive polynomial,
- it has an odd number of terms,
- the constant term is $\omega$, where $\omega$ is a root of $f(y)$,
- the coefficients of the terms of degree nonzero are in $\mathbb{F}_2$.

We have tested our algebraic attack on two nonlinear filter generators, as defined above. We set $a = 3$ and $a = 5$, respectively, and the linear update functions are $L_1 = x^3 + x + \omega$ and $L_2 = x^5 + x^2 + \omega$, respectively.

We have studied only the case $D = 5$.

Note that, since the filter function is the same of WG-PRNG, the first four steps of the attack returns the same results of the first four steps performed on WG-PRNG.

First we consider the toy that has $L_1$ as linear update function. We compute $k'_0$ and $k'_1$. For $i = 0, 1$, we have $k'_i = 637$. According to our estimates, we need to collect $t = 44$ keystream bits to perform an attack. We run computations to determine how much $tk'$ is close to the number of linearly independent equations obtained at the end of the algorithm. The number of linearly independent equations is 26544, while $tk'_1 = 28028$.

Now we consider the toy that has $L_2$ as linear update function. We compute $k'_0$ and $k'_1$. For $i = 0, 1$, $k'_i = 1414$. According to our estimates, we need to collect $t = 272$ keystream bits to perform an attack. We run computations to determine how much $tk'$ is close to the number of linearly independent equations obtained at the end of the algorithm. The number of linearly independent equations is 353199, while $tk'_2 = 384608$.

The relevant result of these two experiments is that in both cases, by knowing only the number of keystream bits we supposed was sufficient, we completely recover the initial state (which was chosen randomly).
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