Effective diffusion coefficient including the Marangoni effect
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Surface-active molecules supplied from a particle fixed at the water surface create a spatial gradient of the molecule concentration, resulting in Marangoni convection. Convective flow transports the molecules far from the particle, enhancing diffusion. We analytically derive the effective diffusion coefficient associated with the Marangoni convection rolls. The resulting estimated effective diffusion coefficient is consistent with our numerical results and the apparent diffusion coefficient measured in experiments.
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I. INTRODUCTION

Self-propelled active materials have attracted increasing attention as a method for understanding biological systems from the viewpoint of physics. The studies in this field include not only real biological systems in vivo and in vitro but also synthesized physico-chemical systems. Physico-chemical systems are advantageous because the parameters can be controlled and specifically designed in order to clarify the desired mechanism in a quantitative manner. The camphor-water system is one of the most well-studied physico-chemical systems for self-propulsion. Camphor is a volatile organic material, which reduces the surface tension of water. When a camphor particle is placed onto the water surface, camphor molecules spread at the water surface, inducing a decrease in the surface tension around the camphor particle. The surface tension gradient at the water surface can drive the motion of the camphor particle itself.

A mathematical model for camphor motion, which is composed of a partial differential equation for the surface concentration of camphor particles, has been proposed by Nagayama et al. The model is simple, mathematically tractable, and reproduces the self-propulsion of camphor particles. The model predicts the transition between a stationary and self-propelled states, and also the speed of the self-propulsion as a function of physico-chemical parameters, such as a diffusion coefficient of chemical molecules. Recently, considerable experimental efforts have been made to determine the parameters in the model, such as the sublimation rate, friction constant, and supply rate of camphor molecules from a camphor particle. Most of the results support the prediction of the theoretical model, but it was found that the estimated diffusion coefficient for the camphor molecules at the surface is approximately $10^{-3}$ m$^2$·s$^{-1}$. Under equilibrium conditions, however, the diffusion coefficient of the molecules should be on the order of $10^{-9}$ m$^2$·s$^{-1}$, which is six orders of magnitude smaller than the observed value. The purpose of this work is to understand this discrepancy. We suggest that the Marangoni effect, which drives flow at the surface under the existence of the surface tension gradient, plays an important role. In other words, the apparent diffusion coefficient observed in experiments corresponds to the effective diffusion coefficient enhanced by the Marangoni effect. In fact, Marangoni convection was experimentally observed in the camphor-water system.
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In the present article, we theoretically investigate the dynamics of the concentration profiles of camphor molecules and the flow profile of the aqueous phase. Here, we assume the situation that a camphor particle is fixed at a certain position. The camphor molecules are dissolved from the camphor particle, and Marangoni flow occurs around the particle. We show that the effect of the flow in the aqueous phase may be described as the effective diffusion coefficient, which depends on the wave number. The enhancement of the diffusion coefficient is understood as the effect of convective flow associated with the scale of the Marangoni convection. Numerical calculations based on the Navier-Stokes equation are compared with the analytical results. As a result, we obtain that the effect of the Marangoni flow cannot be rigorously represented as an effective diffusion coefficient, but approximately can be represented by considering the effective diffusion coefficient depending on the wave number.

Although mass transport by flow has a long history, surfactant transport by the Marangoni flow self-generated by a surface tension gradient has less been studied. We are aware of theoretical calculation by Bratukhin and Maurin, which was not often cited. The interesting issue in this phenomenon is that the flow is generated by inhomogeneity of a surfactant concentration through the surface tension, and in turn, the flow modifies the distribution of surfactants. Recently, several experiments have been performed to clarify the generic aspect of this system. Specifically, it was found that for the large Péclet number and the finite Reynolds number, the velocity field maintains self-similar profiles. We consider in this this study a different situation where the velocity generated by the Marangoni flow is sufficiently slow, i.e., the Reynolds number is small (see Sec. VI).

II. MODEL

We consider a two-dimensional camphor-water system, where the $x$-axis corresponds to the water surface, and the $y$-axis is in the vertical direction (Fig. 1). We set $c(x)$ as the surface concentration of camphor molecules and $v(x, y) = v_x(x, y)e_x + v_y(x, y)e_y$ as the flow profile in the aqueous phase, where $e_x$ and $e_y$ are the unit vectors in the $x$ and $y$ directions, respectively. The $x$-component of the flow velocity at the surface is set as $V(x)$, that is, $V(x) = v_x(x, 0)$. The time evolution equation for $c$ is written as

$$\frac{\partial c}{\partial t} + \frac{\partial}{\partial x} (Vc) = D \frac{\partial^2 c}{\partial x^2} - ac + f_0 \delta(x),$$

where $D$ is the diffusion coefficient of camphor molecules under equilibrium condition, $a$ is the sublimation rate, and $f_0$ is the supply rate of camphor molecules from the particle. The
flow field $v$ obeys the Navier-Stokes equation

$$\rho \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) v = -\nabla p + \eta \nabla^2 v, \quad (2)$$

where $p$ is the pressure, and $\rho$ and $\eta$ are the density and viscosity of the fluid, respectively. In addition, we assume incompressibility:

$$\nabla \cdot v = 0. \quad (3)$$

The surface tension is a decreasing function of the camphor surface concentration. For simplicity, we assume a linear relation between the surface tension $\gamma$ and the surface concentration of camphor $c$ as

$$\gamma = \gamma_0 - \Gamma c, \quad (4)$$

where $\Gamma (>0)$ is a proportionality constant, and $\gamma_0$ is the surface tension of pure water. The surface tension gradient induces flow through the boundary condition as

$$\eta \frac{\partial v_x}{\partial y} \bigg|_{y=0} = \frac{\partial \gamma}{\partial x}. \quad (5)$$

which is derived from the stress balance at the surface.\textsuperscript{28-30} In this theoretical analysis, we apply the Stokes approximation; that is, we neglect the inertia term $\rho(v \cdot \nabla)v$ in the Navier-Stokes equation.\textsuperscript{31} The justification of this approximation will be discussed later.

Here, we consider the steady state; $\partial c/\partial t = 0$, and $\partial v/\partial t = 0$. The flow profile can be written as a functional of the surface tension profile $\gamma(x)$. When $\gamma(x)$ can be expanded in Fourier space,

$$\gamma(x) = \gamma_{c0} + \int_0^\infty (\gamma_c(k) \cos kx + \gamma_s(k) \sin kx) \, dk, \quad (6)$$

the flow velocity at the surface $V(x)$ is described as

$$V(x) = \frac{1}{2\eta} \int_0^\infty (-\gamma_c(k) \sin kx + \gamma_s(k) \cos kx) \, dk. \quad (7)$$

The derivation of Eq. (7) is shown in Appendix A.

Without the effect of the Marangoni flow, the concentration field is obtained as the solution of

$$D \frac{\partial^2 c}{\partial x^2} - ac + f_0\delta(x) = 0. \quad (8)$$

That is,

$$c(x) = \frac{f_0}{2\sqrt{\pi aD}} \exp \left( -\sqrt{\frac{a}{D}|x|} \right). \quad (9)$$

It is noted that this steady-state concentration profile can be described in the form of Fourier transformation:

$$c(x) = \frac{f_0}{\pi a} \int_0^\infty \frac{1}{1 + Dk^2/a} \cos kx \, dk. \quad (10)$$

With the effect of the flow, we cannot solve Eq. (11) analytically because the velocity field at the surface $V(x)$ is dependent on the concentration field, and thus the advection term is nonlinear. Therefore, approximation is necessary. When the camphor particle stops at the origin, both the concentration and flow profile should be symmetric, reflecting the symmetry of the system. If this symmetric decaying profile is expressed as an exponential
function, the effective diffusion coefficient is determined by the characteristic length of the exponential function. We express the concentration profile \( c(x) \) expanded in the Fourier space as

\[
    c(x) = \frac{f_0}{\pi a} \int_0^\infty \frac{1}{1 + D_{\text{eff}}(k)k^2/a} \cos kx dk. 
\]  

Once we know the concentration field including the effect of Marangoni flow, for example, in experiments or in numerical simulations, Eq. (11) gives exact form of \( k \)-dependent diffusion coefficient. As mentioned above, the explicit form of the solution of Eq. (1) is not available, and \( D_{\text{eff}}(k) \) should be approximated. Our strategy is to evaluate the nonlinear advection term in Eq. (11) under the assumption that \( D_{\text{eff}}(k) \) is constant in \( k \). Then, we plug the evaluated advection term into Eq. (11), solve the equation for \( D_{\text{eff}}(k) \), and find a representative wave number, which is consistent condition with the above assumption. The consistent condition is extrema of \( D_{\text{eff}}(k) \) as a function of \( k \). This method enables us to estimate an effective diffusion coefficient as well as the size of convective rolls, which does not appear in the standard perturbative expansion (see Sec. V). The disadvantage of the current method is that it is under uncontrolled approximation. Therefore, in Sec. IV we check the validity of the method by comparing \( D_{\text{eff}}(k) \) in our theoretical calculation and numerical results.
III. EFFECTIVE DIFFUSION COEFFICIENT

In the presence of advection, Eq. (11) cannot be solved analytically. Nevertheless, we may use an ansatz where the concentration profile \( c(x) \) is expanded as in Eq. (11), using the effective diffusion coefficient \( D_{\text{eff}}(k) \) that depends on wave number \( k \). We have used the fact that both the concentration and flow profiles are symmetric when the camphor particle stops at the origin. By substituting Eq. (11) into Eq. (1) with \( \partial c/\partial t = 0 \) and using Eq. (7), we may obtain \( D_{\text{eff}}(k) \) self-consistently, under the assumption that \( D_{\text{eff}}(k) \) does not depend on \( k \) in the calculation of the integration. By defining the following nondimensionalized parameter

\[
\Gamma_0 = \frac{f_0}{\pi \eta D a},
\]

the equation for determining the effective diffusion coefficient becomes (see Appendix B)

\[
\frac{\Gamma_0}{2} G(\sqrt{D_{\text{eff}}(k) k^2 a}) = \frac{D_{\text{eff}}(k)}{D} - 1,
\]

where

\[
G(\xi) = \frac{(1 + \xi^2) (\xi \arctan \xi + \ln(1 + \xi^2))}{\xi^2 (4 + \xi^2)}.
\]

The plot of the nondimensionalized effective diffusion coefficient \( D_{\text{eff}}(k)/D \) as a function of the nondimensionalized wave number \( k/\sqrt{a/D} \) is shown in Fig. 2.

For small wave numbers, \( \lim_{\xi \to 0} G(\xi) = 1/2 \), and the effective diffusion coefficient becomes

\[
D_{\text{eff}}(0) = D \left( 1 + \frac{\Gamma_0}{4} \right).
\]

Another property of the effective diffusion coefficient is a shift of the peak as shown in Fig. 2. In fact, the wave number \( k_{\text{max}} \) at which \( D_{\text{eff}} \) has a maximum value goes to +0 when \( \Gamma_0 \) goes to infinity. This behavior occurs because \( k_{\text{max}}, D_{\text{eff}}(k_{\text{max}})/a = \xi_{\text{max}} = \text{const.} \), where \( \xi_{\text{max}} \) is the positive root of \( dG/d\xi = 0 \). Here, \( \xi_{\text{max}} \) is numerically estimated as \( \approx 1.50856 \).

The effective diffusion coefficient \( D_{\text{eff}}(k) \) at \( k = k_{\text{max}} \) can be calculated as

\[
D_{\text{eff}}(k_{\text{max}}) = D(1 + \alpha \Gamma_0),
\]

where the constant \( \alpha = G(\xi_{\text{max}})/2 \) is evaluated as \( \alpha \approx 0.306554 \).

The ratio between the diffusion coefficient and sublimation rate sets a length scale \( \lambda = \sqrt{D/a} \), whose value will be discussed in Sec. V. For the small wave length limit, i.e., \( k \lambda \to \infty \), \( D_{\text{eff}}/D - 1 \to 0 \) because \( G(\xi) \sim 1/\xi \) as \( \xi \to +\infty \). Expanding \( D_{\text{eff}} \) around this limit as \( D_{\text{eff}} = D(1 + f(k)) \), we obtain

\[
\frac{\Gamma_0}{2} \sqrt{\frac{\alpha}{D k}} \frac{1}{\sqrt{1 + f(k)}} = f(k).
\]

Because \( f(k) \) is infinitesimally small when \( k \) is sufficiently large, we obtain

\[
D_{\text{eff}}(k) \sim D + \frac{\Gamma_0}{2} \sqrt{\frac{\alpha}{D k}}.
\]

This means that the gradient of the concentration field around the camphor particle is not significantly affected by the convective flow.

We now consider the diffusion-like phenomenon at the large spatial scale. For this purpose, \( D_{\text{eff}}(k) \) for large \( k \) is not suitable. Instead, it is natural to take the effective diffusion coefficient as \( D_{\text{eff}} \sim D_{\text{eff}}(k_{\text{max}}) = D(1 + \alpha \Gamma_0) \). This is because the diffusion is dominated by the convective roll structure, whose length scale is associated with \( k_{\text{max}} \) as \( 2\pi/k_{\text{max}} \).
IV. NUMERICAL CALCULATION

To confirm the validity of the present approach, we performed numerical calculations. The reaction-diffusion equation Eq. (1) is calculated using the Euler method with Neumann boundary conditions at $x = \pm L_x$. The hydrodynamics, given in Eqs. (2) and (3) are solved by the stream function-vorticity method supplemented with the boundary conditions in Eq. (5) at $y = 0$ and non-slip boundary conditions for $v$ at $x = \pm L_x$ and $y = -L_y$. In the theoretical analysis, we consider an infinite half plane, but we adopt a sufficiently large plane, $-L_x \leq x \leq L_x$ and $-L_y \leq y \leq 0$, in the numerical calculation. We set $L_x = 500$ and $L_y = 1000$ so that the system size does not affect the results. We set the time step as $\Delta t = 10^{-4}$, and the space grid as $\Delta x = 1$. The numerical calculations were performed until the concentration and flow profiles approximately reach stationary solutions. The representative steady-state concentration and flow profiles are shown in Fig. 3. We calculated results for various nondimensionalized parameters of $\Gamma_0$ by changing the parameter $\Gamma$. The other parameters were set as $D = 1$, $a = 0.1$, $f_0 = 1$, $\rho = 1$, and $\eta = 1000$. The delta function for the supply of the camphor molecules in Eq. (1) is approximated by the supply at two discretized points. The steady-state concentration fields of $c$ for various $\Gamma_0$ are shown in Fig. 4(a) on a linear scale and in Fig. 4(b) on a logarithmic scale.

The normalized effective diffusion coefficient $D_{\text{eff}}/D$ as a function of the normalized wave number $k/\sqrt{a/D}$ is obtained from the results of the numerical calculation using the Fourier cosine transformation. The results are shown in Fig. 5 where the numerical results are shown by solid curves and the analytical results by dashed curves. Both results show qualitatively same tendency and, in particular, the analytical results reproduce a peak at the specific wave number. Nevertheless, we found there were quantitative discrepancies between the numerical and analytical results for large $\Gamma_0$. This is because the assumption
that the $D_{\text{eff}}$ is independent of $k$ is broken for large $\Gamma_0$. As a result, the evaluation of the nonlinear advection term in Eq. (1) and the left-hand side of Eq. (7) become inaccurate.

Other sources of the discrepancies are considered to be a result of the following aspects: (i) discretization in the numerical calculation, (ii) system size of the numerical calculation, and (iii) higher-order wave number dependence on the effective diffusion coefficient. The effect of the discretization was important for the discrepancy at high-$k$ region. Even when $\Gamma_0 = 0$, there remains some discrepancy in Fig. 5 in high-$k$ region. This also implies that the discretization affected the discrepancy. On the while, the numerical calculation showed that the effect of the system size did not affect so significantly. As for the third aspect, our analysis is valid around $dD_{\text{eff}}/dk \ll 1$. As $\Gamma_0$ is increased, such dependence becomes stronger and causes a worse estimate away from the peak value. Although there are some discrepancies between theoretical prediction and numerical results, the important point is that the profile of $D_{\text{eff}}(k)/D$ has a peak close to $k = k_{\text{max}}$, which was reproduced by numerical calculation. Therefore we suppose that our theoretical derivation reflects the essential features of the dynamic of molecule transport at water surface. Details on the check with numerical calculation are shown in Appendix D.

V. COMPARISON WITH THE EXPERIMENTAL RESULTS

Here, we discuss the validity of our estimation based on the experimental results. The rate of sublimation to air and dissolution to the aqueous phase $a$, the supply rate of camphor molecules from the camphor grain $f_0$, and the proportionality constant between the
surface tension and the camphor concentration, $\Gamma$, are estimated to be $a \sim 10^{-2}$ s$^{-1}$, $f_0 \sim 10^{-11}$ mol $\cdot$ s$^{-1}$, and $\Gamma \sim 10^{-3}$ Pa $\cdot$ s, respectively. The values of $a$ and $f_0$ were estimated by the measurement of the relaxation process of the surface pressure when a camphor boat is put onto or removed from the water surface, together with the measurement of the weight change of the camphor disk after it moves around at the water surface. In the experiments, a camphor boat was used in the place of a camphor disk but it is expected that the orders of magnitude of these values are the same. $\Gamma$ is theoretically derived as $\Gamma = RT$, where $R$ is the gas constant ($R \simeq 8.31$ J $\cdot$ mol$^{-1} \cdot$ K$^{-1}$) and $T$ is absolute temperature ($T \simeq 300$ K), considering Gibbs adsorption isotherm and Henry isotherm. The viscosity of water $\eta$, and the diffusion coefficient of the camphor molecule $D$, are known as $\eta \sim 10^{-3}$ Pa $\cdot$ s and $D \sim 10^{-9}$ m$^2$ $\cdot$ s$^{-1}$, respectively, at room temperature. The unit length is then estimated as $\lambda \sim 10^{-3}$ m. From these values, the nondimensionalized number $\Gamma_0$ is estimated as

$$\Gamma_0 \simeq \frac{2.5 \times 10^3 [J \cdot \text{mol}^{-1}] \cdot 10^{-11} [\text{mol} \cdot \text{s}^{-1}]}{3.14 \cdot 10^{-3} [\text{Pa} \cdot \text{s}] \cdot 10^{-9} [\text{m}^2 \cdot \text{s}^{-1}] \cdot 10^{-2} [\text{s}]} \sim 10^6. \quad (19)$$

With this value, the effective diffusion coefficient $D_{\text{eff}}$ is calculated as

$$D_{\text{eff}} \sim D(1 + \alpha \Gamma_0) \sim 10^{-3} [\text{m}^2 \cdot \text{s}^{-1}]. \quad (20)$$

In the previous paper, the apparent diffusion coefficient was estimated as $4 \times 10^{-3}$ m$^2$ $\cdot$ s$^{-1}$, which is consistent with our theoretical estimation.
It should be noted that we consider the two-dimensional system in the theoretical analysis and numerical calculation, while the experimental system is a three-dimensional one. The profile of the Marangoni flow structure might be different, but it might be worthwhile to compare the order of the effective diffusion coefficient. Extension of our framework to the three-dimensional system remains as future work.

VI. NONDIMENSIONAL NUMBERS

In this section, we consider the relationship between $\Gamma_0$ and other nondimensional numbers. The Reynolds number $Re = \rho RU/\eta$ is

$$Re \sim \frac{\pi \rho \Gamma_0}{\eta a}, \quad (21)$$

from the characteristic length $R$,

$$R \sim x_0 = \sqrt{D/a}. \quad (22)$$

The characteristic velocity $U$ is

$$U \sim \frac{\Gamma_0}{\eta a x_0} \sim \frac{\Gamma_0}{\pi \eta \sqrt{Da}}. \quad (23)$$

The characteristic velocity is obtained from the mechanical balance at the surface as in Eq. (5):

$$\eta U R \sim \gamma R \sim \Gamma_c R. \quad (24)$$

The Reynolds number can also be described using the nondimensional constant $\Gamma_0$ defined in Eq. (12) as

$$Re \sim \rho \Gamma_0 \eta^2 a = \frac{\pi \Gamma_0}{\eta^2} \frac{\Gamma_0}{Sc}, \quad (25)$$

where $Sc$ is Schmidt number, i.e., $Sc = \eta/(D\rho)$. The nondimensional number $\Gamma_0$ is nothing but the Peclet number, because $Pe = ReSc$,

$$\Gamma_0 = \frac{Pe}{\pi}. \quad (26)$$

The Schmidt number of water is calculated to be

$$Sc \approx \frac{10^{-3} [\text{Pa} \cdot \text{s}]}{10^{-9} [\text{m}^2/\text{s}] \cdot 10^3 [\text{kg/m}^3]} \approx 10^3, \quad (27)$$

where we use $D \sim 10^{-9} \text{m}^2/\text{s}$, $\rho \sim 10^3 \text{kg/m}^3$, and $\eta = 10^{-3} \text{Pa} \cdot \text{s}$. The Schmidt number in the numerical calculation was also set to be 1000 by setting $\rho = D = 1$ and $\eta = 1000$. A large Schmidt number means the nonlinear term, $\rho (v \cdot \nabla) v$, in the Navier-Stokes equation in Eq. (2), is insignificant compared with the nonlinear term, $v \cdot \nabla c$, in the evolution equation for the concentration in Eq. (1). In numerical calculation, we have checked the nonlinear term in the Navier-Stokes equation does not matter much as shown in Appendix D. In the recent experimental observation, the camphor disk is placed away from the water surface in order to realize a smaller supply of surfactants. In this case, the Reynolds number is as small as $Re \approx 1$. Our theoretical calculation is suited to this system.

Note that our model is different from the previous works by the evaporation effect. This is manifested by the linear damping term of $c$ in Eq. (1). Because of this term, the self-similar profile is prohibited. This evaporation effect might weaken the effect of inertia term in the Navier-Stokes equation.
VII. COMPARISON WITH PERTURBATIVE EXPANSION

To discuss the meaning of our derivation of $D_{\text{eff}}$, we compare it with the perturbation method. The diffusion coefficient under the perturbation method $D'$ is

$$\frac{D'}{D} = 1 + \frac{\Gamma_0}{2} g(x_0k) + \mathcal{O}(\epsilon^2).$$  (28)
The detailed derivation is shown in Appendix C. This result looks similar to Eq. (16) in that both have additional terms proportional to \( \Gamma_0 \) whose coefficient is proportional to the wave number \( k \). However, in Eq. (16), the wave number \( k_{\text{max}} \) for the maximum \( D_{\text{eff}} \) depends on \( \Gamma_0 \) while \( D'_{\text{eff}}(k) \) in Eq. (28) has a maximum value at a constant \( k = \xi_{\text{max}}/x_0 \) even when \( \Gamma_0 \) changes.

Comparing Eqs. (13) and (28), our method allows \( x_0 \) in Eq. (28) to be dependent on the wave number \( k \). The physical meaning of this is the rescaling of the wave number. To obtain an effective diffusion coefficient for enhanced diffusion due to Marangoni convection, it is natural to take the value with \( \partial D_{\text{eff}}/\partial k = 0 \), which is equivalent to the peak value of \( D_{\text{eff}} \). Therefore, we used the effective diffusion coefficient given in Eq. (16).

To confirm the validity of the present method, we plotted the numerical results with rescaled axes. The wave number \( k \) should be rescaled as \( k \sqrt{D_{\text{eff}}/a} \). Considering that \( D_{\text{eff}} \) is approximately described by \( D_{\text{eff}} = D(1 + \alpha \Gamma_0) \), we rescale \( k \) as \( k \sqrt{1 + \alpha \Gamma_0} \). In Fig. 6a, \( (D_{\text{eff}}/D - 1)/\Gamma_0 \) obtained from the numerical calculation is plotted against \( k \sqrt{D/a} \) in Fig. 6a and against \( k \sqrt{(1 + \alpha \Gamma_0)/D/a} \) in Fig. 6b. The plots in Fig. 6a do not collapse because the peak positions strongly depend on \( \Gamma_0 \). On the other hand, the peak position in Fig. 6b with the rescaled wave number tends to collapse to a universal curve. This suggests the validity of our analysis of the characteristic wave number. In Fig. 6c, \( (D_{\text{eff}}/D - 1)/\Gamma_0 \) obtained from the analytical calculation is plotted against \( k \sqrt{(1 + \alpha \Gamma_0)/D/a} \). The curves approximately collapse to a universal curve. These results show that our method is applicable for diffusion phenomena at the scale of the size of the convective roll. Comparing the theoretical and numerical results shown in Figs. 6b and (c), there are some discrepancies between the curves with different \( \Gamma_0 \). We consider these are due to the discretization effect. For accurate numerical calculation for wide range of \( k \), we have to use small spatial step. Since the concentration profile is localized, the discretization step is insufficient and we cannot obtain the accurate value. In fact, we changed the grid size in numerical calculation and confirmed that the numerical results approach the theoretical results in Appendix D.

VIII. SUMMARY

When a surface-active chemical compound is supplied from a particle placed at the water surface, Marangoni convection is induced, which accelerates the transport of the surface active chemical compounds. This process can be described using the effective diffusion coefficient, which is derived analytically in this paper. We derived the effective diffusion coefficient under the approximation of weak Marangoni convection, the estimated value is compatible with previously reported experimental results. The mathematical approach for strong Marangoni convection remains as future study.

In the present calculation, we consider only a stationary camphor particle fixed at a certain position. Therefore, the effective diffusion coefficient obtained in this paper may be different from that for a spontaneously moving camphor particle. Nevertheless, we expect that the effective diffusion coefficient is valid when the system is near the bifurcation point from the rest state to motion, i.e., the particle is moving at a low velocity. In this case, the velocity of self-propulsion is perturbatively expanded and is expressed by the deviation of the concentration field under motion from the concentration field at the stationary state. Then, we may simply replace the bare diffusion coefficient by the effective one to compute the isotropic concentration field at the stationary state. The situation in which the particle is moving at a finite constant velocity is left for future work.
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Appendix A: Derivation of Eq. (7)

We show the derivation of the steady state solution of Eqs. (2) and (3) with the boundary condition in Eq. (5) and \( v = 0 \) at \( y = -H \). The surface tension \( \gamma \) is related to the concentration \( c \) by Eq. (4). By defining the stream function \( \psi \) as
\[
\begin{align*}
  v_x &= \frac{\partial \psi}{\partial y}, \\
  v_y &= -\frac{\partial \psi}{\partial x},
\end{align*}
\]
the incompressibility given in Eq. (3) is always satisfied. The Stokes equation, which is Eq. (2) without the inertia term, is rewritten as the following equation of \( \psi \),
\[
\nabla^2 (\nabla^2 \psi) = 0.
\]

We assume that the surface tension profile can be expanded in Fourier space as
\[
\gamma(x) = \gamma_0 + \int_0^\infty (\gamma_c(k) \cos kx + \gamma_s(k) \sin kx) \, dk.
\]

Because the equation is linear, the general solution satisfying periodicity in the \( x \)-direction is obtained as
\[
\psi = [A_c(k)e^{ky} + B_c(k)e^{-ky} + C_c(k)ye^{ky} + D_c(k)ye^{-ky}] \cos kx + [A_s(k)e^{ky} + B_s(k)e^{-ky} + C_s(k)ye^{ky} + D_s(k)ye^{-ky}] \sin kx,
\]
where \( A_c(k), B_c(k), C_c(k), D_c(k), A_s(k), B_s(k), C_s(k), \) and \( D_s(k) \) are integration constants. Using the boundary conditions, we obtain
\[
\begin{align*}
  \psi &= \frac{2kH^2 \sinh ky + 2kH \sinh ky + y \cosh ky - y \cosh(2kH + ky)}{2\eta(2kH - \sinh 2kH)} (-\gamma_c(k) \sin kx + \gamma_s(k) \cos kx), \\
  p &= p_0 + \frac{2k^2 H \sinh ky - k \cosh(2kH + ky) + k \cosh ky}{2kH - \sinh 2kH} (\gamma_c(k) \cos kx + \gamma_s(k) \sin kx),
\end{align*}
\]
where \( p_0 \) is a constant.

In this work, we consider the aqueous phase with an infinite depth, and take the limit of \( H \to \infty \). Then, the stream function \( \psi \) and the pressure \( p \) converge to
\[
\begin{align*}
  \psi &= \frac{1}{2\eta} ye^{ky} (-\gamma_c(k) \sin kx + \gamma_s(k) \cos kx), \\
  p &= p_0 + ke^{ky} (\gamma_c(k) \cos kx + \gamma_s(k) \sin kx).
\end{align*}
\]

By adding all modes, we obtain the stream function \( \psi \), the pressure \( p \), and the velocity field \( (v_x, v_y) \) as follows:
\[
\psi = \frac{1}{2\eta} \int_0^\infty ye^{ky} (-\gamma_c(k) \sin kx + \gamma_s(k) \cos kx) \, dk,
\]
\[ p = p_0 + \int_0^\infty ke^{ky} (\gamma_c(k) \cos kx + \gamma_s(k) \sin kx) \, dk, \quad (A11) \]

\[ v_x = \frac{1}{2\eta} \int_0^\infty (1 + ky)e^{ky} (\gamma_c(k) \sin kx + \gamma_s(k) \cos kx) \, dk, \quad (A12) \]

\[ v_y = \frac{1}{2\eta} \int_0^\infty ky e^{ky} (\gamma_c(k) \cos kx + \gamma_s(k) \sin kx) \, dk. \quad (A13) \]

Finally, we determine the following flow velocity in the \(x\)-direction at the water surface:

\[ V(x) = v_x(x, 0) = \frac{1}{2\eta} \int_0^\infty (\gamma_c(k) \sin kx + \gamma_s(k) \cos kx) \, dk. \quad (A14) \]

### Appendix B: Derivation of Eq. (13)

The nonlinear term \(\partial (V_c)/\partial x\) is calculated by considering the coupling between two modes in Fourier space under the assumption that \(D_{\text{eff}}(k) = D_{\text{eff}}, \) i.e., independent of \(k\).

\[
\frac{\partial}{\partial x} (V_c) = \frac{\Gamma f_0^2}{2\pi^2 \eta a^2} \frac{\partial}{\partial x} \left[ \left( \int_0^\infty \frac{\sin kx}{1 + D_{\text{eff}}k^2/a} \, dk \right) \left( \int_0^\infty \frac{\cos kx}{1 + D_{\text{eff}}k^2/a} \, dk \right) \right]
= \frac{\Gamma f_0^2}{2\pi^2 \eta a^2} \int_0^\infty F \left( \sqrt{D_{\text{eff}}k^2/a} \right) k^2 \cos kx \, dk, \quad (B1)
\]

where

\[
F(\xi) = \frac{\xi \arctan \xi + \ln(1 + \xi^2)}{\xi^2 (4 + \xi^2)}. \quad (B2)
\]

Here, we use the following equality:

\[
\left( \int_0^\infty \frac{\sin kx}{1 + x_0^2k^2} \, dk \right) \left( \int_0^\infty \frac{\cos kx}{1 + x_0^2k^2} \, dk \right)
= \frac{1}{2} \int_0^\infty \left[ \int_0^k \frac{dk'}{(1 + x_0^2k'^2)(1 + x_0^2(k - k')^2)} \right] \sin kx \, dk
= \int_0^\infty \frac{x_0k \arctan x_0k + \ln(1 + x_0^2k^2)}{x_0^2k(4 + x_0^2k^2)} \sin kx \, dk. \quad (B3)
\]

Therefore, by comparing the coefficient of \(\cos kx\) in Eq. (11), we obtain

\[
\frac{\Gamma_0}{2} F \left( \sqrt{D_{\text{eff}}(k)/a} \right) Dk^2/a = \frac{Dk^2/a + 1}{D_{\text{eff}}(k)/a + 1} + 1. \quad (B4)
\]

By multiplying both sides of Eq. (B4) with \((1 + D_{\text{eff}}(k)/a)/(Dk^2/a)\), and defining \(G(\xi)\) as

\[
G(\xi) = (1 + \xi^2)F(\xi), \quad (B5)
\]

we lead Eqs. (13) and (14).
Appendix C: Diffusion coefficient obtained with the perturbation method

We calculate the diffusion coefficient using the perturbation method. To do this, Γ in Eq. (4) is treated as an infinitesimally small parameter \( \epsilon \). The concentration field \( c(x) \) is expanded with regard to \( \epsilon \) as

\[
\begin{align*}
\text{C1} & \quad c(x) = c_0(x) + \epsilon c_1(x) + \mathcal{O}(\epsilon^2).
\end{align*}
\]

In Fourier space, \( \tilde{c}(k) \), the Fourier transform of \( c(x) \), is also expanded with regard to \( \epsilon \) as

\[
\begin{align*}
\text{C2} & \quad c(x) = \int_0^\infty (\tilde{c}_0(k) + \epsilon \tilde{c}_1(k)) \cos kxdk + \mathcal{O}(\epsilon^2).
\end{align*}
\]

Eq. (7) is also written as

\[
\begin{align*}
\text{C3} & \quad V(x) = \frac{\epsilon}{2\eta} \int_0^\infty \tilde{c}_0(k) \sin kxdk + \mathcal{O}(\epsilon^2).
\end{align*}
\]

At the order of \( \epsilon^0 \),

\[
\begin{align*}
\text{C4} & \quad -Dk^2\tilde{c}_0(k) - a\tilde{c}_0(k) + f_0 \pi,
\end{align*}
\]

and the solution is obtained as

\[
\begin{align*}
\text{C5} & \quad \tilde{c}_0(k) = f_0 \pi \left( a + Dk^2 \right) = f_0 \pi a \frac{1}{1 + k^2D/a}.
\end{align*}
\]

At the order of \( \epsilon^1 \),

\[
\begin{align*}
\text{C6} & \quad \frac{\partial}{\partial x} \left[ \frac{\epsilon}{2\eta} \left( \int_0^\infty \tilde{c}_0(k) \sin kxdk \right) \left( \int_0^\infty \tilde{c}_0(k) \cos kxdk \right) \right] = -Dk^2\epsilon\tilde{c}_1(k) - a\epsilon\tilde{c}_1(k),
\end{align*}
\]

This calculation is performed in the same manner as that in Eq. (B1), and we obtain

\[
\begin{align*}
\text{C7} & \quad \tilde{c}_1(k) = -\frac{f_0^2}{2\pi^2\eta Da^2} \frac{x_0k \arctan x_0k + \ln(1 + x_0^2k^2)}{(1 + x_0^2k^2)(4 + x_0^2k^2)}.
\end{align*}
\]

The perturbed diffusion coefficient \( D' \) is also expanded with regard to \( \epsilon \) as

\[
\begin{align*}
\text{C8} & \quad D' = D_0' + \epsilon D_1' + \mathcal{O}(\epsilon^2) = D + \epsilon D_1' + \mathcal{O}(\epsilon^2).
\end{align*}
\]

Using the relation between \( \tilde{c}_n(k) \) and \( D_n' \),

\[
\begin{align*}
\text{C9} & \quad \tilde{c}_0(k) + \epsilon\tilde{c}_1(k) + \mathcal{O}(\epsilon^2) = \frac{f_0}{\pi} \frac{1}{(D_0' + \epsilon D_1')k^2 + a} + \mathcal{O}(\epsilon^2),
\end{align*}
\]

we obtain

\[
\begin{align*}
\text{C10} & \quad \tilde{c}_1(k) = -\frac{f_0}{\pi a} \frac{x_0^2k^2}{(1 + x_0^2k^2)^2} \frac{D_1'}{D} + \mathcal{O}(\epsilon^2).
\end{align*}
\]

From Eqs. (C7) and (C10), we derive

\[
\begin{align*}
\frac{D_1'}{D} & = \frac{f_0}{2\pi\eta Da} \frac{1 + x_0^2k^2}{x_0^2k^2(4 + x_0^2k^2)} \times \left\{ x_0k \arctan x_0k + \ln(1 + x_0^2k^2) \right\} \\
& = \frac{f_0}{2\pi\eta Da} G(x_0k).
\end{align*}
\]

Thus Eq. (28) is obtained.
Appendix D: Confirmation of the validity of our numerical calculation

1. Effect of nonlinear term in Navier-Stokes equation

In order to check the importance of the nonlinear term in Navier-Stokes equation, we performed numerical calculation using the Navier-Stokes equation (2) by omitting the nonlinear term $$(v \cdot \nabla)v$$. The results corresponding to Fig. 5 are shown in Fig. 7. The profile of concentration field and $D_{\text{eff}}(k)$ did not show significant difference from those in Fig. 5. Therefore we expect the effect of the nonlinear term in the Navier-Stokes equation plays a minor role on the effective diffusion.

2. Effect of the grid number of supplied region

In order to check the effect of the number of discretized points for the camphor molecule supply, we have calculated the stationary concentration field and the effective diffusion coefficient when the supply of the camphor molecules was at one discretized point. The total amount of the supply was the same, and the system size was set to be 1001. The results are shown in Fig. 8. The concentration field was almost the same except near the supplied region. As for $D_{\text{eff}}(k)$, the features did not change at lower $k$ near the peak, but it changed for higher $k$. This indicates the number of discretized number of the supply do not affect the effective diffusion coefficient, though the profile of $D_{\text{eff}}$ was changed at high-$k$ region through the concentration profile near the supplied region.
FIG. 8. Difference between two cases, i.e., the supply at two discretized points (red, the same as the numerical results shown in Figs. 4(a) and 5(a)) and at one discretized point (blue). (a) Stationary concentration profile of $c$ corresponding to Fig. 4(a). (b) Plot of $D_{\text{eff}}(k)/D$ as a function of $k/\sqrt{a/D}$ corresponding to Fig. 5(a). $\Gamma_0$ was set to be 100. For the case with the supply at one discretized point, the system size was set to be 1001. The other parameters are the same as those used in Figs. 4 and 5.

3. Effect of the grid size

In order to check the source of discrepancy, we performed numerical calculation by changing the spatial mesh $\Delta x$ and also by changing the spatial mesh size $L_x$ and $L_y$. The results are shown in Fig. 9. In both cases, the profiles of $D_{\text{eff}}$ were almost the same, and the profile approached the theoretical prediction as $\Delta x$ became smaller. For greater $\Delta x$, the fine structure around the source was lost and $D_{\text{eff}}(k)$ with higher $k$ became greater. Therefore the discrepancy at higher $k$ seems to originate from the discretization of the mesh. In spite of the discrepancy at higher $k$, the peak position near $k = k_{\text{max}}$ did not change so significantly. This suggests the validity of the numerical calculation. We have also checked the effect of the grid size for Fig. 6(b). The results are shown in Fig. 10. For smaller grid size, the curve is closer to the theoretical curve. Therefore, we guess the discrepancies seen in Fig. 6(b) and (c) are due to the effect of the discretization.
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