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Abstract

Magnetic reconnection in the relativistic regime has been proposed as an important process for the efficient production of nonthermal particles and high-energy emission. Using fully kinetic particle-in-cell simulations, we investigate how the guide-field strength and domain size affect the characteristic spectral features and acceleration processes. We study two stages of acceleration: energization up until the injection energy \( \gamma_{\text{inj}} \) and further acceleration that generates a power-law spectrum. Stronger guide fields increase the power-law index and \( \gamma_{\text{inj}} \), which suppresses acceleration efficiency. These quantities seemingly converge with increasing domain size, suggesting that our findings can be extended to large-scale systems. We find that three distinct mechanisms contribute to acceleration during injection: particle streaming along the parallel electric field, Fermi reflection, and the pickup process. The Fermi and pickup processes, related to the electric field perpendicular to the magnetic field, govern the injection for weak guide fields and larger domains. Meanwhile, parallel electric fields are important for injection in the strong guide-field regime. In the post-injection stage, we find that perpendicular electric fields dominate particle acceleration in the weak guide-field regime, whereas parallel electric fields control acceleration for strong guide fields. These findings will help explain the nonthermal acceleration and emission in high-energy astrophysics, including black hole jets and pulsar wind nebulae.

Unified Astronomy Thesaurus concepts: Non-thermal radiation sources (1119); Magnetic fields (994)

1. Introduction

A fundamental task in high-energy astrophysics is understanding how some particles obtain a large amount of energy and radiate it away. Energetic particles that gain energy far beyond the average particle energy can generate high-energy emission via different radiation processes. In the study of astrophysical jets from active galactic nuclei (AGN), for example, the origin of energetic particles and the source of high-energy emission is a topic of intensive debate (Romanova & Lovelace 1992; Giannios et al. 2009, 2010; Sironi et al. 2015; Blandford et al. 2019; Zhang et al. 2020). In pulsar wind nebulae (PWNe), several distinct regions can contribute to the overall particle acceleration (Rees & Gunn 1974; Komissarov & Lyutikov 2011; Sironi & Spitkovsky 2011; Uzdensky et al. 2011; Cerutti et al. 2013; Sironi & Cerutti 2017; Lyutikov et al. 2018; Cerutti & Giacinti 2020; Lu et al. 2021). The origin of high-energy emission often involves particles that are distributed in the form of nonthermal power-law energy spectra. Consequently, a detailed description of nonthermal particle acceleration is essential for understanding high-energy emissions.

One of the main proposed mechanisms for nonthermal particle acceleration in space and astrophysical plasmas is magnetic reconnection, a process that rearranges magnetic topology (see Figure 1(a) for an illustration) and rapidly liberates magnetic energy into heat, bulk flows, and the acceleration of nonthermal particles (Biskamp 2000; Zweibel & Yamada 2009; Yamada et al. 2010; Ji et al. 2022; Yamada 2022).

Fully kinetic particle-in-cell (PIC) simulations of collisionless magnetic reconnection enable studies of nonthermal particle acceleration directly from first principles. In the relativistic regime relevant to AGN jets and PWNe, the upstream ambient “hot” magnetization parameter \( \sigma_0 \equiv B_0^2/4\pi h \) (i.e., the enthalpy density of the reconnecting magnetic field divided by the relativistic enthalpy density \( h \) of the upstream plasma) is often very large (\( \sigma_0 \gg 1 \)), leading to strong nonthermal particle acceleration (see Hoshino & Lyubarsky 2012; Kagan et al. 2015; Guo et al. 2020, for focused reviews). Numerous PIC simulation studies of collisionless relativistic reconnection have found normalized reconnection rates of \( \eta_{\text{rec}} \equiv v_{\text{inj}}/v_{\text{out}} \approx 0.1 \) (Liu et al. 2015, 2017; Werner et al. 2018; Liu et al. 2020) and efficient particle acceleration to high energies (Zenitani & Hoshino 2001; Jaroschek et al. 2004; Zenitani & Hoshino 2007, 2008; Cerutti et al. 2013, 2014a; Guo et al. 2014; Melzani et al. 2014; Sironi & Spitkovsky 2014; Guo et al. 2015; Nalewajko et al. 2015; Sironi et al. 2016; Werner et al. 2016; Werner & Uzdensky 2017; Werner et al. 2018; Schoeffler et al. 2019; Mehlhaff et al. 2020; Hakobyan et al. 2021). In particular, several studies conducted over the last two decades have shown that magnetic reconnection in the magnetically dominated (\( \sigma_0 \gg 1 \)) regime robustly produces power-law energy distributions of energetic particles \( f \propto \gamma^{-p} \) (e.g., Zenitani & Hoshino 2001; Jaroschek et al. 2004; Zenitani & Hoshino 2007, 2008; Guo et al. 2014; Sironi & Spitkovsky 2014; Guo et al. 2015; Werner et al. 2016; Guo et al. 2019) with \( p \) decreasing with \( \sigma_0 \) and approaching \( p \sim 1 \) in the ultrarelativistic limit \( \sigma_0 \rightarrow \infty \).

Several nonthermal particle acceleration mechanisms have been studied theoretically in the context of magnetic reconnection, such as the “direct” acceleration by the parallel electric...
field with a finite guide magnetic field (i.e., a finite nonreversing, out-of-plane component of the magnetic field) near X points (Larrabee et al. 2003; Zenitani & Hoshino 2005, 2008; Cerutti et al. 2013, 2014a; Ball et al. 2019), Speiser orbits in the case of a zero guide field (Speiser 1965; Hoshino et al. 2001; Zenitani & Hoshino 2001; Uzdensky 2011; Cerutti et al. 2012, 2013, 2014a; Nalewajko et al. 2015; Uzdensky 2022), Fermi acceleration (Fermi 1949; Drake et al. 2006; Giannios et al. 2010; Dahlin et al. 2014; Guo et al. 2014, 2015; Zhang et al. 2021c), and parallel electric field acceleration in the exhaust region (Egedal et al. 2013; Zhang et al. 2019). Guo et al. (2014, 2015, 2019) and Kilian et al. (2020) suggest that the acceleration mechanism primarily responsible for the formation of the power-law distributions is a Fermi mechanism, but this is still under debate. Furthermore, the exact conditions responsible for the shape of the power-law distribution require further investigation. Recently, the guide-field dependence of the power-law spectra was investigated in both two and three dimensions (2D and 3D) for both a high magnetization \( \sigma_h \gg 1 \) (Werner & Uzdensky 2017) and a moderate magnetization \( \sigma_h = 1 \) (Werner & Uzdensky 2021), and it was found that the nonthermal particle spectra steepen (i.e., the spectral index \( p \) increases) as the guide field strengthens. Previous studies of particle acceleration have included 3D simulations, but due to effects inherent to the 3D space (Dahlin et al. 2017; Zhang et al. 2021c) and the immense computational resources required to run 3D PIC simulations, less is understood about the mechanisms responsible for particle acceleration (Jaroschek et al. 2004; Zenitani & Hoshino 2007, 2008; Guo et al. 2014; Sironi & Spitkovsky 2014; Guo et al. 2015; Werner & Uzdensky 2017; Comisso & Sironi 2019; Zhang et al. 2021b; Guo et al. 2021; Werner & Uzdensky 2021).

In studying particle acceleration due to relativistic reconnection, it is important to understand two acceleration stages. The first is the injection stage \( (\gamma \lesssim \gamma_{\text{inj}}) \), i.e., particle energization from the upstream thermal energy to the lower energy boundary of the power-law distribution. The second is the main particle energization stage: high-energy acceleration \( (\gamma \gtrsim \gamma_{\text{inj}}) \), in which nonthermal power-law distributions and high-energy cutoffs are formed. As we discussed above, several different mechanisms have been proposed, and there is currently no consensus about which mechanism controls these processes. Additionally, it is unclear how each stage of acceleration depends on various parameters, although this has been discussed in nonrelativistic and transrelativistic reconnection studies (Dahlin et al. 2014, 2017; Li et al. 2018a, 2018b, 2019a; Ball et al. 2019; Kilian et al. 2020; Zhang et al. 2021c).

**Figure 1.** Sketches of global and mesoscale reconnection configurations and several particle injection mechanisms. (a) Surrounding astrophysical context of the simulation domain (highlighted in orange). (b) Injection by direct acceleration from the reconnection electric field near an X point. (c) Injection by a Fermi “kick.” (d) Injection by the pickup process, in which \( p_\perp \) suddenly increases upon crossing the separatrix and subsequent entry into the downstream region. Note that the magnetic field configurations are the same for all three injection mechanisms, but the exact acceleration regions differ, even though all particles enter from the upstream and become injected in the downstream. In panels (b)–(d), \( B_0 \) is the reconnecting magnetic field, \( E_{\text{rec}} \) is the reconnection electric field, and \( v_{\text{out}} \approx v_{\text{Ain}} \) is the reconnection outflow speed, approximately equal to the in-plane Alfvén speed.
Let us note several quantities potentially deductible from both observation and simulations of relativistic reconnection. First, the power-law index $\rho$—the parameter that has received the most attention in the literature so far—can be inferred from observational data (i.e., radiation spectra; e.g., Atoyan 1999; Abdo et al. 2011; Tavani et al. 2011; Clausen-Brown & Lyutikov 2012; Kumar & Zhang 2015; Mochol & Petri 2015) and obtained from numerical simulations (e.g., Guo et al. 2014; Sironi & Spitkovsky 2014; Werner et al. 2016). It is often $\rho < 4$ and can be very hard (e.g., $\rho \sim 1$). Second, the high-energy cutoff $\gamma_c$ of the nonthermal particle distribution has important implications for their high-energy radiation, especially in the X-ray and gamma-ray bands (e.g., Werner et al. 2016; Zhang et al. 2021a, 2022). Additionally, the growth rate $r$ of the high-energy cutoff $\gamma_c(t) \propto t^r$ helps us narrow down what mechanisms are responsible for accelerating the most energetic particles (e.g., Petropoulou & Sironi 2018; Zhang et al. 2021b; Hakobyan et al. 2021). It may be observationally inferred from rapid variability at high energies. Third, calculating the acceleration efficiency $\eta$ is of great interest as many observations find that the energies of a significant fraction of particles greatly exceed the energy of the spectral peak, suggesting that very efficient particle acceleration is present. For this endeavor, it is essential to determine the injection energy $\gamma_{\text{inj}}$.

A crucial task is determining how the above potentially observable quantities (power-law index, high-energy cutoff, acceleration efficiency, etc.) depend on system parameters such as guide-field strength and upstream magnetization. Additionally, the scaling of these variables with the domain size (spatial and temporal) is essential for understanding astrophysical systems, as it determines if we can extrapolate the simulation results to large astrophysical scales. Developing a strong connection between these parameters can reveal what plasma conditions lead to particular features of nonthermal particle spectra. Elucidating these connections can help us assess the role of particle acceleration driven by relativistic reconnection in, e.g., violently flaring accreting black hole jets and coronae and neutron star magnetospheres (Cerutti et al. 2013, 2014a, 2015; Sironi et al. 2015; Cerutti et al. 2016; Beloborodov 2017; Werner et al. 2018; Ball et al. 2019; Schoeffler et al. 2019; Werner et al. 2019; Cerutti & Giacinti 2020; Cerutti et al. 2020; Kilian et al. 2020; Sironi & Beloborodov 2020; Natilla & Beloborodov 2021). This could help answer persistent mysteries in astrophysics, such as the origin of very energetic gamma rays (Zhang et al. 2022).

In this paper, we use fully kinetic 2D PIC simulations of relativistic magnetic reconnection in collisionless pair plasmas to investigate how the guide-field strength and domain size affect particle injection, high-energy particle spectra, and acceleration efficiencies. For the injection stage, seeing as previous studies have highlighted the importance of both the parallel electric field (Ball et al. 2019; Sironi & Beloborodov 2020; Sironi 2022) and the perpendicular electric field (Guo et al. 2019; Kilian et al. 2020), our approach considers several mechanisms simultaneously in order to reduce bias. In particular, we attempt to distinguish and assess the relative importance of three different acceleration processes: direct acceleration by the reconnect electric field, Fermi acceleration, and pickup acceleration. A detailed understanding of the injection mechanisms and their contributions is needed to construct injection models, which are useful in the context of global or large-scale simulations, where many regions can be approximated as extended current sheets. For the post-injection, high-energy stage of acceleration, we distinguish the contributions of parallel and perpendicular electric fields. These assessments cover a range of guide-field strengths and domain sizes with a fixed ambient upstream magnetization. For weak and moderate guide fields, we show that particle injection by perpendicular electric fields is more important than that by parallel electric fields and is completely dominant in the high-energy (main) acceleration phase. On the other hand, a strong guide field can suppress acceleration processes related to perpendicular electric fields, although these acceleration processes become increasingly important for larger domains.

To our knowledge, this is the first systematic study into how guide-field strength, varied independently from weak ($b_g = 0.1$) to strong ($b_g = 1.0$), affects particle injection from relativistic reconnection. Recently, particle injection has been studied in the transrelativistic regime for a proton–electron plasma with a weak guide field (Ball et al. 2019; Kilian et al. 2020), and relativistic pair plasmas using $b_g = 0$ and $b_g = 1$ with a different treatment in each case (Sironi 2022), commented by Guo et al. (2022). Furthermore, the direct dependence of high-energy power-law spectra on guide-field strength has recently been investigated in 2D and 3D simulations (Zenitani & Hosino 2008; Cerutti et al. 2013, 2014a; Dahlin et al. 2014, 2017; Werner & Uzdensky 2017; Ball et al. 2019; Guo et al. 2021; Werner & Uzdensky 2021) in each regime of $b_g \approx B_g^2/4\pi\hbar$ (subrelativistic ($\sigma_b \ll 1$), transrelativistic regime ($\sigma_b \sim 1$), and relativistic ($\sigma_b \gg 1$)), where the ubiquitous result is that stronger guide fields steepen the power-law spectra.

Throughout this paper, we use naturalized units, i.e., $m_e = c = 1$. That is, we normalize velocities to the speed of light $c$, momenta to $m_e c$, and energies to the electron rest energy $m_e c^2$.

The remainder of this paper is organized as follows. Section 2 explains the different particle injection mechanisms and how they are distinguished. Section 3 describes the setup for the simulations. Section 4 contains the analysis and results from each simulation. Section 5 discusses astrophysical applications, comparisons with previous work, and future work. Section 6 presents our main conclusions.

2. Mechanisms of Particle Injection

Throughout this paper, quantity $v$ refers to the particle three-velocity in the simulation frame. We also define two other velocities, namely, the $E \times B$ drift velocity $v_E \equiv E \times B/B^2$ and the particle velocity calculated with respect to the frame, denoted by $v'$, which is defined by:

$$v' \equiv \frac{1}{1 - v \cdot v_E} \left( v - v_E + \frac{\gamma_E}{1 + \gamma_E} (v \cdot v_E) v_E \right).$$

(1)

Each velocity is associated with a Lorentz factor, e.g.,

$$\gamma \equiv \frac{1}{\sqrt{1 - |v|^2}}, \quad \gamma_E \equiv \frac{1}{\sqrt{1 - |v_E|^2}}, \quad \gamma' \equiv \frac{1}{\sqrt{1 - |v'|^2}}$$

(2)

Next, subscripts $\|, \perp$ indicate velocity components relative to the local magnetic field. For example, $v'_\parallel$ represents the
component of the particle velocity in the $E \times B$ drift frame parallel to the local magnetic field in the $E \times B$ drift frame.

We also define several momenta similar to the velocities. For example, $p \equiv \gamma v$ refers to particle momenta in the simulation frame. It can be proved that $p'_\parallel = p_\parallel$, so we have $|p'_\parallel| = |p_\parallel| = \gamma |v'_\parallel|$. Lastly, we will use $|p'_\perp| = \gamma |v'_\perp|$ throughout the paper.

Figure 1(a) shows the broader context of the simulation box. Within the reconnection region highlighted in yellow, plasmoids form due to the tearing instability. An additional reconnection layer exists between each pair of plasmoids, which propagates this structure down in a self-similar hierarchy (Shibata & Tanuma 2001; Loureiro et al. 2007; Bhattacharjee et al. 2009; Uzdensky et al. 2010; Uzdensky & Loureiro 2016; Majeski et al. 2021).

Upon entering the downstream from the cold upstream, particles may be accelerated by several different injection mechanisms. When such particles reach an energy sufficiently greater than the background upstream thermal energy, they begin a second stage of acceleration that develops a power-law energy distribution. One such process is Fermi acceleration, driven by particle curvature drift motion along $E_\perp$ (Drake et al. 2006; Dahlin et al. 2014; Guo et al. 2014; Li et al. 2018b; Lemoine 2019; Kilian et al. 2020; Zhang et al. 2021c). It is convenient to define an “injection energy” $\gamma_{\text{inj}}$ that marks the beginning of the power-law distribution so that energization from $\gamma < \gamma_{\text{inj}}$ to $\gamma_{\text{inj}}$ is from injection mechanisms (see Appendix A for more details). Recent work has identified two injection mechanisms:

(a) **Direct acceleration.** Magnetic field lines undergoing reconnection induce strong electric fields around the diffusion region that accelerate particles along the reconnecting magnetic field in the case of a nonzero guide field (Figure 1(b); Ball et al. 2019; Kilian et al. 2020). Direct acceleration occurs either in the initial current sheet or when two magnetic islands merge. Although not considered in this study, the case of a zero guide field gives rise to Speiser-like orbits (Speiser 1965; Zenitani & Hoshino 2001; Sironi 2022).

(b) **Fermi kick.** The relaxation of freshly reconnected magnetic-field-line tension gives rise to a universal Fermi acceleration process involving the curvature drift of particles (Drake et al. 2006; Dahlin et al. 2014; Guo et al. 2014; Li et al. 2018b; Kilian et al. 2020; Zhang et al. 2021c). The first reflection by the curved field lines injects particles (Zhang et al. 2021c). After being kicked, the particle gains momentum mainly parallel to the local magnetic field, with the magnitude of the gain depending on the Alfvén speed $v_A$ (Figure 1(c)).

In this paper, we extend this analysis of particle injection to include a third mechanism:

(c) **Pickup acceleration.** When a particle suddenly enters a reconnection outflow region, it may be swept up (or “picked up”) by the flow, achieving rapid acceleration (Figure 1(d)). This acceleration is owed to the violation of magnetic moment adiabatic invariance (henceforth, “nonadiabatic behavior”). This process has been studied in the nonrelativistic regime (Drake et al. 2009) and more recently in relativistic magnetic reconnection (Sironi & Beloborodov 2020).

### 2.1. Distinguishing the Injection Mechanisms

In the case of a nonzero guide field, direct acceleration is well approximated by $E_\perp$. In contrast, electrons that undergo Fermi acceleration (whether continual or a single kick) are primarily accelerated by the “motional” electric field $E_\parallel = -u \times B$, which is induced by bulk plasma motion and is perpendicular to the local magnetic field (Comisso & Sironi 2019; Guo et al. 2019; Kilian et al. 2020). Generally, any perpendicular electric field that satisfies $E < B$ may support Fermi acceleration (Lemoine 2019).

This has led to a recent strategy for analysis, which is to decompose the work done by electric fields into a parallel $[W_{\parallel}(t) \equiv q \int_0^t \gamma(t') \cdot E_\parallel(t') \, dt']$ and a perpendicular $[W_{\perp}(t) \equiv q \int_0^t \gamma(t') \cdot E_\perp(t') \, dt']$ component, where $E_\parallel \equiv (E \cdot B) / |B|^2$ and $E_\perp \equiv E - E_\parallel$ (Comisso & Sironi 2019; Guo et al. 2019; Kilian et al. 2020). With this decomposition, $W_\perp$ was attributed to the reconnection electric field and $W_\perp$ to Fermi acceleration.

However, this association subsumes the contribution of pickup acceleration to particle injection into the “Fermi kick (s)” category because the motional electric field $E_\parallel$ also accelerates particles via the pickup process. One way to distinguish this contribution from Fermi acceleration is to compare gains in momentum that are parallel versus perpendicular to the local magnetic field because:

1. Particles accelerated by Fermi reflections gain kinetic energy via $W_\perp$ and gain net $|p_\parallel|$. For a single kick at low energies, the magnetic moment $\mu' \equiv |p'_\perp|^2 / 2|B'|$ is conserved (i.e., the particle is adiabatic), and therefore the main momentum gain is in the parallel direction. As a direct consequence, $|p_\parallel| > |p'_\perp|$ for each Fermi kick.

2. Pickup particles gain in-plane momentum $p_\perp \approx \gamma_{Ax} v_{Ax}$ and have gyroradii $r_{gy} \approx \gamma_{Ax} v_{Ax}/\omega_{ce}$, where $\gamma_{Ax} \approx (1 - v_{\parallel}^2)^{-1/2}$. As for their Lorentz-boosted momenta, the perpendicular velocity dominates $v \approx v_\perp$ and from Equation (1) one finds that $\gamma' \approx \gamma v_\perp \approx p_\perp \approx |p_\perp| > |p_\parallel|$.

We will not use this distinction to study post-injection acceleration to higher energies, as particle momenta in the turbulent reconnection layer fluctuate rapidly, likely because they are defined instantaneously and can change due to nonadiabatic motions like pitch-angle scattering. As a result, our investigation of the second energization stage ($\gamma \gtrsim \gamma_{\text{inj}}$) will be limited to evaluating the contributions of $W_\parallel$ and $W_\perp$ (which are more stable, time-integrated quantities) to the total particle energization.

In summary, the quantitative associations we propose to study particle acceleration at preinjection energies ($\gamma \lesssim \gamma_{\text{inj}}$) are:

$$W_\parallel > W_\perp \Rightarrow \text{Direct acceleration by } E_{\text{rec}}$$

\begin{align*}
(W_\parallel > W_\perp) \& (|p_\parallel| > |p'_\parallel|) & \Rightarrow \text{Fermi kick(s)} \\
(W_\parallel > W_\perp) \& (|p_\parallel| < |p'_\perp|) & \Rightarrow \text{Pickup process}. \tag{3}
\end{align*}

The procedure by which a given particle is categorized into an injection mechanism is as follows. First, we track the relevant quantities of the particle (i.e., $\gamma$, $W_\parallel$, $W_\perp$, $|p_\parallel|$, $|p'_\parallel|$)
until time $t_{\text{finj}}$, defined as when $\gamma \gtrsim \gamma_{\text{inj}}$ is first satisfied (where $\gamma_{\text{inj}}$ is determined using a fitting routine for each simulation at the final time; see Appendix A). At $t = t_{\text{finj}}$, the conditions defined in Equation (3) are considered, and the particle is categorized according to whichever condition it satisfies.

While the procedure attributes one injection mechanism to each injected particle, we note that multiple injection mechanisms can work together toward injecting a single particle. Furthermore, as the momenta $|p_x|$ and $|p_y|$ are defined instantaneously, some particles may be misclassified between Fermi and pickup acceleration. Therefore, we run the mechanism classification procedure over many particles to gain a statistical measure of the contribution of each injection mechanism.

3. Simulation Setup

To study particle injection and acceleration by relativistic magnetic reconnection, we perform an array of 2D, collisionless, fully kinetic simulations using the \textsc{VPIC} code, which solves the relativistic Vlasov–Maxwell equations (Bowers et al. 2008). In all of our simulations, we start with a force-free current sheet (CS).

The plasma density is normalized by the initial plasma density $n_0 = n_e + n_p$, which is uniform and represented by 100 positron–electron pairs per computational grid cell. The pair mass ratio is $m_p/m_e = 1$. Currents are normalized by $e\eta_0 c/\ell$.

The initial plasma is thermal and relativistically cold with a uniform temperature $\theta = T/m_e c^2 = 0.25$. The cold upstream magnetization parameter is set to $\sigma \equiv B^2_{\parallel}/4\pi n_0 m_e c^2 = 50$, where $B_0$ is the reconnecting magnetic field. As $\theta$ is subrelativistic, this $\sigma$ is close to the “hot” upstream magnetization $\sigma_0 \equiv \sigma/\theta$. Both $B_0$ and $n_0$ (and hence $\sigma$) are held fixed across all simulations.

In this study, we characterize the system sizes by the dimensionless measure $\ell \equiv L/\sigma \rho_0$, where $L$ is the system size, $\rho_0 \equiv c/\omega_{\text{ce}} = m_e c^2/eB_0$ is the nominal relativistic gyroradius, and $\omega_{\text{ce}}$ is the electron-cyclotron frequency in the reconnecting magnetic field without relativistic correction. It is also customary to characterize the system size by the dimensionless measure $\ell \equiv L/d_e$, where $d_e \equiv c/\omega_{\text{pe}}$ is the initial nonrelativistic plasma electron skin depth and $\omega_{\text{pe}} \equiv \sqrt{4\pi n_0 e^2/m_e}$ is the plasma-electron frequency. This can be related to $\sigma \rho_0$ via $d_e = \sqrt{\sigma} \rho_0$. All of our simulations are run within rectangular boxes in the $x$-$z$-plane with $x \in [0, \ell_x]$, $z \in [-\ell_z/2, \ell_z/2]$, with $y$ as the ignored coordinate. The aspect ratio is fixed to $\ell_z/\ell_x \equiv 2.048$. To resolve kinetic scales, the resolution is set to $\Delta x = \Delta z = d_e/4 = 0.25 \sigma \rho_0/28$. In the $x$-direction, periodic boundary conditions are set for fields and particles, while in the $z$-direction, conducting boundaries are set for fields and reflecting boundaries are set for particles. The simulation running time for most simulations is $\tau_f = 2L_c/c$ and, when $\beta_g = 1.0$, we use $\tau_f = 4L_c/c$. We do not use any additional filtering in our simulations.

Our simulations examine the effects of two parameters independently. The first is the “guide-field strength,” for which we use four values, $B_g \equiv B_{gy}/B_0 \in \{0.1, 0.3, 0.5, 1.0\}$, where $B_{gy}$ is the guide magnetic field (i.e., a uniform magnetic field pointing normal to the reconnection plane). The second is the domain size, for which we use six values, $\ell_z \in \{72.4, 101.8, 144.8, 203.6, 289.6, 407.3\}$, corresponding to $\{2048, 2880, 4096, 5760, 8192, 11520\}$ grid cells in the $x$-direction.

The initial magnetic field is

$$B \equiv B_0 \tanh(z/\lambda) \hat{x} + B_0 \sqrt{\text{sech}^2(z/\lambda) + b_g^2} \hat{y},$$

where $\lambda$ is the half-thickness of the initial CS (set to $6 \Delta z \approx 0.85 \sigma \rho_0$). We add a small initial perturbation to trigger magnetic reconnection, identical to Kilian et al. (2020). While we do not exclude initial current-carrying particles, we expect their influence on the resulting particle acceleration to be negligible, as concluded by Kilian et al. (2020).

In this paper, we wish to investigate particle spectra in the downstream region. Therefore, we isolate the downstream region by particle mixing (Daughton et al. 2014). A mixing fraction $F_{\text{es}} \equiv (n_{\text{bot}} - n_{\text{top}})/(n_{\text{bot}} + n_{\text{top}})$ that satisfies $|F_{\text{es}}| \leq 99\%$ defines the downstream region and $|F_{\text{es}}| > 99\%$ defines the upstream.

In analyses pertinent to particle injection (see Section 4.3), we uniformly select $\sim 400,000$ particles at the beginning of each simulation and track relevant physical quantities associated with them at each time step, such as positions, velocities, and electric and magnetic fields. From this information, we statistically analyze the acceleration mechanisms of particles (Guo et al. 2016; Li et al. 2019a, 2019b; Guo et al. 2019).

4. Analysis and Results

The results will be divided into four parts. Section 4.1 discusses particle spectra and its features and Section 4.2 is about acceleration efficiencies. We discuss particle injection in Section 4.3 and post-injection acceleration in Section 4.4.

4.1. Particle Spectra

The electron spectrum of the downstream region can be separated into two components. The first component is a thermal component, which can be approximated by a Maxwellian-like distribution. The second component is the high-energy nonthermal component that is well approximated by a power law with a high-energy cutoff $f_{\text{es}}(\gamma) \propto \gamma^{-p} e^{-\gamma/\gamma_c}$ for $\gamma \gtrsim \gamma_{\text{inj}}$, where $\gamma_c$ is the high-energy cutoff. Appendix A details how $\gamma_{\text{inj}}$ and $\gamma_c$ are calculated. As our simulations are 2D, nearly all high-energy ($\gamma \gg \gamma_{\text{inj}}$) particles are located in the downstream region (i.e., in reconnection exhausts and plasmoids).

Understanding the time evolution of particle spectra has strong implications for observations; in particular, whether various spectral features depend directly on the domain size $\ell_z$. Figure 2 shows the time evolution of downstream particle spectra, for two cases of the guide-field strength ($b_g = 0.1, 1.0$) and domain size ($\ell_z = 101.8, 407.3$). After the reconnection

---

4 As the guide field strengthens, the in-plane component of the Alfvén speed becomes smaller, which significantly delays the time for developing power-law energy spectra with steady indices.

5 Using a similar setup to this work, Werner & Uzdensky (2021) found that, in 2D, while increasing the initial perturbation strength hastens the onset of reconnection, the subsequent energy conversion evolves almost identically to the case of zero perturbation.

6 “Downstream” refers to the region between two separatrices.

7 Here, $n_{\text{bot}}$ and $n_{\text{top}}$ are the number densities of electrons that start at $z < 0$ and $z > 0$, respectively.
The green and red dashed vertical lines indicate power-law fits.\(\gamma\) rapidly grows as the simulation proceeds.

Figure 3 shows every particle spectrum at the final times \(t = \tau_p\) over the parameter scan. The dashed lines represent the power-law fits that begin at \(\gamma = \gamma_{\text{inj}}\) and end at \(\gamma = \gamma_c\). The values and uncertainty estimates for \(p\), \(\gamma_{\text{inj}}\), \(\gamma_c\), and \(\gamma_c/\gamma_{\text{inj}}\) are shown in Figure 4.

We find that the final power-law index increases in a seemingly convergent fashion as \(\ell_x\) increases (Figure 4(a)). This is broadly consistent with previous studies in the relativistic regime (Werner et al. 2016, 2018), where \(p(t)\) for a given simulation was found to converge with time, as well as other studies where \(p(t)\) was found to converge as \(\ell_x\) increases (Guo et al. 2014, 2015; Werner & Uzdensky 2017; Werner et al. 2018). This is also consistent with Ball et al. (2018) and Werner & Uzdensky (2021), who found a similar trend in the transrelativistic regime (\(\sigma_h = 1\)). However, due to the much greater upstream magnetization of \(\sigma_h \approx 50\), the simulations presented here produce considerably harder spectra, with \(p\) ranging from \(\sim 1.5\) to \(\sim 3.0\) depending on \(b_g\) (e.g., in expected contrast to \(p\) ranging from \(\sim 4.0\) to \(\sim 11.0\) in \(\sigma_h = 1\) simulations by Werner & Uzdensky 2021).

Now let us move on to the \(\ell_x\) dependence of the injection energy \(\gamma_{\text{inj}}\) (Figure 4(b)). Given the apparent convergent behavior for \(\gamma_{\text{inj}}\), we decided to perform a fit \(\gamma_{\text{inj}}(\ell_x) = \gamma'_{\text{inj}}(1 - e^{-\ell_x/\ell_c})\) to obtain estimates for the limiting values, as shown in Figure 5. Under this fit, \(\gamma'_{\text{inj}}\) represents the converging value for the injection energy as \(\ell_x\) increases, and \(\ell_c\) measures which domain sizes are necessary to achieve injection energies close to that limiting value. We have reported \(\gamma'_{\text{inj}}\) and \(\ell_c\) for each \(b_g\) in Figure 5. We find that, in the limit of increasing \(\ell_x\), \(\gamma_{\text{inj}}/\sigma\) approaches \(\sim 0.15\) for a weak guide field of \(b_g = 0.1\) and \(\sim 0.30\) for a strong guide field of \(b_g = 1.0\). For each value of the guide-field strength, except for one outlier (\(b_g = 0.3\)), we find that \(\ell'_c \sim 150\). See Table 2 for more details.

Moving on to the high-energy cutoff \(\gamma_c\), we note that fits of \(\gamma_c(\ell_x)\) or \(\gamma_c(\ell_c)\) are not reported in this study, as most of our simulations did not have a sufficient running time for the time-based growth rate \(r\) of \(\gamma_c \sim t'\) to stabilize (as reported by Petropoulou & Sironi 2018). Nevertheless, some important qualitative observations can be made about \(\gamma_c\) variation across the parameter scan (Figure 4(c)). First, it appears that \(\gamma_c(\ell_x)\) at the final time grows with increasing \(\ell_x\) for \(b_g = 0.1\), 0.3, 0.5. This suggests that \(\gamma_c\) is only limited by \(\ell_x\), which is in broad agreement with Zhang et al. (2021c) but in some disagreement with Werner et al. (2016), who instead suggested that \(\gamma_c\) is limited to a finite multiple of \(\sigma\), with a weakening \(\ell_x\) dependence in the asymptotic limit of increasing \(\ell_x\). Therefore, an interesting and relevant question is how the system-size...
growth rate of $\gamma_c$ depends on $b_g$. From inspection of the $b_g = 0.1$ case (i.e., the purple marks in Figure 4(c)), it appears that the growth rate of $\gamma_c$ is roughly consistent with linear growth. As the guide field strengthens, the growth rate of $\gamma_c$ declines. In the $b_g = 1.0$ case (using $\tau_f = 4L_x/c$, $\gamma_c$ saturates with increasing $t_x$ to $\gamma_c \simeq 250 = 5\sigma$. When using $\tau_f = 2L_x/c$, we also find saturation (to $\gamma_c \sim 200$). See Table 3 for more details.

Figure 3. Downstream electron spectra at final times ($t = \tau_f$) over the entire parameter scan. The dashed lines shown indicate the fitted power-law segments, with their end points constrained by $\gamma_{inj}$ and $\gamma_c$.

Figure 4. Several key nonthermal spectrum parameters obtained from the power-law fitting procedure (Appendix A) at the final times plotted against domain size for different guide-field strengths: (a) the power-law index $p$, (b) the injection energy $\gamma_{inj}$, (c) the high-energy cutoff $\gamma_c$, (d) the power-law extent $\gamma_c/\gamma_{inj}$.
The power-law extents (dynamic ranges) $\gamma_c/\gamma_{inj}$ all fall within 1–2 decades. As the injection energy seems to converge as $\ell_x$ increases (for $b_g = 0.1, 0.3, 0.5, 1.0$), while the cutoff energy keeps growing, for large $\ell_x$ we expect the power-law extents to grow in accordance with $\gamma_c$.

Finally, we discuss the guide-field dependence of the nonthermal power-law parameters. As the guide field strengthens, we find that the power-law indices increase, consistent with Werner & Uzdensky (2017, 2021), with the final asymptotic (as $\ell_x \to \infty$) values of $p$ approaching $\sim 1.90, \sim 1.90, \sim 2.20,$ and $\sim 2.80$ for $b_g = 0.1, 0.3, 0.5, 1.0$, respectively. When varying $b_g$ from 0.1 to 0.3, the power-law index $p$ does not change much, in agreement with previous studies (Werner & Uzdensky 2017).

Panels (b) and (c) of Figure 4 suggest that $\gamma_{inj}$ and $\gamma_c$ have opposite trends with respect to changing the guide-field strength $b_g$: $\gamma_{inj}$ grows with stronger $b_g$, while $\gamma_c$ declines with stronger $b_g$. As a result, the dynamic ranges of the power-law segments are shortened (i.e., their extents $\gamma_c/\gamma_{inj}$ decline) from both sides as the guide field strengthens (panels (b)–(d) of Figure 4). See Appendix B for more details.

### 4.2. Acceleration Efficiency

Previous studies have determined relativistic magnetic reconnection to be an efficient source of nonthermal particles (e.g., Zenitani & Hoshino 2001; Jaroschek et al. 2004; Zenitani & Hoshino 2005, 2007, 2008; Guo et al. 2014; Sironi & Spitkovsky 2014; Werner et al. 2016), but the acceleration efficiency has only recently been systematically studied with definite notions (Hoshino 2022). We define two notions of acceleration efficiency in a fashion similar to that in Hoshino (2022). The first we call the “number efficiency,” which is the fraction of downstream electrons that have been injected, i.e., $\eta_N(t) = N_{inj}/N_{ds}$ [see Equation (5)] over the $b_g$ scan with $\ell_x = 407.3$ fixed (panel (a)) and over the $\ell_x$ scan with $b_g = 0.5$ fixed (panel (b)). Panels (c) and (d) show the evolution of the energy efficiency $\eta_E(t) = E_{inj}/E_{ds}$ [Equation (6)] over the $b_g$ scan with $\ell_x = 407.3$ fixed (panel (c)) and over the $\ell_x$ scan with $b_g = 0.5$ fixed (panel (d)). Note that the uncertainties in $\eta_N(t)$ and $\eta_E(t)$ (propagated from $\gamma_{inj}$ uncertainties) are not shown but are $\leq 5\%$.

**Figure 5.** $\ell_x$-dependence of the injection energy $\gamma_{inj}$ fitted with the curve $\gamma_{inj}(\ell_x) = \gamma_{inj}'(1 - e^{-\ell_x/\ell_x'})$, where $\gamma_{inj}'$ and $\ell_x'$ are $b_g$-dependent fitting parameters.

**Figure 6.** Evolution of acceleration efficiencies. Panels (a) and (b) show the number efficiency $\eta_N(t) = N_{inj}/N_{ds}$ [see Equation (5)] over the $b_g$ scan with $\ell_x = 407.3$ fixed (panel (a)) and over the $\ell_x$ scan with $b_g = 0.5$ fixed (panel (b)). Panels (c) and (d) show the evolution of the energy efficiency $\eta_E(t) = E_{inj}/E_{ds}$ [Equation (6)] over the $b_g$ scan with $\ell_x = 407.3$ fixed (panel (c)) and over the $\ell_x$ scan with $b_g = 0.5$ fixed (panel (d)). Note that the uncertainties in $\eta_N(t)$ and $\eta_E(t)$ (propagated from $\gamma_{inj}$ uncertainties) are not shown but are $\leq 5\%$. 
We note that for domains that are too small (e.g., $f_x = 72.4$ when $b_g = 0.5$), there is not enough time for convergence to be established.

Figure 7. Acceleration efficiencies at $t = \tau_f$ across the parameter scan. (a) Number efficiency $\eta_N \equiv N_{inj}/N_{ds}$ [Equation (5)]. (b) Energy efficiency $\eta_E \equiv E_{inj}/E_{ds}$.

The number efficiency $\eta_N$ and the energy efficiency $\eta_E$ are quantities of particular theoretical interest. First, the time evolution of $\eta_N$ and its limiting value as $f_x$ increases are useful for calculating the overall contributions of injection mechanisms. Correspondingly, in Section 4.3 we study particle injection by evaluating the number of injected particles (as a function of time, at final times, for each injection mechanism delineated in Equation (3)). A complementary quantity is the energy evolution of $\eta_E$, as its limiting value as $f_x$ increases has implications for the efficiency of post-injection acceleration mechanisms ($\gamma \gtrsim \gamma_{inj}$) responsible for power-law formation.

Figure 6 shows the time evolution of $\eta_N$ and $\eta_E$ for various guide-field strengths (panels (a) and (c)) and domain sizes (panels (b) and (d)). In all cases, we see that both $\eta_N$ and $\eta_E$ initially rise very rapidly to a first peak, after which they experience a relatively quick moderate drop (for small domains), followed by a gradual rise to a late-time asymptotic saturation value. Panels (a) and (c) show that both the initial peaks and the final saturation values of these efficiencies decline with an increased guide field, and the timescales of their late-time rise become longer. Panels (b) and (d) show that the collective timescale of the initial rise and peak consistently appears to be $\omega_{pe}^{-1} \sim 500$, independent of the system size (at a fixed $b_g = 0.5$); this suggests that these features follow from the initial reconnection phase. On the other hand, when considering the late-time stage of efficiency saturation to the final asymptotic value, for a sufficiently large domain, both $\eta_N$ and $\eta_E$ converge on the macroscopic dynamical timescale ($\sim L_x/c$), which is scalable to larger domains. This puts forward a picture that the timescale required to achieve the limiting efficiency scales with the length of the current sheet. Physically, the timescales of the initial features (the rapid rise and peak) correspond to those for power-law formation, whereas the timescales of saturation correspond to those for power-law stabilization (see Figure 2). This suggests that the timescale of power-law formation is transient (i.e., independent of $f_x$), whereas the timescale of power-law stabilization scales with the length of the current sheet $f_x$ (and also depends on the guide-field strength $b_g$).

Finally, Figure 7 shows the values of $\eta_N$ and $\eta_E$ at final times $\tau_f$ for the complete parameter scan of $b_g$ and $f_x$. By inspection, it appears that $\eta_N(\tau_f)$ and $\eta_E(\tau_f)$ rapidly achieve convergence with increasing $f_x$. When varying $b_g$ from 0.1 to 1.0, we find that $\eta_N(\tau_f)$ declines significantly (from $\sim 40\%$ to $\sim 15\%$), and $\eta_E$ declines significantly as well, from $\sim 90\%$ to $\sim 60\%$. These trends highlight the importance of the guide-field strength in suppressing both the number and energy efficiency.

4.3. Particle Injection

In this subsection, we will show the relative contributions of direct acceleration, Fermi reflection, and the pickup process (discussed in Section 2) to particle injection. In particular, we study how each contribution varies with the guide-field strength and system size. We categorize each injected particle into one of these mechanisms (according to Equation (3)). We evaluate the relevant quantities at $t = t_{inj}$, i.e., when the particle reaches the injection energy $\gamma_{inj}$ for the first time ($\gamma_{inj}$ values have been discussed in Section 4.1).

4.3.1. Particle Trajectories

Before presenting the main statistical results, we show a representative example for each of the three injection mechanisms (see Figures 8–10). Each of these examples presents the corresponding physical context within which such particle motion takes place (panels (a), (b)) and how the relevant quantities ($W_x, W_\perp, |p|, |p'|$) vary with time (panels (c)–(d)).

\[ \eta_N \equiv N_{inj}/N_{ds}, \]  
\[ N_{ds} \equiv \int_{1}^{\infty} f_{ds}(\gamma) \, d\gamma, \]  
\[ N_{inj} \equiv \int_{\gamma_{inj}}^{\infty} f_{inj}(\gamma) \, d\gamma. \]  
\[ E_{ds} \equiv \int_{1}^{\infty} \gamma f_{ds}(\gamma) \, d\gamma, \]  
\[ E_{inj} \equiv \int_{\gamma_{inj}}^{\infty} \gamma f_{inj}(\gamma) \, d\gamma. \]
While not shown, the field case ($b_g=0.1, 0.3$) and moderate ($b_g=0.5$) guide fields, the combined injection shares of the two $E_{\parallel}$ (i.e., Fermi and pickup) injection mechanisms overtake that of direct ($E_{\parallel}$) acceleration at $\omega_{pe}$ $t \approx 530, 1020$, and $1570$, respectively, whereas for a strong guide field ($b_g=1.0$), direct acceleration remains dominant at all times. During the early injection phase, when $W_{\parallel}$ is dominant (i.e., its share is >50%), $W_{\parallel}$ injects only 3%, 7%, and 20% of the total, final injected population for $b_g=0.1, 0.3$, and 0.5, respectively. Panels (c) and (d) show that larger
domains improve the Fermi and pickup injection shares, allowing them to eventually overtake $W_\parallel$ for weak/moderate guide fields. However, given that domain-size convergence is not yet clear for $b_\parallel=1.0$, it remains an open possibility that the $W_\parallel$ injection share will eventually be overtaken by the combined Fermi and pickup injection share even for this guide field, provided that a sufficiently large domain is used. We also find that injection shares saturate with time, with stronger guide fields and larger domain sizes delaying saturation. Therefore, similar to $\eta_N$ and $\eta_E$ [Figure 6, panels (a),(b)], the injection saturation timescale appears to depend on the macroscopic dynamical timescale ($\sim L_x/c$), suggesting that the time of
injection saturation is delayed for longer reconnection current sheets. This puts forward a picture that the time required to achieve the limiting injection mechanism partition depends on the length of the current sheet.

Particle injection results across the entire $\ell_x - b_g$ parameter scan at two light-crossing times are shown in Figure 12. Panel (a) shows the relative contributions to particle injection of direct acceleration ($W_\parallel$) versus combined Fermi and pickup ($W_\perp$). Panel (b) contrasts the Fermi (solid) and pickup (dotted) injection shares. Panels (a) and (b) vary the guide-field strength at a constant domain size $\ell_x = 407.3$, and panels (c) and (d) vary the domain size at a constant guide-field strength $b_g = 0.5$. A few lines are cut at early times due to small sample sizes, i.e., where very few particles are injected.
acceleration ($W_{\perp}$), and panel (b) decomposes the $W_{\perp}$-injected particles into Fermi and pickup acceleration. Our findings can be summarized as follows. First, the share of electrons injected by pickup acceleration declines monotonically with increasing guide-field strength, with a notable sharp drop from $\sim 33\%$ at $b_g = 0.1$ to $\sim 12\%$ at $b_g = 0.3$, reaching $\sim 5\%$ at $b_g = 1.0$. Second, the Fermi injection share remains relatively constant at $\sim 50\%$ for weak guide fields $b_g = 0.1, 0.3$ and declines for stronger guide fields, down to $\sim 25\%$ for the largest $b_g = 1.0$ run. Third, the $W_{\perp}$ injection share increases substantially with increasing guide-field strength from $20\%$ at $b_g = 0.1$ to $\sim 70\%$ at $b_g = 1.0$.

Increasing the domain size raises the injection shares of both $W_{\parallel}$ mechanisms, while the injection share due to $W_{\parallel}$ decreases. For weaker guide fields, $b_g = 0.1, 0.3$, the injection shares appear to converge as $\ell_x$ increases. However, for stronger guide fields $b_g = 0.5, 1.0$, injection share convergence does not appear to be established, suggesting that stronger guide fields demand larger simulation domains to obtain the limiting, convergent contributions to particle injection as $\ell_x$ increases (Figure 12). In the following paragraphs, we discuss some possible explanations for these trends.

Let us begin by explaining how varying the guide-field strength affects particle injection. Recall that in relativistic ($\alpha_b \gg 1$) reconnection, strengthening the guide field $b_g$ reduces the in-plane Alfvén speed $v_{Ax}$ (Liu et al. 2015; Werner & Uzdensky 2017; Guo et al. 2020; Uzdensky 2022). As we will see in the subsequent paragraphs, this reduction in $v_{Ax}$ has implications for every injection mechanism.

Particle injection by the pickup process depends upon the in-plane Alfvén speed $v_{Ax}$ (Figure 1(d)), so we may expect any energy gains from pickup to be reduced as $b_g$ strengths. Let us explore whether this can explain the sharp drop in the pickup injection share observed between $b_g = 0.1$ and $b_g = 0.3$ (Figure 12(b)). We assume that the energization from pickup acceleration is given by

$$W_{\text{pickup}} \approx \gamma v_{\text{Ax}} - 1 = \frac{1}{\sqrt{1 - \gamma^2 v_{\text{Ax}}^2}} - 1 = \frac{1}{\sqrt{1 + \frac{\sigma}{1 + \sigma b_g^2}}} - 1.$$ 

Plugging in $\sigma = 50$ and $b_g = 0.1, 0.3, 0.5, 1.0$ yields $W_{\text{pickup}} \approx 4.9, 2.2, 1.2, 0.4$, respectively. Therefore, even a slight variation in $b_g$ from 0.1 to 0.3 results in a sharp (over 50%) decline in the work done by the pickup process. This may partially explain why pickup injection shares fall drastically over this variation. As a point of speculation, we note that raising $b_g$ from 0.1 to 0.3 could also cause more particles to remain adiabatic around typical demagnetization regions (e.g., the midplane or plasmoids).

Let us now provide a few comments about the dependence of $W_{\parallel}$ injection on $b_g$. The reduction in the in-plane Alfvén speed weakens the reconnection electric field $E_{\text{rec}} \approx E_{\parallel}$, leading to a reduction in $W_{\parallel}$ injection (Werner & Uzdensky 2017; Werner et al. 2018; Uzdensky 2022). Indeed, as mentioned in Footnote 13, we observe a modest suppression of the $W_{\parallel}$ injection with increasing $b_g$. However, we note that the suppression of the $W_{\parallel}$ injection is much less pronounced than the suppression of the $W_{\perp}$ injection, where a decreasing injection share is accompanied by a reduction in $\eta_{bg}$ as well.

Finally, let us discuss the trends shown in Figure 12 with increasing domain size $\ell_x$. First, because the initial current sheet spans the entire domain ($x \in [0, \ell_x]$), the rate at which it becomes occupied with plasmoids is independent of domain size. Therefore, simulations with larger $\ell_x$ (and hence a longer running time $\tau_x$) will have a greater fraction of their total running time in the stage where particles are accelerated somewhere other than the original, primary current sheet—the main location of particle injection by $E_{\text{rec}} \approx E_{\parallel}$. Meanwhile, the opportunities for Fermi and pickup injection are less suppressed with time and therefore are less suppressed with increasing $\ell_x$.

\[\text{Figure 13.} \text{ Evolution of the average electron kinetic energy gained from } W_{\parallel} \text{ (solid lines) and } W_{\perp} \text{ (dashed lines) after injection (i.e., the horizontal axis is offset by the injection time } t_{inj} \text{). Each line is cut short by } \sim 600_{\omega_{pe}} \text{, as beyond this limit, the averaging becomes unreliable due to a significant drop in the sample size (i.e., the displayed domain is } \omega_{pe}(t - t_{inj}) \in [0, 5160] \text{ instead of the entire } [0, 5760]). (a) Results for varying guide-field strength at a fixed domain size } \ell_x = 407.3. \text{ (b) Results for varying domain size at a fixed guide-field strength } b_g = 0.5.\]
In summary, we have applied Equation (3) to a sample of \( \sim 400,000 \) tracer particles, yielding a statistical picture of how each mechanism contributes to particle injection. We have plotted the contributions of each mechanism for various guide-field strengths and domain sizes and have attempted to describe some of the observed trends.

### 4.4. Post-injection Particle Acceleration

The particle acceleration mechanism(s) responsible for the high-energy nonthermal particle distribution \( (\gamma > \gamma_{\text{inj}}) \) can be diagnosed by evaluating the average work done by parallel \( (\Delta W_{||}(t)) \) and perpendicular \( (\Delta W_{\perp}(t)) \) electric fields, where \( \langle \rangle \) indicates an average over all injected tracer particles and \( \Delta \) indicates the additional energization beyond \( \gamma_{\text{inj}} \), i.e., after \( t = t_{\text{inj}} \) for a given particle.

First, we show the evolution of \( \langle \Delta W_{||} \rangle \) and \( \langle \Delta W_{\perp} \rangle \) for different guide-field strengths at a fixed system size \( \ell_x = 407.3 \) (Figure 13(a)) and for different system sizes at a fixed guide field \( b_{\gamma} = 0.5 \) (Figure 13(b)).

When increasing the system size with a fixed \( b_{\gamma} \), we see that the average final-time energy gains by \( \langle \Delta W_{||} \rangle \) for each system size are similar, and the energization rate is inversely proportional to \( \ell_x \). This suggests that the timescale of post-injection energy gain by \( E_{\gamma} \) is controlled by the length of the current sheet \( \sigma \ell_x \) (Figure 13(b)). In contrast, final-time energy gains by \( \langle \Delta W_{\perp} \rangle \) appear to improve for larger domains. However, we will show below, this improvement may quickly saturate with increasing domain size.

Figure 14 shows the average percentage contribution from \( W_{\perp} \) to total high-energy \( (\gamma > \gamma_{\text{inj}}) \) particle acceleration at final times \( t = \tau_f \) for every simulation across the parameter scan. Variation with the spatial domain size appears to saturate rapidly, while the trend with guide-field strength is robust and dramatic, with \( W_{\perp} \) dropping from being dominant \( (\sim 80\%) \) at a weak \( b_{\gamma} = 0.1 \) guide field to only \( \sim 35\% \) at a strong \( b_{\gamma} = 1.0 \) guide field. Note that these fractions may contribute more favorably to \( \langle \Delta W_{\perp} \rangle \) if longer simulations are run (i.e., we use \( \tau_f > 2L_{\gamma}/c \)).

### 5. Discussion

#### 5.1. Astrophysical Applications

A detailed understanding of nonthermal particle acceleration is essential for characterizing nonthermal radiation signatures in astrophysical sources. Our study complements recent work in radiative relativistic magnetic reconnection that has been a promising start for connecting particle-in-cell simulations to observational high-energy astrophysics, both in terms of theory (Jaroschek & Hoshino 2009; Uzdensky 2011, 2016; Nalevajko et al. 2018; Hakobyan et al. 2019; Werner et al. 2019; Ortuno-Macias & Nalevajko 2020; Mehlaeff et al. 2020; Sironi & Beloborodov 2020; Mehlhaeff et al. 2021; Nattila & Beloborodov 2021) and application (Uzdensky et al. 2011; Cerutti et al. 2012, 2013, 2014a, 2014b; Beloborodov 2017; Philippov et al. 2019; Schoeffler et al. 2019; Chen et al. 2023; Hakobyan et al. 2023; Sridhar et al. 2022; Zhang et al. 2022).

This paper takes an important step in advancing the research program of using potentially observed (via photon spectra and light curves) quantities (e.g., power-law index \( p \), low-energy cutoff \( \gamma_{\text{inj}} \), high-energy cutoff \( \gamma_{c} \), flare duration, flare intensity) to reverse-engineer the unobservable, characteristic parameters of the system (e.g., \( \sigma \), \( b_{\gamma} \), \( \ell_x \)). In particular, we have made progress by obtaining relationships between the observable quantities \( (p, \gamma_{\text{inj}}, \gamma_{c}, \eta_{\epsilon}, \eta_{E}) \) and the unobservable quantities \( (b_{\gamma}, \ell_x) \) from first principles.

Moreover, establishing convergence of these parameters with increasing domain size (spatial and temporal) is particularly important for astrophysical applications, as the convergence of a given parameter indicates that its value may remain stable when extrapolated to the very large scales of real astrophysical systems. Indeed, we have found convergence of \( p \), \( \gamma_{\text{inj}} \), \( \gamma_{c} \), and \( \eta_{E} \) with increasing domain size (i.e., Figures 4(a), (b); 5, 7(a), (b)), suggesting that these results can be extrapolated to astrophysical scales of space and time.

Let us now discuss some potential applications for some of these quantities. First, the evolution of the energy efficiency \( \eta_{E}(t) \) is valuable for analyses and inferences of the energy content in astrophysical systems. The initial transient rise in \( \eta_{E} \) demonstrates that relativistic reconnection can rapidly (i.e., on a timescale independent of \( \ell_x \)) convert large amounts of magnetic energy into nonthermal particle acceleration in highly magnetized plasmas. On the other hand, having the saturation timescale of \( \eta_{E} \) be directly proportional to the length \( \ell_x \) of the initial current sheet suggests that larger systems have longer timescales of active plasma dynamics (e.g., plasmoid mergers), which may be relevant to observations. Lastly, \( \eta_{E}(b_{\gamma}) \) helps us understand how the guide-field strength suppresses the efficiency of energy conversion due to reconnection.

Second, the power-law index of photon spectra can often be used to infer the power-law index of particle spectra if several simplifying assumptions can be justified, allowing direct comparison to observations (e.g., see Werner & Uzdensky 2021). Knowing \( p \) (along with \( \gamma_{\text{inj}} \) and \( \gamma_{c} \)) also provides a constraint on the total energy content available in the nonthermal particle spectrum.

As the high-energy cutoff \( \gamma_{c} \) (Figure 4(c)) appears not to converge with increasing system size \( \ell_x \) for weak-to-moderate guide fields, this potentially observable quantity cannot eliminate the degeneracy of, e.g., the power-law index \( p = p(b_{\gamma}, \sigma) \). However, seeing that \( \gamma_{\text{inj}} \) does appear to converge with increasing \( \ell_x \) for these cases, it may have a well-defined...
dependence \( \gamma_{\text{inj}} = \gamma_{\text{inj}}(b_{\parallel}, \sigma) \) for asymptotically large \( \ell_{\perp} \). Therefore, if \( \rho \) and \( \gamma_{\text{inj}} \) can be deduced from observation of some astrophysical flaring event, then both \( b_{\parallel} \) and \( \sigma \) can in principle be inferred. This opens up a possibility for \( \gamma_{\text{inj}} \), a relatively new and unexplored quantity, to be a crucial diagnostic, along with \( \rho \), for inferring the underlying system parameters from the observed spectra.

### 5.2. Comparisons with Previous Work

In Ball et al. 2019, a transrelativistic (\( \sigma = 0.3 \)) proton–electron plasma with guide fields \( b_{\parallel} = 0.1 \) and 0.3 was used. The authors found that primary and secondary (in the case of \( b_{\parallel} = 0.1 \)) X points are dominant sites of electron injection owing to \( W_{\parallel} \), and that electron spectra above \( \sigma/2 \) are dominated by electrons injected near X points. Our work concludes differently in a few crucial aspects. We find that overall particle injection for these weak guide fields is completely dominated by \( W_{\perp} \) mechanisms (Fermi and pickup acceleration), despite \( W_{\parallel} \) injecting particles first, presumably in primary X points. Plasmoids are present in all of our simulations, yet we do not see a substantial improvement in \( W_{\parallel} \) injection shares at later times when secondary X points arise (Figures 11 and 12). A follow-up study to Ball et al. (2019) was done by Kilian et al. (2020), which has a similar simulation setup (proton–electron transrelativistic plasma) and focuses on the case of \( b_{\parallel} = 0.1 \). The authors found that while \( W_{\parallel} \) injects the first few particles, it is \( W_{\perp} \) injection that dominates in the longer term. They also find that \( W_{\perp} \) dominates post-injection acceleration. These conclusions are in close agreement with our study (Figures 11 and 12), suggesting that this conclusion applies to several different plasma regimes.

In Guo et al. (2019), it is claimed that the formation of power-law distributions does not rely on nonideal MHD electric fields. Instead, “motional” (i.e., induced by bulk plasma motion) ideal electric fields \( E_{\text{m}} \equiv -\mathbf{u} \times \mathbf{B} \) are responsible for power-law formation. While we have not attempted to distinguish between ideal and nonideal MHD electric fields in this study, we have evaluated the contributions of \( W_{\parallel} \) and \( W_{\parallel} \) to secondary \( \gamma > \gamma_{\text{inj}} \) particle acceleration, which can serve as proxies for ideal and nonideal electric fields, respectively. It has been argued in Uzdensky (2022), however, that highly energetic particles (\( \gamma \gg \gamma_{\text{inj}} \)) will, in general, have characteristic gyroradii \( \rho(\gamma) \equiv \gamma \rho_{\parallel} \gg \delta \), where \( \delta \) is the thickness of the smallest elementary current layers, making the contributions of nonideal electric field components to post-injection acceleration not well defined (and hence, evaluating \( W_{\parallel} \) and \( W_{\parallel} \) may not be very relevant for understanding particle acceleration). Nevertheless, our results indicate that perpendicular electric fields play an important role in accelerating particles after they are injected, although their relative importance declines with increasing guide-field strength (Figure 14).

In Sironi (2022; henceforth S22), the nonideal electric field \( E_{\text{n}} \) is proposed to solve the injection problem in relativistic reconnection, i.e., the question of how particles from a thermal upstream are accelerated to the high energies entering the power-law tail. The author approximates \( E_{\text{n}} \) by the local electric field in regions where \( E > B \) when \( b_{\perp} \ll \eta_{\text{rec}} \) and by \( E_{\parallel} \sim \eta_{\text{rec}} B_0 \) when \( b_{\parallel} \gg \eta_{\text{rec}} \). S22 finds this conclusion for both 2D and 3D simulations. From this conclusion, we would expect mechanisms that use the motional electric field \( E_{\text{m}} = E - E_{\text{n}} \)—such as Fermi and pickup—to contribute negligibly to particle injection. However, we find that Fermi and pickup play a dominant role in injecting particles for \( b_{\parallel} = 0.1, 0.3 \), and even a nonnegligible role when \( b_{\parallel} = 1.0 \) (Section 4.3). There is also a Comment by Guo et al. (2022) that directly challenges the conclusions of S22, particularly for the case without a guide field, and employs a similar methodology to our work. The Comment finds that the amount of time particles spend in \( E > B \) regions is, in general, insufficient for injection. In particular, most of the energy gained by \( E > B \) particles is done outside \( E > B \) regions. Furthermore, the Comment finds that the average energy gained by \( E > B \) particles before encountering \( E > B \) is comparable to the average energy gained within \( E > B \) regions, suggesting that \( E > B \) regions are not unique in pre-accelerating particles.

In Hoshino (2022; henceforth H22), a systematic investigation of the efficiency of nonthermal particle acceleration in magnetic reconnection was conducted, where 2D simulations were performed in 2D, using a pair plasma, without a guide field and were run over a scan of eight values of \( \sigma \) (from 0.02 to \( \approx 63 \)) while maintaining \( \sigma_0 = \sigma/2 \) fixed. The acceleration efficiencies \( \epsilon_{\text{distr}} \) and \( \epsilon_{\text{ene}} \) in H22 were defined similarly to \( \eta_{\text{distr}} \) and \( \eta_{\text{ene}} \) in our work (Section 4.2). Our largest run with \( b_{\parallel} = 0.1 \) may be close enough to \( b_{\parallel} = 0 \) for a direct comparison of efficiencies. In particular, when comparing the run with \( \sigma \approx 63, \theta \approx 32 \) in H22 to our run (i.e., with \( \sigma = 50, \theta = 0.25 \)), we find strong agreement between energy efficiencies \( \eta_{\text{ene}} \), a Comment by Guo et al. regarding number efficiencies \( \eta_{\text{distr}} \) and \( \eta_{\text{ene}} \). The discrepancy between the number efficiencies in our studies tentatively suggests that, in the \( \sigma \gg 1 \) regime of reconnection, a greater upstream temperature improves the efficiency of particle injection. However, a more thorough exploration of \( \eta_{\text{distr}}(\theta) \) and \( \eta_{\text{ene}}(\theta) \) is needed before any definitive conclusion can be drawn. To investigate the effect of the cold magnetization \( \sigma \), we can compare the \( (\sigma \approx 0.63, \theta \approx 0.32) \) run in H22 to our run. We find agreement between both efficiencies \( \eta_{\text{distr}}(\sigma) \approx 0.32 \), \( \eta_{\text{ene}}(\sigma) \approx 0.9 \), tentatively suggesting that they are independent of \( \sigma \) when \( \sigma \gtrsim 1 \). However, similar to the \( \theta \) dependence, a more thorough investigation of \( \eta_{\text{distr}}(\sigma) \) and \( \eta_{\text{ene}}(\sigma) \) is needed.

### 5.3. Future Computational Work

Let us outline prospects for future follow-up computational studies of reconnection-driven particle acceleration in relativistic collisionless plasmas. In particular, let us focus on particle injection. The criteria for characterizing injection mechanisms can be enhanced to incorporate particle location (relative to the relevant plasma and magnetic structures) into each condition. A similar approach has been done in the context of nonthermal particle acceleration (Nalewajko et al. 2015). To do this, we could develop automatic procedures that identify the relevant structures (electron diffusion regions, reconnection outflows, plasmoids, etc.) without bias. Such procedures could be similar to those already developed for identifying X points (Haggerty et al. 2017) and downstream regions (Daughton et al. 2014).

In order to have a more realistic and astrophysically relevant picture of nonthermal particle acceleration, it will be necessary to increase the complexity of the problem in two major respects: increasing the dimensionality to three and incorporating the effects of radiation. In 3D simulations of the nonrelativistic regime, particles may leak out from magnetic islands along chaotic field lines and...
explore multiple exhausts to improve the efficiency of Fermi acceleration (Dahlin et al. 2017; Zhang et al. 2021c; Johnson et al. 2022). In particular, in the weak-guide-field regime where Fermi acceleration is the strongest, the flux-rope kink instability disintegrates the magnetic flux ropes to facilitate particle transport (Zhang et al. 2021c). In the relativistic regime, however, this energetic-particle transport along field lines is limited by the speed of light $c$, close to the reconnection outflow speed $v_{Ax}$. Therefore, it is difficult for the energetic particles to explore multiple exhausts to increase the acceleration efficiency in 3D. This may explain why electron spectra have been found to be similar between 2D and 3D simulations in the relativistic regime (Werner & Uzdensky 2017; Guo et al. 2021; Werner & Uzdensky 2021).

Let us now turn to radiation, which is the second major source of complexity that must be incorporated into future studies. Inside small-scale diffusive regions, where rapid $W_{\parallel}$ acceleration by $E_{\parallel} \sim E_{\parallel}$ takes place, the magnetic field is relatively weak, and therefore energy losses via synchrotron cooling are less significant, especially compared the timescales of acceleration (Uzdensky et al. 2011; Cerutti et al. 2012). Likewise, pickup processes may accelerate particles on similarly short timescales (Sironi & Beloborodov 2020). However, in large magnetic islands where a continual Fermi acceleration process may occur, the magnetic field strength is much stronger and acceleration occurs over a much longer duration, so losses via synchrotron cooling become significant (Schoeffler et al. 2019; Werner et al. 2019; Zhdanik et al. 2020). Therefore, investigations that account for the complexity of 3D effects and radiation will be essential “next steps” toward a more complete and astrophysically relevant description of particle acceleration.

6. Conclusions

In this work, we performed an array of 2D particle-in-cell simulations of relativistic ($\sigma \equiv B_0^2/4\pi n mc^2 = 50$) collisionless magnetic reconnection, using the code VPIC. From these simulations, we had two primary goals. The first was to measure the quantities that characterize particle spectra, namely, $\gamma_{inj}$, $\gamma_c$, and $p$ (Section 4.1) and dependant quantities $\eta_N$, $\eta_p$ that provide concrete notions of acceleration efficiency (Section 4.2), as functions of the guide magnetic field strength and system size. The second goal was to evaluate the contributions of three nonthermal particle acceleration mechanisms to particle injection (Section 4.3). Additionally, we also investigated the relative roles of parallel and perpendicular electric fields to high-energy particle acceleration (Section 4.4). To achieve these goals, we developed a new diagnostic to calculate the injection energy $\gamma_{inj}$.

Our simulations span six domain sizes $\ell_x$ and four normalized guide-field strengths $b_g$, which we used to investigate convergence with increasing domain size and the guide-field dependence of the aforementioned quantities at the largest domains. We note that we have not performed analytical fits as a function of guide-field strength, as (in our view) there are not enough values in the $b_g$ scan for such a fit to be reliable.

6.1. Particle Spectra

1. Power-law index $p$: Nonthermal power-law indices $p$ increase with increased domain sizes at moderate $\ell_x$, but then appear to converge at sizes above $\ell_x \gtrsim 200$ (Figure 4(a)). This suggests that our simulation results can be extrapolated to extremely large, e.g., astrophysical, systems.

We also find that stronger guide fields steepen the nonthermal spectra that emerge from relativistic magnetic reconnection. In particular, the asymptotic values of $p$ in the $\ell_x \rightarrow \infty$ limit increase with $b_g$; in particular, we find $p = 1.90$, 1.90, 2.20, and 2.80 for $b_g = 0.1$, 0.3, 0.5, 1.0, respectively.

2. Injection energy $\gamma_{inj}$: The injection energy $\gamma_{inj}$ (the energy at which the power-law component begins) converges with increasing $\ell_x$. We performed an analytical fitting to obtain the asymptotic injection energy $\gamma_{inj}^{\ast}$. We find that this limiting injection energy, when normalized to the upstream magnetization $\sigma$, has a moderate guide-field dependence, rising from $\gamma_{inj}^{\ast}/\sigma \sim 0.15$ for a weak guide field of $b_g = 0.1$ to $\sim 0.30$ for a strong guide field of $b_g = 1.0$.

3. High-energy cutoff $\gamma_c$: The high-energy cutoff $\gamma_c$ grows with increasing system size. Interestingly, the growth rate of $\gamma_c$ with increased $\ell_x$ weakens with strengthening $b_g$; from approximately linear when $b_g = 0.1$ to convergent when $b_g = 1.0$, with sublinear growth for intermediate guide fields. The ratio $\gamma_c/\sigma$ ranges from $\sim 3$ to $\sim 15$ across the parameter scan (Figure 4(c)).

4. Power-law extent $\gamma_{inj}/\gamma_{inj}^{\ast}$: Given the convergent trend of $\gamma_{inj}$ with increasing $\ell_x$, we expect the power-law extents (dynamic ranges) to increase with domain size in accordance with the growth trends of $\gamma_c$ with increasing $\ell_x$. They also shrink with an increased guide field. Over the entire parameter scan of $b_g$ and $\ell_x$, extents fall within 1–2 decades; for the largest domain, $\ell_x = 407.3$, $\gamma_c/\gamma_{inj}(b_g = 0.1) \sim 90$ and $\gamma_c/\gamma_{inj}(b_g = 1.0) \sim 20$ (Figure 4(d)).

6.2. Acceleration Efficiency

1. Time evolution of efficiencies: We defined two notions of acceleration efficiency: the number efficiency $\eta_N \equiv N_{inj}/N_{ds}$ [Equation (5)] and the energy efficiency $\eta_E \equiv E_{inj}/E_{ds}$ [Equation (6)]—i.e., the nonthermal (beyond $\gamma_{inj}$) particles’ share of the particle number and energy relative to the total particle number and energy of the downstream population.

We find that, for weak and moderate guide fields ($b_g = 0.1, 0.3, 0.5$), both $\eta_N$ and $\eta_E$ experience a rapid initial transient rise followed by a moderate fall, after which they climb again slowly to their final asymptotic values on longer timescales. As the length of the current sheet $\ell_x$ increases, the saturation timescale for each efficiency increases proportionally (Figures 6(b), (d)). For the strong guide field $b_g = 1.0$, however, the initial rises are much less pronounced and saturation takes a longer time (Figures 6(a), (c)).

2. Efficiencies at the final time $t = \tau_f$: We find that $\eta_N(\tau_f)$ and $\eta_E(\tau_f)$ vary little with the domain size, suggesting that saturation with increasing $\ell_x$ has been reached. In particular, $\eta_N(\tau_f)$ approaches $\sim 35\%$ for weak guide fields ($b_g = 0.1, 0.3$), declining to $\sim 15\%$ for a strong guide field $b_g = 1.0$ (Figure 7(a)). The final energy efficiency $\eta_E(\tau_f)$ approaches $\sim 90\%$ for $b_g = 0.1, 0.3$ and $\sim 60\%$ for $b_g = 1.0$ (Figure 7(b)).
6.3. Particle Injection Mechanisms

1. Time evolution of injection shares: We find that direct W∥ acceleration dominates the injection process at early times, suggesting that the initial reconnection events inject particles first. However, the W∥ share decays as time (in terms of $\omega_{ci}^{-1}$) proceeds (Figure 11(a), (c)) toward a saturation, such that for weak-to-moderate guide fields ($b_g = 0.1, 0.3, 0.5$) the combined injection shares of the two W⊥ acceleration mechanisms (Fermi and pickup) eventually overtake that of direct acceleration. During the early W∥-dominant stage, W∥ only injects 5%, 7%, and 20% of the total, final injected population for $b_g = 0.1, 0.3, \text{and} 0.5$. For a strong guide field of $b_g = 1.0$, W∥ dominates particle injection throughout each simulation.

2. Cumulative injection shares at $t = \tau_f$: Larger spatial and temporal domains significantly increase the contributions of pickup and especially Fermi acceleration to particle injection, with larger domains being necessary to achieve convergence for stronger guide fields (Figure 12).

Adjusting the guide-field strength from $b_g = 0.1$ to 0.3 drastically reduces the pickup injection share, whereas the Fermi injection share remains roughly constant for $b_g = 0.1-0.3$ but then drops significantly as the guide field is raised to $b_g = 1.0$. In contrast, the W∥ injection share is increased by strengthening the guide field. For a weak guide field of $b_g = 0.1$ (and the largest domain size), the injection partition by each mechanism is as follows: ~20% of particles are injected by W∥, ~45% by Fermi, and ~35% by pickup. For a strong guide field of $b_g = 1.0$, ~70% of particles are injected by W∥, ~25% by Fermi, and ~5% by pickup (Figure 12).

6.4. Post-injection Particle Acceleration

1. Time evolution of high-energy/post-injection ($\gamma > \gamma_{mono}$) particle acceleration: We denote the quantities $\langle \Delta W_{\gamma}(t) \rangle$ and $\langle \Delta W_{\gamma}(t) \rangle_{||}$ as the average particle energy gained by the parallel and perpendicular electric fields after injection. Stronger guide fields appear to significantly increase $\langle \Delta W_{\gamma}(t) \rangle$ immediately after injection, possibly due to the increased residual direct acceleration from larger regions with significant $E_{||}$ around X points. However, the slope (i.e., the growth rate) of $\langle \Delta W_{\gamma}(t) \rangle_{||}$ at later times is relatively unaffected by the guide-field strength. On the other hand, stronger guide fields drastically suppress the growth rate of $\langle \Delta W_{\gamma}(t) \rangle_{\perp}$, both immediately after injection and in the longer term, as indicated by the flatter slopes in Figure 13(a).

Increasing the spatial domain $\ell_s$ appears to “drag out” the evolution of both $\langle \Delta W_{\gamma}(t) \rangle$ and $\langle \Delta W_{\gamma}(t) \rangle_{||}$, suggesting that the timescale of post-injection energy gain is controlled by the length of the initial current sheet $\propto \ell_s$ (Figure 13(b)).

2. High-energy/post-injection ($\gamma > \gamma_{mono}$) particle acceleration at $t = \tau_f$: We find that $\langle \Delta W_{\gamma}(t) \rangle_{\perp}$ rises and rapidly converges as $\ell_s$ increases. The contribution of $\langle \Delta W_{\gamma}(t) \rangle_{\perp}$ to total post-injection particle energization converges to ~80% for a weak guide field of $b_g = 0.1$ and ~35% for a strong guide field of $b_g = 1.0$ (Figure 14).

The methodology for studying particle injection presented in this paper is novel and lays the foundation for future work on the topic. This includes defining concrete notions of the acceleration efficiency, which yield prospective for future analyses on energy conversion. Furthermore, this is one of the first detailed studies into how guide-field strength affects particle injection from relativistic reconnection, which is crucial for astrophysical applications as guide-field strength in astrophysical objects may vary widely. The demonstration of the domain-size convergence of several important particle injection and acceleration parameters presented in this paper will permit the extrapolation and application of those results to the spatial and temporal scales of astrophysical systems.
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Appendix A

Fitting Procedure for a Nonthermal Spectrum

We fit the nonthermal component of each downstream spectrum $f_{\text{obs}}(\gamma)$ primarily using the fitting procedure described by Werner et al. (2018). One crucial difference, however, is that we introduce another step in the procedure, which allows us to calculate injection energies.

At the beginning of this procedure, we implement a pool-adjacent-violators smoothing algorithm (de Leeuw et al. 2009), which requires $f_{\text{obs}}(\gamma)$ to be monotone for $\gamma > \gamma_{\text{mono}}$ (i.e., the restricted spectrum $f_{\text{obs}}|_{\gamma > \gamma_{\text{mono}}}$ is a valid input for the algorithm). Different values of $\gamma_{\text{mono}}$ may capture different valid power-law segments (later we clarify what a “valid” segment is). Therefore, to minimize bias, we prepare a scan over several $\gamma_{\text{mono}}$. We calculate where each power-law segment begins and ends by introducing a “power-law tolerance” that controls how much $p_i \equiv -d \log f_{\text{obs}}(\gamma)/d \log \gamma$ (i.e., the local logarithmic slope of $f_{\text{obs}}(\gamma)$) is allowed to vary from a central value. Similar to $\gamma_{\text{mono}}$, different $p$-tolerances capture different power-law segments, so we also prepare a scan over $p$-tolerances. For $p$-tolerances, we choose ±0.10, ±0.11,... ±0.30 for every simulation. Unlike the scan over the $p$-tolerances, the $\gamma_{\text{mono}}$ scans are customized for each simulation (via trial-and-error15), as each power-law spectrum has a different dynamic range.

15 Values of $\gamma_{\text{mono}}$ that are too low yield energy segments in the thermal component, whereas $\gamma_{\text{mono}}$ values that are too large yield energy segments in the high-energy cutoff. Examples of typical $\gamma_{\text{mono}}$ scans that could properly identify the power-law range were $\gamma_{\text{mono}} \in [4, \ 5,...,10]$ and $\gamma_{\text{mono}} \in [10, 11,...,16]$.
In the following subappendices, quantities calculated for each unique ($\gamma_{\text{mono}}$, $p$-tolerance) pair will have the superscript “*.” In particular, we calculate $p^*$, $\gamma_c^*$, and $\gamma_{\text{inj}}^*$ After collecting every starred quantity, we then take (equally weighed) averages of each collection to obtain three characteristic parameters of the nonthermal spectrum: the power-law index $p$, the high-energy cutoff $\gamma_c$, and the low-energy cutoff (i.e., injection energy) $\gamma_{\text{inj}}$. Note that this fitting procedure may be applied at any time step, as long as monotonicity is satisfied for $\gamma > \gamma_{\text{mono}}$.

A.1. Calculating $p^*$ and $\gamma_c^*$

For each $p$-tolerance, we define $p^*$ as the median value of $p_c(\gamma)$ along the longest logarithmic energy segment for which the variation in $p_c$ does not exceed the tolerance. This longest segment is found by exhaustion. We then define the high-energy cutoff $\gamma_c^*$ of the power law as the energy at which the downstream spectrum $f_{ds}(\gamma)$ falls below the power-law fit by a factor of $e$ (Werner et al. 2018).16

A.2. Calculating $\gamma_{\text{inj}}^*$

A nonthermal spectrum of the form $f_{\text{int}}(\gamma) = f_{\text{pl}}(\gamma)f_{\text{be}}(\gamma) = A^*\gamma^{p^*}e^{-\gamma_c^*/\gamma}$ decays at high energies due to the last factor, which accounts for the high-energy cutoff. However, there is no such “natural” decay at low energies. Therefore, the usual way to define the support of a nonthermal spectrum is $[\gamma_{\text{inj}}^*, \infty)$, where $\gamma_{\text{inj}}^*$ is a (somewhat arbitrarily chosen) value that prevents the power law from reaching low energies (i.e., where the particle spectrum is better described by a Maxwelian distribution). This is the motivation for the current procedure; we seek some “low-energy cutoff” function that will allow the support of the nonthermal term to be defined appropriately and without bias.

Let us now adopt the Ansatz $f_{ds} = f_{\text{be}}f_{\text{pl}}f_{\gamma}^*$, where $f_{ds}$ is the downstream spectrum produced by the simulation and $f_{\gamma}^*$ is the low-energy decay function. We stipulate that $f_{\gamma}^*(\gamma) = \gamma^{-\alpha^*(\gamma)}$, where $\alpha^* = \alpha(\gamma)$. This is done so that $\alpha^* \approx 0$ corresponds to the main nonthermal power-law segment, and the extent to which $\alpha^*$ deviates from 0 measures how far the spectrum has deviated from the power law. Solving for $\alpha^*$, we obtain

$$\alpha^*(\gamma) = \log \left( \frac{f_{\text{pl}}f_{\text{be}}}{f_{ds}} \right) = \log \left( \frac{A^*}{f_{ds}(\gamma)} \right) - p^*,$$  \hspace{1cm} (A1)

where $\alpha^*(\gamma)$ is defined for $\gamma \in [1, \infty)$.

Figure 15 shows that $\gamma_c$ decays rapidly toward zero as $\gamma_c - 1$ approaches the main power-law energy range. Therefore we define the injection energy $\gamma_{\text{inj}}^*$ by choosing a standardized threshold $\alpha^* \gtrsim 0$ so that $\alpha^*(\gamma_{\text{inj}} - 1) = \alpha^*$. This is equivalent to finding the energy $\gamma_{\text{inj}}^*$ at which the local logarithmic slope $p_{\gamma}$ deviates from $p^*$ by $\alpha^*$, i.e., $p^* - p_{\gamma} = \alpha^* = \alpha^*(\gamma_{\text{inj}} - 1)$. This is a transcendental function that takes $\alpha^*$, $\gamma_{\text{inj}}^*$, and $p^*$ as inputs and returns $\gamma_{\text{inj}}^*$. We chose this threshold to be $\alpha^* = 0.2$ for all $\gamma_{\text{mono}}$, $p$-tolerance pairs and all simulations. When testing neighboring values of $\alpha^*$, we find that $\gamma_{\text{inj}}$ scales roughly as $1/\sqrt{\alpha^*}$, indicating that $\gamma_{\text{inj}}$ is not very sensitive to the choice of $\alpha^*$. In general, $\alpha^*$ should be sufficiently small to capture the low-energy cutoff but not too small so as to be accidentally triggered within the error of the power law itself. Accordingly, all of the errors on power-law indices are well below 0.2.

We then compute the power-law extent, defined by $R^* \equiv \gamma_{\text{inj}}^*/\gamma_{\text{inj}}^*$. If $R^*$ does not exceed some threshold (e.g., we chose 10), all the results for this tolerance and $\gamma_{\text{mono}}$ (i.e., $p^*$, $\gamma_c^*$, $\gamma_{\text{inj}}^*$) are discarded. In other words, if the “power law” does not extend beyond one decade, we do not consider it sufficiently well defined. On the other hand, if $R^* \gg 10$, the results $(p^*, \gamma_c^*, \gamma_{\text{inj}}^*)$ are kept.

A.3. Calculating $\gamma_c$, $\gamma_{\text{inj}}$, and $R$

We then repeat the above-described process for all tolerances and $\gamma_{\text{mono}}$ within the ranges specified for our scans. Once all quantities $(p^*, \gamma_c^*, \gamma_{\text{inj}}^*)$ are collected for each tolerance and $\gamma_{\text{mono}}$, duplicates (e.g., identical power-law segments resulting from different $\gamma_{\text{mono}}$ or $p$-tolerances) and outliers...
Appendix B
Simulation Tables

Tables 1–3 display the power-law indices, injection energies, and high-energy cutoffs throughout the parameter scan, acquired through the fitting procedure described in Appendices A.1., A.2., and A.3.

### Table 1

| $\ell$ | $p$ | $\gamma_{inj}$ | $\gamma_{c}$ | $\gamma_{c}$ ($\ell_{c}$) |
|-------|-----|-----------------|--------------|--------------------------|
| 72.4  | 0.1 | 0.3             | 0.5          | 1.0                      |
| 101.8 | 1.57| 1.83            | 1.90         | 2.20                     |
| 144.8 | 1.60| 1.74            | 1.82         | 2.28                     |
| 203.6 | 1.59| 1.78            | 1.83         | 2.48                     |
| 289.6 | 1.72| 1.82            | 2.06         | 2.70                     |
| 407.3 | 1.88| 1.91            | 2.18         | 2.69                     |

### Table 2

| $\ell$ | $p$ | $\gamma_{inj}$ | $\gamma_{c}$ | $\gamma_{c}$ ($\ell_{c}$) |
|-------|-----|-----------------|--------------|--------------------------|
| 72.4  | 0.1 | 0.5             | 4.9          | 5.3                      |
| 101.8 | 4.8 | 5.3             | 4.7          | 7.9                      |
| 144.8 | 4.9 | 5.2             | 5.5          | 10.5                     |
| 203.6 | 6.8 | 6.0             | 7.9          | 13.0                     |
| 289.6 | 6.9 | 7.0             | 9.1          | 13.8                     |
| 407.3 | 9.0 | 7.7             | 9.8          | 14.5                     |

### Table 3

| $\ell$ | $p$ | $\gamma_{inj}$ | $\gamma_{c}$ | $\gamma_{c}$ ($\ell_{c}$) |
|-------|-----|-----------------|--------------|--------------------------|
| 72.4  | 242 | 257             | 224          | 182                      |
| 101.8 | 248 | 284             | 257          | 189                      |
| 144.8 | 308 | 288             | 263          | 242                      |
| 203.6 | 416 | 342             | 258          | 259                      |
| 289.6 | 505 | 375             | 362          | 330                      |
| 407.3 | 739 | 494             | 435          | 251                      |
