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Abstract—As consensus across the various published AI ethics principles is approached, a gap remains between high-level principles and practical techniques that can be readily adopted to design and develop responsible AI systems. We examine the practices and experiences of researchers and engineers from Australia’s national scientific research agency (CSIRO), who are involved in designing and developing AI systems for many application areas. Semi-structured interviews were used to examine how the practices of the participants relate to and align with a set of high-level AI ethics principles proposed by the Australian Government. The principles comprise: (1) privacy protection and security, (2) reliability and safety, (3) transparency and explainability, (4) fairness, (5) contestability, (6) accountability, (7) human-centred values, (8) human, social and environmental well-being. Discussions on the gained insights from the interviews include various tensions and trade-offs between the principles, and provide suggestions for implementing each high-level principle. We also present suggestions aiming to enhance associated support mechanisms.
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I. INTRODUCTION

The rapidly increasing use of artificial intelligence (AI), which includes machine learning (ML), throughout society has already produced significant benefits across a variety of fields, and promises to deliver more in the future [30], [35], [38]. As AI becomes more ubiquitous there are rising concerns regarding its use and development [13], [56]. AI may be used in applications that reinforce existing biases and historical disadvantage in society (e.g., involving gender, race, socio-economic background), infringe individual privacy, and make opaque decisions that affect people’s lives (e.g., automated assessment of job applications) [14], [20], [51]. Responses to these concerns are well underway in many countries. A recent review of international principles and guidelines for AI ethics included 84 such documents [34]. Out of the numerous ethics frameworks and guidelines produced by governments and organisations, a broad consensus is emerging around what the major principles of AI ethics should be [25].

Governments and organisations are beginning to develop mechanisms to make high-level AI ethics frameworks more actionable in practice. Governance, regulation, and legal frameworks concerning the development and use of AI systems and associated technologies are emerging in many countries [11], [69]. The European Union has recently proposed a legal framework for AI for its member states [21]. A recent report by the Australian Human Rights Commission has recommended introducing legal accountability for both government and public sector uses of AI, as well as establishing an independent AI Safety Commissioner [23].

However, there is still a large gap between high-level AI principles and practical techniques that can be readily used in the design and development of responsible AI systems [45], [48]. More specifically, current high-level principles appear more focused on end users and people affected by AI technologies, rather than developers of AI systems. Furthermore, ethics principles are just one of a range of governance mechanisms and policy tools necessary to promote the ethical development and use of AI technologies.

In this work semi-structured interviews are used to better understand the existing practices and perspectives of scientists and engineers that develop and/or use AI/ML technologies across a broad range of projects and application domains. The insights and challenges gleaned from the interviews are analysed within a wider context, aiming to provide suggestions and caveats which may be helpful when placing the high-level AI ethics principles into practice.

The interview participants are from the Commonwealth Scientific and Industrial Research Organisation (CSIRO), which is Australia’s national science agency. The organisation is responsible for conducting scientific research in many industrial application areas, including biosecurity, health, agriculture, and environment. Recent efforts include increasing the uptake of AI/ML across these areas. The Australian Government’s voluntary high-level AI ethics principles [2] are used as a framing structure for the interviews, as well as the subsequent analysis. This set of principles is treated as a representative of the many similar principles proposed by other governments and organisations [25], [34].

We continue the paper as follows. Section II overviews related work. Section III describes the methods used to conduct the interviews and the subsequent thematic analyses. Section IV presents the salient results from the interviews, in terms of observations, practices and challenges for each of the high-level ethics principles. Section V provides a discussion of the insights from the interviews and provides suggestions for implementing each high-level principle. Section VI provides
suggestions to enhance associated support mechanisms at organisational and design levels. Concluding statements are given in Section VII.

II. RELATED WORK

The development and deployment of responsible AI requires users to adopt a largely implicit set of high-level ethics principles into explicit practices. High-level principles such as transparency and explainability may require various approaches to implement within an AI system depending on its purpose and the user requirements [4]. However, the availability of useful ethical design specifications for AI designers and developers is currently lacking [48], with a recent review highlighting various limitations [47]. These limitations include the lack of methods that support the proactive design of transparent, explainable and accountable systems, in contrast to the less useful post-hoc explanations of system outputs. Existing methods overemphasised AI ‘explicability’ (which is necessary but not sufficient for transparency and explainability), and skewed to assessing the impact of an AI system on individuals rather than on society or groups. Finally, the examined methods were found to be difficult to implement and typically positioned as discourse aids to document design decisions [47].

The limited support for tools available for designers and developers demonstrates a gap in what is available and what is useful for adopting responsible, or ethical, design approaches [43], [48]. The implementation of ethics principles in practice requires an improved understanding of the practices of designers and developers of AI systems, and how they relate to high-level ethics principles. By building this understanding, organisations can better position themselves to develop the support required to produce and use AI systems responsibly.

A recent interview study involving high-level organisational leaders (such as CEOs) provides empirical evidence that a promising approach to operationalise AI ethics principles is via four sets of practices [61], [62]: (i) governance, (ii) AI design and development, (iii) competence and knowledge development, (iv) stakeholder communication.

The operationalisation of AI ethics can be also framed as a design process rather than an end goal [16], [46]. Fostering an understanding of the complexities and challenges of implementing responsible AI provides the foundation for iterative and adaptive approaches rather than as the completion of activity checklists. The implementation of responsible, or ethical, design has been characterised across three complimentary design approaches [18], summarised below.

- **Ethics in Design**, which requires designers and developers to consider the purpose of the AI system under development, and the likely consequences of its use [18]. Part of this involves considering the values (or motivating principles) reflected in the design and purpose of the AI system [24]. This has parallels with efforts to incorporate human values in software engineering [70], [72]. Anticipating the negative effects of failing to account for an ethical principle may also highlight potential issues that might otherwise be overlooked [43], [78].

- **Ethics by Design**, which concerns the behaviour of AI systems in deployment. The functions of systems should reflect ethical principles, such as minimising harm. This also covers constraints imposed on permissible actions and decisions the AI system may make [18]. This is particularly significant for autonomous systems that may come into contact with humans or animals during their operation, and for AI systems that may be used to recommend decisions that affect people’s lives.

- **Ethics for Designers**, which refers to the ethics that motivate and govern the developers of AI systems, and may include professional codes of conduct, ethical principles, and regulatory requirements [18]. These design approaches characterise the complex and dynamic task of developing responsible AI. In turn, the infrastructure required from organisations and governing bodies to effectively support responsible AI must be responsive to those complexities and the evolving nature of the field.

III. METHODS

The interview participants were CSIRO scientists and engineers who design, develop, or implement systems with AI components (such as ML). An initial set of participants was sought via calls for participation circulated within the organisation, where the main selection criterion was self-reported involvement with research and/or development work that notably included the use of AI methods and/or technologies. The initial phase was followed by a snowballing technique where additional participants were recruited through suggestions by preceding participants. The number of participants increased until a saturation point of perspectives was deemed to have been reached [15], [31]. In total, 21 interviews were conducted.

The participants represented a cross-section of experience and responsibility; the positions of the interviewees included: team leader (8), group leader (4), principal research scientist (2), principal research engineer (1), senior research scientist (4), research scientist (1), postgraduate student (1). The gender division was approximately 24% female and 76% male.

Each participant was provided with a summarised version of the Australian AI ethics principles (see Table I), prior to their interview. The interview protocol aimed to first evoke 3 to 4 principles that were most pertinent to each participant as encountered in their work. Each of the principles chosen by the participant was then examined through the following prompts: (i) how did the principle express itself in their work, (ii) how was the principle addressed, (iii) what tools/processes would be useful for addressing the principle. Subsequent questions aimed to cover relevant overlaps with the following areas: software development, machine learning, and ethics in AI. Participants were then asked to consider other ethical factors
TABLE I
An adapted summary of the voluntary high-level ethics principles for AI, as promulgated by the Australian Government [2].

| Principle                        | Summary                                                                 |
|---------------------------------|-------------------------------------------------------------------------|
| Privacy Protection and Security | AI systems should respect and uphold privacy rights and data protection, and ensure the security of data. |
| Reliability and Safety          | AI systems should reliably operate in the context of their intended purpose throughout their lifecycle. |
| Transparency and Explainability | There should be transparency and responsible disclosure to ensure people know when they are being significantly impacted by an AI system, and can find out when an AI system is engaging with them. Explainability includes what the AI system is doing and why, and may include the system’s processes and input data. |
| Fairness                        | AI systems should be inclusive and accessible, and should not involve or result in unfair discrimination against individuals or groups. |
| Contestability                  | When an AI system significantly impacts a person, group or environment, there should be a timely process to allow people to challenge the use or output of the system. |
| Accountability                  | Those responsible for the various phases of the AI system lifecycle should be identifiable and accountable for the outcomes of the system, and human oversight of AI systems should be enabled. |
| Human-centred Values            | AI systems should respect human rights, diversity, and the autonomy of individuals. |
| Human, Social and Environmental (HSE) Well-being | AI systems should benefit individuals, society, and the environment. |

not covered by the high-level principles but encountered and potentially addressed in their work.

The interviews were conducted in a conversational setting by three interviewers that had significantly different research backgrounds and experience. The interviews ranged in length from 22 to 59 minutes, with a median length of 37 minutes. All the interviews were done from February to April 2021.

A. Thematic Analysis

The transcripts of the interviews were analysed using methods from the ‘codebook’ school of thematic analysis, where themes are understood as ‘domain summaries’ and given before starting analysis, and the codes developed during the analysis are assigned to these themes [9]. The high-level principles (see Table I) were used as the domain summaries. Concepts in the text were given a broad theme and a more specific subtheme (if necessary), and were attached to the most relevant high-level principle.

The analysis was accomplished at a semantic level, which focused on describing and interpreting patterns identified in the interview transcripts, instead of looking for underlying assumptions or concepts in the transcripts [8]. The thematic analyses derived from the interview transcripts were independently cross-checked by the three interviewers to ensure consensus on themes and inter-rater reliability.

B. Ethics Approval and Consent

This study was approved by CSIRO’s Social and Interdisciplinary Science Human Research Ethics Committee, in accordance with the National Statement on Ethical Conduct in Human Research [49]. The approval included the scope of the study, the selection and contact of potential participants, the interview protocol, and the de-identification requirements for the transcripts. Informed consent was sought and obtained from each participant prior to their interview.

C. Limitations

The interview participants were selected via solicitation emails and peer suggestions, which may pose a threat to internal validity. The selection and availability of interviewees may have constrained the span and nature of perspectives and hence outcomes of this study. Although selection bias is possible when the participants are not randomly selected, the threat to internal validity is partially alleviated as the interviewers had no contact with the interviewees beforehand. To reduce the risk of missing information and interviewer subjectivity, each interview included three interviewers with significant differences in their research backgrounds and experience. The interviewers worked jointly to pose questions, which aids in increasing the depth and range of inquiry, as well as reducing the likelihood of subjective bias.
While this study aims to include Indigenous viewpoints, no information was sought about the interviewees’ ethnic background and none of the interviewees provided such information. This may have affected the interpretation and expression of Indigenous viewpoints.

This study was undertaken in one organisation, which may pose a threat to external validity; the opinions provided by the interviewees may not be representative of the larger AI development community. To reduce this threat, we ensured that the interviewees had various roles and degrees of expertise, and worked on a variety of research areas and projects (for both internal and external customers). While having interviewees from more organisations would be desirable, we believe our study can be relevant to many AI/ML researchers and system development teams; the observations and comments given by our interviewees provide insights into the challenges developers are facing in dealing with AI ethics issues during research, development and deployment.

IV. Results

In this section we present the salient points resulting from the thematic analysis of the interviews, covering practices, challenges and insights relating to each of the high-level principles shown in Table I. The occurrence of themes related to the principles across the interviews is shown in Table II.

Quotations and paraphrased sentences are ascribed to interview participants via markers in the shorthand form of P##, where ## is a two-digit participant identifier (01 to 21).

A. Privacy Protection and Security

For addressing this principle, participants suggested methods such as federated machine learning [37], [77], aggregation of data, removing personally identifiable information, and differential privacy [19], [26]. As an example, partitioning data across distributed machines was mentioned as a method of protecting privacy for genomic data: “[various] research institutions from around the world can collaborate, because they don’t have to give up their data. They don’t have to share their data in the clear” (P03). There are also strong practical reasons for doing so: “[t]he machine learning methods that are running on those, they are split across multiple nodes anyway, [...] with the idea that they only ever use a portion of the genome. Not because it’s safer, but because it’s more efficient. It’s faster [...] that’s the reason why it’s possible to analyse the whole genome at the same time” (P03).

The impact on ML models trained using altered data (with personally identifiable information removed) is uncertain (P19). Differential privacy may also have a negative impact of the utility of ML models (P05). The concerns about the impact of differential privacy methods and removing PII are examples of the tension between protecting privacy and producing accurate ML models: “that’s the real challenge that we are always dealing with, this privacy and utility trade-off” (P05). There are also possible trade-offs between privacy and other principles, such as Reliability, Accountability, as well as Transparency and Explainability (P01, P07, P09). For example, to determine the accountability for failure in a process may involve using sensitive information that stakeholders are not willing to share due to their stated requirement for privacy (P07).

Privacy concerns were mentioned as a reason to avoid using sensitive data: “we have deliberately worked on data that doesn’t have any privacy concerns, because of the difficulty of working with data that does” (P09). Synthetic data and standard machine learning datasets were mentioned as alternatives to using sensitive data (P05). Minimising the amount of data needed was also mentioned as a design goal (P02).

Gaining and maintaining the trust of collaborators and data providers was identified as an important motivation for privacy and data protection. “Whether their concern is correct or not, that doesn’t even matter here. If I don’t get that trust, they’re not collaborating” (P07). Similarly, another participant observed that in their practice “you build the trust with the data providers [...] so more people can give you data and increase your data representability” (P02).

Approval from the human research ethics committee was mentioned as important for confirming the requirements for working with sensitive data (P11, P17, P19). Privacy impact assessments were also mentioned as another process for identifying potential privacy issues (P10), in order to understand privacy concerns, build provisions to enable privacy controls, and allow people to highlight things that they did not want to make visible in the platform. These assessments may highlight issues that require consultation with external clients: “we’ve had to manage [...] our client’s expectations around [the] additional effort needed in the privacy [...] side of things” (P10).

External collaborators may impose access restrictions on their data (P01, P17). Clients may also require that data remains within their network environment, which requires researchers to perform their work on the client’s servers (P17,

| Principle                        | Occurrence |
|---------------------------------|------------|
| Privacy Protection and Security | 17 / 21 (81%) |
| Reliability and Safety          | 19 / 21 (90%) |
| Transparency and Explainability  | 18 / 21 (86%) |
| Fairness                        | 10 / 21 (48%) |
| Contestability                  | 8 / 21 (38%) |
| Accountability                  | 13 / 21 (62%) |
| Human-Centred Values            | 3 / 21 (14%) |
| HSE Well-being                  | 11 / 21 (52%) |
with potential customers [...] we’ll raise that quite early as saying, what data do you have and what’s the access like to that data? Because sometimes that’s the gatekeeper for continuing the project or not” (P17). Concerns were raised about provision of data to third parties without explicit agreement: “I gave you data and I consent for a particular application and that’s it. If somebody else wants my data they should ask me” (P11).

One interviewee suggested that access to sensitive data can be partial and conditional: “[y]ou can [allow] certain applications to access certain areas of your genome. So if it’s a research project [...] you might enable them to see the whole data at the same time” (P03). Furthermore, in the context of genomics, the data would be encrypted and “you as the patient own the [decryption] key” (P03).

Privacy concerns differ from project to project (P10). Accidental collection of sensitive data was mentioned as an issue for autonomous systems (P12, P13). Projects that involve Indigenous data need to respect the cultural context of that data: “[s]o when we talk to Indigenous people about where data is and who owns it and who can benefit from it, it gets affected by things like whose country it is, whose knowledge is going to be part of that, is it gendered spaces, is it sacred spaces that we are looking at?” (P14).

B. Reliability and Safety

Participants often mentioned that the quality and amount of training data is very important. One interview noted that “if you’re training a model with not a lot of data and you come across an edge case, you can actually get some really weird results” (P09). Obtaining a sufficient number of samples can be challenging, as obtaining one sample can be high in terms of both financial cost and time cost in domains such as genomics (P03). Furthermore, awareness of potential mismatches between training data and data used during deployment is necessary to prevent the trained model from being unsuitable for its intended purpose (P04, P18). During system development, it is also important to consider how to respond to incomplete data: “[D]o we just operate in its absence or do we assume it’s true or assume it’s false or make some other determination?” (P16). Hidden variables that aren’t captured within the data are a significant problem (P02).

Prior information can be used to reduce the need for large amounts of training data. “So, if you have a weather model, climate model, and some chemistry process, built inside, then you probably need the less of this data” (P02). However, using prior information can be difficult within machine learning models. “[Y]ou can say it’s a prior model, [...] but it’s drawn from [...] scientific literature, or based on the expert knowledge, but it’s really hard to see that [it’s] some nice distribution that you can easily put into the model” (P02).

One interviewee pointed out that there might be multiple AI algorithms suitable for a task, and developers need to assess potential candidates according to several categories (P09). Instead of focusing only on accuracy, there are “trade-offs in terms of data complexity versus accuracy” (P09). Furthermore, robustness can be adversely affected: “the push for accuracy is not always beneficial, because it can include complexity and perturbation effects, [...] and then you have these situations that basically explode because of their complexity” (P09). Within the field of autonomous systems, it was noted that although machine learning is a trend and works well for many types of applications (e.g., recognition), it is important to find the right mix of traditional proven technology and newer machine learning technology (P12).

Bugs in the implementation of AI systems can produce “erroneous results, erroneous inferences, [and] could have led to dangerous decisions downstream” (P16). Failing safely is deemed to be of prime importance and is considered “as you’re building the system” (P16). However, “there’s only so much you can think ahead, about what those failure modes might be” (P16).

As degradation of system performance may occur during deployment, AI systems may need recalibrated on new data. “If you build a model on 10 year old data, then you’re not representing the current state of risks for certain disease. [...] as a minimum, [recalibration] on new data would probably be [...] more meaningful” (P18). Furthermore, the systems may need to be completely rebuilt to properly take advantage of newer and/or more comprehensive data which was not considered during the initial deployment (P18).

AI systems were also noted as being difficult to verify: “you can always have a pure statistics approach and build the system and let it run in the environment. But when do you have a complete assessment really? Especially with systems that change over time and based on sensory input [...] it’s very difficult” (P12). How AI models may be verified will depend on their context. Where ML models are being used to emulate existing processes, expert judgement is necessary to determine how close the model’s predictions are to the modelled process (P04).

The element of safety also extends to the physical context within which an AI system will be used. As one participant explained, “it’s not just the AI data that has to be safe, it’s actually its application and use [...] reliability and safety, throughout its whole life cycle and its application into the real world become really critical questions” (P14). Experts in all associated disciplines (hardware engineers, software engineers, end users, and other stakeholders) should be involved in the design (P12). AI developers rely on domain experts to ascertain whether the AI system is correctly following existing legal rules in the application domain (P06).

Tracking the use of an AI system has been suggested as useful for building user trust in the reliability of the system (P15). Furthermore, in conjunction with the ability to override the system’s suggestions, usage tracking would allow users to note the differences in outcomes: “[the system]
suggested doing one scenario, we chose to do another, this is the result we got [...] did we do the job that we expected? Or did we do the job that the system expected?” (P15).

The need for large amounts of data to improve accuracy is in tension with the goal of minimising data collection and use to protect privacy (P02). In tension with the Fairness principle, in certain scenarios (such as medical applications), developers may have to restrict the scope of data as much as possible (e.g., use data only from people within an ethnic group), in order to make it easier to build an AI solution that works as intended (P11).

A concern raised by interviewees is the usage of AI systems after their development (i.e., during deployment). One noted an instance where their AI system was designed to provide recommendations according to criteria agreed with a client, and yet these recommendations were ignored in decision making by the client as other criteria were used in practice (P08). Another participant noted that nuances about the collected data and the assumptions made in analysing the data used to train an ML model are likely to be lost when the model is used in practice: “you can put all those cautions in place but they won’t necessarily be respected in practice and you’ve got very little control over that” (P01). Due to the lack of control over the use of AI technologies after their development, some researchers and/or developers may disclaim accountability: “whether the [system] works in 10 years, it’s not under our control [...] and we shouldn’t really care about it” (P11).

In the context of autonomous systems, the operations of drones are regulated but AI technology embedded in drones is currently not regulated (P12). The regulations include that “autonomous flight is prohibited [...] in the sense that the flight is not managed by [a remote] human pilot” (P12). However, this raises a question of reliability: “if [there is] a [target following] mode enabled in [the] system [...] you have to have a human pilot monitoring this system and disengaging that system at any time [...] so now the question is [...] what happens if [the] remote pilot is really there, flicks the [disable] switch and the system doesn’t react? The remote pilot is not always in full control of [the UAV] because of technical reasons” (P12).

Reliability and safety are significant concerns for autonomous systems: “how dependable is the autonomy?” (P12). Where AI is used in robotic systems, the quality of the hardware used in the system is an important safety consideration (P12). The hardware underneath needs to be certified or qualified to industry standards (P12).

C. Transparency and Explainability

In discussing this principle, the majority of participants focused on the explainability of decisions made by AI systems. One participant observed: “Whenever you provide estimates or outputs from an algorithm, they need to be explained in some way, and so you need to be very open and transparent about what you’ve done, how you’ve pre-processed your data, how you’ve applied the algorithms, even some of the fine-tuning of the algorithms [and] the hyperparameters” (P09). Transparency and explainability were also seen as important for accountability to clients and users: “[...] it’s essential, because when you give a prediction, or when the prediction is wrong [...] then you have to give people some sort of explanation” (P02).

The degree of possible explainability depends on the form of AI used. Symbolic AI uses defined rules to process data, and allows for the chain of reasoning used to produce an output to be identified. In contrast, statistical (or non-symbolic) AI, such as that used in machine learning, develops rules from the data used to train it [35], [6]. Statistical AI methods were generally thought to be less transparent and explainable than symbolic AI. One participant noted: “the AI I use are equations – we can’t solve these equations easily; we develop an algorithm for solving these equations, but we know what’s happening. We know what these algorithms are doing. It’s not a black box. The issue is the solution then is quite complex to understand so that’s where explainability of a solution and explainability of AI is a very important topic for us” (P08).

The factors and data used to make a particular recommendation may also be presented to the user: “it gives them a way to [...] trace back to the actual patient record [...] to see why the system thought what it did” (P19). The level of explainability may also depend on the intended audience (P17).

Explainability may weigh more than performance regarding trust in AI. Fine-grained interpretability is needed in AI systems to be clear which part of the outcomes are substantiated and which parts are uncertain (P03). Showing the current step in the decision-making process is helpful to improve user trust in ML models (P11). The output of the model is often not that useful to assist users to make decisions, unless the system shows the indicators and factors for why that prediction was given (P17). One participant pointed out when the team had initial stakeholder meeting, no one asked about the predictive performance of the algorithm, but wanted to have a look at risk profiles behind the risk score (P18).

Participants also noted that trade-offs between accuracy and explainability may be necessary. There are algorithms which provide good results but cannot explain how they arrived at that results (P19). “You may end up choosing possibly a suboptimal method that is transparent and explainable, as opposed to the optimal method that [...] is [a] black box” (P17). Another participant stated that “there have been instances where we’ve chosen an explainable model which has slightly [lower] performance [than] a non-explainable model which has higher performance but would be harder to convey the reasoning behind the prediction” (P18).

Transparency was often linked to the norms of scientific publications and access to scientific data to allow reproducibility of results. “Transparency has to do with an open science, you want people to be able to reproduce your results” (P11). Releasing the source code for AI applications was also...
mentioned as a means of transparency, especially as part of publishing research (P11). However, practical concerns often prevent this from occurring: “often it doesn’t happen because it costs money to do, you have to spend time to clean it up, to maintain it, to publish it and so on. Second, you decrease the commercial value of it usually” (P11). Another participant noted that it would be useful to have official guidance about the requirements for publishing AI source code as open source as part of research publications (P09).

One hurdle for transparency is the use of proprietary data in the training of AI models. The use of non-releasable proprietary data makes reproducibility difficult for researchers outside of the original project team (P13). Clients may also require any research publications about an AI application to be approved by them before submission (P09). This is part of a broader tension between openness and commercial incentives: “Where it becomes a little bit challenging is where there’s commercial in confidence [information] or the commercial sensitivities around what you’re doing, and you may not be wanting to disclose exactly what you’ve done” (P09). This tension may be resolved in initial client negotiations: “[our clients] understand we are a research organisation and one of our KPIs is publications as well. So this was all put on the table and discussed in the negotiation phase” (P13).

One response to making AI research reproducible is to use public datasets (P11). A further alternative was to use synthetic data: “you can have synthetic data sets that carry the [...] the same sort of statistical properties so that you can then run your algorithms and so you can make them open source and [...] people can test algorithms and do a bunch of independent review and checking [...] without using the actual data” (P01).

It was also noted that clients needed to be transparent in their claims of how AI applications are (or are not) being used: “we want to make sure we deliver the tool and then it’s up to the stakeholder decision maker to follow or not follow our recommendations - but I want them to not misrepresent the way they’re making their recommendation” (P08).

One participant argued that an understanding of risk was more important than explainability: “[o]nce I know that it works most of the time I don’t need explainability, I don’t need transparency. It’s just temporary to establish the risk profile” (P11). Another participant noted that transparency is only a concern if something goes wrong, and drew a parallel with relying on air travel without understanding how aircraft operate (P02).

Traditionally, in statistics, people have used simpler linear models and assign meaning to the parameters. In machine learning, developers often only think around the predictions (P21). The meanings connected to parameters are less well understood in machine learning techniques as opposed to more classical statistical techniques although they are really the same thing in a certain sense (P21).

D. Fairness

Participants interpreted fairness in various ways. P03 understood fairness as training ML models on diverse data, and discussed several methods of addressing bias within the data used to train the AI system. Omitting data from over-represented groups so that groups are more equally represented in the data was one method, although there is the risk that the data removed will reflect the researchers’ own cognitive biases (P03).

Downsampling populations that are over-represented in the data was another method of addressing bias, although it was described as “a very crude approach [to] the problem because you’re getting rid of samples that you think are going to be identical. If they are then that’s probably fine. But in the vast majority of the complex applications that we have, there is probably still a subtle variation in there that might be the crucial thing for the machine learning methods to pick up. You don’t know from the beginning” (P03). Placing judiciously selected weights on data was suggested as a method of maintaining variation in the data while also countering over-representation in the data (P03). However, manually adjusting the weights has its own problems: “you’re going in with an assumption that you know how to tune this thing, which basically goes against machine learning as such, [...] where it’s purely data driven” (P03). Even though mitigation approaches may address some problems, biases in the data were still seen as an inevitability (P03, P09).

Incomplete data was identified as a problem for ensuring fairness. “Sometimes you can be limited in what data [you have] available to use in the first place” (P01). As one participant noted, “you can only tweak the data that you have” (P03). The cost of obtaining data was also noted as a problem (P03).

Due to the potential impact of biases within the training data affecting the recommendations of the AI system, user judgement in accepting results (or a ‘human-in-the-loop’) was suggested as a potential response (P03). User judgement may be supported by indicating whether the sample being tested has a close resemblance to the data used to train the ML model (P03). Another participant noted that it is important for users to understand the context of the system so that the representations of people made by that system are judged fairly (P10).

For historical clinical data, discriminatory language was noted as a potential problem for fairness (P16). “[A]ll the clinical concepts [...] have a preferred label associated with them and a set of synonyms. Of course, over time, the social acceptability of certain terms changes. So, we’ve provided feedback to ensure that, where we’ve come across those terms, that they get updated in the reference data” (P16).

Some participants noted the differences in interpreting fairness as ‘non-discrimination’ and as the opposite to ‘unfair discrimination’. The removal of identifying information from data was mentioned as a method of ensuring fairness (P07).
This is fairness as non-discrimination. However, discrimination (in the form of exclusion criteria) was mentioned as a necessity for research using medical data: “[you want to remove] as much variance as possible to find out the signal that you want, and it comes only later to see if that signal is applicable to other groups” (P11). This discrimination would not necessarily be ‘unfair discrimination’. The same participant also noted that “there are applications where you absolutely want it to be fair for everybody the same way. For example if you do a loan application, a loan application if you have an AI system, you know that for this particular one it has to be the same no matter what is the population” (P11).

Fairness in the distribution of benefits and burdens from using the AI system was also mentioned: “the people [bearing the] costs should be the ones also getting the benefits out of it in the end” (P07). The benefits of AI systems trained on biased data may be unevenly distributed (P02).

Another participant questioned whether fairness is necessarily linked with transparency: “[w]hat’s interesting about that fairness principle is it assumes that openness and transparency is going to be our only pathway for an ethical outcome” (P14). Maintaining the ownership of data may conflict with the goal of making the data accessible to others (P14). However, while the data used by the AI system may not be open and accessible to others, the methods developed to analyse and present the data can be made open and accessible (P14).

The role of fairness was unclear in contexts where the AI system is not used to make decisions that directly impact individuals, communities, or groups (P08).

E. Contestability

Where the AI system is used for decision support, contestability is implemented by allowing the user to overrule the recommended decision (P18). This was explained with an example of a system used in clinical contexts: “there was actually a defined process where if a patient was not flagged as being high risk, […] clinicians were still allowed to include the patient into the next step clinical review” (P18).

One issue identified with contestability is the difficulty of revising the initial assumptions and design choices made in collecting and analysing the data used by the AI system: “if your results or the product is somehow sensitive to initial assumptions or choices made […], it’s not like you’re going to be able […] to run things again with different assumptions and choices” (P01).

Another problem for contestability is the complexity of the explanation of the AI system’s decision making (P03). This complexity may prevent clients and users from contesting the system’s output: “it’s just another layer of complexity that I don’t think they’ll be interested in or in a position to understand it. But I don’t know whether they would be able to critically evaluate or contest, as you say, what has come out of it” (P20). Another aspect of this was data where the relationships were not well understood. Genomic data was given as an example: “basically, there is no one-on-one relationship between typically higher blood counts, say, and these other negative outcomes. For genomic [data] it could be the whole range. So therefore this interpretability is really not as clear-cut” (P03).

Contestability was also interpreted as interpretability of an AI system’s decisions, and overlapping with the principle of transparency and explainability (P03). One example mentioned was the logging and time stamping data collected by autonomous systems: “if someone says […] you took data […] there where you were not allowed to do this and whatever. I mean we can say this is what happened. So it’s all logged” (P12).

One interviewee pointed out it is hard to get people to trust an AI system that is just telling them to do something but doesn’t give them the choice to disagree with the system (P15).

F. Accountability

Transparency and explainability were seen as important for accountability: “if you want some accountability, you need to find [an] explanation. So, the model [needs] to support the interpretability” (P02). Transparency assists accountability by allowing domain experts to identify anomalies in the data (P18). The reproducibility of published results is an important form of accountability for academic researchers. “For us, the only bad thing is we publish a paper and then people try to reproduce it, and nobody can” (P11).

Testing the AI system was identified as important for accountability. Test data may be developed in collaboration with the client to evaluate the system (P18). The system may also be evaluated empirically: “that’ll be done in terms of having some unseen set of data, which is human labelled, has some ground truth, and that we evaluate the system on that” (P17). Accountability for the data used to train the ML model was attributed to the provider (P16).

There were differences in opinion over accountability for the outcomes of decisions based on an AI system’s recommendations. One researcher noted that “the creator of technology is as responsible for what happens to the technology as the people who make the decision how to use the technology” (P12). Similarly, another observed that “at some stage, your prediction is wrong and there’s some loss, then who is responsible for this? I believe the problem exists now, but, when you deploy a model, the problem can be more complicated. […] Some sort of framework should be established for who actually responsible for this” (P02). However, another argued that this form of accountability did not apply to projects that are still within the research and development stage (P13). The lack of control over the use of AI technologies after their development was also noted as a justification for disclaiming accountability by developers: “Whether the [system] works in 10 years, it’s not under our control” (P11).

Accountability is also important for ensuring the reliability and safety of AI systems. Logging and recording of metadata
used by the AI system in making decisions is important for reviewing the system’s output (P04). Accountability is important for the adoption of autonomous systems: “I think with ML, we’ve seen examples [...] especially in the autonomous car industry, where there’s research being done into accidents and [...] if you can dig into detail what happened, why that happened, I think that brings a lot more security and safety, [...] both commercially and to the customers as well” (P13).

For Indigenous end-users and collaborators, accountability extended beyond the outputs of the AI system to the larger process of applying an AI system itself: “The other part of that accountability though was that [Indigenous collaborators and co-creators] said we have to benefit from the process, not just the outcome” (P14). AI projects were accountable to indigenous collaborators and co-creators for the capacity-building with digital technologies that the projects enabled with their indigenous partners (P14).

G. Human-Centred Values

Participants noted the difficulty in clearly noting the presence of human-centred values in their projects: “Values are often implicit. They’re not stated explicitly in things” (P1). It was also observed that human-centred values were less applicable to applications that did not involve direct human contact with the AI system (P12).

Human-centred values were mentioned largely in relation to projects co-created with Indigenous groups that are built on Indigenous knowledge. The cross-cultural context where the AI system is used needs to be considered: “The problem is that sometimes when we design AI, we don’t take that care to think about which system it’s going to be put into. We just do it as a prototype to then to be deployed everywhere” (P14).

Indigenous knowledge, rights and practices should also be incorporated into the design and deployment of AI systems, including how and why data is collected where data will be physically stored (P14). AI systems for Indigenous groups should also reflect their ethics and worldviews: “I think it was really interesting to actually push that a bit further and say actually, let’s make really explicit biases in [an Indigenous-focused project] that actually [make] sense to Indigenous people. So we didn’t just do it on (...) human-centred [values], we really pushed it to say how do we make [the AI] learn so that it actually is really biased towards an Indigenous group” (P14).

H. Human, Social and Environmental (HSE) Well-being

Human well-being was mentioned in relation to privacy (P13). It was also described as a motivation for AI applications in controlling invasive species that are human disease vectors (P04). The potential of harmful future applications of AI were mentioned as issues for human well-being (P20, P21).

Two participants mentioned concerns about applications of AI systems that they regarded as having contested impacts on human and social well-being, such as facial recognition [10], [52] and dual-use applications (P11, P12). “[T]here is a spectrum of stuff where everybody has a comfort line [...] It has nothing to do with privacy, fairness, and all those issues [mentioned in the principles]. It’s a completely different topic” (P11).

Uncertainty over the social impact of new technologies was also mentioned: “[t]he difficult thing really is to understand [...] how the technology really affects society. It’s not an easy thing to see” (P12). Concerns were also raised about data analyses and recommendations that may have uneven benefits and reinforce disadvantage in society (P01).

Environmental well-being was mentioned as a motivation for AI projects that use environmental data (P04, P09). It was also identified as being significant for clients: “environmental well-being was a big concern for them, not only because they are very environmentally concerned, but also because that imposes requirements that some other customers [of the client] have” (P07).

AI projects may also contribute to environmental well-being by supporting environmental decision making: “the hope is that [...] in some cases we would be involved in helping people making decisions when it matters the most [...] for a threatened species or ecosystem” (P08). However, this impact depends on the client following the recommendations of the AI system (P08).

Social well-being was identified as an important issue for projects that involve Indigenous communities. The information made available by AI systems helped Indigenous people to collect information about dangerous areas in their land, and as a means of allowing them to maintain a connection to country even if they physically remote from it (P14).

V. Discussion and Suggestions

In this section we discuss the observations and insights gained from the interviews and place them in wider context, with the aim of providing suggestions and caveats for consideration when implementing the high-level AI ethics principles. In the same vein as the preceding results section, the discussion is organised into subsections, covering each of the high-level principles.

A. Privacy Protection and Security

This principle was largely interpreted as the protection of sensitive data and privacy across the lifespan of a system, both during the development and deployment. Sensitive data in this context may include data indicating racial or ethnic origin, political and religious beliefs, genetic and biometric data, health-related data (including personal health), sexual orientation, financial data, as well as criminal offences and convictions [22]. Participants noted the importance of appropriate security methods to protect both the data and the AI system using the data.

Trust with collaborators and data providers is an important motivation for ensuring privacy and data protection. Collaborators and data providers must have trust in the team and
organisations to not abuse the data and disclose their private information.

Privacy impact assessments and human research ethics committee reviews are important tools for identifying privacy risks and consequences, as well as resolving potential issues, which may include recommendations on software engineering best practices. However, it must be noted that the applicability of human research ethics committees is necessarily limited in scope, as such committees typically only review research projects which directly involve humans. It is possible that a given project may not perform research involving humans, and still have privacy concerns.

Software engineering best practices may include the use of open algorithms and open systems with a good security track record. This may include proactive public disclosure and correction/patching of security vulnerabilities, as opposed to the practice of security through obscurity, where the algorithms and systems are kept secret/proprietary. The efficacy of the latter practice has been questioned in the literature [32], [42].

Methods for protecting sensitive data in ML model training data may negatively affect the usefulness of the model. In general, the richer the data is, more accurate and/or reliable ML models can be built [6], [29]. On the other hand, privacy risks are likely to be reduced when less data is made available or used. To fulfill privacy requirements, developers may need to aggregate the data so that the risk of uniquely identifying individuals is reduced. However, this has to be carefully weighed against the utility (accuracy and reliability) of the ML models.

Privacy concerns differ from project to project, where collaborators and clients may impose restrictions on data access by researchers. Access restrictions on sensitive data may prevent projects from proceeding, and in some cases alternatives to sensitive data may be available. Data requirements need to be associated with specific kinds of privacy measures the customers/collaborators want to have in place. For example, a customer/collaborator might be willing to share only coarse information about the outcome of a process, excluding any finer details about the process (such as the steps of the process or data used within the process).

Much effort has been put into technologies that reduce the need to have complete access to training data. For example, federated learning [37], [77] is a privacy preserving technique and can be considered as an architectural design pattern to deal with the trade-off between privacy and reliability, as well as various requirements/restrictions placed by data providers. Software architecture decisions are needed to ensure data privacy and security; for example, which components read the data and which components share data outside the system.

Differential privacy [19], [26] is a type of privacy-preserving method that is intended to be robust against membership inference attacks and attribute inference attacks which are specific for AI systems. Membership inference can be used to deduce whether a certain individual’s data is used as part of the model training. Attribute inference aims to infer missing parts of data for a given individual by using partial data from the individual’s record in conjunction with the output of an AI algorithm. Differential privacy means the learned model should not depend too much on any individual’s data. The standard way to achieve the differential privacy property is to inject “noise” in the computation. Differential privacy can be treated as an architectural design pattern for privacy; examples include deliberate perturbation or random alteration of input data, model parameters, and/or output data.

More restricted access control should be applied to sensitive data (e.g., genomics data), including only using a portion of data, never locating the data at the same space in the same time, only sharing the insights of the data, encrypting the data while letting only the data owner own the decryption key.

Implementation of this principle may involve proper governance and management for all data used and generated by AI systems [2]. Furthermore, appropriate security measures should be used for both the data and the AI system using the data. This may include identification of potential security vulnerabilities within the underlying hardware and/or software; open-source software may be preferable due to not relying on the questionable security through obscurity approach. Security measures should also include appropriate mitigation measures for unintended applications of AI systems, and/or potential abuse of AI systems. Robustness to adversarial attacks should also be taken into account, where deliberately corrupted data is given to AI systems with the aim of confusing the systems to produce unintended or adverse outcomes [12], [67], potentially reducing privacy and/or leaking sensitive data.

B. Reliability and Safety

Participants interpreted this principle as meaning that the AI system should produce accurate and reproducible recommendations. The ability to produce reliable AI systems is often largely dependent on the volume and quality of training data that is available [6], [29]. AI systems may be unreliable if they are used in a context that differs from the one they are developed for. AI systems are difficult to verify, and may require expert assessment if they are used to replace an existing process or model. Reliability and safety are critical for autonomous systems.

For situations where obtaining sufficient samples can be costly (in terms of time, effort, and/or financial cost), active learning [63] may be beneficial and can be considered as a design pattern. The overall goal in active learning is to find the most informative training samples so that AI models can be successfully built from a relatively small number of training samples. As an example of active learning, initial limited data (samples) is used to build an initial model that has the ability to indicate where (i.e., areas of sample space) it is most uncertain; the locations with the highest uncertainty are then used to guide (either automatically or manually) the selection of new samples to be obtained, which are then used to refine
the model. This iterative learning process is repeated until the model has sufficient fidelity and/or reaching a cost threshold.

In designing of AI systems, it may be useful to explicitly consider unintended operation due to faulty implementation (including software bugs), and erroneous/incomplete data (including training data and data used during deployment). In both cases the system should be able to fail safely by design (also known as fail-safe). This may include designing the system to refuse to provide an output (e.g., recommendation) or explicitly marking the output as potentially unreliable. The system should provide reasoning for the refusal and unreliable output, such as incomplete input data, or a large mismatch between training data and given data.

The choice of the underlying algorithms should take into account at least three aspects and the trade-offs between them: accuracy, robustness, and explainability. The system should provide reliable outputs across a range of operating conditions (i.e., robustness) expected during operation, and not simply the best possible accuracy in a very narrow range (e.g., on a limited test dataset). For example, maximising accuracy in well controlled settings may have detrimental impact on accuracy within less controlled settings in actual deployment [75], including situations with missing, incomplete, or erroneous data. Hence focusing only on accuracy in a narrow range of conditions increases risk of unreliable operation in a wider range of conditions. In application contexts where explainability is desired or required, lower model complexity may be preferred, at the possible cost of reduction in accuracy.

To achieve reliable functionality, the range of operating conditions may need to be explicitly limited, possibly in tension with the Fairness principle. Training data may only be available for a set of operating conditions or specific subsets of people (e.g., limited in age range, limited in ethnicity). Operation beyond the training data may result in unreliable or erroneous outputs, and in turn may result in loss of trust in the AI system.

For building trust in the reliability of an AI system, it may be useful to keep track of usage, noting the suggestions made by the system and which suggestions are followed by the user (cf. Contestability principle). This can be used to determine where the system works as designed, and where the system needs to be improved. This can also be used as an aid to improve the design of the system, by taking into account new data and/or specifications that were initially not used.

To address performance degradation over time, regularly scheduled recalibration and/or retraining of AI models can be useful, in order to take into account changes and/or improvements to the available data [36]. Furthermore, automatic measurement of the nature and quality of input data (e.g., missing values, intermittent availability, increase/decrease in rate of data) can be used to automatically issue alerts that an AI system may not be performing as designed.

Implementation of this principle may involve adopting safety measures that are proportionate to the magnitude of potential risks [2]. AI systems may need to be verified, validated and monitored on a continual basis to ensure they maintain their operation for the intended purpose. Continual risk management should be used to address any identified problems. Responsibility for safety measures, monitoring, testing, and risk management should be clearly and appropriately identified.

C. Transparency and Explainability

While the principle is defined with the Transparency and Explainability components having distinct meanings (see Table 1), the two components were often observed to be interchangeable from the interviewees’ perspective, and interpreted often to mean only Explainability.

Interpretability and explainability can treated as distinct requirements for AI systems. An explanation of a model result is a description of how a model produces an outcome. This explanation may need to be placed in terms that are understandable by the target audience; there may be more than one target audience. For example, deep neural networks can be completely explainable in terms of relatively straightforward mathematics, but the sheer amount of parameters is such networks makes them difficult to interpret [4]. An interpretable model should provide users with a description of what a stimulus, such as a data point or model output, means in context. The degree of required explainability should be a consideration in deciding which algorithms should be used.

Interpretability is critical to building human trust in AI. To improve interpretability, decision outcomes can be marked with a probability indicator (e.g., 60% accuracy estimate). To improve trust, explainable interfaces can be designed to show graphical representation of the decision making process and indicators of why a specific decision was made. Explaining decisions with useful scenarios and the potential impact of various inputs is helpful to improving trust in the system. In other contexts, explainability may be a temporary requirement until users understand how the model works. Once users understand how it works, transparency and explainability may still be needed for verification and troubleshooting.

Model outputs and explanations should be presented in ways that relate to the users’ background, culture and preferences. The granularity of the explanation should also be considered when explaining decisions. High-level explanations may be sufficient for some users and contexts, while others may require more detailed explanations of the AI system’s decision.

Thorough documentation is needed for explainability. Reproducibility checklists that are already used by some venues for scientific publishing overlap with the documentation requirements for explainability. For example, one project team used a simple clustering algorithm and recorded the decisions including the choice of clustering algorithm, the choice of predictor variables, how to represent categorical data numerically, how to handle correlations between variables, and how to normalise or scale data. Sensitivity analysis is also
useful to understand the sensitivities and the uncertainty in
decision making if there are resources to do so. Accuracy
(e.g., sensitivity and specificity) on training and testing data
should also be documented.

A simplified model can be helpful for explaining how a
complex model works by giving an idea of the criteria affect-
ing the complex model’s decision making. More specifically,
 Improvements in explainability may be obtained through the
use of model approximation techniques (including surrogate
modelling and model emulation), where simplified ML models
are used to represent more complex models [1], [7]. Here
the aim is to produce a less complex model and/or more
explainable model, while preserving as much fidelity of the
more complex model as possible. One team developed al-
gorithms/tools to simplify the complexity of solutions by
providing compact representation to find the most important
components, e.g., find a smaller decision tree that performs
almost as well as the more complex one. Furthermore, Shapely
values and Local Interpretable Model-Agnostic Explanations
are two model agnostic techniques that can be used to aid
explainability [50].

D. Fairness

This principle addresses widespread concerns about the
potential for AI systems to reflect (and potentially reinforce)
eexisting inequalities within society. This covers both the
accessibility of AI systems to users with diverse abilities and
cultural backgrounds, and how decisions made based on the
recommendations of these systems may disproportionately af-
fet disadvantaged groups. Decisions made with the assistance
of AI systems also need to comply with anti-discrimination
laws [2].

Concerns about fairness cover both biases embedded within
the data used to train ML models, and biases embedded in
AI systems themselves [17]. These biases may be pre-
existing individual and societal biases of those developing
the system, technical biases resulting from how the system
is implemented, or emergent biases resulting from the context
within which the system is used [27].

In the interviews, fairness was understood as decisions made
on unbiased data, as non-discrimination, and equal distribution
of benefits and burdens of the output of AI systems.

There are multiple definitions and measures of fairness, and
choosing between them is both a technical problem and a
question of values [74]. Algorithms cannot satisfy multiple
definitions of fairness at the same time [74]. The appropriate
definition and measure of fairness for an AI project should be
discussed between the project team, clients, and stakeholders
at the start of the project.

Adjustments to ML models to promote fairness may occur
in the input data for the model (pre-processing), in the
processing performed by the model, or in the output of the
model (post-processing) [50]. Software libraries that imple-
ment bias mitigation methods should be considered if they are
appropriate for the methods, tools, and goals of AI projects [5].

A record should be kept of the methods used for pre-
processing (or cleaning) data that is then used as inputs the ML
model [28]. This includes data used for training the model, as
well as data used during deployment of the model [44]. The
methods include approaches for inferring missing values (or
how missing values in data are handled), which components
(fields) of data are explicitly omitted, which components of
data are explicitly used, and the specific approaches employed
for mitigation of various biases (e.g., placing weights on data
during training and deployment). See also the discussion on
the Accountability principle in Section V-F, which proposes a
related reproducibility checklist concept.

If the data used for training and/or deployment of ML
models comes from a third-party source, the data should not be
used blindly. The source should be queried about any known
biases and potential biases within the data, and how the data
was collected. Knowledge of the biases in the data can help
with the design and application of bias mitigation approaches.

E. Contestability

Contestability can be considered as critical for building trust
in AI. Those affected by either the output of an AI system
or by decisions made based on the output of these systems
should have the opportunity to question these outcomes and
correct them if they are in error. In particular, vulnerable
groups should be considered during the development and use
of AI systems.

Contestability may be implemented by allowing users to
override the recommendations and decisions of AI systems. It
may be difficult to revise the initial assumptions and design
decisions in the system if they are contested by those affected.
The explanation of the AI system’s decision process may also
be too complex for users to understand (cf. Transparency and
Explainability principle), or the relationships in the data may
not be well understood. Contestability was also understood as
interpretability.

The explainability of an AI system is important for specific
aspects of how it produced the output to be contested. In
addition to satisfying explainability requirements to those
affected by the AI system (e.g., descriptions of the system
and underlying algorithms), information on how to contest
the system’s output should also be provided. The means of
obtaining this information and how to contest this output may
be included with the description of the output provided to
those affected by it.

The ability to opt-in or opt-out of AI systems should be
provided to users if possible. More specifically, an explicit
option may be provided to the user to disagree with decisions
given by an AI system.

Where the output of the AI system is to augment an expert’s
decision making, it may be necessary to confirm whether
regulatory approval is necessary for such decision support.
This may be the case if the system is assisting decisions that
are diagnostic or therapeutic in nature.
F. Accountability

The participants interpreted this principle as accountability for the methods and data used by an AI system, as well as the outputs of the system.

Accountability relates to transparency and explainability; giving an explanation for an AI system was seen as a requirement for being accountable for it. Evaluating the system through test data is important for accountability. There is no consensus on who is accountable for the outcomes of decisions made based on the system’s recommendations. Accountability is also associated with reliability and safety, and is seen as important for the acceptance of autonomous systems. For indigenous collaborators and co-creators, accountability extends beyond the outputs of the system itself to the benefits of the larger process that the AI system is embedded within.

A possible complicating factor in accountability is that some AI systems may continue to learn post-deployment, using, for example, data provided by users. If there are issues with the new data, the accountability boundary is blurred between the original developers of such systems and the users of the systems.

Accountability is expected to be role-level and associated with traceability and reproducibility. AI systems may provide end users a method to track their historical use of the system (e.g., to discover faults through an immutable log) and allow them to provide feedback. Handover points in the development process may be identified to ensure traceability and accountability, as handover points are where traceability may be lost.

If a method developed by design works for a particular client for a specific dataset, it is challenging to maintain reproducibility. In current practice, project leaders have to describe why they want to use data, how they are going to use it, what they are going to do with the data, what are the risks, what is the consent, who is going to have access to that data, for how long you are going to keep it, and what happens to the data at the end of the project. This current practice may be augmented by introducing a reproducibility checklist that provides the information necessary to reproduce the output of an AI system. This checklist may include:

- how the data was pre-processed
- how the data was scaled or normalised
- the approaches used to mitigate biases (see Section V-D)
- how hyperparameters were configured in the model
- the algorithms chosen for use in the system
- the choice of prediction variables
- the numerical representation of categorical data
- how correlation between variables was handled

Domain knowledge needs to be reflected within the AI system. There may be various versions of domain knowledge frameworks that may be useful to employ in AI systems that operate in specialised domains.

Collaboration and co-creation of AI projects with groups who are end-users or significantly affected by the system’s output is a powerful means of making these systems accountable to them. Techniques from participatory design, co-design (collaborative design) and citizen-led projects may be useful to consider for AI projects with significant community impacts [66], [68], [71].

G. Human-Centred Values

Human values within projects are rarely stated explicitly, and may not be apparent within projects where the AI system does not interact with human users. Principles such as Fairness and Privacy can be useful for ensuring that AI systems are aligned with human values. AI projects co-created with Indigenous people should reflect Indigenous worldviews and knowledge practices.

Human values have been well studied within software engineering [70], [33], [72], where Schwartz’s well-evidenced set of universal values are used [59], [60]. The resulting approaches can be adapted to address human values and concerns in AI systems. Human-centred values may also be partially addressed by fostering diversity within development teams, as a wide range of perspectives can identify potential concerns about how the system may affect people’s rights.

Indigenous cultural and intellectual property rights knowledge sharing protocols and practices need to be respected and protected. As such, Indigenous people should co-design AI projects to ensure the incorporation of Indigenous knowledge systems and governance systems. The CARE principles (Collective Benefit, Authority to Control, Responsibility and Ethics) for Indigenous data governance [54], and the Our Knowledge Our Way best practice guidelines [76] can enable the combination of Indigenous knowledge, science and AI system design to be woven together, in order to empower Indigenous people and decision-making. Examples of how to translate CARE principles into AI system design are given in [55]. In turn, this may help with the implementation of other principles, such as Privacy Protection and Security, and Accountability.

It may be necessary to perform due diligence into potential reputational risks for an organisation by working with particular business partners in controversial applications of AI systems, such as dual-use and defence applications.

H. Human, Social and Environmental (HSE) Well-being

Existing and potential future applications of AI were mentioned as a risk for human well-being. Privacy was mentioned as an aspect of human well-being. Uncertainty about the social impact of new technologies was also mentioned. Environmental well-being was seen as a motivation for projects that use environmental data, and was seen as important to clients. Social well-being was an important aspect of projects that involve Indigenous people. The effects of deploying an AI system may be recorded to better understand the benefits gained and burdens imposed by introducing the system.
Respect for culture is important in AI projects, where there may be race- or group-specific aspects to data, model outputs or decisions. Cultural concerns may be incorporated into both functional and data requirements for AI projects. For Indigenous projects, Indigenous people need to be involved in environmental decision-making. For example, critical environmental decisions can take into account Indigenous knowledge.

VI. Support Mechanisms

Based on the insights primarily synthesised from our interview study, below we provide two sets of suggestions that may help with the implementation of the high-level ethical principles into practice. The first set covers organisational support, while the second set suggests the use of design notes as a companion to high-level ethics principles.

A. Organisational Support

For organisations that want to be ethical with AI, devising an implementation process of AI ethics principles is a step towards building capacity and capability for being ethical with AI. The potential benefits may include gained trust leading to competitive advantage, retention of highly-skilled staff, avoidance of reputational damage, as well as responsiveness and readiness for regulatory requirements.

Adoption of responsible AI as a fundamental aspect of an organisation’s digital strategy may be beneficial for long-term development and growth. Within organisations or departments devoted to scientific research, a digital strategy can include investment in the responsible development and use of AI to accelerate scientific discovery through the use of current and future digital technologies (e.g., digital assistants, automation and robotics).

It may be useful to provide organisation-wide training and processes to increase awareness and understanding of high-level AI principles followed by organisation-wide adoption and implementation of such principles. This can be accomplished through a set of seminars, and/or recommended online learning modules. The chosen principles can be the generally accepted AI ethics principles [34], or a specific set of principles such as the Australian AI ethics principles [2], as summarised in Table 1.

Several interviewees noted that the high-level principles do not provide guidance as to where AI should and should not be used (e.g., in projects with dual-use applications and/or non-civilian focus). As such, it may be useful to define a specific organisational policy on the permissible uses of AI systems.

Analysis of existing software, systems, and/or projects that use AI technologies may yield areas where consideration and/or implementation of the AI ethics principles can be advantageous and/or prudent. In addition to looking at internally produced software and systems, liaison with external software producers/providers (which includes closed-source/proprietary software as well as open-source software) to ensure software used within an organisation adheres to AI ethics principles. This may have a useful and far-reaching side effect in that the high-level AI ethics principles operationalised in externally produced software can positively affect the functioning of many other organisations (on a global scale) which also use the same software.

It may be beneficial to start each project with a Data Planner (RDP) [3], where the need and/or use of AI technologies can be identified. This allows the identification of applicable high-level AI ethics principles within the context of each project, which in turn spurs the formulation of plans for addressing/implementing each applicable principle. The RDP may be helpful in providing links to useful material that raises awareness of the principles; it may also be helpful for building a vignette to facilitate addressing applicable principles. As a useful side effect, use of the RDP may lead to an increase in the organisational knowledge of the AI ethics principles, as well as an increase in the pool of methods and approaches for operationalising each principle.

Related to RDP, the application of dataset datasheets [28] is encouraged whenever a dataset is created and/or an existing dataset used for AI models, projects and/or products. Such datasheets cover characteristics of given datasets, such as their motivation, composition, collection/acquisition methods, applied cleaning/pre-processing, added labels, recommended uses, etc. Given that datasets are an integral part of the development and use of AI systems, the use of dataset datasheets can increase accountability and transparency. In the same vein, use of model cards [44] is also encouraged in order to describe the characteristics of AI models, such as their type, version, intended use, performance (error rates and associated metrics), as well as the names and versions of associated datasets used for training and evaluation of the models.

B. Design Notes for Developers

Current high-level principles, such as the Australian AI ethics principles [2], appear more focused on end users and people affected by AI technologies, rather than developers of AI systems. This results in a mismatch between the underlying intent of the principles and how the principles are to be implemented. To address this mismatch, the high-level principles can be extended with a mapping between the present principles and a set of design notes aimed at developers, such as suggestions and specific attributes to keep in mind while designing and implementing AI systems.

Examples of suggestions that can be part of the design notes are given in the discussion in Section V. We note that the listed approaches reflect the content of the interviews and the surrounding discussions for each principle, and are hence not exhaustive. As such, including recommendations and suggestions from relevant literature [41], [53], [62], [64], [65] may yield a richer picture.

The proposed design notes may also include reusable design methods, where the design and implementation of system components, as well as their integration, follows known process/design patterns that are aligned with high-level AI ethics principles [39], [40].
Within the Australian AI ethics principles [2], the Privacy Protection and Security principle covers seemingly closely related topics. However, in practice the two notions of security and privacy are distinct, and can be treated as two separate principles in the proposed design notes in order to better match developers’ understanding and practice. Security in this context typically means security at the software and deployment level, where best practices in software engineering and deployment can be used. Privacy protection in the context of AI systems involves the careful treatment of sensitive data, where approaches specific to AI need to be used. This includes approaches such as federated machine learning, deidentification, and differential privacy. Using these approaches may affect the utility (e.g., accuracy and reliability) of AI systems, and hence must be carefully considered and weighed against the degree of required privacy protection.

A related compounding problem exists in the Transparency and Explainability principle, where the two components have distinct meanings. Yet from the developers’ perspective, the two components were often observed to be interchangeable and interpreted often to mean Explainability, resulting in the Transparency component being de-emphasised. In order to address this downside, the Transparency component can be separated into a separate stand-alone principle within the proposed design notes. While it may be tempting to join Transparency with the related Contestability principle, from developers’ perspective these two principles are distinct tasks and hence require separate solutions. In a similar vein, the Reliability and Safety principle covers two related yet distinct issues, which may be better treated separately.

VII. Conclusion

In this interview study, the unique requirements, constraints and objectives of the diverse range of projects that participants have been involved in provide valuable insights into the complexities of designing and developing responsible, or ethical, AI systems. Using high-level AI principles proposed by the Australian Government provided a structure for the analysis and discussions, which in turn yielded insight into how the ethics principles were interpreted in the context of the professional experience of the participants.

A notable challenge that emerged was balancing the tensions and trade-offs that were inherent to using the principles. Tensions were highlighted between the practical approaches used for implementing privacy and security, transparency and explainability, as well as accuracy. For example, techniques may be used to develop an AI system that provides highly accurate outputs with the caveat that those outputs are not explicitly explainable. Similarly, the development of a highly explainable AI system may be vulnerable to privacy risks. In these cases, a choice can be made to prioritise one set of values over another.

Weighing the risks and benefits of such decisions requires the implementation of supportive mechanisms and should not fall to the designers and developers of AI systems alone [62]. The ability to assess risk was also presented as critical across the interviews as a way to gauge the degree of oversight, accountability, reliability and explainability required for an AI system.

We note that the existence of the principles alone does not guarantee ethical AI [45]. Further infrastructure, beyond the organisational level, may be required to build the capability and capacity of AI developers and designers to create responsible AI [62]. High-level support and governance of AI development to support the practice of implementing principles is required. Such support could be in the form of professional codes and regulatory frameworks, as well as legal and professional accountability mechanisms to uphold professional standards and provide users with redress for negligent behaviour [45].
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