Real-time tool to layer distance estimation for robotic subretinal injection using intraoperative 4D OCT
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Abstract: The emergence of robotics could enable ophthalmic microsurgical procedures that were previously not feasible due to the precision limits of manual delivery, for example, targeted subretinal injection. Determining the distance between the needle tip, the internal limiting membrane (ILM), and the retinal pigment epithelium (RPE) both precisely and reproducibly is required for safe and successful robotic retinal interventions. Recent advances in intraoperative optical coherence tomography (iOCT) have opened the path for 4D image-guided surgery by providing near video-rate imaging with micron-level resolution to visualize retinal structures, surgical instruments, and tool-tissue interactions. In this work, we present a novel pipeline to precisely estimate the distance between the injection needle and the surface boundaries of two retinal layers, the ILM and the RPE, from iOCT volumes. To achieve high computational efficiency, we reduce the analysis to the relevant area around the needle tip. We employ a convolutional neural network (CNN) to segment the tool surface, as well as the retinal layer boundaries from selected iOCT B-scans within this tip area. This results in the generation and processing of 3D surface point clouds for the tool, ILM and RPE from the B-scan segmentation maps, which in turn allows the estimation of the minimum distance between the resulting tool and layer point clouds. The proposed method is evaluated on iOCT volumes from ex-vivo porcine eyes and achieves an average error of 9.24 µm and 8.61 µm measuring the distance from the needle tip to the ILM and the RPE, respectively. The results demonstrate that this approach is robust to the high levels of noise present in iOCT B-scans and is suitable for the interventional use case by providing distance feedback at an average update rate of 15.66 Hz.
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1. Introduction

Age-related macular degeneration (AMD) is the leading cause of blindness in patients over the age of 65 in developed countries [1]. Due to demographic changes and aging, the number of cases is increasing worldwide and is predicted to reach 288 million by 2040 [2]. The anatomic macula is an approximately 5 mm area of the retina containing the 1.5 mm highly specialized area known as the clinical macula or fovea, which is responsible for sharp vision. In advanced "wet" AMD, blood vessels grow through the barrier Bruch membrane and leak fluid or blood into and under the macula, which if left untreated, leads to irreversible damage to the photoreceptors and vision loss. Currently, AMD is not curable, but its progression in the advanced wet form can be slowed by intravitreous injection of anti-vascular endothelial growth factor drugs, which are globally accepted as the present standard of care [3,4]. Evolving therapeutic interventions include but are not limited to, subretinal stem cell therapy [5], gene therapy [6,7], photoreceptor [8] and RPE [9,10] cell transplants, and most recently gene editing [11] technology. Many of these emerging
approaches require or would benefit from access to the subretinal space. Enhanced safety, robust repeatability, higher precision, with fewer demands on the surgeon are all desirable elements of next treatment modalities. In order to achieve targeted delivery of therapeutic agent into the subretinal space, typically a microsurgical injection needle is directed through the internal limiting membrane (ILM), traverses the retina and delivers its payload into the potential subretinal space between the photoreceptors and the retinal pigment epithelium (RPE). High precision and control minimizes injurious contact with delicate photoreceptors and retinal pigment epithelial cells, assures proper localization of drug, and improves consistency and repeatability.

Although ophthalmic surgeons are trained to perform very delicate procedures with sub-millimeter precision, their hand tremor is estimated to be as high as 182 $\mu$m RMS [12] in amplitude. As the average thickness of the retina is 250 $\mu$m [13], and the injection target is an anatomical area around 20-30 $\mu$m [14], constraining the acceptable error, assistance with injection precision has to be pursued. To enable the required precision and open the possibility for targeted injection, a number of robotic concepts [15–20] have been introduced in the last decades. In 2016, surgeons at Oxford’s John Radcliffe Hospital performed the first such robotic eye surgery worldwide [21] and showed the feasibility of robot assisted ophthalmic interventions. However, crucial tasks for subretinal injection, such as the verifiable positioning of the needle tip at the correct insertion depth, are still challenging due to a number of factors including the very thin and flexible needle body [22].

Intraoperative optical coherence tomography (iOCT) has been used in various studies to provide visual guidance during ophthalmic interventions [6,23–25]. To date iOCT is the only imaging technology capable of detecting small retinal structures at micrometer resolution while providing live-feedback during surgery. The cross-sectional B-scan images can be used to determine the position of the tool relative to the retina and also to estimate the needle insertion status during subretinal injection. While in other vitreoretinal procedures the microscopic field of view provides the surgeon with all essential information and the OCT is used to integrate additional high-resolution information, in subretinal injection the cross-sectional view offers information that is not apparent from the microscopic view, such as imaging of the anatomy and the insertion target located below the retina surface, as well as the current insertion status, which emphasizes the importance of OCT for targeted and reproducible injections. Developments in swept source [26] and spiral scanning [27] OCT have enabled volumetric imaging at near video rate and therefore have opened new possibilities for 4D OCT guided ophthalmic surgeries. While prior work has demonstrated the feasibility of real-time visualization of 4D imaging data [26–29], real-time processing for advanced surgical guidance poses a significant challenge due to the high data rates of up to several GB/s. Additional challenges of iOCT include shadowing artefacts of the surgical instruments, which occur due to high reflectance at the tool surface that obscure relevant parts of the underlying retina, as well as high noise levels compared to diagnostic OCT, which add difficulties to tasks such as retinal layer and instrument segmentation. In the past, only limited work has been conducted that achieved automatic real-time feedback calculating the distance between the surgical tool and the retina, for example by using single real-time generated 2D B-scans [30]. A major challenge of determining the distance from only a single cross-sectional image is to precisely position the scan area to capture the tooltip. Manual adjustment after each robot movement is laborious, very time consuming and thus, adding, rather than diminishing, complexity to the procedure. Although automatic positioning of a single B-scan could be achieved via instrument segmentation of the microscopic image [31–33], consistently capturing the extremely small tip of a 41 gauge subretinal injection needle with a single B-scan image is still challenging and its failure leads to very high errors in the distance calculation. On the other hand, by acquisition of 3D volumes the scan area only has to be roughly aligned to the tool and does not need to be adjusted after each instrument movement. Furthermore, it can
easily be ensured that the OCT volume contains the instrument tip and shadowing artefacts can be restored from the surrounding retina anatomy.

Overall, rapid and continuous distance estimation between the needle tip and the retinal surface is important for the control and targeting of the robot. Once the tool is touching the retina, the robot is mainly advanced along one degree of freedom in the insertion direction to minimize tissue damage and patient trauma. The distance between the needle tip and the inner RPE surface determines the maximum advancement of the robot, in order to reach the subretinal space without damaging important retinal and retinal support cells.

In this work, we introduce an efficient method to robustly estimate the distance between the tip of the injection needle and the ILM and RPE surface boundaries from iOCT volumes. We propose a novel efficient pipeline for processing iOCT volume rates at speeds that are suitable for image-guided surgeries by reaching update rates compatible with OCT systems that have shown to enable 4D OCT-guidance retinal surgery visualizing surgical instruments and manipulation of tissue [27]. This is supported by a learning-based segmentation of tool, ILM and RPE surface boundaries from iOCT B-scans. Our pipeline achieves efficiency by narrowing down the region of interest (ROI) in a 2D projection. The B-scans within the ROI are segmented using a convolutional neural network (CNN) and subsequent extraction and processing of surface point clouds yield an estimation of the distance between instrument tip and the two retinal layers of interest. Herein, we evaluate the iOCT B-scan segmentation performance for our use case and compare it to a baseline model for retinal layer segmentation of diagnostic OCT B-scans. Additionally, we analyse various segmentation networks, addressing the time requirement imposed on our method and the interplay between network size and performance. Finally, the estimated distances are validated on 17 iOCT volumes acquired from ex-vivo porcine eyes.

To our knowledge, there is no direct related work on end-to-end needle tip to layer distance estimation using iOCT volumes. However, several existing works are closely related to the sub-components of the proposed pipeline. Thus, we discuss the state of art in regards to these three relevant applications: the localization and tracking of the needle tip in iOCT volumes, the distance estimation between a surgical tool and the retina surface, and the segmentation of retinal layers in diagnostic OCT B-scans.

To locate the position of the tooltip, Zhou et al. [34] track the geometry of a specifically shaped needle body above the retina in OCT volumes and fit the CAD model of the instrument to estimate the position of the tooltip, assuming that the instrument does not bend when inserted into the retina. Recently, deep learning approaches [35,36] have been introduced to detect the needle in B-scans. In [36], the authors propose a two-step approach, in which they first identify the tool above the retina and then estimate potential tool locations under the retina surface in the remaining B-scans. The one-stage detector RetinaNet is used to localize the needle in the candidate areas, reaching a detection accuracy of 99.2% and an error of 23 µm on their test data.

Addressing the distance estimation between a surgical tool and the retina surface, Roodaki et al. [30] propose to use only a single 2D OCT B-scan to provide the surgeon with distance information during tasks where the tool is exclusively located above the retina. Instead of OCT volumes, a real-time pattern of two perpendicular B-scans is acquired during surgery. The segmentation of the retina and tool surface is then generated by traditional filtering and thresholding methods. The tool and retina surfaces are distinguished by detecting the instrument shadow in the B-scans. Other works [37–39] integrate an OCT probe into surgical instruments to obtain distance feedback to the retinal surface from single A-scans. In particular, Cheon et al. [40] use an instrument-integrated OCT probe to calculate the insertion depth of the needle into the retina. However, the tool has to be aligned perpendicular to the target surface, and integration of an OCT probe makes the instruments more complicated.

To determine the 3D position of the needle tip and the retinal layers, we segment the surface boundaries of the ILM and the RPE layer as well as the tool surface in the iOCT B-scans.
Previous works on retinal layer segmentation are reported exclusively in the context of diagnostic OCT imaging. Traditional approaches can be categorized in A-scan [41–43] and B-scan [44–46] methods based on noise reduction and pre-processing techniques. Subsequent SVM and graph approaches reach errors around 6 µm, but come with computation times of several seconds or minutes [47]. Due to the intraoperative application, such segmentation approaches are computationally too expensive and cannot be used as part of our pipeline. In recent years, deep learning methods for retinal layer segmentation gained popularity. In 2017, Roy et al. introduced ReLayNet [48], a convolutional network for end-to-end segmentation of 10 retinal layers and fluid masses. They achieved fast computation times of 10 ms with a comparably small input image resolution of 512x64 pixels per B-scan. In following works, U-Net-like architectures were further adapted to also obtain feedback regarding the model uncertainty [49], improving performance and generalization at costs of higher computation times. A cascade network [50] consisting of a U-Net architecture as well as a fully convolutional network was shown to improve the layer segmentation by combining the U-Net output with an additional relative position map. Borkovkina et al. [51] reported that by reducing the parameters of a conventional U-Net and optimization on the GPU, retinal layer segmentation can be achieved at very high frame rates. Instead of generating layer segmentation maps, Shah et al. [52] directly predicted a position vector of the retinal layer boundaries along the A-scans. However, for this method, a significant amount of training data as well as continuous retinal layer structures across the A-scans are required. Recently, Tran et al. [53] reformulated retinal layer segmentation as a language modeling problem. They split the OCT B-scans in small column-wise bands, such that the known sequence of retinal layers along the incoming scan direction of the A-scans can be modeled as a sequence of words, predicting the current layer by a history of previous and future pixels along the A-scans.

None of these approaches of diagnostic OCT image segmentation includes surgical tools inside the B-scans. In interventional microscope-integrated OCT B-scans, continuous retinal layer structures can not be assumed due to surgical instruments occluding the retinal tissue below. Moreover, diagnostic OCT devices provide significantly better image quality of the cross-sectional B-scans, and many of the segmented retinal layers are not visible in intraoperative B-scans. Therefore, these methods can not easily be transferred to interventional OCT imaging.

To the best of our knowledge, there is no published research on the simultaneous segmentation of multiple retinal layers and a surgical tool in iOCT B-scans. Due to the time constraints, previous intraoperative works using iOCT volumes rely on simple image processing techniques. One main challenge is to maximize the segmentation performance, while keeping the computational costs of the pipeline at a minimum. In the field of cornea surgery, Keller et al. [54] introduce an intraoperative method to segment the surgical tool and the cornea boundaries from iOCT volumes. They process the volume in smaller sub-groups and segment only every other B-scan to save computational time at the cost of under-sampling. Still, the authors report average computation times of 427 ms for processing one volume. We introduce an efficient pipeline, automatically selecting only the relevant B-scans of the volume within a ROI around the needle tip. This enables us to lower the total computation time for the learning-based segmentation of needle surface and retinal layer boundaries required for the tooltip to layer distance estimation.

2. Methods

Our approach for intraoperative distance estimation consists of a sequence of steps. Figure 1 shows an overview of this pipeline. First, a set of 2D projection maps is generated by computing various features along the A-scans of the volume. In the next step, a combination of the generated images serves as a multi-channel input for an instrument segmentation network. From the resulting tool mask, a small area containing the needle tip is identified. Further processing is performed exclusively in this region of interest.
Fig. 1. An overview of our pipeline. (a) A set of 2D feature maps is generated from the newly acquired volume. (b) Instrument segmentation based on the projection images yields a binary tool map. (c) Estimation of a small ROI around the needle tip (indicated by the blue rectangle). (d) The tool and retinal layer boundaries of the selected B-scans within the ROI are segmented. (e) The three point clouds corresponding to instrument, ILM and RPE surface boundaries are generated from the segmentation maps. The shadowed retinal layers are reconstructed considering the surrounding anatomy. (f) Noise is removed from the point clouds by applying Euclidean clustering. The distance between instrument and retinal layers is finally obtained from the resulting point clouds.

The instrument, ILM, and RPE surface segmentation of the relevant B-scans contained in the tip ROI represents the central component of our pipeline. From the cross-sectional segmentation maps, we generate the 3D surface point clouds of the three classes. To cope with tool shadowing artifacts occluding the retina and undetected surfaces, we inpaint the holes in the retinal layer point clouds considering the neighboring surface areas. Afterwards, Euclidean clustering is applied to filter out noise. The cluster with the most points of each class determines the final needle, ILM, and RPE point clouds. Finally, the minimal distance between the tool, the ILM and the RPE point clouds is calculated. In the following sections, the pipeline steps are explained in more detail.

2.1. Instrument tip area localization

The use of 2D projection images from iOCT volumes by computing a set of features for each A-scan has been shown to be an effective way to reduce computational complexity in other applications of real-time 4D iOCT processing [29]. We follow this work and compute the same four enface projection maps encoding average and maximum intensity, argmax and centroid maps. The combined projections serve as a four-channel input image for the instrument segmentation network described in [29] which outputs a binary mask for the instrument. For training the segmentation we use their data set and the techniques outlined in their work. The resulting segmentation mask is afterwards dilated using a small kernel size of $3 \times 3$ pixels, such that the binary map includes the needle as well as the surrounding retinal anatomy.

The purpose of the instrument map is primarily to determine a region around the tooltip, which is exclusively used for all further analysis. As the number of segmented B-scans should be minimized to lower the computation times, the positioning of the instrument is of utmost importance. Figure 2(a) shows the relative positioning of the injection needle to the B-scan...
acquisition direction. By aligning the tip part of the instrument parallel to the cross-sectional images, the number of segmented B-scans can be dramatically reduced. Taking into account the contour, insertion direction and size of the tool, the relevant ROI around the needle tip can be identified from the binary segmentation map. Figure 2(b) shows a minimal rectangle fitted around the instrument contours, which is emphasised in green. The four vertices of the rectangle are separated into two body and two tip vertices by evaluating the distance of the points to the image center: as the needle tip is included in the OCT volume, two vertices are positioned at the border of the image or outside the image, while the remaining two are located inside the image. The tip points $t_1$ and $t_2$ can be identified as the closest points to the image center, shown in Fig. 2(b). From $t_1$ and $t_2$ each two new points are generated. From $t_1$ the points $b_1$ and $b_4$ are generated with $b_1 = t_1 + s_b \cdot v_i$ and $b_4 = t_1 - s_i \cdot v_i$, where $s_b$ and $s_i$ are fixed scalars (0.15 and 0.2) determining the size of the resulting ROI. These parameters were chosen empirically according to the resolution of the OCT scans. Once specified, $s_b$ and $s_i$ do not need to be adjusted, and higher values do not change the final pipeline output, but potentially lead to higher computation times. Further, $v_i$ is the needle insertion vector, defined by the edges of the minimal rectangle, which connect the tip and body vertices. Accordingly, $b_2$ and $b_3$ are generated from $t_2$ with $b_2 = t_2 + s_b \cdot v_i$ and $b_3 = t_2 - s_i \cdot v_i$. Finally, the upright bounding box is obtained from the four newly generated points $b_1$, $b_2$, $b_3$ and $b_4$, illustrated as the blue bounding box in Fig. 2(c). The B-scans containing the instrument and the neighboring anatomy, identified from the masked pixels within the ROI, are afterwards segmented and processed.

2.2. B-scan segmentation

To be applicable to image-guided robotic interventions, the distance calculation approach depends on a rapid segmentation of tool and retinal layers. The high and varying noise levels in iOCT B-scans are challenging for the previously used threshold-based segmentation methods. Therefore, we introduce a more complex segmentation method using a deep-learning approach. The selection of a network that can deliver good segmentation results while keeping the computational costs at a minimum is particularly important for the interventional pipeline. Instead of segmenting the full
ILM and RPE layers, we are only interested in the layer boundaries. Shah et al. [52] report that in order to directly predict the layer boundary position within the A-scans, continuous layer structures and a significant amount of training data are required. They found that UNet architectures are more effective for training small data sets or B-scans without preserved continuous layer structures. As the availability of iOCT data is extremely limited, and the instruments and resulting shadowing artifacts introduce discontinuities in the layer structures, we consequently adopt a U-Net-like architecture to obtain the tool and layer boundary segmentation mask.

We use a UResNet18 as our segmentation network, where the encoder consists of a ResNet18 [55] architecture and an up-convolutional part with similar structure is appended and used as decoder. This architecture is generated using the FastAI [56] dynamic U-Net API. Each encoder-block is connected with the corresponding decoder block via skip connections to preserve high-level features. A combination of focal and Dice loss is used to regulate the high imbalance of the surface classes and the resulting pixel, and to maximize the overlap of the predicted surface boundaries and ground truth labels by maximizing the Dice score. Our data set for training and validation is described in section 3.1. Figure 3 shows an example of an input B-scan and the corresponding labeling of the tool and the retinal layer boundaries. We use 80% of the data set for training and the remaining 20% for validation. Our test set consists of 17 iOCT volumes. The original B-scan images have a resolution of 512x1024 pixels, where each column corresponds to one A-scan. However, during analysis of the previous step, we discovered that the tip ROI does not contain more than 100 A-scans. Therefore, we split each B-scan of the training set in smaller bands of 256 A-scans and scale the axial resolution by half, which reduced the network computation times by a factor of 2.7 compared to training at full B-scan resolution. As a side-effect, we could increase the batch size for training to 12 samples leading to a smoother gradient and, thus, better training. Furthermore, horizontal flipping is used to add more variability to our data set.

![Figure 3](image)

**Fig. 3.** (a) An example of an unprocessed iOCT B-scan containing an injection needle. The incoming light is fully reflected by at the instrument surface leading to shadowing artefacts, such that the retinal structures underneath are not imaged. (b) The ILM surface (red), the anterior surface of the RPE (green) and the needle surface (blue) are overlaid to show an example of the labeling used for training. Both images have an original resolution of 512x1024 pixel and are resized for clear visibility in this figure.

The ResNet18 encoder of the network is pre-trained on ImageNet. We use the AdamW [57] optimizer to update the model weights, first, freeze the encoder, and train five epochs to tune the network’s decoder. Then, the whole network is trained for 15 epochs with a sliced learning rate between $10^{-5}$ and $(3 \cdot 10^{-3})/5$ distributed over the network layers. Finally, the last three decoder
layers are fine-tuned for another five epochs. We use FastAI [56] with Pytorch for training the network. Since there is no related work on the segmentation of retinal layers and instruments in iOCT B-scans, we compare our network to a baseline model for retinal layer segmentation in diagnostic OCT, which is able to generate segmentation maps at high inference times. We evaluate the influence of different loss functions on the surface segmentation and test the final segmentation performance by evaluating the distance output of the complete pipeline showing its robustness to high noise levels in iOCT images.

2.3. **Point cloud processing**

The 3D point clouds of the ILM surface, the anterior RPE boundary, and the needle surface can be generated from the segmented maps. Along each A-scan, the first occurrence of each class is found, its position within the volume is converted to the corresponding location in 3D space, and the new point is added to the respective point cloud.

**Retina reconstruction** The retina point clouds generated in the previous step have some issues in areas where the tissue is not detected correctly or is not imaged due to the shadow of the metallic needle. To reconstruct these regions, a surface depth map of each retinal layer and the corresponding mask indicating the not detected surfaces is obtained from the segmentation maps. An efficient image inpainting method [58] can be applied to fill the missing parts in the depth map using the mask and considering the neighboring depth values. We propose to fill the holes of the retinal layer surface point clouds with the values in the reconstructed depth map. Figure 4 shows the subsequent reconstruction steps. This method is applied to the ILM and the RPE surface point clouds, respectively.

![Fig. 4.](image) Reconstruction of the missing retinal layer surfaces. The following steps are analogously applied to reconstruct the ILM and RPE surface: (a) Shadowing artefacts underneath the tool lead to missing retina surfaces in the initial point clouds. (b) A surface depth map of the retinal layer is generated. (c) Based on this depth map, a mask indicating the missing areas in the point cloud is obtained. (d) The holes in the depth map are filled using the neighboring depth values. (e) Finally, the holes in the retinal layer point clouds are reconstructed from the inpainted depth map.

**Filtering** Applying Euclidean clustering to each of the points clouds and identifying noise as geometric outliers allows for the removal of potential noise in all point clouds before calculating the minimum distance. The voxel size of the volume determines the distance tolerance separating two clusters. For each surface class, the cluster containing the most points is selected as the final point cloud.
Distance calculation  After this fast post-processing step, the minimum distance between the needle tip and the retinal layers can be directly computed from the surface point clouds. By iterating through the points of the tool point cloud, the tool tip point is identified. Since the iOCT scanner is integrated into an operating microscope, the imaging pathway of the retina is restricted via the pupil. In vitreoretinal procedures, the surgeon inserts the instrument through a trocar, directed towards the retina. Therefore, we consider the tip in the tool point cloud as the point with the highest depth value in A-scan direction. To calculate the minimum distance between the tool and the ILM, all tool points to all ILM points are compared and the shortest Euclidean distance as well as the tool point closest to the ILM are obtained. Because a minimal area around the tip is extracted during pre-processing, this final step is computationally very fast.

In case the closest tool point is the needle tip and is located above the ILM, the proposed pipeline recognizes that the tool is located above the retina and returns the estimated distance. Otherwise, instrument contact with the retina is assumed if the minimum distance between the tool and the ILM point cloud is smaller than a threshold defined relative to the voxel size. Further, to detect whether the ILM has been penetrated, the point of the tool point cloud closest to the ILM is compared to the needle tip point. If the closest tool point is not the tip point, we can assume the needle has penetrated the layer, since, consequently, the needle tip has to be located below the ILM surface point cloud. We apply the same analysis to estimate the distance between the tool and the RPE surface point cloud and to detect the contact between the needle and the RPE.

3. Experimental setup and evaluation methods

In the following sections we describe the iOCT data sets we used in our experiments for training, validation and testing. We further introduce the metrics for the evaluation of the B-scan segmentation performance, as well as for the validation of the final pipeline outputs. Finally, we describe the three loss functions that were considered for comparison in our experiments.

3.1. Materials

The training and validation set, as well as the test set for our experiments consist of iOCT B-scans from ex-vivo porcine eyes acquired with a Rescan 700 (Carl Zeiss Meditec, Jena) iOCT system integrated into an operating microscope. Each volume consist of a total of 128 B-scans with a resolution of 512×1024 pixels. To generate the ground truth B-scan segmentation maps, the surface boundaries of the ILM and the anterior RPE as well as the needle surface are manually labeled under supervision of a retinal expert. The data set used for training and validation consists of B-scans including microsurgical needles as well as the retinal anatomy. From 75 iOCT volumes acquired from 22 ex-vivo porcine eyes, 595 B-scans where selected showing the instrument and its immediate vicinity. Needles with 41G and 27G tip were used as instruments. The volumes are acquired at scan sizes of 3×3 and 5×5 mm in width and height at a scan depth of 2mm.

We obtained two different data sets for testing. In the first, we used an INCYTO Needle-RNT for subretinal injection with a 23G body and 41G tip. We acquired four volumes with the tip above the ILM, and three volumes with the needle positioned between the ILM and the RPE. This data set uses a realistic needle diameter as well as an intact anterior segment of the porcine eye. However, the anterior segment structures deteriorate rapidly post mortem in porcine eyes leading to relatively poor image quality in this data set. We call this data set our Low Quality data set, as it may represent cases of challenging intraoperative scenarios. The second data set consists of 10 volumes acquired with a 27G needle located above the retina. In this data set we removed the anterior segment ("open sky") to improve the OCT image quality. By this effort we have created B-scans that are more representative of the usual iOCT scan quality during in-vivo
surgery. We refer to this as our High Quality data set in the following discussions. Figure 5 shows a representative B-scan for each of the two data sets.

![B-scans](image)

**Fig. 5.** The two data sets differ in noise levels and thus in the quality of the iOCT B-scans. (a) An example B-scan of the Low Quality data set. The scans suffer from high levels of speckle noise and diminished signal, leading to reduced instrument visibility and a less distinctive transition between vitreous and retinal layers. (b) An example B-scan of the High Quality data set, which, compared to the first data set, is less corrupted by the typical speckle noise of OCT and exhibits clearer instrument visibility and higher contrast between vitreous and retina.

### 3.2. Evaluation metrics

To evaluate the model performance, we introduce three metrics measuring the detection and positional error of the predicted segmentation masks. Since each A-scan corresponds to a column in the B-scans, we calculate the average detection accuracy for each class in the B-scan columns, referred to as $ACC_{Tool}$, $ACC_{ILM}$, and $ACC_{RPE}$. If a class was correctly detected within the A-scan, we calculate the L1 error between the output and the ground truth location of the surface, referring to the row index of the first occurrence along the A-scan scanning direction. Accordingly, we refer to the surface errors of the classes as $L_1_{Tool}$, $L_1_{ILM}$, and $L_1_{RPE}$, respectively. The standard deviations of the L1 errors for the three classes are consequently referred to as $SD_{Tool}$, $SD_{ILM}$ and $SD_{RPE}$.

The most important aspect of the proposed system is the accuracy of the distance calculation between tooltip and the retinal layers. Therefore, we evaluate the end-to-end performance by determining the Euclidean distance error between the pipeline outputs and the ground truth distances. To obtain the ground truth distance between the tool and the two retinal layers in the two test sets described in section 3.1, we generate the 3D point clouds of the manually generated ground truth B-scan segmentation maps. The final ground truth distance is then determined as the minimum Euclidean distance between tool and retinal layer point clouds without applying additional post-processing.

### 3.3. Loss functions

As the tool surface and the retinal layer boundaries represent only small parts within the B-scans, the classes are highly imbalanced. Addressing these issues, in our experiments we investigate the behaviour of three loss functions for imbalanced data sets. One possibility to address class imbalance is to use a weighted cross-entropy (WCE) loss, where classes with low occurrence in the
data set are weighted higher than dominant background classes. We apply an inverse weighting of the class probabilities $p_{\text{tool}}$, $p_{\text{ilm}}$, and $p_{\text{rpe}}$ of the tool, ILM and RPE class as well as the probability $p_{\text{res}}$ of class containing all residual pixels, leading to a weighting with $(1 - p_{\text{tool}})$, $(1 - p_{\text{ilm}})$, $(1 - p_{\text{rpe}})$ and $(1 - p_{\text{res}})$ for the respective classes. An effective alternative for segmentation with imbalanced classes is the focal loss function [59] introduced in 2017, which is defined as:

$$FL(p_t) = -\alpha(1 - p_t)^\gamma \log(p_t)$$  \hspace{1cm} (1)$$

The parameters $\alpha$ and $\beta$ are hyper-parameters and can be fine-tuned. The function assigns smaller weights to easy examples and focuses on learning harder examples. As the third loss function we deploy a combination of the focal and Dice loss [60]. The combination of distribution- and region-based loss functions has been shown to improve the model performance in previous works [48,50]. As the Dice loss optimizes the Dice score and therefore the overlap between the model output and the ground truth segmentation, it was shown to work well for the layer-boundary segmentation problem. We weigh the focal and Dice loss equally and use their sum as the final combined loss function.

4. Results

To evaluate our proposed system, we separately investigate the B-scan segmentation performance and the final distance outputs of the pipeline. In the next sections we first evaluate the B-scan segmentation of the UResNet18 and compared it to a baseline model for diagnostic OCT layer segmentation, as well as other segmentation networks. Subsequently, we evaluate the end-to-end distance estimation between the needle and the two retinal layers on 17 iOCT volumes. Furthermore, we analyse the influence of different loss functions on the B-scan segmentation, as well as on the final distance estimation and investigate the robustness to the varying noise levels of the OCT scans. Finally, we show the feasibility of our method for the interventional use case by evaluating the computation times of the pipeline and its individual components.

4.1. B-scan layer surface segmentation

To evaluate segmentation of the iOCT B-scans, we first compare the three different loss functions defined in section 3.3 regarding their performance on the instrument and retinal layer segmentation. We then compare the UResNet18 to a baseline model for retinal layer segmentation in diagnostic OCT B-scans, as well as a standard U-Net and a network for real-time semantic segmentation.

4.1.1. Loss function evaluation

Since the tool surface and the retinal layer boundary classes are highly imbalanced, the choice of the loss function is important to achieve a good segmentation performance. Analyzing our training set, the occurrences of tool, ILM and RPE surfaces have shown to be very low, with corresponding probabilities of $p_{\text{tool}} = 0.203\%$, $p_{\text{ilm}} = 0.752\%$ and $p_{\text{rpe}} = 0.526\%$. Consequently, the residual pixels, which do not belong to any of these surface classes, have a class probability of $p_{\text{res}} = 98.519\%$. For performance comparison of the three loss functions specified in section 3.3, we assign the weights of the WCE loss according to these probabilities. During hyper-parameter tuning, we determined the best values for the parameters of the focal loss function, $\alpha$ and $\gamma$, to be 0.95 and 1.0, respectively. The same values are applied to the parameters of the focal loss within the combined focal and Dice loss function. To compare the suitability of the three loss functions, we compute the average surface detection accuracy for the three classes, as well as the average positional error and the standard deviation of the segmentations within the A-scans, as described in section 3.2. Table 1 shows the results of the comparison. The loss functions have similar class detection accuracy and only differ slightly in the positional error of the segmented surface boundaries. From our results, we conclude that all three discussed loss functions represent viable
options for training this problem. However, the most important aspect is their impact on the final distance estimates between needle tip and the retinal layers, which we evaluate in section 4.2.

Table 1. Performance comparison of the U-Net-style architecture with ResNet18 encoder trained on different loss functions. The average detection accuracy per A-scan and the average pixel error of the detected and the ground truth surface locations along the A-scans are evaluated for the three surface classes.

| Loss Function | ACC Tool | ACC ILM | ACC RPE | L1 Tool | L1 ILM | L1 RPE | SD ILM | SD RPE | SD Tool |
|---------------|----------|---------|---------|---------|--------|--------|--------|--------|---------|
| WCE Loss      | 96.0%    | 90.8%   | 99.8%   | 5.0px   | 5.3px  | 1.0px  | 7.8px  | 0.3px  | 2.9px   |
| Focal Loss    | 95.1%    | 90.0%   | 99.7%   | 4.1px   | 4.4px  | 1.2px  | 7.1px  | 0.2px  | 2.7px   |
| Focal+Dice Loss | 95.2%   | 90.6%   | 99.6%   | 4.0px   | 5.0px  | 1.7px  | 7.7px  | 0.2px  | 2.3px   |

4.1.2. Model architecture comparison

As there is no published research on retinal layer and tool surface segmentation in iOCT B-scans, we compare our segmentation network with three baseline semantic segmentation networks: ReLayNet [48], a baseline model for retinal layer segmentation in diagnostic OCT, standard U-Net [61], as well as ERFNet [62], which is specifically designed for real-time semantic segmentation. As speed plays an important role in our application, we assess the inference speed of the models. In addition to the above accuracy and positional metrics, we obtain the average inference times in a python environment without optimization, emphasizing the interplay between number of parameters and network performance. These metrics are reported in Table 2.

Table 2. Comparison of the UResNet18 architecture to ReLayNet, a baseline model for retinal layer segmentation in diagnostic OCT B-scans, a standard U-Net and ERFNet, a light-weight network for real-time semantic segmentation. The number of network parameters is specified in million (M) and the segmentation performance as well as the average network inference times are evaluated.

|         | Params | ACC Tool | ACC ILM | ACC RPE | L1 Tool | L1 ILM | L1 RPE | SD ILM | SD RPE | SD Tool | Time   |
|---------|--------|----------|---------|---------|---------|--------|--------|--------|--------|---------|--------|
| U-Net   | 13.3 M | 94.8%    | 90.1%   | 99.5%   | 9.6px   | 5.0px  | 1.7px  | 7.2px  | 0.6px  | 3.6px   | 28.3ms |
| ERFNet  | 2.0 M  | 95.6%    | 90.3%   | 99.7%   | 8.0px   | 5.2px  | 1.2px  | 7.3px  | 0.6px  | 3.8px   | 22.8ms |
| ReLayNet| 8.6 M  | 95.0%    | 90.1%   | 99.4%   | 5.8px   | 5.5px  | 2.0px  | 7.8px  | 0.7px  | 3.4px   | 25.2ms |
| UResNet18 | 31.1 M | 95.2%    | 90.6%   | 99.6%   | 4.0px   | 5.0px  | 1.7px  | 7.7px  | 0.2px  | 2.3px   | 32.5ms |

Overall, the ILM, RPE and tool surface classes are detected with similar accuracy across all networks. The L1 errors of ILM and RPE are comparable and differ only slightly. The UResNet18 and UNet share the smallest error regarding the ILM segmentation, while the ERFNet reaches the smallest RPE segmentation error. The networks especially show a difference in the segmentation accuracy of the tool surface. The UResNet18 achieves the lowest L1 tool error and clearly outperforms the other networks, while the standard U-Net shows the highest error. Similarly, the lowest standard deviations of the tool and RPE errors are achieved by the UResNet18. In contrast, comparing the average network speed, the ERFNet reaches the lowest inference time, while the UResNet18, containing the most parameters, also is the most computationally intensive network. Figure 6 shows examples comparing the UResNet18 and the ERFNet outputs with the manual ground truth segmentations. In both examples, the networks can segment the two retinal layers similarly well. However, the ERFNet is not able to generate a good segmentation of the tool. The second row of Fig. 6 shows a challenging B-scan example with the tool inserted into the retina. While the ERFNet fails to detect the tooltip, the UResNet18 is able to determine the pixels at the tip. The false positives of the tool class are filtered out during the subsequent point cloud processing step.
Fig. 6. Examples of output and ground truth segmentations are shown overlaid on the B-scans. The outputs of the ERFNet (first column) and the UResNet18 (second column) are compared to the manually annotated ground truth (third column). Both cases show the advantage of the UResNet18 over the ERFNet. The second row shows a challenging B-scan example with the needle inserted into the retina. ERFNet fails to detect most of the needle inside the retina while UResNet18 detects the tip but also generates false positives below. These are filtered out in the subsequent point cloud processing step.

4.2. End-to-end evaluation

As the end result of our pipeline is the distance between the needle tip and the ILM as well as the anterior RPE surface, we evaluate the Euclidean distance errors on 17 iOCT volumes acquired from ex-vivo porcine eyes.

The pipeline output is tested by calculating the error between the estimated and ground truth distances on both test sets. Figure 7 shows the error of estimating the ILM and RPE distances and the influence of the three loss functions specified in section 4.1.1 on the final pipeline output. The best results were achieved using the segmentation model trained with combined focal and Dice loss with an average error of 9.24 $\mu$m, a median error of 10.12 $\mu$m, a standard deviation of 5.44 $\mu$m and a maximum error of 17.03 $\mu$m. Analogously, the distance estimation to the RPE surface boundary with the same model achieves an average error of 8.61 $\mu$m, a median error of 8.78 $\mu$m, a standard deviation of 6.22 $\mu$m and a maximum error of 16.98 $\mu$m.

Furthermore, we separately evaluate the distance errors in our Low Quality and High Quality data sets. Figure 8 shows that the errors of the scans with lower noise levels generally have a lower error variance and less outliers. The UResNet18 trained with the weighted cross entropy loss shows the highest errors as well as the highest variances, while the combination of focal and Dice loss is the most robust to varying noise levels and yields the best overall distance estimates.

Although in Table 1 the model trained on the focal loss function achieves a smaller positional error detecting the ILM and RPE, Fig. 7 and 8 show that the combination of focal and Dice loss leads to overall more robust distance estimates and, hence, is selected for our pipeline. Finally, we evaluate the effect of the point cloud processing by comparing the distance estimates of the full pipeline with the estimates of the pipeline without retina reconstruction and filtering. The results in Fig. 9 show that the described point cloud processing is essential for robust distance estimation.
Fig. 7. Evaluation of the final pipeline distance estimations. We compare the UResNet18 trained on three different loss functions regarding their influence on the final distance errors of our pipeline. We separately evaluate the distance error to the ILM and RPE layer surface boundaries. The errors are given in micrometer.

Fig. 8. Influence of different loss functions on the pipeline performance evaluated on OCT scans with low and high noise levels, separately.

Fig. 9. Influence of the point cloud processing on the final distance estimation evaluated on our Low Quality data set containing challenging segmentation examples. The retina reconstruction and point cloud filtering stages are bypassed to compute the distance error from the unprocessed point clouds. For better illustration, we have omitted one data point of the unprocessed RPE distance error of value of 422 \( \mu m \) from the figure. Outliers are mostly caused by false positive in the segmentation, therefore the noise filtering on the point clouds can effectively improve the robustness of the distance estimation.
4.3. Time profiling

A constraining factor in the design of our pipeline was the requirement to provide update rates suitable for image-guided robotic surgery. The Carl Zeiss Meditec Rescan 700 iOCT system used in our experiments has an acquisition speed of 27000 A-scans per second, which is not suitable for interactive volumetric acquisitions. However, latest advances in OCT technology reach near video-rate volumetric imaging. Carrasco-Zevallos et al. [27] employed a 4D OCT system with an update rate of 15 Hz and achieved to simulate OCT-guided retinal surgery. We believe that such an update rate would meet the requirements of image-guided surgery and would also be sufficient for our pipeline. We use NVIDIA’s TensorRT to optimize our model for inference on the GPU, leveraging the layer fusion and kernel optimization strategies to optimize the model. We did not use any strategies that could potentially compromise segmentation accuracy. The combined optimizations and execution on the GPU decreases the inference time to 13 ms per B-scan. Table 3 shows the average computation times and the standard deviations of the individual pipeline components on our system (Intel Core i9-9920X @3.5GHz and NVidia GeForce RTX 2080 Ti). For this experiment we use the data set *Low Quality*, because it is most representative of the real surgical scenario in terms of needle diameter and orientation. Since for this experiment we are only interested in the time analysis and not the pipeline output, we added 10 iOCT volumes from our training set with similar instrument properties in order to improve the accuracy of the time analysis. By providing distance feedback every 63.82 ms on average, leading to an update rate of 15.66 Hz, we consider our method as suitable for the intraoperative use case. During this experiment we observed a standard deviation of 4.99 ms for the speed of the overall pipeline, with a performance of 67.72 ms in the worst case and 53.20 ms in the best case.

Table 3. Average processing times and standard deviations (SD) in ms for each pipeline step as well as the average update rate [Hz] given input iOCT volumes of 128 B-scans, each 512 × 1024, and 4 segmented B-scans at the tooltip ROI.

|                 | 2D Proj | Tool Seg | ROI | B-scan Seg | PC Gen | Filter | Dist Comp | Total | Update [Hz] |
|-----------------|---------|----------|-----|------------|--------|--------|-----------|-------|-------------|
| **Mean**        | 0.38    | 5.04     | 0.07| 52.60      | 1.68   | 1.66   | 2.37      | 63.82 | 15.66       |
| **SD**          | 0.08    | 0.35     | 0.01| 4.62       | 0.43   | 0.45   | 1.12      | 4.99  | –           |

5. Discussion

In our experiments we have evaluated different networks and loss functions with respect to their segmentation performance of two retinal layer boundaries and the instrument surface in iOCT B-scans. Both, Table 1 and Table 2 show a lower L1 error with respect to the ILM compared to the RPE surface. The difference in the ILM and RPE segmentation performance could be attributed to the more visible and smoother RPE surface compared to the ILM, which often exhibits high surface curvatures due to vessels and deformations, as well as lower intensities at A-scans close to the tool shadow. However, the most important aspect for the application of the pipeline is to minimize the positional error of the segmented tool surface, since it is strongly related to the error between the tool tip and the retinal layers and therefore, also to the final error of our system. In Table 2, compared to the other networks, the UResNet18 shows the lowest tool L1 error. Additionally, fast segmentation networks with less parameters, such as the ERFNet, could not detect the needle tip in some cases of our test set (c.f. Figure 6) which would lead to very high overall distance errors. We favour robustness over fast computation times and use the UResNet18 as the final model for our pipeline showing the best tool segmentation performance.

The speed of our pipeline depends partly on the number of B-scans that have to be segmented to generate the point clouds within the ROI. To minimize this number, we position the OCT scan area such that the B-scans are generated parallel to the tool tip direction. With the small 0.1 mm diameter of 41 gauge subretinal injection needles, on average, four B-scans including
the instrument and neighboring retinal tissue are segmented, assuming a scan area of 5x5 mm
and 128 B-scans per volume. In future work, we will investigate dynamically re-positioning the
OCT scan area by minimizing the angle between the tool insertion direction within the ROI and
the B-scan acquisition direction (Fig. 2(c)) to keep the computational costs at a minimum at
all times. Recent technical advances in OCT systems have pushed A-scan rates to 400 kHz for
microscope-integrated systems [63] and enabled video rate volumetric imaging with updates rates
of 24.2 Hz [28] based on A-scan rates of several GHz. In [27], the authors show that a volumetric
update rate of 15 Hz, acquiring a new OCT volume every 6 ms, is sufficient for 4D OCT guided
surgery and is able to clearly visualize surgical instruments and manipulation of tissue. Our
proposed method can cope well with the fast update rates required for image-guided surgeries by
achieving average computation times of 63.82 ms per volume and can provide distance feedback at
the suggested 15 Hz [27]. The segmentation of the B-scans remains the computational bottleneck
of the pipeline with an average speed of 52.60 ms for four segmented B-scans. The next step
could be to develop faster segmentation methods for tool and retinal layer segmentation in iOCT
B-scans without compromising performance. In this work, we did not leverage all optimization
strategies that TensorRT offers. Borkovkina et al. [51] have reported a speedup of 18x when
using TensorRT optimization methods including reduced precision using INT8. This could be
an avenue to further optimize the proposed pipeline, however careful measures to preserve the
good end-to-end accuracy need to be taken. Compared to the intraoperative pipeline for cornea
surgery presented in [54], the per B-scan segmentation in our application is computationally
more expensive, however, we can effectively reduce the number of segmented B-scans through
the ROI estimation. Further downscaling of the input B-scans to improve the segmentation speed
might result in loss of important instrument information. Also, the segmentation of the cornea
can not easily be compared with the segmentation of retinal layers and tool, since the retinal
layers can exhibit more complex structures, for example introduced through vessels. As our
results have shown, a larger network is important for robust and precise instrument segmentation.

Novel OCT scanning technologies enabled BC-mode [64] imaging, in which multiple sparsely
sampled B-scans are combined to generate a single cross-sectional image with enhanced
instrument and tissue visibility and reduced shadowing artifacts. Such advances have the potential
to improve the segmentation performance of intraoperative OCT by improving the visibility
of surgical tools and retinal structures. The development of dedicated and OCT compatible
instruments for vitreoretinal surgery [65] could additionally improve the visibility of surgical
tools in the B-scans and thus also lead to an improved tool segmentation performance.

The immediate application of the presented pipeline is to precisely and continuously monitor
the distance between tooltip, ILM and RPE, providing data to a robot controller. This information
can guide the robot to reduce the risk associated with subretinal injection. The total processing
time of our pipeline in this scenario is a limiting factor for the robot speed, as the tool tip motion
between two updates cannot be too large when safe motion and clinical grade precision need to
be achieved. Assuming an OCT update rate of 15 Hz, a target area of 25 µm [14] and a distance
estimation accuracy of 10 µm, the needle tip is not allowed to move more than 15 µm in the time
it takes to acquire (~66 ms) and process (~63 ms) the OCT data, in order to avoid accidental
penetration of the RPE once the robot has reached the target area. This results in a maximum
safe speed of ~0.1 mm/s in axial direction regarding the OCT coordinate system. The effective
maximum safe speed of the robot then depends on the incident angle between the needle and
the RPE surface. In an optimal scenario, if the needle starts at an assumed safe distance of 2.5
mm from the retinal surface, the total time to approach the target area is less than 30 seconds,
assuming a retinal thickness of less than 500 µm [13]. In a realistic scenario the robot control
would likely slow down the needle while approaching the target area, however this shows that
in closed-loop robotic targeting, the processing time of our pipeline will not impose strong
limitations on the clinical workflow. However, these estimates will have to be verified once our
system is combined with a closed loop robotic control to form a semi-autonomous injection
system, which we consider the next step for this work.

A possible extension of this work could be to use the generated point clouds to estimate the
current tool motion direction by fitting a line to the tool point cloud (Fig. 10(a)). By combining
the tool motion direction with the segmentations of ILM and RPE, one can estimate the expected
point of contact with both retinal layers and calculate the distance along the trajectory until
the retinal surface is reached. As the tool should be inserted to a defined depth, which can be
determined during surgical planning, the target depth of the needle tip for the injection can be
obtained from the live data as a relative position between ILM and RPE. With the tool point
cloud and the fitted motion direction, the proposed pipeline can estimate when the needle tip will
reach this target layer (Fig. 10(b)).

![Fig. 10. (a) Fitting of the tooltip motion direction (yellow line) to the needle point cloud
and estimation of the contact point of tool tip with the retinal layer boundaries. The ILM
and RPE surfaces are visualized in red and green, respectively. (b) A virtual layer (shown as
the yellow point cloud) is augmented between the ILM and the RPE to visualize the target
insertion depth of the needle. The virtual layer is defined as a relative position between the
ILM and RPE surface boundary and can be obtained during surgery planning.]

6. Conclusion

In this paper, we proposed a pipeline to estimate the distance between the tip of a subretinal
injection needle and two retinal layers, the ILM surface and the anterior surface of the RPE, from
iOCT volumes. First, the tool surface and the two retinal layer boundaries in selected B-scans
around the needle tip are segmented. In an efficient pre-processing step, we propose to reduce
the newly acquired OCT volume to a minimal area around the needle tip, including only a few
B-scans, which allows one to use a model-based tool and layer segmentation of the relevant
volume area at update rates around 15 Hz. Our pipeline achieves an average error of 9.24 \( \mu m \) and
8.61 \( \mu m \) and a standard deviation of 5.44 \( \mu m \) and 6.22 \( \mu m \), for the distance between the needle tip
and the ILM, and RPE surface, respectively. Automatic distance feedback between instrument
tip and retinal layers has many applications for robotic subretinal injection. The distance to the
ILM determines the control strategy, as once the retinal surface is touched, the robot motion
is highly restricted. On the other hand, the distance to the RPE defines the maximum robot
motion before harming significant retinal and retinal support cells. We believe such a pipeline
can deliver important feedback to both surgeon and robot during subretinal injection procedures
and be especially useful for the development of an eventual autonomous robotic approach.
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