Very Short-term Wind Speed Prediction Using Geostatistical Kriging with External Trend
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Abstract. The prediction of wind speed plays a key role in the determination of the optimal reserve capacity for different time instants and the reduction of the standby cost of wind power grid. Short-term wind speed prediction can reduce the impact of wind power grid and improve the control of wind turbines. The geostatistics kriging as an unbiased estimation method applied to predict the wind speed in a two-dimensional vertical rectangular grid. The wind data were as a geographical variable considered. We firstly used exploratory methods to examine the spatial variability of wind speed and its dependence on geographical variables. The covariance and variogram models took into account in analysing the spatial structure of wind speed at three different instants of time. Then the product model adopted to fit wind data due to the variogram. The accuracy of the method was assessed through a cross validation. The prediction results were comparable with the observed values. The prediction error was about ±0.15 and the correlation coefficient was about 0.85. This study demonstrated that the kriging method could be successfully used in the short-time wind speed prediction in space and time direction.

1. Introduction

Wind power is a kind of renewable energy with great potential for reducing greenhouse gas emissions and coping with the climate change around the world. In recent years, the construction scale of wind farms has become larger and larger in China and all over the world[1,2]. Short-term wind speed prediction is the most important thing to determine the optimal reserve capacity for different time instance and reduce the standby cost of wind power grid. Regarding this, there research results have done on wind speed and wind power prediction.

Traditional wind predictions of wind speed are mainly included the statistical method and physical method. Statistical method uses mathematical models, such as time-series models and data mining techniques[3–5], to compute for the forecasting results based on the a large number of historical wind speed data. Physical method, which is focused on the physical characteristics of wind, applies the terrain analysis, wake effect analysis, spatial correlation analysis and other methods to calculate the relevant meteorological information of the wind locations [6–11]. Physical method does not require a large amount of historical data, but it has a high demand on the model accuracy.

Compared with traditional statistical predicting methods, geographical theory can give a temporal and spatial correlation based on the historical wind data information, which makes the demands of wind speed data greatly reduce under the same forecasting accuracy. The forecasting results in the form of
the optimal linear unbiased estimation are given and the parameters estimated by means of partial prior knowledge. Meanwhile, the method also takes into account the spatial-temporal feature of wind data, comprehensively analyzes the temporal and spatial correlation for the wind data in both space and time directions. Finally, a simulation of wind speed in a rectangular space given to verify the validity of the method.

2. Methods

2.1. Geostatistics modeling and prediction

Let the velocity of wind field be denoted as \( z(s, t) \) at each point grid, where \( s \) denotes a spatial point grid. Typically, \( z(s, t) \) may exhibit spatial dependencies, which can interpolate via kriging by a function of known coverable over the geostatistics domain. The wind velocity \( z(s, t) \) can express as fellow:

\[
Z(s, t) = U(s, t) + V(s, t)
\]

(1)

Where \( U(s, t) \) is the deterministic part, or spatial trend and \( V(s, t) \) is a zero-mean second-order stationary spatial random field with covariance function residual and considered an intrinsically stationary random function with a zero expectation and the residual covariance function defined as:

\[
C(h) = \text{Cov}(Z(s), Z(s+h))
\]

(2)

Where \( h \) represents the spatial lag distance between two observed points \((s, t)\). The covariance function (2) that characterizes the wind speed variation can be calculated in [12].

\[
C(h) = \sigma^2 \text{R}(s, t; \Phi)
\]

(3)

Where \( \sigma^2 \) is the process variance for the 1, component of the response; and \( \text{R}(s, t; \Phi) \) is the spatial correlation of stochastic process between the different locations \( s \) and \( t \) with smoothness and decay parameter \( \Phi \).

For simplicity of exposition, we assume in this section that the trend has removed up to a constant and that a stationary model is suitable for the residual wind data. The commonly covariance model is built by the modifying or combining generic covariance function. Commonly known generic models are covariance functions of exponential, spherical, Gaussian and cubic type, amongst many others.

2.2 The variogram models

The experimental variogram is one that we estimate from data. It is usually computed by the method of moments and attributed in [14]:

\[
\hat{\gamma}(h) = \frac{1}{2N(h)} \sum_{j=1}^{N(h)} \left( z(x_j) - z(x_j + h) \right)^2
\]

(4)

Where \( N(h) \) is the number of paired comparisons at distance lag \( h \). By incrementing \( h \) in steps, we obtain an ordered set of values, as shown by the points plotted in each of the graphs in Fig. 1. This is the experimental variogram, also known as the sample variogram. It estimates points on the regional variogram.

In this paper, the generalized product model proposed for modelling the spatio-temporal correlation structures under study. The generalized product model [15] in the variogram form is defined as follows:

\[
\gamma_{st}(h, u) = \sigma^2 \exp\left(-\|h\|/a_s - |u|/a_t\right)
\]

(5)

Where \( a_s \) and \( a_t \) are two positive space and time scaling parameters, respectively and \( \sigma^2 \) is the a priori variance. This kind of choice can be justified by fitting of the generalized product model in the variogram form; it is flexible because it regards the temporal and spatial marginal structures, and just
one parameter. Several authors have used the available spatio-temporal models for prediction purposes in their applications[16–19].

3. Results and discussion

3.1. Dataset
The dataset used in this paper are publicly available by the department of Energy’s national renewable energy laboratory in US. The page at http://wind.nrel.gov/designcodes/. The original wind values of 817600 scores are modified based on the hub height of 50-m wind towers of a large wind farm during January 2001-April 2005, in San Gorgonio Pass in southern California, US. Figure 1 shows the original wind speed curves. It shows a strong trend effect of the original wind data. The first task is to eliminate the trend, which is usually of low frequency and followed a deterministic pattern due to the dominant physics. Here, the first order difference computed to remove the trend effect from the original data. Figure2 showed the residual data that the de-trended data had a mean null and the variance exists and is finite. Therefore, the operation performed very well, and the resulting quantity referred to as the wind velocity. Subsequent statistical analysis, modeling, and prediction performed on the de-trended data.

3.2. Computing and modeling variogram
Let us consider a sample consisting of 9600 values at 48 consecutive instants of time in a space of rectangle grid size of 800 *400. First, the empirical variogram function (4) used to estimate the space–time variability. As shown in Figure 4, the theoretical models follow the patterns of the experimental variogram rather closely, indicating that the fitted models adequately express the existing space-time correlations between the residual data. The plotting of the sample marginal variogram showed in Figure 3, the sample spatial variogram for each data time point and then averaging over time. It shows a great correlation when the distance between two positions is smaller than 4 km. As shown in Figure 3 (b), sample temporal variogram for each data spatial location and then averaging over space. It estimates points on the regional variogram.

The generalized product model (5) depends on the experimental structures from wind speed data. the spatial-time correlation and exponential function have been successfully applied for wind energy planning in [10].The result depends on the precise way we apply the program and the decisions we make, which we discuss after modeling. In this study, we also use this model for our wind data modeling. More specifically, we will optimize parameters according to the above model with initial values and some of the parameters fixed and form different models to estimate.

3.3. Short-term prediction in space and time
The exponential model proved adequate to fit the empirical variogram in section 3.2. Now the kriging used to predict short-term prediction in space and time. The prediction results show in Figure 5, Figure 6, Figure 7 and Figure 8, respectively. From such figures, it can deduce that the prediction results match the observed values very well and are consistent at different instants of time. Although the predicted plots in the Figures 5 (a) and Figure 6 (a) appear to be the same, the legends indicate that the predicted values tend to the mean of the process when the time horizon increases. However, the predictions RMSE plots in Figures 5 (b) and Figure 6 (b) : it appears to be the same, but, as expected, the longer the prediction time horizon, the greater the space prediction variance, its maximum being sill in the covariance function used in the kriging equations. For short-term time prediction, hourly and daily predicted at 24-hour and 2-day ahead, respectively.

3.4. Accuracy assessment
A subset of validation points reserved among the samples obtained during the period 2001- 2005 in San Gorgonio Pass used for the prediction accuracy assessment. More specifically, the numerical CV validation results obtained based on the criteria of the ME, MSE and MSDE listed in Table 1 for the various techniques and models used. As described in[20], if the variogram models were successfully applied, the ME should be approximately zero; the MSE should be very small; the MSDE should be approximately 1, the prediction errors are compatible with the prediction variance. Thus, the use of the
model and the prediction can be confident based on that such a variogram is approximately unbiased and the mean-squared prediction errors are approximate. According to the judged criterion, the exponential model shows a better forecasting accuracy.

**Figure 1** The original wind speed curves.

**Figure 2** Plotting of the residuals by the first order difference.

**Figure 3** Sample marginal variogram in space (a) and time (b) and their models.

**Figure 4**(a) Sample space–time variogram surface for the wind speed data and (b) its model.
Figure 5 (a) Space predictions at each point of the estimation grid. (b) Plotting of the RMSE difference of the observations and SK estimates at each point of the estimation grid.

Figure 6 (a) Space predictions at each point of the estimation grid; (b) the RMSE difference of the observations and SK estimates at each point of the estimation grid.

Figure 7 24-hour ahead prediction at p=11.

Figure 8 Two-day ahead prediction at p=21.

4. Conclusion
In this study, the wind speed data chosen to investigate the application of space–time model in the prediction of wind speed. The wind data treated as geostatistics variables modeled through the spatial and time variogram. The cross validation analyzed with the different models. The wind speed values predicted by the proposed model matched the observed values well. The results indicated that the kriging method be successfully used for short-time wind speed prediction in space and time.

Table 1 Quantitative criteria for the comparison of the four models.

| Model  | ME        | MSE       | MSDE      |
|--------|-----------|-----------|-----------|
| Exponential | -0.0009132623 | 0.001052534 | 1.856445  |
| spherical | -0.0008782672 | 0.001023111 | 2.328915  |
| Gaussian | -0.0001813599 | 0.001420726 | 0.7666526 |
| cubic   | -0.0001101884 | 0.002057135 | 1.337914  |
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