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Abstract—There are still many challenges of emotion recognition using physiological data despite the substantial progress made recently. In this paper, we attempted to address two major challenges. First, in order to deal with the sparsely-labeled physiological data, we first decomposed the raw physiological data using signal spectrum analysis, based on which we extracted both complexity and energy features. Such a procedure helped reduce noise and improve feature extraction effectiveness. Second, in order to improve the explainability of the machine learning models in emotion recognition with physiological data, we proposed Light Gradient Boosting Machine (LightGBM) and SHapley Additive exPlanations (SHAP) for emotion prediction and model explanation, respectively. The LightGBM model outperformed the eXtreme Gradient Boosting (XGBoost) model on the public Database for Emotion Analysis using Physiological signals (DEAP) with f1-scores of 0.814, 0.823, and 0.860 for binary classification of valence, arousal, and liking, respectively. Furthermore, the SHAP model was able to identify the most important features in emotion recognition, and revealed the relationships between the predictor variables and the response variables in terms of their main effects and interaction effects. Therefore, the results of the proposed model not only had good performance using peripheral physiological data, but also gave more insights into the underlying mechanisms in recognizing emotions.
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I. INTRODUCTION

AFFECT is one essential element in the human-computer interaction process [1] and can be included as a design parameter to optimize task performance and user experience in various areas [2]. For example, the Yerkes-Dodson law identified an inverted-U shape relationship between task performance and arousal [3], participants’ positive valence was found to improve their takeover performance in automated driving [4], and recognizing and understanding emotions were able to help improve human-robot interaction [5].

In order to support affective computing, one basic question is how to recognize emotions during the interaction process [6]. Researchers explored different types of data to recognize emotions, including self-reported data, behavioral measures (e.g., facial expressions [7] and conversational data [8]), and physiological measures (e.g., facial electromyography (EMG), skin conductance response (SCR), electrocardiogram (ECG), electroencephalography (EEG)) [6], [9], [10]. Although self-reported methods are easy to operate, they suffer from recall and selective reporting biases [11] and interference with the interaction process [10]. The progress on emotion recognition using facial expressions and speeches is promising due to the recent advancement in deep learning (e.g., [7], [12]). Nevertheless, such affective displays are subject to social display rules and the expressions might not be consistent with their real emotions [1]. [13]. By contrast, physiological measures are less vulnerable to voluntary control and allow the system to evaluate users’ emotions in real time continuously [9].

The continuous fashion in recognizing emotion is consistent with human perception on emotions in social interaction [14], and the real-time characterization is preferable for human-computer interaction systems that aim to fulfill users’ emotional needs by addressing their emotions in real time [1], [15], [16]. Therefore, many studies have successfully built machine learning models based on physiological measures (e.g., [6], [17]–[25]).

Correspondingly, an increasing number of datasets (e.g., [26]–[28]) have been created to train models to recognize emotions automatically using physiological data. However, one of the biggest challenges in training models is to label the physiological data. Unlike other databases that have one label for each sample (e.g., facial expression images in AffectNet [29]), physiological data were continuously recorded when the participant was involved in an emotional episode. Thus, it is extremely time-consuming to label the data frame by frame, which is impossible [22]. Many datasets only had an overall label for a continuous segment of physiological data recorded in the whole emotional event, such as the Database for Emotion Analysis using Physiological signals (DEAP) [26], which was only sparsely labeled using selfreports or expert observation. Here sparse labelling [22] was used to indicate that there was only one or a few static labels annotating a segment of physiological data, which was supposed to correspond to dynamic changes in emotional states (i.e., continuous labels). Self-reported labelling was often conducted once (due to possible interference in the interaction process) after the participants finished the interaction with the stimuli, such as video or image viewing [6], [9], [26] and game playing [30]. Labeling by expert observation can potentially increase the number of the labels in a segment of physiological data using signal spectrum analysis, based on which we extracted both complexity and energy features. Such a procedure helped reduce noise and improve feature extraction effectiveness. Therefore, the results of the proposed model not only had good performance using peripheral physiological data, but also gave more insights into the underlying mechanisms in recognizing emotions.
data, and multiple experts should be involved in order to increase reliability of the labels (e.g., [31]). However, both of these methods only label the most salient one within the whole emotional episode rather than the dynamic changes of emotions of the participants. Such labels tend to be noisy when the most salient period only accounts for a small period of the whole labeled episode [22].

Another challenge for many machine learning models in emotion recognition is that they are black-box models (especially for deep learning models) and the knowledge learned by them is hidden. For one thing, without revealing the knowledge learned, the acceptance and trust in such models can be jeopardized [32], especially in high risk areas such as medicine [33], [34] and transportation [10], [35]. For another, when such knowledge is revealed, it can help distinguish between different emotions. For instance, Weitz et al. [36] used layer-wise relevance propagation and local interpretable model-agnostic explanations (LIME) to understand the decision made by a deep neural network, so that they were able to distinguish facial expressions caused by pain and disgust in order for the nurses to give better care for their patients.

Given the above challenges, the objective of this paper is to recognize emotions from sparsely-labeled peripheral physiological data with explanations. First, we applied singular spectrum analysis (SSA) to decompose the physiological data into individual components, and extracted three types of features from selected components, including sample entropy, fuzzy entropy, and energy. SSA has been widely applied in time series analysis and it can decompose the raw signal into a small number of independent and interpretable components (e.g., periodic components, slow-varying components, and noise components) [37], and it has been proved to improve the performance of classification models built on physiological data by removing random noise and data reconstruction at the same time. Entropy measures have also been widely used for feature extraction of physiological measures for classification purposes with good performance. For example, Lu et al. [38] extracted entropy features from SSA components of various physiological measures, including EEG, EMG, and ECG, across multiple classification scenarios and the performance was much better than extracting features directly from the raw physiological signals. Particularly, sample entropy was used to predict arrhythmic risk using ECG signals [39] and to recognize emotions using EEG [40], fuzzy entropy was used to detect epileptic seizure with EEG signals [41], sample entropy and fuzzy entropy were used to predict eye states using EEG signals, physical actions using EMG signals, and heart states using ECG signals [38]. The energy feature was similar to the power spectral density, which was also used in emotion recognition [42]. Second, in order to build explainable machine learning models, we applied tree-based ensemble models, including eXtreme Gradient Boosting (XGBoost) [43] and Light Gradient Boosting Machine (LightGBM) [44] and SHapley Additive exPlanations (SHAP) [33], [45]. The entropy and energy features extracted from SSA components were used to train the XGBoost and LightGBM models. The LightGBM model was found to perform better than the XGBoost model, and we used SHAP to explain the LightGBM model by identifying the most significant features and their main and interaction effects. Such ensemble methods have proved to perform better than other traditional machine learning models, such as support vector machines (SVMs), due to the fact that ensemble learning overcomes the shortcomings of single classifiers by combining dissimilar classifiers [46]–[49]. SHAP is based on the game theory to explain the output of the LightGBM model by examining feature contributions in a coalition using the classic Shapley values [50] and it has three desirable mathematical properties, i.e., local accuracy, missingness, and consistency, which provide consistent and locally accurate explanations [33], [51]. However, the computational requirements make it difficult to apply to many machine learning models with a large number of samples, especially for deep learning models. Lundberg et al. [45] proposed an algorithm to explain tree-based models efficiently using SHAP. Hence, by making use of SHAP and LightGBM, we were able to understand the patterns captured by the LightGBM model in recognizing emotions, by helping select and explain the most important SSA components of their main effects and interaction effects. In addition, both the machine learning models were validated using a leave-one-subject-out (LOSO) scheme (i.e., user-independent), thus the hidden knowledge revealed tended to be more generalizable.

In summary, the contributions of this paper are described as follows:

- We decomposed the peripheral physiological data into individual SSA components and extracted both entropy and energy features to deal with the sparse label issue. Such a method explores a wide range of feature space to improve emotion representation across a wide range of signals while removing random noise at the same time.
- We built explainable machine learning models using tree-based ensemble machine learning models (i.e., XGBoost and LightGBM) for emotion recognition, and used SHAP to identify the most important SSA components to improve our results with LOSO cross-validation. Such a feature selection method provides useful information and implications on the parameter selection in SSA decomposition.
- We identified the main effects and interaction effects that showed the hidden relationships between the emotion representations and the most important features identified. Such insights were used to improve the performance of the proposed models and have the potential to pave the way for future applications with emotion recognition in different domains.

II. RELATED WORK

A. Emotion Recognition Using Physiological Data

Emotions can be recognized from physiological data collected from the central nervous system and the peripheral nervous system. The most frequently used signal from the central nervous system is EEG (e.g., [21], [26], [52]) while there are a large number of signals that can be collected from the peripheral nervous system, such as SCR, EMG, electrooculogram (EOG), and ECG (e.g., [6], [22], [53]). In
order to recognize emotions, various machine learning models were applied. Picard et al. [53] used SCR, EMG, respiration data, and blood volume pulse of a single participant to predict eight emotions with Fisher projection with 81% accuracy. Liu et al. [54] used ECG, photoplethysmogram (PPG), phonocardiogram, SCR, and facial EMG to recognize three emotions using SVMs, which obtained 82.9% accuracy in recognizing emotions from autistic children. Many researchers made use of the public DEAP dataset for binary classification. For example, Yin et al. [52] applied an ensemble classifier using stacked autoencoder and extracted 425 features from EEG, EOG, GSR, PPG, EMG, respiration, and skin temperature and obtained f1-scores of 77.98% for arousal recognition and of 79.50% for valence recognition. Lin et al. [55] proposed a convolutional neural network (CNN) by transforming EEG data into image data with time and frequency information, and other hand-crafted features from peripheral physiological data with 87.30% accuracy (f1-score: 72.84%) for arousal recognition and 85.5% accuracy (f1-score: 80.06%) for valence recognition. Ma et al. [21] proposed a deep learning model named multimodal residual long-short-term memory (LSTM) with an accuracy of 92.87% and 92.30% for binary arousal and valence classification. Despite the good performance of the deep learning models, these models were user-dependent, i.e., models trained using data from one specific participant, and thus were less likely to generalize across participants due to potential individual differences.

Other researchers built user-independent models by mixing data from multiple participants with k-fold cross-validation. For example, Nasoz et al. [56] used SCR, skin temperature, and heart rate to recognize six emotions from 29 participants and obtained the best accuracy of 83% using feedforward neural networks trained by Marquardt back propagation. Frantzidis [13] applied a decision tree model with a Mahalanobis distance classifier to recognize four emotions with EEG and SCR data from 28 participants with 78% accuracy. Zhou et al. [6] proposed machine learning models using rough set to recognize seven discrete emotions elicited by visual stimuli from 42 participants. They proposed gender-specific, culture-specific, and general models and found that models built from female participants (i.e., gender-specific) had the best performance of 78.0% while general participant-independent models only had 63.5% in terms of f1-scores. Wen et al. [20] used a multi-variant correlation method of various physiological signals, including blood oxygen saturation, SCR, and heart rate to identify useful features, based on which a random forest model was proposed to recognize four emotions with 74% accuracy. Ringeval et al. [57] proposed an LSTM regression model by combining audio, visual (facial expressions) and physiological (ECG, SCR) data from the Remote Collaborative and Affective Interactions (RECOLA) dataset [58], and the concordance correlation coefficients were 0.804 for arousal and 0.528 for valence. Li et al. [59] included group-based individual response specificity in building emotion recognition models with ECG, SCR, and PPG and their performance was better (f1-score: 0.75) than a general model (f1-score: 0.67) without such information. Hassan et al. [60] proposed a deep belief network and an SVM model and achieved 89.53% accuracy on the DEAP dataset for recognizing 5 discrete emotions using EMG, PPG and SCR data.

The user-independent models with k-fold cross-validation mentioned above still assume that the samples are independent and identically distributed. However, the samples from one participant are actually correlated biologically and temporally [61]. Another type of validation strategy that tends to have better generalization is LOSO cross-validation. In this process, one subject is randomly selected for testing while the rest ones are used for training the model and this procedure is repeated until all the subjects are used for testing [62]. This validation strategy is especially useful for the model to predict emotions of new individuals [63]. Romeo et al. [22] proposed a multiple instance learning strategy with SVMs to recognize emotions using physiological measures from the DEAP dataset. The multiple instance learning treated the data as negative if all the instances were negative and positive if at least one of them was positive. They stated that using the LOSO cross-validation, the results were not satisfactory on the DEAP dataset and thus were not reported. On their own dataset, they had the best binary classification accuracy of 69.1% for arousal and 68.0% for valence. Kandemir et al. [64] proposed a multi-task multi-view learning model with SVMs. They reported their LOSO cross-validation performance on the DEAP dataset using both EEG and peripheral physiological measures was 60% (accuracy) and 56% (f1-score) for valence, 58% (accuracy) and 53% (f1-score) for arousal, and 67% (accuracy) and 51% (f1-score) for liking. Zhong et al. [65] proposed a temporal information preserving framework to identify the relations between physiological data and emotions over time and by combining both physiological and facial expression data, they obtained the best accuracy for valence and arousal as 70.53% and 73.53% on the MAHNOB-HCI dataset using LOSO cross-validation [27]. Gupta et al. [66] proposed a flexible analytic wavelet transform to explore channel specific EEG signals in the forms of different sub-band forms for cross-subject emotion recognition with random forest and support vector machines. Another way to help improve the performance of LOSO is to minimize individual differences. Chen et al. [25] proposed a personal-Zscore feature processing method, which was found to improve the representation ability of emotion across different subjects, which improved emotion recognition on the SEED dataset. Li et al. [24] proposed a transfer learning method that reduced the EEG differences between the target (i.e., the new person’s data in the testing set) and each source (i.e., the existing participants’ data in the training set) that improved three-category classification accuracy on SEED dataset by 12.72%. Lan et al. [23] proposed a domain adaptation technique to reduce cross-subject variance and they improved the accuracy from the baseline by 7.25%-13.40% on the DEAP and SEED datasets.

B. Explainable Machine Learning Models

We have witnessed great successes of machine learning models in various areas as they can capture the hidden domain knowledge and make predictions for unseen data.
Nevertheless, these models can be less acceptable and trusted during the deployment stage without showing the captured domain knowledge, i.e., explainability [32]. Simpler machine learning models, such as linear regression models and decision trees are explainable. However, the majority of the other machine learning models (e.g., SVMs, LSTM, deep belief networks, CNNs) reviewed above in emotion recognition are black-box models and thus are not explainable. Although the importance of explainability in decision making with high risks is greater (e.g., medicine [33], [34], transportation [10], and misinformation [67]), it is still useful in different affective computing applications (e.g., [36]). In addition, the choice between two types of models, i.e., simple, explainable models and complicated, black-box models tends to be easily made in emotion recognition as simpler models are not able to have good performance. Therefore, the only way to understand the captured domain knowledge is to apply post-hoc explainability to black-box models [68]. Very few studies attempted to explain models in emotion recognition in the literature. LIME was used to explain a CNN model to distinguish between pain and disgusting facial expressions that helped nursing staff identify pain episodes of patients by monitoring their facial expressions [36].

III. METHODS

The proposed method has five major steps (see Fig. 1), including 1) data cleaning, 2) feature extraction, 3) emotion recognition, 4) model explanation, and 5) feature selection as described below. Note the third step and the fourth step were conducted twice before and after the fifth step in order to select the optimal features for best performance.

A. Dataset and Data Preprocessing

In this paper, the DEAP dataset [26] was used to demonstrate the proposed method with eight peripheral physiological signals, including horizontal EOG (i.e., hEOG = hEOG_1 − hEOG_2), vertical EOG (i.e., vEOG = vEOG_1 − vEOG_2), zygomaticus major EMG (i.e., zEMG = zEMG_1 − zEMG_2), trapezius EMG (i.e., tEMG = tEMG_1 − tEMG_2), SCR, PPG, respiration (Resp), and skin temperature (Temp). The data were downsampled from 512 Hz to 128 Hz, which was adequate and efficient for processing the peripheral physiological signals and this has been widely used in previous studies [22], [69]. The locations of each electrode during the data collection process are shown in Table I.

| Signal     | Electrode placement                  |
|------------|--------------------------------------|
| hEOG_1     | to the left of left eye              |
| hEOG_2     | to the right of left eye             |
| vEOG_1     | above right eye                      |
| vEOG_2     | below right eye                      |
| zEMG_1     | +/- 1cm from left corner of mouth    |
| zEMG_2     | +/- 1cm below zEMG_1                 |
| tEMG_1     | left shoulder blade                  |
| tEMG_2     | +/- 1cm below tEMG_1                 |
| GSR        | left middle and ring fingers         |
| Respiration| respiration belt around chest        |
| PPG        | left thumb                           |
| Temperature| left pinky                           |

A number of 32 participants watched 40 music videos with 60 seconds long and rated on valence, arousal, and liking. Between each trial, there were five seconds of fixations on screen before the trial and three seconds fixations on screen after the playback of each music video. In this study, we included data of the first three seconds with fixations on the screen as the baseline and of the rest 60 seconds of video watching as the usable signals. There was a short break after watching 20 videos and the estimated length of the experiment was about 90 minutes. Thus, there were 40 × 32 = 1280 samples in total. The labels used in this paper included valence, arousal, and liking. Following previous studies, they were binarized by thresholding at 5 from the 9-point Likert scale (e.g., [22], [64]).

First, the samples were smoothed with a moving average filter with a span of 64 data points (i.e., 0.5 second since the signals had a sampling rate of 128 Hz) for SCR and Temp and of 5 data points for other signals. Second, the signals were baseline corrected, i.e., the 60 seconds of the usable data were subtracted from the mean of the baseline. Third, each sample was normalized by subtracting the mean and divided by the standard deviation. Last, each sample was detrended quadratically with Matlab 2019b (Mathworks, Natick, MA), except Temp and SCR. Ledalab was used to decompose SCR into a phasic component and a tonic component [70].

B. Signal Decomposition with SSA

The decomposition of the physiological signals using SSA was as follows [57]. Each sample was represented as a time series signal $x_N = [x_1, x_2, ..., x_N]$ of length $N = 60 \times 128 = 7680$. The first step of SSA is to transform $X_N$ into a multi-dimensional Hankel matrix $Y = [Y_1, Y_2, ..., Y_K]$ with $Y_i = [x_{i1}, x_{i1+1}, ..., x_{i1+L-1}]^T$, where $K = N - L + 1$. This process was named as embedding and its parameter is the window length $L$ and $2 \leq L \leq N$. In this research, $L$ was set at 12 based on previous studies [38]. Then, singular value decomposition was applied to the matrix, $S = Y^TY$. Assuming $\lambda_1 \geq \lambda_2 \geq ... \geq \lambda_L$ are the eigenvalues of $S$ and $U_1, U_2, ..., U_L$ was the orthonormal basis of the eigenvectors of $S$. By setting $V_i = Y^TU_i / \sqrt{\lambda_i}$ and the rank of $Y$ as $d = \max(i, \text{for} \lambda_i > 0)$, $Y$ was represented as

$$Y = Y_1 + Y_2 + ..., + Y_d,$$

where $Y_i = \sqrt{\lambda_i}U_iV_i^T$.

In the reconstruction stage, it had two steps, including eigentriple grouping and diagonal averaging. First, the matrices $Y_1, Y_2, ..., Y_d$ were divided into $m$ disjoint groups, i.e., $Y = Y_{i1}, ..., Y_{im}$, where $I = \{i_1, ..., i_p\}$ is a group of indices selected from $1, ..., d$ so that $Y_I = Y_{i1}, ..., + Y_{ip}$. Then, diagonal averaging converted the matrix $Y_{ik}$, where $1 \leq k \leq m$, into a time series by averaging $x_{ij}$ along the diagonal of the matrix so that $i + j = \text{constant}$. For the $k$-th reconstructed time series, $Y^k = [y_{1k}, ..., y_{Nk}]$ and the original...
time series $X_N = [x_1, x_2, ..., x_N]$ were reconstructed as a sum as follows:

$$x_n = \sum_{k=1}^{m} y_n^k, \quad n = 1, ..., N$$  \hspace{1cm} (2)

In this research, we used the pymssa package in Python (https://github.com/kieferk/pymssa) for SSA implementation and only kept a selected number of components to remove the noise, which proved to be effective for feature extraction [38]. Assuming $X_N = S_N + R_N$, we only selected $I_k = \{1, ..., s\}, s < d$ in order to remove the noise component $R_N$. We used the formula of singular value hard thresholding to remove the noise components, which proved to be able to recover matrices with bounded nuclear forms with the best possible asymptotic mean squared error [19]. For example, Fig. 2 (a) shows the 12 principal components of a PPG signal and the formula of singular value hard thresholding kept the first four components for reconstruction and Fig. 2 (b) shows the four reconstructed components (the top four panels) and the comparison between the original signal and the reconstructed one (the fifth panel) with four reconstructed components. Similarly, the first two, two, one, three, two, two, and one component(s) were kept for hEOG, vEOG, tEMG, SCR, Resp, and Temp, respectively, for reconstruction and feature extraction. Note the SCR signal used for SSA decomposition was the phasic component of the SCR data and the tonic component was used as the second component for decomposition was the phasic component of the SCR data and one component(s) were kept for hEOG, vEOG, tEMG, SCR, Resp, and Temp, respectively, for reconstruction and feature extraction. Thus, a total number of 17 SSA components were extracted and we calculated their sample entropy, fuzzy entropy, and energy, which resulted in a total number of 51 features.

**C. Feature Extraction**

Three features were extracted for each component derived in the previous step, including sample entropy, fuzzy entropy, and energy. Sample entropy and fuzzy entropy are complexity measures. Sample entropy is based on approximate entropy, which is used to measure the degree of regularity and classify complex systems of both deterministic chaotic and stochastic processes [71]. However, it is heavily dependent on the data length (at least 1000 data points) and can lead to inconsistency results for short and noisy data [72]. Sample entropy is an improved version of approximate entropy by removing data length dependency and was widely used as features extracted from physiological signals for classification purposes [38], [40], [72]. Fuzzy entropy makes fuzzy measurement of signals by introducing a fuzzy membership function to avoid abrupt changes, which can be especially useful for characterizing EMG signals [73].

Given an SSA component, $Y^k = [y^k_1, ..., y^k_N]$, a non-negative integer $m \leq N$ as the embedding dimension, and a positive real number $r$ as the tolerance, we calculated the distance $d[Y^k_m(i), Y^k_m(j)] = \max_{x=1,2,...,m,j \neq j,i} |Y^k_m(i+k-1) - Y^k_m(j+k-1)|$, and sample entropy was calculated as [72]

$$\text{SampEn} = -\log \frac{A}{B},$$  \hspace{1cm} (3)

where $A$ was the number of template vector pairs that satisfied $d[Y^k_{m+1}(i), Y^k_{m+1}(j)] < r$ and $B$ was the number of template vector pairs that satisfied $d[Y^k_{m}(i), Y^k_{m}(j)] < r$.

In calculating fuzzy entropy, $Y^k_m(i)$ was defined as $[y^k_1, y^k_{i+1}, ..., y^k_{i+m-1}] - y^k_i$, where $y^k_0$ was the baseline defined as $\frac{1}{m} \sum_{j=0}^{m-1} y^k_{i+j}$. The distance $d[Y^k_{m}(i), Y^k_{m}(j)] = \max_{k=0,1,...,m-1,i \neq j,j} |Y^k_m(i + k - 1) - Y^k_m(j + k - 1)|$. Given a non-negative integer $n$, the similarity degree $D^k_{m}(i, j)$ between $Y^k_{m}(i)$ and $Y^k_{m}(j)$ was computed as $D^k_{m}(i, j) = \exp(-d[Y^k_{m}(i), Y^k_{m}(j)]^2/r)$. Then we used the following to calculate fuzzy entropy [73]

$$FuzzyEn = \ln \Phi^m(n, r) - \ln \Phi^{m+1}(n, r),$$  \hspace{1cm} (4)

where $\ln \Phi^m(n, r) = \frac{1}{N-m} \sum_{i=1}^{N-m} \frac{1}{N-m-1} \sum_{j=1}^{N-m} D^k_{m}(i, j))$. According to [38], we used embedding dimension, $m = 2$ and tolerance, $r = 0.15$ in calculating entropy ($n = 2$ for fuzzy entropy) measures for each SSA component derived from the physiological data. In addition, energy was also calculated for the $k$-th SSA component of a physiological signal using

$$E = \frac{1}{N} \sum_{i=1}^{N} (y^k_i)^2,$$  \hspace{1cm} (5)
where $N = 7680$ was the number of the data points in the SSA component.

**D. LightGBM-based Classification Model**

LightGBM [44] is an ensemble machine learning model based on the technique of gradient boosting decision trees (GBDTs), which is one of the best performing models in machine learning [74]. LightGBM combines the prediction results of multiple decision trees by iteratively adding them together as follows:

$$\hat{y}_i^0 = 0$$
$$\hat{y}_i^1 = f_1(x_i) = \hat{y}_i^0 + f_1(x_i)$$
$$\cdots$$
$$\hat{y}_i^s = \sum_{k=1}^{s} f_k(x_i) = \hat{y}_i^{s-1} + f_s(x_i),$$

where $\hat{y}_i^s$ is the predicted result for the $i$-th instance at $s$-th iteration and $f_s$ is the learned model for the $s$-th decision tree. This process aimed to minimize a loss function with a regularization term, i.e.,

$$L^s(\theta) = \sum_{i} l(y_i, \hat{y}_i^s) + \sum_{s=1}^{S} \Omega(f_s),$$

where the loss function was binary logloss in this paper and the regularization term controlled the complexity of the model to reduce overfitting. During the training process, GBDTs need to recursively split the data by scanning information gain of each data instance, which is slow when both the sample size and number of the features are big. LightGBM uses a leaf-wise strategy to split the data that has the most information gain using gradient-based one-side sampling (GOSS). The GOSS strategy keeps the samples that contribute the most to information gain with larger gradients and randomly drop those with small gradients. This notion both improves the accuracy and efficiency. LightGBM also uses exclusive feature bundling by combining sparse features that are almost exclusive to each other to further reduce computational resources. These two features made the LightGBM successful and had better performance than XGBoost [43] across a range of publicly available datasets [44]. In this paper, we used the following parameters involved in the training and prediction process of LightGBM: objective: binary, boosting_type: goss, metric: binary_logloss, early_stopping_rounds: 30, and num_boost_round: 500 and used random search for 300 iterations to pick the best combinations among the following parameters, including learning_rate between 0.01 and 0.5, sub_feature between 0 and 1, num_leaves between 5 and 20, min_data between 10 and 100, max_depth between 5 and 20. Likewise, we used the following parameters involved in XGBoost as a comparison, including objective: binary:logistic, metric: logloss, early_stopping_rounds: 30, and num_boost_round: 500 and used random search for 300 iterations to pick the best combinations among the following parameters, including learning rate between 0.01 and 0.5, subsample between 0 and 1, colsample_bytree between 0 and 1, max_depth between 5 and 20, and min_child_weight between 1 and 10.
interaction effects of the important features. In this research, SHAP was used to not only identify the most salient interaction effects between two features, defined as the additional combined feature effects minus individual main feature effects: 

$$\varphi_{i,j}(v) = \sum_{T \subseteq F \setminus \{i,j\}} \frac{|T|!(n-|T|-1)!}{n!} (v(T \cup \{i\}) - v(T - |T|),$$  

where \( n \) is the total number of features, \( T \) is a subset of \( F \) (i.e., the coalition of all the features), \( v(T) \) is the contribution of the coalition \( T \) in predicting emotion, and the above equation sums all the subsets \( T \) that do not include the feature \( i \). Due to the computational load to calculate all the contributions of \( T \), when the number of the features is large, SHAP explanation was proposed for tree-based models to reduce its computation from \( O(T r L 2^n) \) to \( O(T r L D^2) \), where \( T r \) is the number of the trees, \( L \) is the largest number of the leaves of the trees, \( n \) is the total number of the features in the model, and \( D \) is the depth of the trees. Due to the fact that SHAP has desirable properties, including local accuracy, missingness, and consistency, which offer a solid theory in explaining machine learning models compared to feature importance measures in other methods [51]. SHAP is also able to identify the most salient interaction effect between two features, defined as the additional combined feature effects minus individual main feature effects:

$$\varphi_{i,j}(v) = \sum_{T \subseteq F \setminus \{i,j\}} \frac{|T|!(n-|T| - 2)!}{2(n-1)!} \delta_{ij}(T),$$  

where 

$$\delta_{ij}(T) = v(T \cup \{i, j\}) - v(T - |T|) - v(T \cup \{i\}) + v(T \cup \{j\}) + v(T),$$  

In this research, SHAP was used to not only identify the most important features in emotion recognition in LightGBM as a feature selection process, but also explain the main effects and interaction effects of the important features.

### Table II: Performance comparison between XGBoost, LightGBM, and other methods.

| Model          | Valence accuracy | f1-score | Arousal accuracy | f1-score | Liking accuracy | f1-score | EEG | Validation |
|----------------|-----------------|----------|-----------------|----------|----------------|----------|-----|------------|
| XGBoost (all)  | .518 (.016)     | .759 (.012) | .542 (.019)     | .773 (.021) | .602 (.017)  | .825 (.012) | 0   | LOSO       |
| XGBoost (best) | .570 (.014)     | .772 (.012) | .585 (.022)     | .785 (.018) | .645 (.020)  | .837 (.012) | 0   | LOSO       |
| LightGBM (all)| .588 (.013)     | .804 (.011) | .613 (.022)     | .816 (.016) | .667 (.019)  | .855 (.011) | 0   | LOSO       |
| LightGBM (best)| .616 (.013)   | .814 (.009) | .651 (.018)     | .823 (.015) | .691 (.017)  | .860 (.011) | 0   | LOSO       |
| SVM [60]      | .570            | .550     | .560            | .510     | .670         | .450     | 2   | LOSO       |
| MKL [61]      | .590            | .550     | .560            | .530     | .660         | .510     | 2   | LOSO       |
| MT-MKL (L2) [64] | .600     | .560     | .560            | .520     | .660         | .510     | 2   | LOSO       |
| MESA [52]     | .830            | .795     | .842            | .780     | -            | -        | 2   | LOSO       |
| CNN [55]      | .855            | .801     | .873            | .782     | -            | -        | 2   | LOSO       |
| Binodal-LSTM [75] | .838 (.050) | -        | .832 (.026)      | -        | -            | -        | 2   | LOSO       |
| Naive Bayes [26] | .627     | .605     | .570            | .533     | .591         | .538     | 0   | LOO        |
| Naive Bayes [26] | .576     | .563     | .620            | .583     | .554         | .502     | 1   | LOO        |

Our results were reported in mean (standard error). "All" indicates when all the features were included and "Best" indicates the best performance when a selected number of the features were included. Other methods were also included for comparisons. However, due to the differences of the experimental settings, it is cautious to directly compare them. Note the column EEG indicates if EEG data from the DEAP dataset were included, where '0' indicated EEG data were not included, '1', indicated only EEG data were included, and '2' indicated both EEG and peripheral physiological data were included.

### E. Model Explanation Using SHAP

In order to improve the explainability of the LightGBM model, we used SHAP [33], [45], [51], which was built on Shapley value [50] from game theory. The Shapley value of a pair of features and its value is computed using:

$$\varphi_i(v) = \sum_{T \subseteq F \setminus \{i\}} \frac{|T|!(n-|T|-1)!}{n!} (v(T \cup \{i\}) - v(T)),$$  

$$(9)$$

where \( n \) is the total number of features, \( T \) is a subset of \( F \) (i.e., the coalition of all the features), \( v(T) \) is the contribution of the coalition \( T \) in predicting emotion, and the above equation sums all the subsets \( T \) that do not include the feature \( i \). Due to the computational load to calculate all the contributions of \( T \), when the number of the features is large, SHAP explanation was proposed for tree-based models to reduce its computation from \( O(T r L 2^n) \) to \( O(T r L D^2) \), where \( T r \) is the number of the trees, \( L \) is the largest number of the leaves of the trees, \( n \) is the total number of the features in the model, and \( D \) is the depth of the trees. Due to the fact that SHAP has desirable properties, including local accuracy, missingness, and consistency, which offer a solid theory in explaining machine learning models compared to feature importance measures in other methods [51]. SHAP is also able to identify the most salient interaction effect between two features, defined as the additional combined feature effects minus individual main feature effects:

$$\varphi_{i,j}(v) = \sum_{T \subseteq F \setminus \{i,j\}} \frac{|T|!(n-|T|-2)!}{2(n-1)!} \delta_{ij}(T),$$  

$$(9)$$

where 

$$\delta_{ij}(T) = v(T \cup \{i,j\}) - v(T \cup \{i\}) - v(T \cup \{j\}) + v(T),$$  

$$(10)$$

In this research, SHAP was used to not only identify the most important features in emotion recognition in LightGBM as a feature selection process, but also explain the main effects and interaction effects of the important features.

### IV. RESULTS

#### A. Prediction Performance

We used LOSO cross-validation to show the performance of the proposed method for the three binary classification models, i.e., valence, arousal, and liking. The total sample size was 1280, the training sample size was 1240, and the test sample size was 40 in each round. This process was repeated for 32 times for 32 participants. We used f1-score and accuracy to measure the performance of the models [6].

First, we included all the features in the LightGBM model and SHAP was used to identify the importance of each feature. Second, we added one feature at a time from the most important feature to the least one to find the optimal performance. Table I shows the performance of the proposed model with all the features and an optimal set of features for XGBoost and LightGBM. Using the Wilcoxon signed-rank test, we found that LightGBM performed significantly better than XGBoost for valence, arousal, and liking (all \( p < 0.001 \)) both by comparing the results (both accuracy and f1-score) of 51 models (adding one feature at a time, see Fig. 3) between LightGBM (best) and XGBoost (best) and between LightGBM (all) and XGBoost (all). The model predicted Liking the best with an average accuracy of 0.691 and an average f1-score of 0.860, followed by arousal and valence with average f1-scores of 0.823 and 0.814, and average accuracy scores of 0.651 and 0.616. As a comparison, we also included the results from another study [34] that used LOSO cross-validation, showing the potential of the proposed model.

#### B. Feature Selection and Importance

Since LightGBM performed better than XGBoost, the results below were only produced from LightGBM. We first identified the overall ranking of feature importance by including all the features in the LightGBM model. This importance was measured at predicting all the test samples of the 32 rounds in the LOSO process rather than the training samples in
order to help improve their generalizability. Then, we obtained the performance of 51 models (corresponding to the total number of the extracted features) by adding one feature at a time from the most important one to the least important one as shown in Fig. 3. The best f1-scores were 0.814 (#feature = 36), 0.823 (#feature = 48), and 0.860 (#feature = 22) and the best accuracy was 0.616 (#feature = 6), 0.651 (#feature = 12), and 0.691 (#feature = 14), respectively, for valence, arousal, and liking corresponding to the results in Table II. Therefore, by only selecting a partial number of the features, the best performance was obtained. The variability of accuracy tended to be larger than that of f1-scores for all valence, arousal, and liking.

By using the features selected with the optimal f1-scores, we used SHAP to identify the top 20 features for predicting valence, arousal, and liking in Fig. 4 ranked by their global influence of each feature in terms of their mean absolute SHAP value (in log loss) using $1/Ns \sum_{i=1}^{Ns} |\varphi_i|$ where $Ns$ is the number of the samples. Each dot (i.e., SHAP value $\varphi_i$) is plotted horizontally with color coding. Those in blue are smaller values and those in red are larger values. The horizontal location indicates the contributions (i.e., effects of the variable) to the prediction and the vertical location indicates the global importance of the variable on the prediction. For example, vEOG1_FE, vEOG2_SE, and PPG1_FE were the most important features in predicting valence. The density of the violin figures shows how common the samples are in the dataset. Note in the feature names, the number before “_” is the corresponding SSA component and the letters after “_” indicate the feature type, where SE = sample entropy, FE = fuzzy entropy, and En = Energy. For example, “vEOG1_FE” indicates the fuzzy entropy of the first component of vertical EOG using SSA decomposition.

C. Main and Interaction Effects

To better understand how individual features influence the model prediction, we further examined the main and interaction effects. Due to space limitations, we only showed one main and interaction effect each for valence, arousal, and liking. Note we only included data from the 2.5th percentile to 97.5th percentile in order to examine the major trend. Fig. 5a shows the main effect of vEOG1_FE. The overall trend is that the larger the value of vEOG1_FE, the less likely the positive valence. This is consistent with the results in Fig. 4a. Note a larger entropy value in this paper indicates the signal is less regular, and vice versa. At the same time, vEOG1_FE interacts with PPG1_FE. In order to better observe the interaction effect, we show it in Fig. 5b that larger values of PPG1_FE leads to more contributions to predicting positive valence than smaller values of PPG1_FE when vEOG1_FE is smaller than about 0.018, and this effect is reversed when vEOG1_FE is larger than about 0.018. This interaction effect was also calculated as 80.2 as shown in Fig. 5a using Eq. 9. Fig. 6a shows the main effect of vEOG2_SE on predicting arousal, showing a positive correlation between vEOG2_SE and contributions to high arousal in terms of its SHAP values. This effect was interacted by another feature named Resp1_En and its interaction effect is shown in Fig. 6b where larger values of Resp1_En leads to more contributions to predicting low arousal than smaller values of Resp1_En, when vEOG2_SE is smaller than about 0.28 and this effect is reversed when vEOG2_SE is larger than about 0.28. This interaction effect was also calculated as 18.0 as shown in Fig. 8 using Eq. 9. Fig. 7a shows the main effect of PPG1_FE on predicting liking, showing a negative correlation between PPG1_FE and the contributions to liking in terms of its SHAP values. This effect was interacted by another feature named Temp1_En and its interaction effect is shown in Fig. 7b where smaller values of Temp1_En leads to more contributions to predicting liking than larger values of Temp1_En, when PPG1_FE is smaller than about 4000 and this effect is reversed when PPG1_FE is larger than about 4000. This interaction effect was also calculated as 69.7 as shown in Fig. 8c using Eq. 9.

In order to show the interaction effects between different features of the LightGBM (best) model as shown in Table II we calculated the interaction matrices for valence, arousal, and liking in Fig. 9 ordered by features of total interaction effects with all other features selected in the model. Those in the diagonal entries indicate the main effects of the specific features, while those in the off-diagonal entries indicate the interaction effects between two features. Note only features of the total interaction effects in the top ten list were shown in the matrix due to space limit. As an example, the top three features are vEOG1_FE, PPG1_FE, and GSR2_FE in Fig. 8a and the feature vEOG1_FE has the largest total interaction effects by summing all other interaction effects with others.

V. DISCUSSION

A. Model Performance

In this paper, we used a LOSO cross-validation process in order to improve the generalizability of the explanations of the LightGBM models. Compared to previous studies [22], [64] with LOSO cross-validation, our proposed method had better performance. Despite the fact that there were better results reported using the same dataset, they did not adopt a LOSO cross-validation process or also used EEG data (see Table II). The application of SSA was effective to improve the performance of our models, which was reported to eliminate noise in the raw data better than digital filtering methods [76], and decomposed the raw data into independent additive components [37]. By making use of the singular value hard thresholding formula [19], we were able to remove the noise effectively. The SSA method was also shown to improve the classification performance of machine learning models constructed from physiological signals [40], [54]. In addition, there were only two parameters involved in SSA decomposition, including the window length and the number of the components for reconstruction, which made it easier for practical uses. Another important reason that improves the performance of our models might be the extracted features. Rather than using a statistic features (e.g., mean, standard deviation), we made use of complexity and energy measures. For one thing, entropy measures the randomness of a time series signal, which is an essential limitation of moment
Figure 3: Feature selection by comparing the performance of the model that added one feature at a time from the most important one to the least important one: (a) Valence; (b) Arousal; (c): Liking. Note the error bar is the standard error produced in the LOSO cross-validation process, the x-axis is the number of the features included in the model and the y-axis is the performance in terms of accuracy and f1-score.

Figure 4: The top 20 features ranked for their global influence in terms of SHAP values (from top to bottom in descending order) in predicting (a) valence, (b) arousal, and (c) liking using the models with their best f1-scores.

B. Explainability for Emotion Recognition

Our research is among the few examples that attempted to explain the hidden knowledge captured by the machine learning models in emotion recognition. First, SHAP was able to identify the most important features. As shown in Fig. 4, the top three most important features are vEOG1_FE, Resp1_FE and tEMG2_SE for valence prediction, vEOG2_SE, tEMG3_SE, and GSR1_En for arousal prediction, and PPG1_FE, hEGO2_FE, and vEOG2_SE for liking prediction. Also as shown in Fig. 3, a small number of top features already have good performance in terms of f1-scores. Such insights are extremely helpful in selecting features and improving model performance. In addition, the numbers of SSA components decomposed from each raw signal were small. There were two, two, one, three, two, one, and four components extracted from hEOG, vEOG, zEMG, tEMG,
Figure 5: (a) Main effect of vEOG1_FE on predicting valence, showing a negative correlation between vEOG1_FE and contributions to positive valence in terms of its SHAP values. This effect was interacted by another feature named PPG1_FE and its interaction effect is shown in (b), where larger values of PPG1_FE leads to more contributions to predicting positive valence than smaller values of PPG1_FE when vEOG1_FE is smaller than about 0.018, and this effect is reversed when vEOG1_FE is larger than about 0.018. Note in both figures the SHAP values for vEOG1_FE on the left vertical y-axis indicate its contributions to valence and a positive value leads to more likelihood of positive valence; the main effect of vEOG1_FE is interacted by PPG1_FE located on the right vertical y-axis and its values are color-coded, i.e., larger ones are in red while smaller ones are in blue. This also applies to Fig. 6 and Fig. 7.

Figure 6: (a) Main effect of vEOG2_SE on predicting arousal, showing a positive correlation between vEOG2_SE and contributions to high arousal in terms of its SHAP values. This effect was interacted by another feature named Resp1_En, and its interaction effect is shown in (b) where larger values of Resp1_En leads to more contributions to predicting low arousal than smaller values of Resp1_En, when vEOG2_SE is smaller than about 0.28 and this effect is reversed when vEOG2_SE is larger than about 0.28.

SCR, Resp, and PPG. Such SSA components were either varying trends or oscillatory signals (see Fig. 2). This helped interpret individual features to a large extent. For example, vEOG1_FE and vEOG2_FE were the fuzzy entropy of the major varying trend and the periodic component of vEOG and the trend component was most important in predicting valence in the model. Even though there were four oscillatory components extracted from PPG signals, they might be related to cardiac changes in the blood volume related to heart beats, superimposed by other components due to respiration, thermoregulation, and activities in the sympathetic nervous system [78]. Further investigation is needed to identify their mapping relations. Second, we are able to identify the hidden relationships between different features and emotions (i.e., valence, arousal, and liking). For example, vEOG1_FE was negatively correlated with its contributions (i.e., SHAP values) to positive valence prediction in Fig. 5a, vEOG2_SE was positively correlated with its contributions to high arousal prediction in Fig. 6a, and PPG1_FE was negatively correlated with its contributions to liking prediction in Fig. 7a. By examining such relationships, we are able to understand the unique patterns of physiological measures associated with different emotions and such insights are useful for different practical applications as evidenced by [36]. Thus, the most important features derived
Figure 7: (a) Main effect of PPG1_FE on predicting liking, showing a negative correlation between PPG1_FE and the contributions to liking in terms of its SHAP values. This effect was interacted by another feature named Temp1_En and its interaction effect is shown in (b) where smaller values of Temp1_En leads to more contributions to predicting liking than larger values of Temp1_En, when PPG1_FE is smaller than about 4000 and this effect is reversed when PPG1_FE is larger than about 4000.

Figure 8: Interaction matrices for the top 10 features that had the strongest total interaction with other features: (a) Valence interaction matrix, (b) Arousal interaction matrix, (c) Liking interaction matrix.

from physiological data could recognize emotion reliably and consistently, based on which appropriate measures might be provided in various areas for effective emotion intervention, such as medical care [79]. Third, what is less well known is the interaction between different features that SHAP identified as shown in Figs. 5b, 6b, and 7b. Such interaction effects were visualized continuously rather than among a small number of levels in classical statistical analysis. We further calculated the interaction matrices in Fig. 8 and we quantitatively calculated the interaction between each features, which offered a big picture in understanding how individual features influence emotion classification.

C. Limitations and Future Work

Our study also suffers from limitations, which can be left for future work. First, the SSA method helped extract useful features to improve model performance. However, one feature was decomposed into several and the relationships between these decomposed components and emotions can be less clear compared to the original raw signal. For example, we found that PPG2_SE, PPG3_SE, and PPG4_SE were found to be in the top 20 features for valence prediction. As mentioned previously, more investigation is needed to understand what these periodic components mean physiologically as shown in Fig. 4a. Furthermore, it might be less clear about the overall relationship between PPG and valence as a whole without examining all the four components of PPG. One possible solution is to further reduce the number of the features in the model. As shown in Fig. 3, the performance of models can be quickly stabilized with only a small number of features in terms of f1-scores. Second, the features were extracted from 60-second time series samples, which enabled the LightGMB model to perform the classification purposes. However, we were not able to tell the dynamics of the physiological data. Future research can be conducted by using a sliding time window, which can potentially improve the performance [40]. Third, we selected the values of the parameters involved in SSA and entropy measures based on previous studies [38].
In the future, it is possible to conduct a sensitivity analysis with regard to different parameters involved, including the window length and number of components in SSA and the embedding dimension in calculating entropy measures, to help understand how they influence the model performance. Fourth, we used the DEAP dataset to demonstrate the proposed method. Specifically, we only used the 12 peripheral physiological data for emotion recognition with LOSO cross validation. In the future, EEG signals can also be included to check the performance of the proposed method. The dataset was recorded in two separate locations, including Twente and Geneva. It potentially can help improve the capability of generalizing the results, but also had differences in data quality due to different hardware. Our proposed method can also be applied to other datasets to examine its generalizability.

VI. CONCLUSION

In this paper, we proposed a method to recognize emotions using peripheral physiological data by taking both performance and explainability into consideration. First, in order to deal with the spare labeling issue in the physiological data, we used both complexity and energy measures to extract features from decomposed components enabled by SSA. Such an approach proved to be effective in this paper as evidenced by the better performance of LightGBM when it was compared with XGBoost and previous research. Second, in order to improve the explainability of the LightGBM model, SHAP was used to identify the most important features and the relationships (i.e., main and interaction effects) between individual features and emotions. Therefore, our proposed method has good implications on not only improving the performance of emotion recognition, but also on deploying the model for affective human-machine systems.
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