Mind the gap: the power of combining photometric surveys with intensity mapping
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Abstract. The long wavelength modes lost to bright foregrounds in the interferometric 21-cm surveys can partially be recovered using a forward modeling approach that exploits the non-linear coupling between small and large scales induced by gravitational evolution. In this work, we build upon this approach by considering how adding external galaxy distribution data can help to fill in these modes. We consider supplementing the 21-cm data at two different redshifts with a spectroscopic sample (good radial resolution but low number density) loosely modeled on DESI-ELG at $z = 1$ and a photometric sample (high number density but poor radial resolution) similar to LSST sample at $z = 1$ and $z = 4$ respectively. We find that both the galaxy samples are able to reconstruct the largest modes better than only using 21-cm data, with the spectroscopic sample performing significantly better than the photometric sample despite much lower number density. We demonstrate the synergies between surveys by showing that the primordial initial density field is reconstructed better with the combination of surveys than using either of them individually. Methodologically, we also explore the importance of smoothing the density field when using bias models to forward model these tracers for reconstruction.
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1 Introduction

The study of large-scale structure in the high-redshift Universe is a promising tool for cosmology [1]. One means of mapping large-scale structure in the distant Universe is through the technique of intensity mapping (IM): performing a low resolution, spectroscopic survey to measure integrated flux from unresolved sources on large areas of sky at different frequencies. Such surveys capture the largest elements of the cosmic web and map out the distribution of matter in very large cosmological volumes in a fast and efficient manner, with good radial resolution [2, 3]. Since hydrogen is so abundant in the Universe, 21-cm emission from cosmic neutral hydrogen (H) offers one tracer to map out the Universe in such a way. With its low energy and optical depth there is little chance of line confusions and it provides an efficient way to probe the spatial distribution of neutral hydrogen, and hence the underlying dark matter from the local Universe to the dark ages [3–8].

One issue with IM surveys is that foregrounds render the long-wavelength fluctuations along the line of sight unmeasurable, which can adversely affect the science that they can do [9–13]. In ref. [13] we studied one method for reconstructing long-wavelength fluctuations, using the distinct pattern of correlations imprinted by gravitational instability. In this paper we take another route, more similar to refs. [10, 12], and consider how adding additional data can help to fill in the modes that are lost to foregrounds in 21-cm observations.

2 Mock samples

To model our galaxy and IM surveys we use an extension of the Hidden Valley simulations [14], a set of particle N-body simulations performed in a box using the FASTPM code [15]. Further details of this simulation and the manner in which H is assigned to halos can be found in appendix A. We consider the data in the redshift space. Anticipating that the H would be observed by an instrument such as the Hydrogen Intensity and Real-time Analysis eXperiment (HIRAX; [16]) or the Packed Ultrawideband Mapping Array (PUMA [8, 17]) we assign the H to a regular grid and work with the Fourier transform of the density field. To the signal we add thermal noise and foregrounds as described in detail in refs. [13, 14]. For z = 1 we will present results for both PUMA and HIRAX thermal noise, while for z = 4 we will have observations only from PUMA and so restrict ourselves to that case.
Figure 1. A schematic view of the modes probed by 21-cm surveys and optical surveys in the $k_{\perp} - k_{\parallel}$ plane. Photometric redshift surveys (purple) are capable of high angular resolution (i.e. probe to high $k_{\perp}$) but have limited radial resolution and thus only constrain well low $k_{\parallel}$ modes. A spectroscopic redshift survey (yellow) would enable access to the full $k$ plane, but would be prohibitively expensive if done with high number density. An IM survey of 21-cm emission (green) has high number density and radial resolution but limited angular resolution and misses modes at low $k_{\parallel}$ (and in a region known as the foreground wedge).

Due to foregrounds and difficulties in instrument calibration, we assume the $\text{HI}$ map has infinite noise for modes with $k_{\parallel} \approx 0$ and in a region of the $k_{\perp} - k_{\parallel}$ plane known as the “wedge” (see figure 1). For details of how these limitations arise, we refer the reader to refs. [13, 14] and the extensive references to the earlier literature. Our goal here is to ask to what extent a different survey, either a photometric or spectroscopic galaxy survey, can “fill in” these missing modes. Ideally the galaxy survey can take advantage of the high number density and excellent radial resolution of the $\text{HI}$ survey while the $\text{HI}$ survey can take advantage of the low-$k_{\parallel}$ sensitivity of the galaxy survey. We will present results for a ‘pessimistic’ choice of foreground wedge which removes information for angles less than three times the primary field of view ($3 \times \text{FOV}$). This corresponds to a wedge angle of $\theta_w = 6^\circ$ and $38^\circ$ at $z = 1$ and $z = 4$ respectively [13]. In our notation, this means we exclude all modes with

$$k_{\parallel} < \sin(\theta_w) \frac{D(z)H(z)}{1+z} k_{\perp},$$

where $D(z)$ is the line-of-sight comoving distance. We also remove all modes with $k_{\parallel} < 0.1 \text{ Mpc}/h$. Obviously a better instrument calibration and foreground subtraction, which leads to a smaller wedge, will require less input from the auxiliary data.

We will consider two populations of mock galaxies, loosely modeled on samples that might be returned by upcoming surveys. Both the galaxy samples will again be considered in the redshift space. At $z = 1$ we consider a galaxy sample with good redshift measurements and $\bar{n} = 10^{-3} h^3 \text{Mpc}^{-3}$. Such a sample is similar to the emission line galaxy (ELG) sample to be targeted by the Dark Energy Spectroscopic Instrument (DESI) survey [18], and henceforth...
we will refer it so. For this exploratory calculation, rather than model these galaxies in
great detail, we simply choose a mass-limited sample of halos in our N-body simulation with
\( \bar{n} = 10^{-3} h^3 \text{Mpc}^{-3} \). We assume the redshifts of these halos are known precisely. Such a halo
sample has a complex, scale-dependent bias and about the right level of shot noise while being
very easy to model. We do not expect our results to depend upon the details of this choice.

The second sample, appropriate for \( z \geq 1 \), is a photometric sample of galaxies such
as will be observed by the Vera Rubin Observatory — Legacy Survey of Space and Time
(LSST; \[19\]) and thus we will refer to it as LSST sample. We follow ref. \[20\] and consider
an analogue of Lyman break dropout galaxies (LBGs), which is fairly typical of proposed
future surveys \[1, 21, 22\]. This sample has high number density but poor radial resolution,
leading to a density field with lower noise at low \( k_\parallel \) but high noise for large \( k_\parallel \). As above we
model these galaxies as a mass-limited halo sample. We introduce the photometric redshift
scatter simply by enhancing the noise for this sample as an exponential in \( k_\parallel \) (see (3.3)).

We will consider the LSST sample at two redshifts, \( z = 1 \) and \( z = 4 \) with number densities
\( \bar{n} = 5 \times 10^{-2} h^3 \text{Mpc}^{-3} \) and \( \bar{n} = 3.5 \times 10^{-3} h^3 \text{Mpc}^{-3} \) respectively. We expect our results to
qualitatively remain the same for other photometric samples as long as they can be described
with a bias model and redshift scatter, even if the specific gains may vary depending on the
number density and photometric smoothing.

3 Method

Our reconstruction method largely follows the steps outlined in ref. \[13\]. We reconstruct the
initial density field by optimizing its posterior, conditioned on the observed data (HI and
galaxy density in different regions of \( k \)-space), assuming Gaussian initial conditions. Evolving
this initial field allows us to reconstruct the observed data on all scales. The initial conditions
are reconstructed in the manner described in refs. \[13, 23, 24\] (for alternative approaches to
reconstruction see also refs. \[25–29\]).

For the forward model \[ \mathcal{F}(s) \] connecting the observed data \( \langle \delta \rangle \) with the Gaussian initial
conditions (ICs; \( s \)) we use a second order Lagrangian bias model coupled to the non-linear
dynamics of the simulation. We explore different non-linear dynamics for the gravitational
evolution and find the best results when using Zeldovich dynamics to evolve particles from
their Lagrangian to Eulerian position. The forward-modeled final density fields (of galaxies
and HI) are obtained by assigning particles to a grid at their final redshift-space positions
with a weight that is a function of the density and shear at their positions in the initial
conditions \[13\]. Our Lagrangian bias model \[13, 30–37\] connects the matter field to the dark
matter halos and includes terms up to quadratic order \( \langle \delta_L, \delta_L^2, \delta_L^2, s_{L,R}^2 \rangle \) and \( s_{L,R}^2 = \sum_{ij} s_{ij}^2 \) the scalar
shear field\(^1\) where \( s_{ij}^2 = (\partial_i \partial_j \partial^{-2} - [1/3] \delta_L^D) \delta_L \) computed from the ICs of the simulation,
evolved to \( z = 0 \) using linear theory. We subtract the zero-lag terms to make these fields have
zero mean.

To construct the bias terms of our model, and in particular to estimate the quadratic
operators, we smooth the linear density field with a Gaussian kernel with smoothing scale \( R \).
The dependence on the smoothing scale \( R \) of reconstruction algorithms is an open problem in
the field \[38, 39\], since a formal understanding of the renormalization of the bias expansion at
the field level has not been obtained yet \[36, 39\]. It should also be kept in mind that, even
without any additional smoothing, the size of the FFT grid provides an unavoidable cut off

\(^{1}\)Since \( \delta_L^2 \) and \( s^2 \) are correlated, we actually define a new field \( g_L^2 = \delta_L^2 - s^2 \) which does not correlate with
\( \delta_L^2 \) on large scales and use this instead of shear field.
of the power on small scales. We thus explore different smoothing scales for reconstruction and empirically motivate our choices. For $z = 4$, any smoothing leads to lower reconstruction performance, implying that the optimal smoothing is likely smaller than the grid resolution. For $z = 1$, we find that when reconstructing with only HI data, in which case the only large scale information is provided by non-linear coupling of gravitational evolution, the large scales are best reconstructed when smoothing the linear field in the forward model of HI data with $R = 6\,h^{-1}\text{Mpc}$. However when combining this with additional data of galaxy field, we find that no smoothing is required since the information on large scales is dominated by the galaxy field. Thus for $z = 1$, we smooth the linear field in the forward model of HI data with $R = 6\,h^{-1}\text{Mpc}$ and do not smooth the linear field for the galaxy data. We intend to return to the issue of the smoothing scale in a forthcoming publication.

Our modeled tracer field is then [13, 37, 40]:

$$\delta_{\text{HI}}^b(x) = \delta_1(x) + b_1\delta_{\text{L,R}}(x) + b_2\delta_{\text{L,R}}^2(x) + b_g\delta_{\text{g,L,R}}(x),$$

(3.1)

where $\delta_{\text{W}}(x)$ refers to the field generated by weighting the particles with the ‘W’ field.

To fit for the bias parameters, we minimize the mean square model error between the data and the model fields which is equivalent to minimizing the error power spectrum i.e. the power spectrum of the residuals between the bias model and true (clean) data, $r(k) = \delta^b(k) - \delta_{\text{data}}(k)$, in Fourier space. We do this separately for the HI and galaxy fields and thus have two sets of bias parameters. The smoothing scale affects the forward modeling and reconstruction differently. The accuracy of forward modeling the observation from true initial conditions is not as sensitive but the accuracy of the reconstructed field from observed data gets impacted more significantly. Thus ideally one would like to keep both the bias parameters and the smoothing scale as a free-parameters to be fit at the time of reconstruction instead of fitting them in advance. We plan to explore this in the future.

Once the bias parameters are known, we reconstruct the initial (and final density) field by maximizing the posterior as a function of the IC amplitudes, $s(k)$, using L-BFGS[41]. The negative log-likelihood for the Gaussian prior can be combined with the negative log-likelihood of the data to get the posterior (see also [36, 38])

$$P = \sum_k \frac{1}{N_{\text{modes}}(k)} \left( \sum_{k,|k|\sim k, k\notin w} \frac{|\delta_{\text{HI}}^b(k) - \delta_{\text{obs}}^b(k)|^2}{P_{\text{err}-\text{HI}}(k, \mu)} \right)$$

$$+ \sum_k \frac{1}{N_{\text{modes}}(k)} \left( \sum_{k,|k|\sim k} \frac{|\delta_{\text{g}}^b(k) - \delta_{\text{obs}}^b(k)|^2}{P_{\text{err}-\text{g}}(k)} \right)$$

$$+ \sum_k \frac{1}{N_{\text{modes}}(k)} \left( \sum_{k,|k|\sim k} \frac{|s(k)|^2}{P_s(k)} \right)$$

(3.2)

where $P_s$ is the prior power spectrum of the initial conditions and the sum is over modes that are measured by each survey (i.e. modes not in the foreground wedge for HI and low $k_\parallel$ modes for the galaxies). For the HI field the error power spectrum, $P_{\text{err}-\text{HI}}$, is a combination

2In principle one could fit for the bias parameters using summary statistics, such as the power spectrum, as in e.g. refs. [37, 40], though we anticipate that the constraints from the field itself would be tighter.

3https://en.wikipedia.org/wiki/Limited-memory_BFGS.
of the modeling error estimated from the simulations after fitting the bias parameter, and the noise power spectrum. The noise changes the amplitude of $P_{\text{err-HI}}$, especially on small scales, and also introduces an angular dependence. We have indicated this by the $\mu$ dependence in $P_{\text{err-HI}}$. Note the data automatically include shot-noise, since we have a single realization of the halo field in the simulation.

For the galaxies the error power spectrum, $P_{\text{err-g}}$, is due to a combination of shot noise and modeling error estimated from the simulations with fitted bias parameters. For the photometric sample we also need to include the smearing of the density field along the line of sight. We include this by damping the signal in the likelihood term with a Gaussian smoothing kernel:

$$
\sum_{k,|k| \sim k} |\delta_g^b(k) - \delta_g^{\text{obs}}(k)| \to \sum_{k,|k| \sim k} |\delta_g^b(k) - \delta_g^{\text{obs}}(k)| \exp\left(-\frac{k^2\mu^2}{2\sigma_{ph}^2}\right). \tag{3.3}
$$

Here $\sigma_{ph}$ is the photometric smoothing scale along the line of sight. It is equal to $\simeq 180 \, h^{-1}\text{Mpc}$ at $z = 1$ and $\simeq 100 \, h^{-1}\text{Mpc}$ at $z = 4$.

4 Results

In this section we present the results for our reconstructions. Our primary metrics to gauge the performance of our model and reconstruction are the cross correlation function, $r_{cc}(k)$, and the transfer function, $T_f(k)$, defined as

$$
r_{cc}(k) = \frac{P_{XY}(k)}{\sqrt{P_X(k)P_Y(k)}}, \quad T_f(k) = \sqrt{\frac{P_Y(k)}{P_X(k)}}. \tag{4.1}
$$

The cross correlation, $r_{cc}$, measures how faithfully the reconstructed map describes the input map, up to rescalings of the output map amplitude. For better visual clarity, we instead show the error power spectrum $(1 - r_{cc}^2)$ with lower values indicating better reconstruction. The transfer function, on the other hand, tells us about the amplitude of the output map as a function of scale, with $rT_f = P_{XY}/P_X$. These metrics will always be defined between either the model or the reconstructed fields as $Y$, and the corresponding true field as $X$ unless explicitly specified otherwise.

We have to consider 2 sets of bias parameters, one for HI and the other for the galaxies. We keep them fixed under the assumption that they have been estimated prior to reconstruction. For the HI field at $z = 1$, we also smooth the initial density field with $R = 6 \, h^{-1}\text{Mpc}$ to estimate quadratic terms as described earlier. The dynamics in the forward model is taken to be the Zeldovich approximation (ZA). All of the data are in redshift space, with the forward model using the ZA velocities to perform the translation. The reconstruction procedure is outlined in detail in ref. [13] but, briefly, it is done in a series of optimization steps. We begin on a $256^3$ grid and smooth the likelihood term in eq. (3.2) for both galaxies and HI on small scales i.e. multiply the residuals with Gaussian kernel to fit the large scales first. This smoothing is reduced in 5 steps (16, 8, 4, 2, 0 $h^{-1}\text{Mpc}$), each with 100 iterations. More details on this annealing scheme can be found in [14, 24]. Note that this smoothing is different from the smoothing of the linear field to estimate quadratic components of the bias model discussed earlier and is part of the optimization scheme, not the forward model. The reconstructed field is then upsampled to $512^3$ grid and smoothing is reduced in 2 steps (2 and 0 $h^{-1}\text{Mpc}$) each with 100 iterations.
We begin by showing the data and reconstruction at the level of the fields in figure 2 for \( z = 1 \). The first two rows show the true \( \text{H}_\text{i} \) field and the \( \text{H}_\text{i} \) data with thermal noise and foreground wedge. The next three rows show the \( \text{H}_\text{i} \) reconstructed field when the reconstruction is done with only \( \text{H}_\text{i} \) data, \( \text{H}_\text{i} \) and LSST data as well as \( \text{H}_\text{i} \) and ELG data. Reconstruction is closest to the underlying truth when we combine \( \text{H}_\text{i} \) with ELG data, but improvement with LSST data is also apparent in X-Z and Y-Z projections.

Figure 3 shows the results at the level of the two point function for the following three cases: \( z = 4 \) with PUMA and \( z = 1 \) with both PUMA and HIRAX. For \( z = 1 \) we show results with both photometric LSST and spectroscopic DESI-ELG data, while at \( z = 4 \) we only have the photometric galaxy sample. For comparison, we also show the reconstruction with \( \text{H}_\text{i} \) data only. In each case, we see an improvement in the cross-correlation between the reconstructed \( \text{H}_\text{i} \) field and the true \( \text{H}_\text{i} \) field as compared to the case when reconstruction is done only with \( \text{H}_\text{i} \) data. At \( z = 1 \), we find that the reconstruction with data from a spectroscopic survey far outperforms the reconstruction with a photometric survey, even though the latter has 50 times higher number density. At \( z = 4 \), as the photometric smoothing scale decreases for LSST, the reconstruction improves and we can recover the largest scales almost perfectly. Additionally, in every case we find that more power is reconstructed at the largest scales for \( \text{H}_\text{i} \) than the original case, as shown in the transfer function. Thus we are recovering more structure when we add information from different tracers, however at the same time it consistently biased high. If uncorrected, this can lead to potential biases. Previous work has suggested correcting for this using simulations [23, 24], but implementing such a correction is beyond the scope of this work.

In figure 4, we show the same results for cross-correlation but in \( \mu \) bins along and perpendicular to the line of sight \( \mu \in [0\,\text{–}\,0.2] \) and \( \mu \in [0.8\,\text{–}\,1.0] \). We remind the reader that our goal was to supplement the large scale modes lost in the foreground wedge, especially those perpendicular to the line of sight, with modes in galaxy clustering surveys. Both spectroscopic and photometric surveys probe the perpendicular modes, but the latter loses the line of sight ones. Figure 4 clearly shows that the large-scale modes perpendicular to the line of sight are reconstructed very well. Furthermore, when reconstructed with \( \text{H}_\text{i} \) data, the LSST field also recovers the modes along the line of sight that are otherwise missing due to photometric uncertainties. The combination of 21-cm data and LSST is therefore greater than the sum of its parts. A translation of these metrics into performance gains for particular science goals can be found in section 6 of ref. [13].

In addition to filling in the foreground wedge of \( \text{H}_\text{i} \) data, we can also use the combination of the different surveys to explore other synergies between the different cosmological tracers. For instance we can ask how well our method reconstructs the primordial initial conditions that are shared by, and give rise to, both the observed tracer fields. In figure 5, we show the cross-correlation coefficient and transfer function for reconstructed initial conditions from data at \( z = 1 \) with the true initial conditions. We compare the cases when reconstruction is done only with a single tracer, such as \( \text{H}_\text{i} \) data or ELG-like data with the combination of surveys i.e. \( \text{H}_\text{i} \) and ELG or \( \text{H}_\text{i} \) and LSST data. On large scales, DESI and LSST data dominate, improving the reconstruction over using only \( \text{H}_\text{i} \) field. However on small scales, \( \text{H}_\text{i} \) allows us to improve over the galaxy fields and push further into the non-linear regime. The combination of the different probes yields higher returns than each tracer considered independently.
Figure 2. Slices perpendicular to the 3 box axes of the true H\textsubscript{i} field; the data with thermal noise and wedge; and the reconstructed H\textsubscript{i} field with H\textsubscript{i} data only, H\textsubscript{i}+LSST and H\textsubscript{i}+ELG data at $z = 1$. We project over $80 \, h^{-1}\text{Mpc}$ slices, transverse directions show the full box ($1024 \, h^{-1}\text{Mpc}$). The color scale is the same for all rows and columns except the data row.
Figure 3. Cross correlation (left) and transfer function (right) of the reconstructed H\textsubscript{i} field for PUMA noise level at \(z = 4\) (top) and \(z = 1\) (middle), and with HIRAX noise level at \(z = 1\) (bottom). We show results for reconstruction without galaxies (blue), with a spectroscopic DESI-ELG like sample of \(\bar{n} = 10^{-3}\; h^3\text{Mpc}^{-3}\) (green), and a photometric LSST-like sample (orange) of \(\bar{n} = 5 \times 10^{-2}\; h^3\text{Mpc}^{-3}\) and \(\bar{n} = 3.5 \times 10^{-3}\; h^3\text{Mpc}^{-3}\) at \(z = 1\) and \(z = 4\) respectively.
Figure 4. Same as figure 3 but showing the cross-correlation for the corresponding fields in wedges perpendicular to the line of sight (left, $\mu = [0, 0.2]$) and along the line of sight (right, $\mu \in [0.8, 1]$).
Figure 5. Angle average cross correlation and transfer function for the reconstructed initial field with the true initial field at $z = 1$ for PUMA noise-levels. We show the results when reconstruction is done with only H$\text{I}$ data, only DESI ELG-like data, $\bar{n} = 10^{-3} h^3 \text{Mpc}^{-3}$, the combination of the two and H$\text{I}$ with LSST data.

5 Conclusions

Interferometric 21-cm surveys have the potential to map out the distribution of matter in the largest cosmological volumes with good radial resolution. However they must contend with bright foregrounds that, when coupled to instrument imperfections, can lead to a loss of large scale modes in the foreground wedge. In this work we build upon the forward modeling approach of ref. [13], that reconstructed these long-wavelength fluctuations by exploiting the non-linear coupling between small and large scales induced by gravitational evolution, by adding external galaxy distribution data that can help to fill in the missing modes. Specifically, we consider supplementing the 21-cm data from mock HIRAX and PUMA surveys at different redshifts with a spectroscopic sample (good radial resolution but low number density) and a photometric sample (high number density but poor radial resolution). The mock galaxies for these datasets are loosely modeled on DESI-ELG sample at $z = 1$ and LSST sample at $z = 1$ and $z = 4$ respectively.

We find that the spectroscopic sample reconstructs the modes significantly better than the photometric sample, despite having much lower number density. Both galaxy samples are able to reconstruct the largest modes ($k < 0.1 h \text{Mpc}^{-1}$) transverse to the line of sight very well with $r_c > 95 \%$ for PUMA noise levels at both the redshifts. However the contribution of an LSST-like photometric sample to scales smaller than $k \simeq 0.1 h \text{Mpc}^{-1}$ is not significant, especially for the thermal noise of HIRAX survey. At the same time, we find that 21-cm data also reconstructs the correlations in the LSST data along the line of sight on small scales that are otherwise lost due to photometric smoothing. The spectroscopic sample, on the other hand, improves reconstruction across all the scales, especially for a noise-dominated survey like HIRAX where the reconstruction with only 21-cm data is poor ($r_c = 60 \%$ even at $k = 1 h \text{Mpc}^{-1}$). We also explore the synergies of different surveys in reconstructing the initial density field and find that the combination of surveys performs better ($r_c = 90 \%$ at $k = 0.1 h \text{Mpc}^{-1}$) than using surveys individually (best $r_c = 84 \%$ for a single spectroscopic survey).

With regards to forward modeling approaches, we find that the smoothing scale plays an important role in quadratic bias model when the data itself lacks any direct information on large scales, such as the H$\text{I}$ field at low redshifts. In this case, using a large smoothing scale to suppress small scales non-linearities when estimating quadratic fields improves
reconstruction of large scale modes in HI data. Interestingly, this does not seem to be the case at higher redshifts. The appropriate numerical procedure for the implementation of an effective field theory when modeling large-scale structure at the field level (that would remove the dependence on the smoothing scale) remains an area of active research, and our results show the importance of understanding this issues at a more fundamental level. We plan on pursuing these directions in future work.
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A HiddenValley2

In this work we have used a second run of the Hidden Valley simulations, first reported in ref. [14]. The HiddenValley2 simulation employs the same code, box size, particle loading and initial conditions but has been run to \( z = 0 \) with outputs at \( z = 1.5, 1.0 \) and \( 0.5 \). In addition to lower redshift outputs we have also updated the model used to populate the dark matter halos in the simulation with HI, with parameters recalibrated to the wider redshift range and updated measurements of the abundance and clustering of HI.

We make use of an \( M_{HI} - M_{\text{halo}} \) relation in order to populate our dark matter only simulation with HI, much as we did in our earlier work [14]. We assume the total HI mass in a halo of mass \( M_h \) is \([42, 43]\)

\[
M_{HI}(M_h) = A(z) \left( \frac{M_h}{M_{\text{cut}}} \right)^{\alpha} \exp \left[ - \frac{M_{\text{cut}}}{M_h} \right] \tag{A.1}
\]

This HI mass is split into a central component and a component that moves with the virial velocity of the halo. Specifically a fraction \( f_{\text{cen}} \) of the HI mass is taken to reside at the halo center and move with the halo center-of-mass velocity. The remaining \( f_{\text{sat}} = 1 - f_{\text{cen}} \) of the HI mass has an additional, Gaussian line-of-sight velocity distribution with dispersion equal to the virial velocity dispersion of the halo. For numerical convenience we implemented this by dividing this HI into \( N_{\text{sat}} = \lfloor 1 + (0.1 M_h / M_{\text{cut}})^{0.5} \rfloor \) equal parts and for each drawing an additional line-of-sight velocity component from a Gaussian. As we found in refs. [13, 14] that the details of how we treated such fingers of god were largely unimportant for our science, we have opted to take the simple modeling approach here. Following figure 7 of ref. [44], we model the fraction of HI in satellites as:

\[
f_{\text{sat}} = \min \left[ 0.8, \frac{0.5 \times (\log M_h - 9.5)^2}{12.8 - 9.5} \right] \quad \forall M_h > 10^{9.5} h^{-1} M_\odot \tag{A.2}
\]

otherwise \( f_{\text{sat}} = 0 \).

There is unfortunately very little data with which to tune the parameters of eq. (A.1). The amplitude, \( A(z) \), is largely constrained by the abundance of HI, \( \tilde{\Omega}_{HI}(z) \) (figure 6). We have followed the common convention in absorption line studies and HI intensity mapping and quoted the abundance as a comoving HI density divided by the (physical) \( z = 0 \) critical density.
Figure 6. (Left) The abundance of H\textsubscript{i} as a function of redshift (points; [45–58]). The dotted line shows a linear fit, $\tilde{\Omega}_{HI} = (0.4 + 0.2z) \times 10^{-3}$, from figure 14 of ref. [58] while the dashed line shows the power-law fit, $\tilde{\Omega}_{HI} = 0.4(1 + z)^{0.4}$, of ref. [56] and the solid black line shows our fiducial model. (Right) The H\textsubscript{i} bias as a function of redshift. The error on the $z \approx 1$ point is dominated by the uncertainty in $\tilde{\Omega}_{HI}$.

However we have used a tilde to distinguish this quantity from the more common usage of $\Omega$ as a ratio of (physical or comoving) density at $z$ to critical density at $z$. The agreement with the data above $z \approx 0$ is quite good. The values of $\alpha$ and $M_{cut}$ are less constrained. Both physical intuition and numerical simulations suggest that there is a minimum halo mass ($M_{cut} \sim 10^9–10^{10} M_\odot$) below which neutral hydrogen will not be self-shielded from UV photons. Above this mass the amount of H\textsubscript{i} should increase as the halo mass increases, though not necessarily linearly (however, simulations suggest $\alpha \approx 1$ at $z > 2$). The characteristic halo mass scale ($M_{cut}$) is determined by the clustering of H\textsubscript{i}. At $z \approx 0$ an analysis of H\textsubscript{i}-selected galaxies in the Sloan Digital Sky Survey constrains the HOD [61]. At $z \approx 1$ the large-scale bias is known approximately from cross-correlation with optical galaxies [59, 60, 62, 63], however at higher $z$ there are no direct measurements. The clustering of Damped Ly\textalpha systems (DLAs) has been measured at $z \approx 2–3$ by ref. [64], and since the DLAs contain the majority of the H\textsubscript{i} at those redshifts this can be used as a proxy for the H\textsubscript{i} clustering amplitude. The numbers inferred agree reasonably well with an analysis of the most recent hydrodynamical simulations (see table 6 of ref. [44]). Based on these considerations we take $\alpha = (1 + 2z)/(2 + 2z)$,

$$A(z) = 1.7 \times 10^9 (1 + z)^{-5/3} \ h^{-1} M_\odot, \quad M_{cut} = 6 \times 10^{10} \exp \left( -\frac{3z}{4} \right) \ h^{-1} M_\odot. \quad (A.3)$$

Figure 6 shows the abundance and large-scale bias of H\textsubscript{i} predicted from our model (‘Model D’) compared to observations. Our model has sufficient flexibility to fit the available data, while also being in broad agreement with the current generation of hydrodynamic simulations. From figure 6 it appears our model overpredicts the clustering at $z \approx 1$, however this is partly due to the way the large-scale bias is estimated in the observations. We take a closer look at the agreement at $z \approx 0.8$ (we use the $z = 1$ output of our simulation) in figure 7. Here we compare the product, $T^2 \Delta_{\xi}^2(k)$, predicted by our simulation to the range allowed by the H\textsubscript{i} auto-correlation and H\textsubscript{i}-WiggleZ cross-correlation [59, 60]. While there may be some evidence for more small-scale power in the model than the observations, the level of agreement is quite good for most of the range and within the errors on the observation for all scales.
Figure 7. The monopole redshift-space clustering of H\textsc{i} at $z = 1$ from our model, compared to the GBT measurements of refs. [59, 60] at $z \simeq 0.8$ (grey bands showing 68% and 95% confidence regions). The upper limits from the H\textsc{i} auto power are approximately independent in each bin but the lower limits are perfectly correlated (see ref. [60]).
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