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Abstract:
Sentiment analysis refers to the task of identifying polarity of positive and negative for particular text that yield an opinion. Arabic language has been expanded dramatically in the last decade especially with the emergence of social websites (e.g. Twitter, Facebook, etc.). Several studies addressed sentiment analysis for Arabic language using various techniques. The most efficient techniques according to the literature were the machine learning due to their capabilities to build a training model. Yet, there is still issues facing the Arabic sentiment analysis using machine learning techniques. Such issues are related to employing robust features that have the ability to discriminate the polarity of sentiments. This paper proposes a hybrid method of linguistic and statistical features along with classification methods for Arabic sentiment analysis. Linguistic features contains stemming and POS tagging, while statistical contains the TF-IDF. A benchmark dataset of Arabic tweets have been used in the experiments. In addition, three classifiers have been utilized including SVM, KNN and ME. Results showed that SVM has outperformed the other classifiers by obtaining an f-score of 72.15%. This indicates the usefulness of using SVM with the proposed hybrid features.
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Introduction:
The exponential growth of textual information over web especially with the emergence of social media, an essential demand to analyze such information has emerged(1). Arabic language was one of the languages that caught great extent of such textual expansion due to approximately 100 million users who used such language(2). The recent research efforts have introduced Sentiment Analysis (SA) as a major task for analyzing the Arabic text over the social media. SA is the task of analyzing text and identifying the polarity of opinions within such text whether positive or negative(3). Apparently, not all text would have opinion where in many cases social network users are expressing their minds with facts rather than opinions.

Therefore, SA usually is subjected to a preliminary task which is the opinion identification in which the text is being examined in terms of holding opinion or not. Fortunately, the last decade has showed great efforts to provide a dataset of collected opinions which facilitate the process of SA for researchers without affording the identification of opinions (4).

Analyzing the opinions would require wide range of approaches such as linguistic, statistical, and semantic. Linguistic approaches refer to the grammatical annotation such adjectives and adverbs that have an important effect on determiningsentiments (e.g. مسعد / مساعدة, حاس / happy, جميل / beautiful, etc.) (5). Statistical approaches refer to the identification of frequent terms that imply the opinion (e.g. جيد / good, سيئ / awful, رائع / awesome, مدهش / amazing, etc.) (6). Finally, semantic approaches refer to the utilization of the terms that have mutual meaning or sense (e.g. فضيحة / bad, حزين / sad, مصدوم / upset, etc.) (7). However, machine learning techniques were the broader methods that have been extensively examined in terms of SA. This is due to its capabilities to include linguistic, statistical and semantic aspects. This can be represented by processing a data of sentiments and
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generate the aforementioned aspects as features which can be used in the training. Such training paradigm refers to a model that is being built to guide the classification of new opinions into positive and negative(8).

Several studies have addressed the SA for Arabic language using different type of machine learning techniques and variety of linguistic and statistical features(9). Yet, there is still a demand for combining robust features from different aspects for the sake of enhancing classification accuracy. Therefore, this paper aims to propose a hybrid method of linguistic and statistical features using multiple machine learning techniques. The linguistic features contain stemming and “Part of Speech” tagging which also known as POS, while the statistical contain the Term Frequency (TF) and Inverse Document Frequency (IDF). Three classifiers are being used including Support Vector Machine (SVM), K-nearest Neighbor (KNN) and Maximum Entropy (ME).

Related Work

Numerous studies have been presented for Arabic sentiment analysis for instance, Abbasi et al. (10) proposed a feature selection approach for the sake of determining best features for Arabic sentiment analysis. The authors have collected their data from web forums. Consequently, the authors have applied genetic algorithm along with SVM classifier. Experimental results showed that the grammatical features such as adjectives and adverbs have been ranked as the most accurate features.

Abdulla et al. (8) proposed a semantic-based method for sentiment analysis in Arabic language using a scrapped data from Twitter. Such semantic approach is based on Arabic lexicon that contains numerous adjectives and adverbs with their corresponding polarity whether positive or negative. Eventually, the authors have applied different machine learning techniques including Decision Tree (DT), Naïve Bayes (NB) and others.

Soliman et al. (11) proposed a semantic-based method along with SVM classifier for slang Arabic sentiment analysis. Since most of the social network contains informal Arabic words or slang idioms thus, the authors have used a specific lexicon for the slang Arabic terms. Using SVM classifier, the authors have classified sentiments collected from Twitter into positive and negative.

Abdul-Mageed et al. (12) proposed an approach for sentiment analysis in Arabic language based on linguistic features including lemmatization, POS tagging and other orthographical features. Such linguistic approaches are intended to examine the root of words and the inflectional derivations added to some terms. Using a semantic lexicon, the authors have conducted a mapping between the processed terms and the words within the lexicon in order to classify Arabic sentiments.

Ahmed (9) has built an Arabic dataset of sentiments by gathering news articles from Arabic websites. Along with creating the dataset, the author has built a large-scale lexicon by translating an English lexicon of SentiWordNet. Finally, a classification for sentiments within the collected articles has been performed.

Al-Twairesh et al. (13) have proposed a combination of feature engineering and lexicon-based approaches for Arabic sentiment analysis on Twitter. The authors have used the linguistic approaches such as morphological features for extracting significant sentiment characters such as question marks and emotions. In addition, a specific lexicon for Saudi dialect has been initiated in order to improve the semantic aspect. Eventually, an SVM classifier has been used to classify the sentiments into positive, negative and neutral.

Apart from the features, Oussous et al. (14) have focused on the performance of multiple classifiers regarding the Arabic tweets sentiment analysis (specifically for the Moroccan dialect). The authors have proposed an ensemble classification methods where three classifiers have been examined including NB, SVM and ME. The ensemble method has been represented by applying a voting combination for the three aforementioned classifiers.

Proposed Method

The main architecture of the proposed method contains of three main parts which are data, feature extraction and classification as shown in Fig. 1. Basically, the first part is related to the Arabic corpus that will be used in the experiments which composed of sentiments collected from Twitter written in Arabic language. Second part is the feature extraction where two main categories of features are being used including linguistic and statistical. Linguistic contains stemming and POS tagging, while statistical contains the TF-IDF. Finally, the third part is related to the classification task in which the Arabic tweets will be categorized into positive and negative. Three classifiers have been used including SVM, KNN and ME. Following subsections will discuss each part in further details.
Prior to perform sentiment analysis, a dataset that contains sentences with opinions should be identified. Therefore, a dataset of Arabic tweets has been used. Such dataset has been collected from Twitter where vast amount of Arabic written tweets have been gathered (15). The dataset contains around 10 thousands tweets with their corresponding class labels. Table 1 shows such classes with their explanation.

| Classes  | Explanation                                      |
|----------|--------------------------------------------------|
| Positive | Tweets that have positive opinions               |
| Negative | Tweets that have negative opinions               |
| Objective| Tweets with no opinion                           |
| Neutral  | Tweets that have negative and positive opinions at the same time |

Table 2 depicts the distribution of tweet categories in accordance to the total number of tweets.

| Tweets    | Quantity |
|-----------|----------|
| Positive  | 799      |
| Negative  | 1684     |
| Objective | 6691     |
| Neutral   | 832      |
| Total     | 10,006   |

Feature Extraction (Linguistic Features)

In this section, the feature extraction task will be discussed especially the linguistic ones. Feature extraction is the process of identifying discriminative characteristic of the sentiments which may facilitate the classifier to predict the class label of such tweet.

First of all, the stemming which is one of the linguistic features is used which aims to retrieve the roots of each term. For example, the word ‘الجديدين’/the good ones’ will be stemmed into ‘جيد’/good’. This will facilitate the process of identifying frequent adjectives and adverbs that are usually occurred with different derivational inflections such as ‘جيديات’, ‘جيدون’, ‘جيدات’, and ‘جيد’. For this purpose, an Arabic stemmer called Khoja stemmer (16) has been used to accomplish this task.

In addition, POS tagging has been applied on each term in order to get the grammatical tags such as verb, noun, adverb and others. This will facilitate the process of identifying the adjectives and adverbs that have frequent occurrence with most of the opinions. For this purpose, an Arabic POS tagging tool introduced by (17) has been used to get the grammatical tags of the terms.

On the other hand, the statistical feature of TF-IDF will be applied by identifying the frequency of each term within the dataset. In fact, the frequency of terms is a significant mechanism that may imply the polarity of an opinion. This is because most of the opinions are expressed by terms that are usually used such as ‘جيد’, ‘سيء’, ‘راائع’, ‘Amazing’, ‘مزرعي’/awful’ and others. The TF-IDF is calculated as follow:

\[ W_t = TF(t,d) \cdot IDF_t \]  \hspace{1cm} (1)

where \( TF(t,d) \) is the frequency of term \( t \) in accordance to a documented, and \( IDF_t \) is the inverse document frequency for the term \( t \). In other words, the IDF is the quantity of document contains the term \( t \).

To understand the TF-IDF mechanism when it
applied on the terms, assume a sample of tweets such as in Table 3.

Table 3. Sample of tweets

| No | Tweets                               | Translation                               |
|----|--------------------------------------|-------------------------------------------|
| 1  | سأبقى رائعة معك إلى النهاية إن يتفي فئة رائعة معك إلى النهاية | I will be an amazing person for you as much as you will be impressing me until the end |
| 2  | الراائع سيظل رائعاً حتى نهاية العمر     | The amazing person will remain impressing you until the end |
| 3  | كلمات جميلة ورائعة                   | Your words are amazing                    |
| 4  | بجد موضوع رائع وآنا أجد أنه مناسب أيضا لهذا الوقت | Seriously this topic is amazing and we need it these days |
| 5  | شعور سيء بحالتي                 | I have a bad feeling                     |

As shown in Table 3, five tweets have been depicted where four of them have contained the word ‘راائع’ / *amazing*. If we apply the term frequency TF(t, d) it will be 5 where it has occurred twice in the first tweet, once in the second, once in the third and once in the fourth tweet. However, if we want to apply the IDF the total number of tweets will be divided by the number of tweets that contain the word ‘راائع’ / *amazing*. In this regard, the frequency of terms will be addressed in total and in accordance to the tweets that contain them.

Classification

After applying the linguistic and statistical features, three classifiers will be trained on the extracted features using 80% of the tweet dataset and then tested on 20% of the dataset. The testing refers to the ability of the classifier to predict the class label whether positive, negative, objective or neutral. For this purpose, three classifiers have been selected including SVM, KNN and ME. The reason behind such selected classifiers is that they have the most competitive performance in terms of classifying Arabic sentiments (14).

First classifier is SVM which is intended to classify the tweets into their classes based on a hyperplane. Such hyperplane is a margin that separate the tweets categorized under specific class label from the tweets that categorized under other class label(18). First of all, the data will be vectored in x-axis and y-axis, and based on the TF-IDF of each terms within the tweets, every tweet will be represented in a vector. The mechanism of identifying the hyperplanes is depicted as:

\[
 f(\vec{x}) = sgn((\vec{x} \times \vec{w}) + b) 
\]

\[
 = \begin{cases} 
  +1: & (\vec{x} \times \vec{w}) + b > 0 \\
 -1: & Otherwise 
\end{cases} 
\]


where \( \vec{w} \) is the vector and \( b \) is the distance between nearest data point from one category and the hyperplane.

On the other hand, k-nearest neighbor or so called KNN is another classifier that utilize the similarity of the testing tweet with previous tweets from the training. In other words, after representing the tweets based on TF-IDF of their terms within the training, KNN will treat the testing tweet that needs to be classified by identifying the most similar tweet from the training(19). If the most similar tweet has been identified, its class label will be used for the testing one. KNN mechanism is very simple in which it relies on an assumption of similar tweets in meaning would definitely yield the same class label. The prediction of KNN will be performed based on the following equation:

\[
 f(x) = f(Max\ sim(x, x_i)) 
\]

In which \( x \) refers to testing instances, and \( x_i \) refers to training instances where the maximum similarity would lead to use the same class label.

Finally, the Maximum entropy (ME) is one of the statistical classifiers that intended to extend the regression task to include multiclass problems. Regression refers to the process of classifying a specific data into two classes thus, ME has extend the regression to include classifying data with multi-classes. The key characteristic behind ME lies on the assumption that data instances are case specific where every individual variable has a specific value for each case(20). In this regard, ME will address each individual variable by giving a score to generate the prediction model. Such score is calculated as follow:

\[
 score(X_i, k) = \varnothing_k \cdot X_i 
\]

Where \( X_i \) is the vector of explanatory variables illustrating an observation \( i \), and \( \varnothing_k \) is the vector of weights regarding to a class label \( k \).

Results

Prior to the discussion of classification results, it is necessary to mention the evaluation method used in this paper. Since the evaluation will be held only on the testing tweets which correspond to 20% of the data thus, the evaluation will be conducted on whether the classifier has predicted a tweet correctly or not. This can be computed using precision which is depicted as follow:

\[
 Precision = \frac{|TP|}{|TP| + |FP|} 
\]

Where TP is the number of valid predicted tweets, and FP is the number of invalid predicted tweets. However, it is necessary also to consider how many tweets have been classified correctly in accordance to the total number of specific category.
Therefore, recall is also considered which can be depicted as follow:

\[ \text{Recall} = \frac{|TP|}{|TP| + |FN|} \]  

(6)

Where FN are the tweets that have been classified incorrectly into other class label. Finally, the f-score which is the harmony between precision and recall, will be considered. It can be depicted as follow:

\[ F = \frac{2 \times |TP|}{(|TP| + |FN|) + (|TP| + |FP|)} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  

(7)

Based on the above mentioned measures, the results of classification for the three methods can be depicted in Table 4.

**Table 4. Results of classification**

| Model | Precision | Recall | F-score |
|-------|-----------|--------|---------|
| SVM   | 0.7521    | 0.6933 | 0.7215  |
| KNN   | 0.5894    | 0.6213 | 0.6049  |
| ME    | 0.6861    | 0.6377 | 0.6610  |

As shown in Table 4, SVM has achieved 75.21% precision, 69.33% recall and 72.15% f-score. Whereas, KNN has obtained 58.94% precision, 62.13% recall and 60.49% f-score. Finally, ME gained 68.61% precision, 63.77% recall and 66.10% f-score.

It is obvious that SVM has outperformed the other classifiers by obtaining the highest values of f-score. The reason behind such superiority lies on the capability of SVM to deal with large number of classes, as well as, the mechanism of vectorization which gives better representation in the text data (21). On the other hand, KNN showed the lowest values of f-score. The reason behind such poor performance lies on ineffective assumption of similar tweet in meaning would lead to similar class label. Sometimes a couple of tweet might yield similar context, meanwhile, they have different category of polarity. Figure 2 depicts the superiority of SVM in terms of precision, recall and f-score compared to the other classifiers.

By comparing the best results achieved by this study (i.e. 72.21%) against the state of the art such as (13) who achieved their best results at 69.9% of f-measure, it is clearly that the proposed method has the ability to produce competitive results of classifying sentiments.

**Conclusion:**

This paper has proposed a combination of linguistic and statistical features along with classification methods for Arabic sentiment analysis. Linguistic has included the stemming and POS tagging, while statistical contained the TF-IDF. A benchmark dataset of Arabic tweets has been used within the experiments. Furthermore, three classifiers have been used including SVM, KNN and ME. Results showed that SVM has achieved the highest classification accuracy. For future work, utilizing more linguistic features such as parsing and word embedding would yield promising classification accuracy results.
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الخلاصة:
تحليل الآراء هو عملية إيجاد تصنيف إيجابي أو سلبي لنص تحتوي عليه آراء اللغة العربية واحدة من اللغات التي تضمن محتواها بشكل كبير في اللغة العربية وخصوصاً مع تطور وسائل الاتصال الاجتماعي مثل تويتر، فيسبوك وآخرين. دراسات كثيرة عانت في تحليل اللغة العربية والآراء الأخرى وتوقفت على تطبيقات تحديد اللغة العربية والآراء وأدوات الكلمات المالية لتصنيف الكلمات بتصنيف الكلمات لحوزتها النوعية. هذه التحديات ترجح استخدام التكيفات المتنوعة لتحديد اللغة العربية ونوعها. بالإضافة إلى ذلك، تم استخدام ثلاث أنواع من تقوية تعلم الآلة و (أس في إم) (كي ان ان) و (ام اي) لتقييم التكيفات المختلفة لتحديد اللغة العربية. هذه النتائج تشير إلى فائدة استخدام الـ (أس في إم) مع الخصائص المقترحة في تصنيف الآراء باللغة العربية.