A Novel Approach to Train Diverse Types of Language Models for Health Mention Classification of Tweets
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Abstract. Health mention classification deals with the disease detection in a given text containing disease words. However, non-health and figurative use of disease words adds challenges to the task. Recently, adversarial training acting as a means of regularization has gained popularity in many NLP tasks. In this paper, we propose a novel approach to train language models for health mention classification of tweets that involves adversarial training. We generate adversarial examples by adding perturbation to the representations of transformer models for tweet examples at various levels using Gaussian noise. Further, we employ contrastive loss as an additional objective function. We evaluate the proposed method on the PHM2017 dataset extended version. Results show that our proposed approach improves the performance of classifier significantly over the baseline methods. Moreover, our analysis shows that adding noise at earlier layers improves models’ performance whereas adding noise at intermediate layers deteriorates models’ performance. Finally, adding noise towards the final layers performs better than the middle layers noise addition.
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1 Introduction

Health Mention Classification (HMC) deals with the detection of disease in a given piece of input text. Authorities can use such classification results to monitor the spread of diseases. Further, early detection of health conditions can help in taking preventive measures and efficiently managing resources in emergencies. To train a classifier for HMC, health-related data is collected from social media platforms such as Twitter, Facebook, etc, based on keywords. These keywords
contain the names of the diseases such as fever, heart attack, cancer, etc. However, a keyword-based search may result in noisy data, i.e., collected data may contain disease words but as non-health or figurative mentions. For example, “Wow, this is awesome it’s like having a depression” and “I nearly had a stroke readin this” are examples of figurative mentions of disease words depression and stroke. Another tweet “hearing people cough makes me angry” contains the word cough as a non-health mention. Another tweet has a health mention of the disease word cancer: “my grandpa just diagnosed with lymphoma cancer today, I am devastated and don’t know what to do”. These figurative and non-health mentions of disease words make the HMC task challenging. Learning the context of words based on their surrounding words is the key to improving classification results.

Transformer models [40] have revolutionized many natural language processing (NLP) tasks [38]. The original transformer model consists of encoder-decoder blocks with self-attention layers. Both encoder and decoder blocks consist of multiple encoder and decoder layers, where a specific encoder layer attends to all the layers before and after it to learn word representations during training. On the other hand, decoder layers only attend to the layers before them. BERT [8] is a transformer model that utilizes the encoder block of the original transformer model and is pretrained on the large unlabelled corpus of text. BERT learns the representations of the words by using two different objective functions. 1) Masked Language Modeling (MLM), where random tokens are masked and BERT tries to predict those masked tokens. 2) Next sentence prediction (NSP), where two sentences are given as inputs to the BERT, and it learns to predict whether one sentence follows the other sentence or not. The pretrained model then can be finetuned on downstream tasks such as text classification, etc. RoBERTa [24] is another transformer-based model that has an architecture like BERT, however, unlike BERT, it uses dynamic masking of tokens instead of static tokens. Moreover, it is pretrained on 1000% more data than BERT.

Adversarial training (AT) [9] is used in many tasks as a regularization technique to improve models’ robustness against adversarial attacks [28,30]. During AT a small perturbation is added to the original input sample and then the model is trained in parallel with both the original and perturbed sample. [28] proposed a technique to add perturbation in the word embeddings for the text classification. Recently, self-supervised methods [6,11,43] have gained popularity among researchers in the image processing domain. These methods add perturbations to the inputs, and the training objective is to learn similar representations for the pair of clean and perturbed examples while learning different representations for other examples. Barlow Twins [43] is one such method that works on the principle of redundancy reduction. In this paper, we propose a novel approach of training language models for HMC task on Twitter data that combines the ideas of adversarial training and self-supervised learning. Specifically, we add Gaussian noise as a perturbation to the representations of two language models BERT\textsubscript{Large} and RoBERTa\textsubscript{Large} and employ Barlow Twins as an additional loss for learning the similar representations for a pair of clean and perturbed examples. More-
over, instead of perturbing word embeddings, we experiment with adding noise at various layers level. Experiments show that our propose approach improves classification results on both BERT\textsubscript{Large} and RoBERTa\textsubscript{Large} models over their baselines. Further, our analysis shows that adding noise to earlier layers improves models’ performance compared to baseline methods, whereas adding noise in the intermediate layers degrades model performance. Finally, adding noise towards the last layers again starts improving performance as compared to intermediate layers. The contributions of this paper towards the adversarial training on diverse transformers models for HMC of tweets are manifold. First, it proposes a new training method for the HMC of tweets using adversarial and contrastive learning methods by adding perturbation to hidden representations. Second, it explores the impacts of noise addition on initial layers of transformer models, then on intermediate layers, and finally on the last layers. Third, it analyzes the impact of noise amount on adversarial training. Fourth, it leverages explainable AI to understand the importance of words in a Tweet for the classification decision.

The rest of the paper is organized as follows: In section 2 we discuss the related work, whereas, in section 3 we present our method for HMC. In section 4 we give experimentation detail. In section 5 we present results and analysis of the experiments. Finally, in section 6 we provide the conclusion of the paper.

2 Related Work

2.1 Adversarial Training

Adversarial training (AT) has shown success in many computer vision tasks \cite{szegedy2013intriguing,goodfellow2014explaining,carlini2017towards,athalye2018obfuscated,adv-pgd,adv-fgsm}. It is used to increase the model’s robustness and safeguard it against the “malicious” attacks. The process of AT involves training a model simultaneously with a pair of clean and adversarial examples. To generate adversarial examples, perturbations are added using methods such as Gaussian noise and Fast Gradient Sign Method (FGSM) \cite{goodfellow2014explaining}. \cite{adv-pgd} perturbed word embeddings instead of original input text using FGSM for NLP task. Some of the recent works \cite{fed-kd supermartingale,adversarial-learning-enhance-robustness,adv-linf} added perturbations to the attention mechanism of transformer methods using FGSM. \cite{adv-sgd} used multi-step FGSM to generate adversarial examples that proved more effective at the cost of computational overhead. \cite{adv-fast} proposed a fast method for adversarial training where perturbations and gradients with respect to parameters of the model were calculated and updated in the same backward pass. This method helped in reducing the cost associated with adversarial training. \cite{adv-free-large-batch} proposed “Free Large-Batch” algorithm in the domain of natural language understanding where perturbations were added in the embedding matrix. Authors observed invariance in the embedding space that is correlated to the generalization of the method. \cite{adv-perturb-linfl} applied perturbations to the word embeddings of recurrent neural network (RNN) embeddings instead of embedding matrix.
2.2 Self-Supervised Representation Learning

Deep learning methods automatically learn a mapping between input and output samples when given sufficient training samples. AlexNet [23] was the first deep learning model trained end-to-end on ImageNet [34] dataset for image classification and reduced the classification error significantly as compared to previous methods.

The success for supervised deep learning methods depends on the availability of largely annotated data that is costly in practice. Self-supervised learning (SSL) methods have gained popularity where these methods learn representations from unlabeled data. In NLP, many language models [8, 24, 42] learned representations from the large unlabelled corpus of text [4, 7, 32, 45] by defining proxy tasks such as masked language prediction. Similarly, SSL methods has shown success in computer vision. Momentum Contrast (MoCo) [11] method worked on the idea of moving-average encoder. To learn feature representations, SimCLR [6] first drastically augmented the images and then trained the model to maximize the cosine similarity between original images and their augmented versions while pushing the other images away from them. SimCLR used in-batch negative samples and heavily relied on large batch sizes. Bootstrap Your Own Latent (BYOL) [10] used two versions of the same network called online and target network to learn visual representations. Parameters of the target network were moving average of the online network, therefore, it did not learn new parameters. Each network utilized a different augmented version of the original image. The online network aimed to learn representations similar to the target network representations. BYOL worked well on smaller batches as it did not depend on negative samples. Barlow Twins [43] aimed at the principle of redundancy reduction to learn noise-invariant representations. Barlow Twins also worked well on the smaller batches.

2.3 Health Mention Classification of Tweets

[16] presented a method called “WESPAD” acting as a regularizer for HMC task on Twitter data. It partitioned and distorted embedding which helped model in achieving generalization capability. [15] used non-contextual embeddings for representing the tweets. These embeddings were passed to LSTMs [12]. Authors showed that the use of LSTM before the classification layer improved the performance compared to the simple SVM, KNN, and Decision Trees. [14] incorporated features from an unsupervised statistical learner for idiom detection, and passed it to CNN based classifier. The incorporation of these features improved the classification performance over the CNN classifier trained on pre-trained embeddings. [3] experimented with both non-contextual embeddings such as word2vec [27] and contextual embeddings such as ELMo [33] and BERT and incorporated sentiment information using WordNet [2], VAD [29], and ULMFit [13] for HMC of tweets. [17] applied permutation-based pretrained embeddings and finetuned the pretrained model [42] on the HMC dataset that
improved the performance over the existing methods. [18] compared the performance of various transformer models on HMC of tweets and showed that RoBERTaLarge outperformed other methods.

In this work, we propose a new training approach of language models for the HMC of Tweets that combines the concepts of adversarial training and self-supervised methods. To generate adversarial examples, we add Gaussian noise instead of using FGSM. Instead of adding perturbations word embeddings matrix, we add noise to the hidden representations of two transformer-based models i.e., BERTLarge and RoBERTaLarge. Further, we study the impact of adding noise at various layers as well as using Barlow Twins as an additional contrastive loss and analyze how it works compared to the baseline methods.

3 Methodology

In this section, first, we discuss adversarial training for health mention classification. Then, we discuss the contrastive loss, i.e., Barlow Twins. Finally, we present how we combine adversarial training with the Barlow Twins loss for the health mention classification of tweets.

3.1 Adversarial Training

Let \( x \) be the input example and \( L \in \{1, 4, 7, 10, 13, 16, 19, 22\} \) represents the intermediate layer numbers of the transformer model. Let \( \eta \) denotes a Gaussian noise with mean \( \mu \) and variance \( \sigma \) given as follows:

\[
\eta = N(\mu, \sigma)
\]  

then, we generate adversarial example \( x_{adv} \) by adding \( \eta \) to the representations of one of the layers in \( L \) as given below:

\[
x_{adv} = E_{L_i} + \eta
\]  

where \( L_i \) denotes \( i^{th} \) layer from \( L \), and a \( E_{L_i} \) represents the embedding of \( L_i \).

We train the model simultaneously on \( x \), and \( x_{adv} \), and calculate two cross-entropy losses separately on \( x \), and \( x_{adv} \).

3.2 Barlow Twins Loss

Barlow Twins loss presented in [43] jointly operates on two embeddings, one from the original input and other from distorted input. It is based on redundancy reduction principle. Let \( E^{\text{clean}} \), and \( E^{\text{adv}} \) represent the embeddings of clean examples and adversarial examples, respectively. Then, \( E^{\text{clean}} \), and \( E^{\text{adv}} \) are fed into neural network \( f_\theta \), where \( \theta \) is a trainable parameter. The outputs of
the $f_\theta$ for $E_{\text{clean}}$ and $E_{\text{adv}}$ are their projections to lower dimensions and centered with mean 0 across batch dimension. Barlow Twins is defined as given below \cite{43}:

$$\mathcal{L} = \sum_{i=1}^{\theta}(1 - M_{ii})^2 + \lambda \sum_{i=1}^{\theta} \sum_{j \neq i} M_{ij}^2$$

(3)

where $\mathcal{L}$ is a Barlow Twins, $\sum_{i=1}^{\theta}(1 - M_{ii})^2$, and $\sum_{i=1}^{\theta} \sum_{j \neq i} M_{ij}^2$ are invariance, and redundancy reduction terms respectively, and $\lambda$ controls the weight of the two terms. $M$ is a square matrix and computes the cross-correlation between $E_{\text{clean}}$ and $E_{\text{adv}}$. Values of $M$ vary between -1 (that represents perfect anti-correlation), and +1 (represents perfect correlation). $M_{ij}$ is computed as follows:

$$M_{ij} = \frac{\sum_{b=1}^{N} E_{b,i}^{\text{clean}} E_{b,i}^{\text{adv}}}{\sqrt{\sum_{b=1}^{N} (E_{b,i}^{\text{clean}})^2} \sqrt{\sum_{b=1}^{N} (E_{b,i}^{\text{adv}})^2}}$$

(4)

where $i, j$, represents the index of the matrix $M$, and $b$ represents batch samples.

### 3.3 Adversarial Training with Barlow Twins for HMC

Fig. 1 shows the architecture diagram of the proposed method. First, we pass input tweet text through a preprocessing step that removes URLs, user mentions, hashtags, and special characters, and converts emojis to their corresponding text representation. After that, we give the preprocessed input to the two transformer models of the same type. The first model directly processes the input example called clean example, whereas the second model adds Gaussian noise $\eta$ with $\mu = 0$ and $\sigma = 1$ to one of the hidden states in layer $L$ to generate an adversarial example (discussed in 3.1). Then, we take the embedding of $[CLS]$ token to extract sentence embedding separately for clean and adversarial input example and pass it to the classification layer. We compute cross-entropy losses for each of the clean and adversarial examples separately. We also employ Barlow Twins loss as a third loss. The inputs to the Barlow Twins loss are $[CLS]$ token representations from the clean and adversarial examples projected to lower dimensions by a neural network of two layers. Then we take the weighted average of two cross-entropy losses and a Barlow Twins loss to train the model as given below:

$$\mathcal{L}_{\text{total}} = \frac{(1 - C)}{2} (\mathcal{L}_{\text{clean}} + \mathcal{L}_{\text{adv}}) + C \mathcal{L}_{\text{BT}}$$

(5)

where $\mathcal{L}_{\text{total}}$ represents the total loss, $\mathcal{L}_{\text{clean}}$ and $\mathcal{L}_{\text{adv}}$ represent cross-entropy losses for the clean and adversarial examples, respectively, and $\mathcal{L}_{\text{BT}}$ represents Barlow Twins loss. ‘$C$’ is the trade-off parameter between three losses.

### 4 Experiments

#### 4.1 Dataset

We perform experimentation on the extended version of the PHM2017 dataset used in the paper which consists of tweets related to 10 diseases. The dataset
Fig. 1: Architecture diagram of our proposed training approach.

contained 15,742 tweets at download time, out of which 4,228 tweets are related to health mentions, 7,322 tweets are non-health mentions, and 4,192 tweets are figurative mentions. Alzheimer’s has the highest number of total tweets, i.e., 1,715, whereas headache has the lowest number of total tweets, i.e., 1,429. For non-health mention tweets, heart attack contains the lowest number of tweets with a count of 209, whereas Migraine has the highest number of tweets with a total of 904. For non-health mention of tweets, Parkinson’s and headache contain a maximum and a minimum number of tweets with a count of 1,362 and 112, respectively. In the case of figurative mentions, Alzheimer’s contains the smallest number of tweets with 92 examples, whereas heart attack has the highest number of tweets with 1,060 examples. For experiments, we follow the same train/validation/test split as in the paper [19]. Further, we combine the figurative and non-health mention tweets in a single class that reduces the task to binary classification.

4.2 Experimental Setup

Baseline For experiments on the PHM2017 dataset, we use pretrained BERT\textsubscript{Large} and RoBERTa\textsubscript{Large} models and finetune them for the classification task. We take the representations of [CLS] and pass them to the feed-forward layer to classify the input tweet.

Hyperparameters For both the BERT\textsubscript{Large} and RoBERTa\textsubscript{Large}, we set the maximum sequence length to 64, and a fixed learning rate of $1e^{-5}$ for all the
experiments. We use AdamW \cite{adamw} as an optimizer. For all the experiments, we use the batch sizes of 16, 24, and 32 and choose the best-performing model on the validation set to evaluate on the test set. In the case of adversarial training combined with contrastive loss, we experiment with a $C \in \{0.1, 0.2, 0.3, 0.4\}$ as a trade-off parameter between two cross-entropy and Barlow Twins losses. However, in the case of adversarial training without Barlow Twins, we give equal weights to the two cross-entropy losses. We finetune both the models for 10 epochs and use early-stopping to prevent overfitting of the models. Unlike the original implementation of Barlow Twins, we project the original embeddings dimensions of 1024 to a lower-dimensional space of 300 that is similar to SimCLR, and proved more effective in our experiments. The projection network consists of 3 linear layers where the input and output dimensions of the first 2 layers are 1024, whereas the output layer dimensions are 300. The first two linear layers follow 1-d batch normalization and ReLU as an activation function. For Barlow Twins loss, we set its default hyperparameters values as in the original paper implementation.

## 5 Results and Analysis

We experiment with the two transformer-based models named BERT\textsubscript{Large} and RoBERTa\textsubscript{Large} to validate our proposed approach. First, we finetune BERT\textsubscript{Large} and RoBERTa\textsubscript{Large} end-to-end for HMC as baseline methods. Then, we perform adversarial training for both models. Further, we additionally use Barlow Twins as a contrastive loss. We compare the results for three settings, i.e., Baseline methods, adversarial training (AT), and adversarial training combined with Barlow Twins loss (AT +BT). Fig\textsuperscript{2} shows the results of all three settings where the BERT\textsubscript{Large} baseline gives an F1 score of 91.84\% whereas BERT\textsubscript{Large} + AT, and BERT\textsubscript{Large} + AT + BT give the best F1 scores of 92.94\% and 93.12\%, respectively. In the case of RoBERTa\textsubscript{Large}, baseline, we get an F1 score of 93.13\%, whereas RoBERTa\textsubscript{Large} + AT, and RoBERTa\textsubscript{Large} + AT + BT give the best F1 scores of 93.73\% and 93.67\%, respectively.

### 5.1 Effect of noise on layers level of models

Table\textsuperscript{1} shows layer-wise results for the experimental settings of adversarial training, and adversarial training with Barlow Twins as contrastive loss. For BERT\textsubscript{Large} + AT, adding noise at the 1st layer gives an F1 score of 92.94\%. Adding noise after the first layer decreases the performance of the model till the 10th layer. After that, starting from layer 13th, Gaussian noise gradually starts increasing the model’s performance until we reach the 22nd layer. In the case of BERT\textsubscript{Large} + AT + BT, adding noise at layer no. 4 gives the highest F1 score of 93.12\%, then performance starts decreasing till layer no. 16. However, after layer no. 16, the F1 score again starts increasing. For RoBERTa\textsubscript{Large} + AT adding noise at layer no. 1 improves the F1 score to 93.64\%. After that, model performance varies between layer no. 4 and layer no. 10. Then, at layer 13th,
the model gives the highest F1 score of 93.73%. At layer 16th F1 score slightly decreases, and then at layer 19th, layer 22nd F1 score slightly increases. In the case of RoBERTa\textsubscript{Large} + AT + BT, layer no. 1 gives an F1 score of 93.67% after that model’s performance decreases till layer no. 10. Then starting from layer no. 13, the model’s performance increases as compared to layer no. 7 and layer no. 10. The trend we see in the results is that adding noise to earlier layers increases the model’s performance most of the time, then in the middle layers, it degrades the model’s performance, then finally model’s performance starts rising towards the last layers. The reason for the better performance of noise at earlier layers is, that the model has enough layers to recover the hidden representations, and adding noise at these layers increases the model’s generalization capability. Similarly, adding noise at the last layers works better than the middle layers because the model has already learned useful representations, and adding small perturbations doesn’t harm the model’s performance much. However, adding noise at intermediate layers somehow deteriorates the model’s performance because the model hasn’t learned useful representations, and adding noise at this stage doesn’t allow the model to recover from the damage caused at this stage. BERT\textsubscript{Large} + AT + BT improves the model’s performance as compared to the BERT\textsubscript{Large} + AT, however, RoBERTa\textsubscript{Large} + AT + BT performance is sometime slightly worse than the RoBERTa\textsubscript{Large} + AT during intermediate layers and it is better than RoBERTa\textsubscript{Large} + AT in earlier and last layers.

5.2 Effect of noise amount on model’s performance

Fig. 3 visualizes the effect of noise parameter ‘C’ on models performance. Fig. 3a shows that at $C = 0.4$, layer no. 1 and 4 perform better than other values of ‘C’, and then at layer no. 22, it gives the best F1 score of 93.03 % for BERT\textsubscript{Large} + AT + BT. At Layer no. 12, $C = 0.4$ gives the lowest F1 score as compared to other values of ‘C’ and other layers. $C = 0.1$ performs better than its other
Table 1: F1 score of AT, and AT + BT for BERT\textsubscript{Large} and RoBERTa\textsubscript{Large} while adding noise at different layers. Results show that most of the time, AT, and AT + BT at earlier layers perform better than the intermediate and last layers.

| Model               | L#1 | L#4 | L#7 | L#10 | L#13 | L#16 | L#19 | L#22 |
|---------------------|-----|-----|-----|------|------|------|------|------|
| BERT\textsubscript{Large} + AT    | 92.94 | 92.66 | 92.12 | 92.03 | 92.41 | 92.43 | 92.40 | 92.74 |
| BERT\textsubscript{Large} + AT + BT | 92.64 | 93.12 | 92.55 | 92.73 | 92.16 | 91.88 | 92.40 | 93.03 |
| RoBERTa\textsubscript{Large} + AT   | 93.64 | 93.16 | 93.41 | 92.70 | 93.73 | 93.41 | 93.46 | 93.46 |
| RoBERTa\textsubscript{Large} + AT + BT | 93.67 | 93.54 | 92.88 | 92.43 | 93.38 | 93.62 | 93.17 | 93.47 |

values in the middle layers. On $C = 0.2$, and $C = 0.3$ classifier do not perform well as compared to other values. Fig. 3B shows the effect of noise amount on

![Graph](image)

(a) Effect of ‘C’ on BERT\textsubscript{Large} + AT + AT + BT

(b) Effect of ‘C’ on RoBERTa\textsubscript{Large} + AT + AT + BT

Fig. 3: Effect of noise parameter ‘C’ on the performance of both BERT\textsubscript{Large} and RoBERTa\textsubscript{Large} with adversarial training and Barlow Twins loss on test set of PHM2017 dataset.

RoBERTa\textsubscript{Large} + AT + BT performance. $C = 0.1$ works well on the initial layers, whereas $C = 0.2$ does not perform well on the initial layers, however, it outperforms other values of ‘C’ towards layer no. 19, and 22. $C = 0.4$ does not perform well most of the times for RoBERTa\textsubscript{Large} + AT + BT as compared to other values of ‘C’.

5.3 Comparison with SOTA

To compare with state-of-the-art (SOTA), we select the best hyperparameters, i.e. layer no. value of ‘C’, and batch size from the validation set of experiments given in Table 1 and train models 10-fold cross-validation. As shown in Table 2, our propose method for RoBERTa\textsubscript{Large} + AT + BT beats the state-of-the-art methods in terms of precision, and F1 score.
Table 2: Comparison of our method with SOTA. Results are the average of Precision (P), Recall (R), and F1 score (F1) on the 10-fold cross-validation of PHM2017 dataset. Our method is directly comparable to methods in [17] and [19] as dataset distribution does not match with other methods.

| Method                | P    | R    | F1   |
|-----------------------|------|------|------|
| Jiang et al. [15]     | 72.1 | 95   | 81.8 |
| Karisani et al. [16]  | 75.2 | 89.6 | 81.8 |
| Biddle et al. [3]     | 75.6 | 92   | 82.9 |
| Khan et al. [17]      | 89.1 | 88.2 | 88.4 |
| Khan et al. BERT<sub>Large</sub> [19] | 93.25 | 93.75 | 93.45 |
| Khan et al. RoBERTa<sub>Large</sub> [19] | 93.95 | 94.4 | 94.2 |
| BERT<sub>Large</sub> + AT + BT (ours) | 93.05 | 93.4 | 93.1 |
| RoBERTa<sub>Large</sub> + AT + BT (ours) | **94.35** | **94.4** | **94.45** |

5.4 Explaining the model decision

To analyze the words that play a significant role in model classification decisions, we utilize a transformer interpret library [22] that is based on Layer Integrated Gradients algorithm [39]. For this purpose, we visualize some of the random examples from the test set that are misclassified by the baseline method and correctly classified by our proposed method. Further, we highlight the words supporting the model’s decisions as green and words opposing the model’s decisions as red. As shown in Table 3, the first tweet in the table is correctly classified by RoBERTa<sub>Large</sub> + AT + BT and misclassified by RoBERTa<sub>Large</sub> baseline model. Similarly, the second tweet is a health mention and correctly classified by RoBERTa<sub>Large</sub> + AT + BT and misclassified by RoBERTa<sub>Large</sub> baseline model. The third and fourth tweets are non-health mentions and misclassified by RoBERTa<sub>Large</sub> baseline and correctly classified by RoBERTa<sub>Large</sub> + AT + BT.

6 Conclusion

In this paper, we presented a new approach for HMC of tweet examples that combines adversarial training with the contrastive loss. We employed Gaussian noise with mean 0 and standard deviation of 1 at various internal representations levels of two transformer models BERT<sub>Large</sub> and RoBERTa<sub>Large</sub> and utilized Barlow Twins as a contrastive loss. We evaluated our method on PHM2017 dataset extended version, and the results showed that our proposed approach improved performance over the baseline methods. Further analysis showed that adding noise at initial layers improved models’ performance over baseline, whereas noise...
Table 3: Visualization of word importance in classifier decision. Words highlighted with green color supported model prediction, and words highlighted with red color opposed model prediction. Classification decision is made by computing the overall score of words in a Tweet. In header columns, GT stands for ground truth, whereas HM and NHM stand for non-health mention and health mention, respectively.

| GT  | Prediction Model | Word Importance |
|-----|------------------|-----------------|
| HM  | RoBERTa$_{Large}$ baseline | #I totally forget mac in his cancer #see ep al mang medium f##ouse #s |
| NHM | RoBERTa$_{Large}$ + AT + BT | #I totally forget mac in his cancer #see ep al mang medium skit tour #s |
| HM  | RoBERTa$_{Large}$ baseline | #about to take some headache medicine #s |
| NHM | RoBERTa$_{Large}$ + AT + BT | #about to take some headache medicine #s |
| NHM | RoBERTa$_{Large}$ baseline | #i need hologt knight all kong out to combat my depression #s |
| HMM | RoBERTa$_{Large}$ + AT + BT | #i need hologt knight all kong out to combat my depression #s |
| NHM | RoBERTa$_{Large}$ baseline | #i just straight end my hair out of depression wow look at me #s |
| HMM | RoBERTa$_{Large}$ + AT + BT | #i just straight end my hair out of depression wow look at me #s |
addition at intermediate layers decreased models’ performance. Finally, we observed that adding noise towards the final layers performed better than the noise at intermediate layers.
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