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Abstract

Multi-modal pre-training and knowledge discovery are two important research topics in multi-modal machine learning. Nevertheless, none of existing works make attempts to link knowledge discovery with knowledge guided multi-modal pre-training. In this paper, we propose to unify them into a continuous learning framework for mutual improvement. Taking the open-domain uni-modal datasets of images and texts as input, we maintain a knowledge graph as the foundation to support these two tasks. For knowledge discovery, a pre-trained model is used to identify cross-modal links on the graph. For model pre-training, the knowledge graph is used as the external knowledge to guide the model updating. These two steps are iteratively performed in our framework for continuous learning. The experimental results on MS-COCO and Flickr30K with respect to both knowledge discovery and the pre-trained model validate the effectiveness of our framework.

1 Introduction

Recent years have witnessed extensive research efforts to align the semantics across vision and language for various tasks, e.g., image-text retrieval [1][2][3][4], visual question answering [5][6], and phrase grounding [7][8]. In order to break boundaries between tasks, pre-training methods are developed to learn the cross-modal representations based on large-scale training corpora consisting of image-text pairs [9][10][11][12][13][14][15][16][17][18][19] and the learned model can be adapted to downstream tasks through fine-tuning.

Owing to the impressive power of the pre-trained model, existing research explores to identify multi-modal knowledge from the unstructured data of images and sentences. VisualSem [20] adopts CLIP [21] to identify semantic concepts from images, and MKGformer [22] unifies transformer [23] based encoders in different modalities with a hybrid manner for multi-modal knowledge graph completion. In the other direction, researchers also explore to inject external knowledge into the process of multi-modal pre-training. Taking scene graph as external knowledge, ERNIE-ViL [24] devise the graph masking strategy to utilize intra-modality knowledge in the language side, and ROSITA [25] extend the strategy to both modalities for fine-grained semantic alignment. These models are competitive and achieve impressive performance in downstream tasks.

Nevertheless, none of existing works make attempts to link knowledge discovery with knowledge guided multi-modal pre-training. We argue that there are several advantages to link them together. First, it naturally forms a continuous multi-modal learning paradigm which makes full use of training data without any annotation efforts in obtaining the explicitly labeled knowledge graphs (e.g., scene graph). Second, the knowledge graph could help to guide the pre-training process in return, which enables better performances for downstream tasks.
To this end, we propose to integrate knowledge discovery and knowledge guided multi-modal pre-training into a unified continuous learning framework in this paper. The overall architecture is presented in Figure 1. We take open-domain unstructured data of images and texts as input to align the two modalities. A multi-modal knowledge graph is maintained as the foundation of our framework to support knowledge discovery and model pre-training. For knowledge discovery, a pre-trained model is used to extract knowledge units from the uni-modal datasets and update the knowledge graph by linking multi-modal semantic units. For model pre-training, the knowledge graph is used as the external knowledge to guide the updating of the multi-modal model.

In practice, the multi-modal graph includes three kinds of nodes to cover multiple levels of semantic units, namely, image, sentence and concept (objects in the vision side and phrases in the language side). Knowledge discovery is then treated as a link prediction task on the knowledge graph taking pre-training model as a probe. Model training is then guided by the links predicted in the knowledge discovery process. These two steps are performed iteratively for continuous learning. In the optimization, we design confidence score aware soft labels and add regularization to mitigate the problem of error propagation.

For knowledge discovery, we evaluate the quality of edges identified in the multi-modal knowledge graph. For the pre-trained model, we evaluate its performance on one typical downstream task, i.e., image-text retrieval. Experiments on MS-COCO [1] and Flickr30K [8] demonstrate the effectiveness of our proposed framework. We also configure the noisy uni-modal datasets to validate the robustness of our model and results show that the framework can perform reliable model training even in the noisy environment.

2 Related Work

Vision-Language Representation Learning. Following BERT [26], UNITER [27], Unicoder [14], ERNIE-ViL [24] and VinVL [18] pre-train the vision-language transformer model on the large-scale annotated image-sentence pairs to learn the knowledge of the inter-modality links. In language pre-training, explicitly incorporating external knowledge to enhance model pre-training is investigated by ERNIE [28] and widely explored in recent years [30, 31, 32]. The knowledge facilitates model pre-training by an improved structural masked language model to enhance the modeling in structure, such as syntactic and semantic. In the vision-language pre-training, ERNIE-ViL [24] and ROSITA [25] integrate the knowledge of concepts from image and sentence to enhance the semantic alignments. In our work, we introduce a multi-modal knowledge graph in the dataset where the concepts, namely, phrases and objects, are unified.

Knowledge Discovery via Link Prediction. The construction of knowledge graph aims to predict the missing relation or entity in the triple [33, 34, 35, 36, 37]. In multi-modal knowledge graph, [34] constructs datasets to predict the multi-relational links between entities associated with numerical and visual data. VisualSem [20] adopts CLIP [21] to identify semantic concepts from images. To test the model’s generalization ability, [37] presents an open-world knowledge graph completion model to predict the links among entities unseen in training set. These works concentrate on knowledge discovery with the fixed multi-modal model. Different from these works, we perform knowledge discovery in a unified framework which unifies knowledge discovery and multi-modal pre-training.

Figure 1: The unified framework which unifies knowledge discovery and multi-modal pre-training.
discover and multi-modal model training in an iterative way, thus the knowledge graph is obtained with the progressively improved multi-modal model.

**Pseudo Labeling** Given the class labels, pseudo-labeling [38, 39] aims to pick a pseudo one for unlabeled samples with a model trained on labeled data. [38] produces pseudo-labels from the prediction of a trained model. [40] assigns labels for unlabeled samples through the propagation on the graphs. [39] incorporates confidence scores for unlabeled samples on the density of a local neighborhood. [41] considers the uncertainty of the confidence score for better network calibration. In the classification based pseudo labeling, the label is determined by the threshold. The same method in link assignment leads to popular nodes dominate the graph which degrades the graph quality and hinders the training of nodes with less edges. Thus, we estimate the popularity and devise the label-aware threshold for link assignment.

### 3 Continuous Learning Framework

The workflow of our continuous learning framework is presented in Algorithm 1. Given two uni-modal datasets (images and texts) and an initialized version of multi-modal pre-training model, we aim to deliver a multi-modal knowledge graph and an updated version of the pre-training model. In each iteration $t$, the knowledge graph and the pre-training model can be updated through knowledge discovery and model training.

**3.1 Task Preliminary**

**Uni-modal Datasets.** Given two Uni-modal datasets of images $I$ and texts $T$, we construct a knowledge graph and train the multi-modal pre-training model.

**Multi-modal Knowledge Graph.** We maintain a graph $\mathcal{G}$ to store the multi-modal knowledge. It has four kinds of nodes: image $I \in \mathcal{I}$ and sentence $T \in \mathcal{T}$ in global level, object $O$ and phrase $P$ in local level. It has two kinds of edges: intra-modality ones $(L(O,I), L(P,T))$ and inter-modality ones $(L(I,T), L(O,P))$. For intra-modality edges, we have link $L(O,I) = 1$ if $O \in I$ and $L(P,T) = 1$ if $P \in T$.

**Knowledge Discovery.** We identify cross-modality edges, i.e., $\{L(I,T), L(O,P)\}$, in the multi-modal knowledge graph for knowledge discovery. This starts with a multi-modality pre-training model $F_\theta$, and it assigns confidence scores in $[0, 1]$ to cross-modality edges as Eq. (1).

$$F_\theta(I, T) \to [0, 1], \quad F_\theta(O, P) \to [0, 1], \quad \text{where } O \in I, \quad P \in T$$

**Multi-modal Pre-training.** We sample cross-modality edges $(\{\hat{L}(I,T), \hat{L}(O,P)\})$ from the multi-modal knowledge graph as supervisions for continuous multi-modal pre-training.

### 3.2 Knowledge Discovery as Link Prediction on Multi-modal Graph

We treat knowledge discovery as the task of link prediction on the multi-modal graph on two semantic levels, namely, global level (image and sentence) and local level (object and phrase).

**3.2.1 Global Level Link Prediction**

Given a node pair that contains an image $I$ and a sentence $T$, the pre-trained model is employed to compute a confidence score to determine the existence of the edge. This is regarded as a classification problem and a threshold $\lambda$ is introduced to make the decision [38] 39. The calculation is shown in Eq. (2).

$$\hat{L}(I,T) = 1[F_\theta^{-1}(I, T) \geq \lambda] \quad (2)$$

**Label-aware Link Assignment (LA).** After link prediction on the graph, images are labeled with connected sentences, or vice versa. Following this interpretation, we can regard $I$ as input and $T$ as label in Eq. (2). Some nodes (image or sentences) in the graph might be more popular than others. Nodes with less edges suffer from the problem of under-training. And links connected to these kinds of nodes tend to obtain lower confidence scores. To mitigate this problem, we propose to set the threshold dynamically for a link considering the popularity of nodes (also known as labels) it connects.
to. First, we estimate the confidence score $\mathbb{P}(L = 1|I)$ of the label to measure its popularity $E(I)$ as Eq. (3). We assume sentence $T$ is sampled from an empirical (uniform) distribution and $\mathbb{P}(T|I)$ is thus constant.

$$\mathbb{P}(L = 1|I) = \sum_T \mathbb{P}(L = 1|T, I) \mathbb{P}(T|I) \approx \frac{1}{|\{T_k\}|} \sum_{T_k} \mathbb{P}(L = 1|T_k, I) = E(I) \quad (3)$$

In addition, we add the power hyperparameter $\mu$ to compute the corresponding label-aware threshold $\lambda(I)$. So is for sentence $T$.

$$\lambda(I) = [E(I)]^\mu \quad (4)$$

**Bi-label Link Assignment (BL).** For a cross-modality edge, both nodes it connects obtain popularity scores. Thus, we propose to consider thresholds of both nodes for link prediction and classify links into two categories, namely strong and weak ones. If the confidence score of a link is higher than both thresholds, it is treated as a strong one. If the score is only higher than one threshold, it is a weak one. We denote $\hat{L}_{(I,T)} = 0.5$ for weak links. Overall, the links between image $I$ and sentence $T$ can be summarized as Eq. (5).

$$\hat{L}_{(I,T)} = \frac{1}{2} \times (\mathbb{1}[F_{\theta}^{t-1}(I, T) \geq \lambda(I)] + \mathbb{1}[F_{\theta}^{t-1}(I, T) \geq \lambda(T)]) \quad (5)$$
3.2.2 Local Level Link Prediction

For the local level, we link concepts in different modalities. For computation efficiency, we only consider links between objects and phrases whose global nodes (image and sentence) are connected in the graph. On the language side, we utilize spacy\footnote{https://spacy.io/} for noun phrases identification and filter out those with low frequency to form a phrase set. On the vision side, an object detector is used to locate objects\cite{42}. Following\cite{43}, the representation of phrase is computed through mean-pooling of its tokens, then we measure the cosine similarity between the phrase and all objects in image $I$. Softmax is utilized to normalize the similarity scores. At last, the object whose similarity score is larger than $\lambda_C$ would be linked to the phrase.

$$L^t_{(O,P)} = \mathbb{1}[F^t_{\theta}^-(I,T) \neq 0] \mathbb{1}[F^t_{\theta}^- (O,P) \geq \lambda_C]$$ (6)

3.3 Multi-modal Pre-training

Based on the constructed multi-modal knowledge graph, we sample cross-modality links for model training. Links in the graph are identified automatically without human monitoring, therefore it is likely to contain noisy supervision. In order to mitigate the problem of error propagation, we propose a confidence score aware mechanism for model pre-training. We use image-text matching as the pre-training task. Note that, our framework is compatible to include other pre-training tasks.

3.3.1 Graph Structure Enhanced Representation Learning

For an input image or sentence, we learn their representations taking the graph structure into consideration. For each node (image or sentence), two-hop neighbors are considered. Take image node as an example, the directly linked sentences and phrase nodes connected to these sentences are included. Therefore, we integrate multiple levels of semantic information into the learning process. In practice, the linked sentences $N_I = \{T|\hat{L}_t(I,T) = 1\}$ and corresponding phrases $P_I = \{P|P \in T, O \in I, \hat{L}_t(I,T) = 1, \hat{L}_t(I,O,P) = 1\}$ are concatenated to the original image to form an input sequence. The phrases share the token embedding with the sentence, and we add a new segment embedding vector to denote that it shares the semantics with the image instead of the sentence.

3.3.2 Confidence Score Aware Training

Instead of directly using hard labels as supervision we use confidence scores of links to construct soft labels for training. Losses are computed in both global (image-text) and local (phrase-object) levels.

**Global Level Loss.** There are three types of cross-modality edges between nodes according to the confidence score, namely, strong one, weak one and none. We construct a triplet for loss computation. Take the image as an example. For each image $I$, we randomly select a linked sentence node $T^+ \in \{T|\hat{L}_t(I,T) = 1\}$ to compose a positive pair. If there is no $T \in T$ satisfies the requirement, the sentence is sampled from the weak linked sentences $T^- \in \{T|\hat{L}_t(I,T) = 0.5\}$. The negative sentence $T^-$ is sampled from $\{T|\hat{L}_t(I,T) = 0\}$ that do not link to image $I$.

For these sampled links, we sharpen the confidence score by the exponential operation with hyperparameter $\gamma$. We observe that weak links are more likely to be mistakenly assigned than strong ones, another hyperparameter $\mu < 1$ is thus adopted on the group of weak ones. The label construction is shown in Eq. (7).

$$Y^t_{(I,T)} = \begin{cases} [F^t_{\theta}^-(I,T)]^\gamma, & \hat{L}_t(I,T) = 1 \\ \mu [F^t_{\theta}^-(I,T)]^\gamma, & \hat{L}_t(I,T) = 0.5 \\ 1 - [1 - F^t_{\theta}^-(I,T)]^\gamma, & \hat{L}_t(I,T) = 0 \end{cases}$$ (7)

The loss is shown in Eq. (8).

$$\mathcal{L}_{IT} = - \sum_{(I,T)} Y^t_{(I,T)} \log F_{\theta}(I,T)$$ (8)
Local Level Loss. For the linked pairs of objects and phrases, we regard the phrase $P$ as the anchor and collect all of $O \in I$ for the cross-entropy computation. In this level, we simply take $Y_{(O,P)}^t = L_{(O,P)}^t$ and optimize with the following Eq. (9):

$$L_C = - \sum_{(I,T)} Y_{(I,T)}^t \sum_{(O,P) \in I,F \in T} Y_{(O,P)}^t \log F_{\theta}(O,P)$$

Regularization to Reduce Uncertainty of Confidence. To ensure the reliability of the linking confidence scores, we further reduce the uncertainty during the training. MC Dropout [44] is employed for uncertainty estimation. For each input pair $(I,T)$, we perform forward computation twice of the model with different dropout and get the confidence scores $F_{\theta,1}(I,T)$ and $F_{\theta,2}(I,T)$ which can be regard as the two bernoulli distributions, then utilize the Jensen–Shannon divergence to minimize the distance which is shown in Eq. (10).

$$L_U = \frac{1}{2} KL (F_{\theta,1}(I,T)||F_{\theta,2}(I,T)) + \frac{1}{2} KL (F_{\theta,2}(I,T)||F_{\theta,1}(I,T))$$

The overall training loss of our model has three components as Eq. (11) with hyperparameters $\lambda_T$, $\lambda_C$, and $\lambda_U$.

$$L = \lambda_T L_T + \lambda_C L_C + \lambda_U L_U$$

4 Experiment

4.1 Experiment Setup

To validate the effectiveness of the proposed framework, we evaluate the performance on two tasks, knowledge discovery and cross-modal image-text retrieval under transductive setting. For knowledge discovery, we evaluate the performance of link prediction for both global level (image and sentence) and local level (object and phrase).

Dataset. The evaluation is performed on two benchmark datasets, MS-COCO [1] and Flickr30K [2]. In test split, MS-COCO and Flickr30K contain 5,000 and 1,000 images respectively, and each image is annotated with 5 text descriptions. In addition to text descriptions, Flickr30K also provides bounding box annotation for each phrase in the description, which enables local level link prediction. In total, there are 16,576 pairs of phrase and object.

Evaluation Metrics. For knowledge discovery, we follow [45] and use recall (R), precision (P) and F1 (F) as evaluation metrics for global level link prediction; while for local level link prediction, since it is equivalent to phrase grounding task, we follow [46] and use the accuracy as the evaluation metric. The accuracy is defined as the fraction of query phrases whose predicted bounding box overlaps ground-truth box with IoU larger than 0.5. For image-text retrieval, we report recall at $K$ (R@K) following the metrics in [47].

Implementation. We employ VinVL(base) [18] as our backbone. In our continuous learning framework, we need to initialize the multi-modal graph for an iterative optimization. As VinVL [18] (base) are not pre-trained with image-text matching task, CLIP is used to produce the initial linking confidence score between image and text for graph initialization. The hyperparameters are selected according to the results on randomly sampled 100 image-sentence pairs in validation set.

In the experiments, the dropout rate is 0.1. We set $\lambda_T, \lambda_C, \lambda_U = 1.0, 0.05, 0.5$ in Eq. (11), $\mu, \gamma = 0.6, 0.25$ in Eq. (7). The batch size is set as 32. Adam [48] with $\beta_1 = 0.9, \beta_2 = 0.999$ is used as the optimizer. We use the linear-decay learning rate scheduler with 10% warmup, and train the model with 15 and 20 epochs ($t_{max}$) on MS-COCO and Flickr30K, respectively.

During knowledge discovery, for computing image (sentence) popularity, we sample the counterpart sentences (images) which earn top-$K$ tiers. In MS-COCO, we set $K = 7, 2$ and the power parameter $\mu = 0.98, 1.0$ in Eq. (4) for image and sentence, respectively. While in Flickr30K, we set $K = 10, 2$ and power parameter $\mu = 0.96, 1.0$. For ablation study (§4.3) and other experiments (§4.4), we set the hyperparameters of $K$ and $\mu$ as the same with that in popularity computation for equal comparison.

For computation efficiency, during the knowledge discovery, instead of computing the linking confidence score for each pair across the unimodal datasets, which needs $\#T \times \#I$ times of
calculation, we firstly perform cross-modal retrieval with CLIP and select the top 40 candidate sentences (images) for each image (sentence), then the knowledge discovery of each image or sentence is limited in the corresponding 40 pairs. The number of calculation is reduced to \((\#T + \#I) \times 40\).

4.2 Performance Comparison

**Compared Baselines.** We compare the proposed framework with several vision language pre-trained models, including CLIP(ViT-B/32) [21] and VinVL(base) [18]. For knowledge discovery, in addition to CLIP and VinVL, we also compare with two weakly supervised phase grounding models, i.e., CLPG [49] and CKD [46] on Flickr30K in terms of local level link prediction. For Image-text retrieval, since our framework does not require any paired image-text data for training, for a fair comparison, the CLIP is evaluated under zero-shot setting, and VinVL is trained with the links obtained from CLIP.

**Results and Analysis.** Table 1 summarizes the performance comparison results. For knowledge discovery, our method achieves remarkable improvement compared with CLIP and VinVL for both global level and local level link prediction, showing the effectiveness of our method in knowledge discovery. It is worthwhile to mention that our method also outperforms weakly-supervised phase grounding methods CLPG and CKD for local level link prediction without any supervision. For image-text retrieval, similar observations can be founded. Our method outperforms both CLIP and VinVL, attaining the best performances in terms of image-text retrieval. The superior performances attained on both knowledge discovery and image-text retrieval demonstrate the effectiveness of the proposed iterative vision-text pre-training framework.

| Model   | Knowledge Discovery | Image-text Retrieval |
|---------|---------------------|----------------------|
|         | R | P | F | Acc | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 |
| **Flickr30K** | | | | | | | | | | |
| CLPG [49] | - | - | - | 51.7 | - | - | - | - | - | - |
| CKD [46] | - | - | - | 53.1 | - | - | - | - | - | - |
| CLIP [21] | 42.6 | 54.1 | 47.7 | 59.2 | 94.7 | 98.3 | 58.6 | 83.4 | 89.9 |
| VinVL [18] | 64.1 | 80.3 | 71.3 | 99.1 | 99.7 | 75.1 | 93.5 | 96.1 | |
| **Ours** | 72.2 | 88.1 | 79.4 | 94.3 | 99.5 | 99.7 | 82.4 | 95.0 | 96.5 |

| **MS-COCO** | | | | | | | | | | |
| CLIP [21] | 11.7 | 28.7 | 16.7 | - | 50.2 | 75.0 | 83.6 | 30.4 | 56.0 | 66.9 |
| VinVL [18] | 29.1 | 70.7 | 41.2 | - | 65.8 | 86.3 | 90.8 | 50.2 | 75.2 | 81.7 |
| **Ours** | 33.6 | 79.5 | 47.2 | - | 71.5 | 87.2 | 91.7 | 54.0 | 76.5 | 82.3 |

4.3 Ablation Study

We further investigate the effectiveness of different modules in our framework, which includes knowledge discovery (KD), confidence score aware loss (CAL), graph structure enhanced representation learning (GL) and uncertainty reducing (UR) in multi-modal pre-training. Table 2 summarizes the ablation study results on Flickr30K using VinVL as the base model. From the results, we have the following observations. First, when adding each of the modules, the performances of both knowledge discovery and image-text retrieval have been improved, which suggests the effectiveness of these components. Second, it achieves the best performance when using all components, demonstrating these four modules are complementary to each other.

4.4 Discussion

**Continuous Learning Performance w.r.t Iteration Step.** In the test set of Flickr30K [8], we evaluate each iteration step of the framework to validate the effectiveness of the proposed continuous
Table 2: Ablation study in the test set of Flickr30K [2].

| Model  | R     | P     | F     | Acc   | R@1   | R@5   | R@10  | R@1   | R@5   | R@10  |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| VinVL  | 64.1  | 80.3  | 71.3  | 50.4  | 89.1  | 99.1  | 99.7  | 75.1  | 93.5  | 96.1  |
| +KD    | 68.0  | 83.9  | 75.1  | 55.1  | 91.1  | 99.1  | 99.7  | 77.8  | 94.2  | 96.2  |
| +CAL   | 70.8  | 85.7  | 77.5  | 56.8  | 92.8  | 99.1  | 99.7  | 80.1  | 94.6  | 96.3  |
| +GL    | 71.3  | 86.6  | 78.2  | 57.6  | 93.6  | 99.1  | 99.7  | 81.7  | 94.8  | 96.5  |
| +UR    | 72.2  | 88.1  | 79.4  | 58.7  | 94.3  | 99.5  | 99.7  | 82.4  | 95.0  | 96.5  |

learning strategy. The performance with respect to global level knowledge discovery and image-text retrieval is shown in Figure 2. From the table, we can see that as the iteration goes on, the overall performance in both tasks gets better in the early stage and is maintained in the later. This demonstrates that (1) the knowledge discovery and the multi-modal model can benefit each other for successive improvement; (2) despite the error in knowledge discovery is inevitable during the iteration, our framework with confidence score aware training can alleviate this issue hence preventing the failure of training.

Figure 2: Evaluation of each iteration step of the continuous learning framework in the test set of Flickr30K [8].
Effects of Different Link Assignment Strategies. As mentioned in §3.2.1, we have introduced different link assignment strategies in the process of knowledge discovery. These strategies include (1) the comparison one, absolute threshold based link assignment (AT) [38, 39] in Eq. (2), (2) label-aware link assignment (LA) and bi-label link assignment (BL) that can be successively added to VinVL. To investigate the effects of different strategies, we conduct experiments on Flickr30K datasets and the experimental results are reported in Table 3. To demonstrate that the proposed link assignment strategies are also effective in dealing with the imbalance problem in link prediction, we report the proportion of the links from popular nodes (%PP) that have more than 10 links. From the results, we find that: (1) The problem of imbalance is serious in VinVL and VinVL+AT. Through integrating LA and BL into VinVL, no nodes will have more than 10 links as the %PP is reduced to 0. (2) Compared to VinVL and AT, LA and BL successively improve the performance of link prediction as well as the image-text retrieval.

Table 3: Performances of different link assignment strategies on Flickr30K [2]. VinVL is used as the base model. Confidence score aware loss is adopted when using different link assignment strategies.

| Model | Knowledge Discovery | | Image-text Retrieval | |
|-------|---------------------|-----------------|---------------------|-----------------|
|       | %PP | R | P | F | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 |
| VinVL | 30.7 | 64.1 | 80.3 | 71.3 | 89.1 | 99.1 | 99.7 | 75.1 | 93.5 | 96.1 |
| +AT   | 25.3 | 66.3 | 81.8 | 73.2 | 89.6 | 98.9 | 99.6 | 75.9 | 93.6 | 96.1 |
| +LA   | 3.8 | 74.5 | 73.9 | 74.2 | 91.3 | 99.1 | 99.7 | 78.3 | 94.0 | 96.2 |
| +BL   | 0.0 | 70.8 | 85.7 | 77.5 | 92.8 | 99.1 | 99.7 | 80.1 | 94.6 | 96.3 |

Performance of Inductive Learning. We then test the generalization ability of our pre-trained model under inductive learning where neither the pseudo graph nor the graph modeling is available. In our implementation, we randomly sample 1,000 images and the corresponding 5,000 sentences from the training set of Flickr30K to construct two unimodal datasets for training, and test the model in the Flickr30K. For comparison, we also train the CLIP [21] and VinVL [18] with the pairs under supervised setting. Supervised VinVL can be regarded as the upper bound. The results are summarized in Table 4.

From the results, our model outperforms VinVL in unsupervised setting and the supervised CLIP, and achieve comparable performance with supervised VinVL. The results basically suggest that our method generalizes well under inductive learning.

Table 4: Performance of multi-modal model in the Flickr30K testing set with inductive manner.

| Model | Image-to-Sentence | Sentence-to-Image | |
|-------|-------------------|-------------------|---|
|       | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 |---|
| Supervised Learning | | | | | | | |
| CLIP   | 85.1 | 96.6 | 99.0 | 68.7 | 89.7 | 94.8 |
| VinVL  | 90.3 | 99.4 | 99.8 | 79.4 | 94.6 | 96.5 |
| Unsupervised Learning | | | | | | | |
| CLIP   | 79.2 | 94.7 | 98.3 | 58.6 | 83.4 | 89.9 |
| VinVL  | 84.9 | 98.4 | 99.5 | 70.2 | 92.0 | 95.3 |
| Ours   | 91.2 | 99.5 | 99.8 | 78.3 | 94.1 | 96.1 |

Noisy Environment. To test the noise-resistant learning capability of the multi-modality model, we setup the noisy environment where not each sample in the uni-modal dataset has a corresponding counterpart. The clean version of unimodal datasets is composed of 500 images which are randomly sampled from the test set of Flickr30K and their corresponding 2,500 sentences. Then, we add noises
through (1) randomly adding 2,500 sentences of MS-COCO to the sentence based unimodal dataset; (2) adding 500 images from validation set of Flickr30K to the image based unimodal dataset; (3) both (1) and (2). The noisy samples do not have ground-truth links. We test it on the whole test set of Flickr30K with 1,000 images and 5,000 sentences. We list the results in Table 5.

From the table, we find that: (1) Compare to adding noise to either image or sentence based unimodal dataset, adding noise to both fails to predict another 2% ground-truth links. (2) Despite the degradation in the quality of the pseudo graph, our noisy-resistant model training is comparable among different settings. This validates the learning efficiency of our framework in the noisy environment.

Table 5: Performance comparison in the noisy environment. Noise-i is corresponding to the i-th noise adding strategy in the section of Noisy Environment.

| Data    | Global | Image-to-Sentence | Sentence-to-Image |
|---------|--------|-------------------|-------------------|
|         | R   | P    | F    | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 |
| Clean   | 76.8 | 89.9 | 82.8 | 91.5 | 99.3 | 99.6 | 77.8 | 94.5 | 96.2 |
| Noise-1 | 74.3 | 89.5 | 81.2 | 92.2 | 99.4 | 99.7 | 78.1 | 94.0 | 96.1 |
| Noise-2 | 74.3 | 86.7 | 79.2 | 92.5 | 99.4 | 99.6 | 77.9 | 94.3 | 96.3 |
| Noise-3 | 72.6 | 82.1 | 77.1 | 92.4 | 99.3 | 99.7 | 77.0 | 94.1 | 96.1 |

Random Uni-modalDatasets where No Ground-truth Link Exists. To demonstrate that our framework does not heavily rely on the selection of the unimodal datasets, we setup a random environment where none of image or sentence has ground-truth counterpart. In the environment, instead of selecting both of image and text based uni-modal datasets from Flickr30K testing set in §4.1, we keep the 1,000 images of Flickr30K testing set as the image based uni-modal dataset, and pick up 5,000 sentences from MS-COCO training set to compose the text based uni-modal dataset. In evaluation, considering that no ground-truth link exists in the random environment, we ignore the task of knowledge discovery and only report the performance of image-text retrieval in Flickr30K testing set. The first three comparison models are trained with the uni-modal datasets where both of the image and text based uni-modal datasets from the Flickr30K testing set. The result is listed in Table 6. From the table, we find that the missing of ground-truth counterpart degrades the model performance in image-text retrieval. Compare with VinVL(Random) and the counterpart model VinVL, Ours(Random) has less performance drop from its counterpart. The performance of Ours(Random) is better than CLIP and comparable with VinVL which are trained with the uni-modal datasets where the ground-truth link exists. This demonstrates that our framework is effective when training on random unimodal datasets.

Table 6: Performance comparison in the random environment where none of image or sentence has ground-truth counterpart. The first three comparison models are trained with the uni-modal datasets where the ground-truth link exists.

| Model     | Image-to-Sentence | Sentence-to-Image |
|-----------|-------------------|-------------------|
|           | R @1 | R@5 | R@10 | R@1 | R@5 | R@10 |
| CLIP [21] | 79.2 | 94.7 | 98.3 | 58.6 | 83.4 | 89.9 |
| VinVL     | 89.1 | 99.1 | 99.7 | 75.1 | 93.5 | 96.1 |
| Ours      | 92.2 | 99.4 | 99.7 | 78.1 | 94.0 | 96.1 |
| VinVL(Random) | 75.9 | 98.1 | 99.5 | 66.8 | 92.2 | 95.6 |
| Ours(Random) | 89.7 | 99.3 | 99.7 | 75.7 | 93.2 | 96.0 |

5 Conclusion

In this paper, we propose a unified continuous learning framework for multi-modal knowledge discovery and pre-training based on two uni-modal datasets. In the framework, knowledge discovery
is regarded as the problem of inter-modality link prediction on a multi-modal knowledge graph. Multi-modal pre-training is then performed with the guidance of the knowledge graph. In order to mitigate the error propagation problem in the iterative process, we propose label-aware link assignment strategy based on the popularity of nodes in the graph construction. For model pre-training, we take graph structure as the knowledge for guidance. In practice, two-hop neighbors are utilized for the node representation learning. The experiments on Flickr30K and MS-COCO validate the quality of the multi-modal graph and the performance of pre-training model. The further analysis in the noisy environment also demonstrates that our system can perform reliable model training.

There are three major future directions. Firstly, more pre-training tasks on the multi-modal graph can be introduced to our framework for better model pre-training. Secondly, it would be interesting to explore a more efficient way for better continuous learning with efforts on quality control of the multi-modal knowledge graph. Thirdly, we would like to explore the structure of multi-modal graph for better cross-modality knowledge representation.
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