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Abstract: The last-generation CMIP6 global circulation models (GCMs) are currently used to interpret past and future climatic changes and to guide policymakers, but they are very different from each other; for example, their equilibrium climate sensitivity (ECS) varies from 1.83 to 5.67 °C (IPCC AR6, 2021). Even assuming that some of them are sufficiently reliable for scenario forecasts, such a large ECS uncertainty requires a pre-selection of the most reliable models. Herein the performance of 38 CMIP6 models are tested in reproducing the surface temperature changes observed from 1980–1990 to 2011–2021 in three temperature records: ERA5-T2m, ERA5-850mb, and UAH MSU v6.0 Tlt. Alternative temperature records are briefly discussed but found to be not appropriate for the present analysis because they miss data over large regions. Significant issues emerge: (1) most GCMs overestimate the warming observed during the last 40 years; (2) there is great variability among the models in reconstructing the climatic changes observed in the Arctic; (3) the ocean temperature is usually overestimated more than the land one; (4) in the latitude bands 40° N–70° N and 50° S–70° S (which lay at the intersection between the Ferrel and the polar atmospheric cells) the CMIP6 GCMs overestimate the warming; (5) similar discrepancies are present in the east-equatorial pacific region (which regulates the ENSO) and in other regions where cooling trends are observed. Finally, the percentage of the world surface where the (positive or negative) model-data discrepancy exceeds 0.2, 0.5 and 1.0 °C is evaluated. The results indicate that the models with low ECS values (for example, 3 °C or less) perform significantly better than those with larger ECS. Therefore, the low ECS models should be preferred for climate change scenario forecasts while the other models should be dismissed and not used by policymakers. In any case, significant model-data discrepancies are still observed over extended world regions for all models: on average, the GCM predictions disagree from the data by more than 0.2 °C (on a total mean warming of about 0.5 °C from 1980–1990 to 2011–2021) over more than 50% of the global surface. This result suggests that climate change and its natural variability remain poorly modeled by the CMIP6 GCMs. Finally, the ECS uncertainty problem is discussed, and it is argued (also using semi-empirical climate models that implement natural oscillations not predicted by the GCMs) that the real ECS could be between 1 and 2 °C, which implies moderate warming for the next decades.
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1. Introduction

Global climate models (GCMs) are complex computer programs that are used to understand and forecast how the Earth’s climate has changed in the past and may change in the future according to specific emission scenarios: see the assessment reports produced by the Intergovernmental Panel on Climate Change [1–3]. To achieve this goal, the GCMs attempt to simulate all physical, chemical and biological known processes occurring in the atmosphere, land surface and oceans, their mutual interactions and global circulation. The models are also driven by a set of climatic radiative forcings deduced from
several records describing the evolution of the solar irradiance and volcano eruptions plus
the so-called human-induced climate drivers derived from changes in the atmospheric
concentration of CO$_2$, CH$_4$, aerosols and others.

The available GCMs have evolved greatly during the last 20 years and their charac-
teristics and results have been coordinated and collected by the World Climate Research
Programme (WCRP) Coupled Model Intercomparison Projects (CMIP). Their third version
(CMIP3) was used in the 2007 IPCC fourth assessment report (AR4) [1] and their fifth
version (CMIP5) was used in the 2013 IPCC AR5 [2]. The sixth and latest version of these
models (CMIP6) was adopted in the 2021 IPCC sixth assessment report (AR6) [3].

However, the proposed GCMs cannot be considered satisfactory for several reasons.
For example, the CMIP3 and CMIP5 GCMs poorly reconstruct the natural oscillations of the
climate system, which appear to be associated with several solar and lunisolar tidal cycles
at periods of about 9.1, 10.4, 20, 60, 115, and nearly 1000 years [4,5]. Moreover, Scafetta [6]
showed that the climate models fail to reconstruct the warm periods of the past—such
as the Roman and the Medieval Warm Period—that correspond to the warm phase of
a quasi-millennial oscillation that is prominent in several multi-millennial temperature
reconstructions [7–15].

The available climatic models also appear to overestimate the warming observed
during the last 40 years—since 1980—and in particular from 2000 to 2020 when the warming
rate has decreased relative to the previous 20 years despite the fact that the years 2015–2016
and 2021 experienced two strong natural warming peaks [4–6,16]. A significant discrepancy
between the model predictions and the temperature data is also observed above the tropics
at the 200- to 300-hPa atmospheric layer, where the models predict a strong hot-spot not
observed in the data [17]. A persistent warming bias confirming that the CMIP6 models
overestimate atmospheric warming is also observed in the vertical profile of recent tropical
temperature trends [18].

Indeed, climate models are affected by large physical uncertainties mostly because the
water vapor feedback and the cloud system are poorly modeled and understood. Moreover,
additional astronomical forcings (for example, due to long-range lunisolar tides, accurate
solar irradiance records, cosmic ray and interplanetary dust incoming fluxes) and their
related mechanisms are still missing and/or debated [5,19–21].

The physical uncertainty of the GCMs becomes evident when their equilibrium climate
sensitivity (ECS) is compared. The ECS is defined as the global surface warming (at the
thermal equilibrium) induced by doubling the atmospheric concentration of CO$_2$ from the
pre-industrial value of 280 to 560 ppm. The ECS of the CMIP5 models varied from 2.1 to
4.5 °C; and in 2013 the IPCC [2] estimated that it likely ranges from 1.5 to 4.5 °C, as already
proposed by Jule Charney in 1979 [2,22]. Paradoxically, the ECS of the novel CMIP6 GCMs
present even a larger range: from 1.83 to 5.67 °C (see Figure 1). The issue is of great concern
because the ECS of many of these new models (at least 13 of them are shown in the figure)
even exceeds 4.5 °C, which was the previously accepted upper-limit value [2,23].

The ECS problem is both challenging and crucial because several empirical studies con-
cluded that its value should be usually lower than the GCM estimates: that is, between 0.5
and 2.5 °C.

For example, Lindzen and Choi [24] estimated an ECS of 0.7 °C (with the confidence
interval 0.5–1.3 °C at 99% levels). Scafetta [5] deduced that the real ECS had to be at most
half of that estimated by the CMIP5 climate models, which is roughly between 1 and 2.2 °C.
Lewis and Curry [25] calculated an ECS median of 1.50 °C (with 5–95% range: 1.05–2.45 °C).
Bates [26] and Monckton et al. [27] evaluated a climate sensitivity in the neighborhood
of 1 °C. Kluit et al. [28] found an ECS range of 2.09–2.40 °C depending on the radiative
feedback related to the chosen relative humidity profile. van Wijngaarden and Happer [29]
found an ECS range of 1.4–2.3 °C for different model configurations but ignoring a possible
negative feedback from the cloud system. The high ECS of some of the CMIP6 models is
also not supported by paleoclimatic records [30], and some studies have already reported
that high ECS models predict historical warming trends that are too large [31].
These results led Knutti et al. [22] to acknowledge both the great uncertainty regarding the ECS value and the existence of a scientific dichotomy between observations and models; these authors stated that “evidences from climate modelling favours values of ECS in the upper part of the likely range, whereas many recent studies based on instrumentally recorded warming—and some from paleoclimate—favour values in the lower part of the range”.

It is, therefore, crucial to solve this dichotomy by narrowing the uncertainty regarding the ECS. Such information is necessary also for better estimating the magnitude of future climatic changes. For example, Huntingford et al. [32] showed that by assuming an instantaneous climatic response to radiative forcing, the various ECS values of the CMIP6 GCMs predict a 1860–2020 global warming between 1 and 3.3 °C, while the observed warming has been about 1 °C. These authors concluded that the CMIP6 climate models, taken as a set, imply high committed warming levels for the 21st century even without additional CO$_2$ emissions. This result would require very aggressive and expensive mitigation policies for keeping the temperature below 1.5–2.0 °C, above the pre-industrial (1850–1900) levels. In fact, Huntingford et al. [32] concluded that such a situation “may eventually require the massive implementation of technologies that can extract CO$_2$ from the atmosphere”.

In any case, the current GCMs are quite different from each other and they poorly agree with the observations despite the tuning and parameterization (for example, for modeling the clouds, the convective processes, etc.) of their internal variables for obtaining the best matching with the data [33]. However, at the moment there are no definitive criteria to prefer one specific model over the others, and the IPCC [3] lists all of them equally, although the AR6 has narrowed the ECS likely range to 2.5–4.0 °C by considering multiple lines of evidence [34]. It may also happen that all CMIP6 GCMs are wrong because important solar-astronomical forcings, which could be responsible for an oscillating natural climatic variability, are not modeled in the GCMs [5,19,20].

In this paper, we test 38 CMIP6 models in simulating the surface temperature changes observed between the periods 1980–1990 and 2011–2021 using surface distributions to better identify the regions where the models mostly fail. The time range was chosen because it is covered by both land and satellite temperature records and is sufficiently long (over 30 years) for evaluating the models. Finally, the relevance of the results regarding the ECS uncertainty issue is discussed.
2. Data and Method

Herein, we analyze the temperature at the surface (tas) produced by 38 (over 40) CMIP6 model runs downloaded from Climate Explorer from 1980 to 2021. Two models (GFDL-CM4 and HadGEM3-GC31-MM f3) could not be analyzed because the data were missing. The analyzed models are listed in Table 1. We adopt GCM simulations for the shared socioeconomic pathway (SSP) 370 with the exception for 4 cases (CIESM, FIO-ESM-2-0, HadGEM3-GC31-LL f3, NESM3) where the SSP 585 simulations were used because the former were missing; in the chosen time range—from 1980 to 2021—the various SSPs produce nearly identical results. Moreover, we adopt the CMIP6 mean (one member per model).

Table 1. The CMIP6 GCMs herein studied using the listed SSP simulation, the mean warming from 1980–1990 and 2011–2021 (over the total surface, land and ocean), and their performance estimated by the percentage of the world area where they disagree with the ERA5-T2m record by $|\Delta T| \geq 0.2$ °C, $|\Delta T| \geq 0.5$ °C and $|\Delta T| \geq 1.0$ °C regarding the warming from 1980–1990 and 2011–2021. The last six rows add information about the used temperature records.

| CMIP6 GCM | ECS (°C) | Mean $|\Delta T|$ Total (°C) | Mean $|\Delta T|$ Land (°C) | Mean $|\Delta T|$ Ocean (°C) | $|\Delta T| \geq 0.2$ °C (%) | $|\Delta T| \geq 0.5$ °C (%) | $|\Delta T| \geq 1.0$ °C (%) |
|-----------|----------|---------------------------|---------------------------|---------------------------|----------------------------|---------------------------|----------------------------|
| ACCESS-CM2 | 370      | 4.72                      | 0.87                      | 1.04                      | 0.78                      | 71                        | 28                        | 6.3                        |
| ACCESS-ESM1-5 | 370     | 3.87                      | 0.84                      | 1.04                      | 0.74                      | 66                        | 31                        | 6.8                        |
| AWI-CM-1-1-MR | 370     | 3.16                      | 0.76                      | 0.87                      | 0.71                      | 58                        | 21                        | 5.1                        |
| BCC-CSM2-MR | 370      | 3.04                      | 0.65                      | 0.78                      | 0.59                      | 50                        | 18                        | 4.9                        |
| CAMS-CSM1-0 | 370      | 2.29                      | 0.38                      | 0.41                      | 0.37                      | 53                        | 21                        | 5.3                        |
| CanESM5 p1 | 370      | 5.62                      | 1.19                      | 1.42                      | 1.07                      | 86                        | 46                        | 16                         |
| CanESM5 p2 | 370      | 5.62                      | 1.23                      | 1.46                      | 1.11                      | 86                        | 50                        | 18                         |
| CanESM5-CanOE p2 | 370  | 5.62                      | 1.17                      | 1.38                      | 1.07                      | 84                        | 43                        | 16                         |
| CESM2      | 370      | 3.16                      | 0.76                      | 0.95                      | 0.67                      | 59                        | 22                        | 7.8                        |
| CESM2-WACCM | 370     | 4.75                      | 0.89                      | 1.07                      | 0.79                      | 71                        | 27                        | 8.4                        |
| CIESM      | 585      | 5.67                      | 0.70                      | 1.03                      | 0.53                      | 70                        | 36                        | 17                         |
| CMCC-CM2-SR5 | 370   | 3.52                      | 0.68                      | 0.71                      | 0.67                      | 50                        | 22                        | 6.8                        |
| CNRM-CM6-1 f2 | 370    | 4.83                      | 0.65                      | 0.76                      | 0.60                      | 51                        | 18                        | 6.0                        |
| CNRM-CM6-1-HR f2 | 370 | 4.28                      | 0.71                      | 0.81                      | 0.66                      | 56                        | 23                        | 7.4                        |
| CNRM-ESM2-1 f2 | 370  | 4.76                      | 0.62                      | 0.75                      | 0.55                      | 47                        | 16                        | 3.6                        |
| EC-Earth3  | 370      | 4.30                      | 0.89                      | 1.05                      | 0.80                      | 65                        | 28                        | 8.7                        |
| EC-Earth3-Veg | 370    | 4.31                      | 0.84                      | 1.00                      | 0.75                      | 62                        | 24                        | 7.8                        |
| FGOALS-f3-L | 370      | 3.00                      | 0.70                      | 0.87                      | 0.62                      | 57                        | 18                        | 4.1                        |
| FGOALS-g3  | 370      | 2.88                      | 0.57                      | 0.68                      | 0.51                      | 48                        | 16                        | 4.3                        |
| FIO-ESM-2-0 | 585     | 0.78                      | 0.80                      | 0.90                      | 0.71                      | 55                        | 20                        | 7.2                        |
| GFDL-ESM4  | 370      | 3.9                       | 0.66                      | 0.82                      | 0.59                      | 58                        | 19                        | 4.0                        |
| GISS-E2-1-G p1 | 370  | 2.72                      | 0.71                      | 0.82                      | 0.66                      | 56                        | 19                        | 4.9                        |
| GISS-E2-1-G p3 | 370    | 2.72                      | 0.41                      | 0.49                      | 0.37                      | 53                        | 22                        | 6.3                        |
| HadGEM3-GC31-LL f3 | 585 | 5.55                      | 1.08                      | 1.25                      | 1.00                      | 80                        | 39                        | 15                         |
| INM-CM4-8  | 370      | 1.83                      | 0.54                      | 0.63                      | 0.50                      | 52                        | 21                        | 7.0                        |
| INM-CM5-0  | 370      | 1.92                      | 0.65                      | 0.77                      | 0.59                      | 47                        | 17                        | 4.6                        |
| IPSL-CM6a-LR | 370    | 4.56                      | 0.76                      | 0.87                      | 0.70                      | 56                        | 18                        | 5.1                        |
| KACE-1-0-G | 370      | 4.48                      | 0.93                      | 1.11                      | 0.84                      | 70                        | 29                        | 11                         |
| MCM-UA1-1-0 | 370     | 3.65                      | 0.80                      | 0.80                      | 0.80                      | 71                        | 32                        | 7.5                        |
| MIROC6     | 370      | 2.61                      | 0.47                      | 0.61                      | 0.40                      | 52                        | 16                        | 3.5                        |
| MIROC-ES2L f2 | 370    | 2.68                      | 0.57                      | 0.71                      | 0.50                      | 55                        | 22                        | 7.0                        |
| MPI-ESM1-2-HR | 370   | 2.98                      | 0.59                      | 0.69                      | 0.54                      | 46                        | 15                        | 3.0                        |
Table 1. Cont.

| CMIP6 GCM     | SSP (°C) | ECS | Mean | Mean | Mean | ∆T | ∆T | ∆T | ∆T |
|---------------|---------|-----|------|------|------|----|----|----|----|
|               |         | Total (°C) | ∆T | Total (°C) | ∆T | Land (°C) | ∆T | Ocean (°C) | ∆T | ⩾ 0.2 °C (%) | ⩾ 0.5 °C (%) | ⩾ 1.0 °C (%) |
| MPI-ESM1-2-LR| 370     | 3.00 | 0.57 | 0.68 | 0.52 | 45 | 14 | 2.6 |
| MRI-ESM2-0    | 370     | 3.15 | 0.63 | 0.76 | 0.56 | 47 | 15 | 3.9 |
| NESM3         | 585     | 4.72 | 1.04 | 1.22 | 0.93 | 72 | 35 | 16 |
| NorESM2-LM    | 370     | 2.54 | 0.77 | 1.06 | 0.62 | 67 | 33 | 11 |
| NorESM2-MM    | 370     | 2.50 | 0.69 | 0.91 | 0.57 | 68 | 30 | 7.2 |
| UKESM1-0-LL f2| 370     | 5.34 | 1.09 | 1.22 | 1.02 | 81 | 39 | 15 |
| CMIP6 Ens. Mean| 370 | 3.9  | 0.75 | 0.89 | 0.68 |    |    |    |
| ERA5 T2m      |         | 0.56 | 0.73 | 0.47 | 0.47 | 53 | 17 | 3.6 |
| ERA5 850mb    |         | 0.46 | 0.48 | 0.45 | 0.45 | 67 | 23 | 4.9 |
| UAH MSU v6.0 Tlt |     | 0.43 | 0.52 | 0.39 | 0.39 | 65 | 21 | 5.9 |
| HadCRUT4      |         | 0.61 | 0.86 | 0.50 | 0.50 |    |    |    |
| GISTEMP       |         | 0.68 | 0.95 | 0.59 | 0.59 |    |    |    |
| NOAAv5        |         | 0.64 | 1.02 | 0.49 | 0.49 |    |    |    |

From Climate Explorer, three temperature records were downloaded: the monthly re-analysis field ERA5 Near-Surface Air Temperature (T2m) record; the ERA5 air temperature record at 850 mb [35]; and the UAH MSU v6.0 lower troposphere temperature (Tlt) [36]. We also downloaded other three popular temperature records: HadCRUT [37], GISTEMP [38] and NOAA [39,40].

The ERA5 records are reanalysis temperature data modeled from observed data, that is, they are derived from a combination of in-situ and model simulations. The ERA5-T2m record is here preferred for our analysis because it covers the entire surface. An advantage of also adopting two temperature records referring to the low-elevation planetary boundary layer (ERA5 at 850mb and UAH MSU v6.0 Tlt) is that they are likely free of non-climatic surface temperature biases such as those due to urbanization development that, since 1850–1900, could have added about 20% of warming to the surface temperature records [16,21,41,42]. Instead, the HadCRUT, GISTEM and NOAA records have missing data over large world regions, in particular over the poles and other scarcely inhabited regions, and will be briefly discussed.

For each temperature record and for each location of the world map, we calculate the temperature average in the 11-year periods 1980–1990 and 2011–2021. However, at the time of the present study, the ERA5-T2m record was available on Climate Explorer up to June 2021. To minimize a possible 1–2% error (note that 6 months over 31 years cover 1.6% of the period), for the computer simulations we average the values for the periods 2011–2020 and 2011–2021 and use them as the GCMs’ best estimates from January 2011 to June 2021, and compare these estimates against the data. This approach is preferred over analyzing the period 2010–2020 because during 2020 a strong temperature peak (not reproduced by the models) occurred [6], which could bias the proposed analysis. The temperature changes between the two periods are evaluated by differentiating the two averages and then they are plotted on a map. Finally, the temperature latitude profiles are also analyzed for the land, the ocean and the land+ocean regions.

The model simulations are evaluated against the temperature records by measuring the percentage of the world surface (using a weighting with the cosine of the latitude) where the (positive or negative) discrepancy exceeds three chosen temperature thresholds at 0.2, 0.5 and 1.0 °C. Finally, we rank the models according to their accuracy and comment on the results.
3. Results

Figure 2 shows several CMIP6 GCM surface temperature simulations (red curves, models with ECS > 3; blue curves, models with ECS ≤ 3) against the temperature observations (green) (ERA5-T2m, ERA5-850mb, and UAH MSU v6.0 Tlt) using as a reference the 1980–1990 period. The 2021 point for ERA5-T2m and ERA5-850mb is calculated using the months from January to June; the 2021 point for UAH MSU v6.0 Tlt is calculated using the months from January to August. The models with high ECS (red curves) predict significantly faster warming than those with low ECS (blue curves).

![Figure 2. CMIP6 GCM surface temperature simulations (red, models with ECS > 3; blue, models with ECS ≤ 3) against the temperature observations (green): ERA5-T2m, ERA5-850mb, and UAH MSU v.6.0 Tlt.](image)

The figure shows that the observations (green curves) agree better with the predictions of the low ECS models (blue curves). From 1980 to 2021, a better agreement is found against the ERA5-T2m record; the ERA5-850mb and UAH MSU v6.0 Tlt records show an even lower warming trend that hardly agrees only with the less warm simulations. Thus, the general impression is that most CMIP6 models, and in particular, those with high ECS values, overestimate the warming trend, as already found for the CMIP3 [4] and CMIP5 models [5].
Figure 3. Regional distribution of warming patterns from 1980–1990 to 2011–2021 for the CMIP6-tas ensemble average record and the six temperature records: ERA5-T2m, ERA5-850mb, and UAH MSU v6.0 Tlt, HadCRUT4, GISTEMP 250km, NOAA v5. Gray areas indicate missing data.

Figure 3 shows the climatic temperature changes that occurred from 1980–1990 to 2011–2021 together with the correspondent latitude temperature profiles for the CMIP6-tas ensemble average record (top) and the six temperature records (ERA5-T2m, ERA5-850mb, UAH MSU v6.0 Tlt, HadCRUT, GISTEM and NOAA temperatures).

On average, the CMIP6 models predict a diffused warming over the entire world. The Arctic is the fastest-warming region. In fact, the melting of the northern glaciers and of the Arctic sea-ice [43] activates a strong positive albedo feedback. However, the three panels on the left (referring to the ERA5-T2m, ERA5-850mb and UAH MSU v6.0 Tlt records) show lighter colors, which indicates lower warming trends. The three panels on the right
(referring to the HadCRUT, GISTEM and NOAA records) present numerous similarities with the other three temperature records but are on average slightly warmer.

The right panels also show that the corresponding three temperature records do not cover vast regions of the Earth such as at the poles and several poorly inhabited regions such as in central Africa, South America and in other continents. This problem may bias a statistical comparison with the CMIP6 simulations. Therefore, in the following, we use the ERA5-T2m, ERA5-850mb and UAH MSU v6.0 Tlt records that cover the entire world’s surface. UAH MSU v6.0 Tlt misses small areas in the poles, from 81° to 90° latitude north and south that, however, does not matter much.

The six temperature panels present extended blue areas indicating that in those regions from 1980–1990 to 2011–2021 a cooling occurred. These cooling areas are missing in the CMIP6 ensemble mean record. They occur mostly over the ocean around Antarctica where the sea-ice extent has usually been increasing [43]. However, some places on the coast of Antarctica show red-spots indicating local warming due to the melting and fracturing of some ice sheets that induce a decrease in the local albedo yielding a local warming [44]. Other blue areas are observed over some regions of the Antarctic continent, in the Eastern Pacific ocean at the latitude band of 10° S–20° S (close to where the ENSO develops), and in the middle of the North Atlantic ocean at a latitude of about 50° N. Over the land, blue regions are observed in North America and Asia around latitude 50° N, in Northwest Australia, and over a few other regions.

The ERA5-T2m panel shows stronger colors than ERA5-850mb and UAH MSU v6.0 Tlt, which indicates that near the surface, larger temperature changes are observed. The land has usually warmed more than the ocean within the latitude range from 60°S and 60°N, likely because of the different heat capacity of the two systems.

Figure 4 depicts the land temperature profile minus the ocean one for each of the four records. The three panels show the CMIP6 ensemble prediction (black curves) against each of the temperature records in red (ERA5-T2m, ERA5-850mb, and the UAH MSU v6.0 Tlt). Within the latitude range from 60° S and 60° N—which excludes the polar regions—the difference between land and ocean temperatures for the CMIP6 ensemble prediction has an average of 0.25 °C; ERA5-T2m gives 0.32 °C, ERA5-850mb gives 0.10 °C, and UAH MSU v6.0 Tlt gives 0.12 °C.

Figure 4. Comparison between the CMIP6 ensemble mean and the temperature records (ERA5-T2m, ERA5-850mb, and UAH MSU v6.0 Tlt) using the latitudinal profile of the difference between land and ocean temperatures.

Thus, relative to the ocean, the land temperature reported by ERA5-T2m warmed on average 0.07 °C (near 28%) more than the ensemble model simulation and nearly three times
more than the two low troposphere temperature records. The overwarming of the land relative to the ocean in the latitude band from 60° S and 60° N shown by the ERA5-T2m record relative to the model simulation is consistent with the results of Scafetta [16], Scafetta and Ouyang [41] and Connolly et al. [21] where it was argued that the land record is partially affected by urban heat and other non-climatic biases, which are not simulated by the models and are not efficiently filtered off in the land surface temperature records. Moreover, the ERA5-T2m record shows that near the poles (above 75° N and below 75° S), the ocean cooled more than the land (negative values in the red curves) than the GCM simulations (black curves).

Figure 5 shows the difference between the areal distribution of the warming from 1980–1990 to 2011–2021 predicted by the CMIP6-tas ensemble average record and those produced by the three temperature records: ERA5-T2m, ERA5-850mb, and UAH MSU v6.0 Tlt, respectively. The left panel indicates the latitudinal profiles for the land, ocean and land-ocean temperatures. The three panels confirm that the CMIP6 mean simulation is closer to ERA5-T2m than to the other two records, which on average look more reddish than the top one. This result is confirmed by the statistical analysis of the graphs:

1. The percentage of the world surface area where the disagreement between the synthetic record and the ERA5-T2m record is $|\Delta T| \geq 0.2$ °C is 53%, for $|\Delta T| \geq 0.5$ °C is 17% and for $|\Delta T| \geq 1.0$ °C is 3.6%;
2. By comparing the synthetic record and ERA5-850mb, we find $|\Delta T| \geq 0.2$ °C for the 67% of the world surface, $|\Delta T| \geq 0.5$ °C for the 23% of the world surface and $|\Delta T| \geq 1.0$ °C for the 4.9% of the world surface;
3. Finally, by comparing the synthetic record and UAH MSU v6.0 Tlt, we find $|\Delta T| \geq 0.2$ °C for the 65% of the world surface, $|\Delta T| \geq 0.5$ °C for the 21% of the world surface and $|\Delta T| \geq 1.0$ °C for the 5.9% of the world surface.

Figure 5 also shows that at the symmetric latitude ranges 40°–70° N and 50°–70° S, the CMIP6 models predict an exaggerated warming trend relative to the three temperature records. This anomaly is particularly evident in the top panel (where the model is compared against the ERA5-T2m record) over North America and Russia and the ocean around Antarctica. The result is important because such latitude bands correspond approximately to the intersection between the Ferrel and the polar cells where low-pressure patterns and clouds form. The result suggests that the CMIP6 models poorly simulate the circulation of the atmosphere and/or exaggerate the magnitude of some positive feedback mechanisms by poorly modeling the cloud system that could activate a negative feedback between the temperate and subpolar zones.

Figure 5 highlights other discrepancies that suggest poor modeling of the air–ocean circulation. The synthetic record predicts some too fast warming oceanic areas relative to the ERA5-T2m data; these areas correspond to the regions most affected by the Peru and South Equatorial Pacific currents, the California and the Canary currents, which drive upwelling of cold water from the deep ocean. The models also show too warm polar regions at 80°–90° N (in particular at the north of Greenland) and over Antarctica at 85°–90° S. In fact, both the ocean surrounding Antarctica and large regions of the continent experienced ice mass gains that have exceeded the losses [43,45].

Figure 6 shows the latitudinal warming profile from 1980–1990 to 2011–2021 produced by the analyzed 38 CMIP6 different models. The three panels refer to the land, the ocean and the land-ocean areas, respectively. A large variability among the models is observed in the polar regions and, in particular, over the Arctic ocean (the range is about 6 °C over the ocean and 4 °C over the land) and around Antarctica (the range is up to 2 °C over the land and the ocean). This result suggests that the physical processes characterizing these regions—such as the formation and melting of the glaciers and sea-ice—are poorly modeled. Only the band from 40°S to 30°N, which involves mostly the Hadley cells, appears to be more consistent among the models that show a variability range of just above 0.6 °C over the ocean and about 1 °C over the land. Note that one model—the Community Integrated
Earth System Model (CIESM, ECS = 5.67 °C) [46]—significantly fails because it predicts a very large warming of the equatorial land between 30° S and 15° N.

Figure 5. Difference between the warming from 1980–1990 to 2011–2021 predicted by the CMIP6-tas ensemble average record and those produced by the three temperature records ERA5-T2m, ERA5-850mb and UAH MSU v6.0 Tlt.
Figure 6. Latitudinal warming profile from 1980–1990 to 2011–2021 produced by 38 CMIP6 models.

Figure 7 compares the latitudinal warming profile from 1980–1990 to 2011–2021 produced by three adopted temperature records (ERA5-T2m, ERA5-850mb, and the UAH MSU v6.0 Tlt) (red curves) against the CMIP6 models: their average profile (black curves) plus/minus one standard deviation (±1σ) (blue curves). The land, the ocean, and the land+ocean areas are shown in different panels. Each panel also reports the correspondent mean Student t-test value calculated by averaging the weighted values for each latitude: 
\[ t = \left( \bar{x} - \mu \right) / \left( \sigma / \sqrt{n} \right) \]
where \( \bar{x} \) and \( \sigma \) are the sample mean and standard deviation among the \( n \) models and \( \mu \) represents the data. There are \( n = 38 \) independent models and the degree of freedom is \( n - 1 = 37 \). The hypothesis that the CMIP6 model ensemble reconstructs the temperature profile can be rejected at the significance level 0.05 when \( t \geq 2.03 \); this happens in all cases but for the ERA5-T2m land record.

In fact, Figure 7 highlights that the ocean surface of the ERA5-T2m, the ERA5-850mb and of the UAH MSU v6.0 Tlt records are usually cooler than what the CMIP6 GCMs predict on average by an amount approximately equal to \( 1\sigma \) of their ensemble variability. The land area of the ERA5-T2m appears more consistent with the simulations. The results suggest that the models usually overestimate the warming although in some land regions they may agree with the observations. A similar result was observed in Scafetta [16] where, however, it was argued that the land warming could be biased by uncorrected urban heats and other non-climatic surface phenomena and that the climate models had to be scaled down using as a comparison metric the less-warming ocean temperature record.

The Appendix A shows the performance of all 38 CMIP6 models herein studied in reconstructing the climatic changes observed from 1980–1990 to 2011–2021 against the ERA5-T2m record. A very large variability among the models is observed. The performance of each model can be evaluated by calculating the percentage of the world surface area where the disagreement between each of the synthetic records and the ERA5-T2m record is \( |\Delta T| \geq 0.2 \, ^\circ \text{C} \), \( |\Delta T| \geq 0.5 \, ^\circ \text{C} \) and \( |\Delta T| \geq 1.0 \, ^\circ \text{C} \) for each location. These values are reported in Table 1 and ranked in Figure 8.

We observe a large variability among the models. The CMIP6 GCMs disagree with the data by \( |\Delta T| \geq 0.2 \, ^\circ \text{C} \) over an area that varies from 45–47% to 80–86% of the total world surface (we have considered five models for each of the given lower and higher range estimates). Regarding the \( |\Delta T| \geq 0.5 \, ^\circ \text{C} \) condition, the CMIP6 GCMs disagree with the data over an area that varies from 14–16% to 39–50% of the world surface. Regarding the \( |\Delta T| \geq 1.0 \, ^\circ \text{C} \) condition, the CMIP6 GCMs disagree with the data over an area that varies from 2.6–3.9% to 16–18% of the world surface. By considering that on average the world surface has warmed by about 0.5 °C, these results demonstrate that, in general, the CMIP6 GCMs poorly reconstruct the observed warming patterns.
Figure 7. Latitudinal warming profile from 1980–1990 to 2011–2021 produced by three adopted temperature records (ERA5-T2m, ERA5-850mb, and the UAH MSU v6.0 Tlt) (red curves) against the CMIP6 models: their average profile (black curves) plus/minus one standard deviation of the model ensemble (±1σ) (blue curves). Each panel also reports the mean Student t-test value for each case calculated by averaging the values for each latitude. A model-data agreement can be rejected at the significance level 0.05 when $t \geq 2.03$. 
Figure 8. Model ranking relative to the percentage of the world area where the disagreement between each of the CMIP6 GCMs and the ERA5-T2m record is $\Delta T \geq 0.2 \, ^\circ\text{C}$, $\Delta T \geq 0.5 \, ^\circ\text{C}$ and $\Delta T \geq 1.0 \, ^\circ\text{C}$.

Figure 9 (top panels) compares the ECS of the same models against their predicted mean world surface warming from 1980–1990 to 2011–2021. A positive correlation is found ($R^2 \approx 0.56$ with a correlation coefficient of $r \approx 0.75$, $p$-value $< 0.1$) so that larger ECSs imply warmer models. The temperature records are compatible only with the low ECS models (for example, ECS $\leq 3 \, ^\circ\text{C}$), as demonstrated by the green segments that represent the warming levels of the temperature data.

Figure 9 (bottom panels) depicts the scatterplots and the linear regression lines of the ECS of the same CMIP6 GCMs against their percentage of the world area where the disagreement with the ERA5-T2m record is $|\Delta T| \geq 0.2 \, ^\circ\text{C}$, $|\Delta T| \geq 0.5 \, ^\circ\text{C}$ and $|\Delta T| \geq 1.0 \, ^\circ\text{C}$. The linear regression analysis gives a positive correlation ($R^2 \approx 0.45$ with a correlation coefficient of $r \approx 0.67$, $p$-value $< 0.1$). Thus, the GCMs that perform better are usually those with a low ECS; for example, those with ECS $\leq 3 \, ^\circ\text{C}$. The CMIP6 model that performs worst is the CanESM5 (used in Canada) [47], which also has the second-highest ECS ($5.62 \, ^\circ\text{C}$);
according to the graphs depicted in the Appendix A, this model greatly overestimates, in particular, the warming of the Arctic and of the ocean surrounding Antarctica where, on the contrary, a cooling is observed. See Table 1 for the statistical results regarding each model.

Figure 9. Top panels: scatterplots and linear regressions between the ECS of the mean warming predicted by the CMIP6 GCMs from 1980–1990 and 2011–2021. The green segments represent the warming levels of the temperature data: ERA5-T2m, ERA5-850mb, and UAH MSU v6.0 Tlt. Bottom panels: scatterplots and linear regressions between the ECS of the CMIP6 GCMs and their percentage of the world area where the disagreement with the ERA5-T2m record is $|\Delta T| \geq 0.2 \, ^\circ C$, $|\Delta T| \geq 0.5 \, ^\circ C$ and $|\Delta T| \geq 1.0 \, ^\circ C$, respectively. See Table 1.

4. Discussion

The above results confirm that the CMIP6 models are quite different from each other and suggest those with high ECS are incompatible with the ERA5-T2m record; such a model-data discrepancy increases using low-troposphere temperature records. In any case, also the models with low ECS do not seem to perform well because even the best among them disagree by more than 0.2 °C with the temperature record over more than 45% of the world surface, while the mean world surface warming observed from 1980–1990 and 2011–2021 has been about 0.5 °C. Thus, none of the CMIP6 models are satisfactory yet in interpreting the climate system. It may be pointed out that if as a minimum quality control check we want to confine attention to models where excess warming of at least 0.2 °C is observed in no more than 50% of grid cells, according to the regression lines depicted in Figure 9, only models with ECS around 2 °C or less should be used. Let us discuss such a possibility.

There is a persistent disagreement in the scientific community regarding the real value of the ECS of the Earth climate system. The IPCC [1–3] and recent literature propose values ranging from about 0.5 to 6 °C [22]. Such an uncertainty also makes the climate model temperature projections for the 21st century highly dubious. However, our results suggest that the climate sensitivity cannot be high because we found that the climate models with high ECS run too hot relative to the observations. Figures 2 and 9 suggest that the real ECS should likely be 3 °C or less. The result is also relevant for policymakers because it
indicates that alarming climate change scenario forecasts based on models that are too sensitive to anthropogenic greenhouse gas emissions should be already dismissed.

The Earth’s ECS value has been debated for more than 140 years because it strongly depends on the model assumptions regarding the response of the climatic system to radiative perturbations such as those induced by changes in greenhouse gas concentrations. Doubling the CO$_2$ concentration of the atmosphere produces a radiative forcing of about 3.7 W/m$^2$ that should induce a global warming of about 1 °C without any feedback [48]. In fact, the Stefan–Boltzmann law ($J = \sigma T^4$) predicts a radiation rate of $\partial J/\partial T = 4\sigma T^3$ for a black-body at the temperature of $T = 255$ K, which would be the mean Earth’s temperature without the greenhouse effect. However, the Earth’s climate system is also made of numerous and poorly understood feedback mechanisms such as the response of the water vapor and cloud system to a radiative perturbation, which makes it difficult to correctly evaluate its ECS [22].

In 1896, Arrhenius [49] evaluated that doubling the CO$_2$ concentration could potentially induce a temperature increase of 5–6 °C; however, 10 years later, in 1906, he [50] concluded that his previous estimate was erroneous and proposed lower ECS values ranging from 1.6 to 3.9 °C according to the model adopted for the water vapor feedback response. In 1963, Möller [51] showed that the ECS could vary greatly, up to one order of magnitude, according to how water vapor and/or cloudiness responded to the CO$_2$ perturbation; the author concluded that such a large uncertainty implied that “the theory that climatic variations are affected by variations in the CO$_2$ content becomes very questionable”. Manabe and Wetherald [52] developed a one-dimensional model of radiative-convective equilibrium and concluded that the ECS had to be around 2 °C (which is compatible only with the very low ECS end predicted by the modern CMIP5 and CMIP6 GCMs, see Figure 1). In 1974, the same authors [53] used early computer facilities, upgraded their model into a theoretical circulation climate model, and estimated ECS = 2.93 °C. Determining the value of the real Earth’s ECS is still unsettled and debated today because of the uncertain nature of the climate feedback simulated in various models and because of the difficulty of measuring it empirically.

Low ECS values agree with some alternative studies that have found serious disagreements between observations and the CMIP6 model predictions [17,18,30]. In fact, several observational-based and Earth thermal radiation studies suggest low ECS values between 0.5 and 2.5 °C with a median around 1.5 °C [4,5,24–29]. These estimates are significantly lower than most of the GCM ECS values.

Some empirical determination yielding to high estimates of the Earth’s ECS seems based on erroneous physical assumptions. For example, Lacis et al. [54] roughly evaluated that the condensing GHG forcing (water vapor and clouds) and the non-condensing GHG forcing (CO$_2$, O$_3$, N$_2$O, CH$_4$, and CFCs) account for about 75% and 25%, respectively, of the total Earth’s greenhouse effect of the atmosphere. The latter raises the global mean surface temperature from the global mean black-body temperature of the Earth, $T_S \approx 255$ K, to the observed $T_E \approx 288$ K: that is, by 33 °C. $T_S$ is derived from the Stefan–Boltzmann equation assuming $I_F \approx 240$ W/m$^2$ of global mean solar radiation absorbed by Earth after the removal of the albedo ($a \approx 0.3$) and by dividing by four the incoming total solar irradiance ($I_S \approx 1361$ W/m$^2$) because of the spherical shape of the planet: $T_S = \sqrt{(1-a)I_S/4\sigma}$, where $\sigma = 5.67 \cdot 10^{-8}$ W/m$^2$ K$^4$. Thus, the additional radiative forcing induced by the atmosphere adds to the system $G_F = \sigma T_E^4 - \sigma T_S^4 \approx 150$ W/m$^2$. However, Lacis et al. [54] assumed that the condensing GHG forcing was the climatic feedback to the non-condensing GHG forcing alone and concluded that the climatic warming effect of the latter had to be amplified by a factor of four by the climatic response of the water vapor and cloud systems. This reasoning yields to an ECS of about 4 °C because doubling CO$_2$ should induce a warming of about 1 °C without any feedback [48]. It happens that 4 °C is also the approximate ECS average of the CMIP6 GCMs, which suggests that such a reasoning roughly validate the latters.
Lacis et al. [54]’s argument, however, appears flawed because the condensing GHG feedback also responds to the total solar irradiance input responsible for $T_S$, which dominates the thermodynamic process by contributing 240 W/m$^2$ on the required 390 W/m$^2$: that is, about 62% of the total. Thus, by using a similar logic, if it is assumed that the non-condensing GHG total forcing is equal to $150/4 = 37.5$ W/m$^2$ and is independent of the total solar forcing, the condensing GHG total forcing should induce an amplification of the total radiative input $(240 + G_F/4 = 277.5$ W/m$^2$) equal to $390/277.5 = 1.4$. Alternatively, differentiating the Stefan–Boltzmann equation yields to $\Delta T = T/4F \cdot \Delta F$, where $F$ is the radiative input; thus, assuming $T = 288$ K (which includes all feedbacks), $F = 277.5$ W/m$^2$ (which includes the solar and non-condensing GHG forcing) and $\Delta F = 3.7$ W/m$^2$ for doubling CO$_2$, the temperature increase should be $\Delta T \approx 1$ °C. Thus, it appears that the water vapor and cloud feedback can amplify the warming of the surface induced by the Sun plus the non-condensing GHGs by a factor ranging between 1 and 1.5, which corresponds to an ECS of about 1.0–1.5 °C.

The above reasoning is very approximate, but the result would agree well with several studies [4,5,24–29]. For example, Scafetta [5] proposed an interpretation of the dynamics observed in the global surface temperature records based on natural oscillations since 1850 and concluded that the ECS central estimate had to be around 1.5 °C; however, the proposed ECS value could also be lower (that is between 1.0 and 1.5 °C) because the observed 0.9–1.0 °C warming from 1850 to 2020 is likely partially exaggerated (by about 20%) by non-climatic warming biases such as those induced by the urbanization of extended land regions [16,41]. Similarly, van Wijngaarden and Happer [29] found that the ECS could range from 1.4 to 2.3 °C, but their models did not consider the response of the cloud system, which could also activate a negative feedback [21] and reduce further the provided estimates. Indeed, Lindzen and Choi [24] estimated an ECS of 0.7 °C (with the confidence interval 0.5–1.3 °C at 99% levels). Lewis and Curry [25] calculated an ECS median of 1.5 °C (with 5–95% range: 1.05–2.45 °C). Bates [26] and Monckton et al. [27] evaluated a climate sensitivity in the neighborhood of 1 °C. There are also some authors who, by comparing the various terrestrial planets of the solar system, have proposed that the atmospheric greenhouse effect should be reconsidered from a different physical point of view and would depend on the solar input and the atmospheric pressure of the planets more than on its chemical composition [55].

The IPCC acknowledges that the ECS uncertainty lays mainly in the difficulty of accurately modeling the water vapor and cloud system because even small changes in cloudiness could easily amplify or dampen any CO$_2$ effect, as already noted about 60 years ago by Möller [51]. However, part of the uncertainty also persists in how the internal variability and the Sun or other astronomical mechanisms control the climate, which is not fully understood yet. For example, total solar irradiance records are highly uncertain both in amplitude and in their temporal evolution, and climate records could also be affected by climatic warming biases induced by the urbanization development and its enlarging urban heat islands [21]. The climate could also be modulated by solar-lunar tides and additional astronomical corpuscular forcings (cosmic rays and interplanetary dust) that could directly influence the cloud system [20,56], which are not included in the CMIP6 GCMs nor in the original works by Manabe and Wetherald [52,53] or in other studies attempting to evaluate the Earth’s ECS.

Unknown astronomical forcings or internal mechanisms could generate natural oscillations in the climate system that the models can not reproduce because of missing physical mechanisms; yet, since a number of their internal parameters are tuned against the observations [33], the GCMs could approximately reproduce the warming observed from 1850 to 2020 and, simultaneously, mistake its real physical attributions [5,6]. Indeed, alternative total solar irradiance and global climate estimates already proposed in the scientific literature suggest everything from no role for the Sun since the pre-industrial period (1850–1900), which implies that recent global warming is mostly human-caused,
to most of the recent global warming being due to changes in solar activity, which would mean that recent global warming is mostly natural [21].

The CMIP6 models, such as the previous generation models, predict that nearly 100% of the warming observed since the pre-industrial period (1850–1900) is anthropogenic. The proposed argument is that using only the natural (solar and volcanic) forcing, they produce nearly no warming from 1850 to 2020 [1–3]: see, for example, Figure SPM.1 (b) in the Summary for Policymakers of the IPCC AR6 WGI. However, a significant portion of the observed 20th century warming could also have been induced by natural oscillations. In particular, by a quasi millennial cycle (that is evident in several climatic records [7–15] and should reach its maximum during the 21st century [57,58]) plus shorter cycles such as a 60-year cycle that appears responsible for the rapid and comparable warming trends occurred in the periods 1850–1980, 1910–1940 and 1970–2000, the cooling trends observed in the periods 1880–1910 and 1940–1970 and the modest warming observed since 2000. This 60-year-like oscillation is also clearly visible in the sea level change and in the North Atlantic Oscillation since 1700 [59,60], in the tropical cyclone activity [61] and in several other climatic indices [62].

Yet, such a 60-year oscillation is not reproduced by the GCMs because the anthropogenic emissions continuously increased and accelerated during the 20th century [5,6,63] despite some cooling in the 1960s because of volcanic and anthropogenic aerosols. In particular, no computer model has predicted the pause (known also as the “hiatus”) observed between 1998 and 2014 in the global temperatures [64]. Moreover, a strong argument against the current climate models is that they also do not reproduce the millennial oscillation by failing to reconstruct warm periods of the Holocene such as the Medieval and the Roman ones [5,6], which are well reproduced by solar data and solar models [7,15,19,57,58].

The presence of unmodeled natural climatic oscillations implies low ECS values to radiative forcings because, according to their phases, part of the 20th century warming would have been produced by them.

For example, in 2013 Scafetta [5] showed that a semi-empirical climate model made of cycles with periods of about 9.1, 10.4, 20, 60, 115, and nearly 1000 years (which have astronomical meanings), plus a volcano and anthropogenic contribution calculated by halving the ECS of the CMIP5 models, performed significantly better than the original CMIP5 models in reconstruction the global surface climate changes. Scafetta [6] extended the same model using 13 harmonics. In general, several climatic and solar oscillations appear to be related to astronomical oscillations [19,57,58], which are found to be similar to the harmonics that need to be chosen for the proposed semi-empirical models. The halving of the GCMs’ ECS could also be justified by observing that the volcano cooling spikes produced by several models appear too deep relative to the observations: see, for example, the simulated climatic effect of the eruption of Mt. Pinatubo between 1991 and 1992 produced by the E3SMv1 GCM (ECS = 5.3 °C) shown in Figure 23 in Golaz et al. [33]: cf. also with Figure 2.

Figure 10 shows the semi-empirical models proposed by Scafetta [5,6] against the ERA5-T2m, ERA5-850mb, and UAH MSU v.6.0 Tlt records since 1950. A comparison is made against the CMIP5 and CMIP6 ensemble mean simulations. Each panel also reports the root-mean-square error (RMSE) between the proposed model and the average among the three temperature records (at the monthly resolution) for three periods 1950–2021, 1980–2021 and 2000–2021. Smaller RMSE values imply a better agreement between the two records.

The semi-empirical models (Figure 10A,C) agree with the data significantly better—in particular after 2000—than how the currently adopted GCMs do (Figure 10 B,D), although in the period 2015–2020, two warming peaks due to oceanic oscillations were observed. These two peaks were not supposed to be captured in the model proposed in Reference [5] and were partially predicted by the model proposed in Reference [6], which was calibrated using the temperature data up to 2014. The result suggests that halving the ECS of the CMIP5 or CMIP6—that is, assuming it ranges between 0.9 and 2.8 °C—could be
sufficient in modeling the observed climatic changes under the conditions that there are natural oscillations that are not modeled by the GCMs because of missing or erroneous astronomical forcings or other internal mechanisms.
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Figure 10. ERA5-T2m, ERA5-850mb, and UAH MSU v.6.0 Tlt against: (A) the semi-empirical model proposed in Scafetta [5], which uses 6 harmonics plus the volcano and anthropocentric component obtained from halving the CMIP5 ensemble mean simulation; (B) the CMIP5 ensemble mean simulation; (C) the semi-empirical model proposed in Scafetta [6] with 13 harmonics plus the volcano and anthropocentric component obtained from halving the CMIP6 ensemble mean simulation; (D) the CMIP6 ensemble mean simulation. The gray area is fixed at $\pm 0.15^\circ C$, which approximately corresponds to the fluctuation range of the observations. Each panel also reports the RMSE values between the proposed model and the average among the three temperature records for the three indicated periods. Smaller RMSE values imply a better agreement between the two records.

Figure 10 also shows that the semi-empirical models predict for the future a significantly more moderate warming trend than those predicted by both the CMIP5 or CMIP6 models, that, on the contrary, appear to be increasingly diverging from the data.

Finally, we note that although the AR6 has narrowed the ECS likely range to 2.5–4.0 $^\circ C$ by adopting the suggestions of Sherwood et al. [34], the considered line of evidence did not include the possibility that a significant part of the warming occurred since 1850–1900 could have been induced by a natural quasi-millennial oscillation during its warming phase, which followed the Little Ice Age between 1300 and 1850 [5,6]. The millennial oscillation was predicted to peak in the 21st century [57,58] and is superimposed to other natural oscillations such as a quasi 60-year one that has further stressed the warming observed from 1910 to 1940 and from 1970 to 2000, which are likely induced by the Sun and
other astronomical forcings. The inclusion of such natural climatic oscillations necessarily implies low ECS. See also the extended discussion in Connolly et al. [21].

5. Conclusions

Herein we tested the performance of 38 last-generation CMIP6 GCMs in simulating the temperature changes that occurred between the periods 1980–1990 and 2011–2021. The climatic changes were estimated using three temperature records: ERA5-T2m, ERA5-850mb, and UAH MSU v6.0 Tlt. We found a better model-data agreement using the ERA5-T2m probably because the analyzed model simulations referred to the temperature at the surface (tas), while ERA5-850mb and UAH MSU v6.0 Tlt are lower troposphere temperatures. But there may be another interpretation.

In fact, the CMIP6 GCMs tend to significantly overestimate the warming recorded in the two lower troposphere temperature records. However, they also overestimate the ocean temperature of the ERA5-T2m, while they generally agree better with its land temperatures. This result can also be interpreted by claiming that the models usually overestimate the warming trend during the observed period and that their better agreement with the surface temperature land record is accidental because the latter could be affected by UHI and other non-climatic warming biases, as extensively discussed by some authors [16,21,41].

We found that the CMIP6 GCMs poorly simulate the temperature changes that occurred in the Arctic, where a very large variability among the models is observed. At the symmetric latitudes ranges 40°–70°N and 50°–70°S, the CMIP6 models predict a warming that is not confirmed by the data. Over the ocean around Antarctica, where an increase in sea ice has been observed [43], there are also vast regions that have experienced a cooling from 1980–1990 to 2011–2021. These cooling regions are usually not predicted by the models. The models also predict on average oceanic currents that are warming too fast, such as the Peru and South Equatorial Pacific currents (where the ENSO phenomenon occurs), the Pacific California and the Atlantic Canary currents.

The above results suggest that the CMIP6 models present some serious problems in modeling the atmospheric and oceanic circulations, the albedo feedback related to glaciers and sea ice formation and melting, and the cloudiness between the temperate and sub-polar regions. Serious differences among the 38 CMIP6 GCMs herein analyzed are also highlighted by a simple visual comparison among the images depicted in the Appendix A.

Therefore, the CMIP6 models are very different from each other, as also demonstrated by their large ECS variability range spanning from 1.83 to 5.67 °C (Table 1, Figure 1), and a major scientific challenge is to narrow such a large uncertainty range.

To do this, we have evaluated the ability of each of the CMIP6 GCMs in properly reconstructing the climatic changes that occurred in each region of the Earth by evaluating the percentage of the world surface where the (positive or negative) discrepancy against the observations exceeds 0.2, 0.5 and 1.0 °C. As Figure 9 shows, the models with low ECS (e.g., 3 °C or less) tend to perform better than those generating high ECS values. The result is important because also several empirical studies have found low ECS values to be more realistic [5,22,24,25,30] while other studies also reported that high ECS models produce historical warming trends that are too large and that look incompatible with the observations [31,36].

The CMIP6 GCM that performs the worst is the CanESM5 (used in Canada) [47] (ECS = 5.62 °C). According to the graphs depicted in the Appendix A, this model greatly overestimates the warming of the Arctic and the ocean surrounding Antarctica. The CIESM GCM (ECS = 5.67 °C) [46] also performs very poorly in greatly exaggerating the warming of the inter-tropical land region.

The main conclusion of this study is that, in general, the CMIP6 GCMs with high ECS (e.g., larger than 3 °C) should not be used to guide policymakers because it is clear that these models run too hot (see Figures 2 and 9) relative to the observations. Therefore, their scenario forecasts for the 21st century would be misleadingly alarming. Another conclusion is that the CMIP6 models are, in general, not satisfactory yet for interpreting climate
changes because our detailed analysis highlighted the persistence of several physical issues related, for example, with the sea ice melting, the different response over land and ocean, cloudiness and, in general, with the atmosphere-ocean circulation of the climate system.

Alternative modeling of the climate system that makes use of natural oscillations [5,6] seems to perform better than the current GCMs in reconstructing the global surface temperature. These semi-empirical models predict very low ECS between 1 and 2 °C: a fact supported by alternative studies [8–14]. These alternative models predict moderate warming for the next decades. In general, also a very low ECS (e.g., between 1 and 1.5 °C) cannot be excluded because the water vapor and cloud feedback respond both to the other GHGs present in the atmosphere and to the full solar irradiance input—not just to its variation—which dominates and regulates the climate of the Earth. Other issues regarding the current uncertainty referring to the solar and climatic data that could also imply low ECS are extensively discussed by Connolly et al. [21].
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**Appendix A**

Figures A1–A8 depict the warming patterns observed from 1980–1990 to 2011–2021 for each of the 38 CMIP6-tas GCMs herein studied (left panels) and their comparison against the ERA5-T2m record (right panels). Each panel also contains the latitudinal temperature profile for the ocean, land, and ocean+land areas. The statistical analysis referring to each model is reported in Table 1 and summarized in Figures 8 and 9.
Figure A1. Warming patterns from 1980–1990 to 2011–2021 for the indicated CMIP6-tas GCM (left) and its comparison against the ERA5-T2m record (right).
Figure A2. Warming patterns from 1980–1990 to 2011–2021 for the indicated CMIP6-tas GCM (left) and its comparison against the ERA5-T2m record (right).
Figure A3. Warming patterns from 1980–1990 to 2011–2021 for the indicated CMIP6-tas GCM (left) and its comparison against the ERA5-T2m record (right).
Figure A4. Warming patterns from 1980–1990 to 2011–2021 for the indicated CMIP6-tas GCM (left) and its comparison against the ERA5-T2m record (right).
Figure A5. Warming patterns from 1980–1990 to 2011–2021 for the indicated CMIP6-tas GCM (left) and its comparison against the ERA5-T2m record (right).
Figure A6. Warming patterns from 1980–1990 to 2011–2021 for the indicated CMIP6-tas GCM (left) and its comparison against the ERA5-T2m record (right).
Figure A7. Warming patterns from 1980–1990 to 2011–2021 for the indicated CMIP6-tas GCM (left) and its comparison against the ERA5-T2m record (right).
Figure A8. Warming patterns from 1980–1990 to 2011–2021 for the indicated CMIP6-tas GCM (left) and its comparison against the ERA5-T2m record (right).
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