On the Vehicle Sideslip Angle Estimation: A Literature Review of Methods, Models, and Innovations
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Abstract: Typical active safety systems that control the dynamics of passenger cars rely on the real-time monitoring of the vehicle sideslip angle (VSA), together with other signals such as the wheel angular velocities, steering angle, lateral acceleration, and the rate of rotation about the vertical axis, which is known as the yaw rate. The VSA (also known as the attitude or “drifting” angle) is defined as the angle between the vehicle’s longitudinal axis and the direction of travel, taking the centre of gravity as a reference. It is basically a measure of the misalignment between vehicle orientation and trajectory; therefore, it is a vital piece of information enabling directional stability assessment, such as in transience following emergency manoeuvres, for instance. As explained in the introduction, the VSA is not measured directly for impracticality, and it is estimated on the basis of available measurements such as wheel velocities, linear and angular accelerations, etc. This work is intended to provide a comprehensive literature review on the VSA estimation problem. Two main estimation methods have been categorised, i.e., observer-based and neural network-based, focussing on the most effective and innovative approaches. As the first method normally relies on a vehicle model, a review of the vehicle models has been included. The advantages and limitations of each technique have been highlighted and discussed.
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1. Introduction

Vehicle sideslip angle (VSA) estimation has been a big challenge since the introduction of the very first on-board active systems controlling vehicle stability, such as the electronic stability control (ESC, also known as ESP) in the early 1990s [1].

Nowadays, vehicle control systems (VCS) such as rear wheel steering, active steering, direct yaw moment control (DYC) through active differentials or torque vectoring, advanced traction controls, and the above-mentioned ESC (in all its forms) are used in conjunction to extend the vehicle performance and stability envelopes. They enhance road-holding capabilities, cornering performance, drivability, and ultimately stability, especially assisting the driver during emergency manouevres and in poor “grip” conditions [2–5]. All of these controls rely on vehicle state real-time assessments, and on VSA monitoring in particular. A fast and accurate estimation of the VSA can be considered a key to active safety, reducing the likelihood of dangerous events such as instability, loss of control, and roll-over, hence decreasing the number of accidents directly and abating the social impact of mobility.

The VSA is strongly related with the dynamic behaviour of ground vehicles. In purely kinematic terms, the VSA amplitude depends upon lateral acceleration, vehicle mass and mass distribution,
and rear axle slip angle; hence, it relies on properties such as rear tyre cornering stiffness, etc. [6]. Furthermore, it is well known that pneumatic tyres feature a typical, non-linear shape of side force versus slip angle characteristics due to saturation and load sensitivity. Consequently, a prompt action of VCS is imperative whenever their intervention is required. To put it simply, VCS should prevent the VSA from becoming large enough to digress into the tyre saturation range, otherwise, it might well be too late to “catch” the vehicle and restore driver control. This is even more important in low grip conditions, as tyre saturation might occur earlier, i.e., at very low slip angle values.

The VSA amplitude and its rate of change also provide primary driver feedback in conjunction with the so-called steering feeling [7,8], affecting perception and confidence in the vehicle, especially during turn-in and transients in general [4,9–11]. Efficient VSA monitoring is also vital for novel ADAS (Advanced Driver Assistance System) devices, as well as for the success of oncoming semi-autonomous and fully autonomous driving technologies [12]. The VSA in itself is often used for objective chassis design evaluation as well [13].

Vehicle dynamics researchers generally agree that the VSA can’t be measured directly for a series production vehicle. Unlike lateral acceleration or yaw rate, which are usually measured directly by means of low-cost sensors, the only way to accomplish a VSA measurement is to use an optical sensor such as the Corrsys–Datron [14]. Unfortunately, this sophisticated device is considered a research and development (R&D) tool rather than a sensor suitable for production vehicles, as it presents issues in terms of compatibility with vehicle packaging, cost, reliability, accuracy, and robustness to environmental conditions. With regard to motorsport, direct VSA measurement on racing cars is often forbidden by the sporting regulations issued by the governing body. Therefore, VSA cannot be measured on everyday cars, and a reliable estimation process is required to feed important active safety systems such as the ESC.

For all these reasons, VSA estimation continues to attract considerable interest in the academic and industrial worlds. As a matter of fact, it is well known that research on active safety technologies in general can have a considerable impact on social life by preventing or reducing the potential severity of casualties. The relevance of this topic in particular has been proven by the very large number of papers that have appeared in the literature over the past 30 years, often involving other subjects such as vehicle dynamics, tyre modelling, theory of control, data fusion, instrumentation, human behaviour, and human–machine interaction. To give an example, Crolla already proposed a review on the theme back in 2007 [2]. Also, renowned authors such as Cheli [15,16], Best [13], and Rajamani [17] provide significant contributions that present varied techniques and achievements. From all of the above, the authors felt the need to propose an updated review of the most significant contributions in recent years.

To date, among the many VSA estimation strategies proposed, none have succeeded to be considered the most effective or the most accurate. To provide clarity in the subject, we present an extensive review of the techniques, strategies, models, and methods that have been published in the literature. A total of 119 studies on this topic have been reviewed.

Two categories of VSA estimation have been identified:

- **Observer-based** [13–95]: This approach uses a vehicle reference model for state estimators. Results can be accurate either in steady-state or transient vehicle conditions. The need of a model implies that results are strictly related to model complexity, and to the knowledge of its parameters. The most challenging aspects are usually the description of the tyres and their interaction with the road surface. An exhaustive vehicle model for lateral dynamics is normally highly non-linear, with several parameters to be known. Moreover, using a complex non-linear model leads to a significant computational burden required to run the system with its state observer. Several kinds of observers exist in the literature, the Kalman Filter (KF) being the most used one. To enhance observed-based VSA estimation, GPS (Global Positioning System) technology can be used in combination with an observer [68–95]. GPS technology can determine the position of the receiver without numerical integration. Comparing data from at least four satellites, a GPS receiver is able to find its own global position, and its velocities are then derived using Doppler measurements [68]. As presented
later on in this paper, this method already provides satisfactory results, and better results are likely to be achievable due to the expected increase in the accuracy and reduction in cost of the GPS receivers. On the other hand, GPS receivers present issues such as temporary signal unavailability due to surroundings such as trees, tall buildings, and road tunnels, as well as different working frequencies with respect to other sensors involved in vehicle dynamics control (i.e., accelerometers, gyros, etc.) [68].

- **Neural network-based** [96–110]: This method is specifically used to overcome the need for a vehicle model of any kind and its related complex set of parameters [101]. Artificial neural networks (ANN) are largely considered effective tools for system modelling, as they are suitable to model complex systems using their ability to identify relationships from input–output data pairs. They also offer decisive advantages such as adaptive learning, fault tolerance, and generalisation. Moreover, in recent years, the development of high speed computers encouraged the application of ANN, which has progressed very quickly. Using an ANN, the vehicle can be considered as a black box system, and only a conventional set of sensors is needed to train/feed the network. In this case, the inputs for the black box are the yaw rate, lateral acceleration, steering angle, and vehicle speed, while the VSA is the output. Estimation results are accurate as much as the training dataset contains the whole possible scenario that the system might have to deal with [96]. This method has a major drawback, consisting in the need of changing the ANN every time the system changes, forcing the user to redo the ANN training procedure. This is probably the reason why the use of ANN seems to be a second choice for VSA estimation. This is reflected in the literature production, where not so many works can be found on this approach.

The paper is organised as follows: Section 2 analyses observer-based estimation, presenting the different types of observers with a specific focus on the most used ones, vehicle model applications, and GPS-aided observers. Section 3 concerns the neural network-based estimation. A detailed overview table on the existing VSA estimation methods is presented in Section 4, where concluding remarks are also given. Hardware costs, computational burden, and accuracy are also taken into account in order to assess the efficiency of each approach.

### 2. Observer-Based Estimation

As far as the VSA estimation is concerned, three state observers are found in the literature: the Luenberger observer (LO), the sliding-mode observer (SMO), the Kalman filter (KF), and their variants. All of them can be used both for linear and non-linear systems. As discussed, observers are based on a vehicle model; therefore, Section 2.1 analyses the most used vehicle models. Owing to the KF being the most used observer (71 studies out of 120 observer-based in total), a general description of the LO and SMO is provided hereafter, whilst a full section, i.e., Section 2.2, is dedicated to the KF method. Finally, Section 2.3 discusses the potential use of GPS to enhance observer-based estimation.

LO and SMO are deterministic observers. A few works propose the use of a LO for VSA estimation, but most of them are only based on simulations [59,111]. The SMO is slightly more complicated than the LO, as it introduces a sign function that is typical of sliding mode theory, and is considered a robust and efficient method to estimate vehicle variables and states [15,20–23,60]. It has been applied in many forms such as triangular, first order, second order, and so forth. As discussed, LO and SMO can be used for both linear and non-linear applications, according to the type of vehicle model adopted (see Section 2.1). The main advantage of LO and SMO is their simplicity; however, they are designed for deterministic systems. That means they assume a complete knowledge of the system and its inputs, not considering potential modelling errors or measurement noises. While some deterministic observers may be robust and tolerant against modelling errors and measurement noise, KF-based observers assume to deal with stochastic systems; hence, they are inherently designed to deal with model approximations and measurement noise [112]. Nonetheless, the KF observers are still relatively simple to implement.
In summary, the most used observer for VSA estimation is the KF, due to its ability to use input and measurement noise information directly, and because it is robust, stable, and relatively simple to implement [15,18,19].

2.1. Vehicle Models

Two kinds of model can be found in the literature, which are denoted respectively as kinematic and dynamic. On the one hand, the kinematic model is concerned with the vehicle motion with no reference to forces; thus, it does not need complex parameters such as those regarding tyres. Figure 1 depicts a vehicle model showing: the vehicle velocity at the centre of gravity \( V_G \), the longitudinal and lateral components of \( V_G \), respectively \( u \) and \( v \), the vehicle yaw rate \( r \), the VSA \( \beta \), the vehicle track \( t \) (here assumed to be the same for the front and the rear), the front and rear semi-wheelbases, respectively \( a_1 \) and \( a_2 \), and the vehicle wheelbase \( l \).

![Figure 1. Kinematic modelling of a vehicle [113].](image-url)

The vehicle velocity can be written as:

\[
V_G = ui + vj
\]  

(1)

where \( i \) and \( j \) are unit vectors that are aligned respectively with the vehicle longitudinal axis \( x \) and the vehicle lateral axis \( y \) (local reference frame). The acceleration of the vehicle at the centre of gravity is, by definition:

\[
a_G = a_x i + a_y j = \frac{dV_G}{dt} = ui + u \frac{di}{dt} + v \frac{dj}{dt}
\]  

(2)

where \( a_x \) and \( a_y \) are, respectively, the longitudinal and lateral acceleration of the vehicle. Since the local reference frame rotates with the vehicle body, from Poisson’s formulae [114]:

\[
\frac{di}{dt} = rj, \quad \frac{dj}{dt} = -ri
\]  

(3)

Therefore, using Equation (3), Equation (2) can be rearranged into [113,115]:

\[
\frac{dV_G}{dt} = ui + u \frac{di}{dt} + v \frac{dj}{dt}
\]
\[ \begin{align*}
\dot{a}_x &= \dot{u} - vr \\
\dot{a}_y &= \dot{v} + ur
\end{align*} \] (4)

An observer based on a kinematic vehicle model uses Equation (4) to estimate \( u \) and \( v \) (see Section 2.2); therefore, the sideslip angle would be, by definition (see Figure 1):

\[ \beta = \tan^{-1}\left( \frac{v}{u} \right) \] (5)

Some authors introduce the hypothesis of a small sideslip angle, \( \beta \ll 1 \). If so, \( \sin \beta \approx \beta \), \( \cos \beta \approx 1 \), and \( v \approx u\beta \); hence, the overall vehicle speed would be \( V = \frac{u}{\cos \beta} \approx u \). Using \( \dot{v} \approx (u\beta) \), one can easily rearrange Equation (1) to obtain the following expression, providing the VSA by integration [16]:

\[ \dot{\beta} \approx \frac{a_y}{u} - \frac{a_x}{u} - r \] (6)

The main issue of VSA estimation using a kinematic model is that it does not work when the vehicle yaw rate is relatively small or zero, as the system becomes unobservable [116,117].

The dynamic model, on the other hand, provides a more detailed description of the vehicle dynamics, as it is based on the equilibrium equations. Considering the vehicle as a rigid body, the following is a generic set of equilibrium equations [118,119]:

\[ \begin{align*}
ma_x &= m(u - vr) = \sum_{i=1}^{p_x} F_{x,i} \\
ma_y &= m(v + ur) = \sum_{i=1}^{p_y} F_{y,i} \\
J_z \dot{r} &= \sum_{i=1}^{p_z} M_i
\end{align*} \] (7)

where \( m \) is the vehicle mass, \( J_z \) is the vehicle moment of inertia with respect to a vertical axis, \( F_{x,i} \) and \( F_{y,i} \) are the generic force contributions, respectively, in the vehicle longitudinal and lateral direction, and \( M_i \) is the generic yaw moment contributions. A dynamic model can have different levels of detail/complexity and hypotheses used, with all of them affecting the estimation accuracy. As an example, adopting a standard four-wheel model, as shown in Figure 2, the three equilibrium equations are:

\[ \begin{align*}
ma_x &= m(u - vr) = F_{x11} \cos \delta_{11} + F_{x12} \cos \delta_{12} - F_{y11} \sin \delta_{11} - F_{y12} \sin \delta_{12} + F_{x21} + F_{x22} \\
ma_y &= m(v + ur) = F_{y11} \cos \delta_{11} + F_{y12} \cos \delta_{12} + F_{x11} \sin \delta_{11} + F_{x12} \sin \delta_{12} + F_{y21} + F_{y22} \\
J_z \dot{r} &= \left( F_{x12} \cos \delta_{12} - F_{y12} \sin \delta_{12} + F_{x22} - F_{x11} \cos \delta_{11} + F_{y11} \sin \delta_{11} - F_{y21} \right) \frac{a_1}{2} \\
&\quad + \left( F_{y11} \cos \delta_{11} + F_{y12} \cos \delta_{12} + F_{x11} \sin \delta_{11} + F_{x12} \sin \delta_{12} \right) a_1 - \left( F_{y21} + F_{y22} \right) a_2
\end{align*} \] (8)

where \( \delta_{11} \) and \( \delta_{12} \) are the wheel steering angles, respectively the front left and front right, \( F_{xij} \) and \( F_{yij} \) are the longitudinal (\( x \)) and lateral (\( y \)) road-tyre forces at each corner (\( i = 1 \) for front and \( i = 2 \) for rear, \( j = 1 \) for left and \( j = 2 \) for right).
Although some papers use relatively complete vehicle models, several studies introduce simplifying hypotheses, such as:

- the use of single track vehicle models (also known as the bicycle model), e.g., [16,24,120] by Cheli et al., Gadola et al., and Naets et al.;
- the assumption of the availability of the vehicle longitudinal speed, so that the first equation in Equation (7) is not used, e.g., [16,24,26] by Cheli et al., Gadola et al., and Chen et al.;
- the assumption of small steering angles and/or small sideslip angles, e.g., [16,26] by Chen et al. and Cheli et al.;
- no road inclination and/or bank angle (only a few papers address these issues, e.g., [32,58,121] by Grip et al., You et al., and Ryu et al.).

A set of equations similar to Equation (7) needs to be coupled with a tyre model, so as to express the forces as functions of the relevant slip parameters, e.g., longitudinal slip ratio and slip angle, respectively for longitudinal and lateral forces. In the literature, there are several approaches, e.g., the use of linear models, Pacejka models (also known as Magic Formula models), alternative tyre models (e.g., rational tyre model [122], Dugoff model [123], Burckhardt model [124]). The use of a dynamic model can lead to a good VSA estimation, yet results are accurate only if the tyre model truly reflects the actual conditions. Unmodeled effects such as road conditions and tyre wear can dramatically worsen the reliability of the estimation [125]. Attempts to address this issue include algorithms providing an online update of tyre parameters (e.g., Pacejka coefficients, cornering stiffness, and rational tyre model coefficients, respectively [16,120,122]).
2.2. Kalman Filter

The KF, along with its variants (extended Kalman filter and unscented Kalman filter), addresses the general problem of trying to estimate the state vector \( x \in \mathbb{R}^n \) of a discrete-time controlled process that is governed by the generic set of equations [126]:

\[
\begin{align*}
    x_k &= f(x_{k-1}, u_{k-1}, w_{k-1}) \\
    z_k &= h(x_k, v_k)
\end{align*}
\]  

(9)

where \( u \) is the system input, \( z \) is the system output (i.e., the measured variables), and \( v \) and \( w \) are respectively the process and measurement noises. The process noise is introduced to account for the (unavoidable) difference between the dynamics of the actual system and the model used to represent it. Ideally, should a model be exactly representative of a system, \( w \) would be zero. Similarly, measurement errors are accounted for in \( v \), which depends on the accuracy of measurements (e.g., the quality of the sensors used). The noises are assumed to have a Gaussian distribution with zero mean and covariances \( Q \) and \( R \), respectively, for \( w \) and \( v \).

The idea of a KF is that the state vector \( x_k \) could be estimated in two independent ways: (i) using the first equation in Formula (9), i.e., the dynamic evolution of the system; or (ii) using the second equation in Formula (9), inverting it to work out \( x \). However, both estimations would be affected by an error, depending on (i) the reliability of the model (parameters, unmodeled effects etc.); and (ii) the reliability of the measures. These reliabilities depend respectively on \( Q \) and \( R \). The KF simply computes a weighted average between the two estimations of the state vector, the weight depending on \( Q \) and \( R \), which is calculated in order to minimise the covariance of the estimation error. The estimation error is the difference between the estimated state and its (unknown) actual value [126].

If the system is linear, then Formula (9) can be written in the form:

\[
\begin{align*}
    x_k &= Ax_{k-1} + Fu_{k-1} + w_{k-1} \\
    z_k &= Hx_k + v_k
\end{align*}
\]  

(10)

Denoting with \( \hat{x}_k^- \) the state estimate at step \( k \) according to the dynamic evolution of the system (the first equation in Formula (10)), the KF estimation is:

\[
\hat{x}_k = \hat{x}_k^- + K(z_k - H\hat{x}_k^-)  
\]  

(11)

One form of \( K \) is given in [126] by Welch et al., and depends on \( Q \) and \( R \). For example, if \( R \) approaches zero, i.e., in the hypothesis of an extremely reliable measurement, then \( K \approx H^{-1} \); hence, \( \hat{x}_k \approx H^{-1}z_k \). If the system is not linear, i.e., it can be described only in the general form (as in Formula (9)), it can be linearised and written in a form similar to Formula (10). Such approach is known as an extended Kalman filter (EKF).

In [20], a comparison between EKF and SMO has been performed considering a non-linear heavy vehicle model, and the results showed that both methods were sufficiently accurate, but SMO has been preferred since it requires less input measurements. However, the KF is very simple to be used and implemented; moreover, its robustness, stability, and ability to deal with input and measurement noise make it the most used observer for VSA estimation [18]. This statement is also supported by [25], where after a comparison between the EKF, LO, and SMO concerning the VSA estimation using a non-linear single-track model, EKF achieved a smaller estimation error than the LO and SMO.

Several works, e.g., [26–32], propose a basic application of the KF observer (typically an EKF) to a very complex seven DOF (Degrees of Freedom) vehicle model with a fully non-linear tyre model (Pacejka or Dugoff model). As previously mentioned, a compromise between vehicle model complexity, results, accuracy, and computational burden should be considered. Moreover, when using a dynamic model, getting all of the parameters required to feed a tyre model from the manufacturer is a real challenge, since such data are considered a critical company asset, and are hence confidential.
Nonetheless, as discussed in Section 2.1, should the conditions change (e.g., due to tyre wear) with respect to the modelled ones, again, the performance of the estimation would be unsatisfactory. Some authors [13,18,31] tried to overcome the problem by using a simple single-track model with cornering stiffness adaption. Results show that VSA estimation is very close to the actual value except for some VSA peaks, where the estimated VSA values deviate from the actual values. That is, due to simplified tyre models that operate only in the linear zone (adapting the cornering stiffness to expand its usage range) but neglecting the non-linear and saturation zone behaviour. In a similar work [24], the tyre model adaption regards the entire non-linear range. By using a standard family of curves representing a generic Pacejka model dataset and an integrated tuning procedure for the EKF observer, the authors managed to develop a tyre model that was consistent with the lateral behaviour. The tuning is performed with respect to a single parameter that is easy to set. This allows the use of a simple vehicle model without detailed knowledge of the whole number of parameters related to the tyres fitted on the vehicle, while taking the non-linear saturation tyre behaviour into account. Results showed an error under 5% in every tested manoeuvre, as well as benefits in terms of computational burden, hence its suitability for real-time applications. Ahangarnejad et al. in [122] proposed a dual extended Kalman filter (DEKF) approach, where two EKFs are used in parallel. The first EKF is used to estimate the vehicles states, including VSA. The second EKF is used to estimate the parameters of a rational tyre model, which are then fed to the first EKF for the vehicle state estimation. Naets et al. in [120] introduces a non-linear least squares tyre parameter estimator that is able to run online (but not in real-time).

The EKF has two major drawbacks that consist of the high computational effort required in the definition of the Jacobian matrices, and its intrinsic linearization errors, which force the use of very small sampling times.

An effective solution to reduce the computational burden while keeping a high accuracy in the VSA estimation is the use of the unscented Kalman filter (UKF) instead of the EKF [33–39]. As a matter of fact, many recent observer-based studies on VSA estimation mostly focused on UKF [33,35,37,38].

The UKF observer is based on the approximation of random statistic variables using the definition of sigma points [127]. These points are then propagated through the (non-linear) system equation yielding some random variables of a non-linear stochastic description. Afterwards, such variables are approximated by a Gaussian random function, enabling the use of the standard equation for Kalman gain calculations.

A great benefit is that a UKF does not require the computation of Jacobian matrices, which makes it particularly suitable for systems with high non-linearities. The UKF achieves higher accuracy if compared to the EKF, while requiring similar effort in terms of computational load. On the other hand, the system complexity increases significantly. Several additional parameters are introduced, such as the number of sigma points, their positioning, and the weights used to compute the final estimation [127]. For instance, Antonov et al. in [36] explains that the set of sigma points must be cautiously chosen and weighed to approximate the vehicle state appropriately. Therefore, a very careful and thoughtful tuning is needed for a successful implementation of a UKF, while an EKF is generally simpler.

As mentioned before, several studies using UKF for VSA estimation have been carried out recently. In [36] Antonov et al. presents a sensitivity analysis to sampling time on both EKF and UKF has been performed. Sampling times have been varied from 1 ms to 40 ms, and no significant differences have been noted for sampling up to 5 ms. However, a big estimation error using EKF appears as the sampling time is increased towards 40 ms. As mentioned earlier, the deterioration of the VSA estimation is caused by the model linearization in EKF, which involves non-negligible linearisation errors and delays that are usually avoided by decreasing the sampling time. For instance, one of the most common issues coming from under-sampling is the well-known aliasing, which is an effect that causes a signal to become indistinguishable (or aliases of one another) when sampled or discretised. In the light of all of this, when using a UKF instead of an EKF, a longer sample time won’t lead
to a degradation of the observer estimation capabilities. On the other hand, a longer sample time means less computational effort required, and hence a better suitability to real-time applications or the possibility to use cheaper hardware without jeopardising the final estimation performance.

Some remarkable VSA estimation via UKF application can be found in [38] by Ren et al., where a simple four-wheel, three-DOF vehicle model was improved by using a linear, piece-wise tyre model that describes the Dugoff model using less parameters than the traditional Dugoff model. Results are promising; however, the authors validate this method via CarSim simulations only. In [36] by Antonov et al., the same vehicle model (except for the tyres, which are represented by means of the Magic Formula) was used with a separate calculation of tyre vertical forces to enhance the estimation without affecting the computational effort required. They also use a BMW sedan to perform some aggressive high-speed low-friction manoeuvres in order to verify the accuracy and robustness of the proposed method. The results showed good accuracy, even in extreme driving situations. In this case, a comparison between EKF and UKF has been reported, and results show that the EKF observer was outperformed by the UKF.

Moreover, in [35] Chen et al. shows a further improvement of UKF, where an UKF-based adaptive variable structural observer with dynamic correction has been presented. Basically, model uncertainty has been compensated with adaptive parameters, while a variable structure observer has been realised through using a sensor-based observer to compensate errors occurring in non-linear regions.

An improved KF has also been proposed in [40] by Li et al. It has been achieved by merging the estimation outputs of two KF variants, namely the square-root cubature Kalman filter (SCKF) and the square-root cubature-based receding horizon Kalman filter (SCRHKF). The first one numerically approximates the multidimensional integrals by means of a third-degree spherical-radial cubature rule; it features good accuracy and high convergence speed, but accuracy may be reduced by model uncertainty and noise [41,42,49]. On the other hand, SCRHKF is robust against uncertainty and noise, but due to the use of a finite number of measurements, its convergence speed is slower than SCKF. Therefore, SCKF and SCRHKF have features that are complementary with each other. Hence, Li and Zhang [40] proposed a hybrid KF for VSA estimation that integrates the advantages of the two filters mentioned above while overcoming their issues. They verified the accuracy of this method by performing double lane change manoeuvres with a real-world vehicle at several speeds. Estimation results have been accurate, since they show a low RMS error in steady state manoeuvres, and low maximum error at peaks as well. However, this approach still has potential issues in terms of computational effort.

Also, some observer-based studies can be found in the literature, which describes the vehicle behaviour using a kinematic model instead of a more common dynamic model and using a KF observer and its variants [27,40,43–45,61,62]. The major advantage is that the kinematic model has no sensitivity to physical vehicle parameters and uncertainty. However, as discussed in Section 2.1, this kind of model is unobservable if the yaw rate is zero. To overcome this problem, Ungoren et al. [48] proposed a solution to avoid unobservability during zero or near-zero yaw rate conditions by combining the approach proposed by Farrelly et al. in [45] with a dynamic model-based approach (see Section 2.1). Nonetheless, even if the kinematic model approach can be considered accurate enough to estimate VSA in transient manoeuvres, progressive drifting in results due to integration is still a potential issue.

Other observer-based methods are mainly based on hybridising the KF with various artificial intelligence (AI) strategies [16,37,46,47] to improve the observation model determination. The authors in [37] and [47] use ANFIS (Adaptive Network Fuzzy Inference System) respectively with UKF and EKF, while in [46] and [16], the modelling ability of a simple fuzzy logic inference system has been used to improve EKF estimation performances. In particular, Cheli et al. [16] proposed a combined approach using a kinematic model in transient conditions, and a dynamic model in steady-state conditions. Specifically, for the kinematic model, a high pass filter is applied to the measured signals, in order to avoid progressive drifting during integration. An appropriate steady-state index is defined to discern the degree of regime condition in the range 0–1, based on a real-time fuzzy logic-based analysis of
the history of three signals: steering angle, lateral acceleration, and yaw rate, with a larger weight on the latter.

2.3. GPS-Aided Estimation

A previous extensive review of VSA estimation through GPS-aided methods has been recently carried out by Leung et al. [68]. For the sake of brevity, readers are invited to refer to Leung’s work. Nevertheless, some important considerations are worth highlighting.

The majority of the GPS-aided methods studied in the literature use a simple dynamic vehicle model with linear tyres (due to its simplicity) with an EKF as an estimator aided with GPS data [75–87]. Also, the most recent works, i.e., those published after Leung’s work, are focussed on this strategy [88–93], rather than the use of a kinematic vehicle model. They all obtained promising results, especially those who have further extended the GPS use to investigate tyre–road friction [89,93], roll, and banking angle [94], or with a dual GPS setup [74,91].

It is worth noticing that some major issues come into play with this approach. First of all, GPS receivers suffer from high price, low update frequencies, and sensitivity to the external environment. They are also sensitive to surroundings (e.g., trees or buildings), which can cause temporary outages. As a matter of fact, in most cases, vehicle dynamics sensors such as accelerometers and gyros operate at 100 Hz. However, due to hardware limitations, GPS receivers can operate at most at 50 Hz, whilst cheaper devices suitable for this application operate at less than 10 Hz only. Therefore, any dynamical changes in between samples are undetectable. Higher-sampled GPS are available, but their cost rises exponentially with the sample rate. The difference between the two sampling rates leads to an error during the inertial sensors (IS) and the GPS fusion process, since IS measurements are forced to be down-sampled in order to be synchronised with GPS.

Leung et al. [68,95] reported a simple way to overcome the problem. They suggested fitting a second-order curve on the down-sampled VSA estimation in real-time in order to provide a continuous estimation between GPS samples as well, without affecting the computational burden required. This method showed some overshooting problems during sudden changes in vehicle lateral velocity, but it is helpful to solve the issue regarding discontinuity in the VSA estimation.

A different solution to overcome the low sampling rate issue has been proposed by Bevly [70,71,81]. This method uses a KF, together with the data fusion from GPS and IS, to predict the IS biases when GPS data are available, and integrate the “corrected” IS signals when such data become unavailable. Hence, this allows the estimation of IS biases as well as the attenuation of the errors (drifts) in the sensor signal.

However, Bevly et al. in [70,71,81], proposed a single GPS receiver is used, resulting in the ability to predict the gyro bias only when the vehicle is travelling straight. A dual GPS antenna setup is therefore introduced by Bevly et al. in [82] and Ryu et al. in [83] that allows the yaw angle to be measured at any instant.

3. Neural Network-Based Estimation

The use of the so-called soft computing techniques such as artificial neural networks, genetic algorithms, and fuzzy logic is increasingly widespread in engineering applications e.g., [128] by Chindamo et al.

Only a few works regarding VSA estimation through ANN can be found in the literature. As mentioned in Section 1, this method has been precisely designed to overcome the need of a complex vehicle model and its complex set of parameters, especially those regarding tyres. Furthermore, errors due to integration of signals with noise are also avoided, since ANNs can estimate the VSA with their ability to identify complex relationships from input–output data pairs, using only simple math operations. A detailed mathematical description of ANNs is provided in [103] by Gurney. For the sake of clarity, Figure 3 reports a high-level schematic that explains how the ANN estimation process works.
Most of the authors who have addressed this topic used the same general approach. It consists of a three-layered neural network composed by one input layer, one hidden layer, and the output layer, where the first and second layer’s neurons use the log–sigmoid transfer function, while in the third layer, neurons use the linear functions. For the sake of clarity, inputs are considered those signals that can be easily measured on board any vehicles such as the yaw rate, lateral/longitudinal acceleration, vehicle speed, and steering angle, while the only output is the VSA. This kind of layered ANN with at least two layers is also able to memorise any kind of non-linear model [97,103]. Figure 4 shows the general layout of the above-mentioned ANN.

A comprehensive training dataset is required to obtain a good estimation using an ANN. Except for [99] by Yu, which uses a radial basis function (RBF), they use the consolidated Levenberg–Marquardt back-propagation (BP) algorithm along with the mean squared error (MSE) performance index to train the ANN. This BP optimisation algorithm updates the weights and biases of the network, as presented in [129,130] by Levenberg and Marquardt, while the RBF is a feed-forward propagation method that requires less calculation, with a faster learning process [100].

Moreover, two of the latest works propose a general regression neural network (GRNN) instead [105,106]. GRNN is a special form of a RBF network that features good learning ability and a high function approximation capability. The main difference between GRNN and RBF is a
special linear layer that computes the weighted output of the first layer. Particularly, Wei et al. in [106] tested this ANN on many handling manoeuvres, obtaining a fast response with high estimation accuracy. However, they did not investigate the robustness of this method against varying speeds and changing conditions (adherence, for instance).

However, some studies suggest another strategy to improve efficiency and reliability. In [101] Chindamo et al. for example, a single special training manoeuvre has been suggested to improve the ANN estimation capability, while keeping its structure simple to avoid computational burden issues, as 10 neurons were used in the hidden layer. Such a manoeuvre consists in a $45^\circ$ sine steer performed at increasing speed from 5 km/h to 100 km/h using a 15 km/h/min slope to be performed in at least three different friction conditions (i.e., $\mu = 1, 0.5, 0.2$). This method produced very good estimation results; however, it was only tested via a CarSim Simulation, as a real-world test would be quite complicated due to the extension of the proving ground required.

Furthermore, Melzi et al. [96] proposed the basic ANN that was described at the beginning of this section with the addition of a feedback line with the value of the VSA estimated by the network (only in the testing phase, with no feedback line during the training phase indeed). The VSA was introduced with an $8\times\Delta t$ time delay. In fact, they assert that the presence of the correct target among input variables would have assigned to the output a value of 1-VSA and 0 to all of the other signals, driving the ANN to a VSA estimation without considering the complete vehicle dynamics becoming unreliable if applied to a manoeuvre that was not present in the training dataset. Thus, the introduction of the time delay was aimed at reducing the relative weight of the VSA in the ANN. To verify the reliability of their method, they performed many tests at various speeds using a real-world vehicle on different adherence friction conditions. They found that the ANN was able to predict the VSA accurately in transient conditions, while the results were not acceptable for steady-state or near-steady state conditions due to the estimation drift caused by the feedback line. The same ANN without the feedback line can only give a good VSA approximation in driving conditions that are far from the vehicle limit of adherence.

In another promising work, Broderick et al. [104] trained an ANN with a set of manoeuvres in order to take into account a shift in vehicle weight, a change in road surface, and a radical change in tyre characteristics. However, the training procedure is highly time demanding, and they only tested the network on two scenarios.

Also, Acosta et al., Dye et al., Alagappan et al. and Huang et al. in [107–110] used a hybrid estimator composed by a neural network and an observer (typically an EKF). The first one has only the task of fitting tyre data, while the second estimates vehicle dynamics states. In these works, the ANN structure is the simplest possible in order to avoid an undesired increase of the computational burden.

The main issues of the ANN-based estimation remain the inability of the network to deal with a change in the vehicle after the training procedure, and the possibility of dealing with a road banking angle, which must be estimated with an external algorithm [129], and then, as proposed in [98,102], filtering out the lateral acceleration component due to gravity.

4. Conclusions

The paper presents a comprehensive and extensive literature review on the VSA estimation: 119 works have been considered in total. They have been divided into two main categories depending on the approach: observer-based, and neural network-based. A recap of the methods is reported in Table 1.
Table 1. Recap based on method and approach adopted for vehicle sideslip angle (VSA) estimation. LO: Luenberger observer; SMO: sliding-mode observer; KF: Kalman filter; EKF: extended Kalman filter; UKF: unscented Kalman filter; SCKF: square-root cubature Kalman filter; SCRHKF: square-root cubature-based receding horizon Kalman filter; IS: inertial sensors.

| Method          | Method Detail                                                                 | Robustness                                | Model                        | Simulations | Experiments | Ref.       |
|-----------------|-------------------------------------------------------------------------------|-------------------------------------------|------------------------------|-------------|-------------|------------|
| LO              | VSA and other state variables estimated using this observer in its linear or non-linear form, according to the type of vehicle model adopted | High robustness to model uncertainty and system noise | Dynamic—both linear and non-linear | yes         | yes         | [59,60,111,112] |
| SMO             | VSA and other state variables estimated using this observer in its linear or non-linear form, according to the type of vehicle model adopted. SMO features a faster convergence speed than EKF, because it does not need to deal with massive matrix computation. | High robustness to model uncertainty and system noise | Dynamic—both linear and non-linear | yes         | yes         | [20–23,60] |
| KF/EKF, Kinematic | This observer is consolidated, and it is simple to be implemented. The kinematic model is of easier implementation if compared with the dynamic model, but generally less accurate. Usually in this case, GPS measurements are used to enhance estimation. | High against changes of parameters/conditions | Kinematic                     | yes         | yes         | [40,43–48,79–81] |
| KF/EKF, Dynamic | The most used. This observer is consolidated and it is simple to be implemented, robust, stable, and able to deal with input and measurement noise. | High against input and measurement noise. Low against changes of parameters/conditions. | Dynamic—non-linear. A full vehicle model can be used due to the small computational burden required | yes         | yes         | [13,16–19,24–27,48,50–58,61–67,120] |
| UKF             | Developed from EKF recently. It requires a smaller computational burden with the same estimation accuracy. This makes this method more suitable for real-time applications. | High against input and measurement noise. | Dynamic—linear or non-linear  | yes         | yes         | [33–43,46,127] |
| SCKF            | Derived from EKF. It numerically approximates the multidimensional integrals by means of a third-degree spherical-radial cubature rule. It has proper estimation accuracy and convergence speed. | Low robustness against model uncertainty and measurement noise. | Dynamic—non-linear          | yes         | yes         | [41,42,49] |
| SCRHKF          | Derived from EKF and SCKF, but it uses a finite number of measurements to reduce computational effort; however, this leads to a poor convergence speed. | High robustness against uncertainty and measurement noise. | Dynamic—non-linear          | yes         | yes         | [40–42,49] |
| SCKF + SCRHKF   | These two observers have complementary features with each other while overcoming their issues. This hybrid estimator is more accurate on average, with a good convergence speed. However, this approach has a computational effort issue. | High robustness against uncertainty and measurement noise. | Dynamic—non-linear          | no          | yes         | [40,67] |
| GPS + IS        | VSA estimated by fusing data from IS and GPS (a dual antenna setup is better). With a kinematic vehicle model, the need of detailed physical parameters is avoided. | High robustness against changes of parameters/conditions, but low against measurement noise. | Kinematic—Only a simple set of few parameters is required | no          | yes         | [68–74] |
| GPS + OBSERVER  | VSA estimated using data from a dual GPS antenna setup, and a dynamic model with an observer to provide continue estimation during GPS outages. | High— the observer (usually an EKF) gives high robustness against input and measurement noise. | Dynamic—Bicycle model with linear tyres | no          | yes         | [68,75–95] |
| ANN             | No need of a complex vehicle model, and no errors due to integration of signals with noise. VSA estimated by a three-layered neural network where the first and second layer’s neurons use the log-sigmoid transfer function. | Very low against system and external condition changes (i.e., grip). When the network is properly trained, it can be robust against measurement noise. | None                  |            |             | [96–110] |
The observer-based approach has been found to be the most used (71 works out of 120). It heavily depends on the kind of vehicle model, its accuracy, and the completeness of its set of parameters. The computational burden can also be an issue; nevertheless, the method can lead to very accurate results. GPS-aided methods are often combined to an observer, using the GPS data to overcome any estimation gaps or inaccuracy. However, GPS sampling frequencies, availability, and cost should also be considered during the design of a VSA estimation system.

The neural network-based approach has been specifically designed to overcome the need of a vehicle model and be suitable for a real-time environment, since it does not require much computational effort. In this case, the poor capability of the ANN to deal with any environmental or vehicle physical changes (for example, tyre wear or road friction) cannot be neglected.

In all cases, the cost-to-accuracy ratio plays an important role in choosing the correct estimation method.
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Nomenclature

- VSA: Vehicle sideslip angle
- ESP: Electronic Stability Program
- VCS: Vehicle Control Systems
- GPS: Global Positioning System
- LO: Luenberger Observer
- IS: Inertial Sensors
- SMO: Sliding Mode Observer
- ANN: Artificial Neural Network
- KF: Kalman Filter
- AI: Artificial Intelligence
- EKF: Extended Kalman Filter
- MSE: Mean Squared Error
- UKF: Unscented Kalman Filter
- RBF: Radial Basis Function
- SCKF: Square-root Cubature Kalman Filter
- SCRHKF: Square-root Cubature Based Receding Horizon KF
- GRNN: General Regression NN
- ANFIS: Adaptive Neuro-Fuzzy Inference System
- NN: Neural Network
- \( a_x \): Longitudinal acceleration
- \( a_y \): Lateral acceleration
- \( u \): Longitudinal speed
- \( v \): Lateral speed
- \( \alpha \): Tyre slip angle
- \( \beta \): Vehicle slip angle
- \( V \): Overall vehicle speed
- \( r \): Yaw rate
- \( m \): Vehicle mass
- \( F_x \): Tyre longitudinal force
- \( F_y \): Tyre lateral force
- \( F_{AERO} \): Aerodynamic drag force
- \( J_z \): Vehicle yaw inertia
- \( M \): Yaw moment
- \( \delta \): Wheel steering angle
- \( \mathbf{x}_k \): State vector
- \( \mathbf{z}_k \): Output vector
- \( \mathbf{w}_k \): Input vector
- \( \mathbf{u}_k \): Measurement noise
- \( \mathbf{v}_k \): Process noise
- \( \mathbf{Q} \): Process error covariance matrix
- \( \mathbf{R} \): Measurements error covar matrix
- \( \mathbf{J} \): Observation model matrix
- \( \mathbf{A} \): State transition matrix
- \( \mathbf{F} \): Control-input model matrix
- \( \mathbf{H} \): Observation model matrix
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