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A B S T R A C T

We use a New Keynesian behavioral macroeconomic model to analyze how structural reforms affect the economy. There are two types of structural reforms. The first one increases price flexibility; the second one increases competition in the labor market and raises potential output. We find that in a rigid economy business cycle movements are dominated by movements of animal spirits. Increasing price flexibility reduces the power of animal spirits and the boom bust nature of the business cycle. We study the trade-offs between output and inflation volatility faced by the central bank. We find that flexibility improves these trade-offs making it easier for the central bank to stabilize output and inflation.
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1. Introduction

As a reaction to the sovereign debt crisis European policy makers intensified calls for structural reforms aiming at making economic systems more flexible and more competitive. Countries like Greece, Ireland, and Portugal that were subject to financial rescue programs in fact were forced to implement structural reforms mainly in the labor market and in pension systems. Others, like Italy and Spain instituted similar reforms mainly as a result of peer pressure exerted within the European Union. The underlying view of this approach was that it is crucial for the recovery that the supply side be made more flexible and more competitive. No doubt the supply side in many countries needs to be reformed. At the same time, however, aggregate demand matters. Structural reforms imposed on the supply side interact with aggregate demand. It is this interaction that determines what the short-term and long-term effects of structural reforms will be.

The question of how supply-side reforms interact with aggregate demand and how they impact on the economy has been analyzed in DSGE-models. Most of the time these reforms are modeled as leading to a decline in the markup between prices and marginal costs (ECB 2015; Cacciatore et al., 2012, 2016; Eggertson et al., 2014; Sajedi, 2017). This analysis has shed new light on how reforms affect the economy in the short and in the long run.
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The limitation of the standard DSGE-models is that these models do not have an endogenous business cycle theory. In these models, business cycles are triggered by exogenous shocks combined with slow adjustments of wages and prices. There is a need to analyze the effects of structural reforms in models where the business cycle is generated endogenously interacting with behavioral factors. This is the case in behavioral macroeconomic models (see Farmer and Foley (2009), De Grauwe (2012), Hommes and Lustenhouwer (2016), De Grauwe and Ji (2016, 2018), Agliari et al. (2017), Hallegatte et al. (2008), and Hommes et al. (2019); for a survey see Franke and Westerhoff (2017)).

In this paper, we use a behavioral macroeconomic model based on a New Keynesian framework to analyze the effects of structural reforms. The model is characterized by the fact that agents experience cognitive limitations preventing them from having rational expectations. Instead they use simple forecasting rules (heuristics) and evaluate the forecasting performances of these rules ex-post. This evaluation leads them to switch to the rules that perform best. Thus, it can be said that agents use a trial-and-error learning mechanism.

This heuristic switching model produces endogenous waves of optimism and pessimism (animal spirits) that drive the business cycle in a self-fulfilling way, i.e. optimism (pessimism) leads to an increase (decline) in output, and the increase (decline) in output in turn intensifies optimism (pessimism), see De Grauwe (2012) and De Grauwe and Ji (2018). An important feature of this dynamics of animal spirits is that the movements of the output gap are characterized by periods of tranquility alternating in an unpredictable way with periods of intense movements of booms and busts. One of the issues we will analyze is how structural reforms affect this dynamics of the business cycle.

We will introduce structural reforms in the context of this behavioral model through two channels. The first one is through the sensitivity of inflation to the output gap in the New Keynesian Philips curve (supply equation). A low sensitivity of the rate of inflation with respect to the output gap is indicative of price rigidities. For example, if prices are rigid a decline in the output gap during a recession has a low effect on prices and therefore does not transmit into lower inflation. Conversely, when prices are flexible, a decline in the output gap is transmitted into a lower rate of inflation.

The second way we will introduce structural reforms is through supply shocks. This is also the way structural reforms have been modeled in standard DSGE models (see for e.g., Eggertson, et al. (2014), Cacciatore et al. (2012), Everaert and Schule (2006), Gomes et al. (2013), and ECB (2015)). In these microfounded models, structural reforms in labor markets include relaxing job protection, cuts in unemployment benefits, etc., and in product markets, reductions in barriers to entry for new firms. These reforms lead to a lowering of mark-ups in the goods and labor markets and move the economy closer to perfect competition. Therefore, these reforms can be seen as shifting the supply curve to the right, increasing the production potential of countries. One common feature of these New Keynesian models is their reliance on the assumption that there are rigidities in nominal prices leading to a relatively flat Philips curve. In such a case, analyzing the right-ward shift of the supply curve becomes more important.

The main focus of this paper will be the analysis, first, of how structural reforms that increase flexibility affect the nature of the business cycle, and second, how these structural reforms affect the capacity of the central bank to stabilize inflation and output.

The paper is organized as follows. Sections 2–4 present the behavioral model, its main characteristics, stability condition, calibration and empirical verification. Sections 5 and 6 present the results of this model related to structural reforms. In Section 5, we compare the features of the output gap and animal spirits under the flexible and the rigid assumption. Section 6 presents the impulse response results of a positive supply shock. We also compare the major results in the behavioral model with the rational expectations models. Section 7 analyzes the power of output stabilizations and how structural reforms affect the choices monetary authorities face concerning output stabilizations. Section 8 contains the conclusion.

2. The behavioral model

2.1. Basic model

The model consists of an aggregate demand equation, an aggregate supply equation and a Taylor rule. In Appendix 1 we provide the microfoundations of this model.

The aggregate demand equation can be expressed in the following way:

\[ y_t = a_1\hat{E}_t y_{t+1} + (1 - a_1)y_{t-1} + a_2(\tau_t - \hat{E}_t\tau_{t+1}) + v_t \]  \hspace{1cm} (1)

where \( y_t \) is the output gap in period \( t \), \( \tau_t \) is the nominal interest rate, \( \pi_t \) is the rate of inflation. The tilde above \( E \) refers to the fact that expectations are not formed rationally. How exactly these expectations are formed will be specified subsequently.

We follow the procedure introduced in New Keynesian DSGE-models of adding a lagged output in the demand equation. This can be justified by invoking inertia in decision-making. It takes time for agents to adjust to new signals because there is habit formation or because of institutional constraints (see Dennis (2008)). For example, contracts cannot be renegotiated instantaneously.

We assume the aggregate supply equation in (2). This New Keynesian Philips curve includes a forward looking component, \( \hat{E}_t\pi_{t+1} \) , and a lagged inflation variable. Inflation \( \pi_t \) is sensitive to the output gap \( y_t \). The parameter \( b_2 \) measures the extent to which inflation adjusts to changes in the output gap. It is therefore indicative of the degree of price flexibility. In Appendix 1, we develop this idea in greater detail and we show how it is related to Calvo pricing.

\[ \pi_t = b_1\hat{E}_t\pi_{t+1} + (1 - b_1)\pi_{t-1} + b_2y_t + \eta_t \]  \hspace{1cm} (2)
Finally, the Taylor rule describes the behavior of the central bank
\[ r_t = (1 - c_2)(c_1(\pi_t - \pi^*) + c_2\gamma_t) + c_1r_{t-1} + u_t \]  
where \( \pi^* \) is the inflation target, thus the central bank is assumed to raise the interest when the observed inflation rate increases relative to the announced inflation target. The intensity with which it does this is measured by the coefficient \( c_1 \). Similarly, when the output gap increases the central bank is assumed to raise the interest rate. The intensity with which it does this is measured by \( c_2 \). The latter parameter then also tells us something about the ambitions the central bank has to stabilize output. A central bank that does not care about output stabilization sets \( c_2 = 0 \). We say that this central bank applies strict inflation targeting. The parameter \( c_1 \) is important. It has been shown (see Woodford (2003), chapter 4, or Gali (2008)) that it must exceed 1 for the model to be stable. This is also sometimes called the "Taylor principle."

Finally, note that, as is commonly done, the central bank is assumed to smooth the interest rate. This smoothing behavior is represented by the lagged interest rate \( r_{t-1} \) in Eq. (3). The long-term equilibrium interest rate is assumed to be zero and thus it does not appear in the equation.

We have added error terms in each of the three equations. These error terms describe the nature of the different shocks that can hit the economy. There are demand shocks, \( \nu_t \), supply shocks, \( \eta_t \), and interest rate shocks, \( u_t \). We will generally assume that these shocks are normally distributed with mean zero and a constant standard deviation.

2.2. Introducing heuristics in forecasting output

We assume that agents lack the cognitive capacities to form rational expectations. The latter indeed require agents to understand the complexities of the underlying model and to know the frequency distributions of the shocks that will hit the economy. We take it that the cognitive limitations of agents prevent them from understanding and processing this kind of information. These cognitive limitations have been confirmed by laboratory experiments and survey data (see Carroll (2003), Branch (2004), Pfajfar and Zakelj (2011, 2014), Hommes (2011)).

There is a large literature on expectations formation (see Evans (2001)). While some modelers adopt some weaker forms of rational expectations, namely "eductive learning," others have developed "adaptive learning" models in macroeconomics. The latter refer to the possibility that agents learn and update their forecasts. This updating can be done using statistical methods as in Evans and Honkapopja (2001) or in an evolutionary (trial and error) fashion (see Brock and Hommes (1997), Branch and McGough (2010), De Grauwe (2012) and Hommes and Lustenhouwer (2019)).

In this paper, we will use the evolutionary approach to "adaptive learning" approach in which agents use simple rules (heuristics) to forecast future output gap and inflation. Rationality is introduced by assuming a willingness to learn from mistakes and therefore a willingness to switch between different heuristics. In making these choices we follow the road taken by an increasing number of macroeconomists, which have developed "agent-based models" and "behavioral macroeconomic models" (see for example Tesfatsion (2001), Colander et al. (2008), Farmer and Foley (2009), Delli Gatti et al. (2005), Westerhoff and Franke (2018), De Grauwe (2012), Hommes and Lustenhouwer (2019)).

The way we proceed is as follows. We assume two types of forecasting rules. A first rule is called a "fundamentalist" one. Agents estimate the steady state value of the output gap (which is normalized at 0) and use this to forecast the future output gap. A second forecasting rule is a "naïve" one. This is a rule that does not presuppose that agents know the steady state output gap. They are agnostic about it. Instead, they extrapolate the previous observed output gap into the future. The two rules are specified as follows:

The fundamentalist rule is defined by
\[ E^f_t \gamma_{t+1} = 0 \]  
(4)

The naïve rule is defined by
\[ E^s_t \gamma_{t+1} = y_{t-1} \]  
(5)

This kind of simple heuristic has often been used in the behavioral finance literature where agents are assumed to use fundamentalist and chartist rules (see Brock and Hommes (1997), Branch and Evans (2006), De Grauwe and Grimaldi (2008)). It is probably the simplest possible assumption one can make about how agents who experience cognitive limitations, use rules that embody limited knowledge to guide their behavior. They only require agents to use information they understand, and do not require them to understand the whole picture.

Thus, the specification of the heuristics in (4) and (5) should not be interpreted as a realistic representation of how agents forecast. Rather is it a parsimonious representation of a world where agents do not know the “Truth” (i.e., the underlying model). The use of simple rules does not mean that the agents are irrational and that they do not want to learn from their

---

1 In De Grauwe (2012) more complex rules are used, e.g., it is assumed that agents do not know the steady-state output gap with certainty and only have biased estimates of it. This is also the approach taken by Hommes and Lustenhouwer (2019).
2 Note that this rule is the rational rule in case of a random walk. Hommes and Lustenhouwer (2019) provide a microfoundation of the New-Keynesian model with these two rules. See the appendix.
3 Note that according to (4) fundamentalists expect a deviation of the output gap from the equilibrium to be corrected in one period. We have experimented with lagged adjustments using an AR(1) process. These do not affect the results in a fundamental sense.
errors. We will specify a learning mechanism later in this section in which these agents continuously try to correct for their errors by switching from one rule to the other.

We assume that the market forecast can be obtained as a weighted average of these two forecasts, i.e.,

\[
\hat{E}_t y_{t+1} = \alpha_{f,t} \hat{E}_t y_{t+1} + \alpha_{e,t} \hat{e}_t y_{t+1}
\]

(6)

\[
\hat{e}_t y_{t+1} = \alpha_{f,t} 0 + \alpha_{e,t} y_{t-1}
\]

(7)

and

\[
\alpha_{f,t} + \alpha_{e,t} = 1
\]

(8)

where \(\alpha_{f,t}\) and \(\alpha_{e,t}\) are the probabilities that agents use the fundamentalist, respectively, the naïve rule.

The forecasting rules (heuristics) introduced here can be derived at the micro level and then aggregated. A recent attempt is provided by Hommes and Lustenhouwer (2016, 2019) who derive microfoundations of a model similar to the one used here assuming limited cognitive capacities of agents. In Appendix 1 we provide a similar discussion on the microfoundation of our model.

2.3. Selecting the forecasting rules in forecasting output

As indicated earlier, agents in our model are willing to learn, i.e., they continuously evaluate their forecast performance. This willingness to learn and to change one’s behavior is a very fundamental definition of rational behavior. Thus, our agents in the model are rational, not in the sense of having rational expectations. Instead our agents are rational in the sense that they learn from their mistakes. The concept of “bounded rationality” is often used to characterize this behavior.

The first step in the analysis then consists in defining a criterion of success. This will be the forecast performance (utility) of a particular rule. We define the utility of using the fundamentalist and the naïve rules as follows:

\[
U_{f,t} = \sum_{k=0}^{\infty} \omega_k \left[ y_{t-k-1} - \hat{E}_{t-k-2} y_{t-k-1} \right]^2
\]

(9)

\[
U_{e,t} = \sum_{k=0}^{\infty} \omega_k \left[ y_{t-k-1} - \hat{e}_{e,t-k-2} y_{t-k-1} \right]^2
\]

(10)

where \(U_{f,t}\) and \(U_{e,t}\) are the utilities of the fundamentalist and naïve rules, respectively. These are defined as the negative of the mean squared forecasting errors (MSFEs) of the forecasting rules; \(\omega_k\) are geometrically declining weights. We make these weights declining because we assume that agents tend to forget. Put differently, they give a lower weight to errors made far in the past as compared to errors made recently. The degree of forgetting turns out to play a major role in our model. This was analyzed in De Grauwe (2012).

The next step consists in evaluating these utilities. We apply discrete choice theory (see Anderson et al. (1992) and Brock and Hommes (1997)) in specifying the procedure agents follow in this evaluation process. If agents were purely rational they would just compare \(U_{f,t}\) and \(U_{e,t}\) in (9) and (10) and choose the rule that produces the highest value. Thus, under pure rationality, agents would choose the fundamentalist rule if \(U_{f,t} > U_{e,t}\), and vice versa. However, psychologists have stressed that when we have to choose among alternatives we are also influenced by our state of mind (see Kahneman (2002)). The latter can be influenced by many unpredictable things. One way to formalize this is that the utilities of the two alternatives have a deterministic component (these are \(U_{f,t}\) and \(U_{e,t}\) in (9) and (10)) and a random component \(\xi_{f,t}\) and \(\xi_{e,t}\). The probability of choosing the fundamentalist rule is then given by

\[
\alpha_{f,t} = P[(U_{f,t} + \xi_{f,t}) > (U_{e,t} + \xi_{e,t})]
\]

(11)

In words, this means that the probability of selecting the fundamentalist rule is equal to the probability that the stochastic utility associated with using the fundamentalist rule exceeds the stochastic utility of using the naïve rule. In order to derive a more precise expression one has to specify the distribution of the random variables \(\xi_{f,t}\) and \(\xi_{e,t}\). It is customary in the discrete choice literature to assume that these random variables are logistically distributed (see Anderson et al. (1992), p.35). One then obtains the following expressions for the probability of choosing the fundamentalist rule:

\[
\bar{\alpha}_{f,t} = \frac{\exp(\gamma U_{f,t})}{\exp(\gamma U_{f,t}) + \exp(\gamma U_{e,t})}
\]

(12)
Similarly, the probability that an agent will use the naïve forecasting rule is given by

\[
\alpha_{e,t} = \frac{\exp(yU_{e,t})}{\exp(yU_{f,t}) + \exp(yU_{e,t})} = 1 - \alpha_{f,t}
\]  

Eq. (12) says that as the past forecast performance (utility) of the fundamentalist rule improves relative to that of the naïve rule, agents are more likely to select the fundamentalist rule for their forecasts of the output gap. Eq. (13) has a similar interpretation. The parameter \( \gamma \) measures the “intensity of choice”. It is related to the variance of the random components. Defining \( \xi_{t+\cdot} = \xi_{ft} - \xi_{e,t} \), we can write (see Anderson et al. (1992))

\[
\gamma = \frac{1}{\sqrt{\text{var}(\xi_{t})}}
\]

When \( \text{var}(\xi_{t}) \) goes to infinity, \( \gamma \) approaches 0. In that case agents’ utility is completely overwhelmed by random events making it impossible for them to choose rationally between the two rules. As a result, they decide to be fundamentalist or extrapolator by tossing a coin and the probability to be fundamentalist (or extrapolator) is exactly 0.5. When \( \gamma = \infty \) the variance of the random components is zero (utility is then fully deterministic) and the probability of using a fundamentalist rule is either 1 or 0. The parameter \( \gamma \) can also be interpreted as expressing a willingness to learn from past performance. When \( \gamma = 0 \) this willingness is zero; it increases with the size of \( \gamma \).

As argued earlier, the selection mechanism used should be interpreted as a learning mechanism based on “trial and error.” When observing that the rule they use performs less well than the alternative rule, agents are willing to switch to the more performing rule. Put differently, agents avoid making systematic mistakes by constantly being willing to learn from past mistakes and to change their behavior.

2.4. Heuristics and selection mechanism in forecasting inflation

Agents also have to forecast inflation. A similar simple heuristics is used as in the case of output gap forecasting, with one rule that could be called a fundamentalist rule and the other a naïve rule. (See Brazier et al. (2008) for a similar setup). We assume an institutional set-up in which the central bank announces an explicit inflation target. The fundamentalist rule then is based on this announced inflation target, i.e. agents using this rule have confidence in the credibility of this rule and use it to forecast inflation. Agents who do not trust the announced inflation target use the naïve rule, which consists in extrapolating inflation from the past into the future.

The fundamentalist rule will be called an “inflation targeting” rule. It consists in using the central bank’s inflation target to forecast future inflation, i.e.,

\[
\tilde{E}_{t}^{f}\pi_{t+1} = \pi^{*}
\]

where the inflation target is \( \pi^{*} \)

The “naïve” rule is defined by

\[
\tilde{E}_{t}^{e}\pi_{t+1} = \pi_{t-1}
\]

As in the previous section, the market forecast is a weighted average of these two forecasts, i.e.,

\[
\tilde{E}_{t}\pi_{t+1} = \beta_{f,t}\tilde{E}_{t}^{f}\pi_{t+1} + \beta_{e,t}\tilde{E}_{t}^{e}\pi_{t+1}
\]

or

\[
\tilde{E}_{t}\pi_{t+1} = \beta_{f,t}\pi^{*} + \beta_{e,t}\pi_{t-1}
\]

and

\[
\beta_{f,t} + \beta_{e,t} = 1.
\]

The same selection mechanism is used as in the case of output forecasting to determine the probabilities of agents trusting the inflation target and those who do not trust it and revert to extrapolation of past inflation, yielding equations similar to (12) and (13).

This inflation forecasting heuristics can be interpreted as a procedure of agents to find out how credible the central bank’s inflation targeting is. If this is very credible, using the announced inflation target will produce good forecasts and as a result, the probability that agents will rely on the inflation target will be high. If on the other hand the inflation target does not produce good forecasts (compared to a simple extrapolation rule) the probability that agents will use it will be small.

Finally, it should be mentioned that the two prediction rules for the output gap and inflation are made independently.\footnote{We did the same exercise after setting \( a_{t}=0 \) and \( b_{t}=0 \), i.e., we eliminated the lags in the dependent variables in the aggregated demand and supply functions. This leads to very similar autocorrelations. This shows that most of the autocorrelations are produced by the buildup of market sentiments (animal spirits) that exhibits a lot of inertia.}

This is a strong assumption. What we model is the use of different forecasting rules. The selection criterion is exclusively
based on the forecasting performances of these rules. Agents in our model do not have a psychological predisposition to become fundamentalists or extrapolators.

There is ample evidence from laboratory experiments that support our behavioral assumptions that agents use simple heuristics to forecast output gap and inflation such as the ones described in Eqs. (5) and (15). See Pfajfar and Zakelj (2011, 2014), Kryvtsov and Petersen (2013), and also Assenza et al. (2014) for a literature survey. Moreover, several experiments at CeNDEF University of Amsterdam (see Assenza et al. (2020) and Hommes (2020)) find that among different forecasting rules, one of them tends to become dominant in the consecutive rounds of an experiment. This is quite in accordance with the discrete choice principle we employ in our model.

2.5. Defining animal spirits

The forecasts made by extrapolators and fundamentalists play an important role in the model. In order to highlight this role we define an index of market sentiments, which we call “animal spirits,” and which reflects how optimistic or pessimistic these forecasts are.

The definition of animal spirits is as follows:

\[ S_t = \begin{cases} \alpha_{e,t} - \alpha_{f,t} & \text{if } y_{t-1} > 0 \\ \alpha_{e,t} + \alpha_{f,t} & \text{if } y_{t-1} < 0 \end{cases} \]  

(19)

where \( S_t \) is the index of animal spirits. This can change between -1 and +1. There are two possibilities:

- When \( y_{t-1} > 0 \), extrapolators forecast a positive output gap. The fraction of agents who make such a positive forecasts is \( \alpha_{e,t} \). Fundamentalists, however, then make a pessimistic forecast since they expect the positive output gap to decline toward the equilibrium value of 0. The fraction of agents who make such a forecast is \( \alpha_{f,t} \). We subtract this fraction of pessimistic forecasts from the fraction \( \alpha_{e,t} \) who make a positive forecast. When these two fractions are equal to each other (both are then 0.5) market sentiments (animal spirits) are neutral, i.e. optimists and pessimists cancel out and \( S_t = 0 \). When the fraction of optimists \( \alpha_{e,t} \) exceeds the fraction of pessimists \( \alpha_{f,t} \), \( S_t \) becomes positive. As we will see, the model allows for the possibility that \( \alpha_{e,t} \) moves to 1. In that case there are only optimists and \( S_t = 1 \).

- When \( y_{t-1} < 0 \), extrapolators forecast a negative output gap. The fraction of agents who make such a negative forecasts is \( \alpha_{e,t} \). We give this fraction a negative sign. Fundamentalists, however, then make an optimistic forecast since they expect the negative output gap to increase toward the equilibrium value of 0. The fraction of agents who make such a forecast is \( \alpha_{f,t} \). We give this fraction of optimistic forecasts a positive sign. When these two fractions are equal to each other (both are then 0.5) market sentiments (animal spirits) are neutral, i.e. optimists and pessimists cancel out and \( S_t = 0 \). When the fraction of pessimists \( \alpha_{e,t} \) exceeds the fraction of optimists \( \alpha_{f,t} \), \( S_t \) becomes negative. The fraction of pessimists, \( \alpha_{e,t} \), can move to 1. In that case there are only pessimists and \( S_t = -1 \).

We can rewrite (19) as follows:

\[ S_t = \begin{cases} \alpha_{e,t} - (1-\alpha_{e,t}) = 2 \alpha_{e,t} - 1 & \text{if } y_{t-1} > 0 \\ -\alpha_{e,t} + (1-\alpha_{e,t}) = -2 \alpha_{e,t} + 1 & \text{if } y_{t-1} < 0 \end{cases} \]  

(20)

2.6. Solving the model

The solution of the model is found by first substituting (3) into (1) and rewriting in matrix notation. This yields:

\[ \begin{bmatrix} 1 & -b_2 \\ -a_2c_1 & 1 - a_2c_2 \end{bmatrix} \begin{bmatrix} \pi_t \\ y_t \end{bmatrix} = \begin{bmatrix} b_1 \\ -a_2 \end{bmatrix} \begin{bmatrix} \tilde{E}_t \pi_{t+1} \\ \tilde{E}_t y_{t+1} \end{bmatrix} + \begin{bmatrix} 1 - b_1 \\ 0 \\ 0 \\ 1 - a_1 \end{bmatrix} \begin{bmatrix} \pi_{t-1} \\ y_{t-1} \\ \tilde{E}_t r_{t-1} + \eta_t \end{bmatrix} = \begin{bmatrix} \eta_t \\ a_2 u_{t} + \varepsilon_t \end{bmatrix} \]

i.e.,

\[ A Z_t = \tilde{B} E_t \left[ Z_{t+1} + C Z_{t-1} + b r_{t-1} + v_t \right] \]  

(21)

where bold characters refer to matrices and vectors. The solution for \( Z_t \) is given by

\[ Z_t = A^{-1} \left[ \tilde{B} E_t \left[ Z_{t+1} + C Z_{t-1} + b r_{t-1} + v_t \right] \right] \]  

(22)

The solution exists if the matrix \( A \) is non-singular, i.e. \((1-a_2c_2)-a_2b_2c_1 \neq 0\). The system (22) describes the solutions for \( y_t \) and \( \pi_t \) given the forecasts of \( y_t \) and \( \pi_t \). The forecasts specified in (7) and (17) can be substituted into (22). Finally, the solution for \( r_t \) is found by substituting \( y_t \) and \( \pi_t \) obtained from (22) into (3).

3. Steady state and stability condition

In this section, we first analyze the characteristics of the steady state of the model. We then study some stability properties. In doing so, we have been very much inspired by Hommes and Lustenhouwer (2019).
3.1. Steady state

It will be useful to define a new variable, i.e., the difference in the fractions of agents using the fundamentalist and naïve rules in output/inflation forecasting. We have

$$\alpha d_t = \alpha_{f,t} - \alpha_{c,t} = \alpha_{f,t} - (1 - \alpha_{f,t}) = 2\alpha_{f,t} - 1$$

(23)

$$\beta d_t = \beta_{f,t} - \beta_{c,t} = \beta_{f,t} - (1 - \beta_{f,t}) = 2\beta_{f,t} - 1$$

(24)

We substitute (3) into (1), using (7), (17), (9), (23), and (24) and setting \( \pi^* = 0 \), yields:

$$y_t = a_2 c_2 y_t + \left[ a_1 \left( \frac{1 - \alpha d_t}{2} \right) + (1 - a_1) \right] y_{t-1} + a_2 c_1 \pi_t - a_2 \left( \frac{1 - \beta d_t}{2} \right) \pi_{t-1}$$

(25)

$$\pi_t = \left[ b_1 \left( \frac{1 - \beta d_t}{2} \right) + (1 - b_1) \right] \pi_{t-1} + b_2 y_t$$

(26)

and setting the memory parameter \( \rho = 0 \)

$$\alpha d_t = \tanh \left( \frac{\gamma}{2} (y_{t-3}^2 - 2y_t y_{t-3}) \right)$$

(27)

$$\beta d_t = \tanh \left( \frac{\gamma}{2} (\pi_{t-3}^2 - 2\pi_t \pi_{t-3}) \right)$$

(28)

We will simplify the model by assuming \( a_1 = 1 \) and \( b_1 = 1 \). Combining (25) and (26) we find the equation that holds in steady state

$$\left\{ \left( \frac{1 - \beta d}{2} \right) + b_2 \left[ \frac{a_2 c_1 - a_2 \left( \frac{1 - \beta d}{2} \right)}{1 - a_1 \left( \frac{1 - \alpha d}{2} \right) - a_2 c_2} \right] - 1 \right\} \pi = 0$$

(29)

and

$$\alpha d = \tanh \left( -\frac{\gamma}{2} y^2 \right)$$

(30)

$$\beta d = \tanh \left( -\frac{\gamma}{2} \pi^2 \right)$$

(31)

This has a steady state solution \( y^* = 0, \pi^* = 0, \alpha d = 0 \) and \( \beta d = 0 \). Note that in the steady state animal spirits \( S = 0 \), i.e. market sentiments are neutral.

3.2. Stability condition

In order to analyze some of the stability characteristics of the model, we compute the Jacobian of the system described by Eqs. (25)–(28). Note that given the lag structure of \( y_t \) this is a 6-dimensional dynamic system. We can then write the Jacobian evaluated at the steady state as follows:

$$\begin{bmatrix}
\frac{1}{2} - a_2 c_2 & a_2 c_1 - \frac{1}{2} & 0 & 0 & 0 & 0 \\
-b_2 & 1 - \frac{1}{2} & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}$$

Four characteristic roots of this matrix are zero; the values of the other two are determined by the upper left \( 2 \times 2 \) submatrix. We obtain the following two characteristic roots:

$$\lambda_1 = \frac{1}{2} \left[ 1 - a_2 c_2 + \sqrt{a_2^2 c_2^2 - 4a_2 b_2 c_1 + 2a_2 b_2} \right]$$

(32)

$$\lambda_2 = \frac{1}{2} \left[ 1 - a_2 c_2 - \sqrt{a_2^2 c_2^2 - 4a_2 b_2 c_1 + 2a_2 b_2} \right]$$

(33)

To guarantee stability the real part of \( \lambda_1 \) and \( \lambda_2 \) must be within the unit circle.
Table 1
Parameter values of the calibrated model.

| Parameter | Value | Notes |
|-----------|-------|-------|
| $a_1$ | 0.5 | coefficient of expected output in output equation (Smets and Wouters(2003)) |
| $b_2$ | 0 | interest elasticity of output demand (see McCallum and Nelson (1999)) |
| $b_1$ | 0.5 | coefficient of expected inflation in inflation equation (see Smets and Wouters (2003)) |
| $b_3$ | 0.05 | coefficient of output in inflation equation, rigid case |
| $b_2$ | 1 | coefficient of output in inflation equation, flexible case |
| $\pi^\ast$ | 0 | inflation target level |
| $c_1$ | 1.5 | coefficient of inflation in Taylor equation (see Blattner and Margaritov(2010)) |
| $c_2$ | 0.5 | coefficient of output in Taylor equation (see Blattner and Margaritov(2010)) |
| $c_3$ | 0.5 | interest smoothing parameter in Taylor equation (see Blattner and Margaritov(2010)) |
| $\gamma$ | 2 | intensity of choice parameter (see Kukacka, et al. (2018)) |
| $\sigma_u$ | 0.5 | standard deviation shocks output |
| $\sigma_v$ | 0.5 | standard deviation shocks inflation |
| $\sigma_c$ | 0.5 | standard deviation shocks Taylor |
| $\rho$ | 0.5 | memory parameter (see footnote 5) |

Notes:
1. We assume two values of $b_2$. The low value corresponds to a low probability of drawing positive lottery ticket in the Calvo pricing rule; the high value corresponds to a high probability.
2. Kukacka et al. (2018) used the US and Eurozone data and applied the simulated maximum likelihood method to estimate the same model we use here with satisfying results. The estimated values of some of the parameters are in the same range as the ones we have used in our simulations. For example, these authors find that the rigidity coefficient $b_2$ of the Eurozone is very close to zero and the switching parameter $\gamma$ is around 7. For the US data, the value of $b_2$ is significantly higher varying between 0.23–0.64 and $\gamma$ is in the range of 0.53–0.95. Our parameters are in line with these estimation results.
3. $c_1$ and $c_2$ satisfy the stability condition outlined in Section 3.2.

Table 2
Standard deviations of output gap and inflation (quarterly observations).

|                | Output gap | Inflation |
|----------------|------------|-----------|
|                | U.S. Eurozone | U.S. Eurozone |
| Sample period: 2000–2016 | 1.6 1.7 | 1.3 1.0 |
| Sample period: 1990–2016 | 1.7 - | 1.3 - |

Source: Authors’ own calculations using output gap from Oxford Economics and inflation from the US Bureau of Labor Statistics and Eurostat.

We then obtain the following stability conditions:

\[
\frac{c_1}{2} \left( \frac{c_2 + b_2}{b_2} \right) - \frac{1}{4a_2b_2} > 0
\] (34)

\[
\frac{c_1}{2} \left( \frac{c_2 - b_2}{b_2} \right) - \frac{1}{4a_2b_2} < 0
\] (35)

We see that in order to maintain stability the central bank must set $c_1$ high enough. Note that $a_2 < 0$ making the whole expression (34) positive. This is not necessarily the case in (35). Since the right hand side in (34) exceeds the right hand side in (35) it is the condition on $c_1$ from (34) that is binding.

We also note that as the economy becomes more rigid (i.e., smaller $b_2$), the value of $c_1$ that ensures stability increases. Thus, in a more rigid economy there is a greater need of stabilization by the central bank.

4. The behavioral model: calibration and empirical verification

As our model has strong non-linear features, we will use numerical methods to analyze the dynamics created by the model. In order to do so, we have to calibrate the model, i.e., to select numerical values for the parameters of the model.

In Table 1, the parameters used in the calibration exercise are presented. The values of the parameters are based on what we found in the literature. We indicate the sources from which these numerical values were obtained. The model was calibrated in such a way that the time units can be considered to be quarters. The three shocks (demand shocks, supply shocks and interest rate shocks) are independently and identically distributed (i.i.d.) with standard deviations of 0.5%. These shocks produce standard deviations of the output gap and inflation that mimic the standard deviations found in the empirical data using quarterly observations for the US and the Eurozone. The way we did this can be described as follows. We first collected empirical data on the standard deviations of the output gap and inflation in the US and the Eurozone. These are shown in Table 2.

We then simulated our calibrated model over 2000 periods for different standard deviations of the exogenous shocks in inflation (while keeping the standard deviation of output shocks constant) and computed the standard deviations of the...
simulated output gap and inflation. We did this consecutively for increasing standard deviations of the inflation shocks. We assumed an inflation target of 2%. The results are shown in Fig. 1. This shows the standard deviation of the simulated output gap and inflation for different standard deviations in the inflation shocks (and for a standard deviation of the output gap equal to 0.5). We observe that with a standard deviation of the shocks in inflation and output gap of 0.5 we come very close to the empirically observed standard deviations of the output gap and inflation of Table 2. It is also interesting to observe that while we assume the same standard deviation in the shocks of output and inflation the model produces a significantly higher standard deviation of the output gap than of inflation. This is also confirmed empirically. Thus, we do not need to assume that the exogenous shocks in the output gap are higher than the shocks in inflation to produce this result. It should be mentioned that the parameter values in Table 1 ensure local stability of the steady state.

Next, we look at the serial correlation. Our behavioral model produces strong serial correlation in the output gap and inflation despite the fact that the shocks in Eqs. (1)–(3) are i.i.d. Thus, the model produces serial correlation endogenously. In Fig. 2, we show this feature by presenting the autocorrelation function of the output gap and inflation as simulated in the model. We observe strong and persistent autocorrelation.\(^8\)

---

\(^8\) One could object to this empirical evidence that the large shocks observed in the output gaps can also be the result of large exogenous shocks. The claim that is made here is not that the economy cannot sometimes be hit by large shocks (it often is), but that a theory that can explain large movements in output gaps only as a result of large exogenous shocks is an incomplete one. This creates an opening for a theory like ours that can explain large movements in the output gap (fat tails) endogenously.
In the next step we compared the autocorrelations obtained from our model with the empirical ones. In Figs. 3 and 4 we show the empirical autocorrelations of inflation (see Fig. 3) and output gap (see Fig. 4) for the UK and the US. We observe that our model predicts a pattern of serial correlations of inflation and output gap that resembles those obtained in reality.

Finally, we compared these autocorrelations with those obtained from the New Keynesian model with rational expectations. We do this by taking the aggregate demand and supply Eqs. (1) and (2) together with the Taylor rule (3) and solved it under rational expectations, using the same calibrations of the parameters and assuming i.i.d. shocks. We then simulated this model and computed the autocorrelation functions. The results are shown in Fig. 5. We find much less autocorrelation than in the behavioral model. In addition, the NK-model with RE assumptions falls far short from producing the serial correlations that are observed in reality. It has become customary in the DSGE-literature to “solve” this is by assuming that the shocks are serially correlated (see Smets and Wouters (2003)).

5. Structural reforms and business cycle

5.1. Modeling structural reforms

We use the behavioral model developed in the previous section to study how different types of structural reforms affect the macroeconomy. We will distinguish between two types of structural reforms.

The first type has the effect of increasing the price flexibility. Such an increase in flexibility increases the coefficient $b_2$ in the New Keynesian Philips curve (see Eq. (2)), i.e., when structural reform increases flexibility we will observe that changes in the output gap have a stronger effect on prices, so that the rate of inflation reacts strongly to such changes. In
Appendix 1 we show how this coefficient can be derived from the microfoundations of the model.

\[ b_2 = \frac{(1 - \theta)(1 - \beta \theta)}{\theta} \frac{\sigma (1 - \alpha) + \psi + \alpha}{1 - \alpha + \alpha \epsilon} \]  

(36)

where \( \beta, \sigma, \psi, \epsilon \) and \( \alpha \) are parameters in the consumer demand and firm production functions. The coefficient \( \theta \) relates to “Calvo pricing”. Each firm is assumed to reset prices in period \( t \) with probability \( 1 - \theta \), where \( \theta \) is the fraction of firms that keep their prices fixed. Thus, \( \theta \) can be considered as a measure of prices stickiness. In general, we can say that when \( 1 - \theta = 0 \) there is perfect rigidity, i.e., \( \theta = 1 \), and all firms keep their price fixed. In that case, as can be seen from (36), \( b_2 = 0 \). As \( 1 - \theta \) increases, \( b_2 \) increases monotonically. A fully flexible economy is one where \( 1 - \theta = 1 \), i.e. all firms adjust their prices in each period. In that case \( b_2 = \infty \). We will characterize a rigid economy to be one where \( b_2 \) is close to 0, and a flexible economy one where \( b_2 \) is close to 1.

The second type of structural reforms (e.g. bringing more competition in labor market, increasing the degree of participation in the labor market, extending the retirement age) has the effect of raising potential output. In Appendix 1 we focus on one such mechanism. This is the wage markup. For example, in a labor market dominated by labor unions the wage markup is high. Structural reforms that aim at bringing more competition in the labor market tend to reduce the markup. These structural reforms therefore can be seen as producing a positive supply shock (a negative shock in \( \eta_t \) in Eq. (2)).

We will analyze these two types of structural reforms consecutively, but we will also focus on their interactions.

5.2. The power of animal spirits: rigidity versus flexibility

We can now use the behavioral model first to analyze how different degrees of price flexibility affect the dynamics of the business cycles. We simulated the model over 2000 periods. We present the results in the time domain and in the frequency domain. Fig. 6 shows the movements of the output gap and animal spirits in the time domain (left hand side panels). We selected a sample of 200 periods (quarters) that is representative of the full simulation. The right hand side panel shows the output gap and animal spirits in the frequency domain for the full 2000 periods.

We select a low value for the flexibility parameter (\( b_2 = 0.05 \)). We observe that the model produces waves of optimism and pessimism (animal spirits) that can lead to a situation where everybody becomes optimistic (\( S_t = 1 \)) or pessimist (\( S_t = -1 \)). These waves of optimism and pessimism are generated endogenously, i.e., the i.i.d. shocks are transformed into serially correlated (persistent) movements in market sentiments. They arise because optimistic (pessimistic) forecasts are self-fulfilling and therefore attract more agents into being optimists (pessimists).

As can be seen from the left hand side panels, the correlation of these animal spirits and the output gap is high, reaching 0.95. Underlying this correlation is the self-fulfilling nature of expectations. When a wave of optimism is set in motion, this leads to an increase in aggregate demand (see Eq. (1)). This increase in aggregate demand leads to a situation in which those who have made optimistic forecasts are vindicated. This attracts more agents using optimistic forecasts. This leads to a self-fulfilling dynamics in which most agents become optimists. It is a dynamics that leads to a correlation of the same beliefs. The reverse is also true. A wave of pessimistic forecasts can set in motion a self-fulfilling dynamics leading to a downturn in economic activity (output gap). At some point most of the agents have become pessimists.

In De Grauwe (2012) and De Grauwe and Ji (2018) empirical evidence is provided indicating that output gaps are highly correlated with empirical measures of animal spirits. It is shown that when performing causality tests on US and the Eurozone data one cannot reject the hypothesis that the output gap Granger causes the index of business confidence, and vice versa one cannot reject the hypothesis that the index of business confidence Granger causes the US and Eurozone output.
Fig. 6. Output and animal spirits ($b_2 = 0.05$, rigid case).

gap during 1999–2015. Thus, there is a two-way causality between market sentiments and the output gap. This is also what our model predicts.

The right hand side panels show the frequency distribution of output gap and animal spirits. We find that the output gap is not normally distributed, with excess kurtosis and fat tails. A Jarque–Bera test rejects normality of the distribution of the output gap. The origin of the non-normality of the distribution of the output gap can be found in the distribution of the animal spirits. We find that there is a concentration of observations of animal spirits around 0. This means that much of the time there is no clear-cut optimism or pessimism. We can call these “normal periods.” There is also, however, a concentration of extreme values at either -1 (extreme pessimism) and +1 (extreme optimism). These extreme values of animal spirits explain the fat tails observed in the distribution of the output gap. The interpretation of this result is as follows. Our model produces self-fulfilling movements of optimism and pessimism (animal spirits). When agents with optimistic forecasts happen to be more numerous than those with pessimistic forecasts, this will tend to raise the output gap. The latter in turns validates those who made optimistic forecasts. This then attracts more agents to become optimists. (See Devenov and Welch (1996) for similar mechanisms in financial markets). When the market is gripped by a self-fulfilling movement of optimism (or pessimism) this can lead to a situation where everybody becomes optimist (pessimist). This then also leads to an intense boom (bust) in economic activity.

Let us now assume that structural reforms increase the degree of flexibility in the economy. As indicated earlier, this increases the parameter $b_2$ in the New Keynesian Philips curve (see Eq. (2)). We now analyze how the increase in flexibility affects the nature of the business cycle. We set the parameter $b_2 = 1$ and compare the results with those obtained in a rigid economy (see Fig. 6). The results of the simulation of a flexible economy are shown in Fig. 7.
Compared to the case of the rigid economy, we find two interesting results. First, in a flexible economy the power of animal spirits is significantly reduced. The extreme levels of optimism ($S_t=1$) or pessimism ($S_t=-1$) become less frequent. On the other hand, the concentration of the animal spirits around zero is much higher.

Second, as can be seen in the left panel of Fig. 7, the correlation between the output gap and animal spirits appears to be lower. We find a correlation of 0.85. This contrasts with 0.95, which is obtained in the rigid economy. As a result, the output gap in Fig. 7 is also less volatile. We find that in the flexible economy the standard deviation of the output gap is 0.5. The corresponding standard deviation in the rigid economy is 1.7, a significant difference.

Thus, we find that an economy that is more flexible is less prone to the boom-bust nature of the business cycle produced by waves of optimism and pessimism (animal spirits) than a more rigid economy. The underlying reason for this result can be explained as follows. Let us assume that a boom in economic activity emerges: the output gap becomes positive. In a flexible economy this increase in the output gap has a strong positive effect on inflation (according to Eq. (2)). As the central bank attaches a high weight to inflation in the Taylor rule it react strongly by raising the interest rate (according to Eq. (3)). This tends to reduce the intensity of the boom. When in a rigid economy the output gap increases this will have a weaker effect on inflation, leading the central bank to raise the interest rate less than in a flexible economy. As a result, the boom in economic activity is stronger, which intensifies positive animal spirits so that in the rigid economy the same initial shock in the output gap is more likely to generate an intense boom followed by a bust. A rigid economy will therefore be more prone to booms and bust driven by animal spirits than a flexible economy.

It is interesting to note that in a rigid economy not only output will be more volatile than in a flexible economy but inflation also. We find that in the rigid economy the standard deviation of inflation is 0.95 while it is 0.64 in a flexible
economy. The reason is that in a rigid economy the central bank does less stabilization after a shock in the output gap thereby allowing animal spirits to intensify the boom bust nature of the business cycle. This in the end also tends to make the rate of inflation more volatile.

Note that this result is solely due to the fact that the central bank attaches more importance to the stabilization of inflation than of the output gap. In a flexible economy this will naturally lead to more stabilization of the business cycle than in the rigid economy. It follows that in a rigid economy there is a need for the central bank to attaching a greater importance in stabilizing the output gap. We return to this issue when we discuss optimal monetary policies in rigid and flexible economies.

The previous analysis compared the results obtained for two different values of $b_2$. In order to obtain more general results, it is important to subject the analysis to a more precise sensitivity analysis. The way we do this is to compute the correlation between output and animal spirits for different values of the level of the flexibility of the economy. The results are shown in Fig. 8. Each point represents the correlation coefficient (see Fig. 8) and kurtosis (see Fig. 9) obtained from a 2000-period simulation with a given value of the flexibility parameter (horizontal axes). The red lines are the best fit between these points. We find that the correlation between output gap and animal spirits decreases when $b_2$ increases (i.e., the flexibility of the economy increases). The correlation starts at around 0.95 when $b_2$ is close to zero and then decreases to 0.85 when $b_2$ reaches 1. When $b_2$ increases further to 5, the correlation decreases slowly to about 0.5.

As flexibility reduces the power of animal spirits, this also leads to fewer extreme values of the output gap. As a result, we are more likely to have a normally distributed output gap. Fig. 8 informs us about this relationship. When $b_2=0$ the average kurtosis exceeds 4.5, which is too high for the output gap to be normally distributed. The average kurtosis gradually declines as $b_2$ increases and approaches 3 when $b_2=5$ suggesting that the output gap is normally distributed.

5.3. Comparing business cycle dynamics in behavioral and DSGE-models

One important feature of our behavioral model is its prediction that the distribution of the output gap is non-normal, i.e. that it has excess kurtosis and fat tails. Thus, the behavioral model predicts that the business cycle is characterized by periods of tranquility (excess kurtosis) and booms and busts (fat tails). This dynamics of the business cycle is produced endogenously. It can be interesting to compare this result with the dynamics obtained in a similar New-Keynesian model assuming Rational Expectations (DSGE-model). As before, we use our basic model consisting of the aggregate demand (1), aggregate supply Eq. (2), and Taylor rule (3) and solve it for rational expectations (using the same parameters as those used in the behavioral model). We do this for both the rigid economy ($b_2=0.05$) and the flexible economy ($b_2=1$). We show the results in Fig. 10. We find that in both the rigid and flexible case the distribution is normal. Kurtosis is around 3 and a Jarque–Bera test cannot reject normality. A NK-model under rational expectations does not produce a boom-bust dynamics. It should be remembered that the shocks we impose are normally distributed (i.i.d.). Thus, the only way the NK-model with RE can produce non-normality in the output gap is by assuming that the exogenous shocks driving the aggregate demand and supply equations are non-normal. This is not a very satisfactory theory of the business cycle as it requires us to explain the boom-bust dynamics by shocks originating from outside the macro-economy.
The existence of non-normality in the distribution of the output gap (and output growth) has been confirmed empirically for most OECD countries. See also Fagiolo et al. (2008), Fagiolo et al. (2009), and De Grauwe and Ji (2016). Ascarì et al., (2015) find that RBC and NK models cannot generate the fat tails observed in the data (which our model can). 9

In Fig. 11, we show the kurtosis of the output gap for a number of OECD-countries during 1995–2019. These kurtoses vary a great deal and all of them (except New Zealand which has the highest degree of product market freedom) are well above 3, suggesting that the output gaps in most industrialized countries are not normally distributed.

Recently, Cornea et al. (2019) estimated a similar behavioral model of inflation dynamics with heterogeneous firms, with two groups of price setters, fundamentalists and random walk believers. The authors estimate the switching model

---

9 This diminishing return applies to the effects structural reforms have on the variance of output and inflation. It is not related to a similar diminishing return of the long term effects of structural reforms on the mean growth rate of the economy.
We represent countries (listed by the product market regulation, from “rigid” to “flexible”): Italy, Poland, Greece, Portugal, Spain, South Korea, Belgium, Japan, France, Austria, Germany, Netherlands, US, Norway, Australia, Sweden, Canada, UK, Denmark, Switzerland, Finland and New Zealand.

Output gap is generated by using HP filter assuming $\lambda=1600$.

The product market freedom index is obtained from Fraser institute economic freedom dataset (1995–2019). This index measures the average level at which regulations and bureaucratic procedures in a given country restrain entry and reduce competition. In order to score high in this portion of the index, countries must allow markets to determine prices and refrain from regulatory activities that retard entry into business and increase the cost of producing products.

using aggregate and survey data. Their results support behavioral heterogeneity and the significance of evolutionary learning mechanism. They show that there is substantial time variation in the weights of forward-looking and backward-looking behavior, as is the case in our model.

6. Impulse responses to positive supply shock

6.1. Impulse responses in the behavioral model

In the previous sections, we modeled one dimension of structural reforms. These are the structural reforms that increase the degree of flexibility for firms to set prices. We saw that these can have a significant effect on the dynamics of the business cycle. In this section, we add a second dimension to structural reforms. We consider structural reforms that increase the degree of competition in the economy (e.g., in the labor or product markets) and that raise the potential output. We will therefore apply a positive supply shock to the model as our measure of structural reforms. Noting that the output gap $y_t$ can be written as:

$$y_t = Y_t - Y_t^*$$

where $Y_t$ = observed output and $Y_t^*$ = potential output, we apply a positive shock to $Y_t^*$. Note that this produces a negative shock to inflation in the supply Eq. (2).

We show the results of this positive supply shock (measured as one standard deviation of $\eta_t$ in Eq. (2)) in both the rigid and the flexible economies (as defined in the previous section) by plotting the impulse responses to this shock. These impulse responses are shown in Fig. 12 in the rigid (left column) and the flexible economy (right column). The solid lines represent the mean impulse responses and the dotted lines “+” and “−” 2-standard deviations from the mean, respectively. We do this because in our non-linear model the exact path of the impulse responses depends on the initial conditions, i.e., the realizations of the stochastic shocks at the moment the supply shock occurs (for more analysis of the implications of this uncertainty see De Grauwe (2012) and De Grauwe and Ji (2018)).

The results of Fig. 12, lend themselves to the following interpretation. First, there is more uncertainty surrounding the transmission of the positive supply shock in the rigid than in the flexible economy. This can be seen by the fact that the
dotted red lines are farther apart in the rigid than in the flexible economy. In addition, it takes longer in the former for this uncertainty to die out than in the latter. Put differently, the impulse responses to the same supply shock are more sensitive to initial conditions in the rigid than in the flexible economy. This is related to the result we found in the previous section. We noted there that in the rigid economy the power of animal spirits is higher than in the flexible economy. These animal spirits create the potential for fat tails in the output gap. As a result, initial conditions (including the state of animal spirits) have a stronger effect on the transmission of the supply shock in the rigid economy. All this creates greater uncertainty about the transmission of a supply shock. It also implies that given the high variance in the impulse responses one cannot
even be sure about the sign of this transmission. This result is in line with a wide literature on how structural reforms affect the economy (see e.g., Hausman and Velasco (2005)).

Second, the duration it takes to adjust to the long-term equilibrium is different in the two types of economy. It takes longer in the rigid economy to adjust to the long-term equilibrium compared to the flexible economy where the adjustment takes only a few quarters.

Third, we observe that the short-term impact of the positive supply shock on output and inflation are higher in the flexible economy than in the rigid one. In addition, the central bank reacts more strongly by lowering the interest rate in the flexible economy than in the rigid one.

How can these results be interpreted? The positive supply shock has a stronger negative effect on inflation in the flexible economy than in the rigid one because prices react more to the increase in excess supply generated by the positive shock in potential output. This leads to a strong decline in inflation in the flexible economy. Since the central bank attaches a high weight to inflation, it is led to reduce the rate of interest significantly more in the flexible than in the rigid economy. This creates a stronger boom in aggregate demand in the flexible economy than in the rigid one. Thus, in a flexible economy, the same supply shock initiated by structural reforms leads to a stronger boom in economic activity than in a rigid economy because the central bank, observing a steep drop in inflation, is induced to fuel this boom more than in a rigid economy. We assume, of course, that the central bank does not adjust its monetary policy rule (Taylor rule) when the economy moves from a rigid to a flexible one.

It is also important to analyze the long-term impact of the supply shock on the level of output in the rigid and flexible economies. We obtain these by computing the cumulative effects of the supply shock on the output gap and on inflation. This yields the effects on the output level and the price level. We show the results in Fig. 13.

Again, we find that the uncertainty surrounding the effects of the supply shock to be much greater in the rigid than in the flexible economy, and that we cannot even be sure of the sign of this effect. We also find that the level effects of the positive supply shock in the flexible economy are somewhat higher than in the rigid economy. These differences, however, are quite small, so that it is better to conclude that given the uncertainty surrounding the effects of structural reforms there is no significant difference in the long term effects of a supply shock in the rigid versus the flexible economy. A note of warning is important here. Our model is not designed to analyze long-term effects in a satisfactory way as it does not incorporate long-term capital accumulation.

6.2. Impulse responses under rational expectations

To understand what the behavioral features bring in the analysis, we compare the results of our model to a rational expectation (RE) model. The RE model consisting of the aggregate demand function (1), the aggregate supply function (2) and the Taylor rule (3) can be solved assuming rational expectations (RE). We do this in the present section using the same parameter values as those used in the behavioral model. In both models we assume the same distributions of the stochastic shocks (i.i.d. with zero mean and std = 0.5) and compare the results obtained under RE with the results of our behavioral model. We perform this exercise both for the rigid economy (b_2=0.05) and the flexible economy (b_2=1). We focus on the impulse responses following a positive supply shock. We show these impulse responses in Figs. 14 and 15. These should be compared to the impulse responses to a positive supply shock in our behavioral model (see Figs. 12 and 13).

As in the behavioral model, the output and price level effects of a positive supply shock are higher in a flexible than in a rigid economy.

The differences between the two models are the following. First, we find that the rational expectations model produces weaker output and inflation effects of the same supply shocks than the behavioral model. This difference is related to the fact that the animal spirits tend to amplify the supply shock. This holds both in the rigid and the flexible economy. As a result, the level effects (output and price levels) are higher in the behavioral model.

Second, we find that the economy takes a much longer time to adjust to its long-term equilibrium in the behavioral model than in the rational expectations model. This difference is large: if the economy is rigid it takes approximately fifty periods in the behavioral model to go back to equilibrium versus less than ten periods in the rational expectations model. Another way to put this difference is in terms of half-lives. It takes about twenty-one periods for the behavioral model to reach half of the distance to the long-run equilibrium after the supply shock. In the rational expectations model this half-life is approximately four periods.

Third, in contrast to the behavioral model, there is no uncertainty about the impulse responses in the RE-model. In the latter, there is no sensitivity to initial conditions. Put differently, the impulse responses are not influenced by the timing of the supply shock. They are the same for all realizations of the stochastic shocks. If there is uncertainty in the RE-model this finds its origin in the uncertainty surrounding the estimated coefficients. The latter uncertainty, however, is also present in the behavioral model. Thus, in the behavioral model there are two types of uncertainty: one is due to the uncertainty about the parameters of the model (as in the RE-model); the other is the result of the fact that the impulse responses are sensitive to initial conditions.

A recent development in the DSGE literature related to structural reforms (see for example Eggertsson et al. (2014) and Sajedi (2017)) reaches similar conclusions as ours, i.e., that structural reforms in the form of reducing the mark-ups in the labor and product markets may not generate positive impacts in the short run. Unrelated to uncertainty and the initial conditions we stress in the behavioral model, this literature stresses that in a recession when the nominal interest rate hits
the zero lower bound, central banks may lose their capacities to use monetary policy to stabilize aggregated demand. As a result, some structural reforms that reduce purchasing power of workers may well be contractionary and negatively affect the economy in the short-run.

7. Structural reforms and monetary policy

Before discussing how structural reforms affect the choices faced by the monetary authorities it is useful to first discuss in general how the central bank’s stabilization policies affect the nature of the business cycle, and in particular the frequency distribution of the output gap.

7.1. The power of output stabilization

In this section, we focus on how the stabilization of the output gap by the central bank affects the nature of the business cycle in our model. One way to show how an increase in the stabilization effort reduces the intensity of booms and busts is in Fig. 16. We show the frequency distribution of animal spirits and the corresponding distribution of the output gap for increasing values of $c_2$ (while keeping $c_1=1.5$ and $b_2=0.05$). It will be remembered that $c_2$ is the coefficient associated with the output gap in the Taylor rules. Thus, when this coefficient increases the central bank intensifies its efforts aimed at stabilizing the output gap.

We observe two features. First, as $c_2$ increases the frequency with which extreme values of optimism and pessimism occurs declines and the concentration around the mean increases.
Second, the variability of the output gap declines significantly. This can be seen on the horizontal axis of the distribution of the output gap. With low $c_2$ the output gaps varies between much larger values than when $c_2$ is high. Thus, the intensity of output stabilization (increases in $c_2$) has a double effect: it reduces the variability of the output gap and it reduces the frequency with which extreme booms and bust occur as a result of extreme variation of animal spirits.

7.2. Structural reforms and monetary policy tradeoffs

How does the flexibility as measured by parameter $b_2$ affect the policy tradeoffs of the monetary authorities? This is the question we analyze in this section. It will allow us to answer the question of whether structural reforms aimed at making the economy more flexible facilitate the policy choices of the monetary authorities.

We derive a monetary policy tradeoff that measures how increasing the intensity with which the central bank stabilizes the output gap affects its choice between inflation and output volatility. We do this by varying the parameter $c_2$ in the Taylor rule and compute the standard deviations of output gap and inflation for increasing values of $c_2$. We repeat the exercise for different values of the flexibility parameter, $b_2$.

Fig. 17 presents the Taylor output parameter on the horizontal axis and the standard deviation of the output gap on the vertical axis. We find negatively sloped curves. When rigidity is high (i.e., $b_2$ is low) these lines are located higher than when rigidity is low (i.e., $b_2$ is high). Also, as $b_2$ increases the curves become flatter. Thus, in a very rigid economy, initial
Fig. 16. Frequency distribution animal spirits and output gap ($c_1=1.5$ and $b_2=0.05$).
stabilization efforts have a much stronger negative effect on output volatility. In other words, it pays more to stabilize in a rigid economy.

Fig. 18 shows the relationship between the output stabilization parameter \( c_2 \) and inflation volatility for different values of \( b_2 \). Here we find another type of non-linearity. When \( c_2 \) increases (starting from 0) the effect is to reduce inflation volatility. This goes on up to a point. When this point is reached, further attempts at output stabilization lead to increases in inflation variability. This point is reached faster in the rigid economy (low \( b_2 \)). When the economy becomes more flexible this point is shifted to the right and the positive effect of more stabilization on inflation volatility is reduced.

Combining Figs. 17 and 18 allows us to derive the trade-offs. These are shown in Fig. 19. We observe that when \( b_2 \) increases (i.e., the economy becomes more flexible), the tradeoffs shift downward and toward the origin. This means that more flexibility improves the tradeoff of the monetary authorities, i.e., they can achieve lower levels of output and inflation volatility with the application of the same interest rate policies. We also observe that there are diminishing returns of flexibility: for sufficiently high values of \( b_2 \) the downward shifts produced by further increases in flexibility become very small.\(^{10}\) This is reached for values of \( b_2 \) exceeding 1.

\(^{10}\) This diminishing return applies to the effects structural reforms have on the variance of output and inflation. It is not related to a similar diminishing return of the long term effects of structural reforms on the mean growth rate of the economy.
We also observe from Fig. 19 that there is an upward sloping part of the tradeoffs. In order to understand this, it is useful to start from A on the uppermost tradeoff (corresponding to a rigid economy). This is the point obtained when the central bank does not stabilize output, i.e., $c_2 = 0$. When $c_2$ increases (i.e., the central bank increases its output stabilization effort) we move down along the curve. This leads to a “win-win” situation: by increasing its output stabilization the central bank reduces the volatility of output and inflation. When this is the case the central bank does not have to make a choice: more output stabilization can be achieved without cost in terms of more inflation volatility. At some point, however, when the central bank continues to increase its stabilization effort it reaches the negatively sloped part of the tradeoff, implying that it has to make a choice between output and inflation stabilization. The reason why we obtain this result is that at its initial stage output stabilization has the effect of reducing the fat tails in the distribution of the output gap (the booms and busts). Put differently, it reduces the power of animal spirits. As long as these are intense, output stabilization reduces both the volatility of inflation and output. When these fat tails are sufficiently lowered, the standard result of a negative trade-off reappears.

We also observe that when $b_2$ is small the “win-win” situation is very pronounced. This result can be interpreted as follows. In a rigid economy the power of animal spirits is high, producing fat tails in the output gap, i.e. extreme outcomes in the movements of the business cycle. When this is the case the power of output stabilization by the central bank is strong as it helps to reduce the intensity of animal spirits. When the economy becomes more flexible animal spirits become weaker and so is the power of the central bank to stabilize the business cycle.

8. Conclusion

In this paper, we have analyzed how different types of structural reforms affect the economy. We have used a New Keynesian behavioral macroeconomic model to perform this analysis. This is a model characterized by the fact that agents experience cognitive limitations preventing them from having rational expectations. Instead they use simple forecasting rules (heuristics) and evaluate the forecasting performances of these rules ex-post. This evaluation leads them to switch to the rules that perform best. This heuristic switching model produces endogenous waves of optimism and pessimism (animal spirits) that drive the business cycle in a self-fulfilling way, i.e., optimism (pessimism) leads to an increase (decline) in output, and the increase (decline) in output in term intensifies optimism (pessimism).

Exercises evaluating the impact of structural reforms have been done using standard DSGE-models (see e.g., Eggertsson et al. (2014)). Doing this in the framework of a behavioral macroeconomic model is a novel attempt.

We considered two types of structural reforms. The first one increases price flexibility; the second one that increases competition in the labor market and hence raises potential output in the economy. We find that structural reforms that increase price flexibility can have profound effects on the dynamics of the business cycle. In particular in a more flexible economy (more price flexibility) the power of animal spirits is reduced and so is the potential for booms and busts in the economy. This has to do with the fact that in more flexible economies prices have a greater role to play in adjustments to emerging disequilibria. Since the central bank attaches a greater importance to inflation stabilization than output stabilization, this has the effect that the central bank will tend to stabilize more in a flexible than in a rigid economy. This reduces
the amplitude of the business cycles and as a result creates less scope for waves of optimism and pessimism in producing booms and busts.

Our behavioral model also generates interesting policy implications. We found that the degree of flexibility affects the tradeoffs faced by the central bank. When the central bank increases its efforts at stabilizing output, this first leads to a win-win situation, i.e., efforts at stabilizing output reduce both output and inflation volatility. The origin of this win-win situation lies in the existence of fat tails in the distribution of the output gap (extreme events). By stabilizing the output gap, the central bank reduces the fat tails and the power of animal spirits. As a result, extreme booms and busts are reduced in frequency and intensity and this has the effect of reducing both the volatility of output and inflation. This effect is absent in the RE-model where animal spirits play no role. This win-win situation, however, disappears when the central bank has reduced the power of the fat tails sufficiently. It will then face a negative tradeoff between output and inflation volatile.

Finally, we studied the tradeoffs of the central bank when the degree of flexibility in the economy increases. We found that in a more flexible economy (as measured by the $b_2$-parameter) the tradeoffs the central banks face improve. This means that the central bank can achieve less volatility of inflation and output by applying the same interest rate policies in a flexible economy as compared to a more rigid economy. There are, however, diminishing returns to this effect, i.e., at some point more flexibility stops improving the tradeoffs.

Central bankers have a tendency to reduce their responsibility for stabilizing output by arguing that it is the responsibility of the political authorities to introduce structural reforms that will lead to a more flexible economy. This then will reduce the need for active stabilization policies. This point has often been made by policymakers at the helm of the European Central Bank. We have found that this argument is only half true. It is true that more flexibility makes it easier to stabilize the economy. At the same time, however, the responsibility of the central bank for stabilizing output remains a strong one. We have found that for different degrees of flexibility the central bank can reduce the power of animal spirits by active stabilization policies. This power is the strongest in a rigid economy but does not disappear when the economy gets more flexible. The central bank cannot shed its responsibility of stabilizing an otherwise unstable economy.

More research should be performed to analyze the interplay of structural reforms and behavioral assumptions in macroeconomic modeling. First, there is a need to extend the model so as to allow for the analysis of long-term effects of structural reforms that increase the flexibility of the economy. Second, it would be desirable to add a labor market to the model. This will allow us to enlarge the dimension of structural reforms programs in the model and to analyze unemployment as well as output and inflation. Finally, adding a financial sector into the model would make it possible to better understand how that sector adds to the need to stabilize the macroeconomy and how this can best be done.

Appendix 1. Microfoundations of the basic behavioral model

We show that the aggregate demand and supply equations used in the main text can be microfounded on individual utility maximization of households and profit maximization of firms even while we assume that expectations are set using the heuristics of fundamentalists and extrapolators.

A.1.1. Aggregate demand

Let us start by modeling the demand side of the model. This will be based on the maximization of individual’s utility of consumption over an infinite horizon. In contrast with the canonical model presented in the previous chapter we will allow for heterogeneity of individual agents.

The individual consumer, $i$, maximizes the following function over an infinite horizon:

$$E_0 \sum_{t=0}^{\infty} \beta^t U(C^i_t, N^i_t)$$

(A1)

where $\beta$ is discount factor, $U$ is the utility function, which is assumed to have the same form every period and every agent, $C^i_t$ is consumption of agent $i$ in period $t$ and $N^i_t$ is hours worked by agent $i$.

The budget constraint faced by consumer $i$ is

$$p_t C^i_t + q_t B^i_t \leq B^i_{t-1} + W_t N^i_t - T_t$$

(A2)

where $B^i_t$ is the quantity of one period discount bond purchased by agent $i$ in period $t$ and maturing in $t + 1$; $q_t$ is price of bond, $p_t$ is the price of consumption goods, $W_t$ is the wage rate and $T_t$ is a lump-sum tax.

First order condition for consumer’s optimum (Euler equation)

$$-\frac{U_{C,t}}{U_{C,t}} = \frac{W_t}{R_t}$$

(A3)

$$Q_t = \beta \tilde{E}^i_t \left[ \frac{U_{C,t+1}}{U_{C,t}} \frac{R_t}{R_{t+1}} \right]$$

(A4)

where $\tilde{E}^i_t$ is the forecast made by agent $i$ in period $t$ using the behavioral heuristic explained in the main text.
Assume a CES utility function

$$U(C_i, N_t^i) = \frac{C_i^{\frac{1}{1-\sigma}} - N_t^i}{1-\sigma} - \frac{N_t^i}{1 + \varphi}$$

(A5)

First order optimality conditions can then be written as

$$\frac{W_t}{R_t} = C_i^{\sigma} N_t^i$$

(A6)

$$Q_t = \beta \tilde{E}_t \left( C_t^{\frac{1}{1+\sigma}} N_t^i \right)$$

(A7)

Log-linearization yields (A6) the labor supply equation

$$w_t - p_t = \sigma c_t^i + \varphi n_t^i$$

(A8)

where lower case letters are natural logarithms. We will not use this labor supply equation as we currently assume full wage flexibility. In Section A.1.2.1, we will impose conditions that allow some monopoly power of household to set the wage and some rigidities will be introduced too.

Similarly log-linearization (A7) yields the consumption equation (Euler equation) for individual $i$:

$$c_t^i = \tilde{E}_t^i c_{t+1}^i - \frac{1}{\sigma} \left( r_t - \tilde{E}_t^i \pi_{t+1}^i - \rho \right)$$

(A9)

where the interest rate $r_t = \log(Q_t)$, the inflation rate $\pi_t = \log(P_{t+1} - \log R_t)$ and $\rho = -\log \beta$.

We follow Hommes and Lustenhouwer (2016) in assuming that the probability to follow a particular forecasting rule (heuristic) in period $t$ is the same across agents, and independent of the heuristic they followed in the past. This follows from the fact that agents are not inherently different, but that each of them is confronted with the same choice between being following a naive or fundamentalist forecasting rule. In addition, as in Hommes and Lustenhouwer (2016), we assume “agents know that all agents have the same probability to follow a particular heuristic in the future, and that they know that consumption decisions only differ between households insofar as their expectations are different”. In that case households’ forecasts about their individual consumption must be the same as their forecast of the consumption of any other individual. It follows that the individual’s forecast of his own consumption will coincide with the forecast of aggregate consumption:

$$\tilde{E}_t^i c_{t+1}^i = \tilde{E}_t^i y_{t+1}$$

(A10)

where $c_{t+1}^i$ is aggregate consumption.

This allows us to rewrite the Euler equation as

$$c_t^i = \tilde{E}_t^i c_{t+1}^i - \frac{1}{\sigma} \left( r_t - \tilde{E}_t^i \pi_{t+1}^i - \rho \right).$$

(A11)

In equilibrium aggregate demand = aggregate supply of output, i.e., $c_t = y_t$.

We assume that agents understand market clearing. As a result, their forecast of consumption coincides with their forecast of output. We can write

$$\tilde{E}_t^i c_{t+1}^i = \tilde{E}_t^i y_{t+1}$$

(A12)

As a result, we can write (A11) as

$$c_t^i = \tilde{E}_t^i y_{t+1} - \frac{1}{\sigma} \left( r_t - \tilde{E}_t^i \pi_{t+1}^i - \rho \right)$$

(A13)

Aggregating this expression over all agents $i$, and using the market clearing condition, yield

$$y_t = \tilde{E}_t^i y_{t+1} - \frac{1}{\sigma} \left( r_t - \tilde{E}_t^i \pi_{t+1}^i - \rho \right).$$

(A14)

This is the aggregate demand equation we use in the main text (without inertia). Thus, the aggregate demand equation we use in our behavioral model can be microfounded. In order to do so, we had to make some assumptions, in particular that individual agents know that the probability of using a particular forecasting rule in period $t$ is the same across agents. As a result the individual agent’s forecast of his own consumption coincides with the forecast of aggregate consumption. This does not seem to be a particularly strong assumption requiring great cognitive capacities of agents.

The aggregate demand equation used in the main text includes a lagged output gap. Such a lagged output gap can be introduced by assuming habit formation (see Fuhrer (2000) and Dennis (2008)). We then have a utility function of the form

$$E_0 \sum_{t=0}^{\infty} \beta^t U(C_i, H_t^i, N_t^i)$$

(A15)

where $H_t^i$ is the habit stock of agent $i$. 

Assuming the habit stock obeys the expression
\[ H_t^j = \eta C_t^j \]
where we assume external habit formation (see Dennis (2008)). This allows us to derive an aggregate demand equation of the form (see Dennis (2008))
\[ y_t = \frac{1}{1 + \eta} \bar{E}_t y_{t+1} + \frac{\eta}{1 + \eta} y_{t-1} - \frac{1}{\sigma} (r_t - \bar{E}_t \pi_{t+1} - \rho) \]  
(A16)
which is the aggregate demand equation used in the main text where
\[ a_1 = \frac{1}{1 + \eta} \]
and
\[ 1 - a_1 = \frac{\eta}{1 + \eta} \]

A.1.2. Aggregate supply

A.1.2.1. Staggered price setting

There is a continuum of firms each producing a differentiated good \( j \) in monopolistically competitive markets.

The production function of firm \( j \) is specified as follows:
\[ Y_t^j = A_t N_t^{1-\alpha} \]  
(A17)
We introduce a “New-Keynesian” feature in the model which is that prices are sticky. It is customary to assume so-called Calvo pricing. We show that it is possible to microfound our behavioral model under the same assumptions about price rigidity as in the standard DSGE-models.

Calvo pricing assumes that each firm will reset prices in period \( t \) with probability \( 1 - \theta \), where \( \theta \) is the fraction of firms that keep their prices fixed. Thus, \( \theta \) can be considered as a measure of prices stickiness.

Each period firms that have drawn the “Calvo lottery ticket,” i.e. are allowed to change their price, will set that price, \( p_t^* \), such that it maximizes the current value of profits generated while that price remains effective.

Firms maximize expected profits with respect to \( p_t^* \)
\[ \sum_{k=0}^{\infty} (\beta \theta)^k \bar{E}_t \left[ p_t^* y_{t+k}^j - \Psi_{t+k}(y_{t+k}^j) \right] \]  
(A18)
subject to the demand constraints
\[ Y_{t+k}^j = \left( \frac{P_{t+k}}{P_t^*} \right) C_{t+k} \]  
(A19)
Where \( \Psi_{t+k}(Y_{t+k}^j) \) is the cost function, \( Y_{t+k}^j \) is the output of the firm that last reset its price in period \( t \).

The first order condition of an optimum is:
\[ \sum_{k=0}^{\infty} (\beta \theta)^k \bar{E}_t \left[ Y_{t+k}^j \left( p_{t+k}^* - M \Psi_{t+k}^j \right) \right] = 0 \]  
(A20)
where \( \Psi_{t+k}^j \) is the marginal cost in \( t+k \) for firm that last reset its price in \( t \) and \( M \) is markup, i.e.
\[ M = \frac{E}{E - 1} \]  
(A21)
Log-linearizing and solving for the price, yields
\[ p_{t+k}^* = \mu + (1 - \beta \theta) \sum_{k=0}^{\infty} (\beta \theta)^k \bar{E}_t \left[ m_{t+k}^j + p_{t+k}^j \right] \]  
(A22)
where \( \mu \) is the desired markup, \( m_{t+k}^j \) is the (real) marginal cost. Note that \( m_{t+k}^j + p_{t+k}^j \) is the nominal marginal cost.

Eq. (A22) says that firms resetting their price will choose a price equal to desired (equilibrium) markup plus expected marginal costs that will prevail as long as the price is effective (is not changed).

Using
\[ \pi_t = (1 - \theta) (p_t^* - p_{t-1}) \]  
(A23)
we obtain
\[ \pi_t^j = \lambda \sum_{k=0}^{\infty} \beta^k \bar{E}_t \left[ \hat{m}_t^j \right] \]  
(A24)
where \( b_2 = \frac{(1 - \theta)(1 - \beta \theta)}{\theta} \frac{1 - \alpha}{1 - \sigma} \) and \( \hat{m}_t^j \) is the marginal cost expressed as a deviation from the steady state.
Thus, when the deviation of marginal cost from steady state is positive a fraction of prices is adjusted upwards, leading to more inflation.

Just as in the case of the demand equation the discrete choice model of the selection of forecasting rules implies that

$$E_t^i[\tilde{m}_t^{i,k}] = E_t^i[\tilde{m}_t^{i+1,k}].$$

(A25)

Finally, we can rewrite

$$\pi_t^i = \beta E_t^i[\pi_{t+1}] + \lambda \tilde{m}_t$$

(A26)

Aggregating over all firms $j$ (see Hommes and Lustenhouwer (2016)), we obtain

$$\pi_t = \beta E_t[\pi_{t+1} + \lambda m_t].$$

(A27)

The last step consists in relating marginal cost to the output gap

$$\pi_t = \beta E_t[\pi_{t+1}] - \lambda \tilde{\mu}_t$$

(A28)

where $\tilde{\mu}_t = \mu_t - \mu = -\tilde{m}_t$ and $\lambda = \frac{(1-\theta)(1-\beta)}{\theta} \frac{1}{1-\alpha + \alpha}$

A.1.2.2. staggered wage setting

In a way analogous to the assumptions on the price-setting constraints facing firms, assume that for each period only a fraction $1 - \theta_w$ of households drawn randomly from the population reoptimize their posted nominal wage. We now consider how households choose the wage for their labor when allowed to reoptimize that wage. The household will choose $w_t$ at period $t$ in order to maximize.

$$E_t^i\left\{ \sum_{t=0}^{\infty} (\beta \theta_w)^k U(C_{t+k}^i, N_{t+k}^i) \right\}$$

(A29)

Where $C_{t+k}^i$ and $N_{t+k}^i$ respectively denote the consumption and labor supply in period $t+k$ of a household $i$ that last rest its wage in period $t$. Note that the utility generated under any other wage set in the future is irrelevant from the point of view of the optimal setting of the current wage, and thus can be ignored in (A29).

Given the utility function specified in (A5), the first-order condition associated with the problem above is given by

$$\sum_{k=0}^{\infty} (\beta \theta_w)^k E_t^i \left\{ N_{t+k}^i \left( C_{t+k}^i, N_{t+k}^i \right) \left( \frac{W_t}{P_{t+k}} - M_w \text{MRS}_{t+k} \right) \right\} = 0$$

(A30)

$\text{MRS}_{t+k} = -\frac{U_t(C_{t+k}^i, N_{t+k}^i)}{U_t(C_{t+k}^i, N_{t+k}^i)}$ denote the marginal rate of substitution between consumption and labor in period $t+k$ for the household resetting the wage in period $t$ and $M_w = \frac{\epsilon_w}{1-\omega}$. Note that $\epsilon_w$ measures the elasticity of substitution among labor varieties.

Log-linearizing (A30) around the steady state (zero inflation) yields the following approximate wage setting rule

$$w_t^w = \mu^w + (1 - \beta \theta_w) \sum_{k=0}^{\infty} (\beta \theta_w)^k E_t^i \left\{ \text{MRS}_{t+k} + p_{t+k} \right\}$$

(A31)

Where $\mu^w$ is household markup. $\text{MRS}_{t+k}^i$ is the (log) marginal rate of substitution in period $t+k$ for a household that reset its wage in period $t$.

Using $\pi_t^w = (1-\theta_w)(w_t - w_{t-1})$

We obtain:

$$\pi_t^w = \beta E_t^i[\pi_{t+1}] - \lambda_w \tilde{\mu}_t^w$$

(A32)

Where $\lambda_w = (1-\theta_w)(1-\beta \theta_w)$ and $\tilde{\mu}_t^w = \mu_t^w - \mu^w$

Just as in the demand equation and price setting equations, the discrete choice model of the selection of forecasting rules (concerning wages inflation) implies that we are able to aggregate over all households $i$, we obtain

$$\pi_t^w = \beta E_t[\pi_{t+1}] - \lambda_w \tilde{\mu}_t^w$$

(A33)

A.1.3. Aggregate supply equation

To obtain the Phillips curve we use in our model, we following Gali (2008):

Define real wage $\omega_t = w_t - p_t$, real natural wage $\omega_n^p = w_n^p - p_n^p$, and real wage gap $\tilde{\omega}_t = \omega_t - \omega_n^p$,

$$\tilde{\mu}_t^w = \tilde{\omega}_t - \left( \sigma + \frac{\phi}{1-\lambda} \right) y_t$$
\[ \hat{\mu}_t = -\hat{\omega}_t - \frac{\alpha}{1 - \alpha} y_t \]

Referring to Eq. (A27), we obtain the New Keynesian Philips curve specified in our model:

\[ \pi_t = \beta \hat{E}_t[\pi_{t+1}] - \lambda \hat{\mu}_t \]

\[ = \beta \hat{E}_t[\pi_{t+1}] + \lambda \left( \hat{\omega}_t + \frac{\alpha}{1 - \alpha} y_t \right) \]

\[ = \beta \hat{E}_t[\pi_{t+1}] + \lambda \left( \frac{\sigma}{1 - \alpha} + \frac{\varphi + \alpha}{1 - \alpha} y_t + \frac{\alpha}{1 - \alpha} y_t \right) \]

\[ = \beta \hat{E}_t[\pi_{t+1}] + \lambda \left( \frac{\sigma (1 - \alpha) + \varphi + \alpha}{1 - \alpha} y_t + \hat{\mu}_t \right) \]

\[ = \beta \hat{E}_t[\pi_{t+1}] + b_2 y_t + \hat{\mu}_t \]

where \( b_2 = \frac{\Omega - \sigma (1 - \alpha) + \varphi}{1 - \alpha} \).

We assume that wage is fully flexible, \( \hat{\mu}_t = 0 \), then inflation is not influenced by the labor market \( \pi_t = \beta \hat{E}_t[\pi_{t+1}] + b_2 y_t \).

We consider the following two extreme scenarios:

1. If price is fully flexible \( (\theta \to 0), \lambda \to \infty, b_2 \to \infty \), then inflation responds strongly to output gap. In the simulation, we set \( b_2 = 0.05 \) as an example.

2. If \( \theta = 1, \lambda = 0, b_2 = 0 \), extreme rigidity, then inflation does not react to output gap, i.e. \( \pi_t = \beta \hat{E}_t[\pi_{t+1}] \). In the simulation, we set \( b_2 = 1 \) as an example.

Note that in order to obtain an aggregate supply equation with a lagged inflation, as we have in the main text an indexation scheme has to be introduced. In such an indexation scheme the prices that in the context of the Calvo rule cannot be optimized in period \( t \) are indexed to inflation in period \( t-1 \). This is done in Smets and Wouters (2003). It is shown there that with indexation the aggregate supply curve is of the form

\[ \pi_t = \frac{\beta}{1 + \beta} \hat{E}_t[\pi_{t+1}] + \frac{\xi}{1 + \beta} \pi_{t-1} + b_2 y_t + \hat{\mu}_t \]

where \( \hat{\omega} \) expresses the degree of indexation. When \( \hat{\omega} = 0 \) there is no indexation and we obtain an aggregate supply curve without lagged inflation. When \( \hat{\omega} = 1 \) we have full indexation and we obtain the aggregate supply curve used in the main text. In that case the coefficients on the forward looking and lagged inflation add up to 1.
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