Estimating the Mean Number of K-Means Clusters to Form
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Abstract: Utilizing the sample size of a dataset, the random cluster model is employed in order to derive an estimate of the mean number of K-Means clusters to form during classification of a dataset.
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1. Introduction and Related Work

In traditional \(K\)-Means classification, a set of data is assumed to have formed correlated clusters of data points, if \(K\) points are randomly chosen beforehand to represent classes and each of the remaining data points are assigned to the class containing the closest class representative. A survey \cite{29} of different approaches for specifying an appropriate choice of \(K\) typically results in one of eight methods being used. Values of \(K\) are chosen from a set or range \([1, 3, 4, 5]\) and \([8, 10, 15, 16, 26, 28]\), specified by a user \cite{21}, determined in a later processing step via a closed form equation or approximation technique \cite{16}, made equivalent to the number of generators of a synthetic set of test data \cite{5}, determined via statistical measures \cite{5, 14, 17, 19, 27, 30}, made equivalent to the number of classes which form after performing another clustering preprocessing step \cite{6, 22}, approximated through visual inspection of plotted data points \cite{3, 6}, applying a neighborhood measure \cite{22}.

Each of the previously-mentioned techniques has its advantages and drawbacks. As such, in this hybrid, \(K\)-means data classifier, several of the aforementioned methods are employed to find that a set of data will form clusters, if the measured distances between data points (or some common point in each class) are below a certain threshold. With the assumption that the data points are randomly generated throughout some bounded region according to a certain probability distribution, we identify an upper bound on a chosen distance measure of regularity such that clusters of data points form when their measured distances from a common weighted-center is less than the upper bound.

With the choice of a distance measure of regularity, the data points are assumed to be generated into a bounded subset \(B' \subset \mathbb{R}^L\). Let \(B \subset \mathbb{R}^2\) be a bounded region of unit area. Using graph-based methods, we can define a bijective projection mapping of the data points from \(B'\) into \(B\) by partitioning \(B\) into a fixed number of structures of the same size and shape such that disjoint class regularities are maintained, and each data point in \(B'\) maps to exactly one structure in the partition of \(B\). From this partition, we can calculate the maximum size of each structure such that disjoint class regularities are maintained after projection.

A finite, independent sampling from the normal distribution is assumed, which is then ordered by applying some suitable order statistic, producing a dependent, beta-distributed sampling \cite{23}.

Therefore, given the fixed size of the region \(B\), the ordered sample is projected into \(B\), while...
maintaining disjoint class regularities, if the amount of separation between classes is predetermined and the number of classes is known.

2. Setup

2.1. Embedding and Distance Threshold

In [25], it is proven in corollary (7.4.39) that an ordered set of data, which is assumed to be spatially uniformly distributed, will form clusters, i.e. classes, if the measured distances between data points (or some common data point in each class) are below a certain threshold, which is computed as a function of the number of data points sampled from the total population of data. Now, most datasets would be too computationally expensive to order. So, we can get around this limitation by making certain assumptions.

We can make the assumption that the total population of data is normally distributed by making use of the Central Limit Theorem [18]. In essence, this theorem states that any set of randomly distributed data with finite mean and variance will tend to be normally distributed as the sample size grows large. We assume a statistically representative sample of the total population of data according to the normal distribution, as represented by a sequence of independent, identically distributed random variables, \( X_1, X_2, \ldots, X_J \). An order statistic is applied to the these random variables so that \( X_{k_1} < X_{k_2} < \ldots < X_{k_J} \), where \( \sigma(i) = k_i \) for \( 1 \leq i \leq J \) is a permutation resulting in the ordering of \( \{X_i\}_{i=1}^J \). Note that, \( \{X_{k_i}\}_{i=1}^J \) is a sequence of dependent random variables, since for each \( i \in [2, J] \), the random variable \( X_{k_i} \) depends upon \( X_{k_j} \) for all \( j < i \). Now, \( \{X_{k_i}\}_{i=1}^J \) is a (less computationally expensive) ordering of a sample which was drawn from a statistically representative sample of the entire population.

To make an assumption of uniformity of the ordered, dependent sample, we first note that the Beta distribution is the probability distribution of an order statistic of normally distributed random variables [23]. We can take the Beta distribution shape parameters to be \( \alpha = 1 = \beta \), since we injectively map each data point to exactly 1 partition of a uniformly partitioned, 2-dimensional, bounded region, while maintaining class relationships between data points.

Let \( T^2 \) be the total number of sampled data points, with each data point having \( L \) attributes. The attributes of each of the \( T^2 \) are normalized to have values in the interval [0, 1]. What we now have are \( T^2 \) data points, each with \( L \) attributes, which are represented by \( T^2 \) points in an \( L \)-dimensional hypercube of unit area. Let \( J = M^2 \) and assume that we have a smaller dataset of size \( M^2 \), which is further sampled from the \( T^2 \) data set. The value \( K = N^2 \) will be estimated later, as a function of \( M \).

2.2. Partition of the Bounded Region

Let \( B \) be the unit square in the 2-dimensional plane. Theorem (7.3.38) from [25] gives the minimum number of hexagons required to partition \( B \) into hexagons of equal size such that there are \( K = N^2 \) disjoint partitions totaling \( J = M^2 \) hexagons.

**Theorem 1** Assume that there are \( J = M^2 \) samples and \( K = N^2 \) classifications for the samples. The minimum number of hexagons required to partition the unit square into \( K = N^2 \) disjoint regions such that \( J = M^2 \) is the sum total of all hexagons in the disjoint regions is given by

\[
S(M, N) = M^2 + (N - 1)^2 + 2MN.
\]
In the proof of theorem 1, it is shown that the amount of separation between classes is defined by the row and column of unoccupied hexagons of length $M/N$ which surrounds each of the disjoint classes, with data points in each class being correlated to points in hexagons sharing a common side and to those points at the end of a path of correlated points. The idea is to use the result of the theorem to calculate, as a function of $M$ and $N = N(M)$, an estimate of the size of a prototypical hexagon which will be used to partition $B$. The size of the prototypical hexagon is directly determined by the size of its smallest circumscribing circle.

### 2.3. Upper Bound on the Distance Measure

Assume that the representation of each data point in $B$ is a node in a graphical network. In [12], it is stated and proven that there is a critical probability of hexagons containing a node such that it is no longer possible to have disjoint clusters of nodes when this critical probability is exceeded. Since the size of $B$ is fixed, then to decrease the probability while maintaining $K = N^2$ disjoint contiguous clusters of nodes, the size of each hexagon must decrease while increasing the number of hexagons in the boundaries of the disjoint regions. In this way, the ratio of the total number of occupied hexagons to the total number of hexagons will be less than this critical probability. Note that we used uniformity of the nodes throughout $B$ so that the approximate number of nodes in a cluster of hexagons is proportional to the ratio of the number of hexagons in the cluster divided by the number of hexagons in the entire region, $B$. Also, note that the minimum number of hexagons required for separation is given by theorem (1), so that the common radius of the circle that can inscribe any one of these hexagons is of size

$$R(M, N) = \frac{1}{2\sqrt{S(M, N)}},$$

thereby necessarily indicating that

$$B(M, N) = 2 \ast R(M, N)$$

is the diameter of the circle.

**Lemma 2** $R(M, N)$ is decreasing for increasing $M$ and $N$.

**Proof** By eq. (1), $S(M, N)$ is increasing for increasing $M$ and $N$. Consequently, by eq. (2), $R(M, N)$ is decreasing for increasing $M$ and $N$.

**Theorem 3** Denote the critical probability as $p_c$. With probability 1, every node in $B$ is contained within one contiguous cluster if and only if the probability of any one hexagon containing a node, exceeds $p_c$. Otherwise, all clusters are disjoint with probability 1.

In order to not exceed the critical probability, while maintaining the $K = N^2$ classes of $J = M^2$ data points, the common radial size $r_0$ of each circle must be less than $R(M, N)$. By thm. (3), the clusters will be disjoint with probability 1. The following corollary to thm. (1) follows from these statements and lemma (5).

**Corollary 4** Let $H$ be a hexagon of size such that a circle of radius $r_0 = r_0(M, N)$ can be circumscribed, where

$$r_0 \leq R(M, N).$$
If $B$ is partitioned into copies of $H$, then with probability 1, it follows that $K = N^2$ is the mean number of disjoint clusters of contiguous hexagons in the region $B$ that are occupied by the $J = M^2$ data points.

With $r_0$ given by corollary (4), the size of the prototypical hexagon can be calculated for re-partitioning $B$ through each classification of the $T^2$ data set. Furthermore, corollary (4) guarantees that the classes will remain distinct, with probability 1, through each new classification.

**Lemma 5** For a fixed number $(J = M^2)$ of uniformly distributed data points in $B$ and for any $\rho \in (0, p_c]$, with $p_c = 1 - 2 \sin(\pi/18)$,

$$\frac{M^2}{S(M,N)} = \frac{M^2}{M^2 + (N-1)^2 + 2MN} = \rho$$

(3)

determines the expected number $K = N^2$ of disjoint classes to form such that $J = M^2$ is the total of all occupied hexagons across all classes.

**Proof** At the risk of ambiguity, let $N^2$ denote both the random variable and the expectation of the random variable which takes the number of formed classes as its value. Because $B$ is partitioned by hexagons, it is shown in [11, Chapter 3] that $p_c = 1 - 2 \sin(\pi/18)$. By uniformity, the mean number of data points in each class is $M^2/N^2$. By theorem (3), each class will be disjoint and each hexagon in $B$ will be as large as possible if $B$ is partitioned into $S(M,N)$ hexagons of equal size. Also, by theorem (3), the probability of any of the $M^2$ hexagons being populated with a data point has to be less than or equal to $p_c$ in order that the expected classes form with probability 1, resulting in eq. (3). For any $\rho \in (0, p_c]$, $K = N^2$ is found by solving eq. (3) to obtain $K = N^2$ as the least integer which is not less than the integer part of a non-negative solution to eq. (3), for fixed, positive $M^2$.

3. Conclusions

By deriving an upper bound on a distance measure between points in a bounded region or some common point such that when the measured distances fall below the derived threshold, it is seen that segregated classes of correlated points form with high probability. By estimating an integer solution to an algebraic equation (3), the mean number $K = N^2$ of classes is obtained, which can be used in the equation of the upper bound (2) on the distance measure during $K$-means classification of the $J = M^2$ data points into approximately $K$ classes.
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