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Abstract—This paper proposes a cooperative mechanism for mitigating the performance degradation due to non-independent-and-identically-distributed (non-IID) data in collaborative machine learning (ML), namely federated learning (FL), which trains an ML model using the rich data and computational resources of mobile clients without gathering their data to central systems. The data of mobile clients is typically non-IID owing to diversity among mobile clients’ interests and usage, and FL with non-IID data could degrade the model performance. Therefore, to mitigate the degradation induced by non-IID data, we assume that a limited number (e.g., less than 1%) of clients allow their data to be uploaded to a server, and we propose a hybrid learning mechanism referred to as Hybrid-FL, wherein the server updates the model using the data gathered from the clients and aggregates the model with the models trained by clients. The Hybrid-FL solves both client- and data-selection problems via heuristic algorithms, which try to select the optimal sets of clients who train models with their own data, clients who upload their data to the server, and data uploaded to the server. The algorithms increase the number of clients participating in FL and make more data gather in the server IID, thereby improving the prediction accuracy of the aggregated model. Evaluations, which consist of network simulations and ML experiments, demonstrate that the proposed scheme achieves a 13.5% higher classification accuracy than those of the previously proposed schemes for the non-IID case.

I. INTRODUCTION

The collaborative machine learning (ML), which leverages data and computation resources of mobile devices for ML model training, has attracted considerable attention. Mobile devices such as smartphones have rich data to empower modern artificial intelligence (AI) products by cutting-edge ML techniques. However, to train a modern ML model requires huge computation, and some forms of data such as e-mails and healthcare data are privacy sensitive or/and confidential. Federated learning (FL), which is a framework of the collaborative ML, solves these issues [1]. The procedure of FL is similar to the existing cooperative network computing technologies such as fog and mobile cloud computing. In FL, a coordinator node, which is an edge or a cloud server usually, assigns ML tasks to mobile clients and gathers the models updated by the mobile clients using their own data, instead of gathering data and training a model by the coordinator itself. Because the clients train models, the computation load in the coordinator is small. In addition, because the data is kept in the local storage of mobile clients, confidential data can be used for training the model.

A major issue in FL operations in wireless networks is the resource-scheduling problem arising from client heterogeneity and bandwidth limitation, as with fog and mobile cloud computing. It is necessary for mobile clients with different wireless-link qualities and computation capabilities to update and communicate a few gigabyte model. Thus, the FL operator has to coordinate regarding which client should or should not participate in FL and how much bandwidth should be allocated to each client. Resource scheduling in fog and mobile cloud computing has been studied extensively [2], [3], but resource scheduling in FL faces new challenges. In FL, we have to pay attention to the distribution of client data in addition to considering the communication and computation capabilities and the amount of the client data. Because FL relies on stochastic gradient descent (SGD), which is widely employed for training deep neural networks, the population distribution must be represented by the sample training data, which is referred to as independent and identically distributed (IID) data, to provide an unbiased estimate of the full gradient [4]. However, the data of a given client typically depends on the client’s interests and usage; hence, any particular client’s local dataset will not be representative of the population distribution.

![Fig. 1: Proposed Hybrid-FL. In addition to the clients that update the model locally, some clients upload their own data, and the server updates the model using the uploaded data.](image-url)
This property is referred to as non-IID [1]. In [5], [6], the authors reported that a non-IID data distribution could degrade the model performance of FL. The resource coordination, considering the effect for ML training, is a new problem that does not arise in the conventional cooperative network computing.

The non-IID data problem in FL has been studied in the literature [6]–[8]. In [6], a method to share a small amount of data with other clients so that the clients' data becomes IID is proposed. However, we cannot expect that publicly available data always exists, and for security or/and data-storage reasons, clients may refuse to install unknown data on their devices. In [8], Wang et al. proposed a control algorithm that determines the best trade-off between local update and global parameter aggregation to minimize the loss function under a given resource budget and analytically derived the convergence bound for FL with non-IID data distributions. In [7], a new compression framework, which works in FL with non-IID data, was proposed. However, these works did not consider resource scheduling, which is an important issue in FL in wireless networks. A few works have studied resource scheduling for the FL [5], [9]. These works focus on mitigating the performance degradation in ML models induced by the above-mentioned bandwidth limitation, data-amount difference, and computation and communication capability. However, the non-IID data problem in resource scheduling for FL is still an open issue.

This paper proposes a learning mechanism referred to as Hybrid-FL to mitigate the non-IID data problem. In this study, we assume a case in which a very few clients (e.g., less than 1%) allow their data to be uploaded to an FL server. The assumption is still reasonable, particularly in the case in which the FL operators give incentives to the clients who upload their data. In the Hybrid-FL, the server updates a model by using the data gathered from the clients in a centralized manner and subsequently aggregates the model with other models trained by distributed clients using their non-IID data. Fig. 1 illustrates the Hybrid-FL concept. By gathering data to be a good dataset, e.g., large-volume IID dataset, the performance of the aggregated model is improved compared to that of the model aggregated using only the client-updated models using non-IID data. In addition to considering the data distribution, the traffic to gather the data is not negligible on mobile networks; therefore, we have to carefully schedule model and data uploading by considering the bandwidth limitations. In Hybrid-FL, the FL server schedules both data-uploading clients and model-uploading clients by considering the data distribution and channel condition of each client, both of which are solved using heuristic algorithms. The Hybrid-FL protocol is based on the FL with client selection (FedCS) protocol [5], but the scheduling algorithms and the procedures for data uploading and model training on a server are newly implemented into the FedCS protocol. The implementation requires no additional time consumption compared to that required by the FedCS protocol. We evaluate our protocol using realistic large-scale training experiments of neural networks for image classification in a simulation environment of a cellular network. The experimental results demonstrate that the Hybrid-FL protocol achieves higher classification accuracy than that of the FedCS protocol when the clients' data is non-IID.

II. System Model

The system model follows the model in a previous work [5]. We consider a certain MEC platform, which is located in a cellular network and consists of a server and a base station (BS). The MEC operator manages the behaviors of the server and clients in the FL protocol. In addition, all the training processes are assumed to be performed at midnight or in the early morning when the network is not congested, because the ML models to be trained and communicated with are typically large. We also assumed that the MEC operator limits and manages the number of resource blocks (RBs) available for the training process. In addition, if multiple clients communicate with the server simultaneously, then the throughput for each client decreases accordingly.

We assume that the modulation and coding schemes for radio communication is determined suitably for each client, considering its channel state and packet-loss rate to be negligible. This leads to a different throughput for each client to communicate with the server, although the number of the allocated RBs is constant. Even so, the channel state and throughput for each client are assumed to be stable because client devices may be unoccupied and stationary at midnight or in the early morning.

Furthermore, we consider the following additional assumptions for our proposal. We assume that a limited number of clients allow their data to be uploaded to the server. This assumption is reasonable because some clients will definitely agree to upload their data if incentives (e.g., a monetary reward or complimentary subscription of the application made by the FL) are provided to them. Accordingly, if large incentives are provided, then a considerable number of clients would allow their data to be uploaded, and, consequently, we would not require to conduct FL because the server would obtain sufficient data to accurately train the model by itself. Therefore, this paper considers a case in which the ratio of the number of clients allowing to upload their data to the total number of clients is very small, e.g., less than 1%. Furthermore, we only consider a classification task, which is the most popular task and has wide applications.

III. FedCS: Federated Learning with Client Selection

In this section, we briefly introduce FedCS, as presented in [5]. Subsequently, we describe the problem that occurs when considering a non-IID data distribution.

FedCS is an FL protocol that aims to work with heterogeneous clients in a practical cellular network, while mitigating the problem that occurs when some clients have limited computational resources (longer model-update times) or poor wireless channel conditions (longer model-upload times). In
FL is a hybrid protocol derived from both centralized model training and distributed model training. In this section, we present the proposed Hybrid-FL protocol in detail.

### A. Hybrid-FL Protocol

We present Hybrid-FL in Protocol 2 (see Fig. 2 to know how each step is performed in order). The key idea behind our protocol is that some clients upload their data to the server, and that both the server and clients update the model. Even if each client has non-IID data, IID data can be approximately constructed on the server by combining the data stored by multiple clients. The Resource Request step asks random clients to inform the MEC operator about their data amount for each class, communication resources, computational resources, and whether they permit their data to be uploaded to the server. This information enables the operator in the subsequent Client and Data Selection step to estimate the time required for the Distribution and Model Update and Data Upload steps, and to determine which clients proceed to these steps. The information is also utilized for the Client and Data Selection step, to select the clients that can upload data within the estimated time for each class. In the Client and Data Selection step, the operator selects

---

**Algorithm 1** Client selection

Require: Index set of randomly selected clients \( K' \)

1. Initialization \( S \leftarrow \{\}, t \leftarrow 0 \)
2. while \( |K'| > 0 \) do
3. \( x \leftarrow \arg\min_{k \in K'} f(S, k) \)
4. remove \( x \) from \( K' \)
5. \( t' \leftarrow t + T_{\text{inc}}(S, x) \)
6. if \( t' < T_{\text{round}} \) then
7. \( t \leftarrow t' \)
8. add \( x \) to \( S \)
9. end if
10. end while

return \( S \)

---

**Protocol 2** Hybrid-FL. Here, \( K \) denotes the number of clients and \( C \in (0,1] \) the fraction of random clients that receive a resource request in each round.

1. Initialization: The server first initializes a global model either randomly or by pretraining with public data.
2. Resource Request: The MEC operator then asks \([K \times C]\) random clients to participate in the current training task. The clients receiving the request notify the operator about their data and resource information and also whether they permit their data to be upload to the server.
3. Client and Data Selection: Using this information, to complete the steps within a certain deadline, the MEC operator determines which of the clients proceed to the subsequent steps. It selects the sets of clients to update the models locally and then upload data to the server.
4. Distribution: The server distributes the parameters of the global model to the clients selected to update the models locally.
5. Model Update and Data Upload: Each set of the selected clients update the models or upload their own data for specific classes in parallel.
6. Scheduled Upload: The clients selected to locally update the models upload the new parameters by using the RBs allocated by the MEC operator.
7. Aggregation: The server then averages over the updated parameters, following which it replaces the global model with the averaged model.
8. All the steps except Initialization are iterated multiple times until the global model achieves the desired performance or the final deadline arrives.

---

IV. HYBRID FEDERATED LEARNING

We propose a novel FL protocol, called Hybrid-FL, which performs efficiently for non-IID data distributions. Hybrid-FL is a hybrid protocol derived from both centralized model training and distributed model training. In this section, we present the proposed Hybrid-FL protocol in detail.

---

As mentioned in Section I, FL including FedCS is vulnerable to the non-IID data problem. In a practical environment, the training data of each client is typically based on the mobile-device usage of a particular client. Therefore, the distribution of the local datasets will vary significantly among the clients. Accordingly, in such a setting, the model performance will be significantly degraded [6].
the sets of clients that update the models locally and those that upload data to the server. In the Distribution step, a global model is distributed to the selected clients to locally update the model via multi-cast from the BS. In the Model Update and Data Upload step, each set of the selected clients updates the models or uploads their own data for a specific class in parallel. After gathering data from clients, the server updates the global model using the uploaded data. Because the data uploads and local-model updates are performed in parallel, additional time is not required for data uploading. Subsequently, the locally updated models are uploaded to the server in the Scheduled Update step. The server now aggregates the parameters of the updated model, and it then replaces the global model with the averaged model. After the aggregation, the server measures the model performance using the validation data. All the steps except Initialization are iterated multiple times until the final deadline arrives.

B. Client and Data Selection in Hybrid-FL

We should apply two selection methods in the Hybrid-FL protocol: one to select clients to locally update the model and the other to select the data to be uploaded. In this section, we explain these two selections, namely client selection and data selection.

First, we explain how the MEC operator selects clients to locally update the model. We have two methods available to perform client selection. The first method is the same as that explained in Section [1]. The maximum possible number of clients who can complete the training process within a certain deadline are selected. The second method selects clients such that the amounts of data of each class utilized for updating the models have close values. This method may make Hybrid-FL more robust to non-IID data. Furthermore, this method selects clients as described below. Let $S_r$ be a sequence of indices of clients selected to locally update the model in the $r$-th round, and let $N_r = \{n_1, \cdots, n_l, \cdots, n_L\}$ be the total amount of data for each class stored by the clients indexed by $S_1, \cdots, S_r$. We evaluate the bias of the data by using the coefficient of variation of $N_r$ as follows:

$$CV(N_r) = \frac{\sum_{l=1}^{L}(n_l - \bar{n})^2/L}{\bar{n}}$$

where $\bar{n} = \sum_{l=1}^{L} n_l / L$. In the $r$-th round, the Client and Data Selection step selects clients to locally update the model as shown in Algorithm [1] where $f(S, k) = T_{inc}(S, k) \cdot CV(N_r)$. This algorithm can decrease the time required for both model uploading and updating. It can also reduce the bias of the data used to update the models.

Next, we explain how the MEC operator selects the data to be uploaded within a limited time. In the Client and Data Selection step, the MEC operator estimates the time required to update the model, following which it selects clients to locally update the models, as described above. In Hybrid-FL, the clients can upload their data until the new parameters start to be uploaded. The MEC operator selects data that can be uploaded within this time for each class from the data stored by the clients who had permitted data uploading. We have two methods available to select the data. The first method aims to maximize the amount of data in the server. This method simply asks the clients having high throughputs to upload their data in order. The second method aims to construct IID data on the server. This method selects the server updates the global model using the uploaded data. Be-
We considered the throughput model parameters as follows. The carrier frequency was 2.5 GHz; the antenna heights of the BS and clients were 11 and 1 m respectively; the transmission power and antenna gain were 2.5 GHz; the antenna heights of the BS and clients were 11 and 1 m respectively; the transmission power and antenna gain were assigned to 1 and 6 respectively; both of which are realistic values in an LTE network. The throughput in the simulation was sampled from a truncated normal distribution from $(1 - r_{\text{var}})\gamma_{k}^{\text{ave}}$ to $(1 + r_{\text{var}})\gamma_{k}^{\text{ave}}$.

**B. Experimental Setup for ML Tasks**

We adopted two realistic object-classification tasks using large-scale image datasets in the simulated MEC environment. The first dataset was CIFAR-10 [13], which is a classic object-classification dataset comprising 50,000 training images and 10,000 testing images, with 10 object classes. This dataset has been commonly employed in many other FL studies as well [1], [14]. The second dataset was Fashion MNIST [15], which consists of 60,000 training images and 10,000 testing images of 10 different fashion products, such as t-shirts and bags. This dataset also has been employed in many other FedCS studies [5].

Furthermore, our model was a standard convolutional neural network, which was the same as that employed in [5]. It consisted of six $3 \times 3$ convolution layers ($32, 32, 64, 64, 128,$ and 128 channels), each of which was activated using ReLU and was batch normalized, and every two of which were followed by $2 \times 2$ max pooling), followed by three fully connected layers (512 and 192 units activated using ReLU and another 10 units activated using soft-max). When updating models, we selected the following hyperparameters according to the work in [5]: 50 for mini-batch size, 5 for the number of epochs in each round, 0.25 for the initial learning rate of SGD updates, and 0.99 for learning-rate decay.

**C. Data Distribution**

The training data, which comprised images of 10 classes, were distributed among $K = 1000$ clients. Let $r_{l}$ denote the ratio of clients with data on $l$ classes to the number of all the clients, and $r = (r_{1}, r_{2}, \ldots, r_{10})$. $K \cdot r_{l}$ clients had images for $l$ classes. Because the images are from 10 different classes, we have $\sum_{l=1}^{10} r_{l} = 1$. Furthermore, the number of images owned by each client was randomly determined in a range from 100 to 1,000. Each client then sampled the specified number of images randomly from different subsets, where $l$ of the 10 classes were randomly selected. For example, when $r_{10} = 1$ and $r_{1}, \ldots, r_{9} = 0$, the clients could have data from all the classes, thereby representing an IID data distribution. However, when $r_{1} = 1$ and $r_{2}, \ldots, r_{10} = 0$, the clients could have data from only one class. We set $r$ to follow a truncated normal distribution. Let $\mathbb{R}$ be the set of real numbers; $\mu, \sigma, a, b \in \mathbb{R}$; and $a \leq \mu \leq b$. A cumulative-distribution function of the truncated normal distribution for $a \leq x \leq b$ is given by

$$F(x; \mu, \sigma, a, b) = \frac{\Phi \left( \frac{x - \mu}{\sigma} \right) - \Phi \left( \frac{a - \mu}{\sigma} \right)}{\Phi \left( \frac{b - \mu}{\sigma} \right) - \Phi \left( \frac{a - \mu}{\sigma} \right)},$$

where $\Phi$ is the cumulative distribution function of the standard normal distribution.

Wireless communications were modeled on the basis of long-term evolution (LTE) networks with an urban-channel model defined in the ITU-R M.2135-1 Micro NLOS model with a hexagonal-cell layout [11]. Furthermore, we set the model parameters as follows. The carrier frequency was 2.5 GHz; the antenna heights of the BS and clients were 11 and 1 m respectively; the transmission power and antenna gain were 2.5 GHz; the antenna heights of the BS and clients were 20 and 0 dB, respectively. As a practical bandwidth limitation, we assumed that 10 RBs, which corresponded to a bandwidth of 1.8 MHz, were assigned to a client in each time slot of 0.5 ms. The throughput model was based on the Shannon capacity with a certain loss used in [12] with $\Delta = 1.6$ and $\rho_{\text{max}} = 4.8$. The mean and maximum throughput of a client were 1.4 and 8.6 Mbit/s, respectively, both of which are realistic values in an LTE network. We considered the throughput $\theta_{k}^{\text{avg}}$ obtained from the above-mentioned model as the average throughput of each client, and we used this throughput in Client and Data Selection. Similar to the case of [5], to consider a fluctuation in short-term throughput, the throughput in the simulation was sampled from a truncated normal distribution from $(1 - r_{\text{var}})\gamma_{k}^{\text{ave}}$ to $(1 + r_{\text{var}})\gamma_{k}^{\text{ave}}$, where $r_{\text{var}}$ denotes a variance parameter.

The computation capability was modeled by how many data samples it could process in a second to update a model; the computation capability could be fluctuated because of other computation load. Subsequently, we randomly determined the average computation capability of each client $\gamma_{k}^{\text{ave}}$ from the range of 10 to 100, and the capability values were used for Client and Data Selection algorithms. Similar to the calculation of communication capability, the computation capability in the simulation was sampled from a truncated normal distribution from $(1 - r_{\text{var}})\gamma_{k}^{\text{ave}}$ to $(1 + r_{\text{var}})\gamma_{k}^{\text{ave}}$. We performed the above-mentioned model as the average throughput of each client, and we used this throughput in Client and Data Selection. Similar to the case of [5], to consider a fluctuation in short-term throughput, the throughput in the simulation was sampled from a truncated normal distribution from $(1 - r_{\text{var}})\gamma_{k}^{\text{ave}}$ to $(1 + r_{\text{var}})\gamma_{k}^{\text{ave}}$, where $r_{\text{var}}$ denotes a variance parameter.

Computing the computation capability was modeled by how many data samples it could process in a second to update a model; the computation capability could be fluctuated because of other computation load. Subsequently, we randomly determined the average computation capability of each client $\gamma_{k}^{\text{ave}}$ from the range of 10 to 100, and the capability values were used for Client and Data Selection algorithms. Similar to the calculation of communication capability, the computation capability in the simulation was sampled from a truncated normal distribution from $(1 - r_{\text{var}})\gamma_{k}^{\text{ave}}$ to $(1 + r_{\text{var}})\gamma_{k}^{\text{ave}}$.

**Algorithm 3 Selection algorithm for the data to be uploaded.**

Require: $t^{UD}$, $U$, $D_{u}$
1: Initialization: $D^{UL} \leftarrow \emptyset$, $\text{flag} \leftarrow \text{True}$
2: while $\text{flag}$ do
3:     for $i$ in $1, \ldots, L$ do
4:         $x \leftarrow \arg \max_{u \in U} \theta_{u}^{\text{avg}}$ where $d_{ul} \neq \emptyset$
5:         $d \leftarrow$ the first element of $d_{xl}$
6:         if $t_{D^{UL} \cup d} \leq t^{UD}$ then
7:             add $d$ to $D^{UL}$
8:             remove $d$ from $d_{xl}$
9:         end if
10:        if $t_{D^{UL} \cup d} > t^{UD}$ or $D_{u} = \emptyset$, $\forall u \in U$ then
11:            $\text{flag} \leftarrow \text{False}$
12:        end if
13:     end for
14:  end while
15: return $D^{UL}$
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**TABLE I: Effect of the ratio of clients with different data non-

IIDness on prediction accuracy of the models trained using

FedCS and Hybrid-FL for CIFAR-10 and Fashion MNIST

(\( \mu = 4 \)).**

| Method | CIFAR-10 | Fashion MNIST |
|--------|----------|---------------|
|        | \( \sigma = 0 \) | \( \sigma = 0.7 \) | \( \sigma = \infty \) |
| FedCS  | 0.716    | 0.707         | 0.733 |
| Hybrid-FL | maxThroughput/minCV | 0.765 | 0.756 | 0.765 |
|         | IID/minCV | 0.762 | 0.750 | 0.771 |
|         | maxThroughput/maxClient | 0.727 | 0.731 | 0.735 |
|         | IID/maxClient | 0.726 | 0.721 | 0.745 |
| Hybrid-FL | maxThroughput/minCV | 0.894 | 0.894 | 0.901 |
|         | IID/minCV | 0.898 | 0.899 | 0.906 |
|         | maxThroughput/maxClient | 0.894 | 0.892 | 0.897 |
|         | IID/maxClient | 0.894 | 0.890 | 0.900 |

Furthermore, \( \Phi(\cdot) \), which denotes the cumulative-distribution

function of the standard normal distribution, is given by

\[
\Phi(x) = \frac{1}{2} \left( 1 + \text{erf} \left( \frac{x}{\sqrt{2}} \right) \right).
\]

(3)

We fixed \( a = 0.5 \), \( b = 10.5 \), and set \( r_l (l = 1, \ldots, 10) \) for

various \( \mu \) and \( \sigma \) as

\[
r_l = \mathcal{F}(l + 0.5) - \mathcal{F}(l - 0.5).
\]

(4)

\( \mathcal{F}(\cdot) \) is the cumulative distribution function of normal distribution.

**Fig. 3:** Effect of data non-IIDness on the prediction accuracy of models trained using FedCS and Hybrid-FL for CIFAR-10 and Fashion MNIST (\( \sigma = 0.7 \)). A smaller \( \mu \) value means that clients tend to have data from a lower number of classes.

**TABLE I: Effect of the ratio of clients with different data non-

IIDness on prediction accuracy of the models trained using

FedCS and Hybrid-FL for CIFAR-10 and Fashion MNIST

(\( \mu = 4 \)).**

| Method | CIFAR-10 | Fashion MNIST |
|--------|----------|---------------|
|        | \( \sigma = 0 \) | \( \sigma = 0.7 \) | \( \sigma = \infty \) |
| FedCS  | 0.716    | 0.707         | 0.733 |
| Hybrid-FL | maxThroughput/minCV | 0.765 | 0.756 | 0.765 |
|         | IID/minCV | 0.762 | 0.750 | 0.771 |
|         | maxThroughput/maxClient | 0.727 | 0.731 | 0.735 |
|         | IID/maxClient | 0.726 | 0.721 | 0.745 |
| Hybrid-FL | maxThroughput/minCV | 0.894 | 0.894 | 0.901 |
|         | IID/minCV | 0.898 | 0.899 | 0.906 |
|         | maxThroughput/maxClient | 0.894 | 0.892 | 0.897 |
|         | IID/maxClient | 0.894 | 0.890 | 0.900 |
obtain sufficient data to train accurate model by itself when the resources are stable and do not change during an FL round. Here, we show the results when the resources can be fluctuating.

Effect of the number of data-uploading clients: Fig 4 illustrates the accuracy as a function of $r_{UL}$ on the CIFAR-10 task. We set the data-distribution parameters as $\sigma = 0.7$, $\mu = 2$, and $r_{var} = 0$. Upon increasing $r_{UL}$, the prediction accuracy of both the Hybrid-FL and centralized model training increased. Furthermore, when $r_{UL}$ was less than 0.01, the Hybrid-FL achieved higher accuracy than those of the existing methods. We expect that centralized model training will probably achieve the highest accuracy because the server can obtain sufficient data to train accurate model by itself when $r_{UL}$ is sufficiently large.

Effect of the resource-fluctuation parameter $r_{var}$: In the above-mentioned evaluations, we set $r_{var}$ to 0, meaning that the resources are stable and do not change during an FL round. Here, we show the results when the resources are fluctuating. Fig 5 illustrates the model accuracy for different resource-fluctuation parameters, $r_{var}$, for CIFAR-10 when $\sigma = 0.7$, $\mu = 2$, and $r_{UL} = 0.01$. For large $r_{var}$, the prediction accuracies for all the methods decreased because the selection results were getting away from selections, maximizing their utility functions because of the gap among the resource values. However, these methods can still train ML models.

VI. CONCLUSION

This paper presented a novel FL protocol, called Hybrid-FL, which extends FedCS to mitigate the non-IID data problem that degrades the model performance. Hybrid-FL constructs an approximately IID dataset on the server by gathering the data from a limited number of clients who allow their data to be uploaded to the server, and the model updated using the IID data is aggregated with other models that are updated by other clients. Furthermore, we designed heuristic algorithms to select the optimal set of model-uploading clients and the sets of clients and data to be uploaded. Subsequently, we simulated an MEC environment and conducted experiments by performing realistic ML tasks to demonstrate the effective performance of our protocol. Our experimental results revealed that Hybrid-FL with 1% of data-uploading clients significantly improved the classification accuracy when the data was non-IID. An interesting direction for future work is to consider the energy consumption of clients.
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