On the prime power factorization of $n!$
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Abstract

In this paper we prove two results. The first theorem uses a paper of Kim [8] to show that for fixed primes $p_1, \ldots, p_k$, and for fixed integers $m_1, \ldots, m_k$, with $p_i \nmid m_i$, the numbers $(e_{p_1}(n), \ldots, e_{p_k}(n))$ are uniformly distributed modulo $(m_1, \ldots, m_k)$, where $e_p(n)$ is the order of the prime $p$ in the factorization of $n!$. That implies one of Sander’s conjecture from [9], for any set of odd primes. Berend [1] asks to find the fastest growing function $f(x)$ so that for large $x$ and any given finite sequence $\varepsilon_i \in \{0, 1\}, i \leq f(x)$, there exists $n < x$ such that the congruences $e_{p_i}(n) \equiv \varepsilon_i \pmod{2}$ hold for all $i \leq f(x)$. Here, $p_i$ is the $i$th prime number. In our second result, we are able to show that $f(x)$ can be taken to be at least $c_1 (\log x / (\log \log x)^6)^{1/9}$, with some absolute constant $c_1$, provided that only the first odd prime numbers are involved.

1 Introduction

For a prime number $p$ and every positive integer $m$ let $e_p(n)$ be the power at which the prime number $p$ appears in the prime factorization of $n!$. In [6], it was asked whether for every fixed positive integer $k$ there exists a positive integer $n$ so that all the numbers $e_{p_i}(n)$ are even, where $p_1 < p_2 < \cdots < p_k$ denote the first $k$ prime numbers. The above question was answered in the affirmative by Berend in [1]. In fact, Berend proved more, namely that for a fixed value of $k \geq 1$ the number of positive integers satisfying the above property has bounded gaps. Specifically, there exists a computable constant $C(k)$, depending only on $k$, such that every interval of length $C(k)$ of positive numbers contains a positive integer $n$ satisfying the above property. This result has been extended in [5] to the following setting: There exists a positive constant $C(k)$ depending only on $k$, such that if $\varepsilon_i \in \{0, 1\}$ (for $i = 1, \ldots, k$) are such that there exists at least one positive integer $n$ satisfying the congruences $e_{p_i}(n) \equiv \varepsilon_i \pmod{2}$ for all $i = 1, \ldots, k$, then there exist infinitely many such positive integers $n$, and the set of such positive integers has gaps bounded by $C(k)$. This extends the result of Berend on the original problem addressed by Erdős and Graham, because there $n = 1$ clearly satisfies the above congruences with $\varepsilon_i = 0$ for all $i = 1, \ldots, k$. The authors of [5] mention that for $2 \leq k \leq 5$ every pattern $\varepsilon_i \in \{0, 1\}$ for $1 \leq i \leq k$ appears at least once (hence,
Theorem 1. Let \( p_1, \ldots, p_k \) be distinct primes, and let \( \varepsilon_1, \ldots, \varepsilon_k \in \{0, 1\} \). Then
\[
|\{0 \leq n < N : e_{p_i}(n) \equiv \varepsilon_i \pmod{2}, 1 \leq i \leq k\}| \sim \frac{N}{2^k} \quad \text{as } N \to \infty.
\]

In [9], a stronger conjecture is stated, and this conjecture was mentioned by Yong-Gao Chen in his talk at the ICM2002 in Beijing.

**Conjecture 1 (Sander [9]).** Let \( p_1, \ldots, p_k \) be distinct primes, and let \( \varepsilon_1, \ldots, \varepsilon_k \in \{0, 1\} \). Then
\[
|\{0 \leq n < N : e_{p_i}(n) \equiv \varepsilon_i \pmod{2}, 1 \leq i \leq k\}| \sim \frac{N}{m_1 \ldots m_k} \quad \text{as } N \to \infty.
\]

In [9], it is shown that the above conjecture holds for \( k = 1 \), and it is also shown that every pattern of length 2 appears with two arbitrary primes \( p_1 \) and \( p_2 \).

In this paper, we first address the following more general conjecture:

**Conjecture 2.** Let \( p_1, \ldots, p_k \) be distinct primes, \( m_1, \ldots, m_k \) be arbitrary positive integers \((\geq 2)\), and \( 0 \leq a_i \leq m_i - 1 \) for \( i = 1, \ldots, k \) be arbitrary residue classes modulo \( m_i \). Then
\[
|\{0 \leq n < N : e_{p_i}(n) \equiv a_i \pmod{m_i}, 1 \leq i \leq k\}| \sim \frac{N}{m_1 \ldots m_k} \quad \text{as } N \to \infty.
\]

Thus, Conjecture 2 says that for fixed prime numbers \( p_1, \ldots, p_k \) and for fixed integers \( m_1, \ldots, m_k \) the numbers \( e_{p_i}(n), \ldots, e_{p_k}(n) \) should be uniformly distributed modulo \( (m_1, \ldots, m_k) \), which is just a natural extension of Conjecture 1.

We give the following partial result which resolves the above Conjecture 2 under some technical assumptions.

**Theorem 1.** Let \( p_1, \ldots, p_k \) be distinct primes, \( m_1, \ldots, m_k \) be arbitrary positive integers \((\geq 2)\) and \( 0 \leq a_i \leq m_i - 1 \) for \( i = 1, \ldots, k \) be arbitrary residue classes modulo \( m_i \). Assume further that \( p_i / m_i \) for \( i = 1, \ldots, k \). Then
\[
|\{0 \leq n < N : e_{p_i}(n) \equiv a_i \pmod{m_i}, 1 \leq i \leq k\}| = \frac{N}{m_1 \ldots m_k} + O(N^{1-\delta}),
\]

with \( \delta := 1/(120k^2p^{3m}m^2) \), where \( m := \max\{m_i : 1 \leq i \leq k\} \), and \( p := \max\{p_i : 1 \leq i \leq k\} \).

Notice that Theorem 1 not only proves Conjecture 2 under the particular assumptions that \( p_i / m_i \) for \( i = 1, \ldots, k \), but it even gives an upper bound on the size of the error term. In particular, Theorem 1 proves Conjecture 1 for all finite sets of prime numbers not containing the prime number 2.

In the last section of his paper [1], Berend asks the following question: Assume that \( 2 = p_1 < p_2 < \ldots \) is the increasing sequence of all the prime numbers. Given \( k \geq 1 \) and an arbitrary pattern \( \varepsilon_i \in \{0, 1\} \) for \( i = 1, 2, \ldots, k \), how far does one need to go (as a function of \( k \)) in order to insure that one finds a number \( n \) so that \( e_{p_i}(n) \equiv \varepsilon_i \pmod{2} \). Since there are exactly \( 2^k \) such patterns, we expect such a number to be larger than \( 2^k \). Put it differently, find the fastest growing function \( f(x) \) such that for large \( x \) there exists \( n < x \) such that the congruences \( e_{p_i}(n) \equiv \varepsilon_i \pmod{2} \) hold for all \( i \leq f(x) \), where \( \varepsilon_i \) is an arbitrary function defined on the set of positive integers with values in \( \{0, 1\} \). While we are unable to prove that \( f(x) \) can be taken of the form \( c \log x \) with some constant \( c \) (the optimal one being \( 1/\log 2 \)), we can give the following lower bound for \( f(x) \).

**Theorem 2.** Let \( 3 = p_1 < p_2 < \ldots \) be the sequence of odd prime numbers and let \( (\varepsilon_i)_{i \geq 1} \) be an arbitrary sequence taking only the values 0 and 1. Then there exists an absolute constant \( c_1 \)
such that for each large positive real number \( x \), there exists a positive integer \( n < x \) such that all congruences

\[
e_{p_i}(n) \equiv \varepsilon_i \pmod{2}, \quad i = 1, \ldots, k(x)
\]

hold with \( k(x) := \left\lfloor c_1 \left( \frac{\log x}{(\log \log x)^6} \right)^{1/9} \right\rfloor \).

2 The Proofs

In 1999, D.H. Kim (see [8]) published a very important paper in which he generalized results of Gelfond [7], Bépineau [2], and others, concerning the joint distribution of completely \( q \)-additive functions in residue classes. The results from Kim’s paper found immediate applications, an example of such being a paper by Thuswaldner and Tichy (see [10]), in which these two authors use Kim’s results to prove a version of the Erdős-Kac theorem for sets described by congruence properties of systems of completely \( q \)-additive functions.

In this paper, we point out that our theorems are immediate applications of Kim’s main result. We now describe Kim’s main result, and explain how it can be used to prove our results.

Let \( q \geq 2 \) be any integer. A function \( f \) defined on \( \mathbb{N} \cup \{0\} \) satisfying \( f(0) = 0 \) and \( f(aq^k + b) = f(a) + f(b) \) for all integers \( a \geq 1, k \geq 1 \), and \( 0 \leq b < q^k \) is called completely \( q \)-additive. Note that a completely \( q \)-additive function may be characterized also as given by the sum of the values of some \( \lambda \)-additive functions, taken over the base \( q \) digits of the argument.

Let \( q := (q_1, \ldots, q_k) \), and \( m := (m_1, \ldots, m_k) \) be \( k \)-tuples of integers satisfying \( q_i, m_i \geq 2 \) for \( i = 1, \ldots, k \), and \( \gcd(q_i, q_j) = 1 \) for \( i \neq j \). For each \( i \), let \( f_i \) be a completely \( q_i \)-additive function with integer values, and write \( f := (f_1, \ldots, f_k) \). Define

\[
F_i := f_i(1), \quad d_i := \gcd(m_i, (q_i - 1) F_i, f_i(r) - r F_i \quad (2 \leq r \leq q_i - 1)), \quad (1)
\]

and let \( F := (F_1, \ldots, F_k) \) and \( d := (d_1, \ldots, d_k) \). For brevity, we write \( f(n) \equiv a \pmod{m} \) if the congruence \( f_i(n) \equiv a_i \pmod{m_i} \) holds for all \( i = 1, \ldots, k \). Assume further that \( \gcd(F_i, d_i) = 1 \) for all \( i = 1, \ldots, k \), and that \( \gcd(d_i, d_j) = 1 \) for all \( i \neq j \). Kim’s theorem says the following:

**Theorem K [8].** With the previous assumptions and notations, the estimate

\[
|\{0 \leq n < N : f(n) \equiv a \pmod{m}\}| = \frac{N}{m_1 \ldots m_k} + O(N^{1-\delta_1}) \quad (3)
\]

holds as \( N \) goes to infinity, and for all \( k \)-tuples of residue classes \( a \) modulo \( m \), where \( \delta_1 := 1/(120k^2 q^3 m^2) \), with \( q := \max\{q_i : 1 \leq i \leq k\} \), and \( m := \max\{m_i : 1 \leq i \leq k\} \).

**Proof of Theorem 1.** To apply Kim’s theorem, let \( i \) be any fixed index in \( \{1, \ldots, k\} \). Let \( \lambda_i \) be the minimal positive integer such that the congruence \( p_i^{\lambda_i} - 1 \equiv 0 \pmod{m_i} \) holds. Such a value \( \lambda_i \) exists because \( p_i/m_i \) holds. Clearly, \( \lambda_i \geq 2 \) because \( m_i \geq 2 \). To estimate \( \lambda_i \) from above, write \( m_i := m_i' m_i'' \), where \( m_i' \) and \( m_i'' \) are coprime, all the prime factors of \( m_i' \) divide \( p_i - 1 \), and \( m_i'' \) is coprime to \( p_i - 1 \). It is clear that \( m_i' \) and \( m_i'' \) are uniquely determined. By the well-known
divisibility properties of Lucas sequences (see [3]), it follows easily that the number \( \mu_i := m_i' \phi(m_i'') \)
satisfies the condition that \( \frac{p_i^{\mu_i} - 1}{p_i - 1} \equiv 0 \pmod{m_i} \). Here, for an arbitrary positive integer \( n \) we used \( \phi(n) \) to denote the Euler \( \phi \) function of \( n \). It is easy to see that \( m_i' \phi(m_i'') \geq 2 \) holds for all positive integers \( m_i \geq 2 \) (if \( m_i = 2 \), then \( p_i \) is odd, in which case \( \lambda_i = m_i' = m_i = 2 \), while if \( m_i > 2 \), then either \( m_i' \geq 2 \), or \( \phi(m_i'') = \phi(m_i') \geq 2 \)). In particular, \( \lambda_i \leq m_i \leq m \), where the number \( m \) is defined in the statement of Theorem 1.

We now write \( q_i := p_i^{\lambda_i} \). Notice that \( \gcd(q_i, q_j) = 1 \) holds for all \( i \neq j \), and that \( q := \max\{q_i : 1 \leq i \leq k\} \leq p^m \), where \( p \) and \( m \) are defined in the statement of Theorem 1.

Define the completely \( q_i \)-additive function \( f_i \) as follows. Let \( a \) be an integer in the interval \( 0 \leq a \leq q_i - 1 \), and write it in base \( p_i \) as

\[
a = a_0 + a_1 p_i + \cdots + a_{\lambda_i - 1} p_i^{\lambda_i - 1}
\]

with \( 0 \leq a_j \leq p_i - 1 \) for \( j = 0, \ldots, \lambda_i - 1 \). (4)

Set

\[
f_i(a) := a_0 \frac{p_i^{0} - 1}{p_i - 1} + a_1 \frac{p_i^{1} - 1}{p_i - 1} + \cdots + a_{\lambda_i - 1} \frac{p_i^{\lambda_i - 1} - 1}{p_i - 1},
\]

and extend \( f_i \) in the obvious way to all the non-negative integers in such a way that it becomes completely \( q_i \)-additive. A compact formula of \( f_i \) in all non-negative integers is obtained as follows. Let \( n \geq 0 \), and write it in base \( p_i \) as

\[
n = n_0 + n_1 p_i + \cdots + n_t p_i^t
\]

with \( 0 \leq n_j \leq p_i - 1 \) for all \( j = 0, \ldots, t \). (6)

For every non-negative integer \( j \) write \( \overline{j} \equiv j \pmod{\lambda_i} \) (the least residue). Then

\[
f_i(n) = \sum_{j=0}^{t} n_j \frac{p_i^{\overline{j}} - 1}{p_i - 1}.
\]

The next observation is that \( f_i(n) \equiv e_{p_i}(n) \pmod{m_i} \). Indeed, it is well-known that, if the base \( p_i \) representation of \( n \) is given by (6), then

\[
e_{p_i}(n) = \sum_{j=0}^{t} n_j \frac{p_i^{j} - 1}{p_i - 1}.
\]

Thus, comparing (7) with (8), it suffices to show that

\[
\frac{p_i^{\overline{j}} - 1}{p_i - 1} \equiv \frac{p_i^{j} - 1}{p_i - 1} \pmod{m_i},
\]

which is equivalent to

\[
\frac{p_i^{j - \overline{j}} - 1}{p_i - 1} \equiv 0 \pmod{m_i},
\]

and the last congruence is obvious by the definition of \( \lambda_i \) and by the fact that \( j - \overline{j} \) is a multiple of \( \lambda_i \).
Having concluded that the completely \( q_i \)-additive function \( f_i \) represents precisely \( e_{p_i} \) modulo \( m_i \), in order to complete the proof of Theorem 1, it suffices, via Theorem K, to verify that the functions \( f_i \) satisfy the assumptions of Theorem K. But it is clear that by choosing \( r := p_i \), then \( 2 \leq r \leq q_i - 1 \) (because \( \lambda_i \geq 2 \)), and with such an \( r \) we have \( f_i(r) - rF_i = f_i(p_i) = 1 \) (notice that \( F_i = f_i(1) = 0 \)). Thus, formula (2) tells us that \( d_i = 1 \), therefore that all the relations \( \gcd(F_i, d_i) = 1 \) for \( i = 1, \ldots, k \), and \( \gcd(d_i, d_j) = 1 \) for \( i \neq j \) hold. All the assertions of Theorem 1 can now be read off from Theorem K.

\[ N = c_3 k^{1/2} p_k^2 N^{1-\delta} \]  

(9)

Proof of Theorem 2. Given \( k \), we shall apply Kim’s theorem with the error term to find \( N := N(k) \) in such a way as to make sure that there exists \( n < N \) such that \( e_{p_i}(n) \equiv \epsilon_i \) (mod 2). In order to do so, we shall need first to find the dependence of the constants understood in \( O \) from Theorem K as a function of the data \( k, m, \) and \( q \). A close analysis of Kim’s arguments points out that the error term appearing in Theorem K can be made explicit by going through the arguments from Proposition 1 and Proposition 2 in [8]. In both Propositions 1 and 2 in [8], the constant understood in the error term can be taken to be of the type \( c_2 k^{1/2} q \), where \( c_2 \) is an absolute constant. Thus, with Theorem 1, we have that \( m := 2, p_k \) is the \( k \)th odd prime, \( q := p_k^2 \), and \( \delta := 1/(480 k^2 p_k^6) \). By Theorem 1 and Kim’s theorem with the explicit dependence of \( O \) on the initial data, it follows that there exists an absolute constant \( c_3 \) such that whenever the inequality

\[ \log N > 480(\log 2)(1 + o(1))k \log k, \]  

(10)

With the Prime Number Theorem, we have \( p_k = (1 + o(1))k \log k \), and so inequality (10) yields

\[ \log N > 480(\log 2)(1 + o(1))k^9 \log^6 k. \]  

(11)

Setting \( x = N \) in the left hand side of the above inequality, and expressing \( k \) as a function of \( x \), we see that there exists indeed an absolute constant \( c_1 \) so that by setting \( k \) to be the largest integer less than or equal than \( c_1 \left( \frac{\log x}{(\log \log x)^6} \right)^{1/9} \) then inequality (11) holds.

3 Comments

In this note, we just pointed out how problems about the distributions of exponents of (fixed) primes appearing in the prime power factorization of \( n! \) in residue classes should be tackled via the general theory of joint distributions of completely \( q \)-additive functions in residue classes. Indeed, by the simple observation of treating this problem in this way, we pointed out that a result far more general than any other results available in the literature on this topic can be inferred in a straightforward way from Kim’s results. In this spirit, we assert that it is probably not too hard to prove Conjecture 2 in its full generality. However, in order to do so, it is probably far more interesting and worthwhile to try to prove an extension of Kim’s results to the following setting.
Let \( q = (q_1, \ldots, q_k), \ m := (m_1, \ldots, m_k), \) and \( f = (f_1, \ldots, f_k) \) be as in Kim’s Theorem. Let further \( u = (u_1, \ldots, u_k), \) and \( v = (v_1, \ldots, v_k), \) where \( u_i \geq 1 \) and \( v_i \) are non-negative integers for \( i = 1, \ldots, k. \)

Write \( f(u^n + v) = (f_1(u_1^n + v_1), \ldots, f_k(u_k^n + v_k)). \) We argue that it would be worthwhile to study the distribution of the positive integers \( n \) such that \( f(u^n + v) \equiv a \pmod{m}, \) and to conclude that, under certain natural arithmetical conditions on \( q, \ m, \ u, \ v, \) and \( f, \) the numbers \( f(u^n + v) \) are uniformly distributed in arithmetical progressions. For example, let us see how one would attempt to include the number 2 into the picture in order to prove Conjecture 1 in its full generality. If \( p_i \) is an odd prime, then define the completely \( q_i \)-additive function \( f_i \) as in the present paper. When \( p_i = 2, \) then if one writes \( n \) binary as \( n = n_0 + 2n_1 + \cdots + 2^tn_t, \) with \( n_i \in \{0, 1\} \) for \( i = 0, \ldots, t, \) then \( e_{p_i}(n) \equiv n_1 + \cdots + n_t \pmod{2}. \) Fix \( \varepsilon_i \in \{0, 1\}, \) and assume that \( p_1 = 2. \) For \( i = 1, \) define \( f_1(n) \) to be the sum of the digits of \( n \) in base 2. Consider the system of congruences:

\[
f_i(2n) \equiv \varepsilon_i \quad \text{for } i = 1, \ldots, k, \tag{12}
\]

and

\[
f_i(2n + 1) \equiv \varepsilon_1 + 1, \quad f_i(2n + 1) \equiv \varepsilon_i \quad \text{for } i = 2, \ldots, k. \tag{13}
\]

If Kim’s Theorem could be extended as we pointed out above under pertinent assumptions on \( q, \ m, \ u, \ v, \) and \( f, \) and if such pertinent assumptions were fulfilled for the systems of congruences (12) and (13), (with the obvious choices on \( q, \ m, \ u, \ v, \) and \( f \)), then one would get a positive answer to Conjecture 1. By a procedure similar to the one indicated above, one could also get a positive answer to Conjecture 2 via such an extension of Kim’s results.
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