FAST ReRoute Model with Realization of Path and Bandwidth Protection Scheme in SDN
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Abstract. The paper proposes a Fast ReRoute model with the realization of path and bandwidth protection scheme, which can be used in MPLS for SDN. The task of calculating the set of disjoint primary and backup paths during fast rerouting was reduced to solving the optimization problem of Integer Linear Programming. The advantage of the proposed solution is the possibility of implementing 1:1, 1:2, ..., 1:n path protection schemes without the introduction of an additional set of control (routing) variables, which contributes to reducing the dimension of the optimization problem being solved and the computational complexity of its practical implementation. The criterion of optimality of routing solutions contributes to the formation of the primary and backup disjoint paths with the highest possible bandwidth. In this case, the path with the maximum bandwidth will correspond to the primary path, while the remaining paths will be used as backup ones in decreasing order of their bandwidth. The total number of calculated disjoint paths depends on the selected redundancy scheme. The study conducted showed the efficiency and adequacy of the proposed Fast ReRoute model when using various redundancy schemes.
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1. Introduction

As known, within the framework of Software-Defined Networks (SDN), the distribution of the data plane and control plane is performed. In this case, if a particular network element (link, node, segment or the entire path) fails, it must be detected, and the controller must take certain steps to quickly restore the transmission of the affected data flows [1], [2], [3] and [4]. The number and type of such failures, as well as the need for reconfiguration and rerouting calculations, increases the load on the network controllers. Existing Fast ReRoute (FRR) mechanisms for IP/Multi-Protocol Label Switching (IP/MPLS) networks can be migrated to SDN, but in this case, the OpenFlow switch limited routing tables and the complexity of FRR implementation should be taken into account [1] and [4].

During FRR, the implementation of the main schemes for protecting network elements from failures is a key technological challenge in deploying both enterprise and global SDNs of different types [5] and [6]. The multiservice of modern networks requires the implementation of not only schemes of protection of its topological elements—link, node, path, but also protection of the Quality of Service (QoS) level in the network as a whole [7] and [8]. As the first step in this direction, we can consider the protection of bandwidth [9], [10] and [11] with the future prospect of protecting other QoS indicators: the average end-to-end delay, the acceptable packet loss, etc. [7], [8] and [12].

In addition, it should be noted that FRR-related technological routing solutions may support the following redundancy schemes depending on resilience requirements [5] and [13]:

- 1+1 scheme, in which the data flow is transmitted both over the primary and over the backup route,
- 1:1 scheme, when for each primary route a backup one is created over which the data will be transmitted in case of failure of the primary path,
• n:1 scheme, in which one backup path is created for n primary paths (facility backup),
• 1:n scheme, in which n backup paths are created for one primary,
• n:m scheme, which is the most common case where m backup paths are supported for n primary (working) paths.

Quite often, the technical task of FRR is formulated as a task for calculating a set of disjoint paths [5], [14], [15] and [16]. This formulation of the task meets the requirements for increasing the fault-tolerance of routing solutions, especially in need of protection of paths and their bandwidth. Consequently, the actual scientific and practical task of developing and researching the Fast ReRoute model with a realization of the path and bandwidth protection scheme, which can be used in MPLS for SDN, seems to be relevant. In this case, the model should provide scalability of the resulting solutions and low computational complexity of their subsequent protocol implementation.

2. Related Work

An analysis of existing solutions has shown the relevance of developing approaches to fast rerouting in the direction of implementing MPLS in the SDN (Tab. 1). In general, modern approaches to the use of mechanisms for fast rerouting in the SDN when implementing various protection schemes of network elements, such as classical (link, node, etc.), and specific schemes for this type of networks, can be divided into heuristic, graph and flow-based [1], [17], [18], [19], [20], [21], [22], [23], [24] and [25]. A more detailed description of the solutions analyzed is presented in Tab. 1.

From Tab. 1 it is possible to conclude that the most common methods for solving FRR problems are heuristic approaches, and among the schemes for increasing resilience, the local protection (link node or controller protection) is still prevalent. However, it is known that the flow-based approaches, usually based on the optimization of the rerouting tasks, which primarily aim at optimizing the use of available network resources, are the most promising [23], [24] and [25].

Among the disadvantages of existing solutions when implementing MPLS SDN FRR it should be noted that the implementation of the protection scheme of the path with a 1:n redundancy scheme, as a rule, leads to an increase in n times the size of the optimization problem in calculating the routes [9], [10], [11], [12] and [15]. If a solution is proposed for a multipath FRR, the need to formulate and solve a nonlinear optimization problem occurs [9]. These factors have a very critical impact on the computational complexity and scalability of protocol routing solutions that must be centrally obtained by an SDN controller.

Thus, the developed FRR model with a realization of the path and bandwidth protection scheme, which can be the basis for promising protocols for implementation of resilient SDN and Hybrid SDN, has formulated the following requirements:

• consideration of the flow-based nature of traffic,
• implementation of both classical protection schemes for network elements (link, node, path), and implementation of network bandwidth protection,
• linearity and scalable increase in the size of the optimization task.

3. Fast ReRoute Model with Realization of Path and Bandwidth Protection Scheme

The model presented in [25] is proposed for further modification, which will be used for the computation method of the set of disjoint primary and backup paths in fast rerouting oriented to the maximum path bandwidth.

In the framework of the modified model, the network structure is described by the graph \( G = (R, E) \) in which \( R = \{R_i; i = 1, m\} \) is a set of vertices that simulate routers, and \( E = \{E_{i,j}; i, j = 1, m; i \neq j\} \) is a set of arcs representing links. Let each \( k \) th flow for transmitting in the network be associated with a number of functional parameters: \( s_k \) is the source node; \( d_k \) is the destination node; \( K \) is the set of flows for transmitting in the network \((k \in K)\). In addition, the value \( v_{i,j}^k \) corresponds to the bandwidth of the link \( E_{i,j} \in E \) available for the \( k \) th flow. Let us denote \( B_w^k \) as the demand to bandwidth of the \( k \) th flow.

As a result of solving the problem of calculating the set of disjoint primary and backup paths, it is necessary to calculate the set of variables \( a_{i,j}^k \), each of which determines whether the link \( E_{i,j} \in E \) belongs to the set of calculated disjoint paths for transmission of the \( k \) th flow. The number of control variables \( a_{i,j}^k \) corresponds to the product \(|K| \cdot |E|\).

The routing variables \( a_{i,j}^k \) have the constraints of type:

\[
a_{i,j}^k \in \{0; 1\}. \tag{1}
\]
**Tab. 1:** MPLS SDN FRR related researches.

| Ref. | Description of Contribution | Protection Scheme | Key Technologies Used |
|------|-----------------------------|-------------------|-----------------------|
| [17] | The mechanism of recovery for rerouting of flows in the case of link failures for multi-radio multi-channel Software-Defined Wireless Mesh Networks (SD-WMN) is proposed, where the recovery time and bandwidth of the communication links as key indicators for assessing the performance of recovery scenarios after failures are selected. \( \text{Type of solution: heuristic.} \) Advantages: reducing the recovery time compared to conventional routing protocols at the best achievable bandwidth. | Link protection | SD-WMN |
| [19] | The solution for local fast recovery in SDN without controller intervention in the case of a single node or link failure if it is topologically possible is proposed. The possibility of using (remote) loop-free alternate ((r) LFAs) in fast rerouting in SDN is shown. \( \text{Type of solution: heuristic.} \) Advantages: maximizing coverage, minimizing computational complexity, detecting and avoiding looping. | Link protection, node protection | SDN, LFA |
| [18] | The mechanism of destination-specific Maximally Redundant Trees (dMRTs) with the aim of the use the fast rerouting (FRR) in SDN and Hybrid SDN is presented. \( \text{Type of solution: heuristic.} \) Advantages: less overhead in SDN, shorter backup path, high scalability. | Link protection, node protection | MPLS FRR, SDN, Hybrid SDN MRT |
| [19] | A fast failure recovery scheme in SDN under multi-controller concept is proposed, where the main controller is responsible for controlling the network in the normal state, while the other controllers are standby controllers for the network control in a failure state. For calculating the control paths and disjoint path planning, the use of the K-best path algorithm is proposed. \( \text{Type of solution: heuristic.} \) Advantages: recovery time is less than 50 ms, the mechanisms can be used for recovery after failures of both control and data paths. | Controller protection, link protection, node protection | SDN, Multi-controller, In-band controlled OpenFlow Networks |
| [20] | Proactive recovery schemes in SDN are proposed for local failures based on the aggregation of traffic flows, with a decrease in the involvement of controllers in this process, in order to reduce the requirements for the controller's computing power and the amount of control traffic generated during the recovery process. \( \text{Type of solution: heuristic.} \) Advantages: reduced recovery time and recovery specific control traffic, low memory requirement in switching components. | Link protection, node protection | SDN, Fast-Failover (FF) |
| [21] | The algorithm of Local Fast ReRoute (LFR) in SDN is proposed, where according to the flow aggregation strategy, LFR provides fast recovery by reducing the number of flow operations between the SDN controller and the switches. \( \text{Type of solution: heuristic.} \) Advantages: reduced the failure recovery time, minimized the total number of flow entries in the network. | Link protection | SDN, Local Fast ReRoute |
| [22] | The mechanism for updating routing and rerouting tables in case of the communication links failures in SDN with the support of acceptable QoS is proposed. \( \text{Type of solution: graph model.} \) Advantages: improving QoS by reducing packet routing delays and the data loss rate in case of a persistent link failure. | Link protection | SDN, IPFRR, QoS |
| [23] | The paper proposes a Hybrid-Hie solution for fast rerouting, which allows determining the ratio of the distribution of transmitted flows in the backup paths in accordance with their predicted utilization. \( \text{Type of solution: flow-based model, optimization problem statement.} \) Advantages: effective recovery in case of failure of interdomain communication links, load balancing, and recovery path stretch. | Link protection, multi-link protection | Hybrid SDN, SD-WAN, Traffic Engineering, Inter-domain routing, Intra-domain routing |
| [24] | The effective solution of optimizing restoration with segment routing in SDN is developed. \( \text{Type of solution: flow-based model, optimization problem statement.} \) Advantages: significant capacity benefits achievable from this optimized restoration with segment routing. | Link protection, node protection | SDN, Segment Routing |
| [25] | The bicriteria multiobjective algorithm with a maximum flow under minimum cost model to provide a balanced and resilient approach in an MPLS/SDN topology is proposed. \( \text{Type of solution: optimization problem statement.} \) Advantages: reduced routing complexity and path computation time, balanced network utilization, decreasing recovery time. | Link protection, node protection | MPLS/SDN, Traffic Engineering, QoS |
In addition, the following conditions for a pair of source and destination nodes must be fulfilled [26]:

\[ \sum_{j:E_{i,j} \in E} a^k_{i,j} = M^k; \quad k \in K, \quad R_i = s_k, \]  
\[ \sum_{j:E_{i,j} \in E} a^k_{i,j} = M^k; \quad k \in K, \quad R_i = d_k, \]  

where \( M^k \) is an integer characterizing the number of disjoint primary and backup paths (\( M^k > 1 \)) and used in the course of fast rerouting implementation in dependence with the type of redundancy scheme. Wherein \( M_k \) is defined as follows:

\[ M^k = n + 1, \]  

where \( n \) is the number of backup paths corresponding to the primary one in accordance with the redundancy scheme (1:1, 1:2, \ldots, 1:n) which is necessary to realize.

At the same time, for the transit nodes in the network (\( R_i \neq s_k, d_k \)), there are restrictions imposed [26]:

\[ \left\{ \begin{array}{ll}
\sum_{j:E_{i,j} \in E} a^k_{i,j} & \leq 1, \\
\sum_{j:E_{i,j} \in E} a^k_{i,j} & \leq 1, \\
\sum_{j:E_{i,j} \in E} a^k_{i,j} - \sum_{j:E_{i,j} \in E} a^k_{j,i} & = 0, \quad k \in K.
\end{array} \right. \]  

Let the value \( \beta \) be the lower bound of the bandwidth of links comprising the resulting routing solution and determining the performance of the worst bandwidth route. Then the following condition should be met (in analogy to [15]):

\[ a^k_{i,j} + W(1 - a^k_{i,j}) \geq \beta, \]  

where the weighting coefficient \( W \) takes the value, which is higher than the maximum bandwidth of links \( E_{i,j} \in E \) belonging to the set of calculated disjoint paths available for the \( k \)th flow. The bandwidth protection condition can be formulated as follows:

\[ \beta \geq Bw^k. \]  

The function, which should be maximized, has been chosen as the optimality criterion of the solutions to the problem of calculating the set of disjoint primary and backup paths oriented to the maximization of path bandwidth:

\[ J = \max_{a,\beta} \beta. \]  

Thus, the task of calculating the set of disjoint primary and backup paths during fast rerouting was reduced to solving the optimization problem of Integer Linear Programming (ILP) with criterion Eq. (5) in the presence of linear constraints Eq. (1), Eq. (2), Eq. (3), Eq. (4) and Eq. (5), since the routing variables are Boolean. In addition, the model introduced protection conditions of the path Eq. (1), Eq. (2), Eq. (3), Eq. (4) and Eq. (5) and bandwidth Eq. (6) and Eq. (7). To implement the proposed real-time calculation model, the formulated ILP problem should be solved by heuristic methods, for example, ant colony optimization, simulated annealing, Hopfield networks, etc. [27] and [28].

In the course of solving the formulated optimization problem, we obtain a set of disjoint paths. Of this set, the path with the maximum bandwidth will correspond to the primary path, while the remaining paths will be used as a backup in decreasing order of their bandwidth. In this case, the total number of calculated paths depends on the selected redundancy scheme (1:1, 1:2, \ldots, 1:n).

4. Numerical Research

The features of the proposed FRR model with realization of path and bandwidth protection scheme oriented to the maximization of path bandwidth will be demonstrated in the following example. The structure of the analyzed network, which is shown in Fig. 1, consists of seven routers and eleven communication links. Let the first router be the source node, and the seventh router the destination node.

As an example of the network structure under consideration (Fig. 1), we have the following set of possible paths between the first and seventh routers:

- \( L_1 = \{E_{1,2}, E_{2,5}, E_{5,7}\} \),
- \( L_2 = \{E_{1,3}, E_{3,6}, E_{6,7}\} \),
- \( L_3 = \{E_{1,4}, E_{4,7}\} \),
- \( L_4 = \{E_{1,4}, E_{4,6}, E_{6,7}\} \),
- \( L_5 = \{E_{1,3}, E_{3,5}, E_{5,7}\} \),
- \( L_6 = \{E_{1,2}, E_{2,7}\} \).

In Fig. 1 in the gaps of the communication links, their capacities are shown, the bold lines show the calculated set of disjoint routes, and the dotted lines show the unused routes in the routing solution. Consider, for example, a case of the routing order when it is necessary to realize the redundancy scheme 1:2 with calculating one primary and two backup paths. Then, in the computation, out of the set of disjoint primary and backup routes where \( M^k = 3 \) for transmitting the \( k \)th flow, four variants of the set of disjoint paths can be obtained (Tab. 2). The results of the simulation have been obtained within the MATLAB environment, which uses...
the modified branch-and-bound procedure to find feasible points during solving the ILP optimization task. The exact solution of the ILP problem achieved in this way can act as a reference in the analysis of the effectiveness of approximate calculation methods.

**Tab. 2:** Sets of three paths between the first and seventh routers and their bandwidth.

| Set of Disjoin Paths | Links of Path | Path Bandwidth (1/s) |
|----------------------|--------------|---------------------|
| 1                    | \( L_1 \) \{E_{1,2}, E_{2,5}, E_{5,7}\} | 190 |
| 1                    | \( L_2 \) \{E_{1,3}, E_{3,6}, E_{6,7}\} | 180 |
| 1                    | \( L_3 \) \{E_{1,4}, E_{4,7}\} | 185 |
| 2                    | \( L_5 \) \{E_{1,3}, E_{3,5}, E_{5,7}\} | 210 |
| 2                    | \( L_6 \) \{E_{1,2}, E_{2,7}\} | 180 |
| 3                    | \( L_3 \) \{E_{1,4}, E_{4,7}\} | 185 |
| 3                    | \( L_5 \) \{E_{1,3}, E_{3,5}, E_{5,7}\} | 210 |
| 3                    | \( L_6 \) \{E_{1,2}, E_{2,7}\} | 180 |
| 4                    | \( L_2 \) \{E_{1,3}, E_{3,6}, E_{6,7}\} | 160 |
| 4                    | \( L_3 \) \{E_{1,4}, E_{4,7}\} | 185 |
| 4                    | \( L_6 \) \{E_{1,2}, E_{2,7}\} | 180 |

Let the \( Bw^1 = 180 \) l/s. The application of the proposed model Eq. (1), Eq. (2), Eq. (3), Eq. (4), Eq. (5), Eq. (6), Eq. (7) and Eq. (8) made it possible to calculate the optimal set of disjoint paths for fast rerouting oriented to the maximum bandwidth of network links comprised of the paths. In the presented case, the optimal solution is provided by the set of disjoint paths \( L_3, L_5, \) and \( L_6 \) (Fig. 1) with the maximum values of paths bandwidth (Tab. 2). Here, the path \( L_5 \) is chosen as the primary one because of its path bandwidth value of 210 l/s, which is the maximum of the three paths comprising the set of routes. Accordingly, the paths \( L_3 \) and \( L_6 \) are selected as the backup routes.

**Fig. 1:** Set of optimal primary and backup paths \((M^k = 3)\).

Next, consider the case of a 1:1 redundancy scheme. Here it is necessary to calculate two disjoint paths (primary and backup) with the maximum bandwidth at \( M^k = 2 \) (Tab. 3). In Fig. 2 the previous designations are used. However, in the gaps of the network links, their changed capacities are shown and chosen as new input data.

**Fig. 2:** Set of optimal primary and backup paths \((M^k = 2)\).

In this case, accept \( Bw^1 = 190 \) l/s. Possible variants of sets of disjoint paths consisting of two routes are shown in Tab. 3. Here, the paths \( L_3 \) and \( L_6 \) are chosen as the optimal solution (Fig. 2). In this case, the path \( L_3 \) is chosen as the primary one, since it has a greater bandwidth (210 l/s) than the path (200 l/s), which in turn will be used as a backup. This set of paths has the maximum bandwidth and satisfies the condition of its protection Eq. (9) in accordance with the requirements of the transmitted flow in the process of fast rerouting.

**Fig. 3:** Sets of two paths between the first and seventh routers and their bandwidth.

| Set of Disjoin Paths | Links of Path | Path Bandwidth (1/s) |
|----------------------|--------------|---------------------|
| 1                    | \( L_1 \) \{E_{1,2}, E_{2,5}, E_{5,7}\} | 180 |
| 1                    | \( L_2 \) \{E_{1,3}, E_{3,6}, E_{6,7}\} | 190 |
| 2                    | \( L_1 \) \{E_{1,2}, E_{2,5}, E_{5,7}\} | 180 |
| 3                    | \( L_1 \) \{E_{1,2}, E_{2,5}, E_{5,7}\} | 180 |
| 4                    | \( L_3 \) \{E_{1,4}, E_{4,7}\} | 210 |
| 5                    | \( L_4 \) \{E_{1,4}, E_{4,6}, E_{6,7}\} | 185 |
| 6                    | \( L_3 \) \{E_{1,4}, E_{4,7}\} | 210 |
| 7                    | \( L_6 \) \{E_{1,2}, E_{2,7}\} | 200 |

Thus, the conducted research has shown the efficiency and adequacy of the proposed FRR model and the 1:n redundancy scheme. Here we should note the important advantage of the model from the computational point of view, due to the absence of the need to introduce additional types of variables, as was done in \([9, 10, 11]\) and \([15]\), i.e. the dimension of the optimization problem does not increase.
5. Conclusion

The paper proposes a solution to an actual scientific and practical problem associated with the development and research of the FRR model with the realization of the path and bandwidth protection scheme and the 1:n redundancy scheme. Therefore, the task of calculating the set of disjoint primary and backup paths during fast rerouting was reduced to solving the optimization problem of ILP with criterion Eq. (8) in the presence of linear constraints Eq. (1), Eq. (2), Eq. (3), Eq. (4), Eq. (5), Eq. (6) and Eq. (7), since the routing variables are Boolean. Further, from the calculated set, the path with the maximum bandwidth will correspond to the primary path, while the remaining paths will be used as backup ones. In this case, the total number of calculated paths depends on the selected redundancy scheme (1:1, 1:2, ..., 1:n).

The main technological advantages of the proposed model include the following:

- the FRR provides the implementation of a path protection scheme when conditions Eq. (1), Eq. (2), Eq. (3), Eq. (4) and Eq. (5) are met,
- the bandwidth protection is ensured by fulfilling conditions Eq. (6) and Eq. (7),
- the proposed solution is aimed at maximizing the bandwidth of the paths used and of the communication links that compose them, for which the corresponding conditions Eq. (6) and Eq. (8) are met,
- the possibility of implementing various redundancy schemes (1:1, 1:2, ..., 1:n) is introduced when conditions Eq. (1), Eq. (2), Eq. (3) and Eq. (4) are met.

It is important to note that the advantages from the computational point of view include the linearity of the proposed model of fast rerouting, as well as the fact that the implementation of the 1:n scheme does not increase the dimension of the optimization problem. The development of the model is seen in the selection of a set of paths under other indicators of QoS and Quality of Experience (QoE), as well as security indicators.
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