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Abstract

We consider a Gause-type prey-predator system incorporating a strong allee effect for the prey population. For the existence of multiple interior equilibria we consider Holling-type predator functional response and the density dependent death rate for the predator. With the help of the Conley connection matrix theory we study the dynamics of the system in presence of one, two and three interior equilibria. It is found that (i) the saddle-saddle connections exist in presence of single and multiple interior equilibria connecting interior flows to the boundary and (ii) the system admits a set of degree-2 (i.e, a 2-discs of) connecting orbits from interior equilibrium to the origin. Thus permanence or robust permanence of the system is not possible.
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1. Introduction

We consider the following predator prey system with strong allee effect in the prey growth, Holling type II functional response and density dependent death rate of predators.

\[
\begin{align*}
    x' &= xg(x) - yp(x) \\
    y' &= y[p(x) - d - hy],
\end{align*}
\]

where \(x(t)\) and \(y(t)\) are the prey and predator population density at time \(t\), respectively with \(x(0), y(0) \geq 0\). \(g(x)\) is the per capita growth rate of the prey in absence of the predator. \(p(x)\) is the Holling type II functional response for the predator. \(d + hy\) is the density dependent death rate of the predator. \(d, h\) are positive constants.

The biological/ecological explanations and/or other related ideas may be found in details in [4, 12, 16, 17]. Conway and Smoller [2] studied the global dynamics of the prey-predator equations with allee effect for the prey using the stable and unstable manifolds of the axial equilibria, that is, by the separatrices and established the intersection of these manifolds for some unique value of a parameter using the properties of the prey and the predator isoclines. van Voorn et. al, [16] analysed two predator-prey models with strong allee effect with bifurcation analysis and showed the existence of saddle-saddle connections in these models and the systems collapse after the invasion of the predators. Wang et. al, [17] considered a class of general predator-prey models with a strong allee effect in prey population and showed the existence of point to point heteroclinic orbit loop with the general properties of the separatrices, i.e, the stable and unstable manifolds of the two prey equilibria and proved the existence/uniqueness and the nonexistence of limit cycles for appropriate range of parameters. With the model (1) in explicit form (see the discussion), Sen and Banerjee [12] studied the change in the number of interior equilibria and their stability properties by bifurcation analysis.

In this paper we first prove the existence of multiple interior equilibria of our model(1) and then establish the saddle-saddle connections in presence of a single interior equilibrium and also in presence of multiple interior equilibria from purely algebraic way using the Conley connection matrix theory, see [3, 7, 8, 9]. We also establish a set of degree-2 connecting orbits, i.e, a set of 2-discs of connecting orbits from the interior equilibrium to the origin. To do so we need only the existence of the equilibria and their local stability dimensions and show the movement of our system interior flows using the Conley connection matrix without any phase plane analysis. Reineck [9] studied the ecological models using the connection matrix analysis, mainly in two dimension. Also see the papers of Mischaikow [7, 8]. By the connection matrix analysis in four species systems the present author found interesting results in [13, 14] establishing the structure of the connecting orbits.

In section 2, we state the basic assumptions regarding our system, prove the existence of multiple interior equilibria and other results. In the final section we add some remarks and discussion regarding the results of the system.
2. Assumptions and Results:

(H1) \( g(x) \in C^1([0, +\infty)), \ g(b) = g(K) = 0 \) with \( 0 < b < K, \ g(x) \) is positive for \( b < x < K \) and negative otherwise. \( g'(x) > 0 \) on \( [b, m) \), and \( g'(x) < 0 \) on \( (m, K] \). \( g''(x) < 0 \).

\( K \) is the carrying capacity for the prey. In the absence of the predator the prey \( x \) has a strong allee effect.

(H2) \( p(x) \in C^1([0, +\infty)), \ p(0) = 0, \ p'(x) > 0 \) for \( x \geq 0 \). There exists \( \bar{x} \) such that \( cp(\bar{x}) = d \).

By the above assumption the prey isocline \( x' = 0 \) lies in \( R^2_+ \) for \( x \in [b, K] \) and a continuous smooth curve joining the points \( (b, 0) \) and \( (K, 0) \) having a local maximum at \( x = m \). The predator isocline \( y' = 0 \) (Holling type II) intersects the positive \( x \)-axis at \( (\bar{x}, 0) \) and then increases monotonically. The \( x \) axis and the \( y \) axis of system (1) are invariant and thus the interior of \( R^2_+ \) is also invariant.

Lemma 0.1 Suppose (H1) - (H2) holds. Then the solutions of system (1) are uniformly bounded.

Proof: See [12, 13]. □

The system (1) has the boundary equilibria: a) The origin \( E_0 \), which always exists and b) two equilibria on the prey-axis, \( E_1(b, 1) \) and \( E_2(K, 0) \). They always exist by (H). Next we show that the system (1) has one or more equilibria in the interior of the positive quadrant using the Index theorem for ecological equations (see [5]). An equilibrium for an ecological equation \( x' = xf(x) \) is saturated (nonsaturated) if its external eigenvalue is nonnegative (positive). A point \( x \in R^2_+ \) is called regular if \( \det D_x f \neq 0 \). From the Jacobian matrix of (1), it is trivial that i) \( E_0 \) is always locally asymptotically stable, ii) \( E_1 \) is unstable (i.e nonsaturated) along the predator direction if \( 0 < \bar{x} < b \) and stable, i.e., saturated along the predator direction if \( b < \bar{x} < K \), and iii) \( E_2 \) is unstable along the \( y \) direction if \( 0 < \bar{x} < K \).

Lemma 0.2 Suppose that (H1) and (H2) holds.

(i) If \( 0 < \bar{x} < b \), there exists no interior equilibrium or two interior equilibria, \( E(1) \) and \( E(2) \), (ii) If \( b < \bar{x} < K \), there exists one or three interior equilibria \( E(i) \) for \( i = 1, 2, 3 \)

Proof (i) In this case the boundary equilibria \( E_0 \) is saturated, and \( E_1, E_2 \) are nonsaturated. \( \text{Ind}(E_0) = +1 \). [\( \text{Ind}(E_0) \) means the index of \( E_0 \) and the index of any equilibrium is \((-1)^n\), where \( n \) is the dimension of the stable manifold of the equilibrium.] Since our system is 2D and its solutions are uniformly bounded, the sum of indices of all its saturated regular fixed points is \((-1)^2 = +1\) by the Index theorem for ecological equations (see [5]). Thus there exists no interior equilibrium or two interior equilibria \( E(i) \), with \( \text{Ind}(E(i) = +1 \text{ or } -1 \) for \( i = 1, 2 \). There are no other possible interior equilibrium due to (H).

(ii) \( E_0, E_1 \) are saturated and \( E_2 \) is nonsaturated. \( \text{Ind}(E_0) = +1 \) and \( \text{Ind}(E_1) = -1 \). To make the sum of indices of all saturated equilibria is \((+1)\), there
must exist at most one (with index (+1)) or three interior fixed points. Out of three, at least one is a saddle point with index (-1), one is either a sink or source, or center with index (+1) and the rest one must be either a sink or source, or center with index (+1).

□

In our analysis we will not consider that the system (1) has a fixed point which is center with index (+1). For our system we consider

\[ N = \{ (x, y) : -a \leq x, y \leq M \} \]

(where \( a > 0 \) and \( M \) is sufficiently large) is an isolated invariant neighbourhood for some set \( S \) containing in the positive quadrant. The equilibria \( E_0, E_1, E_2 \) and \( E(i) \), where \( i = 1, 2, 3 \) are the Morse sets. In the positive quadrant there may or may not exist periodic solutions. Thus we define \((\pi)\) to be the minimal isolated invariant set in the interior of the positive quadrant containing all periodic orbits of \( S \) (if exist). (See[8].) Using \( \mathbb{Z}_2 \) coefficients the homologies of the conley indices of these equilibria are given by

\[ CH_k(E_1) = CH_k(E_2) = \begin{cases} \mathbb{Z}_2 & \text{if } k = 1 \\ 0 & \text{otherwise} \end{cases} \]

\[ CH_k(E_0) = \begin{cases} \mathbb{Z}_2 & \text{if } k = 0 \\ 0 & \text{otherwise} \end{cases} \]

and

\[ \text{for } i = 1, 2, 3, \quad CH_k(E(i)) = \begin{cases} \mathbb{Z}_2 & \text{if } k = 2, 1, \text{or } 0, \\ 0 & \text{otherwise} \end{cases} \]

Theorem 0.1 Suppose That (H1) and (H2) holds.

(a)Let \( b < \bar{x} < K \) and the isoclines \( x' = y' = 0 \) intersect at a unique point \( E \). Then one of the following hold

(i) There exist a heteroclinic orbit \( E_2 \to E_1 \).

(ii) There exists a set of degree \(-2\) connecting orbits from \( E \) to \( E_0 \).

(b)Let \( b < \bar{x} < K \) and the isoclines \( x' = y' = 0 \) intersect at three points \( E(i), i = 1, 2, 3 \). Then there exists a 2-disc of connections from \( E(1) \) to \( E_0 \).

(c)Let \( 0 < \bar{x} < b \) and the prey, predator isoclines intersect at two points \( E(1) \) and \( E(2) \). Then there exists a heteroclinic orbit either \( E_1 \to E(1) \) or \( E_1 \to E_2 \).

Proof: (i) Consider the equilibrium \( E \) lies on the decreasing portion or on the increasing portion of the prey isocline, i.e, it may be sink or source and around it there are periodic orbits. Also consider the homology index \( CH_n(\pi E) = (\mathbb{Z}_2, 0, 0, ..., ) \), if \((\pi E)\) is an attracting interval. Then the Morse sets \( E_0, E_1, E_2, \) and \( (\pi E) \) form a Morse decomposition and the connection matrix of these sets is of the form
The entry * is not known. The connections $E_1 \rightarrow E_0$ and $E_2 \rightarrow (\pi E)$ come from linear analysis. The zero entries of $A$ are due to degree considerations. The entries of $A$ are maps of degree $-1$. Because of $A^2 = 0$, the value of * is equal to zero or one, i.e, we can have two connection matrices $A_0$ with $* = 0$ and $A_1$ with $* = 1$. With these two connection matrices the connection matrix for the product space is of the form

$$A = \begin{pmatrix}
E_0 & (\pi E) & E_1 & E_2
\end{pmatrix}$$

$$A = \begin{bmatrix}
0 & 0 & 1 & * \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}$$

where $T$ is the transition matrix and by Lemma 2.19 [9] and the square zero condition implies that $T$ will be of the following form

$$T = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}$$

This gives us the connection $E_2 \rightarrow E_1$, i.e, as the system is deformed from one flow (which gives $A_0$ connection matrix) to another flow (which gives $A_1$ connection matrix) we get the saddle-saddle connection $E_2 \rightarrow E_1$. Moreover, Theorem 2.20 [9] shows that there is a sequence of connections at different parameter values starting at $E_2$ and ending at $E_1$. We note that the connection $E_1 \rightarrow E_2$ can not be obtained from the above connection matrix for the product space. This is because that connection is not transversal. It comes from the linear analysis and it lies on the prey axis. It is to be noted here that there are other possible transition matrices for the product space but we are not considering those, because we are only interested for the matrices that involve only a single saddle-saddle connection via which the interior flows can converge to the boundary.

(ii) Consider $E$ lies on the increasing portion of the prey isocline and it is source and there are no periodic orbits around it. The remaining equilibria are: $E_0$ sink, $E_1$ saddle, $E_2$ saddle. The connection matrix is

$$B = \begin{pmatrix}
E_0 & E_1 & E_2 & E
\end{pmatrix}$$

$$B = \begin{bmatrix}
0 & 1 & 1 & * \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}$$
Now $B^2 \equiv 0$ implies that $* = 1 + 1 = 0$. Since $\Delta(E_1, E_0) \circ \Delta(E, E_1) \neq 0$ and $\Delta(E_2, E_0) \circ \Delta(E, E_2) \neq 0$, Theorem 3.2 of Mischaikow and Reineck [7] gives us a set of degree $-2$ connecting orbits from $E$ to the origin $E_0$, that is, the unstable manifold of $E$ intersects the stable manifold of $E_0$ in a two-dimensional set. The boundary of this 2D set consists of connections $E \to E_1$ and $E \to E_2$. (The connections $E_1 \to E_0, E \to E_1$, come from the linear analysis and the connections $E \to E_1$ and $E \to E_2$. are from Theorem 3.2 [7]).

Now consider there exists periodic orbits around $E$, and the homology indices of $(\pi E)$ is $(0, 0, Z_2, 0, 0, ...)$ then we can replace the Morse set $E$ by the Morse set $(\pi E)$ and we will get the same result.

(b) In this case consider $E(1)$ source, $E(2)$ saddle and $E(3)$ sink. Also consider there are periodic about $E(3)$ and we denote the Morse set $(\pi E(3))$ by $M$. The homology index of $(\pi E(3))$ or $M$ is $(Z_2, 0, 0, ....)$. Then the connection matrix is

$$
D = \begin{bmatrix}
E_0 & M & E_1 & E_2 & E(2) & E(1) \\
E_0 & 0 & 0 & 1 & * & * & * \\
M & 0 & 0 & 0 & 1 & 1 & * \\
E_1 & 0 & 0 & 0 & 0 & 0 & 1 \\
E_2 & 0 & 0 & 0 & 0 & 0 & * \\
E(2) & 0 & 0 & 0 & 0 & 0 & 0 \\
E(1) & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

Using the condition that $D^2 \equiv 0$ and rank$D = 3$ we get the following connection matrices

$$
D_1 = \begin{bmatrix}
E_0 & M & E_1 & E_2 & E(2) & E(1) \\
E_0 & 0 & 0 & 0 & 1 & 0 & 0 \\
M & 0 & 0 & 0 & 1 & 1 & 0 \\
E_1 & 0 & 0 & 0 & 0 & 0 & 1 \\
E_2 & 0 & 0 & 0 & 0 & 0 & 0 \\
E(2) & 0 & 0 & 0 & 0 & 0 & 0 \\
E(1) & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

$$
D_2 = \begin{bmatrix}
E_0 & M & E_1 & E_2 & E(2) & E(1) \\
E_0 & 0 & 0 & 0 & 0 & 1 & 0 \\
M & 0 & 0 & 0 & 1 & 1 & 0 \\
E_1 & 0 & 0 & 0 & 0 & 0 & 1 \\
E_2 & 0 & 0 & 0 & 0 & 0 & 0 \\
E(2) & 0 & 0 & 0 & 0 & 0 & 0 \\
E(1) & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$
Similarly if we consider the subset \( \{E_0, E_1, E(1)\} \). Since there is always an connection from \( E_1 \to E_0 \) (see \( D \)), the zero entry in \( D_1 \) from \( E_1 \) to \( E_0 \) says that there is a double connections \( E_1 \to E_0 \). Now we can consider a compact set \( N \) which is a neighborhood of \( E_0, E_1, E(1) \), the connection \( E(1) \to E_1 \) and one of the connections \( E_1 \to E_0 \). By Theorem 3.1 of Mischaikow and Reinneck [7], \( N \) cannot be an isolating neighborhood (since the connection from \( E_1 \) to \( E_0 \) is a single one) and there must be a boundary point of \( N \) which lies on the connection \( E(1) \to E(2) \). We will get the same conclusion if we expand \( N \) as long as the boundary maps give the same connection matrix. This occurs in two ways; either the second connection \( E_1 \to E_0 \) is in \( N \) or \( N \) contains one connection \( E_1 \to E_0 \), one equilibrium \( E(2) \) with the connections \( E(2) \to E_0 \) and \( E(1) \to E(2) \). Then by Theorem 3.2 of [7] there is a 2-disc of connections \( E(1) \to E_0 \) and the boundary of the disc contain the connections \( E_1 \to E_0 \) and \( E(2) \to E_0 \). (See figure 3.) Similarly if we consider the subset \( \{E_0, E_1, E(1)\} \) from \( D_2 \) and from \( D_3 \), we get in similar ways a disc of connections from \( E(1) \) to \( E_0 \).

(c) In this case consider \( E(1) \) saddle and \( E(2) \) sink. Consider there are periodic solutions around the equilibrium \( E(2) \). We also denote the Morse set \( \pi E(2) \) by \( M \). The Morse decomposition consists of equilibria \( E_0, E_1, E_2, E(1) \) and \( M \) and the connection matrix is of the form

\[
\begin{bmatrix}
E_0 & M & E_1 & E_2 & E(1) \\
E_0 & 0 & 0 & 1 & * & * \\
M & 0 & 0 & * & 1 & 1 \\
E_1 & 0 & 0 & 0 & 0 & 0 \\
E_2 & 0 & 0 & 0 & 0 & 0 \\
E(1) & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

The connections from \( E_1 \to E_0 \), \( E_2 \to M \) and \( E(1) \to M \) are from linear analysis. Using the condition that \( B^2 = 0 \) and \( \text{rank} B = 3 \), we obtain 4 possible connection matrices listed by \( B_i \) for \( i = 1, 2, 3, 4 \).

\[
C_1 = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad C_2 = \begin{bmatrix} 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad C_3 = \begin{bmatrix} 0 & 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}
\]
and

\[ C_4 = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}. \]

The connection matrix \( C_2 \) is not possible, since the connection \( E_2 \to E_0 \) needs to cross the unstable manifold of \( E_1 \) which violates the uniqueness property. The unstable manifold of \( E_1 \) lies above the prey isocline \( x' = 0 \) (see [3, 17]). Similarly, the connection matrix \( C_3 \) is not possible as then \( E(1) \to E_0 \) would cross the unstable manifold of \( E_1 \). Otherwise, whenever both \( C_2 \) and \( C_3 \) are possible then the unstable manifolds of \( E_1 \) and \( E_2 \) or \( E(1) \) move to \( E_0 \). However we consider the matrices \( C_1, C_4 \) and form the connection matrix for the product flow

\[ \begin{bmatrix} C_1 & T_i \\ 0 & C_4 \end{bmatrix} \]

where \( T_i \) is the two possible transition matrices by Lemma 2.19 [9] and the square matrix zero condition says that \( T_i \) will be of the following form

\[ T_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 \end{bmatrix}, \quad \text{and} \quad T_2 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \]

From \( T_1 \) we get the connection \( E_1 \to E(1) \), as the system is deformed from one flow (which gives \( C_1 \) connection matrix) to another flow (which gives \( C_4 \) connection matrix). (See figure 1). From \( T_2 \) we get the saddle-saddle connection \( E_1 \to E_2 \), (not along the prey axis, because the unstable manifold of \( E_1 \) lies above the prey isocline.) (See figure 2). It is to be noted here that there are other possible transition matrices for the product space but we are not considering those, because we are only interested for the matrices that involve only a single saddle-saddle connection via which the interior flows can converge to the boundary.

If we form the connection matrices with \( C_1 \) and \( C_2 \), and with \( C_1 \) and \( C_3 \) for the product flow then the condition that the square of the matrix is zero fails, that is we will not get any single saddle-saddle connection. □

3. Discussion and Remarks

1. The exclusion of periodic orbits around a unique equilibrium can be obtained by Theorem 1 of Liu Y [6]. We consider the model studied in [12]

\[
\begin{align*}
x' &= x[(1-x)(x/L-1)-\beta/(x+\alpha)] \\
y' &= y[\beta x - \gamma - \delta y],
\end{align*}
\]

(2)

By Lemma 0.2, the system (2) has no interior equilibrium or two interior equilibria if \( \alpha\gamma/\beta - \gamma < L \), and contains one or three interior equilibrium
if $L < \alpha \gamma / (\beta - \gamma) < 1$. The system admits no periodic solutions around the unique equilibrium $E^\star$ if

$$i) \alpha > L + 1$$

and

$$ii) F'(E^\star) \leq 0,$$

where

$$F(x) = 1/\beta (1-x)(x/L-1)(x+\alpha).$$

The condition (ii) is not difficult to check, whenever $E^\star$ lies on the decreasing part of the prey isocline.

2. Presence of multiple interior equilibria (two or three) changes the dynamics of the system from that of dynamics the system admits with a single interior equilibrium (see Figs. 1-3). For an example, when the system admits three interior equilibria we get a 2-disc of connecting orbits which is different (containing a different connection orbit along its boundary) in case with a single fixed point and due to its presence the saddle-saddle connection $E_2 \rightarrow E_1$ does not occur in any case.

3. The existence of $E_2 \rightarrow E_1$ comes from the connection matrix and that matrix is due to the Morse decomposition including the Morse set $E$ or $(\pi E)$ and $E$ is sink or $(\pi E)$ is the attracting interval, not all orbits inside the heteroclinic orbit $E_2 \rightarrow E_1$ can converge to this heteroclinic orbit. In particular some solutions near $E$ or $(\pi E)$ may converge to $E$ or $(\pi E)$. This is in contrast with the result: Theorem 4.4 (2) in [17]

4. For the connection matrix $A_1$ in Theorem 0.1 (a) there exist the connections $E_2 \rightarrow E_0$ and $E_2 \rightarrow E$. In the plane there is obviously no such $E_2 \rightarrow E_0$ connection but it is forced by Morse decomposition, i.e., this comes from the connection matrix which is not a planar phenomenon. Moreover, the connection $E_2 \rightarrow E_1$ reveals the fact that the unstable manifold of $E_2$ moves above the stable manifold of $E_1$ (also above the prey isocline) to get access to move to $E_0$, until they intersect at some parameter value of the system.

5. The connection $E_2 \rightarrow E_1$ is obtained in almost all studies [3, 16, 17] but with different approaches. We obtain the same connection by the Conley connection matrix analysis in presence of one or two interior fixed points. We also get a set of 2-discs of connecting orbits from interior fixed point to the origin. However, in any case the interior flows of such 2D systems moves to the extinction state, i.e, to the boundary. Thus the permanence [1] or robust permanence [11] of the system is not possible. That is, the biological significance of our results is that the allee effect for the prey does not promote the system coexistence in any case. Moreover, the structure of the attractor of this impermanent 2D system is either a 2-disced shape set or a shape of a heteroclinic loop intersecting the interior and the boundary. [10].
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Figure legend:

Fig. 1 This figure shows the existence of the heteroclinic orbit $E_1 \rightarrow E(1)$ in presence of two interior fixed points.

Fig. 2 This figure shows the existence of the heteroclinic orbit $E_1 \rightarrow E_2$ above the prey isocline in presence of two interior fixed points.

Fig. 3 This figure shows the existence of a 2-disc of connections $E(1) \rightarrow E_0$. The boundary of the disc contains the connections $E_1 \rightarrow E_0$ and $E(2) \rightarrow E_0$. 
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**Figure 1**
This figure shows the existence of the heteroclinic orbit $E_1 \to E(1)$ in presence of two interior fixed points.

**Figure 2**
This figure shows the existence of the heteroclinic orbit $E_1 \to E_2$ above the prey isocline in presence of two interior fixed points.
Figure 3

This figure shows the existence of a 2-disc of connections $E(1) \supset E_0$. The boundary of the disc contains the connections $E_1 \supset E_0$ and $E(2) \supset E_0$. 