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1. Introduction

1.1. Overview

In this paper we consider the problem of estimating a (possibly random) drift \((u_t)_{t \in [0,T]}\) in continuous-time statistical models of the type

\[ X_t = u_t + Z_t, \quad t \in [0,T], \tag{1.1} \]

where \((X_t)_{t \in [0,T]}\) is the observation process, and \((Z_t)_{t \in [0,T]}\) is a noise having the form of a process living in a fixed Wiener chaos of a Brownian motion. Our results allow in particular to deal in detail with the following cases:

(i) \((Z_t)_{t \in [0,T]}\) is a chaotic Brownian martingale,
(ii) \((Z_t)_{t \in [0,T]}\) is a Rosenblatt process (living in the second Wiener chaos).

Our main finding (see Theorem 4.1) is that, under fairly general circumstances, it is possible to find an estimator of the drift, whose risk is smaller than the one of the standard estimator \(X_t\).

Our results generalize the recent findings by Privault and Réveillac [20] which only dealt with the case of a Gaussian noise. As such, our work can be regarded as an infinite-dimensional extension of the seminal works by Stein [23], [24] and James-Stein [12], that first described analogous phenomena in a finite dimensional setting.


1.2. History and motivation

In his famous paper [23], Stein has shown that for a normally distributed $d$-dimensional random vector $X$ with unknown mean $\mu$ and covariance matrix $I$, the standard (unbiased) estimator $X$ for the mean $\mu$ is inadmissible with respect to the quadratic loss function if and only if $d \geq 3$. This means that there exists an estimator $\xi$ for the mean, verifying:

$$
E \left[ \| \xi - \mu \|^2 \right] \leq E \left[ \| X - \mu \|^2 \right], \quad \mu \in \mathbb{R}^d,
$$

with a strict inequality for at least one $\mu$ if and only if $d \geq 3$. In this case one says that $\xi$ dominates $X$. For $d = 1$ and $d = 2$, the standard unbiased estimator $X$ is admissible, see [23]. We recall that an estimator $\delta_1$ is said to dominate an estimator $\delta_2$, if for every $\mu \in \mathbb{R}^d$ we have $E \left[ \| \delta_1 - \mu \|^2 \right] \leq E \left[ \| \delta_2 - \mu \|^2 \right]$, and one has a strict inequality for at least one $\mu$. In other words, there are estimators that dominate the standard estimator $X$ for the mean if and only if $d \geq 3$.

More precisely, Stein has shown that for $d \geq 3$, for sufficiently large $a > 0$ and sufficiently small $b > 0$, the estimator

$$
\delta(X) = \left( 1 - \frac{b}{a + \| X \|^2} \right) X = X - \frac{bX}{a + \| X \|^2} (1.2)
$$

is possibly biased, but has smaller risk than the standard estimator, that is:

$$
E \left[ \| X - \mu \|^2 \right] = d > E \left[ \| \delta(X) - \mu \|^2 \right]. (1.3)
$$

In 1962, James and Stein [12] have proved that estimators of the form

$$
\delta(X) = \left( 1 - \frac{b}{\| X \|^2} \right) X = X - \frac{bX}{\| X \|^2} (1.4)
$$

dominate $X$ for every $0 < b < 2(d - 2)$, where $d \geq 3$ is again the dimension of the random vector $X$. In 1981, Stein published an important article (see [24]): he was able to give a much easier proof of the earlier result using the technique of integration by parts. He created a link to superharmonic functions and was able to give a criterion for an estimator to have smaller risk than the standard estimator.

In parallel with these developments, which concern normally distributed random variables, research has concentrated mostly on two aspects:

(i) considering spherically symmetric distributions more general than the Gaussian distribution,

(ii) finding more general estimators that dominate the standard unbiased estimator (in the normal case and in the more general symmetric distributed case).

An overview of the theory can be found in [3], [4] and [5]. We give only a few examples of these extensions. For instance, Brandwein has proved (see [2])
that for the quadratic loss function and a spherically symmetric distributed $d$-dimensional random vector $X$ such that $\mathbb{E}[\|X\|^2] < \infty$ and $\mathbb{E}[\|X\|^{-2}] < \infty$,

$$\delta(X) = \left(1 - \frac{a}{\|X\|^2}\right)X$$

dominates $X$ if $d \geq 4$ and $0 < a < \frac{2(d - 2)/d}{\mathbb{E}[\|X\|^{-2}]}$. Brandwein and Strawderman have generalized the Stein-type estimator in 1991 by considering again the quadratic loss and more general estimators of the form

$$\delta_a(X) = X + ag(X),$$

see [4]. They show that $\delta_a(X)$ has smaller risk than $X$ if $d \geq 4$, $0 < a < 1/(d \mathbb{E}[\|X\|^{-2}])$ and if some conditions on $g$ hold (see [4] for these conditions). It is worth noticing that superharmonic functions and the divergence theorem play a crucial role. We notice that the divergence theorem is closely connected to integration by parts. The technique of integration by parts was also used by Shinozaki [22] to prove the existence of estimators that dominate the standard estimator for the location parameters. Moreover the existence of estimators that dominate the standard estimator for the location parameters of $Z$ is proved if $\mathbb{E}[Z_i] = \mathbb{E}[Z_i^3] = 0$, $\mathbb{E}[Z_i^2] = 1$ and $\mathbb{E}[Z_i^4] = k$ and $Z_i$ are independent and identically distributed.

Apart from these results that concern all classical probability theory, integration by parts has found applications in a paper by Evans and Stark (see [10]). In connection with stochastic processes, Girsanov’s theorem is used to prove the following general result concerning the existence of an estimator of the form given in Eq. (1.2) satisfying the relation (1.3): if $X = Z + \theta$ is a $d$-dimensional random vector with $d \geq 3$, and if $Z$ is not almost surely $0$, $\mathbb{E}[Z] = 0$, $\mathbb{E}[^2] < \infty$ and

$$\mathbb{E}[\|Z + \theta\|^2_{2-d}] \leq |\theta|^{2-d}, \quad \theta \in \mathbb{R}^d,$$

then $\delta(X) = (1 - a/(1 + \|X\|^2))X$ dominates $X$ for every sufficiently small $a > 0$. The techniques used in this last paper are non standard and are very different from those used in previous works.

In recent years, research has turned to stochastic processes. Stein’s approach has shown to be effective in this field as well. Privault and Réveillac have considered the problem of estimating the drift of a Gaussian process. We sketch below the main aspects of the setting considered by the authors (for details, see [20]). For $T > 0$, the authors consider a real-valued Gaussian process $(X_t)_{t \in [0,T]}$ with covariance function

$$\gamma(s,t) = \mathbb{E}[X_s X_t], \quad s, t \in [0,T]$$

on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, where $\mathcal{F}$ is the $\sigma$-algebra generated by $X$. The process $(X_t)_{t \in [0,T]}$ is represented as an isonormal Gaussian process on the real separable Hilbert space $H$ generated by the functions $\chi_t : s \mapsto \min\{s,t\}$ for $s, t \in [0, T]$, with the scalar product $\langle \cdot, \cdot \rangle_H$ and the norm $\| \cdot \|_H$ defined by

$$\langle \chi_t, \chi_s \rangle_H := \gamma(s,t).$$
Then
\[ X(\chi_t) := X_t, \quad t \in [0, T] \]
and \( \{X(h) : h \in H\} \) is a family of centered Gaussian random variables satisfying
\[ \mathbb{E}[X(h)X(g)] = \langle h, g \rangle_H, \quad h, g \in H. \]
The authors consider a one-dimensional Gaussian process \( (X_t)_{t\in[0,T]} \) with
\[ dX_t = \hat{u}_tdt + dB_t^u \]
where \( (u_t)_{t\in[0,T]} \) is an adapted process of the form
\[ u_t = \int_0^t \hat{u}_sd\,s, \quad t \in [0, T] \quad \text{with} \quad \hat{u} \in L^2(\Omega \times [0, T], \mathcal{F} \otimes \mathcal{B}[[0, T]]) , \]
and \( (X^u_t)_{t\in[0,T]} \) is a centered Gaussian process under a probability \( \mathbb{P}_u \) which is the translation of \( \mathbb{P} \) on \( \Omega \) by \( u \). Malliavin calculus and the integration by parts formula (see formula (3.2)) are used to construct an estimator with lower risk than the standard estimator \( X \) for the drift. The key to this approach is an infinite-dimensional version of Stein’s lemma. Their estimator \( \delta(X) \) for a deterministic drift is biased and anticipating, but has smaller risk than the standard estimator \( X \) for the drift:
\[ \mathbb{E} \left[ \|\delta(X) - u\|_{L^2([0,T],\lambda_T)}^2 \right] < \mathbb{E} \left[ \|X - u\|_{L^2([0,T],\lambda_T)}^2 \right]. \tag{1.5} \]
For the ease of notation, we use the shortform \( \lambda_T := \lambda[[0, T]]. \) The estimator \( \delta(X) \) is given by
\[ \delta(X) = X_t - (d-2) \frac{[\Pi_dX]_t}{\|\Pi_dX\|_{L^2([0,T],\lambda_T)}} \]
\[ = X_t - (d-2) \frac{\hat{h}_1(t)X(h_1) + \ldots + \hat{h}_d(t)X(h_d)}{\|\hat{h}_1(t)X(h_1) + \ldots + \hat{h}_d(t)X(h_d)\|_{L^2([0,T],\lambda_T)}}, \]
where \( \Pi_d \) denotes the orthogonal projection on the space generated by \( X(h_1), \ldots, X(h_d), \) and the functions \( \hat{h}_i \) are defined through \( h_i \) and the covariance structure of the underlying Gaussian process (see [20] for details). This estimator has the same form than the James-Stein estimator in Eq. (1.4). In fact, letting \( X = (X_1, \ldots, X_d)^T, \) the classical James-Stein estimator in Eq. (1.4) writes as:
\[ X - b \frac{e_1X_1 + \ldots + e_dX_d}{|e_1X_1 + \ldots + e_dX_d|^2}, \quad 0 < b < 2(d-2), \]
where \( e_i \) denotes the \( i \)-th vector of the canonical basis of \( \mathbb{R}^d. \) Privault and Réveillac prove also an interesting Cramer-Rao type bound that allows one to compare any unbiased and adapted drift estimator \( \xi \) with the standard drift estimator \( X \) in their setting:
\[ \mathbb{E} \left[ \|X - u\|_{L^2([0,T],\lambda_T)}^2 \right] \leq \mathbb{E} \left[ \|\xi - u\|_{L^2([0,T],\lambda_T)}^2 \right]. \tag{1.6} \]
Inequality (1.6) shows for the Gaussian process \( \langle X_t \rangle_{t \in [0,T]} \) that \( X_t = u_t + X^u_t \) is the best unbiased estimator for the drift \( u_t \) and realizes the minimal risk among all adapted drift estimators. On the other hand inequality (1.5) shows that there are biased and anticipating estimators that improve upon this estimator. The fact that the estimators verifying inequality (1.5) are biased has its analogue in the classical situation considered by Stein. The methods used in the setting for Gaussian processes have been applied to Poisson processes and to the Fractional Brownian motion as well (see [21] and [9]).

1.3. Main results and plan

In the framework of the continuous-time model (see Eq. (1.1)), our main findings will be the following:

(1) a Cramer-Rao type bound under the assumption that \( \langle Z_t \rangle_{t \in [0,T]} \) is a Brownian martingale, a situation in which \( X_t \) is the best unbiased adapted drift estimator, see Theorem 2.1 and Theorem 2.2;

(2) the existence of biased estimators with smaller risk than the one of the standard estimator in the case of a process living in the second Wiener chaos and under fairly general circumstances, see Theorem 4.1;

(3) applications and examples that illustrate the previous result, see Section 6.

The paper is organized as follows:

- In Section 2, we introduce the necessary notations. In this section we consider processes of the form

\[
X_t = \int_0^t \tilde{u}_s ds + \int_0^t b_s dW^u_s, \quad t \in [0,T].
\]

The noise \( \langle Z_t \rangle_{t \in [0,T]} \) is a martingale with respect to the filtration generated by the Brownian motion \( \langle W^u_t \rangle_{t \in [0,T]} \). For the case of a deterministic drift \( (u_t)_{t \in [0,T]} \) with \( \tilde{u} \in L^2([0,T], \lambda_T) \), we show that the risk of an unbiased adapted drift estimator \( \langle \xi_t \rangle_{t \in [0,T]} \) cannot be lower than the risk of the standard estimator:

\[
\int_0^T \mathbb{E}_u [(X_t - u_t)^2] dt \leq \int_0^T \mathbb{E}_u [(\xi_t - u_t)^2] dt.
\]

- In Section 3, we give a brief introduction to Malliavin calculus. We need the basic elements of this theory for the forthcoming proofs.

- In Section 4, we consider (for a deterministic drift) processes of the form

\[
X_t = u_t + Z_t = \int_0^t \tilde{u}_s ds + \int_0^T \int_0^T f(x_1, x_2; t) dW^u_{x_1} dW^u_{x_2}, \quad t \in [0,T].
\]

The noise \( \langle Z_t \rangle_{t \in [0,T]} \) is not necessarily a martingale. We define an estimator whose risk is smaller than the risk of the standard estimator. Combining this
result with the Cramer-Rao type bound of Section 2, we conclude that in the martingale case our estimator is superefficient and that the standard estimator is inadmissible.

- In Section 6, we apply our main result to the case where the noise \((Z_t)_{t \in [0,T]}\) is a Gaussian process, a Rosenblatt process or a chaotic Brownian martingale.
- In Section 7, we estimate a constant \(a\) that is needed to define our James-Stein estimator

\[
X_t - \xi_t = X_t - \frac{g(t)^\top BX(h)}{a + X(h)^\top BX(h)},
\]

for the case of a Rosenblatt process and for the case of a chaotic Brownian martingale. In Eq. (1.7), \(a\) is a positive constant, \(g(t)\) is a vector \((g_1(t), \ldots, g_d(t))^\top\) and every \(g_i : [0, T] \to \mathbb{R}\) is a continuous function, \(B\) is a positive definite matrix and \(X(h)\) is a vector of \(d\) observations.

- In Section 8, we give without proof a discrete version of the main theorem for the case of a particular non Gaussian noise.

2. Cramer-Rao type bound under martingale assumptions

2.1. Notations

In this section we study Cramer-Rao bounds for the model in Eq. (1.1), in the case where \((Z_t)_{t \in [0,T]}\) is a square-integrable Brownian martingale. This result covers, in particular, the case of chaotic martingales — these are special cases of the noise processes studied in Section 6.1. More specifically, we consider \(T \geq 0\), a measurable space \((\Omega, \mathcal{F})\) and a measurable mapping

\[
u : (\Omega \times [0, T], \mathcal{F} \otimes \mathcal{B}[0, T]) \to (\mathbb{R}, \mathcal{B}[0, T]).
\]

The stochastic process \((\nu_t)_{t \in [0,T]}\) is called the drift. We suppose that we have a representation of the form

\[
u_t = \int_0^t \nu_s ds, \quad t \in [0, T].
\]

Suppose that there is a probability measure \(\mathbb{P}_\nu\) on \((\Omega, \mathcal{F})\), a filtration \((\mathcal{F}_t)_{t \in [0,T]}\) and stochastic processes \((b_t)_{t \in [0,T]}\), \((W^\nu_t)_{t \in [0,T]}\) and \((X_t)_{t \in [0,T]}\) such that:

- \((\Omega, \mathcal{F}, \mathbb{P}_\nu)\) is a complete probability space,
- \(\nu_t\) is \(\mathcal{F}_t\)-adapted,
- \(b : (\Omega \times [0, T], \mathcal{F} \otimes \mathcal{B}[0, T]) \to (\mathbb{R}, \mathcal{B}[0, T])\) is measurable and \(b_t\) is \(\mathcal{F}_t\)-adapted,
- \((W^\nu_t)_{t \in [0,T]}\) is a standard Brownian motion with respect to \(\mathbb{P}_\nu\) and \((\mathcal{F}_t)_{t \in [0,T]}\),
- \(X_t = \nu_t + \int_0^t b_s dW^\nu_s\) and \(\left(\int_0^t b_s dW^\nu_s\right)_{t \in [0,T]}\) is a \((\mathcal{F}_t)_{t \in [0,T]}\)-martingale with respect to \(\mathbb{P}_\nu\).
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We suppose moreover that:

\[ \mathbb{E}_u \left[ \int_0^T b_s^2 ds \right] < \infty; \quad \mathbb{E}_u \left[ \int_0^T \dot{u}_s^2 ds \right] < \infty; \quad \mathbb{E}_u [b_s^2] \neq 0, \quad \forall s \in (0, T). \]

From now on, we suppose that the process \((u_t)_{t \in [0,T]}\) has a representation as in Eq. (2.1) and is square-integrable with respect to \(P_u \otimes \lambda_T\). The process \((\int_0^t b_s dW^u_s)_{t \in [0,T]}\) is a \(\mathcal{F}_t\)-martingale with respect to \(P_u\). Conversely every \(\mathcal{F}_t\)-martingale \((M_t)_{t \in [0,T]}\) (with respect to \(P_u\)) has such a representation if \(\mathbb{E}_u [M_0] = 0\).

A process \((\xi_t)_{t \in [0,T]}\) is called unbiased drift estimator if

\[ \mathbb{E}_u [\xi_t] = \mathbb{E}_u [u_t], \quad t \in [0, T] \]

for all square-integrable adapted processes \((u_t)_{t \in [0,T]}\) as defined above. It is called adapted if the process \((\xi_t)_{t \in [0,T]}\) is \(\mathcal{F}_t\)-adapted (see [20]).

### 2.2. Cramer-Rao type bound

We are now going to state the two main findings of the present section, namely:

(i) Theorem 2.1, containing a Cramer-Rao bound for possibly random drifts, under some restrictive assumptions on \((b_t)_{t \in [0,T]}\);

(ii) Theorem 2.2, dealing with Cramer-Rao bounds for deterministic drifts, but with no technical assumptions on \((b_t)_{t \in [0,T]}\).

**Theorem 2.1.** Consider a drift \((u_t)_{t \in [0,T]}\) with \(u \in L^2(\Omega \times [0, T], \mathbb{P}_u \otimes \lambda_T)\) and the situation of Section 2.1 with

\[ X_t = u_t + \int_0^t b_s dW^u_s, \quad t \in [0, T]. \]

If the following conditions hold:

1. \(\mathbb{E}_u \left[ \exp \left( \frac{1}{2} \int_0^T \left( \frac{\dot{u}_s + \epsilon^2}{b_s^2} \right)^2 ds \right) \right] < \infty \) for every \(\epsilon \in U\), where \(U\) is an arbitrary small neighbourhood of 0, (Novikov condition)

2. \(\mathbb{E}_u \left[ \exp \left( \int_0^T b_s dW^u_s \right)^4 \right] < \infty\),

3. \(\mathbb{E}_u \left[ \left( \int_0^T b_s^2 ds \right)^4 \right] < \infty\),

4. \(\int_0^T b_s^2 ds \in L^2(\Omega \times [0, T], \mathbb{P}_u \otimes \lambda_T)\),

we have for every square-integrable, unbiased adapted drift estimator \((\xi_t)_{t \in [0,T]}\):

\[ \mathbb{E}_u \left[ (\xi_t - u_t)^2 \right] \geq \mathbb{E}_u \left[ \int_0^t b_s^2 ds \right] = \mathbb{E}_u \left[ (X_t - u_t)^2 \right]. \]

In particular, \(X\) realizes the minimal risk for this class of estimators.
Proof. See Appendix 9.1. The proof is based on the proof given in [20]. The conditions are used to verify the conditions of Girsanov’s theorem and Lebesgue’s dominated convergence theorem (to interchange derivatives and integrals).

Theorem 2.2. Consider the situation of Section 2.1 with

\[ X_t = u_t + \int_0^t b_s dW_s^u, \quad t \in [0, T], \]

and a square-integrable, unbiased adapted drift-estimator \((\xi_t)_{t \in [0, T]}\), i.e. \(\xi_t\) is \(\mathcal{F}_t\)-adapted and:

\[ \mathbb{E}_u[\xi_t] = \mathbb{E}_u[u_t], \quad t \in [0, T], \]

for all square-integrable \(\mathcal{F}_t\)-adapted processes \((u_t)_{t \in [0, T]}\). If \((u_t)_{t \in [0, T]}\) is deterministic with \(\int_0^T u_t^2 dt < \infty\), we have:

\[ \int_0^T \mathbb{E}_u[(\xi_t - u_t)^2] dt \geq \int_0^T \mathbb{E}_u[(X_t - u_t)^2] dt. \]

Proof. See Appendix 9.2. The proof is based on an approximation argument and elementary adapted processes.

Remark 2.3. The techniques used in the proofs of Theorems 2.1 and 2.2 make use of the martingale property of the noise \(\int_0^T b_s dW_s^u\). For the general case, it is unknown to the author whether a Cramer-Rao type bound continues to hold if the martingale assumption is dropped. However, there are special cases outside the martingale setting for which a bound of this type holds. In [9], the authors prove the existence of a Cramer-Rao type bound if the noise \((X_t - u_t)_{t \in [0, T]}\) is a Fractional Brownian motion with Hurst parameter \(0 < H < 1/2\). The proof is based on a version of Girsanov’s Theorem for the Fractional Brownian motion (see [18] or [6]). Under the martingale assumptions, the theorems above stress the optimality of the standard estimator in the class of all unbiased adapted drift estimators. We will now provide some comparisons (essentially concerning the techniques in the proof) with other related bounds in the literature.

(a) In the framework of stochastic calculus and stochastic processes, Girsanov’s theorem is used to prove a Cramer-Rao type inequality (see [20], [21] and [9]). The underlying idea is to use Girsanov’s theorem to interchange expectation and differentiation. An inequality is found that allows the direct comparison of adapted and unbiased drift estimators with the standard estimator.

(b) Evans and Stark also use Girsanov’s theorem but make no statement about the optimality of their estimator. They only affirm that for the considered class of processes, their estimator dominates the standard estimator (see [10]).

(c) James and Stein considered the special case of a random variable \(X\) that is normally distributed. For this particular case, it is known that the standard estimator is the best unbiased estimator for the expectation of \(X\).
(d) In the framework of classical statistics, Brandwein, Strawderman and Shinozaki do not affirm that their estimators are uniformly minimum-variance unbiased estimator. Instead they consider the class of invariant estimators. An overview of the theory of (location) invariant estimators can be found in [13]. The authors suppose that the random variable $X$ has a density of the form $f(x - \mu)$ for $x, \mu \in \mathbb{R}^d$. The location parameter $\mu$ is the mean of $X$. Then for every $a \in \mathbb{R}^d$, with $x' = x + a$ and $\mu' = \mu + a$, we have:

$$f(x' - \mu') = f(x - \mu).$$

The squared loss function shares this invariance property and the problem of estimating $\mu$ is thus called location invariant. Estimators $\delta$ that verify

$$\delta(X + a) = \delta(X) + a$$

are called location invariant estimators. In [3], [2] and [22], Brandwein, Strawderman and Shinozaki affirm that the standard estimator $X$ is the best invariant estimator for the location parameter without affirming that these estimators are uniformly minimum-variance unbiased estimators. The main reason for the consideration of location invariant estimators seems to be the fact that it is easier to make statements about their existence.

Both approaches have disadvantages for our (continuous) setting: a version of Girsanov’s theorem is not always available (for instance in the case of the Rosenblatt process) and it is not clear how the (finite dimensional) discrete concept of (location) invariant estimators can be adapted to the (infinite dimensional) continuous-time setting that we consider.

3. Malliavin Calculus

Consider the Cameron-Martin space, that is the real separable Hilbert space

$$H = \left\{ v : [0, T] \rightarrow \mathbb{R} : v(t) = \int_0^t \dot{v}(s)ds ; \dot{v} \in L^2([0, T], \lambda_T) \right\},$$

endowed with the scalar product

$$\langle h, g \rangle_H := \int_0^T \dot{h}(t)\dot{g}(t)dt = \langle \dot{h}, \dot{g} \rangle_{L^2([0, T], \lambda_T)}$$

for all $h, g \in H$. The Hilbert space $H$ is generated by the functions

$$\chi_s : s \mapsto \min \{s, t\} = s \wedge t, \quad s, t \in [0, T].$$

Consider a standard Wiener process $(W_t^u)_{t \in [0, T]}$ (see Section 2) and a random variable $F = f_n (W^u(h_1), \ldots, W^u(h_n))$ where $n \geq 1$ and:

- $f_n$ is an infinitely differentiable rapidly decreasing function on $\mathbb{R}^n$ for $n \geq 1$,
- $h_1, \ldots, h_n \in H$,
- $W^u(h_i) = \int_0^T h_i(t)dW_t^u$.  

Then $F$ is called a smooth random variable. Some authors, including Privault and Réveillac (see [20, Definition 3.4]), call
\[
\sum_{i=1}^{n} h_i(t) \partial_i f_n(W^u(h_1), \ldots, W^u(h_n))
\]
\[
= \sum_{i=1}^{n} h_i(t) \partial_i f_n \left( \int_{0}^{T} \hat{h}_1(s)dW_s^u, \ldots, \int_{0}^{T} \hat{h}_n(s)dW_s^u \right)
\]
the Malliavin derivative of $F$, whereas other authors such as Nualart and Øksendal (see for instance [17] or [7]) call
\[
\sum_{i=1}^{n} \hat{h}_i(t) \partial_i f_n(W^u(h_1), \ldots, W^u(h_n))
\]
\[
= \sum_{i=1}^{n} \hat{h}_i(t) \partial_i f_n \left( \int_{0}^{T} \hat{h}_1(s)dW_s^u, \ldots, \int_{0}^{T} \hat{h}_n(s)dW_s^u \right)
\]
(3.1)
the Malliavin derivative of $F$. Both definitions are equivalent. We use the definition given in Eq. (3.1) and write $D_t F$ for the Malliavin derivative of $F$. We have that $D_t$ is closable from $L^2(\Omega, \mathbb{P}_u)$ to $L^2(\Omega \times [0, T], \mathbb{P}_u \otimes \lambda_T)$, that is (see [7] or [17, Proposition 1.2.1]): If a sequence $(H_n)_{n \in \mathbb{N}} \subset L^2(\Omega, \mathbb{P}_u)$ converges to 0, that is $\mathbb{E}_u[H_n^2] \to 0$ if $n \to \infty$, and $D_t H_n$ converges in $L^2(\Omega \times [0, T], \mathbb{P}_u \otimes \lambda_T)$ as $n \to \infty$, then $\lim_{n \to \infty} D_t H_n = 0$. We write $\text{Dom} D$ for the closed domain of $D$.
Moreover the Malliavin derivative has a closable adjoint $\delta$ (under $\mathbb{P}_u$). The operator $\delta$ is called the divergence operator or, in the white noise case, the Skorohod integral. The domain of $\delta$ is denoted by $\text{Dom} \delta$, it is the set of square-integrable random variables $v \in L^2(\Omega \times [0, T], \mathbb{P}_u \otimes \lambda_T)$ with:
\[
\mathbb{E}_u \left[ \langle DF, v \rangle_{L^2([0, T], \lambda_T)} \right] \leq c \sqrt{\mathbb{E}_u[F^2]}
\]
for a constant $c$ depending on $v$ and all $F \in D^{1,2}$ where $D^{1,2}$ is the closure of the class of smooth random variables with respect of the norm
\[
\|F\|_{1,2} := \left( \mathbb{E}_u[F^2] + \mathbb{E}_u[\|DF\|^2_{L^2([0, T], \lambda_T)}] \right)^{1/2}.
\]
With the scalar product
\[
\langle F; G \rangle_{1,2} = \mathbb{E}_u[FG] + \mathbb{E}_u[\langle DF, DG \rangle_{L^2([0, T], \lambda_T)}],
\]
$D^{1,2}$ is a Hilbert space. If $v \in \text{Dom} \delta$, then $\delta(v)$ is the element of $L^2(\Omega, \mathbb{P}_u)$ characterized by
\[
\mathbb{E}_u[\delta(v)] = \mathbb{E}_u[\langle v, DF \rangle_{L^2([0, T], \lambda_T)}].
\]
(3.2)
This relation is often called the integration by parts formula. We have the more general rule (see [17, Proposition 1.3.3]) for $F \in D^{1,2}$, $v \in \text{Dom} \delta$ such that $F v \in \text{Dom} \delta$:
\[
\delta(F v) = F \delta(v) - \langle DF, v \rangle_{L^2([0, T], \lambda_T)}.
\]
(3.3)
For multiple Wiener integrals, we have for symmetric and square-integrable functions $f_n$ (see for instance [17, p.35]):

$$D_{x_1} D_{x_2} \ldots D_{x_k} \int_0^T \ldots \int_0^T f_n(y_1, \ldots, y_n) dW_{y_1}^u \ldots dW_{y_n}^u$$

$$= \frac{n!}{(n-k)!} \int_0^T \ldots \int_0^T f_n(y_1, \ldots, y_{n-k}, x_1, \ldots, x_k) dW_{y_1}^u \ldots dW_{y_{n-k}}^u.$$  \hspace{1cm} (3.4)

Formula (3.2) can be generalized by considering the multiple divergence (see [16, p.33]): If $v \in \text{Dom} \, \delta^n$ and $F \in D^{n,2}$:

$$E_u [F \delta^n (v)] = E_u [\langle D^n F, v \rangle_{L^2([0,T]^n}, \lambda^n_T)],$$  \hspace{1cm} (3.5)

see [16] or [17] for details. For the ease of notations, we have used the shortform $\lambda^n_T := \lambda^n_T[0, T^n].$

4. Second chaos noise

4.1. Preliminary chaos remarks

In this section we consider primarily noises $(Z_t)_{t \in [0,T]}$ that live in the second Wiener-Itô chaos and processes $(X_t)_{t \in [0,T]}$ with $X_0 = 0$ and

$$X_t = u_t + Z_t = u_t + \int_0^T \int_0^T f(x_1, x_2; t) dW_{x_1}^u dW_{x_2}^u, \quad t \in (0, T].$$  \hspace{1cm} (4.1)

We consider stochastic integrals that do not necessarily define martingales. The kernels of the stochastic integrals depend on the time parameter $t \in [0, T].$ This setting includes the well-known Rosenblatt process as well as a class of Brownian martingales living in the second Wiener-Itô chaos. As we already stressed in Remark 2.3, Theorem 2.1 and Theorem 2.2 cannot be applied in this section where we are outside the martingale setting. Therefore we shall compare our estimators only to the standard estimator $X.$ We construct a stochastic integral with respect to our noise. Since our construction aims to be generally applicable, we consider a special class of observations. This restrictions can be relaxed when considering particular cases of our setting (see Section 6).

In Paragraph 4.1.1, we recall the basic facts of the construction of the Lebesgue-Stieltjes integral. In Paragraph 4.1.2, we construct a stochastic integral with respect to the noise $(Z_t)_{t \in [0,T]}$ following the ideas of Tudor (see [26]). In Paragraph 4.1.3, we calculate the first two Malliavin derivatives for observations $X(h)$ and we define functions $g$ which play a crucial role in the proof of the main result. In Paragraph 4.1.4, we give a brief overview of our setting and definitions.
4.1.1. Lebesgue-Stieltjes integration

Consider a function \( \tilde{f} : [0, T] \to \mathbb{R} \) that is right-continuous and of bounded variation. We define the Lebesgue-Stieltjes integral with respect to \( \tilde{f} \) and give a brief summary of the well known construction of this integral. Since \( \tilde{f} \) is of bounded variation and right-continuous, we can find right-continuous non-decreasing functions \( \tilde{f}_1 \) and \( \tilde{f}_2 \) with \( \tilde{f} = \tilde{f}_1 - \tilde{f}_2 \). For every \( \tilde{f}_i \) there is a unique measure \( \mu_i \) on the Borel sets on \([0, T]\) defined by:

\[
\mu_i((\alpha, \beta]) = \tilde{f}_i(\beta) - \tilde{f}_i(\alpha), \quad \text{for every } 0 \leq \alpha < \beta \leq T,
\]

and \( \mu_i(\emptyset) = 0 \). We consider the signed measure \( \mu := \mu_1 - \mu_2 \). For a measurable function \( g : [0, T] \to \mathbb{R} \), the Lebesgue-Stieltjes integral of \( g \) with respect to \( \tilde{f} \) is defined as the Lebesgue integral of \( g \) with respect to \( \mu \):

\[
\int_0^T g d\tilde{f} = \int_0^T g d\mu.
\]

The Lebesgue-Stieltjes integral above exists if we have:

\[
g \in L^1([0, T], \mu) := L^1([0, T], \mu_1) \cap L^1([0, T], \mu_2).
\]

4.1.2. Stochastic integrals with respect to \((Z_t)_{t \in [0, T]}\)

We consider a process of the form

\[
X_t = u_t + Z_t = u_t + \int_0^T \int_0^T f(x_1, x_2; t)dW_{x_1}^u dW_{x_2}^u, \quad t \in (0, T]
\]

and \( X_0 = 0 \). We make the following assumptions about the drift and the kernel of the stochastic integral:

(i) the drift \((u_t)_{t \in [0, T]}\) is supposed to be deterministic and in the Cameron-Martin space

\[
H = \left\{ v : [0, T] \to \mathbb{R} : v(t) = \int_0^t \dot{v}(s) ds ; \ \dot{v} \in L^2([0, T], \lambda_T) \right\},
\]

(ii) the kernel \( f(\cdot, \cdot; t) \) is supposed to be symmetric in the first two variables for every \( t \in (0, T] \):

\[
f(x_1, x_2; t) = f(x_2, x_1; t) \text{ for almost every } (x_1, x_2) \in [0, T]^2,
\]

(iii) the kernel \( f(\cdot, \cdot; t) \) is supposed to be square-integrable for every \( t \in [0, T] \):

\[
\int_0^T f(x_1, x_2; t)^2 dx_1 dx_2 < \infty.
\]
(iv) for almost every \((x_1, x_2) \in [0, T]^2\), the function \(t \mapsto f(x_1, x_2; t)\) is right-continuous and of bounded variation,

(v) the total variation \(V_0^T(f(x_1, x_2; \cdot))\) is square-integrable:

\[
\int_0^T \int_0^T V_0^T(f(x_1, x_2; s))^2 \, dx_1 \, dx_2 < \infty,
\]

(vi) for \(s, t \in [0, T]\) with \(|t - s| \to 0\), we have \(E_{u}[(Z_t - Z_s)^2] \to 0\),

(vii) we have \(\int_0^T E_{u}[Z_t^2] dt < \infty\).

We construct a stochastic integral with respect to \((Z_t)_{t \in [0,T]}\) by following the ideas of Tudor (see [26]). We first define the stochastic integral with respect to \((\cdot)\) for regulated functions. We extend Eq. (4.2) to step functions. We define \(\int_0^T 1_{(0,\alpha]}(s) \, dZ_s = Z_t - Z_0 = Z_t\), and more generally for \(0 < \alpha < \beta \leq T\):

\[
\int_0^T 1_{(\alpha,\beta]}(s) \, dZ_s = \int_0^T 1_{(0,\beta]}(s) \, dZ_s - \int_0^T 1_{(0,\alpha]}(s) \, dZ_s = Z_\beta - Z_\alpha.
\]

We have on the other hand:

\[
Z_\beta - Z_\alpha = \int_0^T \int_0^T (f(x_1, x_2; \beta) - f(x_1, x_2; \alpha)) \, dW_{x_1}^u \, dW_{x_2}^u
\]

\[
= \int_0^T \int_0^T \left( \int_0^T 1_{(\alpha,\beta]}(s) \, df(x_1, x_2; s) \right) \, dW_{x_1}^u \, dW_{x_2}^u,
\]

thus:

\[
\int_0^T 1_{(\alpha,\beta]}(s) \, dZ_s = \int_0^T \int_0^T \left( \int_0^T 1_{(\alpha,\beta]}(s) \, df(x_1, x_2; s) \right) \, dW_{x_1}^u \, dW_{x_2}^u. \tag{4.2}
\]

By linearity, we can extend Eq. (4.2) to step functions \(\varphi : t \mapsto \sum_i \gamma_i 1_{(\alpha_i,\beta_i]}(t)\):

\[
\int_0^T \varphi(s) \, dZ_s = \int_0^T \int_0^T \left( \int_0^T \varphi(s) \, df(x_1, x_2; s) \right) \, dW_{x_1}^u \, dW_{x_2}^u. \tag{4.3}
\]

We extend Eq. (4.3) to a larger class of functions. In our general setting, we limit ourselves to regulated function \(\varphi : [0, T] \to \mathbb{R}\). This means that the left and right limits \(\varphi(x^-)\) and \(\varphi(x^+)\), as well as \(\varphi(0+)\) and \(\varphi(T-)\), exist for every \(x \in (0, T)\). Dieudonné [8] proved that \(\varphi\) is a regulated function if and only if \(\varphi\) is the limit in \(L^\infty([0, T], d\lambda_T)\) of a series of step functions \((\varphi_n)_{n \in \mathbb{N}}\). We use the following inequality (see [1, p.177]):

\[
\left| \int_0^T g \, d\hat{f} \right| \leq \|g\|_{L^\infty} V_0^T(\hat{f}), \tag{4.4}
\]

where \(\hat{f}\) is a function of bounded variation and \(g\) is a regulated function.
We have used inequality (4.4) and assumption (v) above. We conclude that is thus well defined and by the Itô isometry we have:

$$\lim_{n \to \infty} \int_0^T \varphi_n(s)df(x_1, x_2; s) = \int_0^T \varphi(s)df(x_1, x_2; s). \quad (4.5)$$

We prove now that convergence in Eq. (4.5) holds in $L^2([0, T]^2, \lambda_T^2)$:

$$\int_0^T \int_0^T \left( \int_0^T \varphi_n(s)df(x_1, x_2; s) - \int_0^T \varphi(s)df(x_1, x_2; s) \right)^2 dx_1 dx_2$$

$$= \int_0^T \int_0^T \left( \int_0^T (\varphi_n(s) - \varphi(s))df(x_1, x_2; s) \right)^2 dx_1 dx_2$$

$$\leq \int_0^T \int_0^T \|\varphi_n(s) - \varphi(s)\|_p V_0^2(f(x_1, x_2; s))^2 dx_1 dx_2$$

$$= \|\varphi_n(s) - \varphi(s)\|_p^2 \int_0^T \int_0^T (V_0^2(f(x_1, x_2; s)))^2 dx_1 dx_2$$

$$\to 0, \quad \text{as } n \to \infty.$$ We have used inequality (4.4) and assumption (v) above. We conclude that $\int_0^T \varphi_n(s)df(x_1, x_2; s)$ is square-integrable and the convergence in Eq. (4.5) holds in $L^2([0, T]^2, \lambda_T^2)$. The stochastic integral

$$\int_0^T \int_0^T \varphi(s)df(x_1, x_2; s)dW_{x_1}^u dW_{x_2}$$

is thus well defined and by the Itô isometry we have:

$$\lim_{n \to \infty} \mathbb{E}_u \left[ \left( \int_0^T \varphi_n(s)dZ_s - \int_0^T \int_0^T \left( \int_0^T \varphi(s)df(x_1, x_2; s) \right) dW_{x_1}^u dW_{x_2}^u \right)^2 \right] = 0.$$ We can thus define for any regulated function $\varphi$:

$$\int_0^T \varphi(s)dZ_s := \lim_{n \to \infty} \int_0^T \varphi_n(s)dZ_s = \int_0^T \int_0^T \left( \int_0^T \varphi(s)df(x_1, x_2; s) \right) dW_{x_1}^u dW_{x_2}^u.$$ As a direct consequence we find that $\int_0^T \varphi_n(s)\dot{u}_s ds + \int_0^T \varphi_n(s)dZ_s$ converges in $L^2(\Omega, \mathbb{P}_u)$ against $\int_0^T \varphi(s)\dot{u}_s ds + \int_0^T \varphi(s)dZ_s$. We define thus:

$$\int_0^T \varphi(s)dX_s := \lim_{n \to \infty} \int_0^T \varphi_n(s)dX_s = \lim_{n \to \infty} \left( \int_0^T \varphi_n(s)\dot{u}_s ds + \int_0^T \varphi_n(s)dZ_s \right).$$
4.1.3. Malliavin derivatives

We consider an absolutely continuous function $h$ with:
\[ h_i(t) = \int_0^t h_i(s) \, ds, \quad t \in [0, T], \]
such that $h$ can be chosen as a regulated function. We define $u(h) := \int_0^T \hat{h}(s) \, ds$ and $Z(h) := \int_0^T \hat{h}(s) \, df(x_1, x_2; s) \, dW^u_{x_1} \, dW^u_{x_2}$ similarly for the observation $X(h)$:
\[ X(h) = \int_0^T \hat{h}_i(s) \, dX_s = u(h) + Z(h) \]
\[ := \int_0^T \hat{h}_i(s) \, ds + \int_0^T \int_0^T \left( \int_0^T \hat{h}_i(s) \, df(x_1, x_2; s) \right) \, dW^u_{x_1} \, dW^u_{x_2}. \]

The first two Malliavin derivatives of $X(h)$ exist and we have:
\[ D_{x_1} \int_0^T \hat{h}(s) \, dX_s = 2 \int_0^T \left( \int_0^T \hat{h}(s) \, df(x_1, x_2; s) \right) \, dW^u_{x_2}, \quad (4.6) \]
\[ D_{x_1} D_{x_2} \int_0^T \hat{h}(s) \, dX_s = 2 \left( \int_0^T \hat{h}(s) \, df(x_1, x_2; s) \right). \quad (4.7) \]

We define a function $g$ by
\[ g(t) := \text{Cov}_u(X(h), X_t) = \int_0^T \int_0^T f(x_1, x_2; t) D_{x_1} D_{x_2} X(h) \, dx_1 \, dx_2. \]

We drop the dependence on $h$ which is clear in the context. The second equality above is a consequence of Eq. (4.7) and the Itô isometry. We prove that $g$ is continuous on $(0, T)$, left-continuous in $T$ and right-continuous in $0$ using assumption (vi). We have for $s, t \in [0, T]$ with $|t - s| \to 0$:
\[ |g(t) - g(s)|^2 = \mathbb{E}_u[Z(h)(Z_t - Z_s)]^2 \leq \mathbb{E}_u[Z(h)^2] \mathbb{E}_u[(Z_t - Z_s)^2] \to 0. \]

4.1.4. Setting and notations

We summarize the setting and introduce some notations. We consider a stochastic process $(X_t)_{t \in [0, T]}$ with $X_0 := 0$ and for $t \in (0, T]$:
\[ X_t = u_t + Z_t = u_t + \int_0^T \int_0^T f(x_1, x_2; t) \, dW^u_{x_1} \, dW^u_{x_2}. \]

We suppose moreover that:
(i) the drift \((u_t)_{t \in [0,T]}\) is supposed be deterministic and in the Cameron-Martin space

\[ H = \left\{ v : [0,T] \to \mathbb{R} : v(t) = \int_0^t \dot{v}(s)ds : \dot{v} \in L^2([0,T], \lambda_T) \right\}, \]

(ii) the kernel \(f(\cdot, \cdot; t)\) is supposed to be symmetric in the first two variables for every \(t \in [0,T]\):

\[ f(x_1, x_2; t) = f(x_2, x_1; t) \text{ for almost every } (x_1, x_2) \in [0,T]^2, \]

(iii) the kernel \(f(\cdot, \cdot; t)\) is supposed to be square-integrable for every \(t \in (0,T)\):

\[ \int_0^T f(x_1, x_2; t)^2 dx_1 dx_2 < \infty, \]

(iv) for almost every \((x_1, x_2) \in [0,T]^2\), the function \(t \mapsto f(x_1, x_2; t)\) is right-continuous and of bounded variation,

(v) the total variation \(V_0^T(f(x_1, x_2; \cdot))\) is square-integrable:

\[ \int_0^T \int_0^T V_0^T(f(x_1, x_2; \cdot))^2 dx_1 dx_2 < \infty, \]

(vi) for \(s, t \in [0,T]\) with \(|t - s| \to 0\), we have \(E_u[(Z_t - Z_s)^2] \to 0\),

(vii) we have \(\int_0^T E_u[Z_s^2]dt < \infty\).

We consider absolutely continuous functions \(h_i\) for \(i = 1, \ldots, d\) and \(d \geq 3\) with:

\[ h_i(t) = \int_0^t \dot{h}_i(s)ds, \quad t \in [0,T], \]

such that every \(\dot{h}_i\) is a regulated function. We define for \(i = 1, \ldots, d\):

\[ X(h_i) := u(h_i) + Z(h_i) = \int_0^T \dot{h}_i(s)\dot{u}_s ds \]

\[ + \int_0^T \int_0^T \left( \frac{\dot{h}_i(s)df(x_1, x_2; s)}{dx_1} \right) dW^{u_1}_s dW^{u_2}_s. \]

We define for every \(i = 1, \ldots, d\) continuous functions \(g_i\) with

\[ g_i(t) := \text{Cov}_u(X(h_i), X_t) = \int_0^T \int_0^T f(x_1, x_2; t) D_{x_1} D_{x_2} X(h_i) dx_1 dx_2, \quad t \in [0,T]. \]

We finally introduce some vector notations:

\[ g(t) := (g_1(t), \ldots, g_d(t))^T, \]

\[ u(h) = (u(h_1), \ldots, u(h_d))^T, \quad u(h_i) := \int_0^T \dot{u}_s \dot{h}_i(s) ds, \]
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\[ X(h) := (X(h_1), \ldots, X(h_d))^\top, \quad \mathbb{E}_u[X(h_i)^2] \neq 0, \]
\[ D_{x_1}X(h) := (D_{x_1}X(h_1), \ldots, D_{x_1}X(h_d))^\top, \]
\[ D_{x_1}D_{x_2}X(h) := (D_{x_1}D_{x_2}X(h_1), \ldots, D_{x_1}D_{x_2}X(h_d))^\top. \]

We suppose that the matrix
\[
\int_0^T g(t)g(t)^\top dt = \left( \int_0^T g_i(x)g_j(x)dx \right)_{i,j=1,\ldots,d}
\]
is invertible (see Remark 4.3). Since this matrix is clearly symmetric and positive semi-definite, it is positive definite. We write \( B \) for its inverse, \( B \) is symmetric and positive definite as the inverse of a symmetric and positive definite matrix.

We define for \( a > 0 \):
\[
\xi_t := \frac{g(t)^\top BX(h)}{a + X(h)^\top BX(h)}, \quad t \in [0,T].
\]

In Theorem 4.1, we consider an estimator of the form
\[
X_t - \xi_t = X_t - \frac{g(t)^\top BX(h)}{a + X(h)^\top BX(h)}, \quad t \in [0,T],
\]
where \( a \) is a positive constant. Since \( a > 0 \) and \( X(h)^\top BX(h) \geq 0 \), we have \( 0 < 1/(a + X(h)^\top BX(h)) \leq 1/a \) and \( 0 < \mathbb{E}_u\left[1/(a + X(h)^\top BX(h))\right] \leq 1/a \).

### 4.2. Construction of an estimator for a second chaos noise

We formulate now the main result of this section.

**Theorem 4.1.** For the model discussed above with a deterministic drift and \( d \geq 3 \), we consider the following drift estimator:
\[
X_t - \xi_t = X_t - \frac{g(t)^\top BX(h)}{a + X(h)^\top BX(h)}, \quad t \in [0,T].
\]

The drift estimator \( X_t - \xi_t \) has smaller risk than the standard estimator \( X_t \):
\[
\int_0^T \mathbb{E}_u[(X_t - \xi_t - u_t)^2] dt < \int_0^T \mathbb{E}_u[(X_t - u_t)^2] dt
\]
for every value of \( a \) that is greater than a positive constant \( A \).

**Remark 4.2.** (1) In Theorem 4.1, it is essential to find positive constants \( a \) such that inequality (4.9) holds. The proof of Theorem 4.1 shows that every \( a \) that is greater than some positive constant \( A \), depending on \( f, h_1, \ldots, h_d \) and \( T \), satisfies inequality (4.9). The problem of finding \( A \) is non trivial and is discussed in Section 7 for two special cases.
Another essential assumption in Theorem 4.1 is that the number of observations $X(h_i)$ used to construct the estimator is at least 3, that is $d \geq 3$. In the context of stochastic processes and drift estimation, this assumption can also be found in [20] and in [9]. In the context of classical statistics and for $d$-dimensional spherical symmetric distributions with a Lebesgue density, the assumption $d \geq 3$ is also very common, see for instance [24], [10] or [22]. For some results, it is even necessary that the dimension satisfies the condition $d \geq 4$, see for instance [4]. It is worth noticing that the usual condition $d \geq 3$ may not be needed for some discrete settings. In [21], the authors estimate the intensities of a Poisson process and the estimators constructed dominate the standard estimator for every dimension $d \geq 1$.

**Proof of Theorem 4.1.** We notice that $\xi_t$ is square-integrable with respect to $\mathbb{P}_u \otimes \lambda_T$. We show below that $\int_0^T \mathbb{E}_u[\xi_t^2] dt \leq \mathbb{E}_u[(a + X(h)^\top BX(h))^{-1}] < \infty$. We have:

$$\int_0^T \mathbb{E}_u[(X_t - u_t)^2] dt - \int_0^T \mathbb{E}_u[(X_t - \xi_t - u_t)^2] dt = 2 \int_0^T \mathbb{E}_u[(X_t - u_t) \xi_t] dt - \int_0^T \mathbb{E}_u[\xi_t^2] dt.$$

Before we prove the theorem, we transform both terms in this expression. The proof is complete if we find that the expression above is positive for some $a > A > 0$. We use that $B$ is symmetric and have:

$$\|g \top BX(h)\|_{L^2([0,T], \lambda_T)}^2 = \int_0^T (g(t)^\top BX(h))^2 dt$$

$$= \int_0^T X(h)^\top B^\top g(t) g(t)^\top BX(h) dt$$

$$= X(h)^\top B^\top \int_0^T g(t) g(t)^\top dt BX(h)$$

$$= X(h)^\top B^\top B^{-1} BX(h)$$

$$= X(h)^\top BX(h) \quad (B = B^\top \text{ since } B \text{ is symmetric}).$$

We have for the second term:

$$\int_0^T \mathbb{E}_u[\xi_t^2] dt = \int_0^T \mathbb{E}_u \left[ \frac{(g(t)^\top BX(h))^2}{(a + X(h)^\top BX(h))^2} \right] dt$$

$$= \mathbb{E}_u \left[ \frac{X(h)^\top BX(h)}{(a + X(h)^\top BX(h))^2} \right].$$

We transform the first term using Malliavin calculus. We use in particular integration by parts, see Eq. (3.5). Notice also that, for deterministic functions, the iterated divergence operator $\delta^2$ coincides with the double Wiener-Itô integral,
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hence \( \delta^2(f(\cdot; t)) = \int_0^T \int_0^T f(x_1, x_2; t) dW_{x_1}^u dW_{x_2}^u \). Thus, with the classical Fubini theorem:

\[
\int_0^T \mathbb{E}_u \left[ (X_t - u_t) \xi_t \right] dt = \int_0^T \mathbb{E}_u \left[ \int_0^T \int_0^T f(x_1, x_2; t) dW_{x_1}^u dW_{x_2}^u \xi_t \right] dt \\
= \int_0^T \mathbb{E}_u \left[ \delta^2(f(\cdot; t)) \xi_t \right] dt \\
= \int_0^T \mathbb{E}_u \left[ \int_0^T \int_0^T f(x_1, x_2; t) D_{x_1} D_{x_2} \xi_t dx_1 dx_2 \right] dt \\
= \int_0^T \int_0^T \int_0^T f(x_1, x_2; t) \mathbb{E}_u \left[ D_{x_1} D_{x_2} \xi_t \right] dx_1 dx_2 dt \\
= 2 \int_0^T \int_0^T \int_0^T f(x_1, x_2; t) \mathbb{E}_u \left[ D_{x_1} D_{x_2} \xi_t \right] dx_1 dx_2 dt.
\]

This result can also be found using the Wiener-Itô chaos decomposition of \( \xi_t \) and the fact that \( X_t - u_t \) lives in the second Wiener-Itô chaos. We notice that \( B \) is defined to be symmetric positive semi-definite. Since \( B \) is moreover supposed to be invertible, we have that \( B \) is symmetric positive definite. Thus \( B \) has a matrix square root \( C \) that is again symmetric positive definite and \( B = C^2 = C^\top C \). We use \( X(h) = u(h) + Z(h) \) and the following inequalities with \( a > 0 \) and \( k \in (0, 1) \) (see Theorem 9.1 for the proofs):

\[
\frac{a + u(h)^\top B u(h)}{a + X(h)^\top B X(h)} \geq \left( 1 + \frac{Z(h)^\top B Z(h)}{a} \right)^{-2},
\]

\[
\frac{a + u(h)^\top B u(h)}{a + X(h)^\top B X(h)} \leq \frac{1}{k^2} + \frac{Z(h)^\top B Z(h)}{(k-1)^2 a},
\]

and for \( Q = \frac{1}{a + X(h)^\top B X(h)} \) respectively \( Q = \frac{1}{k^2} + \frac{Z(h)^\top B Z(h)}{a(k-1)^2 a} \):

\[
\int_0^T \int_0^T \int_0^T \mathbb{E}_u \left[ |f(x_1, x_2; t)| \| C g(t) \| \| C D_{x_2} X(h) \| \| C D_{x_1} X(h) \| \| Q \right] dx_1 dx_2 dt < \infty,
\]

where \( \| \cdot \| \) is the standard euclidean norm. For the first and second Malliavin derivative of \( \xi_t := \left[ g(t)^\top B X(h) \right]/\left[ a + X(h)^\top B X(h) \right] \), we obtain by the means of the chain rule:

\[
D_{x_2} \xi_t = \frac{g(t)^\top B D_{x_2} X(h)}{a + X(h)^\top B X(h)} - 2 \frac{g(t)^\top B X(h)}{a + X(h)^\top B X(h)} \left[ X(h)^\top B D_{x_2} X(h) \right],
\]

\[
D_{x_1} D_{x_2} \xi_t = \frac{g(t)^\top B D_{x_1} D_{x_2} X(h)}{a + X(h)^\top B X(h)} - 2 \frac{g(t)^\top B D_{x_2} X(h)}{a + X(h)^\top B X(h)} \left[ X(h)^\top B D_{x_1} X(h) \right].
\]
We estimate
\[-2 \left[ (a + X(h)^\top BX(h))^2 \right] \, g(t)^\top BD_{x_1}X(h) \, [X(h)^\top BD_{x_2}X(h)]
\]
and for any invertible symmetric matrix $A \in \mathbb{R}^{d \times d}$ and the Hadamard product $\ast$ of matrices (see Theorem 9.2).

Thus:
\[
\int_0^T g(t)^\top B g(t) dt = \sum_{i,j} B_{i,j} \int_0^T g_i(t)g_j(t)dt = \sum_{i,j} B_{i,j} (B^{-1})_{i,j} = d, \tag{4.10}
\]

and for $a > 0$:
\[
4 \int_0^T \int_0^T \int_0^{x_2} f(x_1, x_2; t) E_u \left[ g(t)^\top BD_{x_1}X(h) \right. \left. \frac{(a + X(h)^\top BX(h))^2}{a + X(h)^\top BX(h)} \right] \, dx_1 dx_2 dt
\]
\[
= 2 \int_0^T \int_0^T \int_0^{x_2} f(x_1, x_2; t) E_u \left[ g(t)^\top BD_{x_1}D_{x_2}X(h) \right. \left. \frac{(a + X(h)^\top BX(h))^2}{a + X(h)^\top BX(h)} \right] \, dx_1 dx_2 dt
\]
\[
= 2 \int_0^T g(t)^\top B \int_0^T \int_0^{x_2} f(x_1, x_2; t) D_{x_1}D_{x_2}X(h) \, dx_1 dx_2 dt
\]
\[
\times E_u \left[ \frac{1}{a + X(h)^\top BX(h)} \right]
\]
\[
= 2 \int_0^T g(t)^\top B g(t) dt \, E_u \left[ \frac{1}{a + X(h)^\top BX(h)} \right]
\]
\[
= E_u \left[ \frac{2d}{a + X(h)^\top BX(h)} \right].
\]

The first equality follows from the symmetry in $x_1, x_2$, the second equality follows since $X(h_i)$ is a random variable in the second Wiener-Itô chaos and has therefore a deterministic second Malliavin derivative. The third equality follows from the definition of
\[
g_i : t \mapsto \int_0^T \int_0^{x_2} f(x_1, x_2; t) D_{x_1}D_{x_2}X(h_i) \, dx_1 dx_2.
\]

The last equality follows with Eq. (4.10).
(ii) For the ease of notation, we write \( \|v_1\| \) for the standard euclidean norm of a vector \( v \in \mathbb{R}^d \). We have \( B = C^2 = C^T C \) and the Cauchy-Schwarz inequality yields for arbitrary vectors \( v_1, v_2 \in \mathbb{R}^d \):

\[
|v_1^T B v_2| = |(C v_1)^T (C v_2)| \leq \|C v_1\| \|C v_2\|.
\]

Thus for \( a > 0 \):

\[
8 \left| \int_0^T \int_0^T \int_0^x f(x_1, x_2; t) \times \mathbb{E}_u \left[ \frac{\|g(t)^T BD x_2 X(h)\| \|X(h)^T BD x_1 X(h)\|}{(a + X(h)^T B X(h))^2} \right] dx_1 dx_2 dt \right| \\
\leq 8 \int_0^T \int_0^T \int_0^x |f(x_1, x_2; t)| \times \mathbb{E}_u \left[ \frac{\|C g(t)\| \|C D x_2 X(h)\| \|C D x_1 X(h)\|}{(a + X(h)^T B X(h))^2} \right] dx_1 dx_2 dt \\
\leq 8 \int_0^T \int_0^T \int_0^x \mathbb{E}_u \left[ \frac{\|C g(t)\| \|C D x_2 X(h)\| \|C D x_1 X(h)\|}{\sqrt{a}} \right] \frac{\|X(h)^T B X(h)\|}{(a + X(h)^T B X(h))} \frac{|f(x_1, x_2; t)|}{(a + X(h)^T B X(h))} dx_1 dx_2 dt \\
= 8 \int_0^T \int_0^T \int_0^x \mathbb{E}_u \left[ \frac{\|C g(t)\| \|C D x_2 X(h)\| \|C D x_1 X(h)\|}{\sqrt{a}} \right] \frac{\|X(h)^T B X(h)\|}{(a + X(h)^T B X(h))} \frac{|f(x_1, x_2; t)|}{(a + X(h)^T B X(h))} dx_1 dx_2 dt \\
\leq \int_0^T \int_0^T \int_0^x \mathbb{E}_u \left[ \frac{\|C g(t)\| \|C D x_2 X(h)\| \|C D x_1 X(h)\|}{\sqrt{a}} \right] \frac{8 |f(x_1, x_2; t)|}{a + X(h)^T B X(h)} dx_1 dx_2 dt.
\]

(iii) The next two terms can be estimated similarly. We find for \( a > 0 \):

\[
8 \left| \int_0^T \int_0^T \int_0^x f(x_1, x_2; t) \times \mathbb{E}_u \left[ \frac{\|g(t)^T BD x_1 X(h)\| \|X(h)^T BD x_2 X(h)\|}{(a + X(h)^T B X(h))^2} \right] dx_1 dx_2 dt \right| \\
\leq 8 \int_0^T \int_0^T \int_0^x \mathbb{E}_u \left[ \frac{\|C g(t)\| \|C D x_2 X(h)\| \|C X(h)\| \|C D x_2 X(h)\|}{\sqrt{a}} \sqrt{a + \|C X(h)\|^2} \right] \frac{8 |f(x_1, x_2; t)|}{a + X(h)^T B X(h)} dx_1 dx_2 dt.
\]
\[ \begin{align*}
&= \int_0^T \int_0^T \int_0^{x_2} \mathbb{E}_u \left[ \frac{\|Cg(t)\| \|CD_{x_2}X(h)\| \|CD_{x_1}X(h)\|}{\sqrt{a}} \right. \\
&\times \left. \frac{8|f(x_1, x_2; t)|}{a + X(h)^{\top}BX(h)} \right] dx_1 dx_2 dt, \\
\end{align*} \]

and:

\[ \begin{align*}
&= \int_0^T \int_0^T \int_0^{x_2} \mathbb{E}_u \left[ \frac{\|Cg(t)\| \|CX(h)\| \|CD_{x_2}X(h)\| \|CD_{x_1}X(h)\|}{\sqrt{a} \sqrt{a + \|CX(h)\|^2}} \right. \\
&\times \left. \frac{8|f(x_1, x_2; t)|}{a + X(h)^{\top}BX(h)} \right] dx_1 dx_2 dt \\
&= \int_0^T \int_0^T \int_0^{x_2} \mathbb{E}_u \left[ \frac{\|Cg(t)\| \|CD_{x_2}X(h)\|}{\sqrt{a}} \right. \\
&\times \left. \frac{8|f(x_1, x_2; t)|}{a + X(h)^{\top}BX(h)} \right] dx_1 dx_2 dt.
\]

(iv) We have for \( a > 0 \):

\[ \begin{align*}
&= \int_0^T \int_0^T \int_0^{x_2} \mathbb{E}_u \left[ \frac{\|g(t)^{\top}BX(h)\| \|X(h)^{\top}BD_{x_1}D_{x_2}X(h)\|}{(a + X(h)^{\top}BX(h))^2} \right. \\
&\times \left. \frac{8|f(x_1, x_2; t)|}{a + X(h)^{\top}BX(h)} \right] dx_1 dx_2 dt \\
&= 4 \int_0^T \mathbb{E}_u \left[ \frac{\|g(t)^{\top}BX(h)\|}{(a + X(h)^{\top}BX(h))^2} \right. \\
&\times \left. \frac{\|X(h)^{\top}B \int_0^T f(x_1, x_2; t)D_{x_1}D_{x_2}X(h)dx_1 dx_2\|}{(a + X(h)^{\top}BX(h))^2} \right] dt \\
&= 4 \int_0^T \mathbb{E}_u \left[ \frac{\|g(t)^{\top}BX(h)\| \|X(h)^{\top}Bg(t)\|}{(a + X(h)^{\top}BX(h))^2} \right] dt.
\]

We transform this last expression using the definition of \( B \):

\[ \begin{align*}
&= 4 \int_0^T \mathbb{E}_u \left[ \frac{\|g(t)^{\top}BX(h)\| \|X(h)^{\top}Bg(t)\|}{(a + X(h)^{\top}BX(h))^2} \right] dt \\
&= 4 \mathbb{E}_u \left[ \frac{\|X(h)^{\top}B \int_0^T g(t)g(t)^{\top}dtBX(h)\|}{(a + X(h)^{\top}BX(h))^2} \right].
\]
We combine now the estimations found above for

\[
\begin{align*}
&= 4 \mathbb{E}_u \left[ \frac{X(h)^\top B X(h)}{(a + X(h)^\top B X(h))^2} \right] \\
&= 4 \mathbb{E}_u \left[ \frac{X(h)^\top B X(h)}{a + X(h)^\top B X(h)} \frac{1}{a + X(h)^\top B X(h)} \right] \\
&\leq 4 \mathbb{E}_u \left[ \frac{1}{a + X(h)^\top B X(h)} \right].
\end{align*}
\]

(v) Analogue estimations to the ones above show for \( a > 0 \):

\[
32 \left| \int_0^T \int_0^T \int_0^{\varepsilon_2} f(x_1, x_2; t) \mathbb{E}_u \left[ (g(t)^\top B X(h)) \right]
\times \frac{[X(h)^\top B D_{x_1} X(h)]}{(a + X(h)^\top B X(h))^3} dx_1 dx_2 dt \right|
\leq \int_0^T \int_0^T \int_0^{\varepsilon_2} \mathbb{E}_u \left[ \frac{32|f(x_1, x_2; t)| \|C g(t)\| \|CD_{x_1} X(h)\| \|CD_{x_2} X(h)\|}{\sqrt{a} [a + X(h)^\top B X(h)]} \right]
\times \frac{CX(h) \|CX(h)\| \|CX(h)\|}{(a + \|CX(h)\|^2)^{3/2}} dx_1 dx_2 dt
\leq \int_0^T \int_0^T \int_0^{\varepsilon_2} \mathbb{E}_u \left[ \frac{32|f(x_1, x_2; t)|}{a + X(h)^\top B X(h)} \right] dx_1 dx_2 dt.
\]

(vi) We have for \( a > 0 \):

\[
\int_0^T \mathbb{E}_u [\xi_t^2] dt = \mathbb{E}_u \left[ \frac{X(h)^\top B X(h)}{a + X(h)^\top B X(h)} \frac{1}{a + X(h)^\top B X(h)} \right] \\
\leq \mathbb{E}_u \left[ \frac{1}{a + X(h)^\top B X(h)} \right].
\]

We combine now the estimations found above for \( a > 0, d \geq 3 \) and \( k \in (0, 1) \):

\[
2 \int_0^T \mathbb{E}_u [(X_t - u_t) \xi_t] dt - \int_0^T \mathbb{E}_u [\xi_t^2] dt \\
\geq \mathbb{E}_u \left[ \frac{2d}{a + X(h)^\top B X(h)} \right]
- (8 + 8 + 32) \int_0^T \int_0^T \int_0^{\varepsilon_2} \mathbb{E}_u \left[ \frac{|f(x_1, x_2; t)|}{a + X(h)^\top B X(h)} \right] dx_1 dx_2 dt
\leq \mathbb{E}_u \left[ \frac{4}{a + X(h)^\top B X(h)} \right] - \mathbb{E}_u \left[ \frac{1}{a + X(h)^\top B X(h)} \right].
\]
The results of Theorem 9.1 imply that:

In the last step we have used that calculated without knowing the drift \( a \) expression in brackets is positive if \( \varepsilon \geq 2 \) (see Section 7). The expectations in the last inequality above can be calculated without knowing the drift \( u \). We notice that:

In the last step we have used that \( X_t = u_t + Z_t \) and thus \( X_t = Z_t \) if \( u = 0 \). The expression in brackets is positive if \( a \) is chosen large enough, more precisely for \( a > A > 0 \) (see Section 7). The expectations in the last inequality above can be calculated without knowing the drift \( u \). We notice that:

\[
\lim_{a \to +\infty} \mathbb{E}_0 \left[ \left( 1 + \sqrt{\frac{X(h)^\top B X(h)}{a}} \right)^{-2} \right] = 1.
\]

The results of Theorem 9.1 imply that:

\[
\int_0^T \int_0^{x_2} |f(x_1, x_2; t)| \mathbb{E}_0 \left[ \|C g(t)\| \|C D_{x_1} X(h)\| \|C D_{x_2} X(h)\| \right] dx_1 dx_2 dt
\]
\[
\times \left( \frac{1}{k^2} + \frac{X(h)^T BX(h)}{a(1 - k)^2} \right) dx_1 dx_2 dt
\]
is (for a fixed \(k \in (0, 1)\)) finite and bounded as a function of \(a \geq \epsilon > 0\) (for any \(\epsilon > 0\)). This completes the proof.

Remark 4.3. The problem of finding an optimal set of functions \(g_i\) that define an invertible matrix
\[
\left( \int_0^T g_i(t)g_j(t) dt \right)_{i,j=1,...,d}
\]
is non-trivial. From a practical point of view, \(g_i\) is best accessible if \(\hat{h}_i = 1_{[0,t_i]}\) for \(0 < t_1 < t_2 < \ldots < t_d \leq T\). If \(\text{Cov}_a(Z_{t_1}, Z_{t_j})_{i,j}\) is an invertible matrix, then the \(g_i\) are continuous, linearly independent functions. The Gram-Schmidt algorithm with the standard scalar product on \(L^2([0,T], \lambda_T^2)\) can be used to find an invertible lower triangular matrix \(L\) such that \((Lg)_1, \ldots, (Lg)_d\) are orthonormalized. We have:
\[
I = \int_0^T (Lg(t))(Lg(t))^T dt = L \int_0^T g(t)g(t)^T dt L^T.
\]
This shows that \(\int_0^T g(t)g(t)^T dt\) is invertible and equal to \(L^{-1}L^{-\top} = (L^T L)^{-1}\). We conclude that \(\int_0^T g(t)g(t)^T dt\) and the inverse \(B\) are symmetric positive definite.

5. Extensions

In this section, we point out extensions of the previous results. Since the methods of Section 4 are useful in more general settings but the calculations are lengthy, we do not provide complete proofs for the results of this section.

5.1. A more general setting for the noise

An analogue version of Theorem 4.1 holds for a process \((X_t)_{t \in [0,T]}\) with \(X_0 = 0\) and for \(t \in (0, T]\):
\[
X_t = u_t + Z_t = u_t + \int_0^T \cdots \int_0^T f(x_1, \ldots, x_n; t) dW_{x_1}^u \cdots dW_{x_n}^u,
\]
if the analogue, \(n\)-dimensional version of conditions (i)-(vii) hold. Moreover a version of Theorem 4.1 holds if \((X_t)_{t \in [0,T]}\) is a process with \(X_0 = 0\) and
\[
X_t = u_t + Z_t = \int_0^T f_1(x_1; t) dW_{x_1}^u + \int_0^T \int_0^T f_2(x_1, x_2; t) dW_{x_1}^u dW_{x_2}^u, \quad t \in (0, T],
\]
if conditions (i)-(vii) hold for \(f_1\) and \(f_2\). We have thus:
Proposition 5.1. For the settings of Eq. (5.1) respectively Eq. (5.2) and a deterministic drift, we consider the following drift estimator:

\[ X_t - \xi_t = X_t - \frac{g(t)^\top BX(h)}{a + X(h)^\top BX(h)} = X_t - \frac{g(t)^\top BX(h)}{a + X(h)^\top BX(h)} , \quad t \in [0, T], \]

where \( g(t) := (g_1(t), \ldots, g_d(t))^\top \) with \( g_i : t \mapsto \text{Cov}_u(X_t, X(h_i)) \) and \( d \geq 3 \). The drift estimator \( X_t - \xi_t \) has smaller risk than the standard estimator \( X_t \):

\[ \int_0^T \mathbb{E}_u [(X_t - \xi_t - u_t)^2] \, dt < \int_0^T \mathbb{E}_u [(X_t - u_t)^2] \, dt \]

for every value of \( A \) greater than a positive constant \( A \).

Remark 5.2. (1) For the setting of Eq. (5.1) and a noise living in the Wiener-Itô chaos of order \( n \), the Malliavin derivative \( D_{x_1} \ldots D_{x_n} \xi_t \) for

\[ \xi_t = \frac{g(t)^\top BX(h)}{a + X(h)^\top BX(h)} \]

is needed. Calculating these derivatives becomes increasingly complicated as \( n \) grows. We show below that only two of the terms appearing in \( D_{x_1} \ldots D_{x_n} \xi_t \) are relevant for the proof and that all the terms can be estimated as in the proof of Theorem 4.1. We follow an idea that goes back to Meyer [15]. The Malliavin derivative satisfies the product rule, thus for smooth random variables \( F \) and \( G \) and \( \mathfrak{a} := \{1, \ldots, n\} \):

\[ D_{x_1} \ldots D_{x_n} (FG) = \sum_{S \subseteq \mathfrak{a}} (D_{x_S} F) (D_{x_{\mathfrak{a} \setminus S}} G). \]

We use the notation \( D_{x_S} F = D_{x_1} \ldots D_{x_l} F \) for any subset \( S = \{1, \ldots, l\} \) of \( \mathfrak{a} \). Thus:

\[ D_{x_1} \ldots D_{x_n} (g(t)^\top BX(h)) = D_{x_1} \ldots D_{x_n} \left[ \xi_t (a + X(h)^\top BX(h)) \right], \]

\[ g(t)^\top BD_{x_1} \ldots D_{x_n} X(h) = \sum_{S \subseteq \mathfrak{a}} (D_{x_S} \xi_t) \left( D_{x_{\mathfrak{a} \setminus S}} (a + X(h)^\top BX(h)) \right) \]

\[ + (D_{x_1} \ldots D_{x_n} \xi_t) (a + X(h)^\top BX(h)). \]

We have thus:

\[ D_{x_1} \ldots D_{x_n} \xi_t = \frac{g(t)^\top BD_{x_1} \ldots D_{x_n} X(h)}{a + X(h)^\top BX(h)} - \sum_{S \subseteq \mathfrak{a}} (D_{x_S} \xi_t) \frac{D_{x_{\mathfrak{a} \setminus S}} (a + X(h)^\top BX(h))}{a + X(h)^\top BX(h)} \]

\[ = \frac{g(t)^\top BD_{x_1} \ldots D_{x_n} X(h)}{a + X(h)^\top BX(h)} \quad (5.3) \]
It can be seen by induction over \( n \) that

\[
\sum_{\emptyset \neq T \subseteq \mathbb{N}^n} \frac{[g(t)^\top BX(h)] [D_x X(h)^\top BD_{x_n} X(h)]}{[a + X(h)^\top BX(h)]^2} + \sum_{\emptyset \neq S \subseteq \mathbb{N}^n} (D_{x_S} \xi_t) \frac{D_{x_S} (a + X(h)^\top BX(h))}{a + X(h)^\top BX(h)} \leq \frac{R(x_1, \ldots, x_n)}{[a + X(h)^\top BX(h)]^{3/2}},
\]

where \( R \) is square-integrable with respect to \( P_u \otimes \lambda_T^0 \) and does not depend on \( a \) or \( u \). If we choose again \( g_i(t) := \text{Cov}_u (X_i, X(h_i)) \) and \( B = \left( \int_0^T g(t) g(t)^\top dt \right)^{-1} \), we can proceed with the terms in lines (5.3) and (5.4) as in Theorem 4.1 and prove:

\[
2 \int_0^T \mathbb{E}_u [(X_t - u_t) \xi_t] dt - \int_0^T \mathbb{E}_u [\xi_t^2] dt > 0,
\]

for \( a > 0 \) large enough and \( d \geq 3 \). We conclude that the estimator given by

\[
X_t - \xi_t := X_t - \frac{g(t)^\top BX(h)}{a + X(h)^\top BX(h)}, \quad t \in [0, T]
\]

has smaller risk than \( X_t \) if \( a \) is large enough, \( d \geq 3 \) and \( X_t = u_t + Z_t \) and \((Z_t)_{t \in [0, T]}\) has the form given by Eq. (4.1) but lives in a Wiener chaos of higher order.

(2) For the setting of Eq. (5.2), the method used in Theorem 4.1 is applicable as well. Notice however that in this situation extra terms appear that can be estimated applying once again the integration by parts formula.

### 5.2. Absolutely continuous kernels

We consider a stochastic process \((X_t)_{t \in [0, T]}\) with \( X_0 := 0 \) and:

\[
X_t = u_t + Z_t = u_t + \int_0^T \int_0^T f(x_1, x_2; t) dW^{u}_{x_1} dW^{u}_{x_2}, \quad t \in (0, T], \quad (5.5)
\]
where \( t \mapsto f(x_1, x_2; t) \) is absolutely continuous with:

\[
f(x_1, x_2; t) = \int_0^t k(x_1, x_2; a)\, da.
\]

We can replace the assumptions of Section 4 by the following assumptions that are more appropriate for the case of absolutely continuous kernels. Notice that assumptions (iv)-(vii) are used to define stochastic integrals, guarantee the existence of expectations and show the continuity of the functions \( g_i \). These properties can be proved more efficiently with conditions (i)-(iii) and the following conditions (iv') and (v'):

(iv') the function \( f \) is absolutely continuous with respect to \( t \):

\[
f(x_1, x_2; t) = \int_0^t k(x_1, x_2; v)\, dv, \quad t \in [0, T],
\]

(v') the function

\[
\gamma : (a, b) \mapsto 2 \int_0^T \int_0^T k(x_1, x_2; a)k(x_1, x_2; b)\, dx_1\, dx_1
\]

is in \( L^n([0, T]^2, \lambda_T^2) \) for a \( q_1 > 1 \) (then \( (a, b) \mapsto \mathbb{E}_u[Z_aZ_b] \) has mixed second-order derivatives a.e. and they are equal to \( \gamma \) a.e.), we write \( q_2 \) to indicate the real such that \( 1/q_1 + 1/q_2 = 1 \).

Theorem 4.1 holds and proves the existence of estimators with smaller risk than the standard estimator.

**Proposition 5.3.** For the settings of Eq. (5.5) and a deterministic drift, we consider the following drift estimator:

\[
X_t - \xi_t = X_t - \frac{g(t)^\top BX(h)}{a + \|g^\top BX(h)\|_{L^2([0, T], \lambda_T)}} = X_t - \frac{g(t)^\top BX(h)}{a + X(h)^\top BX(h)}, \quad t \in [0, T],
\]

where \( g(t) := (g_1(t), \ldots, g_d(t))^\top \) with \( g_i : t \mapsto \text{Cov}_u(X_t, X(h_i)) \) and \( d \geq 3 \). The drift estimator \( X_t - \xi_t \) has smaller risk than the standard estimator \( X_t \):

\[
\int_0^T \mathbb{E}_u[(X_t - \xi_t - u_t)^2] \, dt < \int_0^T \mathbb{E}_u[(X_t - u_t)^2] \, dt
\]

for every value of \( a \) than a positive constant \( A \).

In the following paragraphs, we review the construction of Section 4 and adapt it to the setting of absolutely continuous kernels.
5.2.1. The covariance function

We calculate \( \mathbb{E}_u[Z_aZ_b] \) for \( a, b \in [0, T] \):

\[
\mathbb{E}_u[Z_aZ_b] = \mathbb{E}_u \left[ \int_0^T \int_0^T f(x_1, x_2; a) dW_{x_1}^{u} dW_{x_2}^{u} \int_0^T \int_0^T f(x_1, x_2; b) dW_{x_1}^{u} dW_{x_2}^{u} \right] \\
= 2 \int_0^T \int_0^T f(x_1, x_2; a) f(x_1, x_2; b) dx_1 dx_2 \\
= 2 \int_0^T \int_0^T \left( \int_0^a k(x_1, x_2; \alpha) d\alpha \right) \left( \int_0^b k(x_1, x_2; \beta) d\beta \right) dx_1 dx_2 \\
= 2 \int_0^a \int_0^b \left( \int_0^T k(x_1, x_2; \alpha) k(x_1, x_2; \beta) dx_1 dx_2 \right) d\alpha d\beta. \quad (5.6)
\]

This is the two-dimensional version of an absolutely continuous function. Since

\[
\gamma : (\alpha, \beta) \mapsto 2 \int_0^T \int_0^T k(x_1, x_2; \alpha) k(x_1, x_2; \beta) dx_1 dx_2
\]

is in \( L^1([0, T]^2, \lambda_T^2) \), the covariance function

\[
(a, b) \mapsto \mathbb{E}_u[Z_aZ_b]
\]

has mixed second-order derivatives almost everywhere (see [27, Theorem 3.1, Remark 3.3]) and we have for almost every \((\alpha, \beta)\):

\[
\gamma(\alpha, \beta) = 2 \int_0^T \int_0^T k(x_1, x_2; \alpha) k(x_1, x_2; \beta) dx_1 dx_2 \\
= \frac{\partial^2}{\partial \alpha \partial \beta} \mathbb{E}_u[Z_aZ_b] = \frac{\partial^2}{\partial \beta \partial \alpha} \mathbb{E}_u[Z_aZ_b]. \quad (5.7)
\]

We have moreover since \( \gamma \in L^1([0, T]^2, \lambda_T^2) \):

\[
\int_0^T \mathbb{E}_u[Z_a^2] dt = \left| \int_0^T \int_0^t \int_0^t \gamma(a, b) da db dt \right| \leq \int_0^T \int_0^t \left| \gamma(a, b) \right| da db dt < \infty.
\]

5.2.2. Hölder continuity

We notice that \( (Z_t)_{t \in [0, T]} \) has a version that is \( k \)-Hölder continuous for every \( k \in (0, 1/q_2) \). This result is proved in Theorem 9.3 using that \( \gamma \in L^{q_1}([0, T]^2, \lambda_T^2) \).

5.2.3. Stochastic integrals with respect to \( (Z_t)_{t \in [0, T]} \)

We follow a similar approach to the one of Section 4.1 and extend the definition of \( \int_0^T \varphi(s) dZ_s \) from regulated functions to “sufficiently integrable functions” \( \varphi \). For real numbers \( q_1 > 1 \) and \( q_2 > 0 \) with \( 1/q_1 + 1/q_2 = 1 \), we suppose that:
(a) the functions \( \varphi \) that are in \( L^2([0, T], \lambda_T) \),
(b) the function \( \gamma \) is in \( L^2([0, T]^2, \lambda_T^2) \) (then the mixed second order derivatives of \( (a, b) \to E_n[Z_n Z_b] \) exist and are equal to \( \gamma \) almost everywhere).

It is known that the set of step functions is dense in \( L^2([0, T], \lambda_T) \) (see for instance [25, Theorem 3.4 and Theorem 4.3]). For \( \varphi \in L^2([0, T], \lambda_T) \), we choose a sequence \( \varphi_n \) of step functions such that:

\[
\| \varphi - \varphi_n \|_{L^2([0, T], \lambda_T)} \to 0, \quad \text{for } n \to \infty.
\]

We prove below, as \( n \to \infty \):

\[
\left\| \int_0^T \varphi_n dZ_y - \int_0^T \int_0^T \left( \int_0^T \varphi(s) k(x_1, x_2; s) ds \right) dW^u_{x_1} dW^u_{x_2} \right\|_{L^2(\Omega, \mathbb{P}_u)} \to 0.
\]

Then \( \int_0^T \int_0^T \left( \int_0^T \varphi(s) k(x_1, x_2; s) ds \right)^2 dx_1 dx_2 < \infty \) and the double Wiener integral \( \int_0^T \int_0^T \left( \int_0^T \varphi(s) k(x_1, x_2; s) ds \right) dW^u_{x_1} dW^u_{x_2} \) exists and is square-integrable. Thus we can extend the definition of \( \int_0^T \varphi(s) dZ_s \) to functions \( \varphi \in L^2([0, T], \lambda_T) \):

\[
\int_0^T \varphi(y) dZ_y := \lim_{n \to \infty} \int_0^T \varphi_n(y) dZ_y = \int_0^T \int_0^T \left( \int_0^T \varphi(s) k(x_1, x_2; s) ds \right) dW^u_{x_1} dW^u_{x_2}. \tag{5.8}
\]

We have:

\[
\left\| \int_0^T \varphi_n dZ_y - \int_0^T \int_0^T \left( \int_0^T \varphi(s) k(x_1, x_2; s) ds \right) dW^u_{x_1} dW^u_{x_2} \right\|_{L^2(\Omega, \mathbb{P}_u)}^2
\]

\[
= 2 \int_0^T \int_0^T \left( \int_0^T \varphi_n(a) - \varphi(a) k(x_1, x_2; a) da \right)^2 dx_1 dx_2
\]

\[
= 2 \int_0^T \int_0^T \left( \int_0^T \varphi_n(a) - \varphi(a) k(x_1, x_2; a) da \right)
\times \left( \int_0^T (\varphi_n(b) - \varphi(b)) k(x_1, x_2; b) db \right) dx_1 dx_2.
\]

Thus:

\[
\left\| \int_0^T \varphi_n dZ_y - \int_0^T \int_0^T \left( \int_0^T \varphi(s) k(x_1, x_2; s) ds \right) dW^u_{x_1} dW^u_{x_2} \right\|_{L^2([0, T], \lambda_T)}^2
\]

\[
= \int_0^T \int_0^T (\varphi_n(a) - \varphi(a))(\varphi_n(b) - \varphi(b))
\]

\[
= \left\| \varphi - \varphi_n \right\|_{L^2([0, T], \lambda_T)}^2 \to 0, \quad \text{as } n \to \infty.
\]
\[
\times \left( \int_0^T \int_0^T 2k(x_1, x_2; a)k(x_1, x_2; b)dx_1 dx_2 \right) \, dadb \\
\leq \left[ \int_0^T \int_0^T |\varphi_n(a) - \varphi(a)|^{q_2} |\varphi_n(b) - \varphi(b)|^{q_2} \, dadb \right]^{1/q_2} \\
\times \left( \int_0^T \int_0^T |\gamma(a, b)|^{q_1} \, dadb \right)^{1/q_1} \\
= \|\varphi - \varphi\|_{L^{q_2}([0, T], \lambda_T)}^2 \left( \int_0^T \int_0^T |\gamma(a, b)|^{q_1} \, dadb \right)^{1/q_1} \to 0, \quad \text{for} \ n \to \infty.
\]

The calculations above show that:
\[
2 \int_0^T \int_0^T \left( \int_0^T \varphi(s)k(x_1, x_2; s)ds \right)^2 dx_1 dx_2 \\
= \int_0^T \int_0^T \varphi(a)\varphi(b)\gamma(a, b) \, dadb < \infty. \quad (5.9)
\]

### 5.2.4. Observations and functions \( g_t \)

We define:
\[
H_q := \left\{ f : [0, T] \to \mathbb{R} : f(t) = \int_0^t \hat{f}(x) \, dx ; \ \hat{f} \in L^q ([0, T], \lambda_T) \right\}.
\]

As above, we consider a deterministic drift \( u \in H_2 \). We define \( X(h) \). We have \( \mathbb{E}_u[Z(h)] < \infty \) for \( h \in H_{q_2} \) as exposed in the previous section. We have \( u(h) := \int_0^T \hat{u}_s h(s) \, ds < \infty \) if \( h \in H_2 \). This shows the necessity to choose \( h \in H_{q_2} \cap H_2 = H_{\max(2, q_2)} \). For \( h \in H_{\max(2, q_2)} \), we use the following notations in agreement with (5.8):
\[
X(h) = u(h) + Z(h) \\
= \int_0^T \hat{u}_s \hat{h}(s) \, ds + \int_0^T \int_0^T \left( \int_0^T \hat{h}(s)k(x_1, x_2; s) \, ds \right) dW_{x_1}^u dW_{x_2}^u.
\]

We notice that the right side of the last equation can be approximated in \( L^2(\Omega, \mathbb{P}_u) \) by \( X(h_n) \) where \( h_n \in H_{\max(2, q_2)} \) such that \( \hat{h}_n \) can be chosen as a sequence of step functions that converge to \( \hat{h} \) in \( L^{\max(2, q_2)}([0, T], \lambda_T) \). For the functions \( g_t \) we have:
\[
g_t(t) = \mathbb{E}_u[ Z_t Z(h_t) ] = \text{Cov}_u( X_t, X(h_t) ) \\
= 2 \int_0^T \int_0^T \left( \int_0^t k(x_1, x_2; v) \, dv \right) \left( \int_0^t \hat{h}_t(v) k(x_1, x_2; v) \, dv \right) dx_1 dx_2.
\]
We have for $0 \leq s \leq t \leq T$, $\gamma \in L^q([0,T]^2,\lambda_T^2)$, $h \in H_{\max(2,q_2)}$, $q_1 > 1$ and $1/q_1 + 1/q_2 = 1$:

$$|g_i(t) - g_i(s)|^2 = \text{Cov}_u(X(h_i), X_t - X_s)^2$$

$$= 4 \int_0^T \int_0^T \left( \int_0^T 1_{(s,t]}(a) k(x_1, x_2; a) da \right)$$

$$\times \left( \int_0^T \hat{h}_i(a) k(x_1, x_2; a) da \right) dx_1 dx_2 \right)^2$$

$$\leq 4 \int_0^T \int_0^T \left( \int_0^T 1_{(s,t]}(a) k(x_1, x_2; a) da \right)^2 dx_1 dx_2$$

$$\times \left( \int_0^T \int_0^T \hat{h}_i(a) k(x_1, x_2; a) da \right)^2 dx_1 dx_2$$

$$\leq \int_s^t \int_s^t |\gamma(x_1, x_2)| dx_1 dx_2 \sqrt{\mathbb{E}_u[Z(h_i)^2]}.$$

We have used Eq. (5.9) and find:

$$|g_i(t) - g_i(s)| \leq \left( \int_s^t \int_s^t |\gamma(x_1, x_2)| dx_1 dx_2 \right)^{1/2} \sqrt{\mathbb{E}_u[Z(h_i)^2]}$$

$$= \left( \int_0^T \int_0^T |1_{(s,t]}(x_1) 1_{(s,t]}(x_2)\gamma(x_1, x_2)| dx_1 dx_2 \right)^{1/2} \sqrt{\mathbb{E}_u[Z(h_i)^2]}$$

$$\leq \left( \int_0^T \int_0^T |\gamma(x_1, x_2)|^{q_1} dx_1 dx_2 \right)^{1/(2q_1)}$$

$$\times \left( \int_0^T \int_0^T 1_{(s,t]}(x_1) 1_{(s,t]}(x_2) dx_1 dx_2 \right)^{1/(2q_2)} \sqrt{\mathbb{E}_u[Z(h_i)^2]}$$

$$= \left( \int_0^T \int_0^T |\gamma(x_1, x_2)|^{q_1} dx_1 dx_2 \right)^{1/(2q_1)} |t - s|^{1/q_2} \sqrt{\mathbb{E}_u[Z(h_i)^2]}.$$

The functions $g_i$ are thus bounded on $[0,T]$, continuous on $(0,T)$, right-continuous in 0 and left-continuous in $T$.

5.2.5. Conclusion

Proposition 5.3 holds under the assumptions (i), (ii), (iii), (iv'), (v') and Eq. (4.8) gives an estimator that dominates the standard estimator if $d \geq 3$. 
6. Applications

In this section we apply the results of Section 4 and Section 5 to concrete situations. We suppose that conditions (i)-(vii) hold, unless other conditions are specified.

In Paragraph 6.1 we consider a noise that has a finite Wiener-Itô chaos decomposition and that defines a martingale. In Paragraph 6.2 we consider the Gaussian case and show moreover that for this particular situation, we can choose $a = 0$ in Eq. (4.8). In Paragraph 5.2 we consider the case of an absolutely continuous kernel and adapt the construction of Section 4 to this situation. In Paragraph 6.3 we consider in particular the case of the Rosenblatt process. In all these cases, Eq. (4.8) gives an estimator whose risk is smaller than the risk of the standard drift estimator.

6.1. The martingale case

In the martingale case, the Cramer-Rao bounds of Section 2 hold and our estimator is superefficient.

(1) Theorem 4.1 and Proposition 5.1 can be used to handle the case where the noise $(Z_t)_{t \in [0,T]}$ defines a martingale with respect to the filtration of the Brownian motion with $Z_0 = 0$ and

\[ Z_t = X_t - u_t = \int_0^t f_1(x_1)dW_{x_1}^u + \int_0^t \int_0^t f_2(x_1,x_2)dW_{x_1}^u dW_{x_2}^u, \quad t \in (0,T], \]

for square-integrable function functions $f_1$ and $f_2$. The function $f_2$ is symmetric. We define:

\[
\begin{align*}
    f_1(x_1; t) &:= f_1(x_1) 1_{[0 \leq x_1 \leq t]}, \\
    f_2(x_1, x_2; t) &:= \frac{1}{2} f_2(x_1, x_2) 1_{[0 \leq x_1 \leq t]} 1_{[0 \leq x_2 \leq t]} \\
    &\quad = \frac{f_2(x_1, x_2)}{2} 1_{[0 \leq \min\{x_1, x_2\} \leq \max\{x_1, x_2\} \leq t]}.
\end{align*}
\]

The functions $t \mapsto f_1(x_1; t)$ and $t \mapsto f_2(x_1, x_2; t)$ are monotone and right-continuous. Furthermore $f_2(x_1, x_2; t)$ is symmetric in the first two variables. Consider $h : t \mapsto \int_0^t \hat{h}_i(s)ds$ for a regulated function $\hat{h}_i$. With a result from [11], we have:

\[
\begin{align*}
\int_0^T \hat{h}_i(t)df_1(x_1; t) &= \hat{h}_i(x_1)f_1(x_1), \\
\int_0^T \hat{h}_i(t)df_2(x_1, x_2; t) &= \hat{h}_i(\max\{x_1, x_2\}) \frac{f_2(x_1, x_2)}{2}.
\end{align*}
\]
Since $\hat{h}_i$ is bounded as a regulated function, the Lebesgue-Stieltjes integrals above are square-integrable. We have:

$$X(h_i) = \int_0^T \dot{u}_s \hat{h}_i(s) ds + \int_0^T \left( \int_0^T h_i(t) df_1(x_1; t) \right) dW_{x_1}^u$$

$$+ \int_0^T \int_0^T \left( \int_0^T h_i(t) df_2(x_1, x_2; t) \right) dW_{x_1}^u dW_{x_2}^u$$

$$= \int_0^T \dot{u}_s \hat{h}_i(s) ds + \int_0^T \hat{h}_i(x_1) f_1(x_1) dW_{x_1}^u$$

$$+ \int_0^T \int_0^T \hat{h}_i(x_1) f_2(x_1, x_2) dW_{x_1}^u dW_{x_2}^u$$

and in particular for $h_i : s \mapsto \min \{ s, t_i \} \hat{h}_i = 1_{\{ t_i \}}$:

$$X_{t_i} = \int_0^{t_i} \dot{u}_s ds + \int_0^{t_i} f_1(x_1) dW_{x_1}^u + \int_0^{t_i} f_2(x_1, x_2) dW_{x_1}^u dW_{x_2}^u.$$
We notice that \((Z_t)_{t \in [0,T]}\) has a version that is locally \(k\)-Hölder continuous for every \(k \in (0,1/(2q_2))\) if the function \(x_1 \mapsto f_1(x_1)^2 + 2 \int_0^t f_2(x_1,x_2)^2 \, dx_2\) is in \(L^q([0,T], d\lambda_T)\) for positive reals \(q_1, q_2\) with \(1/q_1 + 1/q_2 = 1\).

(2) As a direct consequence, we can choose \(f_2 = 0\) and recover the case of Gaussian processes of the form

\[
X_0 := 0; \quad X_t = u_t + \int_0^t f_1(x)dW^u_x, \quad t \in (0, T],
\]

for a square-integrable function \(f_1\).

### 6.2. The Gaussian case

Choosing \(f_2 = 0\) in Proposition 5.1, we have

\[
X_0 := 0; \quad X_t = u_t + \int_0^T f_1(x_1; t)dW^u_{x_1}, \quad t \in (0, T]. \tag{6.1}
\]

We prove for this class of Gaussian processes that we can choose \(a = 0\). As in Eq. (4.8), we define \(\xi_t := (g(t)^\top BX(h))/(a + X(h)^\top BX(h))\) and \(g_i(t) = \text{Cov}_u(X(h_i), X_t)\). We have for the model given in Eq. (6.1) and \(d \geq 3\):

\[
2 \int_0^T \mathbb{E}_u[(X_t - u_t)\xi_t]dt = 2 \int_0^T \int_0^T \mathbb{E}_u \left[ f_1(x_1; t) \frac{g(t)^\top BD_{x_1}X(h)}{a + X(h)^\top BX(h)} \right] dx_1 dt
\]

\[
- 4 \int_0^T \int_0^T \mathbb{E}_u \left[ f_1(x_1; t) \frac{g(t)^\top BX(h) X(h)^\top BD_{x_1}X(h)}{(a + X(h)^\top BX(h))^2} \right] dx_1 dt
\]

\[
= 2 \mathbb{E}_u \left[ \int_0^T \frac{g(t)^\top Bg(t)dt}{a + X(h)^\top BX(h)} \right] - 4 \mathbb{E}_u \left[ \frac{g(t)^\top BX(h) X(h)^\top Bg(t)}{(a + X(h)^\top BX(h))^2} \right] dt
\]

\[
= 2d \mathbb{E}_u \left[ \frac{1}{a + X(h)^\top BX(h)} \right] - 4 \mathbb{E}_u \left[ \frac{X(h)^\top B \int_0^T g(t)g(t)^\top dtBX(h)}{(a + X(h)^\top BX(h))^2} \right]
\]

\[
= 2d \mathbb{E}_u \left[ \frac{1}{a + X(h)^\top BX(h)} \right] - 4 \mathbb{E}_u \left[ \frac{X(h)^\top BX(h)}{(a + X(h)^\top BX(h))^2} \right]
\]

\[
\geq 2d \mathbb{E}_u \left[ \frac{1}{a + X(h)^\top BX(h)} \right] - 4 \mathbb{E}_u \left[ \frac{1}{a + X(h)^\top BX(h)} \right]
\]

\[
= \mathbb{E}_u \left[ \frac{2d - 4}{a + X(h)^\top BX(h)} \right],
\]

thus

\[
2 \int_0^T \mathbb{E}_u[(X_t - u_t)\xi_t]dt - \int_0^T \mathbb{E}_u[\xi_t^2]dt \geq \mathbb{E}_u \left[ \frac{2d - 5}{a + X(h)^\top BX(h)} \right].
\]
The right-hand expectation is positive for every $d \geq 3$ and $a > 0$. We can choose $a = 0$ for this special case if $d \geq 3$ and $\text{Cov}_u(X(h))$ is invertible. This follows from the well known fact that

$$\int_{\mathbb{R}^d} \frac{1}{n_1^2 + \ldots + n_d^2} \frac{1}{(2\pi)^{d/2}} \exp \left(-\frac{n_1^2 + \ldots + n_d^2}{2}\right) \, dn_1 \ldots dn_d$$

is finite if and only if $d \geq 3$.

### 6.3. The Rosenblatt process

An important process $(Z_t)_{t \in [0,T]}$ verifying the conditions of Section 4 respectively of Section 5.2 is the Rosenblatt process on a compact interval $[0,T]$.

1. Tudor [26] gives the following representation for the Rosenblatt process on $[0,T]$:

$$Z_t = d(H) \int_0^T \int_0^t \left( \int_0^1 1_{[v \geq v_1 \wedge v_2]} \frac{\partial K_{H'}^t(v,y_1)}{\partial v} \frac{\partial K_{H'}^t(v,y_2)}{\partial v} \right) \, dW^u_{v_1} \, dW^u_{v_2},$$

$$K^H(t,s) := \left( \frac{H(2H - 1)}{\beta(2 - 2H, H - 1/2)} \right)^{\frac{3}{2}} s^{\frac{1}{2} - H} \int_s^t (v-s)^{H - \frac{3}{2} + H - \frac{1}{2}} \, dv$$

for $t > s$, $\frac{1}{2} < H < 1$, $H' = \frac{H + 1}{2}$, $d(H) = \frac{1}{H + 1} \left( \frac{H}{2(2H - 1)} \right)^{-1/2}$.

The covariance function is given by

$$(t,s) \mapsto \text{Cov}_u(Z_t, Z_s) = \frac{1}{2} \left( t^{2H} + s^{2H} - |t - s|^{2H} \right),$$

and we have almost everywhere the mixed second order derivative:

$$(s,t) \mapsto H(2H - 1)|t - s|^{2H - 2}.$$

This function is in $L^q([0,T]^2, \lambda_T^2)$ for every $1 < q < 1/(2 - 2H)$. The function $t \mapsto E_u[Z_t^2] = t^{2H}$ is an integrable function over $[0,T]$. The conditions of Section 5.2 are easy to check (see also [26]). It is thus possible to apply Theorem 4.1 to construct an estimator with smaller risk than the standard estimator in the case of a Rosenblatt process with Hurst parameter $1/2 < H < 1$.

2. If $(Z_t)_{t \in [0,T]}$ is a Rosenblatt process with $1/2 < H < 1$, the conditions about $\gamma$ can be specified. For this particular process, we have with Eq. (5.7) that $\gamma(s,t) = H(2H - 1)|t - s|^{2H - 2}$ for almost every $(s,t)$. It is easy to see that $\gamma \in L^1([0,T]^2, \lambda_T^2)$ and this is enough for the results above to hold in the case of the Rosenblatt process. Consider $\varphi \in L^2([0,T], \lambda_T)$ and $L^{1/2}([0,T], \lambda_T)$.

We have with formula (5.9) and [19, p.19, (4.8)]:

$$\begin{align*}
\int_0^T \int_0^T \left( \int_0^T \varphi(s)k(x_1, x_2; s) \, ds \right)^2 \, dx_1 dx_2 = \frac{1}{2} \int_0^T \int_0^T \varphi(a) \varphi(b) \gamma(a,b) \, da db
\end{align*}$$
The constant \( c(H) \) depends only on \( H \). This relation is sufficient to prove for instance that \( g_i \) are continuous if \( \hat{h}_i \in L^2([0, T], \lambda_T) \). Consider \( 0 \leq s \leq t \leq T \):

\[
|g_i(t) - g_i(s)| = |\mathbb{E}_u[Z(h_i)(Z_t - Z_s)]|
\]

\[
= 2 \left| \int_0^T \int_0^T \left( \int_0^T \hat{h}_i(s)k(x_1, x_2; s)da \right) \left( \int_0^T 1_{(s, t]}(a)k(x_1, x_2; a)da \right) dx_1dx_2 \right|
\]

\[
\leq 2 \left[ \int_0^T \int_0^T \left( \int_0^T \hat{h}_i(a)k(x_1, x_2; a)da \right)^2 dx_1dx_2 \right]^{1/2}
\]

\[
\times \int_0^T \int_0^T \left( \int_0^T 1_{(s, t]}(a)k(x_1, x_2; a)da \right)^2 dx_1dx_2 \right]^{1/2}
\]

\[
= 2 \left( \int_0^T \int_0^T \left( \int_0^T \hat{h}_i(a)k(x_1, x_2; a)da \right)^2 dx_1dx_2 \right)^{1/2}
\]

\[
\times \|1_{(s, t]}\|_{L^1([0, T], \lambda_T)} \sqrt{c(H)}
\]

\[
= 2 \left( \int_0^T \int_0^T \left( \int_0^T \hat{h}_i(a)k(x_1, x_2; a)da \right)^2 dx_1dx_2 \right)^{1/2} |t - s|^H \sqrt{c(H)}.
\]

We can also make a more specific statement about Hölder continuity. We can adapt the proof of Theorem 9.3 for \( 0 \leq s \leq t \leq T \):

\[
\mathbb{E}_u[|Z_t - Z_s|^{2n}] \leq \tau(n) \left[ \int_s^t \int_s^t |(a, b)\gamma(a, b)da| \right]^n
\]

\[
\leq \tau(n)2^n \left[ \frac{1}{2} \int_0^T \int_0^T 1_{(s, t]}(a)1_{(s, t]}(b)\gamma(a, b)da\right]^n
\]

\[
\leq 2^n \tau(n) c(H) \left( \|1_{(s, t]}\|_{L^1([0, T], \lambda_T)}^2 \right)^n
\]

\[
\leq 2^n \tau(n) c(H)^n |s - t|^{2Hn}.
\]

We find as in Theorem 9.3, that the Rosenblatt process has a \( k \)-Hölder continuous version for every \( k \in (0, H) \). This result is also stated in [14].
7. Estimation of the constant $A$

In this section we discuss the problem of finding an optimal value for the constant $A$ used to define the estimator defined in Eq. (4.8):

$$X_t - \xi_t = X_t - \frac{g(t)\top BX(h)}{a + X(h)\top BX(h)}, \quad t \in [0, T].$$

For the case $d \geq 3$, Theorem 4.1 states that the risk of $X_t - \xi_t$ is smaller than the risk of the standard estimator for every $a$ that is large enough, more precisely $a > A > 0$, where $A$ is a constant depending on $h_1, \ldots, h_d, f$ and $T$.

In this section we discuss the problem of estimating $A$. In Proposition 7.3 and Proposition 7.4, we give estimates for two special settings, one being related to the Rosenblatt process, the other related to the martingale case.

7.1. Estimating $A$ in the Rosenblatt case

We estimate $A$ in the case of a Rosenblatt process $(Z_t)_{t \in [0,T]}$.

Remark 7.1. For the proof of the main result, it is essential that $d \geq 3$ and

$$(2d - 5) \mathbb{E}_0 \left[ \left( 1 + \sqrt{\frac{X(h)\top BX(h)}{a}} \right)^{-2} \right] - \frac{56}{\sqrt{d}} \int_0^T \int_0^T |f(x_1, x_2; t)| \right]
\times \mathbb{E}_0 \left[ \|g(t)\| \|CDx_1, X(h)\| \|CDx_2, X(h)\| \right]$$

$$\times \left( \frac{1}{k^2} + \frac{X(h)\top BX(h)}{a(1-k)^2} \right) dx_1 dx_2 dt > 0. \quad (7.1)$$

We have already proved that this inequality holds whenever $a$ is large enough, more precisely $a > A > 0$. Finding the smallest possible value of $A$ is a nontrivial problem. We show how a value for $A$ can be found using numerical calculations. Notice that this approach does not provide the smallest possible value for $A$.

We consider $T > 0$, $d \geq 3$ and $k \in (0, 1)$. We use the notations of Theorem 4.1, for instance $h(t) = (h_1(t), \ldots, h_d(t))\top$. We notice that $X_t = u_t + Z_t$, thus $(X_t)_{t \in [0,T]} = (Z_t)_{t \in [0,T]}$ if $u = 0$. We estimate the terms of inequality (7.1).

(a) We give a lower bound for

$$\mathbb{E}_0 \left[ \left( 1 + \sqrt{\frac{Z(h)\top BZ(h)}{a}} \right)^{-2} \right].$$

We notice that $Z(h)\top BZ(h) \geq 0$ and that $\varphi : [0, +\infty) \to (0,1]$, $x \mapsto (1 + x)^{-2}$ is a convex function. Jensen’s inequality yields for every $a > 0$:

$$(2d - 5) \mathbb{E}_0 \left[ \left( 1 + \sqrt{\frac{Z(h)\top BZ(h)}{a}} \right)^{-2} \right]$$
We now estimate:

\[
\begin{align*}
&= (2d - 5) \mathbb{E}_0 \left[ \varphi \left( \frac{Z(h)^\top BZ(h)}{a} \right) \right] \\
&\geq (2d - 5) \varphi \left( \mathbb{E}_0 \left[ \frac{Z(h)^\top BZ(h)}{a} \right] \right) \\
&= (2d - 5) \left( 1 + \mathbb{E}_0 \left[ \frac{Z(h)^\top BZ(h)}{a} \right] \right)^{-2} \\
&\geq (2d - 5) \left( 1 + \sqrt[4]{\mathbb{E}_0 [Z(h)^\top BZ(h)]} \right)^{-2}.
\end{align*}
\]

In the last step we have used that $\mathbb{E}_0 [\sqrt{Z(h)^\top BZ(h)}] \leq \sqrt[4]{\mathbb{E}_0 [Z(h)^\top BZ(h)]]}$.

(b) We now estimate:

\[
\int_0^T \int_0^T \int_0^T \left| f(x_1, x_2; t) \right| \mathbb{E}_0 \left[ \|Cg(t)\| \|CD_{x_1}X(h)\| \|CD_{x_2}X(h)\| \right] dx_1 dx_2 dt.
\]

We have with $C^\top C = C^2 = B$ and $\int_0^T g(t)^\top Bg(t) dt = d$ (see proof of Theorem 4.1):

\[
\begin{align*}
&\left( \int_0^T \int_0^T \int_0^T \left| f(x_1, x_2; t) \right| \mathbb{E}_0 \left[ \|Cg(t)\| \|CD_{x_1}Z(h)\| \|CD_{x_2}Z(h)\| \right] dx_1 dx_2 dt \right)^2 \\
&\leq \frac{1}{4} \int_0^T \int_0^T \int_0^T f(x_1, x_2; t)^2 dx_1 dx_2 dt \int_0^T \|Cg(t)\|^2 dt \\
&\quad \times \int_0^T \int_0^T \mathbb{E}_0 \left[ \|CD_{x_1}Z(h)\| \|CD_{x_2}Z(h)\| \right]^2 dx_1 dx_2 \\
&\leq \frac{1}{4} \int_0^T \frac{1}{2} \mathbb{E}_0 [Z_1^2] dt \int_0^T g(t)^\top Bg(t) dt \left( \int_0^T \mathbb{E}_0 \left[ \|CD_{x_1}Z(h)\|^2 \right] dx_1 \right)^2 \\
&= \frac{d}{8} \int_0^T \mathbb{E}_0 [Z_1^2] dt \left( \int_0^T \mathbb{E}_0 \left[ (D_{x_1}Z(h))^\top B(D_{x_1}Z(h)) \right] dx_1 \right)^2.
\end{align*}
\]

We calculate $\int_0^T \mathbb{E}_0 \left[ (D_{x_1}Z(h))^\top B(D_{x_1}Z(h)) \right] dx_1$ with the integration by parts formula:

\[
\begin{align*}
&\int_0^T \mathbb{E}_0 \left[ (D_{x_1}Z(h))^\top B(D_{x_1}Z(h)) \right] dx_1 \\
&= \sum_{i,j=1}^d B_{i,j} \int_0^T \mathbb{E}_0 \left[ D_{x_1}Z(h_i)D_{x_1}Z(h_j) \right] dx_1 \\
&= \sum_{i,j=1}^d B_{i,j} \mathbb{E}_0 \left[ \langle DZ(h_i), DZ(h_j) \rangle_{L^2([0,T], \mathbb{R}^p)} \right]
\end{align*}
\]
\[ = \sum_{i,j=1}^{d} B_{i,j} \mathbb{E}_0 \left[ Z(h_i) \delta DZ(h_j) \right] \]

\[ = \sum_{i,j=1}^{d} B_{i,j} \mathbb{E}_0 \left[ Z(h_i) 2Z(h_j) \right] = 2 \mathbb{E}_0 \left[ Z(h)^\top BZ(h) \right]. \]

We get:
\[
\left| \int_0^T \int_0^T \int_0^{x_2} |f(x_1, x_2; t)| \mathbb{E}_0 \left[ \|Cg(t)\| \|CDx_1X(h)\| \|CDx_2X(h)\| \right] dx_1 dx_2 dt \right| \leq \left( \frac{d}{8} \int_0^T \mathbb{E}_u[Z_2^2] dt \right)^{1/2} \mathbb{E}_0 \left[ Z(h)^\top BZ(h) \right]^{1/2} \]

(c) We estimate now:
\[
\int_0^T \int_0^T \int_0^{x_2} |f(x_1, x_2; t)| \mathbb{E}_0 \left[ \|Cg(t)\| \|CDx_1X(h)\| \right. \\
\times \left. \|CDx_2X(h)\| X(h)^\top BX(h) \right] dx_1 dx_2 dt.
\]

We have:
\[
\left( \int_0^T \int_0^T \int_0^{x_2} |f(x_1, x_2; t)| \mathbb{E}_0 \left[ \|Cg(t)\| \|CDx_1Z(h)\| \right. \\
\times \left. \|CDx_2Z(h)\| Z(h)^\top BZ(h) \right] dx_1 dx_2 dt \right)^2 \leq \frac{1}{4} \int_0^T \int_0^T \int_0^T f(x_1, x_2, t)^2 \mathbb{E}_0 \left[ (Z(h)^\top BZ(h))^2 \right] dx_1 dx_2 dt \\
\times \int_0^T \int_0^T \int_0^T \|Cg(t)\|^2 \mathbb{E}_0 \left[ \|CDx_1Z(h)\|^2 \|CDx_2Z(h)\|^2 \right] dx_1 dx_2 dt \leq \frac{1}{4} \int_0^T \int_0^T \mathbb{E}_0[Z_2^2] dt \mathbb{E}_0 \left[ (Z(h)^\top BZ(h))^2 \right] \int_0^T g(t)^\top Bg(t) dt \\
\times \int_0^T \int_0^T \mathbb{E}_0 \left[ (Dx_1Z(h))^\top BDx_1Z(h) \right. \\
\left. (Dx_2Z(h))^\top BDx_2Z(h) \right] dx_1 dx_2 \leq \frac{d}{8} \int_0^T \mathbb{E}_0[Z_2^2] dt \mathbb{E}_0 \left[ (Z(h)^\top BZ(h))^2 \right] \\
\times \int_0^T \int_0^T \mathbb{E}_0 \left[ (Dx_1Z(h))^\top BDx_1Z(h) \right. \\
\left. (Dx_2Z(h))^\top BDx_2Z(h) \right] dx_1 dx_2.
\]

We define \( \hat{h}(t) := Ch(t) \), then \( CZ(h) = Z(\hat{h}) \). To simplify notations we write \( \hat{Z}(h_i) = I_2(\hat{q}_i) \). We have:
\[
\mathbb{E}_0 \left[ (Z(h)^\top BZ(h))^2 \right] = \mathbb{E}_0 \left[ \|CZ(h)\|^4 \right] = \mathbb{E}_0 \left[ \|Z(\hat{h})\|^4 \right]
\]
We prove:

\[ \mathbb{E}_0 \left[ (Z(h))^\top B Z(h) \right] \leq 15 \mathbb{E}_0 \left[ Z(h)^\top B Z(h) \right]. \]

We write \( \bar{\otimes} \) for the symmetrization of the contraction of two functions and find:

\[
\mathbb{E}_0 [Z(\tilde{h}_i)^2 Z(\tilde{h}_j)^2] \\
= \mathbb{E}_0 \left[ \left( \sum_{r=0}^{2} r! \left( \frac{2}{r} \right)^2 I_{4-2r} (\tilde{q}_i \bar{\otimes}_r \tilde{q}_j) \right) \left( \sum_{r'=0}^{2} r'! \left( \frac{2}{r'} \right)^2 I_{4-2r'} (\tilde{q}_j \bar{\otimes}_{r'} \tilde{q}_i) \right) \right] \\
= \sum_{r=0}^{2} r!^2 \left( \frac{2}{r} \right)^4 \mathbb{E}_0 \left[ I_{4-2r} (\tilde{q}_i \bar{\otimes}_r \tilde{q}_j) I_{4-2r} (\tilde{q}_j \bar{\otimes}_{r'} \tilde{q}_i) \right] \\
\leq \sum_{r=0}^{2} r!^2 \left( \frac{2}{r} \right)^4 \left( \mathbb{E}_0 \left[ I_{4-2r} (\tilde{q}_i \bar{\otimes}_r \tilde{q}_j)^2 \right] \mathbb{E}_0 \left[ I_{4-2r} (\tilde{q}_j \bar{\otimes}_{r'} \tilde{q}_i)^2 \right] \right)^{1/2}.
\]

We use the inequality

\[
\|\tilde{q}_i \bar{\otimes}_r \tilde{q}_j\|_{L^2_t([0,T]^{4-2r}, \lambda^{4-2r})} \leq \|\tilde{q}_i \bar{\otimes}_r \tilde{q}_j\|_{L^2_t([0,T]^{4-2r}, \lambda^{4-2r})} \leq \|\tilde{q}_i\|_{L^2_t([0,T]^{2}, \lambda^2)},
\]

and find:

\[
\mathbb{E}_0 [Z(\tilde{h}_i)^2 Z(\tilde{h}_j)^2] \\
\leq \sum_{r=0}^{2} r!^2 \left( \frac{2}{r} \right)^4 \left( (4 - 2r)! \mathbb{E}_0 [I_{4-2r} (\tilde{q}_i)^2] \mathbb{E}_0 [I_{4-2r} (\tilde{q}_j)^2] \right)^{1/2} \\
= \sum_{r=0}^{2} r!^2 \left( \frac{2}{r} \right)^4 (4 - 2r)! \mathbb{E}_0 [I_{2} (\tilde{q}_i)^2] \mathbb{E}_0 [I_{2} (\tilde{q}_j)^2] \\
= \sum_{r=0}^{2} r!^2 \left( \frac{2}{r} \right)^4 (4 - 2r)! \mathbb{E}_0 [Z(\tilde{h}_i)^2] \mathbb{E}_0 [Z(\tilde{h}_j)^2] \\
= 15 \mathbb{E}_0 [Z(\tilde{h}_i)^2] \mathbb{E}_0 [Z(\tilde{h}_j)^2].
\]

We conclude:

\[
\mathbb{E}_0 \left[ (Z(h))^\top B Z(h) \right] = \sum_{i,j=1}^{d} \mathbb{E}_0 \left[ Z(\tilde{h}_i)^2 Z(\tilde{h}_j)^2 \right] \\
\leq 15 \sum_{i,j=1}^{d} \mathbb{E}_0 [Z(\tilde{h}_i)^2] \mathbb{E}_0 [Z(\tilde{h}_j)^2]
\]
With inequality (7.2), we find:

\[ 0 \leq \int_{0}^{T} \int_{0}^{T} \mathbb{E}_0 \left[ (D_{x_1} Z(h)) \mathbb{T} B D_{x_1} Z(h) \right] d x_1 d x_2 \]

\[ \leq 12 \mathbb{E}_0 \left[ Z(h)^{\mathbb{T}} B Z(h) \right]^2, \]

using the inequality

\[ \mathbb{E}_0 [I_1(l_1)^2 I_1(l_2)^2] \leq 3 \mathbb{E}_0 [I_1(l_1)^2] \mathbb{E}_0 [I_1(l_2)^2], \]

for any square-integrable functions \( l_1, l_2 \) and random variables \( I_1(l_1), I_1(l_2) \) in the first Wiener-integrable functions. This inequality yields:

\[ \mathbb{E}_0 \left[ D_{x_1} Z(\hat{h}_1)^2 D_{x_2} Z(\hat{h}_j)^2 \right] \leq 3 \mathbb{E}_0 \left[ D_{x_1} Z(\hat{h}_1)^2 \right] \mathbb{E}_0 \left[ D_{x_2} Z(\hat{h}_j)^2 \right]. \quad (7.2) \]

We have:

\[
\int_{0}^{T} \int_{0}^{T} \mathbb{E}_0 \left[ ((D_{x_2} Z(h))^{\mathbb{T}} B D_{x_1} Z(h)) \right] d x_1 d x_2 = \int_{0}^{T} \int_{0}^{T} \mathbb{E}_0 \left[ |D_{x_1} Z(h)|^2 \right] d x_1 d x_2
\]

\[
= \int_{0}^{T} \int_{0}^{T} \mathbb{E}_0 \left[ (\hat{h}_1)^2 (\hat{h}_j)^2 \right] d x_1 d x_2
\]

\[
= \sum_{i,j=1}^{d} \int_{0}^{T} \int_{0}^{T} \mathbb{E}_0 \left[ (\hat{h}_1)^2 (\hat{h}_j)^2 \right] d x_1 d x_2.
\]

With inequality (7.2), we find:

\[
\int_{0}^{T} \int_{0}^{T} \mathbb{E}_0 \left[ ((D_{x_1} Z(h))^{\mathbb{T}} B D_{x_1} Z(h)) \right] d x_1 d x_2
\]

\[
\leq 3 \sum_{i,j=1}^{d} \int_{0}^{T} \int_{0}^{T} \mathbb{E}_0 \left[ (\hat{h}_1)^2 (\hat{h}_j)^2 \right] d x_1 d x_2
\]

\[
= 3 \int_{0}^{T} \mathbb{E}_0 \left[ (\hat{h}_1)^2 \right] d x_1 \int_{0}^{T} \mathbb{E}_0 \left[ (\hat{h}_j)^2 \right] d x_2
\]

\[
= 3 \left( \int_{0}^{T} \mathbb{E}_0 \left[ |D_{x_1} Z(h)|^2 \right] d x_1 \right)^2
\]

\[
= 3 \left( \int_{0}^{T} \mathbb{E}_0 \left[ (D_{x_1} Z(h)^{\mathbb{T}} B(D_{x_1} Z(h)) \right] d x_1 \right)^2
\]
= 3 \left(2 \mathbb{E}_0 \left[Z(h)^\top BZ(h)\right]\right)^2 = 12 \mathbb{E}_0 \left[Z(h)^\top BZ(h)\right]^2.

Hence:
\begin{align*}
\left| \int_0^T \int_0^T \int_{x^2}^{x^2} |f(x_1, x_2; t)| \, \mathbb{E}_0 \left[\|C g(t)\| \|C D_{x_1} Z(h)\| \|C D_{x_2} Z(h)\| \left(1 + \frac{Z(h)^\top BZ(h)}{a} \right)\right] \, dx_1 dx_2 dt \right| \\
\leq \left( \frac{d}{2} \int_0^T \mathbb{E}_0[Z_t^2] dt \right)^{1/2} \left( \frac{d}{2} \int_0^T \mathbb{E}_0[Z(h)^\top BZ(h)] dt \right)^{1/2} \left( \frac{d}{2} \int_0^T \mathbb{E}_0[Z(h)^\top BZ(h)]^2 dt \right)^{1/2} \\
= \left( \frac{45d}{2} \int_0^T \mathbb{E}_0[Z_t^2] dt \right)^{1/2} \mathbb{E}_0[Z(h)^\top BZ(h)]^2.
\end{align*}

(d) We find for the left-hand side of inequality (7.1), \( a > 0 \) and \( k \in (0, 1) \):
\begin{align*}
(2d - 5) \mathbb{E}_0 \left[ \left(1 + \frac{Z(h)^\top BZ(h)}{a} \right)^{1/2} - \frac{56}{\sqrt{a}} \int_0^T \int_0^T \int_{x^2}^{x^2} |f(x_1, x_2; t)| \, dx_1 dx_2 dt \right] \\
\times \mathbb{E}_0 \left[\|C g(t)\| \|C D_{x_1} Z(h)\| \|C D_{x_2} Z(h)\| \left(1 + \frac{Z(h)^\top BZ(h)}{a(1 - k)^2} \right)\right] \, dx_1 dx_2 dt \\
\geq (2d - 5) \left(1 + \frac{\mathbb{E}_0[Z(h)^\top BZ(h)]}{a} \right)^{-2} \\
- \frac{56\sqrt{d}}{k^2 \sqrt{2a}} \int_0^T \mathbb{E}_0[Z_t^2] dt \mathbb{E}_0[Z(h)^\top BZ(h)] \\
- \frac{56\sqrt{45d}}{a(1 - k)^2 \sqrt{2a}} \int_0^T \mathbb{E}_0[Z_t^2] dt \mathbb{E}_0[Z(h)^\top BZ(h)]^2.
\end{align*}

For concrete situations, this last expression can be useful to find possible values for \( a \). It is however obvious that the calculations above do not provide the optimal value for \( a \).

**Example 7.2.** (a) In practice it may be useful to consider a noise that has a constant variance. We consider thus the model given by the equation
\begin{equation}
X_0 = 0; \quad X_t = u_t + \epsilon t^{-H} Z_t, \quad t \in (0, T),
\end{equation}
where \( \epsilon > 0 \) and \((Z_t)_{t \in [0, T]}\) is a standard Rosenblatt process with Hurst parameter \( H \in (1/2, 1) \). We have then \( \mathbb{E}_u[(X_t - u_t)^2] = \epsilon^2 t^{-2H} t^{2H} = \epsilon^2 \) for every \( t \in (0, T] \). To simplify notations and to avoid confusion with the initial model, we write:
\begin{equation}
\tilde{X}(t, \epsilon, T) = u_t + \epsilon t^{-H} Z_t = u_t + \tilde{Z}(t, \epsilon, T), \quad t \in (0, T),
\end{equation}

\[ \tilde{Z}(t, \epsilon, T) = \tilde{Z}(t, \epsilon, T) \]
and we define $\tilde{X}(0, \epsilon, T) = 0$. We use only simple random variables $\tilde{X}(t_i, \epsilon, T)$ to construct an estimator of the form

$$
\tilde{X}(t, \epsilon, T) - \tilde{\xi}_a(t, \epsilon, T) = \tilde{X}(t, \epsilon, T) - \frac{\tilde{g}(t, \epsilon, T)^\top \tilde{B}(\epsilon, T) \tilde{X}(t_i, \epsilon, T)}{a + X(t_i, \epsilon, T)^\top B(\epsilon, T) X(t_i, \epsilon, T)}
$$

(7.6)

where $t_i = iT/d$ for $i = 1, \ldots, d$ and $d \geq 3$. Clearly $t_i$ depends on $T$ and we do not insist on this obvious dependence in the calculations below. We have used the following notations:

$$
\tilde{X}(t_i, \epsilon, T) = (\tilde{X}(t_1, \epsilon, T), \ldots, \tilde{X}(T, \epsilon, T))^\top,
$$

$$
\tilde{B}(\epsilon, T) = \left( \int_0^T \tilde{g}(t, \epsilon, T) \tilde{g}(t, \epsilon, T)^\top dt \right)^{-1},
$$

and for $t \in (0, T]$:

$$
\tilde{g}(t, \epsilon, T) = (\tilde{g}_1(t, \epsilon, T), \ldots, \tilde{g}_d(t, \epsilon, T))^\top,
$$

$$
\tilde{g}_i(t, \epsilon, T) = \mathbb{E}_u \left[ \tilde{Z}(t_i, \epsilon, T) \tilde{Z}(t_i, \epsilon, T) \right].
$$

We define $\tilde{g}_i(0, \epsilon, T) = 0$. The functions $\tilde{g}_i(\cdot, \epsilon, T)$ are right-continuous in $t = 0$. We have seen in Theorem 4.1 that the estimator defined in Eq. (7.6) has smaller risk than the standard estimator if $a > A(\epsilon, T)$ where $A(\epsilon, T)$ does not depend on the drift and is supposed to be chosen as the infimum of all possible (positive) values. We prove the relation

$$
A(\epsilon, T) \epsilon^2 T = A(1, 1)
$$

(7.7)
in Section 9.5. We have obviously:

- $A(\epsilon, T)$ decreases if $\epsilon > 0$ is fixed and $T$ increases,
- $A(\epsilon, T)$ decreases if $\epsilon > 0$ increases and $T$ is fixed.

This observation reflects our intuition: if $\epsilon > 0$ is small, $\tilde{X}(t, \epsilon, T) \approx u_t$. Since it is not possible to improve upon the “estimator” $(u_t)_{t \in [0, T]}$, the term $\tilde{\xi}_a(t, \epsilon, T)$ in our estimator should be small. This is realized in particular if $A(\epsilon, T) \rightarrow \infty$ for $\epsilon \downarrow 0$. On the other hand, a large value for $\epsilon$ reflects an important noise. The standard estimator for the drift is thus not very good and the term $\tilde{\xi}_a(t, \epsilon, T)$ in $\tilde{X}(t, \epsilon, T)$ should allow an improvement upon $\tilde{X}(t, \epsilon, T)$. This is realized in particular if $A(\epsilon, T) \downarrow 0$ for $\epsilon \rightarrow \infty$. If $A(\epsilon, T)$ or $A(1, 1)$ cannot be chosen as the infimum of all possible values, Eq. (7.7) becomes an inequality. For instance, if $A(1, 1)$ is estimated by $A'(1, 1)$ and is not optimal, we do not have an optimal value for $A(\epsilon, T)$ either, but we can state:

$$
A(\epsilon, T) \leq \frac{A'(1, 1)}{T \epsilon^2}.
$$
For \( d = 3 \) and \( H = 0.55 \), numerical calculations and the estimations of Remark 7.1 give for instance \( A'(1, 1) \approx 4.727 \times 10^7 \), with \( T = 1000 \) and \( \epsilon = 100 \), we find \( A(\epsilon, T) \leq 4.727 \). We notice that \( \epsilon^2 T \) is the variance of the noise integrated over the interval \([0, T]\). We have \( \int_0^T \mathbb{E}_u[\tilde{Z}(t, \epsilon, T)^2]dt = \epsilon^2 T \).

(b) It should be noticed that similar calculations can be made for the process given by

\[
X_t = u_t + \epsilon Z_t, \quad t \in [0, T],
\]

where \((Z_t)_{t \in [0, T]}\) is a standard Rosenblatt process as above. We find then:

\[
A(\epsilon, T)\epsilon^2 T^{2H+1} = A(1, 1).
\]

We have for the process defined by Eq. (7.8):

\[
\int_0^T \mathbb{E}_u[(X_t - u_t)^2]dt = \int_0^T \epsilon^2 \mathbb{E}_u[\tilde{Z}(t, \epsilon, T)^2]dt = \epsilon^2 T^{2H+1}.
\]

The factor \( \epsilon^2 T^{2H+1} \) is again a multiple of the variance of the process integrated over \([0, T]\).

We conclude:

**Proposition 7.3.** Consider a Rosenblatt process \((Z_t)_{t \in [0, T]}\) with Hurst parameter \(1/2 < H < 1\) and the situation defined in Eq. (7.4) respectively in Eq. (7.5) by:

\[
X_0 = 0; \quad X_t = u_t + \epsilon t^{-H}Z_t, \quad t \in (0, T],
\]

\[
\tilde{X}(0, \epsilon, T) = 0; \quad \tilde{X}(t, \epsilon, T) = u_t + \epsilon t^{-H}Z_t = u_t + \tilde{Z}(t, \epsilon, T), \quad t \in (0, T],
\]

with \( \epsilon = 100 \) and \( T = 1000 \). Consider the functions

\[
\tilde{g}_t(\cdot, \epsilon, T) : t \mapsto \mathbb{E}_u[\tilde{Z}(t, \epsilon, T)\tilde{Z}(t, \epsilon, T)]
\]

and \( d = 3 \). The estimator defined in Eq. (7.6) by

\[
\tilde{X}(t, \epsilon, T) - \tilde{X}_a(t, \epsilon, T) = \tilde{X}(t, \epsilon, T) - \frac{\tilde{g}(t, \epsilon, T)\tilde{B}(\epsilon, T)\tilde{X}(t, \epsilon, T)}{a + \tilde{X}(t, \epsilon, T)\tilde{B}(\epsilon, T)\tilde{X}(t, \epsilon, T)}
\]

has smaller risk than the standard estimator for \( a > 4.727 \).

### 7.2. Estimating \( A \) in the martingale case

As we did in Section 7.1, we can estimate the constant \( A \) in the martingale case. We notice that inequality (7.3) holds generally for a noise living in the second chaos and is not specific for the case of the Rosenblatt process.

We choose in Eq. (4.1) \( f(x_1, x_2; t) := 1_{[0 \leq \min(x_1, x_2) \leq \max(x_1, x_2) \leq t]} / 2 \). This leads to the process \((X_t)_{t \in [0, T]}\) defined by:

\[
X_t = u_t + \int_0^T \int_0^T \frac{1}{2} 1_{[0 \leq \min(x_1, x_2) \leq \max(x_1, x_2) \leq t]}dW^u_{x_1}dW^u_{x_2}.
\]

\[
\text{(7.9)}
\]
\[
X_t = u_t + \frac{1}{2} \left[ (W^u_t)^2 - t \right], \quad t \in [0, T].
\]

The noise \( Z_t = 1/2 \left[ (W^u_t)^2 - t \right] \) is a self-similar process. This follows from the self-similarity of the Brownian motion. We prove the equivalence of all finite dimensional distributions. Consider \( s > 0 \) and \( t_1, \ldots, t_n \in \mathbb{R} \), then:

\[
\mathbb{P}_u (Z_{st_1} \leq a_1, \ldots, Z_{st_n} \leq a_n) = \mathbb{P}_u \left( (W^u_{st_1})^2 \leq 2a_1 + ts_i, \; i = 1, \ldots, n \right)
= \mathbb{P}_u \left( s(W^u_{ti})^2 \leq 2a_1 + ts_i, \; i = 1, \ldots, n \right)
= \mathbb{P}_u \left( \frac{s}{2} [(W^u_t)^2 - t_i] \leq a_i, \; i = 1, \ldots, n \right)
= \mathbb{P}_u (sZ_{t_1} \leq a_1, \ldots, sZ_{t_n} \leq a_n).
\]

Thus \( (Z_{ct}) \overset{(d)}{=} (c Z_t) \) where \( \overset{(d)}{=} \) means equivalence of all finite dimensional distributions.

We consider the analogue of Eq. (7.4) in the present context:

\[
\tilde{X}(0, \epsilon, T) := 0; \quad \tilde{X}(t, \epsilon, T) = u_t + \frac{\sqrt{2\epsilon}}{t} \left( (W^u_t)^2 - t \right) / 2, \quad t \in (0, T]. \tag{7.10}
\]

The estimation of the constant \( A \) for the model Eq. (7.10) is analogue to the estimation in Section 7.1. We consider again a drift estimator of the form

\[
\tilde{X}(t, \epsilon, T) - \tilde{\xi}_a(t, \epsilon, T) = \tilde{X}(t, \epsilon, T) - \frac{\hat{g}(t, \epsilon, T)^\top B(\epsilon, T) \tilde{X}(t, \epsilon, T)}{a + X(t, \epsilon, T)}
= \frac{\hat{g}(t, \epsilon, T)^\top B(\epsilon, T) X(t, \epsilon, T)}{a + X(t, \epsilon, T)} \tag{7.11}
\]

and \( t_i = iT/d \) for \( d \geq 3 \). Using the relation

\[
\mathbb{E}_u \left[ \left( (W^u_a)^2 - a \right) \left( (W^u_b)^2 - b \right) \right] = 2 \min \{a, b\}^2,
\]

we find that:

\[
\text{Cov}_u (\tilde{X}(t, \epsilon, T), \tilde{X}(t_i, \epsilon, T)) = \frac{\epsilon^2}{t_i} \min \{t, t_i\}^2.
\]

With the self-similarity of the noise \( (Z_t)_{t \in [0, T]} \) we can prove an analogue of Eq. (7.7) and find numerically as in Section 7.1 for \( d = 3, T = 1000 \) and \( \epsilon = 100 \) that \( A(\epsilon, T) \leq 1.057 \). We conclude:

**Proposition 7.4.** Consider the situation defined in Eq. (7.10) by:

\[
\tilde{X}(0, \epsilon, T) := 0; \quad \tilde{X}(t, \epsilon, T) = u_t + \frac{\sqrt{2\epsilon}}{t} \left( (W^u_t)^2 - t \right) / 2 = u_t + \tilde{Z}(t, \epsilon, T), \quad t \in (0, T],
\]

with \( \epsilon = 100 \) and \( T = 1000 \). Consider the functions

\[
\tilde{g}_i(\cdot, \epsilon, T) : t \mapsto \mathbb{E}_u [\tilde{Z}(t, \epsilon, T) \tilde{Z}(t_i, \epsilon, T)]
\]
and \( d = 3 \). The estimator defined in Eq. (7.11) by

\[
\hat{X}(t, \epsilon, T) - \tilde{\zeta}_a(t, \epsilon, T) = \hat{X}(t, \epsilon, T) - \frac{\tilde{g}(t, \epsilon, T)^T \tilde{B}(T) \hat{X}(t_i, \epsilon, T)_i}{a + X(t_i, \epsilon, T)_i^T \tilde{B}(T) X(t_i, \epsilon, T)_i}
\]

has smaller risk than the standard estimator for \( a > 1.057 \).

8. Discrete-time results

In this section, we give, without proof, a discrete version of the continuous-time models considered so far.

8.1. Discrete-time version of the estimator

Consider the martingale case of Section 6.1. In Proposition 5.1, we have noticed that the results of Theorem 4.1 hold in a Wiener-Itô chaos of higher order. We consider a stochastic process \( X_t \) with:

\[
X_t = u_t + \sum_{n=0}^{\infty} H_n \left( \frac{W^n}{\sqrt{t}} \right) \sqrt{\sigma^n}, \quad t \in [0, T],
\]

where \( H_n \) is the Hermite polynomial of order \( n \). Using the properties of the Hermite polynomials and the classical version of the integration by parts formula, we can show the following discrete version of Theorem 4.1:

Theorem 8.1. Consider the \( d \)-dimensional random vector

\[
X^\top = (\ldots, X_i, \ldots) = \left( \ldots, \frac{1}{n!} H_n \left( \frac{Y_i}{\sqrt{\sigma_{i,i}}} \right) \sqrt{\sigma_{i,i}^n} + \mu_i, \ldots \right),
\]

where

\[
Y \sim \mathcal{N}(0, \Sigma), \quad \Sigma = \begin{pmatrix} \sigma_{1,1} & \cdots & \sigma_{1,d} \\ \vdots & \ddots & \vdots \\ \sigma_{d,1} & \cdots & \sigma_{d,d} \end{pmatrix},
\]

and the matrix \( \Sigma \) is positive definite and symmetric. We write \( A^*n \) for the Hadamard product of \( n \) matrices \( A \). The estimator

\[
\delta(X) = X - \frac{n! (\Sigma^{*n})^{-1} X}{a + \|n! (\Sigma^{*n})^{-1} X\|^2} = X - \frac{\text{Cov}_\mu(X)^{-1} X}{a + \|\text{Cov}_\mu(X)^{-1} X\|^2}
\]

has smaller risk than \( X \) as an estimator for \( \mu \) with respect to the quadratic loss function, provided that \( a \) is large enough and \( d \geq 3 \).
8.2. Approximation of the discrete-time estimator

Consider the discrete situation with $Y \sim \mathcal{N}(0, \Sigma)$ and

$$X_i = \frac{1}{n!} H_n \left( \frac{Y_i}{\sigma_{i,i}} \right) \sqrt{\sigma_{i,i}} + \mu_i, \quad i = 1, \ldots, d. \quad (8.3)$$

Suppose that $\Sigma = (\min \{t_i, t_j\})_{i,j=1,\ldots,d}$ for $0 < t_1 < t_2 < \ldots < t_d < T$. This corresponds to $Y_i = W_{t_i}$ for a standard Brownian motion. Eq. (8.3) can be regarded as the discrete version of Eq. (8.1). The estimator given in Eq. (8.2) is connected to the estimator for the continuous-time model. We can recover the estimator for the discrete-time model by considering the continuous-time version and choosing $h_i$: $t \mapsto \min \{t_i, t\}$ and approximating the integrals

$$\int_0^T g_i(s)g_j(s)ds$$

appearing in $B$ by Riemann sums. We find that the estimator for the continuous version becomes for $t = t_j$:

$$\delta'(X) \approx X_{t_j} - \frac{a! \frac{m!}{a!} \frac{m!}{a!} X(h)}{a + d\|m! (\Sigma^{sm})^{-1} X(h)\|^2}.$$  (9.1)

This corresponds to the $j$-th component of the estimator for the discrete version up to a factor $d$ (which can be eliminated by replacing $a$ by $ad$ in the estimator for the continuous version).

9. Appendix

9.1. Proof of Theorem 2.1

Let $(\xi_t)_{t \in [0, T]}$ be an unbiased adapted drift estimator:

$$\mathbb{E}_u[\xi_t] = \mathbb{E}_u[u_t], \quad t \in [0, T],$$

where $u_t = \int_0^t u_s ds$. Consider $v_t := \int_0^t b_s^2 ds$. Condition 4 implies that $u + \epsilon v \in L^2(\Omega \times [0, T], \mathbb{P}_{u+\epsilon v} \otimes \lambda_T)$ and $u_t + \epsilon v_t = \int_0^t (\dot{u}_s + \epsilon b_s^2) ds$. We can suppose without loss of generality that $U \subset (-1, 1)$. We have for the unbiased adapted drift estimator for every $|\epsilon| < 1$ and $t \in [0, T]$:

$$\mathbb{E}_{u+\epsilon v} [\xi_t] = \mathbb{E}_{u+\epsilon v} [u_t + \epsilon v_t]$$

and

$$\mathbb{E}_{u+\epsilon v} [\xi_t - u_t] = \epsilon \mathbb{E}_{u+\epsilon v} [v_t] = \epsilon \mathbb{E}_{u+\epsilon v} \left[ \int_0^t b_s^2 ds \right] < \infty. \quad (9.1)$$

(a) We have:

$$dX_t = \dot{u}_t dt + b_t dW^u_t, \quad (9.2)$$
where \((W^u_t)_{t \in [0,T]}\) is a standard Wiener process with respect to \(\mathbb{P}_u\). Since condition 1 holds, we can use Girsanov’s theorem and define \(Q\) by:

\[
\frac{dQ}{d\mathbb{P}_u} = M_T \quad \text{and} \quad \frac{d\mathbb{P}_u}{dQ} = M_T^{-1}
\]

for

\[
M_t := \exp \left( - \int_0^t \frac{\dot{u}_s}{b_s} dW^u_s - \frac{1}{2} \int_0^t \left( \frac{\dot{u}_s}{b_s} \right)^2 ds \right), \quad t \in [0,T].
\]

We then have with Eq. (9.2):

\[
\frac{d\mathbb{P}_u}{dQ} = \exp \left( \int_0^T \frac{\dot{u}_s}{b_s} dW^u_s + \frac{1}{2} \int_0^T \left( \frac{\dot{u}_s}{b_s} \right)^2 ds \right) = \exp \left( \int_0^T \frac{\dot{u}_s}{b_s} dX_s - \frac{1}{2} \int_0^T \left( \frac{\dot{u}_s}{b_s} \right)^2 ds \right) = \exp \left( \int_0^T \frac{\dot{u}_s}{b_s} dX_s - \frac{1}{2} \int_0^T \left( \frac{\dot{u}_s}{b_s} \right)^2 ds \right) = \exp \left( \int_0^T \frac{\dot{u}_s}{b_s} dX_s - \frac{1}{2} \int_0^T \left( \frac{\dot{u}_s}{b_s} \right)^2 ds \right).
\]

(b) We have:

\[
\frac{d}{d\epsilon} \mathbb{E}_{u+\epsilon v}[\xi_t - u_t]_{\epsilon=0} = \frac{d}{d\epsilon} \mathbb{E}_Q \left[ (\xi_t - u_t) \exp \left( \int_0^T \frac{\dot{u}_s + \epsilon b_s^2}{b_s^2} dX_s - \frac{1}{2} \int_0^T \left( \frac{\dot{u}_s + \epsilon b_s^2}{b_s^2} \right)^2 ds \right) \right]_{\epsilon=0} = \mathbb{E}_Q \left[ (\xi_t - u_t) \frac{d}{d\epsilon} \left( \Lambda(u + \epsilon v) \right)_{\epsilon=0} \right] = \mathbb{E}_Q \left[ (\xi_t - u_t) \frac{d}{d\epsilon} \left( \log \Lambda(u + \epsilon v) \right)_{\epsilon=0} \Lambda(u) \right] = \mathbb{E}_u \left[ (\xi_t - u_t) \frac{d}{d\epsilon} \left( \log \Lambda(u + \epsilon v) \right)_{\epsilon=0} \right].
\]

We have then for \(\frac{d}{d\epsilon} \mathbb{E}_{u+\epsilon v}[\xi_t - u_t]_{\epsilon=0}:

\[
\frac{d}{d\epsilon} \mathbb{E}_{u+\epsilon v}[\xi_t - u_t]_{\epsilon=0} = \mathbb{E}_u \left[ (\xi_t - u_t) \frac{d}{d\epsilon} \left( \int_0^T \frac{\dot{u}_s + \epsilon b_s^2}{b_s^2} dX_s - \frac{1}{2} \int_0^T \left( \frac{\dot{u}_s + \epsilon b_s^2}{b_s^2} \right)^2 ds \right) \right]_{\epsilon=0}.
\]
We give a justification for the interchange of differentiation and integration in (d) below. We condition on \( \mathcal{F}_t \) and use the fact that \( \left( \int_0^t b_s dW_s^u \right)_{t \in [0,T]} \) is a \( (\mathcal{F}_t)_{t \in [0,T]} \)-martingale to get:

\[
\frac{d}{dc} \mathbb{E}_{u+ce}[\xi_t - u_t]_{c=0} = \mathbb{E}_u \left[ \mathbb{E}_u \left[ (\xi_t - u_t) \int_0^T b_s dW_s^u | \mathcal{F}_t \right] \right] = \mathbb{E}_u \left[ (\xi_t - u_t) \int_0^t b_s dW_s^u \right].
\] (9.3)

(c) We apply the same procedure to calculate \( \frac{d}{dc} \mathbb{E}_{u+ce}[v_t]_{c=0} \). We give a justification for the existence of \( \frac{d}{dc} \mathbb{E}_{u+ce}[v_t]_{c=0} \) in (d).

\[
\frac{d}{dc} \mathbb{E}_{u+cv}[v_t]_{c=0} = 1 \mathbb{E}_{u+cv}[v_t]_{c=0} + 0 \frac{d}{dc} \mathbb{E}_{u+cv}[v_t]_{c=0} = \mathbb{E}_u \left[ \int_0^t b_s^2 ds \right].
\] (9.4)

Comparing Eq. (9.1), Eq. (9.3) and Eq. (9.4), we get:

\[
\mathbb{E}_u \left[ \int_0^t b_s^2 ds \right] = \mathbb{E}_u \left[ (\xi_t - u_t) \int_0^t b_s dW_s^u \right].
\]

We apply the Cauchy-Schwarz inequality and the Itô isometry to get:

\[
\mathbb{E}_u \left[ \int_0^t b_s^2 ds \right]^2 \leq \mathbb{E}_u \left[ (\xi_t - u_t)^2 \right] \mathbb{E}_u \left[ \left( \int_0^t b_s dW_s^u \right)^2 \right] \leq \text{Var}_u(\xi_t) \mathbb{E}_u \left[ \int_0^t b_s^2 ds \right].
\]
Thus:

$$E_u \left[ \int_0^t b_s^2 ds \right] \leq \text{Var}_u(\xi_t).$$

(9.5)

We calculate $\text{Var}_u(X_t) = E_u \left[ (X_t - u_t)^2 \right]$ by applying the Itô isometry:

$$\text{Var}_u(X_t) = E_u \left[ (X_t - u_t)^2 \right] = E_u \left[ \left( \int_0^t b_s dW_s^u \right)^2 \right] = E_u \left[ \int_0^t b_s^2 ds \right].$$

(9.6)

Comparing inequality (9.5) and Eq. (9.6), we get:

$$\text{Var}_u(X_t) \leq \text{Var}_u(\xi_t).$$

(d) Justification for the interchange of the expectation and the differentiation.

(i) We calculate $\Lambda(u + \epsilon v)$ and $\frac{d}{d\epsilon} \Lambda(u + \epsilon v)$.

$$\Lambda(u + \epsilon v) = \exp \left[ \int_0^T \frac{\dot{u}_s + \epsilon b_s}{b_s^2} dX_s - \frac{1}{2} \int_0^T \left( \frac{\dot{u}_s + \epsilon b_s}{b_s} \right)^2 ds \right]$$

$$= \exp \left[ \int_0^T \frac{\dot{u}_s}{b_s^2} dX_s + \epsilon \int_0^T dX_s - \frac{1}{2} \int_0^T \frac{\dot{u}_s}{b_s} \right] \left. \right|_{s = 0}^{s = T}$$

$$- \frac{1}{2} \epsilon \int_0^T \frac{\dot{u}_s b_s^2}{b_s^2} ds - \frac{1}{2} \epsilon^2 \int_0^T \frac{b_s^4}{b_s^2} ds \right]$$

$$= \Lambda(u) \exp(\epsilon X_T - \epsilon u_T) \exp \left( -\frac{1}{2} \epsilon^2 \int_0^T b_s^2 ds \right)$$

$$= \Lambda(u) \exp \left[ \epsilon (X_T - u_T) \right] \exp \left( -\frac{1}{2} \epsilon^2 \int_0^T b_s^2 ds \right).$$

The derivative $\frac{d}{d\epsilon} \Lambda(u + \epsilon v)$ equals then:

$$\Lambda(u) \left[ (X_T - u_T) \exp \left[ \epsilon (X_T - u_T) \right] \exp \left( -\frac{1}{2} \epsilon^2 \int_0^T b_s^2 ds \right) \right.$$  

$$+ \exp \left[ \epsilon (X_T - u_T) \right] \left( -\frac{1}{2} \epsilon \int_0^T b_s^2 ds \right) \left. \right|_{s = 0}^{s = T} \exp \left( -\frac{1}{2} \epsilon^2 \int_0^T b_s^2 ds \right) \right]$$

$$= \Lambda(u) \exp \left[ \epsilon (X_T - u_T) \right] \exp \left( -\frac{1}{2} \epsilon^2 \int_0^T b_s^2 ds \right)$$

$$\times \left[ (X_T - u_T) - \epsilon \int_0^T b_s^2 ds \right]$$

$$= \Lambda(u + \epsilon v) \left( \int_0^T b_s dW_s^u - \epsilon \int_0^T b_s^2 ds \right).$$
(ii) We have to show:

$$\left| (\xi_t - u_t) \frac{d}{dc} \Lambda(u + cv) \right| \leq M \in L^1(Q).$$

Then it is possible to interchange the expectation and the derivative. We have \( \exp(|\epsilon x|) \leq \exp(|x|) \) for every \( \epsilon \) with \( |\epsilon| < 1 \) and thus:

$$\left| (\xi_t - u_t) \frac{d}{dc} \Lambda(u + cv) \right|$$

\[ \leq |\xi_t - u_t| \Lambda(u) \exp \left[ \epsilon (X_T - u_T) \right] \exp \left( -\frac{1}{2} \epsilon^2 \int_0^T b_s^2 ds \right) \]

\[ \times \left| \int_0^T b_s dW_s^u - \epsilon \int_0^T b_s^2 ds \right| \]

\[ \leq |\xi_t - u_t| \Lambda(u) \exp \left( |\epsilon (X_T - u_T)| \right) \left( \left| \int_0^T b_s dW_s^u \right| + |\epsilon| \left| \int_0^T b_s^2 ds \right| \right) \]

\[ \leq |\xi_t - u_t| \Lambda(u) \exp \left( \left| \int_0^T b_s dW_s^u \right| \right) \left( \left| \int_0^T b_s dW_s^u \right| + \left| \int_0^T b_s^2 ds \right| \right) \]

\[ \leq |\xi_t - u_t| \Lambda(u) \exp \left( \left| \int_0^T b_s dW_s^u \right| \right) \]

\[ \times \left[ \exp \left( \left| \int_0^T b_s dW_s^u \right| \right) + \int_0^T b_s^2 ds \right] \]

\[ =: M. \]

We have with conditions 2 and 3:

$$\mathbb{E}_Q[M] = \mathbb{E}_u \left\{ \frac{|\xi_t - u_t|}{\epsilon} \left[ \exp \left( \left| \int_0^T b_s dW_s^u \right| \right) \right] ^2 \right\}$$

\[ \in L^2(\Omega, \mathbb{P}_u) \]

\[ + \mathbb{E}_u \left\{ \frac{|\xi_t - u_t|}{\epsilon} \exp \left( \left| \int_0^T b_s dW_s^u \right| \right) \left| \int_0^T b_s^2 ds \right| \right\} \]

\[ \in L^4(\Omega, \mathbb{P}_u) \]

\[ < \infty. \]

(iii) A similar argument proves the existence of \( \frac{d}{dc} \mathbb{E}_{u+c\epsilon}[v_t]_{c=0}. \) \( \square \)
9.2. Proof of Theorem 2.2

(1) We know that (see [17, p.15-16]) the class of elementary adapted processes is dense in the space of adapted and square-integrable (with respect to \( P_{u \otimes \lambda_T} \)) processes \( L^2_{ap}(\Omega \times [0, T]) \). Every elementary adapted process \((v_t)_{t \in [0,T]}\) can be written as

\[
\sum_{i=1}^{n} F_i 1_{(t_i,t_{i+1})}(t), \quad t \in [0, T],
\]

where \( 0 \leq t_1 < \ldots < t_{n+1} \leq T \) are elements of \([0,T]\) and every \( F_i \) is \( \mathcal{F}_{t_i} \)-measurable and square-integrable (with respect to \( \mathbb{P}_u \)). We can find a sequence of elementary adapted processes \((b_{s,n})_{s \in [0,T]}\) with

\[
\lim_{n \to +\infty} \mathbb{E}_u \left[ \int_0^T (b_s - b(s,n))^2 \, ds \right] = 0. \tag{9.7}
\]

We define for \( 1 > \epsilon > 0, \ M > \epsilon \) and \( n \in \mathbb{N} \):

\[
X_{t,\epsilon,M,n} = u_t + \int_0^t b(s,n)^M dW_s^u, \quad t \in [0, T]
\]

where \( b(\cdot,n)^M \) is the truncated version of the process \( b(\cdot,n) \). We define:

\[
b(s,n)^M = \begin{cases} 
  b(s,n) & \text{if } \epsilon < |b(s,n)| \leq M \\
  \epsilon & \text{if } 0 \leq b(s,n) \leq \epsilon \\
  -\epsilon & \text{if } 0 > b(s,n) \geq -\epsilon \\
  M & \text{if } b(s,n) > M \\
  -M & \text{if } b(s,n) < -M
\end{cases}
\]

and

\[
b(s,n)^M = \begin{cases} 
  b(s,n) & \text{if } |b(s,n)| \leq M \\
  M & \text{if } b(s,n) > M \\
  -M & \text{if } b(s,n) < -M
\end{cases}
\]

(a) We show:

\[
\lim_{n \to +\infty} \lim_{M \to +\infty} \lim_{\epsilon \to 0^+} \mathbb{E}_u \left[ \int_0^T (b_s - b(s,n)^M)^2 \, ds \right] = 0.
\]

We calculate

\[
\lim_{\epsilon \to 0^+} \mathbb{E}_u \left[ \int_0^T (b_s - b(s,n)^M)^2 \, ds \right].
\]

We have for every \( 1 > \epsilon > 0 \) and every fixed \( n \in \mathbb{N}, \ M > \epsilon \):

\[
(b_s - b(s,n)^M)^2 \leq 2b_s^2 + 2 \left(b(s,n)^M\right)^2 \leq 2b_s^2 + 2|b(s,n)|^2 + 2.
\]
Since $\mathbb{E}_u \left[ \int_0^T b_s^2 ds \right] < \infty$ and $(b(s,n))_{s \in [0,T]}$ is an elementary adapted process, we can apply Lebesgue’s theorem and we get:

$$\lim_{\epsilon \to 0^+} \mathbb{E}_u \left[ \int_0^T \left( b_s - b(s,n)_\epsilon^M \right)^2 ds \right] = \mathbb{E}_u \left[ \int_0^T \lim_{\epsilon \to 0^+} \left( b_s - b(s,n)_\epsilon^M \right)^2 ds \right] = \mathbb{E}_u \left[ \int_0^T \left( b_s - b(s,n)_\epsilon^M \right)^2 ds \right].$$

We notice that $\lim_{\epsilon \to 0^+} b(s,n)_\epsilon^M = b(s,n)^M$ holds almost surely. Indeed:

- If $b(s,n)^M(\omega) \neq 0$, we have $b(s,n)^M(\omega) = b(s,n)^M(\omega)$ for all sufficiently small $\epsilon > 0$.
- If $b(s,n)^M(\omega) = 0$, we have $b(s,n)(\omega) = 0$, $b(s,n)_\epsilon^M(\omega) = \epsilon$ and thus:

$$\lim_{\epsilon \to 0^+} b(s,n)_\epsilon^M(\omega) = \lim_{\epsilon \to 0^+} \epsilon = 0.$$

(b) Now we calculate:

$$\lim_{M \to \infty} \lim_{\epsilon \to 0^+} \mathbb{E}_u \left[ \int_0^T \left( b_s - b(s,n)_\epsilon^M \right)^2 ds \right].$$

We have for every $M > 1$ and every fixed $n \in \mathbb{N}$:

$$\left( b_s - b(s,n)^M \right)^2 \leq 2b_s^2 + 2 \left( b(s,n)^M \right)^2 \leq 2b_s^2 + 2|b(s,n)|^2.$$

Since $\mathbb{E}_u \left[ \int_0^T b_s^2 ds \right] < \infty$ and $(b(s,n))_{s \in [0,T]}$ is an elementary adapted process, we can apply Lebesgue’s theorem and we get together with (a):

$$\lim_{M \to \infty} \lim_{\epsilon \to 0^+} \mathbb{E}_u \left[ \int_0^T \left( b_s - b(s,n)_\epsilon^M \right)^2 ds \right] = \lim_{M \to \infty} \mathbb{E}_u \left[ \int_0^T \left( b_s - b(s,n)^M \right)^2 ds \right] = \mathbb{E}_u \left[ \int_0^T \lim_{M \to \infty} \left( b_s - b(s,n)^M \right)^2 ds \right] = \mathbb{E}_u \left[ \int_0^T \left( b_s - b(s,n) \right)^2 ds \right].$$

(c) We finally calculate

$$\lim_{n \to \infty} \lim_{M \to \infty} \lim_{\epsilon \to 0^+} \mathbb{E}_u \left[ \int_0^T \left( b_s - b(s,n)_\epsilon^M \right)^2 ds \right].$$
We have together with (a) and (b) and Eq. (9.7):

\[
\lim_{n \to \infty} \lim_{M \to \infty} \lim_{\epsilon \to 0^+} \mathbb{E}_u \left[ \int_0^T \left( b_s - b(s, n) \right)^2 ds \right] = 0.
\]

(2) We have for every \( t \in [0, T] \):

\[
\lim_{n \to \infty} \lim_{M \to \infty} \lim_{\epsilon \to 0^+} \mathbb{E}_u \left[ \left( X_{t, t, M, n} - u_t \right)^2 \right] = \mathbb{E}_u \left[ \left( X_t - u_t \right)^2 \right].
\]

Thus for every \( t \in [0, T] \):

\[
\lim_{n \to \infty} \lim_{M \to \infty} \lim_{\epsilon \to 0^+} \mathbb{E}_u \left[ (X_{t, t, M, n} - u_t)^2 \right] = \mathbb{E}_u \left[ (X_t - u_t)^2 \right].
\]  

(9.8)

(3) We check the conditions of Theorem 2.1 for the process \( b(\cdot, n)^M \). We suppose that \( \mathbb{P}_u (\int_0^T \dot{u}^2 dt \leq C) = 1 \) for some positive constant \( C \). We suppose that the elementary adapted process \( b(\cdot, n) \) can be written as:

\[
b(s, n) = \sum_{j=1}^{m} F_j [t_j, t_{j+1}](s),
\]

where without loss of generality \( t_1 = 0 \) and \( t_{m+1} = T \).

(a) With \( \mathbb{P}_u (\int_0^T \dot{u}^2 dt \leq C) = 1 \) and \( z \in U \), where \( U \subset (-1, 1) \) is a neighbourhood of 0, we obtain:

\[
\mathbb{E}_u \left[ \exp \left( \int_0^T \frac{1}{2} \left( \frac{\dot{u}_s + z \left( b(s, n)^M \right)}{b(s, n)^M} \right)^2 ds \right) \right] \leq \mathbb{E}_u \left[ \exp \left( \frac{1}{2} \int_0^T \left( \dot{u}_s + z \right)^2 ds + \frac{z^2}{2} \int_0^T (b(s, n)^M)^2 ds \right) \right] \leq \mathbb{E}_u \left[ \exp \left( \frac{1}{2} \int_0^T \dot{u}_s^2 ds + |z| \sqrt{T} \left( \int_0^T \dot{u}_s^2 ds \right)^{1/2} + \frac{z^2}{2} T M^2 \right) \right] \leq \mathbb{E}_u \left[ \exp \left( \frac{1}{2} \int_0^T \dot{u}_s^2 ds + |z| \sqrt{T} \left( \int_0^T \dot{u}_s^2 ds \right)^{1/2} + \frac{z^2}{2} T M^2 \right) \right] < \infty.
\]

The first inequality follows with the definition of \( b(s, n)^M \), the second inequality follows with the Cauchy-Schwarz inequality and since \( x \mapsto \exp(x) \) is an increasing function.
(b) We have:

\[ \left| \int_0^T b(s, n)_t^M dW_s^u \right| = \left| \sum_{i=1}^m (F_i)_{t_i}^M \left( W_{t_{i+1}}^u - W_{t_i}^u \right) \right| \]

\[ \leq \sum_{i=1}^m |(F_i)_{t_i}^M| |W_{t_{i+1}}^u - W_{t_i}^u| \]

\[ \leq \sum_{i=1}^m M |W_{t_{i+1}}^u - W_{t_i}^u|. \]

\[ \mathbb{E}_u \left[ \exp \left( \int_0^T b(s, n)_t^M dW_s^u \right)^4 \right] \leq \mathbb{E}_u \left[ \exp \left( 4M \sum_{i=1}^m |W_{t_{i+1}}^u - W_{t_i}^u| \right) \right] \]

\[ = \prod_{i=1}^m \mathbb{E}_u \left[ \exp \left( 4M Z_i \right) \right] < \infty. \]

We have used that the standard Wiener process has independent increments and considered \( Z_i \sim \mathcal{N}(0, t_{i+1} - t_i) \) with respect to \( \mathbb{P}_u \).

(c) We have:

\[ \mathbb{E}_u \left[ \left( \int_0^T b(s, n)_t^M ds \right)^4 \right] \leq (M^2 T)^4 < \infty. \]

(d) Finally:

\[ \int_0^T \mathbb{E}_u \left[ \left( \int_0^t b(s, n)_t^M ds \right)^2 \right] dt \leq \int_0^T M^4 t^2 dt = \frac{1}{3} M^4 T^3 < \infty. \]

(4) We suppose that \((u_t)_{t\in[0,T]}\) is \( \mathcal{F}_t \)-adapted and \( \mathbb{P}_u \left( \int_0^T \tilde{u}_s^2 ds \leq C \right) = 1 \) for a positive constant \( C \). We apply the results of Theorem 2.1 and get for every unbiased adapted drift estimator \( \xi_{t,c,M,n} \) in the situation \( X_{t,c,M,n} = u_t + \int_0^t b(s, n)_t^M dW_s^u \):

\[ \mathbb{E}_u \left[ (\xi_{t,c,M,n} - u_t)^2 \right] \geq \mathbb{E}_u \left[ (X_{t,c,M,n} - u_t)^2 \right], \quad t \in [0, T]. \]  

(9.9)

(5) We suppose as above that \((u_t)_{t\in[0,T]}\) is \( \mathcal{F}_t \)-adapted and \( \mathbb{P}_u \left( \int_0^T \tilde{u}_s^2 ds \leq C \right) = 1 \) for a positive constant \( C \). We now consider an unbiased adapted drift estimator \( (\xi_t)_{t\in[0,T]} \) for the situation

\[ X_t = u_t + \int_0^t b_s dW_s^u, \quad t \in [0, T]. \]

We also consider the “truncated model” defined above:

\[ X_{t,c,M,n} = u_t + \int_0^t b(s, n)_t^M dW_s^u, \quad t \in [0, T]. \]
From (4) above, for a deterministic drift \((u_t)_{t \in [0,T]}\) which satisfies the conditions of Section 2.1, we have in particular that inequality (9.9) holds.

(a) We define \(\xi_{t,\epsilon,M,n} = \mathbb{E}_u [\xi_t | X_{t,\epsilon,M,n}]\). The estimator \(\xi_{t,\epsilon,M,n}\) is a function of \(X_{t,\epsilon,M,n}\) only, \(\xi_{t,\epsilon,M,n}\) is an unbiased adapted drift estimator for the “truncated model”:

\[
\mathbb{E}_u[\xi_{t,\epsilon,M,n}] = \mathbb{E}_u [\mathbb{E}_u [\xi_t | X_{t,\epsilon,M,n}]] = \mathbb{E}_u [\xi_t] = \mathbb{E}_u [u_t] = u_t, \quad t \in [0,T].
\]

(b) Since the conditional variance is a.s. non-negative we have for every \(t \in [0,T]\):

\[
0 \leq \text{Var}_u [\xi_t | X_{t,\epsilon,M,n}] = \mathbb{E}_u [\xi_t^2 | X_{t,\epsilon,M,n}] - \mathbb{E}_u [\xi_t | X_{t,\epsilon,M,n}]^2.
\]

Thus for every \(t \in [0,T]\):

\[
\mathbb{E}_u [\xi_t^2 | X_{t,\epsilon,M,n}] \geq \mathbb{E}_u [\xi_t | X_{t,\epsilon,M,n}]^2.
\]

This is also immediate with Jensen’s inequality.

(c) We get for every \(t \in [0,T]\):

\[
\mathbb{E}_u [\xi_t^2 | X_{t,\epsilon,M,n}] \geq \mathbb{E}_u [\xi_t | X_{t,\epsilon,M,n}]^2 \Rightarrow \mathbb{E}_u [\xi_t^2] \geq \mathbb{E}_u [\xi_t | X_{t,\epsilon,M,n}]^2 \Rightarrow \mathbb{E}_u [\xi_t^2] - u_t^2 \geq \mathbb{E}_u [\xi_t^2 | X_{t,\epsilon,M,n}] - u_t^2.
\]

For a deterministic drift \((u_t)_{t \in [0,T]}\), we deduce that:

\[
\mathbb{E}_u [(\xi_t - u_t)^2] \geq \mathbb{E}_u [(\xi_{t,\epsilon,M,n} - u_t)^2],
\]

and with inequality (9.9), we find for every \(t \in [0,T]\):

\[
\mathbb{E}_u [(\xi_t - u_t)^2] \geq \mathbb{E}_u [(\xi_{t,\epsilon,M,n} - u_t)^2] \Rightarrow \mathbb{E}_u [(\xi_t - u_t)^2] \geq \mathbb{E}_u [(X_{t,\epsilon,M,n} - u_t)^2].
\]  

(d) Inequality (9.10) holds for every \(\epsilon, M, n\) and taking into account Eq. (9.8), we finally find:

\[
\mathbb{E}_u [(\xi_t - u_t)^2] \geq \mathbb{E}_u [(X_t - u_t)^2].
\]

This completes the proof. \(\square\)
9.3. Inequalities and a property of the Hadamard product

We prove the inequalities used to demonstrate the main result and that the sum of elements of the Hadamard product $M * M^{-1}$ equals the dimension of the matrix.

Theorem 9.1. We have for $a > 0$, $k \in (0, 1)$ and $X(h) = u(h) + Z(h)$:

$$\frac{a + u(h)^\top Bu(h)}{a + X(h)^\top BX(h)} \geq \left(1 + \sqrt{\frac{Z(h)^\top BZ(h)}{a}}\right)^{-2},$$

and for $Q = [a + X(h)^\top BX(h)]^{-1}$ respectively $Q = k^{-2} + [Z(h)^\top BZ(h)]/[a(1-k)^2]$:

$$\int_0^T \int_0^{x_2} \mathbb{E}_a \left[|f(x_1, x_2; t)| \| C g(t) \| \| CD_{x_2} X(h) \| \| CD_{x_1} X(h) \| Q \right] dx_1 dx_2 dt < \infty.$$

Proof. (a) In the inequalities below, all numerators and denominators are positive:

$$\frac{a + u(h)^\top Bu(h)}{a + X(h)^\top BX(h)} \geq \frac{a + u(h)^\top Bu(h)}{a + u(h)^\top Bu(h) + 2u(h)^\top BZ(h) + Z(h)^\top BZ(h)}$$

$$= \frac{1}{1 + 2\frac{\|Cu(h)\|}{\sqrt{a + \|Cu(h)\|^2}} + \frac{\|CZ(h)\|^2}{a + \|CZ(h)\|^2}}$$

$$\geq \frac{1}{1 + 2\frac{\|CZ(h)\|}{\sqrt{a}} + \frac{\|CZ(h)\|^2}{a}}$$

$$= \left(1 + \sqrt{\frac{Z(h)^\top BZ(h)}{a}}\right)^{-2}.$$

(b) We show that $X(h)^\top BX(h) \leq k^2 u(h)^\top Bu(h)$ implies

$$u(h)^\top Bu(h) \leq \frac{Z(h)^\top BZ(h)}{(1-k)^2}$$

for $k \in (0, 1)$. We have:

$$X(h)^\top BX(h) \leq k^2 u(h)^\top Bu(h)$$

$$\Rightarrow (CX(h))^\top (CX(h)) \leq k^2 (Cu(h))^\top (Cu(h))$$

$$\Rightarrow \|CX(h)\|^2 \leq k^2 \|Cu(h)\|^2$$
\[ \Rightarrow \|CX(h)\| \leq k\|C u(h)\| \]
\[ \Rightarrow \|C u(h)\| - \|C Z(h)\| \leq \|C(u(h) + Z(h))\| \leq k\|C u(h)\| \]
\[ \Rightarrow -\|C Z(h)\| \leq (k - 1)\|C u(h)\|. \]

We have used that \( B = C^2 = C^\top C \). We can now easily prove the desired inequality:

\[ X(h)^\top BX(h) \leq k^2 u(h)^\top Bu(h) \Rightarrow \|C Z(h)\| \geq (1 - k)\|C u(h)\| \]
\[ \Rightarrow \|C Z(h)\|^2 \geq (1 - k)^2\|C u(h)\|^2 \]
\[ \Rightarrow \frac{Z(h)^\top BZ(h)}{(1 - k)^2} \geq u(h)^\top Bu(h). \]

We have for \( X(h)^\top BX(h) \leq k^2 u(h)^\top Bu(h) \):

\[ \frac{a + u(h)^\top Bu(h)}{a + X(h)^\top BX(h)} = \frac{a}{a + X(h)^\top BX(h)} + \frac{u(h)^\top Bu(h)}{a + X(h)^\top BX(h)} \leq 1 + \frac{u(h)^\top Bu(h)}{a} \leq 1 + \frac{Z(h)^\top BZ(h)}{a(1 - k)^2}. \]

We have for \( X(h)^\top BX(h) > k^2 u(h)^\top Bu(h) \):

\[ \frac{a + u(h)^\top Bu(h)}{a + X(h)^\top BX(h)} < \frac{a + u(h)^\top Bu(h)}{a + k^2 u(h)^\top Bu(h)} < \frac{1}{k^2}. \]

We combine both inequalities using that \( k \in (0, 1) \) and get:

\[ \frac{a + u(h)^\top Bu(h)}{a + X(h)^\top BX(h)} \leq \frac{1}{k^2} + \frac{Z(h)^\top BZ(h)}{a(1 - k)^2}. \]

(c) We use below that \( B = C^2 = C^\top C \) and that there is a positive constant \( k' \) with:

\[ \|Cx\| \leq k'\|x\|, \quad x \in \mathbb{R}^d. \]

Choose for instance \( k' \) as the largest eigenvalue of \( C \). We use also that for any matrix \( M \in \mathbb{R}^{d \times d} \) there is a positive constant \( k_M \) such that:

\[ \|Mg(t)\| \leq k_M, \quad t \in [0, T]. \]

This holds since every \( g_i \) is bounded as a continuous function on \([0, T]\). We have for \( a > 0 \) and \( k \in (0, 1) \):

\[
\left( \int_0^T \int_0^T \int_0^{x_2} \mathbb{E}_u \left[ \|Cg(t)\| \|CD_{x_2} X(h)\| \|CD_{x_1} X(h)\| \times \frac{|f(x_1, x_2; t)|}{a + X(h)^\top BX(h)} \right] dx_1 dx_2 dt \right)^2
\]
For the last inequality, we need that $X_u$ is such that
\begin{align*}
&= \frac{1}{(a + u(h)\top Bu(h))^2} \left( \int_0^T \int_0^T \int_0^{x_2} |f(x_1, x_2; t)| \|Cg(t)\| 
\times \mathbb{E}_u \left[ \|CD_{x_2} X(h)\| \|CD_{x_1} X(h)\| \left( \frac{1}{k^2} + \frac{Z(h)^\top BZ(h)}{a(1 - k)^2} \right) \right] dx_1 dx_2 dt \right)^2 \\
&\leq \frac{1}{(a + u(h)\top Bu(h))^2} \left( \int_0^T \int_0^T \int_0^{x_2} |f(x_1, x_2; t)| \|Cg(t)\| 
\times \mathbb{E}_u \left[ \|CD_{x_2} X(h)\| \|CD_{x_1} X(h)\| \left( \frac{1}{k^2} + \frac{Z(h)^\top BZ(h)}{a(1 - k)^2} \right) \right] dx_1 dx_2 dt \right)^2.
\end{align*}

With the Cauchy-Schwarz inequality, the inequalities $\|Cg(t)\| \leq k_C$ and $\|Cx\| \leq k'|x|$ for positive real numbers $k_C$ and $k'$, we prove that the expression in parenthesis is finite. We notice that for $u = 0$, we have $X(h) = u(h) + Z(h) = Z(h)$, thus:
\begin{align*}
&= \left( \int_0^T \int_0^T \int_0^{x_2} |f(x_1, x_2; t)| \|Cg(t)\| 
\times \mathbb{E}_u \left[ \|CD_{x_2} X(h)\| \|CD_{x_1} X(h)\| \left( \frac{1}{k^2} + \frac{Z(h)^\top BZ(h)}{a(1 - k)^2} \right) \right] dx_1 dx_2 dt \right)^2 \\
&\leq \int_0^T \int_0^T \int_0^{x_2} f(x_1, x_2; t)^2 |Cg(t)|^2 \left( \frac{1}{k^2} + \frac{Z(h)^\top BZ(h)}{a(1 - k)^2} \right)^2 dx_1 dx_2 dt \\
&\quad \times \int_0^T \int_0^T \int_0^{x_2} \mathbb{E}_u \left[ \|CD_{x_2} X(h)\|^2 \|CD_{x_1} X(h)\|^2 \right] dx_1 dx_2 dt \\
&\quad \leq k_C^2 k'^2 \int_0^T \int_0^T \int_0^{x_2} f(x_1, x_2; t)^2 dx_1 dx_2 dt \mathbb{E}_u \left[ \left( \frac{1}{k^2} + \frac{Z(h)^\top BZ(h)}{a(1 - k)^2} \right)^2 \right] \\
&\quad \times \int_0^T \int_0^T \int_0^{x_2} \mathbb{E}_u \left[ \|D_{x_2} X(h)\|^2 \|D_{x_1} X(h)\|^2 \right] dx_1 dx_2 dt \\
&\quad = k_C^2 k'^2 \int_0^T \int_0^T \int_0^{x_2} f(x_1, x_2; t)^2 dx_1 dx_2 dt \mathbb{E}_0 \left[ \left( \frac{1}{k^2} + \frac{X(h)^\top BX(h)}{a(k - 1)^2} \right)^2 \right] \\
&\quad \times \int_0^T \int_0^T \int_0^{x_2} \mathbb{E}_0 \left[ \|D_{x_2} X(h)\|^2 \|D_{x_1} X(h)\|^2 \right] dx_1 dx_2 dt < \infty.
\end{align*}

For the last inequality, we need that $\int_0^T \mathbb{E}_u[Z_i^2] dt < \infty$ (this was one of the assumptions) and
\begin{align*}
\int_0^T \int_0^T \int_0^T \mathbb{E}_0 \left[ (D_{x_1} X(h_1))^2 (D_{x_2} X(h_j))^2 \right] dx_1 dx_2 dt < \infty
\end{align*}
for every $i, j = 1, \ldots, d$. We can prove this last inequality with:
\begin{align*}
\mathbb{E}_0 \left[ (I_1(q) I_1(l))^2 \right] \leq 3 \mathbb{E}_0 \left[ I_1(q)^2 \right] \mathbb{E}_0 \left[ I_1(l)^2 \right].
\end{align*}
We have:
\[
\int_0^T \int_0^T \int_0^T \mathcal{E}_0 \left[ (D_{x_1} X(h_i))^2 (D_{x_2} X(h_j))^2 \right] dx_1 dx_2 dt \\
\leq \int_0^T \int_0^T \int_0^T \mathcal{E}_0 \left[ (D_{x_1} X(h_i))^2 \right] \mathcal{E}_0 \left[ (D_{x_2} X(h_j))^2 \right] dx_1 dx_2 dt \\
= 3 \int_0^T \int_0^T \mathcal{E}_0 \left[ (D_{x_1} X(h_i))^2 \right] dx_1 \int_0^T \mathcal{E}_0 \left[ (D_{x_2} X(h_j))^2 \right] dx_2 dt \\
= 3 \int_0^T 2 \mathcal{E}_0 [Z(h_i)^2] 2 \mathcal{E}_0 [Z(h_j)^2] dt < \infty.
\]

This completes the proof. □

**Theorem 9.2.** Consider an arbitrary invertible symmetric matrix \( M \in \mathbb{R}^{d \times d} \) with inverse \( M^{-1} \). We write \( \ast \) for the Hadamard product of two matrices. We prove that the sum of all elements of \( M \ast M^{-1} \) is always \( d \):

\[
\sum_{i,j=1}^{d} M_{i,j} (M^{-1})_{i,j} = d.
\]

**Proof.** We use the notation \( M = M^T = (u_1, \ldots, u_d) \) and \( M^{-1} = (v_1, \ldots, v_d) \) where \( u_1, \ldots, u_d, v_1, \ldots, v_d \) are \( d \)-dimensional vectors. Since \( MM^{-1} = I \), we have \( u_i^T v_j = \delta_{i,j} \). Since \( M \) is symmetric, \( M^{-1} \) is symmetric as well and we have \( M^{-1} = (M^{-1})^T = (v_1, \ldots, v_d) \). We have then:

\[
\sum_{i,j=1}^{d} M_{i,j} (M^{-1})_{i,j} = u_1^T v_1 + \ldots + u_d^T v_d = 1 + \ldots + 1 = d.
\]

This concludes the proof. □

**9.4. Hölder continuity**

We prove that the processes considered in Section 5.2 have Hölder continuous paths.

**Theorem 9.3.** The process \( Z \) defined in Section 5.2 has a version with \( k \)-Hölder continuous paths for every \( k \in (0, 1/q_2) \).

**Proof.** The proof is divided in two steps:

(a) We consider a symmetric function \( f \in L^2([0, T]^2, \lambda_T^2) \) and prove for every \( n \geq 1 \):

\[
\mathcal{E}_u \left[ (I_2(f))^{2n} \right] \leq \tau(n) \mathcal{E}_u \left[ (I_2(f))^2 \right]^n, \tag{9.11}
\]

where \( \tau(n) \) is a constant that is independent of \( f \).
(b) We use this result to prove that \((Z_t)_{t \in [0,T]}\) has a version with \(k\)-Hölder continuous paths for every \(k \in (0, 1/q_2)\).

We now prove these statements.

(a) We use the well known multiplication formula for multiple Wiener integrals:

\[
I_2(f)^2 = \sum_{r_1=0}^{2} r_1! \left( \frac{2}{r_1} \right)^2 I_{4-2r_1}(f \otimes r_1 f) = \sum_{r_1=0}^{2} \alpha_2(r_1) I_{4-2r_1}(f \otimes r_1 f).
\]

We write \(f \otimes r_1 f\) for the symmetrization of the contraction \(f \otimes r_1 f\) and

\[
\alpha_2(r_1) := r_1! \left( \frac{2}{r_1} \right)^2.
\]

Using the multiplication formula once again, we find for \(I_2(f)^3\):

\[
\sum_{r_1=0}^{2} \sum_{r_2=0}^{2} r_1! r_2! \left( \frac{2}{r_1} \right)^2 \left( \frac{2}{r_2} \right)^2 \left( \frac{4 - 2r_1}{r_2} \right) I_{6-2(r_1+r_2)}((f \otimes r_1 f) \otimes r_2 f)
\]

\[
= \sum_{r_1=0}^{2} \sum_{r_2=0}^{2} \alpha_3(r_1, r_2) I_{6-2(r_1+r_2)}((f \otimes r_1 f) \otimes r_2 f).
\]

We have used the notation

\[
\alpha_3(r_1, r_2) := r_1! r_2! \left( \frac{2}{r_1} \right)^2 \left( \frac{2}{r_2} \right)^2 \left( \frac{4 - 2r_1}{r_2} \right).
\]

Using the multiplication formula \(n - 1\) times, we find similarly for \(I_2(f)^n\):

\[
\sum_{r_1=0}^{2} \sum_{r_2=0}^{2} \cdots \sum_{r_{n-1}=0}^{2} \alpha_n(r_1, \ldots, r_{n-1})
\]

\[
\times I_{2n-2(r_1+\ldots+r_{n-1})}((f \otimes r_1 f) \otimes r_2 \ldots)
\]

\[
= \sum_{(r_1, \ldots, r_{n-1}) \in A_n} \alpha_n(r_1, \ldots, r_{n-1}) I_{2n-2(r_1+\ldots+r_{n-1})}((f \otimes r_1 f) \otimes r_2 \ldots).
\]

For the ease of notation we write \(A_n\) for the set of \(r^\top := (r_1, \ldots, r_{n-1})^\top \in \mathbb{N}^{n-1}\) verifying:

\[
0 \leq r_1 \leq 2, 0 \leq r_2 \leq 2 \land (4-2r_1), \ldots, 0 \leq r_{n-1} \leq 2 \land \left( 2(n-1) - 2 \sum_{i=1}^{n-2} r_i \right).
\]

We have with \((x_1 + \ldots + x_m)^2 \leq m(x_1^2 + \ldots + x_m^2)\):

\[
\mathbb{E}_u \left[ (I_2(f)^n)^2 \right]
\]
We use Kolmogorov’s continuity theorem to prove that
\[
\Pr\left(\int_{|x-y|^2 < r^2} f(x) d\lambda(x) > \int_{|x-y|^2 < r^2} f(y) d\lambda(x)\right) \leq \frac{2}{r^2}
\]
with constants \( r \) and \( s \). This yields for \( n \) and \( r \):
\[
\Pr\left(\int_{|x-y|^2 < r^2} f(x) d\lambda(x) > \int_{|x-y|^2 < r^2} f(y) d\lambda(x)\right) \leq \frac{2}{r^2}
\]
\[
\Pr\left(\int_{|x-y|^2 < r^2} f(x) d\lambda(x) > \int_{|x-y|^2 < r^2} f(y) d\lambda(x)\right) \leq \frac{2}{r^2}
\]
For symmetric functions \( f \) and \( g \) with
\[
f \in L^2([0, T])^2, \lambda^2_T \quad g \in L^2([0, T])^2, \lambda^2_T
\]
and \( r \leq \min\{k_1, k_2\} \), we have used the following inequality:
\[
\|f \hat{\otimes} g\|_{L^2([0, T])^{k_1+k_2-2r}, \lambda^{k_1+k_2-2r}_T} \leq \|f\|_{L^2([0, T])^{k_1}, \lambda^{k_1}_T} \|g\|_{L^2([0, T])^{k_2}, \lambda^{k_2}_T}.
\]
With constants \( B_n := \sum_{r \leq \min\{k_1, k_2\}} \alpha_n(r_1, \ldots, r_{n-1})^2 \) \( 2n - 2(r_1 + \ldots + r_{n-1}) \) and \( \tau(n) := 2^{-n} \Pr\{B_n \} \), we get:
\[
\Pr\left(\int_{|x-y|^2 < r^2} f(x) d\lambda(x) > \int_{|x-y|^2 < r^2} f(y) d\lambda(x)\right) \leq \frac{2}{r^2}
\]
\[
\Pr\left(\int_{|x-y|^2 < r^2} f(x) d\lambda(x) > \int_{|x-y|^2 < r^2} f(y) d\lambda(x)\right) \leq \frac{2}{r^2}
\]
(b) We use Kolmogorov’s continuity theorem to prove that \( (Z_t)_{t \in [0, T]} \) has a version that is locally \( k \)-Hölder continuous for every \( k \in (0, 1/2) \). We consider \( n \in \mathbb{N} \). We have for every \( 0 \leq s \leq t \leq T \) with inequality (9.11):
\[
\Pr\left(\int_{|x-y|^2 < r^2} f(x) d\lambda(x) > \int_{|x-y|^2 < r^2} f(y) d\lambda(x)\right) \leq \frac{2}{r^2}
\]
\[
\Pr\left(\int_{|x-y|^2 < r^2} f(x) d\lambda(x) > \int_{|x-y|^2 < r^2} f(y) d\lambda(x)\right) \leq \frac{2}{r^2}
\]
\[
\Pr\left(\int_{|x-y|^2 < r^2} f(x) d\lambda(x) > \int_{|x-y|^2 < r^2} f(y) d\lambda(x)\right) \leq \frac{2}{r^2}
\]
This yields for \( \Pr\{Z_t - Z_s\} \geq 2n \):
\[
\Pr\left(\int_{|x-y|^2 < r^2} f(x) d\lambda(x) > \int_{|x-y|^2 < r^2} f(y) d\lambda(x)\right) \leq \frac{2}{r^2}
\]
(b) We transform the condition

\[ \tau(n) \left( 2 \int_0^T \int_0^T \left( \int_s^t k(x_1, x_2; a) \right) \left( \int_s^t k(x_1, x_2; b) \right) dx_1 dx_2 \right)^n = \tau(n) \left( \int_s^t \left( 2 \int_0^T \int_0^T k(x_1, x_2; a) k(x_1, x_2; b) dx_1 dx_2 \right) dab \right)^n = \tau(n) \left( \int_s^t \int_s^t \gamma(a, b) dab \right)^n. \]

We find with the Cauchy-Schwarz inequality:

\[ \mathbb{E}_u \left[ |Z_t - Z_s|^{2n} \right] \leq \tau(n) \left[ \left( \int_s^t \int_s^t 1 dab \right)^{1/q_1} \left( \int_s^t \int_s^t |\gamma(a, b)|^{q_1} dab \right)^{1/q_1} \right]^n \]

\[ \leq \tau(n) \left[ (t - s)^{2/q_2} \left( \int_0^T \int_0^T |\gamma(a, b)|^{q_1} dab \right)^{1/q_1} \right]^n \]

\[ = \tau(n) \left( t - s \right)^{n/q_1} \left( \int_0^T \int_0^T |\gamma(a, b)|^{q_1} dab \right)^{n/q_1} (t - s)^{(2n)/q_2}. \]

Kolmogorov’s continuity theorem implies that \((Z_t)_{t \in [0, T]}\) has a version that is locally \(k\)-Hölder continuous for every \(k \in (0, (2n/q_2 - 1)/2n)\). This holds for every \(n > q_2/2\) and thus \((Z_t)_{t \in [0, T]}\) has a version that is locally \(k\)-Hölder continuous for every \(k \in (0, 1/q_2)\). Since \([0, T]\) is compact, it follows that \((Z_t)_{t \in [0, T]}\) has a version that is \(k\)-Hölder continuous for every \(k \in (0, 1/q_2)\).

\[ \square \]

9.5. Proof of Eq. (7.7)

\(A(\epsilon, T) \epsilon^2 T = A(1, 1)\).

(a) We prove that \(g_t(\cdot, \cdot, \epsilon, T)\) is right-continuous in \(t = 0\). We use the series expansion of \(|t - t_i|^{2H}\) in a neighbourhood of \(t = 0\). We have for \(t > 0\) sufficiently small:

\[ g_t(t, \epsilon, T) = \frac{\epsilon^2}{2 t_i^{2H} t^{2H}} \left( t^{2H} + t_i^{2H} - |t - t_i|^{2H} \right) \]

\[ = \frac{\epsilon^2}{2 t_i^{2H} t^{2H}} \left( t^{2H} + t_i^{2H} - t_i^{2H} + 2H t_i^{2H-1} t + O(t^2) \right) \to 0 \text{ for } t \downarrow 0. \]

Hence \(g(\cdot, \cdot, \epsilon, T)\) is right-continuous in \(t = 0\).

(b) We transform the condition

\[ 2 \int_0^T \mathbb{E}_u \left[ (X(t, \epsilon, T) - u_t) \xi_a(t, \epsilon, T) \right] dt - \int_0^T \mathbb{E}_u [\xi_a(t, \epsilon, T)^2] dt > 0 \]
using the properties of the Rosenblatt process. The Rosenblatt process 
\((Z_t)_{t \in [0,T]}\) with Hurst parameter \(H\) is a self-similar process and for every 
\(c > 0\), we have 
\[
(Z_{ct})^{(d)} = (c^H Z_t),
\]
where \((d)\) means equivalence of all finite dimensional distributions (see [26]).

We consider \(s = t/T\) and we have as a direct consequence that: \((\tilde{Z}(t, \epsilon, T))^{(d)} = (\epsilon \tilde{Z}(s, 1, 1)):\)

\[
(\tilde{Z}(t, \epsilon, T))^{(d)} = (\epsilon t^{-H} Z_t) = (\epsilon t^{-H} Z_{sT})^{(d)} = (\epsilon t^{-H} T^H Z_s) = (\epsilon s^{-H} Z_s)
\]

We define \(\tilde{u} : [0, 1] \to \mathbb{R}\) by \(\tilde{u}_x = \epsilon^{-1} u_x T\). For \(s = t/T\), we have the relations:

\[
\tilde{g}_i(t, \epsilon, T) = c^2 \tilde{g}_i(s, 1, 1), \quad \tilde{B}(\epsilon, T) = \frac{1}{T \epsilon^4} \tilde{B}(1, 1). \quad (9.12)
\]

We have with \(s = t/T\) and \(s_i = t_i/T = i/d:\)

\[
\tilde{g}_i(t, \epsilon, T) = \text{Cov}_u(\tilde{X}(t_i, \epsilon, T), \tilde{X}(t, \epsilon, T)) = \mathbb{E}_u \left[ \tilde{Z}(t_i, \epsilon, T) \tilde{Z}(sT, \epsilon, T) \right] = \epsilon^2 \tilde{g}_i(s, 1, 1);
\]

\[
\tilde{B}(\epsilon, T) = \left( \int_0^T \tilde{g}(t, \epsilon, T) \tilde{g}(t, \epsilon, T) \right)^{-1} 
\]

\[
= \left( \epsilon \int_0^1 \tilde{g}(s, 1, 1) \tilde{g}(s, 1, 1) \right)^{-1} = T^{-1} \epsilon^{-4} \tilde{B}(1, 1).
\]

(c) We know that, for \(a > A(\epsilon, T)\):

\[
2 \int_0^T \mathbb{E}_u \left[ (\tilde{X}(t, \epsilon, T) - u_t) \tilde{\xi}_a(t, \epsilon, T) \right] dt - \int_0^T \mathbb{E}_u [\tilde{\xi}_a(t, \epsilon, T)^2] dt > 0.
\]

On the other hand we use Eq. (9.12) and transform the left-hand side of the inequality above. We have:

\[
2 \int_0^T \mathbb{E}_u \left[ (\tilde{X}(t, \epsilon, T) - u_t) \tilde{\xi}_a(t, \epsilon, T) \right] dt 
\]

\[
= 2 \int_0^T \mathbb{E}_u \left[ \tilde{Z}(t, \epsilon, T) \right] \frac{\tilde{g}(t, \epsilon, T)^\top \tilde{B}(\epsilon, T) \left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)_{i}}{a + \left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)_{i}} \tilde{B}(\epsilon, T) \left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)_{i} dt 
\]

\[
= 2T \int_0^1 \mathbb{E}_u \left[ \tilde{Z}(sT, \epsilon, T) \right] dt.
\]
\[ \times \frac{\epsilon^2 \tilde{g}(s, 1, 1)^T \tilde{B}(\epsilon, T) \left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)}{a + \left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)^T \tilde{B}(\epsilon, T) \left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)} ds \]

\[ = 2T \int_0^1 \mathbb{E}_u \left[ \epsilon \tilde{Z}(s, 1, 1) \right. \]

\[ \times \frac{\epsilon^2 \tilde{g}(s, 1, 1)^T T^{-1} \epsilon^{-4} \tilde{B}(1, 1) \epsilon \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)}{a + \epsilon \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)^T T^{-1} \epsilon^{-4} \tilde{B}(1, 1) \epsilon \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)} ds \]

\[ = 2T \epsilon^2 \int_0^1 \mathbb{E}_u \left[ \tilde{Z}(s, 1, 1) \right. \]

\[ \times \frac{\tilde{g}(s, 1, 1)^T \tilde{B}(1, 1) \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)}{aT \epsilon^2 + \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)^T \tilde{B}(1, 1) \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)} ds \]

\[ = 2T \epsilon^2 \int_0^1 \mathbb{E}_u \left[ \tilde{X}(s, 1, 1) - \tilde{u}_s \right] \tilde{\xi}_{\alpha T \epsilon^2}(s, 1, 1) ds, \]

and similarly:

\[ \int_0^T \mathbb{E}_u \left[ \tilde{\xi}_a(t, \epsilon, T)^2 \right] dt \]

\[ = \mathbb{E}_u \left[ \frac{\left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)^T \tilde{B}(\epsilon, T) \left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)}{a + \left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)^T \tilde{B}(\epsilon, T) \left( u_{t_i} + \tilde{Z}(t_i, \epsilon, T) \right)}^2 \right] \]

\[ = \mathbb{E}_u \left[ \frac{\epsilon^2 \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)^T T^{-1} \epsilon^{-4} \tilde{B}(1, 1) \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)}{a + \epsilon^2 \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)^T T^{-1} \epsilon^{-4} \tilde{B}(1, 1) \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)}^2 \right] \]

\[ = T \epsilon^2 \mathbb{E}_u \left[ \frac{\left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)^T \tilde{B}(1, 1) \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)}{aT \epsilon^2 + \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)^T \tilde{B}(1, 1) \left( \tilde{u}_{\frac{\epsilon}{2}} + \tilde{Z}(\frac{\epsilon}{2}, 1, 1) \right)}^2 \right] \]

\[ = T \epsilon^2 \int_0^1 \mathbb{E}_u \left[ \tilde{\xi}_{\alpha T \epsilon^2}(t, 1, 1)^2 \right] dt. \]

Combining these results, we find:

\[ 2 \int_0^T \mathbb{E}_u \left[ (\tilde{X}(t, \epsilon, T) - u_t) \tilde{\xi}_a(t, \epsilon, T) \right] dt - \int_0^T \mathbb{E}_u [\tilde{\xi}_a(t, \epsilon, T)^2] dt \]

\[ = T \epsilon^2 \left\{ 2 \int_0^1 \mathbb{E}_u \left[ (\tilde{X}(t, 1, 1) - \tilde{u}_t) \tilde{\xi}_{\alpha T \epsilon^2}(t, 1, 1) \right] dt \right\} \]
(d) We use Eq. (9.13) to prove Eq. (7.7) The expression on the left-hand side of Eq. (9.13) is positive for \( a > A(\epsilon, T) \) whereas the expression on the right-hand side of the equation is positive if \( a_Te^2 > A(1, 1) \). Assuming that \( A(1, 1) \) and \( A(\epsilon, T) \) are both chosen as the infimum of all possible values, we have:

\[
A(\epsilon, T) = \frac{A(1, 1)}{T\epsilon^2}.
\]

This completes the proof. \( \square \)
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