Abstract. The linear maximum induced matching width (LMIM-width) of a graph is a width parameter based on the maximum induced matching in some of its subgraphs. In this paper we study output-polynomial enumeration algorithms on graphs of bounded LMIM-width and graphs of bounded local LMIM-width. In particular, we show that all 1-minimal \((\sigma, \rho)\)-dominating sets, and hence all minimal dominating sets, of graphs of bounded LMIM-width can be enumerated with polynomial (linear) delay using polynomial space. Furthermore, we show that all minimal dominating sets of a unit square graph can be enumerated in incremental polynomial time.

1 Introduction

Enumeration is at the heart of computer science and combinatorics. Enumeration algorithms for graphs and hypergraphs typically deal with listing all vertex subsets or edge subsets satisfying a given property. As the size of the output is often exponential in the size of the input, it is customary to measure the running time of enumeration algorithms in the size of the input plus the size of the output. If the running time of an algorithm is bounded by a polynomial in the size of the input plus the size of the output, then the algorithm is called output-polynomial. A large number of such algorithms have been given over the last 30 years; many of them solving problems on graphs and hypergraphs [7,8,9,12,18,19,20,22]. It is also possible to show that certain enumeration problems have no output-polynomial time algorithm unless \(P = NP\) [18,19,20].

Recently Kanté et al. showed that the famous longstanding open question whether there is an output-polynomial algorithm to enumerate all minimal transversals of a hypergraph is equivalent to the question whether there is an output-polynomial algorithm to enumerate all minimal dominating sets of a graph [13]. Although the main question remains open, a large number of results have been
obtained on graph classes. Output-polynomial algorithms to enumerate all minimal dominating sets exist for graphs of bounded treewidth and of bounded clique-width [6], interval graphs [7], strongly chordal graphs [7], planar graphs [9], degenerate graphs [9], split graphs [13], path graphs [14], permutation graphs [15], line graphs [10,14,17], chordal bipartite graphs [11], chordal graphs [16] and graphs of girth at least 7 [10].

In this paper, we extend the above results to graphs of bounded linear maximum induced matching width (LMIM-width), which is a linearized version of the notion of maximum induced matching width introduced by Vatshelle [24]. Belmonte and Vatshelle showed that several important graph classes, among them interval, circular-arc and permutation graphs, have bounded LMIM-width [1]. Polynomial-time algorithms solving optimization problems on such graph classes have been studied in [4,24].

In this paper, we study two ways of using bounded LMIM-width in enumeration algorithms. In Section 3 we study the enumeration problem corresponding to an extended and colored version of the well-known $p_\sigma,\rho,q$-domination problem, asking to enumerate all 1-minimal $p_\sigma,\rho,q$-dominating sets. This includes the enumeration of all minimal (total) dominating sets on graphs of bounded LMIM-width. We establish as our main result an enumeration algorithm with polynomial (linear) delay and polynomial space for this problem. Our algorithm uses the enumeration (and counting) of paths in directed acyclic graphs. In Section 4 we study the enumeration of all minimal dominating sets in unit square graphs. We first show that any $r$-neighborhood in such graphs have LMIM-width bounded by $O(r^2)$. Then we show how to adapt the so-called flipping method developed by Golovach et al. [10] to enumerate all minimal dominating sets of a unit square graph in incremental polynomial time.

2 Definitions and preliminaries

**Graphs.** The power set of a set $V$ is denoted by $2^V$. For two sets $A$ and $B$ we let $A\setminus B$ be the set $\{x \in A \mid x \notin B\}$, and if $X$ is a subset of a ground set $V$, we let $\overline{X}$ be the set $V \setminus X$. We often write $x$ to denote the singleton set $\{x\}$. We denote by $\mathbb{N}$ the set of positive or null integers, and let $\mathbb{N}^*$ be $\mathbb{N}\setminus\{0\}$.

A graph $G$ is a pair $(V(G), E(G))$ with $V(G)$ its set of vertices and $E(G)$ its set of edges. An edge between two vertices $x$ and $y$ is denoted by $xy$ (respectively $yx$). The subgraph of $G$ induced by a subset $X$ of its vertex set is denoted by $G[X]$. The set of vertices that is adjacent to $x$ is denoted by $N_G(x)$, and we let $N_G[x]$ be the set $N_G(x) \cup \{x\}$. For $U \subseteq V(G)$, $N_G[U] = \bigcup_{v \in U} N_G[v]$ and $N_G(U) = N_G[U] \setminus U$. For a vertex $x$ and a positive integer $r$, $N_G[r](x)$ denotes the set of vertices at distance at most $r$ from $x$. For two disjoint subsets $A$ and $B$ of $V(G)$, let $G[A, B]$ denote the graph with vertex set $A \cup B$ and edge set $\{uv \in E(G) \mid u \in A, v \in B\}$. Clearly, $G[A, B]$ is a bipartite graph and $\{A, B\}$ is its bipartition. Recall that a set of edges $M$ is an induced matching if the end-vertices of distinct edges of $M$ are different and not adjacent. We denote by $\text{mim}_G(A, B)$ the size of a maximum induced matching in $G[A, B]$. 
Let $G$ be a graph, and let $\text{Red}, \text{Blue} \subseteq V(G)$ such that $\text{Red} \cup \text{Blue} = V(G)$. We refer to the vertices of $\text{Red}$ as the red vertices, the vertices of $\text{Blue}$ as the blue vertices, and we say that $G$ together with given sets $\text{Red}$ and $\text{Blue}$ is a colored graph. For simplicity, whenever we say that $G$ is a colored graph, it is assumed that the sets $\text{Red}$ and $\text{Blue}$ are given. Notice that $\text{Red}$ and $\text{Blue}$ are not necessarily disjoint. In particular, it can happen that $\text{Red} = \text{Blue} = V(G)$; a non-colored graph $G$ can be seen as a colored graph with $\text{Red} = \text{Blue} = V(G)$.

A graph $G$ is an (axis-parallel) unit square graph if it is an intersection graph of squares in the plane with their sides parallel to the coordinate axis. These graphs also are known as the graphs of cubicity 2. We use the following equivalent definition, see e.g. [5], in which each vertex $v$ of $G$ is represented by a point in $\mathbb{R}^2$. A graph $G$ is a unit square graph if there is a function $f: V(G) \to \mathbb{R}^2$ such that two vertices $u, v \in V(G)$ are adjacent in $G$ if and only if $\|f(u) - f(v)\|_\infty < 1$, where the norm $\|\cdot\|_\infty$ is the $L_\infty$ norm. For a vertex $v \in V(G)$, we let $x_f(v)$ and $y_f(v)$ denote the $x$ and $y$-coordinate of $f(v)$ respectively. We say that the point $(x_f(v), y_f(v))$ represents $v$. The function $f$ is called a realization of the unit square graph. It is straightforward to see that for any unit square graph $G$, there is a realization $f: V(G) \to \mathbb{Q}^2$. We always assume that a unit square graph is given with its realization. Indeed, it is NP-hard to recognize unit square graphs [3]. We refer to the survey of Brandstädt, Le and Spinrad [2] for the definitions of all other graph classes mentioned in our paper.

**Enumeration.** Let $\mathcal{D}$ be a family of subsets of the vertex set of a given graph $G$ on $n$ vertices and $m$ edges. An enumeration algorithm for $\mathcal{D}$ lists the elements of $\mathcal{D}$ without repetitions. The running time of an enumeration algorithm $\mathcal{A}$ is said to be output polynomial if there is a polynomial $p(x, y)$ such that all the elements of $\mathcal{D}$ are listed in time bounded by $p((n + m), |\mathcal{D}|)$. Assume now that $D_1, \ldots, D_\ell$ are the elements of $\mathcal{D}$ enumerated in the order in which they are generated by $\mathcal{A}$. Let us denote by $T(\mathcal{A}, i)$ the time $\mathcal{A}$ requires until it outputs $D_i$, also $T(\mathcal{A}, \ell + 1)$ is the time required by $\mathcal{A}$ until it stops. Let $\text{delay}(\mathcal{A}, 1) = T(\mathcal{A}, 1)$ and $\text{delay}(\mathcal{A}, i) = T(\mathcal{A}, i) - T(\mathcal{A}, i - 1)$. The delay of $\mathcal{A}$ is $\max\{\text{delay}(\mathcal{A}, i)\}$. Algorithm $\mathcal{A}$ runs in incremental polynomial time if there is a polynomial $p(x, i)$ such that $\text{delay}(\mathcal{A}, i) \leq p(n + m, i)$. Furthermore $\mathcal{A}$ is a polynomial delay algorithm if there is a polynomial $p(x)$ such that the delay of $\mathcal{A}$ is at most $p(n + m)$. Finally $\mathcal{A}$ is a linear delay algorithm if $\text{delay}(\mathcal{A}, 1)$ is bounded by a polynomial in $n + m$ and $\text{delay}(\mathcal{A}, i)$ is bounded by a linear function in $n + m$.

**Linear induced matching width.** The notion of the maximum induced matching width was introduced by Vatshelle [24] (see also [1]). We will give the definition in terms of colored graphs and restrict ourselves to the case of linear maximum induced matching width. Let $G$ be a colored $n$-vertex graph with $n \geq 2$ and let $x_1, \ldots, x_n$ be a linear ordering of its vertex set. For each $1 \leq i \leq n$, we let $A_i = \{x_1, x_2, \ldots, x_i\}$ and $\bar{A}_i = \{x_{i+1}, x_{i+2}, \ldots, x_n\}$. The maximum induced matching width (MIM-width) of $x_1, \ldots, x_n$ is

$$\max\{\max\{\text{mim}_G(A_i \cap \text{Red}, \bar{A}_i \cap \text{Blue}), \text{mim}_G(A_i \cap \text{Blue}, \bar{A}_i \cap \text{Red})\} \mid 1 \leq i \leq n\}.$$
The linear maximum induced matching width (LMIM-width) of G, denoted by \( \text{lmimw}(G) \), is the minimum value of the MIM-width taken over all linear orderings of G.

Belmonte and Vatshelle [1] proved that several important graph classes have bounded linear maximum induced matching width. For example, the LMIM-width of an interval graph is 1 and the LMIM-width of a permutation graph is at most 2.

\((\sigma, \rho)\)-domination. The \((\sigma, \rho)\)-dominating set notion was introduced by Telle and Proskurowski [23] as a generalization of dominating sets. Indeed, many NP-hard domination type problems such as the problems \(d\)-Dominating Set, Independent Dominating Set and Total Dominating Set are special cases of the \((\sigma, \rho)\)-Dominating Set Problem. See [4, Table 1] for more examples. For technical reasons, we introduce \textbf{Red} \((\sigma, \rho)\)-domination. Let \( \sigma \) and \( \rho \) be finite or co-finite subsets of \( \mathbb{N} \). We say that a set \( D \subseteq V(G) \) \((\sigma, \rho)\)-dominates \( U \subseteq V(G) \) if it \((\sigma, \rho)\)-dominates every \( u \in U \), i.e., for each \( u \in U \), \(|N_G(u) \cap D| \in \sigma \) if \( u \in D \), otherwise \(|N_G(u) \cap D| \in \rho \).

Let \( G \) be a colored graph. A set of vertices \( D \subseteq \text{Red} \) is a \textbf{Red} \((\sigma, \rho)\)-dominating set if \( D \) \((\sigma, \rho)\)-dominates \textbf{Blue}. If \( \text{Red} = \text{Blue} = V(G) \), then a \textbf{Red} \((\sigma, \rho)\)-dominating set is a \((\sigma, \rho)\)-dominating set.

Notice that if \( \sigma = \mathbb{N} \) and \( \rho = \mathbb{N}^\ast \), then a set \( D \subseteq V(G) \) \((\sigma, \rho)\)-dominates a vertex \( u \) if \( u \in D \) or \( u \) is adjacent to a vertex of \( D \), i.e., the notion of \((\sigma, \rho)\)-domination coincides with the classical domination in this case. Whenever we consider this case, we simply write that a set \( D \) dominates a vertex or set and \( D \) is a \((\text{Red})\) dominating set omitting \((\sigma, \rho)\). We are interested in \textbf{Red} dominating sets because that is what we actually need in Section 4.

A \textbf{Red} \((\sigma, \rho)\)-dominating set \( D \) of a graph \( G \) is said \textit{minimal} if for any proper subset \( D' \subset D \), \( D' \) is not a \textbf{Red} \((\sigma, \rho)\)-dominating set, and we say that \( D \) is \textit{1-minimal} if for each vertex \( x \in D \), \( D \setminus \{x\} \) is not a \textbf{Red} \((\sigma, \rho)\)-dominating set. Clearly, every minimal \textbf{Red} \((\sigma, \rho)\)-dominating set is 1-minimal, but the converse is not true for arbitrary \( \sigma \) and \( \rho \).

Because our aim is to enumerate 1-minimal \textbf{Red} \((\sigma, \rho)\)-dominating sets, we need some certificate that a considered set is 1-minimal. Let \( D \) be a \textbf{Red} \((\sigma, \rho)\)-dominating set of a colored graph \( G \). For a vertex \( u \in D \), the vertex \( v \in \text{Blue} \) is its \textit{certifying vertex} (or a \textit{certificate}) if \( v \) is not \((\sigma, \rho)\)-dominated by \( D \setminus \{u\} \).

Notice that because \( D \) is a \textbf{Red} \((\sigma, \rho)\)-dominating set, if \( v \) is a certificate for \( u \), then \( v \in N_G[u] \). Observe also that, for some pairs \((\sigma, \rho)\), a vertex may be a certificate for many vertices and it can be a certificate for itself. Notice that in the case of the classical domination, certificates are usually called \textit{privates} because they are certificates for exactly one vertex, including itself. It is straightforward to show the following.

**Lemma 1.** A set \( D \subseteq \text{Red} \) is a 1-minimal \textbf{Red} \((\sigma, \rho)\)-dominating set of a colored graph \( G \) if and only if each vertex \( u \in D \) has a certificate.

**Lemma 2.** Let \( D \) be a \textbf{Red} \((\sigma, \rho)\)-dominating set of \( G \). If \( v \) is a certificate for \( u \in D \), then \( v = u \) or \( v \) is a certificate for all vertices of \( N_G(v) \cap D \).

4
3 Enumerations for graphs of bounded LMIM-width

In this section we prove the following, which generalizes the results in [15].

**Theorem 1.** Let \((\sigma, \rho)\) be a pair of finite or co-finite subsets of \(\mathbb{N}\) and let \(c\) be a positive integer. For a colored graph \(G\) given with a linear ordering of \(V(G)\) of MIM-width at most \(c\), one can count in time bounded by \(O(n^c)\), and enumerate with linear delay, all 1-minimal Red \((\sigma, \rho)\)-dominating sets of \(G\).

**Corollary 1.** Let \((\sigma, \rho)\) be a pair of finite or co-finite subsets of \(\mathbb{N}\). Then, for every colored graph \(G\) in one of the following graph classes, we can count in polynomial time, and enumerate with linear delay all 1-minimal Red \((\sigma, \rho)\)-dominating sets of \(G\): interval graphs, permutation graphs, circular-arc graphs, circular permutation graphs, trapezoid graphs, convex graphs, and for fixed \(k\), \(k\)-polygon graphs, Dilworth-\(k\) graphs and complements of \(k\)-degenerate graphs.

The following corollary improves some known results in the enumeration of minimal transversals of interval and circular-arc hypergraphs where only an incremental polynomial time algorithm was known (see e.g. [21]).

**Corollary 2.** For every hypergraph \(H\) being an interval hypergraph or a circular-arc hypergraph one can count in polynomial time, and enumerate with linear delay, all minimal transversals of \(H\).

The remaining part of the section is devoted to the main ideas of the proof of Theorem 1. Throughout this section let \((\sigma, \rho)\) be a fixed pair of finite or co-finite subsets of \(\mathbb{N}\) and let \(G\) be a fixed \(n\)-vertex colored graph with \(n \geq 2\). Let \(x_1, \ldots, x_n\) be a fixed linear ordering of the vertex set of \(G\) such that the maximum induced matching width of \(x_1, \ldots, x_n\) is bounded by a constant \(c\). Furthermore, for all \(i \in \{1, 2, \ldots, n\}\), we let \(A_i = \{x_1, x_2, \ldots, x_i\}\) and \(\overline{A}_i = \{x_{i+1}, x_{i+2}, \ldots, x_n\}\).

Let \(d(\mathbb{N}) = 0\). For every finite set \(\mu \subseteq \mathbb{N}\), let \(d(\mu) = 1 + \max\{a | a \in \mu\}\), and for every co-finite set \(\mu \subseteq \mathbb{N}\), let \(d(\mu) = 1 + \max\{a | a \in \mathbb{N}\setminus\mu\}\). For finite or co-finite subsets \(\sigma\) and \(\rho\) of \(\mathbb{N}\), we let \(d(\sigma, \rho) = \max(d(\sigma), d(\rho))\). As pointed out in [4] given a subset \(D\) of Red, we can check if \(D\) is a Red \((\sigma, \rho)\)-dominating set by computing \(|D \cap N_G(x)|\) up to \(d(\sigma, \rho)\) for each vertex \(x\) in Blue. We define \(\sigma^* = \sigma \cup \rho\) and \(\rho^* = \rho \cup \sigma\). Let also \(\sigma^- = \{i \in \sigma \mid i-1 \notin \sigma\}\), \(\rho^- = \{i \in \rho \mid i-1 \notin \rho\}\).

**Lemma 3.** The sets \(\sigma^*, \rho^*, \sigma^-\) and \(\rho^-\) are finite or co-finite. Also, \(d(\sigma^*, \rho^*) \leq d(\sigma, \rho)\) and \(d(\sigma^-, \rho^-) \leq d(\sigma, \rho) + 1\).

**Lemma 4.** Let \(D\) be a Red \((\sigma, \rho)\)-dominating set of \(G\) and let \(u \in D\). The vertex \(u\) is a certificate for itself if and only if \(u \in \text{Blue}\) and \(|N_G(u) \setminus D| \in \sigma^+\). A vertex \(v \in N_G(u) \setminus \text{Blue}\) is a certificate for \(u\) if and only if \(D (\sigma^-, \rho^-)\)-dominates \(v\).

Let \(d \in \mathbb{N}\) and let \(A \subseteq V(G)\). Two red subsets \(X\) and \(Y\) of \(A\) are \(d\)-neighbor equivalent w.r.t. \(A\), denoted by \(X \equiv_A^d Y\), if \(\min(d, |X \cap N_G(x)|) = \min(d, |Y \cap N\) for all \(x \in A \cap \text{Blue}\). It is clear that \(\equiv_A^d\) is an equivalence relation and we let \(\text{neq} (\equiv_A^d)\) be its number of equivalence classes.
Lemma 5 ([1]). Let $d \in \mathbb{N}$ and let $A \subseteq V(G)$. Then $\text{neq}(\equiv^d_A) \preceq n^{d^2}$.

We will follow the same idea as in [4] where a minimum (or a maximum) $(\sigma, \rho)$-dominating set is computed. For every $i \in \{1, \ldots, n\}$ and every subset $X$ of $A_i \cap \text{Red}$, we denote by $\text{rep}_{p_i}^\sigma(X)$ the lexicographically smallest set $R \subseteq A_i \cap \text{Red}$ such that $|R|$ is minimised and $R \equiv^d_{p_i} X$. Notice that it can happen that $R = \emptyset$.

Lemma 6 ([4]). For every $i \in \{1, \ldots, n\}$, one can compute a list $LR_i$ containing all representatives w.r.t. $\equiv^d_{p_i}$ in time $O(\text{neq}(\equiv^d_{p_i}) \cdot \log(\text{neq}(\equiv^d_{p_i})) \cdot n^2)$. One can also compute a data structure that given a set $X \subseteq A_i \cap \text{Red}$ in time $O(\log(\text{neq}(\equiv^d_{p_i}))) \cdot |X| \cdot n$ allows us to find a pointer to $\text{rep}_{p_i}^\sigma(X)$ in $LR_i$. Similar statements hold for the list $LR_i$ containing all representatives w.r.t. $\equiv^d_{p_i}$.

Our goal now is to define a DAG, denoted by $\text{DAG}(G)$, the maximal paths of which correspond exactly to the 1-minimal Red $(\sigma, \rho)$-dominating sets.

For $1 \leq j \leq n$ and $C \subseteq A_j \cap \text{Blue}$ (or $C \subseteq A_j \cap \text{Red}$) we denote by $SG_j(C)$ (or by $\overline{SG}_j(C)$) the set $X$ obtained from $C$ if we initially set $X = C$ and recursively apply the following rule: let $x$ be the greatest (or smallest) vertex in $X$ such that $N(X \setminus \{x\}) \cap (\overline{A}_j \cap \text{Red}) = N(X) \cap (\overline{A}_j \cap \text{Red})$ (or $N(X \setminus \{x\}) \cap (A_j \cap \text{Red}) = N(X) \cap (A_j \cap \text{Red})$) and set $X = X \setminus \{x\}$. Notice that $SG_j(C)$ and $\overline{SG}_j(C)$ are both uniquely determined, and both have sizes bounded by $e$ from [1, Lemma 1]. Observe also that if $C \subseteq A_j \cap \text{Blue}$ (or $C \subseteq A_j \cap \text{Red}$), then $SG_j(C \cup \{x_i\}) = SG_j(SG_j(C) \cup \{x_i\})$ for all $\ell > j$ (or $\overline{SG}_j(C \cup \{x_i\}) = \overline{SG}_j(\overline{SG}_j(C) \cup \{x_i\})$ for all $\ell \leq j$).

Let $1 \leq j < n$ and let $(R_j, R'_j, C_j, C'_j) \in LR_j \times LR_j \times 2^{\overline{A}_j \cap \text{Blue}} \times 2^{A_j \cap \text{Blue}}$ and $(R_{j+1}, R'_{j+1}, C_{j+1}, C'_{j+1}) \in LR_{j+1} \times LR_{j+1} \times 2^{\overline{A}_{j+1} \cap \text{Blue}} \times 2^{A_{j+1} \cap \text{Blue}}$. There is an $\varepsilon$-arc-1 from $(R_j, R'_j, C_j, C'_j)$ to $(R_{j+1}, R'_{j+1}, C_{j+1}, C'_{j+1})$ if

1. $R_j \equiv^d_{p_j} R_{j+1}$ and $R'_j \equiv^d_{p_j} R'_{j+1}$, and
2. if $(x_{j+1} \notin \text{Blue})$ or $(x_{j+1} \in \text{Blue}$ and $|N(x_{j+1}) \cap (R_j \cup R'_{j+1})| \notin \rho$ and $|N(x_{j+1}) \cap (R_j \cup R'_{j+1})| \notin \rho^-$) then $(C_{j+1} = SG_j(C'_j)$ and $C'_{j+1} = \overline{SG}_j(C'_j)$, otherwise we should have $(|N(x_{j+1}) \cap (R_j \cup R'_{j+1})| \notin \rho)$ and

1.1.a) if $N(x_{j+1}) \cap (A_j \cap \text{Red}) \neq \emptyset$, then $(C_{j+1} = SG_j(C_j \cup \{x_{j+1}\})$, else $C_{j+1} = \overline{SG}_j(C_j)$, and
1.1.b) if $N(x_{j+1}) \cap (A_j \cap \text{Red}) \neq \emptyset$, then $C'_{j+1} = SG_j(C_{j+1} \cup \{x_{j+1}\})$, else $C'_{j+1} = \overline{SG}_j(C_{j+1})$.

There is an $\varepsilon$-arc-2 from $(R_j, R'_j, C_j, C'_j)$ to $(R_{j+1}, R'_{j+1}, C_{j+1}, C'_{j+1})$ if

1. $R_{j+1} \equiv^d_{p_{j+1}} (R_j \cup \{x_{j+1}\})$, $R'_j \equiv^d_{p_j} (R'_{j+1} \cup \{x_{j+1}\})$, $x_{j+1} \in \text{Red}$, $(|N(x_{j+1}) \cap (R_j \cup R'_{j+1})| \in \sigma$ if $x_{j+1} \in \text{Blue}$, and
2. if $(x_{j+1} \notin \text{Blue})$ or $(x_{j+1} \in \text{Blue}$ and $|N(x_{j+1}) \cap (R_j \cup R'_{j+1})| \notin \sigma)$, then $(C_{j+1} = SG_j(C'_j)$ and $C'_{j+1} = \overline{SG}_j(C'_{j+1})$, otherwise we should have $(|N(x_{j+1}) \cap (R_j \cup R'_{j+1})| \notin \sigma)$ and
(2.2.a) If \( N(x_{j+1} \cap (A_j + 1 \cap \text{Red}) \neq \emptyset \), then \( C_{j+1} = SG_j(C_j \cup \{x_{j+1}\}) \), else \( C_{j+1} = SG_j(C_j) \), and

(2.2.b) If \( N(x_{j+1} \cap (A_j \cap \text{Red}) \neq \emptyset \), then \( C'_j = SG_j(C'_j \cup \{x_{j+1}\}) \), else \( C'_j = SG_j(C'_j) \), and

(2.3) Either \( N(x_{j+1} \cap (C_j \cup C'_j) \neq \emptyset \) or \((x_{j+1} \in \text{Blue} \text{ and } |N(x_{j+1}) \cap (R_j \cup R'_j)| \in \sigma^*)\).

The nodes of \( \text{DAG}(G) \), \((R, R', C, C', i) \in LR_i \times LR_i \times 2^A, \text{Blue} \times 2^A, \text{Blue} \times [n])\) is a node of \( \text{DAG}(G) \) whenever \( x_i \in \text{Red} \), \( C = SG_j(C) \) and \( C' = SG_j(C') \). We call \( i \) the index of \((R, R', C, C', i)\). Finally \( s = (\emptyset, \emptyset, \emptyset, \emptyset, 0) \) is the source node and \( t = (\emptyset, \emptyset, \emptyset, \emptyset, n + 1) \) is the terminal node of \( \text{DAG}(G) \).

The arcs of \( \text{DAG}(G) \). There is an arc from the node \((R_0, R_0', C_0, C_0', j) \in LR_0 \times LR_0 \times 2^A, \text{Blue} \times 2^A, \text{Blue} \times [n])\) to the node \((R_1, R_1', C_1, C_1', j + p) \in LR_1 \times LR_1 \times 2^A, \text{Blue} \times 2^A, \text{Blue} \times [n])\) with \( 1 \leq j < j + p \leq n \) if there exist tuples \((R_i, R'_i, C_i, C'_i), \ldots, (R_{p-1}, R'_{p-1}, C_{p-1}, C'_{p-1})\) such that (1) for each \( 1 \leq i < p \), \((R_i, R'_i, C_i, C'_i) \in LR_i \times LR_i \times 2^A, \text{Blue} \times 2^A, \text{Blue} \times [n])\) and there is an \( \varepsilon \)-arc-1 from \((R_i, R'_i, C_i, C'_i)\) to \((R_i, R'_i, C_i, C'_i)\), and (2) there is an \( \varepsilon \)-arc-2 from \((R_{p-1}, R'_{p-1}, C_{p-1}, C'_{p-1})\) to \((R_p, R'_p, C_p, C'_p)\).

There is an arc from the source node to a node \((R, R', C, C', j) \in \text{DAG}(G) \) if \((S = \{x \in (A_j \cap \text{Blue}) \cup \{x_j\}, N(x) \cap (A_j \cap \text{Red}) \neq \emptyset \text{ and } |N(x) \cap (\{x_j\} \cup R')| \in \rho^*\})\)

(S1) \( \{x_j\} = A_j \text{ and } (\{x_j\} \cup R')\) \( (\sigma, \rho) \)-dominates \( A_j \cap \text{Blue} \),

(S2) If \( x_j \in \text{Blue} \) and \( |N(x_j) \cap R'| \in \sigma^* \) then \( C = SG_j(S \cup \{x_j\}) \), otherwise \( C = SG_j(S) \), and

(S3) Either \((N(x_j) \cap (C' \cup C) \neq \emptyset \) or \((x_j \in \text{Blue} \text{ and } |N(x_j) \cap R'| \in \sigma^*\).

There is an arc from a node \((R, R', C, C', j) \in \text{DAG}(G) \) to the terminal node if

(T1) \(|N(x) \cap R'| \in \rho \text{ for each } x \in A_j + 1 \cap \text{Blue} \text{, and} \)

(T2) \( C' = SG_j(\{x \in A_j \cap \text{Blue} \text{ | } N(x) \cap (A_j \cap \text{Red}) \neq \emptyset \text{ and } |N(x) \cap R'| \in \rho^*\}). \)

If \( P = (s, v_1, v_2, \ldots, v_p, t) \) is a path in \( \text{DAG}(G) \), then the trace of \( P \), denoted by \( \text{trace}(P) \), is defined as \( \{x_{j_1}, x_{j_2}, \ldots, x_{j_p}\} \) where for all \( i \in \{1, 2, \ldots, p\} \), \( j_i \) is the index of the node \( v_i \). We have the following lemmas.

**Lemma 7.** Let \( P \) be the set of paths in \( \text{DAG}(G) \) from the source node to the terminal node. The mapping which associates with every \( P \in P \) \( \text{trace}(P) \) is a one-to-one correspondence with the set of \( 1 \)-minimal \( \text{Red} \) \( (\sigma, \rho) \)-dominating sets.

**Lemma 8.** \( \text{DAG}(G) \) is a DAG and can be constructed in time \( O(n^{c-d}) \).

We can now prove Theorem 1. By Lemma 8 \( \text{DAG}(G) \) is a DAG and can be constructed in time \( O(n^{c-d}) \). By Lemma 7 it is sufficient to count and enumerate the maximal paths in \( \text{DAG}(G) \), and since we can count the maximal paths and enumerate them with linear delay (see for instance [15]), this concludes the proof.
4 Enumeration of minimal dominating sets for unit square graphs

Let $G$ be a unit square graph and suppose that $f : V(G) \to \mathbb{Q}^2$ is a realization of $G$. (See Section 2 for more details on the point model of unit square graphs used in our paper.) For a vertex $v \in V(G)$, $\frac{f(v)}{||f(v)||}$ is the fractional part of the $x$-coordinate of the point representing $v$. Let $v_1, \ldots, v_n$ be a linear ordering of the vertex set of $G$ such that $\frac{f(v_i)}{||f(v_i)||} \leq \frac{f(v_j)}{||f(v_j)||}$ for all $j > i$. We prove that the MIM-width of $v_1, \ldots, v_n$ is bounded by $O(\text{diam}^2)$ where $\text{diam}$ is the diameter of $G$, which we state in the following.

**Theorem 2.** For a unit square graph $G$, $u \in V(G)$ and a positive integer $r$, $\text{liminw}(G[N_G[u]]) = O(r^2)$. Moreover, if a realization $f : V(G) \to \mathbb{Q}^2$ of $G$ is given, then a linear ordering of vertices of MIM-width $O(r^2)$ can be constructed in polynomial time.

We will now explain how to use this property and Theorem 1, to obtain an incremental polynomial time enumeration algorithm for the minimal dominating sets of $G$. To do it, we use a variant of the flipping method proposed in [10].

Given a minimal dominating set $D^*$, the flipping operation replaces an isolated vertex of $G[D^*]$ with its neighbor outside of $D^*$, and, if necessary, adds or deletes some vertices to obtain new minimal dominating sets $D$, such that $G[D]$ has more edges compared to $G[D^*]$. The enumeration algorithm starts with enumerating all maximal independent sets of the input graph $G$ using the algorithm of Johnson, Papadimitriou, and Yannakakis [12], which gives the initial minimal dominating sets. Then the flipping operation is applied to every appropriate minimal dominating set found, to find new minimal dominating sets inducing subgraphs with more edges.

Let $G$ be a graph. Let also $D \subseteq V(G)$. For $u \in D$, $C_D[u] = \{v \in V(G) \mid v \in N_G[u] \setminus N_G[D \setminus \{u\}]\}$ and $C_D(u) = \{v \in V(G) \mid v \in N_G(u) \setminus N_G[D \setminus \{v\}]\} = C_D[u] \setminus \{u\}$. Observe that if $D$ is a minimal dominating set, then $C_D[u]$ is the set of certificates for a vertex $u \in D$.

Let us describe the variant of the flipping operation from [10], that we use. Let $G$ be the input graph; we fix an (arbitrary) order of its vertices: $v_1, \ldots, v_n$. Suppose that $D'$ is a dominating set of $G$. We say that the minimal dominating set $D$ is obtained from $D'$ by greedy removal of vertices (with respect to order $v_1, \ldots, v_n$) if we initially let $D = D'$, and then recursively apply the following rule: If $D$ is not minimal, then find a vertex $v_i$ with the smallest index $i$ such that $D \setminus \{v_i\}$ is a dominating set in $G$, and set $D = D \setminus \{v_i\}$. Clearly, when we apply this rule, we never remove vertices of $D'$ that have certificates. Whenever greedy removal of vertices of a dominating set is performed, it is done with respect to this ordering.

Let $D$ be a minimal dominating set of $G$ such that $G[D]$ has at least one edge $uw$. Then the vertex $u \in D$ is dominated by the vertex $w \in D$. Therefore, $C_D[u] = C_D(u) \neq \emptyset$. Let $X$ be a non-empty inclusion-maximal independent set such that $X \subseteq C_D(u)$. Consider the set $D' = (D \setminus \{u\}) \cup X$. Notice that
$D'$ is a dominating set in $G$, since all vertices of $C_D(u)$ are dominated by $X$ by the maximality of $X$ and $u$ is dominated by $w$, but $D'$ is not necessarily minimal, because it can happen that $X$ dominates all the certificates of some vertex of $D\setminus\{u\}$. We apply greedy removal of vertices to $D'$ to obtain a minimal dominating set. Let $Z$ be the set of vertices that are removed by this to ensure minimality. Observe that $X \cap Z = \emptyset$ and $u \notin Z$ by the definition of these sets; in fact there is no edge between a vertex of $X$ and a vertex of $Z$. Finally, let $D^* = ((D\setminus\{u\}) \cup X) \setminus Z$.

It is important to notice that $|E(G[D^*])| < |E(G[D])|$. Indeed, to construct $D^*$, we remove the endpoint $u$ of the edge $uw \in E(G[D])$ and, therefore, reduce the number of edges. Then we add $X$ but these vertices form an independent set in $G$ and, because they are certificates for $u$ with respect to $D$, they are not adjacent to any vertex of $D\setminus\{u\}$. Therefore, $|E(G[D^*])| \leq |E(G[D^1])| < |E(G[D])|$.

The flipping operation is exactly the reverse of how we generated $D^*$ from $D$; i.e., it replaces a non-empty independent set $X \subseteq G[D^*] \cap N_G(u)$ for a vertex $u \notin D^*$ with their neighbor $u$ in $G$ to obtain $D$. In particular, we are interested in all minimal dominating sets $D$ that can be generated from $D^*$ in this way. Given $D$ and $D^*$ as defined above, we say that $D^*$ is a parent of $D$ with respect to flipping $u$ and $X$. We say that $D^*$ is a parent of $D$ if there is a vertex $u \in V(G)$ and an independent set $X \subseteq N_G(u)$ such that $D^*$ is a parent with respect to flipping $u$ and $X$. It is important to note that each minimal dominating set $D$ such that $E(G[D]) \neq \emptyset$ has a unique parent with respect to flipping of any $u \in D \cap N_G[D\setminus\{u\}]$ and a maximal independent set $X \subseteq C_D(u)$, as $Z$ is lexicographically selected by a greedy algorithm. Similarly, we say that $D$ is a child of $D^*$ (with respect to flipping $u$ and $X$) if $D^*$ is the parent of $D$ (with respect to flipping $u$ and $X$). The proof of the following lemma is implicit in [10].

**Lemma 9 ([10]).** Suppose that for a graph $G$, all independent sets $X \subseteq N_G(u)$ for a vertex $u$ can be enumerated in polynomial time. Suppose also that there is an enumeration algorithm $A$ that, given a minimal dominating set $D^*$ of a graph $G$ such that $G[D^*]$ has an isolated vertex, a vertex $u \in V(G) \setminus D^*$ and a non-empty independent set $X$ of $G[D^*]$ such that $X \subseteq D^* \cap N_G(u)$, generates with polynomial delay a family of minimal dominating sets $D$ with the property that $D$ contains all minimal dominating sets $D$ that are children of $D^*$ with respect to flipping $u$ and $X$. Then all minimal dominating sets of $G$ can be enumerated in incremental polynomial time.

To obtain our main result, we will show that there is indeed an algorithm as algorithm $A$ described in the statement of Lemma 9 when the input graph $G$ is a unit square graph. We show that we can construct $A$ by reduction to the enumeration of minimal Red dominating sets in an auxiliary colored induced subgraph of $G[N_3^G[u]]$. Let $D^*$ be a minimal dominating set of a graph $G$ such that $G[D^*]$ has an isolated vertex. Let also $u \in V(G) \setminus D^*$ and $X$ is a non-empty independent set of $G[D^*]$ such that $X \subseteq D^* \cap N_G(u)$. Consider the
set $D' = (D \setminus X) \cup \{u\}$. Denote by Blue the set of vertices that are not dominated by $D'$. Notice that Blue $\subseteq N_G(X) \setminus N_G[u]$. Therefore, Blue $\subseteq N_G^2[u]$. Let Red $= N_G(Blue) \setminus N_G[X]$. Clearly, Red $\subseteq N_G^2[u]$. We construct the colored graph $H = G[Red \cup Blue]$. Let $\mathcal{A}'$ be an algorithm that enumerates minimal Red dominating sets in $H$. Assume that if Blue $= \emptyset$, then $\mathcal{A}'$ returns $\emptyset$ as the unique Red dominating set. We construct $\mathcal{A}$ as follows.

Step 1. If $\mathcal{A}'$ returns an empty list of sets, then $\mathcal{A}$ returns an empty list as well.

Step 2. For each Red dominating set $R$ of $H$, consider $D_2 = D_1 \setminus R$ and construct a minimal dominating set $D$ from $D_2$ by greedy removal.

**Lemma 10.** If $\mathcal{A}'$ lists all minimal Red dominating sets with polynomial delay, then $\mathcal{A}$ generates with polynomial delay a family of minimal dominating sets $\mathcal{D}$ with the property that $\mathcal{D}$ contains all minimal dominating sets $\mathcal{D}$ that are children of $\mathcal{D}$ with respect to flipping $u$ and $X$.

Now we are ready to prove the main result of the section.

**Theorem 3.** For a unit square graph $G$ given with its realization $f$, all minimal dominating sets of $G$ can be enumerated in incremental polynomial time.

**Proof.** It is straightforward to observe that for a vertex $u$ of a unit square graph $G$, any independent set $X \subseteq N_G(u)$ has at most 4 vertices. Hence, all independent sets $X \subseteq N_G(u)$ for a vertex $u$ can be enumerated in polynomial time. By combining Theorems 1 and 2, and Lemmas 9 and 10, we obtain the claim. □
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