Overgroups of subsystem subgroups in exceptional groups: inside a sandwich
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Abstract. The current paper is an addition to the previous paper by author (Overgroups of subsystem subgroups in exceptional groups: a $2A_1$-proof, (2020)), where the overgroup lattice of the elementary subsystem subgroup $E(\Delta, R)$ of the Chevalley group $G(\Phi, R)$ for a large enough root subsystem $\Delta$ was studied. Now we study the connection between the elementary subgroup $\hat{E}(\sigma)$ given by the net of ideals $\sigma$ of the ring $R$, and the stabilizer $S(\sigma)$ of the corresponding Lie subalgebra of the Chevalley algebra. In particular, we prove that under a certain condition the subgroup $\hat{E}(\sigma)$ is normal in $S(\sigma)$, and we also study some properties of the corresponding quotient group.

1. Introduction

In the paper [7] its authors suggested the following problem: to describe overgroups of the elementary subsystem subgroup $E(\Delta, R)$ in the Chevalley group $G(\Phi, R)$ for a large enough subsystem $\Delta$; the corresponding hypotheses were formulated in [8]. According to these hypotheses the description must be given in terms of nets of ideals of the ground ring $R$ (see definition in Subsection 2.4). Namely, for any overgroup $E(\Delta, R) \leq H \leq G(\Phi, R)$ the ground ring $R$ has a unique net of ideals $\sigma$ called a level of this overgroup such that $E(\sigma) \leq H \leq \tilde{N}_{G(\Phi, R)}(E(\sigma))$, where the group $E(\sigma)$ is defined as in Subsection 2.6. Such answer is called a standard description or a sandwich-classification. Here by sandwich we mean the set of overgroups of some fixed level.

Most of that hypotheses with certain rectification were proved in the author’s paper [10] assuming that the ring $R$ does not have a residue field of two elements. In that paper the known results for classical groups are not just generalised to exceptional groups but also are rectified in such a way to take into account irreducible components of type $A_1$ in the subsystem $\Delta$. The rectification was that the normaliser of the group $E(\sigma)$ was replaced by the stabiliser $S(\sigma)$ of certain subalgebra $L(\sigma)$ in Chevalley algebra $L(\Phi, R)$ (see definitions in Subsections 2.5 and 2.6). Such form of the answer was called a pseudostandard description.
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It is easy to see that under certain assumption the inclusion $N_{G(\Phi, R)}(E(\sigma)) \leq S(\sigma)$ holds true (see Corollary 2 in [10]). Therefore, the question on normality of $E(\sigma)$ in $S(\sigma)$ arises; this question is, in fact, independent to results of [10].

There are many interesting cases where the subsystem $\Delta$ has irreducible components of type $A_1$; in these cases we do not have normality in general because the elementary group $E(2, R)$ is not normal in $\text{SL}(2, R)$ in general. In order to rectify that, we define the groups $\widehat{E}(\Delta, R)$ and $\widehat{E}(\sigma)$ by adding certain unipotents to the set of generators. If for a given subsystem and a given ring the pseudostandard description in sense of [10] holds true, then for overgroups of the subgroup $\widehat{E}(\Delta, R)$ the similar description with $E(\sigma)$ replaced by $\widehat{E}(\sigma)$ holds true. In addition, in case where the subsystem $\Delta$ has no irreducible components of type $A_1$, we have $\widehat{E}(\Delta, R) = E(\Delta, R)$ and $\widehat{E}(\sigma) = E(\sigma)$.

In the present paper we prove under certain assumptions (see condition (*) in §3) that the subgroup $\widehat{E}(\sigma)$ is normal in $S(\sigma)$ (Theorem 3). Our proof uses the same methods as the proof of normality of the elementary subgroup in Chevalley group given by Taddei in [23]. Before we prove Theorem 3 we will need to study the intersection of the group $S(\sigma)$ with the congruence subgroup whose level is the Jacobson radical (Theorem 1); also we will need to write down the generators of the group $S(\sigma)$ in case where the ground ring is local (Theorem 2).

Further we define the group $G(\sigma)$, which is something like the ”connected component” of the group $S(\sigma)$. Theorem 4 of the present paper shows that this subgroup is normal in $S(\sigma)$ and the corresponding quotient group can be embedded in a product of certain subquotients of the Weyl group $W(\Phi)$. In case where the ground ring is Noetherian the number of factors is finite; hence the quotient group $S(\sigma)/G(\sigma)$ is also finite. For the classical groups these results are known from the papers by Borevich, Vavilov and Shchegolev [2, 4, 5, 13, 14, 20].

Another result of the present paper is similar to the theorem proved in [18] about the $K_1$ group being nilpotent. Namely, assuming, in addition, that the subsystem $\Delta$ has no irreducible components if type $A_1$, we prove that the group $G(\sigma)/E(\sigma)$ is nilpotent-by-abelian (Theorem 5). Note that the special case of this Theorem was proved in the author’s paper [9], where the problem on overgroups for subsystems $A_i \leq D_i, D_5 \leq E_6$ and $E_6 \leq E_7$ was studied.

We introduce all the necessary notation in §2 after that in §3 we give precise statements for all the theorems mentioned above. The remaining Sections (§§4–10) contain proofs.

### 2. Basic notation

#### 2.1. Root systems and Chevalley groups

Let $\Phi$ be an irreducible root system in the sense of [3], $\mathcal{P}$ a lattice that is intermediate between the root lattice $Q(\Phi)$ and the weight lattice $\mathcal{P}(\Phi)$, $R$ a commutative associative ring with unity, $G(\Phi, R) = G_\mathcal{P}(\Phi, R)$ a Chevalley group of type $\Phi$ over $R$, $T(\Phi, R) = T_\mathcal{P}(\Phi, R)$ a split maximal torus of $G(\Phi, R)$. For every root $\alpha \in \Phi$ we denote by $X_\alpha = \{ x_\alpha(\xi) : \xi \in R \}$ the corresponding unipotent root subgroup with respect to $T$. We denote by $E(\Phi, R) = E_\mathcal{P}(\Phi, R)$ the elementary subgroup generated by all $X_\alpha, \alpha \in \Phi$.  


Let \( \Delta \) be a proper subsystem of \( \Phi \). We denote by \( E(\Delta, R) \) the subgroup of \( G(\Phi, R) \), generated by all \( X_\alpha \), where \( \alpha \in \Delta \). It is called an (elementary) subsystem subgroup. It can be shown that it is an elementary subgroup of a Chevalley group \( G(\Delta, R) \), embedded into the group \( G(\Phi, R) \). Here the lattice between \( Q(\Delta) \) and \( P(\Delta) \) is an orthogonal projection of \( P \) onto the corresponding subspace.

We denote by \( W(\Phi) \) resp. \( W(\Delta) \) the Weyl groups of the systems \( \Phi \) resp. \( \Delta \).

2.2. Group theoretic notation.

- If the group \( G \) acts on the set \( X \), \( x \in X \) and \( Y \subseteq X \), we denote by \( \text{Stab}_G(x) \) resp. \( \text{Stab}_G(Y) \) the stabiliser of the element \( x \) resp. the stabiliser of the subset \( Y \) (as a subset, not pointwise).
- Commutators are left normalised:
  \( [x, y] = xyx^{-1}y^{-1} \).
- Upper index stands for the left or right conjugation:
  \( g^h = ghg^{-1}, \ h^g = g^{-1}hg \).
- If \( X \) is a subset of the group \( G \), we denote by \( \langle X \rangle \) the subgroup generated by \( X \).
- If \( H \leq G \), then by \( H^G \) we denote the normal closure of the subgroup \( H \) in the group \( G \).

2.3. Reduction homomorphisms and congruence subgroups. If \( R \) is a ring and \( I \subseteq R \) is an ideal, then the projection onto the quotient \( R \to R/I \), and also the corresponding reduction homomorphism \( G(\Phi, R) \to G(\Phi, R/I) \) we denote by \( \rho_I \).

The kernel of this homomorphism is called the principal congruence subgroup of level \( I \); we denote it by \( G(\Phi, R, I) \).

We also denote \( T(\Phi, R, I) = G(\Phi, R, I) \cap T(\Phi, R) \).

The elementary congruence subgroup of level \( I \) is the group
\[
E(\Phi, R, I) = \langle \{ x_\alpha(\xi) : \alpha \in \Phi, \xi \in I \} \rangle^{E(\Phi, R)}.
\]

2.4. Nets of ideals. We need the following definition; see, for example, survey \[25\] and further references in it.

A collection of ideals \( \sigma = \{ \sigma_\alpha \}_{\alpha \in \Phi} \) of the ring \( R \) is called a net of ideals, if the following conditions hold true.

1. If \( \alpha, \beta, \alpha + \beta \in \Phi \), then \( \sigma_\alpha \sigma_\beta \subseteq \sigma_{\alpha + \beta} \).
2. If \( \alpha \in \Delta \), then \( \sigma_\alpha = R \).

The next lemma follows directly from the definition.

Lemma 1. If \( \sigma \) is a net of ideals, and \( \alpha, \beta \in \Phi \) are such that \( \alpha - \beta \in \Delta \), then \( I_\alpha = I_\beta \).

If \( I \subseteq R \) is an ideal, and \( f : R \to A \) is a ring homomorphism, then by \( f(I) \) we denote the ideal in \( A \) generated by the image of the ideal \( I \). If \( \sigma \) is a net of ideals in \( R \), then we set \( f(\sigma)_\alpha = f(\sigma_\alpha) \), which is a net of ideals in \( A \).

Given two nets of ideals \( \sigma_1, \sigma_2 \) in the ring \( R \), we write \( \sigma_1 \leq \sigma_2 \) if \( (\sigma_1)_\alpha \leq (\sigma_2)_\alpha \) for any \( \alpha \in \Phi \).
2.5. **Lie algebras.** We denote by $L(\Phi, \mathbb{Z})$ the integer span of the Chevalley basis in the complex Lie algebra of type $\Phi$ (see [12]). The following notation stands for Chevalley algebra $L(\Phi, R) = L(\Phi, \mathbb{Z}) \otimes_{\mathbb{Z}} R$. This is a Lie algebra over the ring $R$ equipped with an action of the group $G(\Phi, R)$ called the adjoint representation. For elements $g \in G(\Phi, R)$ and $v \in L(\Phi, R)$, we denote this action by $gv$.

Note that the algebra $L(\Phi, R)$, in general, is not isomorphic to the tangent Lie algebra of the algebraic group $G(\Phi, R)$ (see, for example, [19]). However, if the group is simply connected, then these algebras are canonically isomorphic.

We denote by $e_\alpha, \alpha \in \Phi$ and $h_i, i = 1, \ldots, \text{rk } \Phi$ the Chevalley basis of the Lie algebra $L(\Phi, R)$. By $D$ we denote its toric subalgebra generated by $h_i$.

For every element $v \in L(\Phi, R)$, we denote by $v^\alpha$ and $v^i$ its coefficient in Chevalley basis.

For a net of ideals $\sigma$ we set $L(\sigma) = D \oplus \bigoplus_{\alpha \in \Phi} \sigma_\alpha e_\alpha \leq L(\Phi, R)$.

The next lemma follows directly from the definition of a net.

**Lemma 2.** The submodule $L(\sigma)$ is a Lie-subalgebra in $L(\Phi, R)$.

2.6. **Net subgroups.** For a net of ideals $\sigma$ we set

$E(\Phi, \Delta, R, \sigma) = \langle x_\alpha(\xi) : \alpha \in \Phi, \xi \in \sigma_\alpha \rangle, \quad S(\Phi, \Delta, R, \sigma) = \text{Stab}_{G(\Phi, R)}(L(\sigma))$.

For simplicity, when the other parameters are clear from the context, we write just $E(\sigma)$ and $S(\sigma)$.

2.7. **Images of $SL_2$.** For a root $\alpha \in \Phi$ we denote by $\varphi_\alpha$ the homomorphism of algebraic groups

$\varphi_\alpha : SL(2, R) \to G(\Phi, R)$

such that

$\varphi \left( \begin{pmatrix} 1 & \xi \\ 0 & 1 \end{pmatrix} \right) = x_\alpha(\xi)$ and $\varphi \left( \begin{pmatrix} 1 & 0 \\ \xi & 1 \end{pmatrix} \right) = x_{-\alpha}(\xi)$.

For $\varepsilon \in \mathbb{R}^\ast$ we set

$h_\alpha(\varepsilon) = \varphi_\alpha \left( \begin{pmatrix} \varepsilon & 0 \\ 0 & \varepsilon^{-1} \end{pmatrix} \right)$.

For $\xi, \zeta, \eta \in \mathbb{R}$ set

$t_\alpha, \eta(\xi) = \varphi_\alpha \left( \begin{pmatrix} 1 - \xi \zeta \eta & \xi \zeta^2 \\ -\xi \eta^2 & 1 + \xi \zeta \eta \end{pmatrix} \right)$.

The matrix in the last notation is the transvection

$e + \begin{pmatrix} \zeta \\ \eta \end{pmatrix} \xi \begin{pmatrix} -\eta & \zeta \end{pmatrix}$.

Let us make the following observation.
Lemma 3. Let $\alpha \in \Phi$, $g \in \text{SL}(2, R)$, $\xi, \zeta, \eta \in R$, and let
\[ g \cdot \begin{pmatrix} \xi \\ \eta \end{pmatrix} = \begin{pmatrix} \xi_1 \\ \eta_1 \end{pmatrix}. \]
Then $\varphi^g(\alpha) t^\xi_\eta(\xi) = t^{\xi_1}_\eta(\xi)$.

For every net of ideals $\sigma$ we set
\[ \hat{E}(\sigma) = \hat{E}(\Phi, \Delta, R, \sigma) = \langle \{ x_\alpha(\xi) : \alpha \in \Phi, \xi \in \sigma_\alpha \} \cup \{ t^{\xi_\eta}_\alpha(\xi) : \alpha \in \Delta, \xi, \zeta, \eta \in R \} \rangle. \]

Remarks. (1) If a root $\alpha$ belongs to a component of the subsystem $\Delta$ with rank at least 2, then the generators $t^{\xi_\eta}_\alpha(\xi)$ are superfluous because they can be expressed by elementary root elements, see Lemma 14. However, it was shown by Cohn [17] that this does not hold for the group $\text{SL}(2, R)$ over the polynomial ring of two variables with coefficients in a field.

(2) If we set
\[ \hat{E}(\sigma) = \langle \{ x_\alpha(\xi) : \alpha \in \Phi, \xi \in \sigma_\alpha \} \cup \{ t^{\xi_\eta}_\alpha(\xi) : \alpha \in \Delta, \xi, \zeta, \eta \in R \} \rangle, \]
then we have $\hat{E}(\sigma) = \langle E(\sigma) \cup \hat{E}(\Delta, R) \rangle$. Therefore, if for a given subsystem and a given ring the pseudostandard description of overgroups in sense of [10] holds, then for overgroups of the subgroup $\hat{E}(\Delta, R)$ the similar description holds with $E(\sigma)$ being replaced by $\hat{E}(\sigma)$.

(3) The definition of the group $\hat{E}(\sigma)$ is motivated by the fact that we can prove its normality the group $S(\sigma)$. The subgroup $E(\sigma)$ is not normal in $S(\sigma)$ in general because the elementary group is not normal in $\text{SL}(2, R)$ in general.

N. A. Vavilov suggested that the results of the present paper remain true if instead of using all the elements $t^{\xi_\eta}_\alpha(\xi)$ one use only the images of elements from the normal closure of elementary subgroup in $\text{SL}(2, R)$. However such set of generators is not so good when interacting with localisation; hence our proof would not work for it; the problem arises in the first item of Lemma 15.

(4) Elements $t^{\xi_\eta}_\alpha(\xi)$ are images of symplectic transvections (recall that $\text{SL}(2, R) = \text{Sp}(2, R)$). N. A. Vavilov also suggested that the subgroup of $\text{SL}(2, R)$ generated by them coincides with the subgroup generated by all transvections; in other words, that Eichler group for $\text{Sp}(2, R)$ coincides with Eichler group for $\text{SL}(2, R)$. However, we do not know any such results.

Lemma 4. Let $\sigma$ be a net of ideals. Then $\hat{E}(\sigma) \leq S(\sigma)$.

Proof. Direct calculation. \qed

2.8. Localisation. Let $s \in R$ be a non nilpotent element. Let $R_s = R[s^{-1}]$ be the principal localisation. We denote by $F_s$ the natural localisation homomorphism $F_s : R \rightarrow R_s$, and also the corresponding group homomorphism $F_s : G(R) \rightarrow G(R_s)$.
Similarly, if \( \mathfrak{P} \) be a prime ideal, then we denote by \( R_\mathfrak{P} \) the localisation of the ring at this ideal; by \( F_\mathfrak{P} \) we denote the corresponding homomorphism.

We need the following lemma.

**Lemma 5.** Let \( \sigma \) be a net of ideals in \( R \). Then
\[
S(\sigma) = \bigcap_{\mathfrak{M} \in \text{Max}(R)} F^{-1}_{\mathfrak{M}}(S(F_{\mathfrak{M}}(\sigma))),
\]
where \( \text{Max}(R) \) is the set of all maximal ideals in \( R \).

**Proof.** Inclusion of the left-hand side to the right-hand side is obvious. Further it is easy to see that
\[
F^{-1}_{\mathfrak{M}}(S(F_{\mathfrak{M}}(\sigma))) \subseteq S(F^{-1}_{\mathfrak{M}}(F_{\mathfrak{M}}(\sigma)))
\]
for any \( \mathfrak{M} \in \text{Max}(R) \); and also that
\[
L(\sigma) = \bigcap_{\mathfrak{M} \in \text{Max}(R)} L(F^{-1}_{\mathfrak{M}}(F_{\mathfrak{M}}(\sigma))),
\]
which implies the converse inclusion. \( \square \)

2.9. **Affine schemes and generic elements.** The functor \( G(\Phi, -) \) from the category of rings to the category of groups is an affine group scheme (a Chevalley–Demazure scheme). This means that its composition with the forgetful functor to the category of sets is representable, i.e.,
\[
G(\Phi, R) = \text{Hom}(\mathbb{Z}[G], R).
\]
The ring \( \mathbb{Z}[G] \) here is called the ring of regular functions on the scheme \( G(\Phi, -) \).

An element \( g_{\text{gen}} \in G(\Phi, \mathbb{Z}[G]) \) that corresponds to the identity ring homomorphism is called the generic element of the scheme \( G(\Phi, -) \). This element has a universal property: for any ring \( R \) and for any \( g \in G(\Phi, R) \), there exists a unique ring homomorphism
\[
f: \mathbb{Z}[G] \to R,
\]
such that \( f_*(g_{\text{gen}}) = g \). For details about application of the method of generic elements to the problems similar to that of ours, see the paper of A. V. Stepanov [21].

Further for a commutative ring \( R \) we set
\[
R[G] = R \otimes_{\mathbb{Z}} \mathbb{Z}[G].
\]
The image of the element \( g_{\text{gen}} \) under the group homomorphism induced by the natural ring homomorphism \( \mathbb{Z}[G] \to R[G] \) we denote by
\[
g_{\text{gen}, R} \in G(R[G]).
\]
This element also has a universal property: for any \( R \)-algebra \( A \) and any \( g \in G(\Phi, A) \) there exists a unique \( R \)-algebra homomorphism \( f: R[G] \to A \) such that \( f_*(g_{\text{gen}, R}) = g \).

In particular, *augmentation homomorphism* is a unique \( R \)-algebra homomorphism \( i: R[G] \to R \) such that \( i_*(g_{\text{gen}, R}) = e \). Its kernel
\[
I_{\text{aug}, R} = \text{Ker} \, i
\]
is called the \textit{augmentation} ideal.

If $\xi \in R[G]$ and $g \in G(\Phi, A)$ for some $R$-algebra $A$, then we set $\xi(g) = f(\xi)$, where $f$ is the $R$-algebra homomorphism as above. Therefore, elements of the ring $R[G]$ can be considered as functions.

Note that if $\{\sigma_i\}$ is a family of ideals in some ring, then we have $\bigcap_i S(\sigma_i) \leq S \left( \bigcap_i \sigma_i \right)$.

This allows us to introduce the following notation. Let $\sigma$ be a net of ideals in the ring $R$. Denote by $\dot{\sigma}$ the smallest net of ideals in $R[G]$ such that $g_{\text{gen}, R} \in S(\dot{\sigma})$ and for any $\alpha \in \Phi$ we have $\sigma_\alpha \otimes 1 \subseteq \dot{\sigma}_\alpha$. It can be obtained as intersection of all nets with such properties.

We need the following lemma.

\textbf{Lemma 6.} Let $\sigma$ be a net of ideals in the ring $R$; and let $g \in S(\sigma)$. Let $f : R[G] \to R$ be such $R$-algebra homomorphism that $f_*(g_{\text{gen}, R}) = g$. Then $f(\dot{\sigma}) \leq \sigma$.

\textit{Proof.} It is easy to see that $f^{-1}(\sigma)$ is a net of ideals in $R[G]$ such that $g_{\text{gen}, R} \in S(f^{-1}(\sigma))$ and for any $\alpha \in \Phi$ we have $\sigma_\alpha \otimes 1 \subseteq f^{-1}(\sigma)_\alpha$.

Hence $\dot{\sigma} \leq f^{-1}(\sigma)$, which means exactly that $f(\dot{\sigma}) \leq \sigma$. \hfill $\Box$

3. \textbf{Statements of the main results}

In the rest of the paper, in particular in all the theorems below, we assume that the following condition holds true.

For any $\gamma \in \Phi \setminus \Delta$ there exists $\alpha \in \Delta$ such that $\alpha + \gamma \in \Phi$,

\begin{equation}
\text{(s) \quad and the corresponding structural constant $c_{\alpha, \gamma}$ of the Chevalley algebra is invertible in the ring $R$.}
\end{equation}

If $\sigma$ is a net of ideals in $R$ and $I \subseteq R$, then we set $(\sigma \cap I)_\alpha = \sigma_\alpha \cap I$. The collection of ideals $\sigma \cap I$ satisfies only the first condition in the definition of a net; nevertheless, we consider the subgroup

$$E(\sigma \cap I) = \langle x_\alpha(\xi) : \alpha \in \Phi, \xi \in \sigma_\alpha \cap I \rangle \leq G(\Phi, R).$$

\textbf{Theorem 1.} Let $\sigma$ be a net of ideals. Let $J$ be the Jacobson radical of the ring $R$. Then

$$S(\sigma) \cap G(\Phi, R, J) \leq T(\Phi, R, J)E(\sigma \cap J).$$

We denote by $N(\Phi, -) \leq G(\Phi, -)$ the scheme normaliser of the group subscheme $T(\Phi, -)$. There is a natural homomorphism from the scheme $N(\Phi, -)$ to the Weyl group $W(\Phi)$ viewed as a constant scheme. This homomorphism is surjective on points; and its kernel is the subscheme $T(\Phi, R)$.

We denote by $\overline{W}(\Phi)$ the image of the group $N(\Phi, \mathbb{Z})$ under homomorphism $G(\Phi, \mathbb{Z}) \to G(\Phi, R)$ induced by the unique ring homomorphism $\mathbb{Z} \to R$. We have dropped the letter $R$ in this notation because this group almost independent of the ring: the group $\overline{W}(\Phi)$ is
isomorphic to the group $N(\Phi, \mathbb{Z})$ if $2 \neq 0$ on $R$; otherwise, it is isomorphic to the group $W(\Phi)$.

Further let $\overline{W}(\Phi, \sigma) \leq W(\Phi)$ be the preimage of the group

$$W(\Phi, \sigma) = \{ w : \forall \alpha \in \Phi \sigma_{w\alpha} = \sigma_\alpha \} \leq W(\Phi).$$

It is easy to see that $\overline{W}(\Phi, \sigma) = \overline{W}(\Phi) \cap S(\sigma)$.

**Theorem 2.** Let $R$ be a local ring; and let $\sigma$ be a net of ideals in it. Then

$$S(\sigma) = T(\Phi, R)E(\sigma)\overline{W}(\Phi, \sigma).$$

**Theorem 3.** Let $\sigma$ be the net of ideals in the ring $R$. Then $\hat{E}(\sigma)$ is a normal subgroup of $S(\sigma)$.

By $\text{Spec}(R)$ we denote the set of prime ideals of the ring $R$. Consider the following subgroup in $S(\sigma)$

$$G(\sigma) = \{ g \in G(\Phi, R) : \forall \mathfrak{p} \in \text{Spec}(R) \, F_\mathfrak{p}(g) \in T(\Phi, R_\mathfrak{p})E(F_\mathfrak{p}(\sigma)) \leq G(\Phi, R_\mathfrak{p}) \}.$$

It is clear that $\hat{E}(\sigma) \leq G(\sigma) \leq S(\sigma)$; the second inclusion here follows from Lemma [5].

**Remark.** It can be shown that the group $G(\sigma)$ coincides with the net subgroup defined in [6]. However, the definition above is more convenient for our purposes.

Let $\mathfrak{p} \in \text{Spec}(R)$. Set $\Delta_\mathfrak{p} = \{ \alpha \in \Phi : \sigma_\alpha \not\subseteq \mathfrak{p} \}$. It is easy to see that this is a closed subset of roots (i.e., if $\alpha, \beta \in \Delta_\mathfrak{p}$ and $\alpha + \beta \in \Phi$, then $\alpha + \beta \in \Delta_\mathfrak{p}$). Then $\Delta_\mathfrak{p} \cap -\Delta_\mathfrak{p}$ is a subsystem and it is invariant under the action of the group $W(\Phi, F_\mathfrak{p}(\sigma))$. Therefore, $W(\Delta_\mathfrak{p} \cap -\Delta_\mathfrak{p})$ is a normal subgroup of $W(\Phi, F_\mathfrak{p}(\sigma))$.

A prime ideal $\mathfrak{p} \in \text{Spec}(R)$ is called *defining*, if it is minimal by inclusion in the set $\{ \mathfrak{p} \in \text{Spec}(R) : \Delta_\mathfrak{p} = \Delta_\mathfrak{p}' \}$. Let $\Theta \subseteq \text{Spec}(R)$ be the set of all defining prime ideals.

**Theorem 4.** In the previous notation $G(\sigma)$ is a normal subgroup of $S(\sigma)$ and there exists an injective homomorphism

$$S(\sigma)/G(\sigma) \twoheadrightarrow \prod_{\mathfrak{p} \in \Theta} W(\Phi, F_\mathfrak{p}(\sigma))/W(\Delta_\mathfrak{p} \cap -\Delta_\mathfrak{p}).$$

**Remarks.**

1. It is easy to see that if the ring $R$ is Noetherian, then the set $\Theta$ is finite.
2. It can be shown that the group $S(\sigma)$ coincides with the normaliser of the group $G(\sigma)$.

**Theorem 5.** In the previous notation, if the subsystem $\Delta$ has no irreducible components of type $A_1$, and the ring $R$ has finite Bass–Serre dimension, then the quotient $G(\sigma)/\hat{E}(\sigma)$ is nilpotent-by-abelian.

Note that Theorems [1] and [2] for general linear group follow from [11]. For other classical group assuming $2$ is invertible they follows from [5].
4. The proof of Theorem 1

By $J$ we always denote the Jacobson radical of the ring $R$. In this section we fix some system of positive roots $\Phi^+$ (then set $\Phi^- = -\Phi^+$) and some topological sort $\succeq$ of the corresponding Bruhat order on the root system $\Phi$.

Lemma 7. Let $\sigma$ be a net of ideals. Let $g \in T(\Phi, R, J)E(\sigma \cap J)$. Then the element $g$ can be written as

$$g = h \prod_{\gamma \in \Phi} x_\gamma(\xi_\gamma),$$

where $\xi_\gamma \in \sigma_\gamma \cap J$, $h \in T(\Phi, R, J)$, and the order of factors in the product coincides with the order $\succeq$.

Proof. The following elements will be called the generators of the group $T(\Phi, R, J)E(\sigma \cap J)$: the elements $x_\gamma(\xi)$, where $\xi \in \sigma_\gamma \cap J$, and the elements of the group $T(\Phi, R, J)$. The element $g$ can be expressed by a word in these generators. Since $\sigma$ is a net of ideals, it follows that after applying the following transformations of the word (which do not change the element expressed by this word) we again obtain a word in these generators.

1. For $h \in T(\Phi, R, J)$ and $\xi \in (\sigma_\gamma \cap J)$ replace $hx_\gamma(\xi)$ by $x_\gamma(\xi')h$ or vice versa, where $\xi'$ is $\xi$ multiplied by suitable invertible element of the ring.
2. Replace two adjacented elements of $T(\Phi, R, J)$ by their product.
3. Replace $x_\gamma(\xi_1)x_\gamma(\xi_2)$ by $x_\gamma(\xi_1 + \xi_2)$.
4. For $\gamma_1 \neq \pm \gamma_2$ swap $x_{\gamma_1}(\xi_1)$ and $x_{\gamma_2}(\xi_2)$ adding factors from the Chevalley commutator formula.
5. Replace $x_\gamma(\xi_1)x_{-\gamma}(\xi_2)$ by $x_{-\gamma}(\xi_2(1 + \xi_1\xi_2)^{-1})x_\gamma(\xi_1(1 + \xi_1\xi_2))h_\gamma(1 + \xi_1\xi_2)$. Here the element $(1 + \xi_1\xi_2)$ is invertible because $\xi_1 \in J$. The corresponding relation in the group $G(\Phi, R)$ follows from the relation in $\text{SL}(2, R)$:

$$
\begin{pmatrix}
1 & \xi_1 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & \xi_1(1 + \xi_1\xi_2) \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
1 + \xi_1\xi_2 & 0 \\
0 & 1 + \xi_1\xi_2
\end{pmatrix} =
$$

It is also easy to see that using these five types of transformations, any word can be transformed to the required shape. □

Remark. Alternatively, the above lemma can be proved by citing Theorem 2 in [6] in order to separate positive root generators from negative root generators. After that it remains to apply transformations (1)–(4) from the proof above in order to place roots in the required order.

Lemma 8. Let $\sigma$ be a net of ideals. Let $I \subseteq R$ be such ideal that $I^k = 0$ for some $k \in \mathbb{N}$. Then $S(\sigma) \cap G(\Phi, R, I) \subseteq T(\Phi, R, I)E(\sigma \cap I)$.

Proof. The proof is by induction on $k$. 
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The base of induction is for $k = 2$. Let $g \in S(\sigma) \cap G(\Phi, R, I)$. Since $g \in G(\Phi, R, I)$, it can be written as

$$g = h \prod_{\gamma \in \Phi} x_\gamma(\xi_\gamma),$$

where $h \in T(\Phi, R, I)$, $\xi_\gamma \in I$, and the order of factors in the product coincides with the order ($\leq$). It follows, for example, from [15] Proposition 2.3. Now let us show that $\xi_\gamma \in \sigma_\gamma$ for any $\gamma \in \Phi \setminus \Delta$.

By (*) there exists $\alpha \in \Delta$ such that $\alpha + \gamma \in \Phi$ and $c_{\alpha,\gamma} \in R^\times$. Since $g \in S(\sigma)$, it follows that $(\xi_\gamma)^{\alpha+\gamma} \in \sigma_{\alpha+\gamma} = \sigma_\gamma$ (Lemma 1). On the other hand, since $I^2 = 0$, it follows that $(\xi_\gamma)^{\alpha+\gamma} = \varepsilon c_{\alpha,\gamma} \xi_\gamma$, where $\varepsilon \in R^\times$ depends on $h$. Therefore, $\xi_\gamma \in \sigma_\gamma$.

Now let us perform the induction step from $k - 1$ to $k$. It is clear that $\rho_{I_{k-1}}(S(\sigma)) \leq S(\rho_{I_{k-1}}(\sigma)) \leq G(\Phi, R/I^{k-1})$, and that $\rho_{I_{k-1}}(G(\Phi, R, I)) \leq G(\Phi, R/I^{k-1}, \rho_{I_{k-1}}(I))$. Therefore, by induction hypothesis we have $\rho_{I_{k-1}}(S(\sigma) \cap G(\Phi, R, I)) \leq T(\Phi, R/I^{k-1})E(\rho_{I_{k-1}}(\sigma) \cap \rho_{I_{k-1}}(I))$.

Since $E(\sigma \cap I)$ maps onto $E(\rho_{I_{k-1}}(\sigma) \cap \rho_{I_{k-1}}(I))$ surjectively (because $\rho_{I_{k-1}}(\sigma) \cap \rho_{I_{k-1}}(I) = \rho_{I_{k-1}}(\sigma \cap I)$), and (since the ideal $I$ is nilpotent) $T(\Phi, R, I)$ maps surjectively onto $T(\Phi, R/I^{k-1}, \rho_{I_{k-1}}(I))$, it follows that

$$S(\sigma) \cap G(\Phi, R, I) \leq T(\Phi, R, I)E(\sigma \cap I)G(\Phi, R, I^{k-1}).$$

Therefore, using the base of induction and the fact that $(I^{k-1})^2 = 0$, we obtain

$$S(\sigma) \cap G(\Phi, R, I) \leq (T(\Phi, R, I)E(\sigma \cap I)G(\Phi, R, I^{k-1})) \cap S(\sigma) = T(\Phi, R, I)E(\sigma \cap I)(G(\Phi, R, I^{k-1}) \cap S(\sigma)) = T(\Phi, R, I)E(\sigma \cap I). \quad \Box$$

**Lemma 9.** Let $\sigma$ be a net of ideals in a Noetherian ring $R$. Let $g \in S(\sigma) \cap G(\Phi, R, J)$, and let

$$g = h \prod_{\gamma \in \Phi} x_\gamma(\xi_\gamma),$$

where $\xi_\gamma \in J$, $h \in T(\Phi, R, J)$, and the order of factors in the product coincides with the order ($\leq$). Then $\xi_\gamma \in \sigma_\gamma$.

**Proof.** Since $R$ is Noetherian, it follows (from the Krull Intersection Theorem applied to localisations of the ring $R/\sigma_\gamma$ in all its maximal ideals) that $\sigma_\gamma = \bigcap_{k \in \mathbb{N}}(\sigma_\gamma + J^k)$. Therefore, it is enough to show that $\rho_{J^k}(\xi_\gamma) \in \rho_{J^k}(\sigma_\gamma)$ for any $k \in \mathbb{N}$.

By Lemma 8 we have $\rho_{J^k}(g) \in T(\Phi, R/J^k, \rho_{J^k}(J))E(\rho_{J^k}(\sigma) \cap \rho_{J^k}(J))$; and by Lemma 7 we have

$$\rho_{J^k}(g) = h' \prod_{\gamma \in \Phi} x_\gamma(\xi'_\gamma),$$

where $\xi'_\gamma \in \rho_{J^k}(\sigma) \cap \rho_{J^k}(J)$ and $h' \in T(\Phi, R/J^k, \rho_{J^k}(J))$, and the order of factors in the product coincides with the order ($\leq$).

For an element of Chevalley group, if such an expression exists (i.e., it the element belong to the main cell of Gauss decomposition, see, for example, [21]), then it is unique, i.e. $\rho_{J^k}(\xi_\gamma) = \xi'_\gamma \in \rho_{J^k}(\sigma_\gamma)$, q.e.d.  \[\Box\]
Remark. The two previous lemmas can be deduced from the proof of Theorem 2 in [6]. However, as already mentioned, in the present paper we use different (in fact equivalent) definitions.

Now we prove Theorem 1. Let \( g \in S(\sigma) \cap G(\Phi, R, J) \). Since \( g \in G(\Phi, R, J) \), it follows that it can be written as
\[
g = h \prod_{\gamma \in \Phi} x_\gamma(\xi_\gamma),
\]
where \( \xi_\gamma \in J \), \( h \in T(\Phi, R, J) \), and the order of factors in the product coincides with the order \( (\leq) \). Let us prove that \( \xi_\gamma \in \sigma_\gamma \) for any \( \gamma \in \Phi \).

Let \( R_1 \) be such a finitely generated subring in \( R \) that the element \( h \) is defined in \( R_1 \), and \( \xi_\gamma \in R_1 \) for all \( \gamma \in \Phi \). Let \( R_2 \) be the subring in \( R \), obtained from \( R_1 \) by adding elements that are inverse to the elements from \( R_1 \cap R^* \). Then the ring \( R_2 \) is Noetherian because it is a localisation of \( R_1 \); and its Jacobson radical contains the ideal \( R_2 \cap J \). Also \( R_2 \) contains \( \frac{1}{\gamma} \) and/or \( \frac{1}{\beta} \) if it is required by \((*)\). Therefore, it follows from Lemma 3 that \( \xi_\gamma \in \sigma_\gamma \cap R_2 \subseteq \sigma_\gamma \).

5. THE PROOF OF THEOREM 2

Let \( \Delta' \subseteq \Phi \) be a closed set of roots (i.e if \( \alpha, \beta \in \Delta' \) and \( \alpha + \beta \in \Phi \), then \( \alpha + \beta \in \Delta' \)), and let \( \Delta \subseteq \Delta' \). For any ring \( R \) consider the net of ideals \( \sigma_\Delta \), defined as follows
\[
(\sigma_\Delta)_{\gamma} = \begin{cases} R, & \gamma \in \Delta, \\ (0), & \gamma \notin \Delta'. \end{cases}
\]
Further set \( E(\Delta', R) = E(\sigma_\Delta) \). Then the Zariski sheafification of the presheaf \( T(\Phi, -)E(\Delta', -) \) is a semidirect product of the extended Chevalley group that corresponds to the subsystem \( \Delta' \cap (-\Delta') \) and the unipotent subgroup that corresponds to set \( \Delta' \setminus (-\Delta') \).

We denote this group by \( GG(\Delta', R) \).

Here by extended Chevalley group we mean the group
\[
GG(\Delta' \cap (-\Delta'), R) = T(\Phi, R)G(\Delta' \cap (-\Delta'), R).
\]

Note that there exists a closed subtorus \( T_0(R) \subseteq T(\Phi, R) \) (possibly trivial), such that \( T(\Phi, R) = T(\Delta' \cap (-\Delta'), R) \times T_0(R) \), where the factor \( T(\Delta' \cap (-\Delta'), R) \) is a toric subgroup of the subsystem subgroup \( G(\Delta' \cap (-\Delta'), R) \subseteq G(\Phi, R) \). This follows from the fact that any surjective homomorphism of lattices splits, and from the duality between tori and lattices. Therefore, we have \( GG(\Delta' \cap (-\Delta'), R) = G(\Delta' \cap (-\Delta'), R) \times T_0(R) \). In particular, this is the group of points of a smooth affine group scheme, and the same is true for the group \( GG(\Delta', R) \), because its second factor is isomorphic as a scheme to an affine space.

We also set \( \bar{G}(\Delta', R) = S(\sigma_\Delta) \). It is clear that \( GG(\Delta', R) \subseteq \bar{G}(\Delta', R) \).

For simplicity we will write \( \overline{\mathbb{W}}(\Phi, \Delta') = \overline{\mathbb{W}}(\Phi, \sigma_\Delta) \).

The two following lemmas basically were proved in the author’s paper [10] (Lemmas 13 and 14). However, in order to adapt them to our assumptions the following changes must been made to the proofs: in the proof of the first lemma instead of the reference to Lemma 12, which uses stronger assumption on the subsystem \( \Delta \), one must refer to
Theorem 1 of the present paper. The second Lemma can be deduced from the first one in the same way as in [10].

**Lemma 10.** Let $R = L$ be an algebraically closed field. Then the subgroups $GG(\Delta', L)$ and $\tilde{G}(\Delta', L)$ are closed in $G(\Phi, L)$, and the subgroup $GG(\Delta', L)$ is a connected component of identity of the group $\tilde{G}(\Delta', L)$.

**Lemma 11.** Let $R = K$ be a field. Then $\tilde{G}(\Delta', K) = GG(\Delta', K)\overline{W}(\Phi, \Delta')$.

We need one more lemma.

**Lemma 12.** Let $R$ be a local ring with nilpotent maximal ideal $\mathfrak{M} \leq R$. Let $\sigma$ be a net of ideals in $R$. Set $\Delta' = \{ \alpha \in \Phi; \sigma_\alpha = R \}$ (this is such a closed subset of roots that $\rho_{\mathfrak{M}}(\sigma) = \sigma_{\Delta'}$). Let $g \in S(\sigma)$, and let $\rho_{\mathfrak{M}}(g) = \frac{g_1}{w}$, where $g_1 \in GG(\Delta', R/\mathfrak{M})$, $\overline{w} \in \overline{W}(\Phi, \Delta') \leq G(\Phi, R/\mathfrak{M})$. Then $\overline{w} \in \overline{W}(\Phi, \sigma)$ in a sense that the image of the element $\overline{w}$ in the group $W(\Phi)$ preserves the net $\sigma$.

**Proof.** Since

$$GG(\Delta', R/\mathfrak{M}) = T(\Phi, R/\mathfrak{M})E(\Delta', R/\mathfrak{M}),$$

and $T(\Phi, R)E(\Delta', R)$ maps surjectively onto $T(\Phi, R/\mathfrak{M})E(\Delta', R/\mathfrak{M})$, it follows that multiplying $g$ by a suitable element of the group $T(\Phi, R)E(\Delta', R) \leq S(\sigma)$, we may assume that $\overline{g_1} = e$.

Let $w \in \overline{W}(\Phi) \leq G(\Phi, R)$ be a preimage of the element $\overline{w}$, and let $g = g_1w$. Then $g_1 \in G(\Phi, R, \mathfrak{M})$. We must show that $w$ preserves the net $\sigma$ (acting on $\Phi$ by its image in $W(\Phi)$).

Let $\alpha \in \Phi$. Since $w$ has finite order, it is enough to show that $\sigma_\alpha \leq \sigma_{w\alpha}$. Let $\xi \in \sigma_\alpha$. Since $g \in S(\sigma)$, it follows that $(\xi e_\alpha)^{w\alpha} \in \sigma_{w\alpha}$. On the other hand, we have $(\xi e_\alpha)^{w\alpha} = \pm (\xi e_{\alpha^{w\alpha}}) = \xi(\pm 1 + \zeta)$, where $\zeta \in \mathfrak{M}$. The element $(\pm 1 + \zeta)$ is invertible; hence we have $\xi \in \sigma_{w\alpha}$, q.e.d.

Now we prove Theorem 2. Let $\mathfrak{M} \leq R$ be the maximal ideal. Let $\Delta'$ be as in Lemma 12. Let $\sigma$ be a net of ideals in $R$. By Lemma 11 $\rho_{\mathfrak{M}}(g) = \frac{g_1}{w}$, where $g_1 \in GG(\Delta', R/\mathfrak{M})$, $\overline{w} \in \overline{W}(\Phi, \Delta') \leq G(\Phi, R/\mathfrak{M})$. In addition, by Lemma 12 we have $\overline{w} \in \overline{W}(\Phi, \sigma) \leq G(\Phi, R/\mathfrak{M})$; hence multiplying $g$ by the corresponding element of the group $\overline{W}(\Phi, \sigma) \leq G(\Phi, R)$, we may assume that $\overline{w} = e$. Further as in the proof of Lemma 12 multiplying $g$ by a suitable element of the group $T(\Phi, R)E(\Delta', R) \leq S(\sigma)$, we may assume that $\overline{g_1} = e$. Therefore, $g \in G(\Phi, R, \mathfrak{M})$. Then by Theorem 1 we have $g \in T(\Phi, R)E(\sigma)$.

6. **Relative net subgroups**

Let $\sigma$ be a net of ideals in the ring $R$, and let $I \leq R$ be an ideal. Set

$$S(\sigma, I) = S(\sigma) \cap G(\Phi, R, I).$$

Before we define relative elementary net subgroups, let us prove two technical lemmas.
Lemma 13. Let $\alpha, \gamma \in \Phi$ and $\alpha \neq \pm \gamma$. Set
\[
U = \langle x_{ia+j}\gamma(t^i\theta) : i\alpha + j\gamma \in \Phi, i, j \in \mathbb{Z}, j > 0, \theta \in R \rangle \leq G(\Phi, R[t]),
\]
where $t$ is a free variable. Then the subgroup $U$ is normalised by the subgroup $G(\{\alpha, -\alpha\}, R)$.

Proof. Let $g \in G(\{\alpha, -\alpha\}, R)$. Choose a faithfully flat extension $\tilde{R}$ of the ring $R$ such that $g \in E(\{\alpha, -\alpha\}, \tilde{R})$. It follows from the Chevalley commutator formula that
\[
g_1 = gw_0\alpha + j_0\gamma(t^j\theta_0) = \prod_{i\alpha + j\gamma \in \Phi, j > 0} x_{i\alpha + j\gamma}(t^j\theta_{i,j}),
\]
where $\theta_{i,j} \in \tilde{R}$. In addition, we have $g_1 \in G(\Phi, R[t])$; hence in fact we have $\theta_{i,j} \in R$. □

Lemma 14. Let $\alpha \in \Delta$. Let $\Delta_0$ be the irreducible component of the system $\Delta$ containing the root $\alpha$. Assume that $\Delta_0 \neq A_1$. Finally, let $\xi, \zeta, \eta \in \Phi$. Then $t_\alpha^{\eta}(\xi) \in E(\Delta_0, R)$.

Proof. Since $\Delta_0 \neq A_1$, it follows that the root $\alpha$ is contained in a subsystem of type $A_2$, $C_2$ or $G_2$. In the first case the statement follows from Lemma 3 in [22]. In the second case, from Lemmas 1.2 (if $\alpha$ is a long root) and 1.6 (if it is short) in [11]. The third case can not arise because we assume that $\Delta$ is a proper subsystem in an irreducible root system $\Phi$. □

Remark. For the system $G_2$ this statement holds true as well; however, this is inessential for our purposes.

Let $\sigma$ be a net of ideals, and let $I \trianglelefteq R$ be an ideal. Set
\[
\hat{E}(\sigma, I) = \langle \{x_{\alpha}(\xi) : \alpha \in \Phi, \xi \in I \cap \sigma_\alpha\} \cup \{t_\alpha^{\eta}(\xi) : \alpha \in \Delta, \xi \in I, \zeta, \eta \in R\} \rangle_{\hat{E}(\sigma)}.
\]

Proposition 1. Let $\sigma$ be a net of ideals, and let $I \trianglelefteq R$ be an ideal. Then the following equality holds true:
\[
\hat{E}(\sigma, I) = \langle \{x_{-\alpha}(\xi) x_{\alpha}(\xi) : \alpha \in \Phi, \xi \in I \cap \sigma_\alpha, \zeta \in \sigma_{-\alpha}\}
\cup \{t_\alpha^{\eta}(\xi) : \alpha \in \Delta, \xi \in I, \zeta, \eta \in R\} \rangle.
\]

Proof. We denote by $H$ the right hand side of the equality in question. Clearly, $H \leq \hat{E}(\sigma, I)$. In order to prove the converse inclusion, it is enough to prove that $H$ is a normal subgroup of $\hat{E}(\sigma)$, i.e. that generators of $H$ after conjugation by generators of $\hat{E}(\sigma)$ remain in $H$.

1. $x_{\gamma}(t) t_\alpha^{\eta}(\xi) \in H$, where $t \in \sigma_\gamma, \alpha \in \Delta, \xi \in I, \zeta, \eta \in R$.
   (a) $\gamma = \pm \alpha$. Follows from Lemma 3
   (b) $\gamma \neq \pm \alpha$. If $i\alpha + j\gamma \in \Phi$ and $j > 0$, then $t^j \in \sigma_{i\alpha+j\gamma}$. Hence it is enough to show that
   \[
   [x_{\gamma}(t), t_\alpha^{\eta}(\xi)] = \prod_{i\alpha+j\gamma \in \Phi, j > 0} x_{i\alpha+j\gamma}(t^j\xi_{i,j}),
   \]
where $\theta_{i,j} \in R$. In addition, it is enough to prove the equality above in case where $R = \mathbb{Z}[t, \xi, \zeta, \eta]$ is the ring of polynomials. It follows from Lemma 13 that
\[
[x_\gamma(t), t_{\alpha}^{\varepsilon}(\xi)] = \prod_{i\alpha + j\gamma \in \Phi, i, j > 0} x_{i\alpha + j\gamma}(t^i \theta_{i,j}).
\]
In addition, this commutator belongs to the subgroup $G(\Phi, R, (\xi))$; hence all the elements $t^i \theta_{i,j}$ (hence, in fact, the elements $\theta_{i,j}$) are divisible by $\xi$.

(2) $x_\gamma(t)x_{-\alpha(\gamma)}x_\alpha(\xi) \in H$, where $t \in \sigma_{\gamma}$, $\zeta \in \sigma_{-\alpha}$, $\xi \in I \cap \sigma_{\alpha}$.

(a) $\gamma = -\alpha$. This case is trivial.

(b) $\gamma \neq \pm \alpha$. Follows from the Chevalley commutator formula in the same way as in [24].

(c) $\gamma = \alpha$. For $\alpha \in \Delta$ we obtain a special case of what we prove in the first item. Let $\alpha \not\in \Delta$. By (\*) there exists a root $\beta \in \Delta$ such that $\alpha - \beta \in \Phi$, and the structure constant $c = c_{\beta, \alpha - \beta} = \pm c_{-\alpha, \alpha}$ is invertible. We express $x_\alpha(\xi)$ from the Chevalley commutator formula for the commutator $[x_{\alpha - \beta}(\xi), x_\beta(\pm c^{-1})]$ (by Lemma 1 we have $\sigma_{\alpha - \beta} = \sigma_{\alpha}$). Further we perform as in [24].

(3) $t_{\gamma}(t)x_{-\alpha(\gamma)}x_\alpha(\xi) \in H$, where $\gamma \in \Delta$, $t, r, s \in R$, $\zeta \in \sigma_{-\alpha}$, $\xi \in I \cap \sigma_{\alpha}$.

(a) $\gamma = \pm \alpha$. Follows from Lemma 3.

(b) $\gamma \neq \pm \alpha$. Then $t_{\gamma}(t)x_{-\alpha(\gamma)}x_\alpha(\xi) = gh$, where $g = t_{\gamma}(t)x_{-\alpha(\gamma)}$ and $h = t_{\gamma}(t)x_\alpha(\xi)$. In addition, by Lemma 13 we have
\[
g = [t_{\gamma}(t), x_{-\alpha(\gamma)}] \cdot x_{-\alpha(\gamma)} = \prod_{-i\alpha + j\gamma \in \Phi, i, j > 0} x_{-i\alpha + j\gamma}(\theta_{i,j}) \cdot x_{-\alpha(\gamma)},
\]
\[
h = [t_{\gamma}(t), x_\xi(\zeta)] \cdot x_\alpha(\xi) = \prod_{i\alpha + j\gamma \in \Phi, i, j > 0} x_{i\alpha + j\gamma}(\theta_{i,j}) \cdot x_{-\alpha(\gamma)} \in H.
\]

It remains to notice that the factors that we decompose the element $g$ into, normalise the subgroup $H$ because of what we prove previously.

(4) $t_{\gamma}(t)x_{-\alpha(\gamma)}x_\alpha(\xi) \in H$, where $\alpha, \gamma \in \Delta$, $\xi \in I$, $t, r, s, \zeta, \eta \in R$.

(a) $\gamma = \pm \alpha$. Follows from Lemma 3.

(b) $\gamma \neq \pm \alpha$. If the connected component of the subsystem $\Delta$ containing the root $\gamma$ is not of type $A_1$, then by Lemma 14 the element $t_{\gamma}(t)$ is contained in $E(\Delta, R)$; hence by what we prove previously it normalises the subgroup $H$. Otherwise, the roots $\alpha$ and $\gamma$ are in different components; hence $t_{\gamma}(t)x_{\alpha}(\xi) = t_{\alpha}(\xi) \in H$.

\begin{flushright}
$\Box$
\end{flushright}

**Proposition 2.** In the previous notation, assume that the subsystem $\Delta$ has no irreducible components of type $A_1$. Then
\[
\hat{E}(\sigma, I) = \langle \{ x_\alpha(\xi) : \alpha \in \Phi, \xi \in I \cap \sigma_{\alpha} \} \rangle_{\hat{E}(\sigma)} = \langle \{ x_{-\alpha(\gamma)}x_\alpha(\xi) : \alpha \in \Phi, \xi \in I \cap \sigma_{\alpha}, \zeta \in \sigma_{-\alpha} \} \rangle.
\]

In this case we will denote this group just by $E(\sigma, I)$.
Proof. By Proposition 1 it is enough to prove that an element \( t_\alpha^\xi \eta(\xi) \), where \( \alpha \in \Delta, \xi \in I, \zeta, \eta \in R \), can be expressed as a product of elements \( x_{-\alpha}(\xi) x_\alpha(\xi_i) \), where \( \alpha \in \Delta, \xi_i \in I, \zeta_i \in R \).

In addition, it is enough to prove that in case where \( \xi, \zeta \) and \( \eta \) are free variable in the polynomial ring \( R = \mathbb{Z}[\xi, \eta, \zeta] \), and \( I = (\xi) \). It is clear that \( t_\alpha^\xi \eta(\xi) \in G(\Delta, R, I) \).

Further since \( \Delta \) has no irreducible components of type \( A_1 \), it follows by Lemma 14 that \( t_\alpha^\xi \eta(\xi) \in E(\Delta, R) \). Note that \( R = R_1 \oplus I \), where \( R_1 \) is a subring in \( R \), which implies that \( G(\Delta, R, I) \cap E(\Delta, R) = E(\Delta, R, I) \) (see Lemma 3.2 in [24]). Therefore, \( t_\alpha^\xi \eta(\xi) \in E(\Delta, R, I) \), and by [24], in can be expressed in the desired way.

\[ \square \]

7. The proof of Theorem 3

We adapt for our context the idea of the proof given in [23] of the theorem on normality of the elementary subgroup in Chevalley group.

If \( \sigma \) is a net of ideals in the ring \( R \), then we denote by \( \sigma[t] \) the corresponding net in the polynomial ring \( R[t] \); i.e the ideal \( \sigma[t]_\alpha \subseteq R[t] \) is generated by the set \( \sigma_\alpha \).

Lemma 15. Let \( \sigma \) be a net of ideals in the ring \( R \), let \( s \in R \) be a non nilpotent element, and let \( h(t) \in \tilde{E}(F_s(\sigma[t]), (t)) \subseteq G(\Phi, R_s[t], (t)) \). Then for a big enough \( N \in \mathbb{N} \) there exists \( g(t) \in \tilde{E}(\sigma[t], (t)) \subseteq G(\Phi, R[t]) \) such that \( F_s(g(t)) = h(s^N t) \).

Proof. It is enough to prove the statement in question for the generators of the group \( \tilde{E}(F_s(\sigma[t]), (t)) \) given in Proposition 1

1. \( h(t) = t_\alpha^\xi(\eta)(t_\xi(t)), \alpha \in \Delta, \zeta(t), \eta(t), \xi(t) \in R_s[t] \).

Let the degree of \( s \) on the denominators of \( \zeta(t), \eta(t) \) and \( \xi(t) \) be not greater than \( n \).

Then we have

\[
h(s^{3n}t) = t_\alpha^\xi(s^{3n}t)(s^{3n}t\xi(s^{3n}t)) = t_\alpha^\xi(s^{3n}t), s^{3n}t\xi(s^{3n}t) \in F_s(\tilde{E}(\sigma[t], (t))).\]

2. \( h(t) = x_{-\alpha}(\xi(t)) x_\alpha(\xi(t)), \alpha \in \Phi, \xi(t) \in F_s(\sigma[t]_\alpha) \subseteq G(\Phi, R_s[t], (t)). \)

Here we use that \( \Phi, R_s[t]_\alpha \), and \( \xi(t) \in F_s(\Phi) \).

We may assume that \( \alpha \in \Phi \backslash \Delta \) because otherwise such a generator would coincide with the one from the first case.

Then by (1) there exists \( \beta \in \Delta \) such that \( \alpha - \beta = \gamma \in \Phi \) and the structure constant \( c = c_{\alpha-\beta} = \pm c_{\beta, \gamma} \) is invertible in \( R \).

For simplicity we denote \( t' = s^{3n}t \).

We express \( x_\alpha(t'\xi(t')) \) from the Chevalley commutator formula for the commutator \( [x_\gamma(s^{n}t\xi(t')), x_\beta(\pm c^{-1}s^n)] \). If \( n \) is big enough, then the remaining terms in the formula after conjugation by the element \( x_\alpha(\xi(t')) \) will be in \( F_s(\tilde{E}(\sigma[t], (t))) \), which is easy to see again from the Chevalley commutator formula. Similarly, we obtain that

\[
x_{-\alpha}(\xi(t')) x_\gamma(s^n t\xi(t')) \in F_s(\tilde{E}(\sigma[t], (t))),
\]
and
\[ x_{-\alpha(\zeta(t'))} x_{\beta(\pm c^{-1}s^n)} \in F_s(\widehat{E}(\sigma[t])) \].

Therefore,
\[ x_{-\alpha(\zeta(t'))} [x_\gamma(s^n t \xi(t')), x_{\beta(\pm c^{-1}s^n)}] \in F_s(\widehat{E}(\sigma[t], (t))), \]
and
\[ x_{-\alpha(\zeta(t'))} x_\alpha(t' \xi(t')) \in F_s(\widehat{E}(\sigma[t], (t))). \]

**Lemma 16.** Let \( \sigma \) be a net of ideals in the ring \( R \), let \( s \in R \) be a non nilpotent element, and let \( g(t) \in G(\Phi, R[t], (t)) \) be such that \( F_s(g(t)) \in \widehat{E}(F_s(\sigma[t], (t))). Then we have \( g(s^N t) \in \widehat{E}(\sigma[t], (t)) \) for big enough \( N \in \mathbb{N} \).

**Proof.** By Lemma 15 for big enough \( n_1 \in \mathbb{N} \) there exists \( g_1(t) \in \widehat{E}(\sigma[t], (t)) \) such that \( F_s(g_1(s^{n_1} t)) = F_s(g_1(t)) \). Then it is easy to see that for big enough \( n_2 \) we have \( g(s^{n_1+n_2} t) = g_1(s^{n_2} t) \in \widehat{E}(\sigma[t], (t)). \)

**Lemma 17.** Assume that the ring \( R \) is local. Let \( \sigma \) be a net of ideals in it. Then the subgroup \( S(\sigma) \leq G(\Phi, R) \leq G(\Phi, R[t]) \) normalises the subgroup
\[ \widehat{E}(\sigma[t], (t)) \subseteq G(\Phi, R[t]). \]

**Proof.** By theorem 2 \( S(\sigma) = T(\Phi, R)E(\sigma)\overline{W}(\Phi, \sigma). \) The second factor belongs to the subgroup \( \widehat{E}(\sigma[t], (t)) \), and conjugation by the first and the third factors preserves the set of its generators.

Now we prove Theorem 3. Let \( h \in S(\sigma) \). Set
\[ g(t) = h x(t) \in G(\Phi, R[t], (t)), \]
where either \( x(t) = x_\alpha(\xi t), \) where \( \alpha \in \Phi, \xi \in \sigma_\alpha, \) or \( x(t) = t_\alpha^{\xi_\Delta}(\xi t), \) where \( \alpha \in \Delta, \xi, \eta, \xi \in R. \) We must prove that \( g(1) \in \widehat{E}(\sigma), \) and to do so it is enough to prove that \( g(t) \in \widehat{E}(\sigma[t], (t)). \)

Set \( I = \{ \theta \in R : g(\theta t) \in \widehat{E}(\sigma[t], (t)) \}. \) This set is an ideal of the ring \( R. \) Indeed, \( I + I \subseteq I \) because \( g(t_1 + t_2) = g(t_1) g(t_2); \) and \( RI \subseteq I \) because the replacement of \( t \) by \( rt, \) where \( r \in R, \) preserves the subgroup \( \widehat{E}(\sigma[t], (t)). \) Therefore, we must prove that \( 1 \in I. \)

Assume the converse, then \( I \subseteq M \) for some maximal ideal \( M. \) It follows from Lemma 17 that \( F_M(g(t)) \in \widehat{E}(F_M(\sigma[t], (t))). \) Then it is clear that \( F_s(g(t)) \in \widehat{E}(F_s(\sigma[t], (t))) \) for some \( s \in R \setminus M. \) Therefore, by Lemma 16 we have \( g(s^N t) \in \widehat{E}(\sigma[t], (t)), \) i.e. \( s^N \in I \subseteq M. \) But then we have \( s \in M. \) This is a contradiction.

8. The standard commutator formula

In this Section we obtain a corollary from Theorem 3 which stands as an analog of the standard commutator formula. This is how the equality
\[ [G(\Phi, R, I), E(\Phi, R)] = E(\Phi, R, I) \]
overgroups of subsystem subgroups

is called. This formula has many proofs. We adapt for our context the one given in [21].

**Corollary 1.** In the previous notation, assume that the subsystem $\Delta$ has no irreducible components of type $A_1$. Then the following inclusion holds true

$$[S(\sigma, I), E(\sigma)] \subseteq E(\sigma, I).$$

**Proof.** Let $g \in S(\sigma, I)$, and $h \in E(\sigma)$. Recall that given a net $\sigma$ we define certain net $\dot{\sigma}$ in the ring $R[G]$. We identify the element $h$ with its image in the group $G(\Phi, R[G])$, then we have $h \in E(\dot{\sigma})$. By definition of the net $\dot{\sigma}$ we have $g_{\text{gen}, R} \in S(\dot{\sigma})$. Hence by Theorem 3 using Proposition 2 we obtain $[g_{\text{gen}, R}, h] \in E(\dot{\sigma})$; i.e. the following equality holds true

$$[g_{\text{gen}, R}, h] = \prod_i x_{\beta_i}(\xi_i),$$

where $\beta_i \in \Phi$, and $\xi_i \in \dot{\sigma}_{\beta_i}$.

It is easy to see that $R[G] = R \oplus I_{\text{aug}, R}$ if we identify $R$ with its image in $R[G]$. In addition, we have $\dot{\sigma}_i = \sigma_i \oplus (\dot{\sigma}_i \cap I_{\text{aug}, R})$. Indeed, let $t = t_1 + t_2$, where $t \in \dot{\sigma}_i, t_1 \in R$ and $t_2 \in I_{\text{aug}, R}$. Then by Lemma 4 using the fact that the identity element belongs to $S(\sigma)$, we obtain that $t_1 = i(t) \in \sigma_i$, where $i$ is the augmentation homomorphism. Thus if we consider $t_1$ as an element of the ring $R[G]$, then we have $t_1 \in \dot{\sigma}_i$; hence we have $t_2 \in I_{\text{aug}, R}$.

Therefore, using additivity of $x_i$, we may assume that each of the elements $\xi_i$ in the equality (1) belong either to $\sigma_{\beta_i}$, or to $\dot{\sigma}_{\beta_i} \cap I_{\text{aug}, R}$.

Note that if we remove from the right hand side of the equality (1) the factors that have $\xi_i \in \dot{\sigma}_{\beta_i} \cap I_{\text{aug}, R}$, then we obtain the element that is equal to

$$i_*( [g_{\text{gen}, R}, h] ) \in G(\Phi, R) \subseteq G(\Phi, R[G]).$$

On the one hand, this is the identity element because $i_*( [g_{\text{gen}, R}, h] ) = e.$ On the other hand, its image under projection $E(\dot{\sigma}) \to E(\dot{\sigma})/E(\dot{\sigma}, I_{\text{aug}, R})$ coincides with the image of the element $[g_{\text{gen}, R}, h]$. Therefore, we have

$$[g_{\text{gen}, R}, h] \in E(\dot{\sigma}, I_{\text{aug}, R}),$$

and by Proposition 2 the following equality holds

$$[g_{\text{gen}, R}, h] = \prod_i x_{-\gamma_i}(\zeta_i)x_{\gamma_i}(\xi_i),$$

where $\gamma_i \in \Phi, \xi_i \in \dot{\sigma}_{\gamma_i} \cap I_{\text{aug}, R}$, and $\zeta_i \in \dot{\sigma}_{-\gamma_i}$.

Hence we obtain that

$$[g, h] = \prod_i x_{-\gamma_i}(\zeta_i(g))x_{\gamma_i}(\xi_i(g)).$$

By Lemma 3 using that $g \in S(\sigma, I)$, we obtain that $\xi_i(g) \in \sigma_{\gamma_i} \cap I$, and $\zeta_i(g) \in \sigma_{-\gamma_i}$; i.e. $[g, h] \in E(\sigma, I).$ \hfill $\square$

**Remark.** It is easy to see that if the group $E(\Delta, R)$ is perfect, then the converse inclusion holds true as well because in this case we have

$$[E(\sigma), E(\sigma, I)] = E(\sigma, I).$$
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9. The proof of Theorem 4

We need the following lemma.

Lemma 18. Let \( \sigma \) be a net of ideals in the ring \( R \), and let \( \mathfrak{P} \in \text{Spec}(R) \). Then the group \( (T(\Phi, R_\mathfrak{P})E(F_\mathfrak{P}(\sigma))) \cap \text{W}(\Phi, F_\mathfrak{P}(\sigma)) \) coincides with the preimage of the subgroup \( W(\Delta_\mathfrak{P}^1 \cap -\Delta_\mathfrak{P}^1) \leq W(\Phi) \) in the group \( \text{W}(\Phi) \).

Proof. Clearly, the preimage of the subgroup \( W(\Delta_\mathfrak{P}^1 \cap -\Delta_\mathfrak{P}^1) \leq W(\Phi) \) in the group \( \text{W}(\Phi) \) is contained in \( (T(\Phi, R_\mathfrak{P})E(F_\mathfrak{P}(\sigma))) \cap \text{W}(\Phi, F_\mathfrak{P}(\sigma)) \). Now we prove the converse inclusion. Let

\[
w \in (T(\Phi, R_\mathfrak{P})E(F_\mathfrak{P}(\sigma))) \cap \text{W}(\Phi, F_\mathfrak{P}(\sigma)),
\]

then we have

\[
\rho_\mathfrak{P}(w) \in GG(\Delta_\mathfrak{P}^1, R/\mathfrak{P}) \cap \text{W}(\Phi).
\]

Hence it is easy to see that the image of the element \( \rho_\mathfrak{P}(w) \), and hence of the element \( w \), in the group \( W(\Phi) \) belongs to the subgroup \( W(\Delta_\mathfrak{P}^1 \cap -\Delta_\mathfrak{P}^1) \).

Now we prove Theorem 4.

It follows from Theorem 2 and Lemma 18 that \( T(\Phi, R_\mathfrak{P})E(F_\mathfrak{P}(\sigma)) \) is a normal subgroup in \( S(F_\mathfrak{P}(\sigma)) \), and that

\[
S(F_\mathfrak{P}(\sigma)) / (T(\Phi, R_\mathfrak{P})E(F_\mathfrak{P}(\sigma))) \simeq W(\Phi, F_\mathfrak{P}(\sigma)) / W(\Delta_\mathfrak{P}^1 \cap -\Delta_\mathfrak{P}^1).
\]

Therefore, localisation homomorphisms \( F_\mathfrak{P} : S(\sigma) \to S(F_\mathfrak{P}(\sigma)) \) define homomorphism.

\[
\psi : S(\sigma) \to \prod_{\mathfrak{P} \in \Theta} W(\Phi, F_\mathfrak{P}(\sigma)) / W(\Delta_\mathfrak{P}^1 \cap -\Delta_\mathfrak{P}^1).
\]

Set \( H = \text{Ker} \psi \). By definition \( G(\sigma) \leq H \); it remains to prove the converse inclusion.

Let \( g \in H \) and \( \mathfrak{P} \in \text{Spec}(R) \). By Theorem 2 \( F_\mathfrak{P}(g) = g_1 w \), where \( g_1 \in T(\Phi, R_\mathfrak{P})E(F_\mathfrak{P}(\sigma)) \) and \( w \in \text{W}(\Phi, \sigma) \). We must prove that under projection on \( W(\Phi) \) the element \( w \) gets in the subgroup \( W(\Delta_\mathfrak{P}^1 \cap -\Delta_\mathfrak{P}^1) \).

By Zorn lemma, there exists a prime ideal \( \mathfrak{P}_1 \subseteq \mathfrak{P} \), containing all the \( \sigma_{\alpha}, \alpha \in \Phi \setminus \Delta_\mathfrak{P}^1 \), and minimal among prime ideals with such properties. Then \( \Delta_\mathfrak{P}_1 = \Delta_\mathfrak{P}^1 \), and \( \mathfrak{P} \in \Theta \). Therefore, \( F_{\mathfrak{P}_1}(g) \in T(\Phi, R_{\mathfrak{P}_1})E(F_{\mathfrak{P}_1}(\sigma)) \), but \( F_{\mathfrak{P}_1} = F_{\mathfrak{P}_0(\mathfrak{P}_1)} \circ F_{\mathfrak{P}_1} \), which, using Lemma 18 implies that the element \( F_{\mathfrak{P}_0(\mathfrak{P}_1)}(w) \in \text{W}(\Phi, \sigma) \) under projection on \( W(\Phi) \) gets in the subgroup

\[
W(\Delta_{\mathfrak{P}_1}^1 \cap -\Delta_{\mathfrak{P}_1}^1) = W(\Delta_\mathfrak{P}^1 \cap -\Delta_\mathfrak{P}^1).
\]

In addition, images of \( w \) and \( F_{\mathfrak{P}_0(\mathfrak{P}_1)}(w) \) under this projection coincide.

10. The proof of Theorem 5

We adapt for our context the given in [18] proof of the theorem on \( K_1 \) being nilpotent. In addition we simplify this proof using generic element.
Let $R$ be a commutative ring, and let $s \in R$. Following [16] and [18], we use the following notation

$$\tilde{R}_s = \lim_{\rightarrow} \lim_{i} \frac{R_i}{(s^n)},$$

where the limit is taken over all finitely generated subrings $R_i$ of $R$, which contain $s$. Since the ring $R$ is the limit of its subrings $R_i$, we have a canonical homomorphism.

$$\tilde{F}_s: R \to \tilde{R}_s.$$ 

If the ring $R$ is finitely generated, then $\tilde{R}_s$ coincides with the usual completion:

$$\tilde{R}_s = \hat{R}_s = \lim_{\leftarrow} R/(s^n).$$

By $\delta(R)$ we denote Bass–Serre dimension of the ring $R$. We will use only the two following properties of this dimension (see [16] or [18]).

**Lemma 19.**

1. $\delta(R) = 0$ if and only if the ring $R$ is semilocal.
2. Let $\delta(R) < \infty$, then there exists a finite collection of maximal ideals $M_1, \ldots, M_k$ of the ring $R$ such that for any $s \in R \setminus (\bigcup_k M_k)$ we have $\delta(\tilde{R}_s) < \delta(R)$.

Let us prove several technical lemmas.

**Lemma 20.** Let $\sigma_1, \sigma_2$ be nets of ideals in rings $R_1, R_2$ correspondently, and homomorphism $f: R_1 \to R_2$ be such that $f(\sigma_1) \subseteq \sigma_2$. Then

$$f(G(\sigma_1)) \leq G(\sigma_2).$$

**Proof.** This follows from the fact that a preimage of a prime ideal is a prime ideal. $\square$

**Lemma 21.** Let $\sigma$ be a net of ideals in a semilocal ring $R$. Then the following equality holds true:

$$G(\sigma) = T(\Phi, R)E(\sigma).$$

**Proof.** The right hand side is obviously contained in the left hand side. Let us prove the converse inclusion.

Let $J$ be the Jacobson radical of the ring $R$. Then the quotient ring $R/J$ is a direct product of a finite collection of fields. Hence be Lemma [20] and by definition of the group $G(\sigma)$ we have

$$\rho_J(G(\sigma)) \leq G(\rho_J(\sigma)) \leq T(\Phi, R/J)E(\rho_J(\sigma)).$$

Since the group $T(\Phi, R)E(\sigma)$ maps onto the group $T(\Phi, R/J)E(\rho_J(\sigma))$ surjectively, it follows that $G(\sigma) \leq G(\Phi, R, J)T(\Phi, R)E(\sigma)$. Therefore, applying Theorem [11] we obtain

$$G(\sigma) \leq (G(\Phi, R, J)T(\Phi, R)E(\sigma)) \cap S(\sigma) = (G(\Phi, R, J) \cap S(\sigma))T(\Phi, R)E(\sigma) = T(\Phi, R)E(\sigma).$$

$\square$

**Remark.** The previous lemma can also be deduced from Theorem 1 in [6].
Lemma 22. Assume that the subsystem $\Delta$ has no irreducible components of type $A_1$. Let $\sigma$ be a net of ideals in a Noetherian ring $R$, let $s \in R$ be a non nilpotent element, and let $h \in F_s^{-1}(E(F_s(\sigma))) \subseteq G(\Phi, R)$. Then there exists $N \in \mathbb{N}$ such that the following inclusion holds true

$$[S(\sigma, (s^N)), h] \subseteq E(\sigma).$$

Proof. Recall that given a net $\sigma$ we defined certain net $\tilde{\sigma}$ in the ring $R[G]$. We identify the element $h$ with its image in the group $G(\Phi, R[G])$, then $F_s(h) \in E(\tilde{\sigma})$. By definition of $\tilde{\sigma}$ we have $g_{\text{gen}, R} \in S(\tilde{\sigma}, I_{\text{aug}, R})$. Then $F_s(g_{\text{gen}, R}) \in S(F_s(\tilde{\sigma}), F_s(I_{\text{aug}, R}))$, and by Corollary 1 we have

$$F_s([g_{\text{gen}, R}, h]) \subseteq E(F_s(\tilde{\sigma}), F_s(I_{\text{aug}, R})).$$

Therefore, by Proposition 2 we have

$$F_s([g_{\text{gen}, R}, h]) = \prod_i x^{-\gamma_i} \left( \frac{\zeta_i(s)}{s^{N_i}} \right) x_{\gamma_i} \left( \frac{\zeta_i(s)}{s^{N_i}} \right) \in G(\Phi, R_s[G]),$$

where $\gamma_i \in \Phi$, $\epsilon_i \in \tilde{\sigma}_{\gamma_i} \cap I_{\text{aug}, R}$, $\zeta_i \in \tilde{\sigma}_{-\gamma_i}$, and $N_i$ is a sufficiently large natural number.

Hence we obtain that for $g \in S(\sigma)$ the following equality holds true

$$F_s([g, h]) = \prod_i x^{-\gamma_i} \left( \frac{\zeta_i(s)}{s^{N_i}} \right) x_{\gamma_i} \left( \frac{\zeta_i(s)}{s^{N_i}} \right) \in G(\Phi, R_s). \quad (#)$$

Since the ring $R$ is Noetherian, it follows that for a sufficiently large $N_2$ the homomorphism $F_s: G(\Phi, R, (s^{N_2})) \rightarrow G(\Phi, R_s)$ is injective (see [16] or [18]).

Set $N_3 = 3N_1 + N_2$. Then for any $g \in S(\sigma, (s^{N_2}))$ such that $\xi_i(g) \in s^{N_3} \sigma_{\gamma_i}$ for all $i$ we have $[g, h] \in E(\sigma)$. Indeed, let $\xi_i(g) = s^{N_3} \theta_i$, where $\theta_i \in \sigma_{\gamma_i}$. Using the condition (*) for the roots $\gamma_i \in \Phi \setminus \Delta$ and the absence of components of type $A_1$ for the roots $\gamma_i \in \Delta$, we can choose such roots $\beta_i \in \Delta$ that $\alpha_i = \gamma_i - \beta_i \in \Phi$, and the corresponding structural constant $c = c_{\alpha_i, \beta_i}$ is invertible in the ring $R$. Then for every factor in the right hand side of the equality (#) we can express the element $x^{-\gamma_i} \left( \frac{\zeta_i(s)}{s^{N_i}} \right)$ from the Chevalley commutator formula for the commutator $[x_{\alpha_i}(s^{N_i} + N_2 \theta_i), x_{\beta_i}(c^{-1}s^{N_1})]$. After that using the Chevalley commutator formula again, we obtain $F_s([g, h]) \subseteq E(F_s(\sigma) \cap G(\Phi, R, (s^{N_2})))$. In addition, by assumption we have $g \in G(\Phi, R, (s^{N_2}))$, and by the choice of the number $N_2$ we have $[g, h] \in E(\sigma)$.

In order to finish the proof, it remains to take such $N > N_2$ that $\sigma_{\gamma} \cap (s^N) \subseteq s^{N_3} \sigma_{\gamma}$ for any $\gamma \in \Phi$. Such $N$ exists by Artin–Rees lemma.

Lemma 23. Assume that the subsystem $\Delta$ has no irreducible components of type $A_1$, and let $\sigma$ be a net of ideals in the ring $R$. Then the following inclusion holds true

$$[S(\sigma) \cap \bar{F}_s^{-1}(E(\bar{F}_s(\sigma))), F_s^{-1}(E(F_s(\sigma)))] \subseteq E(\sigma).$$
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Proof. Let $R_t$ be the inductive system of finitely generated subrings of the ring $R$ that contain the element $s$. Then it is easy to see that the following equalities holds true

$$S(\sigma) \cap F_s^{-1}(E(\tilde{F}_s(\sigma))) = \varprojlim(S(\sigma) \cap R_t) \cap F_s^{-1}(E(\tilde{F}_s(\sigma) \cap R_t))),$$

$$F_s^{-1}(E(F_s(\sigma))) = \varprojlim(F_s^{-1}(E(F_s(\sigma) \cap R_t))).$$

Therefore, the proof is reduced to the case where $R$ is finitely generates; hence $\tilde{R}_s = \tilde{R}_s$.

Let $g \in S(\sigma) \cap F_s^{-1}(E(\tilde{F}_s(\sigma)))$ and $h \in F_s^{-1}(E(F_s(\sigma)))$. Since the ring $R$ is finitely generated and, in particular, Noetherian, we can apply Lemma 22 and take such a number $N$ that $[S(\sigma), (s^N)], h \subseteq E(\sigma)$.

Since the projection onto quotient ring $pr: R \to R/(s^N)$ factors through homomorphism $\tilde{F}_s$, it follows that $pr_s(g) \in E(pr(\sigma))$. Since the group $E(\sigma)$ maps onto the group $E(pr(\sigma))$ surjectively, it follows that $g = g_1 g_2$, where $g_1 \in E(\sigma)$ and $g_2 \in S(\sigma, (s^N))$. Using the definition of the number $N$ and Theorem 3 we obtain that

$$[g, h] = [g_1 g_2, h] = [g_1, h][g_1, h] \in E(\sigma).$$

Lemma 20 and Theorem 3 allow us to give the following definition:

$$G_d(\sigma) = \bigcap_{f: R \to A, \delta(A) \leq d} \text{Ker}(G(\sigma) \to G(f(\sigma))/\tilde{E}(f(\sigma))).$$

Lemma 24. In the previous notation the subgroup $G_0(\sigma)$ is normal in the group $G(\sigma)$, and the corresponding quotient group is abelian.

Proof. It is enough to prove that $[G(\sigma), G(\sigma)] \leq G_0(\sigma)$, i.e. that for any homomorphism $f: R \to A$ to a semilocal ring we have $f_*([G(\sigma), G(\sigma)]) \leq E(f(\sigma))$. Applying Lemma 20 we may assume that $R = A$ and $f = \text{id}$. In this case the statement follows from Lemma 21.

Lemma 25. In the previous notation assume that the subsystem $\Delta$ has no irreducible components of type $A_1$. Then $[G_d(\sigma), G_0(\sigma)] \leq G_{d+1}(\sigma)$ for any $d \geq 0$.

Proof. We must prove that for any homomorphism

$$f: R \to A, \text{ where } \delta(A) \leq d + 1,$$

we have $f_*([G_d(\sigma), G_0(\sigma)]) \leq E(f(\sigma))$. Applying Lemma 20 we may assume that $R = A$ and $f = \text{id}$. Then there exists a finite collection of maximal ideals $M_1, \ldots, M_k$ of the ring $R$ such that for any $s \in R \setminus (\bigcup_k M_k)$ we have $\delta(\tilde{R}_s) \leq d$.

Let $g \in G_d(\sigma)$ and $h \in G_0(\sigma)$. Consider the multiplicative set $S = R \setminus (\bigcup_k M_k)$. The ring $R[S^{-1}]$ is semilocal; hence by definition of the group $G_0(\sigma)$ there exists an element $s \in S$ such that $F_s(h) \in E(F_s(\sigma))$. In addition by choice of the ideals $M_1, \ldots, M_k$ and by definition of the group $G_d(\sigma)$, we have $\tilde{F}_s(g) \in E(\tilde{F}_s(\sigma))$. The statement, therefore, follows from Lemma 23.

Now we finish the proof of Theorem 3. Assume that the subsystem $\Delta$ has no irreducible components of type $A_1$, and let $\delta(R) = d < \infty$. Then, clearly, we have $G_d(\sigma) = E(\sigma)$. The statement of the theorem, therefore, follows from lemmas 24 and 25.
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