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Abstract

A particular class of low-density parity-check codes referred to as cylinder-type BC-LDPC codes is proposed by Gholami and Eesmaeili. In this paper we represent a double cylinder-type parity-check matrix $H$ by a graph called the block-structure graph of $H$ and denoted by $\text{BSG}(H)$. Using the properties of $\text{BSG}(H)$ we propose some mother matrices with column-weight two such that the rate of corresponding cycle codes are greater than cycle codes constructed by Gholami with same girth.
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1 Introduction

Low-density parity-check (LDPC) codes are a class of linear block codes represented by sparse parity-check matrices [2], capable of performing very close to the Shannon capacity limits when they are decoded under simple iterative decoders [3], [4], such as Sum-product algorithm [5]. LDPC codes can be constructed into two methods: random codes [3]-[6] and structured codes [7]-[8]. Quasi-cyclic(QC) LDPC codes are the most promising class of structured LDPC codes due to their ease of implementation and excellent performance over noisy channels when decoded with message-passing algorithms as extensive simulation studies have shown. Compared with randomly constructed codes, QC-LDPC codes can be encoded in linear time with shift registers and require small memory space to store the code graphs for decoding. LDPC codes are specified by a sparse parity check matrix and its corresponding Tanner graph [7].
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Tanner determined a lower bound on the minimum distance that grows exponentially with the girth of the code. The extension of LDPC codes to non-binary Galois field GF(q) was first investigated empirically by Davey and MacKay over the binary-input AWGN channel [9].

Cycle codes [10] are a special class of binary LDPC codes with the property that each column of the parity-check matrix contains exactly two nonzero elements. Gallager [1] has shown that the minimum distance of cycle codes increases logarithmically with code length, while this increment is linear for the codes with column-weight greater than two. In spite of this weakness which causes to have poor performance, cycle codes have their own advantages: 1) Their encoding and decoding operations have lower computation and storage complexity, 2) They have better block error statistics when applied on partial response channels [11]-[12], 3) Non-binary cycle codes are among the most promising non-binary codes and for q = 64, 128, 256, the best q-ary LDPC codes decoded with belief propagation (BP) algorithm are cycle codes [13]-[14]. This makes non-binary cycle codes good candidates for both optimum maximum likelihood (ML) and iterative decoding, 4) Compared with other LDPC codes, the girth of the Tanner graph plays more important roles for cycle codes [15, 16], since it affects not only the message dependence of iterative decoding but also the minimum distance of the code [14].

Accordingly we propose a new method to construct mother matrices in order to construction of cycle codes with high girts and various lengths.

2 Preliminaries and Notations

A graph $G$ is a triple consisting of a vertex set $V(G)$, an edge set $E(G)$, and a relation of incidence that associates with each edge two vertices (not necessarily distinct), called its endpoints.

A bipartite graph is a graph $G = (V, E)$ that $V$ can be divided into two disjoint sets $A$ and $B$, such that every edge $e \in E$ connects a vertex in $A$ to one in $B$.

A length-$l$ walk is a successive series of edges $e_i$ and vertices $v_j$, such as $v_1e_1v_2e_2\cdots v_le_lv_{l+1}$, forming a continuous curve, i.e. each $e_i$ connects $v_i$ to $v_{i+1}$. A walk is closed if the initial and
terminal vertices be same, i.e. \( v_1 = v_{l+1} \). A closed walk where the only end vertices are the same is a \textit{cycle}, i.e. \( v_i \neq v_j \) for each \( 1 \leq i < j \leq l+1 \) except \( i = 1, j = l+1 \). Also the \textit{girth} of a graph can be defined as the length of the shortest cycle.

To the LDPC code with the parity-check matrix \( H \), we can associate a graph referred to as its \textit{Tanner graph} (TG), which is a bipartite graph where the two disjoint sets collect the check nodes and the bit nodes associated to the rows and columns of \( H \), respectively. An edge connects a check node to a bit node if a nonzero entry exists in the intersection of the corresponding row and column of \( H \).

Let \( m, s \) be nonnegative integers with \( 0 \leq s \leq m - 1 \). The \( m \times m \) circulant permutation matrix shifted by \( s \), \( I_m^s \), is the matrix obtained from \( m \times m \) identity matrix \( I_m \) by shifting rows \( s \) positions to the bottom, that is \( I_m^s = (e_{i,j})_{m \times m} \) where \( e_{i,j} = 1 \), if \( i - j = s \mod m \); and \( e_{i,j} = 0 \), otherwise. It is clear that \( I_m^0 = I \). For simplicity, \( I_m^s \) is denoted by \( I^s \) when \( m \) is known.

The definition of block-structure graph, given in [1], is as the following.

\section*{2.1 Block-Structure Graph}

Let \( m, b \) and \( \gamma \) be some positive integers and \( b < \gamma \). Let \( H = (H_{i,j})_{b \times \gamma} \), where each \( H_{i,j} \) is a \( m \times m \) circulant permutation matrix or the \( m \times m \) zero matrix. Considering \( H \) as a \( b \times \gamma \) matrix with \( m \times m \) entries, we refer to \( H \) as a matrix having \( b \) block-rows and \( \gamma \) block-columns. For simplicity, the matrix \( H \) and the quasi-cyclic LDPC code with the parity-check matrix \( H \) are called as \( m \)--circulant matrix and \( m \)--circulant code, respectively. Then we can define the block-structure graph associated to \( H \), denoted by \( \text{BSG}(H) \), as the following:

\textbf{Definition 2.1} Let \( G \) be a graph with the vertex set \( V(G) = \{v_1, v_2, ..., v_b\} \), where \( v_i \) represents the \( i \)th block-row of \( H \). For each \( i, j \in \{1, \ldots, b\} \) and \( k \in \{1, \ldots, \gamma\} \), where \( H_{i,k} = I_{s_1}^i \) and \( H_{j,k} = I_{s_2}^j \) for some \( 0 \leq s_1, s_2 \leq m - 1 \), two vertices \( v_i, v_j \in V \) are joined by two directed edges labeled with \((k, s)\), from \( v_i \) to \( v_j \), and \((k, s')\), from \( v_j \) to \( v_i \), where \( s = -s' = s_2 - s_1 \mod m \). For each edge of \( G \), the first and second component of its label \((k, s)\) are referred to as the \textit{column}
index and slope of that edge, respectively. The resulting graph $G$ is called the block-structure graph of $H$, and is denoted by $\text{BSG}(H)$.

**Definition 2.2** Let $G$ be $\text{BSG}(H)$, where $H$ is a $m$-circulant matrix. A length-$l$ closed walk in $G$ is given by a sequence of vertices $v_{i_1}, v_{i_2}, \ldots, v_{i_l}, v_{i_{l+1}}$, where $i_{l+1} = i_1$, with edges $e_1, e_2, \ldots, e_l$ such that for each $1 \leq j \leq l$ edge $e_j$ connect vertex $v_{i_j}$ to vertex $v_{i_{j+1}}$ and if $(k_j, s_j)$ denotes the label $e_j$ from $v_{i_j}$ to vertex $v_{i_{j+1}}$ then the following conditions are hold:

1. Each edge $e_j$ in the sequence $e_1, e_2, \ldots, e_l$ is repeated at most $m$ times;

2. For each $1 \leq j \leq l$, $k_j \neq k_{j+1}$, where $k_{l+1} := k_1$, i.e. the index columns of successive edges are different;

3. $\sum_{j=1}^{l} s_j \equiv 0 \pmod{m}$, i.e. the sum of slopes of edges are zero in modulus of $m$.

For simplicity, we can show this length-$l$ closed walk, or briefly $l$ closed walk, in $G$ with the following chain:

$$v_{i_1} \xrightarrow{(k_1, s_1)} v_{i_2} \xrightarrow{(k_2, s_2)} v_{i_3} \ldots \xrightarrow{(k_{l-1}, s_{l-1})} v_{i_l} \xrightarrow{(k_1, s_l)} v_{i_1}.$$ 

**Definition 2.3** Let $a, b$ and $c$ be some non-negative integers such that $a \geq 2$, $b \geq 1$ and $c \geq 0$. By $(a, b, c)$-double-cylinder LDPC (DC-LDPC) codes, we mean QC LDPC codes having the
Figure 1: a) Overall diagram of BSG($H(a, b, c)$) b) BSG($H(3, 2, 2)$) of Example 2.4.

Mother matrix $H(a, b, c)$ as follows:

$$H(a, b, c) = egin{pmatrix}
1 & \cdots & 1 & 1 & 1 & 1 & \cdots & 1
\end{pmatrix}$$

Where, the number of blocks $\begin{bmatrix} 1 & 1 \\ \end{bmatrix}$ between each two consecutive blocks $\mathcal{I} + \mathcal{I}^1$ is exactly $c$, and the number of blocks $\mathcal{I} + \mathcal{I}^1$ in $H(a, b, c)$ is $b$.

In fact, $H(a, b, c) = (h_{i,j})$ is a $(a + c - 1)b \times (a + c)b$ binary matrix, where $h_{i,j} = 1$, if and only if one of two following conditions is hold:

1. $\lfloor \frac{i-1}{a+c-1} \rfloor = \lfloor \frac{j-1}{a+c} \rfloor$, and if $i1 = i - 1 \mod (a + c - 1)$, and $j1 = j - 1 \mod (a + c)$, then one of the following conditions is hold:
(a) $i1 < a$, $j1 < a$ and $i1 - j1 \equiv 0, 1$.

(b) $i1 \geq a - 1$, $j1 \geq a$ and $j1 - i1 = 0, 1$.

2. $i = (a + c - 1) \times k + 1 \pmod{(a + c - 1) \times b}$, $j = (a + c) \times k$, for some $1 \leq k \leq b$.

So, the design rate of the cycle code with the parity-check matrix $H(a, b, c)$ is $\mathcal{R} = 1 - \frac{(a+c-1)b}{(a+c)b} = \frac{1}{a+c}$; whereas the following lemma states the the maximum-achievable girth $g_{\text{max}}$ of QC LDPC codes having the mother matrix $H(a, b, c)$, for $b$ large enough, is $8(a + c)$. This shows that larger rates yields more less maximum-achievable girths.

**Example 2.4** Let $a = 3$ and $b = c = 2$. The parity-check matrix of $H(3, 2, 2)$ is

$$H(3, 2, 2) = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}$$

**Theorem 2.5** Let $a \geq 2$, $b \geq 1$ and $c \geq 0$ be some integers and $g_{\text{max}}$ be the maximum achievable girth of QC LDPC codes having mother matrix $H(a, b, c)$. If $b \geq \left\lceil \frac{a+c-1}{c+1} \right\rceil + 2$, then $g_{\text{max}} = 8(c + a)$, else $g_{\text{max}} = 4(bc + b + a - 1)$.

**Proof.** Let $H$ be the $(H(a, b, c))$, as shown in Figure 2.1. Let $P_1$ be the following chain from $v_a$ to itself:

$$v_a \xrightarrow{(a,s_a)} v_1 \xrightarrow{(1,s_1)} v_2 \xrightarrow{(2,s_2)} v_3 \cdots v_{a-1} \xrightarrow{(a-1,s_{a-1})} v_a,$$

$P_2$ be the following chain from $v_a$ to $v_{a+c}$:

$$v_a \xrightarrow{(a+1,s_{a+1})} v_{a+1} \xrightarrow{(a+2,s_{a+2})} v_{a+2} \cdots v_{a+c-1} \xrightarrow{(a+c-1,s_{a+c-1})} v_{a+c},$$

and $P_3$ be the following chain from $v_{a+c}$ to itself:

$$v_{a+c} \xrightarrow{(a+c,s_{a+c})} v_{a+c+1} \cdots v_{2a+c-1} \xrightarrow{(2a+c-1,s_{2a+c-1})} v_{a+c}.$$
It is clear that $P_1$, $P_2$ and $P_3$ have length $a$, $c$ and $a$, respectively. Hence, the chain $P = P_1P_2P_3^{-1}P_2^{-1}P_2^{-1}P_2^{-1}$ is an inevitable walk with length $l(P) = 2l(P_1) + 4l(P_2) + 2l(P_3) = 4(a + c)$ from $v_a$ to itself, which is equivalent to an inevitable length-$8(a + c)$ in the Tanner graph. So, $g_{\text{max}} \leq 8(a + c)$. On the other hand, let $P'_1$ be the chain from $v_1$ to $v_a$ as follows.

$$v_1 \rightarrow (1,s_1) \rightarrow v_2 \rightarrow (2,s_2) \rightarrow v_3 \cdot \cdot \cdot \rightarrow v_{a-1} \rightarrow (a-1,s_{a-1}) \rightarrow v_a,$$

and $P'_i$, $2 \leq i \leq b + 1$, be the following chains from $v_{(i-1)a+(i-2)(c-1)}$ to $v_{ia+(i-1)(c-1)}$:

$$v_{(i-1)a+(i-2)(c-1)} \rightarrow ((i-1)a+(i-2)(c-1)+1,s_{(i-1)a+(i-2)(c-1)+1}) \rightarrow v_{(i-1)a+(i-2)(c-1)+1} \rightarrow \cdots \rightarrow v_{ia+(i-1)(c-1)},$$

where we accept that $v_{(b+1)a+b(c-1)-1} = v_1$ and $v_{(b+1)a+b(c-1)} = v_a$. It is clear that $P'_1$ and $P'_i$, $2 \leq i \leq b + 1$, have length $a - 1$, $c + 1$, respectively. Hence, the chain

$$P' = P'_1P'_2 \cdots P'_{i+1}P'_{b+1}P'_{b+1}^{-1} \cdots P'_{b+1}^{-1}$$

is an inevitable walk with length $l(P') = 2 \sum_{i=1}^{b+1} l(P'_i) = 2((a-1)+b(c+1)) = 2(bc+b+a-1)$ from $v_a$ to itself, which is equivalent to an inevitable length-$4(bc+b+a-1)$ in the Tanner graph. So, $g_{\text{max}} \leq 4(bc+b+a-1)$. However $4(a + c) = l(P) \geq l(P') = 2(bc+b+a-1)$, if and only if $b \geq \frac{a-1}{c+1} + 2$, which is hold iff $b \geq \lceil \frac{a-1}{c+1} \rceil + 2$. □

Figure 2.1 shows maximum-achievable girth for different $a$, $b$ and $c$ values. In the following we propose construction of QC-LDPC codes.

### 2.2 Construction of DC-LDPC codes

Given positive integers $a$, $b$ and $c$, let $H(a,b,c)$ be the parity check matrix of a double-cylinder LDPC (DC-LDPC), by code-generating algorithm given in [?] we can obtain suitable shift sequence values by select an enough large $m$ as size of circulate permutation matrices and in order to construct double-cylinder LDPC (DC-LDPC) code with desire girth. In table some DC-LDPC codes various length $n$ rate $r$ and girth $2g$. 


Figure 2: The maximum-achievable girth of \( DC(a, b, c) \) codes for \( c = 1, 2, 3 \), from left to right, respectively.
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