Textural Analysis of Pap Smears Images for k-NN and SVM Based Cervical Cancer Classification System
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ABSTRACT

Early detection and treatment of cervical cancer is crucial to patients’ recovery with a reported success rate of nearly 100%. Presently, Pap smear test which is a visual inspection of cells collected from the ectocervix is the screening tool mainly used in cancer prevention programs. The Pap smear is relatively easy to handle however, it is time-consuming and requires wet fixation of the cytological material. Thus, there is great demand for an automated-screening system that exhibits high sensitivity, high specificity and high-throughput. Hence, a textural based cervical cancer classification system has been developed in this research work. The wavelet transform was used to denoise 120 Pap smear images to enhance its visual quality while the images were segmented using the morphological operations. Eight textural features of GLCM that serve as inputs into the k-NN and SVM classifiers were extracted from each of the images and the performance was evaluated using accuracy, sensitivity and specificity. The result of the developed system shows that clustering shade SVM classifier out-performs entropy k-NN classifier in terms of classification accuracy of 90.0% and 88.3% respectively and vice versa in terms of sensitivity and specificity.

1. Introduction

Cancer is characterized by uncontrolled growth and spread of abnormal cells and is one of the currently most ravaging diseases and if its spread is uncontrolled, can result in death [1, 2]. Cancer is a complex genetic disease that is potentially fatal and caused mainly by environmental factors that mutate genes encoding critical cell-regulatory proteins [3]. Also, it has been reported by [2] that cancer may be caused by external factors like tobacco, infectious organisms, unhealthy diet and internal factors, such as inherited genetic mutations, hormones and immune conditions. Currently, cancer constitutes public health problem for men and women, it has been reported as the leading cause of death for human being in worldwide, because the cause of the disease is unknown and the early detection of cancer is also tedious [4]. Cancer has variants like breast cancer, prostrate cancer, skin cancer and cervical cancer depending on the organ of the body affected. Cervical cancer is caused by human papillomavirus (HPV) which is a common virus that is passed from one person to another during sex. At least half of sexually active people will have HPV at some point in their lives, but few women will get cervical cancer [5].

Cervical cancer was reported the third most common cause of death among the female [6, 7]. It is a less aggressive cancer that tends to grow slowly with a development rate of several years and in the pre-cancerous stages it may be completely asymptomatic with preinvasive cervix lesions that can only be detected by screening methods [8]. Cervical cancer mostly occurs in women of over age 30 and it remains a challenge for the health care sector because of the numbers of invasive cancer that are involved and the high cost of maintaining quality screening programs. In fact, WHO maintained that cervical cancer constitutes approximately 12% of all cancers in women worldwide and that is a leading cause of mortality and morbidity. For instance, according to [5] approximately 12,000 women in the United States get cervical cancer each year. Cervical cancer can be prevented with regular screening tests and follow-up when found and treated early [2].

Early detection and treatment of cervical cancer is crucial to patients’ recovery with a reported success rate of nearly 100% [8]. Treatments of cervical cancer may include but not limited surgery,
radiation, chemotherapy, hormone therapy, immune therapy and targeted therapy. There are a number of different methods like Automated cervical screening techniques, Neuromedical systems, HPV testing, Polar probe [9], flow cytometry [10], colscopy [8] and Pap smear [11] that have been proposed and tested for early detection and diagnosis of cervical cancer. Presently, Pap smear test which is a visual inspection of cells collected from the ectocervix is the screening tool mainly used in cancer prevention programs. The Pap smear looks for precancers and cell changes on the cervix for treatment thus preventing cervical cancer. The use of Pap smear test has led to a considerable reduction in the cases of cervical cancer though it is not a diagnostic but a screening tool [12, 13]. The Pap smear is important in diagnostic cytology because it uniquely stains pattern with differentially smeared cytoplasm. The Pap smear is relatively easy to handle however, it is time-consuming and requires wet fixation of the cytological material. Thus, there is great demand for an automated-screening system that exhibits high sensitivity, high specificity and high accuracy.

2. Related Works

Several studies, majority of which aimed at early detection and classification of cervical cancer have been developed and reported in literatures. In [5], intelligent classification of cervical pre-cancerous cells based on the FTIR spectra in which peak-corrected area-based features’ extraction (PCABFE) was used and the Hybrid Multilayered Perceptron (HMLP) network was employed for classification with a reported performance of 97.4%. Likewise, [14] worked on identification of abnormal cervical regions from colposcopy image sequences using an algorithm that automates identification of abnormal cervical regions based on a set of low-level feature vectors as input to the support vector machine (SVM) classifier. The highest classification rate obtainable was 94.6% with linear kernel thus made the algorithm accurate and effective. The work of [15] was based on color histogram features used as an input to k-NN, NaiveBayes, and SVM classifiers to detect the Aceto White Region (AWR) with accuracy of over 85% and average sensitivity of over 74%. A comparative study between multi-sparse representation classification with accuracy of 93.3% and classical classifiers like ANN and NaiveBayes on cervical cancer cell images trained on genetic algorithm was done in [16]. In [17], a pap smear images classification for early detection of cervical cancer was performed using SVM classifier that gave promising results with average accuracy of 92.961%, sensitivity 90.833% and specificity 80.39%. Also, [11] presented a computer assisted pap smear analyser for cervical cancer screening system that produces higher sensitivity of 93% and 95% in HSIL and SCC grades respectively and was found to reduce the workload of cytologist to almost 60%. In [18] classification of MR Images of cervical cancer using SVM and ANN with classification accuracy found to be 92% and 84% respectively. Finally, [19] worked on improvement of features extraction process and classification of cervical cancer for the NeuralPap System based on Hybrid RBF (HRBF) networks with increase in the accuracy of the classification of cervical cancer to 76.35%, compared with 74.40% which is obtained from the previous NeuralPap system.

3. Materials and Methods

This section presents the stepwise approach towards the development of the developed k-NN and SVM based cervical cancer classification system.

![Figure 1: Block Diagram of the Developed System](Image)

3.1. Image Data Preparation

The images used in this work was collected online from the smear2005 database of the Herlev University Hospital and sample of the Pap Smear images used in this work were presented in Figures 3 and 2. These smear images were taken at a resolution of 0.201µm/pixel by skilled cyto-technicians with a microscope connected to a frame grabber. Light dysplasia in Figure 3 is one of the three variants of the dysplasia which is characterized by enlarged and light nucleus hence, it has similar features to the carcinoma-in-situ. Figure 2 presented images of cervical carcinoma-in-situ and is also characterized by very large nucleus. One hundred and twenty of these images were selected for use in this work out which sixty were used for training and the remaining sixty were used for testing.

![Figure 2: Images of Carcinoma-in-situ before Segmentation](Image)

![Figure 3: Images of Light Dysplasia before Segmentation](Image)

3.2. Wavelet based Denoising

The wavelet system builds a set of blocks to represents a signal or function by giving a time frequency localization of the signal [20, 21]. Wavelet systems are generated from single scaling function by scaling and translation. Hence, wavelet transform has become an important tool for denoising corrupted images by
reconstructing the signal on the basis of the observations of a useful signal corrupted by noise [22, 23, 24]. The pap smear images were denoised based on the wavelet system using symlet 4 as the wavelet family.

3.3. Image Segmentation

Image segmentation is the process of partitioning a digital image into multiple segments with the goal of easing the representation of an image into a more meaningful and easy to analyze version. Image segmentation is basic to most medical image classification system hence; several approaches like Fuzzy clustering [25] have been used in the literatures. The morphological operation which applies a structuring element to an input image, creating an output image of the same size based on erosion and dilation was used in this work. Dilation adds pixels to the boundaries of objects in an image, while erosion removes pixels on object boundaries.

3.4. Feature Extraction

Feature extraction is an important step in any detection and classification system, and it has been reported that the key to successful classification is the ability of representing images based on visual characteristics such as texture, color and shape [26]. Texture is the basic and most widely used techniques for analyzing medical images [27, 28] through the gray level co-occurrence matrix (GLCM) which is a second-order statistical measure of image intensity variation. GLCM considers both the intensities distribution and the position of pixels. It has capability of revealing certain properties about the spatial distribution of the gray levels in the texture. It provides the basis for a number of texture features hence; we built GLCM of the smear images region of interest (ROI) defined as 50 pixel by 50 pixel from which 8 texture features were computed as follows [29, 30]:

1. Contrast measures the intensity contrast between a pixel and its neighbour over the whole image. For a “constant” image (no variation) contrast is zero.

\[
\text{Contrast} = \sum_i \sum_j |i - j|^2 p(i,j)
\]  (1)

2. Local homogeneity measures the closeness of the distribution of elements in the GLCM to the GLCM diagonal. For a diagonal GLCM, homogeneity is 1.

\[
\text{Homogeneity} = \sum_i \sum_{j=|i-j|}^1 p(i,j)
\]  (2)

3. Correlation is a measure of how correlated a pixel is to its neighbour over the whole image. It is 1 or -1 for a perfectly positively or negatively correlated image and infinity for a constant image.

\[
\text{Correlation} = \sum_i \sum_j \frac{1}{\sigma_i \sigma_j} \frac{(i-\mu_i)(j-\mu_j)p(i,j)}{\sigma_i \sigma_j}
\]  (3)

where; \(\mu_i\) and \(\mu_j\) are the GLCM mean of the first and second components \(\sigma_i\) and \(\sigma_j\) are the GLCM variances of the first and second components

4. Cluster shade and cluster prominence characterises the tendency of clustering of the pixels in the region of interest.

\[
\text{Cluster shade} = \sum_i \sum_j (i + j - \mu_i - \mu_j) \frac{3}{\sigma_i \sigma_j} p(i,j)
\]  (4)

\[
\text{Cluster prominence} = \sum_i \sum_j (i + j - \mu_i - \mu_j) \frac{4}{\sigma_i \sigma_j} p(i,j)
\]  (5)

5. Entropy is a measure of randomness that can be used to characterise the texture of an image

\[
\text{Entropy} = \sum_i \sum_j p(i,j) \log p(i,j)
\]  (6)

6. Maximum probability describes the maximum likelihood of producing the pixels of interest.

\[
\text{Maximum probability} = \max p(i,j) \quad \text{for all } i, j
\]  (7)

7. Energy returns the sum of squared elements in the GLCM, it has values between 0 and 1, it is 1 for a constant image.

\[
\text{Energy} = \sum_i \sum_j p(i,j)^2
\]  (8)

These texture features formed feature vectors which were used as input into two the classifiers whose performance were evaluated using accuracy, sensitivity and specificity.

3.5. Classification

Subsequent to feature extraction is the classification stage where the images were classified using the support vector machine (SVM) and the k-Nearest Neighbors classifiers.

**k-NN Classifier** is based on the idea that a sample is classified by a majority vote of its neighbors, with the sample being assigned to the class most common amongst its k nearest neighbors. Let the training samples be described by \(n\) attributes thus each sample represents a point in \(n\) - dimensional space. Therefore, all the training samples form an \(n\) - dimensional pattern space. At the instance of an unknown sample, the \(k\)-nearest neighbor (k-NN) classifier searches the pattern space for the \(k\) training samples which are closest to the unknown sample [31, 32]. Assuming the number of voting neighbours are \(k = k_1 + k_2 \ldots k_N\), where \(k_i\) is the number of samples from \(i\) in the k sample neighborhood of the test samples. The test sample is assigned to class \(e\) if

\[
K_2 = \max(k_i; i = 1,2,3 \ldots \ldots \ldots N)
\]  (9)

For this work, 7 nearest neighbours were used throughout the experimental set up.

**SVM** is one of the most widely used classifiers in medical image analysis [33, 34]. SVMs are primarily two-class classifiers that have been shown to be an attractive and more systematic approach to learn linear or non-linear decision boundaries [35, 36]. It performs classification by constructing a hyperplane in a high-dimensional feature space for linearly separable classes as follows [37];
This can be further written as

\[ w^T_i + w_0 = \pm 1 \]  

This implies that the support vectors lie on either of the two hyperplanes and they form the critical elements of the training set. Also;

\[ w = \sum_{i=1}^{N_s} \lambda_i y_i x_i \]  

where \( w \) = parameter or support vector, \( \lambda_i \) = Langrange multiplier, \( N_s \) = feature vector.

SVM can be used for classification purpose under different types of kernel function. Gamma kernel function with \( \gamma = 6 \) was used in this work. The choice of SVM lies in its flexibility due to parameters that can be adjusted to achieve better classification rate. The dimensionality of the feature space is determined by the number of support vectors extracted from the training data [38]. It performs structural risk minimization to achieve good generalization [35, 36].

3.6. Performance Evaluation

The performance of the developed cervical cancer classification system was evaluated based on sensitivity, specificity and accuracy defined as follows;

1. Sensitivity is the ability of a system to identify the presence of disease and it has no dependence on the disease prevalence

\[ TP/(TP+FN) \]  

2. Specificity Ability to identify the absence of disease and has no dependence on the disease prevalence

\[ TN/(TN+FP) \]  

3. Accuracy represents the global reliability of the classification system but depends on the disease prevalence

\[ (TP+TN)/(TP+TN+FP+FN) \]  

The performance of the developed system was evaluated using confusion matrix that shows the percentages of correct and incorrect classifications from which accuracy, sensitivity and specificity were computed. These indices indicate an increasingly high diagnostic performance of the examination under investigation the closer they are to unity [39, 40]. The overall process was implemented using MATLAB 8.5.

4. Results Discussion

This section presents the results of the developed texture based pap smear classification system for cervical cancer. Figure 4 presents some of the morphological operations and wavelet segmented images of carcinoma-in-situ. By visual inspection and comparison of Figure 2 and 4, it can be inferred that the wavelet is effective in remove artifacts from the pap smear images and that the morphological operations effectively segment the nucleus area of the image. Also, Figure 5 presents some of the morphological operations and wavelet segmented images of light dysplasia. Figure 3 and 5 also gave a comparable result to that of Figure 2 and 4.

Figure 6 Present confusion matrix classification results of clustering shade SVM and entropy k-NN with 90.0% and 88.3% respectively. According to Figure 6a, 55 of the images are not cancer whereas 5 are cancer, the SVM algorithm with clustering shade feature predicted 49 as not cancer and 11 as cancer; this translates to 90.0% accuracy. Similarly, in Figure 6b, 1 of the images are not cancer whereas 59 are cancer, the k-NN algorithm with entropy feature predicted 8 as not cancer and 52 as cancer; this translates to 88.3% accuracy. In Table 1, the summary of classification accuracy, sensitivity and specificity for SVM and k-NN classifiers with all texture features were presented. From the table, a general inference that can be drawn is that the SVM classifier with clustering shade out-performs the k-NN classifier with entropy in terms of classification accuracy of 90.0% and 88.3% respectively. On other hand, k-NN classifier with entropy out-performs the SVM classifier with clustering shade in terms of sensitivity and specificity with a value of 1.00 and 0.82 respectively for k-NN classifier and a value of 1.00 and 0.45 respectively for SVM classifier. This result is comparable to the work of [17] in terms of accuracy and sensitivity for SVM classifier.

![Denoised images of carcinoma-in-situ wavelet and morphological operations.](Wavelet_Denoised_and_Morphological_Operations.png)

Figure 4: Denoised images of carcinoma-in-situ wavelet and morphological operations.

![Denoised images of light dysplasia using wavelet and morphological operations.](Wavelet_Denoised_and_Morphological_Operations.png)

Figure 5: Denoised images of light dysplasia using wavelet and morphological operations.

| Textural Features | SVM Classifier | k-NN Classifier |
|-------------------|----------------|-----------------|
|                   | Acc. (%) | Sen. (%) | Spec. (%) | Acc. (%) | Sen. (%) | Spec. (%) |
| CP                | 65.0     | 0.51     | 0.36     | 86.7     | 0.90     | 0.00     |
| CS                | 90.0     | 1.00     | 0.45     | 86.7     | 1.00     | 0.00     |
| Energy            | 65.0     | 0.80     | 0.00     | 86.7     | 1.00     | 0.82     |
| Entropy           | 61.7     | 0.84     | 0.00     | 88.3     | 0.80     | 1.00     |
| Cor               | 63.3     | 0.00     | 1.00     | 86.7     | 0.80     | 0.27     |
| Con               | 81.7     | 0.73     | 0.36     | 86.7     | 1.00     | 0.00     |
| Hom               | 66.7     | 0.78     | 0.18     | 86.7     | 1.00     | 0.00     |
| MP                | 63.3     | 0.73     | 0.18     | 81.7     | 0.94     | 0.00     |

Table 1: Summary of performance evaluation for SVM and k-NN classifiers
5. Conclusion

With this paper our contribution is that we have shown the potential of textural features derived from GLCM in classifying cervical cancer Pap smears images. Generally, the result of the developed system shows that clustering shade SVM classifier outperforms entropy k-NN classifier in terms of classification accuracy of 90.0% and 88.3% respectively and vice versa in terms of sensitivity and specificity.
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