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Abstract

In this paper, we tackle the problem of visual categorization of dog breeds, which is a surprisingly challenging task due to simultaneously present low interclass distances and high intra-class variances. Our approach combines several techniques well known in our community but often not utilized for fine-grained recognition: (1) automatic segmentation, (2) efficient part detection, and (3) combination of multiple features. In particular, we demonstrate that a simple head detector embedded in an off-the-shelf recognition pipeline can improve recognition accuracy quite significantly, highlighting the importance of part features for fine-grained recognition tasks. Using our approach, we achieved a 24.59% mean average precision performance on the Stanford dog dataset.

1 Introduction

Within the last years, impressive success was achieved for classifying categories in real-world scenarios [9,17,8,5]. However, it is still an open problem how to reliably differentiate between visually similar classes, a task which is also known as fine-grained object classification [19,20,3,12]. In the following, we tackle fine-grained classification in the area of dog categorization. As can be seen in Figure 1 for some example images, even for a human, this task is often hard to solve without expert knowledge. The goal of the challenge is to perform several visual recognition tasks with training and test data provided by the ImageNet [4] database. The challenge offers three different tasks: Classification, localization and fine-grained object classification. Our team tackled task 3 of the challenge (ILSVRC 2012) related to fine-grained object classification and differentiating between different dog breeds. We built a final classification system relying on three key ingredients:

1. a simple yet efficient part detector together with background elimination using a graph-based segmentation approach, and

(a) different breeds of huskies
(b) Great Dane fur color variation

Figure 1: The problems associated with fine-grained classification: (a) The interclass variance can be low whereas the (b) intra-class variance can be very high. Together with the relatively large number of classes this leads to a very challenging task.
2. the combination of different feature types to capture different aspects of objects, namely shape, color, and texture,
3. a linear classifier with an efficient kernel approximation to ensure computation times within a few hours even for this large-scale dataset.

Details for every step follow in subsequent sections and an overview is given in Figure 2.

2 Part-based and segmentation-based feature extraction

In the following, we briefly describe the main algorithmic steps of our approach, which are mainly based on state-of-the-art segmentation and feature extraction techniques.

Segmentation and foreground extraction Background clutter present in the images might interfere classification. We therefore apply Grabcut [14] to all images to consider relevant foreground regions only. For Grabcut, a background color model was trained on the pixels outside of the provided bounding box, whereas a foreground color model was trained on pixels inside the bounding box. This initial bounding box segmentation is then refined using iterated graph cuts (Figure 3).

Including part-based information Following state-of-the-art approaches [10], we additionally extract part based information. Since the global part constellations of dogs we observe in images have a large variation, the parts being most reliably detectable are the heads. Unfortunately, there is no annotation for these parts available in the data and we can not train a standard detector as done by [10]. Therefore, we develop a simple head detector by applying a Hough circle transform to find both eyes and the nose, where we in particular search for three circles that compose a triangle. Figure 4 shows an example of the process. With this approach, we are able to find dog heads in the images with a surprisingly high detection rate. Our detection approach does not work with dark fur, bad illumination conditions, and when the head is not in the picture. Figure 5 shows some examples of successful and unsuccessful detections. The detection results are used to extract an additional SIFT bag-of-words descriptor from the head region.

![Figure 2: Main algorithmic steps of our approach.](image)

![Figure 3: Background removal using Grabcut and the provided bounding box](image)
Feature extraction – a kitchen sink approach  For differentiating between hundreds of dog categories, many details matter. Therefore, we represent images with a combination of different sources of information. The shape of objects is captured using a bag-of-words histogram of opponent SIFT [15] descriptors that are densely sampled from the image. In addition, we extract color information using color name [16] histograms. Finally, we compute local binary patterns [11] to capture texture information, which might be helpful for differentiating between different fur structures. We add spatial information to every type of feature by extracting not a single feature per image but a representation based on pyramid histograms [2]. All of these methods are standard techniques in the area of object recognition and showed to provide a good performance for various datasets and tasks.

Classification – speed matters  Images are represented by a combination of all previously described features, i.e., simple concatenation of features instead of a multiple kernel learning approach like the one used in [13]. For classification, we use a linear SVM learned with the liblinear [6] package in a one-vs-all manner. Due to the linearity of the classifier, learning and classification is extremely fast, which makes it feasible for this large-scale dataset. However, the gain of speed has the drawback of a diminished discriminative power. We overcome this drawback by utilizing homogeneous kernel maps [18] to approximate a $\chi^2$-kernel. With this combination, we are able to combine the speed of a linear SVM with the discriminative power of kernel-based methods. In our
| feature                     | mAP       | recognition rate |
|-----------------------------|-----------|------------------|
| SIFT (whole image)          | 0.1933    | 0.2157           |
| color names                 | 0.0475    | 0.0617           |
| local binary patterns s=1   | 0.0529    | 0.0650           |
| local binary patterns s=2   | 0.0699    | 0.0962           |
| local binary patterns s=4   | 0.0729    | 0.1027           |
| SIFT (head region)          | 0.0729    | 0.0905           |
| combined                    | 0.2524    | 0.2757           |

Table 1: This table shows the results of single and combined features on the validation set of task 3.

| feature                        | mAP       |
|--------------------------------|-----------|
| SIFT + color names             | 0.2090    |
| SIFT + local binary patterns s=1 | 0.2141   |
| SIFT + local binary patterns s=2 | 0.2193   |
| SIFT + local binary patterns s=4 | 0.2153   |
| SIFT + SIFT-faces              | 0.2082    |
| all combined                   | 0.2524    |

Table 2: Results of pairs of features on the validation set of task 3. One can see that every feature contributes to the final result.

case liblinear is able to train a model using the 20500 training examples in less than 4 hours using 70GB RAM.

### 3 Implementation details and parameters

The dataset used in the challenge consists of 120 different breeds of dogs with different poses, background and illuminations. It is divided into a training, validation and test set. The training set contains of 20580 images, the validation set contains of 6000 images and the test set contains 12000 images of dogs. Some example images can be seen in Figure 1. Bounding boxes are provided for all images, but ground truth labels are only provided for the training and validation set. The measure used for evaluation is the mean average precision (mAP) as used in Pascal VOC 2012 [5].

Our system was programmed in Matlab with the help of several external libraries. We used available implementations for color names [1], local binary pattern [2], grab cut [3], liblinear [4], SIFT as well as homogeneous kernel maps [5].

SIFT features were densely sampled. We used a 1000 word vocabulary for the whole object and a 500 word dictionary for the detected face region. The local binary pattern features were extracted at a scale of 1, 2, and 4. Furthermore, we applied a 3 level spatial pyramid for all features except the color name histograms, for which we used a 5 level spatial pyramid. For classification, a homogeneous kernel map of order 1 was used with $\gamma$ set to 0.5. The parameter $C$ was set to 10 for SVM.

### 4 Experimental evaluation

**Results on the validation set** Table 1 shows the results of the individual features and the result of combining all the features. The mean average precision achieved was 0.2524 on the validation set and 0.2459 on the test set. Table 2 shows results using pairs of features. Here we can see that each

[1] http://lear.inrialpes.fr/people/vandeweijer/color_names.html
[2] http://www.cse.oulu.fi/CMV/Downloads/LBPMatlab
[3] http://opencv.org/
[4] http://www.csie.ntu.edu.tw/~cjlin/liblinear/
[5] http://www.vlfeat.org/
of the extracted features contributes to the final result. Figure 6 and 7 show the 5 classes with the highest and lowest mAP, respectively.

To create Figure 8, we analyzed the highest entries of the confusion matrix that can be seen in Figure 9. These classes are indeed very similar and even a human annotator without the necessary expert knowledge would struggle to distinguish these breeds.

**Results on the test set** Our approach obtained a recognition rate of 0.245897 in the 2012 challenge, whereas the methods of the XRCE/INRIA team and the ISI team were able to achieve a recognition of 0.309932 and 0.322524, respectively. However, participating in the challenge was an interesting experience and our method shows the importance of feature combination and most importantly discriminative object part detections. Therefore, our results might help to boost the performance of other approaches.

5 Conclusion

In this paper, we presented our approach to fine-grained image classification of our entry for the ImageNet Fine-grained Challenge 2012. Our approach combines multiple cues, automatic background removal, and a simple part detector. We could show that each step leads to an improvement in recognition rate resulting in a good performance on the Stanford dog dataset.
Nevertheless, the dataset is very challenging and our algorithm is not yet able to distinguish between really similar looking classes. Therefore, future work will be focused on how to extract fine-grained localized features that distinguish between these breeds. Furthermore, more care has to be taken when handling varying poses. This could be done by either detection of multiple parts, calculating a feature representation with zero intra-class variance [1], or by applying some kind of pose normalization to decrease the variation. Global descriptors capturing more details of the underlying local features, like the fisher vectors used by the other competitors, would probably also lead to an improved result.

**References**

[1] Paul Bodesheim, Alexander Freytag, Erik Rodner, Michael Kemmler, and Joachim Denzler. Kernel null space methods for novelty detection. In CVPR, 2013.

[2] Anna Bosch, Andrew Zisserman, and Xavier Muñoz. Representing shape with a spatial pyramid kernel. In CVIR, pages 401–408, 2007.

[3] Yuning Chai, Esa Rahtu, Victor S. Lempitsky, Luc J. Van Gool, and Andrew Zisserman. Tricos: A tri-level class-discriminative co-segmentation method for image classification. In ECCV, pages 794–807, 2012.

[4] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. ImageNet: A Large-Scale Hierarchical Image Database. In CVPR, 2009.

[5] Mark Everingham, Luc Van Gool, Chris Williams, John Winn, and Andrew Zisserman. The PASCAL Visual Object Classes Challenge 2012 (VOC2012) Results. http://www.pascal-network.org/challenges/VOC/voc2012/workshop/index.html.

[6] Rong-En Fan, Kai-Wei Chang, Cho-Jui Hsieh, Xiang-Rui Wang, and Chih-Jen Lin. Liblinear: A library for large linear classification. JMLR, 9:1871–1874, 2008.

[7] Pedro F. Felzenszwalb, Ross B. Girshick, David A. McAllester, and Deva Ramanan. Object detection with discriminatively trained part based models. PAMI, 32(9):1627–1645, 2010.

[8] Ashish Kapoor, Kristen Grauman, Raquel Urtasun, and Trevor Darrell. Gaussian processes for object categorization. IJCV, 88(2):169–188, 2010.

[9] Svetlana Lazebnik, Cordelia Schmid, and Jean Ponce. Beyond bags of features: Spatial pyramid matching for recognizing natural scene categories. In CVPR, pages 2169–2178, 2006.

[10] Jiongxin Liu, Angjoo Kanazawa, David W. Jacobs, and Peter N. Belhumeur. Dog breed classification using part localization. In ECCV, pages 172–185, 2012.

[11] Timo Ojala, Matti Pietikäinen, and Topi Mäenpää. Multiresolution gray-scale and rotation invariant texture classification with local binary patterns. PAMI, 24(7):971–987, 2002.
[12] Omkar M. Parkhi, Andrea Vedaldi, Andrew Zisserman, and C. V. Jawahar. Cats and dogs. In CVPR, 2012.

[13] Erik Rodner, Doaa Hegazy, and Joachim Denzler. Multiple kernel gaussian process classification for generic 3d object recognition from time-of-flight images. Proceedings of the International Conference on Image and Vision Computing New Zealand, 3, 2010.

[14] Carsten Rother, Vladimir Kolmogorov, and Andrew Blake. "grabcut": interactive foreground extraction using iterated graph cuts. TOG, 23(3):309–314, 2004.

[15] Koen E. A. van de Sande, Theo Gevers, and Cees G. M. Snoek. Evaluating color descriptors for object and scene recognition. PAMI, 32(9):1582–1596, 2010.

[16] Joost van de Weijer, Cordelia Schmid, Jakob J. Verbeek, and Diane Larlus. Learning color names for real-world applications. TIP, 18(7):1512–1523, 2009.

[17] Andrea Vedaldi, Varun Gulshan, Manik Varma, and Andrew Zisserman. Multiple kernels for object detection. In ICCV, pages 606–613, 2009.

[18] Andrea Vedaldi and Andrew Zisserman. Efficient additive kernels via explicit feature maps. PAMI, 34(3):480–492, 2012.

[19] Bangpeng Yao, Gray Bradski, and Li Fei-Fei. A codebook-free and annotation-free approach for fine-grained image categorization. In CVPR, June 2012.

[20] Ning Zhang, Ryan Farrell, and Trevor Darrell. Pose pooling kernels for sub-category recognition. In CVPR, pages 3665–3672, 2012.