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Abstract

In ridesharing platforms such as Uber and Lyft, it is observed that drivers sometimes collaboratively go offline when the price is low, and then return after the price has risen due to the perceived lack of supply. This collective strategy leads to cyclic fluctuations in prices and available drivers, resulting in poor reliability and social welfare. We study a continuous time, non-atomic model and prove that such online/offline strategies may form a Nash equilibrium among drivers, but lead to a lower total driver payoff if the market is sufficiently dense. Further, we show how to set price floors that effectively mitigate the emergence and impact of price cycles.

1 Introduction

Ridesharing platforms have seen great success in recent years. Compared with traditional taxi systems, these platforms significantly increase the fraction of time when drivers have a rider in the back seat [Cramer and Krueger, 2016]. In addition to mobile apps, which enable more efficient matching between riders and drivers, platforms such as Uber and Lyft also employ dynamic “surge” pricing to balance supply and demand in real-time. This guarantees that rider wait times do not exceed a few minutes [Rayle et al., 2014], achieving a desirable trade-off between (i) the cost of maintaining open driver supply, and (ii) the cost of long waiting time for riders and pick-up time for drivers [Castillo et al., 2017, Yan et al., 2020].

In the presence of surge pricing, and with the “real-time flexibility” to decide when and where to drive [Hall and Krueger, 2016, Chen et al., 2019], drivers often strategically optimize to increase their earnings instead of accepting all trip dispatches from the platforms. For example, many drivers cherry-pick based on the lengths or the destinations of trips [Garg and Nazerzadeh, 2020b, Castro et al., 2021, Marshall, 2020]. When prices fail to be sufficiently smooth in space and time, drivers also decline trips, chasing surge prices in neighboring areas, or going off-line before large events will end in anticipation of a price hike [Ma et al., 2019].

Increasingly, the strategic behavior of drivers is not limited to individuals. Collective strategic behavior of groups of drivers supplying the same region has been reported in recent years. A prominent collective strategy for drivers is to all go offline at the same time and return only after the price surges. For example, as reported by ABC News [Sweeney, 2019, Dustin is Driving, 2019]:

Every night, several times a night, Uber and Lyft drivers at Reagan National Airport simultaneously turn off their ride share apps for a minute or two to trick the app into thinking
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there are no drivers available—creating a price surge. When the fare goes high enough, the drivers turn their apps back on and lock into the higher fare.

Such online/offline strategies have also been discussed in online forums by drivers from many cities. For example, drivers discussed in the UberPeople London forum [UberPeople.net users, 2015]

“Guys stay logged off until surge” because “Less supply high demand = surge.”

As another example, when discussing the strategy of leaving the app off until it surges 2.5x at the Los Angeles International Airport, a driver posted [UberPeople.net users, 2016]

“Can someone create a huge sign with a posterboard that says ‘stay logged off until 2.5x’. Like people taking turns holding the sign right at the entrance…”

When adopted by drivers supplying the same region, these strategies induce cyclic fluctuations in trip prices and the number of available drivers, i.e., price cycles. Specifically, after all drivers have gone offline, the platform will gradually increase trip prices due to the perceived lack of supply. Once the price has risen high enough, the drivers (including those who arrived in the region during the price hike) sign back on at the same time, which leads the trip price to fall. Eventually, the price falls enough to prompt the drivers in the region to sign offline again.¹

Such price cycles undercut the platforms’ mission of providing reliable transportation to riders [Uber, 2016, Lyft, 2017] — when prices are increasing and drivers are not accepting dispatches, even riders with a high willingness-to-pay may be unable get access to reliable service. Further, from the drivers’ perspective, while this behavior is sometimes described as drivers “collectively gaming the system” in order to “regain their autonomy” (see e.g., Möhlmann and Zalmanson [2017]), it is not clear whether it leads to increased total utility for drivers in practice.

Despite attention from the press, the emergence of price cycles has not been studied from the perspective of the design and operation of ridesharing platforms. In this paper, we initiate such a study and seek insight into questions such as:

(i) Is it an equilibrium for all drivers to adopt these online/offline strategies?

(ii) Do drivers collectively benefit from such strategies?

(iii) What are the impacts of price cycles on riders and the efficiency of the platform?

(iv) How can platforms avoid the emergence and reduce the impact of price cycles?

Addressing these questions is challenging due to the fact that the emergent price cycles are inherently dynamic, even when the market condition is stationary over time. Understanding price cycles and the corresponding market equilibria thereby requires characterizing drivers’ best-response in non-stationary, dynamic settings. More broadly, robust control in the presence of strategic participants is relevant and important for settings beyond ridesharing. As an example, it is reported that many drivers on the food delivery platform DoorDash have been collectively declining any delivery job, until the platform raises driver payment for the job to at least $7 [Ford, 2021].

¹In practice, instead of letting prices jump from base fare to maximum surge, platforms usually limit the rate of price changes for various reasons. Erratic prices lead to poor experiences for riders [Dholakia, 2015]. Moreover, in addition to balancing supply and demand, surge pricing also provides incentives for drivers to reposition themselves efficiently. Driving from one region to another takes time; thus prices that change too fast are less effective for inducing driver movement [the Hood, 2019, Garg and Nazerzadeh, 2020b].
1.1 Contributions

In this paper, we answer the four questions highlighted above using a continuous time model of pricing and matching by a ridesharing platform in a specific region (e.g., a city center). We show that it may be a Nash equilibrium among drivers to collectively withhold supply and accept trips only after prices have risen. For markets that are sufficiently dense, however, we prove that the resulting price cycles reduce, instead of improve, the total payoff of drivers. To mitigate the adverse impact on driver payoffs, as well as on social-welfare, we show how a platform can introduce “price floors” (i.e. lower bounds on trip prices) and effectively prevent the emergence of stable price cycles.

The Model  We work in a non-atomic model where the arrival of driver supply and rider demand are stationary. After arriving in the region, drivers join the pool of available drivers, and may (at any point of time) decide whether to stay offline or to remain online and accept trip dispatches. Upon arrival, a rider who requests a trip is matched to the closest online driver in the region. A higher number of online drivers increases the density of drivers in space and reduces the average en route time, i.e. the waiting time for the riders / pick-up time for the drivers.

Waiting is costly for both riders and drivers. The platform aims to optimize social welfare in steady state, i.e., total rider value minus the total waiting costs incurred by riders and drivers. The socially optimal steady state (SOSS) balances the cost of open driver supply and the costs of long en route times. After a shock on the supply and/or the demand side that pushes the system away from the SOSS, the platform sets trip prices in order to guide the system back to the SOSS quickly subject to the constraint that prices must adjust smoothly over time. In this setting, staying online and accepting dispatches at all times does not form an equilibrium among the drivers: when the platform aggressively reduces prices in order to use up excess drivers, for example, a driver may benefit from going offline and waiting for a better price.

Main Results  We analyze a family of online/offline threshold strategies on which drivers coordinate in practice [UberPeople.net users, 2016, Sweeney, 2019], i.e., strategies where drivers go offline when prices drop below some threshold and return online after the price has risen above some target level. We illustrate the cyclic fluctuations of trip prices and the number of online drivers induced by such strategies. We also provide sufficient conditions under which a price cycle is stable, meaning that the cycle repeats itself over time and that the online/offline strategy forms a Nash equilibrium among the drivers (Theorem 4.2).

For markets that are sufficiently dense, however, every stable price cycle leads to a lower total driver payoff in comparison to the intended SOSS outcome (Theorem 4.3). This is because despite the fact that some drivers are paid higher than the SOSS price, many other drivers are paid lower amounts over the duration of one price cycle. In aggregate, we prove that drivers get a lower payoff from the trips, and at the same time incur a higher total waiting cost. Via examples, we illustrate the substantially decreased welfare and driver surplus under price cycles. Riders, on the other hand, may collectively get a higher surplus than that under the SOSS, since the price paid by riders who are picked-up can be lower on average.

---

2The focus on trips originating from a specific region, modeling scenarios where price cycles emerge in practice (e.g. when many riders leave restaurants and bars in the city center at the end of the evening).

3We focus in this paper on the optimization of social welfare instead of revenue. With the substantial network effect as well as the existing fierce competition, major platforms such as Uber and Lyft have been prioritizing growth instead of profit, and welfare optimization is aligned with this goal.
A natural approach for reducing the emergence and impact of price cycles is to introduce a price floor. Intuitively, setting a lower bound on trip prices prevents drivers’ payoffs from dropping too low, thereby reducing drivers’ incentives to go offline and wait for a better price. We characterize the market conditions under which price floors are effective, and provide the set of price floors that ensure no stable price cycles exist (Theorem 5.1). A simple rule of thumb from our analysis is that a platform can eliminate stable cycles by imposing a lower bound on prices at the point where rider demand doubles in comparison to that under the SOSS.

1.2 Related Work

The literature on ridesharing platforms is rapidly growing, covering both empirical studies of current platforms and theoretical analysis of market designs. Empirical work has studied a wide range of topics, from consumer surplus [Cohen et al., 2016, Castillo, 2020] and the labor market of drivers [Hall et al., 2017, Hall and Krueger, 2016] to the flexible work arrangements [Chen et al., 2019, 2020, Xu et al., 2020], among other topics. A variety of topics have also received attention from the theoretical modeling community, including work analyzing the optimal growth of two-sided platforms [Lian and Van Ryzin, 2021, Fang et al., 2019], competition between platforms [Lian et al., 2021, Ahmadinejad et al., 2019, Fang et al., 2020], operations in the presence of autonomous vehicles [Ostrovsky and Schwarz, 2019, Lian and van Ryzin, 2020], and utilization-based minimum wage regulations [Asadpour et al., 2019].

This paper connects to the literature on pricing and matching in ridesharing platforms. Bimpikis et al. [2019] and Besbes et al. [2020] study revenue-optimal pricing when supply and demand are imbalanced in space. Ashlagi et al. [2018], Dickerson et al. [2018] and Aouad and Saritaç [2020] focus on matching between riders and drivers and the pooling of shared rides, taking into consideration the online arrival of supply and demand in space. Further, Kanoria and Qian [2020], Qin et al. [2020] and Özkhan and Ward [2020] design policies that dispatch drivers from areas with relatively abundant supply, while Cai et al. [2019] and Pang et al. [2017] look at the role of information availability and transparency in platform design. Dynamic pricing [Banerjee et al., 2015], state-dependent dispatching [Banerjee et al., 2018, Castro et al., 2020], driver admission control [Afeche et al., 2018] and capacity planning [Besbes et al., 2018] are also studied using queueing-theoretical models.

In regard to dynamic “surge” pricing, Castillo et al. [2017] and Yan et al. [2020] demonstrate the importance of dynamic pricing in maintaining the spatial density of open driver supply, which improves operational efficiency by reducing waiting times for riders / pick-up times for drivers. Further, empirical studies have demonstrated the effectiveness of dynamic surge pricing in improving reliability and efficiency [Hall et al., 2015], increasing driver supply during high-demand times [Chen and Sheldon, 2015], as well as creating incentives for drivers to relocate to higher surge areas [Lu et al., 2018]. In recent work, Freund and van Ryzin [2021] discuss the cycles of volatile driver supply, which lead to an increased average waiting times for riders and pick-up costs for drivers. These cycles are a result of the dynamic pricing mechanism with only two prices (high and low), instead of the strategic behavior of drivers.

Our work focuses on collective strategic behavior by drivers in response to the dynamic, state-dependent pricing. To the best of our knowledge, no existing work in the literature has studied the collective strategic behavior of groups of drivers in such a setting. Work to this point on strategic behavior of drivers has focused on individual drivers. For example, Cook et al. [2018] discuss learning-by-doing and the gender earnings gap; Ma et al. [2019] propose origin-destination based pricing that is welfare optimal and incentive compatible in the presence of spatial imbalance and temporal variation of supply and demand; Garg and Nazerzadeh [2020a] show that additive instead of multiplicative “surge”
pricing is more incentive aligned for drivers when prices need to be origin-based only; Rheingans-Yoo et al. [2019] study pricing in the presence of driver location preferences; and Castro et al. [2021] demonstrate how to use drivers’ waiting times to align incentives and reduce inequity in earnings when some trips are necessarily more lucrative than the others due to operational constraints.

2 Model & Preliminaries

We study a model of the interaction of drivers and riders with a ridesharing platform, and focus on the pricing and matching for trips originating from one specific region (neighborhood), such as a city center. We consider continuous time and assume that rider demand and driver supply are stationary and non-atomic. More specifically, drivers arrive at random locations in the region (e.g. where they completed their previous trip) at a rate of $\lambda_d > 0$, joining existing drivers in the region upon arrival. Riders arrive in the region with a rate of $\lambda_r > 0$, each looking for a trip out of the region originating from a random location in the region. This focus on a single region models situations where price cycles tend to emerge in ridesharing platforms, e.g., when a majority of riders are leaving restaurants and bars in the city center at the end of the evening.

At time $t$, the platform sets a price $p = p(t)$ for all riders requesting a trip at time $t$ and all drivers who are dispatched at time $t$. Upon the arrival of a rider, the platform dispatches the rider’s trip to the closest available driver in the region, if the rider accepts the current price. After a rider trip is dispatched to and accepted by a driver, it takes some time for the driver to pick up the rider. We denote this en route time (or pick-up time) as $\eta(n)$, where $n = n(t)$ is the number of available drivers in the region at time $t$. When there is a higher density of available drivers in the region, it is more likely that a rider can be matched with a nearby driver, hence the en route time is lower on average. We adopt the form $\eta(n) = \tau n^{-\alpha}$, where $\tau > 0$ can be interpreted as the average en route time when there is a single available driver in the region, and $\alpha$ is usually between $1/3$ and $1/2$ in practice [Yan et al., 2020]. In theory, if the dispatch is to the closest drivers, then we get the above expression of $\eta$ with $\alpha = 1/2$ when demand and supply are both uniformly distributed in space [Besbes et al., 2018].

Riders’ value for a trip is a random variable $V$ with cumulative distribution function (CDF) $F(v)$. After being matched with a driver, a rider incurs a waiting cost of $c_r \geq 0$ per unit of time while waiting to be picked up by the driver. As a result, a rider with realized value $V = v$ has an expected utility of $v - p - c_r \eta(n)$ from a trip, where there are $n$ available drivers and her price for the trip is $p$. A rider therefore requests a trip if and only if $v \geq p + c_r \eta(n)$. We refer to $p + c_r \eta(n)$ as the effective cost of a trip for the riders. With $n$ available drivers, the total rider demand per unit of time at price $p$ is $\lambda_r Pr[V \geq p + c_r \eta(n)] = \lambda_r \bar{F}(p + c_r \eta(n))$, where $\bar{F}(v) \triangleq 1 - F(v)$.

Drivers’ opportunity cost is $c_d \geq 0$ per unit of time, modeling the value of their forgone outside option (e.g. driving elsewhere in the city for the same platform) while waiting for a trip dispatch in this region or driving to pick up a rider. We assume that there is no heterogeneity in drivers’ continuation earnings after they have completed a rider trip and that drivers do not have preference over trip destinations. The expected net payoff of a driver after accepting a trip at price $p$ is therefore $p - c_d \eta(n)$, if there are $n$ available drivers in the region at the time of dispatch. At any point in time, an available driver may

---

4A rider’s value for a trip represents the rider’s willingness to pay for the trip, minus the costs incurred by a driver while completing the trip, e.g., the costs of time, fuel, wear and tear, etc. Accordingly, the trip price $p$ in this paper is the payment made by the riders minus a “base payment” that is paid directly to the drivers to cover their costs.

5We assume that drivers’ decisions on whether to accept trips are based on the expected en route time $\eta(n)$, implicitly assuming that drivers are unable to cherry-pick rider trips based on their distance to the pick-up locations. This is aligned
decide to remain online and accept trip dispatches, or temporarily go offline and wait for a future time to come online again. A strategic driver will act to optimize her utility (i.e., total payoff) from the trip she accepts from the current region, which is equal to the net payoff from the trip minus the cost she incurred waiting for this trip dispatch.

We consider a setting where the platform has full information about the en route time, riders’ and drivers’ arrival rates and waiting costs, the distribution of the rider values, and the present number of online drivers. However, the platform does not price trips based on the number of drivers that are offline waiting to return at a later moment. Drivers have the same information about market conditions in the region, and this is common knowledge among the drivers. Additionally, drivers are also aware of the number of offline drivers, reflecting the fact that the offline-online behavior is typically coordinated among the drivers when cycles emerge.

For the readers’ convenience, we provide a table of notations in Appendix A.

2.1 System Dynamics and Steady States

With the above model, we can now characterize the evolution of the number of available drivers in the region, \( n(t) \geq 0 \), over time \( t \in \mathbb{R} \). Assume that drivers are non-strategic, stay online after arrival and do not leave the region (we model drivers’ strategic behavior in Section 3). Given price \( p(t) \), the total rider demand is \( \lambda_r \bar{F}(p(t) + c_r\eta(n(t))) \) per unit of time, thus the derivative of the number of drivers can be written as

\[
\dot{n}(t) = \lambda_d - \lambda_r \bar{F}(p(t) + c_r\eta(n(t))).
\]

The system state is characterized by the pair \((p(t), n(t))\), where \( p(t) \) is determined by the design of the platform. The goal in designing \( p(t) \) is to drive the system to a steady state that optimizes the social welfare, i.e. the total rider utility minus driver costs.

**Definition 2.1** (Socially Optimal Steady State (SOSS)). A system state \((p, n)\) is said to be steady if the number of drivers is not changing, i.e., \( \dot{n}(t) = \lambda_d - \lambda_r \bar{F}(p + c_r\eta(n)) = 0 \). The socially optimal steady state is the steady state that maximizes social welfare per unit of time:

\[
w = \lambda_r \bar{F}(p + c_r\eta(n))(\mathbb{E}[V | V \geq p + c_r\eta(n)] - (c_r + c_d)\eta(n)) - c_d n.
\]

We can obtain intuition for (2) by noting that \( \lambda_r \bar{F}(p + c_r\eta(n)) \) is the rider demand per unit of time (i.e., the matching rate), \( \mathbb{E}[V | V \geq p + c_r\eta(n)] \) is the expected value of a trip for riders who request a trip at price \( p \) when there are \( n \) available drivers; \( (c_r + c_d)\eta(n) \) is the total cost incurred by the rider and the driver due to the en route time of a trip; and \( c_d n \) is the cost of the available drivers waiting to be dispatched.

A closed form characterization of the SOSS is provided as follows.

**Proposition 2.2.** The socially optimal steady state \((p^*, n^*)\) is given by

\[
\begin{align*}
n^* &= \left( \frac{\alpha \tau \lambda_d (c_r + c_d)}{c_d} \right)^{\frac{1}{\alpha r \tau + 1}}, \\
p^* &= \bar{F}^{-1}\left( \frac{\lambda_d}{\lambda_r} \right) - c_r \eta(n^*).
\end{align*}
\]

with practice since drivers are often penalized for declining trip dispatches [Lyft, 2021, Uber, 2017]. See Section 5 for a discussion on the impact of allowing drivers to freely choose trips they would like to accept.

\[6\] We assume that the matching rate is zero if there is no available driver in the region, regardless of riders’ cost of time \( c_r \). Technically, this effectively assumes that \( c_r \eta(n(t)) = \infty \) when \( c_r = 0 \) and \( n(t) = 0 \) (in which case \( \eta(n(t)) = \infty \)).
Proof. At any steady state, \( \lambda_d = \lambda_r F(\rho + c_r \eta(n)) \) and \( \rho + c_r \eta(n) = F^{-1}(\lambda_d / \lambda_r) \), i.e., (4). The social welfare can therefore be written as:

\[
    w = \lambda_d (E[V | V \geq F^{-1}(\lambda_d / \lambda_r)] - (c_r + c_d) \tau n^{-\alpha}) - c_d n.
\]

The highest welfare is achieved when

\[
    0 = \frac{dw}{dn} = \alpha \lambda_d (c_r + c_d) \tau n^{-\alpha - 1} - c_d,
\]

which implies (3).

Note that the optimal number of available drivers \( n^* \) given by (3) is independent of the distribution of riders’ values. Intuitively, \( n^* \) achieves an optimal trade-off between \( (c_r + c_d) \eta(n) \), the total cost incurred due to the en route time, and \( c_d n \), the cost of the available drivers waiting to be dispatched. Moreover, reorganizing (3), we have

\[
    \frac{n^* / \lambda_d}{\eta(n^*)} = \frac{n^* / \lambda_d}{\tau (n^*)^{-\alpha}} = \frac{\alpha (c_r + c_d)}{c_d}.
\]

(5) In steady states, \( \lambda_d \) represents both the arrival rate of drivers and the rate at which available drivers are dispatched. By Little’s Law, \( n^* / \lambda_d \) is the average time an available driver needs to wait to for a dispatch. (5) therefore implies that under the SOSS, the ratio between drivers’ waiting time for a dispatch and riders’ waiting time to be picked-up is fixed, independent to riders’ value distribution or the arrival rates of riders and drivers.

**Example 2.3.** Consider a region where drivers arrive at a rate of \( \lambda_d = 1 \), riders arrive at arrive at a rate of \( \lambda_r = 5 \), and the en route time is parameterized by \( \alpha = 1/2 \) and \( \tau = 3\sqrt{3}/4 \). We study a few settings, where drivers’ opportunity cost is \( c_d = 0.03 \) per unit of time, and riders’ cost of time is either \( c_r = 0 \) or \( c_r = 0.5 \). Moreover, riders’ values are either uniformly distributed \( (V \sim \text{Unif}[0,1]) \) or exponentially distributed \( (V \sim \text{Exp}(2.5)) \).

Figure 1 shows contour lines of \( \dot{n}(t) \), the set of steady states, and the socially optimal steady state (SOSS). On each contour line, we have the same value of \( \dot{n}(t) \), and thus the same effective cost for riders \( \rho + c_r \eta(n) \). In other words, they are the riders’ indifference curves.

The line of steady states divides the state space into two parts: on the left hand side, the number of drivers decreases over time, whereas the number of drivers increases over time on the right hand side. The
solid dot indicates the SOSS \((p^*, n^*)\) for each scenario. Comparing Figures 1b and 1c, we see that when waiting is more costly for the riders, it is optimal to maintain a higher number of available drivers in order to reduce the en route time.

### 2.2 Platform Pricing

Given Proposition 2.2, we can concretely define the goal of the platform when designing the price \(p(t)\). Specifically, we model a platform that seeks to guide the system to the socially optimal steady state quickly, subject to the constraint that the price cannot be adapted “too fast.” In practice, platforms limit the rate of price changes because (i) erratic prices lead to poor experiences for riders [Dholakia, 2015]; (ii) it takes time for drivers to re-position from one region to another, thus prices that change too fast are less effective for incentivizing driver movement; and (iii) the underlying market condition typically changes slower than the state, i.e., the number of open cars. In our model, we account for the need for “smooth” prices by limiting the rate of price increase to be at most \(\ell_+ > 0\) and the rate of decrease to be at most \(\ell_- > 0\), i.e., \(-\ell_\leq \dot{p}(t) \leq \ell_+\).

It remains to specify how the platform sets prices to guide the system to the SOSS quickly. Intuitively, consider an unexpected shock on the supply or the demand side that results in too many available drivers in the region than that under the SOSS. The platform should first decrease the price so as to encourage higher rider demand than the arrival rate of drivers. Then, the platform should gradually increase the price back to the SOSS price. Similarly, if there are too few drivers available, the platform should first increase the price to reduce the rider demand, building up the pool of available drivers, and then decrease the price back to the SOSS price. Under such pricing policies, Figure 2 illustrates the how the state \((p(t), n(t))\) evolves over time for settings studied in Example 2.3 when the size of the price adjustments are limited by \(\ell_- = \ell_+ = 0.1\), and Figure 3a illustrates a trajectory from an initial state to the SOSS.

To be precise, the state space (except the SOSS point) can be divided into two regions corresponding to whether the platform should increase or decrease the prices. We define the boundaries \(C_+, C_- \subseteq \mathbb{R}^2\) as parametric curves. Intuitively, starting from any state \((p, n) \in C_+\), the trajectory eventually converges to the SOSS \((p^*, n^*)\) if the platform continues to increase the price at the highest rate \(\ell_+\). Similarly, \(C_-\) is the set of states leading to \((p^*, n^*)\) if the platform decreases the price at a rate of \(\ell_-\). Formally, the boundaries \(C_+, C_- \subseteq \mathbb{R}^2\) are defined as follows.

- Let \((p_+(t), n_+(t))\) be the solution to the following system of differential equations:

\[
\dot{p}(t) = \ell_+, \quad \dot{n}(t) = \lambda_d - \lambda_r \hat{F}(p(t) + c_r \eta(n(t))), \quad p(0) = p^*, \quad n(0) = n^*.
\]

Define parametric curve \(C_+ \equiv \{(p_+(t), n_+(t)) \in \mathbb{R}^2 \mid t \in (-p^*/\ell_+, 0)\}\).

- Let \((p_-(t), n_-(t))\) be the solution to the following system of differential equations:

\[
\dot{p}(t) = -\ell_-, \quad \dot{n}(t) = \lambda_d - \lambda_r \hat{F}(p(t) + c_r \eta(n(t))), \quad p(0) = p^*, \quad n(0) = n^*.
\]

Define parametric curve \(C_- \equiv \{(p_-(t), n_-(t)) \in \mathbb{R}^2 \mid t \in (-\infty, 0)\}\).

Given the definitions above, \(C_+ \cup C_- \cup \{(p^*, n^*)\}\) divide the state space into two regions. In the upper (or lower) region, the platform first decreases (or increases) the price, and then starts to increase (or decrease) the price again when the system state reaches \(C_+\) (or \(C_-\)).

Formally, the platform’s pricing policy \(\pi\) is defined as follows.
Denition 2.4. The platform’s pricing policy \( \pi : \mathbb{R}^2 \to \mathbb{R} \) is mapping from a state \((p, n)\) to the derivative of the price \( \dot{p} \) given by:

\[
\dot{p} = \pi(p, n) = \begin{cases} 
0 & \text{if } (p, n) = (p^*, n^*), \\
\ell_+ & \text{if } \exists n' \geq n, (p, n') \in C_+ \text{ or } \exists n' > n, (p, n') \in C_- \\
-\ell_- & \text{if } \exists n' < n, (p, n') \in C_+ \text{ or } \exists n' \leq n, (p, n') \in C_-.
\end{cases}
\] (6)

We illustrate the structure of the platform pricing policy by returning to our running example.

**Example 2.3 (Continued).** Suppose the rates for price changes are limited by \( \ell_+ = \ell_- = 0.1 \). Figure 2 shows the pricing policy of the platform for the three scenarios analyzed in Figure 1, including a vector field indicating how the state evolves over time.
Figure 4: Along the path in Figure 3a, the net payoff from an immediate trip \( p(t) - c_d \eta(n(t)) \), and the continuation payoff of remaining offline until the system state reaches the SOSS \( u^* - c_d (11.4 - t) \).

For the scenario with rider cost \( c_r = 0 \) and rider value \( V \sim \text{Unif}[0, 1] \), Figure 3 provide three example paths to move from an initial state \((p, n) = (0.9, 14)\) to the SOSS \((p^*, n^*) = (0.8, 0.75)\). Figure 3a illustrates the trajectory under the platform’s pricing policy given in (6). In Figure 3b, prices was held at 0.5 without decreasing further, leading to a slower return to the SOSS. On the other hand, when prices continued to decrease after reaching \( C_\lambda \) in Figure 3c, there are less driver than \( n^* \) when the price rose to \( p^* \), and this again leads to a slower return to the SOSS.

3 Stable Price Cycles

The focus of this paper is on understanding and controlling price cycles in ridesharing platforms. In this section, we demonstrate how price cycles emerge when drivers collectively adopt online/offline strategies, going offline at the same time, and coming back online to take rides again only after prices have risen due to the seemingly low supply level.

Before formally defining an online/offline strategy, we first illustrate why it can be beneficial for a driver to go offline and temporarily and withhold supply. Consider, for example, the path from the initial state \((0.9, 14)\) back to the SOSS as shown in Figure 3a. Figure 4 illustrates the net payoff a driver gets from accepting trip \( p(t) - c_d \eta(n(t)) \), assuming that all drivers are non-strategic, and that the state is at \((0.9, 14)\) at time \( t = 0 \). Intuitively, drivers get a low net payoff from accepting trips during times with low prices.

Instead of staying online and accepting the first dispatch from the platform, consider a driver who stays offline until the state reaches the SOSS. At the SOSS, each driver waits an average of \( n^* / \lambda_d \) units of time for a trip dispatch. The continuation payoff of a driver at the SOSS, i.e. the net payoff from the trip minus the cost the driver incurred waiting for the dispatch, is therefore:

\[
u^* = p^* - c_d \eta(n^*) - c_d \frac{n^*}{\lambda_d} \tag{7}\]

Since it takes \( 1 + 6\sqrt{3} \approx 11.4 \) units of time for system to return to the SOSS, at time \( t \), the continuation payoff of a driver who stays offline until the SOSS is approximately \( u^* - c_d (11.4 - t) \). This is also illustrated in Figure 4. As we can see, if the rest of drivers stay online and accept all dispatches from the platform, a driver can benefit from declining trip dispatches during times when prices are low (from \( t \approx 4 \) to \( t \approx 11 \), in this example). This illustrates that pricing trips in order to quickly return to the SOSS may incentivize drivers to strategically go offline and wait for a better price.\(^7\)

\(^7\)Note that “remaining offline until the SOSS” is not the optimal strategy a driver can adopt in this scenario. See Section 4 for a formal discussion on drivers’ best response.
### 3.1 Online/Offline Strategies

In Section 2, we define $n(t)$ as the number of online drivers on the platform, i.e., those who are in the region and available for dispatch at time $t$. Here, we additionally denote $n_0(t) \geq 0$ as the number of offline drivers in the region at time $t$, i.e., those waiting to return at a later moment. Let $N(t) = n(t) + n_0(t)$ be the total number of drivers at time $t$. The platform sets trip prices based on $n(t)$ but not $n_0(t)$. A driver strategy $\sigma$ determines, for any time $t$, the probability $\sigma(t) \in [0, 1]$ with which the driver is online and accepts dispatches from the platform; thus drivers are offline at time $t$ with probability $1 - \sigma(t)$.

In practice, drivers coordinate on a kind of simple “threshold strategies” [Sweeney, 2019, UberPeople.net users, 2016], going offline when prices drop below some $p > 0$ and returning online after the price has risen above some $\bar{p} > p$. Such strategies depend on the price level $p$ and whether the price is increasing or decreasing, and are affected by the number of online drivers $n$ indirectly through the platform’s pricing policy $\bar{p} = \pi(p, n)$.

**Definition 3.1** (Online/offline threshold strategies). Under an online/offline threshold strategy with upper and lower price thresholds $(\bar{p}, p)$, a driver switches online after the price rises above $\bar{p}$, and goes offline when price drops below $p$. Formally,

\[
\sigma_{\bar{p}, p}(p, n) =\begin{cases} 
1 & \text{if } (p \geq \bar{p}) \text{ or } (p > p \text{ and } \pi(p, n) \leq 0), \\
0 & \text{if } (p < \bar{p}) \text{ or } (p < \bar{p} \text{ and } \pi(p, n) > 0), 
\end{cases}
\]

where $\pi$ is the platform’s pricing policy as in (6).

When all drivers coordinate and adopt the same online/offline threshold strategy, at any point in time $t$, either all drivers are online or all are offline. When adopted by drivers, these kinds of threshold strategies have the potential to lead to cyclic fluctuations of prices and the number of available drivers on the platform. Consider, for example, the scenario analyzed in Figure 3a. When drivers employ an online/offline threshold strategy with $(p, \bar{p}) = (0.3, 0.9)$, the state evolves as follows (see Figure 5 for an illustration).

- Starting from the initial state $(0.9, 14)$, the platform decreases the price in order to expedite the dispatching of the excessive driver supply. The number of drivers gradually declines after a small initial increase. Once the price drops to $p = 0.3$, however, all drivers switch offline. With zero available drivers online, the platform starts to increase the price at a rate of $\ell_+$.

- At the time the price reaches $\bar{p} = 0.9$, all offline drivers re-emerge and start to accept dispatches again. With the large number of drivers accumulated during the period of price increase, the state $(p, n)$ will likely reside above $C_-$. As a result, the platform will again start to decrease the trip prices at a rate of $\ell_-$, and potentially repeating the same dynamic if price again drops to $p$.

We describe such cyclic fluctuations of prices using times $t_0$, $t_1$ and $t_2$, where $t_0$ is a time when the price is the lowest (i.e. $p(t_0) = p$), $t_1$ is the first time after $t_0$ such that the price reaches the peak (i.e. $p(t_1) = \bar{p}$), and $t_2$ is the first time after $t_1$ s.t. $p(t_2) = p$, which is exactly one period after $t_0$. Under the platform’s pricing policy (6), we have $t_1 - t_0 = (\bar{p} - p)/\ell_+$ and $t_2 - t_1 = (\bar{p} - p)/\ell_-$, thus the period length is $T = t_2 - t_0 = (\bar{p} - p)(1/\ell_+ + 1/\ell_-)$.

Further, we use $u(t, \sigma, \sigma')$ to denote the continuation payoff of a driver from time $t$ onward, when the driver adopts strategy $\sigma$ while others employ strategy $\sigma'$. It is defined as the price of the trip the
Example 2.3 (Continued). Consider the setting where the arrival rate of drivers and riders are $\lambda_d = 1$ and $\lambda_r = 5$, respectively. The en-route time is parameterized by $\alpha = 1/2$ and $\tau = 3\sqrt{3}/4$. Riders’ value is uniformly distributed $V \sim \text{Unif}[0, 1]$, and riders’ and drivers’ costs of time are $c_r = 0$ and $c_d = 0.03$. Figure 5 illustrates a stable cycle under a pricing policy with $\ell_+ = \ell_- = 0.1$, when all drivers adopt an online/offline threshold strategy $\sigma_{\hat{p}, \hat{p}}$ with $\hat{p} = 0.3$ and $\hat{p} = 0.9$. Figure 5a shows how the state evolves over time; Figure 5b illustrates the number of drivers who are online and offline at different points of time; Figure 5c presents the trip price, drivers’ net payoff, and drivers’ continuation payoff under strategy $\sigma_{\hat{p}, \hat{p}}$. As a comparison, drivers’ continuation payoff under the socially optimal steady state is $u^* = p^* - c_d(\eta(n^*) + n^*/\lambda_d) = 0.7325$.

Under $\sigma_{\hat{p}, \hat{p}}$, when the trip price increases from $\hat{p} = 0.3$ to $\ell = 0.9$, all drivers (including those who arrive meanwhile) remain offline. The drivers come online once the price reaches 0.9, and the platform then starts to lower the price after observing the driver supply. There are more drivers turning online at $\hat{p}$ than the number of drivers going offline at $p$, because drivers continue to arrive as the price increases.

In Figure 6, we illustrate a stable cycle where the rates of price increase and decrease are asymmetric: $\ell_+ = 0.2$, and $\ell_- = 0.1$. The setting is the same as above, except that $c_d = 0.08$ and $\tau = 1.0$.

We formally establish the stability of these price cycles in the next section. Intuitively, drivers do not have an incentive to go online before others do as the price increases, since with a very small $n(t)$, drivers’ en route time to pick up a rider will be very long. Further, if $c_d$ is appropriately high, going offline before other drivers do (as the price decreases) to wait for the next peak price is not better than remaining online and accepting dispatches from the platform.
Figure 5: The “symmetric” cycle (with $\ell_+ = \ell_- = 0.1$) in Example 2.3. Figure 5a shows the trajectories induced by the online/offline threshold strategy (solid blue lines) and the trajectories planned by the platform’s pricing policy (dotted blue lines). The vertical red dashed lines indicate drivers’ collectively going online and offline. The green lines are the indifference curves of the drivers. Figure 5b shows the number of offline drivers $n_0(t)$ and online drivers $n(t)$ over time $t$. Figure 5c shows the trip price $p(t)$, a driver’s net payoff $p(t) - c_d \eta(n(t))$, a driver’s continuation payoff during the cycle $u(t)$, a driver’s continuation payoff at SOSS $u^*$. Drivers go offline at time $t_0 = 0$, then switch online at time $t_1 = 6$, and go offline again at time $t_2 = 12$.

Figure 6: The “asymmetric” cycle in Example 2.3, with $(\ell_+, \ell_-, \bar{p}, \bar{\bar{p}}, \bar{n}) = (0.2, 0.1, 0.5, 0.9, 4.75)$. 


4 Existence of Stable Price Cycles

The previous section illustrates how price cycles emerge when drivers collectively use the online/offline threshold strategies, and formally defines the stable price cycles induced by such strategies. In this section, we study when they exist and characterize them. Specifically, we provide sufficient conditions that can be easily satisfied and verified. Further, we show that, while the cycles may form an equilibrium among drivers, they are not necessarily beneficial for drivers. In particular, we prove that stable cycles cannot generate a higher average utility for drivers than the socially optimal steady state, for markets that are sufficiently dense.

In order to prove the existence of stable price cycles, we return to Definition 3.2, which has two conditions. Condition (C1) on market clearance is easy to verify, while (C2) on drivers’ best response is more difficult to approach. Thus, the first step in our analysis is to develop a sufficient condition for (C2) that is both easy to satisfy and easy to verify.

We start by introducing some notation. When supply and demand are uniformly distributed in space, dispatching the closest driver for each trip request corresponds to dispatching available drivers uniformly at random. The rate at which a particular driver is dispatched at time \( t \) is therefore

\[
\rho(t) \triangleq \frac{\lambda_t F(p(t) + c_d \eta(n(t)))}{n(t)}.
\]  

Moreover, denote

\[
h(t) \triangleq \rho(t) - c_d \eta(n(t)) - \frac{c_d}{\rho(t)}.
\]  

\( h(t) \) can be interpreted as the continuation payoff of a driver in a stationary environment where the price and number of drivers are fixed at \( p(t) \) and \( n(t) \), respectively. Finally, let

\[
u(t) \triangleq \sup_{\sigma} u(t, \sigma, \sigma_{\rho, p})
\]  

denote a driver’s optimal continuation payoff at time \( t \), when all other drivers use strategy \( \sigma_{\rho, p} \). The following lemma provides a characterization of \( u(t) \).

**Lemma 4.1.** When other drivers adopt an online/offline strategy \( \sigma_{\rho, p} \), a driver’s optimal continuation payoff \( u(t) \) under the corresponding price cycle is continuous in \( t \). For \( t \in [t_0, t_1) \), \( u(t) = u(t_1) - c_d(t_1 - t) \); for \( t \in [t_1, t_2) \), \( u(t) \) is governed by the following differential equation:

\[
\dot{u}(t) = c_d - \rho(t) \max\{0, p(t) - c_d \eta(N(t)) - u(t)\}.
\]  

The proof of this lemma is provided in Appendix B. Briefly, for \( t \in [t_0, t_1) \), no driver has an incentive to sign online due to the long the pick-up time— under \( \sigma_{\rho, p} \), the rest of the drivers all stay offline during \([t_0, t_1)\). \( u(t) \) therefore increases at the rate of \( c_d \), as the remaining time to wait until \( t_1 \) decreases. For \( t \in [t_1, t_2) \), the right hand side of (15) can be interpreted as a driver optimizing between being online and offline at time \( t \). Being offline results in a change rate of \( c_d \) in the continuation payoff, while being online leads to an extra term, representing the possibility of being dispatched at the rate of \( \rho(t) \), in which case the driver receives the net payoff from a trip \( \rho(t) - c_d \eta(N(t)) \) instead of the continuation payoff \( u(t) \).

Lemma 4.1 allows us to establish the first main result of this section, which provides a sufficient condition for driver best-response under a price cycle.
Theorem 4.2. Suppose a price cycle \((\ell_+, \ell_-, \bar{p}, \ell, \bar{n})\) is market clearing, i.e., Definition 3.2 (C1) holds. Then, Definition 3.2 (C2) holds, meaning that the online/offline strategy \(\sigma_{\bar{p}, \ell}\) forms a Nash equilibrium among drivers and the cycle is stable, if the following two conditions are satisfied:

\[
\forall t \in (t_1, t_2), \quad \frac{d}{dt} (p(t) - c_d \eta(n(t))) < c_d.
\]

\[
p(t_0) - c_d \eta(N(t_0)) + c_d (t_1 - t_0) > \max_{t\in(t_1,t_2)} h(t).
\]

When every other driver adopts strategy \(\sigma_{\bar{p}, \ell}\), the strategy of an infinitesimal driver does not affect the number of online or offline drivers, or the trip prices determined by the platform. For \(t \in [t_0, t_1]\), we have argued in Lemma 4.1 that signing online is not a useful deviation. To prove that going offline at any point of time \(t \in [t_1, t_2]\) is not a useful deviation from \(\sigma_{\bar{p}, \ell}\), either, we show that under (C2.1) and (C2.2), if a driver strictly prefers staying offline to accepting trips at some \(t \in [t_1, t_2]\), then according to Lemma 4.1, \(u(t)\) must strictly increase after one cycle period. This contradicts the assumption that the price cycle is market clearing, under which the drivers’ optimal continuation payoff should remain exactly the same after going through one period of the price cycle. See Appendix C for the full proof of this theorem.

This sufficient condition is easy to verify and holds broadly. Applying this result, we return to our running example and prove that the price cycles illustrated in Example 2.3 are stable.

Example 2.3 (Continued). Both price cycles in Example 2.3 are stable. The full proof is provided in Appendix D, where we verify conditions (C1), (C2.1), and (C2.2). Note that the two examples are not the only stable price cycles in these markets. In fact, there can be infinitely many cycles that satisfy the conditions in Theorem 4.2, corresponding to different price thresholds, for example.

Next, we turn to the question of whether drivers benefit from stable price cycles. Perhaps surprisingly, the following result shows that the total payoff to drivers under any stable cycle is lower than that under the SOSS, under mild conditions. In fact, drivers not only incur a higher total cost waiting for trip dispatches, but also receive a lower total net payoff from trips since many drivers are dispatched after the price had dropped below \(p^*\).

Theorem 4.3. Assume that the distribution of rider value satisfies

\[
\frac{d^2}{dv^2} \frac{1}{F(v)} \geq 0,
\]

i.e., \(F(v)^{-1}\) is convex. The total payoff to drivers under any stable cycle is lower than that under the socially optimal steady state (SOSS), if

\[
\frac{\ell_-}{\ell_+} + 1 > \frac{\tilde{F}(p^* - c_d \eta(n^*))}{\tilde{F}(p^* + c_r \eta(n^*))}.
\]

Condition (16) holds for all the examples we present in this paper as well as for many common distributions, e.g., uniform, exponential, and Pareto with finite mean. Moreover, the difference between the numerator and denominator of the RHS of (17) is driven by \(c_d \eta(n^*)\) and \(c_r \eta(n^*)\), the costs incurred by drivers and riders due to the en route time under the SOSS. Intuitively, for markets that are more dense, with higher \(n^*\) and lower \(\eta(n^*)\), the RHS of (17) is closer to 1 thus (17) is more likely to hold. For a typical market with \(\ell_- = \ell_+\), a violation of (17) implies

\[
\frac{\ell_-}{\ell_+} + 1 = 2 \left( \frac{\tilde{F}(p^* - c_d \eta(n^*))}{\tilde{F}(p^* + c_r \eta(n^*))} > 2 \right) \Rightarrow \tilde{F}(p^* - c_d \eta(n^*)) > 2 \tilde{F}(p^* + c_r \eta(n^*)).$


What this means is that fixing the number of available drivers at \( n^* \), rider demand will double when trip price reduces from \( p^* \) to \( p^* - (c_r + c_d)\eta(n^*) \) (in which case riders effective cost of trip reduces from \( p^* + c_r\eta(n^*) \) to \( p^* - c_d\eta(n^*) \)). This is not very likely for markets where the en route time is only a couple of minutes such that the total pick-up cost \( (c_r + c_d)\eta(n^*) \) is relatively small.

Example 2.3 (Continued). To see how much the drivers/riders/society as a whole is affected, we compute the average rider surplus and driver surplus per unit of time under the cycles and the socially optimal steady states for the two economies analyzed in Example 2.3. As shown in Table 1, both driver surplus and social welfare are substantially lower. However, riders as a whole are better off. This is because the overall trip throughput does not change, but trip prices drop substantially below the SOSS price during a cycle and the average trip price paid by riders who are picked up is lower. This is also due to the modeling assumption that riders are impatient. In practice, some riders will choose to wait if upon their arrival no available driver is online, and this will negatively affect the rider surplus.

Proof of Theorem 4.3. It suffices to show that for any market that satisfies (16) and (17), drivers have lower utility in stable cycles than at the SOSS, i.e.,

\[
\int_{t_1}^{t_2} \lambda_r \bar{F}(p(t) + c_r\eta(n(t)))(p(t) - c_d\eta(n(t)))dt - \int_{t_0}^{t_2} c_d N(t)dt \\
< (\lambda_d(p^* - c_d\eta(n^*)) - c_d n^*)(t_2 - t_0),
\]

where the LHS is the total utility of drivers derive from one period of a cycle, and the RHS is the total utility generated at the SOSS during the same amount of time. To this end, we show that the drivers have a higher total waiting cost (19), as well as a lower total net payoff (20) under any stable cycle:

\[
(t_2 - t_0)c_d n^* < \int_{t_0}^{t_2} c_d N(t)dt 
\]

(19)

\[
\int_{t_1}^{t_2} \lambda_r \bar{F}(p(t) + c_r\eta(n(t)))(p(t) - c_d\eta(n(t)))dt < \lambda_d(p^* - c_d\eta(n^*)) (t_2 - t_0).
\]

(20)

We first prove (19) by showing that \( N(t) > n^* \) for any \( t \in [t_0, t_2] \).

Drivers accumulate during \( t \in [t_0, t_1] \), but there is zero net accumulation of drivers over the period of cycle. Thus we have \( n(t_1) > N(t_0) = N(t_2) \). Recall that \( N(t) = n(t) \) for all \( t \in (t_1, t_2) \), we know \( n(t) \) must be strictly decreasing at some time \( t \in (t_1, t_2) \),

Between \( t_1 \) and \( t_2 \), the state evolution follows the intended trajectory under the platform’s pricing rule. There are four quadrants in the state space, corresponding to \( \dot{p} \) and \( \dot{n} \) being positive/negative (as in Figure 2). Once \( \dot{N}(t) < 0 \) (i.e., drivers are used up faster than replenished and the state is to the left.
of the bold red line in Figures 1 and 2), it will not be positive again until the price starts to increase. Thus, \( \dot{N}(t_2) < 0 \) (left derivative), i.e., \((p(t_2), N(t_2))\) must be in the left region.

We also know that \((p(t_2), N(t_2))\) is in the upper region because the platform is still decreasing the price before drivers go offline. Therefore, \((p(t_2), N(t_2))\) must be in the top left quadrant. Moreover, the SOSS has the smallest \(n\) among all states in the top left quadrant, so \((p^*, n^*)\) is the lowest point in the upper left region. Thus, \(N(t_2) > n^*\). By \(n(t_1) > N(t_2)\) and the fact that \(n(t)\) first increase and then decrease during \(t \in [t_1, t_2]\), we know that for \(t \in [t_1, t_2]\), \(n(t) \geq N(t_2) > n^*\).

Below we prove (20). The SOSS satisfies that

\[
\lambda_d - \lambda_r \bar{F}(p^* + c_r \eta(n^*)) = 0. \tag{21}
\]

By (10) and (21),

\[
\frac{\int_{t_1}^{t_2} \tilde{F}(p(t) + c_r \eta(n(t))) \, dt}{t_2 - t_0} = \frac{\int_{t_1}^{t_2} \bar{F}(p(t) + c_r \eta(n^*)) \, dt}{t_2 - t_0} = \frac{\int_{t_1}^{t_2} \bar{F}(p(t) + c_r \eta(n^*)) \, dt}{t_2 - t_1}.
\tag{22}
\]

Define the effective cost of the trip for the riders as: \(p_r(t) \triangleq p(t) + c_r \eta(n(t))\). Then

\[
\tilde{F}(p^* - c_d \eta(n^*)) < \frac{\ell - \ell_+}{\ell_+} \bar{F}(p^* + c_r \eta(n^*)) = \frac{\ell - \ell_+}{\ell_+} \frac{\int_{t_1}^{t_2} \bar{F}(p_r(t)) \, dt}{t_2 - t_0} = \frac{\int_{t_1}^{t_2} \bar{F}(p_r(t)) \, dt}{t_2 - t_1} \leq \bar{F} \left( \frac{\int_{t_1}^{t_2} \tilde{F}(p_r(t)) \, dt}{\int_{t_1}^{t_2} \bar{F}(p_r(t)) \, dt} \right).
\]

The first inequality follows from (17). The next equality follows from (22). The final step follows from Lemma E.1, which is proved in Appendix E.

Then we apply \(\bar{F}(\cdot)^{-1}\) on both sides.

\[
p^* - c_d \eta(n^*) > \frac{\int_{t_1}^{t_2} \bar{F}(p_r(t)) \, dt}{\int_{t_1}^{t_2} \bar{F}(p_r(t)) \, dt} \geq \frac{\int_{t_1}^{t_2} \bar{F}(p(t) + c_r \eta(n(t)))(p(t) - c_d \eta(n(t))) \, dt}{\int_{t_1}^{t_2} \bar{F}(p(t) + c_r \eta(n(t))) \, dt}.
\]

Moving the denominator in the right side to the left side and using (10), we have (20).

To further illustrate this discussion, we give one more example with realistic parameters in Example F.1 in the appendix.

5 Avoiding Price Cycles

In the previous section, we showed that online/offline threshold strategies can induce stable price cycles, but may lead to a lower total utility for drivers in comparison to that under the SOSS. Thus, an important question to address next is: what can a platform do to reduce the likelihood of price cycles emerging and/or minimize their impact?

There are three potentially natural approaches for reducing the impact of price cycles that have received attention. A first approach is to allow cherry-picking based on trip details. One reason for a driver to not accept dispatches while the other drivers are offline is that, with few drivers online, the loss of density in space leads to a very long average pick-up time. Allowing drivers to freely decline trip dispatches (i.e., cherry-pick) partially mitigates this issue since an online driver may choose to
only accept rider trips originating from close-by locations. However, incentivizing drivers to remain online in this way is not desirable in today’s platforms since allowing frequent declines leads to excess strategizing on the part of drivers and a loss of reliability for riders.⁸

A second natural approach is to use prices that are more smooth in time, i.e. reducing $\ell_-$ and $\ell_+$. Intuitively, this smoothing reduces the incentive to go offline by increasing the time it takes for prices to rise, thereby the cost drivers incur when waiting for a better price. We show in Proposition G.1 that with smaller $\ell_-$ and $\ell_+$, the stable cycles are necessarily “narrower” with smaller $\hat{p} - \hat{p}$. However, the degree of smoothing necessary to eliminate cycles with this approach is not practical. As long as $\ell_+ \geq c_d$, waiting offline can be profitable since the rate at which prices may increase is higher than drivers’ opportunity cost for time. Reducing $\ell_-$ to below $c_d$ is not realistic, since when drivers make an average of $20 per hour, $c_d \approx 1/3$ per minute. Restricting the price increase to less than $1/3$ per minute substantially limits the platform’s ability to respond to changes in the market conditions in real-time, leading to significant market inefficiency.

Finally, the third approach to consider for reducing the likelihood and impact of price cycles is to introduce a price floor. Intuitively, such a lower bound on trip prices prevents drivers’ payoffs from remaining online from dropping too low, thereby reducing drivers’ incentives to go offline and wait for a better price. However, the fundamental question about the efficacy of this approach is: Can the price floor be set in a way the eliminates all stable price cycles? And, if so, where should the price floor be set?

Our main result for this section is the following theorem, which characterizes the market conditions and the set of price floors that ensure no stable price cycles exist.

**Theorem 5.1.** Given any market condition that satisfies

\[
\frac{\ell_-}{\ell_+} > \frac{\lambda_r}{\lambda_d} \hat{F}(p^*) - 1,
\]

the platform can ensure no stable price cycles exist⁹ and maintain feasibility of the SOSS by setting a price floor $p_{\text{floor}}$ such that

\[
\hat{F}^{-1}\left(\frac{(\ell_- + \ell_+)\lambda_d}{\ell_+\lambda_r}\right) < p_{\text{floor}} < p^*.
\]

This theorem provides a range of potential price floors that can eliminate the possibility of stable cycles for markets that satisfy (23). To interpret the market condition in (23), note from (4) that at the SOSS ($p^*, n^*$), we have $p^* = \hat{F}^{-1}(\lambda_d/\lambda_r) - c_r \eta(n^*)$. Therefore, for markets that are dense, i.e., markets with higher number of available drivers $n^*$ and lower pick-up time $\eta(n^*)$, $\frac{\lambda_r}{\lambda_d} \hat{F}(p^*) - 1$ is closer to 0, and (23) is more likely to hold.

A violation of (23) is not very likely in practice. Consider the typical platforms with $\ell_- = \ell_+$. A violation of (23) implies that

\[
\frac{\ell_-}{\ell_+} = 1 < \frac{\lambda_r}{\lambda_d} \hat{F}(p^*) - 1 \implies \hat{F}(p^*) > 2\frac{\lambda_d}{\lambda_r}.
\]

⁸In practice, many platforms discourages cherry-picking by pushing drivers offline for declining multiple trip dispatches [Uber, 2017].

⁹Note that the theorem only rules out stable cycles we study in the paper, which correspond to online/offline strategies as in Definition 3.1. Technically, even with an appropriate price floor, it may form an equilibrium for drivers to coordinate on other more complicated collective strategies. However, the threshold strategies we study are aligned with news reports and driver forum discussions. Moreover, they do not require further communication among drivers once the thresholds are agreed upon (the only signal needed is the surge multiplier, which is provided by the app).
Compared with $\tilde{F}(p^* + c, \eta(n^*)) = \lambda_d/\lambda_r$, we know that in a market that violates (23), eliminating the waiting time (i.e. reducing riders’ effective cost for a trip from $p^* + c, \eta(n^*)$ to $p^*$) will lead to a doubling of rider demand. This is not likely for dense markets where riders wait for only a few minutes for the drivers to pick them up.

For a typical platform with $\ell_- = \ell_+$, observe that the smallest effective price floor $\tilde{F}^{-1} \left( \frac{(\ell_+ + \ell_+)^{\lambda_d}}{\ell_+ \lambda_r} \right) = \tilde{F}^{-1} \left( \frac{2\lambda_d}{\lambda_r} \right)$ is the effective cost of trips at which rider demand doubles in comparison to that under the SOSS. As a result, Theorem 5.1 provides a simple rule of thumb, that a platform can eliminate stable cycles by imposing a lower bound on prices at the point where rider demand doubles. To demonstrate the use of price floors, we return to our running example.

**Example 2.3 (Continued).** Consider the two economies studied in Example 2.3. Condition (23) holds because the RHS of (23) is always zero due to the simplifying assumption that $c_r = 0$. For the first economy, illustrated in Figure 5, any lower bound on prices $p_{\text{floor}}$ between $\tilde{F}^{-1} \left( \frac{(\ell_+ + \ell_+)^{\lambda_d}}{\ell_+ \lambda_r} \right) = 0.6$ and $p^* = 0.8$ ensures that no stable price cycles may exist. For the other one in Figure 6, with $\ell_+ = 0.2$ and $\ell_- = 0.1$, any price floor between $\tilde{F}^{-1} \left( \frac{(\ell_+ + \ell_+)^{\lambda_d}}{\ell_+ \lambda_r} \right) = 0.7$ and $p^* = 0.8$ is effective.

We now provide the proof of the main result of this section.

**Proof of Theorem 5.1.** To prove that no stable cycle exists when a price floor satisfying (24) is imposed, we show that, given any stable cycle, the minimum price $\hat{p}$ must be weakly below the left-hand side of (24). This is true because otherwise the platform cannot dispatch all drivers that arrive in the region, violating the market clearing condition Item (C1).

By condition (C1) of Definition 3.2, we know that the total driver arrival during one period

$$\lambda_d(t_2 - t_0) = \int_{t_1}^{t_2} \lambda_r \tilde{F}(p(t) + c, \eta(n(t)))dt \leq \lambda_r(t_2 - t_1)\tilde{F}(p(\tilde{t}) + c, \eta(n(\tilde{t}))),$$

where $\tilde{t} = \arg\min_{t \in [t_1, t_2]} (p(t) + c, \eta(n(t)))$. Further, since

$$\frac{\ell_-}{\ell_+} \frac{t_2 - t_0}{t_2 - t_1} = \frac{t_2 - t_0}{t_2 - t_1} = \frac{\ell_- + \ell_+}{\ell_+},$$

we have

$$\lambda_d(t_2 - t_0) \leq \lambda_r(t_2 - t_1)\tilde{F}(p(\tilde{t}) + c, \eta(n(\tilde{t}))) \Rightarrow \lambda_r(\ell_- + \ell_+) \leq \lambda_r(\ell_+ + \ell_+) \tilde{F}(p(\tilde{t}) + c, \eta(n(\tilde{t}))) \Rightarrow \tilde{F}^{-1} \left( \frac{(\ell_+ + \ell_+)^{\lambda_d}}{\ell_+ \lambda_r} \right) \geq p(\tilde{t}) + c, \eta(n(\tilde{t})) \geq p(\tilde{t}) \geq p.$$

As a result, no stable cycle exists when trip prices cannot drop below $p_{\text{floor}} > \tilde{F}^{-1} \left( \frac{(\ell_+ + \ell_+)^{\lambda_d}}{\ell_+ \lambda_r} \right)$. Finally, market condition (23) implies $\tilde{F}^{-1} \left( \frac{(\ell_+ + \ell_+)^{\lambda_d}}{\ell_+ \lambda_r} \right) < p^*$, meaning that the platform is able to set a price floor that breaks all stable cycles while maintaining the feasibility of the SOSS price $p^*$. □
6 Discussion & Concluding Remarks

Price cycles resulting from the collective online/offline strategies of drivers are a very visible source of inefficiency in today’s ridesharing platforms, and undercut the reliability of service for riders. In this paper, we initiate an analytical study of such price cycles and discuss approaches for mitigating their impact. Our results show that the emergence of price cycles may form an equilibrium among drivers, but counter-intuitively leads to a lower total payoff to drivers in markets that are sufficiently dense. Further, we provide sufficient conditions to guide the design of price floors that effectively prevent the emergence of stable price cycles.

This paper is the first to provide a characterization of the existence and mitigation of price cycles and, as such, many important questions remain to be addressed. Our model focuses on a single region and assumes that drivers’ arrival rate and opportunity cost are both exogenous. It would be interesting to understand the market dynamics in a metropolitan area with multiple regions supplied by a fixed pool of drivers, whose opportunity cost is driven by what can be earned on the platform. Further, we have assumed that the arrival rates of drivers and riders are stationary and known to the platform. It is practically relevant to relax these assumptions and analyze the emergence of price cycles in a stochastic setting with incomplete information. Other interesting directions for future work include understanding the trade-offs surrounding other mitigation approaches such as “price caps”, and incorporating multi-homing on the part of drivers and riders.

More broadly, it is increasingly important to better understand control algorithms that make decisions based on the actions of the participants, when participants may coordinate on acting strategically. Consider, in particular, algorithms that learn from the participants in the presence of incomplete information, e.g. DoorDash’s raising driver pay for a job after each driver decline, assuming that drivers have better information on the desirability and/or cost of fulfilling the job. Such fine grained decisions based on the actions of fewer or even a single individual could potentially be more optimal but are necessarily more vulnerable, and it would be very interesting to quantify this trade-off and design mechanisms that are robust yet adaptive.
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A Notation Table

Table 2: List of notations.

| Symbol | Description             |
|--------|-------------------------|
| \( \lambda_d \) | driver arrival rate     |
| \( \lambda_r \) | rider arrival rate      |
| \( c_d \) | driver's cost of time   |
| \( c_r \) | rider's cost of time    |
| \( p \) | price of a trip         |
| \( n \) | number of online drivers|
| \( n_0 \) | number of offline drivers|
| \( N \) | total number of drivers |
| \( \eta(n) = \tau n^{-\alpha} \) | en route time (pick-up time) when there are \( n \) online drivers |
| \( V \) | random variable: a rider's value for a trip |
| \( \bar{F}(\cdot) \) | complementary c.d.f. of rider's value for a trip |
| \( w \) | social welfare per unit of time |
| \( p^* \) | price at the socially optimal steady state |
| \( n^* \) | number of drivers at the socially optimal steady state |
| \( \ell_+ \) | maximum increase rate of price |
| \( \ell_- \) | maximum decrease rate of price |
| \( \sigma \) | driver's strategy |
| \( p \) | price at which drivers drop offline; the minimum price in a cycle |
| \( \bar{p} \) | price at which drivers join online; the maximum price in a cycle |
| \( \hat{n} \) | peak number of drivers in the cycle |
| \( u^* \) | driver's continuation payoff (utility) at the socially optimal steady state |
| \( u \) | driver's continuation payoff (utility) |
| \( t_0 \) | the moment when drivers drop offline |
| \( t_1 \) | the moment when drivers join online after \( t_0 \) |
| \( t_2 \) | the moment when drivers drop offline again after \( t_1 \) |
| \( T \) | period of the cycle |

B Proof of Lemma 4.1

With the strategy of other drivers fixed, the strategy of an infinitesimal driver do not affect the number of online or offline drivers, \( n(t), n_0(t) \), or the trip prices \( p(t) \) determined by the platform. If all drivers use the online/offline strategy \( \sigma_{\bar{p}, \bar{p}} \), all drivers stay offline when the price rises (i.e., \( n(t) = 0 \) for all \( t \in [t_0, t_1] \)). Due to the infinitely long en route time, a driver has no incentive to deviate from \( \sigma_{\bar{p}, \bar{p}} \), sign online, and accept dispatches. Thus, for \( t \in [t_0, t_1] \), the continuation payoff at time \( t \) is the one at time \( t_1 \) minus the waiting cost from \( t \) to \( t_1 \).

For each time interval \( [s, t] \subseteq [t_1, t_2] \), a driver can stay offline, giving
\[
 u(s) \geq u(t) - c_d(t - s),
\] (26)
or stay online, giving
\[
 u(s) \geq q_{s,t} \mathbb{E} \left[ p(\xi_{s,t}) - c_d \eta(n(\xi_{s,t})) - c_d(\xi_{s,t} - s) \right] + (1 - q_{s,t})(u(t) - c_d(t - s))
= u(t) - c_d(t - s) + q_{s,t} \mathbb{E} \left[ p(\xi_{s,t}) - c_d \eta(n(\xi_{s,t})) - u(t) + c_d(t - \xi_{s,t}) \right],
\] (27)
where \( q_{s,t} \) is the probability of being dispatched during \([s, t)\), and \( \xi_{s,t} \) is the dispatch time — a random variable supported on \([s, t)\). Combine the two inequalities to get

\[
u(s) \geq u(t) - c_d(t - s) + q_{s,t} \max \left\{ 0, \mathbb{E} \left[ p(\xi_{s,t}) - c_d\eta(n(\xi_{s,t})) - u(t) + c_d(t - \xi_{s,t}) \right] \right\}.
\] (28)

The equality holds if the driver keeps online or offline during \([s, t)\) without switching.

We assume that during any time interval \([s, t)\), a driver can only switch the online/offline status finitely many times.

Fix \( t \) and let \( s \nearrow t \). (Or fix \( s \) and let \( t \searrow s \).) The former one gives the left limit, while the latter one gives the right limit. They are the same if \( s, t \in [t_1, t_2] \). Due to the above assumption, there is no status change during \([s, t)\) if \( s \) is sufficiently close to \( t \), and thus (28) becomes an equality:

\[
u(s) = u(t) - c_d(t - s) + q_{s,t} \max \left\{ 0, \mathbb{E} \left[ p(\xi_{s,t}) - c_d\eta(n(\xi_{s,t})) - u(t) + c_d(t - \xi_{s,t}) \right] \right\}.
\] (29)

The dispatch rate at time \( r \) can be written as:

\[
\rho(r) = -\frac{d}{dr} \Pr \left[ t_{\text{dispatch}} \geq r \right] / \Pr \left[ t_{\text{dispatch}} \geq r \right].
\]

Solve this ODE with boundary condition \( \Pr \left[ t_{\text{dispatch}} \geq s \right] = 1 \) to get

\[
\Pr \left[ t_{\text{dispatch}} \geq r \right] = \exp \left( -\int_s^r \rho(x) dx \right).
\]

Thus,

\[
q_{s,t} = 1 - \Pr \left[ t_{\text{dispatch}} \geq t \right] = 1 - \exp \left( -\int_s^t \rho(x) dx \right) \leq \int_s^t \rho(x) dx \leq \frac{\lambda_r}{n^*} (t - s),
\]

where the last inequality follows from (12), the definition of \( \rho \), with \( n(t) \geq n^* \) for \( t \in [t_1, t_2] \). This implies that as \( t - s \to 0 \), we have \( q_{s,t} \to 0 \), and further by (29), \( u(s) - u(t) \to 0 \). In other words, \( u(t) \) is continuous in \([t_1, t_2] \).

(29) also implies that

\[
\frac{u(s) - u(t)}{t - s} = -c_d + \frac{q_{s,t}}{t - s} \max \left\{ 0, \mathbb{E} \left[ p(\xi_{s,t}) - c_d\eta(n(\xi_{s,t})) - u(t) + c_d(t - \xi_{s,t}) \right] \right\}.
\]

Taking the left and right limits, we have

\[
-\dot{u}(t) = -c_d + \rho(t) \max \left\{ 0, p(t) - c_d\eta(N(t)) - u(t) \right\}.
\]

This derivative represents the right derivative at \( t_1 \), the left derivative at \( t_2 \), and both left and right derivatives at \( t \in (t_1, t_2) \). We use \( N(t) \) instead of \( n(t) \) to accommodate the case of \( t = t_2 \), because \( \lim_{\xi \nearrow t_2} n(\xi) = N(t_2) \neq n(t_2) = 0 \).

### C Proof of Theorem 4.2

For \( t \in [t_1, t_2] \), let

\[
g(t) \triangleq p(t) - c_d\eta(N(t)) - u(t)
\]
be the difference between a driver’s net earning $p(t) - c_d \eta(N(t))$ from an immediate trip (i.e. if she accepts a trip dispatch that she has just received), and the driver’s optimal continuation payoff $u(t)$ (if she does not have a trip dispatch in hand). We know $g(t)$ is continuous on $[t_1, t_2]$. When $g(t) \geq 0$, the driver’s best-response is to remain online and accept dispatches from the platform if she receives one. From (15) and (C2.1), we have

$$\dot{g}(t) < \max\{0, \rho(t)g(t)\}, \forall t \in (t_1, t_2).$$

(30)

We claim that $g(t_2) > 0$ implies $g(t) > 0$ for all $t \in [t_1, t_2]$, meaning that deviating from $\sigma_{\bar{p}, \bar{d}}$ and going offline at times $t \in [t_1, t_2]$ is not useful. This completes the proof that $\sigma_{\bar{p}, \bar{d}}$ forms a Nash equilibrium among drivers. To see this, assume towards a contradiction that there exists $t' \in [t_1, t_2]$ such that $g(t') \leq 0$. With (30), we know $\dot{g}(t') < 0$. As a result, $g(t) < 0$ and $\dot{g}(t) < 0$ hold for all $t \in [t', t_2)$. Further, the continuity of $g$ implies $g(t_2) < 0$, which contradicts $g(t_2) > 0$.

What is left to show is $g(t_2) > 0$. We prove this by contradiction, showing that if $g(t_2) \leq 0$, then, given the two conditions in the theorem, a driver’s continuation payoff will be strictly higher after one cycle period, i.e., $u(t_0) < u(t_2)$. This cannot happen since the cycle repeats itself, and thus $u(t_2) = u(t_0)$ must hold. We discuss the cases of $g(t_2) = 0$ and $g(t_2) < 0$ separately.

**Case 1:** $g(t_2) = 0$. Consider any function $\bar{u}(\cdot)$ such that $\bar{u}(t_2) = p(t_2) - c_d \eta(N(t_2))$. If $\bar{u}(t)$ represents the optimal continuation payoff of a driver at time $t$ when $\sigma_{\bar{p}, \bar{d}}$ is adopted by every other driver, then (i) Equation (15) is satisfied for all $t \in (t_1, t_2)$, (ii) $\bar{u}(t + T) = \bar{u}(t)$ for all $t$, and (iii) $\bar{u}(t)$ is continuous. Define

$$\tilde{g}(t) \triangleq p(t) - c_d \eta(N(t)) - \bar{u}(t).$$

We know that $\tilde{g}(t)$ is continuous on $[t_1, t_2]$, $\tilde{g}(t_2) = 0$, and that (30) holds for $\tilde{g}$ for all $t \in (t_1, t_2)$. We claim that for all $t \in [t_1, t_2], \tilde{g}(t) > 0$. Otherwise, if $\tilde{g}(t') \leq 0$ for some time $t' \in [t_1, t_2)$, then by (30), $\frac{d}{dt}\tilde{g}(t)|_{t=t'} < 0$, and thus for all $t \in (t', t_2)$, we have $\tilde{g}(t), \frac{d}{dt}\tilde{g}(t) < 0$. The continuity of $\tilde{g}(t)$ then implies $\tilde{g}(t_2) < 0$, contradicting the assumption that $\tilde{g}(t_2) = 0$.

Given $\tilde{g}(t) > 0$ for all $t \in [t_1, t_2)$, (15) can be simplified as

$$-\frac{d}{dt}\bar{u}(t) = \rho(t)(p(t) - c_d \eta(n(t)) - \bar{u}(t)) - c_d.$$

(31)

When $\bar{u}(t) = h(t)$ (as defined in (13)), the RHS of (31) is zero. As a result, for any $t \in (t_1, t_2)$,

$$\bar{u}(t) > h(t) \iff -\frac{d}{dt}\bar{u}(t) < 0.$$

If $\bar{u}(t_1) \geq \bar{u}(t_2)$, then $-\frac{d}{dt}\bar{u}(t) \geq 0$ must hold for some $t \in [t_1, t_2)$. This means that we must have $\bar{u}(t) \leq h(t)$ at some $t \in [t_1, t_2)$. Now consider $t' = \min\{t \in [t_1, t_2) \mid \bar{u}(t) \leq h(t)\}$. The continuity of $\bar{u}(t)$ and $h(t)$ implies that $t'$ exists and that $\bar{u}(t') = h(t')$. For all $\tau \in [t_1, t')$, we have $\bar{u}(\tau) > h(\tau)$ and $-\frac{d}{dt}\bar{u}(\tau) < 0$. This implies that

$$\bar{u}(t_1) \leq \bar{u}(t') = h(t') \leq \max_{t \in [t_1, t_2]} h(t).$$

Therefore, either $\bar{u}(t_1) \leq \max_{t \in [t_1, t_2]} h(t)$ or $\bar{u}(t_1) < \bar{u}(t_2)$. With (C2.2), i.e. $\max_{t \in [t_1, t_2]} h(t) < p(t_0) - c_d \eta(N(t_0)) + c_d(t_1 - t_0)$, we know either

$$\bar{u}(t_1) < p(t_0) - c_d \eta(N(t_0)) + c_d(t_1 - t_0)$$
or
\[ \ddot{u}(t_1) < \ddot{u}(t_2) = p(t_2) - c_d \eta(N(t_2)). \]

Since \( p(t_0) = p(t_2) \), \( N(t_0) = N(t_2) \), and \( c_d(t_1 - t_0) \geq 0 \), we have
\[ \ddot{u}(t_1) < p(t_2) - c_d \eta(N(t_2)) + c_d(t_1 - t_0). \]

Then \( \ddot{u}(t_0) = \ddot{u}(t_1) - c_d(t_1 - t_0) < p(t_2) - c_d \eta(N(t_2)) = \ddot{u}(t_2) = \ddot{u}(t_0) \), a contradiction. This implies that the optimal continuation payoff \( u(t) \) cannot satisfy \( p(t_2) - c_d \eta(N(t_2)) - u(t_2) = 0 \), i.e. \( g(t_2) = 0 \).

**Case 2:** \( g(t_2) < 0 \). We now consider a continuous function \( \hat{u}() \) such that \( \hat{u} \) satisfies (15), and that
\[ \hat{u}(t_2) > p(t_2) - c_d \eta(N(t_2)) = \ddot{u}(t_2), \]
meaning that the corresponding \( \hat{g}(t) \neq p(t) - c_d \eta(n(t)) - \hat{u}(t) \) satisfies \( \hat{g}(t_2) < 0 \). Then, for all \( t \in [t_1, t_2] \), \( \hat{u}(t) > \ddot{u}(t) \) because the two functions must not cross; otherwise, since they follow the same differential equation, their derivatives at the intersection point are the same, and thus they have the same value and derivative from then on until \( t_2 \). Therefore, by (15), for all \( t \in (t_1, t_2) \),
\[ -\frac{d}{dt} \hat{u}(t) < -\frac{d}{dt} \ddot{u}(t). \]

Taking the integration from \( t_1 \) to \( t_2 \), we have
\[ \hat{u}(t_1) - \hat{u}(t_2) < \ddot{u}(t_1) - \ddot{u}(t_2) \]
and thus
\[ \hat{u}(t_0) - \hat{u}(t_2) < \ddot{u}(t_0) - \ddot{u}(t_2) < 0. \]

Since \( u(t_0) = u(t_2) \), it cannot be the case that \( u(t_2) > p(t_2) - c_d \eta(N(t_2)) \), i.e., \( g(t_2) < 0 \). Since both cases lead to contradictions, we know that \( g(t_2) > 0 \), which completes the proof.

**D  The Examples are Stable Cycles**

To apply Theorem 4.2 we only need to verify conditions (C1), (C2.1), and (C2.2).

Condition (C1) states that, within each period, the numbers of drivers arrived and dispatched are the same. During \( t \in [t_0, t_1] \), all drivers are offline, so there are no dispatches. During \( t \in [t_1, t_2] \), with \( c_r = 0 \), the number of dispatches drivers is
\[ \int_{t_1}^{t_2} \lambda_r \bar{F}(p(t))dt. \]

For the symmetric cycle, the total driver arrival is \( \lambda_d T = 1 \times 12 = 12 \), and the total rider request is
\[ \int_{t_1}^{t_2} 5\bar{F}(0.9 - 0.1(t - t_1))dt = 5 \int_6^{12} (0.1t - 0.5)dt = 12. \]

For the asymmetric cycle, the total driver arrival is \( \lambda_d T = 1 \times 6 = 6 \), the total rider request is
\[ \int_{t_1}^{t_2} 5\bar{F}(0.9 - 0.1(t - t_1))dt = 5 \int_2^6 (0.1t - 0.1)dt = 6. \]
To verify Condition (C2.1), we show that \( \frac{d}{dt}(p(t) - c_d\eta(n(t))) < 0 \leq c_d \). For the symmetric cycle,

\[
p(t) - c_d\eta(n(t)) = \frac{15 - t}{10} - \frac{9\sqrt{3}}{200\sqrt{8 + 14t - t^2}},
\]
\[
\frac{d}{dt}(p(t) - c_d\eta(n(t))) = - \frac{1}{10} - \frac{9\sqrt{3}(t - 7)}{200(57 - (t - 7)^2)^{3/2}},
\]
\[
\frac{d^2}{dt^2}(p(t) - c_d\eta(n(t))) = \frac{9\sqrt{3}(57 + 2(t - 7)^2)}{200(57 - (t - 7)^2)^{5/2}} < 0 \text{ for } 6 < t < 12,
\]
i.e., \( \frac{d}{dt}(p(t) - c_d\eta(n(t))) \) is decreasing, so we only need to check at \( t = 6 \): \( \frac{d}{dt}(p(t) - c_d\eta(n(t))) \big|_{t=6} = -0.0998 < 0 \leq c_d \). For the asymmetric cycle,

\[
p(t) - c_d\eta(n(t)) = \frac{11 - t}{10} - \frac{8}{25\sqrt{10} + 6t - t^2},
\]
\[
\frac{d}{dt}(p(t) - c_d\eta(n(t))) = - \frac{1}{10} - \frac{8(t - 3)}{25(19 - (t - 3)^2)^{3/2}},
\]
\[
\frac{d^2}{dt^2}(p(t) - c_d\eta(n(t))) = - \frac{8(19 + 2(t - 3)^2)}{25(19 - (t - 3)^2)^{5/2}} < 0 \text{ for } 2 < t < 6,
\]
i.e., \( \frac{d}{dt}(p(t) - c_d\eta(n(t))) \) is decreasing, so we only need to check at \( t = 2 \): \( \frac{d}{dt}(p(t) - c_d\eta(n(t))) \big|_{t=2} = -0.0958 < 0 \leq c_d \).

Condition (C2.2) requires that that the maximum of \( h(t) \) among all \( t \in (t_1, t_2) \) is lower than the net payoff from a trip at time \( t_0 \) plus the cost of waiting from \( t_0 \) to \( t_1: c_d(t_1 - t_0) \). For the symmetric cycle illustrated in Figure 5, we have

\[
p(t_0) - c_d\eta(N(t_0)) = 0.2862, \quad c_d(t_1 - t_0) = 0.18, \quad \max_{t \in (t_1, t_2)} h(t) = 0.4097 < 0.2862 + 0.18.
\]
For the asymmetric cycle illustrated in Figure 6,

\[
p(t_0) - c_d\eta(N(t_0)) = 0.3988, \quad c_d(t_1 - t_0) = 0.16, \quad \max_{t \in (t_1, t_2)} h(t) = 0.3846 < 0.3988 + 0.16.
\]

### E Statement and Proof of Lemma E.1

In this section we prove a technical lemma used in the proof of Theorem 4.3.

**Lemma E.1.** If \( \hat{F}(v)^{-1} \) is convex, i.e., for all \( v \),

\[
\frac{d^2}{dv^2} \frac{1}{\hat{F}(v)} \geq 0,
\]

then for all \( t_1, t_2, \) and \( p_r(\cdot) \),

\[
\frac{\int_{t_1}^{t_2} \hat{F}(p_r(t))dt}{t_2 - t_1} \leq \hat{F} \left( \frac{\int_{t_1}^{t_2} \hat{F}(p_r(t))p_r(t)dt}{\int_{t_1}^{t_2} \hat{F}(p_r(t))dt} \right).
\]
Proof. If \( t_2 \to t_1 \),
\[
    \frac{t_2 - t_1}{\int_{t_1}^{t_2} \tilde{F}(p_r(t))dt} - \tilde{F}\left(\frac{\int_{t_1}^{t_2} \tilde{F}(p_r(t))p_r(t)dt}{\int_{t_1}^{t_2} \tilde{F}(p_r(t))dt}\right)^{-1}
    = \frac{2\tilde{F}(p_r(t_1))^2 - \tilde{F}(p_r(t_1))\tilde{F}''(p_r(t_1))}{24\tilde{F}(p_r(t_1))^3} p_r'(t_1)^2(t_2 - t_1)^2 + O((t_2 - t_1)^3)
\]
= \left. \frac{d^2}{dt^2} \frac{1}{\tilde{F}(v)} \right|_{v=p_r(t_1)} \frac{1}{24} p_r'(t_1)^2(t_2 - t_1)^2 + O((t_2 - t_1)^3)
= O((t_2 - t_1)^3).
\]

For the general case of \( t_2 \) and \( t_1 \), let \( t_1 = x_0 < x_1 < \cdots < x_{m-1} < x_m = t_2 \), where \( x_k = \frac{m-k}{m} t_1 + \frac{k}{m} t_2 \).
Let \( m \to \infty \).
\[
    \frac{t_2 - t_1}{\int_{t_1}^{t_2} \tilde{F}(p_r(t))dt} = \sum_{k=0}^{m-1} \frac{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}{\frac{x_{k+1} - x_k}{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}}
\]
By convexity of \( \tilde{F}(\cdot)^{-1} \),
\[
    \tilde{F}\left(\frac{\int_{t_1}^{t_2} \tilde{F}(p_r(t))p_r(t)dt}{\int_{t_1}^{t_2} \tilde{F}(p_r(t))dt}\right)^{-1} = \tilde{F}\left(\sum_{k=0}^{m-1} \frac{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt} \frac{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))p_r(t)dt}{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}\right)^{-1}
\]
\[
\leq \sum_{k=0}^{m-1} \frac{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}{\int_{t_1}^{t_2} \tilde{F}(p_r(t))dt} \tilde{F}\left(\frac{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))p_r(t)dt}{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}\right)^{-1}.
\]
Taking the difference of the above two equations,
\[
    \frac{t_2 - t_1}{\int_{t_1}^{t_2} \tilde{F}(p_r(t))dt} - \tilde{F}\left(\frac{\int_{t_1}^{t_2} \tilde{F}(p_r(t))p_r(t)dt}{\int_{t_1}^{t_2} \tilde{F}(p_r(t))dt}\right)^{-1}
\geq \sum_{k=0}^{m-1} \frac{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}{\int_{t_1}^{t_2} \tilde{F}(p_r(t))dt} \left(\frac{x_{k+1} - x_k}{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}\right) - \tilde{F}\left(\frac{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))p_r(t)dt}{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}\right)^{-1}
\]
= \sum_{k=0}^{m-1} \frac{\int_{x_k}^{x_{k+1}} \tilde{F}(p_r(t))dt}{\int_{t_1}^{t_2} \tilde{F}(p_r(t))dt} O((x_{k+1} - x_k)^3)
\geq 0 \quad \text{as } m \to \infty.
\]
Finally, we take the inverse on both terms, completing the proof. \( \square \)

F An Example

Example F.1. Consider a setting where the arrival rates of drivers and riders are \( \lambda_d = 3 \text{ min}^{-1} \) and \( \lambda_r = 12 \text{ min}^{-1} \). Drivers’ and riders’ costs of time are \( c_d = \$20 \text{ h}^{-1} = \$\frac{1}{3} \text{ min}^{-1} \) and \( c_r = \$0 \text{ min}^{-1} \). The pick-up
time is parametrized by \( \tau = 15 \) min and \( \alpha = 1/3 \), so \( \eta(n) = \tau n^{-\alpha} = 15n^{-1/3} \) min. Riders’ value follows an exponential distribution with c.d.f. \( F(v) = 1 - e^{-v/30} \). With the above parameters, the SOSS is given by \( n^* = 15^{3/4} = 7.622 \) and \( p^* = 30 \ln(4) = 41.59 \). We further suppose the price change rate is restricted by \( \ell_\ell = \ell_r = 2 \text{ min}^{-1} \).

Price cycles exist in this setting, and the following is one of the infinitely many. Let \( t_0 = 0 \) min, \( t_1 = 10 \) min, and \( t_2 = 20 \) min. Thus, both the increasing and decreasing phases take 10 minutes. Let \( \bar{p} = 30 \ln\left(3\left(e^{2/3} - 1\right)\right) = 31.35 \), \( \underline{p} = \bar{p} - 20 = 11.35 \), and \( n(t_1) = 75 \). Figure 7 shows this cycle. Note that the price in this cycle is always below the price in SOSS, which provides a definitive illustration of lower driver welfare in a price cycle.

### G The Impact of Smoothing Prices

In this section, we show that, when a platform requires that the prices decrease more “smoothly” (i.e. reducing the rate \( \ell_r \) at which prices may decrease), the maximum price range \( \bar{p} - \underline{p} \) decreases, meaning that stable price cycles become tend to become “narrower”. This highlights that smoothing prices reduces, but does not eliminate, price cycles. However, smoothing prices too far as the drawback of making prices less responsive to market conditions, and so other approaches for eliminating price cycles are needed.

**Proposition G.1.** Assume \( c_r = 0 \) and \( V \sim \text{Unif}[0, 1] \). The maximum price range \( \bar{p} - \underline{p} \) of any stable price cycle is \( O(\sqrt{\ell_r}) \).

**Proof.** When \( c_r = 0 \), \( \dot{n}(t) = \lambda_d - \lambda_r(1 - p(t)) \). Let \( \hat{t} \in (t_1, t_2) \) denote the time such that \( p(\hat{t}) = p^* = F^{-1}(\lambda_d/\lambda_r) \). We know, \( \dot{n}(t) > 0 \) for \( t \in (t_1, \hat{t}) \), \( \dot{n}(t) < 0 \) for \( t \in (\hat{t}, t_2) \), and \( n(\hat{t}) = \hat{n} \). At time \( t_2 \), the total number of drivers in the region \( N(t_2) \) can be written as:

\[
N(t_2) = \hat{n} + \int_{\hat{t}}^{t_2} \dot{n}(t) \, dt \\
= \hat{n} + \int_{\hat{t}}^{t_2} (\lambda_d - \lambda_r + \lambda_r p(t)) \, dt
\]
\begin{align*}
= \hat{n} - \frac{1}{\ell_{-}} \int_{p_{-}}^{p} (\lambda_{d} - \lambda_{r} + \lambda_{r} p) dp \\
= \hat{n} - \frac{1}{2\ell_{-}} \left( 1 - \frac{\lambda_{d}}{\lambda_{r}} - \bar{p} \right)^{2}.
\end{align*}

Equation (33) follows from the fact that $d\bar{p} = -\ell_{-} dt$ for $t \in (t_{1}, t_{2})$, and (34) follows from $p^{*} = \tilde{F}^{-1}(\lambda_{d}/\lambda_{r}) = 1 - \lambda_{d}/\lambda_{r}$. Similarly, the number of drivers in the region at time $t_{1}$ satisfies:

\begin{equation}
N(t_{1}) = \hat{n} - \frac{1}{2\ell_{-}} \left( 1 - \frac{\lambda_{d}}{\lambda_{r}} - \bar{p} \right)^{2}.
\end{equation}

$N(t_{1})$ and $N(t_{2})$ need to be non-negative. This implies

\begin{align*}
\bar{p} \geq 1 - \frac{\lambda_{d}}{\lambda_{r}} - \sqrt{\frac{2\hat{n}\ell_{-}}{\lambda_{r}}}, \\
\hat{p} \leq 1 - \frac{\lambda_{d}}{\lambda_{r}} + \sqrt{\frac{2\hat{n}\ell_{-}}{\lambda_{r}}}.
\end{align*}

As a result, when the maximum number of drivers $\hat{n}$ is bounded, the price range $\bar{p} - \hat{p}$ satisfies:

\begin{equation}
\bar{p} - \hat{p} \leq \sqrt{\frac{8\hat{n}\ell_{-}}{\lambda_{r}}} = O(\sqrt{\ell_{-}}).
\end{equation}