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Abstract—This paper derives a novel pilot-aided phase and channel estimation algorithm for multiple-input multiple-output (MIMO) systems with phase noise and quasi-static channel fading. Our novel approach allows, for the first time, carrier phase estimation and recovery to be performed before full channel estimation. This in turn enables the channel estimation to be calculated using the whole frame, significantly improving its accuracy. The proposed algorithm is a sequential combination of several linear algorithms, which greatly reduces the computational complexity. Moreover, we also derive, for the first time, the Cramér–Rao lower bound (CRLB) for a MIMO system, where phase noise is estimated using only angular information. Our numerical results show that the performance of our phase estimation algorithm is close to the proposed CRLB. Moreover, when compared with the conventional Kalman based algorithms, our proposed algorithm significantly improves the system BER performance.
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I. INTRODUCTION

A. Motivation

MULTIPLE-input multiple-output (MIMO) systems can significantly enhance the performance of both wireless and optical communication systems in terms of capacity, outage performance, and bit error rate (BER) performance [1]–[5]. In general, the theoretical performance limit of MIMO systems is based on the assumption of perfect channel state information at the receiver (CSIR). However, practical MIMO systems suffer from imperfect CSIR, which may significantly deteriorate the performance from the theoretical limit. Therefore, accurate and efficient estimation algorithms are important for practical systems.

Phase noise, which is induced by oscillator imperfections and varies from symbol to symbol, is one of the most important detrimental effects in coherent communication systems. In MIMO systems, the influence of phase noise can be more pronounced when independent oscillators are connected to different transmit and receive antennas. This scenario is well motivated when each transmit and receive antennas are far away from each other [6]. Recently, a lot of relevant phase and channel estimation applications has been investigated for different scenarios such as joint estimation and detection problem in orthogonal frequency-division multiplexing (OFDM) relay systems [7], phase estimation problem in space division multiplexing multicore fibre transmissions [8], and joint channel and location estimation for massive MIMO systems [9].

Although extensive research on phase noise estimation has been done on single-input single-output (SISO) systems [10]–[12], they can not be directly applied to MIMO systems, where the received signal may be deteriorated by multiple phase noise parameters. Therefore, the joint phase and channel estimation for MIMO systems with phase noise is of particular interest and has been investigated by several researches [13]–[17]. In [13], extended-Kalman filter (EKF) was proposed for phase estimation. And an improved version of extended-Kalman smoother (EKS) is proposed in [14] to better estimate the phase estimation performance by EKF-EKS algorithm. Recently, forward-backward EKF and iterative phase compensation using EKS are also considered to further improve the system performance [15], [16]. However, the EKF/EKS based algorithms have to estimate the phase information after channel estimation. Unfortunately, the performance of the conventional least-squares (LS) channel estimation algorithm is deteriorated by phase noise and additive white Gaussian noise (AWGN), which leads to inaccurate channel estimation [13]. As a result, at the hard-decision forward error correction (HD-FEC) limit of $4.7 \times 10^{-3}$ ($6.25\%$ overhead) [18], [19], there is an approximately $3$ dB signal-to-noise ratio (SNR) penalty in the BER performance when compared to the theoretical limit with perfect phase and channel estimation [13], [14].

Another approach for better estimation accuracy and system performance is to jointly estimate the phase and channel by applying maximum a posteriori (MAP) algorithms, which outperforms the EKF/EKS approach and quantifies slight degradation when compared to Cramér–Rao Lower Bound (CRLB) [14]. Moreover, different simplified algorithms from MAP scheme has been discussed in [17]. However, the computational complexity of the MAP-based algorithms grows exponentially, which is not suitable for practical MIMO systems with a relatively large number of transmit and receive antennas.

B. Contributions

In this paper, a new pilot-aided phase and channel estimation algorithm is proposed for MIMO systems with phase noise.
The proposed algorithm significantly improves the phase and channel estimation accuracy and reduces the SNR penalty when compared to the Kalman based approaches. Moreover, the algorithm significantly reduces the computational complexity of the estimation process when compared with all existing algorithms. The main contributions of this paper are summarized as follows.

1) A new algorithm is proposed to estimate the phase and channel information. Unlike the existing algorithms, the proposed algorithm splits the phase and channel estimation into its phase invariant amplitude part, estimates and recovers the phase noise, and then estimates the full (complex) channel matrix. By doing so, the interaction between phase noise and channel estimation reduces to a quasi-static phase shift, which cancels out when the overall phase and channel estimation is computed. Moreover, the proposed algorithm allows the phase estimation to be performed before full channel estimation, and enables the averaging process for channel estimation over the whole frame. As a result, this algorithm can significantly improve the phase and channel estimation accuracy, and reduce the SNR penalty of MIMO decoders. At the HD-FEC limit of $4.7 \times 10^{-3}$ [19], the proposed algorithm has an SNR penalty of approximately 0.5 dB compared to the ideal case with perfect phase and channel estimation, which is more than 2 dB lower than the known EKF/EKS algorithms.

2) Under the assumption of estimating the phase information from the angular terms of the observed data, a new CRLB is derived. Although this CRLB is higher when compared to the ultimate CRLB in the high SNR regime [14], it is preferable for the practical situation of estimating the phase information from angular terms of the observed data. The numerical results show that the performance of the proposed algorithm is very close to the CRLB.

3) The algorithm is a sequential combination of several linear algorithms, which greatly reduces the computational complexity of the phase and channel estimation process and makes it feasible for practical commercial systems. To the best of our knowledge, the proposed algorithm has the lowest computational complexity among all the existing algorithms.

C. Organization

The remainder of this paper is organized as follows: the system model is given in Section II, Section III proposes the novel phase and channel estimation algorithm, Section IV derives the CRLB from the angular terms of the observed data, Section V provides the numerical results of the proposed algorithm in the MIMO systems, and Section VI summarizes the key advantages of the proposed algorithm.

D. Notations

Unless otherwise specified, boldface capital letters, e.g. $X$, are used for matrices. Boldface small letters, e.g. $x$, are used for vectors. More specifically, $x_{m,:}$ is used for the $m^{th}$ row vector of $X$, and $x_{:,m}$ is used for the $m^{th}$ column vector of $X$. Moreover, regular small letters with subscript indices, e.g. $x_m$ and $x_{m,n}$, represents the $m^{th}$ element of $x$ and the element at the $m^{th}$ row and $n^{th}$ column of $X$, respectively. $I_X$ denotes the $X \times X$ identity matrix. $0_{X \times Y}$ and $I_{X \times Y}$ denotes the $X \times Y$ all zero and all one matrices, respectively. $(\cdot)^H$, $(\cdot)^T$, $(\cdot)^\dagger$, and $|\cdot|$ denote the Hermitian transpose, transpose, Moore–Penrose inverse, element-wise conjugate, and element-wise absolute value operators, respectively. $\|\cdot\|$ denotes the Euclidean norm of a vector. $\odot$ and $\oslash$ denote the element-wise product and element-wise division of two matrices, respectively. $\max (X, Y)$ denotes the element-wise maximum operator of two matrices $X$ and $Y$. $[x]$ denotes the ceiling function which returns the smallest integer greater than or equal to $x$. $\angle (\cdot)$ denotes the element-wise phase angle of complex matrices. $\text{diag}(x)$ denotes a diagonal matrix, and its diagonal elements are given by $x$. And $\text{diag}(X)$ denotes a vector which contains the diagonal elements of $X$. $\Re \{\cdot\}$ and $\Im \{\cdot\}$ denote the real part and the imaginary part of a complex number, respectively. $E(\cdot)$ denotes the expected value of a variable. Finally, $\mathcal{N}(\mu, \sigma^2)$ and $\mathcal{CN}(\mu, \sigma^2)$ denote real and complex Gaussian distributions with mean $\mu$ and variance $\sigma^2$, respectively.

II. System Model

As shown in Fig. 1, a point-to-point MIMO system with $N_t$ transmit antennas and $N_r$ receive antennas is considered. In Fig. 1, $s_{l,m}$ represents the transmitted symbol at the $l^{th}$ transmitter and the $m^{th}$ time interval. $y_{k,m}$ represents the received signal at the $k^{th}$ receiver and the $m^{th}$ time interval. $h_{k,l}$ is the channel gain between the $k^{th}$ receiver and the $l^{th}$ transmitter. $\psi_{l,m}$ represents the phase noise at the $l^{th}$ transmitter and the $m^{th}$ time interval. And $\varphi_{l,m}$ represents the phase noise at the $k^{th}$ receiver and the $m^{th}$ time interval.

![Fig. 1. Schematic diagram for MIMO systems](image-url)
length \((L_c)\), cell number \((N_c)\), and pilot rate \((R_p)\) of a frame are defined as
\[
\begin{align*}
L_c &= L_p + L_d \\
N_c &= \frac{L_f - L_{cp}}{L_p + L_d} \\
R_p &= \frac{L_p}{L_p + L_d},
\end{align*}
\]

(1)

where

\[
\text{Fig. 2. Frame structure of the transmitted data in MIMO systems. CP: Cyclic Prefix, P: Pilot, D: Data.}
\]

In this paper, the following set of assumptions are adopted:

A1. The pilots are assumed to be known at the receiver. Moreover, it is assumed that all the transmitters simultaneously transmit mutually orthogonal and element-wise normalized pilots of length \(L_p = N_t\) in one pilot group to the receiver (e.g. the element-wise normalized discrete Fourier transform (DFT) matrix).

A2. As shown in Fig. 1 the oscillators of different transmit and receive antennas are assumed to be independent, which is a generalized case of different kinds of practical systems [6], [20].

A3. The channels considered in this paper are assumed to be quasi-static and frequency-flat fading channels. Therefore, the channel matrix \(\mathbf{H}\) remains constant in a frame and there is no inter-symbol interference (ISI) in the system.

A4. The phase noise is modeled as Wiener process [12], [21], [22]. Considering the fact that the phase noise is much slower than the symbol rate, it is assumed that the phase is static in one symbol period but varying from symbol to symbol [7], [13], [23], [24]. Moreover, the intra-pilot-group phase noise refers to the phase noise within one pilot group, and the inter-pilot-group phase noise refers to the phase noise between different pilot groups throughout this paper.

A5. Perfect SNR estimation, timing recovery, frame and bit synchronization, and frequency estimation are assumed, which can be achieved by standard estimation and synchronization algorithms [11], [20], [25]–[27].

In the above mentioned system, the discrete-time baseband received signal of the system can be described as
\[
y_{:,m} = \Phi_m \mathbf{H} \Psi_m s_{:,m} + n_{:,m},
\]

(2)

where

- \(m\) represents the \(m\)th time interval,
- \(y_{:,m} = [y_{1,m}, \cdots, y_{N_r,m}]^T\) is the received signal vector,
- \(\Phi_m = \text{diag} (e^{j\psi_{1,m}}, \cdots, e^{j\psi_{N_t,m}})\) is the diagonal phase matrix of the receiver oscillators,
- \(\mathbf{H} = \begin{bmatrix} h_{1,1} & \cdots & h_{1,N_r} \\ \vdots & \ddots & \vdots \\ h_{N_r,1} & \cdots & h_{N_r,N_r} \end{bmatrix}\) is the channel matrix,
- \(\Psi_m = \text{diag} (e^{j\varphi_{1,m}}, \cdots, e^{j\varphi_{N_t,m}})\) is the diagonal phase matrix of the transmitter oscillators,
- \(s_{:,m} = [s_{1,m}, \cdots, s_{N_t,m}]^T\) is the transmitted signal vector with normalized power,
- \(n_{:,m} = [n_{1,m}, \cdots, n_{N_r,m}]^T\) is the independent and identically distributed (i.i.d.) circularly-symmetric complex AWGN vector, and
- \(k,m\) follows \(CN(0, \sigma_n^2)\).

Following assumption (A4), the phase of the oscillators for different transmit and receive antennas can be modelled as Wiener process. And \(\varphi_{k,m}\) and \(\psi_{l,m}\) are then given by
\[
\begin{align*}
\varphi_{k,m} &= \varphi_{k,m-1} + \Delta \varphi_{k,m}, \\
\psi_{l,m} &= \psi_{l,m-1} + \Delta \psi_{l,m},
\end{align*}
\]

(3)

(4)

where \(\Delta \varphi_{k,m} \sim N(0, \sigma_{\Delta \varphi}^2)\) and \(\Delta \psi_{l,m} \sim N(0, \sigma_{\Delta \psi}^2)\).
It will be shown later in this chapter that the WLLS estimator needs the information of \( |H| \) as weight coefficients. By applying conventional LS algorithm, the estimation of \( |H| \) is possible in each pilot group. Because of the absolute operator, the phase contamination phenomenon cannot influence the amplitude of the channel matrix. Therefore, it is possible to calculate the element-wise average of \( |H| \) throughout all the pilots within a frame before phase recovery.

As a conclusion of the above mentioned reasons, the structure of our newly proposed algorithm is shown in Fig. 3.

![Diagram](image)

**Fig. 3. Structure of estimation algorithm.**

It is worth noting that a quasi-static phase bias will occur in the WLLS estimation. This bias also exists (but in the negative direction) in the full (complex) channel estimation. Therefore, the bias can be cancelled out, which guarantees a feasible estimation of \( \hat{\Phi}_m H \Psi_m \).

**Remark 2:** The influence of the intra-pilot-group phase noise is negligible in the low SNR region and very subtle in the high SNR region. Therefore, it is neglected throughout the proposed algorithm. The details of intra-pilot-group phase noise will be discussed in Sec. IV. And the numerical result of the performance degradation will be discussed in Sec. V.

**B. Step 1: Estimation of Channel Amplitude**

It is straightforward to prove that the phase term \( \Phi_m \) and \( \Psi_m \) does not change the amplitude of the equivalent channel matrix \( \Phi_m H \Psi_m \). Therefore, the estimation of channel amplitude at the \( i \)th pilot group can be given by conventional LS algorithm as \([13]\)

\[
|\hat{H}_i| = \frac{1}{N_c} |Y_i S_i^T|,
\]

where \( Y_i = [y_i(i-1) \times L_c + 1, \ldots, y_i(i-1) \times L_c + N_t] \) and \( S_i = [S_i(i-1) \times L_c + 1, \ldots, S_i(i-1) \times L_c + L_c + N_t] \).

Following assumption (A1), \( S_i S_i^H = N_t I_{N_t} \). Therefore, the estimation of channel amplitude at the \( i \)th pilot group can be calculated as

\[
|\hat{H}_i| = \frac{1}{N_t} |Y_i S_i^H|.
\]

When the intra-pilot-group phase noise is neglected, and the reference phase is set at the middle of the \( i \)th pilot group, the time index of the reference phase can be defined as

\[
m_i \triangleq (i - 1) \times L_c + \lfloor N_t/2 \rfloor.
\]

And \( \Theta \) can be written as

\[
|\hat{H}_i| \approx \frac{1}{N_t} \left| (\Phi_{m_i} H \Psi_{m_i} S_i + N_i) S_i^H \right| = \left| \Phi_{m_i} H \Psi_{m_i} + \frac{1}{N_t} N_i S_i^H \right| = \left| \Phi_{m_i} H \Psi_{m_i} + N_i \right|
\]

where \( N_i = [n_i(i-1) \times L_c + 1, \ldots, n_i(i-1) \times L_c + N_t] \) is the corresponding AWGN matrix. Moreover, \( S_i^H / \sqrt{N_t} \) is a unitary matrix. Therefore, \( N_i^c \) is also an i.i.d. circularly-symmetric Gaussian matrix. And the element at the \( k \)th row and \( l \)th column of \( N_i^c \) obeys the distribution \( n_{i,k,l}^c \sim \mathcal{CN}(0, \sigma_n^2 / N_t) \).

Noting the i.i.d. property of \( N_i^c \), the element-wise squaring of channel amplitude estimation can be calculated over the whole frame as

\[
|\hat{H}_{sq}| = \frac{1}{N_c} \sum_{i=1}^{N_c} (|\hat{H}_i| \circ |\hat{H}_i|) - \sigma_n^2 1_{N_r \times N_t}.
\]

Finally, the estimation of channel amplitude over the whole frame can be calculated as

\[
|\hat{H}| = \sqrt{\max \left( 0_{N_r \times N_t}, |\hat{H}_{sq}| \right)}.
\]

The max operator in (10) is to prevent the estimated value in \( \Theta \) from accidentally being less than 0 when \( h_{i,j} \to 0 \).

**Remark 3:** A conventional estimate of channel amplitude would be \( |\hat{H}| = \frac{1}{N_t} \sum_{i=1}^{N_c} |\hat{H}_i| \) or \( |\hat{H}| = \frac{1}{N_t} \sum_{i=1}^{N_c} |\hat{H}_i| \). However, in the first case, the estimation is corrupted by inter-pilot-group phase noise, reducing the accuracy for high phase noise, whilst for the latter the absolute value of the observable is dominated by AWGN at low SNR (consider the case of \( h_{i,j} = 0 \), this estimation gives a result which depends on the AWGN and is larger than 0). Both of these issues are resolved by adopting (9) and (10).

**Remark 4:** Online version of (9) is preferable in real-time systems to reduce latency. And the element-wise squaring of \( \hat{H} \) at the \( i \)th pilot group can be calculated as

\[
|\hat{H}_{sq(i)}| = (1 - K) |\hat{H}_{sq(i-1)}| + K \left( |\hat{H}_i| \circ |\hat{H}_i| - \sigma_n^2 1_{N_r \times N_t} \right),
\]

where \( K \) is the updating factor which should be less than the coherent time of the channel.

**C. Step 2: Weighted Linear Least-Squares Phase Estimation**

Similar to (8), the following approximation holds

\[
|\hat{H}_i| \approx \frac{1}{N_t} Y_i S_i^H \approx \Phi_{m_i} H \Psi_{m_i} + N_i.
\]

Define the angular term of \( \hat{H}_i \) and \( H \) as

\[
A_i \triangleq \angle \hat{H}_i, \quad \Theta \triangleq \angle H.
\]
The element at the $k^{th}$ row and $l^{th}$ column of $A_i$ can be represented as

$$a_{i,k,l} = \angle \left( e^{j\varphi_{k,m_i}} |h_{k,l}| e^{j\theta_{k,l}} e^{j\psi_{i,m_i}} + n_{i,k,l}' \right)$$

$$= \angle \left( |h_{k,l}| e^{j\left( \varphi_{k,m_i} + \psi_{i,m_i} + \theta_{k,l} \right)} + n_{i,k,l}' \right)$$

$$\approx \varphi_{k,m_i} + \psi_{i,m_i} + \theta_{k,l} + n_{i,k,l}' |h_{k,l}|,$$

where $\theta_{k,l}$ is the element at the $k^{th}$ column and $l^{th}$ row of $\Theta$, and $n_{i,k,l}' \sim \mathcal{N}(0, \sigma_n^2)$ is the azimuthal component of $n_{i,k,l}'$. And the last approximation is based on the small noise assumption, which is also used in [12]. On the other hand, the angular term $a_{i,k,l}$ given by (15) is within the interval of $[-\pi, \pi]$, which is referred to as phase wrapping.

Therefore, a standard phase unwrapping algorithm given by [28] is necessary to unwrap each $a_{i,k,l}$.

In order to eliminate phase ambiguity, it is intuitively satisfying to set one of the transmit oscillators as reference. This idea of setting reference phase is motivated by the results in [14], [20], [29]. Without loss of generality, the phase of the last transmit oscillator, $\psi_{N_r,m_i}$, is set as reference. And (15) can be rewritten as

$$a_{i,k,l} \approx (\varphi_{k,m_i} + \psi_{N_r,m_i}) + (\psi_{i,m_i} - \psi_{N_r,m_i}) + \theta_{k,l} + n_{i,k,l}' |h_{k,l}| + \beta_{q,m},$$

where

$$\beta_{q,m} = \begin{cases} 
\varphi_{q,m} + \psi_{N_r,m}, & (1 \leq q \leq N_r) \\
\psi_{q-N_r,m} - \psi_{N_r,m}, & (N_r + 1 \leq q \leq N_r + N_t - 1).
\end{cases}$$

is one of the $N_r + N_t - 1$ phase noise values correlated to the reference.

Define

\[
C = \begin{bmatrix}
I_{N_r} & B_1 \\
& \vdots \\
I_{N_r} & B_{N_t-1}
\end{bmatrix},
\]

where $B_i = [\mathbf{0}_{N_r \times (i-1)}, \mathbf{1}_{N_r \times 1}, \mathbf{0}_{N_r \times (N_t-1-i)}]$. In order to enable matrix calculation, $A_i$ is rearranged as

$$\alpha_i = \left[ a_{i,1}^T, \ldots, a_{i,N_r}^T, a_{i,1,N_t}^T \right]^T.$$  

Then (16) can be rewritten in vector form as

$$\alpha_i = C \beta_{:,m_i} + \begin{bmatrix}
\theta_{:,1} \\
\vdots \\
\theta_{:,N_t}
\end{bmatrix} + \begin{bmatrix}
n''_{i,1} \\
\vdots \\
n''_{i,N_t}
\end{bmatrix} \odot \begin{bmatrix}
|h_{:,1}| \\
\vdots \\
|h_{:,N_t}|
\end{bmatrix},$$

where

$$C' = \begin{bmatrix}
\hat{h}_{:,1} \\
\vdots \\
\hat{h}_{:,N_t}
\end{bmatrix} \odot \begin{bmatrix}
\theta_{:,1} \\
\vdots \\
\theta_{:,N_t}
\end{bmatrix} + \begin{bmatrix}
n''_{i,1} \\
\vdots \\
n''_{i,N_t}
\end{bmatrix},$$

where $\theta_{:,l}$ is the $l^{th}$ element of $\Theta_i$. Therefore, the bias in this step is not an issue.

Finally, the WLLS estimation is given as

$$\hat{\beta}_{:,m_i} = (C')^+ \alpha_i'.$$

Remark 5: By substituting (21) into (24), it can be seen that the estimation of (24) has a quasi-static phase bias of

$$\left( (C')^+ \right)^T \begin{bmatrix}
|\hat{h}_{:,1}| \\
\vdots \\
|\hat{h}_{:,N_t}|
\end{bmatrix} \odot \begin{bmatrix}
\theta_{:,1} \\
\vdots \\
\theta_{:,N_t}
\end{bmatrix}.$$

However, it will be shown in Sec. III-E that the channel estimation algorithm can perfectly compensate for this bias, and result in a feasible estimation of $\hat{\Phi}_{m_i} H \Psi_{m_i}$, which is what we are really interested in rather than any other intermediate variables. Therefore, the bias in this step is not an issue.

D. Step 3: Wiener Phase Estimation

In this section, the inter-pilot-group phase sequence, which can be denoted as $[\hat{\beta}_{:,m_1}, \ldots, \hat{\beta}_{:,m_N}]$ is considered. And an element-wise inter-pilot-group Wiener phase estimator is proposed to further suppress the phase estimation error.

By substituting (21) into (24), the noise term of $\hat{\beta}_{:,m_i}$ can be written as

$$n_{\beta_{:,m_i}} = (C')^+ \begin{bmatrix}
n''_{i,1}^T \\
\vdots \\
\vdots \\
n''_{i,N_t}^T
\end{bmatrix}^T$$

$$= \begin{bmatrix}
\mathbf{s}_{1:N_r-1} \vdots \mathbf{s}_{N_r-1:N_t-1} \\
\mathbf{s}_{1:N_r} \vdots \mathbf{s}_{N_r:N_t}
\end{bmatrix},$$

where $\mathbf{s}_{q:}$ is the $q^{th}$ row of $(C')^+$.

Note the fact that $n''_{k,l}' \sim \mathcal{N}(0, \sigma_n^2)$ are i.i.d. AWGN variables, it is easy to obtain that $n_{\beta_{:,m_i}} \sim \mathcal{N}(0, \sigma_{n,\beta}^2)$, where

$$\sigma_{n,\beta}^2 = \frac{\| \mathbf{s}_{q:} \|^2}{2N_t} \sigma_n^2.$$
On the other hand, as a direct result from [17], the equivalent phase noise variance between adjacent pilot groups (e.g., $\beta_{q,m_i}$ and $\beta_{q,m_{i+1}}$) can be given as

$$\sigma_{pw}^2(q) = \begin{cases} \sigma_{3ph}^2 + \sigma_{3\psi}^2, & (q \leq N_r) \\ \sigma_{3ph}^2 \cdot 2\sigma_{3\psi}^2, & (q > N_r), \end{cases}$$

(28)

where $\sigma_{3ph}^2$ and $\sigma_{3\psi}^2$ are the variance of the phase innovations in [3] and [4], respectively.

For the $q$th row of the phase sequence, a balanced two-sided Wiener phase estimator with tap length $L_{tap} = 2 \times L_W + 1$ can be given by

$$\hat{\theta}_{q,m_i} = \sum_{l=-L_W}^{L_W} \omega_{q,l} \hat{\theta}_{q,m_{i-1}},$$

(29)

where $\omega_{q,l} = [\omega_{-L_W,q}, \ldots, \omega_{L_W,q}]^T$ are the corresponding Wiener coefficients.

According to [12], the coefficient vector can be calculated by

$$\omega_{q,l} = (\boldsymbol{K}^{-1}(2L_W+1) \times 1) (1_{1 \times (2L_W+1)} \boldsymbol{K}^{-1}(2L_W+1) \times 1)^{-1},$$

(30)

where the $(2L_W + 1) \times (2L_W + 1)$ matrix $\boldsymbol{K}$ is

$$\boldsymbol{K} = \boldsymbol{K}_p + \boldsymbol{K}_n,$$

(31)

the element at the $k$th row and $l$th column of $\boldsymbol{K}_p$ is

$$k_{p}(k,l) = \begin{cases} \sigma_{pw}^2(q) \cdot \max(k,l), & (\max(k,l) \leq L_W) \\ \sigma_{pw}^2(q) \cdot \min(k,l), & (\min(k,l) \geq L_W + 2) \\ 0, & \text{otherwise}, \end{cases}$$

(32)

and

$$\boldsymbol{K}_n = \sigma_{n_{pw}}^2(q) \cdot \mathbf{I}_{2L_W+1}.$$  

(33)

The terms $\boldsymbol{K}_p$ and $\boldsymbol{K}_n$, which optimize the coefficient vector, arise from the autocorrelations of phase noise and AWGN, respectively.

E. Step 4: Phase Recovery and Channel Estimation

As the estimated phase given by (29), the full channel estimation (including phase) at the $i$th pilot group can be calculated as

$$\hat{\mathbf{H}}_i = \frac{1}{N_c} \text{diag} \left( e^{-j\hat{\beta}_{1,m_i}}, \ldots, e^{-j\hat{\beta}_{N_r,m_i}} \right) \mathbf{Y}_i \mathbf{S}_i ^H \times \text{diag} \left( e^{-j\hat{\beta}_{N_r+1,m_i}}, \ldots, e^{-j\hat{\beta}_{N_r+N_t-1,m_i}} \right).$$

(34)

And the channel estimation averaged over the whole frame can be given as

$$\hat{\mathbf{H}} = \frac{1}{N_c} \sum_{i=1}^{N_c} \hat{\mathbf{H}}_i.$$  

(35)

Moreover, the phase at the $m^{th}$ ($m_i < m < m_{i+1}$) symbol period can be approximated by linear interpolation as

$$\hat{\beta}'_{q,m} = \hat{\beta}'_{q,m_i} + \frac{\hat{\beta}'_{q,m_{i+1}} - \hat{\beta}'_{q,m_i}}{m_{i+1} - m_i} (m - m_i).$$

(36)

Finally, the overall joint phase and channel estimation at the $m^{th}$ symbol period can be calculated as

$$\hat{\Phi}_m \hat{\mathbf{H}}_m = \text{diag} \left( e^{j\hat{\beta}_{1,m-1}}, \ldots, e^{j\hat{\beta}_{N_r,m}} \right) \hat{\mathbf{H}} \times \text{diag} \left( e^{j\hat{\beta}_{N_r+1,m-1}}, \ldots, e^{j\hat{\beta}_{N_r+N_t-1,m-1}} \right).$$

(37)

Remark 6: As discussed earlier, the phase estimation of (24) has a quasi-static bias of (25). This bias also exists (but in the negative direction) in the elements of the diagonal matrices in (34). Therefore, the positive and negative bias is cancelled when calculating (37), which guarantees a feasible estimation of $\hat{\Phi}_m \hat{\mathbf{H}}_m$.

Remark 7: Online version of (35) is preferable in real-time systems to reduce latency. And the $\hat{\mathbf{H}}$ at the $i$th pilot group can be calculated as

$$\hat{\mathbf{H}}_i = (1 - K) \hat{\mathbf{H}}_{(i-1)} + K \hat{\mathbf{H}}_i,$$

(38)

where $K$ is the updating factor which should be less than the coherent time of the channel.

F. Computational Complexity Analysis

In this paper, the computational complexity is defined as the number of complex addition ($CC^{[A]}$) and multiplication ($CC^{[M]}$) required to calculate the phase and channel information at each symbol. Moreover, the computational complexity of one complex division is defined as one complex multiplication due to their similar computational complexity. Furthermore, we assume that the complex exponential functions and the square root operations are implemented by means of a lookup table.

The channel amplitude estimation is calculated by (9), (9), and (10). Therefore, the computational complexity for a symbol can be calculated by

$$CC^{[M]}_{\mathbf{H}} = N_r N_c ^2 / L_c + N_r N_t / L_c,$$

(39)

$$CC^{[A]}_{\mathbf{H}} = N_r N_c (N_t - 1) / L_c + N_t N_r / L_c + N_r N_t / L_f.$$

(40)

The WLLS one-shot estimation is calculated by (12), (13), (22)–(24). However, (12) can use the intermediate result of $\mathbf{Y}_i \mathbf{S}_i ^H$ in (9). Therefore, the computational complexity for a symbol has the form of

$$CC^{[M]}_{\text{WLLS}} = N_r N_t / L_c + (N_r + N_t - 1) N_r N_t / L_f + N_r N_t (N_t + N_t - 2) / L_f$$

+ $N_r N_t (N_r + N_t - 1) / L_c$.

(41)

$$CC^{[A]}_{\text{WLLS}} = N_r N_t (N_r + N_t - 1) ^2 / L_f + (N_r N_t - 1) (N_t + N_t - 1) / L_c.$$

(42)
The Wiener estimation is calculated by (27), (33). However, (28) and (33) are constants. Therefore, the computational complexity for a symbol is

\[ CC_{\text{Wiener}}^{(M)} = \frac{(N_r + N_t - 1) N_r N_t}{L_f} \]

\[ + \frac{(2L_W + 1)(N_r + N_t - 1)}{L_c} \]

\[ + \frac{(2L_W + 1)^3 + (2L_W + 1)}{L_f} + \frac{2L_W}{L_f}, \]

\[ (43) \]

\[ CC_{\text{Wiener}}^{[A]} = \frac{(N_r + N_t - 1) (N_r N_t - 1)}{L_f} \]

\[ + \frac{2L_W (N_r + N_t - 1)}{L_c} \]

\[ + \frac{(2 L_W + 1) \cdot 2 L_W + 2 L_W}{L_f} + \frac{2 L_W}{L_f}. \]

\[ (44) \]

The phase recovery and channel estimation is calculated by (34)-(37). Again, \( Y_{i, \text{S}} \) in (34) can use the intermediate result of (6). Therefore, the computational complexity for a symbol can be represented as

\[ CC_{\text{EKF}}^{[M]} = \frac{(2 N_r N_t - N_r)}{L_c} + \frac{(N_r + N_t - 1) L_d}{L_c} \]

\[ + \frac{(N_r N_t - N_r)}{L_d/L_c}, \]

\[ (45) \]

\[ CC_{\text{EKF}}^{[A]} = \frac{N_r N_t}{L_c} + \frac{(N_r + N_t - 1)(1 + 2 L_d)}{L_c}, \]

\[ (46) \]

Combining (39)-(46), the overall computational complexity for each symbol is

\[ CC = C_M \left( CC_{\text{EKF}}^{[M]} + CC_{\text{WLLS}}^{[M]} + CC_{\text{Wiener}}^{[M]} + CC_{\text{EKF}}^{[A]} \right) \]

\[ + \left( CC_{\text{EKF}}^{[A]} + CC_{\text{WLLS}}^{[A]} + CC_{\text{Wiener}}^{[A]} + CC_{\text{EKF}}^{[A]} \right), \]

\[ (47) \]

where \( C_M \) is the weighing coefficient for multiplication, indicating that the multiplication is much more complex than addition.

**Remark 8:** The computational complexity of different estimation algorithms is compared numerically in Table I. The weighing coefficient for multiplication is set at \( C_M = 1 \) for a fair and compatible comparison with existing researches. The pilot rate is set at \( R_p = 0.1 \). The frame length is set at \( L_f = 10^5 \). For the SPA-MAP algorithm in (17), we set the modulation format as binary phase shift keying (BPSK), and the coefficients as \( L_{\text{det}} = 10, L_{\text{dec}} = 1, r_c = 0.5, w_c = 3, w_r = 6 \). As shown in Table I the proposed WLLS-Wiener algorithm has a much lower computational complexity compared to the existing algorithms [13], [14], [17].

| Table I: Computational Complexity of Different Algorithms |
|----------------------------------------------------------|
| **Algorithm** | **2 x 2** | **4 x 4** | **8 x 8** |
|---------------|-----------|-----------|-----------|
| MIMO          |           |           |           |
| \( L_W = 5 \) | 19.6      | 58.5      | 193.5     |
| \( L_W = 50 \)| 57.0      | 100.4     | 237.6     |
| EKF in [14]  | 3.6e2     | 3.7e3     | 6.8e4     |
| EKF-EKS in [14]| 4.8e2    | 5.1e3     | 8.1e4     |
| EKF in [13]  | 1.2e3     | 5.6e5     | 2.8e8     |
| SPA-MAP in [17]| 5.9e3    | 1.0e5     | 1.1e7     |
| Online MAP in [14] | 5.1e6 | 7.8e7 | 1.1e9 |
| Offline MAP in [14]| 1.0e8 | 1.5e9 | 2.2e10 |

**IV. CRAMÉR–RAO LOWER BOUND**

**A. CRLB for One-shot Phase Estimation**

An important question is how accurate the phase of different transmit and receive oscillators can be estimated in one pilot group (which is defined in assumption (A1)). Without loss of generality, the 1st pilot group is considered in this subsection. And all the corresponding indices are restricted to the 1st pilot group (i.e. \( i = 1, 1 \leq m \leq N_t, m_i = m_1 = [N_t/2], Y = Y_{1, S} = S_1 \), and \( N = N_1 \)).

As shown in Appendix A, the information of \( \varphi_{k,m_i} \) and \( \psi_{l,m_i} \) is only included in the angular terms of \( Y S^H \), which are also the observed data of the CRLB in this subsection.

For the 1st pilot group, (2) can be rewritten as

\[ y_{k,m} = \sum_{l=1}^{N_t} h_{k,l} e^{j(\varphi_{k,m} + \psi_{l,m})} s_{l,m} + n_{k,m}, \]

\[ (48) \]

where

\[ \gamma_{k,l,m} = (\varphi_{k,m} - \varphi_{k,m'}) + (\psi_{l,m} - \psi_{l,m'}) \]

\[ = \begin{cases} 
- \sum_{m' = m+1}^{m} (\Delta \varphi_{k,m'} + \Delta \psi_{l,m'}), & (m < m_i) \\
+ \sum_{m' = m+1}^{m} (\Delta \varphi_{k,m'} + \Delta \psi_{l,m'}), & (m > m_i) \\
0, & (m = m_i).
\end{cases} \]

\[ (49) \]

For practical oscillators, the phase noise innovations are small [30], [31], and the approximation below holds

\[ e^{j \gamma_{k,l,m}} \approx 1 + j \gamma_{k,l,m}. \]

\[ (50) \]

Therefore, (48) can be approximated by

\[ y_{k,m} \approx \sum_{l=1}^{N_t} h_{k,l} e^{j(\varphi_{k,m} + \psi_{l,m})} s_{l,m} + n_{k,m}, \]

\[ + j \sum_{l=1}^{N_t} h_{k,l} e^{j(\varphi_{k,m} + \psi_{l,m})} \gamma_{k,l,m} s_{l,m} + n_{k,m}. \]

\[ (51) \]
And (51) can be rewritten as

\[
y_{k,:} \approx \sum_{i=1}^{N_t} h_{k,i} e^{j(\phi_{k,m_i} + \psi_{i,m_i})} s_{i,:},
\]

\[
+ j \sum_{i=1}^{N_t} h_{k,i} e^{j(\phi_{k,m_i} + \psi_{i,m_i})} (s_{i,:} \odot r_{k,i,:}) + n_{k,:},
\]

(52)

Note the fact that \( Y S^H \) is an orthogonal transformation of the observed data \( Y \), it does not change any information if the observed data is given by \( Y S^H \). Moreover, as shown in Appendix A, the information of \( \phi_{k,m_i} \) and \( \psi_{i,m_i} \) is only included in the angular terms of \( Y S^H \). When the perfect channel estimation is assumed, which is the optimal case of the phase estimation, the element at the \( k^{th} \) row and \( l^{th} \) column of the angular terms of the observed data matrix \( O \) can be given by Appendix A as

\[
\xi_{k,l,m} = \psi_{i,m} + \bar{\psi}_{i,m} + \sum_{m'=2}^{m} \sum_{m=1}^{N_t} \xi_{k,l,m'} \Delta \varphi_{k,m'}
\]

\[
- \sum_{m'=2}^{m} \sum_{m=1}^{N_t} \xi_{k,l,m'} \Delta \psi_{l',m'}
\]

\[
+ \sum_{m'=2}^{m} \sum_{m=1}^{N_t} \xi_{k,l,m'} \Delta \varphi_{k,m'}
\]

\[
+ \sum_{m'=1}^{N_t} \sum_{m=1}^{N_t} \xi_{k,l,m'} \Delta \psi_{l',m'}
\]

(53)

where \( n_{k,l}' \sim N(0, \sigma_n^2 / 2N_t) \) is i.i.d. real AWGN, and

\[
\xi_{k,l,m} \sim N \left( \frac{h_{k,l} e^{j(\psi_{i,m} + \bar{\psi}_{i,m})} s_{i,m}^* s_{i,m}^*}{N_h h_{k,l}} \right).
\]

(54)

It is also worth noting that the last four phase noise terms in (53) are from the symbols before and after the reference index \( m_i \), respectively.

In order to calculate the Fisher information matrix, it is necessary to rearrange the angular terms of the observed data to vector form as

\[
\mathbf{v} = [\mathbf{o}_{1,:}, \mathbf{o}_{2,:}, \ldots, \mathbf{o}_{N_r,:}]^T.
\]

(55)

The expected value of \( \mathbf{v} \) is denoted by \( \mathbf{\mu}_v \). Note the fact that all the noise terms in (53) are zero mean i.i.d. AWGN, the elements of \( \mathbf{\mu}_v \) can therefore be represented as

\[
\mu_v(N_t(k-1)+l) = \varphi_{k,m_i} + \psi_{i,m_i},
\]

(56)

Considering that the variables to be estimated are given by (17), (56) can be rewritten as

\[
\mu_v(N_t(k-1)+l) = \begin{cases} 
\beta_{k,m_i} + \beta_{N_t+l,m_i}, & (l \neq N_t) \\
\beta_{k,m_i}, & (l = N_t).
\end{cases}
\]

(57)

And the first order derivative of \( \mathbf{\mu}_v \) can be calculated as

\[
\frac{\partial \mathbf{\mu}_v}{\partial \beta_{q,m_i}} = \begin{cases} 
\begin{bmatrix} 0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0 \end{bmatrix}^T, & (q \leq N_t) \\
\frac{1 \times N_t}{q - N_t - 1} \begin{bmatrix} 0, \ldots, 0, 1, \ldots, 0, \ldots, 0 \end{bmatrix}^T, & (q > N_t).
\end{cases}
\]

(58)

On the other hand, the covariance matrix \( \Sigma_v \) of \( \mathbf{v} \) is defined as

\[
\Sigma_v \triangleq E \left[ (\mathbf{v} - \mathbf{\mu}_v) (\mathbf{v} - \mathbf{\mu}_v)^T \right].
\]

(59)

Moreover, as shown in Appendix B, the element at the \( (N_t(k_1-1)+l_1), (N_t(k_2-1)+l_2) \) row and \( (N_t(k_2-1)+l_2) \) column of the covariance matrix \( \Sigma_v \) has the form of

\[
\Sigma_v(N_t(k_1-1)+l_1, N_t(k_2-1)+l_2) = \frac{\delta(k_1 - k_2) \delta(l_1 - l_2)}{2N_t |h_{k_1,l_1}| |h_{k_2,l_2}|} \sigma_n^2
\]

\[
+ \sum_{m'=1}^{N_t} \left[ \sum_{m=1}^{m' - 1} \xi_{k_1,l_1,m} \right]^2 \sigma_{\Delta \varphi}^2 \delta(k_1 - k_2)
\]

\[
+ \sum_{m'=1}^{N_t} \left[ \sum_{m=1}^{m' - 1} \xi_{k_2,l_2,m} \right]^2 \sigma_{\Delta \varphi}^2 \delta(k_1 - k_2)
\]

\[
+ \sum_{m'=1}^{N_t} \left[ \sum_{m=1}^{m' - 1} \xi_{k_1,l_1,m} \right]^2 \sigma_{\Delta \varphi}^2 \delta(k_1 - k_2)
\]

\[
+ \sum_{m'=1}^{N_t} \left[ \sum_{m=1}^{m' - 1} \xi_{k_2,l_2,m} \right]^2 \sigma_{\Delta \varphi}^2 \delta(k_1 - k_2)
\]

\[
+ \sum_{m'=1}^{N_t} \left[ \sum_{m=1}^{m' - 1} \xi_{k_1,l_1,m} \right]^2 \sigma_{\Delta \varphi}^2 \delta(k_1 - k_2)
\]

(60)

where \( \delta(\cdot) \) is the unit sampling function which is defined as

\[
\delta(x) = \begin{cases} 
1, & (x = 0) \\
0, & (x \neq 0).
\end{cases}
\]

(61)
And the first order derivative of the covariance matrix can be calculated directly from (60) as

\[
\begin{align*}
\frac{\partial \Sigma_{\nu}(N_t(k_1-1)+l_1,N_t(k_2-1)+l_2)}{\partial \beta_{q,m_i}} &= \sum_{m'=2}^{[N_t/2]} \left( \sum_{m=1}^{m'-1} N_t \sum_{m_1=1}^{m'} \frac{\partial \xi_{k_1,l_1,l'_1,m_1}}{\partial \beta_{q,m_i}} \right) \\
& \times \left( \sum_{m=1}^{m'-1} N_t \xi_{k_2,l_2,l'_2,m_2} \sigma_{\Delta \phi}^2 \delta (k_1 - k_2) \right) \\
+ & \sum_{m''=1}^{[N_t/2]} \left( \sum_{m'=1}^{m''} \sum_{m''=1}^{m''} N_t \sum_{m_1=1}^{m'} \xi_{k_1,l_1,l'_1,m_1} \right) \\
& \times \left( \sum_{m=1}^{m'-1} N_t \xi_{k_2,l_2,l'_2,m_2} \sigma_{\Delta \phi}^2 \delta (k_1 - k_2) \right)
\end{align*}
\]

(62)

Appendix C has the form of

\[
\begin{align*}
\frac{\partial \xi_{k,l',m}}{\partial \beta_{q,m_i}} &= \begin{cases} 
-3 \left( \frac{h_{k,l'}}{N_t h_{k,l}} e^{(\psi_{l',m} - \psi_{l,m})} s_{l',m} s_{l,m} \right), \\
3 \left( \frac{h_{k,l'}}{N_t h_{k,l}} e^{(\psi_{l',m} - \psi_{l,m})} s_{l',m} s_{l,m} \right), \\
0, \\
\end{cases} \\
(l \neq l' = q - N_t) \\
(l' \neq l = q - N_t) \\
(\text{otherwise}),
\end{align*}
\]

(63)

Using (58), (60), and (62), the element at the \(q_1\)th row and \(q_2\)th column of the Fisher information matrix \(\text{FIM}\) can be represented by the classic form as [12] p. 47, (3.31)

\[
\text{FIM}_{q_1,q_2} = \frac{\partial \mu_{q_1}}{\partial \psi_{q_1}} \frac{\partial \mu_{q_1}}{\partial \psi_{q_2}} + \frac{1}{2} \text{tr} \left( \frac{\partial \Sigma_{\psi}}{\partial \psi_{q_1}} \frac{\partial \Sigma_{\psi}}{\partial \psi_{q_2}} \right).
\]

(64)

And the CRLB for one-shot phase estimation can be calculated as [12] p. 44, (3.24)

\[
\text{CRLB}(\beta) = \text{diag} \left( \text{FIM}^{-1} \right). 
\]

(65)

Remark 9: The CRLB derived in this subsection is only dependent on the angular information of the observed data. This is different from previous researches such as [13], [14]. Considering that most known practical phase estimation algorithms only use phase information of the observed data for the phase estimation, this CRLB gives a more practical lower bound for the phase estimation in MIMO systems. Moreover, this CRLB can be easily modified into two simplified cases which can give intuitively satisfying explanations of the system. These two cases are discussed in Remark 10 and 11, respectively. And the numerical results of these two cases will be given in Sec. V.

Remark 10: The first case can be simplified from (53) as

\[
o_{k,l} \approx \varphi_{k,m_i} + \psi_{l,m_i} + \frac{n^{(2)}_{k,l}}{[h_{k,l}]}.
\]

(66)

This approximation is obtained from (53) by neglecting all the phase noise terms. This describes the situation in the low SNR region where the AWGN is the dominant factor of noise. And it can be easily shown that the mean squared error (MSE) of phase estimation is proportional to \(\sigma^2\).

Remark 11: The second case can be simplified from (53) as

\[
o_{k,l} \approx \varphi_{k,m_i} + \psi_{l,m_i} - \frac{1}{N_t} \sum_{m'=2}^{m'-1} \sum_{m=1}^{m'-1} \Delta \varphi_{k,m'} + \frac{1}{N_t} \sum_{m'=1}^{m'-1} \sum_{m=1}^{m'-1} \Delta \varphi_{k,m'} - \frac{1}{N_t} \sum_{m'=2}^{m'-1} \sum_{m=1}^{m'-1} \Delta \psi_{l,m'} + \frac{1}{N_t} \sum_{m'=1}^{m'-1} \sum_{m=1}^{m'-1} \Delta \psi_{l,m'}.
\]

(67)

This approximation is obtained from (53) by setting \(l' = l\) and neglecting the AWGN term. According to (54), \(\xi_{k,l,l',m} = 1/N_t\) when \(l' = l\). This describes the situation in the high SNR region when the system is only contaminated by a certain part of the phase noise. In this case, \(\varphi_{k,m_i}\) is always degraded by corresponding \(\Delta \varphi_{k,m'}\). And \(\psi_{l,m_i}\) is always degraded by
corresponding \( \Delta \psi \). Moreover, no cross term occurs in (67). Considering that the phase noise is a stationary process with independent increments, (67) indicates that there is an MSE floor of the phase estimation in the high SNR region when we only exploit the angular terms of the observed data to estimate the phase information.

B. CRLB for Element-wise Wiener Estimation

Although the ultimate bound of the phase estimation performance in the MIMO system is very difficult to obtain, a very useful CRLB for element-wise Wiener estimation can be obtained to evaluate the performance of the proposed algorithm.

Note the fact that Wiener estimator is the optimal filter for the element-wise phase estimation problem [12], [33], the CRLB is equal to the MSE performance of a two-sided infinite impulse response (IIR) Wiener filter.

Without loss of generality, we only consider the MSE performance of the Wiener estimation for the first pilot group. For the \( q \)th IIR Wiener filter, \( \sigma_{\beta(q)}^2 = \text{CRLB}(\beta_q) \) is given by (65), and the coefficient of the \( i \)th pilot group can be rewritten from (30) as [12]

\[
\omega_{i,q} = \begin{cases} \frac{\kappa \tau}{1 - \kappa^2} \kappa^{i-1}, & (i \geq 1) \\ \frac{\kappa \tau}{1 - \kappa^2} \kappa^{-i}, & (i < 1) \end{cases},
\]

(68)

where

\[
\kappa = (1 + \tau/2) - \sqrt{(1 + \tau/2)^2 - 1},
\]

(69)

\[
\tau = \frac{\sigma_p^2}{\sigma_{\beta(q)}^2}.
\]

(70)

By setting \( L_W \to +\infty \) in (29), and noting that the phase noise is a stationary process with independent increments, the lower bound of the MSE performance of the Wiener estimator can be written as

\[
\sigma_{W(q)}^2 = \sum_{i=-\infty}^{+\infty} \omega_{i,q}^2 \sigma_{\beta(q)}^2 + \sum_{i=2}^{\infty} \left( \sum_{i'=i}^{\infty} \omega_{i',q} \right)^2 \sigma_{pW(q)}^2 \\
+ \sum_{i=-\infty}^{0} \left( \sum_{i'=-\infty}^{i} \omega_{i',q} \right)^2 \sigma_{pW(q)}^2.
\]

(71)

By substituting (68) into (71) and calculating the summation, the following equation holds

\[
\sigma_{W(q)}^2 = \sigma_{\beta(q)}^2 + \frac{\kappa^2 \tau^2 (1 + \kappa^2)}{(1 + \kappa)^2 (1 - \kappa)^2} + 2 \sigma_{pW(q)}^2 \frac{\kappa^4 \tau^2}{(1 + \kappa)^3 (1 - \kappa)^3}.
\]

(72)

By substituting (66) and (70) into (72), \( \sigma_{W(q)}^2 \) can be represented by \( \sigma_{\beta(q)}^2 \) and \( \sigma_{pW(q)}^2 \). Moreover, the equation can be simplified by Mathematica as [12]

\[
\sigma_{W(q)}^2 = \left[ \frac{4}{\sigma_{pW(q)}^2 \sigma_{\beta(q)}^2} + \frac{1}{\sigma_{\beta(q)}^2} \right]^{-1/2}.
\]

(73)

Wiener filter is the optimal filter for the element-wise phase estimation problem [32]. Noting that the noise MSE in (73) is given by (28) and (65), (73) is also the CRLB for the element-wise Wiener estimators.

V. NUMERICAL RESULTS

In this section, the numerical performance of our newly proposed phase and channel estimation algorithm is evaluated against the CRLB. Moreover, the BER performance of the proposed algorithm is also evaluated in details. It is assumed that \( \sigma_{\Delta\psi}^2 = \sigma_{\Delta\psi}^2 = \sigma_{\Delta\gamma}^2 = 1/\mathrm{SNR} \) throughout this section. Moreover, the elements of channel matrix \( \mathbf{H} \) are assumed to be i.i.d. standard complex Gaussian distribution so that the amplitude of the matrix element is i.i.d. Rayleigh distributed variable. Furthermore, unless otherwise specified, below coefficients are used throughout this section: The transmission symbol format is quadrature phase shift keying (QPSK). The MIMO decoder uses the conventional minimum mean squared error (MMSE) algorithm in [27]. \( N_r = 2, N_r = 2, \sigma_R^2 = 10^{-4} \), the pilot rate \( R_p = 1/10 \), and the Wiener filter tap length \( L_{tap} = 101 \). To evaluate the system performance, a minimum of \( 10^5 \) independent Monte-Carlo trials are used. And a frame length of \( L_f = 3 \times 10^3 \) symbols are transmitted in each trial. The phase and channel estimation performance will be discussed in Sec. V-A. And the BER performance will be discussed in V-B.

A. Estimation Performance

The phase estimation MSE performance for both WLLS one-shot estimator and WLLS Wiener estimator are shown in Fig. 4. The results indicate that the proposed WLLS one-shot estimator performs better than the conventional data aided estimation (DAE) algorithm in [13]. This is because the WLLS one-shot estimator extracts \( N_r + N_t - 1 \) phase information from \( N_r, N_t \) observed angular terms, and assigns a smaller weight to the observed data with larger errors, thereby reducing the phase estimation error (refer to [21]-[24] for details). Moreover, the performance of the WLLS one-shot estimator is very close to the CRLB for one-shot estimation.
The slight performance degradation in the low SNR region for the WLLS one-shot estimator is mainly due to the small noise assumption. The slight performance degradation in the high SNR region is mainly due to neglecting the intra-pilot-group phase noise. On the other hand, introducing the Wiener estimator further improves the performance of the WLLS one-shot estimator in the low SNR region. This is because the Wiener filtering reduces the impact of AWGN. Moreover, the performance of the WLLS-Wiener estimator is very close to the CRLB for Wiener Estimation. The slight performance degradation in the low SNR region for the WLLS-Wiener estimator is mainly due to the small noise assumption and the finite filter tap length. The slight performance degradation in the high SNR region is mainly due to neglecting the intra-pilot-group phase noise. Furthermore, the simplified CRLB from (66) is a tight lower bound in the low SNR region, which indicates the AWGN dominant situation. And the simplified CRLB from (67) indicates the MSE floor in the high SNR region. This is because the Wiener filtering reduces the impact of AWGN. Moreover, similar to Fig. 4, the MSE floor in the high SNR region is mainly due to neglecting certain cross terms of the phase noise.

The channel estimation MSE is plotted in Fig. 5. The results indicate that the proposed algorithm can obtain more than $10^3$ times better channel estimation accuracy than the conventional DAE algorithm in [13]. This is because the fast varying phase noise is cancelled before the full channel estimation in the proposed algorithm, and the channel estimation process can be averaged over the whole frame to improve the estimation accuracy.

In order to quantify the influence of the Wiener filter tap length, Fig. 6 compares the phase estimation MSE performance of WLLS Wiener phase estimator for different Wiener filter tap lengths (1, 3, 5, ..., 21). As shown in Fig. 6 when the SNR is lower, the effective filter length will be larger and the curve converges slower. When the filter length is large and the curve converges, an MSE performance degradation is observed, and the performance degradation is larger when the SNR is lower. We believe this is mainly due to the small angle assumption in the derivation. When the filter tap length is small, we can observe more MSE performance degradation, which is due to the finite tap length effect. Although finite tap length degrades the estimation performance and a larger tap length can give a better estimation accuracy, it is shown in Fig. 6 that a relatively small tap length of 11 performs well when the phase noise variance $\sigma_\Delta^2 = 10^{-4}$.

Fig. 6 indicates that the MSE has a minimum value, or floor in the high SNR region. In order to verify the origin of this floor, Fig. 7 compares the phase estimation MSE performance of the WLLS one-shot phase estimator for different phase noise variances ($\sigma_\Delta^2 = 10^{-3}, 10^{-4}, 10^{-5}$). In the low SNR region, the MSE is similar as it is dominated by AWGN. In the high SNR region, the MSE floor is dominated by intra-pilot-group phase noise, which is proportional to the phase noise variance. Therefore, the MSE floor is also proportional to the phase noise variance. Moreover, similar to Fig. 4, the MSE penalty in the very high SNR region is due to neglecting the intra-pilot-group phase noise in the WLLS estimator.

Fig. 8 compares the phase estimation MSE performance of the WLLS Wiener phase estimator for different phase noise variances ($\sigma_\Delta^2 = 10^{-3}, 10^{-4}, 10^{-5}$). Unlike Fig. 7 where similar performance is observed for all phase noise variances in the low SNR region, a phase noise dependent MSE performance is observed. This is because the effective length of the Wiener filter is shorter when the phase noise is larger, and so there is less noise averaging. Again, the MSE degradation in the low SNR region is mainly due to the small angle approximation.

B. BER Performance of the MIMO system

The BER performance of both maximum-likelihood decoder (MLD) and MMSE receiver are shown in Fig. 9. Because of better phase and channel estimation accuracy, the proposed algorithm outperforms the conventional DAE algorithm. On the other hand, the BER floor is observed when using MMSE...
MIMO decoder, this is a direct consequence of the phase estimation MSE floor, which introduces an outage probability floor in the high SNR region. However, this problem can be suppressed by exploiting higher degree of freedom in MIMO systems (e.g. by applying MLD). As a result, when compared to the perfect phase and channel estimation scenario at the HD-FEC limit of $\text{BER} = 4.7 \times 10^{-3}$ [19], the proposed algorithm has an SNR penalty of approximately 0.5 dB for both MLD and MMSE MIMO decoders, while the conventional algorithm has an SNR penalty of approximately 3.2 dB and 3.5 dB for MLD and MMSE MIMO decoders, respectively.

Fig. 10 compares the BER performance of the proposed phase and channel estimation algorithm for different pilot rates ($R_p = 5\%, 10\%, 20\%$). In the high SNR region, the BER floor is lower when the phase noise is smaller, which is a direct consequence of the MSE floor in Fig. 8.

Fig. 11 compares the BER performance of the proposed phase and channel estimation algorithm for different modulation formats (BPSK, QPSK, and 16-quadrature amplitude modulation (16-QAM)). A higher modulation format is more vulnerable to the phase error, leading to a higher BER floor.
Fig. 11. BER of a $2 \times 2$ MIMO system. Pilot rate $R_p = 5\%$ (triangles), $10\%$ (squares), $20\%$ (circles). Red lines - proposed algorithm, blue dotted lines - EKF in [13], black dashed line - perfect phase and channel estimation.

Fig. 13. BER of different MIMO systems. $2 \times 2$ (circles), $3 \times 3$ (squares), and $4 \times 4$ (triangles)). Red lines - proposed algorithm, blue dotted lines - EKF in [13], black dashed lines - perfect phase and channel estimation.

As a result, when compared to the perfect phase and channel estimation scenario at the HD-FEC limit of BER = $4.7 \times 10^{-3}$ [19], the proposed algorithm has an SNR penalty of approximately 0.3 dB, 0.5 dB, and 1.2 dB, while the conventional algorithm has an SNR penalty of approximately 3.5 dB, 3.5 dB, and 4.0 dB for BPSK, QPSK, and 16-QAM, respectively.

Fig. 14 compares the BER performance of the proposed phase and channel estimation algorithm for different MIMO systems ($2 \times 2, 2 \times 3, 3 \times 3, 4 \times 3,$ and $4 \times 4$). The results indicates that for a fixed transmit antenna number ($N_t$), a larger receive antenna number ($N_r$) can lead to a better BER performance. This is because with the diversity order of MMSE MIMO decoder is $N_r - N_t + 1$, and a larger diversity order leads to a better performance for the reference system with perfect estimation [27]. Moreover, a lower BER floor is also observed when $N_r$ is larger. And we believe redundant degrees of freedom in MIMO systems can lead to better resistance to the imperfect phase and channel estimations. As a result, when compared to the perfect phase and channel estimation scenario at the HD-FEC limit of BER = $4.7 \times 10^{-3}$ [19], the proposed algorithm has an SNR penalty of approximately 0.5 dB, 0.3 dB, and 0.2 dB, while the conventional algorithm has an SNR penalty of approximately 3.6 dB, 3.2 dB, and 3.3 dB for $2 \times 2, 2 \times 3,$ and $2 \times 4$ MIMO systems, respectively.

VI. CONCLUSION

A novel pilot-aided phase and channel estimator is proposed in this paper. The proposed estimator is a sequential combination of a channel amplitude estimator, a WLLS phase estimator, a Wiener phase estimator and an LS channel estimator. By doing so, the overall impact of the interaction between phase noise and channel estimation reduces to a quasi-static phase shift, which cancels out when the overall phase and channel estimation is computed. Moreover, the proposed algorithm enables the averaging process for the channel estimation over the whole frame. As a result, the phase and channel estimation accuracy has been significantly improved. And the phase estimation MSE is very close to the corresponding CRLB. Moreover, at the HD-FEC limit of $4.7 \times 10^{-3}$, the SNR penalty of the BER curve is reduced to approximately 0.5 dB level, which is more than 2 dB
better than the conventional EKF/EKS approaches in [13], [14]. Furthermore, the algorithm is a sequential combination of several linear estimators, which significantly reduces the computational complexity of the estimation process.

As shown from the numerical results, the proposed algorithm is suitable for different kinds of MIMO decoders (e.g. MMSE and MLD), different modulation formats (e.g. BPSK, QPSK, and 16-QAM), and different antenna numbers. Although a BER floor is observed in MMSE MIMO decoders when \( N_t = N_r \), this phenomenon can be easily suppressed by using slightly larger scale of receive antennas (\( N_r = N_t + 1 \)), better decoders such as MLD, or FEC coding, which are typical techniques in commercial systems.

Moreover, when a single oscillator is used in the transmitter or the receiver, which is a special case of the considered system, we can adapt to such cases by slightly modifying the WLLS estimator in the proposed algorithm. As there are fewer phase variables to be estimated, further performance improvement and reduced computational complexity may be achieved.

Considering the performance, the computational complexity, and the adaptability of the newly proposed algorithm, it will provide useful guidelines for designing MIMO systems with phase noise, and it will be feasible to practical commercial systems in the future.

APPENDIX A

THE ANGULAR TERMS OF THE OBSERVED DATA

Consider the observed data below

\[
O' = \frac{1}{N_t} Y S^H.
\]

The element at the \( k^{th} \) row and \( l^{th} \) column of \( O' \) can be calculated by (52) as

\[
o'_{k,l} = \frac{1}{N_t} W_{k,l} s^H_i:
\]

\[
\approx \frac{1}{N_t} \sum_{l=1}^{N_t} h_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})} s_{l,m_l}^H + \frac{1}{N_t} n_{k,l} s^H_i:
\]

\[
+ j \frac{1}{N_t} \sum_{l=1}^{N_t} h_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})} \left( s_{l,m_l}^* \odot \gamma_{k,l,m_i} \right) s^H_i:
\]

(75)

Note the fact that \( S \) is an orthogonal matrix with normalized elements, (75) can be simplified and rewritten in element-wise form as

\[
o'_{k,l} \approx h_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})} + n^{(1)}_{k,l}
\]

\[
+ j \frac{1}{N_t} \sum_{l=1}^{N_t} h_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})} \left( s_{l,m_l}^* \odot \gamma_{k,l,m_i} \right)
\]

(76)

where \( n^{(1)}_{k,l} \sim \mathcal{CN}(0, \sigma^2_{n_t}/N_t) \) is i.i.d. circularly-symmetric complex AWGN.

Define

\[
\eta_{k,l,m_l} = h_{k,l} e^{j(\psi_{l,m_l} - \psi_{1,m_1})} s_{l,m_l}^*.
\]

(77)

Equation (76) can be represented as

\[
o'_{k,l} \approx h_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})}
\]

\[
+ h_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})} \cdot \frac{n^{(1)}_{k,l}}{h_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})}}
\]

\[
+ \sum_{l=1}^{N_t} \sum_{m_l=1}^{N_t} \eta_{k,l,m_l} \gamma_{k,l,m_l}
\]

(78)

When the complex term \( X \) is assumed to be small, below approximation holds

\[
1 + X \approx (1 + \Re(X)) e^{j\Im(X)}.
\]

(79)

By extracting the term \( h_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})} \) in (78) and using (79), (78) can be rewritten as

\[
o'_{k,l} \approx h_{k,l} \left( 1 + \frac{n^{(3)}_{k,l}}{h_{k,l}} + \sum_{l=1}^{N_t} \sum_{m_l=1}^{N_t} \Im(\eta_{k,l,m_l} \gamma_{k,l,m_l}) \right)
\]

\[
\times e^{j(\varphi_{k,m_i} + \psi_{l,m_i}) + \sum_{l=1}^{N_t} \sum_{m_l=1}^{N_t} \Re(\eta_{k,l,m_l} \gamma_{k,l,m_l})}
\]

(80)

where

\[
\begin{align*}
\eta^{(2)}_{k,l} &= \Im(\eta^{(1)}_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})}) \\
\eta^{(3)}_{k,l} &= \Re(\eta^{(1)}_{k,l} e^{j(\varphi_{k,m_i} + \psi_{l,m_i})})
\end{align*}
\]

(81)

are i.i.d. real AWGN with zero mean and variance \( \sigma^2_{n_t}/2N_t \).

Noting the fact that \( n^{(1)}_{k,l} \) is i.i.d. circularly-symmetric complex AWGN, the exponential term in (81) does not change the distribution of \( n^{(2)}_{k,l} \) and \( n^{(3)}_{k,l} \). Therefore, the information of \( \varphi_{k,m_i} \) and \( \psi_{l,m_i} \) is only included in the angular term of (80).

If perfect channel estimation is assumed, which is the optimal
case of the phase estimation, the effective observed data for the phase estimation is the angular term of (80), which can be written as

$$o_{k,l} = \varphi_{k,m} + \psi_{l,m} + \frac{N_i}{2} \xi_{k,l,l', m} \varphi_{k,m'} + \frac{N_i}{2} \sum_{l' = 1}^{N_i} \xi_{k,l,l', m} \varphi_{k,m'} \Delta \psi_{l', m'} \quad (82)$$

where $\xi_{k,l,l', m}$ is $\mathbb{R}(\psi_{k,l,l', m})$.

By substituting (59) into (82), the equation can be rewritten as

$$o_{k,l} = \varphi_{k,m} + \psi_{l,m} + \frac{N_i}{2} \xi_{k,l,l', m} \varphi_{k,m'} + \frac{N_i}{2} \sum_{l' = 1}^{N_i} \xi_{k,l,l', m} \Delta \psi_{l', m'}$$

$$= \varphi_{k,m} + \psi_{l,m} + \frac{N_i}{2} \xi_{k,l,l', m} \varphi_{k,m'} + \frac{N_i}{2} \sum_{l' = 1}^{N_i} \xi_{k,l,l', m} \Delta \psi_{l', m'} \quad (83)$$

And (53) can be directly obtained by changing the order of summation in (83).

**APPENDIX B**

**DERIVATION OF (60)**

Equation (59) can be rewritten in element-wise form as

$$\Sigma_{\psi}(N_i(k_1-1)+i_1, N_i(k_2-1)+i_2) = E \left[ \left( o_{k_1,l_1} - \mu_{\psi}(N_i(k_1-1)+i_1) \right) \left( o_{k_2,l_2} - \mu_{\psi}(N_i(k_2-1)+i_2) \right) \right] \quad (84)$$

Noting the fact that all the phase noise increment and AWGN are mutually independent random variables, the cross-covariance between any two different noise sources is zero. By substituting (53) and (57) into (84), the 1st non-zero term of (84) can be written as

$$E \left( \frac{n_{k_1,l_1}}{h_{k_1,l_1}} \frac{n_{k_2,l_2}}{h_{k_2,l_2}} \right) = \frac{1}{h_{k_1,l_1}} \frac{1}{h_{k_2,l_2}} E \left( n_{k_1,l_1} n_{k_2,l_2} \right)$$

$$= \frac{1}{h_{k_1,l_1}} \frac{1}{h_{k_2,l_2}} \sigma^2 \Delta \varphi (k_1 - k_2) \delta (l_1 - l_2) \quad (85)$$

The 2nd non-zero term of (84) can be written as

$$E \left( - \sum_{l_1' = 1}^{N_i} \sum_{m_1' = 1}^{N_i} \xi_{k_1,l_1,l_1', m_1} \Delta \varphi_{k_1,m_1'} \right) \left( - \sum_{l_2' = 1}^{N_i} \sum_{m_2' = 1}^{N_i} \xi_{k_2,l_2,l_2', m_2} \Delta \varphi_{k_2,m_2'} \right)$$

$$= \frac{1}{h_{k_1,l_1}} \frac{1}{h_{k_2,l_2}} \sigma^2 \Delta \varphi (k_1 - k_2) \delta (l_1 - l_2) \quad (86)$$

The simplification of the first and second equation in (86) is due to the fact that

$$E \left( \Delta \varphi_{k_1,m_1'} \Delta \varphi_{k_2,m_2'} \right) = \begin{cases} \sigma^2 \Delta \varphi, & (k_1 = k_2, m_1' = m_2' = m') \\ 0, & \text{(otherwise).} \end{cases} \quad (87)$$

The 3rd non-zero term of (84) can be written as

$$E \left( - \sum_{l_1' = 1}^{N_i} \sum_{m_1' = 1}^{N_i} \xi_{k_1,l_1,l_1', m_1} \Delta \psi_{l_1', m_1'} \right) \left( - \sum_{l_2' = 1}^{N_i} \sum_{m_2' = 1}^{N_i} \xi_{k_2,l_2,l_2', m_2} \Delta \psi_{l_2', m_2'} \right)$$

$$= \frac{1}{h_{k_1,l_1}} \frac{1}{h_{k_2,l_2}} \sigma^2 \Delta \psi \left( l_1' = l_2' = l', m_1' = m_2' = m' \right) \quad (88)$$

The simplification of (88) is due to the fact that

$$E \left( \Delta \psi_{l_1', m_1'} \Delta \psi_{l_2', m_2'} \right) = \begin{cases} \sigma^2 \Delta \psi, & (l_1' = l_2' = l', m_1' = m_2' = m') \\ 0, & \text{(otherwise).} \end{cases} \quad (89)$$

Similar to (86), the 4th non-zero term of (84) can be written
as

\[
E \left[ \sum_{m'_1=1}^{N_l} \left( \sum_{m_1=m'_1}^{N_l} \sum_{l'_1=1}^{N_l} \xi_{k_1,l_1,l'_1,m_1} \right) \Delta \varphi_{k_1,m'_1} \right] \\
\times \sum_{m'_2=1}^{N_l} \left( \sum_{m_2=m'_2}^{N_l} \sum_{l'_2=1}^{N_l} \xi_{k_2,l_2,l'_2,m_2} \right) \Delta \varphi_{k_2,m'_2} \\
= \sum_{m'=1}^{N_l} \left( \sum_{m_1=m'_1}^{N_l} \sum_{l'_1=1}^{N_l} \xi_{k_1,l_1,l'_1,m_1} \right) \sum_{m'_2=1}^{N_l} \left( \sum_{m_2=m'_2}^{N_l} \sum_{l'_2=1}^{N_l} \xi_{k_2,l_2,l'_2,m_2} \right) \sigma^2 \Delta \psi \delta(k_1-k_2) .
\]

\[\text{(90)}\]

Similar to (88), the 5th non-zero term of (84) can be written as

\[
E \left[ \sum_{m'_1=1}^{N_l} \left( \sum_{m_1=m'_1}^{N_l} \sum_{l'_1=1}^{N_l} \xi_{k_1,l_1,l'_1,m_1} \right) \Delta \psi_{l'_1,m'_1} \right] \\
\times \sum_{m'_2=1}^{N_l} \left( \sum_{m_2=m'_2}^{N_l} \sum_{l'_2=1}^{N_l} \xi_{k_2,l_2,l'_2,m_2} \right) \Delta \psi_{l'_2,m'_2} \\
= \sum_{l'=1}^{N_l} \left( \sum_{m'=1}^{N_l} \sum_{m_1=m'_1}^{N_l} \sum_{l'_1=1}^{N_l} \xi_{k_1,l_1,l'_1,m_1} \right) \\
\times \left( \sum_{m'_2=1}^{N_l} \sum_{m_2=m'_2}^{N_l} \sum_{l'_2=1}^{N_l} \xi_{k_2,l_2,l'_2,m_2} \right) \sigma^2 \Delta \psi .
\]

Moreover, all the other terms in (84) are equal to 0. And (60) can be obtained by substituting (85), (86), (88), (90), (91) into (84).

**APPENDIX C**

**DERIVATION OF (63)**

By substituting (17) into (54), the first derivative under different cases can be calculated as below:

When \( l' \neq l, q = l' + N_r, \) and \( l \neq N_t, \) the first derivative of (54) has the form of

\[
\frac{\partial \xi_{k,l',m}}{\partial \beta_{q,m_i}} = \frac{\partial}{\partial \beta_{q,m_i}} \Re \left( \frac{h_{k,l'}}{N_t h_{k,l}} e^{j(\beta_{q,m_i} - \beta_{q,m_i})} s_{l',m} s_{l,m}^* \right) \\
= \Re \left( j \frac{h_{k,l'}}{N_t h_{k,l}} e^{j(\beta_{q,m_i} - \beta_{q,m_i})} s_{l',m} s_{l,m}^* \right) \\
= \Re \left( j \frac{h_{k,l'}}{N_t h_{k,l}} e^{j(\psi_{l,m_i} - \psi_{l,m_i})} s_{l',m} s_{l,m}^* \right) .
\]

\[\text{(92)}\]

When \( l' \neq l, q = l' + N_r, \) and \( l = N_t, \) the first derivative of (54) has the form of

\[
\frac{\partial \xi_{k,l',m}}{\partial \beta_{q,m_i}} = \frac{\partial}{\partial \beta_{q,m_i}} \Re \left( \frac{h_{k,l'}}{N_t h_{k,l}} e^{j(\beta_{q,m_i} - \beta_{q,m_i})} s_{l',m} s_{l,m}^* \right) \\
= \Re \left( j \frac{h_{k,l'}}{N_t h_{k,l}} e^{j(\beta_{q,m_i} - \beta_{q,m_i})} s_{l',m} s_{l,m}^* \right) \\
= \Re \left( j \frac{h_{k,l'}}{N_t h_{k,l}} e^{j(\psi_{l,m_i} - \psi_{l,m_i})} s_{l',m} s_{l,m}^* \right) .
\]

\[\text{(93)}\]
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