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Abstract—The ultimate goal of continuous sign language recognition (CSLR) is to facilitate the communication between special people and normal people, which requires a certain degree of real-time and deploy-ability of the model. However, in the previous research on CSLR, little attention has been paid to the real-time and deploy-ability. In order to improve the real-time and deploy-ability of the model, this paper proposes a zero parameter, zero computation temporal superimposition crossover module (TSCM), and combines it with 2D convolution to form a "TSCM+2D convolution" hybrid convolution, which enables 2D convolution to have strong spatial-temporal modelling capability with zero parameter increase and lower deployment cost compared with other spatial-temporal convolutions. The overall CSLR model based on TSCM is built on the improved ResBlockT network in this paper. The hybrid convolution of "TSCM+2D convolution" is applied to the ResBlock of the ResNet network to form the new ResBlockT, and random gradient stop and multi-level CTC loss are introduced to train the model, which reduces the final recognition WER while reducing the training memory requirements for the accuracy, real-time and deploy-ability of CSLR models because the input is video data and the spatial-temporal relationships between video frames need to be fully considered, resulting in a very computationally intensive recognition model.

The main purpose of the sign language recognition model is to translate sign language movements into natural languages that can be recognized by normal people, so as to reduce communication barriers between special people and normal people, and it can also be used as an artificial tool for human-computer interaction\cite{11,2,3}. In the last decade, video-based sign language recognition (VSLR) has developed significantly and become the mainstream of sign language recognition at present. According to the results of VSLR, it can be divided into: isolated word sign language recognition and CSLR, while in real scenarios, CSLR has greater application value\cite{4,5}.

In the early stage, in CSLR, researchers used the combination of manual features and HMM to recognize sign language videos\cite{6,7}. With the advent and development of CNN, CNN has replaced manual features with its excellent feature extraction capability and combined with HMM to form a hybrid model of "CNN+HMM"\cite{8,9}. Later, due to the excellent performance of LSTM in temporal processing, combined with the feature extraction capability of CNN, it was applied to CSLR\cite{10,11}. In recent years, multimodal and multi-thread models have emerged in order to achieve higher recognition accuracy and to obtain richer feature information. Two-stream networks with one stream for RGB images and one stream for optical flow images have achieved good results in CSLR\cite{12}. And in order to obtain more cues, hand shape, facial expressions, human posture, etc. can be used as the input of multimodal model\cite{13}. However, these studies are aimed at improving the accuracy of CSLR models, and less research has been done on real-time and deploy-ability\cite{14}.

The initial purpose of the sign language recognition model is to reduce communication barriers between special people and normal people. As a communication tool, there should be high requirements for the accuracy, real-time and deploy-ability of the model\cite{15}. VSLR is a challenging task to improve the real-time and deploy-ability of CSLR models because the input is video data and the spatial-temporal relationships between video frames need to be fully considered, resulting in a very computationally intensive recognition model.

To address the above problems, a zero-computation, zero-parameter TSCM is proposed to combine with 2D convolution to form a "TSCM+2D convolution" hybrid convolution, which can be flexibly inserted into existing classical classification models, and has strong universality, and can effectively model the spatial-temporal information of any video. In this paper, ResNet\cite{16} is improved by replacing the normal convolution of the residual branch in ResBlock with the proposed hybrid convolution, and the resulting new Block is named ResBlockT, and random gradient stop\cite{17} and multi-level CTC loss\cite{5} are introduced for training, which reduces the word error rate (WER) of the final recognition while reducing the training memory usage. The proposed method has been tested on two publicly available continuous sign language datasets, and has achieved highly competitive results.

The main contributions of this paper are as follows:

- This paper proposes a zero-computation, zero-parameter TSCM that combines adjacent temporal data into one data, which can be flexibly and conveniently inserted into existing classical classification models to extend image recognition tasks to video recognition tasks.
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This paper proposes a hybrid convolution formed by combining TSCM and 2D convolution, which can be flexibly and conveniently inserted into existing classical classification models, enabling 2D-CNNs to also handle 3D video data well.

In this paper, we improve the ResNet network, replace the ordinary convolution in the residual branch of ResBlock with the hybrid convolution we proposed, form a new block called ResBlockT, and introduce random gradient stop and multi-level CTC loss to train the model, which reduces the use of training memory usage while reducing the final identified WER.

The improved network in this paper is the first end-to-end network in CSLR that uses only 2D convolution for spatial-temporal feature extraction. Experiments have been carried out on two publicly available continuous sign language datasets, and highly competitive results have been achieved.

II. RELATED WORK

A. Continuous sign language recognition

VSLR is the translation of continuous sign language videos into comprehensible written phrases or spoken words. While traditional methods usually extract manual features and then combine them with HMMs or dynamic time warping (DTW) methods, the rise of CNNs has replaced the extraction of manual features. Koller et al. embedded CNN end-to-end into HMM, and explained the output of CNN in the Bayesian framework. The CNN-HMM hybrid model combines the strong discrimination ability of CNN and the sequence modeling ability of HMMs. In RNN, both the high temporal modelling capability of LSTMs and the alignment approach of CTC for non-aligned sequences are well suited for CSLR. Gao et al. proposed an effective RNN converter-based Chinese sign language processing method and designed a multi-level visual hierarchical transcription network with frame-level, lexical-level and phrase-level BiLstm to explore multi-scale visual semantic features. Min et al. proposed visual alignment constraints to enable end-to-end training of CSLR networks by enforcing feature extractors for more alignment supervision for prediction, which was used to address the overfitting problem of CTC in CSLR.

3D-CNN is one of the common methods to process video sequences and can be very effective in establishing spatial-temporal dependency, and have also been widely used in CSLR. Ariesta et al. proposed a sentence-level sign language method combining 3D-CNN and bidirectional recurrent neural network (Bi-RNN) for deep learning. 3D-CNN network has the disadvantages of being computationally intensive and bulky models, and in order to design a lightweight 3D-CNN network, the 3D convolution was decomposed into “2+1D” convolution. Han et al. used ”2+1D-CNN” for feature extraction and proposed a lightweight spatial-temporal channel attention module.

The input of the CSLR model is no longer limited to the original sign language video data, and more diversified multimodal input is used to obtain more abundant feature information. Cui et al. developed a CSLR system with recursive CNN on the multi-modal data of RGB frames and optical flow images. Zhou et al. proposed a new CSLR multi clue framework and designed a spatial multi clue module with a self-contained attitude estimation branch to decompose spatial multi clue features.

In this paper, in order to improve the real-time and deployability of the CSLR model, the main differences between our work and the above work are: 1) using only RGB images as input, improving on the classical classification model; 2) instead of establishing temporal relationship via LSTM or 3D-CNN, end-to-end training is performed by the proposed method using only 2D convolution for temporal feature extraction.
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\[ Y_i = w_1 X_{i-1} + w_1 X_i + w_1 X_{i+1} \]  

where \( Y_i \) is the result after the time superimposed crossover.

... shown in Figure 2. For each channel of adjacent temporal data, the proposed partial channel overlay crossover method is used to obtain temporal features in order to reduce the number of model parameters while ensuring the validity of the features. The details of temporal superposition and channel crossover are presented next, respectively.

The calculation process of traditional 1D convolution is as follows:

Let there exist a 1D time-series data \( X \) of infinite length, where any three adjacent data can be denoted as \( X_{i-1}, X_i, X_{i+1} \), \( i \in [1, \text{length}(X) - 2] \). The data is computed using

\[ Y_i = w_1 X_{i-1} + w_1 X_i + w_1 X_{i+1} \]  

where \( Y_i \) denotes the output of the convolution calculation. 1D The convolution calculation process is a summation process in which adjacent temporal data are multiplied by the corresponding weights according to the size of the convolution kernel.

A straightforward approach to the temporal superposition problem is to superimpose adjacent temporal data in the channel dimension. That is, we can use a 1D convolution with a convolution kernel of size 1, an input channel number that is expanded by a factor of \( n \) (\( n \) is the number of superimposed data), and an output channel number that remains the same as the channel number of the original data \( X_i \) to perform a convolution operation to achieve the same temporal modelling effect as in equation (1). Taking any three adjacent data as an example, let the superimposed data be \( X_i' = [X_{i-1}, X_i, X_{i+1}] \), \( i \in [1, \text{length}(X) - 2] \). The weight of the 1D convolution is

\[ W' = [w_1, w_2, w_3] \]

and the convolution process is as follows:

\[ Y_i' = W' X_i'^T = w_1 X_{i-1} + w_1 X_i + w_1 X_{i+1} \]  

where \( Y_i' \) is the output after the convolution calculation and the number of channels is kept the same as \( X_i \). From equations (1) and (2), it can be seen that the traditional 1D convolution calculation is equivalent to the 1D convolution calculation using time superposition. That is to say, by embedding the time superposition operation into the 2D convolution, the 2D convolution can process 3D data. At this time, the computation process and the number of parameters of the 2D convolution are then the same as those of the 3D convolution.
However, as can be seen from the above time stacking methods that stacking all channels of adjacent time data directly can establish effective time relationship, but it will cause a sharp increase in the amount of calculation and parameters. In order to balance efficiency and accuracy, we adopt the method of channel partial stacking to ensure that the number of channels remains constant before and after the superposition.

On the other hand, in the actual processing process, it is found that the spatial-temporal relationship of adjacent data could not be fully explored by using simple superposition method only, so we use the channel crossover method to mix the channel information of adjacent spatial-temporal data to establish a more effective spatial-temporal relationship. Channel crossover refers to the cross-mixing of channel data in a comb-like pattern in the channel dimension of adjacent temporal data, and we use partial channel crossover for data mixing in order to ensure the efficiency of the model.

Let \( X_{i-1} = (x_{1}^{i-1}, x_{2}^{i-1}, \ldots, x_{n}^{i-1}) | n \in N \), \( X_{i} = (x_{1}^{i}, x_{2}^{i}, \ldots, x_{n}^{i}) | n \in N \), \( X_{i+1} = (x_{1}^{i+1}, x_{2}^{i+1}, \ldots, x_{n}^{i+1}) | n \in N \), \( i \in [1, \text{length}(X) - 2] \), where \( N \) is the number of channels, then the temporal superposition crossover operation is:

\[
X'_{i} = (x_{1}^{i-1}, x_{2}^{i+1}, \ldots, x_{n-1}^{i}, x_{n}^{i+1}) | n \in N
\]

where \( \circ \) is the channel crossover operation and \( X'_{i} \) is the output after the temporal channel crossover operation.

B. ResBlockT

The TSCM proposed in this paper is a zero-parameter, zero-computation, plug-and-play module that can be combined with 2D convolution to make 2D convolution capable of processing 3D data. Taking the ResNet network as an example, we replace the normal convolution of the residual branch in ResBlock with a hybrid convolution of “TSCM+2D convolution” to obtain a new block called ResBlockT, as shown in Figure 3.

Let the input feature of ResBlockT be \( f^T \times N \times H \times W \), where \( T \) is the timing length, \( N \) is the number of channels, and \( H \times W \) is the resolution of the feature map. Taking the ResBlockT with bottleneck structure as an example, the channel information is first mixed by TSCM on adjacent data, and let its processing be \( TSCM(\cdot) \). Then the channel compression is performed by a 2D convolution with a convolution kernel as follows:

\[
f_{1}^{T \times N \times H \times W} = Covn_{1 \times 1}(TSCM(f^{T \times N \times H \times W}))
\]

Where \( f_{1}^{T \times N \times H \times W} \) is the output after channel compression. Repeating the above process to process \( f_{1}^{T \times N \times H \times W} \) through the TSCM and then processing it using a 2D convolution with a convolution kernel of \( 3 \times 3 \):

\[
f_{2}^{T \times \frac{N}{2} \times H \times W} = Covn_{3 \times 3}(TSCM(f_{1}^{T \times \frac{N}{2} \times H \times W}))
\]

where \( f_{2}^{T \times \frac{N}{2} \times H \times W} \) is the output data. Finally the feature is up-dimensioned and short-connected summed after passing the TSCM.

\[
f_{result}^{T \times N \times H \times W} = Covn_{1 \times 1}(TSCM(f_{2}^{T \times \frac{N}{2} \times H \times W})) + f^{T \times N \times H \times W}
\]

where \( f_{result}^{T \times N \times H \times W} \) is the final output of the residual block. The above is the process of calculating ResBlockT for a bottleneck structure, and the process of calculating ResBlockT for a non-bottleneck structure is similar to this.

This paper improves the ResNet34 network based on the bottleneck structure ResBlockT. The new network is called the ResNetT34 network and its network architecture is shown in Figure 1. ResNetT34 consists of two parts. The first part is the original ResNet34 network, including the large convolution kernel down-sampling of ResNet34 network, res2, res3 and part of res4. During training, the network layer of this part is trained using the method of random gradient descent. The second part consists of ResBlockT replacing the last seven ResBlocks of the original ResNet34 network, including the last four ResBlocks in res4 and the three ResBlocks in res5, with two down-sampling operations in the temporal dimension, and finally the whole network is trained using multi-level CTC loss.

IV. EXPERIMENT

In this section, we conduct comprehensive experiments on two widely used CSLR datasets to validate the effectiveness of the proposed model in this paper. A series of ablation experiments are also carried out to demonstrate the role of each component of the proposed model.

A. Dataset

RWTH-PHOENIX-Weather-2014(RWTH) dataset: RWTH is recorded by a public weather radio and television station in Germany. All the presenters were dark clothes and performed sign language in front of a clean background. The videos in this dataset are recorded by 9 different presenters, and there are 6841 different sign language sentences in total (including 77321 sign language word instances and 1232 words). All videos are preprocessed to a resolution of \( 210 \times 260 \), and the frame rate is 25 frames per second (FPS).
The dataset is officially divided into 5672 training samples, 540 validation samples and 629 test samples.

Chinese Sign Language (CSL) dataset [37]: CSL contains 100 Chinese daily expressions, each sentence is demonstrated 5 times by 50 presenters, and the vocabulary size is 178. The video resolution is $1280 \times 720$, and the frame rate is 30 FP/S. The dataset includes two ways to divide training set and test set: split I and split II. This paper is an experimental study on split II, which divides 100 sentences into two parts, 94 sentences as the training set and the other 6 sentences as the test set.

B. Implementation details

In the overall model of this paper, Adam [38] optimizer is used for training, with the initial learning rate and weight factor set to $10^{-4}$, and the batch size used is 2. When training with the RWTH dataset, random cropping and random flipping are used for data enhancement. For random clipping, the input data size is $256 \times 256$, and the size after random clipping is $224 \times 224$, to fit the input shape of the model. For random flipping, the flipping probability is set to 0.5. The flipping and cropping processes are carried out for the video sequences. In addition, a temporal enhancement process is performed to grow or shorten the length of the video sequences randomly within $\pm 20\%$. Finally, the model is trained with 3-level CTC loss. For model testing, only the center clipping is used for data enhancement and a bundle search algorithm is used for decoding in the final CTC decoding stage with a bundle width of 10. There were 85 epochs in the training stage, and the learning rate decreased by 80% at the 45th and 65th epochs. When training with the CSL dataset, only random clipping is used for data enhancement and the model is trained using a 2-level CTC loss. For testing, only central cropping is used for data augmentation, with a total of 40 epochs in the training phase, and the learning rate is reduced by 90% at the 30th epoch. The graphics card used in this experiment is RTX3090Ti with 24G of GPU-specific memory.

C. Evaluation criteria

Word Error Rate (WER) [36], as the evaluation standard, is widely used in CSLR. It is the sum of the minimum number of insertion operations, substitution operations, and deletion operations required to convert a recognized sequence into a standard reference sequence. Lower WER means better recognition performance, and its definition is as follows:

$$WER = 100\% \times \frac{ins + del + sub}{sum}$$  \hspace{1cm} (7)$$

where $ins$ indicates the number of words to be inserted, $del$ indicates the number of words to be deleted, $sub$ indicates the number of words to be replaced, and $sum$ indicates the total number of words in the label.

D. Experimental results

The proposed method is experimented on two publicly available datasets, the RWTH and the CSL, respectively, and the experimental results are shown in Tables I and II. The curves generated from the WER in Table I and II are shown in Figure 4 and 5. As can be seen in Table I, the model proposed in this paper achieves highly competitive result on the RWTH compared to other state-of-the-art models, with a WER of 21.1% on both the validation and test sets. Table II shows that the proposed model also achieves competitive result on the CSL, with a WER of 26.4% on the test set. It can be seen in Figure 4 and Figure 5 that the WER decreases with the increase of epoch. When the first “lr” changes, the WER decreases significantly. On the RWTH, the WER reaches the minimum value of 21.1% at the 66th epoch for the validation set, and 21.1% at the 48th epoch for the test set; On the CSL, the WER of the test set reaches the minimum value of 26.4% at the 37th epoch.

E. Real-time and deploy-ability study

To further analyze the superiority of the proposed model over other spatial-temporal convolutions in terms of real-time and deploy-ability, we will conduct comparative experiments on 2D convolution, TSCM+2D convolution, 2+1D convolution and 3D convolution in terms of the number of parameters, computational effort, inference time and accuracy.

In the comparison experiments we use ResNetT34 as the backbone and substitute the last 7 layers of the Block using CNN+LSTM+HMM [31], FCN [15], DNF [12], CMA [33], VAC [23], STMC [13]. The proposed method is compared with 7 state-of-the-art models and 5 methods.

| Methods     | Backbone     | Full | Extra clues | WER (%) |
|-------------|--------------|------|-------------|---------|
| Re-Sign     | GoogLeNet    | Y    | -           | 27.1    |
| SFL [17]    | ResNet18     | Y    | -           | 26.2    |
| CNN+LSTM+HMM [31] | GoogLeNet    | -    | Y           | 26.0    |
| FCN [15]    | Custom       | Y    | -           | 23.7    |
| DNF [12]    | GoogLeNet    | Y    | -           | 27.4    |
| CMA [33]    | GoogLeNet    | Y    | -           | 21.5    |
| VAC [23]    | ResNet18     | Y    | -           | 21.2    |
| STMC [13]   | VGG11        | Y    | -           | 21.1    |
| MSTNet [5]  | ResNet34     | Y    | -           | 20.3    |
| TLC [33]    | ResNet18     | Y    | -           | 19.7    |
| HST-GNN [54]| ResNet152    | -    | Y           | 19.5    |
| H-GAN [35]  | Custom       | Y    | -           | 18.8    |
| ResNet154   | ResNet34     | Y    | -           | 21.1    |

### Table I

We compare the performance on the RWTH with different CSLR models, with WER as the metric (lower is better), where “Full” means that only the full RGB image is used for recognition, and “Extra clues” means that other cues are used for recognition.
WE PARITION THE CSL DATASET USING THE SPLITT II METHOD AND CONDUCTED EXPERIMENTS TO COMPARE THE PERFORMANCE WITH DIFFERENT CSLR MODELS, WITH WER AS THE METRIC (LOWER IS BETTER), WHERE “FULL” INDICATES THAT ONLY THE FULL RGB IMAGE IS USED FOR RECOGNITION AND “EXTRA CLUES” INDICATES THAT OTHER CUES ARE USED FOR RECOGNITION.

| Methods    | Full | Extra clues | WER(%) |
|------------|------|-------------|--------|
| HRNE[39]   | Y    | -           | 63.0   |
| CTM[40]    | Y    | -           | 61.9   |
| HLSTM[41]  | Y    | -           | 48.7   |
| DenseTCN[42]| Y  | -           | 44.7   |
| Align-iOpt[43]| Y | -           | 32.7   |
| STMC[13]   | -    | Y           | 28.6   |
| HST-GNN[34]| -   | Y           | 27.6   |
| SB-DRL[11] | Y    | -           | 26.8   |
| CMA[32]    | -    | Y           | 24.5   |
| ResNetT34  | Y    | -           | 26.4   |

**Table II**

Different convolutions. The computation and inference time of the models are strongly correlated with the size of the input data. We set the input data size to $3 \times 224 \times 224$ and the timing length to 200 frames, calculate the number of parameters and computation for the different models under the above conditions. For each model, we count the inference time for 20 consecutive times and calculate its average value as the criterion, and carry out experimental validation on the RWTH, with WER as the accuracy indicator, where a smaller WER means higher accuracy. The experimental results are shown in Table III, while the data from Table III are visualized in Figure 6 and Figure 7.

It can be seen from Table III that: 1) The 2D convolution and TSCM+2D convolution are consistent in terms of parameter amount and calculation amount, but the inference time of 2D convolution is 8.5ms higher than that of TSCM+2D convolution, which is due to the fact that TSCM is all shift operations, which only increases the delay time without increasing the number of parameters and computation; 2) The accuracy of the model obtained by using 3D convolution is improved by 1.4% compared to that obtained by using TSCM+2D convolution, but in terms of the number of parameters and computation, 3D convolution is 160.9% and 74.3% more than TSCM+2D convolution respectively, and the inference time is increased by 19.5ms; 3) Compared with TSCM+2D convolution, 2+1D convolution only increases the inference time of the model by 1.8ms, but its parameters increase by 28.6%, the calculation amount increases by 12.7%, and the model accuracy decreases by 1.4%.

In summary, using our proposed “TSCM+2D convolution” hybrid convolution results in a smaller loss in model accuracy compared to 3D convolution, while the number of parameters, computation and inference time are better than other spatial-temporal convolutions, achieving a balance between performance and accuracy. As can be seen in Figure 6, the “TSCM+2D convolution” hybrid convolution has a smaller number of parameters and computational effort, which makes the model less expensive to deploy, and the inference time is reduced compared to other spatial-temporal convolutions, thus ensuring the real-time performance of the model.

**F. Ablation experiment**

In this section, we conduct ablation experiments on the RWTH dataset using ResNetT34 as the backbone to further validate the effectiveness of the individual components of the model, using WER as the metric in the ablation experiments, with a smaller WER representing better performance.

**Ablation of ResBlockT numbers.** In this paper, the proposed TSCM and 2D convolution are combined to form a “TSCM+2D convolution” hybrid convolution, which is used to replace the ordinary convolution of residual branches in ResBlock to obtain a new block, called ResBlockT. ResBlockT enables the ResNet model to have spatial-temporal modeling...
TABLE III
COMPARISON OF THE NUMBER OF PARAMETERS, COMPUTATION COST, INFERENCE TIME AND WER ON THE RWTH TEST SET FOR DIFFERENT CONVOLUTIONS

| Type of convolution | 2D | TSCM+2D | 2+1D | 3D |
|---------------------|----|---------|------|----|
| Number of parameters (M) | 22.0 | 22.0 | 28.3 | 57.4 |
| Parameters memory (MB) | 83.9 | 83.9 | 108.0 | 219.0 |
| Computational cost (GFlops) | 671.1 | 671.1 | 756.3 | 1170.0 |
| Inference time (ms) | 73.4 | 81.9 | 83.7 | 101.4 |
| WER (%) | 34.0 | 21.1 | 21.4 | 20.8 |

Fig. 6. Scatter plots of different convolutional models in terms of number of parameters, computational cost and inference time.

Fig. 7. Results of experimental validation of different convolutional models on the RWTH dataset (WER on the test set).

TABLE IV
EFFECT OF DIFFERENT RESBLOCKT LAYERS ON MODEL ACCURACY

| Number of ResBlockT | WER(%) |
|---------------------|-------|
|                     | Dev   | Test  |
| 4                   | 21.7  | 21.6  |
| 5                   | 21.3  | 21.5  |
| 6                   | 21.4  | 21.4  |
| 7                   | 21.1  | 21.1  |
| 8                   | 21.0  | 21.4  |

TABLE V
EFFECT OF DIFFERENT RESNETT MODEL SIZE ON MODEL ACCURACY

| Model size       | RWTH  | CSL  |
|------------------|-------|------|
|                  | Dev(%)| Test(%)|     |
| ResNetT34        | 21.1  | 21.1  | 26.4 |
| ResNetT50        | 20.1  | 20.3  | 44.0 |
| ResNetT101       | 20.3  | 20.5  | -    |

capabilities. Specifically, we use ResBlockT to replace ResBlocks in the ResNet model. The replacement principle is from the back to the front. As the number of replacement increases, the spatial-temporal modeling capabilities of the model are also different, as shown in Table IV.

It can be seen from Table IV that the spatial-temporal modeling capability of the model initially increases with the increase of the number of ResBlockT. When the number of ResBlockT reaches 7, the spatial-temporal modeling capability of the model reaches the maximum, at which point the WER on the test set is minimised, falling to 21.1%. Later, when the number of ResBlockT continues to increase, the spatial-temporal modeling capability of the model decreases.

Ablation of ResNetT model size. The ablation effect of model size is shown in Table V, where changing the size of the network model layers while keeping the number of ResBlockT constant essentially changes the spatial feature extraction capability of the model. On RWTH and CSL datasets, the performance of the same model on the two datasets may be different. On the CSL dataset, the WER on the test set is 26.4% when the model is ResNetT34, and 44.0% when the model is ResNetT50, a 17.6% reduction in WER. In contrast, on the RWTH dataset, ResNetT50 give a 0.8% improvement in WER over ResNetT34. Thus, for the CSL dataset, it is not necessary to extract the spatial features of an oversized model in the early stage, while for the RWTH dataset, better spatial feature extraction capability can effectively improve the performance of the model. On the RWTH dataset, when the model is ResNetT50, it achieves a WER of 20.3% on the test set, which is a state-of-the-art result for a model using...
only RGB images as input, and a 0.5% improvement over TLP\cite{33}. On the CSL dataset, when the model is ResNetT34, the WER of its test set reaches 26.4%. In the model that only uses RGB images as input, the experimental results reach the most advanced level, 0.4% higher than SBD-RL\cite{1}.

### Ablation of different superimposition methods

The ablation effects of the different superimposition methods are shown in Table VI. We replace only the TSCM in the model, keeping the other components unchanged. In the ablation study, it is found that the TSM\cite{27} method increased the WER by 0.5% on the validation set and by 0.6% on the test set relative to the temporal overlay method. A simple overlay of the temporal data in the channel dimension also performs well, but increases the WER by 0.4% on the validation set and by 0.1% on the test set relative to the overlay crossover approach. We also validate the operation of random channel crossover on the time-series data and find that random channel crossover can reduce the spatial-temporal modelling capability of the model, increasing the WER by 6.9% on the validation set and 7.4% on the test set.

### Ablation of partial channel time superimposed crossover modules

The ablation effect of the partial channel time overlay crossover module is shown in Table VII. The number of channels remains constant before and after the temporal data overlay crossover operation, so the parameter partial channels expresses not only the percentage of individual data channels, but also the number of adjacent temporal data taken. The 1/7 channel temporal superimposed crossover results in a 0.8% increase in WER on the validation set and a 1.0% increase in WER on the test set compared to the 1/3 channel temporal superimposed crossover. The difference in performance between 1/5-channel temporal superimposed crossover and 1/3-channel temporal superimposed crossover is not significant, but the inference time of 1/5-channel temporal superimposed crossover is 3.3ms longer than that of 1/3-channel temporal superimposed crossover. So on balance, the 1/3-channel time superimposed crossover is an optimal choice.

### Ablation of the number of time drop samples

The ablation effect of the number of time down-sampling is shown in Table VIII. The network uses 2 time down-sampling as shown in Figure 1, and the number of downsampling is calculated from back to front, using 1 time down-sampling, retaining the last 1 layer of 1D-MaxPool; using 2 time down-sampling, retaining 2 layers of 1D-MaxPool; using 3 time down-sampling, on the basis of 2 time down-sampling, and then adding 1 layer of 1D-MaxPool between model Part1 and Part2. It can be seen from Table VIII that with the increase of the number of down-samples, the WER obtained decreases first and then increases. When the number of down-samples is 2, the performance of the model is optimal, and the WER obtained on the test set reaches 21.1%.

### Ablation of multi-level CTC loss

The ablation effect of multi-level CTC loss is shown in Table IX. In this paper, we use 3-level CTC loss, and its location is shown in Figure 1.
It can be seen from Table IX that with the increase of CTC loss level, WER is in a downward trend. When the CTC loss level is 3, the performance of the model reaches the optimal level, and the WER of the test set reaches 21.1%.

V. CONCLUSION

In recent years, research in CSLR has focused on reducing the WER. The complexity of the model can make the WER lower and lower on the one hand, but on the other hand the number of model parameters and the amount of computation it brings is increasingly large. The ultimate goal of CSLR is to solve the communication barrier between special and normal people, so the real-time and deploy-ability of the model is required. In this paper, we propose a new zero-parameter, zero-computation temporal superposition crossover module, which is combined with 2D convolution to form a “TSCM+2D convolution” hybrid convolution, which can well establish spatial-temporal dependencies when performing video recognition. The hybrid convolution is applied to the ResBlock of the ResNet network to form the new ResBlockT. The improved ResNetT network has good spatial-temporal modelling capability. Experiments show that the CSLR model established in this paper outperforms other spatial-temporal convolutions in terms of the number of parameters, computation and inference time, although it has a smaller loss in accuracy compared to the 3D convolution-based model. The reduction in the number of parameters and computation reduces the deployment cost of the model, and the reduction in inference time ensures the real-time performance of the model, achieving a balance between performance and accuracy. In addition, the model built in this paper is the first end-to-end network model with pure 2D convolution in CSLR.

CSLR aims to address the communication problem between hearing impaired people and normal people, and the computation and parameters of the model need to meet the requirements of real-time and deploy-ability. The method proposed in this paper has improved the real-time and deploy-ability of the model to a certain extent, but in order to further improve the real-time and deploy-ability of the model, a feasible direction is to sparse the input data. How to use less and lower resolution input data to achieve the same or better recognition effect as the current is a problem worth studying.
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