JUMP INEQUALITIES FOR TRANSLATION INVARIANT OPERATORS OF RADON TYPE ON $\mathbb{Z}^d$
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Abstract. We prove strong jump inequalities for a large class of operators of Radon type in the discrete and ergodic theoretical settings. These inequalities are the $r=2$ endpoints of the $r$-variational estimates studied in [MST17].
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1. Introduction

The purpose of this paper is to initiate the study of strong uniform $\lambda$-jump inequalities in the context of discrete translation-invariant operators of Radon type and their applications to ergodic theory. We extend the previously known results for $r$-variation $V^r$ (see (1.7) for the definition), where $r > 2$, to endpoint results formulated in terms of the jump quasi-seminorm $J^p_r$ (see (1.8) for the definition) for these operators. These are stated in Theorem 1.9, Corollary 1.15, Theorem 1.22, and Theorem 3.11. To describe further the operators we consider and the properties we prove for them, we need to fix the notation and terminology used.

1.1. Basic setup. Let $\mathbb{N}_0 = \{0, 1, 2, \ldots\}$ denote the set of non-negative integers. Throughout the article, we fix a finite set of multi-indices $\Gamma \subset \mathbb{N}_0^k \setminus \{0\}$ with lexicographical order. We denote by $\mathbb{R}^\Gamma$ the space of tuples of real numbers labeled by multi-indices $\gamma = (\gamma_1, \ldots, \gamma_k) \in \Gamma$, so that $\mathbb{R}^\Gamma \cong \mathbb{R}^{|\Gamma|}$, and similarly for $\mathbb{Z}^\Gamma \cong \mathbb{Z}^{|\Gamma|}$. The canonical polynomial mapping is given by

$$\mathbb{R}^k \ni x = (x_1, \ldots, x_k) \mapsto (x)_{\Gamma} := (x_1^{\gamma_1} \cdots x_k^{\gamma_k} : \gamma \in \Gamma) \in \mathbb{R}^\Gamma,$$

and it restricts to a mapping from $\mathbb{Z}^k$ to $\mathbb{Z}^\Gamma$.

Let $\Omega$ be a non-empty convex body (not necessarily symmetric) in $\mathbb{R}^k$, which simply means that $\Omega$ is a bounded convex open subset of $\mathbb{R}^k$. For $t > 0$, we define its dilates

$$\Omega_t := \{ x \in \mathbb{R}^k \mid t^{-1}x \in \Omega \}.$$

We will additionally assume that $B(0, c_{\Omega}) \subset \Omega \subset B(0, 1) \subset \mathbb{R}^k$ for some $c_{\Omega} \in (0, 1)$, where $B(x, t)$ denotes an open Euclidean ball in $\mathbb{R}^k$ centered at $x \in \mathbb{R}^k$ with radius $t > 0$. This ensures that $\Omega_t \cap \mathbb{Z}^k = \{0\}$ for all $t \in (0, 1)$. A typical choice of $\Omega_t$ is a ball of radius $t$ for some norm on $\mathbb{R}^k$. 
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For finitely supported functions $f : \mathbb{Z}^r \rightarrow \mathbb{C}$, for every $x \in \mathbb{Z}^r$ and $t > 0$, we define the discrete averaging Radon operator by setting

$$M_t f(x) := \frac{1}{|\Omega_t \cap \mathbb{Z}^k|} \sum_{y \in \Omega_t \cap \mathbb{Z}^k} f(x - (y)^\Gamma).$$

We will also consider the discrete truncated singular Radon operator

$$H_t f(x) := \sum_{y \in \Omega_t \cap \mathbb{Z}^k \setminus \{0\}} f(x - (y)^\Gamma)K(y),$$

where $K : \mathbb{R}^k \setminus \{0\} \rightarrow \mathbb{C}$ is a Calderón–Zygmund kernel satisfying the following conditions.

1. The size condition. For every $x \in \mathbb{R}^k \setminus \{0\}$, we have

$$|K(x)| \leq |x|^{-k}.$$  \hspace{1cm} (1.3)

2. The cancellation condition

$$\int_{\Omega_R \setminus \Omega_r} K(y)dy = 0, \text{ for any } 0 < r < R < \infty.$$  \hspace{1cm} (1.4)

3. The Hölder continuity condition. For some $\sigma \in (0, 1]$ and every $x, y \in \mathbb{R}^k \setminus \{0\}$ with $|y| \leq |x|/2$, we have

$$|K(x) - K(x + y)| \leq |y|^\sigma |x|^{-k-\sigma}. $$  \hspace{1cm} (1.5)

We will follow the notation used in [MSZ20]. For any $\lambda > 0$ and $I \subset \mathbb{R}$, the $\lambda$-jump counting function of a function $f : \mathbb{I} \rightarrow \mathbb{C}$ is defined by

$$N_\lambda(f) := N_\lambda(f(t) : t \in I)$$

$$:= \sup \{J \in \mathbb{N} \mid \exists t_0 < \cdots < t_J : \min_{0 < j < J} |f(t_j) - f(t_{j-1})| \geq \lambda\},$$

and the $r$-variation seminorm by

$$V^r(f) := V^r(f(t) : t \in I)$$

$$:= \left\{ \begin{array}{ll}
\sup_{J \in \mathbb{N}} \sup_{t_0 < \cdots < t_J} \left( \sum_{j=1}^J |f(t_j) - f(t_{j-1})|^r \right)^{1/r}, & 0 < r < \infty, \\
\sup_{t_j \in I} |f(t_1) - f(t_0)|, & r = \infty,
\end{array} \right.$$  \hspace{1cm} (1.7)

where the former supremum is taken over all finite increasing sequences in $I$.

Throughout the article, $(X, \mathcal{B}(X), \mu)$ denotes a $\sigma$-finite measure space. For a function $f : X \times \mathbb{I} \rightarrow \mathbb{C}$ and an exponent $1 < p < \infty$, the jump quasi-seminorm on $L^p(X)$ is defined by

$$J_2^p(f) := J_2^p(f : X \times \mathbb{I} \rightarrow \mathbb{C}) := J_2^p((f(\cdot, t))_{t \in I} : X \rightarrow \mathbb{C})$$

$$:= \sup_{\lambda > 0} \|\lambda N_\lambda(f(\cdot, t) : t \in I\|_{L^p(X)})^{1/2}. $$  \hspace{1cm} (1.8)

In view of our assumptions on $\Omega$, we see that $M_t f \equiv f$ and $H_t f \equiv 0$ for $t \in (0, 1)$, therefore only $t \geq 1$ will be relevant for us. The function $(0, \infty) \ni t \mapsto \Omega_t \cap \mathbb{Z}^k$ takes only countably many values by the monotonicity of the sets $\Omega_t$. Hence, (1.8) will be always taken over the parameters $t$ restricted to countable sets $I \subseteq (0, \infty)$.

### 1.2. Statement of the main results.

In [MST19; MST17], strong maximal and $r$-variational estimates on $\ell^p(\mathbb{Z}^1)$ were obtained for the operators $M_t$ and $H_t$ with the sharp range of exponents $p \in (1, \infty)$ and $r \in (2, \infty)$. The main aim of this paper is to strengthen these results and provide strong uniform $\ell^p(\mathbb{Z}^1)$ bounds for $\lambda$-jumps that are a substitute for the $r$-variational estimates at the $r = 2$ endpoint. In the continuous case, such endpoint estimates were obtained by Jones, Seeger, and Wright [JSW08], see also [MSZ18] for an alternative approach to some of their results.

Our main discrete result is the following theorem.
Theorem 1.9. Let $T_t$ be either $M_t$ or $H_t$. Then, for every $p \in (1, \infty)$, there is $0 < C_p < \infty$ such that, for every $f \in \ell^p(\mathbb{Z}^d)$, we have

\[
J_2^p((T_t f)_{t \geq 1} : \mathbb{Z}^d \to \mathbb{C}) \leq C_p \|f\|_{\ell^p(\mathbb{Z}^d)}.
\]

Using [MSZ20, Lemma 2.12], for $r > 2$, we obtain that

\[
\|V^r(T_t f : t \geq 1)\|_{\ell^p.\ell^\infty(\mathbb{Z}^d)} \lesssim_p r J_2^p((T_t f)_{t \geq 1} : \mathbb{Z}^d \to \mathbb{C}).
\]

One now sees that (1.10), combined with (1.11) and real interpolation, implies that, for every $p \in (1, \infty)$ and $r \in (2, \infty)$, there is $0 < C_{p,r} < \infty$ such that

\[
\begin{align*}
\|\sup_{t \geq 1} |T_t f|\|_{\ell^p(\mathbb{Z}^d)} &\leq C_{p,\infty} \|f\|_{\ell^p(\mathbb{Z}^d)}, \\
\|V^r(T_t f : t \geq 1)\|_{\ell^p(\mathbb{Z}^d)} &\leq C_{p,r} \|f\|_{\ell^p(\mathbb{Z}^d)},
\end{align*}
\]

for every $f \in \ell^p(\mathbb{Z}^d)$. Thus Theorem 1.9 refines the main results of [MST17], and in this sense the jump inequality (1.10) is an endpoint estimate for (1.13) when $r = 2$.

The proof of Theorem 1.9 is contained in Section 4. It is presented as part of an abstract theory of discrete convolution operators of Radon type established in Section 3. The main result of Section 3 is Theorem 3.11, which under some conditions (see conditions (A), (B), (C), and (D) in Section 3) provides strong uniform $\lambda$-jump inequalities for the discrete Radon transforms. The advantage of this approach is that we handle $M_t$ and $H_t$ (or even more general multipliers satisfying (A), (B), (C), and (D)) simultaneously. This is very much in spirit of the theory of the continuous Radon transforms. The results from Section 3 may thus be thought of as discrete analogues of the results from [JSW08] and [MSZ18].

Theorem 1.9 immediately applies to Radon type operators modeled on arbitrary polynomial mappings. Namely, let $P = (P_1, \ldots, P_m) : \mathbb{Z}^k \to \mathbb{Z}^m$ be a polynomial mapping, where each component $P_j : \mathbb{Z}^k \to \mathbb{Z}$ is a polynomial of $k$ variables with integer coefficients. As in (1.1) and (1.2), for finitely supported functions $f : \mathbb{Z}^m \to \mathbb{C}$, for every $x \in \mathbb{Z}^m$ and $t > 0$, we define the discrete averaging and singular Radon operators along $P$ by setting

\[
M_t^P f(x) := \frac{1}{|\Omega_t \cap \mathbb{Z}^k|} \sum_{y \in \Omega_t \cap \mathbb{Z}^k} f(x - P(y)),
\]

\[
H_t^P f(x) := \sum_{y \in \Omega_t \cap \mathbb{Z}^k \setminus \{0\}} f(x - P(y)) K(y),
\]

where $K$ is a Calderón–Zygmund kernel satisfying (1.3), (1.4), and (1.5).

Taking $\Gamma = \{(\gamma_1, \ldots, \gamma_k) \in \mathbb{N}_0^k \mid 0 < |\gamma_1| + \ldots + |\gamma_k| \leq \deg P\}$ in Theorem 1.9 and invoking the lifting procedure for the Radon transforms described in [Ste93, p. 515], (see also [MST19]), we obtain the following results.

Corollary 1.15. Let $T_t^P$ be either $M_t^P$ or $H_t^P$. Then, for every $p \in (1, \infty)$, there is $0 < C_p < \infty$ such that, for every $f \in \ell^p(\mathbb{Z}^m)$, we have

\[
J_2^\Gamma((T_t^P f)_{t \geq 1} : \mathbb{Z}^m \to \mathbb{C}) \leq C_p \|f\|_{\ell^p(\mathbb{Z}^m)}.
\]

In particular, (1.16) implies that, for every $p \in (1, \infty)$ and $r \in (2, \infty)$, there is $0 < C_{p,r} < \infty$ such that

\[
\begin{align*}
\|\sup_{t \geq 1} |T_t^P f|\|_{\ell^p(\mathbb{Z}^m)} &\leq C_{p,\infty} \|f\|_{\ell^p(\mathbb{Z}^m)}, \\
\|V^r(T_t^P f : t \geq 1)\|_{\ell^p(\mathbb{Z}^m)} &\leq C_{p,r} \|f\|_{\ell^p(\mathbb{Z}^m)},
\end{align*}
\]

for every $f \in \ell^p(\mathbb{Z}^m)$. Moreover, the constants $C_p$ and $C_{p,r}$ depend on $k$ and $\deg P$, but not otherwise on the coefficients of $P$. 

1.3. Historical background and some further results. Maximal inequalities for the discrete averaging Radon transforms $M_t^P$ with $k = m = 1$ and arbitrary polynomials $P$ were obtained by Bourgain in a foundational series of papers [Bou88a; Bou88b] culminating in [Bou89]. Variational refinements of Bourgain’s results with $r \in (2, \infty)$ were obtained in [Kra14] for $p = 2$ and in [Zor15] for $p$ in a small neighborhood of 2. Variational estimates for multidimensional variants of Bourgain’s averaging operator were investigated in [MT16].

Systematic studies of discrete singular Radon transforms

\begin{equation}
Hf(x) := \sum_{y \in \mathbb{Z} \setminus \{0\}} f(x - (y)^\Gamma)K(y),
\end{equation}

were initiated in [SW90]. However, at that time their $L^p(\mathbb{Z}^\Gamma)$ boundedness was only obtained for $p$ in a certain neighborhood of 2. Estimates in the full range of $p \in (1, \infty)$ for (1.19) were first obtained by Ionescu and Wainger [IW06], see also [Mir18] for a different approach. Their ideas were taken up in [MST19; MST17] in order to prove sharp variational estimates for $M_t$ and $H_t$. In this article we further developed their ideas. In particular, Theorem 1.9 and Corollary 1.15 contain the main results of [MST17].

Finally, let us mention that the results in Section 3 can be applied to operators modeled on the set of prime numbers $\mathbb{P}$. Namely, we fix non-negative integers $k', k''$ such that $k' + k'' = k$, and for $t > 0$ we define $\pi_{\Omega}(t) := \sum_{y' \in \mathbb{N}^{k'}} \sum_{y'' \in \mathbb{P}^{k''}} 1_{\Omega}(y', y'')$. As above, for finitely supported functions $f : \mathbb{Z}^m \rightarrow \mathbb{C}$ and for every $x \in \mathbb{Z}^m$, we introduce discrete Radon operators over the primes given by

\begin{equation}
\tilde{M}_t^P f(x) := \frac{1}{\pi_{\Omega}(t)} \sum_{y' \in \mathbb{N}^{k'}} \sum_{y'' \in \mathbb{P}^{k''}} f(x - P(y', y''))1_{\Omega}(y', y''),
\end{equation}

\begin{equation}
\tilde{H}_t^P f(x) := \sum_{y' \in \mathbb{N}^{k'}} \sum_{y'' \in \mathbb{P}^{k''}} f(x - P(y', y''))1_{\Omega}(y', y'')K(y', y'') \left( \prod_{j=1}^{k''} \log |y''_j| \right),
\end{equation}

where $K$ is a Calderón–Zygmund kernel satisfying (1.3), (1.4), and (1.5). The logarithmic weight in definition of the operator $\tilde{H}_t^P$ corresponds to the density of $\mathbb{P}$. Theorem 3.11 allows us to prove that if $T_t^P$ is either $\tilde{M}_t^P$ or $\tilde{H}_t^P$, then (1.16) holds for all $p \in (1, \infty)$, and consequently we recover (1.18) and (1.17), which, under more restrictive conditions on $K$, were studied in [Tro19]. See Remark 4.15 for more details.

1.4. Applications in pointwise ergodic theory. Another motivation for considering $\lambda$-jumps is their applicability to pointwise convergence problems in ergodic theory. The classical strategy for handling pointwise convergence of $T_t f(x)$ (as $t \rightarrow 0$ or $t \rightarrow \infty$) requires $L^p(X)$ boundedness for the corresponding maximal function $\sup_{t > 0} |T_t f(x)|$, reducing the matters to proving pointwise convergence of $T_t f(x)$ for a dense class of $L^p(X)$ functions. Although in questions in harmonic analysis there are many natural dense subspaces which could be used to establish pointwise convergence, in the discrete or in ergodic theoretical questions this may not be the case.

Bourgain’s approach to pointwise ergodic theorems consists in quantifying the convergence property. In Bourgain’s articles starting with [Bou88a, Lemma 7.3], so-called oscillation inequalities were used to this purpose. More refined estimates involving $r$-variations were first obtained by Krause [Kra14] and extended to the full range of exponents in [MST17]. The $\lambda$-jump inequalities quantify the pointwise convergence even more precisely.

The above-mentioned operators have an ergodic theoretical interpretation. Let $(X, \mathcal{B}(X), m)$ be a $\sigma$-finite measure space with a family of invertible commuting and measure preserving transformations $S_\gamma : X \rightarrow X, \gamma \in \Gamma$. For any function
\( f : X \to \mathbb{C} \), for every \( x \in X \) and \( t > 0 \), let

\[
\begin{align*}
M_t f(x) &:= \frac{1}{|\Omega_t \cap \mathbb{Z}^k|} \sum_{y \in \Omega_t \cap \mathbb{Z}^k} f((\prod_{\gamma \in \Gamma} S^{(Y)}_\gamma)x), \\
H_t f(x) &:= \sum_{y \in \Omega_t \cap \mathbb{Z}^k \setminus \{0\}} f((\prod_{\gamma \in \Gamma} S^{(Y)}_\gamma)x)K(y),
\end{align*}
\]

where \( K \) is the Calderón–Zygmund kernel as above. The setting of Theorem 1.9 can be recovered with \( X = \mathbb{Z}^m, \mathcal{B}(X) = \mathcal{P}(\mathbb{Z}^m) \) the \( \sigma \)-algebra of all subsets of \( \mathbb{Z}^m \), \( m = | \cdot | \) the counting measure on \( \mathbb{Z}^m \), and \( S_\gamma : \mathbb{Z}^m \to \mathbb{Z}^m \) the shift operator acting on the \( \gamma \)-th coordinate, i.e. \( S_\gamma(x) = x - e_\gamma \), where \( e_\gamma \) is the \( \gamma \)-th standard basis vector in \( \mathbb{Z}^m \). The setting of Corollary 1.15 can be similarly recovered with \( X = \mathbb{Z}^m \) and \( S_\gamma = \prod_{j=1}^m S_{j,\gamma} \), where \( S_j(x) = x - e_j \) is the shift operator acting on the \( j \)-th coordinate, and \( a_{j,\gamma} \) are the coefficients of the polynomial \( P_j(y) = \sum_{\gamma \in \Gamma} a_{j,\gamma} y^\Gamma \).

We now state our main ergodic theorem.

**Theorem 1.22.** Let \( T_t \) be either \( M_t \) or \( H_t \). Then, for every \( p \in (1, \infty) \), there is \( 0 < C_p < \infty \) such that, for every \( f \in L^p(X) \), we have

\[
J^p_j((T_t f)_{t \geq 1}) \leq C_p \|f\|_{L^p(X)}.
\]

In particular, for every \( f \in L^p(X) \), there exists a function \( f^* \in L^p(X) \) such that

\[
\lim_{t \to \infty} T_t f(x) = f^*(x)
\]

for \( m \)-almost every \( x \in X \), and in \( L^p(X) \).

Theorem 1.22 easily follows from Theorem 1.9 by invoking Calderón’s transference principle [Cal68]. In the discrete singular integral case \( T_t = H_t \), Theorem 1.22 extends a well-known theorem of Cotlar [Cot55], who established pointwise convergence for the truncated ergodic Hilbert transform.

### 1.5. Overview of the paper and methods.

We list first some of the technical innovations used in this paper.

1. Certain properties of \( J^p_j \) proved in [MSZ20]: that the quantity is equivalent to a norm corresponding to a certain real interpolation space (in the sense of Peetre’s \( K \)-method), see [MSZ20, Lemma 2.7 and Corollary 2.11]; also that sampling methods of [MSW02] arising in the passage from the continuous case to the discrete case work for \( J^p_j \), (although this space is not of the form \( L^p(B) \), with \( B \) a Banach space). See the sampling principle for jumps [MSZ20, Theorem 1.7] and a more general sampling principle for real interpolation spaces [MSZ20, Proposition 4.7].

2. The conclusion that the basic Ionescu–Wainger theorem holds for multipliers that are operator-valued (in the Hilbert space setting), which does not readily follow from the previously known scalar-valued case. See Theorem 2.1.

3. The more efficient partition lemma (see Lemma 2.15) that gives \( O((\log N)^D-1) \) partitions, where \( O((\log N)^D) \) partitions were needed before.

4. The technique of splitting long and short variations along subexponential sequences (arising in (3.19)), which goes back to [Zor15].

The proof of Theorem 1.9 will be given in Section 4 as a consequence of the more general Theorem 3.11. One of the novelties of the paper is that the present proof of Theorem 3.11 is, to a significant extent, based on the ideas which work in the theory of the continuous Radon transforms. However, many aspects are still more involved, mainly due to the arithmetic nature of the operators \( M_t \) and \( H_t \). We can try to explain these complications as follows. Multipliers corresponding to the discrete Radon transforms are periodic functions, which turn out to be concentrated around rational fractions with small denominators (on “major arcs” in the language of number theory), and even though the sampling principles from [MSW02] and [MSZ20] provide optimal bounds for periodic Fourier multipliers, they cannot be applied directly. Although it is possible to organize the parts of the multipliers near rational
points on the torus with denominators \( \leq N \) and express these as a combination of averaging operators and periodic multipliers, it is necessary to use denominators up to \( \text{lcm}(1, \ldots, N) \), and it thus becomes difficult to retain control of the \( \ell^p \) operator norms for \( p \) far away from 2. A different combinatorial organization of rational fractions with small denominators was introduced by Ionescu and Wainger in [IW06, Theorem 1.5], (see also [MST19] and [Mir18]). It makes possible to exploit a strong orthogonality in \( \ell^p \) when \( p \) is an even integer, and thus their ideas allow one to control (up to a logarithmic loss) multipliers concentrated at rational frequencies with denominators 1, \ldots, \( N \) at the expense of introducing an auxiliary family \( \mathcal{U}_N \) of rational frequencies with denominators of order \( o(e^{N^e}) \), where \( q > 0 \) can be arbitrarily small. To be more specific, Ionescu and Wainger proved in [IW06, Theorem 1.5] that, if \( \Theta \) is a multiplier supported in the unit cube in \( \mathbb{R}^d \) and defines a bounded operator on \( L^p(\mathbb{R}^d) \) for \( p \in (1, \infty) \), then its periodic extension

\[
\Delta_N(\xi) := \sum_{a/q \in \mathcal{U}_N} \Theta(e_N^{-1}(\xi - a/q)) \tag{1.24}
\]

satisfies, with the same range of \( p \in (1, \infty) \) for some constant \( C_{p,q,d} > 0 \) independent of \( N \in \mathbb{N} \) and all \( f \in \ell^p(\mathbb{Z}^d) \), the inequality

\[
\|\mathcal{F}^{-1}(\Delta_N f)\|_{\ell^p(\mathbb{Z}^d)} \leq C_{p,q,d}(\log N)\|f\|_{\ell^p(\mathbb{Z}^d)}, \tag{1.25}
\]

where \( 0 < e_N \leq e^{-N^e} \). We refer to Section 2 for more detailed definitions. The inequality (1.25) was the main tool in the proof of \( \ell^p \) boundedness of (1.19), and it was very useful in [MST19; MST17; Mir18].

We extend inequality (1.25) by proving its vector-valued variant, see Theorem 2.1, which allows the underlying multipliers in (1.25) to be operator-valued and act on a separable Hilbert space valued functions. An immediate consequence of Theorem 2.1 is the discrete Littlewood–Paley theory established in [Mir18].

Theorem 2.1, the sampling principle for interpolation spaces from [MSZ20], and the concepts from the circle method of Hardy and Littlewood, are the core of Section 3 and another important novelty of the paper. We first appeal to the observation introduced in [Zor15], which trivializes the estimates for short variations by considering jumps along sequences that grow subexponentially. This argument did not work in [MST17], since the vector-valued version of the Ionescu–Wainger theorem was not available at that time. Secondly, we use the circle method to construct certain multi-frequency multipliers to approximate the discrete Radon transforms. Then the analysis of the approximating multiplier is split into two parts, where one distinguishes between small and large time parameters \( t \) depending on the size of the underlying rational frequencies. To control the small scales, we use a variant of Rademacher–Menshov theorem independently introduced in [LL12] and [MT16], and then appeal to the vector-valued version of inequality (1.25). Here, Theorem 2.1 is indispensable. Large scales are treated by the sampling principle for jumps alluded to earlier.

Finally, Appendix A is devoted to a tool needed for the above: control of multidimensional Weyl sums with an appropriate logarithmic loss. This appeared first in [MST19] and was in turn based on the corresponding approach in [SW99] that allowed a power loss. Here we give a more precise formulation and proof of the result, which implies the corresponding results in [SW99] and [MST19].

### 1.6. Notation.

1. We write \( A \lesssim_{D_1, D_2, \ldots} B \) if there is a constant \( C = C(D_1, D_2, \ldots) > 0 \) such that \( A \leq CB \). We will omit some of the parameters \( D_i \) when they are clear from the context, for instance we always allow implicit constants to depend on \( \Gamma \subseteq \mathbb{N}_0^k \). We write \( A \asymp B \) if \( A \lesssim B \) and \( A \gtrsim B \) hold simultaneously.

2. Let \( \mathbb{N} = \{1, 2, \ldots\} \) be the set of positive integers and \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). For \( N \in \mathbb{N} \), we set \( \mathbb{N}_N = \{1, 2, \ldots, N\} \).
(3) For a vector $x \in \mathbb{R}^d$, we will use the following norms
\[|x|_\infty = \max\{|x_j| : 1 \leq j \leq d\}, \quad \text{and} \quad |x|_2 = \left(\sum_{j=1}^d |x_j|^2\right)^{1/2}.
\]

(4) The standard scalar product on $\mathbb{R}^d$ will be denoted by
\[x \cdot \xi = \langle x, \xi \rangle = \sum_{j=1}^d x_j \xi_j\]
for any $x, \xi \in \mathbb{R}^d$.

(5) If $\gamma$ is a multi-index from $\mathbb{N}_0^k$, then $|\gamma| := \gamma_1 + \cdots + \gamma_k$. It should be clear from the context whether the argument of $|\cdot|$ is a multi-index $\gamma \in \mathbb{N}_0^k$ or a vector $x \in \mathbb{R}^d$, so that $|\gamma|$ or $|\cdot|$ can be interpreted accordingly.

(6) Let $\mathcal{F}$ denote the Fourier transform on $\mathbb{R}^d$, defined for any function $f \in L^1(\mathbb{R}^d)$ by
\[\mathcal{F} f(\xi) = \int_{\mathbb{R}^d} f(x) e(\xi \cdot x) dx, \quad \text{for} \quad \xi \in \mathbb{R}^d,
\]
where $e(y) := \exp(2\pi i y)$.

The discrete Fourier transform of a function $f \in \ell^1(\mathbb{Z}^d)$ is denoted by
\[\hat{f}(\xi) = \sum_{x \in \mathbb{Z}^d} f(x) e(\xi \cdot x), \quad \text{for} \quad \xi \in \mathbb{T}^d = (\mathbb{R}/\mathbb{Z})^d.
\]

For simplicity of notation, we denote by $\mathcal{F}^{-1}$ the inverse Fourier transform on $\mathbb{R}^d$ or the inverse Fourier transform on the torus $\mathbb{T}^d \equiv [-1/2, 1/2]^d$ (Fourier coefficients), depending on the context.

1.7. Acknowledgment. We thank the careful anonymous referee for pointing out several errors in a previous revision of this work.

2. Hilbert space valued Ionescu–Wainger multiplier theorem

The advantage of a Hilbert space valued version of the Ionescu–Wainger multiplier theorem, see Theorem 2.1 below, is that we can directly transfer square function estimates from the continuous to the discrete setting without randomization. In particular, Theorem 2.1 implies [MST17, Theorem 5.1] (see also [Mir18, Theorem 5]); but we apply it to different square functions. We present the full proof with streamlined notation and arguments.

**Theorem 2.1.** For every $\varrho > 0$, there exists a family $(P_N)_{N \in \mathbb{N}}$ of subsets $P_N \subseteq \mathbb{N}$, satisfying

(2.2) $\mathbb{N}_N \subseteq P_N \subseteq \mathbb{N}_{\max\{N, e^{N\varrho}\}},$

(2.3) $N_1 \leq N_2 \Rightarrow P_{N_1} \subseteq P_{N_2},$

(2.4) $\text{lcm} \, P_N \leq 3^N.$

Furthermore, for every $p \in (1, \infty)$ such that $p \in 2\mathbb{N}$ or $p' \in 2\mathbb{N}$, there exists a constant $0 < C_{p,0,d} < \infty$ such that, for every $N \in \mathbb{N}$, the following holds.

Let $0 < \varepsilon_N \leq e^{-\varepsilon_{N\varrho}}$, and let $\Theta : \mathbb{R}^d \to L(H_0, H_1)$ be a measurable function supported on $\varepsilon_N \mathbb{Q}$, where $\mathbb{Q} = [-1/2, 1/2]^d$ is a unit cube, with values in the space $L(H_0, H_1)$ of bounded linear operators between separable Hilbert spaces $H_0$ and $H_1$. Let $0 \leq A_p \leq \infty$ denote the smallest constant such that, for every function $f \in L^2(\mathbb{R}^d; H_0) \cap L^p(\mathbb{R}^d; H_0)$, we have

(2.5) $\|\mathcal{F}^{-1}(\Theta \mathcal{F} f)\|_{L^p(\mathbb{R}^d; H_1)} \leq A_p \|f\|_{L^p(\mathbb{R}^d; H_0)}.$

Then the multiplier

(2.6) $\Delta_N(\xi) := \sum_{b \in \mathbb{N}_N} \Theta(\xi - b),$

is supported on $\mathbb{N}_N \subseteq P_N \subseteq \mathbb{N}_{\max\{N, e^{N\varrho}\}}$, and

(2.7) $N_1 \leq N_2 \Rightarrow P_{N_1} \subseteq P_{N_2},$

(2.8) $\text{lcm} \, P_N \leq 3^N.$
where \( \mathcal{U}_N \subset \mathbb{Q}^d \cap [0, 1]^d \) is the set of all reduced fractions with denominators in \( P_N \), satisfies
\[
\| F^{-1}(\Delta_N \hat{f}) \|_{\ell^p(\mathbb{Z}^d; H_1)} \leq C_{p, \theta, d} (\log N) \mathcal{A}_p \| f \|_{\ell^p(\mathbb{Z}^d; \mathcal{H}_0)}
\]
for every \( f \in \ell^p(\mathbb{Z}^d; \mathcal{H}_0) \).

The hypothesis (2.5), unlike the support hypothesis, is scale-invariant, in the sense that the constant \( \mathcal{A}_p \) does not change when \( \Theta \) is replaced by \( \Theta(A \cdot) \) for any invertible linear transformation \( A \).

If we assume that (2.5) holds for every \( p \in (1, \infty) \) with some finite \( \mathcal{A}_p \), then, by complex interpolation, also the multiplier (2.6) is bounded \( \Theta^p(\mathcal{H}_0) \to \Theta^p(\mathcal{H}_1) \) for every \( p \in (1, \infty) \). It would be interesting to know whether the operator norm of (2.6) is bounded by a constant times \( \mathcal{A}_p \) for all \( p \in (1, \infty) \).

Replacing \( \Theta \) by the operator matrix
\[
\begin{pmatrix}
0 & 0 \\
\Theta & 0
\end{pmatrix}
\]
on \( H = H_0 \oplus H_1 \), we may assume that \( H_0 = H_1 = H \). Throughout this section we assume that \( f : \mathbb{Z}^d \to H \) has finite support.

2.1. Construction of the sets \( P_N \). The strength of Theorem 2.1 increases as \( \varrho \) decreases, so it suffices to consider \( \varrho < 2 \). Fix \( \varrho \in (0, 2) \) and let \( D = D_\varrho := \lceil 2/\varrho \rceil \). Let \( \mathbb{P} \) denote the set of all prime numbers. For every \( N \in \mathbb{N} \), define \( \mathbb{P}_N := \mathbb{P} \cap (N^{\varrho/2}, N) \) and
\[
\mathcal{Q}_0 := \text{lcm}\{ n \in \mathbb{N} | n \text{ is not divisible by any element of } \mathbb{P}_N \}.
\]
We will use the sumset and product set notation
\[
S_1 + \cdots + S_k = \{ s_1 + \cdots + s_k | s_1 \in S_1, \ldots, s_k \in S_k \},
\]
\[
S_1 \cdots S_k = \{ s_1 \cdots s_k | s_1 \in S_1, \ldots, s_k \in S_k \},
\]
with the convention that the sumset equals \( \{0\} \) and the product set equals \( \{1\} \) in the case \( k = 0 \). For small \( N \) (depending only on \( \varrho \), more precisely those \( N \) for which (2.10) does not hold yet), we set \( P_N := \mathbb{N}_N \), while for larger \( N \) we set
\[
P_N := \{ q \in \mathbb{N} | q \text{ divides } \mathcal{Q}_0 \} \cdot \{ n \in \mathbb{N} | \text{ all prime factors of } n \text{ are in } \mathbb{P}_N \}.
\]
It is easy to verify (2.3) for these sets.

In order to verify (2.2) and (2.4), we recall an estimate for the least common multiple of the first \( N \) numbers based on the prime number theorem.

Lemma 2.8 ([Han72]). For every \( N \in \mathbb{N} \), we have \( \text{lcm}(1, \ldots, N) \leq 3^N \).

For the purposes of the present article, a weaker estimate using \( \text{lcm}(1, \ldots, N) \leq N! \) and Stirling’s formula would also suffice, but Lemma 2.8 has a more appealing form.

By Lemma 2.8, we have
\[
\mathcal{Q}_0 \leq \text{lcm}(1, \ldots, \lceil N^{\varrho/2} \rceil) 2^D \leq 3^{2DN^{\varrho/2}},
\]
so
\[
\mathcal{Q}_0 N \leq 3^{2DN^{\varrho/2}} N \leq e^{N^\varrho}
\]
for sufficiently large \( N \) (depending on \( \varrho \)), and we obtain (2.2). Finally, \( \text{lcm} P_N = \text{lcm}(1, \ldots, N) \), and (2.4) follows from Lemma 2.8.

For \( q \in \mathbb{N} \), the set of all fractions with denominator \( q \) will be denoted by
\[
\mathcal{Q}(q) := \mathbb{N}_q^d / q
\]
(\( \mathcal{Q} \) for “quotients”). The set of coprime elements in the fundamental domain of \((\mathbb{Z} / q\mathbb{Z})^d \) is denoted by
\[
A_q := \{ a \in \mathbb{N}_q^d | \text{gcd}(q, a_1, \ldots, a_d) = 1 \}.
\]
The set of reduced fractions with denominator \( q \) is given by
\[
\mathcal{R}(q) := A_q / q
\]
(\mathcal{R} \text{ for "reduced"}), and for \(S \subseteq \mathbb{N}\) we write
\[
\mathcal{R}(S) := \bigcup_{q \in S} \mathcal{R}(q).
\]
Finally, for each \(N \in \mathbb{N}\), we will consider
\[
U_N := \mathcal{R}(P_N).
\]
Note for future reference that \(N_1 \leq N_2\) implies \(U_{N_1} \subseteq U_{N_2}\) and
\[
|U_N| \leq e^{(d+1)N^\varrho}.
\]
Since the estimate (2.7) clearly holds with \(\log N\) replaced by \(|U_N|\), we may assume that \(N\) is larger than some constant depending on \(p\) and \(\varrho\).

2.2. Partitioning denominators into product sets. The main idea of the proof of Theorem 2.1 is to split \(P_N\) into \(O_p(\log N)\) disjoint subsets and show that the operator norm of the multiplier (2.6) with summation restricted to the reduced fractions whose denominators correspond to a fixed set of the aforementioned partition of \(P_N\) has a bound independent of \(N\).

For this purpose, notice that
\[
\{n \in \mathbb{N}_N \mid \text{all prime factors of } n \text{ are in } \mathbb{P}_N\} \subseteq \Pi(\mathbb{P}_N),
\]
where, for a subset \(V \subseteq \mathbb{P}\), we define
\[
\Pi(V) := \bigcup_{k=0}^{D} \Pi_k(V)
\]
with \(\Pi_0(V) = \{1\}\) and, for \(k \in \mathbb{N}\),
\[
\Pi_k(V) := \{p_1^{\gamma_1} \cdots p_k^{\gamma_k} \mid \gamma_1, \ldots, \gamma_k \in \mathbb{N}_D \text{ and } p_1, \ldots, p_k \in V \text{ are distinct}\}
\]
is the set of numbers with exactly \(k\) distinct prime factors in \(V\) at powers from \(\mathbb{N}_D\).

We partition the set of denominators \(\Pi(\mathbb{P}_N)\) into disjoint subsets with property \(\mathcal{O}\) introduced by Ionescu and Wainger.

Definition 2.14 ([IW06]). A subset \(\Lambda \subseteq \Pi(V)\) has property \(\mathcal{O}\) if there exists \(k \in \{0, \ldots, D\}\) and pairwise disjoint sets \(S_1, \ldots, S_k \subseteq \Pi_1(V)\) such that
1. \(\Lambda \subseteq S_1 \cdots S_k\)
2. the elements of \(S_1 \cup \cdots \cup S_k\) are pairwise coprime.

Notice that each \(S_j\) above consists of pure powers of primes in \(V\).

The next result was proved in [IW06, Lemma 3.1] with the bound \(O_p((\log N)^{D-1})\) instead of \(O_p(\log N)\).

Lemma 2.15 ([MST19, Lemma 5.1]). For every \(q > 0\) and every \(N \in \mathbb{N}\), the set \(\Pi(\mathbb{P}_N)\) can be partitioned into \(O_p(\log N)\) sets with property \(\mathcal{O}\).

The proof is based on the following probabilistic argument.

Lemma 2.16 ([MST19, Lemma 5.2]). For every \(k \in \mathbb{N}\) and every finite set \(V\), there exists a natural number \(r \leq k \log |V|\) and surjective functions
\[
f_1, \ldots, f_r : V \to \mathbb{N}_k
\]
such that for every subset \(E \subseteq V\) with \(|E| \geq k\) there exists \(i \in \mathbb{N}_r\) with \(|f_i(E)| = k\).

Proof. We will assume \(2 \leq k \leq |V|\), since other cases are easy. Moreover, it suffices to construct the functions \(f_i\) without the restriction of them being surjective, since the non-surjective functions can be dropped. It also suffices to consider \(E \subseteq V\) with \(|E| = k\). Denote the set of such subsets by \(\binom{V}{k}\). Let \(k^V\) denote the set of all functions \(f : V \to \mathbb{N}_k\). Note that, for every set \(E \in \binom{V}{k}\), we have
\[
|\{f \in k^V \mid |f(E)| = k\}| = \frac{k!}{k^k}|k^V|.
\]
Let \( r = \left[ \frac{k+1}{k} \ln |V| \right] \), and suppose for a contradiction that the set
\[
\{(f_1, \ldots, f_r) \in (kV)^r \mid \forall E \in \mathcal{V} \{k \} \exists 1 \leq m \leq r \mid f_m(E) = k\}
\]
is empty. Then
\[
|kV|^r = \{|(f_1, \ldots, f_r) \in (kV)^r \mid \exists E \in \mathcal{V} \{k \} \forall 1 \leq m \leq r \mid f_m(E) < k\}|
\leq \sum_{E \in \mathcal{V} \{k \}} \{|f \in kV \mid |f(E)| < k\|^r
= \sum_{E \in \mathcal{V} \{k \}} \left(1 - \frac{k!}{k^k}\right)^r |kV|^r
= \left(\frac{|V|}{k}\right) \left(1 - \frac{k!}{k^k}\right)^r |kV|^r.
\]
Dividing both sides by \(|kV|^r\), we get the contradiction
\[
1 \leq \left(\frac{|V|}{k}\right) \left(1 - \frac{k!}{k^k}\right)^r < |V|^k e^{-r \frac{k}{k^k}} = e^{k \ln |V| - r \frac{k}{k^k}} \leq 1.
\]

**Proof of Lemma 2.15.** Since each subset of set with property \( O \) also has property \( O \), it suffices to show that, for every \( V \subseteq \mathcal{P} \) and \( k \in \mathbb{N} \), the set \( \Pi_k(V) \) can be written as a (not necessarily disjoint) union of \( O_k(\log |V|) \) sets with property \( O \). Let \( f_1, \ldots, f_r : V \to \mathbb{N} \) be functions given by Lemma 2.16. Then the claim is witnessed by the decomposition
\[
\Pi_k(V) = \bigcup_{\gamma \in \mathbb{N}^k} \bigcup_{i=1}^r \{p_1^\gamma \cdots p_k^\gamma \mid f_i(p_j) = j \text{ for each } 1 \leq j \leq k\}.
\]

By the Chinese remainder theorem, we have \( R(\Lambda \cdot \Lambda') = R(\Lambda) + R(\Lambda') \mod \mathbb{Z}^d \), whenever each element of \( \Lambda \) is coprime to each element of \( \Lambda' \). By Lemma 2.15, the set \( U_N \) can be partitioned into \( O_k(\log N) \) sets of the form
\[
Q(Q_0) + R(\Lambda) \mod \mathbb{Z}^d,
\]
where each
\[
(2.17) \quad \Lambda \subseteq S_1 \cdots S_k
\]
is a set with property \( O \) as in Definition 2.14 with \( S_1, \ldots, S_k \subseteq \Pi_1(\mathbb{P}_N) \cap \mathbb{N}_N \). Therefore,
\[
Q(Q_0) + R(\Lambda) = Q(Q_0) + \bigcup_{q_1 \leq S_1, \ldots, q_k \leq S_k} R(q_1 \cdots q_k)
= Q(Q_0) + \bigcup_{q_1 \leq S_1, \ldots, q_k \leq S_k} (A_{q_1/q_1} + \cdots + A_{q_k/q_k}) \mod \mathbb{Z}^d.
\]
It follows that \( \Delta_N(\xi) \) can be written as the sum of \( O_k(\log N) \) multipliers of the form
\[
\sum_{q_1 \leq S_1} \sum_{a_1 \in A_{q_1}} \cdots \sum_{q_k \leq S_k} \sum_{a_k \in A_{q_k}} 1_\Lambda(q_1 \cdots q_k) \sum_{b \in Q(Q_0)} \Theta\left(\xi - b - \sum_{j=1}^k a_j/q_j\right).
\]
It suffices to obtain \( L^p \) bounds, which do not depend on \( N \), for these multipliers. We will do so for even integer exponents \( p = 2r \) with \( r \in \mathbb{N} \). The case \( p' = 2N \) can be reduced to this case by duality, considering the adjoint multiplier \( \Theta^* \).
From now on, for brevity, we will use the notation
\[(2.18) \quad f_u(x) := F^{-1}(m_u \hat{f})(x) \quad \text{for} \quad u \in \mathcal{R}(S_1 \cdots S_k). \]

We restate our claim with the newly introduced notation.

**Theorem 2.19.** For every \( q > 0 \) and \( r \in \mathbb{N} \), there exist constants \( 0 < c_{r,q}, C_{r,q,d} < \infty \) such that, for every \( N \geq c_{r,q} \) and every set \( \Lambda \subseteq S_1 \cdots S_k \subseteq \Pi(\mathbb{P}_N) \) as in (2.17), we have
\[(2.20) \quad \left\| \sum_{u \in \mathcal{R}(S_1 \cdots S_k)} f_u \right\|_{\ell^{2r}(\mathbb{Z}^d; H)} \leq C_{r,q,d} A_{2r} \| f \|_{\ell^{2r}(\mathbb{Z}^d; H)} \]

for every \( f \in \ell^{2r}(\mathbb{Z}^d; H) \).

In the remaining part of Section 2 we prove Theorem 2.19.

### 2.3. Uniqueness property and orthogonality.

**Definition 2.21** ([IW06, Section 2]). A finite sequence \((x_1, x_2, \ldots, x_m)\) has the uniqueness property if there is \( k \in \mathbb{N}_m \) such that \( x_l \neq x_k \) for every \( l \in \mathbb{N}_m \setminus \{k\} \).

We will need the following combinatorial fact that reduces to a particularly easy special case of Hall’s marriage theorem.

**Lemma 2.22.** Let \( r \in \mathbb{N} \), and let \((q_1(0), q_1(1), \ldots, q_r(0), q_r(1))\) be a sequence which does not have the uniqueness property. Then there exists a function \( \kappa : \mathbb{N}_r \to \{0, 1\} \) such that
\[(2.23) \quad \{q_j(\kappa(j)) \mid j \in \mathbb{N}_r\} = \{q_j(1 - \kappa(j)) \mid j \in \mathbb{N}_r\} = \{q_j(i) \mid j \in \mathbb{N}_r, i \in \{0, 1\}\}.

**Proof.** We may assume that the set \( Z := \{q_1(0), q_1(1), \ldots, q_r(0), q_r(1)\} \) has cardinality \( r \), that is, each element in the image of the sequence has multiplicity 2. If this was not the case, then either at least two elements \( a, b \) would have multiplicity \( \geq 3 \), or at least one element \( a \) would have multiplicity \( \geq 4 \). In the first case, replace one of the occurrences of \( a \) and \( b \) by a new symbol, and in the second case replace two of the occurrences of \( a \) by a new symbol. This increases \( |Z| \) while preserving the lack of uniqueness property, and the function \( \kappa \) constructed for the new sequence still works for the old sequence.

We define a bipartite multigraph with vertex sets \( \{1, \ldots, r\} \) and \( Z \), in which each \( q_i(l) \) defines an edge between \( i \) and \( z = q_i(l) \). Then each vertex appears in exactly 2 edges, and hence the graph consists of finitely many cycles, each of which has even length since the graph is bipartite. In each cycle, we color the edges alternatingly red and blue. Each element of \( \{1, \ldots, r\} \) is contained in exactly one red and one blue edge, and we declare \( \kappa(i) \) to be the number for which the edge \((i, q_i(\kappa(i)))\) is red; the edge \((i, q_i(1 - \kappa(i)))\) is then blue. Since each element of \( Z \) is contained in one red and one blue edge, this ensures (2.23). \( \square \)

**Corollary 2.24.** Let \((X, \mathcal{B}(X), \mu)\) be a measure space, \( r \in \mathbb{N} \), let \( S_1, \ldots, S_r \) be finite sets (not necessarily disjoint), and let \( F_q^i \in L^{2r}(X; H) \) for every \( i \in \mathbb{N}_r \) and \( q \in S_i \). Suppose that, for every sequence
\[(2.25) \quad (q_1(0), q_1(1), \ldots, q_r(0), q_r(1)) \in S_r^2 \times \cdots \times S_r^2
\]
with the uniqueness property, we have
\[(2.26) \quad \int_X \prod_{i=1}^r (F_{q_i(0)}^i(x), F_{q_i(1)}^i(x))_H d\mu(x) = 0.
\]

Then
\[(2.27) \quad \int_X \prod_{i=1}^r \left\| \sum_{q \in S_i} F_q^i(x) \right\|_H^2 d\mu(x) \lesssim_r \int_X \prod_{i=1}^r \left( \sum_{q \in S_i} \| F_q^i(x) \|_H^2 \right) d\mu(x).
\]

The implicit constant does not depend on \( X \) and \( S_1, \ldots, S_r \).
Proof. For any $Z \subseteq S_1 \cup \cdots \cup S_r$ with $|Z| \leq 2r$, let

$$S_Z(x) = \sum \prod_{i=1}^r \langle F_{q_i}(x), F_{q_i}(x) \rangle_H,$$

where the summation is taken over all sequences as in (2.25) which do not have the uniqueness property and \{q_i(0), q_i(1), \ldots, q_r(0), q_r(1)\} = Z.

Expanding the product on the left-hand side of (2.27), we obtain

$$\sum_{(q_1(0),q_1(1),\ldots,q_r(0),q_r(1))} \left( \prod_{i=1}^r \langle F_{q_i}(x), F_{q_i}(x) \rangle_H \right) = \sum_{|Z|\leq r} \int_X S_Z(x) d\mu(x),$$

since the integral vanishes for all summation sequences with the uniqueness property by the hypothesis (2.26). For each sequence (q_i(0), q_i(1), \ldots, q_r(0), q_r(1)) without the uniqueness property such that \{q_i(0), q_i(1), \ldots, q_i(0), q_r(1)\} = Z, we apply Lemma 2.22, and we obtain

$$\left( \prod_{i=1}^r \langle F_{q_i}(x), F_{q_i}(x) \rangle_H \right) \leq \prod_{i=1}^r \| F_{q_i}(x) \|_H \| F_{q_i}(1-\kappa(i)) \|_H$$

$$\leq \frac{1}{2} \prod_{i=1}^r \| F_{q_i}(x) \|_H^2 + \frac{1}{2} \prod_{i=1}^r \| F_{q_i(1-\kappa(i))} \|_H^2$$

$$\leq \sum_{q_i \in S_1, \ldots, q_r \in S_r: i=1}^r \prod_{q_i(0)} \| F_{q_i}(x) \|_H^2.$$

Since for each Z there are O_r(1) sequences of length 2r taking values in Z, by (2.28), we conclude

$$\sum_{|Z|\leq r} \int_X S_Z(x) d\mu(x) \lesssim_r \int_X \sum_{|Z|\leq r} \sum_{q_i \in S_1}^r \left( \prod_{q_i(0)} \| F_{q_i}(x) \|_H^2 \right) d\mu(x)$$

$$= \int_X \prod_{i=1}^r \left( \sum_{q_i \in S_i}^r \| F_{q_i}(x) \|_H^2 \right) d\mu(x).$$

2.4. Orthogonality between denominators. For every j \in \mathbb{N}_k, we will show

$$(2.29) \sum_{x \in \mathbb{Z}^d} \left( \sum_{q_i \in S_1} \cdots \sum_{q_{j-1} \in S_{j-1}} \sum_{u \in \mathcal{R}(q_1, q_{j-1} \cdots, q_j, S_j \cdots S_k)} f_u(x) \right)^2$$

$$= \sum_{q_1, \ldots, q_r \in S_1} \cdots \sum_{q_{j-1}, \ldots, q_{j-1} \in S_{j-1} \cdots S_j} \sum_{x \in \mathbb{Z}^d} \prod_{i=1}^r \sum_{q_i \in S_i} \sum_{u \in \mathcal{R}(q_1, \ldots, q_{j-1}, q_{j-1} \cdots S_j \cdots S_k)} f_u(x)^2$$

$$\lesssim_r \sum_{q_1, \ldots, q_r \in S_1} \cdots \sum_{q_{j-1}, \ldots, q_{j-1} \in S_{j-1} \cdots S_j} \prod_{i=1}^r \left( \sum_{q_i \in S_i} \sum_{u \in \mathcal{R}(q_1, \ldots, q_{j-1}, q_{j-1} \cdots S_j \cdots S_k)} f_u(x)^2 \right).$$

The last inequality follows from Corollary 2.24, since for every sequence with the uniqueness property (q_j(0), q_j(1), \ldots, q_j,x(0), q_j,x(1)) \in S_j^2r the orthogonality condition (2.26) is satisfied. Namely,

$$(2.30) \sum_{x \in \mathbb{Z}^d} \prod_{i=1}^r \langle \sum_{u \in \mathcal{R}(q_1, \ldots, q_{i-1}, q_{i-1}, S_{j+1} \cdots S_k)} f_u(x), \sum_{u \in \mathcal{R}(q_1, \ldots, q_{i-1}, q_{i-1}, S_{j+1} \cdots S_k)} f_u(x) \rangle = 0.$$

In order to verify condition (2.30), we note that the function under the sum in (2.30) can be written as a finite sum of functions of the form

$$(2.31) \prod_{i=1}^r \langle \sum_{u \in \mathcal{R}(q_1, \ldots, q_{i-1})} f_u(x), \sum_{u \in \mathcal{R}(q_1, \ldots, q_{i-1})} f_u(x) \rangle_H.$$
where \( q_{j, l}(l) \in S_j \) for each \( i \in \mathbb{N}, j \in \mathbb{N}_k, \) and \( l \in \{0, 1\} \). Fixing \( q_{j, l}(l) \in S_j \) for each \( i \in \mathbb{N}, j \in \mathbb{N}_k \) and \( l \in \{0, 1\} \), it is not difficult to see (by the Chinese remainder theorem) that the Fourier transform of the function (2.31) is supported in the set
\[
(2.32) \quad \bigcup_{b \in \mathcal{Q}(Q_0)} \bigcup_{u \in \sum_{i=1}^{r} \sum_{j=1}^{k} \sum_{l \in \{0, 1\}} \pm \mathcal{R}(q_{j, l}(l))} (b + u + 2r \varepsilon N \mathcal{Q}),
\]
which does not contain zero provided that for some \( j \in \mathbb{N}_k \) the sequence
\[
(2.33) \quad (q_{j, 1}(0), q_{j, 1}(1), \ldots, q_{j, r}(0), q_{j, r}(1)) \in S_j^{2r}
\]
has the uniqueness property. Indeed, if the set in (2.32) does contain zero, then \(|b + u|_\infty \leq r \varepsilon N\) for some \( b \in \mathcal{Q}(Q_0) \) and \( u \in \sum_{i=1}^{r} \sum_{j=1}^{k} \sum_{l \in \{0, 1\}} \pm \mathcal{R}(q_{j, l}(l)) \). Due to the uniqueness property, we can assume, without loss of generality, that \( q_{j, 1}(0) \neq q_{j, 1}(l) \) unless \( i = 1 \) and \( l = 0 \). Hence, \( b + u \neq 0 \) can be written as a fraction with a denominator at most \( Q_0 N^{2kr} \), so that
\[
Q_0^{-1} N^{-2kr} \leq |b + u|_\infty \leq r \varepsilon N^\theta,
\]
which is impossible for sufficiently large \( N \), due to (2.9).

Using (2.29) in each step, we obtain the following chain of estimates:
\[
\| \sum_{u \in \mathcal{R}(S_1 \cdots S_k)} f_u \|_{\ell^2(r; Y; H)}^{2r} = \sum_{x \in \mathbb{Z}^d} \prod_{i=1}^{r} \sum_{u \in \mathcal{R}(S_1 \cdots S_k)} \| f_u(x) \|_H^2 \lesssim_r \| \sum_{x \in \mathbb{Z}^d} \left( \sum_{q_1 \in S_1} \sum_{u \in \mathcal{R}(q_1 \cdots S_k)} \| f_u(x) \|_H^2 \right)^r \lesssim_r \cdots \lesssim_{r, \theta} \sum_{x \in \mathbb{Z}^d} \left( \sum_{q_1 \in S_1} \cdots \sum_{q_r \in S_k} \| \sum_{u \in \mathcal{R}(q_1 \cdots q_r)} f_u(x) \|_H^2 \right)^r.
\]
Notice that we are summing positive quantities over the product set \( S_1 \cdots S_k \), so at this point we may drop the characteristic function \( \mathbf{1}_\Lambda \) from the definition of the multipliers \( m_u^A \).

We have already exhausted all orthogonalities between denominators. The task now is to exploit orthogonalities between numerators.

2.5. Orthogonality between numerators. The following result allows us to split summation into diagonal and fully off-diagonal terms.

**Lemma 2.35** ([IW06, Lemma 2.3]). For every \( n, r \in \mathbb{N} \) and arbitrary numbers \( a_1, \ldots, a_n \geq 0 \), we have
\[
(2.36) \quad (a_1 + \cdots + a_n)^r \leq (r(r - 1))^{r-1} \sum_{1 \leq i \leq n} a_i^r + 2 \sum_{i_1, \ldots, i_r \in \mathbb{N}_a \text{ pairwise distinct}} a_{i_1} \cdots a_{i_r}.
\]

We give a simplified proof.

**Proof.** We may assume \( r \geq 2 \). The inequality (2.36) is clearly verified if
\[
(2.37) \quad (a_1 + \cdots + a_n)^r \leq 2 \sum_{i_1, \ldots, i_r \in \mathbb{N}_a \text{ pairwise distinct}} a_{i_1} \cdots a_{i_r}.
\]

Otherwise, expanding the \( r \)-th power, we obtain
\[
(a_1 + \cdots + a_n)^r \leq \sum_{i_1, \ldots, i_r \in \mathbb{N}_a \text{ pairwise distinct}} a_{i_1} \cdots a_{i_r} + \frac{r(r - 1)}{2} (a_1^2 + \cdots + a_n^2) (a_1 + \cdots + a_n)^{r-2}.
\]

Using the failure of inequality (2.37), this implies
\[
(a_1 + \cdots + a_n)^r \leq r(r - 1)(a_1^2 + \cdots + a_n^2)(a_1 + \cdots + a_n)^{r-2},
\]
so that \( \|a\|_{\ell^1} \leq \sqrt{r(r - 1)} \|a\|_{\ell^2} \). By logarithmic convexity of \( \ell^p \) norms, this implies
\[
\|a\|_{\ell^1} \leq \sqrt{r(r - 1)} \|a\|_{\ell^2}^{1-\theta} \|a\|_{\ell^p}^\theta, \quad \text{with} \quad \frac{1}{2} = \frac{1 - \theta}{1 + \frac{r}{2}}.
\]
Thus, \( \|a\|_{L^1} \leq (r(r - 1))^{1/(2d)} \|a\|_{L^r} = (r(r - 1))^{1-1/r} \|a\|_{L^r} \), and this also shows (2.36).

For any \( M \subseteq \mathbb{N}_k \), let
\[
S_M := \prod_{j \in M} S_j,
\]
with the convention \( S_{\emptyset} = \{1\} \). Suppose that \( M \subseteq \mathbb{N}_k \) and \( L \subseteq M \) satisfy \( M \setminus L \neq \emptyset \), then, for \( j = \min M \setminus L \), we will show
\[
(2.38) \quad \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_L} \left( \sum_{\tau \in S_{M \setminus L}} \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}
\]
\[
\lesssim \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_{\emptyset}} \left( \sum_{\tau \in S_{M \setminus (L \cup \{j\})}} \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}
\]
\[
+ \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_L} \left( \sum_{\tau \in S_{M \setminus (L \cup \{j\})}} \sum_{w \in \mathcal{R}(S_{M \setminus \{j\} \cup \{\tau\}})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}.
\]
Here we use the convention \( M^c = \mathbb{N}_k \setminus M \) for subsets \( M \subseteq \mathbb{N}_k \), in particular, \( \mathbb{N}_k^c = \emptyset \). Assume momentarily that (2.38) holds. By iterative application of (2.38), we obtain
\[
(2.39) \quad \sum_{x \in \mathbb{Z}^d} \left( \sum_{q_1 \in S_1} \ldots \sum_{q_k \in S_k} \left\| \sum_{u \in \mathcal{R}(q_1 \ldots q_k)} f_{u}(x) \right\|_H^2 \right)^{r}
\]
\[
= \sum_{x \in \mathbb{Z}^d} \left( \sum_{q \in S_1} \left\| \sum_{u \in \mathcal{R}(q)} f_{u}(x) \right\|_H^2 \right)^{r}
\]
\[
\lesssim_r \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_{\emptyset}} \left( \sum_{\tau \in S_{M \setminus \{j\} \cup \{\tau\}}} \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}
\]
\[
+ \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_{\emptyset}} \left( \sum_{\tau \in S_{M \setminus \{j\} \cup \{\tau\}}} \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}
\]
\[
\lesssim_r \ldots \lesssim_{r, \emptyset} \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_M} \left( \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}.
\]
Then, by (2.34) and (2.39), we get
\[
(2.40) \quad \sum_{u \in \mathcal{R}(S_1 \ldots S_k)} f_{u} \|_{L^{2r}((\mathbb{Z}^d, H))}^{2r} \lesssim_{r, \emptyset} \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_M} \left( \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}.
\]
In order to prove (2.38), we use Lemma 2.35 and obtain
\[
\sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_L} \left( \sum_{\tau \in S_{M \setminus L}} \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}
\]
\[
= \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_L} \left( \sum_{q \in S_1} \sum_{\tau \in S_{M \setminus \{j\} \cup \{\tau\}}} \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}
\]
\[
\lesssim \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_L} \left( \sum_{q \in S_1} \sum_{\tau \in S_{M \setminus \{j\} \cup \{\tau\}}} \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}
\]
\[
+ \sum_{x \in \mathbb{Z}^d} \sum_{\sigma \in S_L} \sum_{q \in S_j} \left( \sum_{\tau \in S_{M \setminus \{j\} \cup \{\tau\}}} \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}.
\]
The expression (2.41) appears on the right-hand side of (2.38). It remains to estimate (2.42). By Corollary 2.2.4, for all pairwise distinct \( q_{j,1}, \ldots, q_{j,r} \in S_j \) and \( r_1, \ldots, r_r \in \mathbb{N}_k^c \) with \( \sum_{i=1}^r r_i = r \), we have
\[
\sum_{x \in \mathbb{Z}^d} \left( \sum_{\sigma \in S_L} \sum_{q \in S_j} \sum_{\tau \in S_{M \setminus \{j\} \cup \{\tau\}}} \sum_{w \in \mathcal{R}(S_{M^c})} \left\| \sum_{u \in \mathcal{R}(\sigma)} f_{u+w}(x) \right\|_H^2 \right)^{r}.
\]

$S_{M\setminus(L\cup\{j\})}$, and all $w_1,\ldots,w_r \in \mathcal{R}(S_{M^c})$, we obtain
\begin{equation}
\sum_{x \in \mathbb{Z}^d} \prod_{i=1}^r \left\| \sum_{u \in \mathcal{R}(\sigma\tau_{i,j_i})} f_{u+w_i}(x) \right\|_H^2 = \sum_{x \in \mathbb{Z}^d} \prod_{i=1}^r \left\| \sum_{v \in \mathcal{R}(\tau_{i,j_i})} f_{u+w_i+v}(x) \right\|_H^2
\end{equation}
(2.43)
\begin{equation}
\lesssim_r \sum_{x \in \mathbb{Z}^d} \prod_{i=1}^r \left( \sum_{v \in \mathcal{R}(\tau_{i,j_i})} \left\| \sum_{u \in \mathcal{R}(\sigma\tau_i)} f_{u+w_i+v}(x) \right\|_H^2 \right).
\end{equation}
The last inequality follows from (2.27), since the orthogonality condition (2.26) is satisfied. Namely,
\begin{equation}
\sum_{x \in \mathbb{Z}^d} \prod_{i=1}^r \left( \sum_{u \in \mathcal{R}(\sigma\tau_i)} f_{u+w_i+v_i(0)}(x), \sum_{u \in \mathcal{R}(\sigma\tau_i)} f_{u+w_i+v_i(1)}(x) \right)_H \leq 0
\end{equation}
(2.44)
holds for every sequence
\begin{equation}
(v_1(0), v_1(1), \ldots, v_r(0), v_r(1)) \in \prod_{i=1}^r (\mathcal{R}(q_{j,i}) \times \mathcal{R}(q_{j,i}))
\end{equation}
(2.45)
with the uniqueness property. In order to verify (2.44), we note that the function under the sum in (2.44) can be written as a finite sum of the functions of the form
\begin{equation}
\prod_{i=1}^r \left( f_{u_i(0)+w_i+v_i(0)}(x), f_{u_i(1)+w_i+v_i(1)}(x) \right)_H,
\end{equation}
(2.46)
where $u_i(l) \in \mathcal{R}(\sigma\tau_i)$ for all $i \in \mathbb{N}$ and $l \in \{0,1\}$. One can easily see that, fixing $v_i(l) \in \mathcal{R}(q_{j,i})$ and $u_i(l) \in \mathcal{R}(\sigma\tau_i)$ for all $i \in \mathbb{N}$ and $l \in \{0,1\}$, the Fourier transform of the function from (2.46) is supported in the set
\begin{equation}
\bigcup_{b \in \mathcal{Q}(Q_0)} \left( b + \sum_{i=1}^r (v_i(0) - v_i(1) + u_i(0) - u_i(1)) + 2re_NQ \right)
\end{equation}
(2.47)
which does not contain zero due to the uniqueness property of (2.45). Indeed, suppose for a contradiction that the set in (2.47) does contain zero. This means that $|b+u|_\infty \leq re^N$ for some $b \in \mathcal{Q}(Q_0)$ and $u = \sum_{i=1}^r v_i(0) - v_i(1) + u_i(0) - u_i(1)$. Due to the uniqueness property we can assume, without loss of generality, that $v_i(0) \neq v_i(1)$. Also, the denominators of $v_i(l)$, $i \neq 1$, and of $u_i(l)$ for all $i$ are coprime to the denominator of $v_i(0)$. Hence $b+u \neq 0$ can be written as a fraction with denominator at most $Q_0N^{4rD}$. This implies
\begin{equation}
Q_0^{-1}N^{-4rD} \leq |b+u|_\infty \leq re^{-N^e},
\end{equation}
which is a contradiction for sufficiently large $N$, due to (2.9).

Finally, by (2.43), we see that
\begin{equation}
\sum_{x \in \mathbb{Z}^d} \left\| \sum_{\sigma \in \mathcal{S}_L} \sum_{\tau_{i,j_i} \in \mathcal{S}_{M^c}} \prod_{i=1}^r \left( \sum_{\tau_{i,j_i} \in \mathcal{S}_{M^c}} \sum_{w_1,\ldots,w_r} \left\| \sum_{u \in \mathcal{R}(\sigma\tau_{i,j_i})} f_{u+w}(x) \right\|_H^2 \right) \right\| \leq \sum_{x \in \mathbb{Z}^d} \left( \sum_{\tau \in \mathcal{S}_{M^c}} \sum_{w} \left\| \sum_{u \in \mathcal{R}(\sigma\tau)} f_{u+w}(x) \right\|_H^2 \right)^r
\end{equation}
(2.42)
\begin{equation}
= \sum_{x \in \mathbb{Z}^d} \left( \sum_{\tau \in \mathcal{S}_{M^c}} \sum_{w} \left\| \sum_{u \in \mathcal{R}(\sigma\tau)} f_{u+w}(x) \right\|_H^2 \right)^r.
\end{equation}
as claimed. We have exhausted all orthogonality provided by disjoint Fourier supports of the functions $f_u$. Now we will have to tackle the multipliers $\Theta$. 

--

\textbf{JUMP INEQUALITIES FOR OPERATORS OF RADON TYPE ON $\mathbb{Z}^d$}
2.6. Estimates for the multiplier $\Theta$. For fixed $M \subseteq \mathbb{N}_k$ and $\sigma \in S_M$, we view the corresponding term of (2.40) as the $2r$-th power of a norm of a function with values in $L^2(\mathcal{R}(S_{M^c}); H)$. In order to estimate the right-hand side of (2.40), we will use the following vector-valued version of the Marcinkiewicz–Zygmund theorem.

**Theorem 2.48** (vector-valued Marcinkiewicz–Zygmund). Let $H$ be a separable Hilbert space, and $(X, B(X), \mu)$ and $(Y, B(Y), \nu)$ be $\sigma$-finite measure spaces. For given $p, q \in (0, \infty)$, we assume that $T : L^p(X; H) \to L^q(Y; H)$ is a bounded linear operator. Let $Z$ be a countable set of indices. Then, for every sequence of functions $(f_n : n \in Z)$, we have

$$
\left( \sum_{n \in Z} \|Tf_n(y)\|_H^2 \right)^{1/2} \lesssim_{p, q} \|T\|_{L^p(X; H) \to L^q(Y; H)} \left( \sum_{n \in Z} \|f_n(x)\|_H^2 \right)^{1/2} \|L^p(\mathcal{R}(S_{M^c}); H)\).
$$

The proof of Theorem 2.48 is identical to the proof in the scalar-valued case, but uses the following vector-valued version of the Marcinkiewicz–Zygmund theorem.

**Lemma 2.50.** Let $H$ be a separable Hilbert space and let $(r_n(t) : n \in \mathbb{N})$ be a system of Rademacher functions on $[0, 1]$. Then, for every $p \in (0, \infty)$ and $(b_n : n \in \mathbb{N}) \subseteq H$, we have

$$
\left( \int_0^1 \left\| \sum_{n \in \mathbb{N}} r_n(t)b_n \right\|^p_H dt \right)^{1/p} \lesssim_p \left( \int_0^1 \left\| \sum_{n \in \mathbb{N}} r_n(t)b_n \right\|^2_H dt \right)^{1/2}.
$$

The implicit constant does not depend on $H$.

Kahane [Kah64] showed inequality (2.51) with any Banach space $B$ in place of $H$. However, for our purposes (2.51) suffices. We give a straightforward proof of (2.51), which in fact will be a consequence of double scalar-valued Khinchine’s inequality.

**Proof of Lemma 2.50.** For each $t \in [0, 1]$, we set

$$
B(t) = \left\| \sum_{n \in \mathbb{N}} r_n(t)b_n \right\|_H.
$$

Fix an orthonormal basis $(e_m : m \in \mathbb{N})$ of $H$ and let $(a_{n,m} : m \in \mathbb{N})$ be the coordinates of $b_n$ in that basis. For every $n \in \mathbb{N}$, we have

$$
b_n = \sum_{m \in \mathbb{N}} a_{n,m} e_m.
$$

Observe that

$$
B(t) = \left\| \sum_{n \in \mathbb{N}} r_n(t)b_n \right\|_H = \left( \int_0^1 F(t, s)^2 ds \right)^{1/2},
$$

where

$$
F(t, s) = \sum_{n \in \mathbb{N}} \sum_{m \in \mathbb{N}} a_{n,m} r_n(t) r_m(s).
$$

We prove that, for all $p \in (0, \infty)$, we have

$$
\|B\|_{L^p} \lesssim_p \|B\|_{L^2}.
$$

We note that (2.52) is exactly (2.51) rewritten in the new notation. So if $p \geq 2$, then by Hölder’s inequality we obtain

$$
B(t) \leq \left( \int_0^1 |F(t, s)|^p ds \right)^{1/p},
$$

and

$$
\|B\|_{L^p} \leq \left( \int_0^1 \int_0^1 |F(t, s)|^p dt ds \right)^{1/p}.
$$

Using the scalar-valued double Khinchine inequality, we get

$$
\left( \int_0^1 \int_0^1 |F(t, s)|^p dt ds \right)^{1/p} \lesssim \left( \int_0^1 \int_0^1 |F(t, s)|^2 dt ds \right)^{1/2} = \|B\|_{L^2}.$$

Since the case \( p \in (0, 2) \) is obvious by Hölder’s inequality, we conclude that the inequality
\[
(2.53) \quad \|B\|_{L^p} \lesssim_p \|B\|_{L^2}
\]
holds for all \( p \in (0, \infty) \). To prove the converse, it suffices to show that
\[
(2.54) \quad \|B\|_{L^2} \lesssim_p \|B\|_{L^p}
\]
for every \( p \in (0, 2) \). For this purpose, we choose \( \theta \in (0, 1) \) such that \( 2 = p\theta + 4(1 - \theta) \), then
\[
\|B\|_{L^2}^2 \leq \|B\|^\theta_{L^p} \|B\|^{4(1-\theta)}_{L^4}.
\]
By (2.53), we get
\[
\|B\|_{L^2}^2 \leq \|B\|^\theta_{L^p} \|B\|_{L^p}^{4(1-\theta)}
\]
and, dividing both sides by \( \|B\|_{L^p}^{4(1-\theta)} \), we obtain (2.54).

**Proof of Theorem 2.48.** We can assume, without loss of generality, that \( Z = \mathbb{N} \). By the monotone convergence theorem, we may assume that only finitely many of the non-vanishing entries, we have
\[
(2.55) \quad \sum_{n \in \mathbb{N}} \|b_n\|_H = \int_0^1 \Big( \sum_{n \in \mathbb{N}} r_n(t)b_n, \sum_{m \in \mathbb{N}} r_m(t)b_m \Big)_H dt = \int_0^1 \sum_{n \in \mathbb{N}} \|r_n(t)b_n\|_H^2 dt.
\]
This allows us to estimate
\[
\left\| \left( \sum_{n \in \mathbb{N}} \|Tf_n(y)\|_H^2 \right)^{1/2} \right\|_{L^0(d\nu(y))} = \left\| \left( \int_0^1 \sum_{n \in \mathbb{N}} \|r_n(t)Tf_n(y)\|_H^2 dt \right)^{1/2} \right\|_{L^q(d\nu(y))} \quad \text{by (2.55)}
\]
\[
\lesssim \left\| \left( \int_0^1 \sum_{n \in \mathbb{N}} \|r_n(t)Tf_n(y)\|_H^q dt \right)^{1/q} \right\|_{L^q(d\nu(y))} \quad \text{by Lemma 2.50}
\]
\[
= \left( \int_0^1 \|T(\sum_{n \in \mathbb{N}} r_n(t)f_n)\|_L^q(Y, H) dt \right)^{1/q} \quad \text{by Fubini’s theorem}
\]
\[
\lesssim \left( \int_0^1 \sum_{n \in \mathbb{N}} \|r_n(t)f_n\|_L^q(X, H) dt \right)^{1/q} \quad \text{by the hypothesis.}
\]
If \( p \geq q \), then, by Hölder’s inequality, Lemma 2.50, and (2.55), this is bounded by
\[
\left( \int_0^1 \sum_{n \in \mathbb{N}} \|r_n(t)f_n\|^p_{L^p(X, H)} dt \right)^{1/p} \lesssim \left( \int_0^1 \sum_{n \in \mathbb{N}} \|r_n(t)f_n(x)\|^2_H dt \right)^{1/2} \left\| \left( \sum_{n \in \mathbb{N}} \|f_n(x)\|_H^2 \right)^{1/2} \right\|_{L^p(d\mu(x))}.
\]
If \( p < q \), then, by Minkowski’s integral inequality for the \( L^{q/p} \) norm on the probability space, Lemma 2.50, and (2.55), the above is again bounded by
\[
\left\| \left( \int_0^1 \sum_{n \in \mathbb{N}} \|r_n(t)f_n(x)\|_H^q dt \right)^{1/q} \right\|_{L^p(d\mu(x))} \lesssim \left( \int_0^1 \sum_{n \in \mathbb{N}} \|r_n(t)f_n(x)\|^2_H dt \right)^{1/2} \left\| \left( \sum_{n \in \mathbb{N}} \|f_n(x)\|_H^2 \right)^{1/2} \right\|_{L^p(d\mu(x))}.
\]
The vector-valued extension of the hypothesis (2.5) allows us to eliminate the multiplier \( \Theta \) from the picture. Let \( \phi \) be a smooth function supported on \( \frac{10}{20} \) such that \( 0 \leq \phi \leq 1 \) and identically equal to 1 on \( \frac{10}{10} \). Let \( \psi \) be a non-negative smooth function with \( \int_{\mathbb{R}^d} \psi(x)dx = 1 \) supported on \( \frac{10}{10} \). Let \( \zeta = \phi \ast \psi \). Note that \( \zeta \) is
supported on $2Q$ and identically equal to 1 on $Q$ and $0 \leq \zeta \leq 1$. Denote $\zeta_N(x) = \zeta(\varepsilon_N^{-1}x)$ with $0 < \varepsilon_N \leq e^{-N^\alpha}$ as in (2.6). We fix $M \subseteq \mathbb{N}_k$ and $\sigma \in S_M$ and expand the corresponding term (2.40) as

\[
(2.56) \quad \sum_{x \in \mathbb{Z}^d} \left( \sum_{w \in R(S_{M^c})} \left\| F^{-1} \left( \sum_{u \in R(\sigma)} \sum_{b \in Q(0)} \Theta(\xi - b - u - w) f(\xi) \right)(x) \right\|_H^2 \right)^r.
\]

Let $Q := Q_0 \cdot \sigma$ and note that the difference of two fractions of the form $a/Q - w$ has denominator at most $e^{1/2N^\alpha}$, due to (2.9), thus we can write

\[
\sum_{u \in R(\sigma)} \sum_{b \in Q(0)} \Theta(\xi - b - u - w) = \left( \sum_{b \in Q(Q)} \Theta(\xi - b - w) \right) \left( \sum_{u \in R(\sigma)} \sum_{b \in Q(0)} \zeta_N(\xi - b - u - w) \right),
\]

because the summands have disjoint supports. The former multiplier in this product is the shift by $w \in R(S_{M^c})$ of the periodic multiplier

\[
\sum_{b \in Q(Q)} \Theta(\xi - b).
\]

This multiplier is bounded on $\ell^2_r(\mathbb{Z}^d; H)$ with norm $\lesssim_r A_{2r}$ by the hypothesis (2.5) and [MSW02, Corollary 2.1] with $B_1 = B_2 = H$. By Theorem 2.48 with $Z = R(S_{M^c})$, we obtain

\[
\sum_{x \in \mathbb{Z}^d} \left( \sum_{w \in R(S_{M^c})} \left\| F^{-1} \left( \sum_{u \in R(\sigma)} \sum_{b \in Q(0)} \Theta(\xi - b - u - w) f(\xi) \right)(x) \right\|_H^2 \right)^r \lesssim_{r, r} A_{2r} \sum_{x \in \mathbb{Z}^d} \left( \sum_{w \in R(S_{M^c})} \left\| F^{-1} \left( \sum_{u \in R(\sigma)} \sum_{b \in Q(0)} \zeta_N(\xi - b - u - w) f(\xi) \right)(x) \right\|_H^2 \right)^r.
\]

We recall that the sum of this expression over $M \subseteq \mathbb{N}_k$ and $\sigma \in S_M$ controls the left-hand side of (2.20) in view of (2.40).

2.7. Estimates for the square functions. Since there are only $2^k$ choices of subsets $M \subseteq \mathbb{N}_k$, the proof of Theorem 2.19 will be completed if we show the following square function estimate that no longer involves the multiplier $\Theta$.

**Lemma 2.57.** Under the assumptions of Theorem 2.19, for any $M \subseteq \mathbb{N}_k$, we have

\[
\sum_{\sigma \in S_M} \sum_{x \in \mathbb{Z}^d} \left( \sum_{w \in R(S_{M^c})} \left\| F^{-1} \left( \sum_{u \in R(\sigma)} \sum_{b \in Q(0)} \zeta_N(\xi - b - u - w) f(\xi) \right)(x) \right\|_H^2 \right)^r \lesssim_r \| f \|_{\ell^2_r(\mathbb{Z}^d; H)}^2.
\]

**Proof.** The claim can be viewed as the statement that a certain operator maps $\ell^2_r(\mathbb{Z}^d; H)$ to $\ell^2_r(S_M \times \mathbb{Z}^d; \ell^2(\mathcal{R}(S_{M^c}); H))$. By interpolation, it suffices to consider $r = 1$ and $r = \infty$. For $r = 1$ the claim follows from Plancherel’s theorem since the functions $\zeta_N(\xi - b - u - w)$ are disjointly supported for all $b \in Q(Q_0)$, $w \in R(S_{M^c})$, $u \in R(\sigma)$, and $\sigma \in S_M$.

In the case $r = \infty$ we have to show that

\[
\sup_{\sigma \in S_M} \sup_{x \in \mathbb{Z}^d} \left\| F^{-1} \left( \sum_{w \in R(S_{M^c})} \sum_{u \in R(\sigma)} \sum_{b \in Q(0)} \zeta_N(\xi - b - u - w) f(\xi) \right)(x) \right\|_H \lesssim \| f \|_{\ell^2(\mathbb{Z}^d; H)}^2.
\]

By translation invariance it suffices to consider $x = 0$, and by duality it is enough to show

\[
(2.58) \quad \left\| F^{-1} \left( \sum_{w \in R(S_{M^c})} \alpha(w) \sum_{u \in R(\sigma)} \sum_{b \in Q(0)} \zeta_N(\xi - b - u - w) \right) \right\|_{\ell^1(\mathbb{Z}^d; H)} \lesssim 1
\]

for any sequence $(\alpha(w) : w \in R(S_{M^c})) \subseteq H$ such that

\[
(2.59) \quad \sum_{w \in R(S_{M^c})} \| \alpha(w) \|_H^2 = 1.
\]
Recall \( \sigma = p_1^{\gamma_1} \cdots p_m^{\gamma_m} \) with distinct prime numbers \( p_1, \ldots, p_m \) that do not divide \( Q_0 \) and \( \gamma_j \geq 1 \). It follows that

\[
\sum_{\nu \in \mathcal{R}(\sigma)} (-1)^{[\nu]} \sum_{w \in Q(\prod_{j=1}^{m} p_j^{\gamma_j-\nu_j})} \cdot
\]

It suffices to obtain an estimate for a fixed \( \kappa \in \{0,1\}^m \). By the Chinese remainder theorem, we have to show

\[
\left\| \mathcal{F}^{-1} \left( \sum_{w \in \mathcal{R}(S_{M^c})} \alpha(w) \sum_{b \in Q(Q)} \zeta_{\kappa,\nu}(\xi - b - w) \right) \right\|_{L^1(\mathbb{R}^{d};H)} \leq C_{\gamma,d};
\]

where \( Q = Q_0 \cdot \prod_{j=1}^{m} p_j^{-\nu_j} \), so that in particular \( Q \leq Q_0 N^D \) and \( Q \) and \( S_{M^c} \) are coprime. In fact, the inequality from the last display is equivalent to the following inequality

\[
(2.60) \quad \| Q \| \mathcal{F}^{-1} \left( \sum_{w \in \mathcal{R}(S_{M^c})} \alpha(w) \zeta_{\kappa,\nu}(\xi - w) \right) \|_{L^1(\mathbb{R}^{d};H)} \leq C_{\gamma,d},
\]

since

\[
\sum_{b \in Q(Q)} e(b \cdot x) = \begin{cases} Q^d, & \text{if } x \equiv 0 \mod Q, \\ 0, & \text{otherwise.} \end{cases}
\]

Recall \( \zeta_{\kappa,\nu}(\xi) = \varepsilon_N^{-d} \phi_{\kappa,\nu} \ast \psi_{\kappa,\nu}(\xi) \), where \( \phi_{\kappa,\nu}(\xi) = \phi(\varepsilon_N^{-1} \xi) \) and \( \psi_{\kappa,\nu}(\xi) = \psi(\varepsilon_N^{-1} \xi) \). Thus

\[
\sum_{w \in \mathcal{R}(S_{M^c})} \alpha(w) \zeta_{\kappa,\nu}(\xi - w) = \varepsilon_N^{-d} \psi_{\kappa,\nu} \ast \left( \sum_{w \in \mathcal{R}(S_{M^c})} \alpha(w) \phi_{\kappa,\nu}(\cdot - w) \right)(\xi).
\]

We have

\[
(2.61) \quad \| Q \| \varepsilon_N^{-d} \mathcal{F}^{-1} \psi_{\kappa,\nu} \|_{L^2(\mathbb{R}^{d})} \lesssim (Q/\varepsilon_N)^{d/2},
\]

whereas by Plancherel’s theorem and (2.59) we get

\[
(2.62) \quad \| \mathcal{F}^{-1} \left( \sum_{w \in \mathcal{R}(S_{M^c})} \alpha(w) \phi_{\kappa,\nu}(\xi - w) \right) \|_{L^2(\mathbb{R}^{d};H)} = Q^{-d} \sum_{w \in \mathcal{R}(S_{M^c})} \alpha(w) \phi_{\kappa,\nu} Q(\xi - Qw) \|_{L^2(\mathbb{R}^{d};H)} \lesssim Q^{-d} \left( (\varepsilon_N Q)^d \sum_{w \in \mathcal{R}(S_{M^c})} \| \alpha(w) \|_{H}^2 \right)^{1/2} \lesssim (\varepsilon_N/Q)^{d/2}.
\]

In the first inequality in (2.62), we have used the disjointness of the supports of the functions \( \phi_{\kappa,\nu} Q(\xi - Qw) \), and only the diagonal terms survived, since, for any \( w_1, w_2 \in \mathcal{R}(S_{M^c}) \) with \( w_1 \neq w_2 \), we have \( |w_1 - w_2|_\infty \geq N^{-2D} \geq 2\varepsilon_N \), provided that \( N \) is large enough.

The claim (2.60) now follows because the Fourier transform intertwines convolution with the pointwise product, and by the Cauchy–Schwarz inequality the \( \ell^1 \) norm in (2.60) is controlled by the product of \( \ell^2 \) norms in (2.61) and (2.62).

3. Jump estimates for discrete operators of Radon type: general theory

First we set up notation and terminology, which will be also used in Section 4. We will apply the results from the previous sections with \( d = |\Gamma| \), where

\[
\Gamma = \{ (\gamma_1, \ldots, \gamma_k) \in \mathbb{N}^k \mid 0 < |\gamma| := |\gamma_1| + \cdots + |\gamma_k| \leq d_0 \}
\]

for some \( d_0 \in \mathbb{N} \). We work in the Euclidean space \( \mathbb{R}^\Gamma \) with coordinates labeled by multi-indexes \( \gamma \in \Gamma \), and similarly for \( \mathbb{Z}^\Gamma \). Let \( I \) be the identity matrix of size \( |\Gamma| \times |\Gamma| \) and let \( A \) be the diagonal \( |\Gamma| \times |\Gamma| \) matrix such that \( (Av)_{\gamma} = |\gamma| v_\gamma \). Let

\[
q_*(\xi) := \max_{\gamma \in \Gamma} (|\xi_{\gamma}|^{1/|\gamma|}), \quad \text{for} \ \xi \in \mathbb{R}^\Gamma
\]
be the quasi-norm associated with $A^* = A$.

We will be working with a family of convolution operators $(T_t)_{t \geq 0}$ satisfying conditions (A), (B), (C), and (D) from Definition 3.1. We think of the operator $T_t$ as having scale $2^t$.

**Definition 3.1.** For every $t \geq 0$, let $K_{2^t} : \mathbb{Z}^\Gamma \to \mathbb{C}$ be an absolutely summable function. Consider the corresponding convolution operators

$$T_t f(x) = K_{2^t} * f(x), \quad \text{for } x \in \mathbb{Z}^\Gamma,$$

and multipliers

$$m_t(\xi) = \hat{K}_{2^t}(\xi), \quad \text{for } \xi \in \mathbb{T}^\Gamma.$$

Suppose that we are given the following objects.

1. A function $G : \bigcup_{q \in \mathbb{N}} (A_q/q) \to \mathbb{C}$ and numbers $\delta > 0$ and $0 < C_\delta < \infty$ so that for every $q \in \mathbb{N}$ and $a \in A_q$ we have

$$|G(a/q)| \leq C_\delta q^{-\delta}. \quad (3.2)$$

2. A family of multipliers $\Phi_t : \mathbb{R}^\Gamma \to \mathbb{C}$ indexed by $t \geq 0$ such that for every $p \in (1, \infty)$ and every function $f \in L^2(\mathbb{R}^\Gamma) \cap L^p(\mathbb{R}^\Gamma)$ we have the jump estimate

$$J_p^2(\mathcal{F}^{-1}(\Phi_t \mathcal{F} f) : \mathbb{R}^\Gamma \times [0, \infty) \to \mathbb{C}) \lesssim_p \|f\|_{L^p(\mathbb{R}^\Gamma)}, \quad (3.3)$$

and, for every increasing sequence $0 \leq t_1 < t_2 < \cdots$, the square function estimate

$$\left\| \left( \sum_{j \in \mathbb{N}} |\mathcal{F}^{-1}((\Phi_{t_{j+1}} - \Phi_{t_j}) \mathcal{F} f)^2| \right)^{1/2} \right\|_{L^p(\mathbb{R}^\Gamma)} \lesssim_p \|f\|_{L^p(\mathbb{R}^\Gamma)}, \quad (3.4)$$

and such that the decay condition

$$|\Phi_{t_2}(\xi) - \Phi_{t_1}(\xi)| \lesssim |2^{tA}\xi|^{-\varepsilon}, \quad (3.5)$$

holds for every $0 < t \leq t_1 \leq t_2 \leq t + 1$ and $\xi \in \mathbb{R}^\Gamma \setminus \{0\}$.

3. A number $\chi \in (0, 1)$.

Suppose that the following conditions hold.

(A) For every $0 < \tau \leq 1$ and every $n \in \mathbb{N}$,

$$\|V^1(K_{2^t} : t \in [n^\tau, (n + 1)^\tau])\|_{\ell^1(\mathbb{Z}^\Gamma)} \lesssim n^{\tau - 1}. \quad (3.6)$$

(B) For every $\alpha > 0$, there exist $0 < \beta = \beta(\alpha) < \infty$ and $0 < C_\alpha < \infty$ such that, for every $N \in \mathbb{N}$, every multi-index $\gamma_0 \in \Gamma$, every integers $a, q$ such that $0 \leq a < q$, $(a, q) = 1$, and

$$N^\beta \leq q \leq 2^{N|\gamma_0|}N^{-\beta}, \quad (3.7)$$

and every $\xi \in \mathbb{T}^\Gamma$ with

$$|\xi_{\gamma_0} - a/q| \leq \frac{1}{q^2},$$

we have

$$\sup_{N \leq t_1, t_2 \leq N + 1} |m_{t_1}(\xi) - m_{t_2}(\xi)| \leq C_\alpha N^{-\alpha}. \quad (3.8)$$

(C) For every $\alpha, \beta > 0$ there exists $0 < C_{\alpha,\beta} < \infty$ such that, for every $N \in \mathbb{N}$, every $1 \leq q < (N + 1)^\beta$, every $a \in A_q$, and every $\xi \in \mathbb{T}^\Gamma$ with $|\xi - a/q| \leq 2^{-N|\gamma| +NX}$ for all $\gamma \in \Gamma$, we have

$$\sup_{N \leq t_1, t_2 \leq N + 1} |m_{t_1}(\xi) - m_{t_2}(\xi) - G(a/q)(\Phi_{t_1}(\xi - a/q) - \Phi_{t_2}(\xi - a/q))| \leq C_{\alpha,\beta} N^{-\alpha}. \quad (3.9)$$
There is a family of multipliers $\tilde{m}_N$, indexed by $N \in \mathbb{N}$, that are uniformly bounded on $\ell^p(\mathbb{Z}^\Gamma)$ for all $p \in (1, \infty)$. Moreover, for every $\alpha > 0$ there exists $0 < C_\alpha < \infty$ such that, for every $N \in \mathbb{N}$, every $1 \leq q \leq e^{NX}/5$, every $a \in A_q$, and every $\xi \in \mathbb{T}^\Gamma$ with $|\xi_\gamma - a_\gamma/q| \leq 2^{-N|\gamma|+NX}$ for all $\gamma \in \Gamma$, we have

\begin{equation}
|\tilde{m}_N(\xi) - G(a/q)| \leq C_\alpha N^{-\alpha}.
\end{equation}

**Theorem 3.11.** Suppose that $(T_t)_{t \geq 0}$ is a family of convolution operators satisfying conditions (A), (B), (C), and (D) from Definition 3.1. Then, for every $p \in (1, \infty)$, there is $0 < C_p < \infty$ such that, for every $f \in \ell^p(\mathbb{Z}^\Gamma)$, we have

\begin{equation}
J^p_2((T_t f)_{t \geq 0} : \mathbb{Z}^\Gamma \to \mathbb{C}) \leq C_p \|f\|_{\ell^p(\mathbb{Z}^\Gamma)}.
\end{equation}

In particular, for every $p \in (1, \infty)$ and $r \in (2, \infty)$, there is $0 < C_{p,r} < \infty$ such that

\begin{align}
\sup_{t \geq 0} |T_t f| \leq C_{p,r} \|f\|_{\ell^p(\mathbb{Z}^\Gamma)}, \\
\|V^r(T_t f : t \geq 0)\|_{\ell^p(\mathbb{Z}^\Gamma)} \leq C_{p,r} \|f\|_{\ell^p(\mathbb{Z}^\Gamma)},
\end{align}

for every $f \in \ell^p(\mathbb{Z}^\Gamma)$.

Inequality (3.12) implies inequalities (3.13) and (3.14) by appealing to [MSZ20, Lemma 2.12] and the Marcinkiewicz interpolation theorem. From now on, for every $p \in [1, \infty]$, we shall abbreviate $\| \cdot \|_{\ell^p(\mathbb{Z}^\Gamma)} := \| \cdot \|_{L^p(\mathbb{Z}^\Gamma)}$, and $\| \cdot \|_{\ell^p(\mathbb{Z}^\Gamma)} := \| \cdot \|_{\ell^p}$.

By the monotone convergence theorem and standard density arguments, the estimate (3.12) will follow if we can show

\begin{equation}
J^p_2(T_t f : \mathbb{Z}^\Gamma \times \mathbb{I} \to \mathbb{C}) \leq C_p \|f\|_{\ell^p}
\end{equation}

for every finite subset $\mathbb{I} \subset [0, \infty)$ with a constant $C_p$ that does not depend on $\mathbb{I}$.

Fix $p \in (1, \infty)$ and chose $p_0 > 1$, close to 1, such that $p \in (p_0, p_0')$. Take $\tau \in (0, 1)$ such that

\begin{equation}
\tau < \frac{1}{2} \min\{p_0 - 1, 1\}.
\end{equation}

Using [JSW08, Lemma 1.3], we split (3.15) into a long and short $\lambda$-jumps using respectively

\begin{align}
J^p_2(T_t f : \mathbb{Z}^\Gamma \times \mathbb{I} \to \mathbb{C}) &\lesssim J^p_2(T_{n\tau} f : \mathbb{Z}^\Gamma \times \mathbb{N}_0 \to \mathbb{C}) \\
&\quad + \left\| \left( \sum_{n \in \mathbb{N}_0} V^2(T_t f : t \in [n\tau, (n + 1)\tau] \cap \mathbb{I})^2 \right)^{1/2} \right\|_{\ell^p}.
\end{align}

**3.1. Estimate for short variations.** We repeat the argument from [Zor15] to estimate the short variations in (3.18). For each $n \in \mathbb{N}$, let $s_{n,0} < s_{n,1} < \ldots < s_{n,J(n)}$
be the increasing enumeration of \([n^\gamma, (n+1)^\gamma] \cap \mathbb{I}\). It follows that
\[
\left\| \left( \sum_{n \in \mathbb{N}_0} V^2(K_{2^t} * f : t \in [n^\gamma, (n+1)^\gamma] \cap \mathbb{I})^2 \right)^{1/2} \right\|_{L^p}
\]
\[
\leq \left\| \left( \sum_{n \in \mathbb{N}_0} V^1(K_{2^t} * f : t \in [n^\gamma, (n+1)^\gamma])^2 \right)^{1/2} \right\|_{L^p}
\]
\[
\leq \left\| \left( \sum_{n \in \mathbb{N}_0} \left( \sum_{j=1}^{J(n)} \left| (K_{2^{n,j}} - K_{2^{n,j-1}}) * f \right| \right)^q \right)^{1/q} \right\|_{L^p}
\]
\[
\leq \left( \sum_{n \in \mathbb{N}_0} \left( \sum_{j=1}^{J(n)} \left\| K_{2^{n,j}} - K_{2^{n,j-1}} \right\|_{L^q} \right)^q \right)^{1/q} \left\| f \right\|_{L^p} \quad \text{by Minkowski’s inequality}
\]
\[
\lesssim \left( \sum_{n \in \mathbb{N}_0} n^{-q(1-\tau)} \right)^{1/q} \left\| f \right\|_{L^p} \quad \text{by (3.6)}
\]
\[
\lesssim \left\| f \right\|_{L^p},
\]
since \(q(1-\tau) > 1\) by (3.16). This finishes the estimate for (3.18).

3.2. Major and minor arcs for long jumps. The decomposition of the long jumps (3.17) will involve several parameters that are chosen depending on \(p \in (1, \infty)\), \(\tau \in (0, 1)\) as in (3.16), the function \(\alpha \mapsto \beta(\alpha)\) from condition (B), and \(\delta > 0\) from (3.2). We specify our choices in advance in order to make sure that all conditions that we use are compatible.

We fix \(p_0 \in (1, \infty)\) such that \(p \in (p_0, p_0')\) and choose
\[
\alpha > \left( \frac{1}{p_0} - \frac{1}{2} \right) \cdot \left( \frac{1}{p_0} - \frac{1}{\min(p, p')} \right)^{-1},
\]
so that the estimates of the form
\[
\left\| T \right\|_{L^2 \to L^p} \lesssim j^{-\alpha}, \quad \left\| T \right\|_{L^{p_0} \to L^{p_0}} \lesssim \log(j+2), \quad \left\| T \right\|_{L^{p_0'} \to L^{p_0'}} \lesssim \log(j+2),
\]
for a linear operator \(T\), can be interpolated to obtain \(\left\| T \right\|_{L^p \to L^p} \lesssim j^{-\tilde{\alpha}}\) with some \(\tilde{\alpha} > 1\). We also choose an integer
\[
u > \beta(\alpha/\tau) |\Gamma|.
\]
Finally, we will use Ionescu–Wainger multipliers as constructed in Section 2 with the parameter
\[
\varrho := \min \left( \frac{\chi}{10u}, \frac{\delta}{6\alpha} \right).
\]
Let \(\phi : \mathbb{R} \to [0, 1]\) be a smooth function such that
\[
\phi(x) := \begin{cases} 
1 & \text{if } |x| \leq 1/8, \\
0 & \text{if } |x| \geq 1/4.
\end{cases}
\]
We will use the cutoff functions \(\tilde{\eta}(x) := \prod_{\gamma \in \Gamma} \phi(x_{\gamma})\) and \(\eta(x) := \tilde{\eta}(2x)\), \(x \in \mathbb{R}^\Gamma\).

Note for future reference that \(\eta = \tilde{\eta}\). For \(N \in (0, \infty)\), let
\[
\eta_N(\xi) := \eta(2^{NA-NX}I\xi) = \prod_{\gamma \in \Gamma} \phi(2 \cdot 2^{\gamma/|N-NX|} \xi_{\gamma}).
\]

Recall the family of rational fractions \(\mathcal{U}_S\) defined in (2.12). For dyadic integers \(S \in 2^\mathbb{N}\), we define
\[
\Delta \mathcal{U}_S := \begin{cases} 
\mathcal{U}_S, & S = 2^u, \\
\mathcal{U}_S \setminus \mathcal{U}_{S/2^u}, & S > 2^u.
\end{cases}
\]
We will use the convention that $S \in 2\mathbb{N}$ whenever it appears as a summation index.

Similarly to [MST19; MST17; Mir18], we shall exploit, for every $n \in \mathbb{N}$, the partition of unity

$$1_{\mathcal{T}^r}(\xi) = (1_{\mathcal{T}^r}(\xi) - \Xi_{n^r}(\xi)) + \sum_{S \leq n^r} \Xi_{n^r}^S(\xi),$$

where

$$\Xi_{n^r}^S(\xi) := \sum_{a/q \in \Delta U_S} \eta_{n^r}(\xi - a/q)$$

and

$$\Xi_{n^r}(\xi) := \sum_{S \leq n^r} \Xi_{n^r}^S(\xi) = \sum_{a/q \in \Delta U_S} \eta_{n^r}(\xi - a/q), \quad \text{with } \tilde{S} = \max(2^n \cap [1, n^{ru}]).$$

Theorem 2.1 and complex interpolation ensure that, for every $f \in \ell^p(\mathbb{Z}^d)$, we have

$$\|F^{-1}(\Xi_{n^r} \hat{f})\|_{\ell^p} \lesssim \log(n + 2) \|f\|_{\ell^p},$$

$$\|F^{-1}(\Xi_{n^r}^S \hat{f})\|_{\ell^p} \lesssim \log(S + 2) \|f\|_{\ell^p}.$$

This is due to the small supports in the definition of $\Xi_{n^r}$ and $\Xi_{n^r}^S$, since for every $\gamma \in \Gamma$ we have $2^{-n^r[\gamma] + n^{ru}_x} \leq e^{-n^{2ru}_x}$ by (3.22) for sufficiently large $n \in \mathbb{N}$.

Using (3.23), we obtain

$$J_2^p\left(\sum_{0 \leq j < n} F^{-1}((m(j+1)^r - m_{jr}) \hat{f} : n \in \mathbb{N}_0)\right) \lesssim J_2^p\left(\sum_{0 \leq j < n} F^{-1}((m(j+1)^r - m_{jr})(1 - \Xi_{jr} \hat{f}) : n \in \mathbb{N}_0)\right)$$

$$+ \sum_{S \in 2^{\mathbb{N}}} J_2^p\left(\sum_{0 \leq j < n, S \leq j^{ru}} F^{-1}((m(j+1)^r - m_{jr})\Xi_{jr}^S \hat{f} : n \in \mathbb{N}_0)\right).$$

In the last line we have used the fact that the jump quasi-seminorm (1.8) admits an equivalent subadditive norm [MSZ20, Corollary 2.11].

### 3.3. Minor arcs.

In order to estimate (3.25), we will appeal to the inequality

$$J_2^p((F(\cdot, n))_{n \in \mathbb{N}}) \leq \|V^1(F(\cdot, n) : n \in \mathbb{N})\|_{L^p(X)} \leq \sum_{n \in \mathbb{N}} \|F(\cdot, n + 1) - F(\cdot, n)\|_{L^p(X)}.$$

Thus,

$$\|F^{-1}((m(j+1)^r - m_{jr})(1 - \Xi_{jr} \hat{f})\|_{\ell^p} \lesssim \sum_{j \geq 0} \|F^{-1}((m(j+1)^r - m_{jr})(1 - \Xi_{jr} \hat{f})\|_{\ell^p}.$$

The next lemma will suffice to handle this series. Using Lemma 3.29 and (3.28), we finish the estimate for (3.25).

**Lemma 3.29.** For every $j \in \mathbb{N}$ and $f \in \ell^p(\mathbb{Z}^d)$, we have

$$\|F^{-1}((m(j+1)^r - m_{jr})(1 - \Xi_{jr} \hat{f})\|_{\ell^p} \lesssim j^{-\tilde{\alpha}} \|f\|_{\ell^p},$$

with some $\tilde{\alpha} > 1$.

**Proof.** It suffices to consider large values of $j$ (depending on all other parameters). In view of (3.6) and (3.24), for $q \in \{p_0, p'_0\}$, we have

$$\|F^{-1}((m(j+1)^r - m_{jr})(1 - \Xi_{jr} \hat{f})\|_{\ell^q} \lesssim \log(j + 2) \|f\|_{\ell^q}.$$  

By Plancherel’s theorem and complex interpolation, it suffices to show

$$\|(m(j+1)^r - m_{jr})(1 - \Xi_{jr})\|_{\infty} \lesssim j^{-\alpha}.$$

Let $\beta = \beta(\alpha/\tau)$ be as in (B), $\tilde{S} := \max(2^n \cap [1, j^{ru}])$, and $N := [j^r]$. 

$$\sum_{S \leq \tilde{S}} J_2^p\left(\sum_{0 \leq j < n, S \leq j^{ru}} F^{-1}((m(j+1)^r - m_{jr})\Xi_{jr}^S \hat{f} : n \in \mathbb{N}_0)\right).$$
Let $\xi \in \mathbb{T}^d$. By Dirichlet’s principle, for every $\gamma \in \Gamma$ there exist coprime natural numbers $a_\gamma, q_\gamma$ such that $1 \leq q_\gamma \leq N^{-\beta/2N|\gamma|}$ and
\[ |\xi_\gamma - a_\gamma/q_\gamma| \leq q_\gamma^{-1}N^{\beta/2N|\gamma|} \leq q_\gamma^2. \]
We distinguish two cases.

Case 1. Suppose that $1 \leq q_\gamma < N^\beta$ for every $\gamma \in \Gamma$. Then $q := \text{lcm}(q_\gamma : \gamma \in \Gamma) \leq N^{\beta|\Gamma|} \leq \hat{S}$, since $\beta|\Gamma| < u$ by the choice of $u$ in (3.21), and $j$ is sufficiently large.

Hence, for some $a' \in A_q$, we have $(a'/q) = (a_\gamma/q_\gamma) \in U^q_{\gamma}$. On the other hand,
\[ |\xi_\gamma - a'_\gamma|/q_\gamma \leq N^\beta 2^{-N|\gamma|} \leq 2^{-N|\gamma|+N^\kappa/16}. \]

It follows that $Z_{j^r}(\xi) = 1$, so that the multiplier (3.32) vanishes for this value of $\xi$.

Case 2. If the previous case did not occur, then, in fact, for some $\gamma \in \Gamma$ the condition (3.7) holds, that is, $N^\beta \leq q_\gamma \leq N^{-\beta/2N|\gamma|}$. Therefore, (3.8) applies, and we obtain
\[ |(m_{(j+1)^r} - m_j)^r(\xi)| \lesssim N^{-\alpha/r} \sim j^{-\alpha}. \]

This finishes the estimate for the multiplier (3.32) at the point $\xi$.

\[ \square \]

3.4. Major arcs. It remains to estimate the series (3.26). We will consider each summand
\[ J^S_{\gamma} \left( \sum_{0 \leq j < n: S \leq j^r} \mathcal{F}^{-1}(m_{(j+1)^r} - m_j)^r(\xi_n^S, \hat{f}) : n \in N_0 \right) \]
separately and provide estimates that are summable in $S \in 2^{mN}$.

For this purpose we split the jump norm in (3.33) at scale
\[ \kappa_S := 2\lceil S^2 \rceil + C \]
with a large integer $C$, that is, we estimate
\[ (3.33) \leq J^S_{\gamma} \left( \sum_{S^{1/r}(\nu) \leq j < n} \mathcal{F}^{-1}(m_{(j+1)^r} - m_j)^r(\xi_n^S, \hat{f}) : n^{\tau} \leq 2\kappa_S \right) \]
\[ + J^S_{\gamma} \left( \sum_{\kappa_S^{1/r} \leq j < n} \mathcal{F}^{-1}(m_{(j+1)^r} - m_j)^r(\xi_n^S, \hat{f}) : n^{\tau} \geq \kappa_S \right). \]

We begin with the definition of approximating multipliers for the respective scales.

Let
\[ \nu_j^S(\xi) := \sum_{a/q \in \Delta U^q_S} G(a/q)(\Phi_{(j+1)^r}(\xi - a/q) - \Phi_j^r(\xi - a/q))\eta_j^r(\xi - a/q). \]

(3.37)

\[ \Lambda_j^S(\xi) := \sum_{a/q \in \Delta U^q_S} (\Phi_{(j+1)^r}(\xi - a/q) - \Phi_j^r(\xi - a/q))\eta_j^r(\xi - a/q). \]

Lemma 3.38. For every $S \leq j^{ru}$ and $N \leq j^r \leq 4N$, we have
\[ \|m_{(j+1)^r} - m_j^r\|_\infty \leq (j + 1)^{-\alpha} \]
\[ \|m_{(j+1)^r} - m_j^r\|_S \leq \Lambda_j^S m_N \|_\infty \leq (j + 1)^{-\alpha}. \]

Proof. It suffices to consider large $j$. Let $a/q \in \Delta U^q_S$ be a reduced fraction, so that in particular $q \leq e^{S^2} \leq e^{J^{ru}u}$. Let $\xi \in \mathbb{T}$ be such that $m_j^r(\xi - a/q) \neq 0$, then
\[ |\xi_\gamma - a_\gamma/q| \leq 2^{-j^{r}\gamma} \lesssim j^{x^r} \]
for every $\gamma \in \Gamma$. Let $\beta = \max(\beta(\alpha/r), \alpha/\delta_r))$. There are now two cases. If $q < (j^r)^{\beta}$, then by (3.9) we obtain
\[ |(m_{(j+1)^r} - m_j^r)\xi_j^S - \nu_j^S(\xi)| \lesssim |m_{(j+1)^r} - m_j^r(\xi) - G(a/q)(\Phi_{(j+1)^r} - \Phi_j^r)(\xi - a/q)| \lesssim (j^r)^{-\alpha/r} = j^{-\alpha}. \]
If \( q \geq (j^\tau)\beta \), then the condition (3.7) holds for large \( j \), so by (3.8) and (3.2) we obtain
\[
\left| \left( (m_{j+1} - m_j) \right) \mathrm{E}^S_{j} \nu_j^S (\xi) \right| \\
\lesssim \left| (m_{j+1} - m_j) \right| \left| \nu_j^S (\xi) \right| + |G(a/q)| \\
\lesssim (j^\tau)^{-\alpha/\tau} + (j^\tau)^{-\beta} \lesssim j^{-\alpha}.
\]
This finishes the proof of (3.39). On the other hand,
\[
\left| (\nu_j^S - \Lambda_j^S \tilde{m}_N) (\xi) \right| = |G(a/q) - \tilde{m}_N (\xi)| \left| (\Phi_{j+1} - \Phi_j) (\xi - a/q) \right| |n_j^r (\xi - a/q)| \\
\lesssim |G(a/q) - \tilde{m}_N (\xi)| \\
\lesssim \alpha N^{-\alpha/\tau} \lesssim j^{-\alpha}
\]
by (3.10), since \( 2^{-j^\tau |\gamma| + j^\eta} \leq 2^{-N|\gamma| + N^\tau} \) and \( q \leq e^{N^\tau/5} \).

**3.5. Small scales: estimate for (3.35).** We follow and simplify the ideas that originate in [IW06] and in [MST19; MST17]. The important refinement that the multiplier \( \tilde{m}_N \) in (3.41) and (3.42) is not of the form (3.58) has been independently found by Trojan [Tro19].

Using [MSZ18, Lemma 2.5], we obtain
\[
(3.35) \leq \left\| V^2 \left( \sum_{S^{l/(\tau u)}} F^{-1} ((m_{j+1})^r - m_j^r) \Xi_j^S \hat{f} : n^\tau \lesssim 2\kappa S \right) \right\|_{\ell^p} \\
\leq \sum_{N \in 2^{\theta}(S^{l/(\tau u)}, \kappa_S)} \left\| V^2 \left( \sum_{S^{l/(\tau u)}} F^{-1} ((m_{j+1})^r - m_j^r) \Xi_j^S \hat{f} : N \leq n^\tau \lesssim 4N \right) \right\|_{\ell^p} \\
\leq \sum_{N \in 2^{\theta}(S^{l/(\tau u)}, \kappa_S)} \left\| V^2 \left( \sum_{S^{l/(\tau u)}} F^{-1} ((m_{j+1})^r - m_j^r) \Xi_j^S - \Lambda_j^S \tilde{m}_N \hat{f} : N \leq n^\tau \lesssim 4N \right) \right\|_{\ell^p} \\
+ \sum_{N \in 2^{\theta}(S^{l/(\tau u)}, \kappa_S)} \left\| V^2 \left( \sum_{S^{l/(\tau u)}} F^{-1} (\Lambda_j^S \tilde{m}_N \hat{f}) : N \leq n^\tau \lesssim 4N \right) \right\|_{\ell^p}
\]
(3.41)
\[
\lesssim \sum_{N \in 2^{\theta}(S^{l/(\tau u)}, \kappa_S)} \sum_{j : N \leq j^\tau \leq 4N} \left\| F^{-1} ((m_{j+1})^r - m_j^r) \Xi_j^S - \Lambda_j^S \tilde{m}_N \hat{f}) \right\|_{\ell^p}
\]
(3.42)
\[
+ \sum_{N \in 2^{\theta}(S^{l/(\tau u)}, \kappa_S)} \sum_{j : N \leq j^\tau \leq 4N} \left\| \left( \sum_{l \in I_l} \sum_{j \in I_l} F^{-1} (\Lambda_j^S \tilde{m}_N \hat{f}) \right)^2 \right\|_{\ell^p}^{1/2},
\]
where the summation in (3.42) is taken over all \( l \geq 0 \) such that the sets \( I_l \subset [N^{1/\tau}, (4N)^{1/\tau}] \cap \mathbb{N} \), and by [MSZ18, Lemma 2.5] we know that the sets \( I_l \) are pairwise disjoint intervals of length at most \( 2^i \).

**3.5.1. Error terms.** We handle (3.41) by the following lemma.

**Lemma 3.43.** If \( S < j^\tau_u \) and \( N \leq j^\tau \leq 4N \), then
\[
(3.44) \left\| F^{-1} ((m_{j+1})^r - m_j^r) \Xi_j^S - \Lambda_j^S \tilde{m}_N \hat{f}) \right\|_{\ell^p(\mathbb{Z})} \lesssim (j + 1)^{-\tilde{\alpha}} \| f \|_{\ell^p(\mathbb{Z})}
\]
with some \( \tilde{\alpha} > 1 \).

**Proof.** For any \( p_0 \in (1, \infty) \), and in particular for the \( p_0 \) chosen above (3.20), we have
\[
(3.45) \left\| F^{-1} ((m_{j+1})^r - m_j^r) \Xi_j^S - \Lambda_j^S \tilde{m}_N \hat{f}) \right\|_{\ell^{p_0}} \lesssim \log(S + 1) \| f \|_{\ell^{p_0}},
\]
since by Theorem 2.1
\[
\left\| F^{-1} ((m_{j+1})^r - m_j^r) \Xi_j^S \hat{f}) \right\|_{\ell^{p_0}} \lesssim \left\| F^{-1} (\Xi_j^S \hat{f}) \right\|_{\ell^{p_0}} \lesssim \log(S + 1) \| f \|_{\ell^{p_0}},
\]
\[
\left\| F^{-1} (\Lambda_j^S \tilde{m}_N \hat{f}) \right\|_{\ell^{p_0}} \lesssim \left\| F^{-1} (\Lambda_j^S \hat{f}) \right\|_{\ell^{p_0}} \lesssim \log(S + 1) \| f \|_{\ell^{p_0}}.
\]
Interpolation with the \( \ell^2 \) estimate coming from (3.40) and Plancherel’s theorem finishes the proof. \( \square \)
It follows from Lemma 3.43 that
\[
(3.41) \lesssim \sum_{N \in 2^\mathbb{N}, N \geq S^{1/u}, j: N < j^r \leq 4N} (j + 1)^{-\tilde{\alpha}} \|f\|_{L^p} \lesssim S^{(1-\tilde{\alpha})/(\tau u)}\|f\|_{L^p},
\]
and this is summable in $S$, since the exponent is strictly negative.

3.5.2. Square functions. We now estimate (3.42). To this end it suffices to prove the following.

**Lemma 3.46.**
\[
\left\| \left( \sum_l \left| \sum_{j \in I_l^j} \mathcal{F}^{-1}(\Lambda_j^S \tilde{m}_N \hat{f}) \right|^2 \right|^{1/2} \right\|_{L^p} \lesssim S^{-5\delta}\|f\|_{L^p}.
\]
Indeed, assuming Lemma 3.46 we obtain
\[
(3.42) \lesssim \sum_{N \in 2^\mathbb{N}, \tau [S^{1/u}, \kappa_S]} \sum_{i \leq \log N} S^{-5\delta}\|f\|_{L^p} \lesssim (\log \kappa_S)^2 S^{-5\delta}\|f\|_{L^p},
\]
and this is summable in $S \in 2^\mathbb{N}$ with the choice of $\kappa_S$ in (3.34).

Let $\hat{N}(\xi) := \sum_{a/q \in \Delta U_S} \tilde{\eta}_N(\xi - a/q)$.

**Lemma 3.47.** For $S^{1/u} \leq N$, we have
\[
\|\tilde{m}_N \hat{S}_N\|_{\infty} \lesssim S^{-\delta}.
\]
*Proof.* Since by the hypothesis the multipliers $\tilde{m}_N$ are uniformly bounded on $L^2$, we clearly have a uniform estimate in $N$ for each fixed $S$. Hence we may assume that $S$ is so large that the functions $\tilde{\eta}_N(\cdot - a/q)$ have disjoint support for $a/q \in \Delta U_S$.

Let $\xi \in \mathbb{T}^d$ be such that $\tilde{\xi}_N(\xi) \neq 0$. Then there exists $a/q \in \Delta U_S$ with
\[
|\xi - a \gamma| \leq 2^{-N|\gamma|+N^x}
\]
for every $\gamma \in \Gamma$. In particular, $S/2^N < q \leq e^{S^0} \leq e^{N^x/10}$. We estimate
\[
|\tilde{m}_N \hat{S}_N(\xi)| \leq |\tilde{m}_N(\xi) - G(a/q)| + |G(a/q)|.
\]
Using (3.2), we estimate the second term by $|G(a/q)| \lesssim q^{-\delta} \lesssim S^{-\delta}$. Using (3.10) with $\alpha = \delta u$, we also estimate the first term by $S^{-\delta}$.

*Proof of Lemma 3.46.* Since $\Lambda_j^S \tilde{m}_N = \Lambda_j^S \hat{m}_N \hat{S}_N$, it suffices to show that
\[
(3.48) \left\| \left( \sum_l \left| \sum_{j \in I_l^j} \mathcal{F}^{-1}((\Phi(j+1)^r - \Phi j^r) \eta_j^r \mathcal{F} f) \right|^2 \right|^{1/2} \right\|_{L^p} \lesssim \log(S)\|f\|_{L^p},
\]
and
\[
(3.49) \left\| \mathcal{F}^{-1}(\tilde{m}_N \hat{S}_N \hat{f}) \right\|_{L^p} \lesssim S^{-6\delta}\|f\|_{L^p},
\]
where the implicit constants are independent of $S$ and $N$.

By Theorem 2.1, the estimate (3.48) is a consequence of its continuous counterpart
\[
\left\| \left( \sum_l \left| \sum_{j \in I_l^j} \mathcal{F}^{-1}((\Phi(j+1)^r - \Phi j^r) \eta_j^r \mathcal{F} f) \right|^2 \right|^{1/2} \right\|_{L^p} \lesssim \|f\|_{L^p}.
\]
Indeed, by the hypothesis (3.4), we have the square function estimate
\[
\left\| \left( \sum_l \left| \sum_{j \in I_l^j} \mathcal{F}^{-1}((\Phi(j+1)^r - \Phi j^r) \mathcal{F} f) \right|^2 \right|^{1/2} \right\|_{L^p} \lesssim \|f\|_{L^p},
\]
whereas the error term can be handled by the inequality
\[
(3.50) \sum_{j \geq 0} \left\| \mathcal{F}^{-1}((\Phi(j+1)^r - \Phi j^r)(1 - \eta_j^r) \mathcal{F} f) \right\|_{L^p} \lesssim \|f\|_{L^p}.
\]
that holds for every $p \in (1, \infty)$, and in particular for $p$ fixed at the beginning of Section 3.2. Indeed, it is easy to obtain uniform $L^p$ estimates for the $j$-th term and a quickly decaying $L^2$ estimate follows from (3.5).

We now prove (3.49). By Theorem 2.1 and the hypothesis (D), we get

$$\|F^{-1}(\tilde{m}_N \tilde{\Xi}_N \hat{f})\|_{\ell^p_{\theta}} \lesssim \log(S) \|f\|_{\ell^p_{\theta}}.$$  

The claim follows by interpolation with the $\ell^2$ estimate provided by Lemma 3.47 and Plancherel’s theorem using (3.22) and (3.20).

This completes the estimate for (3.35).

3.6. Large scales: estimate for (3.36). We have

$$\|F^{-1}(\nu_j^S \hat{f}) : n^\tau \geq \kappa_S \|^2_{\ell^p_{\theta}} \lesssim \sum_{\kappa_S^{1/\tau} \leq j < n} \|F^{-1}((m(j+1)^\tau - m_j^\tau) \tilde{\Xi}_j^S - \nu_j^S \hat{f})\|_{\ell^p_{\theta}}. \quad (3.53)$$

3.6.1. Error terms. We estimate (3.53) by the following result.

Lemma 3.54. Suppose $S \leq j^{\tau u}$. Then

$$\|F^{-1}((m(j+1)^\tau - m_j^\tau) \tilde{\Xi}_j^S - \nu_j^S \hat{f})\|_{\ell^p_{\theta}} \lesssim e^{(|\Gamma|+1)S \nu(j+1)^{-\tilde{\alpha}}} \|f\|_{\ell^p_{\theta}} \quad (3.55)$$

with some $\tilde{\alpha} > 1$.

Proof. Considering each fraction in $\Delta U(S)$ individually and invoking (2.13) with $d = |\Gamma|$, we obtain for every $p_0 \in (1, \infty)$ the estimate

$$\|F^{-1}((m(j+1)^\tau - m_j^\tau) \tilde{\Xi}_j^S - \nu_j^S \hat{f})\|_{\ell^p_{\theta}} \lesssim |U_S| \|f\|_{\ell^p_{\theta}} \lesssim e^{(|\Gamma|+1)S \nu} \|f\|_{\ell^p_{\theta}}. \quad (3.56)$$

On the other hand, by (3.39) and Plancherel’s theorem, we have

$$\|F^{-1}((m(j+1)^\tau - m_j^\tau) \tilde{\Xi}_j^S - \nu_j^S \hat{f})\|_{\ell^2} \lesssim (j+1)^{-\alpha} \|f\|_{\ell^2}. \quad (3.57)$$

Interpolation between (3.56) and (3.57) finishes the proof of (3.55).

It follows that

$$\sum_{\kappa_S^{1/\tau} \leq j < n} j^{-\tilde{\alpha}} \|f\|_{\ell^p_{\theta}} \lesssim e^{(|\Gamma|+1)S \nu \kappa_S^{(1-\tilde{\alpha})/\tau}} \|f\|_{\ell^p_{\theta}}, \quad (3.58)$$

and this is summable in $S$ by the choice of $\kappa_S$ in (3.34).

3.6.2. Jumps. In order to estimate (3.52), we factorize

$$\sum_{\kappa_S^{1/\tau} \leq j < n} \nu_j^S(\xi) = \sum_{b \in Q(S)} \Psi_n(\xi - b) \cdot \Pi^S(\xi),$$

where

$$Q_S := \text{lcm } P_S \leq 3^S, \quad \text{by (2.4).} \quad (3.59)$$

$$\Pi^S(\xi) := \sum_{a/q \in \Delta U(S)} G(a/q) \tilde{\eta}_{\kappa_S}(\xi - a/q).$$

$$\Psi_n(\xi) := \sum_{\kappa_S^{1/\tau} \leq j < n} (\Phi(j+1)^\tau(\xi) - \Phi_j(\xi)) \eta_j^r(\xi).$$

Notice that the latter function is supported on the cube centered at the origin with the side length $2^{-\kappa_S + \kappa_S^S}$ that is $\leq (4Q_S)^{-1}$ provided that $C$ is chosen sufficiently large in (3.34).

Hence, it suffices to show that

$$\sum_{b \in Q(S)} \Psi_n(\cdot - b) \hat{f} : n^\tau \geq \kappa_S \lesssim \|f\|_{\ell^p_{\theta}}.$$
and, for some $\varepsilon > 0$, that
\begin{equation}
\|\mathcal{F}^{-1}(\Pi^S \hat{f})\|_{L^p} \lesssim S^{-\varepsilon} \|f\|_{L^p}.
\end{equation}
To see (3.59), we invoke the sampling principle for the jumps from [MSZ20, Theorem 1.7], and we use our assumption (3.3), which provides the desired bounds for the trimmed multipliers $\Psi_n$.

To see (3.60) notice that it holds for $p = 2$ by (3.2) and Plancherel’s theorem. Therefore, it suffices to obtain a uniform (in $S$) estimate for $p = p_0$. To this end, let $N = \kappa_S^{1/a}$ and split
\begin{equation}
\Pi^S = \tilde{\Pi}^S \tilde{m}_{\kappa_S} + (\Pi^S - \tilde{\Pi}^S \tilde{m}_{\kappa_S}),
\end{equation}
where
\[ \tilde{\Pi}^S(\xi) := \sum_{a/q \in \Delta m} \tilde{m}_{\kappa_S}(\xi - a/q). \]
The former term in (3.61) defines a bounded multiplier on $\ell^{p_0}$ by hypothesis (D) and [MSW02, Corollary 2.1]. For the latter term we proceed in a similar way as in (3.40) and obtain
\[ \|\Pi^S - \tilde{\Pi}^S \tilde{m}_{\kappa_S}\|_{L^p} \lesssim \kappa_S^{-a/\tau}. \]
On the other hand, we also have an $\ell^p$ estimate similar to (3.56) for every $p \in (1, \infty)$. Interpolating these estimates we obtain that the family of multipliers $\Pi^S - \tilde{\Pi}^S \tilde{m}_{\kappa_S}$ is uniformly bounded on $\ell^{p_0}$.

4. Applications to operators of Radon type on $\mathbb{Z}^d$

This section is intended to prove Theorem 1.9, which will be a consequence of Theorem 3.11. We will study discrete averaging Radon transform $M_t$ and truncated singular Radon transform $H_t$ in $\mathbb{Z}^d$ with the set of multi-indices $\Gamma$ as in the previous section. Generally, we will follow the notation used in Section 3 and assume that $d = |\Gamma|$.

Later on, the averaging Radon transform $M_t$ and the truncated singular Radon transform $H_t$ will be thought of as convolution operators having scale $2^t$. Namely, for any finitely supported function $f : \mathbb{Z}^\Gamma \to \mathbb{C}$, any $x \in \mathbb{Z}^\Gamma$, and any $t \geq 0$ we have
\[ M_t f(x) = K_{2^t}^M * f(x) \quad \text{and} \quad H_t f(x) = K_{2^t}^H * f(x) \]
with the kernels
\begin{equation}
K_{2^t}^M(x) = \frac{1}{|\Omega_{2^t} \cap \mathbb{Z}^k|} \sum_{y \in \Omega_{2^t} \cap \mathbb{Z}^k} \delta_{(y)^\Gamma}(x) \quad \text{and} \quad K_{2^t}^H(x) = \sum_{y \in \Omega_{2^t} \cap \mathbb{Z}^k \setminus \{0\}} \delta_{(y)^\Gamma}(x)K(y),
\end{equation}
where $(y)^\Gamma$ is the canonical polynomial and $K : \mathbb{R}^k \setminus \{0\} \to \mathbb{C}$ is a Calderón–Zygmund kernel satisfying conditions (1.3), (1.4) and (1.5).

The condition (1.5) could be replaced by a Dini type condition like in [MSZ18]. However, we will not pursue this direction.

For any Schwartz function $f$ in $\mathbb{R}^{\Gamma}$, for every $x \in \mathbb{R}^\Gamma$ and $t \in \mathbb{R}$, we define respectively the continuous averaging Radon transform and truncated singular Radon transform by setting
\begin{equation}
\mathcal{M}_t f(x) := \frac{1}{|\Omega_{2^t}|} \int_{\Omega_{2^t}} f(x - (y)^\Gamma)dy,
\end{equation}
\begin{equation}
\mathcal{H}_t f(x) := \text{p.v.} \int_{\Omega_{2^t}} f(x - (y)^\Gamma)K(y)dy,
\end{equation}
where $K$ is a Calderón–Zygmund kernel satisfying (1.3), (1.4), and (1.5).

The operators $M_t$ and $H_t$ are discrete counterparts of the continuous Radon operators defined in (4.2). Let us stress that the continuous Radon transforms play an important role in the proof of Theorem 1.9. We now state Theorem 4.3 for operators (4.2), which was recently proved in [MSZ18] and will be used to verify condition (3.3).
**Theorem 4.3.** Let $\mathcal{T}_t$ be either $\mathcal{M}_t$ or $\mathcal{H}_t$. Then for every $p \in (1, \infty)$ there is $0 < C_p < \infty$ such that, for every $f \in L^p(\mathbb{R}^\Gamma)$, we have

\[(4.4) \quad \sup_{\lambda > 0} \| \lambda N_{\lambda} (\mathcal{T}_t f) : t \in \mathbb{R} \|_{L^p(\mathbb{R}^\Gamma)} \leq C_p \| f \|_{L^p(\mathbb{R}^\Gamma)}.
\]

In particular, (4.4) implies that, for every $p \in (1, \infty)$ and $r \in (2, \infty)$, there is $0 < C_{p,r} < \infty$ such that

\[(4.5) \quad \sup_{t \in \mathbb{R}} \| \mathcal{T}_t f \|_{L^p(\mathbb{R}^\Gamma)} \leq C_{p,r} \| f \|_{L^p(\mathbb{R}^\Gamma)},
\]

\[(4.6) \quad \| V^r (\mathcal{T}_t f) : t \in \mathbb{R} \|_{L^p(\mathbb{R}^\Gamma)} \leq C_{p,r} \| f \|_{L^p(\mathbb{R}^\Gamma)},
\]

for every $f \in L^p(\mathbb{R}^\Gamma)$.

Using the methods from [MSZ18], if $\mathcal{T}_t$ is either $\mathcal{M}_t$ or $\mathcal{H}_t$, we can prove that for every $p \in (1, \infty)$ there is $0 < C_p < \infty$ such that for every $f \in L^p(\mathbb{R}^\Gamma)$ and for every increasing sequence $0 < t_1 < t_2 < \cdots$ we have

\[(4.7) \quad \left\| \left( \sum_{k \in \mathbb{N}} |(\mathcal{T}_{t_{k+1}} - \mathcal{T}_{t_k}) f|^2 \right)^{1/2} \right\|_{L^p(\mathbb{R}^\Gamma)} \leq C_p \| f \|_{L^p(\mathbb{R}^\Gamma)}.
\]

Estimate (4.7) will be used to verify condition (3.4). Inequality (4.7) may be thought of as a weak form of $r$-variational inequality (4.6) with $r = 2$. We know that, for many operators in harmonic analysis $r$-variational inequalities only make sense for $r > 2$, since Lépingle’s inequality fails outside this range. However, the square function estimate (4.7) follows from the randomized bound

\[\left\| \left( \sum_{k \in \mathbb{Z}} \varepsilon_k (\mathcal{T}_{t_{k+1}} - \mathcal{T}_{t_k}) f \right) \right\|_{L^p(\mathbb{R}^\Gamma)} \lesssim_p \| f \|_{L^p(\mathbb{R}^\Gamma)},\]

which holds uniformly for every sequence $(\varepsilon_k)_{k \in \mathbb{Z}}$ bounded by 1 by [MSZ18, Theorem 2.28] and the short $2$-variation bound

\[\left\| \left( \sum_{k \in \mathbb{Z}} V^2 (\mathcal{T}_t f : t \in [k, k+1])^2 \right)^{1/2} \right\|_{L^p(\mathbb{R}^\Gamma)} \lesssim_p \| f \|_{L^p(\mathbb{R}^\Gamma)},\]

which holds by [MSZ18, Theorem 2.39].

Let $m^M_t$ and $m^H_t$ be the multipliers corresponding to the kernels $K^M_{2^t}$ and $K^H_{2^t}$, respectively. More precisely, for every $t \geq 0$, we have

\[(4.8) \quad m^M_t (\xi) := \frac{1}{|\Omega_{2^t} \cap \mathbb{Z}^k|} \sum_{y \in \Omega_{2^t} \cap \mathbb{Z}^k} e(\xi \cdot (y) \Gamma) \quad \text{and} \quad m^H_t (\xi) := \sum_{y \in \Omega_{2^t} \cap \mathbb{Z}^k \setminus \{0\}} e(\xi \cdot (y) \Gamma) K(y).
\]

The continuous versions of the multipliers from (4.8) are given by

\[\Phi^M_t (\xi) := \frac{1}{|\Omega_{2^t}|} \int_{\Omega_{2^t}} e(\xi \cdot (y) \Gamma) dy \quad \text{and} \quad \Phi^H_t (\xi) := \text{p.v.} \int_{\Omega_{2^t}} e(\xi \cdot (y) \Gamma) K(y) dy.
\]

We see that $\Phi^M_t$ corresponds to the Fourier transform of the averaging operator $\mathcal{M}_t$ and $\Phi^H_t$ corresponds to the Fourier transform of the truncated Radon transform $\mathcal{H}_t$. Therefore, (4.4) and (4.7) can be applied, and conditions (3.3) and (3.4) are verified respectively with $\Phi_t = \Phi^M_t$ or $\Phi_t = \Phi^H_t$. In order to prove (3.5), we appeal to van der Corput’s estimates from [MSZ18, Proposition B.2]. Indeed, the van der Corput estimate ensures that

\[(4.9) \quad |\Phi^M_t (\xi)| \lesssim |T^{A^M} \langle \xi \rangle|^{-1/d} \lesssim (t q_*(\xi))^{-1/d} \quad \text{if} \quad t q_*(\xi) \geq 1.
\]

By a simple calculation, we get

\[(4.10) \quad |\Phi^M_t (\xi) - 1| \lesssim |T^{A^M} \langle \xi \rangle|^{1/d} \lesssim (t q_*(\xi))^{1/d} \quad \text{if} \quad t q_*(\xi) \leq 1.
\]

Taking into account (1.5) and again van der Corput’s estimate, we obtain

\[(4.11) \quad |\Phi^H_t (\xi) - \Phi^H_s (\xi)| \lesssim (t q_*(\xi))^{-\sigma/d} \quad \text{if} \quad t q_*(\xi) \geq 1,
\]
for all \(\kappa t \leq s \leq t\) with the implicit constant depending on \(\kappa \in (0, 1)\). Additionally, due to the cancellation condition (1.4) and (1.3), we have

\[
|\Phi_t^H(\xi) - \Phi_s^H(\xi)| \lesssim (tq_s(\xi))^{\alpha/d}, \quad \text{if} \quad tq_s(\xi) \leq 1.
\]

Therefore, (4.9) and (4.11) guarantee that (3.5) holds respectively with (4.12)

\[
\phi \quad \text{and} \quad q
\]

Lemma 4.14. The Gauss sum corresponding to \(q \in \mathbb{N}\) and \(a \in A_q\) is defined by

\[
G(a/q) := q^{-k} \sum_{r \in \mathbb{N}_q} e((a/q) \cdot (r)^\gamma).
\]

Using Theorem A.1, we can also deduce the decay claimed in condition (3.2) for the Gauss sums.

**Lemma 4.14.** For every \(k \in \mathbb{N}\) there exists \(\delta = \delta(k) > 0\) such that for every \(q \in \mathbb{N}\) and \(a \in A_q\) we have

\[
|G(a/q)| \lesssim_k q^{-\delta}.
\]

**Proof.** Let \(a_q/q = a/q\) be the reduced form of the entries of \(a/q\) and let \(\varepsilon = |\Gamma|^{-1}\). We first assume that there exists \(\gamma \in \Gamma\) with \(|\gamma| \geq 2\) such that \(q^\varepsilon < q_\gamma\), then also \(q_\gamma \leq q^{1-\varepsilon}\), and we obtain the conclusion by applying Theorem A.1 with \(\Omega = [0, q)^k\) and \(\phi \equiv 1\).

Otherwise, we assume that \(q_\gamma \leq q^\varepsilon\) for every \(|\gamma| \geq 2\), thus \(Q := \text{lcm}\{q_\gamma \mid \gamma \geq 2\} < q\) and the non-linear part of the polynomial \((a/q) \cdot (y)^\Gamma\) is constant modulo \(1\) on congruence classes modulo \((QZ)^k\). On the intersection of each of these congruence classes with \(\mathbb{N}_q^k\), the exponential sum vanishes unless \(q_\gamma | Q\) for all \(\gamma \in \Gamma\) with \(|\gamma| = 1\). But in the latter case,

\[
q \leq \text{lcm}\{q_\gamma \mid \gamma \in \Gamma\} = \text{lcm}\{Q, q_\gamma \mid \gamma = 1\} = Q,
\]

which gives a contradiction. \(\square\)

Our task now, in the next four paragraphs, is to verify conditions (A), (B), (C), and (D) from Definition 3.1.

**Remark 4.15.** Theorem 3.11 allows us to prove that if \(T_1\) is either \(\hat{M}_t^P\) or \(\hat{F}_t^P\) from (1.20) with \(P(x) = (x)^\Gamma\), then (3.12) holds for all \(p \in (1, \infty)\), and consequently we recover (3.13) and (3.14), which were studied in [Tro19]. The strategy is the same as we present here for the proof of Theorem 1.9. To verify conditions in Definition 3.1, let us briefly indicate that (3.2) is given by [Tro19, Theorem 3]. Conditions (3.3), (3.4) and (3.5) have been already verified above. For condition (A) see below. Condition (B) is given by [Tro19, Theorem 1]. Condition (C) is given by [Tro19, Propositions 4.1, 4.2]. Condition (D) is satisfied with \(\hat{m}_A\) being the multiplier corresponding to an averaging operator of (logarithmic) scale \(N - N^{1/10}\), say.

4.1. **Condition (A).** The 1-variation norm in (3.6) for \(K_{t^l} = K_{t^l}^M\) or \(K_{t^l} = K_{t^l}^H\) is controlled by a constant times \(2^{-kn^\tau}\) times the number of lattice points in \(\Omega(2^{(n+1)^\tau}) \backslash \Omega_{2n^\tau}\). The latter quantity will be controlled by Proposition 4.16 that refines [SW99, Proposition 9]. A partial result in this direction was obtained in [MST19, Proposition 3.1].

**Proposition 4.16.** Let \(\Omega \subset \mathbb{R}^k\) be a bounded and convex set and let \(1 \leq s \leq \text{diam}(\Omega)\). Then

\[
\#\{x \in \mathbb{Z}^k : \text{dist}(x, \partial \Omega) < s\} \lesssim_k s \text{diam}(\Omega)^{k-1}.
\]

The implicit constant depends only on the dimension \(k\), but not on the convex set \(\Omega\).

**Proof.** Let \(\Omega(s) = \{x \in \mathbb{Z}^k : \text{dist}(x, \partial \Omega) < s\}\) and observe that

\[
\#\Omega(s) = \sum_{x \in \Omega(s)} 1 \lesssim \sum_{x \in \Omega(s)} |B(x, 1/2)| \leq \#\{x \in \mathbb{R}^k : \text{dist}(x, \partial \Omega) < s + 1/2\} \lesssim s \text{diam}(\Omega)^{k-1},
\]
since the balls $B(x,1/2)$ for $x \in \Omega(s)$, are disjoint, have measure $\geq 1$, and are contained in the set $\{x \in \mathbb{R}^d: \text{dist}(x, \partial \Omega) < s+1/2\}$, which has measure $\lesssim s \text{ diam}(\Omega)^{k-1}$ by [MSZ18, Lemma A.1].

It follows that

$$2^{-kn^r} |\mathbb{Z}^k \cap \Omega_{2(n+1)^r} \setminus \Omega_{2n^r}| \lesssim n^r - 1,$$

and the condition (A) follows using monotonicity of the family of sets $\Omega_t$.

4.2. **Condition (B).** We fix $N \in \mathbb{N}$ and suppose that, for some multi-index $\gamma_0 \in \Gamma$ and some integers $a, q$ such that $0 \leq a \leq q$ and $(a, q) = 1$, we have $|\xi_{\gamma_0} - a/q| \leq q^{-2}$. For the multipliers associated with the averaging Radon operators we apply Weyl’s inequality (A.3) with $\phi \equiv 1$, $\Omega = \Omega_{2^t}$ for $t \in [N, N + 1]$, and obtain

$$\sup_{N \leq t_1, t_2 \leq N+1} |m_{t_1}^M(\xi) - m_{t_2}^M(\xi)| \lesssim \max \left\{ \frac{1}{q} \frac{q}{2^{|\gamma_0|}} \right\} \epsilon \log(2^N) \lesssim N^{-\beta + 1},$$

provided that

$$N^\beta \leq q \leq 2^{|\gamma_0|} N^{-\beta}.$$

Choosing $\beta = \beta(\alpha) = \epsilon^{-1}(\alpha + 1)$, we obtain

$$\sup_{N \leq t_1, t_2 \leq N+1} |m_{t_1}^M(\xi) - m_{t_2}^M(\xi)| \lesssim N^{-\alpha}$$

with the implicit constant independent of $N \in \mathbb{N}$.

For the multipliers associated with the truncated singular Radon operators, we apply Weyl’s inequality (A.3) with $\phi = K$, $\Omega = \Omega_{2^t} \setminus \Omega_{2_{t+1}}$, for $N \leq t_1 < t_2 \leq N + 1$ and obtain, taking into account (1.3) and (1.5), that

$$\sup_{N \leq t_1, t_2 \leq N+1} |m_{t_1}^H(\xi) - m_{t_2}^H(\xi)| \lesssim \max \left\{ \frac{1}{q} \frac{q}{2^{|\gamma_0|}} \right\} \epsilon \log(2^N) + 2^{kN} \sup \limits_{|x-y| \leq 2^{Nk-\epsilon}} |K(x) - K(y)|$$

$$\lesssim N^{-\beta + 1} + \max \left\{ \frac{1}{q} \frac{q}{2^{|\gamma_0|}} \right\} \sigma \epsilon \lesssim N^{-\beta + 1},$$

provided that

$$N^\beta \leq q \leq 2^{|\gamma_0|} N^{-\beta}.$$

As before, choosing $\beta = \beta(\alpha) = (\sigma \epsilon)^{-1}(\alpha + 1)$, we obtain

$$\sup_{N \leq t_1, t_2 \leq N+1} |m_{t_1}^H(\xi) - m_{t_2}^H(\xi)| \lesssim N^{-\alpha}$$

with the implicit constant independent of $N \in \mathbb{N}$.

4.3. **Condition (C) and (D).** In order to prove inequality (3.9) from condition (C) or inequality (3.10) from condition (D), we will appeal to the following proposition.

**Proposition 4.18.** Let $\Omega \subseteq B(0, N) \subseteq \mathbb{R}^k$ be a convex set or a Boolean combination of finitely many convex sets and let $K : \Omega \to \mathbb{C}$ be a continuous function. Then, for every $q \in \mathbb{N}$, $a \in A_q$, and $\xi = a/q + \theta \in \mathbb{R}^\Gamma$, we have

$$\left| \sum \limits_{y \in \Omega \cap \mathbb{Z}^k} e(\xi \cdot (y^\Gamma) K(y) - G(a/q) \int \limits_{\Omega} e(\theta \cdot (t^\Gamma) K(t) dt \right|$$

$$\lesssim_k \frac{q}{N} N^k \|K\|_{L^\infty(\Omega)} + N^k \|K\|_{L^\infty(\Omega)} \sum \limits_{\gamma \in \Gamma} (q|\theta_\gamma|N^{|\gamma|^{-1}} - 1)^{-\gamma_0} + N^k \sup \limits_{x,y \in \Omega: |x-y| \leq q} |K(x) - K(y)|,$$

for any sequence $(\epsilon_\gamma : \gamma \in \Gamma) \subseteq [0,1]$. The implicit constant is independent of $a, q, N, \theta, \gamma_0$ and the kernel $K$.

**Proof.** We split the sum into congruence classes modulo $q$ as follows:

$$\sum \limits_{y \in \Omega \cap \mathbb{Z}^k} e(\xi \cdot (y^\Gamma) K(y) = q^{-k} \sum \limits_{r \in \mathbb{N}_q} e((r^\Gamma \cdot a/q) + \left( q^{-k} \sum \limits_{y \in \mathbb{Z}^k \atop q y + r \in \Omega} e(\theta \cdot (qy + r)^\Gamma) K(qy + r) \right).$$
In order to approximate the expression in the brackets on the right-hand side by an integral, we write

\[
q^k \sum_{y \in \mathbb{Z}^k \atop y + r \in \Omega} e(\theta \cdot (qy + r)^\Gamma)K(qy + r) - \int_{\Omega} e(\theta \cdot (t)^\Gamma)K(t)dt
\]

\[
= q^k \sum_{y \in \mathbb{Z}^k \atop y \neq 0} e(\theta \cdot (qy + r)^\Gamma)K(qy + r)1_{\Omega}(qy + r) - \sum_{y \in \mathbb{Z}^k \atop y + [0, q)^k} e(\theta \cdot (t)^\Gamma)K(t)1_{\Omega}(t)dt
\]

\[
\leq \sum_{y \in \mathbb{Z}^k} \int_{[0, q)^k} |e(\theta \cdot (qy + r)^\Gamma)K(qy + r)1_{\Omega}(qy + r) - e(\theta \cdot (qy + t)^\Gamma)K(qy + t)1_{\Omega}(qy + t)|dt.
\]

Notice that

\[
|\theta \cdot (qy + r)^\Gamma - \theta \cdot (qy + t)^\Gamma| \lesssim \sum_{\gamma \in \Gamma} (q|\theta_\gamma|N^{\gamma} - 1)^{\varepsilon_\gamma},
\]

and

\[
|K(qy + r) - K(qy + t)| \lesssim \sup_{x, y \in \Omega: |x - y| \leq q} |K(x) - K(y)|,
\]

and

\[
\sum_{y \in \mathbb{Z}^k} |1_{\Omega}(qy + r) - 1_{\Omega}(qy + t)| \leq |(q^{-1}(\Omega - r))\triangle(q^{-1}(\Omega - t))| \lesssim (N/q)^{k-1},
\]

where the last inequality is a consequence of Proposition 4.16. Hence, we obtain the estimate

\[
\left| q^k \sum_{y \in \mathbb{Z}^k \atop y + r \in \Omega} e(\theta \cdot (qy + r)^\Gamma)K(qy + r) - \int_{\Omega} e(\theta \cdot (t)^\Gamma)K(t)dt \right|
\]

\[
\lesssim q^k ||K||_{L^\infty(\Omega)}(N/q)^{k-1} + N^k||K||_{L^\infty(\Omega)}(q|\theta_\gamma|N^{\gamma} - 1)^{\varepsilon_\gamma} + N^k \sup_{x, y \in \Omega: |x - y| \leq q} |K(x) - K(y)|.
\]

Averaging in r, we obtain the claim. \(\square\)

In order to verify (3.9) for the averaging Radon operators, we apply Proposition 4.18 with \(K = [\Omega]^{-1}1_{\Omega}\), where \(\Omega = \Omega^{2t}\) for \(t \in [N, N + 1]\), and \(\varepsilon_\gamma = 1/|\gamma|\). Since \(||K||_{L^\infty(\Omega)} \lesssim 2^{-kN}\) and \(\sup_{x, y \in \Omega: |x - y| \leq N} |K(x) - K(y)| = 0\), we obtain

\[
(4.19) \quad \sup_{N \leq t \leq N + 1} \left| m_i^M(\xi) - G(a/q)\Phi_i^M(\xi - a/q) \right| \lesssim q^2 - N + q_+ (2^{2N}q(2^{-N})^I(x - a/q)) \lesssim N^{-\alpha},
\]

provided that \(1 \leq q \lesssim N^\beta\), and \(|\xi_\gamma - a_\gamma/q| \leq 2^{-N}|\gamma| + N^\chi\) for all \(\gamma \in \Gamma\). Thus (4.19) implies (3.9).

For the truncated singular Radon operators, we apply Proposition 4.18 with \(K = K1_{\Omega}\), where \(\Omega = \Omega^{2t_2} \setminus \Omega^{2t_1}\) for \(N \leq t_1 < t_2 \leq N + 1\), and \(\varepsilon_\gamma = 1/|\gamma|\). Since \(||K||_{L^\infty(\Omega)} \lesssim 2^{-kN}\) by (1.3) and \(\sup_{x, y \in \Omega: |x - y| \leq N} |K(x) - K(y)| \lesssim (q/2^{-N})^\sigma\) by (1.5), we obtain

\[
\sup_{N \leq t_1, t_2 \leq N + 1} \left| m_i^H(\xi) - m_i^H(\xi - G(a/q)(\Phi_i^H(\xi - a/q) - \Phi_i^H(\xi - a/q))) \right|
\]

\[
\lesssim q^2 - N + (q^{-2})^\sigma + q_+ (2^{2N}q(2^{-N})^I(x - a/q)) \lesssim N^{-\alpha}
\]

provided that \(1 \leq q \lesssim N^\beta\), and \(|\xi_\gamma - a_\gamma/q| \leq 2^{-N}|\gamma| + N^\chi\) for all \(\gamma \in \Gamma\).

In order to verify condition (D), we proceed in a similar way as in (4.19) with the multiplier \(\tilde{m}_N = [\tilde{\Omega}_N]^{-1}1_{\tilde{\Omega}_N}\), \(\tilde{\Omega}_N = (\mathbb{Z} \cap [0, 2^{N\chi} - 2^{N\chi/2}])^\Gamma\).
Appendix A. Multidimensional exponential sums

In this section we will present a refinement of [SW99, Proposition 3] and [MST19, Theorem 3.1].

Theorem A.1. For every $k, d \in \mathbb{N}$, there exists $\varepsilon > 0$ such that, for every polynomial

$$P(n) = \sum_{\gamma \in \mathbb{N}^d_0 : 0 < |\gamma| \leq d} \xi_\gamma n^\gamma,$$

every $N > 1$, convex set $\Omega \subseteq B(0, N) \subset \mathbb{R}^k$, function $\phi: \Omega \cap \mathbb{Z}^k \to \mathbb{C}$, multi-index $\gamma_0 \in \Gamma$, and integers $0 \leq a < q$ with $(a, q) = 1$ and

$$|\xi_{\gamma_0} - \frac{a}{q}| \leq \frac{1}{q^2},$$

we have

$$\left| \sum_{n \in \Omega \cap \mathbb{Z}^k} e(P(n)) \phi(n) \right| \lesssim_{d, k} N^k \kappa^{-\varepsilon} \log(N + 1) \|\phi\|_{L^\infty(\Omega)} + N^k \sup_{|x - y| \leq N \kappa^{-\varepsilon}} |\phi(x) - \phi(y)|,$$

where

$$\kappa = \min\{q, N^{\gamma_0}/q\}.$$

The implicit constant in (A.3) is independent on the coefficients of $P$ and the numbers $a, q,$ and $N$. Throughout the proof of Theorem A.1, we may assume $1 < q < N^{\gamma_0}.$ Otherwise, the estimate follows from the triangle inequality. Moreover, we may assume that $\kappa$ is sufficiently large depending on $k, d$. Implicit constants in this section may depend on the dimension $k$ and the degree $d$ of the polynomial $P,$ but will be independent of its coefficients, integers $a, q,$ and $N$.

A.1. Reduction to the constant coefficient case. Suppose that (A.3) is known in the case $\phi \equiv \text{const}$. We pass to the general case by partitioning $\Omega$ into $J \leq C\kappa^{k\varepsilon/(k+1)}$ sets $\Omega_j \subseteq \Omega$ of diameter at most $N\kappa^{-\varepsilon/(k+1)},$ for some $C > 0.$ Then we fix $m_j \in \Omega_j$ for every $1 \leq j \leq J$ and observe that

$$\left| \sum_{n \in \Omega \cap \mathbb{Z}^k} e(P(n)) \phi(n) \right| \leq \sum_{j=1}^J \left| \sum_{n \in \Omega_j \cap \mathbb{Z}^k} e(P(n)) \phi(m_j) \right|$$

$$+ \sum_{j=1}^J \sum_{n \in \Omega_j \cap \mathbb{Z}^k} e(P(n))(|\phi(n) - \phi(m_j)|).$$

This yields (A.3) for general $\phi$ with $\varepsilon$ replaced by $\varepsilon/(k+1).$ Thus, from now on, we may assume that $\phi \equiv 1.$

It seems more efficient (in terms of the dependence of $\varepsilon$ on $k, d$) to make the above reduction in the one-dimensional case, but this would require keeping the dependence of the exponential sums on $\phi$ throughout the remaining argument. Since the dependence given by that argument is most probably far from sharp, we will not keep track of it.

A.2. One-dimensional, leading coefficient case. In this section we prove the case $k = 1,$ $\gamma_0 = (d)$ of Theorem A.1. In this case $\Omega$ is an interval. Since the polynomial $n \mapsto P(n + m)$ has the same leading coefficient as $P,$ for simplicity of notation we may assume $\Omega = [1, N'],$ for some $N' \leq N.$ The interval $\Omega$ either has length $\geq N/2$ or can be written as the symmetric difference of two intervals of length between $N/2$ and $N.$ Thus we may assume $N/2 \leq N' \leq N,$ and it suffices to consider $N' = N,$ since the form of the claimed estimate does not change when $N$ is multiplied by a bounded factor.
Consider first the case \( d = 1 \). Then \( P(n) = \xi_1(n) = \xi n \). Assume that \( \xi \neq 0 \) and \( q \geq 2 \), we obtain
\[
\left| \sum_{n=1}^{N} e(P(n)) \right| \lesssim \frac{1}{|\xi|} \lesssim q \leq N/\kappa.
\]

In the case \( d \geq 2 \), we will invoke Weyl estimate with logarithmic loss due to Wooley (see [Woo12, Remark after Theorem 1.5])
\[
(A.4) \quad \left| \sum_{n=1}^{N} e(P(n)) \right| \lesssim N \log N \left( \frac{1}{q} + \frac{1}{N} + \frac{q}{N^2} \right)^{2\delta-1/2d+1}.
\]

Then by (A.4) we get the desired claim.

A.3. Multidimensional case. We prove Theorem A.1 for a fixed \( k \) and \( d \) by downward induction on \( |\gamma_0| \). This will require a certain change of variables in our exponential sum, which will allow us to reduce the matter to the situation when (A.2) holds for the multi-index \( \gamma_0 \), which is of the form \((l, 0, \ldots, 0)\) for some \( l \in \mathbb{N} \). Then, we deduce the desired bound from the one-dimensional, leading coefficient case.

A.3.1. Change of variables. In this section we reduce the case of general \(|\gamma_0| = l\) to the case \( \gamma_0 = (l, 0, \ldots, 0) \). To this end, we find a linear map \( L \) on \( \mathbb{R}^k \) that restricts to an automorphism of \( \mathbb{Z}^k \) and for which we can control the coefficient of \( x_1^l \) in the polynomial \( P(L(x)) \). This will be provided by the following result.

**Proposition A.5.** Under the assumptions of Theorem A.1, there is an automorphism \( L \) of \( \mathbb{Z}^k \) such that
\[
(A.6) \quad \sum_{n \in \mathbb{N} \cap \mathbb{Z}^k} e(P(n)) = \sum_{n \in \mathbb{N} \cap \mathbb{Z}^k} e(P(L(n))),
\]
where \( \hat{\Omega} = L^{-1} [\Omega] \) and \( \hat{\Omega} \subseteq B(0, CN) \) for some \( C > 0 \) depending only on \( d, k \).

Moreover, let \( l = |\gamma_0|, \nu = \binom{l+k-1}{k-1} \) and \( \sigma \) be the coefficient of \( x_1^l \) in the polynomial \( P(L(x)) \). Then there exists a constant \( C_{d,k} \geq 1 \) such that if \( \kappa \geq C_{d,k} \) and \( \delta \in (0, (4\nu)^{-1}) \) then we can find integers \( 0 \leq a' < q' \) with \( (a', q') = 1 \) and \( \kappa \delta \leq q' \leq q \kappa^{1/2} \) satisfying
\[
(A.7) \quad |\sigma - a'| \leq \frac{1}{q' \kappa^{1/2}}.
\]

The construction of the automorphism from Proposition A.5 is very simple and is provided by the following lemma.

**Lemma A.8** (cf. [SW99, Lemma 1, p. 1305]). Let \( k, l \in \mathbb{N} \) and let \( \nu = \binom{l+k-1}{k-1} \) denote the dimension of the vector space of all polynomials with \( k \) variables in \( \mathbb{R}^k \) which are homogeneous of degree \( l \). Then there exist linear transformations \( L_1, \ldots, L_\nu \) of \( \mathbb{R}^k \) with integer coefficients and determinant 1 so that each \( L_j \) restricts to an automorphism of \( \mathbb{Z}^k \). Moreover, for each \( \gamma_0 \) with \(|\gamma_0| = l\) there exist integers \( c_0, \ldots, c_\nu \), with \( c_0 > 0 \), such that for every homogeneous polynomial \( P \) of degree \( l \), if \( \theta \) is the coefficient of \( x^{\gamma_0} \) of \( P(x) \), and \( \sigma_j \) is the coefficient of \( x_1^{l} \) of \( P(L_j(x)) \), then
\[
(A.9) \quad c_0 \theta = c_1 \sigma_1 + \ldots + c_\nu \sigma_\nu.
\]

**Proof.** For every multi-index \( \alpha \) such that \(|\alpha| = l\), we define the function \( \mu(\alpha) = \sum_{i=1}^{k} \mu_i \alpha_i \), where \( 1 = \mu_1 < \mu_2 < \ldots < \mu_k \) are suitably chosen rapidly growing integers, which ensure that \( \mu(\alpha) \neq \mu(\alpha') \) for any \( \alpha \neq \alpha' \).

For each \( j \in \mathbb{N}_\nu \), we consider the \( \mathbb{Z}^k \)-automorphism
\[
L_j(x) = (x_1, x_2 + j^\mu_2 x_1, \ldots, x_k + j^\mu_k x_1).
\]

If \( \sigma_j \) is the coefficient of \( x_1^l \) in the polynomial \( P(L_j(x)) \), then
\[
(A.10) \quad \sigma_j = \sum_{|\alpha|=l} \theta_\alpha j^{\mu(\alpha)}, \quad \text{for} \quad j \in \mathbb{N}_\nu.
\]
The identities from (A.10) define the generalized Vandermonde matrix \( V \) of size \( \nu \times \nu \) such that \( V \theta = \sigma \), where \( \theta = (\theta_\alpha : |\alpha| = l) \) and \( \sigma = (\sigma_1, \ldots, \sigma_\nu) \). Since \( \mu(\alpha) \neq \mu(\alpha') \) for any \( \alpha \neq \alpha' \), it is not difficult to show that \( \det V \neq 0 \), hence \( V \) is invertible, and (A.9) holds.

**Proof of Proposition A.5.** Let \( L_1, \ldots, L_\nu \) be the linear maps given by Lemma A.8. Denote the coefficient of \( x_1^j \) in the polynomial \( P(L_j(x)) \) by \( \sigma_j \). In fact, by Lemma A.8,\
\[(A.11) \quad \xi_{\gamma_0} = c_0^{-1}(c_1 \sigma_1 + \ldots + c_\nu \sigma_\nu),\]
with some integers \( c_0, \ldots, c_\nu \) depending only on \( d, k \), with \( c_0 > 0 \). Fix \( \delta > 0 \) such that \( 4\delta \nu < 1 \). By Dirichlet’s principle, for all \( j \in \mathbb{N}_\nu \), there exist reduced fractions \( a_j/q_j \) such that
\[(A.12) \quad |\sigma_j - a_j/q_j| \leq \frac{1}{q_j q \kappa^{1/2}} \leq \frac{1}{q_j^2}, \quad \text{and} \quad 1 \leq q_j \leq q \kappa^{1/2}, \quad \text{and} \quad (a_j, q_j) = 1.\]
Suppose first that
\[(A.13) \quad 1 \leq q_j \leq \kappa^\delta \quad \text{for every} \quad j \in \mathbb{N}_\nu.\]
This will lead to a contradiction provided that \( \kappa \geq C_{d,k} := (2(|c_0| + \ldots + |c_\nu|)^4 \nu \delta \nu < 1). \)

We write \( c_0^{-1}(c_1 x_1/q_1 + \ldots + c_\nu x_\nu/q_\nu) \) in the reduced form \( \tilde{a}/\tilde{q} \) with \( (\tilde{a}, \tilde{q}) = 1 \), then
\[1 \leq \tilde{q} \leq c_0 \kappa^{\delta\nu} \leq c_0, \]
and this is a contradiction, since \( \kappa \geq C_{d,k} \). In the remaining case \( \tilde{a}/\tilde{q} \neq a/q \), we get
\[\frac{1}{q\tilde{q}} \leq \left| \frac{\tilde{a}}{\tilde{q}} - \frac{a}{q} \right| \leq \left| \xi_{\gamma_0} - \frac{a}{q} \right| + \left| \xi_{\gamma_0} - \frac{\tilde{a}}{\tilde{q}} \right| \leq \frac{1}{q^2} + c_0^{-1} \nu \sum_{j=1}^\nu |c_j| \frac{1}{q_j q \kappa^{1/2}}\]
using (A.11) and (A.12). Thus, for \( C = c_0^{-1} \sum_{j=1}^\nu |c_j| \), we have
\[c_0^{-1} \kappa^{-\nu \delta} \leq \frac{1}{\tilde{q}} \leq \frac{1}{q} + \frac{C}{\kappa^{1/2}} \leq \kappa^{-1} + CK^{-1/2} \Leftrightarrow \kappa^{1/2 - \nu \delta} \leq c_0(1 + C),\]
and this is again a contradiction, since \( \kappa \geq C_{d,k} \).

Thus we have shown that (A.13) is impossible, so \( q_j \geq \kappa^\delta \) for at least one \( j \in \mathbb{N}_\nu \).

In that case, we see
\[
\sum_{n \in \Omega \cap \mathbb{Z}^k} e(P(n)) = \sum_{n \in \Omega \cap \mathbb{Z}^k} e(P(L_j(n)))
\]
with \( \hat{\Omega} = L_j^{-1}[\Omega] \). We also obtain that \( \hat{\Omega} \subseteq B(0, C) \) for some \( C > 0 \) depending only on \( d, k \), since \( \Omega \subseteq B(0, N) \). This proves the desired claim in (A.6) and (A.7) for \( L = L_j, \sigma = \sigma_j, a' = a_j \) and \( q' = q_j \).

**A.3.2. The case \( |\gamma_0| = d \).** To verify the base case of our backward induction for \( |\gamma_0| = d \), we may assume that \( \kappa \geq C_{d,k} \), with \( C_{d,k} \) which was defined in Proposition A.5. Otherwise, the desired bound follows from the triangle inequality, since we allow the implicit constant in (A.3) to depend on \( d \) and \( k \). Proposition A.5 with \( l = d \) and \( \delta < 1/(4\nu) \) provides an automorphism \( L \) of \( \mathbb{Z}^k \) such that (A.6) holds. If \( \sigma \) is the coefficient of \( x_1^d \) in the polynomial \( P(L(x)) \), then also (A.7) holds for some integers \( a' \) and \( q' \). Next, for each \( n \in \mathbb{Z}^k \) we write \( n = (n_1, n') \), where \( n_1 \in \mathbb{Z} \) and \( n' \in \mathbb{Z}^{k-1} \), and by (A.6) we obtain
\[(A.14) \quad \left| \sum_{n \in \Omega \cap \mathbb{Z}^k} e(P(n)) \right| = \left| \sum_{n' \in \mathbb{Z}^{k-1}} e(P(L(n'))) \right| \leq \sum_{|n'| \leq C N} e(P(L(n_1, n'))).\]
We reduced the matter to the case \( \gamma_0 = (d, 0, \ldots, 0) \). We now deduce the desired bound from the one-dimensional, leading coefficient case. Indeed, the inner sum on the right-hand side of (A.14) can be dominated by a constant multiple
of \( N \kappa^{-\varepsilon} \log(N + 1) \), where \( \kappa = \min \{ q', N^d/q' \} \). Since \( \kappa^\delta \le q' \le q \kappa^{1/2} \), then 
\( \kappa \ge \kappa^{-1/2} \min \{ \kappa^{\delta+1/2}, N^d/q \} \ge \kappa^\delta \). Therefore, we conclude
\[
\left| \sum_{n \in \Omega \cap \mathbb{Z}^k} e(P(n)) \right| \lesssim N^k \kappa^{-\varepsilon \delta} \log(N + 1)
\]
and we are done.

A.3.3. The case \(|\gamma_0| = l\) for \(\gamma_0 = (l, 0, \ldots, 0)\). For the inductive step, let \(1 \le l \le d\) and assume that the result is known for all \(\gamma \in \mathbb{N}_0^k\) with \(l < |\gamma| \le d\). We will consider first the special case when \(\gamma_0 = (l, 0, \ldots, 0)\). Before we do this, we need to recall simple but significant fact about Diophantine approximations.

**Lemma A.15** (cf. [SW99, Lemma 1, p. 1298]). Let \(\theta \in \mathbb{R}\) and \(Q \in \mathbb{N}\). Suppose that
\[
|\theta - \frac{a}{q}| \leq \frac{1}{q^2}
\]
with \((a, q) = 1\) and \(0 \leq a < q \leq M\) for some \(M > 0\). Then there is a reduced fraction \(a'/q'\) so that \((a', q') = 1\) and
\[
|Q\theta - \frac{a'}{q'}| \leq \frac{1}{2q'M}
\]
with \(q/(2Q) \leq q' \leq 2M\).

**Proof of Lemma A.15.** By Dirichlet’s principle, there exists a reduced fraction \(a'/q'\) such that \(0 \leq a' < q' \leq 2M\), \((a', q') = 1\), and
\[
|Q\theta - \frac{a'}{q'}| \leq \frac{1}{2q'M}.
\]
We have to show that \(q/(2Q) \leq q'\). There are two cases. If \(a'/q' = Qa/q\), then \(q' \geq q/Q\), and we are done. Otherwise \(a'/q' \neq Qa/q\), and, since the difference of these numbers can be written as a (not necessarily reduced) fraction with denominator \(qq'\), we have
\[
\frac{1}{qq'} \leq \left| \frac{a'}{q'} - \frac{Qa}{q} \right| \leq |Q\theta - \frac{a'}{q'}| + Q\left| \theta - \frac{a}{q} \right| \leq \frac{1}{2q'M} + \frac{Q}{q^2},
\]
so
\[
\frac{1}{q} \leq \frac{1}{2q'M} + \frac{Q}{q} \leq \frac{1}{2q'} + \frac{Q}{q},
\]
and the conclusion follows. \(\square\)

We now return to the proof of the special case \(\gamma_0 = (l, 0, \ldots, 0)\). Let \(\chi > 0\) be chosen later. By Dirichlet’s principle, for every index \(\gamma \in \mathbb{N}_0^k\) with \(l < |\gamma| \leq d\), there is a reduced fraction \(a_\gamma/q_\gamma\) such that
\[
|\xi_\gamma - \frac{a_\gamma}{q_\gamma}| \leq \frac{\kappa^\chi}{q_\gamma N^{|\gamma|}}
\]
with \((a_\gamma, q_\gamma) = 1\) and \(1 \leq q_\gamma \leq N^{|\gamma|}/\kappa^\chi\). If \(q_\gamma \geq \kappa^\chi\) for some \(\gamma \in \mathbb{N}_0^k\) such that \(l < |\gamma| \leq d\), then by the induction hypothesis we are done.

Suppose now that \(1 \leq q_\gamma \leq \kappa^\chi\) for all \(\gamma \in \mathbb{N}_0^k\) such that \(l < |\gamma| \leq d\). Then
\[
Q := \text{lcm}\{q_\gamma \mid l < |\gamma| \leq d\} \leq \kappa^u x,
\]
where \(u = \{|q_\gamma \mid l < |\gamma| \leq d\}\). Partitioning \(\Omega\) into the sets of the form \(\Omega \cap (Q\mathbb{Z} + r) \times \{n'\}\), where \(n' \in \mathbb{Z}^{k-1}\) and \(r \in \{0, \ldots, Q - 1\}\), we see that it suffices to show
\[
(A.17) \quad \sum_{m \in \mathbb{Z}, (Qm + r, n') \in \Omega} e(P(Qm + r, n')) \lesssim (N/Q) \kappa^{-\varepsilon} \log(N + 1).
\]
By the convexity assumption on \(\Omega\), the sum in (A.17) runs over a disjoint union of finitely many intervals. We consider each interval separately, so we sum over \(m \in \mathbb{Z}\)
such that \(-N/Q \leq M_0 \leq m \leq M_1 \leq N/Q\). After this restriction, we write the left-hand side of \((A.17)\) in the form

\[
\sum_{m=M_0}^{M_1} e(P(Qm + r, n')) = \sum_{m=M_0}^{M_1} A_mB_m,
\]

where

\[
A_m = e\left( \sum_{|\gamma| \leq d} \xi|Qm + r, n'|^\gamma \right),
\]

\[
B_m = e(Q^l\xi_{\gamma_0}m^l + R(m)).
\]

and \(R\) is a polynomial in \(m\) of degree \(\leq l - 1\) depending on \(r\) and \(n'\). Summation by parts gives

\[
\sum_{m=M_0}^{M_1} A_mB_m = \sum_{m=M_0}^{M_1-1} (A_m - A_{m+1})S_m + A_{M_1}S_{M_1}
\]

with \(S_m = \sum_{n=M_0}^{m} B_n\). Using the rational approximation of \(\xi|\), we estimate the difference on the right-hand side by

\[
|A_m - A_{m+1}| \lesssim \left\| \sum_{|\gamma| \leq d} \xi|((Qm + r, n')^\gamma - (Q(m + 1) + r, n')^\gamma) \right\|_{R/Z} \mod 1
\]

\[
= \left\| \sum_{|\gamma| \leq d} (\xi - a/|Q|)((Qm + r, n')^\gamma - (Q(m + 1) + r, n')^\gamma) \right\|_{R/Z}
\]

\[
\lesssim \sum_{|\gamma| \leq d} |\xi - a/|Q||Q|N|\gamma|^{-1}
\]

\[
\lesssim N^{-1}Q^\kappa\chi.
\]

Since \(|A_{M_1}| = 1\), it remains to estimate \(S_m\). This is a one-dimensional exponential sum, and we can estimate it using the case \(k = 1\), \(d = |\gamma_0|\) of Theorem A.1. To this end, we need the information on rational approximation of the leading coefficient \(Q^l\xi_{\gamma_0}\). Applying Lemma A.15 to \(\xi_{\gamma_0}\) with \(Q^l\) in place of \(Q\) and \(M = q\), we obtain a reduced fraction \(a'/q'\) such that

\[
|Q^l\xi_{\gamma_0} - a'/q'| \leq \frac{1}{2q'q} \leq \frac{1}{(q')^2}
\]

with \((a', q') = 1\), and \(\kappa^{1-lux}/2 \leq q' \leq 2q \leq 2N^l/\kappa\). By the one-dimensional result, it follows that

\[
|S_m| \lesssim (N/Q)\tilde{\kappa}^{-\varepsilon'} \log(N + 1),
\]

for some \(\varepsilon' > 0\), where \(\tilde{\kappa} \geq \kappa^{1-lux}/2\). Hence,

\[
\sum_{m_1=M_0}^{M_1} A_{m_1}B_{m_1} \lesssim (N/Q)N^{-1}Q\kappa\chi + 1)(N/Q)\tilde{\kappa}^{-\varepsilon'} \log(N + 1)
\]

\[
\lesssim (N/Q)\kappa^{-\varepsilon'} + \chi(1+lux') \log(N + 1),
\]

which suffices provided that \(\chi > 0\) is small enough.

A.3.4. The case \(|\gamma_0| = l\). We now deduce the general case \(|\gamma_0| = l\) from the previous case for \(\gamma_0 = (l, 0, \ldots, 0)\). As in the case \(|\gamma_0| = d\), we may assume that \(\kappa \geq C_{d,k}\), with \(C_{d,k}\) which was defined in Proposition A.5. Applying Proposition A.5, with \(\delta < 1/(4\nu)\), we obtain an automorphism \(L\) of \(\mathbb{Z}^k\) such that

\[
\left| \sum_{n \in \Omega} e(P(n)) \right| = \left| \sum_{n \in \Omega} e(P(L(n))) \right|.
\]

If \(\sigma\) is the coefficient of \(x_1^l\) in the polynomial \(P(L(x))\), then also \((A.7)\) holds for some integers \(a'\) and \(q'\). Invoking now the case \(\gamma_0 = (l, 0, \ldots, 0)\) with \(\kappa\) replaced by \(\kappa^\delta\), we obtain the claim and this completes the induction.
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