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Abstract

We study the behavior of stationary non-equilibrium two-body correlation functions for Diffusive Systems with equilibrium reference states (DSe). We describe a DSe at the mesoscopic level by $M$ locally conserved continuum fields that evolve through coupled Langevin equations with white noises. The dynamic is designed such that the system may reach equilibrium states for a set of boundary conditions. In this form, we make the system driven to a non-equilibrium stationary state by changing the equilibrium boundary conditions. We decompose the correlations in a known local equilibrium part and another one that contains the non-equilibrium behavior and that we call correlation’s excess $\bar{C}(x, z)$. We formally derive the differential equations for $\bar{C}$. To solve them order by order, we define a perturbative expansion around the equilibrium state. We show that the $\bar{C}$’s first-order expansion, $\bar{C}^{(1)}$, is always zero for the unique field case, $M = 1$. Moreover $\bar{C}^{(1)}$ is always long-range or zero when $M > 1$. Surprisingly we show that their associated fluctuations, the space integrals of $\bar{C}^{(1)}$, are always zero. Therefore, fluctuations are dominated by local equilibrium up to second-order in the perturbative expansion around the equilibrium. We derive the behaviors of $\bar{C}^{(1)}$ in real space for dimensions $d = 1$ and 2 explicitly. Finally, we derive the two first perturbative orders of the correlation’s excess for a generic $M = 2$ case and a hydrodynamic model.

PACS numbers: 18-3e

I. INTRODUCTION

Particle systems are characterized by the dynamics they follow: classical or quantum for material particles, stochastic rules for models in ecology, biology,... Moreover, boundary conditions are an essential part of dynamics because they determine the values that some variables must take in some spatial regions. Today, we can establish from first principles, theories, and observations the dynamical rules of a given system with reasonable precision. However, to extract valuable information for our understanding, we need to solve coupled ordinary nonlinear differential equations, partial differential equations, or stochastic equations with many degrees of freedom. Our mathematical tools are minimal for this enormous task.
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However, we managed to get an idea of the properties of the system by simplifying the original dynamics by focusing on the aspects that we consider relevant to studying a particular observed phenomenon. The most common strategy is to adapt the modeling of the system to our mathematical knowledge. That allows us to use the tools that we master to extract some answers from those complex equations. This natural-looking scheme has some drawbacks. In our opinion, the most relevant is the robustness of the chosen model. Whether or not small changes in the dynamic rule imply proportionally small changes in the observed behavior. This problem is far from trivial, but it is generally neglected because we know many relevant physical situations in which the models we build are robust by construction. For example, we know that most details of the structure of a molecule and the interaction between them are irrelevant to describing equilibrium macroscopic properties of a system as the equation of state. Moreover, for equilibrium system we have Thermodynamics and the Ensemble Theory that help us to design simple microscopic models that contain the phenomena we want to characterize with detail. In conclusion, we are in a controlled environment in many developed theories where we have models that are reasonably simple and typically robust. Let us mention as a counterexample that there are very relevant equilibrium systems, such as water, where we do not know a simple model that contains all the rich set of properties and phases that [1] has been observed.

Nature is far from an equilibrium state. There are currents and flows of particles and energy, unbalanced chemical reactions, births, and deaths. Dynamic details and boundary conditions frequently determine the system’s overall qualitative behavior. Therefore, the modeling of these systems becomes a very subtle issue, and robustness is always under deep scrutiny. Fortunately, there are cases in which we have successfully managed all those issues. For instance, after centuries of observation, experiments, and theories, we derived a successful macroscopic theory as the Navier-Stokes equations for fluids. They have been the starting point to understanding many exciting phenomena associated with them as turbulence, convection,... [2]. In other relevant cases, as in ecology, many efforts have been made to determine the basic principles and to build the most resilient models [3].

In recent years, we have been interested in looking for a common theoretical framework that permits us to model different systems from diverse disciplines, each with its own particular dynamic rules. That lets us look for generic properties that can be of common interest. The first step in this direction was the Onsager-Machlup’s theory for irreversible
processes [4] where a Markovian mechanism is proposed to explain how the thermodynamic variables relax and fluctuate towards and around their equilibrium value. They assume that the macroscopic variables evolve by a Langevin equation where its deterministic evolution is proportional to the "causes" that provoke it and call them thermodynamic forces. For instance, for fluids, the local heat current is proportional to the local temperature gradient (Fourier’s law), or the local particle current is proportional to the chemical potential gradient (Fick’s law). Moreover, the stochastic process is a white noise design, so the model fulfills the fluctuations at equilibrium.

The Onsager and Machlup idea was recently extended by Bertini et al. [5] to nonequilibrium systems where the time-reversibility is lost, which is typical in equilibrium. They developed the Macroscopic Fluctuating Theory (MFT) in the context of Diffusive Systems because we know rigorous results about hydrodynamic limits and large deviation properties. Many MFT ideas were already developed for systems with a discreet number of degrees of freedom [6], and they are easily generalized to different models with or without local conserved quantities [7]. It is, in our opinion, the natural context to develop theoretical tools that help us understand the complex behavior of nonequilibrium systems.

One exciting object in MFT is the quasipotential that defines the stationary measure in the weak noise limit. It is the non-equilibrium equivalent to the thermodynamic potential for systems at equilibrium. The quasipotential has been derived for some one-dimensional system [8, 9]. Also, there is some algebraic method that may help in getting them as the solution from a Hamilton-Jacobi equation [10]. The quasipotentials have a highly complex structure with a non-local behavior that strongly depends on the boundary conditions. That makes it very difficult to find regularities and generic behaviors to build, if possible, complete non-equilibrium thermodynamics beyond the one based on local-equilibrium assumptions [11]. Therefore, it is convenient to get some more insight into the system’s behavior by studying the correlations. We know that the correlations are just the inverse of the kernel coming from the second-order expansion of the quasipotential around the stationary state. Moreover, they contain precious physical information about the system’s physical structure. Correlations have been extensively studied in fluids by experiments and theories. Here, we can mention the Fluctuating Hydrodynamics that is an MFT [12]. Fluctuating Hydrodynamics is built following an Onsager-Machlup’s type of assumption by adding a local equilibrium white noise to the deterministic Navier Stokes equations. In this context, we may highlight
a couple of classical works by Tremblay et al. \cite{tremblay13} and by Mansour et al. \cite{mansour14} where they deeply study the correlations for fluid by linearizing the Navier-Stokes equations in different situations and approximations.

Inspired by the classical works in fluids, we study the two-body correlations in a generic non-equilibrium model with three main properties: (1) the system is described by $M$ fields that are locally conserved by the dynamics, (2) the local currents are proportional to the local field’s gradients, and (3) the equilibrium state may be reached by the system for a given set of external parameters. We call these systems DSe: Diffusive Systems with reference equilibrium states. We will use the last property to have a reasonable definition for the noise term and, later, to make a perturbative expansion around the equilibrium to get precise results.

Section II presents the model definition through the Langevin equations and its connection with the reference equilibrium state. We also point out the properties we will assume in the paper, for instance, an unique locally stable stationary state. Section III obtains the partial differential equations for the two-body equal time correlation functions from the Hamilton-Jacobi equation for the quasi-potential. We also decompose the correlations in a local equilibrium contribution and a \textit{correlation excess} that carries the non-equilibrium structure because it is equal to zero at equilibrium. Section III is devoted to extracting some general property by doing a perturbative expansion of the correlation excess around the equilibrium. For example, we find that all DSe systems with only one field have a zero first-order correction. We also find that, in general, all DSe with parallel plates as boundary conditions have their field fluctuations (integrals over the space of the two-body correlations) equal to zero at first order in the expansion around the equilibrium, although their correlation excess to such order being non-zero. In Section V, we focus on studying the basic correlation function $F$, which is the common part for the correlation excess at first order in the perturbation for any model. We study its behavior numerically in one dimension in real space after a non-trivial transformation. We also look at dimensions greater than one in the thermodynamic limit but near a system’s boundary. We see the rich power-law behaviors depending on how we do the long-distance limits. In Section VI, we show the first-order perturbation correlation excess in the case of two fields in dimensions one and two. Finally, Section VII is devoted to getting the correlation excess up to second order in the perturbation expansion for a two-dimensional particle model whose hydrodynamic equations have
been derived recently [15]. Some comments, most of the detailed computations, and the math relations we have derived to get the results shown in the central part of the paper have been left in six appendices.

II. THE MODEL

Let us define a mesoscopic system defined by \( M \) conserved real fields \( \phi_{\alpha}(x,t) \), \( \alpha = 1, \ldots, M \) in a \( d \)-dimensional region \( x \in \Lambda \subset R^d \). The fields evolve by the Langevin equation:

\[
\partial_t \phi_{\alpha}(x,t) + \nabla J_{\alpha}(x,t) = 0
\] (1)

\( J_{\alpha} \) is the local vector current associated to the \( \phi_{\alpha} \) field that it is composed by a deterministic part, \( J_{\alpha}^D \) and a fluctuating one, \( J_{\alpha}^R \):

\[
J_{\alpha}(x,t) = J_{\alpha}^D(x,t) + J_{\alpha}^R(x,t)
\] (2)

We study in this paper Diffusive Systems with equilibrium reference states (DSe). That is, we impose two conditions on the form of the currents: (1) \( J^D \) should be linear combinations of the field’s gradients (Diffusive System), and (2) it should describe an equilibrium system with the appropriate boundary conditions (equilibrium reference state). We will assume in this paper only spatially uniform equilibrium reference states, and we won’t consider the action of external fields, like gravity, on the system. We may think of this model as the linear approximation around a given stationary state of a much more complex non-equilibrium conserved model as, for instance, the fluctuating hydrodynamics [12] that, as we know, contains equilibrium states as a part of its description. In this class of models, non-equilibrium stationary states are built by changing the boundary conditions without introducing any other external effect. Therefore DSe’s currents have the form:

\[
J_{\alpha}^D(x) = \sum_{\beta} g_{\alpha\beta}(\phi(x)) \nabla \phi_{\beta}(x)
\] (3)

and

\[
J_{\alpha}^R(x,t) = \sum_{j=1}^{d} \sum_{\beta=1}^{2} \sigma_{\alpha;i,\beta,j}(\phi(x,t))\psi_{\beta,j}(x,t) \quad i = 1, \ldots, d
\] (4)

All the sums over greek symbols run from 1 to \( M \) (the number of fields), and the ones with Latin symbols from 1 to \( d \) (the spatial dimension). \( \phi(x,t) \equiv \{\phi_{\alpha}(x,t)\}_{\alpha=1}^{M} \), \( \psi_{\alpha,i}(x,t) \) is an
uncorrelated white noise:

\[
\langle \psi_{\alpha,i}(x,t)\psi_{\beta,j}(x',t') \rangle = \Omega^{-1}\delta_{\alpha,\beta}\delta_{i,j}\delta(x-x')\delta(t-t')
\]  

(5)

and \( \Omega \gg 1 \) is a large parameter that characterizes the separation between the microscopic and macroscopic scales.

The condition of having an equilibrium reference state implies a relation between \( g \) and \( \sigma \). We know from MFT \([5, 7]\) that the deterministic current that describe a system at equilibrium should be of the form:

\[
J^D_{\alpha,i}(x) = -\frac{1}{2}\sum_{\gamma} \sum_k \chi_{\alpha,i;\gamma,j}(\phi(x)) \frac{\delta V_{eq}[\phi]}{\delta \phi_{\gamma}(x)}
\]  

(6)

where

\[
\chi_{\alpha,i;\beta,k}(\phi; x) = \sum_{\gamma} \sum_k \sigma_{\alpha,i;\gamma,k}(\phi(x)) \sigma_{\beta,j;\gamma,k}(\phi(x))
\]  

(7)

and \( V_{eq} \) is the equilibrium mesoscopic potential that defines the equilibrium probability distribution:

\[
P_{eq}[\phi] \simeq \exp[-\Omega V_{eq}[\phi]], \quad \Omega \to \infty
\]  

(8)

In order to get the linear form (3) from (6) we need to assume:

\[
\chi_{\alpha,i;\beta,k}(\phi) = 2L_{\alpha,\beta}(\phi)\delta_{i,k}, \quad \frac{\delta V_{eq}[\phi]}{\delta \phi_{\alpha}(x)} = -\frac{\partial \tilde{s}(\phi)}{\partial \phi_{\alpha}} \bigg|_{\phi=\phi(x)} + cte
\]  

(9)

where \( L \) is a positive defined symmetric matrix by construction and \( \tilde{s}(\phi) \) is a function of \( M \) variables. Finally, we find that

\[
g = LS
\]  

(10)

\( S_{\alpha,\beta}(\phi) = \partial^2 \tilde{s}(\phi)/\partial \phi_{\alpha} \partial \phi_{\beta} \). In conclusion, the Langevin equation for DSe models is completely determined by giving the \( L \) symmetric matrix and the function \( \tilde{s}(\phi) \).

We see that from eq.(9), we may deduce, by a simple integration, the particular form of the equilibrium potentials that give rise to this linear set of currents:

\[
V_{eq}[\phi] = -\int_{\Lambda}dx \left[ \tilde{s}(\phi(x)) - \tilde{s}(\phi_{eq}) - \sum_{\alpha}(\phi_{\alpha}(x) - \phi_{eq,\alpha}) \frac{\partial \tilde{s}(\phi)}{\partial \phi_{\alpha}} \bigg|_{\phi=\phi_{eq}} \right]
\]  

(11)

where we have made use of the known properties \( V_{eq}[^{\phi_{eq}}\phi] = 0 \) and \( \delta V[\phi]/\delta \phi_{\alpha}\bigg|_{\phi=\phi_{eq}} = 0 \). \( \phi_{eq} \) are the equilibrium values of the fields.
The deterministic current structure (3) reminds us of the macroscopic linear laws we observe in Nature as Fick’s law for diffusion or the Fourier’s law for heat conduction. We know that there is a set of theories that describe how a system characterized by its mesoscopic variables fluctuates around its equilibrium state (Einstein theory of fluctuations [16] and Appendix I) or how it relaxes towards the equilibrium (Onsager’s theory [4]). Both of them are contained in the so-called Non-equilibrium Thermodynamics [11]. Let us connect our description above with this classic point of view. Let $s(\phi)$ be the entropy per unit volume of a system in equilibrium with macroscopic observables $\phi = (\phi_1, \phi_2, \ldots, \phi_M)$. A macroscopic system relaxing to the equilibrium state from a nearby initial state is reasonable to think it is locally at equilibrium with an entropy $s(\phi(x))$ at each macroscopic point $x \in \Lambda$ in the system. It is again assumed that $s(\phi)$ does not contain an explicit dependence on position $x$ due to the action of an external field such, for instance, gravitation. In this situation, the macroscopic currents associated to the conserved fields, $\phi$, are found to have the form

$$J_{\alpha,i}^D(x) = \sum_\beta \sum_k \tilde{L}_{\alpha,i;\beta,k}(\phi(x))X_{\beta,k}(\phi(x))$$

(12)

where $\tilde{L}$ (the Onsager’s coefficients) is a symmetric matrix on $(\alpha, i)$-index and $X$’s are the so-called thermodynamic forces that are defined from the local entropy $s(\phi)$:

$$X_{\alpha,i}(\phi) = \partial_i \tilde{y}_\alpha(\phi) , \quad \tilde{y}_\alpha(\phi) = \frac{\partial s(\phi)}{\partial \phi_\alpha}$$

(13)

Observe that this classical description coincides with ours above if we identify $\tilde{s}(\phi) = s(\phi)$, the thermodynamic entropy, and $\tilde{L}_{\alpha,i;\beta,k} = L_{\alpha,\beta}\delta_{i,k}$. Moreover, the expression (11) can be derived from Equilibrium Statistical Mechanics (see Appendix I). Our model includes the classical description of how the macroscopic variables of systems perturbed from their equilibrium state evolve effectively towards it by assuming that local equilibrium is fulfilled.

A final property is asked for $J^D$: the equilibrium state is stable under small perturbations at the deterministic level. That is, the deterministics evolution starting from any initial set of fields near the equilibrium should relax towards it. The deterministic evolution equation is:

$$\partial_t \phi_{\alpha}^D(x,t) = -\nabla \left[ \sum_\beta g_{\alpha\beta}(\phi^D) \nabla \phi_{\beta}^D \right]$$

(14)

Let us assume that $\phi_{\alpha}(x,t) = \phi_{eq,\alpha} + \theta(x,t)$ with $\theta$ small and we expand the deterministic equation up to first order in $\theta$:

$$\partial_t \theta(x,t) = - \sum_\beta g_{\alpha\beta}(\phi_{eq}) \nabla \theta_{\beta}(x,t) + O(\theta^2)$$

(15)
We see that the evolution is characterized by the $g$ matrix evaluated at equilibrium. We rewrite this evolution equation for the Fourier Transform of $\theta$, $\hat{\theta}$:

$$\partial_t \hat{\theta}_\alpha(k, t) = k^2 \sum_{\beta} g_{\alpha \beta}(\phi_{eq}) \hat{\theta}_\beta(k, t)$$

(16)

and then expand $\hat{\theta}$ in the eigenvector basis of $g$:

$$\hat{\theta}_\alpha(k, t) = \sum_n a_n(k, t) v_{n,\alpha} , \quad gv_n = \lambda_n v_n$$

(17)

and the resulting evolution equation for $a$’s is given by:

$$\partial_t a_n(k, t) = k^2 \lambda_n a_n(k, t)$$

(18)

whose solution is:

$$a_n(k, t) = a_n(k, 0) \exp[\lambda_n k^2 t]$$

(19)

The evolution of $a_n$ goes to zero and then the equilibrium state is stable if and only if all the eigenvalues of $g$ have their real part negative:

$$Re(\lambda_n) < 0 \quad \forall n$$

(20)

These equations describe the dynamics of a DSe relaxing to the equilibrium state whenever the boundary conditions are compatible with such state, for instance, $\phi(x) = \phi_{eq} \quad \forall x \in \partial \Lambda$. If we change such boundaries, the stationary distribution is no longer the equilibrium one defined by $V_{eq}[\phi]$. Moreover, the local equilibrium property is lost, and the stationary state’s quasi-potential has a non-local structure that implies long-range correlations (see, for instance, Ref. [8–10]). This model permits us to answer some interesting and refined questions: What happens near the equilibrium? How is local equilibrium lost? What are the fluctuations of the observables?

Once we have constructed the model, let us study its behavior in a generic non-equilibrium stationary state. First, the deterministic stationary solution would depend on $x$, $\phi^*(x)$, and it is solution of:

$$\nabla J^D_\alpha(x) = 0 \Rightarrow \nabla \left[ \sum_\beta g_{\alpha \beta}(\phi^*(x)) \nabla \phi^*_\beta(x) \right] = 0$$

(21)

The boundary conditions affects dramatically the system behavior. Typically they are assumed to be of Dirichlet type, $\phi(x) = \phi_0(x) \forall x \in \partial \Lambda$. As a helpful example, we discuss
in Appendix II the conditions on the system’s boundaries and/or in the system’s dynamics when we require to have constant currents \( \vec{j}_\alpha = \sum_\beta g_{\alpha \beta} (\phi^*) \vec{\nabla} \phi^\beta_\beta \). Moreover, there could also be global conservation laws of a field, \( \int_\Lambda dx \phi^\alpha_\alpha(x) = cte \) that we also discuss their effect in the correlations in Appendix III.

The fluctuating properties of such non-equilibrium stationary states are studied by using the Fokker-Planck equation associated to the above Langevin equation:

\[
\partial_t P[\phi; t] = \sum_\alpha \sum_i \int_\Lambda dx \left( \partial_i \left( \frac{\delta}{\delta \phi_\alpha(x)} \right) \left[ -J^D_{\alpha,i}(x)P[\phi; t] \right] + \frac{1}{\Omega} \sum_\beta \left( \partial_i \left( \frac{\delta}{\delta \phi_\beta(x)} \right) (L_{\alpha,\beta}(\phi)P[\phi; t]) \right) \right] (22)
\]

The stationary distribution when \( \Omega \to \infty \) is of the form

\[
P_{st}[\phi] \simeq \exp[-\Omega V_0[\phi]] (23)
\]

where \( V_0[\phi] \) is called the quasi-potential that it is solution of the Hamilton-Jacobi equation:

\[
0 = \sum_\alpha \sum_i \int_\Lambda dx \left( \partial_i \left( \frac{\delta V_0[\phi]}{\delta \phi_\alpha(x)} \right) \right) \left[ J^D_{\alpha,i}(x) + \sum_\beta L_{\alpha,\beta}(\phi) \partial_i \left( \frac{\delta V_0[\phi]}{\delta \phi_\beta(x)} \right) \right] (24)
\]

This simple derivation of the Hamilton-Jacobi equation hides a set of important quasi-potential properties that we do not address here. We ask the reader to look at refs. [5, 6] for a complete description of them. The quasi-potential contains all the relevant behavior about the system’s stationary state, but it isn’t easy to get explicit solutions from the Hamilton-Jacobi equation for generic cases [10]. However, let us show that from the Hamilton-Jacobi equation, we can derive a set of closed equations for the equal-time correlation functions of the stationary state. We know that these capture the essential features of the system’s spatial structure and are closely related to the quasi-potential shape around the stationary state.

### III. EQUAL-TIME CORRELATION FUNCTIONS

The correlations for our \( M \)-field model are defined as

\[
\tilde{C}_{\alpha_1 \alpha_2 \ldots \alpha_n}(x_1, x_2 \ldots x_n) \equiv \langle (\phi_{\alpha_1}(x_1) - \langle \phi_{\alpha_1}(x_1) \rangle_{st}) \ldots (\phi_{\alpha_n}(x_n) - \langle \phi_{\alpha_n}(x_n) \rangle_{st}) \rangle_{st} (25)
\]

where \( \langle \cdot \rangle_{st} = \int D\phi \cdot P_{st}[\phi] \).
In the weak noise limit (large values of $\Omega$) we can use the quasipotential $V_0$ to compute the correlations. It is a matter of algebra to show that

$$C_{\alpha_1\alpha_2...\alpha_n}(x_1, x_2 \ldots x_n) \equiv \lim_{\Omega \to \infty} \Omega^{n-1} \tilde{C}_{\alpha_1\alpha_2...\alpha_n}(x_1, x_2 \ldots x_n)$$

$$= -\frac{\delta F[\phi^*[b], b]}{\delta b_{\alpha_1}(x_1) \ldots \delta b_{\alpha_n}(x_n)} \bigg|_{b=0}$$

(26)

where

$$F[\phi, b] = V_0[\phi] - \sum_{\alpha=1}^{M} \int_{\Lambda} dx b_{\alpha}(x) \phi_{\alpha}(x)$$

(27)

and $\phi^*[b]$ is solution of

$$\frac{\delta F[\phi, b]}{\delta \phi_{\alpha}(x)} \bigg|_{\phi=\phi^*[b]} = 0 \quad \Leftrightarrow \quad \frac{\delta V_0[\phi]}{\delta \phi_{\alpha}(x)} \bigg|_{\phi=\phi^*[b]} = b_{\alpha}(x)$$

(28)

$\phi^*[0] = \phi^*$ is the stationary solution of the Langevin equation without noise given by eq.(21).

We construct a set of closed equations for the correlations by using the Hamilton-Jacobi equation (24) with $\phi \to \phi^*[b]$ and then expanding the equation in powers of $b$’s (see for instance ref.[7] a detailed computation for the $M = 1$ case). We get, at order $b^2$, the general equations for the two body correlations:

$$\sum_{\beta} \int_{\Lambda} dy \left[ K_{\alpha\beta}(x, y) C_{\beta\gamma}(y, z) + K_{\gamma\beta}(z, y) C_{\beta\alpha}(y, x) \right]$$

$$= 2 \sum_{i} \partial_{x_i} \partial_{z_i} \left[ L_{\alpha,\gamma}(\phi^*(x)) \delta(x - z) \right]$$

(29)

where

$$K_{\alpha\beta}(x, y) = \frac{\delta \nabla J^D_{\alpha}(x)}{\delta \phi_{\beta}(y)} \bigg|_{\phi=\phi^*}$$

(30)

We can now substitute the $J^D$ corresponding to the DSe (3) and we get:

$$\sum_{\beta} \nabla_{x} \left[ \tilde{b}_{\alpha\beta}(x) C_{\beta\gamma}(x, z) + g_{\alpha\beta}(\phi^*(x)) \nabla_{x} C_{\beta\gamma}(x, z) \right] +$$

$$\sum_{\beta} \nabla_{z} \left[ \tilde{b}_{\gamma\beta}(z) C_{\beta\alpha}(z, x) + g_{\gamma\beta}(\phi^*(z)) \nabla_{z} C_{\beta\alpha}(z, x) \right]$$

$$= 2 \partial_{x_i} \partial_{z_i} \left[ L_{\alpha,\gamma}(\phi^*(x)) \delta(x - z) \right]$$

(31)

where

$$\tilde{b}_{\alpha\beta}(x) = \sum_{\gamma} \frac{\partial g_{\alpha\gamma}(\phi)}{\partial \phi_{\beta}} \bigg|_{\phi=\phi^*} \nabla_{x} \phi^*_{\gamma}(x)$$

(32)
In the equilibrium case \( \phi^*(x) = \phi_{eq} \). Therefore \( \vec{b}_{\alpha\beta}(x) = 0 \) and the equations (31) become:

\[
\sum_{\beta} g_{\alpha\beta}(\phi_{eq}) \nabla_x^2 C^{(0)}_{\beta\gamma}(x, z) + \sum_{\beta} g_{\gamma\beta}(\phi_{eq}) \nabla_z^2 C^{(0)}_{\beta\alpha}(z, x) = -2L_{\alpha\gamma}(\phi_{eq}) \nabla^2 \delta(x - z) \tag{33}
\]

whose solution for boundary conditions such that \( \phi(x) = \phi_{eq} \ \forall x \in \partial \Lambda \) is

\[
C^{(0)}_{\alpha\beta}(x, y) = -(S^{-1})_{\alpha\beta}(\phi_{eq}) \delta(x - y) \tag{34}
\]

This result could be obtained directly from the equilibrium quasipotential \( V_{eq}[\phi] \):

\[
C^{(0)}_{\alpha\beta}(x, y) = \left( \frac{\delta^2 V_{eq}[\phi]}{\delta \phi_\alpha(x) \delta \phi_\beta(y)} \right)^{-1} (\phi_{eq}) \delta(x - y) \tag{35}
\]

In this paper we are going to consider only the case of equilibrium fluctuating boundary conditions: \( C_{\alpha\beta}(x, z) = C^{(0)}_{\alpha\beta}(x, z) \ \forall x \) or \( z \in \partial \Lambda \).

At this point, it is convenient to decompose the correlations in two terms, one that represents the local-equilibrium contributions (equilibrium correlations evaluated at each macroscopic point with the corresponding field values of the stationary state) and the rest that contains the strong nonequilibrium behavior:

\[
C_{\alpha\beta}(x, y) = -(S^{-1})_{\alpha\beta}(\phi^*(x)) \delta(x - y) + \bar{C}_{\alpha\beta}(x, y) \tag{36}
\]

After substituting eq.(36) into eq.(33) we obtain the central equation for the two body correlations:

\[
\begin{align*}
\sum_{\beta} \nabla_x \left[ \bar{b}_{\alpha\beta}(x) \bar{C}_{\beta\gamma}(x, z) + g_{\alpha\beta}(\phi^*(x)) \nabla_x \bar{C}_{\beta\gamma}(x, z) \right] + \\
\sum_{\beta} \nabla_z \left[ \bar{b}_{\gamma\beta}(z) \bar{C}_{\beta\alpha}(z, x) + g_{\gamma\beta}(\phi^*(z)) \nabla_z \bar{C}_{\beta\alpha}(z, x) \right] \\
= (\nabla_x \bar{A}_{\alpha\gamma}(x)) \delta(x - z) + (\bar{A}_{\alpha\gamma}(x) - \bar{A}_{\gamma\alpha}(x)) \nabla_x \delta(x - z) \tag{37}
\end{align*}
\]

where

\[
\bar{A}_{\alpha\gamma}(x) = \sum_{\beta} \left[ \bar{b}_{\alpha\beta}(x) \left( S^{-1} \right)_{\beta\gamma} + g_{\alpha\beta}(\phi^*(x)) \nabla_x \left( S^{-1} \right)_{\beta\gamma} \right] \tag{38}
\]

with boundary conditions: \( \bar{C}_{\alpha\beta}(x, z) = 0 \forall x \) or \( z \in \partial \Lambda \). This equation has the symmetry \( (\alpha, x) \leftrightarrow (\gamma, z) \) and also that the \( \nabla \delta \)-term doesn’t exist in the one-field case. We see that these coupled equations for the correlation’s excess are highly nonlinear because it depends
on the non-equilibrium stationary state \(\phi^*(x)\), on the equilibrium reference state represented by the entropy hessian \(S\) and on the diffusive model \(g\). We are interested in studying the role of the local equilibrium at the level of correlations. Therefore, we will expand these correlations near the equilibrium state to get some generic results on their properties.

We should mention that our system is typically open because of the boundary conditions. However, we could think of models where some fields have global conservation constraints. For instance, in a system of particles enclosed in a container where only energy is exchanged at the boundaries. The field corresponding to the density is precisely conserved at any time, but, in contrast, the field associated with the energy is not strictly conserved. In the Appendix III we study the effect in the correlations of the existence of global conservation in some fields. We show there that the correlations \(C^{SC}_{\alpha\beta}(x, y)\) when a set of global conserved fields, \(\tilde{M}\), can be expressed as combinations of the correlations corresponding to the non-conserved case, \(C^{OB}_{\alpha\beta}(x, y)\):

\[
C^{SC}_{\alpha\beta}(x, y) = C^{OB}_{\alpha\beta}(x, y) - \sum_{\tilde{\alpha}, \tilde{\beta} \in \tilde{M}} \int_{\Lambda} dz_1 \int_{\Lambda} dz_2 C^{OB}_{\tilde{\alpha}\tilde{\beta}}(x, z_1) (A^{-1})_{\tilde{\alpha}\tilde{\beta}} C^{OB}_{\beta\beta}(z_2, y)
\]

(39)

where

\[
A_{\alpha\beta} = \int_{\Lambda} dx \int_{\Lambda} dy C^{OB}_{\alpha\beta}(x, y) \quad \alpha, \beta \in \tilde{M}
\]

(40)

Therefore global conservation do not introduce new complexities at this level and we just focus in cases where all the fields are globally non-conserved.

IV. NONEQUILIBRIUM CORRELATIONS NEAR THE EQUILIBRIUM: TWO THEOREMS

The DSe are driven from an equilibrium state to a non-equilibrium stationary state by changing the boundary conditions. Let us assume that the system’s stationary state is near the equilibrium. Therefore, a parameter \(0 \leq \epsilon \ll 1\) represents the distance of the values of its boundaries to their corresponding equilibrium ones. Then, let us assume that the deterministic stationary state, \(\phi^*(x)\), can be analytically expanded:

\[
\phi_\alpha(x)^* = \phi_{eq,\alpha} + \epsilon h^{(1)}_\alpha(x) + \epsilon^2 h^{(2)}_\alpha(x) + O(\epsilon^3)
\]

(41)

Then, from eq. (21) we find that \(h^{(1,2)}_\alpha\) are solution of:

\[
\sum_\beta g_{\alpha\beta}(\phi_{eq}) \nabla^2 h^{(1)}_\beta(x) = 0
\]

(42)
therefore, $\bar{\epsilon}$ for $\bar{C}$

We substitute eqs. (41) and (45) into (37) and we get a hierarchy of closed equations that

\[ \sum_\beta g_{\alpha\beta}(\phi_{eq}) \nabla_x^2 h_{\beta}^{(2)}(x) = - \sum_\beta \nabla_x \left( g_{\alpha\beta}^{(1)}(x) \nabla_x h_{\beta}^{(1)}(x) \right) \]  

(43)

where

\[ g_{\alpha\beta}^{(1)}(x) = \sum_\gamma \frac{\partial g_{\alpha\gamma}}{\partial \phi_{\beta}} \Big|_{\phi_{eq}} h_{\gamma}^{(1)}(x) \]  

(44)

with given boundary conditions. For instance, in a one dimension system in a unit box $[0, 1]$, 

when $\phi_\alpha(0) = \phi_{eq,\alpha} + \epsilon$ and $\phi_\alpha(1) = \phi_{eq,\alpha}$ then $h_{\alpha}^{(1,2)}(1) = 0$ and $h_{\alpha}^{(1,2)}(0) = 0$.

When $\epsilon \to 0$ the correlations tend to their equilibrium value $C_{\alpha\beta}(x, y) \to C_{\alpha\beta}^{(0)}(x, y)$ and therefore, $\bar{C}_{\alpha\beta}(x, y) \to 0$ in such limit. Thus, we can assume the existence of an analytic $\epsilon$-expansion for the correlation’s excess, $\bar{C}$:

\[ \bar{C}_{\alpha\beta}(x, y) = \epsilon \bar{C}_{\alpha\beta}^{(1)}(x, y) + \epsilon^2 \bar{C}_{\alpha\beta}^{(2)}(x, y) + O(\epsilon^3) \]  

(45)

We substitute eqs. (41) and (45) into (37) and we get a hierarchy of closed equations that

for $\bar{C}_{\alpha\beta}^{(1)}(x, y)$ and $\bar{C}_{\alpha\beta}^{(2)}(x, y)$ are:

\[ \sum_\beta g_{\alpha\beta} \nabla_x^2 \tilde{C}_{\beta\gamma}^{(1)}(x, z) + \sum_\beta g_{\gamma\beta} \nabla_x^2 \tilde{C}_{\alpha\beta}^{(1)}(x, z) = \tilde{a}_{\alpha\gamma}^{(1)} \cdot \nabla_x \delta(x - z) \]  

(46)

\[ \sum_\beta g_{\alpha\beta} \nabla_x^2 \tilde{C}_{\beta\gamma}^{(2)}(x, z) + \sum_\beta g_{\gamma\beta} \nabla_x^2 \tilde{C}_{\alpha\beta}^{(2)}(x, z) = \nabla_x \tilde{A}_{\alpha\gamma}^{(2)}(x) \delta(x - z) + \tilde{a}_{\alpha\gamma}^{(2)} \cdot \nabla_x \delta(x - z) - \sum_\beta g_{\alpha\beta}^{(1)}(x) \nabla_x^2 \tilde{C}_{\beta\gamma}^{(1)}(x, z) - \sum_\beta g_{\gamma\beta}^{(1)}(z) \nabla_x^2 \tilde{C}_{\alpha\beta}^{(1)}(x, z) \]  

\[ - \sum_\beta \left( \tilde{b}_{\alpha\beta}^{(1)}(x) + \nabla_x g_{\alpha\beta}^{(1)}(x) \right) \cdot \nabla_x \tilde{C}_{\beta\gamma}^{(1)}(x, z) - \sum_\beta \left( \tilde{b}_{\alpha\beta}^{(1)}(z) + \nabla_z g_{\alpha\beta}^{(1)}(z) \right) \cdot \nabla_z \tilde{C}_{\alpha\beta}^{(1)}(x, z) \]  

(47)

where

\[ \tilde{a}_{\alpha\gamma}^{(1)}(x) = \tilde{A}_{\alpha\gamma}^{(1)}(x) - \tilde{A}_{\gamma\alpha}^{(1)}(x) \]  

(48)

and

\[ \tilde{A}_{\alpha\gamma}^{(1)} = \sum_\gamma \left( \nabla_x h_{\gamma}^{(1)} \right) \sum_\beta \left( \frac{\partial g_{\alpha\gamma}}{\partial \phi_{\beta}} - \frac{\partial g_{\alpha\beta}}{\partial \phi_{\gamma}} \right) (S^{-1})_{\beta\gamma} \]  

(49)

\[ \tilde{A}_{\alpha\gamma}^{(2)}(x) = \left[ \sum_\sigma \nabla_x h_{\sigma}^{(2)}(x) + \sum_{\gamma\eta} \nabla_x h_{\gamma}^{(1)}(x) h_{\eta}^{(1)}(x) \frac{\partial}{\partial \phi_{\gamma}} \right] \sum_\beta (S^{-1})_{\beta\gamma} \sum_\eta \frac{\partial L_{\alpha\eta}}{\partial \phi_{\beta}} S_{\eta\sigma} \]  

(50)

\[ \tilde{b}_{\alpha\gamma}^{(1)}(x) = \nabla_x g_{\alpha\gamma}^{(1)}(x) \]  

(51)

We have simplified the notation: $g_{\alpha\beta} \equiv g_{\alpha\beta}(\phi_{eq})$ and $\partial g_{\alpha\beta}/\partial \phi_\gamma \equiv \partial g_{\alpha\beta}(\phi)/\partial \phi_\gamma|_{\phi=\phi_{eq}}$. In general, after any operation, a functional that depend on $\phi$ is considered to be evaluated at $\phi_{eq}$.

At this point we find the first general result:
Theorem 1: All DSe systems with one field, $M = 1$, have $\bar{C}^{(1)} = 0$.

That is, the excess of correlations is, at most, of order $\epsilon^2$. That is due because $\bar{A}^{(1)} = 0$ and the solution of eq.(46) is an harmonic function whose maximum or minimum should be at the boundary that in our case is always zero: $C^{(1)}(x,z) = 0 \forall x$ or $z \in \partial \Lambda$ and therefore $\bar{C}^{(1)}(x,z) = 0 \forall x, z$. This property was already observed in two specific one-dimensional models, the Symmetric Simple Exclusion process (SSEP) [8] and the Kipnis, Marchioro, Presutti Model (KMP) [9]. In these works it is shown that $\bar{C} = \epsilon^2 F(x,z)$ for any $\epsilon$.

In order to go forward we need to give specific boundary conditions. Our natural choice is to place our system between two parallel plates placed at $x_1 = 0$ and $L$ where the values of the fields are given:

$$\phi_\alpha(0, x_\perp) = \phi_{eq, \alpha}, \quad \phi_\alpha(L, x_\perp) = \phi_{eq, \alpha} + \Delta \phi_\alpha$$

(52)

where $\Delta \phi_\alpha$ are given constants. Therefore:

$$\bar{C}^{(1)}_{\alpha,\beta}(x, z) = 0 \quad x \mathrm{ and/or} \ z \in \partial \Lambda = \{(0, w_\perp)\} \cup \{(L, w_\perp)\}$$

(53)

We also assume periodic boundary conditions in the perpendicular $d - 1$ directions:

$$\bar{C}_{\alpha,\beta}(x_1, x_\perp \pm \eta La_j) = \bar{C}_{\alpha,\beta}(x_1, x_\perp), \forall j = 2, \ldots d \quad x = (x_1, x_\perp) \quad a_i \mathrm{ are \ the \ unit \ vector \ on \ the \ principal \ directions}. \quad \eta > 0 \ \mathrm{ is \ a \ form \ factor}.$$

These boundary conditions have the advantage to give us a simple stationary state around the equilibrium (see Appendix II). In particular $\bar{a}^{(1)}_{\alpha, \gamma} = a^{(1)}_{\alpha, \gamma}$ in eq.(46), with $a^{(1)}_{\alpha, \gamma}$ constant. We apply to the $\bar{C}^{(1)}_{\alpha, \beta}(x, z)$ functions the Sinus Fourier’s Transform to the $x_1, z_1$ coordinates because they incorporate the boundary conditions and a normal Fourier’s Transform to the perpendicular coordinates $x_\perp, z_\perp$ in eq.(46) (see details about properties of the Fourier’s Transform in Appendix IV). Then

$$\bar{C}^{(1)}_{\alpha, \beta}(x, z) = \frac{1}{(L')^{d-1}} \sum_{n_{\perp} \in \mathbb{Z}^{d-1}} e^{i \frac{2\pi n_{\perp}}{L'(x_{\perp} - z_{\perp})}}$$

$$\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \sin \left( \frac{n \pi x_1}{L'} \right) \sin \left( \frac{m \pi z_1}{L'} \right) \hat{\bar{C}}^{(1)}_{\alpha, \beta}(n, m; n_{\perp})$$

(54)

where $L' \equiv \eta L$ and $\hat{\bar{C}}_{\alpha, \beta}$-functions are solution of the equations:

$$(n^2 + \frac{4}{\eta^2} n_{\perp}^2) \sum_{\beta} g_{\alpha \beta} \hat{\bar{C}}^{(1)}_{\beta, \gamma}(n, m; n_{\perp}) + (m^2 + \frac{4}{\eta^2} n_{\perp}^2) \sum_{\beta} g_{\gamma \beta} \hat{\bar{C}}^{(1)}_{\beta, \alpha}(n, m; n_{\perp})$$

$$= \Lambda(n, m)a_{\alpha, \gamma}^{(1)}$$

(55)
\[
\Lambda(n, m) = -\frac{4}{\pi^2} (1 - (-1)^{n+m}) \frac{nm}{n^2 - m^2} \quad (n \neq m) = 0 \quad (n = m)
\] (56)

We observe that for a given set of values \((n, m, n_\perp)\), we have an ensemble of equations with the unknowns linearly related. We can express them in matrix notation:

\[
d(n)g^{(1)} + d(m)\hat{C}^{(1)}g^T = \Lambda(n, m)a
\] (57)

where \(d(n) = n^2 + 4n_\perp^2/\eta^2\) and we only show the arguments that change to simplify the notation. To solve these equations, let us assume that the matrix \(g\) can be diagonalized or, in other words, there is an eigenvector basis that spans the \(M\)-dimensional space. We define:

\[
g^T w(s) = \lambda(s)w(s) \quad , \quad Re(\lambda(s)) < 0 \quad \forall s
\] (58)

we multiply by \(w(s')^T\) the left of equation [57] and by \(w(s)\) its right and we can isolate the \(\hat{C}^{(1)}\) matrix components:

\[
w(s')^T\hat{C}^{(1)}w(s) = \hat{G}_{s's} = \frac{\Lambda(n, m)w(s')^T aw(s)}{d(n)\lambda(s') + d(m)\lambda(s)}
\] (59)

or, in cartesian coordinates

\[
\hat{C}^{(1)} = (P^{-1})^T \hat{G}P^{-1}
\] (60)

where \(P\) is the matrix where its \(s\)-column is the components of \(w(s)\): \(Pe(s) = w(s)\) with \(e(s)_i = \delta_{s,i}\) being the canonical orthonormal basis. Finally, we can write \(\hat{C}^{(1)}\) in components:

\[
\hat{C}_{\alpha\beta}^{(1)}(n, m; n_\perp) = \sum_{\sigma\sigma'} G_{\sigma\sigma';\alpha\beta} \hat{F}(n, m; n_\perp; \sigma, \sigma')
\] (61)

where

\[
G_{\sigma\sigma';\alpha\beta} = (P^{-1})_{\sigma\alpha} (P^{-1})_{\sigma'\beta} \sum_s \sum_{s'} a_{ss'}^{(1)} P_{s\sigma} P_{s'\sigma'}
\] (62)

and

\[
\hat{F}(n, m; n_\perp; \sigma, \sigma') = \frac{\Lambda(n, m)}{(n^2 + 4n_\perp^2/\eta^2) \lambda(\sigma) + (m^2 + 4n_\perp^2/\eta^2) \lambda(\sigma')}
\] (63)

where \(a_{ss'}^{(1)} = a_{s's}^{(1)}\) is given by eq.(48). Observe that the property \(a_{\alpha\gamma}^{(1)} = -a_{\gamma alpha}^{(1)}\) imply \(G_{\sigma\sigma';\alpha\beta} = -G_{\sigma'\sigma;\beta\alpha}\).
Please, observe that \( \hat{C}_{\alpha\beta}^{(1)}(n, m; n_{\perp}) \) is a linear combination of the basic structure function \( \hat{F}(n, m; n_{\perp}; \sigma, \sigma') \). We show in Figure 1 the behavior of a related function that only depends on the relation between eigenvalues:

\[
\hat{S}(n, m; k, \theta_{\sigma\sigma'}) \equiv \lambda(\sigma') \hat{F}(n, m; n_{\perp}; \sigma, \sigma')
\]

where \( k^2 = 4n_{\perp}^2/\eta^2 \) and \( \theta_{\sigma\sigma'}^2 = \lambda(\sigma)/\lambda(\sigma') \). We only need to plot values with \( \theta_{\sigma\sigma'} < 1 \) because the relation:

\[
\hat{S}(m, n; k, \frac{1}{\theta_{\sigma\sigma'}}) = -\theta_{\sigma\sigma'}^2 \hat{S}(n, m; k, \theta_{\sigma\sigma'})
\]

Finally, the correlations in real space given by eq. (54) can be written:

\[
\bar{C}_{\alpha\beta}^{(1)}(x, z) = \sum_{\sigma\sigma'} G_{\sigma\sigma'}; \alpha\beta \hat{F}(x, z; \sigma, \sigma')
\]

where we call \( \hat{F} \) the basic correlation function and it is written:

\[
\hat{F}(x, z; \sigma, \sigma') = \bar{F}(x, z; \sigma, \sigma') - \bar{F}(z, x; \sigma', \sigma) \equiv \lambda(\sigma')^{-1} S(x, z; \theta_{\sigma\sigma'})
\]

and

\[
\bar{F}(x, z; \sigma, \sigma') = -\frac{8}{\pi^2 (L')^{d-1}} \sum_{n_{\perp} \in \mathbb{Z}^{d-1}} \sum_{n_{\perp} \in \mathbb{Z}^{d-1}} \sin \left( \frac{(2n - 1)\pi x_1}{L} \right) \sin \left( \frac{2m\pi z_1}{L} \right) \frac{(2n - 1)2m}{(2n - 1)^2 - (2m)^2 ((2n - 1)^2 + 4n_{\perp}^2/\eta^2) \lambda(\sigma) + ((2m)^2 + 4n_{\perp}^2/\eta^2) \lambda(\sigma')}
\]
One interesting observable associated with the two-body correlation is the field’s spatial average fluctuation. At equilibrium, these magnitudes are related to other characteristics of the system. For instance, the Einstein relation between the system’s overall energy fluctuations and its specific heat. For a system composed of $M$ fields, we can define the fluctuations between the fields $\alpha$ and $\beta$ at the stationary state as:

$$\Delta_{\alpha\beta} = \langle (e_{\alpha} - e_{\alpha}^*)(e_{\beta} - e_{\beta}^*) \rangle_{ss}$$  \hspace{1cm} (69)$$

where $e_{\alpha}$ is the spatially averaged field $\phi_{\alpha}$:

$$e_{\alpha} = \frac{1}{|\Lambda|} \int_{\Lambda} dx \phi_{\alpha}(x)$$  \hspace{1cm} (70)$$

and $e_{\alpha}^*$ is its average value at the stationary state. Fluctuations can be written as the sum of correlations:

$$\Delta_{\alpha\beta} = \frac{1}{|\Lambda|^2} \int_{\Lambda} dx \int_{\Lambda} dz C_{\alpha\beta}(x,z)$$  \hspace{1cm} (71)$$

This expression for the DSe is written as the sum of two contributions:

$$\Delta_{\alpha\beta} = \Delta_{\alpha\beta}^{leq} + \Delta_{\alpha\beta}^{neq}$$  \hspace{1cm} (72)$$

where the local equilibrium contribution is

$$\Delta_{\alpha\beta}^{leq} = \frac{1}{|\Lambda|^2} \int_{\Lambda} dx \left(-S^{-1}\right)_{\alpha\beta} (\phi^*(x))$$  \hspace{1cm} (73)$$

and the remaining, the nonequilibrium part, is

$$\Delta_{\alpha\beta}^{neq} = \frac{1}{|\Lambda|^2} \int_{\Lambda} dx \int_{\Lambda} dz \bar{C}_{\alpha\beta}(x,z)$$  \hspace{1cm} (74)$$

When we $\epsilon$-expand $\Delta_{\alpha\beta}^{neq}$ through the correlation expansion we get our second general result:

- **Theorem 2**: $\Delta_{\alpha\beta}^{neq} = O(\epsilon^2)$ for all DSe with parallel plates as boundary conditions.

In other words, the fluctuations for DSe systems with parallel plates as boundary conditions are, near to the equilibrium, at most of the order $\epsilon^2$. The field’s global averaged values are very well described by the local equilibrium approximation whenever the stationary state is at the linear regime (order $\epsilon$). The nonequilibrium corrections appear at order $\epsilon^2$ despite their correlations that deviate from local equilibrium already at order $\epsilon$, and they are long-range.
The proof of this theorem is straightforward. We compute explicitly $\Delta_{\alpha\beta}^{neq}$ near to the equilibrium at first order in $\epsilon$ and in the case of parallel plates (see section III above). We just substitute expression (61) into (54):

$$\Delta_{\alpha\beta}^{neq, (1)} = \frac{1}{\pi^2 (L')^d-1} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{nm} \left( (1 - (-1)^n) (1 - (-1)^m) \right) \hat{C}_{\alpha\beta}(n, m; 0)$$

(75)

We observe that the sums over $n$ and $m$ in eq.(75) runs over odd values due to the factors in front of $\hat{C}^{(1)}$. Moreover $\hat{C}_{\alpha\beta}^{(1)}$ includes the factor $\Lambda(n, m)$ given by eq.(56) that is different from zero whenever $n$ and $m$ have different parities and therefore the overall result is zero.

V. THE BEHAVIOR OF THE BASIC CORRELATION FUNCTION

We observe that the correlations at the first order in the $\epsilon$ expansion are given by eq. (68) which is a linear combination of $F$-functions (basic correlation function). Therefore, $F$ contains the structural part of the nonequilibrium correlations in real space, and it is interesting to get some insight into it.

Let us begin the study of $F$ with the one-dimensional case. We see that we can get some idea of its behavior by doing numerically the sums in eq.(68) for given values of the ratio $\theta_{\sigma\sigma'} = \lambda(\sigma)/\lambda(\sigma')$. However, the sums converge very poorly due to the sinus functions. Therefore we had to transform it to a new one with a better numerical convergence behavior. After some algebra (see details in Appendix V) we transform eq.(67) into:

$$S(x, z; \theta_{\sigma\sigma'}) \equiv \lambda(\sigma') F(x, z; \sigma, \sigma') = \frac{1}{\pi} \frac{1}{1 + \theta_{\sigma\sigma'}^2} \left[ \sum_{m=1}^{\infty} \arctan A_{\sigma\sigma'}(m; x, z) - \sum_{m=1}^{\infty} \arctan A_{\sigma'\sigma}(m; z, x) + \frac{\pi}{2} \text{sgn}(x - z) \right]$$

(76)

where

$$A_{\sigma\sigma'}(m; x, z) = 4 \cos \left( \frac{\pi}{2} \bar{x} \right) \frac{\cosh \left( \frac{\pi}{2} \theta_{\sigma\sigma'}(2m - 1) \right) \sinh \left( \frac{\pi}{2} \theta_{\sigma\sigma'} \bar{z} \right)}{\cosh \left( \pi \theta_{\sigma\sigma'}(2m - 1) \right) - \cosh \left( \pi \theta_{\sigma\sigma'} \bar{z} \right) + 2 \cos^2 \left( \frac{\pi}{2} \bar{x} \right)}$$

(77)

with $\theta_{\sigma\sigma'}^2 = \lambda(\sigma)/\lambda(\sigma')$, $\bar{x} = 2x/L - 1$ and $\bar{z} = 2z/L - 1$ and $\text{sgn}(x) = x/|x|$ when $x \neq 0$ and $\text{sgn}(0) = 0$.

We show in figure 2 the behavior of the $S(x, z; \sigma, \sigma')$ vs. $(\bar{x} = 2x/L - 1, \bar{z} = 2z/L - 1)$ for $\theta_{\sigma\sigma'} = 0.5$. We obtain the figure by computing $S$ numerically with eq. (76). There are several points to remark. First, we see how $S(x, z; \theta)$ is zero for values $(x, z)$ located
FIG. 2. The $S(x, z; \theta)$ vs. $(\bar{x} = 2x/L - 1, \bar{z} = 2z/L - 1)$ for $\theta = 0.5$. The red line shows the function $S(x, x; \theta)$. The black line is a reference $(\bar{x}, \bar{x}, 0)$.

at the boundaries. Moreover, let us observe a defined discontinuity along the line $\bar{x} = \bar{z}$ where two anti-symmetric halves meet, forming a well-defined gap. There are some apparent rounding effects near the points $(\bar{x}, \bar{z}) = (\pm 1, \pm 1)$ but are just due to numerical computation difficulties. $S(x, x; \theta)$ is shown separately in figure 2 by a red line located at the middle of the gap.

We can analytically compute the magnitude of the gap along the line $(\bar{x}, \bar{x})$ for a given $\theta$ from eq.(76) and we find:

$$\Delta S = |\lim_{\epsilon \to 0} [S(x_0 + \epsilon, x_0 - \epsilon; \theta) - S(x_0 - \epsilon, x_0 + \epsilon; \theta)]| = \frac{1}{1 + \theta^2}$$

(78)

It seems remarkable that the size of the gap is independent of $x_0$. Similarly, we also find the limiting value at $\bar{x} = \pm 1$:

$$S(L, L; \theta) = -S(0, 0; \theta) = \frac{1}{\pi} \frac{1}{1 + \theta^2} [\arctan \theta^{-1} - \arctan \theta]$$

(79)

All these exact results are, of course, consistent with the numerical behavior obtained in Fig. 2.

In the $d = 1$ case, we got the qualitative behavior of $S$ by computing numerically part of the infinite sum (76) and/or extracting some analytical results from it. There we were lucky because we could obtain a fast converging expression that made possible its overall
description. However, we have been unable to find a similar expression to eq. (76) when \( d > 1 \). We circumvent this difficulty by studying analytically the limit \( L \to \infty \) where we can use the Riemann summation formula to substitute the sums by integrals. As we will see below, we pay the price of only describing the correlations near the system’s boundaries.

Let us write from eq.(67):

\[
S(x, z; \theta) = \tilde{S}(x, z; \theta) - \frac{1}{\theta^2} \tilde{S}(z, x; \frac{1}{\theta})
\]  

(80)

where

\[
\tilde{S}(x, z; \theta) = \lambda(\sigma') \tilde{F}(x, z; \sigma, \sigma')
\]  

(81)

and \( \tilde{F} \) is given by eq.(68). We can do the summation over \( m \) similarly as we did for the \( d = 1 \) case (see Appendix V). We get

\[
\tilde{S}(x, z; \theta) = \frac{2}{\pi} \frac{1}{1 + \theta^2} \sum_{n \in \mathbb{Z}} \exp \left[ \frac{2 \pi}{L} n_{\perp} \cdot (x_{\perp} - z_{\perp}) \right]
\]

\[
\sum_{n=1}^{\infty} \sin \left[ (2n - 1) \frac{\pi x_1}{L} \right] \frac{2n - 1}{(2n - 1)^2 + 4n_{\perp}^2 / \eta^2} \left\{ \cos \left[ (2n - 1) \frac{\pi z_1}{L} \right] - \frac{\sinh \left[ \alpha(n, n_{\perp}; \theta) \frac{\pi}{2} \left( 1 - \frac{2z_1}{L} \right) \right]}{\sinh \left[ \alpha(n, n_{\perp}; \theta) \frac{\pi}{2} \right]} \right\}
\]

(82)

with

\[
\alpha(n, n_{\perp}; \theta) = \left[ \theta^2(2n - 1)^2 + 4(1 + \theta^2)n_{\perp}^2 / \eta^2 \right]^{1/2}
\]

(83)

We can do explicitly the first sum by using some of the Fourier sums that we derived in Appendix IV and we obtain:

\[
\sum_{n=1}^{\infty} \sin \left[ (2n - 1) \frac{\pi x_1}{L} \right] \frac{2n - 1}{(2n - 1)^2 + 4n_{\perp}^2 / \eta^2} \cos \left[ (2n - 1) \frac{\pi z_1}{L} \right]
\]

\[
= \frac{\pi}{8} (\cosh \left( \frac{|n_{\perp}| \pi}{\eta} \right))^{-1} \left[ \Theta(1 - \frac{1}{L} x_1 + z_1) \cosh \left( \frac{|n_{\perp}| \pi}{\eta} \left[ 1 - 2 \frac{x_1 + z_1}{L} \right] \right) \right.
\]

\[
- \Theta(1 - \frac{1}{L} x_1 + z_1) \cosh \left( \frac{|n_{\perp}| \pi}{\eta} \left[ 2 \frac{x_1 + z_1}{L} - 3 \right] \right)
\]

\[
+ \text{sign}(x_1 - z_1) \cosh \left( \frac{|n_{\perp}| \pi}{\eta} \left[ 1 - 2 \frac{|x_1 - z_1|}{L} \right] \right) \]

(84)

In order to go beyond these expressions we need to convert those remaining sums into integrals by means of the Riemann summation formula:

\[
\lim_{L \to \infty} \frac{1}{L} \sum_{n=-N}^{N} f \left( \frac{n}{L} \right) = \int_{-\infty}^{\infty} dq \, f(q) \quad N > L^\sigma \quad \sigma > 0
\]

(85)
The formula can be applied under some conditions on \( f \) (see for instance ref. [18]). Therefore we substitute \( n_\perp = L\eta_\perp/2\pi \) and \( n = Lq/2\pi \) in eq. (82), we keep \( x \) and \( z \) fixed and we do the limit \( L \to \infty \). The result is:

\[
\tilde{S}(x, z; \theta) = \frac{2}{(2\pi)^d} \frac{1}{1 + \theta^2} \int_{\mathbb{R}^{d-1}} dq_\perp e^{iq_\perp \cdot (x_\perp - z_\perp)} \left[ \frac{\pi}{4} e^{-|q_\perp|(x_1 + z_1)} + \frac{\pi}{4} \text{sign}(x_1 - z_1) e^{-|q_\perp||x_1 - z_1|} \right] - \int_0^\infty dq \frac{q \sin(x_1 q)}{q^2 + q_\perp^2} e^{-z_1 \tilde{\alpha}(q, q_\perp; \theta)}
\]

(86)

where

\[
\tilde{\alpha}(q, q_\perp; \theta) = \sqrt{\theta^2 q^2 + (1 + \theta^2)q_\perp^2}
\]

(87)

Let us remark that keeping fix \( x \) and \( z \) and doing \( L \to \infty \) we are describing effectively the \( S \) function around the boundary \( x_1 \) or \( z_1 = 0 \) because the other one is at \( x_1 \) or \( z_1 = L \) that is now infinitely far away. Therefore, \( \tilde{S} \) only incorporates the boundary condition \( \tilde{S} = 0 \) when \( x_1 \) or \( z_1 = 0 \).

It can be shown that \( S(x, z; \theta) = 2\tilde{S}(x, z; \theta) \) by using eq. (217) in Appendix VI. This property only applies in the \( L \to \infty \) limit as the even/odd modes differences in eq.(68) disappear.

We can compute the integrals explicitly, but their technicalities depend on the dimension. Let’s start with \( d = 1 \) to check this limiting case with the overall description we already found numerically. For \( d = 1 \) the corresponding expression (86) is equivalent to \( q_\perp = 0 \) and the integral over \( q_\perp \) disappears. The unique integral that remains to do is

\[
\int_0^\infty dq \frac{q \sin(x_1 q)}{q} e^{-z_1 \theta q} = \arctan \left( \frac{x_1}{\theta z_1} \right)
\]

(88)
(see GR.3.941.1 in [17]) and therefore
\[ \tilde{S}(x, z; \theta) = \frac{1}{4(1 + \theta^2)} \left[ 1 + \text{sign}(x_1 - z_1) \right. - \frac{4}{\pi} \arctan \left( \frac{x_1}{\theta z_1} \right) \right] \] (89)

and
\[ S(x, z; \theta) = \frac{1}{2(1 + \theta^2)} \left[ \text{sign}(x_1 - z_1) + \frac{2}{\pi} \arctan \left( \frac{z_1^2 \theta^2 - x_1^2}{2 \theta x_1 z_1} \right) \right] \] (90)

From eq. (90) we derive that \( S \) behaves as a power law for large values of \( x_1 \):
\[ S(x_1, z_1; \theta) \approx \frac{2 \theta}{1 + \theta^2} \frac{z_1}{x_1}, \quad x_1 \to \infty \] (91)

that is typical for systems at non-equilibrium stationary states. One can check that \( S \) has all the properties we discussed above for the \( d = 1 \) case numerically solved. Moreover, we compare in figure 3 the \( S \) obtained from eq. (90) and the \( S \) from eq. (76) computed for values around \((\bar{x}, \bar{z}) = (-1, -1)\). We observe that our computation captures with precision the nontrivial behavior near that boundary. This limiting approach contains the most relevant part of the description of the non-equilibrium correlations for DSe models, and therefore, it permits us to get analytical results.

Having certified that our limiting theory is describing correctly the system near the boundary we can show with some more confidence the results for \( d = 2 \) where no numeric data is, at this moment, available. \( S \) is given by eq. (67) by using eqs. (86,87) restricted to \( d = 2 \):
\[ S(x, z; \theta) = \frac{4}{(2\pi)^2} \frac{1}{1 + \theta^2} \int_{-\infty}^{\infty} dq_2 e^{iq_2(x_2 - z_2)} \left[ \frac{\pi}{4} e^{-|q_2|(x_1 + z_1)} \right. \\
+ \frac{\pi}{4} \text{sign}(x_1 - z_1) e^{-|q_2||x_1 - z_1|} - \int_{0}^{\infty} dq \frac{q \sin(q_1 q)}{q^2 + q_2^2} e^{-z_1 \sqrt{\theta q^2 + (1 + \theta^2) q_2^2}} \right] \] (92)

The first two integrals over \( q_2 \) can be easily done by using GR.3.893.2 from [17]. The last integral is explicitly done in Appendix VI (see eq. (227)). The final result is:
\[ S(x, z; \theta) = -\frac{1}{\pi} \frac{x_1 z_1}{1 + \theta^2} \frac{(1 + \theta^2)(z_1^2 - x_1^2) + (1 - \theta^2)(x_2 - z_2)^2}{D_1(x, z) D_2(x, z; \theta)} \] (93)

with
\[ D_1(x, z) = [(x_1 - z_1)^2 + (x_2 - z_2)^2][(x_1 + z_1)^2 + (x_2 - z_2)^2] \]
\[ D_2(x, z; \theta) = [(1 + \theta^2)x_1^2 + \theta^2((1 + \theta^2)z_1^2 + (x_2 - z_2)^2)]^{1/2} \] (94)
FIG. 4. Several behaviors of $S$ for $\theta = 0.5$ from eq. (93). Top-Left: $S$ vs. $(z_1, x_2 - z_2)$ for $x_1 = 1$. We see the singularity at $z_1 = 1$. $S$ vs. $(z_1, x_1)$ for $x_2 - z_2 = 1$ (Top-Right), $x_2 - z_2 = 0.1$ (Bottom-Left) and $x_2 - z_2 = 0$ (Bottom-Right) respectively.

Observe that $S$ has the limiting behaviors:

$$S(x, z; \theta) \simeq \frac{1}{\pi \sqrt{1 + \theta^2 x_1^2}} \frac{z_1}{x_1}, \quad x_1 \to \infty$$

$$\simeq -\frac{1 - \theta^2}{\pi \theta (1 + \theta^2) |x_2 - z_2|^3}, \quad |x_2 - z_2| \to \infty$$

$$= \frac{1}{\pi \sqrt{1 + \theta^2 (x_1^2 - z_1^2)} \sqrt{x_1^2 + \theta^2 z_1^2}}, \quad x_2 = z_2$$

(95)

Please, observe that the decay for large distances in the x-axis is $x_1^{-2}$ while in the y-axis is $|x_2 - z_2|^{-3}$ even though the boundaries have been sent to infinity. Moreover, there is a singularity at $x_1 = z_1$ when $x_2 = z_2$. We show in figure 4 some overall examples of the $S$ behavior.
We see that we obtain a rich complex behavior for the $S$ functions that are the basis for the $\bar{C}^1$ correlations. Let us now study $M = 2$ case.

VI. THE CASE OF TWO-LOCALLY CONSERVED FIELDS ($M = 2$)

We have seen that the correlation’s excess is a linear combination of the basic correlation function $F$ whose properties can be derived independently from the DSe model we chose to study. Therefore, most of their geometrical behavior is already formally determined. However, we need to compute $G$ from eq. (62) that depends on the model studied to get the correlations’ expressions. This section gives a detailed account of the correlations of a DSe with two fields ($M = 2$). We’ll see that the correlations $\bar{C}^{(1)}_{11}$ and $\bar{C}^{(1)}_{22}$ are, except for a model-dependent factor, universal. This fact permits us to have a generic vision of part of the correlations in this case.

Let us assume that DSe is defined by a $2 \times 2$ given matrix $g$. To obtain $G$ we need mainly to get the eigenvalues and eigenvectors of the $g^T$-matrix computed at the equilibrium. The eigenvalues are

$$\lambda(1, 2) = \frac{1}{2} \left[ g_{11} + g_{22} \pm D^{1/2} \right], \quad D = (g_{11} - g_{22})^2 + 4g_{12}g_{21}$$

(96)

And the corresponding $P$ matrix (see eq. (60)) is

$$P = \begin{pmatrix} -g_{21} & -g_{21} \\ g_{11} - \lambda(1) & g_{11} - \lambda(2) \end{pmatrix}$$

(97)

Finally, our boundary conditions imply that $\vec{a}_{\alpha\gamma} = a_{\alpha\gamma}\hat{i}$. Where the matrix $a$ is of the form:

$$a = \begin{pmatrix} 0 & a_{12} \\ -a_{12} & 0 \end{pmatrix}$$

(98)

With all this items at hand we get $G$ from eq. (62):

$$G_{\sigma\sigma';\alpha\beta} = a_{12}g_{21} \left( \lambda(\sigma') - \lambda(\sigma) \right) \left( P^{-1} \right)_{\alpha\sigma} \left( P^{-1} \right)_{\sigma'\beta}, \quad \sigma' \neq \sigma$$

$$= 0, \quad \sigma' = \sigma$$

(99)
Therefore, from eq. \([66]\) the nonequilibrium correlations \(\bar{C}^{(1)}_{\alpha\beta}\) are:

\[
\bar{C}^{(1)}_{11}(x, z) = \frac{a_{12}g_{12}}{\pi\lambda(2)^2} D_{11}(x, z; \theta) \\
\bar{C}^{(1)}_{22}(x, z) = -\frac{a_{12}g_{21}}{\pi\lambda(2)^2} D_{11}(x, z; \theta) \\
\bar{C}^{(1)}_{12}(x, z) = -\frac{a_{12}}{\pi\lambda(2)^2} D_{12}(x, z; \theta)
\]

and

\[
D_{11}(x, z; \theta) = \frac{\pi}{1 - \theta^2} \left[ S(x, z; \theta) + S(z, x; \theta) \right] \\
D_{12}(x, z; g) = \frac{\pi}{1 - \theta^2} \left[ (g_{11} - \lambda(2))S(x, z; \theta) + (g_{11} - \lambda(1))S(z, x; \theta) \right]
\]

where \(\theta^2 = \lambda(1)/\lambda(2)\).

Let us remark that the expressions \(100\), \(101\) and \(102\) are generic for the \(M = 2\) case. We see that the spatial structure of \(\bar{C}^{(1)}_{11}\) and \(C^{(1)}_{22}\) is the same independently on the model studied. Let us see how the correlation excess behaves for \(d = 1\) and \(d = 2\).

**A. \(d = 1\):**

In this case \(F\) is given by eq.\([76]\). Therefore:

\[
D_{11}(x, z; \theta) = \frac{1}{1 - \theta^4} \left[ I(x, z; \theta) - I(x, z, \frac{1}{\theta}) + I(z, x, \theta) - I(z, x, \frac{1}{\theta}) \right] \\
D_{12}(x, z; g) = \frac{\lambda(2)}{2(1 + \theta^2)} \left[ \pi\text{sgn}(x - z) + I(z, x, \frac{1}{\theta}) - I(x, z, \frac{1}{\theta}) + I(z, x, \theta) - I(x, z, \theta) \right] + \frac{g_{11} - g_{22}}{2(1 - \theta^4)} \left[ I(x, z, \theta) + I(z, x, \theta) - I(z, x, \frac{1}{\theta}) - I(x, z, \frac{1}{\theta}) \right]
\]

and

\[
I(x, z; \theta) \equiv \sum_{m=1}^{\infty} \arctan A_{12}(m; x, z)
\]

In figure 5 we show \(D_{11}(x, z)\) for \(\theta = 1/2\) and 1. We see that the shape is very similar in both cases but it is not proportional as it is shown in the same figure where we plot the ratio \(R_{11} \equiv D_{11}(x, z; \theta = 0.5)/D_{11}(x, z; \theta = 1)\). Moreover we see that the discontinuity that appeared in \(F\) at the \(x = z\) line dissapears in \(D_{11}\) by symmetry. We also see that \(D_{11}(x, z) > 0\) whenever \(\bar{x} + \bar{z} > 1\) and negative otherwise. The maximum and the minimum of the \(\bar{C}^{(1)}_{11}\) correlation are at \((x, z) = (L, L)\) and \((0, 0)\) respectively and their values are:

\[
D_{11}(L, L) = -D_{11}(0, 0) = \frac{2}{1 - \theta^4} \left[ \arctan \theta^{-1} - \arctan \theta \right]
\]
FIG. 5. \( D_{11} \) vs. \((\bar{x}, \bar{z})\) numerically computed from eq. (104) for \( d = 1 \). Top Left and Right: \( \theta = 0.5 \) and 1 respectively. The red curve is \((\bar{x}, \bar{x}, D_{11}(\bar{x}, \bar{x}))\). The gray plane is the zero-reference \((\bar{x}, \bar{z}, 0)\). The bottom figure is the ratio \( R_{11} = D_{11}(\theta = 0.5)/D_{11}(\theta = 1) \) to show that they lack of proportionality.

They range from \( 1/2 \) for \( \theta = 1 \) to \( \pi \) when \( \theta = 0 \).

We can get analytic expressions for \( D_{11} \) by using the \( F' \)'s functions given by eq. (90) that we obtained in the limit \( L \to \infty \). Therefore:

\[
D_{11}(x, z) = \frac{2}{1 - \theta^4} \left[ \arctan \left( \frac{\theta (x^2 + z^2)}{(1 - \theta^2) xz} \right) - \frac{\pi}{2} \right] \tag{108}
\]

It is interesting to extract some limits from (108).

\[
D_{11}(x, z) = -\frac{2}{\theta (1 + \theta^2)} \frac{z}{x} + O\left(\frac{1}{x^2}\right) \quad x \to \infty \quad , \quad z \text{ given}
\]

\[
D_{11}(x, z) = \frac{2}{1 - \theta^4} \left[ \arctan \left( \frac{2\theta}{(1 - \theta^2) \sin(2\phi)} \right) - \frac{\pi}{2} \right] \quad x = r \cos \phi , \ z = r \sin \phi \tag{109}
\]
We see how the correlations are long range when we fix one of the coordinates and the other tends to infinity. However, when we follow a path in the plane \((x, z)\) such that \(x = r \cos \phi\) and \(z = r \sin \phi\) the correlations are constant for a given angle \(\phi\) and any \(r\). Observe that in this case the mutual distance \(|x - z| = r|\cos \phi - \sin \phi|\) is proportional to \(r\) for a fix \(\phi\). This is a rather singular behavior of the correlations that is typical in non-equilibrium systems.

![Figure 6](image)

**FIG. 6.** Numerical computation of \(D_{12} = -\bar{C}_{12}\pi \lambda(2)^2/a_{12}\) vs. \((\bar{x}, \bar{z})\) for dimension \(d = 1\) and \(\theta = 0.5\). The matrix \(g\) is given by eq.(110). The red curve is \((\bar{x}, \bar{x}, D_{12}(\bar{x}, \bar{x}))\). The gray plane is the reference \((\bar{x}, \bar{z}, 0)\).

The study of the \(\bar{C}_{12}^{(1)}(x, z)\) case needs the election of a concrete \(g\). Just as an example we have chosen the matrix

\[
g = \begin{pmatrix}
-2 & -k \\
1 & 1
\end{pmatrix}
\] (110)

with \(k \in [2, 9/4]\) to guarantee negative eigenvalues. \(k\) may be expressed in function of the eigenvalues ratio \(\theta = (\lambda(1)/\lambda(2))^{1/2}\), \(|\lambda(2)| > |\lambda(1)|\):

\[
k = \frac{(1 + 2\theta^2)(2 + \theta^2)}{(1 + \theta^2)^2}
\] (111)

where \(\theta \in [0, 1]\), \(\lambda(2) = -1/(1 + \theta^2)\).

We plot in figure 6 \(D_{12}\) for \(d = 1\). We see now the discontinuity along \(\bar{x} = \bar{z}\) inherited from the \(F^\prime\)s behavior. We also find the limiting values \(D_{12}(L, L) = -3D_{11}(L, L)/2\) and the gap of the discontinuity: \(\Delta D_{12} = |\lambda(2)|\pi/(1 + \phi^2)\).
We get the analytic description of $\tilde{C}^{(1)}_{12}$ by using the $L \to \infty$ version of $F$ given by eq. (90):

$$D^{(1)}_{12}(x, z; g) = \frac{1}{(1 + \theta^2)^2(1 - \theta^2)} \left[ \frac{\pi}{2} (1 - \theta^2)(1 + \text{sign}(x - z)) ight. $$

$$+ 2(1 + 2\theta^2) \arctan \left( \frac{x}{\theta z} \right) - 2(2 + \theta^2) \arctan \left( \frac{\theta x}{z} \right) \right]$$

(112)

where we have used (111). Its has the asymptotic behavior:

$$D_{12}(x, z) \simeq \frac{4}{\theta(1 + \theta^2)} \frac{z}{x} , \ x \to \infty , \ z \text{ given}$$

(113)

**B. $d = 2$:**

The nonequilibrium correlations are obtained by using eq. (93) into eqs. (66, 67, 68). For $D_{11}$ we get:

$$D^{(1)}_{11}(x, z; \theta) = -\frac{x_1 z_1}{D_1(x, z)} \frac{1}{D_2(x, z; \theta) D_2(z, x; \theta)} \left[ \frac{(1 + \theta^2)^2(x_1^2 - z_1^2)^2}{D_2(x, z; \theta) + D_2(z, x; \theta)} ight.$$ 

$$+ (x_2 - z_2)^2(D_2(x, z; \theta) + D_2(z, x; \theta)) \right]$$

(114)

where $D_1$ and $D_2$ are given by eqs. (94). The asymptotic behaviors for $D_{11}$ are:

$$D_{11}(x, z) \simeq -\frac{1}{\theta(1 + \theta)^2} \frac{z_1}{x_1^2} , \ x_1 \to \infty$$

$$\simeq -\frac{2}{\theta(1 + \theta^2)} \frac{x_1 z_1}{|x_2 - z_2|^3} , \ |x_2 - z_2| \to \infty$$

$$\simeq -\frac{1}{2(1 + \theta^2)^2} \frac{1}{y} , \ x_1 = z_1 = y , \ y \to \infty$$

(115)

We see three power-law behaviors depending on which direction we take in the space $(x_1, z_1, |x_2 - z_2|)$. If we go to infinity along the transverse direction to the heat flux, the spatial decay is type $|x_2 - z_2|^{-3}$. However, if we move to infinity along the heat flux direction, the correlations decay as $x_1^{-2}$. In both cases, we are assuming that the rest of the coordinates remain fixed. Finally if both coordinates $x_1 = z_1 = y$ are driven to infinity then, for any value of $x_2 - z_2$, the correlations decay as $y^{-1}$. All these three asymptotic behaviors are paradigmatic on the complexity of correlations in these systems. Let us remind that these correlations are the first order of a perturbative expansion around the equilibrium and, thus, it is in some sense the “simplest” non-equilibrium case.
FIG. 7. $D_{11}(x, z; \theta = 0.5)$ from eq. (114). Top: Three-dimensional contour plot. Each surface corresponds to a fixed value of $D_{11}$: $-0.5, -0.4, -0.3, -0.2, -0.1, -0.08, -0.06, -0.04$ and $-0.02$ from inside to outside. Bottom: Behavior for fixed value of $x_1 = 1$ (left) or fixed value of $|x_2 - z_2| = 1$ (right). The dashed lines show the asymptotic behavior along the directions (see text).

We show in figure 7 some representations of $D_{11}(x, z; \theta)$ for $\theta = 0.5$. The top figure shows three-dimensional contours for fixed values of $D_{11}$. We see how the correlations have a singular point at $x_1 = z_1 = 0$. There, depending on the path we reach it, we get different
FIG. 8. Three-dimensional countours-plot of $D_{12}(x, z; g) = \theta = 0.5$ from eq. (116). Each surface correspond to a fix value of $D_{12}$ (see legends).

limits values for $D_{11}$. For instance, when $\theta = 1$, $x_2 = z_2$, $x_1 = R \cos \phi$ and $z_1 = R \sin \phi$ we find that $D_{11}$ diverges as $R^{-1}$ when $R \to 0$. However, when $\phi = R \phi_0$ $D_{11}$ is finite in such limit.

Finally, in order to study $\bar{C}^{(1)}_{12}$ we should fix the matrix $g$ at equilibrium. Again we choose the values given in equation (110) and we get:

$$D_{12}(x, z; g) \equiv -\frac{1}{1 - \theta^4} \left[ (1 + 2\theta^2) S(x, z; \theta) + (2 + \theta^2) S(z, x; \theta) \right]$$  \hspace{1cm} (116)$$

The limiting behaviors of $\bar{C}^{(1)}_{12}$ are:

$$D_{12}(x, z) \simeq -\frac{2 + \theta + 2\theta^2}{\theta(1 + \theta)(1 + \theta^2)^{3/2}} \frac{z_1}{x_1^2}, \quad x_1 \to \infty$$

$$\simeq \frac{3x_1z_1}{\theta(1 + \theta) |x_2 - z_2|^3}, \quad |x_2 - z_2| \to \infty$$

$$\simeq -\frac{3}{4(1 + \theta^2)^2 y}, \quad x_1 = z_1 = y, \quad y \to \infty$$

$$\simeq -\frac{3}{4(1 + \theta^2)^2 x_1}, \quad |x_2 - z_2| \to 0$$

$$\simeq -\frac{1}{2(1 + \theta^2)^2 z_1 - x_1}, \quad |x_2 - z_2| = 0, \quad x_1 \to z_1$$  \hspace{1cm} (117)$$

We observe a singularity when $x_1 \to z_1$ maintaining $x_2 = z_2$. Observe that the limit $x_2 \to z_2$ with $x_1 = z_1$ is a constant. We show in figures 8 and 9 the global behavior of $D_{12}$ for $\theta = 0.5$.

We see the variety of decaying behavior depending on the direction in which we do the limit. There is negative correlation whenever $x_1 < z_1$ and a non-trivial equipotential structure for positive correlations. Moreover, the stronger correlation values are always near the origin.
FIG. 9. $D_{12}(x, z; g)$ for $\theta = 0.5$ from eq. (116). Behavior for fix value of $x_1 = 1$ (top left), fix value of $|x_2 - z_2| = 1, 0.1$ (top right and bottom respectively). The dashed lines show the asymptotic behavior along the directions (see text).

VII. A PARTICLE MODEL EXAMPLE

The continuum model we study in this section is based on an interactive particle system. The particles interact by a short-range potential, for instance, hard-core. Besides, they suffer random changes in their velocities’ direction during their evolution. In this way, there is no momentum conservation. In ref. [15] we derived for dimension $d = 2$ the macroscopic diffusion equations for this system starting from the Boltzmann equation. The system at the mesoscopic scale is characterized by only two conserved local fields: the density, $\phi_1(x, t)$ (number of particles per unit volume) and the energy, $\phi_2(x, t)$ (average kinetic energy per unit volume). The reference equilibrium state for this model is the ideal gas. This entropy
per unit volume is given by the Sakkur-Tetrode expression that for dimension $d = 2$ is:

$$s(\phi) = \phi_1 \left[ \log \left( \frac{2\pi \phi_2}{\phi_1^2} \right) + 1 \right]$$ (118)

where we have considered $h = 1$, $k_B = 1$ and $m = 1$. Therefore, the mesoscopic reference equilibrium potential (119) is:

$$V_{eq}[\phi] = \int_{\Lambda} dx \phi_1(x) \left[ 2 \log \frac{\phi_1(x)}{\phi_{1,eq}} - \log \frac{\phi_2(x)}{\phi_{2,eq}} + \frac{\phi_{1,eq} \phi_2(x)}{\phi_1(x) \phi_{2,eq}} + \frac{\phi_{1,eq}}{\phi_1(x)} - 2 \right]$$ (119)

where $(\phi_{1,eq}, \phi_{2,eq})$ is the macroscopic equilibrium state.

In the BGK approximation [19] (where the usual interaction hardcore kernel is approximated by the local Maxwellian minus the one-particle distribution), we obtained for dimension $d = 2$ the diffusion equations (3):

$$g = \begin{pmatrix} 0 & -1 \\ 2\omega \phi_2^2/\phi_1^2 & -2(1 + \omega)\phi_2/\phi_1 \end{pmatrix}$$ (120)

where $\omega \in [0, 1]$. In reference [15] appear two parameters: $\nu$ that is related with the collision part in the BGK approximation and $\alpha$ that controls the frequency of the randomization mechanism for the particle velocities. In order to simplify computation we have assumed $\omega = 2\pi \alpha/(\nu + 2\pi \alpha)$ and $\alpha = 1/2\pi$. Observe that the eigenvalues of $g^T$ (that we need for later computations) are: $\lambda(1, 2) = -(1 + \omega \mp \sqrt{1 + \omega^2})\phi_2/\phi_1$.

The matrix $L$ can be obtain by using eq. (10) once we know $S$ from (118):

$$S = \begin{pmatrix} -2/\phi_1 & 1/\phi_2 \\ 1/\phi_2 & -\phi_1/\phi_2^2 \end{pmatrix} \Rightarrow L = gS^{-1} = \begin{pmatrix} \phi_2 & 2\phi_2^2/\phi_1 \\ 2\phi_2^2/\phi_1 & 2(2 + \omega)\phi_2/\phi_1^2 \end{pmatrix}$$ (121)

At this point, we have all the ingredients to write down the closed equations for the static two-body correlations once we detail the boundary conditions and we find the corresponding deterministic stationary state $(\phi_1^\ast(x), \phi_2^\ast(x))_{x \in \Lambda}$.

Let us assume that our system is in a strip of width unity where we impose temperatures $T_0$, $T_1$ at $x_1 = 0, L$ respectively. That permits only a flow of energy in the $x$ direction. We also assume that there is not a net flow of particles through the system and the average value of the density is a given constant. The stationary state is solution of the equations (21) with constant currents:

$$J_{1,i}^D[\phi^\ast; x] = 0, \quad J_{2,i}^D[\phi^\ast; x] = J_{\delta_{i,1}}, \quad i = 1, 2$$ (122)
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Both conditions imply:

\[
\phi_1^*(x) = \frac{\phi_2^*}{T(x_1)} , \quad T(x_1) = T_0 - \Delta T \frac{x_1}{L} , \quad \phi_2^*(x) = \frac{\bar{n} \Delta T}{\log(T_0/T_1)} \equiv \phi_2^* \tag{123}
\]

with \( \Delta T = T_0 - T_1 \) and \( \bar{n} = L^{-1} \int_0^L dx \phi_1^*(x) \) that are our system’s parameters. Let us remind here that \( \phi_1^*(x) \) is the particle density, and \( \phi_2^*(x) \) is the energy density. An bidimensional ideal gas at equilibrium has the equation of state \( \phi_{2,eq} = \phi_{1,eq} T_{eq} \) where \( \phi_{2,eq} \) is the pressure. Then, the system’s stationary state has the local equilibrium property, that is, the local pressure is constant all over the system because there is no net flow of particles.

We know from eq.(36) that correlations are decomposed in the sum of two terms: the local equilibrium contribution, \( C_{\alpha\beta}^{LE}(x, y) \) and the correlation’s excess, \( \bar{C}_{\alpha\beta}(x, y) \) that is solution of the equation (37). We easily compute \( C_{\alpha\beta}^{LE} \):

\[
C_{\alpha\beta}^{LE}(x, y) = -(S^{-1})_{\alpha\beta}(\phi^*(x)) \delta(x - y) \tag{124}
\]

where

\[
S^{-1}(\phi) = -\begin{pmatrix} \phi_1 & \phi_2 \\ \phi_2 & 2\phi_2^2/\phi_1 \end{pmatrix} \tag{125}
\]

To compute \( \bar{C} \) we need to do an expansion around the equilibrium. For this models we use \( \Delta T/L \) as the \( \epsilon \) parameter in the expansions we defined in Section IV. We get all necessary items there: \( \bar{A}_{\alpha\beta}^{(1,2)} \), \( g_{\alpha\beta}^{(1)} \), ... by expanding the stationary state (123) for \( \Delta T \approx 0 \) to obtain:

\[
h_1^{(1)}(x) = \frac{L\bar{n}}{T_1} \left( \frac{x_1}{L} - \frac{1}{2} \right) , \quad h_1^{(2)}(x) = \frac{L^2\bar{n}}{T_1^2} \left[ \left(1 - \frac{x_1}{L}\right) \left(\frac{1}{2} - \frac{x_1}{L}\right) - \frac{1}{12} \right]
\]
\[
h_2^{(1)}(x) = \frac{L\bar{n}}{2} , \quad h_2^{(2)}(x) = -\frac{L^2\bar{n}}{12T_1} \tag{126}
\]

\( \bar{C}_{\alpha\beta}^{(1)} \) was extensively studied in section V. However, we are going to need their explicit expressions to study the next expansion order: \( \bar{C}_{\alpha\beta}^{(2)} \). One can check that eq.(61) implies:

\[
\hat{C}_{11}^{(1)}(n, m; n_\perp) = -\frac{4\bar{n}}{\pi^2 T_1} (1 - \omega)(1 - \delta_{n,m})(1 - (-1)^{n+m}) \hat{D}_{11}(n, m; n_\perp)
\]
\[
\hat{C}_{12}^{(1)}(n, m; n_\perp) = -\frac{8\bar{n}}{\pi^2} (1 - \omega)^2(1 - \delta_{n,m})(1 - (-1)^{n+m}) \hat{D}_{12}(n, m; n_\perp)
\]
\[
\hat{C}_{22}^{(1)}(n, m; n_\perp) = 2\omega T_1^2 \hat{C}_{11}^{(1)}(n, m; n_\perp) \tag{127}
\]

where

\[
\hat{D}_{11}(n, m; n_\perp) = \frac{nm}{D(n, m; n_\perp)}
\]
\[
\hat{D}_{12}(n, m; n_\perp) = \frac{nm}{D(n, m; n_\perp)} \frac{n^2 + 4n_\perp^2}{n^2 - m^2} \tag{128}
\]
and

\[ D(n, m; n_\perp) = \omega(n^2 - m^2)^2 + (1 + \omega)(n^2 + 4n_\perp^2)(m^2 + 4n_\perp^2) \]  \hspace{1cm} (129)

The Sinus-Fourier transform on eq.(47) to get a set of four linear equations whose unknowns are \( \hat{C}_{(2)}^{(2)} \). After solving the system we get:

\[
\begin{align*}
\hat{C}_{11}^{(2)}(n, m; n_\perp) &= \frac{L^2}{2\pi^2 T_1^2 \omega} \frac{1}{D(n, m; n_\perp)(n^2 + m^2 + 8n_\perp^2)} \left[ \frac{2}{T_1} (1 + \omega)(m^2 + 4n_\perp^2)(n^2 + 4n_\perp^2) \mathcal{R}_2(n, m; n_\perp) 
\right. \\
&\left. + (m^2 + 4n_\perp^2)(2(1 + \omega^2)(n^2 + 4n_\perp^2) - \omega(n^2 - m^2)) \mathcal{R}_1(n, m; n_\perp) 
\right. \\
&\left. + (n^2 + 4n_\perp^2)(2(1 + \omega^2)(m^2 + 4n_\perp^2) + \omega(n^2 - m^2)) \mathcal{R}_1(n, m; n_\perp) \right]
\end{align*}
\]

\[
\begin{align*}
\hat{C}_{12}^{(2)}(n, m; n_\perp) &= \frac{L^2}{\pi^2 T_1} \frac{n^2 + 4n_\perp^2}{D(n, m; n_\perp)(n^2 + m^2 + 8n_\perp^2)} \left[ -\frac{1}{T_1} (n^2 - m^2) \mathcal{R}_2(n, m; n_\perp) 
\right. \\
&\left. + (1 + \omega)(m^2 + 4n_\perp^2) \mathcal{R}_1(n, m; n_\perp) - (1 + \omega)(n^2 + 4n_\perp^2) \mathcal{R}_1(n, m; n_\perp) \right]
\end{align*}
\]

\[
\begin{align*}
\hat{C}_{21}^{(2)}(n, m; n_\perp) &= -\frac{m^2 + 4n_\perp^2}{n^2 + 4n_\perp^2} \hat{C}_{12}^{(2)}(n, m; n_\perp)
\end{align*}
\]

\[
\begin{align*}
\hat{C}_{22}^{(2)}(n, m; n_\perp) &= \frac{L^2}{\pi^2} \frac{1}{D(n, m; n_\perp)(n^2 + m^2 + 8n_\perp^2)} \left[ \frac{2}{T_1} (1 + \omega)(m^2 + 4n_\perp^2)(n^2 + 4n_\perp^2) \mathcal{R}_2(n, m; n_\perp) 
\right. \\
&\left. + \omega(n^2 - m^2) ((m^2 + 4n_\perp^2) \mathcal{R}_1(n, m; n_\perp) - (n^2 + 4n_\perp^2) \mathcal{R}_1(n, m; n_\perp)) \right]
\end{align*}
\]  \hspace{1cm} (130)

where

\[
\begin{align*}
\mathcal{R}_1(n, m; n_\perp) &= \frac{4n}{L} (1 - \omega) n m \left[ \omega(1 - \delta_{n,m})(1 - (-1)^{n+m}) \frac{n^2 + m^2 + 8n_\perp^2}{D(n, m; n_\perp)} 
\right. \\
&\left. + \frac{16}{\pi^2} \omega (1 + (-1)^{n+m})(m^2 + 4n_\perp^2) \sum_{m' \neq m} (1 - (-1)^{m'+m}) \frac{m'^2}{D(n, m'; n_\perp)(m^2 - m'^2)^2} 
\right. \\
&\left. + \frac{8}{\pi^2} (1 + \omega)(1 + (-1)^{n+m})(n^2 + 4n_\perp^2) \sum_{m' \neq m} (1 - (-1)^{m'+m}) \frac{m'^2}{D(n, m'; n_\perp)(m^2 - m'^2)^2} 
\right. \\
&\left. + \frac{1}{n^2 - m'^2} ((1 + 3\omega)(m'^2 - m^2) - 2(1 + \omega)(m'^2 + 4n_\perp^2)) \right]
\end{align*}
\]  \hspace{1cm} (131)
\begin{align*}
\mathcal{R}_2(n, m; n_\perp) &= \frac{4n T_1}{L} (1 + 2\omega) \delta_{n,m} - \frac{4n T_1}{L} \omega (1 - \omega^2) (1 - \delta_{n,m}) (1 - (-1)^{n+m}) \frac{nm n^2 + m^2 + 8n_\perp^2}{D(n, m; n_\perp)} \\
&\quad + \frac{64n T_1}{\pi^2 L} \omega (1 - \omega^2) (1 + (-1)^{n+m}) \sum_{n' \neq n} \left( 1 - (-1)^{n'+n} \right) n'^2 (n'^2 + 4n_\perp^2) \\
&\quad \left( \frac{m^2 + 4n_\perp^2}{D(n, n'; n_\perp)(m^2 - n'^2)} + \frac{n^2 + 4n_\perp^2}{D(n', m; n_\perp)(n'^2 - n^2)} \right) \\
&\quad + \frac{16n T_1}{\pi^2 L} \omega (1 + 3\omega) (1 - \omega) (1 + (-1)^{n+m}) \sum_{n' \neq n} \left( 1 - (-1)^{n'+n} \right) n'^2 \\
&\quad \left( \frac{1}{D(n, n'; n_\perp)(m^2 - n'^2)} + \frac{1}{D(n', m; n_\perp)(n'^2 - n^2)} \right) \\
&\quad + \frac{32n T_1}{\pi^2 L} \omega (1 - \omega^2) (1 + (-1)^{n+m}) \sum_{n' \neq n} \left( 1 - (-1)^{n'+n} \right) n'^2 (n'^2 + 4n_\perp^2) \\
&\quad \left( \frac{1}{D(n, n'; n_\perp)(m^2 - n'^2)^2} + \frac{1}{D(n', m; n_\perp)(n'^2 - n^2)^2} \right)
\tag{132}
\end{align*}

We are interested in using these solution for \( \hat{C}^{(2)}_{\alpha\beta} \) to compute the fluctuations of the field’s spatial average \( \langle \rangle \) at this order:

\begin{align*}
\Delta^{\text{neg},(2)}_{\alpha\beta} = \frac{1}{\pi^2 L} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{nm} (1 - (-1)^n) (1 - (-1)^m) \hat{C}^{(2)}_{\alpha\beta}(n, m; n_\perp = 0)
\tag{133}
\end{align*}

Observe that to compute \( \Delta_{\alpha\beta} \) all we need is \( \hat{C}_{\alpha\beta}(n, m; n_\perp) \) for \( n_\perp = 0 \) and \( n, m \) odd values. Therefore, some sums appearing in eqs. \[131\] and \[132\] just disappear and others should be done on even values. That permits us to obtain explicitly expressions for all of them:

\begin{align*}
\hat{C}^{(2)}_{11}(n, m; 0) &= \frac{4L \bar{n}}{\pi^2 T_1} \omega \frac{nm}{D(n, m; 0)(n^2 + m^2)} \left[ (1 + \omega)(1 + 2\omega)n^2 \delta_{n,m} - \frac{16}{\pi^2} (1 - \omega) A_{11}(n, m) \right] \\
\hat{C}^{(2)}_{12}(n, m; 0) &= \frac{64L \bar{n}}{\pi^4 T_1} \frac{n^3 m}{D(n, m; 0)(n^2 + m^2)} A_{12}(n, m)
\tag{134}
\end{align*}

and

\begin{align*}
A_{11}(n, m) &= \sum_{l=0}^{2} \left[ \alpha^{(l)}_{11}(n, m) B_l(n, m) + \alpha^{(l)}_{11}(m, n) B_l(m, n) \right] \\
A_{12}(n, m) &= \sum_{l=0}^{2} \left[ \alpha^{(l)}_{12}(n, m) B_l(n, m) - \alpha^{(l)}_{12}(m, n) B_l(m, n) \right]
\tag{135}
\end{align*}

with

\begin{align*}
\alpha^{(0)}_{11}(n, m) &= m^4 n^2 \left( 2 + 3m^2 + 6m^2 + 5m^2 + 5m^2 + 5m^2 \right) + \omega (1 + 2m + 3m^2 + 3m^2)m^2 \\
\alpha^{(1)}_{11}(n, m) &= 2m^2 \left( \omega (1 + \omega + \omega^2) n^2 m^2 + \omega^2 m^2 + (1 - \omega^2)(1 + \omega + \omega^2)n^4 \right) \\
\alpha^{(2)}_{11}(n, m) &= \omega (1 - \omega^2) n^2 m^2
\tag{136}
\end{align*}
\[
\begin{align*}
\alpha_{12}^{(0)} &= \omega(1 - \omega)(n^2 - m^2) \\
\alpha_{12}^{(1)} &= (1 - \omega)(1 + \omega + \omega^2)n^4 + \omega(3 + \omega)m^4 \\
\alpha_{12}^{(2)} &= (1 + 2\omega + 2\omega^2 + 3\omega^3)n^2 + \omega(1 + 3\omega)m^2
\end{align*}
\]  

(137)

where the sums

\[
B_l(n, m) = \sum_{k=0}^{\infty} \frac{(2k)^{2+2l}}{D(n, 2k; 0)(2k^2 - m^2)^2(n^2 - (2k)^2)}
\]  

(138)

are explicitly done and they are given in Appendix IV. With all these ingredients we can compute \(\Delta_{\alpha\beta}^{\text{neq},(2)}\) given by (133). The analytic expressions are long functions of \(\omega\) that we do not explicitly write here. We have plotted their behavior in figure 10. We see that

![Figure 10](image.png)

FIG. 10. Second order fluctuations for the hydrodynamic two-field model computed using eq. (133). Black dots: \(\bar{\Delta}_{11}^{\text{neq},(2)}(\omega) = \Delta_{11}^{\text{neq},(2)}(\omega)T_1^2/\bar{n}\). Red dots: \(\bar{\Delta}_{12}^{\text{neq},(2)}(\omega) = \Delta_{12}^{\text{neq},(2)}(\omega)T_1/\bar{n}\). The black dashed line is the analytic asymptotic behavior for small values of \(\omega\). \(\bar{\Delta}_{11}^{\text{neq},(2)}(1) = 0.061685\), \(\bar{\Delta}_{12}^{\text{neq},(2)}(1) = 0\) and \(\bar{\Delta}_{12}^{\text{neq},(2)}(0) = -0.00210306\)

\(\Delta_{11}^{\text{neq},(2)}(\omega) = \Delta_{11}^{\text{neq},(2)}(\omega)T_1^2/\bar{n}\) behaves effectively like a \(1/\omega\) function. In fact, it asymptotic behavior for small values of \(\omega\) is \(\approx 0.06767/\omega\). This singularity for \(\omega = 0\) is expected. When \(w = 0\) the microscopic model loses the velocity randomization mechanisms and its mesoscopic description changes dramatically because the momentum is locally conserved and that adds two more conserved fields. Therefore, the model with two fields breaks down. By other hand \(\bar{\Delta}_{11}^{\text{neq},(2)}(1) = 0.061685\). Please, observe that this value differs by only by 0.006 the extrapolation to one of the asymptotic expression around \(\omega = 0\). That is, the
analytic complex and long formula for $\bar{\Delta}_{11}^{\text{neq},(2)}(\omega)$ only accounts for a tiny correction of the asymptotic formula. $\bar{\Delta}_{12}^{\text{neq},(2)}(\omega) = \Delta_{12}^{\text{neq},(2)}(\omega)T_1/\bar{n}$ is $10^3$ times smaller than $\bar{\Delta}_{11}^{\text{neq},(2)}(\omega)$ and negative. It has a finite limit for $\omega = 0$ and a minimum near it. This fluctuation does not reflects the change on the mesoscopic description when $\omega \to 0$.

VIII. CONCLUSIONS

We have studied the two body equal time correlation functions for a diffusive system with a reference equilibrium state (DSe) with $M$-fields. We have derived the partial differential equations they follow and studied explicitly their solutions perturbatively around the equilibrium. We show the correlation’s complex and rich behavior: generic power laws that depends on the path we follow when doing the long distance limit. We show that the DSe correlations have two levels. The first level is the basic correlation function that is generic and it doesn’t depend on the specific model and just on the eigenvalues’s ratio of the matrix transpost $g$ that defines the deterministic dynamics. It contains the basic spatial structure of the model. The second level is the linear combination of such basic correlation function to build the correlations. That combination strongly depends on the model’s details and on the form of the stationary state. Therefore, it seems interesting to define models that focus only on the basic correlation functions in order to study the main generic properties of those non-equilibrium systems.
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APPENDIX I: MESOSCOPIC PROBABILITY DISTRIBUTION OF EQUILIBRIUM

Any system at equilibrium is completely determined by a small set of macroscopic variables. At mesoscopic level, such observables fluctuate around its equilibrium values. In order to obtain the corresponding probability distribution we can follow two equivalent strategies: the grand canonical ensemble or the Einstein fluctuation theory [16]. In this appendix we apply both paths to the case of a system with an equilibrium state defined by the number of particles, N, the volume, Ω, and the energy, E.
Grand Canonical Ensemble:

In the Grand Canonical Ensemble the equilibrium state is determined by \((T, \mu, \Omega)\) (Temperature, Chemical potential and Volume respectively). We know that these set of variables are related with \((n_{eq}, e_{eq})\) (Particle density and Energy per particle respectively) by

\[
\beta = \frac{\partial s(n, e)}{\partial e} \bigg|_{eq}, \quad \beta \mu = \beta e_{eq} - s(n_{eq}, e_{eq}) - n_{eq} \frac{\partial s(n, e)}{\partial n} \bigg|_{eq} \tag{139}
\]

where \(s(n, e)\) is the entropy per particle and \(\beta = 1/T\).

The probability to find the system with a given energy per particle, \(e = E/N\) and density, \(n = N/\Omega\), is given by

\[
P(n, e) = \Xi^{-1} \sum_{N=1}^{\infty} e^{\beta \mu N} \int_{\Lambda} dx_N \int_{R^d} dp_N e^{-\beta H(x_N, p_N)} \delta \left(e - \frac{H(x_N, p_N)}{N}\right) \delta \left(n - \frac{N}{\Omega}\right) \tag{140}
\]

This relation simplifies when \(\Omega \to \infty\)

\[
P(n, e) \simeq \exp \left[-\Omega(f(n_{eq}, e_{eq}) - f(n, e))\right] \tag{141}
\]

with

\[
f(n, e) = n \left[\beta \mu - \beta e + s(n, e)\right] \tag{142}
\]

that can be written

\[
P(n, e) \simeq \exp \left[-\Omega V_{eq}(n, e)\right] \tag{143}
\]

\[
V_{eq}(n, e) = n \left[s(n_{eq}, e_{eq}) - s(n, e) - (e_{eq} - e) \frac{\partial s(n, e)}{\partial e} \bigg|_{eq} + \frac{n_{eq}}{n} (n - n_{eq}) \frac{\partial s(n, e)}{\partial n} \bigg|_{eq}\right] \tag{144}
\]

Observe that \(V_{eq}(n_{eq}, e_{eq}) = 0\), \(\partial V_{eq}(n, e)/\partial n|_{eq} = 0\) and \(\partial V_{eq}(n, e)/\partial e|_{eq} = 0\).

Einstein Fluctuation Theory:

Boltzmann proposed that the entropy of a system at an equilibrium state defined by the macroscopic variables \((A, B)\) is related with the number of compatible microstates, \(\omega(A, B)\):

\[
S(A, B) = \log \omega(A, B) \tag{145}
\]

where we have assumed \(k_B = 1\). When we relax the constrain that fixed \(A\), the system spontaneously evolves to a new equilibrium state defined by only the observable \(B\). Then

\[
w(B) = \sum_A w(A, B) \tag{146}
\]
where the sum runs over all the possible values of the observable $A$. Therefore:

$$e^{S(B)} = \sum_A e^{S(A,B)}$$  \hfill (147)

We consider that $S$ is a extensive variable proportional to a volume and therefore the sum is dominated by the term of the sum that maximalizes $S(A, B)$, that is

$$S(B) = S(A^*, B) \quad , \quad \left. \frac{\partial S(A,B)}{\partial A} \right|_{A=A^*} = 0$$ \hfill (148)

Observe that $w(B) \simeq w(A^*, B)$ and the state $A^*$ is the one with larger number of microstates compared with any other value: $w(A^*, B) \geq w(A, B)$. That is, the number of microstates compatible with the equilibrium state $B$ is overwhelm large compared to the number of microstates associated to any state $(A, B)$, $w(A, B)$ when $A$ is a macroscopic deviation from $A^*$.

Einstein, following Boltzmann’s line of reasoning, proposed that the probability that a system at equilibrium in a state $B$ to be in a fluctuating macrostate $A$ should be the ratio between the number of microstates compatibles with $A$ and the total number of microstates compatible with $B$:

$$P(A|B) = \frac{\omega(A, B)}{\omega(B)} \simeq e^{S(A,B)−S(A^*,B)}$$ \hfill (149)

We can apply this idea to our example. The equilibrium state of a closed system $U$ is defined by the macrovariables $(N, V, E)$ (number of particles, volume and energy respectively). Let us divide the system in two disjoint subsystems 1 and 2. Let us assume that we have a set of constraints that can fix the equilibrium state at 1: $(N_1, V_1, E_1)$. That fixes the equilibrium state at 2: $(N_2, V_2, E_2) = (N - N_1, V - V_1, E - E_1)$. Therefore, the total entropy of $U$ is just the sum of the entropies of both subsystems. Therefore the $U$’s entropy per particle in this constrained system is:

$$s(n_1, e_1; n, e, \alpha) = \alpha \frac{n_1}{n} s(n_1, e_1) + \left(1 - \alpha \frac{n_1}{n}\right) s(n_2, e_2)$$ \hfill (150)

where $n = N/V$, $e = E/N$, $\alpha = V_1/V$, $n_1 = N_1/V_1$, $e_1 = E_1/N_1$ and

$$n_2 = \frac{n - \alpha n_1}{1 - \alpha} \quad , \quad e_2 = \frac{ne - \alpha n_1 e_1}{n - \alpha n_1}$$ \hfill (151)

We have assumed that the entropy is extensive: $S(N, V, E) = N s(n, e)$ for $N$ large enough. We see that the equilibrium state of the constrained system is defined by five variables:
Let us release the constrains over \( n_1 \) and \( e_1 \) while keeping fixed \( n, e \) and \( \alpha \). It can be checked that \( n_1^* = n \) and \( e_1^* = e \) are the values that make maximum the entropy \([150]\). We can apply now the Einstein theory of fluctuations. The probability to observe the subsystem 1 with values \((n_1, e_1)\), while \( U \) is at equilibrium state \((n, e)\) is

\[
P(n_1, e_1; n, e, \alpha) = \exp [N(s(n_1, e_1; n, e, \alpha) - s(n, e))]
\]

It is straightforward to see that in the limit \( \alpha \to 0 \) we get the same result we got using the grand canonical ensemble.

**APPENDIX II: STRUCTURE OF THE DETERMINISTIC STATIONARY FIELDS FOR DSE SYSTEMS**

The deterministic stationary fields for DSe systems, \( \phi^* \) are solutions of

\[
\nabla_x \left( \sum_{\beta} g_{\alpha \beta}(\phi^*) \nabla_x \phi^*_\beta \right) = 0
\]

We look for the conditions to have \( \phi^* \) being solutions of

\[
\vec{j}_\alpha = \sum_{\beta} g_{\alpha \beta}(\phi^*) \nabla_x \phi^*_\beta
\]

with \( j \)'s being constant vectors and of, at least, \( C^2 \) type. Of course all \( \phi^* \) solution of eq.\([154]\) is solution of eq. \([153]\) but that is not always true in the reverse case. In physics, \( \vec{j} \) are the stationary currents and they contain implicit information of the form of the boundary conditions. We focus in asking that the cross derivatives of \( \phi^* \) to be equal \((\partial^2_{ij} \phi^*_\alpha = \partial^2_{ji} \phi^*_\alpha)\) to guarantee continuity and \( C^2 \) differentiability. In order to study this property we invert eq.\([154]\): 

\[
\nabla_x \phi^*_\beta = \sum_{\sigma} \left( g^{-1}\right)_{\beta \sigma} \vec{j}_\sigma
\]

and by doing the cross derivatives we get the differentiability condition:

\[
\sum_\alpha \sum_{\sigma} \dot{j}_\alpha \dot{j}_{\sigma,i} \sum_{\gamma} \left( \frac{\partial (g^{-1})_{\beta \sigma}}{\partial \phi_\gamma} (g^{-1})_{\gamma \alpha} - \frac{\partial (g^{-1})_{\beta \alpha}}{\partial \phi_\gamma} (g^{-1})_{\gamma \sigma} \right) = 0
\]

We find several cases that accomplish eq.\([156]\):
• (a) \( j_{\alpha,j} j_{\sigma,i} = 0 \) \( \forall i \neq j \), or equivalently \( j_{\alpha,i} = q_\alpha \delta_{i,k} \) for a given \( k \)-direccion. That is, all the currents should follow the same vector direction. That’s the case when, for instance, the boundaries are two hyperplanes of \( d - 1 \) dimensions placed one in front of the other and with homogeneous values for the fields at the boundaries.

• (b) **Conditions on the system:** (i) \( L \) is a constant matrix, (ii) \( L = \tilde{s}(\phi)A \) where \( A \) is a constant matrix and \( \tilde{s} \) is the entropy of the reference equilibrium state, and (iii) \( M = 1 \).

We study in this paper systems with boundary conditions as described in the (a) case. Let’s take \( x \in [0, L] \) as the axis perpendicular to the boundary hyper planes. Equation (154) is then written:

\[
\mathbf{j}_\alpha = \sum_\beta g_{\alpha\beta}(\phi^*) \frac{d\phi^*_\beta(x)}{dx} \tag{157}
\]

and we take the boundary conditions: \( \phi^*_\alpha(0) = \phi_{eq} \) and \( \phi^*_\alpha(L) = \phi_{eq} + \Delta\phi_\alpha \) where \( \Delta\phi_\alpha \) are given constants. \( j_\alpha \) are constants that are determined by the boundary conditions. We noa apply a perturbative expansion around the equilibrium solution:

\[
\phi^*_\alpha(x) = \phi_{eq} + \epsilon h_{1,\alpha}(x) + \epsilon^2 h_{2,\alpha}(x) + \ldots
\]

\[
j_\alpha = \epsilon j_{1,\alpha} + \epsilon^2 j_{2,\alpha} + \ldots \tag{158}
\]

where \( \epsilon \) is related to the distance to the equilibrium. The original boundary conditions are translated to the \( h \)'s functions:

\[
h_{1,\alpha}(0) = h_{2,\alpha}(0) = 0 \quad , \quad \epsilon h_{1,\alpha}(L) = \Delta\phi_\alpha \quad , \quad h_{2,\alpha}(L) = 0 \tag{159}
\]

The \( \epsilon \) expansion of eq.(sol7) gives the set of equations:

\[
j_{1,\alpha} = \sum_\beta g_{\alpha\beta}(\phi_{eq}) \frac{dh_{1,\beta}(x)}{dx}
\]

\[
j_{2,\alpha} = \sum_\beta \left[ g_{\alpha\beta}(\phi_{eq}) \frac{dh_{2,\beta}(x)}{dx} + \sum_\gamma \frac{\partial g_{\alpha\beta}}{\partial \phi_\gamma} \bigg|_{\phi=\phi_{eq}} h_{1,\gamma}(x) \frac{dh_{1,\beta}(x)}{dx} \right]
\]

\[
\ldots
\]

\[
(160)
\]

that can be solved order by order. The solutions for \( h_{1,\alpha} \) and \( h_{2,\alpha}(x) \) are:

\[
\epsilon h_{1,\alpha}(x) = \frac{\Delta\phi_\alpha}{L} x \quad , \quad \epsilon j_{1,\alpha} = \sum_\beta g_{\alpha\beta}(\phi_{eq}) \frac{\Delta\phi_\beta}{L} \tag{161}
\]
\[ \epsilon^2 h_{2,\alpha}(x) = \left( \sum_{\beta}(g^{-1})_{\alpha\beta} \epsilon^2 j_{2,\beta} \right) x \left( 1 - \frac{x}{L} \right), \quad \epsilon^2 j_{2,\alpha} = \frac{1}{L} \sum_{\sigma} \sum_{\gamma} \frac{\partial g_{\alpha\sigma}}{\partial \phi_{\gamma}} \bigg|_{\phi = \phi_{eq}} \Delta \phi_{\sigma} \Delta \phi_{\gamma} \] (162)

where \( \Delta \phi_{\alpha} \) are of order \( \epsilon \).

**APPENDIX III: CORRELATIONS FOR SYSTEMS WITH SOME STRICTLY CONSERVED FIELDS**

Let us assume that the system’s dynamics have a stochastic evolution that locally conserves the fields as our diffusive systems defined in the main text. Boundary conditions may or not break such conservation law. For instance, open boundary conditions introduce fluctuations on the average field that periodic boundary condition does not. Moreover, for systems with \( M > 1 \) fields, some of them may be strictly conserved while others are not. For example, think of a particle system where we permit open energy exchanges with the boundaries. Still, we fix the total number of particles, or the density field’s average is constant during the system’s evolution. This difference affects the form of the correlation functions.

Let \( P_{st}^{OB}[\phi] \simeq \exp[-\Omega V_0[\phi]] \) be the stationary distribution when \( \Omega \gg 1 \) with a set of open-boundary conditions imposed on the system for all the \( M \)-fields (\( OB \) stands for open boundaries). That is, it is solution of the Fokker-Planck equation (23) in such limit. It can be checked that the restricted distribution

\[ P_{st}^{SC}[\phi] \simeq e^{-\Omega V_0[\phi]} \prod_{\alpha \in \tilde{M}} \delta \left( \int_{\Lambda} dx \phi_{\alpha}(x) - |\Lambda| \bar{\phi}_{\alpha} \right) \] (163)

is also a stationary solution of (23) compatible with the boundary conditions whenever

\[ \bar{\phi}_{\alpha} = \frac{1}{|\Lambda|} \int_{\Lambda} dx \phi_{\alpha}^{*}(x), \quad \alpha \in \tilde{M} \] (164)

where \( \phi_{\alpha}^{*}(x) \) is the deterministic stationary solution for the \( \alpha \)-field of the Langevin equation (\( SC \) stands for strictly conserved). In this case we should think that at the microscopic level there is a strong constraint on the system that forces such strict conservation laws.

Observe that in the limit \( \Omega \to \infty \) both systems, without or with constrains on some fields, have the same macroscopic representation. In this appendix we look for the relations between the two body-correlations associated with the \( SC \) and the \( OB \) systems as we have defined them. Higher order correlations depend on other quasi-potential’s \( \Omega \) perturbative terms that may be different for the \( OB \) and \( SC \) cases.
We know that the two body correlation for the OB case is related with the quasi-potential’s second derivatives [7]:

$$C^{OB}_{\alpha\beta}(x,y) = (V^{-1})_{\alpha\beta}(x,y), \quad V_{\alpha\beta}(x,y) = \left. \frac{\delta^2 V_0[\phi]}{\delta \phi_{\alpha}(x) \delta \phi_{\beta}(y)} \right|_{\phi^*}$$  \hspace{1cm} (165)

Let us compute the correlations for the SC case. We define the functional generator:

$$Z[B] = \int D\phi \exp \{-\Omega F[\phi, B]\} \prod_{\alpha \in \tilde{M}} \delta \left( \int_{\Lambda} dx \phi_{\alpha}(x) - |\Lambda| \phi_{\alpha} \right)$$  \hspace{1cm} (166)

where

$$F[\phi, B] = V_0[\phi] - \sum_{\alpha \in M} \int_{\Lambda} dx B_{\alpha}(x) \phi_{\alpha}(x)$$  \hspace{1cm} (167)

Observe that $M$ is the total number of fields and $\tilde{M} \subseteq M$ is the set of the strictly conserved fields. Then, the correlations are just derivatives of the functional generator (166):

$$C^{SC}_{\alpha\beta}(x,y) \equiv \lim_{\Omega \to \infty} \Omega \left[ \langle \phi_{\alpha}(x) \phi_{\beta}(y) \rangle_{\Omega} - \langle \phi_{\alpha}(x) \rangle_{\Omega} \langle \phi_{\beta}(y) \rangle_{\Omega} \right]$$

$$= \lim_{\Omega \to \infty} \frac{\delta}{\delta B_{\alpha}(x) \delta B_{\beta}(y)} \frac{1}{\Omega} \log Z[B] \bigg|_{B=0}$$  \hspace{1cm} (168)

where $\langle \cdot \rangle_{\Omega} = \int D\phi \cdot P^{SC}_{st}[\phi]$. We use now the Laplace representation of the Dirac’s delta function to get:

$$Z[B] \simeq \left( \prod_{\alpha \in \tilde{M}} \int_{c-i\infty}^{c+i\infty} ds_{\alpha} \right) \int D\phi \exp \{-\Omega G[\phi, B, s]\}$$  \hspace{1cm} (169)

where

$$G[\phi, B, s] = F[\phi, B] + \sum_{\alpha \in \tilde{M}} s_{\alpha} \int_{\Lambda} dx \left( \phi_{\alpha}(x) - \bar{\phi}_{\alpha} \right)$$  \hspace{1cm} (170)

We can get the dominant part of the integral (166) when $\Omega \to \infty$ by expanding $G$ around the value ($\phi_0[B], s_0[B]$) that make it a minimum. That is:

$$Z[B] \simeq \exp \{-\Omega G[\phi_0[B], B, s_0[B]]\} , \quad \Omega \to \infty$$  \hspace{1cm} (171)

where ($\phi_0[B], s_0[B]$) are solution of the equations:

$$\left. \frac{\delta G[\phi, B, s]}{\delta \phi_{\alpha}(x)} \right|_{\phi=\phi_0[B], s=s_0[B]} = 0 \Rightarrow \left. \frac{\delta V_0[\phi]}{\delta \phi_{\alpha}(x)} \right|_{\phi=\phi_0[B]} = B_{\alpha}(x) - \delta_{\alpha \in \tilde{M}} s_{\alpha}$$

$$\left. \frac{\partial G[\phi, B, s]}{\partial s_{\alpha}} \right|_{\phi=\phi_0[B], s=s_0[B]} = 0 \Rightarrow \int_{\Lambda} dx \phi_{0,\alpha}(x) = |\Lambda| \bar{\phi}_{\alpha} \quad \alpha \in \tilde{M}$$  \hspace{1cm} (172)
We see that for $\phi_0(x; B = 0) = \phi^*(x)$ and $s_0[B = 0] = 0$. Therefore we can find the solution of eqs. (172) by doing a perturbative expansion around $B = 0$. We get to first order:

$$\phi_{0,\alpha}(x) = \phi^*_\alpha(x) + \Delta\phi_\alpha(x)$$

(173)

where

$$\Delta\phi_\alpha(x) = \sum_{\beta \in M} \int_\Lambda dy C^{OB}_{\alpha\beta}(x, y) \bar{B}_\beta(y)$$

$$\bar{B}_\alpha(x) = B_\alpha(x) - \delta_\alpha \bar{M} s^{(1)}_0$$

(174)

and $s^{(1)}_0$ is the first order expansion in $B$. $s_0$ is solution of:

$$\int_\Lambda dx \Delta\phi_\alpha(x) = 0 \quad \alpha \in \bar{M}$$

(175)

Substituting the solution of $\phi_0[B]$ into eq. (171) we get,

$$\lim_{\Omega \to \infty} \frac{1}{\Omega} \log Z[B] = -V_0[\phi^*] + \sum_{\alpha \in \bar{M}} \int_\Lambda dx B_\alpha(x) \phi^*_\alpha(x)$$

$$+ \frac{1}{2} \sum_{\alpha\beta \in \bar{M}} \int_\Lambda dx \int_\Lambda dy C^{OB}_{\alpha\beta}(x, y) \bar{B}_\alpha(x) \bar{B}_\beta(y) + \mathcal{O}(B^3)$$

(176)

Finally, form eq. (168) we get the correlations for the strictly conservation case:

$$C^{SC}_{\alpha\beta}(x, y) = C^{OB}_{\alpha\beta}(x, y) - \sum_{\gamma\delta \in \bar{M}} (A^{-1})_{\gamma\delta} \int_\Lambda dz_1 C^{OB}_{\alpha\gamma}(x, z_1) \int_\Lambda dz_2 C^{OB}_{\beta\delta}(y, z_2)$$

(177)

where

$$A_{\alpha\beta} = \int_\Lambda dx \int_\Lambda dy C^{OB}_{\alpha\beta}(x, y) \quad \alpha, \beta \in \bar{M}$$

(178)

Please, observe that:

$$\int_\Lambda dx C^{SC}_{\alpha\beta}(x, y) = 0 \quad \text{if } \alpha \text{ and/or } \beta \in \bar{M}$$

(179)

as we expected.

For systems at equilibrium we know that $C^{OB}_{\alpha\beta}(x, y) = \tilde{C}_{\alpha\beta}(x - y)$. Therefore

$$C^{SC}_{\alpha\beta}(x, y) = \tilde{C}_{\alpha\beta}(x - y) - \frac{1}{|\bar{M}|} \sum_{\gamma\tilde{\gamma} \in \bar{M}} \tilde{C}_{\alpha\gamma} \tilde{C}_{\beta\tilde{\gamma}} (A^{-1})_{\gamma\tilde{\gamma}}$$

(180)

where

$$A_{\alpha\beta} = C_{\alpha\beta} \quad \alpha, \beta \in \bar{M}$$

(181)

and they coincide in the thermodynamic limit.
We use in this paper the Sinus Fourier Transform for the $x$-axis coordinates where the functions, $f(x)$, are zero in the boundaries of the interval $f(0) = f(L) = 0$:

$$f(x) = \sum_{n=1}^{\infty} \sin\left(\frac{n\pi x}{L}\right) \hat{f}(n) \quad x \in [0, L]$$ \hspace{1cm} (182)

To use this transform we need the properties:

$$\frac{2}{L} \int_{0}^{L} dx \sin\left(\frac{n\pi x}{L}\right) \sin\left(\frac{m\pi x}{L}\right) = \delta_{m,n}$$ \hspace{1cm} (183)

$$\frac{1}{L} \int_{0}^{L} dx \sin\left(\frac{n\pi x}{L}\right) \cos\left(\frac{m\pi x}{L}\right) = \frac{1}{\pi} \left(1 - (-1)^{n+m}\right) \frac{n}{n^2 - m^2} \quad (n \neq m)$$ \hspace{1cm} (184)

The normal Fourier’s Transform is used for the $x_\perp \in D \equiv [0, L]^{d-1}$ coordinates where the functions are periodic:

$$g(x_\perp) = \sum_{n} e^{i \frac{2\pi}{L} n \cdot x_\perp} \hat{g}(n) \quad n \in \mathbb{Z}^{d-1}$$ \hspace{1cm} (185)

and we have the useful property:

$$\frac{1}{L^{d-1}} \int_{D} dx_\perp e^{i \frac{2\pi}{L} n \cdot x_\perp} = \delta_{n,0}$$ \hspace{1cm} (186)

We needed to derive in this work some Fourier sums:

- $$\sum_{m=1}^{\infty} \frac{2m \sin(2mx)}{(2m)^2 + a^2} = \frac{\pi \sinh \left(a\left(\frac{x}{2} - \bar{x}\right)\right)}{4 \sinh \left(\frac{x}{2} a\right)}$$ \hspace{1cm} $0 < \bar{x} < \pi$

  $$= 0 \quad \bar{x} = 0$$

  where $\bar{x} = \text{mod}(x, \pi)$.

- $$\sum_{m=1}^{\infty} \frac{(2m - 1) \sin((2m - 1)x)}{(2m - 1)^2 + a^2} = \text{sign}(\pi - \bar{x}) \frac{\pi \cosh \left(a\left(\frac{x}{2} - \bar{x}\right)\right)}{4 \cosh \left(\frac{x}{2} a\right)}$$ \hspace{1cm} $0 < \bar{x} < 2\pi$

  $$= 0 \quad \bar{x} = 0$$

  with $\bar{x} = \text{mod}(x, 2\pi)$ and $\text{sign}(0) = 0$.

  and taking $a \rightarrow ia$ we also get:

- $$\sum_{m=1}^{\infty} \frac{2m \sin(2mx)}{(2m)^2 - a^2} = \frac{\pi \sin \left(a\left(\frac{x}{2} - \bar{x}\right)\right)}{4 \sin \left(\frac{x}{2} a\right)}$$ \hspace{1cm} $0 < \bar{x} < \pi$

  $$= 0 \quad \bar{x} = 0$$
In particular, if \( a = 2n - 1, n \in \mathbb{Z} \)

\[
\sum_{m=1}^{\infty} \frac{2m \sin(2mx)}{(2m)^2 - (2n-1)^2} = \frac{\pi}{4} \cos((2n-1)x) \quad 0 < \bar{x} < \pi
\]
\[
= 0 \quad \bar{x} = 0
\]

\[
\sum_{m=1}^{\infty} \frac{(2m - 1) \sin((2m - 1)x)}{(2m - 1)^2 - a^2} = \text{sign}(\pi - \bar{x}) \frac{\pi}{4} \frac{\cos(a(\frac{\pi}{2} - \bar{x}))}{\cos(a\bar{x})} \quad 0 < \bar{x} < 2\pi
\]
\[
= 0 \quad \bar{x} = 0
\]

In particular, if \( a = 2n, n \in \mathbb{Z} \)

\[
\sum_{m=1}^{\infty} \frac{(2m - 1) \sin((2m - 1)x)}{(2m - 1)^2 - (2n)^2} = \text{sign}(\pi - \bar{x}) \frac{\pi}{4} \cos(2n\bar{x}) \quad 0 < \bar{x} < 2\pi
\]
\[
= 0 \quad \bar{x} = 0
\]

In order to show these relations we use some known result from ref. [17], for instance, in the first case we use eq. 1.445.1:

\[
I(x, a) = \sum_{m=1}^{\infty} \frac{m \sin(mx)}{m^2 + a^2} = \frac{\pi}{2} \frac{\sinh(a(\pi - x))}{\sinh(\pi a)}
\]  
(187)

We separate the sum in two: even and odd terms: \( I(x, a) = I_e(x, a) + I_o(x, a) \). But \( I_e(x, a) = I(2x, a/2)/2 \) and then we get the desired result: \( I_o(x, a) = I(x, a) - I(2x, a/2)/2 \).

Other relation that we use in the text is:

\[
\sum_{n=1}^{\infty} \frac{\sin((2n - 1)x)}{(2n - 1)^2 + a^2} = \frac{1}{a} \sin(x) \int_{0}^{\infty} d\beta e^{-\beta} \sin(\beta a) \frac{1 + e^{-2\beta}}{1 - 2e^{-2\beta} \cos(2x) + e^{-4\beta}}
\]

Finally, in Section VII we need to solve sums of the form:

\[
B_l(n, m) = \sum_{k=0}^{\infty} \frac{(2k)^{2+2l}}{D(n, 2k; 0)((2k)^2 - m^2)(n^2 - (2k)^2)} \quad (188)
\]

where \( D(n, m; n) \) is given by eq. (129) and \( n \) and \( m \) are odd integers. These sums are done by breaking apart the denominators and then we use some of the above relations. After some trivial algebra we get:
\( m \neq n: \)

\[
B_0(n, m) = \frac{\pi}{16\omega} \left[ \frac{\pi n^2 a_0(\omega)}{(n^2 - m^2) (n^2 a_0(\omega) + m^2)^2 (n^2 a_1(\omega) + m^2)} 
+ \frac{1}{(n^2 a_1(\omega) + m^2)^2} \left( \frac{4\sqrt{a_1(\omega)} \coth \left( \frac{\pi n \sqrt{a_1(\omega)}}{2} \right)}{n^3(a_1(\omega) + 1)(a_1(\omega) - a_0(\omega))} - \frac{\pi m^2 (n^2 a_1(\omega) + m^2)}{(m^2 - n^2) (n^2 a_0(\omega) + m^2)^2} \right) 
+ \frac{4\sqrt{a_0(\omega)} \coth \left( \frac{\pi n \sqrt{a_0(\omega)}}{2} \right)}{n^3(a_0(\omega) + 1)(a_0(\omega) - a_1(\omega)) (n^2 a_0(\omega) + m^2)^2} \right] 
\]

(189)

\[
B_1(n, m) = \frac{1}{16\omega} \left[ \frac{8}{(n^2 - m^2) (n^2 a_0(\omega) + m^2) (n^2 a_1(\omega) + m^2)} 
+ \frac{4a_0(\omega)}{n^2(a_0(\omega) + 1)(a_0(\omega) - a_1(\omega)) (n^2 a_0(\omega) + m^2)^2} 
+ \frac{4a_1(\omega)}{n^2(a_1(\omega) + 1) (a_0(\omega) - a_1(\omega)) (n^2 a_1(\omega) + m^2)^2} \right] 
+ \frac{8(n^4(a_0(\omega)(m^2 - a_1(\omega)(m^2 - 2n^2)) + m^2 a_1(\omega)) + m^6)}{(m^2 - n^2)^2 (n^2 a_1(\omega) + m^2)^2 (n^2 a_0(\omega) + m^2)^2} \right] 
\]

(190)

\[
B_2(n, m) = \frac{1}{16\omega} \left[ \frac{(\pi m^2 - 8) m^2}{(n^2 - m^2) (n^2 a_0(\omega) + m^2) (n^2 a_1(\omega) + m^2)} 
- \frac{4a_0(\omega)^2}{(n^2 - m^2) (n^2 a_0(\omega) + m^2) (n^2 a_1(\omega) + m^2)} 
- \frac{4a_1(\omega)^2}{(n^2 - m^2) (n^2 a_0(\omega) + m^2) (n^2 a_1(\omega) + m^2)} \right] 
+ \frac{8m^2 a_0(\omega)(a_1(\omega) (2m^2 n^2 - 3n^4) + m^4 - 2m^2 n^2) + a_1(\omega)(m^4 - 2m^2 n^2 - m^4)}{(m^2 - n^2)^2 (n^2 a_0(\omega) + m^2)^2 (n^2 a_1(\omega) + m^2)^2} \right] 
\]

(191)

\( n = m: \)

\[
B_0(n, n) = \frac{1}{64n^7 w(n^2 a_0(\omega) + 1)^3(a_1(\omega) + 1)^3(a_0(\omega) - a_1(\omega))} \left[ \pi(n_1(\omega) + 1) \left( \pi n(a_0(\omega) + 1) (a_0(\omega) - 3) - 3a_1(\omega) - 7)(a_1(\omega) - a_0(\omega)) \right) 
+ 16\sqrt{a_0(\omega)} (a_1(\omega) + 1)^2 \coth \left( \frac{\pi n \sqrt{a_0(\omega)}}{2} \right) \right] 
- 16\pi(a_0(\omega) + 1)^3 \sqrt{a_1(\omega)} \coth \left( \frac{\pi n \sqrt{a_1(\omega)}}{2} \right) \right] 
\]

(192)
\[ B_1(n, n) = \frac{1}{64n^5w(a_0(\omega) + 1)^3(a_1(\omega) + 1)^3(a_0(\omega) - a_1(\omega))} \cdot \left[ 16\pi(a_0(\omega) + 1)^3a_1(\omega)^{3/2} \coth \left( \frac{1}{2} \pi n \sqrt{a_1(\omega)} \right) \right. \\
+ \pi(a_1(\omega) + 1) \left( \pi n(a_0(\omega) + 1)(a_1(\omega) - a_0(\omega))(5a_0(\omega)a_1(\omega) + a_0(\omega) + a_1(\omega) - 3) \\
- 16a_0(\omega)^{3/2}(a_1(\omega) + 1)^2 \coth \left( \frac{1}{2} \pi n \sqrt{a_0(\omega)} \right) \right] \]
\]

\[ B_2(n, n) = \frac{1}{64n^3w(a_0(\omega) + 1)^3(a_1(\omega) + 1)^3(a_0(\omega) - a_1(\omega))} \cdot \left[ \pi(a_1(\omega) + 1)(\pi n(a_0(\omega) + 1)(a_1(\omega) - a_0(\omega))(a_0(\omega)(9a_1(\omega) + 5) + 5a_1(\omega) + 1) \\
+ 16a_0(\omega)^{5/2}(a_1(\omega) + 1)^2 \coth \left( \frac{1}{2} \pi n \sqrt{a_0(\omega)} \right) \right. \\
- 16\pi(a_0(\omega) + 1)^3a_1(\omega)^{5/2} \coth \left( \frac{1}{2} \pi n \sqrt{a_1(\omega)} \right) \]
\]

where
\[ a_{0,1}(\omega) = \frac{1}{\omega} \left( 1 + \omega + \omega^2 \pm (1 + \omega)\sqrt{1 + \omega^2} \right) \]

Please, we remind that these expressions only apply for \( n \) and \( m \) being odd-integers.

**APPENDIX V: COMPUTATION OF THE BASIC CORRELATION FUNCTION**

\( F(x, z; \sigma, \sigma') \) FOR \( d = 1 \)

The basic correlation function is defined by eq. (67) and (68). For dimension one they reduce to:
\[ F(x, z; \sigma, \sigma') = \tilde{F}(x, z; \sigma, \sigma') - \tilde{F}(z, x; \sigma', \sigma) \]

with
\[ \tilde{F}(x, z; \sigma, \sigma') = -\frac{8}{\pi^2 \lambda(\sigma')} \sum_{n=1}^{\infty} \sin \left( \frac{\pi}{L}(2n - 1)x \right) \sum_{m=1}^{\infty} \sin \left( \frac{2\pi m}{L} z \right) \frac{(2n - 1)2m}{(2n - 1)^2 - (2m)^2} \]
\[ \frac{1}{\theta_{\sigma \sigma'}^2(2n - 1)^2 + (2m)^2} \]

Now we separate the fractions:
\[ \frac{1}{(2n - 1)^2 - (2m)^2} \theta_{\sigma \sigma'}^2(2n - 1)^2 + (2m)^2 = \]
\[ \frac{1}{1 + \theta_{\sigma \sigma'}^2 (2n - 1)^2} \left[ \frac{1}{(2n - 1)^2 - (2m)^2} + \frac{1}{\theta_{\sigma \sigma'}^2(2n - 1)^2 + (2m)^2} \right] \]
and we get

\[
\tilde{F}(x, z; \sigma, \sigma') = -\frac{8}{\pi^2 \lambda(\sigma')} \frac{1}{1 + \theta^2_{\sigma'}} \sum_{n=1}^{\infty} \frac{\sin \left( \frac{\pi}{L} (2n-1) x \right)}{2n-1} \sum_{m=1}^{\infty} \sin \left( \frac{2\pi m}{L} z \right) 2m 
\left[ \frac{1}{(2n-1)^2 - (2m)^2} + \frac{1}{\theta_{\sigma'}^2 (2n-1)^2 + (2m)^2} \right] 
\]  

(199)

At this point we can use the formulas in Appendix IV to do explicitly the sum over \(m\)'s. We find:

\[
\tilde{F}(x, z; \sigma, \sigma') = -\frac{2}{\pi \lambda(\sigma')} \frac{1}{1 + \theta^2_{\sigma'}} \sum_{n=1}^{\infty} \frac{\sin \left( \frac{\pi}{L} (2n-1) x \right)}{2n-1} \left[ -\cos \left( \frac{\pi}{L} (2n-1) z \right) \right. 
+ \left. \frac{\sinh \left( \frac{\pi}{2} \theta_{\sigma'} (2n-1) \left( 1 - \frac{2z}{L} \right) \right)}{\sinh \left( \frac{\pi}{2} \theta_{\sigma'} (2n-1) \right)} \right] 
\]  

(200)

The first sum can be done by converting the sinus cosinus product into a sum of sinus. Then, we use the Gradsteyn’s formula GR.1.442.1\[17\] to get:

\[
\sum_{n=1}^{\infty} \sin \left( \frac{\pi}{L} (2n-1) x \right) \cos \left( \frac{\pi}{L} (2n-1) z \right) = \frac{\pi}{8} [\text{sgn}(x - z) + \text{sgn}(L - (x + z))] 
\]  

(201)

The second sum in eq. (200) needs more work to get a simple version. First we use Gradsteyn’s GR.3.743.1 that converts an hyperbolic sinus ratio into an integral:

\[
\frac{\sinh(a\beta)}{\sinh(b\beta)} = \frac{2\beta}{\pi} \int_{0}^{\infty} dy \frac{\sin(ay)}{\sin(by)} \frac{1}{y^2 + \beta^2} 
\]  

(202)

in our case we choose \(b = 1\), \(a = 1 - 2z/L\) and \(\beta = \theta_{\sigma'}(2n-1)\pi/2\). Therefore we can write:

\[
I = \sum_{n=1}^{\infty} \sin \left( \frac{\pi}{L} (2n-1) x \right) \frac{\sinh \left( \frac{\pi}{2} \theta_{\sigma'} (2n-1) \left( 1 - \frac{2z}{L} \right) \right)}{\sinh \left( \frac{\pi}{2} \theta_{\sigma'} (2n-1) \right)} 
= \theta_{\sigma'} \int_{0}^{\infty} dy \frac{\sin(yz)}{\sin y} \sum_{n=1}^{\infty} \frac{\sin \left( \frac{\pi}{L} (2n-1) x \right)}{y^2 + \left( \frac{\pi}{2} \theta_{\sigma'} (2n-1) \right)^2} 
\]  

(203)

We can convert the last sum into another integral (see Appendix IV) and we get:

\[
I = -\frac{2}{\pi} \cos \left( \frac{\pi}{2} x \right) \int_{0}^{\infty} d\beta \ \frac{1 + e^{-2\beta}}{1 + 2e^{-2\beta} \cos(\pi x) + e^{-4\beta}} \int_{0}^{\infty} dy \frac{\sin(yz) \sin \left( \frac{2}{\pi} \theta_{\sigma'} \beta y \right)}{y \sin(y)} 
\]  

(204)

52
where $\bar{x} = 2x/L - 1$ and $\bar{z} = 2z/L - 1$. We substitute the last integral with the relation that we derive in Appendix VI:

$$\int_0^\infty \frac{dy}{y} \frac{\sin(ay) \sin(by)}{\sin(y)} = \frac{\pi}{2} \text{sign}(ab) \sum_{n=0}^{\infty} \chi [2n + 1 - |a| < |b| < 2n + 1 + |a|] \cdot |a| < 1$$

(205)

where $\chi[\text{condition}] = 1$ whenever the condition holds and 0 otherwise. Therefore we get

$$I = -\cos \left( \frac{\pi}{2} \bar{x} \right) \sum_{n=0}^{\infty} \int_{\pi \theta (2n+1+\bar{z})/2}^{\infty} d\beta e^{-\beta} \frac{1 + e^{-2\beta}}{1 + 2e^{-2\beta} \cos(\pi \bar{x}) + e^{-4\beta}}$$

(206)

Finally, the last integral can be done explicitly:

$$\int d\beta e^{-\beta} \frac{1 + e^{-2\beta}}{1 + 2e^{-2\beta} \cos(\pi \bar{x}) + e^{-4\beta}} = -\frac{1}{2} \cos \left( \frac{\pi}{2} \bar{x} \right) \arctan \left[ 2 \cos \left( \frac{\pi}{2} \bar{x} \right) \frac{e^{-\beta}}{1 - e^{-2\beta}} \right]$$

(207)

and, after some straight-ahead algebra, we get eq.(76).

**APPENDIX VI: MATH RELATIONS**

We show in this Appendix some formulas we have derived and used along the paper.

1. The integral:

$$I(y, z) \equiv \int_0^\infty d\alpha \frac{\sin(y\alpha) \sin(z\alpha)}{\alpha \sin \alpha}$$

$$= \frac{\pi}{2} \text{sign}(yz) \sum_{n=0}^{\infty} \chi [2n + 1 - |z| < |y| < 2m + 1 + |z|] \cdot |z| < 1$$

(208)

with $\chi[\text{condition}] = 1$ whenever the condition holds and zero otherwise.

We prepare the integral $I(y, z)$ to be analyzed in the complex plane:

$$I(y, z) = \frac{1}{4} [J(a) - J(b)] , \quad a = |y - z| \quad b = |y + z|$$

(209)

where

$$J(a) = \int_{-\infty}^{\infty} d\alpha f(\alpha; a) \quad f(\alpha; a) = e^{iaa} - \frac{1}{\alpha \sin \alpha} \quad a \geq 0$$

(210)

Therefore, we study in the complex plane the integral

$$J(C) = \int_C dw f(w; a)$$

(211)
We see that \( f(w, a) \) have an infinitely number of simple poles located at \( w(P_n) = n\pi \forall n \in \mathbb{Z} \). Then we choose the contour shown in figure 11. That implies:

\[
J(C) = J(C') + \sum_n J(C_n) + \sum_n J(D_n) = 0 \tag{212}
\]

![FIG. 11. Contour C = (C_n ∪ D_n) ∪ C' used to evaluate integral (211). P_n are the simple poles at w(P_n) = n\pi.](image)

We get for each piece of the contour:

- \( C' \): \( w = Re^{i\phi}, \phi \in [0, \pi] \). The term \( \exp[iwa] \propto \exp[-Ra \sin \phi] \) tends to zero when \( R \to \infty \) and therefore at such limit \( J(C') = 0 \).

- \( C_n \): \( w \in [n + \epsilon, n + 1 - \epsilon] \) in the limit \( \epsilon \to 0 \) and \( R \to \infty \) we have

\[
\sum_{n=-\infty}^{\infty} J(C_n) = J(a) \tag{213}
\]

in the sense that \( J(a) \) is the Cauchy’s Principal Part of the integral.

- \( D_n \): \( w = n\pi + \epsilon e^{i\phi}, \phi \in [\pi, 0] \). We find when \( \epsilon \to 0 \):

\[
J(D_0) = a\pi \quad , \quad J(D_n) = \frac{(-1)^n}{n} i (1 - e^{i\pi n}) \quad \forall n \neq 0 \tag{214}
\]

Therefore

\[
J(a) = - \sum_{n=-\infty}^{\infty} J(D_n) = -\pi a - 2 \sum_{n=1}^{\infty} (-1)^n \frac{\sin(\pi ma)}{m} \tag{215}
\]
Finally we use GR.1.441.3 to do the last sum and we get:

\[ J(a) = 0 \quad 0 \leq a < 1 \]
\[ = -2\pi k \quad 2k - 1 < a < 2k + 1 \quad (k = 1, 2, \ldots) \]  
(216)

From this result, it follows a simple algebra to show the initial statement.

2. The integral relation:

\[ W(x, z; a, \theta) + W(z, x; a, 1) = \frac{\pi}{2} e^{a(x+z)} \quad , \quad x, z > 0 \]  
(217)

where

\[ W(x, z; a, \theta) = \int_{0}^{\infty} dq \frac{q \sin(qz)}{q^2 + a^2} e^{-x\sqrt{\theta q^2 + (1+\theta)a^2}} \]  
(218)

This relation includes the well known result:

\[ W(x, z; 0, 1) + W(z, x; 0, 1) = \frac{\pi}{2} \Rightarrow W(x, x; 0, 1) = \frac{\pi}{4} \]  
(219)

We first prepare the integral \( W(x, z; a, \theta) \) to be suitable to a complex variable integration:

\[ W(x, z; a, \theta) = \frac{1}{2i} \int_{-\infty}^{\infty} f(q; x, z; a, \theta) \quad , \quad f(q; x, z; a, \theta) \equiv \frac{q e^{iqz}}{q^2 + a^2} e^{-x\sqrt{\theta q^2 + (1+\theta)a^2}} \]  
(220)

by using the integrant symmetry \( q \rightarrow -q \). We do the integral on the complex plane, \( w \in \mathbb{C} \):

\[ J(C) \equiv \int_{C} dw f(w; x, z; a, \theta) \]  
(221)

We choose the closed integration contour \( C \) shown in figure ?? taking into account that there are two poles at \( w_{P_{1,2}} = \pm ia \) and two branch lines due to the square root: \([w_{B_{1,2}}, \pm \infty) \) where \( w_{B_{1,2}} = \pm ia \sqrt{1 + 1/\theta} \). We get from each contour piece \( C_i \):

- \( C_1 \): \( w = q \in [-R, R] \),
  \[ J(C_1) = \int_{-\infty}^{\infty} dq f(q; x, z; a, \theta) \]  
(222)
  after doing the limit \( R \rightarrow \infty \).

- \( C_2 \) and \( C_6 \): \( w = Re^{iq}, \phi \in [0, \pi/2] \). We observe that in this path \( \exp[iwz] = \exp[iRz \cos \phi - Rz \sin \phi] \) that tends to zero when \( R \rightarrow \infty \) (Jordan’s Lemma) and therefore \( J(C_2) = J(C_6) = 0 \).
\[ C = \bigcup_{i=1}^{6} C_i \] used to evaluate integral (221). \( P_{1,2} \) are the poles at \( w_{P_{1,2}} = \pm ai \) and \( B_{1,2} \) are the branch points at \( w_{B_{1,2}} = \pm ia \sqrt{1 + 1/\theta} \). The branch lines are shown in red.

- **\( C_3 \):** \( w = w_{B_1} + q e^{i\pi/2}, q \in [R, 0] \),
  \[ J(C_3) = -\int_0^\infty dk f(k; z, -x; a, 1/\theta) \tag{223} \]
  where we have done the change of variables \( q = -a \sqrt{1 + 1/\theta} + \sqrt{k^2/\theta + a^2(1 + 1/\theta)} \).

- **\( C_4 \):** \( w = w_{B_1} + \epsilon e^{i\phi}, \phi \in [0, -\pi] \). This path goes to zero when \( \epsilon \to 0 \) and therefore \( J(C_4) = 0 \).

- **\( C_5 \):** \( w = w_{B_1} + q e^{i5\pi/2}, q \in [0, R] \) and similarly to the \( C_3 \) path we get:
  \[ J(C_5) = \int_0^\infty dk f(k; z, x; a, 1/\theta) \tag{224} \]

Then, we apply the residue theorem:

\[ J(C) = J(C_1) + J(C_3) + J(C_5) = 2\pi i \text{Res}(w_{P_1} = ia) \tag{225} \]

where in our case \( \text{Res}(ia) = \exp[-(x + z)a]/2 \). Finally,

\[ W(x, z; a, \theta) = \frac{1}{2i} J(C_1) = \frac{\pi}{2} e^{-(x+z)a} - \frac{1}{2i} (J(C_3) + J(C_5)) \tag{226} \]

that is the result desired.
3. The integral:

\[
\int_0^\infty dq_2 \cos(q_2(x_2 - z_2)) \int_0^\infty dq \frac{q \sin(x_1 q)}{q^2 + q_2^2} e^{-z_1 \sqrt{\theta q^2 + (1 + \theta^2)q_2^2}}
\]

\[
= \frac{\pi x_1}{2D_1(x, z)} \left[ x_1^2 - z_1^2 + (x_2 - z_2)^2 \right]
\]

\[
+ \frac{z_1}{D_2(x, z)} \left[ (1 + \theta^2)(z_1^2 - x_1^2) + (1 - \theta^2)(x_2 - z_2)^2 \right]
\]

(227)

where

\[
D_1(x, z) = [(x_1 - z_1)^2 + (x_2 - z_2)^2][(x_1 + z_1)^2 + (x_2 - z_2)^2]
\]

\[
D_2(x, z; \theta) = [(1 + \theta^2)x_1^2 + \theta^2((1 + \theta^2)z_1^2 + (x_2 - z_2)^2)]^{1/2}
\]

(228)

First we transform the square root in the exponential to a single variable by means of an elliptic change of variables \((q, q_2) \rightarrow (u, v)\): \(q = u \cos v/\theta, \ q = u \sin v/\sqrt{1 + \theta^2}\) whose Jacobian is \(J = u/(\theta \sqrt{1 + \theta^2})\) and the domain of integration is \(u \in [0, \infty]\) and \(v \in [0, \pi]\).

The integration over \(u\) can be explicitly done using GR.3.893.1 \[17\]. The two remaining integrals over the \(v\)-variable are of the form:

\[
\int_0^{\pi/2} dv \frac{\cos(v(\alpha \cos v + \beta \sin v))}{(\alpha \cos v + \beta \sin v)(b + (\alpha \cos v + \beta \sin v)^2)}
\]

(229)

We do the change of variables \(u = w/2\) to convert such integral in one of the form GR.2.559.2 \[17\] and after we apply the limits and we sum the two integrals we obtain the expression (227).