Prediction of Students’ performance with Artificial Neural Network using Demographic Traits
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Abstract. Many researchers have studied student academic performance in supervised and unsupervised learning using numerous data mining techniques. Neural networks often need a greater collection of observations to achieve enough predictive ability. Due to the increase in the rate of poor graduates, it is necessary to design a system that helps to reduce this menace as well as reduce the incidence of students having to repeat due to poor performance or having to drop out of school altogether in the middle of the pursuit of their career. It is therefore necessary to study each one as well as their advantages and disadvantages, so as to determine which is more efficient in and in what case one should be preferred over the other. The study aims to develop a system to predict student performance with Artificial Neural Network using the student demographic traits so as to assist the university in selecting candidates (students) with a high prediction of success for admission using previous academic records of students granted admissions which will eventually lead to quality graduates of the institution. The model was developed based on certain selected variables as the input. It achieved an accuracy of over 92.3 percent, showing Artificial Neural Network potential effectiveness as a predictive tool and a selection criterion for candidates seeking admission to a university.
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1 Introduction

The scholastic accomplishment of students in the university is the most significant criterion to determine the nature of university students [1-3]. Studying the academic achievements of students is therefore of great importance for fostering student improvements and enhancing the standard of higher education [4-6]. However, this accomplishment is influenced by demographic factors, psychometric factors and previous results of the student [7]. Usually, most higher institutions use the previous academic record of a candidate for admission [8]. While this is okay, the previous result is still influence to a degree by certain demographic factors. The quality of admitted students has a big influence on the institution's level of academic performance, research, and training. The principal goal of the admission framework is to decide the applicants who might perform well in the wake of being admitted into the school. Failure to make an accurate decision on admission can
result in the admission of unsuitable student to the institution. Hence, it is essential to analyse the academic potential of students [9, 10].

Majority of the prevalent studies have usually relied majorly on the academic factors for performance prediction [11-14]. While this might be true for a student already admitted into the university, prospective candidates only have previous academic level result. In order to circumvent this setback, there is need to examine the influence of demographic factors on academic performance (since it influences a student’s academic performance). This study approaches student’s performance prediction with the use of a machine learning technique. Machine learning is mostly used to study complex relationships between data [9, 15]. Machine learning has the ability to learn without necessarily being pre-programmed. Among the machine learning techniques is Artificial Neural Network [16]. Artificial Neural Network (ANN) is growing and gaining recognition in data analysis. It is capable of analysing complex data sets as well as identify relationships between variables [17, 18].

The aim of this study is to implement a neural network which predicts student performance with respect to demographic factors (arguments) such as: gender, age, family background and so on. This is aimed at reducing the incidence of admitting poor student. It also points out students who qualified for admission, but are likely to require attention to avoid failure [19]. These factors have been carefully studied and coordinated to be suitable for computer coding using the Artificial Neural Network model. The system was trained and tested using data of students who have already graduated with a view to enhance predictive device accuracy.

The remaining sections of this paper are organized as follows: section two examined recent and relevant literatures to the study, section three expatiate the methods used in the study and the fourth section shows the result obtained from the proposed methods.

2 Literature Review

Some studies have examined student performance prediction, though it has been using previous educational result to predict future result in the same educational level. Some of these studies are reviewed below.

In Vairachilai and Vamshidharreddy [18] a comparison between several classification algorithms which include decision tree, support vector machine (SVM) and Naïve Bayes was presented. Naïve Bayes performed best with an accuracy of 77%. Li, Zhu, Zhu, Ji and Tang [20] used the internet for student performance prediction. Online learning records for project course and network logs were used in the prediction. Spatial Prediction based on Deep Network (SPDN) was used for predicting student performance at a course. They reported an accuracy of 73.51%. An approach to boost student performance prediction using interactive online pool and further considering student features interaction was proposed by Wei, Li, Xia, Wang and Qu [21]. New features such as time, first attempt and first drag and drop were introduced. Yahaya, Yaakub, Abidin, Razak, Hasbullah and Zolkipi [22] they attempted to predict the performance of undergraduate students in chemistry courses using a multilayer perceptron. An accuracy of 92% was recorded. The use of ensemble model for the improvement of student graduation prediction was studied by Lagman, Alfonso, Goh, Lalata, Magcuyao and Vicente [23]. This is aimed at identifying students who have a high chance of not meeting the graduation time. With the identification proposed, such students can be given attention in areas that they are deficient. An average accuracy of 88.30% was recorded at best. Quinn and Gray [24] approached student’s academic performance prediction with Moodle data using a further education setting. Their study investigated if data from the learning management system Moodle can be used in predicting student’s academic performance. This is aimed at predict-
ing whether a student would pass a course or not. The classifier on all course data had an accuracy of 65%. Predicting whether a student would pass or fail very well has an accuracy of 92.2%. Data built on the first six weeks performed poorly and there was a need to extend the data gathered. Li, Wei, Wang, Song and Qu [20] proposed the use of Graph Neural Network (GNN) for better student performance prediction. Interactive online questions were presented to students. A new GNN was further presented, that is R2- GNN. Rakic, Tasic and Marjanovic [25] presented a paper aimed at examining how useful and impactful the digital technology is on an e-learning platform. Data from online sources were used to examine key pointers of the performance of students in several courses. Social Network Analysis, K-Means clustering and Multiple Linear Regression were used to evaluate student's success. The result showed a huge relationship between the performance of the student and the use of digital educational resources from the e-learning platform. There are several other related studies [26-27] available in literature related to students performance which we are not considering due to limit of the work.

3 Material and Method

It has been observed that a number of variables (including demographics, extra-curricular activities, environment as well as biological factors) are considered to affect the performance of a student. These variables were carefully researched and modified to form a detailed equivalent number appropriate for computer coding. These variables are taken as input to the system. The block diagram of the system is depicted in figure 1.

![Block diagram of the proposed system](image)

**Fig. 1.** Block diagram of the proposed system

3.1 Data Collection

The input variables used are those gotten from the dataset of the student database. The dataset was obtained from the UCL Machine Learning Repository (https://www.kaggle.com/dipam7/student-grade-prediction). The dataset includes a number of variables, among which using educational data mining the features that are most related to and have more effect on the output variables were selected and they include: The output variable reflects a student's success at the end of a term/semester. However, for this study, the variables used include G1(assignments), G2(tests), G3(Final exam) which are numeric values within the range of 0 to 20.
Since the classifier accepts input in numeric form, there is need to converting categorical variables to numerical in preparation for training. Table 1 shows the transformed data.

Figure 2, Figure 3 and Figure 4 below is a probability plot of sample data against the quantiles of a given theoretical distribution (the default normal distribution). It basically calculates optionally a best-fit line for the data and plots the results. From Fig 1, the skewness was determined to be 0.240613 while the kurtosis was -0.693830. The mean, $\mu = 10.91$ and the standard deviation, $\sigma = 3.31$. The skewness in the probability plot of G2 in Fig 2 was determined to be -0.431645 while the kurtosis was 0.627706. Finally, the skewness was determined to be -0.431645 while the kurtosis was 0.627706 for G3 in Fig 3. This skewness and kurtosis values for G1 implies that the distribution is fairly symmetrical and lack outliers. However, the value of skewness and kurtosis for G2 and G3 shows that they a slightly negative skewed and has outliers. Hence, the correlation matrix was used to eliminate the outliers in the distribution.

![Fig. 2. Probability plot of G1](image1)

![Fig. 3. Probability plot of G2](image2)

![Fig. 4. Probability plot of G3](image3)
Features Selection using the Correlation Matrix.
Correlation examines the relationship and association that exist between variables. The relationship and association refer to how much a variable is affected by a change in another variable. Correlation could be simple, partial or multiple depending on the number of variables being examined at once. A zero correlation typically implies no relationship exists between the variables. The correlation matrix was applied to determine the features that actually affect the result G1, G2 and G3. This weeds out the variables (features) that are not relevant to the performance of the candidate (feature selection) [7]. The correlation matrix in Figure 5 generated through the exploratory data analysis finds which features are most related to the G1, G2, or G3 scores.

![Correlation Matrix](image)

*Fig. 5. Correlation matrix*

Where G1, G2 and G3 stand for assignments scores, test scores and final exam scores respectively. The most correlated features are shown in Table 1.

| Table 1. Most correlated features |
|-----------------------------------|
| 0       | G1     |
| 1       | G2     |
| 2       | G3     |
| 3       | Medu   |
| 4       | Fedu   |
| 5       | Studyti|
| 6       | famrel |
| 7       | freetim|
| 8       | ab-    |
| 9       | sences |

| 9       | age    |
3.2 Prediction

For predicting student’s performance, Artificial Neural Network was applied. Artificial Neural Network (ANN) is a system that is made up of a number of neuron (taken as input to the system), hidden layers and output layers [28]. Weights are used to connect the neurons. The process of designing the network is a tedious one as there is dependency between the various variables like the structure of the network and the values of the weights [29, 30, 19]. The learning phase and the prediction phase are the two phases of the Network. The learning phase plays an important role as this is where the weight is adjusted to produce the required output [28]. The adjustment of the weight is repeated until a termination criterion is met [31,32]. This termination criteria could be the acceptable mean square or number of evolutions to achieve the target value. After training an ANN, the trained network is tested and validated. To test and validate the trained ANN, unknown samples are used to test the Network. To express an ANN problem, we can use the set of inputs in (1) (Gupta, Khosravy, Patel, Gupta & Varshney, 2020),

\[ X = \{ x = x_i | x_i \in \mathbb{R}^n, i = 1,2,\ldots,n \} \]  

and outputs in (2)

\[ Y = \{ y = y_o | y_o \in \mathbb{R}^m, o = 1,2,\ldots,m \} \]  

From (1) and (2), we can observe that the input and output layers of the ANN have n and m neurons respectively. Given a chosen number of hidden layers, to design an ANN for the data in (1) and (2) the objective function can be given as in (3).

\[ f = f(X,Y,W) \]  

\[ W \] being the weight connections between the layers. It could be represented as in (4).

\[ W = \{ W_{12}, W_{23}, \ldots, W_{l-1} \} \]  

\( l \) is the sum of the layers, this include the input, hidden and output layers. Minimizing \( f \) in (3), the mean square error (MSE) gives an optimized synaptic weight of ANN.

In [33], from schematic diagram of an ANN, it is observed that the system performs addition of all the inputs first, and then the output of the addition is passed to the transfer function. The output of the transfer function serves as an input to the neuron in the preceding layer. Each neuron is formed with the representation in (5) [34].

\[ y_p = f(\sum_{i=0}^{n} w_{i}^{p} x_i^{p} + b_p) \]  

4 Results and Discussion

This section describes the statistical results, configuration of the Artificial Neural Network and performance based on the academic performance educational data obtained of 376 students. Python programming language was used as well as the TensorFlow backend.

4.1 Dataset grouping and Network Architecture

In supervised training, the data set is divided into three groups: the training set, validation or verification test and testing set. The training set allows the system to detect the relationship between the input data and the given outputs, so as to create a relation between the input and the expected
outcome. Altogether, 396 student records were used in this analysis where the training and testing set was split in the ratio 70:30. The architecture of the system is shown in table 3.

Table 2. Architecture of the chosen network model

| Layer (type)     | Output Shape | Param #    |
|------------------|--------------|------------|
| dense_1 (Dense)  | (None, 80)   | 2480       |
| dropout_1 (Dropout) | (None, 80)   | 0          |
| dense_2 (Dense)  | (None, 120)  | 9720       |
| dropout_2 (Dropout) | (None, 120)  | 0          |
| dense_3 (Dense)  | (None, 20)   | 2420       |
| dropout_3 (Dropout) | (None, 20)   | 0          |
| dense_4 (Dense)  | (None, 10)   | 210        |
| dropout_4 (Dropout) | (None, 10)   | 0          |
| dense_5 (Dense)  | (None, 3)    | 33         |

The network architecture in table 3 shows how the model is structured. It shows all the layers the model consists of as well as the parameters the model consists of. Dense 1 to dense 5 denotes each dense layer and the dropout layers are added after each layer to reduce dimensions. The dimension reduction is essential for feature extraction, to take out the features that are important in the dataset. The params denotes parameters which show the number of available data in the dataset. After every dropout layer, the number of parameters reduces.

The network was trained with batch size set to eight and the Epoch set to terminate at 500. Figure 6 and 7 shows the histogram of the training and validation in terms of its Mean Absolute Error (MAE) and loss.

Fig. 6. Training and validation MAE
4.2 Discussion

An accuracy of 92.26% was obtained after testing the system. Table 4 shows a comparison of the result obtained with other similar systems.

| Authors                    | Study focus                                      | Accuracy (%) |
|----------------------------|--------------------------------------------------|--------------|
| Vairachilai and Vamshidharreddy [18] | Comparison of methods – decision tree, SVM and Naïve bayes. | 77           |
| Li, Zhu, Zhu, Ji and Tang [20]       | Performance at a course                          | 73.51        |
| Yahaya et al. [22]                  | Undergraduate who will pass chemistry courses     | 92           |
| Quinn and Gray [24]                 | Pass or fail on All courses                       | 65           |
| Pekuwali [26]                      | Student performance at the final year.            | 94.24        |
| Proposed System                   | Student will graduate or not                      | 92.26        |

Considering table 4, it can be noted that the performance of the system is encouraging. In the instance where the accuracy was higher than the proposed system, previous records of academic performance were being used to predict subsequent result. This makes it difficult to use the system to predict student’s performance at the time of admission. The designed system considers only the demographic factors and its performance shows a high accuracy. The performance of the system was greatly influenced by the methods used in examining the correlation between the input data and the predicted outcome.

5 Conclusion

This paper presented an approach to student performance prediction using demographic features only. The relationship between the demographic features and the result was examined with the skew and kurtosis of the dataset. Outlier from the statistical evaluation of skew and kurtosis were further removed in the feature selection stage using the correlation matrix. The resulting dataset was then used to train an artificial neural network. The demographic dataset was obtained from the UCL Machine Learning Repository. The student performance prediction showed an accuracy of
92.26%. The proposed approach is not restricted to demographic features only. Hence, examining the performance of the system with both demographic and previous records of students for predicting student’s performance at the next educational level could be an area of study in the future.
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