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Music and dance are closely related and symbiotic. On the one hand, dance often requires music accompaniment. On the other hand, dance can enrich the melody and style of music. The emergence of the metaverse has taken the experience of music and dance to a new level. This paper studies the three-dimensional situational experience of music and dance in Virtual Reality (VR) empowered by metaverse to feel the beauty of situational integration. After the spherical video is projected onto a two-dimensional plane to form a panoramic video, the two-dimensional panoramic video needs to be converted into a spherical video for users to watch. Therefore, it is more reasonable to take spherical video distortion as the distortion measure of panoramic video coding. In this paper, spherical video distortion is taken as the measurement standard of video quality, and the panoramic video coding technology is optimized. Furthermore, the corresponding weights are introduced to change the distortion ratio of different interpolation regions in the calculation process of rate distortion cost, and a rate distortion optimization technology based on spherical distortion measurement is proposed. The equal weight feature of spherical pixel is realized on two-dimensional plane, which improves the coding efficiency of panoramic video. Experimental results show that compared with the three benchmarks, the proposed algorithm can achieve 1.6157% bit saving on average and achieve a good Quality of Experience (QoE) when other processes are the same.

1. Introduction

Music contains rich ideological connotations, which can be reflected through vivid musical artistic images [1]. In order to highlight and embody the thoughts and emotions of dance works, it is necessary to analyze and express the musical elements. Music is an art form of expressing rich emotions with sound, rhythm, and melody, while dance is an art form of expressing the emotional connotation of music with human body and movement [2–4]. Therefore, music and dance are closely related. For example, many ethnic dances in China have their own unique styles, and dance music also contains different cultural customs. Therefore, when appreciating the related works, it is necessary to understand not only the skills of dance movements but also the national cultural connotation of the dance, so as to correctly understand the emotional connotation and style rhythm contained in the folk dance music, and improve the appreciation of dance music.

During the dance performance, the music starts first and then the dance performance catches the eye. Therefore, music is the soul of dance art and an important prerequisite to lead people to appreciate dance [5]. Music can touch the deep emotions of human being through beautiful melodies and different rhythms and harmony forms and realize the ideological resonance between the audience and the connotation of dance. Hence, the use of music melody in dance is an important basis for the full expression of dance art. By feeling the music, it can stimulate people’s deep desire of emotional expression, so as to realize the real emotional expression of dance with the integration of body and mind, and exercise people’s ability of dance expression [6–8]. In addition, music can also be used as a basis for dance, so that people can show the beauty of their body movements to a greater extent in music. In dance, people show the corresponding dance movements by mastering the rhythm and tone of music and grasp the emotional expression of dance through in-depth appreciation of music, so that the dance
shown by people can be more closely connected with music, and at the same time, it can also make people’s dance with emotion and richer connotation [9, 10]. Such training for a long time can make people through the mastery of music to innovate dance movements and improve their own dance performance.

Music is an important support of dance art and an important medium to help dance present rich and three-dimensional expressive effects. At present, the experience of dance is no longer the training of body movements and skills, but how to guide people to fully show the thoughts and feelings contained in dance with the help of body movements. Music is used to stimulate artistic emotions so that people can complete dance movements through emotional stimulation while dancing, and the dance performance is richer and more three-dimensional [11]. But when importing music, we should pay attention to whether the emotion of music is expressed clearly enough and also pay attention to the feedback, so as to help people better feel music and show the emotion of dance.

The metaverse is a virtual world created by humans that parallels but does not simply copy the real world [12]. As an emerging concept, it is gradually formed on the basis of Virtual Reality (VR), augmented reality, blockchain, cloud computing, 5G, digital twin, and other technologies [13]. Currently, most of the technologies and products that embody the metaverse are primarily focused on digital entertainment, treating the metaverse as an immersive gaming world [14]. Most people tend to focus on the entertainment properties of the metaverse rather than the potential of edutainment. As we all know, metaverse is the natural expansion of virtual environment. VR determines the manifestation of the metaverse, and virtual human-computer interaction closely related to VR is the symbol of life in the metaverse [15]. It can be said that without VR, there would be no metaverse.

This paper studies the three-dimensional situational experience of music and dance in VR empowered by metaverse to feel the beauty of situational integration. With the rapid development of multimedia technology, VR has become more and more popular due to its immersive experience. The video information in the mainstream VR is spherical video information. Spherical video requires high definition due to user experience. If uncompressed, large amount of data will bring great challenges to common hard disk storage and network transmission. Therefore, it is very important to improve the coding efficiency of spherical video [16]. Due to the limitations of existing video coding standards, spherical video needs to be projected to a two-dimensional plane to form panoramic video before codec operation. At the receiving end, the two-dimensional panoramic video is converted into a spherical video for viewing by the user. Therefore, it is more reasonable to use spherical video distortion as a distortion measure for panoramic video coding. Based on this, this paper takes the spherical video distortion as the measurement standard of video quality to optimize the panoramic video coding technology. Since panorama video is encoded by an existing encoder, rate distortion optimization (RDO) is still used in the mode selection process.

The contribution of this paper is that the corresponding weights are introduced for different projection format designs to change the proportion of distortion in different areas of interpolation in the rate distortion cost calculation process, and a rate distortion optimization technique based on spherical distortion measurement is proposed. The feature of equal weights of spherical pixels is realized in two-dimensional plane, and the coding efficiency of panoramic video is improved.

The remainder of this paper is organized as follows. Section 2 reviews related work. In Section 3, spherical distortion measurement-based ROD is presented. Experimental results are presented in Section 4. Section 5 concludes this paper.

2. Related Work

The rapid development of computer information technology and the rapid update of modern educational technology means make computer technology play an increasingly important role in music and dance. In [17], the authors designed and implemented the dance movement of the basic design idea of the automatic generation algorithm based on genetic algorithm. In [18], the authors proposed to reproduce the scene of closing eyes and listening to music in a computer vision system. In [19], the authors proposed a generative adversarial network-based cross modal association framework, which associated dance movements with music to create the required dance sequence according to the input music. In [20], the authors discussed the examples of electronic dance music from three different angles. In [21], the authors proposed a framework for generating a series of three-dimensional human dance postures for a given music. In [22], the principle and implementation of a digital audio workstation plug-in for chord sequence generation was described. In [23], a novel probability autoregression architecture was proposed to simulate future posture distribution using a standardized flow based on previous posture and music background. In [24], a graph convolution networks based automatic dance generation method were proposed.

As a new video mode, the impact of VR panorama video is beyond doubt. At present, great progress has been made in various technologies of panoramic video, especially in coding. In [25], a new motion model based on spherical coordinate transformation to explicitly solve the deformation problem was proposed to reduce the decoding time. In [26], a new octagonal mapping scheme was proposed to reduce the oversampling area and arrange the points into an octagon. In [27], the authors presented and classified the latest advances in projection methods, video quality evaluation indexes, and transmission optimization methods for video coding.

RDO is a key technology in video coding system. The traditional RDO system measures the distortion of reconstructed video from the perspective of signal processing but does not fully consider the characteristics of human vision and video call. The purpose of making full use of human visual characteristics is to maximize the visual quality of video in the area of concern under the condition of limited
bandwidth. Therefore, it is of great significance to study rate distortion model based on human visual perception for video coding. In [28], the authors proposed a method to generate encoded video stream. This method introduced the mathematical theory of decoding-energy-rate-distortion optimization (DERDO), which required less decoding energy than traditional encoded video stream. In [29], the authors proposed a new Lagrange multiplier determination model, which is a key part of rate distortion optimization (LM-RDO). In [30], the authors proposed an accurate coding tree unit level distortion structural similarity and distortion mean squared error (D-SSIM-D-MSE) model to obtain better video coding quality.

3. Spherical Distortion Measurement-Based RDO

Panoramic video coding still adopts the traditional block-based hybrid coding technology, so combined with the theory of encoder’s block mode, prediction, rate distortion, quantization, and other operations, we can find ways to optimize panoramic video of different formats. Video distortion is as small as possible to achieve a sufficiently clear video content, and the rate of the video will be high. However, video compression coding hopes to find a way between distortion and bit rate to make the distortion small and the bit rate does not exceed the maximum allowable bit rate. Due to the constraints and contradictions between the two, RDO technology arises at the historic moment. For all lossy compression systems, RDO throughout the video coding system is a very important technology to balance the relationship between distortion and bit rate.

After the completion of the encoding and decoding of panoramic video, the spherical video is actually an output for users to watch. Therefore, for spherical video, regardless of the user viewing window, each pixel in the spherical video is equally important, that is, all pixels on the sphere are equally weighted. However, corresponding to different projection formats, the importance of pixels will change in the process of projection, which will affect the selection process of rate distortion, and further affect the final codec result, so that the video quality loses a certain degree of accuracy under the measurement of spherical video distortion.

In this paper, RDO in coding is improved according to different features of different projection formats of panoramic video. Taking Equirectangular Projection (ERP) as an example, a RDO model of panoramic video based on spherical distortion measurement is proposed.

In panoramic video, ERP format is taken as an example, the video content is stretched at different latitudes due to different interpolation operations in the transformation process. The pixel stretching is the smallest or even nonexistent on the equatorial path. From the equator to the two poles, the horizontal stretching of the pixels becomes more and more serious, and the stretching of the two poles is the largest.

The north and south pole contents of ERP format generally differ greatly in the encoding process due to the interpolation operation of stretching. The larger the stretch, the flatter the area is, resulting in a larger optimal block size after the rate distortion optimization process. For the same mode, selection near the equator obviously has a greater impact on the final video quality than the north and south pole options.

Theoretically, distortion in the coding process should be equally important for content near the equator on the sphere and near high latitudes, as shown in Figure 1. However, when converted to ERP format, the coding process calculates the rate distortion cost by applying the same weight to the distortion of the corresponding content of two blocks in ERP format. After back-projection to spherical surface, the distortion importance of the content in the actual high latitude area becomes greater.

Therefore, this paper adopts the method of introducing weight to distortion to reduce the proportion of distortion when calculating the cost of rate distortion and to increase the proportion of distortion near the equator, so as to further improve the coding performance.

As for the panoramic video projection format except ERP format, although the severe stretching in ERP format is alleviated, there is still a certain degree of pixel bending. Therefore, when calculating the rate distortion cost, the corresponding weight is given to the distortion. In this paper, Cube Map Projection (CMP), Compact Octahedron Projection (COHP), and Segmented Sphere Projection (SSP) projection formats are used for study.

The rate distortion optimization model proposed in this section assigns different weights to the distortion when calculating the rate distortion cost of coding tree unit (CTU) at different positions of each projection format.

\[
d^k_i = w_k \times d^k,\tag{1}
\]
where $w_k$ and $d_k$ are the weighted factor and distortion of the kth CTU, respectively. Thus, the rate distortion cost function of each CTU can be expressed as follows.

$$f'(RDC) = d_k' + ar_k = w_k 	imes d_k + ar_k,$$

(2)

where $a$ is the slope, and $r_k$ is the bitrate of the kth CTU.

Assuming that a video frame is divided into $N$ CTU during encoding, then its rate distortion cost function is defined as follows.

$$f'(RDC) = \sum_{k=0}^{N-1} f'(RDC)_k = \sum_{k=0}^{N-1} (d_k' + ar_k) = \sum_{k=0}^{N-1} (w_k \times d_k + ar_k).$$

(3)

where $w_k$ is the weight of distortion $d$ at the calculation of rate distortion cost of the kth CTU, which is obtained by calculating the average weight of all pixels of the current CTU, that is

$$w_k = \frac{1}{s_{CTU} \times n_{CTU}} \sum_{m=0}^{s_{CTU}-1} \sum_{n=0}^{n_{CTU}-1} w_{pmn},$$

(4)

where $s_{CTU}$ is the size of CTU, and $w_{pmn}$ is the pixel weight of the $m$th row and $n$th column of the video frame, which is obtained according to the conversion algorithm of spherical video to each projection format.

3.1. Weight for ERP Format. For ERP format, $w_{pmn}$ is the scale factor from the ERP region to the spherical region, that is, the weight, which is only related to the height of the current CTU row. Let $W$ be the width of a frame of video, $H$ be its height, and $cWidth$ be the height of the current pixel. Assuming that the radius of the sphere is $R$, the latitude of the current pixel is $\theta$, and the radius of cross-section with angle $\theta$ is $r$.

According to the projection algorithm in ERP format, its weight can be obtained as follows.

$$w_{pmn} = \frac{2\pi r}{2\pi R} = \frac{r}{R} = \cos \theta.$$  

(5)

At the same time, $\theta$ can be calculated as follows.

$$\theta = \frac{W - 1 - 2n}{2} \times \frac{\pi}{W}.$$  

(6)

Since sine function is even function, which can be obtained as follows.

$$w_{pmn} = \cos \left( \frac{2n - W + 1}{2} \times \frac{\pi}{W} \right).$$  

(7)

As can be seen from the Equations (5) to (7), at the two ends of the ERP format, that is, the north and south pixels of the spherical video, have little weight, but the middle pixel row of the ERP format has the largest weight.

3.2. Weight for CMP Format. The CMP format is composed of six square faces, and the pixel weight of the corresponding position of each square face is the same, so only one face should be considered. Let each square face width and height be $S$.

From the microscopic point of view, the projection algorithm is the change from $dmdn$ to $d\phi d\theta$, and the relationship between them can be described as $dmdn = J(\phi, \theta)d\phi d\theta$, where $J(\phi, \theta)$ is the Jacobian determinant.

$$J(\phi, \theta) = \begin{vmatrix} \frac{\partial m}{\partial \phi} & \frac{\partial m}{\partial \theta} \\ \frac{\partial n}{\partial \phi} & \frac{\partial n}{\partial \theta} \end{vmatrix}.$$  

(8)

At this point, according to the projection relationship between the sphere and a plane in CMP, we can conclude that

$$m = \tan \phi,$$

(9)

$$n = \tan \frac{\theta}{\cos \varphi}.$$  

(10)

Since the area projected on the square surface is equal to $dmdn$, while the corresponding area on the sphere is actually $\cos \theta d\phi d\theta$, so the weight of a point $(m, n)$ on the surface of CMP format can be obtained as follows.

$$w_{pmn} = \frac{\cos \theta}{|J(\phi, \theta)|} = \frac{\cos \theta}{\cos^2 \theta \cos \varphi} = \cos \varphi \cos \theta = \left( \frac{1 + d^2}{R^2} \right)^{-3/2},$$

(11)

where $R$ is the radius of the circle tangent to the cube, and $R = S/2$ by this time, and the distance $d$ between the points on the surface $(m, n)$ and the center of the surface is defined as follows.

$$d^2 = \left( m + \frac{1 - S}{2} \right)^2 + \left( n + \frac{1 - S}{2} \right)^2.$$  

(12)

So the weight of each pixel position is defined as follows.

$$w_{pmn} = \left( 1 + \frac{(m + 1 - S/2)^2 + (n + 1 - S/2)^2}{(S/2)^2} \right)^{-3/2}.$$  

(13)

3.3. Weight for COHP Format. COHP format is composed of triangular faces, and the weight of the corresponding position of each triangular face is the same. Therefore, it is the same as CMP format to calculate one surface weight. Suppose the side length of each triangular face is $T$, and the weight of COHP is defined as follows.
The weight of a point \((m, n)\) on each triangular surface is defined as follows.

\[
w_{m,n} = \frac{1}{\pi} \left( 1 + \frac{(m+1-T/2)^2 + (n + 3 - 2\sqrt{3}T/6)^2}{(T/\sqrt{6})^2} \right)^{-3/2}
\]

The weight of the whole frame can be obtained by rotation and segmentation and combination of the triangular face with the weight obtained.

3.4. Weight for SSP Format. The SSP format contains invalid fields and the weight is 0. Except invalid regions, the weight of other regions is defined as follows.

\[
w_{m,n} = \left\{ \begin{array}{ll}
\frac{2}{\pi} \cos \frac{\theta}{2}, & \theta \in \left[ \frac{\pi}{4}, \frac{\pi}{2} \right] \\
\frac{2}{\pi} \theta \sin \frac{\pi}{4}, & \theta \in \left[ \frac{\pi}{2}, \frac{3\pi}{4} \right] \\
\frac{2}{\pi} \left( \frac{\pi}{2} - \frac{\pi}{4} \right), & \theta \in \left[ \frac{3\pi}{4}, \pi \right]
\end{array} \right.
\]

Table 4: Results for SSP format with weight \(w_{m,n}'\).

| Test sequences | DERDO | LM-RDO | D-SSIM-D-MSE | Ours |
|----------------|-------|--------|--------------|------|
| Basketball     | -0.0454% | -0.0398% | -0.0191% | -0.6989% |
| Carphone       | -0.0741% | -0.0574% | -0.1215% | -0.4365% |
| Foreman        | -0.1563% | 0.1550%  | 0.1384%    | -0.5898% |
| Gaslamp        | -0.5156% | 0.0012%  | 0.0301%    | -0.0574% |
| Highway        | -0.0754% | 0.0899%  | 0.1257%    | -0.1002% |
| KiteFlite      | -0.1887% | 0.3418%  | 0.3352%    | -0.3878% |
| Average        | -0.1759% | 0.0818%  | 0.0527%    | -0.3784% |

Since COHP format contains operations such as rotation, segmentation, and combination of triangles, the weight of the whole frame can be obtained by rotation and segmentation and combination of the triangular face with the weight obtained.

In this paper, the weight \(w_{m,n}\) multiplied by calculating distortion for each CTU of each projection format is modified, and the expected value of the weight is changed to 1 by dividing each weight by the expected value. In this paper, the distortion of rate distortion calculation process is directly modified without the operation of adjusting Lagrange multiplier. If the distortion becomes smaller or too large, the bit rate and video quality cannot be well balanced, so the deviation degree of data should be moderate. After a lot of experiments, the variance of the weight is controlled within 0.15 in order to achieve a good balance between bits and video quality without modifying the Lagrange multiplier.
To verify the above reasoning, all format weights \( w_k \) and \( w_k' \) are encoded in the experiment, so as to draw relevant conclusions.

4. Experiment Results and Performance Analysis

4.1. Performance Evaluation Metrics. \( \Delta \text{Bitrate} \) is used to measure coding performance in this paper, and the calculation method is shown in Figure 2. Different quantization parameters were used for video sequences, and several sets of corresponding Peak Signal to Noise Ratio (PSNR) and bit rate data were obtained after encoding with the proposed method and three benchmarks, respectively. Their curves were plotted in the coordinate system in the figure, respectively. The integral area difference \( D \) and the maximum interpolation over PSNR of the two curves is the final \( \Delta \text{Bitrate} \) value. A positive \( \Delta \text{Bitrate} \) indicates an increase in bitrate, while a negative \( \Delta \text{Bitrate} \) indicates a saving in bitrate and improved performance.

4.2. Experimental Parameter Settings. This paper uses the 360lib-HM16.14 as a test platform to integrate the improved RDO technology into 360lib-HM16.14 code for performance testing, where 360Lib-HM16.14 is a 360-degree video tool provided by joint video experts team and integrated with HM or JEM for 360-degree video encoding and decoding. To better verify the quality of panoramic video, spherical video distortion is used to measure the quality. The configuration in coding adopts the given configuration [31] in the universal test environment CTC of panoramic video, and the quantization parameters are 22, 27, 32, and 37, respectively. The experiment is based on the RandomAccess (RA) structure suggested by high efficiency video coding general test conditions and the RandomAccessMain profile (RA-main). The test sequences are selected as Basketball, Carphone, Foreman, Gaslamp, Highway, and KiteFlite.

4.3. Performance Analysis. This section compares the performance of the improved distortion algorithm. Three state-of-the-art algorithms are selected for comparison, which are DERDO [28], LM-RDO [29], and D-SSIM-D-MSE [30]. We compare the projection format of the four algorithms with the weighted \( w_k \) and the modified \( w_k' \) in the calculation of rate distortion in 360lib-HM16.14.

\[
\frac{w_k'}{E} = \sqrt{\frac{0.15}{d}}
\]  

(17)
When weighted \( w_k \) is added into ERP format, the results of the proposed algorithm compared with the three benchmarks are shown in Table 1. After adding the optimized weight \( w'_k \), the results of the algorithm proposed in this paper compared with the three benchmarks are shown in Table 2.

From the above data, it can find that the introduction of weight \( w_k \) in the rate distortion cost calculation of ERP format can improve the coding performance by 2.6071%, while the introduction of optimized weight \( w'_k \) can improve the coding performance by 2.8579%.

When weighted \( w_k \) is added into SSP format, the results of the proposed algorithm compared with the three benchmarks are shown in Table 3. After adding the optimized weight \( w'_k \), the results of the algorithm proposed in this paper compared with the three benchmarks are shown in Table 4.

From the above data, it can find that the introduction of weight \( w_k \) in the rate distortion cost calculation of SSP format can improve the coding performance by 0.2643%, while the introduction of optimized weight \( w'_k \) can improve the coding performance by 0.3784%.

Summarizing the results of encoding ERP and SSP formats with weighted \( w_k \) and \( w'_k \) in the process of rate distortion, we can see that the performance improvement is not significant because the values of \( w'_k \) and \( w_k \) are close to each other.

When weighted \( w_k \) is added into CMP format, the results of the proposed algorithm compared with the three benchmarks are shown in Table 5. After adding the optimized weight \( w'_k \), the results of the algorithm proposed in this paper compared with the three benchmarks are shown in Table 6.

From the above data, it can find that the introduction of weight \( w_k \) in the rate distortion cost calculation of CMP format can improve the coding performance by 0.0590%, while the introduction of optimized weight \( w'_k \) can improve the coding performance by 1.5961%, showing a large performance improvement.

When weighted \( w_k \) is added into COHP format, the results of the proposed algorithm compared with the three benchmarks are shown in Table 7. After adding the optimized weight \( w'_k \), the results of the algorithm proposed in this paper compared with the three benchmarks are shown in Table 8.

From the above data, it can find that the introduction of weight \( w_k \) in the rate distortion cost calculation of COHP format can improve the coding performance by 0.7003%, while the introduction of optimized weight \( w'_k \) can improve the coding performance by 1.6303%, showing a large performance improvement.

It can be seen from the results that weight \( w_k \) and \( w'_k \) are used to code CMP format and COHP format in the process of rate distortion. As the modified weight \( w'_k \) changes greatly compared with the original \( w_k \), the modified weight improves the coding performance of these two formats especially significantly. Compared with the original weights, the modified weight can achieve a better balance between the bit rate and video quality.

Table 9 compares the bitrate of the four algorithms in the two weight results of the four projection formats and compares the performance of the two algorithms. Comp is obtained by subtracting the performance change of \( w'_k \) from the performance change of \( w_k \). If the value is negative, the performance of \( w'_k \) is better than \( w_k \).

As can be seen from the above results, for the four projection formats mentioned in this paper, \( w'_k \) can improve the coding performance to a certain extent compared with \( w_k \), up to 0.7080% on average. However, the performance of CMP and COHP formats is significantly improved by
1.5371% and 0.9300%, respectively, compared with $w_k'$. Therefore, when calculating the rate distortion cost of different projection formats, the weight $w_k$ of the corresponding format for the distortion at different positions of the image improves the coding performance, which can reach 1.6157% on average.

Furthermore, this paper constructs the metaverse-empowered experience of music and dance, so the Quality of Experience (QoE) is evaluated. As can be seen from Figure 3, the projection format with $w_k$ (blue line) in VR music and dance scenario experience always has a good QoE, which is always higher than the projection format with $w_k'$ (orange line), indicating the effectiveness of the RDO model based on spherical distortion measurement proposed in this paper.

5. Conclusions

In this paper, a rate distortion optimization technique for panoramic video based on spherical distortion measurement is proposed for metaverse-empowered music and dance. In high efficiency video coding, rate distortion optimization plays a decisive role in mode selection. However, for different projection formats of panoramic video, the weight of the blocks with equal weight on the sphere will change after the projection algorithm corresponds to different formats. Therefore, this paper optimizes rate distortion technology according to different features of different projection formats and introduces corresponding weights in the process of distortion calculation to restore the properties of equal weights of video content on the spherical surface. Compared with the original distortion algorithm, the encoding performance of the proposed panoramic visual frequency distortion optimization model based on spherical distortion measure is improved by 1.6157% on average.

With the gradual development of VR, people have higher expectations on the quality of panoramic video, and video coding becomes more and more important for panoramic video. How to encode and transmit panoramic video is still a problem that cannot be ignored. In this paper, the operation of panoramic video coding optimization still has some limitations. The optimization of rate distortion cannot only add the corresponding weight to the distortion but also modify the Lagrange multiplier to find a better model. Inter-frame prediction can also be further optimized and improved.
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