A Novel Intrusion Mitigation Unit for Interconnected Power Systems in Frequency Regulation to Enhance Cybersecurity
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Abstract: Cyberattacks (CAs) on modern interconnected power systems are currently a primary concern. The development of information and communication technology (ICT) has increased the possibility of unauthorized access to power system networks for data manipulation. Unauthorized data manipulation may lead to the partial or complete shutdown of a power network. In this paper, we propose a novel security unit that mitigates intrusion for an interconnected power system and compensates for data manipulation to augment cybersecurity. The studied two-area interconnected power system is first stabilized to alleviate frequency deviation and tie-line power between the areas by designing a fractional-order proportional integral derivative (FPID) controller. Since the parameters of the FPID controller can also be influenced by a CA, the proposed security unit, named the automatic intrusion mitigation unit (AIMU), guarantees control over such changes. The effectiveness of the AIMU is inspected against a CA, load variations, and unknown noises, and the results show that the proposed unit guarantees reliable performance in all circumstances.
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1. Introduction

The increasing use of modern devices has increased the energy crisis to meet the energy demands of the world’s growing population [1–5]. Modern power systems integrated with information and communication technology (ICT) add flexibility for consumers but more challenges for stockholders due to their operation and control [6–8]. The reliable operation of modern power systems depends on many factors, such as accurate system modeling, control, disturbance-handling capabilities, and so forth [9–12].

Interconnected power systems (INPSs) consist of several subgeneration units or areas that can operate individually. Each area of an INPS has separate generation units connected by a tie line. The function of this line is to manage the flow of power between the areas [13–15].

Maintaining the tie-line power at its nominal value is a challenge and requires a great deal of attention [16–19]. Frequency deviation due to improper matching between the generation and demand may result in the loss of harmony and a complete blackout. Frequency deviation and tie-line power mismatch may introduce load damage, a reduction in production, overheating, and so on [12,20,21].
Experts have reported several methods to compensate for the frequency deviation of INPSs [17,22–26]. These methods mitigate deviation against the uncertainty, disturbance, and nonlinear behavior of the system but not against a cyberattack (CA). The mitigation of a CA on power systems has brought a new research dimension for researchers. If the CA is realistic, the malefactors can easily provide false data through the communication link to the power system control station. The injection of false data may increase the possibility of unrealistic system performance [27–30].

The rate of CAs on cyberphysical systems (CPSs) has increased significantly over the last decade. Recent news has attracted the attention of the researchers to develop strong security for CPSs. The CA on the U.S. gas pipeline and smart grid, as well as on the Ukraine power system, indicates the frequent and regular occurrence of attacks on power systems [31–33]. Grid reliability and resiliency were largely affected by this CA. Unauthorized access, false data injection, data integrity, sensitive data collection, etc., are some of the objectives of attackers to hamper power systems [34–36].

Although several load frequency controllers (LFCs) are designed to minimize frequency deviation, they may also be largely affected by CAs. The function of LFCs is to collect data from the frequency sensor and regulate the speed of the generation units. Any changes in the speed regulator by the governor make the governor’s speed uncontrollable and produce a large frequency as well as a tie-line power deviation of the INPS. Again, any changes in the associated control parameters are also responsible for reducing the stability margin and reliability of the system. Thus, the speed regulator and control variables are critical parameters that attract the attackers’ attention [37–39].

Conventional control methods can only control the system performance against system dynamics and different disturbances. The control of a CA is rarely possible with the help of these control methods. The parameters of the system and the controller are sensitive data that can easily be modified by attackers. Thus, alone, the controller cannot assure the stability of the system during a CA, which ensures the requirement of a cybersecurity-based control algorithm [40].

A CA on the parameters and settings of the system can be mitigated by analyzing the behavior of the circuit breaker, protection devices, and logics [41]. The detection of false data injection based on the measurement variation method is proposed in [42]. The control algorithm detects the presence of a CA by measuring the distances between two probability distributions. Reference [43] proposes a transformation-based scheme used to find the modification or injection of false data into the smart grid. The investigation of a CA is carried out by proper estimation of the measurement variation based on the Kullback–Leibler distance algorithm. The power system has a quasistatic nature that reduces the detection capability of this method.

Reference [38] considers a technique to provide false data to the power system and investigates its impact on production costs and demands. Positively and negatively biased CAs and their impacts on the power system are discussed in [40]. This work proposes a switching technique to control a LFC with an integrator controller. Another switching algorithm is investigated in [44]. The authors of [45] analyzed the frequency deviation of a single-area power system with a LFC and an automatic generation control (AGC) against positively and negatively biased CAs. The positively biased CA produced a greater impact on both the LFC and AGC compared to the negatively biased CA.

The aforementioned research articles provide control structures against CAs for a single-area power system, although they are unable to protect the operation of the INPS during a CA. Although the integrator-based AGC confirms the reliable operation for a single-unit LFC, the use of INPSs can be questionable due to their multiple control parameters, and these controllers are also sensitive to change in operating conditions. Therefore, a separate protection unit for INPS must be considered during a CA. Inspired by the above issues, this work proposes a novel security unit, called the automatic intrusion mitigation unit (AIMU), to protect INPSs during a CA. The contributions of this article are:
• The design of a fractional-order PID (FPID) controller to compensate for frequency deviation and the tie-line power mismatch of an interconnected power system.
• The investigation of the closed-loop interconnected power system’s behavior due to changes in sensitive parameters such as the speed regulator, biasing factor, and parameters of the controller.
• The design of a novel security unit for the INPS to mitigate the frequency deviation and tie-line power discrepancy against the parameter changes of both the system and controller due to a CA.

This paper is organized as follows. Section 2 models the INPS, and Section 3 discusses the load frequency controller design. The impacts of a CA, the proposed switching technique, and the performance of the AIMU are investigated in Sections 4–6. The conclusions are presented in Section 7.

2. Interconnected Power System Modeling

The control structure of the INPS is constructed by using two control loops; e.g., the primary and secondary loops for controlling frequency. The primary loop acts as a proportional loop that decreases the frequency deviation produced due to load and demand change, but it is unable to regain zero frequency deviation. The frequency deviation returns to a nominal value (i.e., zero deviation) by implementing another control loop, known as the secondary frequency control loop.

Figure 1 presents a model of an INPS that has three main components: a governor, a turbine, and a mass-load system. The mass-load system produces an impact on the INPS, the secondary frequency control loop. This paper is organized as follows. Section 2 models the INPS, and Section 3 discusses the load frequency controller design. The impacts of a CA, the proposed switching technique, and the performance of the AIMU are investigated in Sections 4–6. The conclusions are presented in Section 7.

\[ X_{ml}(s) = \frac{1}{Ms + D} \]  \hspace{1cm} (1)

where \( M \) and \( D \) are the inertia and damping constant. The governor can be modeled as

\[ X_g(s) = \frac{1}{1 + Y_g s} \]  \hspace{1cm} (2)

Figure 1. Model of an interconnected power system.
The performance of the governor largely depends on the parameter known as the speed regulator (R). Any variation of this parameter is responsible for deviating the speed of the generation unit and increasing the frequency and power deviation. Another element known as the turbine can be modeled as

\[ X_i(s) = \frac{1}{1 + Y_is} \]  

(3)

For an INPS, two or more areas are connected to each other and deliver power through the tie line, the model of which can be represented by

\[ \Delta P_{12} = \frac{|V_1||V_2|}{X_{12}} \sin(\phi_1 - \phi_2) \]  

(4)

where \( X_{12} \) is the reluctance of the tie line and areas. The load change is usually kept small; e.g., 2%. Thus, the delivered tie-line power due to the small perturbation of load where \( \phi = \phi^0 \) can be represented by

\[ \Delta P_{12} = T(\Delta f_1 - \Delta f_2) \]  

(5)

The reference signal and feedback construct the area control error (ACE) that feeds the error measurement to the controller to minimize the frequency and power deviation. The model of ACE can be given as

\[ ACE = \Delta P_{12} + B\Delta f \]  

(6)

where \( B \) is a biasing factor that can be represented by

\[ B = \frac{1}{R} + D \]  

(7)

In an INPS, there are nine total state variables. There are three state variables for each area; i.e., \( \Delta f_1, \Delta P_{g1}, \Delta P_{m1}, \) and \( \Delta f_2, \Delta P_{g2}, \) and \( \Delta P_{m2}. \) There is one state variable for the tie line; i.e., \( \Delta P_{12}. \) Finally, there are two state variables for the inputs \( \Delta P_{c1} \) and \( \Delta P_{c2}. \) Thus, the dynamic model of the INPS can be represented by

\[
\begin{align*}
\Delta f_1 &= \frac{D_1}{M_1} \left\{ \frac{1}{R_1} \Delta P_{m1} - \frac{1}{R_1} \Delta P_{c1} - \Delta f_1 - \frac{1}{X_{12}} \Delta P_{12} \right\} \\
\Delta P_{g1} &= \frac{1}{Y_{g1}} \left\{ \Delta P_{c1} - \Delta P_{g1} - \frac{1}{R_1} \Delta f_1 \right\} \\
\Delta P_{m1} &= \frac{1}{Y_{t1}} \left\{ \Delta P_{g1} - \Delta P_{m1} \right\} \\
\Delta P_{12} &= T(\Delta f_1 - \Delta f_2) \\
\Delta f_2 &= \frac{D_2}{M_2} \left\{ \frac{1}{R_2} \Delta P_{m2} - \frac{1}{R_2} \Delta P_{c2} - \Delta f_2 + \frac{1}{X_{12}} \Delta P_{12} \right\} \\
\Delta P_{g2} &= \frac{1}{Y_{g2}} \left\{ \Delta P_{c2} - \Delta P_{g2} - \frac{1}{R_2} \Delta f_2 \right\} \\
\Delta P_{m2} &= \frac{1}{Y_{t2}} \left\{ \Delta P_{g2} - \Delta P_{m2} \right\} \\
\Delta P_{c1} &= B_1 f_1 + \Delta P_{12} \\
\Delta P_{c2} &= B_2 f_2 - \Delta P_{12}
\end{align*}
\]
Thus, the INPS in the form of state space can be written as

$$\begin{bmatrix}
\Delta f_1 \\
\Delta P_{m1} \\
\Delta P_{g1} \\
\Delta f_2 \\
\Delta P_{m2} \\
\Delta P_{g2} \\
\Delta P_{12} \\
\Delta P_{c1} \\
\Delta P_{c2}
\end{bmatrix} = \begin{bmatrix}
-D_1 \\
0 \\
-\frac{1}{Y_{g1}} \\
0 \\
0 \\
0 \\
T \\
B_1 \\
0
\end{bmatrix} \begin{bmatrix}
1 \\
\frac{1}{Y_{11}} \\
0 \\
0 \\
\frac{1}{Y_{12}} \\
0 \\
0 \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
\Delta f_1 \\
\Delta P_{m1} \\
\Delta P_{g1} \\
\Delta f_2 \\
\Delta P_{m2} \\
\Delta P_{g2} \\
\Delta P_{12} \\
\Delta P_{c1} \\
\Delta P_{c2}
\end{bmatrix} + \begin{bmatrix}
\Delta P_{c1} \\
\Delta P_{c2}
\end{bmatrix} \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}$$

Table 1 lists the values of the parameters of the INPS.

| Description                  | Notation | Unit | Area 1 | Area 2 |
|------------------------------|----------|------|--------|--------|
| Speed regulator              | R        | pu   | 0.05   | 0.0625 |
| Biasing factor for frequency | B        | pu/Hz| 20.6   | 16.9   |
| Generator inertia constant   | M        | s    | 10     | 8      |
| Load-damping factor          | D        | -    | 0.6    | 0.9    |
| Governor time constant       | Y_g      | s    | 0.2    | 0.3    |
| Turbine time constant        | Y_t      | s    | 0.5    | 0.6    |
| Synchronizing power coefficient | T     | pu   | -      | 2      |
| Load change                  | \Delta P_{12} | pu | 0.2    | 0      |

3. Load Frequency Controller Design

In an INPS, the frequency and ACE are two crucial pieces of data that need to be controlled to increase the level of protection of the power system. Any change in the supply-to-demand ratio or the speed regulator of the governor is responsible for deviations from the nominal frequency. A frequency controller is implemented to control these frequency deviations in the power system with an additional control approach. In this work, we designed a FPID controller for load frequency control.

The FPID controller is a modified conventional integer-order PID controller based on the fractional calculus used to design the integral and derivative mode of the FPID controller [48–50]. Thus, the construction of the FPID controller provides two more controlling parameters that enhance the tuning performance of the FPID controller.

The dynamic model of an integral part of the FPID controller can be written as

$$T I^\sigma f(t) = \frac{1}{\Xi(\omega)} \int_T^t \frac{f(\sigma)}{(t - \sigma)^{1-\omega}} d\sigma$$

(8)

Here, \( \Xi(\bullet) \) is the function of the FI controller having fractional order \( \sigma \).
Similarly, the derivative part of this controller can be defined as

$$\tau D^\omega f(t) = \frac{1}{\Sigma(n - \omega)} \frac{d^n}{dt^n} \int_0^t (t - \sigma)^{n-\omega-1} f(\sigma) d\sigma$$

(9)

From the above two equations, the output of the FPID controller can be given as

$$y(t) = K_p e(t) + K_i D^{-a} e(t) dt + K_d D^{b} e(t) dt$$

(10)

Thus, the FPID controller in the frequency domain can be represented by

$$C_{FPID} = K_p + K_i S^{-a} + K_d S^b$$

(11)

where $a$ and $b$ are the power of the I and D of the FPID controller. The FPID controller has five modes of operation:

(i) The FPID acts as a FPID controller when $a$ is a fractional number and $b$ is a fractional number;

(ii) The FPID acts as a P controller when $a = 0$ and $b = 0$;

(iii) The FPID acts as a PI controller when $a = 1$ and $b = 0$;

(iv) The FPID acts as a PD controller when $a = 0$ and $b = 1$;

(v) The FPID acts as a PID controller when $a = 1$ and $b = 1$.

$a$ and $b$ of the FPID controller enhance the system quality and performance compared to the PID and PI controllers in the case of a smaller processing time and larger bandwidth, as well as being suitable for higher-order systems [51–53]. In this work, we selected $a_1 = 0.995$, $b_1 = 1.5$ and $a_2 = 2$, $b_2 = 1.5$ to design the FPID controller and compared the results with those of the integer-order PI and PID controllers, considering $a = 1$, $b = 0$ and $a = 1$, $b = 1$, respectively.

The high performance of the FPID controller compared to the PI and PID controllers can be investigated from Figure 2. As presented in Figure 2, the studied open-loop system indicates a high level of oscillation against a step input and deviates by a large frequency and tie-line power from the reference, whereas the FPID controller has approximately zero deviation of frequency and tie-line power from the reference, which is the lowest compared to the integer-order PI and PID controllers.

![Figure 2. Comparison of frequency deviations and tie-line power for open- and closed-loop systems. (a) Frequency deviation for Area 1; (b) frequency deviation for Area 2; (c) tie-line power.](image)

4. Effects of a Cyberattack

The design of the LFCs only for the INPS is not enough to guarantee protection against a CA. This is because the control parameters can also be targeted by attackers. Figure 2 shows that although the system is efficiently controlled by implementing different control approaches, any change in the controller or system parameters may lead to deviation from the nominal operation of the system. This work aimed to address the causes of parameter changes and present a solution to overcome these problems. Misleading information about the frequency measurement, speed regulator, or controller parameters due to a CA are
responsible for generating false ACE signals, and the power system may produce or supply an undesirable amount of power. Thus, system frequency, as well as the power of the system, will be greatly affected [28].

The adverse effect on the INPS due to a parameter variation was investigated. The variation of sensitive parameters, such as the speed regulator, the biasing factor of the system, and $K_p$, $K_d$, $K_f$, $a$, and $b$ of the FPID, PID, and PI controllers is considered. This case study is essential to address the need for INPS security and mitigate the effects of the unwanted changing of the parameters.

4.1. Case Study 1: Variation of the Speed Regulator

The speed regulator (R) is a sensitive parameter. The change of $R$ produces an impact on the speed of the governor responsible for deviating the system frequency and power. Figure 3 shows that any small change of $R$ is responsible for deviating the performance of the INPS and making the system operation unreliable.

4.2. Case Study 2: Variation of the Biasing Factor

The biasing factor (B) is another critical parameter that produces an impact on the construction of the ACE signal. The change of $B_1$ and $B_2$ is responsible for producing the wrong error signal fed to the controller. Thus, a wrong control signal is produced by the associated controller and may increase fluctuations in the INPS performance. The impact due to the change of $B$ is shown in Figure 4. Figure 4 shows a huge change in the performance of the INPS due to the variable value of $B$ that may cause the system to become unstable and damage the load.

---

**Figure 3.** Performance of the interconnected power system against the speed regulator variation without an automatic intrusion mitigation unit (AIMU).
Figure 4. Performance of the interconnected power system against the biasing factor variation without an AIMU.

4.3. Case Study 3: Variation of the Controller Parameter

The performance of the INPS largely depends on the efficient design of the controller. The stable and reliable operation of the whole system and loads is directly related to the control efficiency and structure. Any change of this control structure will make the controller unable to produce the required control signals. Table 2 was used to test the controller performance without an AIMU. Figure 5 presents the variation of the controller parameters and their impacts on the deviation of area frequency and power. Table 3 presents the impacts of the parameter changes on the power system.

Table 2. Parameter values for Case Study 3.

| Data Type | $K_{p1}$ | $K_{p2}$ | $K_{i1}$ | $K_{i2}$ | $K_{d1}$ | $K_{d2}$ | $a_1$ | $a_2$ | $b_1$ | $b_2$ |
|-----------|----------|----------|----------|----------|----------|----------|-------|-------|-------|-------|
| FPID1     | 100      | 15       | 150      | 0.01     | 5        | 5        | 0.995 | 2     | 1.5   | 1.5   |
| FPID2     | 80       | 20       | 130      | 0.1      | 7        | 5        | 0.1   | 1     | 1.5   | 1.5   |
| FPID3     | 70       | 150      | 80       | 10       | 8        | 4        | 1.6   | 0.001 | 1.5   | 1.7   |
| PID1      | 3.5      | 4        | 6        | 2        | 2        | 2        | -     | -     | -     | -     |
| PID2      | 5        | 1        | 1        | 4        | 1        | 4        | -     | -     | -     | -     |
| PID3      | 1        | 10       | 3        | 2        | 9        | 2        | -     | -     | -     | -     |
| PI1       | 0.001    | 0.0005   | 0.2      | 0.01     | -        | -        | -     | -     | -     | -     |
| PI2       | 1        | 0.3      | 0.2      | 0.01     | -        | -        | -     | -     | -     | -     |
| PI3       | 0.11     | 0.0005   | 0.4      | 0.1      | -        | -        | -     | -     | -     | -     |
Figure 5. Performance of the interconnected power system against the controller parameter variation without an AIMU.

Table 3. Impacts of a cyberattack (CA) on the INPS.

| Parameters | Increased Value                                                                 | Decreased Value                                   |
|------------|---------------------------------------------------------------------------------|---------------------------------------------------|
| $R$        | (i) Increased overshoot (OS), (ii) decreased oscillation, (iii) increased steady-state error (SSE) | (i) Decreased OS, (ii) increased oscillation, (iii) decreased SSE |
| $B$        | (i) Decreased OS, (ii) increased oscillation, (iii) decreased SSE              | (i) Increased OS, (ii) decreased oscillation, (iii) increased SSE |
| $K_p$      | (i) Decreased OS, (ii) decreased SSE, (iii) increased settling time (ST)       | (i) Increased OS, (ii) increased SSE, (iii) decreased ST |
| $K_i$      | (i) Increased OS, (ii) decreased SSE, (iii) increased ST                       | (i) Decreased OS, (ii) increased SSE, (iii) decreased ST |
| $K_d$      | (i) Decreased OS, (ii) decreased ST                                            | (i) Increased OS, (ii) increased ST                |
| $a$        | (i) Decreased SSE                                                              | (i) Increased SSE                                 |
| $b$        | (i) Decreased oscillation                                                       | (i) Increased oscillation                         |

The findings of these case studies present the evidence of the lack of system security in conventional power systems. Any change of the sensitive parameters is responsible for deviating system performance, as shown in Figures 3 and 4. Researchers are always interested in developing different control algorithms to control system performance against any disturbance, uncertainties, or system dynamics. $PI$, $PID$, $FPID$, or other control algorithms are inventions of researchers to control system stability under system parameter variation or disturbance.

Today’s research not only focuses on the design of any controller but also accounts for the security issue because it is rarely possible to control modern devices with a single controller due to the development of ICT. At present, ICT makes it possible to easily...
access any modern system. Controllers such as PI, PID, or FPID are able to control system performance but are unable to ensure the cybersecurity of the system. Thus, choosing only the controller without considering a CA hampers both the system and controller parameters because attackers can attack both the system and controller, as shown in Figures 3–5. To address these issues, it is essential to design a cybersecurity-based controller that not only stabilizes system performance but also diminishes the adverse effects of false data injection into both the system and controller.

5. Design Methodology of the Proposed Automatic Intrusion Mitigation Unit

It is obvious from the aforementioned discussion that the biasing factor and speed regulator of the governor, as well as the variables of the associated control unit of the INPS, are attracting parameters to attackers. By changing these parameters through the CA, they can destroy the power system and interrupt the delivery of power to the customer.

In this paper, an automatic intrusion mitigation unit (AIMU), as shown in Figure 6, is proposed that mitigates the effects of a CA and enhances the security of the INPS, the construction of which is shown in Figure 7 and is the main contribution of this paper. This control technique has both a network and hardware connection. The control structure of the proposed AIMU has four input terminals that account for the speed regulator, control signal from the FPID controller, current, and fixed information of the sensitive data collected from the network and hardware. The fixed data stored in the AIMU are termed hardware data. The data information of the system may change against the system dynamics, uncertainties, and disturbance, as well as the CA. Thus, the present data information of the system and controller at every moment is considered networked data.

![Figure 6. Construction of an automatic intrusion mitigation unit.](image)

The detection of the current information about sensitive data is important to identify the presence of a CA. The collection of information from both the hardware and network is essential to maintain the safe and reliable operation of a power system. To regulate the balance between supply and demand, the service provider manually modifies hardware data such as the parameters and setup of the system and controller. Once the data are modified, the service provider will make the data fixed to overcome illegal data modification or injection.

The data of a nominal system and the parameter values of a controller at which it provides better performance are considered fixed data. The fixed data for both the system and controller are listed in Tables 1 and 4. The speed regulator and biasing factor of the INPS, as well as $K_p$, $K_i$, $K_d$, $a$, and $b$ of the FPID, PID, and PI controllers, are sensitive parameters usually affected by a CA. Thus, it is necessary to protect these parameters from attackers. To secure these parameters from attackers, hardware with an offline connection can be used to store the data, which acts as an input to the AIMU. The AIMU can only read data from this hardware for its further comparison process. This control unit cannot write or update these fixed hardware data without the permission of the service providers. This way, the proposed AIMU prevents the unauthorized access of attackers to the fixed data.
Table 4. Fixed and chosen affected parameters of \( R \) and the controller for the interconnected power system.

| Data Type   | \( R_1 \) | \( R_2 \) | \( K_{p1} \) | \( K_{p2} \) | \( K_{i1} \) | \( K_{i2} \) | \( K_{d1} \) | \( K_{d2} \) | \( a_1 \) | \( a_2 \) | \( b_1 \) | \( b_2 \) |
|-------------|------------|------------|--------------|--------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Affected data | 0.055      | 0.0714     | 200          | 50           | 100         | 1           | 6           | 10          | 0.1         | 0.01        | 1.4         | 2           |
| Fixed FPID | 0.05       | 0.0625     | 100          | 15           | 150         | 0.01        | 5           | 5           | 0.995       | 2           | 1.5         | 1.5         |
| Fixed PID | 0.05       | 0.0625     | 3.5          | 4            | 6           | 2           | 2           | 2           | -           | -           | -           | -           |
| Fixed PI | 0.05       | 0.0625     | 0.001        | 0.0005       | 0.2         | 0.01        | -           | -           | -           | -           | -           | -           |

The AIMU then continuously monitors the present situation of these sensitive networked data of the INPS, and the controller and compares these networked data with the fixed hardware data at every moment to calculate the difference between the monitored data and fixed data.

The AIMU acts as a control unit that performs a mathematical calculation between the hardware and networked data. The polarity of the four input terminals such as \( R, \Delta P_c \), the fixed, and the current information of the AIMU is selected in such a way that all the monitored network data such as \( R, \Delta P_c \), and the current information are subtracted from the fixed hardware data to find any change between them, and their algebraic summation always generates the required constant value of the parameters for the system and controller. If it finds no changes between the measured data and the fixed data, it ensures the absence of a CA on the system. If any changes of these parameters are noticed by the AIMU, it generates a control signal to indicate the presence of a CA on the system or controller, makes the algebraic summation of \( R, \Delta P_c \), and the current information equal zero, and allows the fixed hardware data to control the system. Thus, any change of the data can be overcome automatically, and the system always exhibits a fixed performance with the aid of the AIMU, which protects the system against the diverse effects of an unauthorized CA.

Thus, the AIMU is designed considering its hardware is protected from a cyberattack due to its fixed offline operation. This means attackers can only attack the network data,
6. Performance Evaluation

The performances of the INPS with and without the implementation of the AIMU are inspected here. The open-loop performance of the INPS, as shown in Figure 2, demonstrates the necessity for the controller design to make the system stable and reduce the oscillations in the INPS performance. For the stable operation of the INPS, a FPID controller is designed in this paper, which is further compared with conventional PI and PID controllers. To understand the impact of a CA on the INPS, a mimic environment of a CA is created, and the performance of the INPS is inspected in Figures 3–5. For further improvement, the performance of the controller-based AIMU is investigated under load and wind power change.

6.1. Performance Analysis with the AIMU

The parameter variations and their effects were inspected in Case Studies 1–3, which are presented in Figures 3–5, and their impacts are listed in Table 3. These ensure the necessity for the implementation of the AIMU to protect the system from CA and confirm the constant behavior of the INPS.

To evaluate the reliable and fixed behavior of the AIMU, Table 4 is used to list some affected and fixed data of the speed regulator and controller parameters. The affected data of Table 4 are used to produce a mimic environment of a CA to evaluate the effectiveness of the proposed AIMU. With these affected data, the performance of the INPS deviates from its fixed operation, which may damage the system and load. Figures 8 and 9 show the performance of the affected and secured systems. The implementation of the AIMU completely eliminates the affected data from the power system and feeds the fixed data from the hardware to exhibit constant frequency and power deviation control similar to the responses before a cyberattack. Thus, Figures 8 and 9 ensure the robust performance of the INPS with any changes of the system and control unit. Table 5 shows the performance of the different control algorithms with the AIMU.

Figure 8. Control of the frequency of the AIMU-based INPS with (a) FPID, (b) PID, and (c) PI controllers.

Figure 9. Control of the tie-line power of the AIMU-based INPS with (a) FPID, (b) PID, and (c) PI controllers.
Table 5. Performance of the INPS with PI-, PID-, and fractional order PID (FPID)-controller-based AIMUs. [rise time (RT), settling time (ST), and overshoot (OS)].

| Controller | $\Delta f_1$ | $\Delta f_2$ | $\Delta P$ |
|------------|-------------|-------------|-----------|
|            | RT (s)      | ST (s)      | OS        | RT (s)      | ST (s)      | OS        |
| PI         | 7.1         | 17.3        | -0.0133   | 27.3        | 29.01       | -0.0033   | 30.5        | 34.02       | -0.037      |
| PID        | 1.1         | 3.9         | -0.0038   | 3.9         | 10.2        | -0.0036   | 7.02        | 12.01       | -0.0031     |
| FPID       | 0.2         | 0.7         | -0.0009   | 0.01        | 0.2         | -0.00001  | 0.11        | 0.1         | -0.0001     |

6.2. Performance Evaluation under Load Change

The load change connected to the INPS is also responsible for diverging the performance of the INPS. The effects due to the change of $\Delta P_c$ in the power system need to be controlled efficiently to maintain favorable INPS behavior.

The performance of the INPS in the case of load change is presented in Figure 10, exhibiting a huge deviation of INPS performance due to the load variation. The FPID controller efficiently minimizes the frequency and power deviation compared to the PI and PID controllers. Table 6 ensures the better performance of the FPID controller with AIMU with respect to rise time (RT), settling time (ST), and overshoot (OS).

![Figure 10. Performance of the interconnected power system with PI, PID, and FPID controllers against load change with the AIMU.](image-url)
Table 6. Performance of the INPS under load change.

| Load         | Controller | $\Delta f_1$ | $\Delta f_2$ | $\Delta P$ |
|--------------|------------|--------------|--------------|------------|
|              |            | RT (s)       | ST (s)       | OS         | RT (s)     | ST (s)     | OS         |
| $\Delta P_{c1} = 0.2$, $\Delta P_{c2} = 0$ | PI         | 7.1          | 17.3         | -0.0133    | 27.3       | 29.02      | -0.0003    | 30.5       | 34.01      | -0.037    |
|              | PID        | 1.1          | 3.9          | -0.0038    | 3.9        | 10.2       | -0.0003    | 7.01       | 12.02      | -0.0031   |
|              | F PID      | 0.2          | 0.7          | -0.0009    | 0.01       | 0.2        | -0.0001    | 0.011      | 0.1        | -0.0001   |
| $\Delta P_{c1} = 0.3$, $\Delta P_{c2} = 0$ | PI         | 6.5          | 12.7         | -0.021     | 28.1       | 31.1       | -0.005     | 28.5       | 31.9       | -0.057    |
|              | PID        | 1.01         | 3.6          | -0.0051    | 7.01       | 10.01      | -0.0003    | 10.03      | 12.9       | -0.0005   |
|              | F PID      | 0.1          | 0.5          | -0.0001    | 0.01       | 0.11       | -0.00002   | 0.01       | 0.11       | -0.0001   |
| $\Delta P_{c1} = 0.2$, $\Delta P_{c2} = 0.1$ | PI         | 35.2         | 39.8         | -0.0148    | 36.1       | 40.2       | -0.015     | 5.2        | 45.7       | -0.01    |
|              | PID        | 1.1          | 4.7          | -0.0039    | 1.9        | 5.2        | -0.0027    | 3.01       | 3.5        | -0.0032   |
|              | F PID      | 0.2          | 0.9          | -0.0008    | 1.7        | 2.3        | -0.0007    | 2.7        | 3.1        | -0.0001   |
| $\Delta P_{c1} = 0.3$, $\Delta P_{c2} = 0.1$ | PI         | 35.2         | 40.1         | -0.022     | 38.3       | 45.1       | -0.0119    | 9.02       | 36.9       | -0.003    |
|              | PID        | 1.7          | 4.1          | -0.0005    | 2.8        | 4.5        | -0.0028    | 1.8        | 3.2        | -0.0001   |
|              | F PID      | 0.23         | 0.95         | -0.0001    | 1.8        | 3.5        | -0.0009    | 1.2        | 3.01       | -0.0001   |

6.3. Performance Evaluation under Wind Power Change

The performance of the INPS in this paper is also investigated under the presence of a renewable energy source. As a renewable energy source, wind energy is considered here. The variation of wind power, as presented in Figure 11, provides an insignificant impact on the frequency and power deviation and makes the system unstable [54]. Figure 12 presents the performance of the power system in the case of a wind power variation. The better performance of the F PID controller in the presence of the wind power variation makes it a high-performance control approach for INPS.

![Figure 11. Wind speed model.](image)

![Figure 12. Performance of the AIMU-based interconnected power system with (a) F PID, (b) PID, and (c) PI controllers against a wind power variation.](image)

7. Conclusions

The cybersecurity of modern power systems is crucial to empower their reliability, stability, and resilience. The dissimilarity of any element out of the reference increases the possibility of partially or completely damaging a power grid. In this paper, we proposed a novel intrusion mitigation unit to diminish the modification of all critical elements
during the cyberattack of an interconnected power system. A two-area interconnected power system is modeled and stabilized by designing a FPID controller to compensate for frequency deviation and tie-line power mismatch. The closed-loop performance of the designed FPID controller over the conventional integer-order PI and PID controller remains superior in managing frequency deviation and tie-line power against no cyberattack. On the other hand, the FPID controller has no control over a cyberattack and executes undesirable performance. To limit and compensate for the effect of a cyberattack, the proposed security unit was designed using the status of the FPID controller and others. The effectiveness of the proposed AIMU is tested and compared with that of the PI and PID controller against a cyberattack, load variations, and the incorporation of noises. The proposed AIMU diminishes the diverse effects of a CA and efficiently minimizes the effect of load change and noise, the importance of which are listed in Table 7. The design of the proposed AIMU by AI techniques will be investigated further in the future.

**Table 7.** Comparison of power systems based on an AIMU.

| Case                              | Advantages                                                                 | Limitation                                                                 |
|-----------------------------------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|
| Power system without an AIMU      | (i) Easy to install and operate,                                          | (i) Easily affected by a CA;                                              |
|                                   | (ii) Easy to maintain                                                     | (ii) Unauthorized access of the cyber attackers;                         |
|                                   |                                                                          | (iii) Collect sensitive data;                                             |
|                                   |                                                                          | (iv) Injection of false data,                                             |
|                                   |                                                                          | (v) Change the sensitive parameters of the system and controller;         |
|                                   |                                                                          | (vi) Decreases the resilience, reliability, and stability of the system;  |
|                                   |                                                                          | (vii) Partially or completely damages the load and grid;                 |
|                                   |                                                                          | (viii) Increases the utility costs;                                      |
|                                   |                                                                          | (ix) Largely deviates the frequency and power of the power system.       |
| Power system with an AIMU         | (i) Mitigates the diverse effects of unauthorized access to the power system; | (i) Requires advanced knowledge and experience to operate and control the system. |
|                                   | (ii) Creates a security wall to mitigate the collection and changing of sensitive data; |                                                                  |
|                                   | (iii) Maintains a fixed level of system frequency and power;              |                                                                          |
|                                   | (iv) Increases system reliability, resilience, stability, and security;   |                                                                          |
|                                   | (v) Prevent sudden load shedding, power shortages, and a system breakdown. |                                                                          |
Data Availability Statement: Not applicable.
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