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Abstract

\textbf{Purpose:} Hybrid RANS-LES methods have become popular for simulation of massively separated flows at high Reynolds numbers due to their reduced computational cost and good accuracy. In the current study, a comparison has been made to examine the performance of Large Eddy Simulation (LES) and Hybrid RANS-LES model for a given grid resolution.

\textbf{Design/methodology/approach:} For better assessment and contrast of model performance, both mean and instantaneous flow fields have been investigated. For studying instantaneous flow, Proper Orthogonal Decomposition has been used.

\textbf{Findings:} Current analysis shows that hybrid RANS-LES is capable of achieving similar accuracy in prediction of both mean and instantaneous flow fields at a very coarse grid as compared to LES.

\textbf{Originality/value:} Focusing mostly on the practical applications of computation, most of the attention has been given to the prediction of one-point flow statistics and little consideration has been put to two-point statistics. Here, two-point statistics has been considered using POD to investigate unsteady turbulent flow.
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1. INTRODUCTION

Navier-Stokes equation is an excellent mathematical model for prediction of fluid dynamics in continuum limit and a numerically accurate computation using Direct Numerical Simulation (DNS) can mimic experimental results to a high accuracy. Due to non-linearity of Navier-Stokes equation and multiplicity of scales present in the flow, it becomes computationally very expensive or sometimes impossible to compute using currently available technology and resources in many cases. This has led to the development of turbulence models to minimize computational cost while providing reasonably accurate results. For a long time, Large Eddy Simulation (LES) and Reynolds Averaged Navier-Stokes (RANS) have been very popular among fluid dynamics research and engineering community. However, the limitations of LES (high computational cost in near body region) and RANS (poor accuracy for many flow configurations) have led to the development of hybrid RANS-LES methods.
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Hybrid RANS-LES models are designed to take advantage of the best features of RANS and LES. Hybrid RANS-LES models employ RANS modeling in the near-wall region and LES in the off-body region. As a result, these models combine the advantage of RANS methods in the near-wall region (lower computational cost) and LES in the region away from the wall (improved accuracy). For example, the use of hybrid methods reduces the cost of LES by 100 times at $Re = 10^6$ (Gopalan et al., 2013). This reduction in computational cost will be higher as the Reynolds number is increased. In spite of this decrease in the computational cost, the accuracy of hybrid simulations has been found to be quite comparable to LES predictions (Abe, 2014; Breuer et al., 2008; Davidson and Peng, 2003; De Langhe et al., 2005; Fadai-Ghotbi et al., 2010; Fasel et al., 2006; Girimaji et al., 2003; Gopalan et al., 2013; Hamba, 2003; Han and Krajnović, 2013; Hedges et al., 2002; Menter and Egorov, 2005; Shur et al., 1999; Tucker and Davidson, 2004). This is possible as the size of the RANS region is relatively small compared to LES and it can be expected that it does not significantly affect the computational accuracy. This success has given rise to an increased usage of hybrid methods for simulations of flows at Reynolds number which were not possible before. A detailed review of the various types of hybrid methods and their applications can be found in Refs. (Fröhlich and Terzi, 2008; Spalart, 2009).

Focusing mostly on the practical applications of computation, most of the attention has been given to prediction of one-point flow statistics and little consideration has been put to two-point statistics. Two-point velocity statistics contains information about vortical structures present in turbulent flows (Pope, 2000). For applications in aeroacoustics and vortex induced vibration of bluff bodies, dynamics and evolution of the unsteady flows can be understood by considering two-point statistics to devise methods for active flow control, noise modeling and Reduced Order Modelling (ROM). Numerous experimental observations and DNS computation results indicate the important effect of so-called coherent structures in the flow dynamics (Cantwell, 1981). Two-point statistics helps in understanding unsteady flow dynamics which considers greater importance in the prediction of flows which are not statistically stationary. This motivates us to study unsteady structures along with statistics for the development of a more economical and accurate model.

In homogeneous fields, information can be extracted by subjecting two-point correlations to the Fourier analysis (Tennekes and Lumley, 1972). However, most of the practically important flow cases like mixing layers, wakes or wall-bounded flows are strongly inhomogeneous. To investigate an inhomogeneous turbulent field, we have to use other approaches.

Many turbulent flows are characterized by recurrent structures that are collectively called coherent structures. These are energetically dominant in many flows. Proper Orthogonal Decomposition (POD) is a statistical analysis method, based on the two-point correlation functions and helps in detecting coherent structures. This is a statistical technique that can be applied for the extraction of coherent structures of a turbulent flow field in fluid dynamics. The method has been independently suggested by Kosambi (Kosambi, 1943), Loève (Loève, 1945), Karhunen (Karhunen, 1946), Pugachev (Pugachev, 1953) and Obukhov (Obukhov, 1954) and has been first introduced in turbulent flow analysis by Lumley (Lumley, 1970). The method is extensively presented in Sirovich (Sirovich, 1987) and Berkooz et. al. (Berkooz et al., 1993). This is a subject of great interest, as it also leads, via the Galerkin projection (Aubry, 1991; Panton, 1997), to a low-dimensional set of ordinary differential equations governing the evolution of vortical structures which is the key idea in understanding the turbulent flows. This can be used to identify the large energy containing structures resolved by hybrid RANS-LES models to assess the model accuracy as compared to experiment or more accurate computational models (DNS, LES).

Periodic hills geometry has been investigated both numerically and experimentally over a wide range of Reynolds number by several authors. One of the first works was the experimental investigation of (Almeida et al., 1993). The domain size of Almeida’s experiment made it computationally expensive to perform a suitable numerical simulation.
There were also concerns if the periodic boundary conditions may be applicable for his experiments. To overcome this issue, (Mellen et al., 2000) performed experiments on the periodic hills to provide validation data for simulations. Parallely, computational work using LES was also performed to provide validation data for RANS and hybrid methods (Breuer et al., 2009; Fröhlich et al., 2005). (Fröhlich et al., 2005) performed highly resolved LES at Re = 10595, based on hill height. They presented detailed results of mean flow quantities, Reynolds stresses, and budget for the Reynolds stresses. (Breuer et al., 2009) performed combined numerical and experimental work for a range of Reynolds number. They reported results about the existence of small recirculation zone at hill top and size of the recirculation zone. Recently, (Diosady and Murman, 2014) performed DNS at Re = 10595 using an 8th order scheme in space and 4th order scheme in time.

The simplicity of the geometry coupled with complex flow physics has made periodic hills simulations a popular choice for testing hybrid RANS-LES models in the literature. Some of the early works to demonstrate the reduction in computational cost using the hybrid models used periodic hills as a test case (Davidson and Dahlström, 2005; Davidson and Peng, 2003; Temmerman et al., 2005; Tessicini et al., 2006). The general observation in all these studies was that the use of hybrid RANS-LES models reduces the computational cost compared to LES while providing better accuracy than RANS. To compare the performance of the different hybrid models, a joint study was performed (Šarić et al., 2007) by various groups to study the flow over periodic hills at Re = 10595 and numbers of difference in the location of the separation and reattachment points had been observed.

In this paper, unsteady flow field prediction has been compared for a channel flow with periodic constrictions at a Reynolds number Re=10595 for a set of fine and coarse grids using local dynamic k-equation subgrid-scale LES model (Kim and Menon, 1995). Also, a comparison has been made with simulation for the coarse grid using a hybrid RANS-LES model for statistics and unsteady flow dynamics. POD has been used to verify the cascading of energy into different POD Eigen-modes.

The rest of the paper is organized as follows. The mathematical models used for the simulations are presented in Sec. 2. Section 3 provides the details of the grid generation, numerical solver and the list of simulations that have been performed. The statistical comparison of results is obtained in Sec. 4.1 and in section 4.2, energy cascading has been compared using POD for LES and Hybrid RANS-LES models. Conclusions are presented in Section 5.

2. MATHEMATICAL MODEL

2.1. Flow Field Equations

The governing equations for the conservation of mass and momentum for incompressible flows are given by

\[
\frac{\partial \tilde{U}_i}{\partial t} = 0
\]

\[
\frac{\partial \tilde{U}_i}{\partial x_i} + \frac{\partial \tilde{U}_i \tilde{U}_j}{\partial x_j} = -\frac{\partial \tilde{p}}{\partial x_i} + \nu \frac{\partial^2 \tilde{U}_i}{\partial x_j \partial x_j} + \frac{\partial \tau_{ij}}{\partial x_j}
\]

Here ~ is used to represent the hybrid variables. It is assumed that the variables seamlessly switch between the ensembled RANS and filtered LES variables. \( \tilde{U}_i \) is the fluid velocity, \( \tilde{p} \) is the fluid pressure, \( \nu \) is the kinematic viscosity and \( \tau_{ij} \) is the turbulent stress tensor. The turbulent stress tensor is given by

\[
\tau_{ij} = \frac{2}{3} k \delta_{ij} - 2 \nu^h \tilde{S}_{ij} + N_{ij}
\]

Here \( k \) is the turbulent kinetic energy (TKE), \( \nu^h \) is the hybrid turbulent viscosity, \( \tilde{S}_{ij} \) is the symmetric part of the velocity gradient tensor and \( N_{ij} \) is the non-linear part of turbulent
stress tensor. For linear eddy-viscosity models, $N_{ij} = 0$. In this study, the constitutive relation proposed by Abe et. al. (Abe, 2005) is used for $N_{ij}$ in hybrid RANS-LES model. The turbulent kinetic energy is calculated using the following equation

$$\frac{\partial k}{\partial t} + \frac{\partial k \bar{U}_j}{\partial x_j} = -\tau_{ij} \frac{\partial \bar{U}_i}{\partial x_j} - \epsilon^h + \frac{\partial}{\partial x_j} \left[ \left( \nu + \frac{\nu_h}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right]$$

(4)

The system of equations are closed once the hybrid turbulent viscosity $\nu_h$ and dissipation rate $\epsilon^h$ are provided. This is discussed in section 2.4.

2.2. RANS Model

In this section details of the baseline RANS models are provided. K-ω SST model (Menter, 1992) is used as the baseline linear RANS model. The model solves two transport equation for the TKE and specific turbulent dissipation rate $\omega$ (Menter, 1992)

$$\frac{\partial k}{\partial t} + \bar{u}_j \frac{\partial k}{\partial x_j} = P_k - \beta^* \omega k + \frac{\partial}{\partial x_j} \left[ (\nu + \sigma_k \nu_t) \frac{\partial k}{\partial x_j} \right]$$

(5)

$$\frac{\partial \omega}{\partial t} + \bar{u}_j \frac{\partial \omega}{\partial x_j} = \frac{\gamma}{\nu_t} P_k - \beta \omega^2 + \frac{\partial}{\partial x_j} \left[ (\nu + \sigma_w \nu_t) \frac{\partial \omega}{\partial x_j} \right]$$

(6)

$$+ 2 \left( 1 - F_1 \right) \frac{\sigma_{w2}}{\omega} \frac{\partial k}{\partial x_j} \frac{\partial \omega}{\partial x_j}$$

where $P_k = \text{max} (\tau_{ij} \partial \bar{u}_i / \partial x_j, 10 \beta^* \omega k)$, is the kinetic energy production term, $\beta^* = 0.09$ is a model constant and the last term in the $\omega$ equation is the cross-diffusion term. $F_1$ is a blending function which has a value of one inside the boundary layer and zero outside.

The limiting of the production term is an alternative to the use of damping function in the near-wall region. The turbulent stress tensor and viscosity are computed in this model as follows

$$\tau_{ij} = \frac{2}{3} k \delta_{ij} - 2 \nu_t \bar{S}_{ij} + N_{ij}$$

(7)

$$\nu_t = \frac{a_1 k}{\text{max} \left( a_1 \omega, \sqrt{2 \bar{S}_{ij} \bar{S}_{ij} F_2} \right)}$$

(8)

Here $N_{ij}$ is the non-linear part of the turbulent stress tensor. For more details on k-ω SST RANS models and non linear part of turbulent stress tensor, see Appendices 6.1.

2.3. LES Model

In this study, local dynamic k-Equation Subgrid-Scale (LDKSGS) Model(Kim and Menon, 1995) is used for LES computations. Here, subgrid stresses $\tau_{ij}$ are modelled in terms of the SGS eddy viscosity $\nu_t$ as:

$$\tau_{ij} = -2 \nu_t \bar{S}_{ij} + \frac{2}{3} \delta_{ij} k_{sgs}$$

(9)

where, $\bar{\cdot}$ represents filtering, filter width is taken to be the cube-root of the cell volume and

$$\nu_{sgs} = c_\nu \frac{2}{3} k_{sgs} \Delta$$

(10)

A one-equation model for the subgrid-scale kinetic energy, $k_{sgs}$ is given in the following form:

$$\frac{\partial k_{sgs}}{\partial t} + \frac{\partial k_{sgs} \bar{U}_i}{\partial x_j} = -\tau_{ij} \frac{\partial \bar{U}_i}{\partial x_j} - \epsilon + \frac{\partial}{\partial x_j} \left( \nu_{sgs} \frac{\partial k_{sgs}}{\partial x_j} \right)$$

(11)
Table I. In the expressions given, $\beta^*$ is model constant. $F_b$ is the blending function.

| Model         | $L_e$ | $L_\nu$ | $L_e$ | $L_\nu$ | $F_\epsilon$ | $F_\nu$ |
|---------------|-------|---------|-------|---------|--------------|---------|
| SST-Blended   | $\sqrt{\frac{k}{\epsilon}}$ | $\Delta$ | $\sqrt{\frac{k}{\epsilon}}$ | $\Delta$ | $\frac{1}{2F_bL_e^\epsilon + (1-F_b)L_e^\nu}$ | $F_bL_\nu^\epsilon + (1 - F_b)L_\nu^\nu$ |

Equation 11 is closed by providing a model for dissipation rate term $\epsilon$ as:

$$\epsilon = c_\epsilon \frac{k_{sgs}}{\Delta}$$

(12)

Here two new coefficients $c_\nu$ and $c_\epsilon$ are calculated dynamically using the method proposed in (Kim and Menon, 1995) along with local averaging of model coefficients for stability.

2.4. Hybrid Model

A general formulation for the viscosity and dissipation in hybrid methods can be written as follows

$$\epsilon^h = F_\epsilon(\epsilon^r, \epsilon^l) = k^{3/2}F_\epsilon(L^r_\epsilon, L^l_\epsilon)$$

(13)

$$\nu^h = F_\nu(\nu^r, \nu^l) = \sqrt{kF_\nu(L^r_\nu, L^l_\nu)}$$

(14)

In these equations, superscripts $h$, $r$, and $l$ denotes hybrid, RANS and LES, respectively. $L_\nu$ and $L_\epsilon$ denote the turbulent viscosity and dissipation length scales. Both these scales do not have to be the same (Breuer et al., 2008). $F_\epsilon$ and $F_\nu$ denote the hybrid RANS-LES switching function based on the length scales. It is also possible to formulate the models in terms of the turbulent time-scales. In this study, we propose to investigate the performance of SST-blended hybrid RANS-LES model which uses hyperbolic tangent switching function for both dissipation and viscosity. The expressions for the length scales and switching functions for the hybrid model are given in Table I.

In the blended model, both $\nu^h$ and $\epsilon^h$ are modified from their RANS values. The switching occurs over a number of grid cells in the blended model (also called buffer region). Blended model uses complex switching function.

$$F_b = 1 - 0.5 \left[ 1 + \tanh \left( \frac{1 - L^l_\nu / L^r_\nu}{\lambda} \right) \right]$$

(15)

The amount of blending in SST-Blended is controlled by the model constant $\lambda$. This parameter is set to 0.25 in the current study (Gopalan et al., 2013).

The filter width is taken to be the square-root of the maximum face area of the cell. Characteristic length scale of turbulence is used for $L^r_\nu$ and $L^l_\nu$ in the two-equation model. The shear stress transport (SST) model of Menter (Menter, 1992) is adopted as the baseline two-equation RANS model for hybrid model. Non-linear hybrid model is denoted by adding prefix “N” to the linear models (eg. NBSST). The hybrid model includes shielding function to avoid modelled stress depletion and grid induced separation. The model uses the SST blending function $F_2$ (Eq. 29) as the shielding function (see Appendices).

The definition of a generic framework for hybrid turbulent viscosity and dissipation (Eqs. 13-14) allows the construction of a model free hybrid approach and makes it easier to modify existing RANS codes to create the new hybrid models.

2.5. Proper Orthogonal Decomposition

This method is adopted from the formulation presented in (Berkooz et al., 1993). In the current analysis, POD is applied on real valued scalar and vector fields and a simplified mathematical formulation is described as follows.
Consider a real valued scalar field \( f \) defined on an interval \( \Omega \). The inner product \((f, g)\) and norm \( ||f||\) defined as

\[
(f, g) = \int_{\Omega} f(x)g(x)dx
\]

\[
= < f * g > \text{ where } < . > \text{ means ensemble}
\]

\[
||f|| = (f * f)^{\frac{1}{2}}
\]

(16)

(17)

The problem of finding a single deterministic function most similar, on an average, to the set of values observed for the function \( u(x) \) mathematically translates to seeking a function \( \phi(x) \) such that

\[
\max \left( \frac{< ||u, \psi||^2 >}{(\psi, \psi)} \right) = \frac{< ||u, \phi||^2 >}{(\phi, \phi)}
\]

(18)

That is, we find the member of the \( \psi(= \phi) \) which maximises the normalised inner product with the field \( u \), which is most nearly parallel in function space. A necessary condition for (18) to hold is that \( \phi \) is an eigen-function of the two-point auto-covariance matrix \( R(x, x') = < u(x)u(x') > \).

\[
\int_{\Omega} < u(x)u(x') > \phi(x')dx' = \lambda \phi(x)
\]

(19)

The maximum in (18) is obtained for largest eigenvalue \( \lambda_1 \) of (19), However, Hilbert Schmidt theory assures that there is denumerable infinity of solutions of (19) as long as \( \Omega \) is bounded. These are called empirical eigen-functions and we denote these by \( \{ \phi_k \} \) and normalise them so that \( ||\phi_k|| = 1 \). We order the eigenvalues by \( \lambda_k > \lambda_{k+1} \). Observing the non-negative definiteness of \( R(x, x') \) assures that \( \lambda_k > 0 \). Also, the ensemble may be reproduced by a modal decomposition in the eigen-functions:

\[
u(x) = \Sigma_k a_k \phi_k(x)
\]

(20)

The diagonal decomposition of the two-point auto-covariance matrix \( R \) ensures that the modal amplitudes are uncorrelated:

\[
R(x, x') = \Sigma_k \lambda_k \phi_k(x)\phi_k(x')
\]

\[
< a_k a_{k'} > = \delta_{kk'} \lambda_k
\]

(21)

This method can be used to reduce a dynamical system with infinite degrees of freedom represented by infinite number of eigen-modes, possible to be obtained using equation (19), to a system with finite number of modes \( N \) which is most similar to the original system on an average. This finite number of modes \( N \) will depend on the smallness of eigen-values of the higher modes and could be seen as a loss of the information about the system. This reduction of the dynamical system to a finite degrees of freedom also provides a finite number of empirical eigen-function which represents the dynamics of the POD modes obtained and can be used to understand the evolution of the system considered.

3. NUMERICAL DETAILS

Computational setup for the simulations is shown in Fig. 1(a). The size of the domain is defined in terms of the height of the hill \( H \). The domain size is taken to be \( 9H \times 3.035H \times 4.5H \) in streamwise \( (x) \), wall-normal \( (y) \) and spanwise \( (z) \) directions, respectively. The size has been chosen to match the benchmark LES results from the literature (Breuer et al., 2009).
3.1. Grid Generation

Grids used in the current study are generated using commercial meshing software ANSYS-ICEMCFD®. Figure 1(b) shows a cross-section (x-y) of the grid. Five different grids are generated and the details of the grids are given in Table II. The grids G1, G2 and G3 are used to perform Hybrid RANS-LES simulations and grids G2, G3, G4 and G5 are used to compute LES simulations. The average value of $y^+$ is found to be in the range 0.2-0.3 for all the grids.

3.2. Numerical Solver

All the simulations are performed using the open-source CFD toolbox OpenFOAM®. The hybrid models have been implemented and linked as a user defined library at run-time. Pressure-velocity coupling is achieved using the PIMPLE algorithm available in the code, which is a blend of the PISO and SIMPLE algorithm. The convection term in the momentum equation is discretized using second-order central difference scheme and for the turbulent variables using bounded second-order schemes. Time marching is performed using a second-order backward difference scheme. All other terms are discretized using central difference schemes. The tolerance has been set to $10^{-6}$ for all the variables. Once a statistically steady state is achieved, time averaging is performed over 20 flow-through times ($L_x/U_b$) to compute the statistics. Periodic boundary conditions are used in streamwise direction and spanwise directions. No-slip boundary conditions are enforced at the top and bottom wall. As the value of $y^+$ lies in the viscous region, no wall-function was employed and the turbulence variables are directly integrated up to the wall.
Table III. Separation and reattachment points prediction for simulations and computational cost.

| Grid  | Model    | $X_s/H$ | $X_r/H$ | Grid size | Computational Time for $10^{-3}$ sec. physical time with 1 processor |
|-------|----------|---------|---------|-----------|---------------------------------------------------------|
| LES (Breuer et al. (2009)) | 0.19     | 4.69    | $1.24 \times 10^6$ | -          | 1119 seconds                                             |
| G1    | NBSST    | 0.23    | 5.0     | $0.48 \times 10^6$ | 1526 seconds                                            |
| G2    | NBSST    | 0.22    | 4.65    | $0.93 \times 10^6$ | 4450 seconds                                            |
| G3    | NBSST    | 0.21    | 4.7     | $1.84 \times 10^6$ | 1256 seconds                                            |
| G2    | LES      | 0.2     | 4.73    | $0.93 \times 10^6$ | 1590 seconds                                            |
| G3    | LES      | 0.2     | 4.6     | $1.84 \times 10^6$ | 7488 seconds                                            |
| G4    | LES      | 0.17    | 4.7     | $5.43 \times 10^6$ | 144800 seconds                                          |
| G5    | LES      | 0.17    | 4.7     | $10.9 \times 10^6$ | 144800 seconds                                          |

4. RESULTS

4.1. Grid Comparison

Figures 2(a) and 2(b) show the comparison of the skin-friction and wall pressure coefficients along the channel for the NBSST simulations on G1, G2 and G3 grids and Figures 2(c) and 2(d) depict the comparison of difference in skin-friction and wall pressure coefficients with respect to data provided in (Breuer et al., 2009). From these figures, it can be clearly seen that G2 and G3 grid have very close prediction of skin-friction and wall pressure coefficients except minor difference in the middle of the recirculation region near $X/H=2.5$. Also, G2 and G3 grids show significant improvement in predictions as compared to G1 grid. Hence, G3 grid can be considered as grid with optimum resolution for Hybrid RANS-LES simulation and only G3 grid is chosen for the detailed analysis.

Similarly, grid comparison has been performed on G2, G3, G4 and G5 grids from Table II for LES simulations. Figures 3(a) and 3(b) show the comparison of the skin-friction and wall pressure coefficients along the hill for the LES on G2 - G5 grids and Figures 3(c) and 3(d) depict the comparison of difference in skin-friction and wall pressure coefficients with respect to data provided in (Breuer et al., 2009). Comparing G2 and G3 and G4 and G5, it is evident that increasing grid resolution in streamwise and wall-normal directions does not result in much improvement in predictions of skin-friction and wall pressure coefficients as grid is resolved to $y^+<1$ in the near wall region. However, a significant improvement is observed with spanwise direction grid resolution among G3 and G4. The slight deviation in the skin-friction and wall pressure coefficients prediction in LES simulation on G4 grid and predictions of Breuer et al. may be partly attributed to the use of smagorinsky based LES computation in (Breuer et al., 2009), whereas Dynamic one-equation subgrid scale model is used here and partly to small difference in grid resolution. Since, G4 grid predictions appear to be very close to the earlier results of Breuer et al. (2009) and G5 grid does not exhibit much improvement in the results, G4 grid is considered to be optimum for LES calculations and used for further comparison and analysis of results.

In Table III, the separation and reattachment points for all the simulations along with the computational cost have been tabulated. Location of separation and reattachment point converges to the values reported in (Breuer et al., 2009) using G3 grid for NBSST simulations and G4 and G5 grids for LES simulations. Computational cost for Hybrid RANS-LES simulations on G3 grid is much smaller than LES simulation on G4 grid which provides similar prediction of skin-friction and wall pressure coefficients.

4.2. Mean Statistics

Figures 4(a) and 4(b) depict the comparison of streamwise and wall-normal mean velocity components from LES simulation on G4 grid and NBSST simulation on G3 grid with the experimental results. Difference in streamwise mean velocities among the two simulations
is indistinguishable, but LES simulation on G3 grid shows under-prediction of wall-normal velocity at X/H=0.5. Also, NBSST simulation on G3 grid shows slight over-prediction of wall-normal velocity at X/H=2.

Figures 4(c), 4(d), 4(e) and 4(f) show comparison of mean streamwise and wall-normal Reynolds normal stress, mean Reynolds shear stress and mean turbulent kinetic energy with experiment. All the predictions by NBSST simulation on G3 grid is in close agreement with experiment and LES simulation on G4 grid, whereas LES simulation on G3 grid shows overprediction of Reynolds normal and shear stresses at X/H=0.5 in the vicinity of the wall. It should be noted here that the correct Reynolds stress components prediction is only possible here due to the use of non-linear corrections in the hybrid RANS-LES model, otherwise a significant underprediction will be observed for linear Hybrid RANS-LES models.

Figure 5 shows the comparison of Mean and mean square of pressure fluctuations between LES simulation on G4 and NBSST simulation on G3 grid. Mean pressure comparison between the two cases does not show any significant difference, however comparison of mean square of pressure fluctuations shows considerable difference at the top of the hill near separation point and in the middle of the domain near reattachment point where fluctuating pressure is less than LES computation.
4.3. Coherent Structures

In Figures 6(a), 6(c) and 6(e), iso-contours of spanwise vorticity component are shown. In the previous studies (Fröhlich et al., 2005), existence of Kelvin-Helmholtz vortices and Görtler vortices at the top of the hill along with Helical pairing of vortices in the middle of the domain has been suggested at Re = 10595. Due to very small turbulent length and time scales present in these simulations due to high Reynolds number, only K-H vortices can be identified at the top of the hill at this Reynolds number as marked in Fig 6. However, K-H vortices can be very easily identified at low Re cases such as Re=600 as shown in Figure 7. In comparison to iso-contours of spanwise vorticity for LES simulation on G4, LES on G3 shows smaller length of the vortex instability region as soon as it breaks into turbulent eddies. However, NBSST simulation on G3 shows comparable length of vortex instability region and then breaks into turbulent eddies.

Similar trend is observed in Figures 6(b), 6(d) and 6(f), where pressure iso-contours are plotted for three simulations. The pressure rolls built up from the top of the hill disappears quickly in case of LES on G3 grid as compared to LES on G4 grid. However, it follows up to a similar distance for NBSST simulation on G3 grid.

Another point to note is the size of smaller eddies present in LES simulations on G4 and G3 grids are similar whereas NBSST shows paucity of the smaller structures probably due to RANS modeling in the near wall region where length scales used for modelling of small turbulent structures is much larger than length scales used in LES. This is one of the reasons for better performance (poor performance) of hybrid methods for separated flows (attached flows). This suggests that care is required in the use of hybrid methods for
attached and weakly separated flows because this issue will not be observed for massively separated flows. This also provides an advantage to the users to obtain similar coherent structures using hybrid RANS-LES model on a coarser grid.
4.4. Proper Orthogonal Decomposition Analysis

Instantaneous flow field provides insight into the flow structures, but it is also important for a model to predict the dynamics correctly. Here, POD has been used to assess the two-point statistical difference between predictions of these three simulations. POD calculations have been performed over 201 snapshots taken at regular intervals in a period of approximately 8 flow through times (= 8*(Length of domain/average bulk velocity over the domain)). Flow fields have been decomposed into 201 eigen-values and eigen-functions corresponding to instantaneous pressure and instantaneous velocity field.

Let us consider a scalar field \( \phi(x,t_n) \) with finite number of snapshots (here \( n = 1, 2, ..., 201 \)). Then, two-point auto-covariance matrix of dimension \( n \times n \) can be constituted using ensemble \( \langle . \rangle \) of the scalar field over the spatial coordinates as:

\[
R(t_m, t_n) = \langle \phi(x, t_m) \phi(x, t_n) \rangle = \Sigma_k \lambda_k \phi_k(x) \phi_k(x) = \Sigma_k a_k \phi_k(x)
\]

where, \( \langle a_k a_{k'} \rangle = \delta_{kk'} \lambda_k \)

Here, \( \phi_k(x) \) are the empirical eigen-functions, \( \lambda_k \) are the eigen-values corresponding to \( k^{th} \) eigen-function and \( a_k \) are the time coefficients corresponding to \( k^{th} \) eigen-function. Since, two-point correlation matrix is constituted by the ensemble of square of instantaneous field over the domain, \( k^{th} \) eigen-values corresponds to the partition of energy associated with \( k^{th} \) eigen-function. Therefore, the list of eigen-values has been arranged in decreasing order, so that first mode corresponds to the eigen-function containing maximum energy. Since, the correlation matrix is computed using instantaneous field, first eigen-function obtained is the time averaged mean of the field and corresponding eigen-value correspond to the energy associated with the mean flow. So, for easier representation, eigen-values have been normalized with the eigen-value of the first mode, so that, any eigen-value in figure 8 represents the energy associated with that eigen-function with respect to Mean flow energy.
The same analysis can be performed for vector field such as velocity field, by considering a new scalar field formed by concatenating the three components in a sequence.

LES simulation on G4 grid, which is very accurate due to high resolution of grid used for computation, has been used here as a reference for the assessment of the hybrid RANS-LES model simulation on G3 grid. In Figures 8(a) and 8(b), eigen-values for instantaneous pressure and velocity fields have been plotted. Here, energy associated with mean mode of

Figure 6. Instantaneous Flow Fields at Re=10595

Figure 7. Instantaneous spanwise vorticity using LES at Re=600
Figure 8. Eigen values corresponding to Proper Orthogonal decomposition modes of pressure and velocity vector. Eigen-values are normalised with the eigen-value of first mode of the field itself. Here, first POD mode corresponds to the mean field.

Figure 9. Two-dimensional vector plot for first eigen-mode for velocity based POD.

Pressure POD is 92% of the total energy whereas the energy associated with the mean mode of velocity field is 82%. In Figure 8(a), first two modes have much higher energy than the rest of the modes which follow continuous distribution of energy in higher modes; whereas in Figure 8(b), only first mode has significantly higher energy whereas all the higher modes show gradual decrease in energy. In comparison with the eigen-values plot of LES simulation on G4 grid, the nonlinear BlendedSST on G3 grid has very close predictions of distribution of eigen-values for high energy modes and shows small difference in low energy modes. In figures 9(a) and 9(b), two dimensional vector plot for first eigen-mode of velocity based POD is shown. Both the plots show same flow structures, indicating NBSST simulation on G3 grid is capable of predicting the coherent structures accurately. Also, Iso-contours of first two modes of pressure based POD is shown in 10. The structures seen in both the modes for NBSST is is found to be similar as LES simulation except magnitude difference. Since, these eigen-modes are vector and considered only to visualize the high energy coherent structures in the flow, the magnitude difference may not add too much value for the comparison.

5. CONCLUSION

In the current study, a comparison has been made to assess the solution inaccuracy due to lower grid resolution in Large Eddy Simulation (LES) and improvement of solution using Hybrid RANS-LES model. LES seems to provide very accurate results, for turbulent separating flows as in case of flow over periodic hills considered here, using highly resolved grid. However, the results deteriorates very rapidly for computations performed using same model on a coarser grid. At the same time, hybrid RANS-LES model (non-linear
blended SST model considered here), provides significantly improved results than pure LES calculations on a coarse grid. The performance of the models have been assessed in terms of 1-point mean statistics, energy distributions and coherent structures in different modes of the flow obtained using proper orthogonal decomposition.

LES and hybrid RANS-LES has a close agreement for the first and second order 1-point statistics while performing hybrid RANS-LES simulation on very coarse grid. Hence, the predictions of skin-friction and wall pressure coefficients and separation and reattachment locations show high dependence on grid in case of LES but the results converse for hybrid RANS-LES on a coarser grid. Since the flow quantities associated with the wall depends on complete flow information in the domain and can only be matched exactly if the flow structures and their dynamics are same in the domain. POD as an analysis tool for two-points statistics shows that hybrid RANS-LES model has close prediction of flow dynamics as compared to LES simulation on a highly refined grids. Also, looking at the computational cost, Hybrid RANS-LES simulation is very cheap as compared to the highly resolved LES simulation for the amount of inaccuracy we have to accept in Hybrid RANS-LES simulations. Hence, in all aspects, Hybrid RANS-LES model provides a good prediction of mean and instantaneous flow fields on a coarser grid compared to the LES simulation on highly refined grid.
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### 6. APPENDICES

#### 6.1. k-ω SST RANS Model

In this section details of the baseline RANS models are provided. K-ω SST model (Menter, 1992) is used as the baseline linear RANS model. The model solves two transport equation for the TKE and turbulent dissipation $\omega$ (Menter, 1992)

\[
\frac{\partial k}{\partial t} + \bar{u}_j \frac{\partial k}{\partial x_j} = P_k - \beta^* \omega k + \frac{\partial}{\partial x_j} \left[ (\nu + \sigma_k \nu_t) \frac{\partial k}{\partial x_j} \right] \tag{23}
\]

\[
\frac{\partial \omega}{\partial t} + \bar{u}_j \frac{\partial \omega}{\partial x_j} = \frac{\tau}{\nu_t} P_k - \beta \omega^2 + \frac{\partial}{\partial x_j} \left[ (\nu + \sigma_\omega \nu_t) \frac{\partial \omega}{\partial x_j} \right] + 2 \left( 1 - F_1 \right) \frac{\sigma_{\omega^2}}{\omega} \frac{\partial k}{\partial x_j} \frac{\partial \omega}{\partial x_j} \tag{24}
\]

where $P_k = \max(\tau_{ij} \partial \bar{u}_i / \partial x_j, 10 \beta^* \omega k)$, is the kinetic energy production term, $\beta^* = 0.09$ is a model constant and the last term in the $\omega$ equation is the cross-diffusion term. $F_1$ is a blending function which has a value of one inside the boundary layer and zero outside. The limiting of the production term is an alternative to the use of damping function in the near-wall region. The turbulent stress tensor and viscosity are computed in this model as follows

\[
\tau_{ij} = \frac{2}{3} k \delta_{ij} - 2 \nu_t \bar{S}_{ij} + N_{ij} \tag{25}
\]

\[
\nu_t = \frac{a_1 k}{\max \left( a_1 \omega, \sqrt{2 \bar{S}_{ij} \bar{S}_{ij} F_2} \right)} \tag{26}
\]

Here $N_{ij}$ is the non-linear part of the turbulent stress tensor. $a_1 = 0.31$ is a model constant and $F_2$ is a blending function similar to $F_1$. The expressions for the blending functions are
given by
\[ F_1 = \tanh \left( \min \left\{ \max \left\{ \frac{\sqrt{k}}{\beta^* \omega d}, \frac{500\nu}{\sqrt{\omega d^2} d^2}, \frac{4\sigma_{w} k}{C D_{k\omega} d^2} \right\} \right\} \right)^4 \] (27)

\[ C D_{k\omega} = \max \left( \frac{2 \sigma_{w} k \partial k \partial \omega}{\omega \partial x_i \partial x_i}, 10^{-10} \right) \] (28)

\[ F_2 = \tanh \left[ \left( \frac{2 \sqrt{k}}{\beta^* \omega d}, \frac{500\nu}{d^2 \omega} \right)^2 \right] \] (29)

The model constants are calculated by blending K-ω model near the wall and K-ε away from the wall using the blending function \( F_1 \). The form is given by
\[ \phi = \phi_1 F_1 + (1 - F_1) \phi_2 \] (30)

The model constants are given in Table IV. For the non-linear K-ω SST model (NSST), a modified form of the non-linear constitutive relation proposed by Abe et al. (Abe et al., 2003) is used. The non-linear term is defined as follows
\[ N_{ij} = f_{NL} \frac{3\nu^2}{k} \left[ f_s \left( 2\bar{S}_{ik} \bar{S}_{kj} - \frac{2}{3} \bar{S}_{nk} \bar{S}_{kn} \delta_{ij} \right) - \bar{S}_{ik} \Omega_{kj} - \bar{S}_{jk} \Omega_{ki} \right] + 2k d_w^{e} \] (31)

\[ f_{NL} = \frac{4}{3} C_D C_B (1 - f_w(26)) \] (32)

\[ C_B = \frac{1}{1 + 22/3(C_D \nu_{t}/k)^2 \Omega^2 + 2/3(C_D \nu_{t}/k)^2 (\Omega^2 - S^2) f_B} \] (33)

\[ f_w(\eta) = \exp \left( - \left( y^+/\eta \right)^2 \right) \] (34)

where \( \Omega = \sqrt{\Omega_{ij} \Omega_{ij}} \) is the characteristic rotation rate, \( S = \sqrt{\bar{S}_{ij} \bar{S}_{ij}} \) is the characteristic strain rate, \( f_B = 1 + C_{\eta} C_D \nu_{t} / (k (\Omega - S)) \), \( y^+ = u_i d_i / \nu \) is a non-dimensional wall distance, \( \eta \) is a parameter, and \( C_D = 0.8 \), \( C_{\eta} = 100 \), and \( C_{s2} = 7 \) are model constants. Finally, the expression for the term \( d_{ij}^{e} \) can be written as
\[ d_{ij}^{e} = -\alpha_w f_w(26) \frac{1}{2} (d_i d_j - \frac{\delta_{ij}}{3} d_k d_k) \]

\[ + f_w(26)(1 - f_{r1}^2) T_d \left\{ -\frac{\beta_w C_w}{1 + C_w T_d^2 \sqrt{S^2 \Omega^2}} \left( \bar{S}_{ik} \Omega_{kj} - \Omega_{ik} \bar{S}_{kj} \right) \right\} \]

\[ + f_w(26)(1 - f_{r1}^2) T_d \left\{ \frac{\gamma_w C_w}{1 + C_w T_d^2 S^2} \left( \bar{S}_{ik} \bar{S}_{kj} - \frac{\delta_{ij}}{3} S^2 \right) \right\} \] (35)

where \( d_i = \partial N_i / \partial x_j \), \( N_i \) is the unit-normal, and
\[ f_{r1} = (\Omega^2 - S^2) / (\Omega^2 + S^2) \] (36)

\[ T_d = \left\{1 - f_w(15) \right\} k/\epsilon + f_w(15) \delta_w \sqrt{\nu / \epsilon} \] (37)

Here \( \epsilon = \beta^* \omega k \) is the turbulence dissipation term. The model constants for the term \( d_{ij}^{e} \) are given by
\[ \alpha_w = 1, \quad \beta_w = \frac{1}{4}, \quad C_w = 0.5, \quad \gamma_w = 1.5, \quad \text{and} \quad \delta_w = 1.0 \] (38)
The non-linear model NSST is used as the baseline model for the non-linear hybrid model. A damping function was used in Ref. (Abe et al., 2003). However, this term is not used in the current formulation as production limiter is used. In the original formulation of Abe et al. (Abe et al., 2003), the cross-diffusion term is not included. It has been included based on the recent improvement in results obtained with the inclusion of this term.