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Abstract—We extend the recently introduced regularization/Bayesian System Identification procedures to the estimation of time-varying systems. Specifically, we consider an online setting, in which new data become available at given time steps. The real-time estimation requirements imposed by this setting are met by estimating the hyper-parameters through just one gradient step in the marginal likelihood maximization and by exploiting the closed-form availability of the impulse response estimate (when Gaussian prior and Gaussian measurement noise are postulated). By relying on the use of a forgetting factor, we propose two methods to tackle the tracking of time-varying systems. In one of them, the forgetting factor is estimated by treating it as a hyper-parameter of the Bayesian inference procedure.

I. INTRODUCTION

The identification of time-varying systems plays a key role in different applications, such as adaptive and model predictive control, where a good real-time tracking of the system to be controlled is necessary. In addition, the detection of changes or drifts in plant parameters is crucial in terms of process monitoring and fault detection. Online System Identification (SysId) and the estimation of time-varying systems are typically strictly connected problems: one would like to exploit the new data that become available in order to track possible changes in the system dynamics.

Recursive Prediction Error Method (RPEM), a variant of the classical PEM [1], [2], represents nowadays a well-established technique, through which the current estimate can be efficiently updated, as soon as new data are provided. RPEM are parametric approaches, relying on Recursive Least-Squares (RLS) routines, which compute the parameter estimate by minimizing a functional of the prediction errors [1]. An extension of these approaches to the identification of time-varying systems involves the adoption of a forgetting factor, through which old data become less relevant in the estimation criterion. Convergence and stability properties of Forgetting Factor RPEM have been well-studied within the SysId community [3], [4].

Alternative approaches model the coefficients trajectories as stochastic processes [5], thus exploiting Kalman filtering [6] or Bayesian inference [7] for parameter estimation. Combinations of bases sequences (e.g. wavelet basis [8]) have also been considered to model the parameters time evolution.

The above-mentioned parametric procedures share the criticality of the model selection complexity: this step is especially crucial when the model complexity has to be modified in response to changes in the true system dynamics. In addition, classical complexity selection rules (e.g. cross-validation or information criteria) may not be applicable in online settings, due to the excessive computational effort they require. Model complexity issues have been partially addressed in the SysId community through the recent introduction of non-parametric methods, relying on Gaussian processes and Bayesian inference [9], [10]. In this framework model complexity is tuned in a continuous manner by estimating the hyper-parameters which describe the prior distribution chosen by the user [11]. This property makes these new techniques appealing for the online identification of time-varying systems: indeed, model complexity can be continuously adapted whenever new data become available.

In a previous work [12] we started exploring this research direction by adapting the newly introduced Bayesian procedures to an online identification setting. The methodologies proposed in [12] are extended in this new paper by dealing with time-varying systems. Two approaches, relying on the use of a forgetting factor, are proposed; in particular, following the approach in [13], we investigate the online estimation of the forgetting factor by treating it as a hyper-parameter of the Bayesian inference procedure. These techniques are experimentally compared with the classical parametric counterparts: the results appear favourable and promising for the methods we propose.

The paper is organized as follows. Sec. [II] presents the online identification framework and the challenges we will try to address. Sec. [III] provides a brief review of parametric real-time identification techniques, while Sec. [IV] illustrates the Bayesian approach to linear SysId, both in the batch and online scenarios. In particular, Sec. [IV-C] focuses on the estimation of time-varying systems. Experimental results are reported in Sec. [V] while conclusions are drawn in Sec. [VI].

II. PROBLEM FORMULATION

Consider a dynamical system described through an output-error model, i.e.:

\[ y(t) = [h \ast u](t) + e(t), \quad y(t), u(t) \in \mathbb{R} \quad (1) \]

where \( h(t) \) denotes the model impulse response and \( e(t) \) is assumed to be a zero-mean Gaussian noise with variance \( \sigma^2 \).

SysId techniques aim at estimating the impulse response \( h \) of the system, once a set \( \mathcal{D} := \{y(t), u(t)\}_{t=1}^{N} \) of measurements of its input and output signals is provided.

In this work we consider an online setting, in which a new set of input-output measurements becomes available every \( T \) time steps. Specifically, let us define the variable \( i := k/T \) by assuming w.l.o.g. that \( k \) is a multiple of \( T \), and the \( i^{th} \)-dataset
as \( \mathcal{D}_t = \{ u(t), y(t) \}_{i=(i-1)T+1}^{iT} \).

We suppose that at time \( k \) an impulse response estimate \( \hat{h}^{(i)} \) has been computed using the data coming from a collection of previous datasets \( \bigcup_{l=1}^{T} \mathcal{D}_l = \{ u(t), y(t) \}_{i=1}^{iT} \); at time \( k + T \) new data \( \mathcal{D}_{k+1} \) become available and we would like to update the previous estimate \( \hat{h}^{(i)} \) by exploiting them. In addition we assume that the underlying system undergoes certain variations that we would like to track: this situation could often arise in practice, due to e.g. variations of the internal temperature, of the masses (e.g. after grasping an object).

Furthermore, online applications typically require that the new estimate is available before the new dataset \( \mathcal{D}_{k+1} \) is provided, thus limiting the computational complexity and the memory storage of the adopted estimation methods.

In this paper, the recently proposed Bayesian approach to SysId [10] is adapted in order to cope with the outlined online setting. Its performances are compared with the ones achieved using classical parametric approaches.

Remark 1: We stress that in the remainder of the paper we will use the indexes of the parameter \( k \) and \( iT \) interchangeably.

III. PARAMETRIC APPROACH

Standard parametric approaches to SysId rely on an a-priori choice of a model class \( \mathcal{M} \) (e.g. ARX, ARMAX, OE, etc.), which is completely characterized by a parameter \( \theta \in \mathbb{R}^m \).

A. Batch Approach

In the batch setting, when a dataset \( \mathcal{D} = \{ y(t), u(t) \}_{i=1}^{N} \) is provided, the identification procedure reduces to estimate \( \theta \) by minimizing the sum of squared prediction errors:

\[
\hat{\theta} = \arg\min_{\theta \in \mathbb{R}^m} \frac{1}{2} \sum_{i=1}^{N} (y(t) - \hat{y}(t|\theta))^2 \tag{2}
\]

where \( \hat{y}(t|\theta) \) denotes the one-step ahead predictor [1].

B. Online Approach

The extension of these procedures to an online setting relies on RLS (or pseudo LS) methods.

For ease of notation, let us assume \( T = 1 \) in this section. Suppose that at time \( k + 1 \) a new input-output data pair \( \mathcal{D}_{k+1} \) is provided; then \( \hat{\theta}^{(i)} \) is updated as:

\[
\hat{\theta}^{(i+1)} = \hat{\theta}^{(i)} + \mu^{(i+1)} Q^{(i+1)} \nabla \theta V_{k+1}(\hat{\theta}^{(i)}, \mathcal{D}_{l=1}^{k+1} \mathcal{D}_l) \tag{3}
\]

where \( \nabla \theta V_{k+1}(\hat{\theta}^{(i)}, \mathcal{D}_{l=1}^{k+1} \mathcal{D}_l) \) denotes the gradient of the loss function computed in the previous estimate and in the new data; \( \mu^{(i+1)} \in \mathbb{R} \) and \( Q^{(i+1)} \in \mathbb{R}^{m \times m} \) are appropriate scalings which assume different shapes according to the specific algorithm which is adopted (see [2] and [1], Ch. 11, for further details). Notice that (3) is simply a scaled gradient step w.r.t. the loss function \( V_{k+1}(\theta, \mathcal{D}_{l=1}^{k+1} \mathcal{D}_l) \).

C. Dealing with time-varying systems

In order to cope with time-varying systems, a possible strategy involves the inclusion of a forgetting factor \( \gamma \) in the loss function \( V_k(\theta, \mathcal{D}) \):

\[
V_k^\gamma(\theta, \mathcal{D}) = \frac{1}{2} \sum_{i=1}^{k} \gamma^{i-1} (y(t) - \hat{y}(t|\theta))^2, \quad \gamma \in (0,1] \tag{4}
\]

In this way old measurements become less relevant for the computation of the estimate. A recursive update of the estimate \( \hat{\theta}^{(i)} \) (as the one in (3)) can be derived ([1], Ch. 11). As an alternative, a sliding window approach can be adopted: at each time step only the last \( N_w \) data are used for computing the current estimate (with \( N_w \) being the window length). However, since this approach does not admit an update rule as the one in (3), the computational complexity of the new estimate will depend on the window length.

A crucial role in the application of parametric SysId techniques is played by the model order selection step: once a model class \( \mathcal{M} \) is fixed, its complexity has to be chosen using the available data. This is typically accomplished by estimating models with different complexities and by applying tools such as cross-validation or information criteria to select the most appropriate one. However, the estimation of multiple models may be computationally expensive, making this procedure not suited for the online identification of time-varying systems. Indeed, in this framework, it should ideally be applied every time new data become available.

The recently proposed approach to SysId, relying on regularization/Bayesian techniques, overpasses the above-described issue by jointly performing estimation and order selection. Next section will illustrate how the batch regularization/Bayesian method can be tailored to the online identification of time-varying systems.

IV. REGULARIZATION/BAYESIAN APPROACH

A. Batch Approach

We discuss how the regularization/Bayesian technique works in the standard batch setting, i.e. when data \( \mathcal{D} = \{ y(t), u(t) \}_{i=1}^{N} \) are given. For future use, let us define the vector \( Y_N = [y(1), \ldots, y(N)]^T \in \mathbb{R}^N \).

According to the Bayesian estimation, the impulse response \( h \) is considered as a realization of a stochastic process with a prior distribution \( p_\eta(h) \), depending on some parameters \( \eta \in \Omega \). The prior \( p_\eta(h) \) is designed in order to account for some desired properties of the estimated impulse response, such as smoothness and stability [9], [10]. In the Bayesian framework, the parameters \( \eta \) are known as hyper-parameters and they need to be estimated from the data, e.g. by optimizing the so-called marginal likelihood (i.e. the likelihood once the latent variable \( h \) has been integrated out) [11]:

\[
\hat{\eta} = \arg\max_{\eta \in \Omega} p_\eta(Y_N) = \arg\max_{\eta \in \Omega} \int p(Y_N|h) p_\eta(h) dh \tag{5}
\]

Once the hyper-parameters \( \eta \) have been estimated, the minimum variance estimate of \( h \) needs to be computed; it coincides with the posterior mean given the observed data:

\[
\hat{h} := \mathbb{E}_\eta[h|Y_N] = \int h p(Y_N|h) p_\eta(h) \frac{dh}{p_\eta(Y_N)} \tag{6}
\]

In the SysId context, \( h \) is typically modelled as a zero-mean Gaussian process (independent of the noise \( e(t) \)) with covariance \( \mathbb{E}[h(t), h(s)] = K_\eta(t,s) \) (aka kernel in the Machine Learning literature) [9], [14]. Thanks to this assumption, the marginal likelihood \( p_\eta(Y_N) \) is Gaussian and the estimate (6)
is available in closed form. Furthermore, for simplicity the IIR model in [1] can be accurately approximated by a FIR model of order \(n\), whenever \(n\) is chosen large enough to catch the relevant components of the system dynamics. By collecting in \(\mathbf{h} := [h(1) \cdots h(n)]^\top \in \mathbb{R}^n\) the first \(n\) impulse response coefficients, the following Gaussian prior can be defined:

\[
p_{\eta}(\mathbf{h}) \sim N(0, K_{\eta}), \quad \eta \in \Omega \subset \mathbb{R}^d, \quad K_{\eta} \in \mathbb{R}^{n \times n} \tag{7}
\]

The hyper-parameters \(\eta\) can then be estimated by solving

\[
\hat{\eta} = \arg \min_{\eta \in \Omega} -\ln p_{\eta}(Y_N) = \arg \min_{\eta \in \Omega} f_N(\eta) \tag{8}
\]

\[
f_N(\eta) = Y_N^\top \Sigma(\eta)^{-1}Y_N + \ln \det \Sigma(\eta) \tag{9}
\]

\[
\Sigma(\eta) = \Phi_N K_{\eta} \Phi_N^\top + \sigma^2 I_N \tag{10}
\]

where \(\Phi_N \in \mathbb{R}^{N \times n}:

\[
\Phi_N := \begin{bmatrix}
    u(0) & u(-1) & \cdots & u(-n+1) \\
    \vdots & \ddots & \cdots & \vdots \\
    u(N) & u(N-1) & \cdots & u(N-n+1)
\end{bmatrix} \tag{11}
\]

In the batch setting we are considering the quantities \(u(-n+1), \ldots, u(0)\) can be either estimated or set to zero. Here, we follow the latter option. Once \(\hat{\eta}\) has been computed, the corresponding minimum variance estimate is given by

\[
\hat{h} := E_{\hat{\eta}}[h|Y_N] = \arg \min_{h \in \mathbb{R}^n} \{Y_N - \Phi_N h\}^\top (Y_N - \Phi_N h) + \sigma^2 h^\top K_{\eta}^{-1} h \tag{12}
\]

**Remark 2:** The estimate \(\hat{h}\) in [12] can be computed once a noise variance estimate \(\sigma^2\) is available. For this purpose, \(\sigma^2\) can be treated as a hyper-parameter and estimated by solving \([8]\) or it can be computed from a LS estimate of \(\hat{h}\). In this work the latter option is adopted.

**B. Online Approach**

We now adapt the batch technique described in Sec. [4] to the online setting outlined in Sec. [1]. At time \(k + T\), when data \(\mathcal{D}_{t+1} = \{(u(t), y(t)) \}_{t \geq t+1} T\) are provided, the current impulse response estimate \(\hat{h}^{(i)}\) is updated through formula [12], once the data matrices are enriched with the new data and a new hyper-parameter estimate \(\hat{\eta}^{(i+1)}\) is computed. The data matrices are updated through the following recursions

\[
R^{(i+1)} := \Phi_{i+1}^\top \Phi_{i+1} \tag{13}
\]

\[
\bar{Y}^{(i+1)} := \Phi_{i+1}^\top Y_{i+1} \tag{14}
\]

\[
\tilde{Y}^{(i+1)} := Y_{i+1}^\top \Phi_{i+1} \tag{15}
\]

where \(Y_{i+1} := [y(1) \cdots y(iT+T)]^\top \in \mathbb{R}^{(i+1)T}, Y_{i+1}^\top := [y(iT+1) \cdots y((i+1)T)]\); \(\Phi_i\) is defined as in [11] with \(N\) replaced by \((i+1)T\) while \(\Phi_{i+1}^\top \) contains the data from \(iT - n + 1\) to \((i+1)T\). The computational cost of [13]-[15] is \(O(n^2T), O(nT)\) and \(O(T^2)\), respectively.

The minimization of \(f_{i+1,T}^{(\eta)}(\hat{\eta})\) in [12], needed to determine \(\hat{\eta}^{(i+1)}\), is typically performed through iterative routines, such as 1st or 2nd order optimization algorithms [15] or the Expectation-Maximization (EM) algorithm [16], [17]. Since these methods may require a large number of iterations before reaching convergence, they may be unsuited for online applications. We should recall that, when adopted for marginal likelihood optimization, each iteration of these algorithms has a computational complexity of \(O(n^3)\), due to the objective function evaluation. Specifically, \(f_{i+1,T}^{(\eta)}(\hat{\eta})\) can be robustly evaluated as [18]

\[
f_{i+1,T}^{(\eta)}(\hat{\eta}) = (j + 1)T - n) \ln \sigma^2 + 2 \ln |S| + \sigma^2 (\bar{Y}^{(i+1)} - \|S^{-1} L \bar{Y}^{(i+1)}\|^2) \tag{16}
\]

where \(L\) and \(S\) are Cholesky factors: \(K_{\eta} := LL^\top\) and \(\sigma^2 I_n + L^\top R^{(i+1)} L = SS^\top\) (whose computation is \(O(n^3)\)). To tackle the real-time constraints, the approach proposed in [12] is adopted: \(\hat{\eta}^{(i+1)}\) is computed by running just one iteration of a Scaled Gradient Projection (SGP) algorithm (a 1st order optimization method) applied to solve problem [8] [15]. Algorithm [1] summarizes its implementation. Notice that it is initialized with the previous estimate \(\hat{\eta}^{(i)}\) (obtained using the data \(\bigcup_{t=1}^{i} \mathcal{D}_t\)) which is likely to be close to a local optimum of the objective function \(f_{i+1,T}^{(\eta)}(\hat{\eta})\). If the number of new data \(T << k\), it is reasonable to suppose that \(\arg \min_{\eta \in \Omega} f_{i+1,T}^{(\eta)}(\hat{\eta}) \approx \arg \min_{\eta \in \Omega} f_{i+1,T}^{(\eta)}(\eta)\). Therefore, by just performing one SGP iteration, \(\hat{\eta}^{(i+1)}\) will be sufficiently close to a local optimum of \(f_{i+1,T}^{(\eta)}(\eta)\).

**Algorithm 1** 1-step Scaled Gradient Projection (SGP)

**Inputs:** previous estimates \(\{\hat{\eta}^{(i)}, \hat{\eta}^{(i-1)}\}, \nabla f_{i,T}^{(\hat{\eta}^{(i-1)})}, R^{(i+1)}, \bar{Y}^{(i+1)}, \sigma_{\hat{\eta}^{(i-1)}}^2\)

**Initialize:** \(c = 10^{-4}, \delta = 0.4\)

1: Compute \(\nabla f_{i+1,T}^{(\hat{\eta}^{(i)})}\)

2: \(\rho^{(i-1)} \leftarrow \hat{\eta}^{(i)} - \hat{\eta}^{(i-1)}\)

3: \(\hat{\eta}^{(i-1)} \leftarrow \hat{\eta}^{(i)} - c \nabla f_{i+1,T}^{(\hat{\eta}^{(i)})}\)

4: Approximate the inverse Hessian of \(f_{i+1,T}^{(\hat{\eta}^{(i)})}\) as \(B^{(i)} = \alpha^{(i)} D^{(i)}\) (using the procedure outlined in [15])

5: Project onto the feasible set:

6: \(\Delta \hat{\eta}^{(i)} \leftarrow z - \hat{\eta}^{(i)}\)

7: \(\nu \leftarrow 1\)

8: if \(f_{i+1,T}^{(\hat{\eta}^{(i)})} + \nu \Delta \hat{\eta}^{(i)} \leq f_{i+1,T}^{(\hat{\eta}^{(i)})}\) then

9: Go to step 12

10: else

11: \(\nu \leftarrow \delta \nu\)

12: \(\hat{\eta}^{(i+1)} \leftarrow \hat{\eta}^{(i)} + \nu \Delta \hat{\eta}^{(i)}\)

**Output:** \(\hat{\eta}^{(i+1)}\)

The key step in Algorithm [1] is [4] where the inverse Hessian is approximated as the product between the positive scalar \(\alpha_i^{(i)} \in \mathbb{R}^+\) and the diagonal matrix \(D_i^{(i)} \in \mathbb{R}^{d \times d}\). \(\alpha_i^{(i)}\) is chosen by alternating the so-called Barzilai-Borwein (BB) rules [19]:

\[
\alpha_1^{(i)} := \frac{\rho^{(i-1)} \rho^{(i-1)}}{\rho^{(i-1)} w^{(i-1)}}, \quad \alpha_2^{(i)} := \frac{\rho^{(i-1)} w^{(i-1)}}{\rho^{(i-1)} w^{(i-1)}} \tag{17}
\]
with \( \nu^{(i-1)} \) and \( \nu^{(i-1)} \) specified at steps 2 and 5 of Algorithm [1]. The definition of \( D^{(i)} \) depends on the constraints set and on the objective function. The authors in [15] exploit the following decomposition of \( \nabla_{\eta} f_{(i+1)}(\eta) \) (defined in [9]):

\[
\nabla_{\eta} f_{(i+1)}(\eta) = V(\eta) - U(\eta), \quad V(\eta) > 0, \quad U(\eta) \geq 0 \quad (18)
\]

to specify \( D^{(i)} \). We refer the interested reader to [15] for further details.

The projection operator adopted at step 5 of Algorithm [1] is

\[
\Pi_{\Omega, D^{(i)}}(z) = \arg \min_{u \in \Omega} (x-z)^T D^{(i)}(x-z) \quad (19)
\]

**Remark 3:** Besides SGP, in [12] other inverse Hessian approximations are investigated (e.g. the BFGS formula). In this work we only consider the SGP approximation, since it appears preferable to the others, according to the experiments we performed (both in the time-invariant and -variant domain). [12] also considers the EM algorithm as an alternative to 1st order optimization methods to solve problem (3). Even if the results reported for EM in [12] are comparable to the ones achieved through SGP, the latter approach appears superior to EM in the time-varying setting we are considering.

### C. Dealing with time-varying systems

In this section we deal with the identification of time-varying systems: specifically, users have to be equipped with tools through which past data become less relevant for the current estimation. In the following we propose two routines which combine the “online Bayesian estimation” above sketched with the ability to “forget” past data.

1) **Fixed Forgetting Factor:** Following a classical practice in parametric SysId (see Sec. III), we introduce a forgetting factor \( \hat{\gamma} \in (0, 1) \) into the data we are provided in order to base the estimation mainly on the more recent data. Specifically, we assume that the first \( k \) data are generated according to the following linear model:

\[
G_k y_k = G_k \Phi_k h + e \quad E = [e(1) \ldots e(k)]^T \sim \mathcal{N}(0, \sigma^2 I_k) \quad (20)
\]

where \( G_k \) and \( \Gamma_k := \text{diag}(\gamma^{k-1}, \ldots, \gamma \gamma^0) \). Therefore, when adopting the regularization criterion [12], the estimate at time \( k \) is computed as:

\[
\hat{h}_k := \arg \min_{h \in \mathbb{R}^n} \sum_{i=1}^{k} \gamma^{k-i} (y(i) - \Phi_i h)^2 + \sigma^2 h^T K_{\hat{\eta}}^{-1} h \quad (21)
\]

where \( \bar{\Gamma}_k \) and \( \Gamma_k := \text{diag}(\gamma^{k-1}, \ldots, \gamma) \). Therefore, when adopting the regularization criterion [12], the estimate at time \( k \) is computed as:

\[
\hat{h}_k := \arg \min_{h \in \mathbb{R}^n} \sum_{i=1}^{k} \gamma^{k-i} (y(i) - \Phi_i h)^2 + \sigma^2 h^T K_{\hat{\eta}}^{-1} h \quad (21)
\]

\[
\hat{h}_k := \arg \min_{h \in \mathbb{R}^n} \sum_{i=1}^{k} \gamma^{k-i} (y(i) - \Phi_i h)^2 + \sigma^2 h^T K_{\hat{\eta}}^{-1} h \quad (21)
\]

2) **Treating the Forgetting Factor as a Hyper-parameter:** The Bayesian framework provides the user with the possibility to treat the forgetting factor as a hyper-parameter and to estimate it by solving:

\[
\hat{\gamma}, \bar{\gamma} = \arg \min_{\eta \in \Omega, \gamma \in (0,1)} f_k(\eta, \gamma) \quad (25)
\]

\[
f_k(\eta, \gamma) = Y_k^T G_k \Sigma(\eta, \gamma)^{-1} G_k Y_k + \ln \det \Sigma(\eta, \gamma) \quad (26)
\]

\[
\Sigma(\eta, \gamma) = G_k \Phi_k \Gamma_k \Sigma(\eta, \gamma) G_k + \sigma^2 I_k \quad (27)
\]

Therefore, treating the forgetting factor as a hyper-parameter is equivalent to modeling the noise with a non-constant variance and to give to the diagonal entries of the covariance matrix an exponential decaying structure.

The online implementation of this approach is detailed in Algorithm [2] where

\[
R^{(i)} := \bar{\gamma}^{(i)} \bar{R}^{(i-1)} + \left( \Phi_{(i-1)}^T \right)^T \Gamma^{(i)} \Phi_{(i-1)}^T + \sigma^2 I_k \quad (28)
\]

Correspondingly, the hyper-parameters are estimated solving:

\[
\hat{\gamma}_i := \arg \min_{\eta \in \Omega} Y_k^T \bar{G}_{i} \Sigma(\eta)^{-1} \bar{G}_{i} Y_k + \ln \det \Sigma(\eta) \quad (23)
\]

\[
\Sigma(\eta) = G_{i} \Phi_{i} \Gamma_{i} \Sigma(\eta) G_{i} + \sigma^2 I_n \quad \quad (24)
\]

Algorithm [2] illustrates the online implementation of the identification procedure based on equations (22) and (23). In particular, it assumes that at time \( k \) the estimates \( \bar{h}^{(i)} \) and \( \hat{h}^{(i)} \) are available and they have been computed by solving, respectively, (22) and (23); these estimates are then online updated after the new data \( \Omega_{i+1} \) are provided. Then \( \hat{\gamma} \) is chosen by the user, it is inserted in the data matrices \( R^{(i)} := \Phi_{(i)}^T \Gamma^{(i)} \Phi_{(i)} \) and \( \bar{R}^{(i)} := \Phi_{(i)}^T \Gamma^{(i)} Y_{(i)} \), and updated at steps 5 of the algorithm.

**Algorithm 2** Online Bayesian SysId: Fixed Forgetting Factor

**Inputs:** forgetting factor \( \hat{\gamma} \), previous estimates \( \bar{\hat{\eta}}^{(i)}, \bar{\hat{\eta}}^{(i-1)} \), previous data matrices \( R^{(i)}, \bar{R}^{(i)}, \bar{R}^{(i)} \), new data \( \Omega_{i+1} = \{u(t), y(t)\}_{t=i+1}^{(i+1)} \)

1: \( R^{(i)} := \bar{\gamma}^{(i)} R^{(i-1)} + \Phi_{(i)}^T \Gamma^{(i)} \Phi_{(i)} \)
2: \( \bar{R}^{(i)} := \bar{\gamma}^{(i)} \bar{R}^{(i-1)} + \Phi_{(i)}^T \Gamma^{(i)} Y_{(i)} \)
3: \( \hat{\gamma}^{(i)} := \gamma^{(i)} \bar{R}^{(i)} + \Phi_{(i)}^T \Gamma^{(i)} Y_{(i)} \)
4: \( \bar{R}^{(i)} := \gamma^{(i)} R^{(i)} \)
5: \( \bar{R}^{(i)} := \gamma^{(i)} \gamma^{(i-1)} + \frac{1}{\gamma^{(i-1)}} \bar{R}^{(i-1)} + \gamma^{(i)} \gamma^{(i-1)} \bar{R}^{(i-1)} Y_{(i)} \)
6: \( \hat{\eta}^{(i)} := \arg \min_{\eta \in \Omega} f_{(i)}(\eta) \quad (\text{use Algorithm } [2])
7: \( \bar{h}^{(i)} := \left( R^{(i) - \gamma^{(i)}} + \sigma^2 \gamma^{(i)} I_k \right)^{-1} R^{(i)} \)

**Output:** \( \bar{h}^{(i)}, \hat{\eta}^{(i)} \)
Algorithm 3 Online Bayesian SysId: Forgetting Factor as a hyper-parameter

**Inputs:** previous estimates \{\hat{\eta}^{(i)}, \hat{\phi}^{(i)}, \tilde{\gamma}^{(i)}\}, previous data matrices \{\gamma^{(i)}, \tilde{\gamma}^{(i)}\}, new data \mathcal{D}_{t+1} = \{u(t), y(t)\}_{i=T+1}^{i+HT+1};

1: \hat{R}^{(i+1)}_\gamma \leftarrow \hat{R}^{(i)}_\gamma - \frac{1}{N} \left( \tilde{\gamma}^{(i+1)}_\gamma \tilde{\gamma}^{(i+1)}_\gamma + \hat{h}^{(i+1)}_\gamma \hat{h}^{(i+1)}_\gamma \right)
2: \tilde{\gamma}^{(i+1)}_\gamma \leftarrow \hat{R}^{(i+1)}_\gamma + \left( \Phi^{(i+1)} T \right) \Gamma_T \Phi^{(i+1)} T
3: \tilde{Y}^{(i+1)}_\gamma \leftarrow \tilde{Y}^{(i)}_\gamma + \left( Y^{(i+1)} T \right) \Gamma_T Y^{(i+1)} T
4: \tilde{h}_{LS}^{(i+1)} \leftarrow (\hat{R}^{(i+1)}_\gamma)^{-1} \hat{R}^{(i+1)}_\gamma
5: \hat{h}^{(i+1)}_\gamma \leftarrow \hat{h}^{(i+1)}_\gamma - \left( \tilde{\gamma}^{(i+1)}_\gamma \tilde{\gamma}^{(i+1)}_\gamma + \hat{h}^{(i+1)}_\gamma \hat{h}^{(i+1)}_\gamma \right)
6: \hat{\eta}^{(i+1)}_\gamma \leftarrow \arg \min_{\eta \in \Omega} \frac{1}{T} \sum_{t=1}^{T} \left( \hat{f}_k(\eta) \right)
7: \tilde{h}^{(i+1)} \leftarrow \left( \hat{R}^{(i+1)} + \delta_2^{(i+1)}(\hat{\phi}^{(i+1)}) K^{-1} \hat{\phi}^{(i+1)} \right) \hat{\eta}^{(i+1)}_\gamma

Output: \tilde{h}^{(i+1)}_\gamma, \hat{\eta}^{(i+1)}_\gamma

V. EXPERIMENTAL RESULTS

In this section we test the online algorithms for parametric and Bayesian SysId described in Sec. III and IV. Their performance are compared through a Monte-Carlo study over 200 time-varying systems.

A. Data

200 datasets consisting of 3000 input-output measurement pairs are generated. Each of them is created as follows: the first 1000 data are produced by a system contained in the data-bank D4 (used in [20]), while the remaining 2000 data are generated by perturbing the D4-system with two additional poles and zeros. These are chosen such that the order of the D4-system changes, thus creating a switch on the data generating system at time \(k = 1001\).

The data-bank D4 consists of 30th order random SISO discrete-time systems having all the poles inside a circle of radius 0.95. These systems are simulated with a unit variance band-limited Gaussian signal with normalized band \([0, 0.8]\). A zero mean white Gaussian noise, with variance adjusted so that the Signal to Noise Ratio (SNR) is always equal to 1, is then added to the output data.

B. Estimators

The parametric estimators are computed with the roe Matlab routine, using the BIC criterion for the model complexity selection. In the following this estimator will be denoted as PEM BIC. Furthermore, as a benchmark we introduce the parametric oracle estimator, called PEM OR, which selects the model complexity by choosing the model that gives the best fit to the impulse response of the true system. The order selection is performed every time a new dataset becomes available: multiple models with orders ranging from 1 to 20 are estimated and the order selection is performed according to the two criteria above-described.

For what regards the methods relying on Bayesian inference we adopt a zero-mean Gaussian prior with a covariance matrix (kernel) given by the so-called TC-kernel:

\[ k_{TC}(k,j) = \lambda \min(\beta^k, \beta^j), \quad \eta = [\lambda, \beta] \]  

with \(\Omega = \{(\lambda, \beta) : \lambda \geq 0, 0 \leq \beta \leq 1\}\) [14]. The length \(n\) of the estimated impulse responses is set to 100. In the following, we will use the acronyms TC FF to denote these methods. Furthermore, the notation OPT will refer to the standard Bayesian procedure, in which the SGP algorithm assumed to optimize the marginal likelihood \(f_k(\eta)\) is run until the relative change in \(f_k(\eta)\) is less than \(10^{-9}\). From here on, the online counterpart (illustrated in Sec. IV) will be referred to as the 1-step ML. We will also use the acronyms TC FF when a fixed forgetting factor is adopted, TC est FF when the forgetting factor is estimated as a hyper-parameter.

For each Monte Carlo run, the identification algorithms are initialized using the first batch of data \(\mathcal{D}_{100} = \{u(t), y(t)\}_{t=1}^{100}\). After this initial step, the estimators are updated every \(T = 10\) time steps, when new data \(\mathcal{D}_{t+1} = \{u(t), y(t)\}_{t=1}^{T+1}\) are provided. The forgetting factor in the TC FF and PEM methods is set to 0.998, while its estimation in TC est FF method is initialized with 0.995.

C. Performance

The purpose of the experiments is twofold. First, we will compare the two routines we have proposed in Sec. IV-C to explicitly deal with time-varying systems. Second, we will compare the parametric and the Bayesian identification approaches while dealing with time-varying systems.

As a first comparison, we evaluate the adherence of the estimated impulse response \(\hat{h}\) to the true one \(h\), measured as

\[ \mathcal{F}(\hat{h}) = 100 \cdot \left(1 - \frac{\|h - \hat{h}\|_2}{\|h\|_2}\right) \]  

Figure 1 reports the values of \(\mathcal{F}(\hat{h})\) at four time instants. It is interesting to note that immediately before the change in the data generating system \((k = 1000)\) the TC methods slightly outperform the ideal parametric estimator PEM OR. After the switch (occurring at \(k = 1001\)), among regularization/Bayesian routines TC est FF recovers the fit performance a bit faster than TC FF; even at regime it outperforms the latter because it can choose forgetting factor values that retain a larger amount of data.

We also observe how the 1-step ML procedures and the corresponding OPT routines provide analogous performance at each time step \(k\), validating the method we propose for online estimation and confirming the results in [12].

The unrealistic PEM OR represents the reference on the achievable performance of the PEM estimators; it outperforms TC methods in the transient after the switch, while it has comparable performance at regime. Instead, the recursive PEM BIC estimator performs very poorly.

As a second comparison, Table 1 reports the computational cumulative time of the proposed algorithms in terms of mean and standard deviation after the estimators are fed with all the data \(\mathcal{D} = \{u(t), y(t)\}_{t=1}^{3000}\). The 1-step ML methods are one order of magnitude faster than the corresponding OPT
TABLE I: Computational cumulative time after data \( D = \{ u(t), y(t) \}_{t=1}^{3000} \) are used: mean and std over 200 datasets.

| mean  | OPT FF | FF | est FF | OR | PEM |
|-------|--------|----|--------|----|-----|
| std   | 1.28   | 0.03| 0.67   | 0.09| 0.69|

ones. The TC \( \text{est FF} \) estimator is slower than TC \( \text{FF} \): this should be a consequence of having set \( D(t) = I_j \) in Algorithm \( \boxed{1} \) On the other hand the RPEM estimators are three times slower than the OPT ones, thus appearing not particularly appealing for online applications.

VI. CONCLUSION AND FUTURE WORK

We have adopted recently developed SysId techniques relying on the Gaussian processes and Bayesian inference to the identification of time-varying systems. Specifically, we have focused on an online setting by assuming that new data become available at predefined time instants. To tackle the real-time constraints we have modified the standard Bayesian procedure: hyper-parameters are estimated by performing only one gradient step in the corresponding marginal likelihood optimization problem. In order to cope with the time-varying nature of the systems to be identified, we propose two approaches, based on the use of a forgetting factor. One of them treats the forgetting factor as a constant, while the other estimates it as a hyper-parameter of the Bayesian inference procedure.

We believe that the preliminary investigation performed in this work may pave the way for further research in this topic. A future research direction could consider the recursive update of the Bayesian estimate, resembling the one which is available for parametric techniques.

REFERENCES

[1] L. Ljung, System Identification - Theory for the User, 2nd ed. Upper Saddle River, N.J.: Prentice-Hall, 1999.
[2] A. H. Sarris, A Bayesian approach to estimation of time-varying regression coefficients. National Bureau of Economic Research, 1973.
[3] L. Guo, “Estimating time-varying parameters by the kalman filter based algorithm: stability and convergence,” Automatic Control, IEEE Transactions on, vol. 35, no. 2, pp. 141–147, 1990.
[4] G. Pillonetto, E. Alvarado, and A. Wei, “Tuning complexity in kernel-based linear system identification: the robustness of the marginal likelihood estimator,” Automatica, vol. 50, no. 3, pp. 657–682, 2014.
[5] G. Pillonetto and A. Chiuso, “Prediction error identification of linear systems: a nonparametric Gaussian regression approach,” Automatica, vol. 47, pp. 291–305, 2011.
[6] G. Pillonetto, F. Dinuzzo, T. Chen, G. De Nicolao, and L. Ljung, “Kernel methods in system identification, machine learning and function estimation: a survey,” Automatica, vol. 50, no. 3, pp. 657–682, 2014.
[7] G. Pillonetto and A. Chiuso, “Tuning complexity in kernel-based linear system identification: the robustness of the marginal likelihood estimator,” Automatica, vol. 50, pp. 106–117, 2015.
[8] G. Pillonetto and A. Chiuso, “A new kernel-based approach for identification of time-varying linear systems,” in 2014 IEEE International Workshop on Machine Learning for Signal Processing (MLSP), Sept 2014, pp. 1–6.
[9] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[10] G. Pillonetto, F. Dinuzzo, T. Chen, and G. De Nicolao, “Kernel methods in system identification, machine learning and function estimation: a survey,” Automatica, vol. 50, no. 3, pp. 657–682, 2014.
[11] G. Pillonetto and A. Chiuso, “Tuning complexity in kernel-based linear system identification: the robustness of the marginal likelihood estimator,” Automatica, vol. 50, pp. 106–117, 2015.
[12] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[13] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[14] G. Pillonetto and A. Chiuso, “Tuning complexity in kernel-based linear system identification: the robustness of the marginal likelihood estimator,” Automatica, vol. 50, pp. 106–117, 2015.
[15] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[16] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[17] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[18] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[19] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[20] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[21] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[22] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[23] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[24] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[25] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.
[26] G. Pillonetto and A. Chiuso, “Blind system identification using kernel-based methods,” IFAC-PapersOnLine, vol. 48, no. 31, pp. 466 – 471, 2015.