A POSTERIORI ERROR ESTIMATES FOR MIXED VIRTUAL ELEMENT METHODS
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Abstract. We present an a posteriori error analysis for the mixed virtual element method (mixed VEM) applied to second order elliptic equations in divergence form with mixed boundary conditions. The resulting error estimator is of residual-type. It only depends on quantities directly available from the VEM solution and applies on very general polygonal meshes. The proof of the upper bound relies on a global inf-sup condition, a suitable Helmholtz decomposition, and the local approximation properties of a Clément-type interpolant. In turn, standard inverse inequalities and localization techniques based on bubble functions are the main tools yielding the lower bound. Via the inclusion of a fully local postprocessing of the mixed VEM solution, we also show that the estimator provides a reliable and efficient control on the broken $H(\text{div})$-norm error between the exact and the postprocessed flux. Numerical examples confirm the theoretical properties of our estimator, and show that it can be effectively used to drive an adaptive mesh refinement algorithm.
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1. Introduction

The Virtual Element Method (VEM) was originally introduced in \cite{BeiraodaVeiga2013} for the solution of elliptic problems, followed by the mixed VEM proposed in \cite{Cangiani2017b}. Subsequently, new mixed VEMs have been analysed for the solution of the Stokes, Navier-Stokes, and Brinkman problem \cite{BeiraodaVeiga2013,Boffi2013,Girault2013a,Girault2011,Gatica2013,Hansbo2012,Manzini2013,Meron2013}.

One of the defining characteristics of the VEM is that it allows for the use of very general polygonal and polyhedral meshes. As such, it naturally lends itself as a flexible solution step within automatically adaptive algorithms. Indeed, mesh refinement and coarsening strategies can be implemented very easily and efficiently as, for instance, hanging nodes are simply treated as new nodes, with no detrimental affect on the quality of the approximation. Moreover, it has been shown that the VEM in primal form allows for extremely aggressive mesh adaptation producing strongly solution-adapted polygonal meshes \cite{Manzini2013}.

In this respect, the design and analysis of adaptive mesh refinement strategies based on robust a posteriori error indicators for the VEM approach and, in particular, for the mixed-VEM is an attractive proposition. Several error estimators have been proposed in the context of VEM for primal forms (see, e.g., \cite{Cangiani2017b,Cockburn2017,Manzini2013,Verani2013}). Firstly, the authors of \cite{Cangiani2017b} proposed a posteriori error bounds for the $C^1$-conforming VEM for the two-dimensional Poisson problem. Next, a posteriori error bounds for the $C^0$-conforming VEM for the discretization of second-order linear elliptic reaction-convection-diffusion problems with nonconstant coefficients in two and three dimension were proposed in \cite{Manzini2013}, whereas a residual-based a posteriori error estimator for the VEM
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discretization of the Poisson problem with discontinuous diffusivity coefficient was introduced and analysed in [13]. Moreover, in [31] and [32], the authors developed a posteriori error analysis of a VEM approach for the Steklov eigenvalue problem and the spectral analysis for the elasticity equations, respectively. Finally, in [24] a general recovery-based a posteriori error estimation framework for the VEM of arbitrary order on general polygonal/polyhedral meshes has been developed. A posteriori analyses of other techniques of mixed-type on general meshes have been presented in [25] for the Mixed High-Order method, in [10] for the Mimetic Finite Difference method, and in [36] for lowest-order locally conservative methods. However, to the best of our knowledge, no a posteriori error analysis for mixed VEM is available from the literature.

The aim of this paper is to introduce the basic tools to develop the a posteriori error analysis for the mixed VEM. To this end, we consider a second order elliptic equation in divergence form with mixed boundary condition, discretised using the basic mixed VEM of [7]. As usual in the VEM approach, we introduce fully computable approximations for the virtual approximation of the flux variable and establish its corresponding a priori error estimates. In particular, in order to improve on the sub-optimal order provided by the computable component of the flux variable in the broken $H(\text{div})$-norm, observed numerically in [29], we follow [18] and construct by postprocessing second computable approximation of the flux variable, which has an optimal rate of convergence in the aforementioned norm.

The a posteriori error analysis is based on a global inf-sup condition coming from the well-posedness of the continuous problem. Upper bounds are shown for the scalar variable in the $L^2$-norm, the VEM flux variable in the $H(\text{div})$-norm, its projection in the $L^2$-norm, and postprocessing in the broken $H(\text{div})$-norm. The proof uses properties of the interpolation operator associated to the virtual subspace of the flux variable and Clément-type interpolation operators, together with a suitable Helmholtz decomposition. Moreover, some inverse inequalities and localization techniques based on bubble functions will serve to show a lower bound for the error. In this way, we are able to establish the equivalence up to virtual inconsistency terms between the error and the error estimator for the postprocessing of the virtual element approximation, measured in the broken $H(\text{div})$-norm.

1.1. Outline

The remainder of the paper has been structured as follows. In what is left of this section, we introduce some standard notations and the required functional spaces. In Section 2 we introduce the model problem and presents the associate variational formulation. In Section 3 we present the mixed virtual element scheme. The a posteriori error analysis is laid down in details in Section 5. In Section 6, we propose an adaptive algorithm and test its effectiveness with some numerical examples. Finally, in Section 7 we give some concluding remarks.

1.2. Preliminaries

Let us assume that $\Omega \subset \mathbb{R}^2$ be a bounded domain with polygonal boundary $\Gamma$. We denote by $\nu$ the outward unit normal vector to the boundary $\Gamma$. Moreover, we assume that $\Gamma$ admits a disjoint partition $\Gamma = \Gamma_D \cup \Gamma_N$, where $\Gamma_D$ and $\Gamma_N$ are open subsets of $\Gamma$, with $|\Gamma_D|, |\Gamma_N| \neq 0$.

For $s \geq 0$, the symbol $|\cdot|_{s,\Omega}$ stands for the norm of the Hilbertian Sobolev spaces $H^s(\Omega)$, with the convention $H^0(\Omega) := L^2(\Omega)$. We also define the Hilbert space

$$H(\text{div};\Omega) := \left\{ \tau \in [L^2(\Omega)]^2 : \text{div} \tau \in L^2(\Omega) \right\},$$

whose norm is given by $\|\tau\|_{\text{div};\Omega}^2 := \|\tau\|_{0,\Omega}^2 + \|\text{div} \tau\|_{0,\Omega}^2$. Hereafter, we use the following notation for any vector field $\tau = (\tau_i)_{i=1,2}$ and any scalar field $v$:

$$\text{div} \tau := \partial_1 \tau_1 + \partial_2 \tau_2 \quad \text{rot} \tau := \partial_1 \tau_2 - \partial_2 \tau_1 \quad \text{and} \quad \text{rot} v := (\partial_2 v, -\partial_1 v) \quad \text{(1)}.$$
endorsed with the norms
\[ \|\tau\|_H := \|\tau\|_{0,\Omega} + \|\text{div } \tau\|_{0,\Omega} \quad \text{and} \quad \|v\|_Q := \|v\|_{0,\Omega}. \]

Furthermore, we make use of the product space \( H \times Q \) with the norm
\[ \|(\tau,v)\|_{H \times Q} := \|\tau\|_H + \|v\|_Q. \]

In addition, we will denote with \( c \) and \( C \), with or without subscripts, tildes, or hats, a generic constant independent of the mesh parameter \( h \), which may take different values in different occurrences.

2. THE MODEL PROBLEM

We consider the problem
\[ -\text{div}(\kappa \nabla u) = f \quad \text{in } \Omega, \quad u = g \quad \text{on } \Gamma_D \quad \text{and} \quad (\kappa \nabla u) \cdot \nu = 0 \quad \text{on } \Gamma_N, \]
where \( f \in L^2(\Omega) \), \( g \in H^{1/2}(\Gamma_D) \) and \( \kappa \in [L^\infty(\Omega)]^{2 \times 2} \) is an uniformly positive definite tensor, which is assumed to be known. In particular, we denote by \( \kappa^* \) the positive constant satisfying
\[ \kappa^{-1} \zeta \cdot \zeta \geq \kappa^* |\zeta|^2, \quad \forall \zeta \in [L^2(\Omega)]^2. \]

By introducing the flux variable \( \sigma := \kappa \nabla u \) in \( \Omega \) as additional unknown, a mixed variational formulation of (2) becomes:
Find \((\sigma,u)\in H \times Q\) such that
\[ a(\sigma,\tau) + b(\tau,u) = \langle \tau \cdot \nu, g \rangle_{\Gamma_D} \quad \forall \tau \in H, \]
\[ b(\sigma,v) = -\int_{\Omega} f v \quad \forall v \in Q, \]
where \( \langle \cdot, \cdot \rangle \) stands for the duality pairing between \( H^{-1/2}(\Gamma_D) \to H^{1/2}(\Gamma_D) \). In turn, \( a : H \times H \to \mathbb{R} \) and \( b : H \times Q \to \mathbb{R} \) are the bounded bilinear forms defined by
\[ a(\sigma,\tau) := \int_{\Omega} \kappa^{-1} \sigma \cdot \tau, \quad \text{and} \quad b(\tau,u) := \int_{\Omega} u \text{div } \tau. \]

Under the assumptions on \( \kappa, f \) and \( g \), the existence and uniqueness of the weak solution of (4) is consequence of the Babuška-Brezzi theory.

3. THE VIRTUAL ELEMENT METHOD

Let \( \{T_h\}_{h>0} \) be a family of decompositions of \( \Omega \) into open non-overlapping polygonal elements. Then, for each \( K \in T_h \), we denote its diameter by \( h_K \), and also, as usual, \( h := \max \{ h_K : K \in T_h \} \). In what follows we make the following mesh regularity assumptions which are standard in this context (cf. [5][15]).

Assumption 3.1. The family of decompositions \( \{T_h\}_{h>0} \) satisfies:

a) the ratio between the shortest edge and the diameter \( h_K \) of \( K \) is bigger than \( C_T \), and
b) \( K \) is star-shaped with respect to a ball \( B \) of radius \( C_T h_K \) and center \( x_B \in K \).
Remark 3.2. The above assumptions imply that each $K \in T_h$ is simply connected and that there exists an integer $N_T$ (depending only on $C_T$), such that the numbers of edges of each $K \in T_h$ is bounded above by $N_T$.

Moreover, as each element $K$ is star-shaped, it admits a sub-triangulation $T^K_h$ obtained by joining each vertex of $K$ with a point with respect to which $K$ is starred. And the uniform bound on the diameters of the mesh edges ensures that the resulting global triangulation $\hat{T}_h := \bigcup_{K \in T_h} T^K_h$ is shape-regular.

We finally note that the above assumptions allow for very general possibly non-convex polygonal elements. In particular, they permit the natural incorporation of so-called hanging nodes, thus completely avoiding the need of removing hanging nodes typical of standard mesh adaptation algorithms.

Now, given an integer $\ell \geq 0$ and $O \subseteq \mathbb{R}^d$, $d = 1, 2$, we denote by $P_{\ell}(O)$ the space of polynomials on $O$ of degree up to $\ell$. Then, given an edge $e \in \partial K$ with barycentric $x_e$ and diameter $h_e$, we denote the following set of $(\ell + 1)$ normalized monomials on $e$

$$B_\ell(e) := \left\{ \left( \frac{x - x_e}{h_e} \right)^j \right\}_{0 \leq j \leq \ell},$$

which certainly constitutes a basis on $P_{\ell}(e)$. Similarly, on $K \in T_h$ with barycenter $x_K$, we define the following set of $\frac{1}{2}(\ell + 1)(\ell + 2)$ normalized monomials

$$B_\ell(K) := \left\{ \left( \frac{x - x_K}{h_K} \right)^{\alpha} \right\}_{0 \leq |\alpha| \leq \ell},$$

which is a basis of $P_{\ell}(K)$. Notice that in the definition of $B_\ell(K)$ above, we made use of the multi-index notation, that is, given $x := (x_1, x_2)^t \in \mathbb{R}^2$ and $\alpha := (\alpha_1, \alpha_2)^t$, with non-negative integers $\alpha_1, \alpha_2$, we set $x^{\alpha} := x_1^{\alpha_1}x_2^{\alpha_2}$ and $|\alpha| := \alpha_1 + \alpha_2$.

We further let $G_\ell(K)$ be a basis of $\left( \nabla P_{\ell+1}(K) \right) \cap [P_{\ell}(K)]^2$, whereas with $G^e_\ell(K)$ we denote a basis of the $[L^2(K)]^2$-orthogonal of $G_\ell(K)$ in $[P_{\ell}(K)]^2$.

Throughout the paper, we denote by $\Pi_0^k : L^2(K) \rightarrow P_k(K)$ the $L^2(K)$-orthogonal projection onto the space $P_k(K)$, for any $K \in T_h$ and $k \geq 0$. In addition, we will make use of a vectorial version of the aforementioned projector, which is denoted by $\Pi_0^K$. The following approximation properties of these projectors are well-known:

$$\| v - \Pi_0^K(v) \|_{0,K} \leq Ch_{h}^{m} |v|_{m,K} \quad \text{and} \quad \| \tau - \Pi_0^K(\tau) \|_{0,K} \leq Ch_{h}^{m} |\tau|_{m,K} \quad (6)$$

for all $K \in T_h$, and for all $v \in H^m(K)$, $\tau \in [H^m(K)]^2$, with $m \in \{0, 1, \ldots, k + 1\}$.

4. Virtual subspaces and its approximation properties

For any integer $k \geq 0$, we introduce the finite dimensional subspaces of $H$ and $Q$, respectively, given by

$$H^K_h := \left\{ \tau \in H : \ |\tau|_K \in H^K_h \ \forall \ K \in T_h \right\}, \quad (7)$$

and

$$Q^K_h := \left\{ v \in Q : \ |v|_K \in Q^K_h \ \forall \ K \in T_h \right\}, \quad (8)$$

where $Q^K_h := P_k(K)$, and $H^K_h$ is the virtual element space introduced in [7, Section 3.1]. This is defined by

$$H^K_h := \left\{ \tau \in H(\text{div};K) \cap H(\text{rot};K) : \ |\tau|_e \in P_k(e) \ \forall \ edge \ e \in \partial K, \ \div \tau \in P_k(K) \ \text{and} \ \rot \tau \in P_{k-1}(K) \right\}. \quad (9)$$
and is characterised by the following degrees of freedom (cf. [6,7]):

\[
\begin{align*}
\int_e q(\tau \cdot \nu) & \quad \forall \ q \in B_k(e), \quad \forall \text{ edge } e \text{ in } T_h, \\
\int_K \tau \cdot \nabla q & \quad \forall \ q \in B_k(K) \setminus \{1\}, \quad \forall \ K \in T_h, \\
\int_K \tau \cdot \eta & \quad \forall \ \eta \in G_k^e(K), \quad \forall \ K \in T_h.
\end{align*}
\]

(10)

As was remarked in [7, Section 3.2] (see also [6, Section 3.5]), the degrees of freedom [10] allow the explicit computation of the projection \( \Pi_h^K(\tau) \) using only the degrees of freedom of \( \tau \). Moreover, collected together, the local degrees of freedom [10] provide a set of degrees of freedom for the global virtual element space \( H_h \).

For each \( \tau \in H \) such that \( \tau|_K \in [H^1(K)]^2 \) for all \( K \in T_h \), we may denote by \( \tau_I \in H_h \) the Lagrange interpolant of \( \tau \) with respect to the degrees of freedom [10]. For each \( q \in B_k(K) \) we find that

\[
\int_K q \text{div}(\tau - \tau_I) = -\int_K (\tau - \tau_I) \cdot \nabla q + \int_{\partial K} q(\tau - \tau_I) \cdot \nu = 0,
\]

which, thanks to the fact that \( \text{div} \tau_I \in P_k(K) \), implies the commutative property

\[
\text{div} \tau_I = \Pi_h^K(\text{div} \tau) \quad \forall \ \tau \in [H^1(K)]^2.
\]

(11)

Hence we have the following approximation error estimates [5,7].

**Lemma 4.1.** Let \( r \) be an integer such that \( 1 \leq r \leq k + 1 \). Then, there exists a constant \( C > 0 \), independent of \( K \), such that for each \( \tau \in [H^r(K)]^2 \) such that \( \text{div} \tau \in H^r(K) \) there holds

\[
\|\tau - \tau_I\|_{\text{div}; K} \leq C h_K^{r} \left\{|\tau||_{r,K} + |\text{div} \tau||_{r,K}\right\} \quad \forall \ K \in T_h.
\]

(12)

**Proof.** The bound on the divergence term follows from (11) and (6). The result then follows from classical arguments [14]. \( \square \)

### 4.1. Discrete formulation

We now aim to define a virtual scheme for our problem [4] based on the discrete spaces [7] and [8]. To this end, we first notice that the bilinear form \( b \) (cf. [5]) is explicitly computable for all \( (\tau, v) \in H_h \times Q_h \), just by accessing the degrees of freedom [10]. On the contrary, for each \( K \in T_h \), the local version \( a^K : H_h^K \times H_h^K \to R \) of the bilinear form \( a \), which is defined for all \( \zeta, \tau \in H_h^K \times H_h^K \) by

\[
a^K(\zeta, \tau) := \int_K K^{-1} \zeta \cdot \tau,
\]

(13)

is not explicitly computable for \( \zeta, \tau \in H_h^K \) since in general \( \zeta \) and \( \tau \) are not known explicitly on the whole of \( K \). In order to deal with this difficulty, we follow [7, Section 3.3] and introduce a local bilinear form \( a_h^K : H_h^K \times H_h^K \to R \) defined by

\[
a_h^K(\zeta, \tau) := a^K(\Pi_h^K(\zeta), \Pi_h^K(\tau)) + S^K(\zeta - \Pi_h^K(\zeta), \tau - \Pi_h^K(\tau)),
\]

(14)

where \( S^K : H_h^K \times H_h^K \to R \) is any symmetric and positive definite bilinear form such that

\[
\hat{c}_0 a^K(\zeta, \zeta) \leq S^K(\zeta, \zeta) \leq \hat{c}_1 a^K(\zeta, \zeta) \quad \forall \ \zeta \in H_h^K, \text{ with } \Pi_h^K(\zeta) = 0,
\]

(15)
with constants $\hat{c}_0, \hat{c}_1 > 0$ which depend only on the shape regularity constant $C_T$ and on $\kappa$. In particular, to define $S^K$ we can consider the bilinear form associated to the identity matrix in $\mathbb{R}^{n_h^K}$ with respect to the local basis determined by the degrees of freedom [10], and where $n_h^K = \dim H^K_h$. (cf. [5,15]).

The following two lemmas establish the properties of the bilinear form $a^K_h$ and the consistency between $a^K_h$ and $a^K$, respectively.

**Lemma 4.2.** For all $K \in T_h$, there holds

\[
\text{(Consistency)} \quad a^K_h(p, \zeta) = \int_K \kappa^{-1} p : \Pi^0_k(\zeta) \quad \forall p \in [P_k(K)]^2 \quad \text{and} \quad \forall \zeta \in H^K_h,
\]

and further, there exist constants $\alpha_\ast, \alpha^* > 0$, such that

\[
\text{(Stability)} \quad \alpha_\ast a^K(\zeta, \zeta) \leq a^K_h(\zeta, \zeta) \leq \alpha^* a^K(\zeta, \zeta) \quad \forall \zeta \in H^K_h, \forall K \in T_h.
\]

**Proof.** We refer to [7] and [11] for the details.

**Lemma 4.3.** There exists a constant $C > 0$, depending only on $\kappa, \hat{c}_1$ and $\alpha^*$, such that

\[
(a^K_h - a^K)(\zeta, \tau) \leq C \left\{ \| \zeta - \Pi^0_k(\zeta) \|_{0,K} + \| \kappa^{-1} \Pi^0_k(\zeta) - \Pi^0_k(\kappa^{-1}(\zeta - \Pi^0_k(\zeta))) \|_{0,K} \right\} \| \tau \|_{0,K}
\]

for all $\zeta, \tau \in H^K_h$ and for all $K \in T_h$.

**Proof.** We have that

\[
(a^K_h - a^K)(\zeta, \tau) = -\int_K \left\{ \kappa^{-1} \Pi^0_k(\zeta) - \Pi^0_k(\kappa^{-1}(\zeta - \Pi^0_k(\zeta))) \right\} : (\tau - \Pi^0_k(\tau)) - \int_K \kappa^{-1}(\zeta - \Pi^0_k(\zeta)) : \tau + S^K(\zeta - \Pi^0_k(\zeta), \tau - \Pi^0_k(\tau)).
\]

The results now follows from Cauchy-Schwarz inequality and the properties of the bilinear $S^K$. □

According to the definition [14] the global discrete bilinear form $a_h : H_h \times H_h \rightarrow \mathbb{R}$ can now be defined summing together the local contribution [14], that is

\[
a_h(\zeta, \tau) := \sum_{K \in T_h} a^K_h(\zeta, \tau) \quad \forall \zeta, \tau \in H_h.
\]

In this way, the virtual element method associated with the formulation [4] reads:

Find $(\sigma_h, u_h) \in H_h \times Q_h$ such that

\[
a_h(\sigma_h, \tau_h) + b(\tau_h, u_h) = \langle \tau_h \cdot \nu, g \rangle_{\Gamma_D} \quad \forall \tau_h \in H_h,
\]

\[
b(\sigma_h, v_h) = -\int_{\Omega} f v_h \quad \forall v_h \in Q_h.
\]

The well-posedness of [17] follows from Lemma 4.2 and of the well-posedness of [4]. In addition, we have the following result about the a priori error estimates for the schemes [4] and [17].

**Theorem 4.4.** Let $(\sigma, u) \in H \times Q$ and $(\sigma_h, u_h) \in H_h \times Q_h$ be the unique solutions of the continuous and discrete schemes [4] and [17], respectively. In addition, assume that for some $s \in [1, k + 1]$ there hold $\sigma|_K \in H^s(K)$ and $\text{div} \sigma|_K, u|_K \in H^s(K)$ for each $K \in T_h$. Then, there exist a positive constant $C > 0$, independent of $h$, such that

\[
\| (\sigma, u) - (\sigma_h, u_h) \|_{H \times Q} \leq Ch^s \left\{ \sum_{K \in T_h} |\sigma|_{s,K}^2 + |\text{div} \sigma|_{s,K}^2 + |u|_{s,K}^2 \right\}^{1/2}.
\]
\textbf{Proof.} The result is consequence of \cite{15} Theorem 6.1 and of a straightforward application of the approximation properties provided by \cite{6} and Lemma 4.1. \hfill \blacksquare

4.2. Computable approximations

A first fully computable approximation $\hat{\sigma}_h \in Q$ of the VEM solution $\sigma_h \in H$ is given by
\begin{equation}
\hat{\sigma}_h := \Pi_0^h(\sigma_h).
\end{equation}
The corresponding a priori error estimates for the error $\|\sigma - \hat{\sigma}_h\|_Q$ immediately follows from the foregoing Theorem 4.4 and the triangle inequality.

\textbf{Theorem 4.5.} Let $(\sigma, u) \in H \times Q$ and $(\sigma_h, u_h) \in H_h \times Q_h$ be the unique solutions of the continuous and discrete schemes \cite{4} and \cite{17}, respectively. In addition, assume that for some $s \in [1, k + 1]$ there hold $\sigma|_K \in H^s(K)$ and $u|_K \in H^s(K)$ for each $K \in T_h$. Then, there exists a positive constant $C > 0$, independent of $h$, such that
\begin{equation}
\|\sigma - \hat{\sigma}_h\|_Q + \|u - u_h\|_Q \leq Ch^s \left\{ \sum_{K \in T_h} |\sigma|^2_{s,k} + |u|^2_{s,k} \right\}^{1/2}.
\end{equation}

Next, motivated by the non-satisfactory order provided by $\hat{\sigma}_h$ in the broken $H(\text{div})$-norm (see \cite{29} Section 5) for numerical evidences of this fact), we proceed as in \cite{18} Section 5.3 (see also \cite{19}) and construct, by local postprocessing, a second approximation $\sigma^*_h$ for the flux variable $\sigma$ which has an optimal rate of convergence in such norm. To this end, for each $K \in T_h$ we let $(\cdot, \cdot)_{\text{div}; K}$ be the usual $H(\text{div}; K)$-inner product with induced norm $\|\cdot\|_{\text{div}; K}$ and $\sigma^*_h|_K := \sigma^*_h \in [P_{k+1}(K)]^2$ be the unique solution of the local problem
\begin{equation}
(\sigma^*_h, \tau)_\text{div;K} = \int_K \hat{\sigma}_h \cdot \tau + \int_K \text{div} \sigma_h \text{div} \tau_h \quad \forall \tau_h \in [P_{k+1}(K)]^2.
\end{equation}
We stress that $\sigma^*_h|_K$ can be explicitly computed for each $K \in T_h$, independently. Then, the rate of convergence for the broken $H(\text{div}; \Omega)$-norm of $\sigma - \sigma^*_h$ is established as follows.

\textbf{Theorem 4.6.} Assume that the hypotheses of Theorem 4.4 are satisfied. Then, there exists a positive constant $C$, independent of $h$, such that
\begin{equation}
\left\{ \sum_{K \in T_h} \|\sigma - \sigma^*_h|_K\|^2_{\text{div; K}} \right\}^{1/2} \leq Ch^s \left\{ \sum_{K \in T_h} |\sigma|^2_{s,k} + |\text{div} \sigma|^2_{s,k} \right\}^{1/2}.
\end{equation}
\textbf{Proof.} See \cite{18} Section 5.3, Theorem 5.5. \hfill \blacksquare

5. A POSTERIORI ERROR ANALYSIS

In this section we develop a residual-based a posteriori error analysis for the mixed virtual element scheme \cite{17}. The proof of the a posteriori upper bound on the error is based on a global inf-sup condition, (cf. \cite{2}), and a suitable Helmholtz decomposition; the lower bound is derived as usual via techniques based on bubble functions together with inverse inequalities.

5.1. Preliminaries

We let $\mathcal{E}_h = \mathcal{E}_h(\Omega) \cup \mathcal{E}_h(\Gamma_D) \cup \mathcal{E}_h(\Gamma_N)$ be the set of all edges of $T_h$, where $\mathcal{E}_h(\Omega) := \{ e \in \mathcal{E}_h : e \subseteq \Omega \},$ $\mathcal{E}_h(\Gamma_D) := \{ e \in \mathcal{E}_h : e \subseteq \Gamma_D \},$ and $\mathcal{E}_h(\Gamma_N) := \{ e \in \mathcal{E}_h : e \subseteq \Gamma_N \}$. And, for a given $K \in T_h$, we denote by $\mathcal{E}(K) \subset \mathcal{E}_h$ the set of edges of $K$. Given an edge $e \in \mathcal{E}_h$, we let $h_e$ be its length and we fix a unit normal
vector \( \nu_e := (\nu_1, \nu_2)^t \) and let \( s_e := (-\nu_2, \nu_1)^t \) be the corresponding unit tangential vector along \( e \). However, when no confusion arises, we simply write \( \nu \) and \( s \) instead of \( \nu_e \) and \( s_e \), respectively. Now, given \( \zeta \in [L^2(\Omega)]^2 \), for each \( K \in \mathcal{T}_h \) and \( e \in \mathcal{E}_h(\Omega) \cap \mathcal{E}(K) \) we denote by \( [\zeta \cdot s] \) the tangential jump of \( \zeta \) across \( e \), that is \( [\zeta \cdot s] := (\zeta|_K - \zeta|_{K'})|_e \cdot s \), where \( K \) and \( K' \) are the elements of \( \mathcal{T}_h \) having \( e \) as a common edge.

We first recall the conforming VEM spaces from \([5]\), which will be used as an auxiliary space in the a posteriori analysis below. Given \( k \geq 0 \), we consider the space defined by

\[
V_h := \{ v \in H^1(\Omega) : v|_{\partial K} \in \mathbb{B}_k(\partial K) \text{ and } \Delta v \in P_{k-1}(K) \quad \forall K \in \mathcal{T}_h \},
\]

where

\[
\mathbb{B}_k(\partial K) := \{ v \in C(\partial K) : v|_e \in P_{k+1}(e) \quad \forall \text{ edge } e \subseteq \partial K \}.
\]

It has been shown in \([33] \text{ Section 4, Proposition 4.2}\) that there exists an interpolation operator \( \mathcal{I}_h : H^1(\Omega) \to V_h \), such that there holds

\[
\| v - \mathcal{I}_h(v) \|_{0,K} + h_K \| v - \mathcal{I}_h(v) \|_{1,K} \leq c_1 h_K \| v \|_{1,K} \quad \forall v \in H^1(K). \tag{23}
\]

From this, using a scaled trace inequality, the Cauchy-Schwarz inequality, and Assumption 3.1 it follows that

\[
\| v - \mathcal{I}_h(v) \|_{0,e} \leq c_2 h_e^{1/2} \| v \|_{1,K} \quad \forall e \in \mathcal{E}_h. \tag{24}
\]

We now let \( H^1_{1,N}(\Omega) := \{ v \in H^1(\Omega) : v = 0 \text{ on } \Gamma_N \} \) and consider the virtual element subspace given by

\[
\bar{V}_h := V_h \cap H^1_{1,N}(\Omega). \tag{25}
\]

Also, we introduce, analogously as before, the interpolation operator \( \tilde{I}_h : H^1_{1,N}(\Omega) \to \bar{V}_h \) such that \( \tilde{I}_h := I_h|_{H^1_{1,N}(\Omega)} \). In addition, the following lemma establishes an important relation between the virtual spaces \( \bar{V}_h \) and \( \tilde{H}_h \) (cf. \([7]\)).

**Lemma 5.1.** For \( k \geq 0 \), given \( v \in \bar{V}_h \) we have \( \text{rot} v \in H_k \).

**Proof.** Given \( v \in \bar{V}_h \), it is easy to see that \( \text{rot} v \in H \). Moreover, given \( K \in \mathcal{T}_h \), we observe that \( \text{rot}(\text{rot} v) = -\Delta v \in P_{k-1}(K) \). Furthermore, following \([6] \text{ Section 8, Theorem 3}\), we have that \( \text{rot} v \cdot v|_e = \nabla v \cdot s|_e \in P_k(e) \)
for all edge \( e \in \partial K \). Hence, we conclude that \( \text{rot} v|_K \in H^1_K \) for all \( K \in \mathcal{T}_h \). \( \square \)

We now recall from \([16] \text{ Section 3.3}\) some preliminary notations and technical results. For each element \( K \in \mathcal{T}_h \) we first define \( \hat{K} := T_K(K) \), where \( T_K : \mathbb{R}^2 \to \mathbb{R}^2 \) is the bijective affine mapping defined by

\[
T_K(x) := \frac{x - x_B}{h_K} \quad \forall x \in \mathbb{R}^2.
\]

Then, as it was remarked in \([16] \text{ Section 3.3}\), it is easy to see that the diameter \( h_{\hat{K}} \) of \( \hat{K} \) is 1, the shortest edge of \( \hat{K} \) is bigger than \( C_T \) (which follows from Assumption 3.1), and \( \hat{K} \) is star-shaped with respect to a ball \( \hat{B} \) of radius \( C_T \) and centered at the origin. Then, by connecting each vertex of \( \hat{K} \) to the center of \( \hat{B} \), that is to the origin, we generate a partition of \( \hat{K} \) into \( d_{\hat{K}} \) triangles \( \hat{\Delta}_i \), \( i \in \{1, 2, \ldots, d_{\hat{K}}\} \), where \( d_{\hat{K}} \leq N_T \), and for which the minimum angle condition is satisfied. The later means that there exists a constant \( c_T > 0 \), depending only on \( C_T \) and \( N_T \), such that \( h_i(\hat{p}_i)^{-1} \leq c_T \) \( \forall i \in \{1, 2, \ldots, d_{\hat{K}}\} \), where \( h_i \) is the diameter of \( \hat{\Delta}_i \) and \( \hat{p}_i \) is the diameter of the largest ball contained in \( \hat{\Delta}_i \). We also let \( \hat{\Delta} \) be the canonical triangle of \( \mathbb{R}^2 \) with corresponding parameters \( \hat{h} \) and \( \hat{p} \). In what follows, given \( K \in \mathcal{T}_h \) and \( \zeta \in [H^1(\Omega)]^2 \), we let \( \hat{\zeta} := \zeta \circ T_K^{-1} \in [H^1(\hat{K})]^2 \). With this notation at hand, we prove the following interpolation error bound for normal components of \( H \) functions on edges which generalises to the VEM setting on polygons the analogous result for mixed-FEM given by Lemma 3.18 in \([27]\).
Lemma 5.2. There exists a constant $c_3 > 0$, independent of $h$, such that for all $\tau \in [H^1(\Omega)]^2$, there holds
\[
\| (\tau - \tau_I) \cdot \nu_e \|_{0,e} \leq c_3 h_e^{1/2} |\tau|_{1,K} \quad \forall \ e \in E_h, \tag{26}
\]
where $K$ is any element of $T_h$ such that $K \in \omega_e$.

Proof. The proof is based on the availability of the sub-triangulation of the scaled element $\tilde{K}$ (cf. Remark 3.2), and follows along the lines of the proof of Lemma 3.18 in [27]. Let $e \in E_h$ and $K \in T_h$ such that $K \in \omega_e$, and let $\tilde{e}$ be the edge of $\partial \tilde{K}$, such that $e = T_{\tilde{K}}^{-1}(\tilde{e})$. We further define $T_e := T_K|_e$. Now, given $\tau \in [H^1(K)]^2$, we know from [7] and the definition of $\tau_I$, respectively, that $\tau_I \cdot \nu|_e \in P_k(e)$ and
\[
\int_e q(\tau - \tau_I) \cdot \nu = 0 \quad \forall \ q \in B_k(e).
\]
In turns, this implies that
\[
\tau_I \cdot \nu_e = \Pi_k^e(\tau \cdot \nu_e),
\]
where $\Pi_k^e : L^2(e) \to P_k(e)$ is the orthogonal projector. Then, it is easy to see that $\overline{\Pi_k^e}(v) = \Pi_k^e(\overline{v})$ $\forall \ v \in L^2(e)$, where $\Pi_k^e : L^2(\tilde{e}) \to P_k(\tilde{e})$ is the corresponding orthogonal projector. Hence, we obtain
\[
\| (\tau - \tau_I) \cdot \nu_e \|_{0,e} = \| \tau \cdot \nu_e - \Pi_k^e(\tau \cdot \nu_e) \|_{0,e} = \frac{h_e^{1/2}}{h_{\tilde{e}}^{1/2}} \| \widetilde{\tau} \cdot \nu_e - \Pi_k^e(\widetilde{\tau} \cdot \nu_e) \|_{0,\tilde{e}} \leq \frac{h_e^{1/2}}{h_{\tilde{e}}^{1/2}} \| \widetilde{\tau} \cdot \nu_e \|_{0,\tilde{e}} \leq \frac{h_e^{1/2}}{h_{\tilde{e}}^{1/2}} \| \tau \|_{0,\tilde{e}}. \tag{27}
\]
Now, let $\tilde{\Delta}$ be the triangle formed connecting the end points of $\tilde{e}$ to the center of $\tilde{B}$ and consider $\overline{\tau} := \overline{\tau}|_{\tilde{\Delta}} \circ F \in [H^1(\tilde{\Delta})]^2$, where $F : \mathbb{R}^2 \to \mathbb{R}^2$ is the bijective linear mapping defined by $F(x) := Bx \quad \forall \ x \in \mathbb{R}^2$, with $B \in \mathbb{R}^{2 \times 2}$ invertible, such that $F(\tilde{\Delta})$. Let $\tilde{e}$ be the edge of $\partial \tilde{\Delta}$ such that $\tilde{e} = F(\tilde{e})$, then
\[
\| \overline{\tau} \|_{0,\tilde{e}} = \| \frac{h_{\tilde{e}}^{1/2}}{h_e^{1/2}} \overline{\tau} \|_{0,\tilde{e}} = \hat{C} h_{\tilde{e}}^{1/2} \| \overline{\tau} \|_{0,\tilde{e}}. \tag{28}
\]
Now, considering $\varphi \in C^\infty(\tilde{\Delta})$ such that $\varphi \equiv 1$ in a neighbourhood of $\tilde{e}$, and $\varphi \equiv 0$ in a neighbourhood of the vertex opposite to $\tilde{e}$, and applying the trace theorem in $H^1(\tilde{\Delta})$, the Friedrichs-Poincaré inequality, and the Leibniz rule, we get
\[
\| \overline{\tau} \varphi \|_{0,\tilde{e}} \leq \| \overline{\tau} \varphi \|_{0,\partial \tilde{\Delta}} \leq |\nu_{\tilde{e}}| \| \overline{\tau} \varphi \|_{1,\tilde{\Delta}} \leq |\nu_{\tilde{e}}| C_p |\overline{\tau} \varphi|_{1,\tilde{\Delta}} \leq C_p |\overline{\tau} \varphi|_{1,\tilde{\Delta}}.
\]
Using this to bound (28) and replacing the resulting bound in (27) we deduce that
\[
\| (\tau - \tau_I) \cdot \nu_e \|_{0,e} \leq C_{\varphi} |\nu_{\tilde{e}}| C_p \hat{C} h_{\tilde{e}}^{1/2} |\overline{\tau}|_{1,\tilde{\Delta}} \leq \hat{C}_1 C_{\varphi} |\nu_{\tilde{e}}| C_p \hat{C} h_{\tilde{e}}^{1/2} |\overline{\tau}|_{1,\tilde{\Delta}} \leq \hat{C}_1 C_{\varphi} |\nu_{\tilde{e}}| C_p \hat{C} h_{\tilde{e}}^{1/2} |\overline{\tau}|_{1,\tilde{\Delta}} \leq c_3 h_{\tilde{e}}^{1/2} |\tau|_{1,K},
\]
where $c_3 := C_1 \hat{C}_1 C_{\varphi} |\nu_{\tilde{e}}| C_p \hat{C}$, with $\hat{C}_1$ and $C_1$, the $H^1$-seminorm scaly constants on $\tilde{\Delta}$ and $K$, respectively, thus concluding the proof. □
5.2. A posteriori error estimator

Let \((\sigma_h, u_h) \in H_h \times Q_h\) be the unique solution of \((17)\). In addition, let \(\tilde{\sigma}_h, \sigma_h^*\) be the discrete approximations introduced in \((19)\) and \((21)\), respectively. For each \(K \in T_h\), we define the following local and computable error indicators:

\[
\Phi^2_{1,K} := \|f + \text{div} \sigma_h\|_{0,K}^2, \quad \Lambda^2_{1,K} := \|\tilde{\sigma}_h - \sigma_h^*\|_{0,K}^2, \quad \Upsilon^2_{1,K} := \|\kappa^{-1} - \kappa_h\|_{0,K}^2 \quad \text{for } K \in \mathcal{T}_h.
\]

\[
\Psi^2_{2,K} := \sum_{i=1}^{2} \Psi^2_{i,K}, \quad \eta^2_{2,K} := \sum_{i=1}^{2} \eta^2_{i,K}, \quad \theta^2_{2,K} := \sum_{i=1}^{3} \theta^2_{i,K},
\]

where

\[
\Psi^2_{1,K} := \|\sigma_h - \tilde{\sigma}_h\|_{0,K}^2, \quad \Psi^2_{2,K} := \|\kappa^{-1} \tilde{\sigma}_h - \Pi_k(\kappa^{-1} \tilde{\sigma}_h)\|_{0,K}^2.
\]

\[
\eta^2_{1,K} := h_K^2 \|\kappa_h \sigma_h^* - \nabla u_h\|_{0,K}^2, \quad \eta^2_{2,K} := \sum_{e \in \mathcal{E}(K) \cap \mathcal{E}_h(\Gamma_D)} h_e \|u_h - g\|_{0,e}^2.
\]

\[
\theta^2_{1,K} := h_K^2 \|\text{rot} (\kappa_h \sigma_h^*)\|_{0,K}^2, \quad \theta^2_{2,K} := \sum_{e \in \mathcal{E}(K) \cap \mathcal{E}_h(\Omega)} h_e \|\kappa_h \sigma_h^* \cdot s\|_{0,e}^2.
\]

\[
\theta^2_{3,K} := \sum_{e \in \mathcal{E}(K) \cap \mathcal{E}_h(\Gamma_D)} h_e \|\kappa_h \sigma_h^* \cdot s - \frac{dg}{ds}\|_{0,e}^2,
\]

and \(\kappa_h\) is a piecewise-polynomial approximation of \(\kappa^{-1}\).

**Remark 5.3.** Notice that from the residual character of the indicators, the computability of each local term becomes clear. This is the case for all terms apart from \(\Psi_{1,K}\) which is not directly computable but is immediately bounded by a computable term using the stability property of Lemma \(4.2\). As such, this term represents, together with \(\Psi_{2,K}\), a bound on the error related to the inconsistency between the continuous and discrete bilinear forms, \(a^K\) and \(a^K_h\), (cf. Lemma \(4.3\)).

We further observe that the last term in \(\theta_{3,K}\) requires the trace \(g\) to be more regular. This assumption will be stated and clarified below in Lemma \(5.9\).

**Remark 5.4.** If \(\kappa\) is piecewise-constant on each \(K \in \mathcal{T}_h\), we have that \(\Upsilon_{1,K}\) and \(\Psi_{2,K}\) are null, whereas if we use homogeneous boundary conditions on \(\Gamma_D\), we deduce that \(\eta_{2,K}\) is null.

**Remark 5.5.** Through the a posteriori analysis below, it will be clear that the same terms but without the postprocessing, hence with \(\tilde{\sigma}_h\) in place of \(\sigma_h^*\) everywhere, also constitute an a posteriori bound for the error \(\|\sigma - \sigma_h\|_H\). However, as we shall see, the introduction of \(\sigma_h^*\) will permit us to include an optimal bound on the broken \(H(\text{div}; \Omega)\)-norm of computable quantities.

5.3. Upper bound

We proceed with the following preliminary estimate

**Lemma 5.6.** Let \((\sigma, u) \in H \times Q\) and \((\sigma_h, u_h) \in H_h \times Q_h\) be the unique solutions of \((4)\) and \((17)\), respectively. In addition, let \(\sigma_h^*\) be the discrete approximation introduced in \((21)\). Then, there exists a positive constant \(C\), independent of \(h\), such that

\[
C\|\sigma - \sigma_h\|_{H \times Q} \leq \left\{ \sum_{K \in \mathcal{T}_h} \Phi^2_{K} + \Upsilon^2_{K} + \Psi^2_{K} + \Lambda^2_{1,K} \right\}^{1/2} + \sup_{\tau \neq 0} \frac{E(\tau)}{\|\tau\|_H},
\]

\[
(29)
\]
where
\[ E(\tau) := -\int_{\Omega} \kappa \sigma_h^\ast \cdot (\tau - \tau_h) - \int_{\Omega} u_h \text{div}(\tau - \tau_h) + \langle (\tau - \tau_h) \cdot \nu, g \rangle_{\Gamma_D}, \] (30)
for all \( \tau_h \in H_h \) such that \( \|\tau_h\|_Q \leq C\|\tau\|_H \) for some positive constant \( C \) independent of \( \tau \).

Proof. Consider the bounded linear operator \( A : H \times Q \to (H \times Q)' \) induced by the left hand-side of (4), that is, the linear operator defined by
\[
[A(\rho, z), (\tau, v)] := a(\rho, \tau) + b(\tau, z) + b(\rho, v).
\] (31)
From the well-posedness of the variational formulation (4), we know that \( A \) is an isomorphism. In particular, there exists a positive constant \( C \), such that
\[
C\| (\rho, z) \|_{H \times Q} \leq \sup_{(\tau, v) \in H \times Q} \frac{[A(\rho, z), (\tau, v)]}{\| (\tau, v) \|_{H \times Q}}.
\]
Now, applying the foregoing equation to \( (\rho, z) := (\sigma - \sigma_h, u - u_h) \), from (31), we get
\[
C\| (\sigma, u) - (\sigma_h, u_h) \|_{H \times Q} \leq \sup_{(\tau, v) \in H \times Q} \frac{a(\sigma - \sigma_h, \tau) + b(\tau, u - u_h) + b(\sigma - \sigma_h, v)}{\| (\tau, v) \|_{H \times Q}}
\]
(32)
\[
\leq \sup_{v \in Q} \frac{b(\sigma - \sigma_h, v)}{\| v \|_{Q}} + \sup_{\tau \in H, \tau \neq 0} \frac{a(\sigma - \sigma_h, \tau) + b(\tau, u - u_h)}{\| \tau \|_H}.
\]
and it remains to bound the second term above. To this end, given \( \tau \in H \) and any \( \tau_h \in H_h \), from (4) and (17), we have that
\[
a(\sigma - \sigma_h, \tau) + b(\tau, u - u_h) = -a(\sigma_h, \tau) - b(\tau, u_h) + \langle \tau \cdot \nu, g \rangle_{\Gamma_D}
\]
\[
= \langle \tau_h \cdot \nu, g \rangle_{\Gamma_D} - a(\sigma_h, \tau) - b(\tau, u_h) + \langle (\tau - \tau_h) \cdot \nu, g \rangle_{\Gamma_D}
\]
\[
= a_h(\sigma_h, \tau_h) - a(\sigma_h, \tau) - b(\tau - \tau_h, u_h) + \langle (\tau - \tau_h) \cdot \nu, g \rangle_{\Gamma_D}
\]
\[
= (a_h - a)(\sigma_h, \tau_h) - a(\sigma_h - \sigma_h^\ast, \tau - \tau_h)
\]
\[
- a(\sigma_h - \kappa \kappa \sigma_h^\ast, \tau - \tau_h)
\]
\[
- a(\kappa \kappa \sigma_h^\ast, \tau - \tau_h) - b(\tau - \tau_h, u_h) + \langle (\tau - \tau_h) \cdot \nu, g \rangle_{\Gamma_D}
\]
\[
= : I + II + III.
\]
Now, in what follows we take in particular \( \tau_h \in H_h \) with \( \|\tau_h\|_Q \leq C\|\tau\|_H \) for some positive constant \( C \) independent of \( \tau \). For \( I \) and \( II \), we use the bound of Lemma 4.3 and the Cauchy-Schwarz inequality to deduce
\[
I := (a_h - a)(\sigma_h, \tau_h) - a(\sigma_h - \sigma_h^\ast, \tau - \tau_h) \leq C \left\{ \sum_{K \in T_h} \Psi_k^2 + \Lambda_k^2 \right\}^{1/2} \| \tau \|_H ,
\] (33)
and
\[
II := -a(\sigma_h^\ast - \kappa \kappa \sigma_h^\ast, \tau - \tau_h) \leq C \left\{ \sum_{K \in T_h} \Upsilon_k^2 \right\}^{1/2} \| \tau \|_H ,
\] (34)
whereas bearing mind the functional $E$ (cf. (30)), we use the definitions (5) to get
\[ III := -a(\kappa h \sigma_h^* \cdot \tau - \tau_h) - b(\tau - \tau_h, u_h) + \langle (\tau - \tau_h) \cdot \nu, g \rangle_{\Gamma_D} = E(\tau). \] 

Finally, replacing (33)-(35) into (32), we conclude the proof.

**Proof.** See [2, Lemma 3.9] for more details.

**Lemma 5.7.** Assume that $\Omega$ is a connected domain and that $\Gamma_N$ is contained in the boundary of a convex part of $\Omega$, that is there exists a convex domain $B$ such that $\Omega \subset B$ and $\Gamma_N \subset \partial B$. Then, for each $\tau \in H$ (cf. (1)), there exist $\zeta \in H^1(\Omega)$ with $\zeta \cdot \nu = 0$ on $\Gamma_N$ and $\chi \in H^1_{\Gamma_N}(\Omega)$ (cf. Section 5.1) such that
\[ \tau = \zeta + \mathrm{rot} \chi \quad \text{in} \quad \Omega, \quad \text{div} \zeta = \text{div} \tau \quad \text{in} \quad \Omega, \] 
and
\[ \|\zeta\|_{1,\Omega} + \|\chi\|_{1,\Omega} \leq C\|\tau\|_{\text{div};\Omega}, \] 
with a positive constant $C$ independent of $\tau$.

**Proof.** See [2, Lemma 3.9] for more details. \qed

Now, for $\tau \in H$ from Lemmas 5.1 and 5.7, we define $\chi_h := \tilde{T}_h(\chi) \in \tilde{V}_h$, and set
\[ \tau_h := \zeta_I + \mathrm{rot} \chi_h \in H_h, \] 
as its associated discrete Helmholtz decomposition. Now, it follows from (38), the triangle inequality, (6), (23) and (37) that
\[ \|\tau_h\|_Q \leq \|\zeta - \zeta_I\|_Q + \|\chi - \chi_h\|_{1,\Omega} + \|\chi\|_{1,\Omega} \leq C\|\tau\|_H, \] 
with a positive constant $C$ independent of $\tau$. Next, we can write
\[ \tau - \tau_h = \zeta - \zeta_I + \mathrm{rot}(\chi - \chi_h), \] 
from which, using (11), and the fact that $\text{div} \zeta = \text{div} \tau$ in $\Omega$, we deduce
\[ \int_{\Omega} u_h \text{div}(\tau - \tau_h) = \int_{\Omega} u_h \text{div}(\zeta - \zeta_I) = 0. \] 

Then, using the choice for $\tau_h$ given by (38) to bound the supremum in (29), replacing (39) and (40) into (30), we find that $E(\tau) = E_1(\zeta) + E_2(\chi)$ where
\[ E_1(\zeta) := -\int_{\Omega} \kappa h \sigma_h^* \cdot (\zeta - \zeta_I) + \langle (\zeta - \zeta_I) \cdot \nu, g \rangle_{\Gamma_D}, \] 
and
\[ E_2(\chi) := -\int_{\Omega} \kappa h \sigma_h^* \cdot \mathrm{rot}(\chi - \chi_h) + \langle \mathrm{rot}(\chi - \chi_h) \cdot \nu, g \rangle_{\Gamma_D}. \] 
The following two lemmas provide the upper bounds for $|E_1(\zeta)|$ and $|E_2(\chi)|$.

**Lemma 5.8.** There exists $C > 0$, independent of $h$, such that
\[ |E_1(\zeta)| \leq C \left\{ \sum_{K \in \mathcal{T}} \eta_K^2 \right\}^{1/2} \|\tau\|_{\text{div};\Omega}. \]
Proof. We rewrite the second term in $E_1(\zeta)$ as:

$$\langle (\zeta - \zeta_I) \cdot \nu, g \rangle_{\Gamma_D} = \sum_{e \in \mathcal{E}_h(\Gamma_D)} \int e g (\zeta - \zeta_I) \cdot \nu.$$  \hspace{1cm} (43)

Next, since $u_h|_K \in P_k(K)$, we have

$$\int e u_h(\zeta - \zeta_I) \cdot \nu = 0 \quad \forall e \in \mathcal{E}(K) \cap \mathcal{E}_h(\Gamma_D),$$

and

$$\int_K (\zeta - \zeta_I) \cdot \nabla u_h = 0,$$

for all $K \in \mathcal{T}_h$. Hence, using the above expressions, we can write

$$E_1(\zeta) = - \sum_{K \in \mathcal{T}_h} \left\{ \int_K (\kappa_h \sigma_h^* - \nabla u_h) \cdot (\zeta - \zeta_I) + \sum_{e \in \mathcal{E}(K) \cap \mathcal{E}_h(\Gamma_D)} \int e (u_h - g)(\zeta - \zeta_I) \cdot \nu \right\},$$

from which, applying the Cauchy-Schwarz inequality, the approximation properties (6) and (26), and the fact $\|\zeta\|_{1,\Omega} \leq \|	au\|_{\text{div},\Omega}$, we obtain the required estimate. \hfill \square

Lemma 5.9. Assume that $g \in H^1(\Gamma_D)$. Then, there exists $C > 0$, independent of $h$, such that

$$|E_2(\chi)| \leq C \left\{ \sum_{K \in \mathcal{T}} \theta^2_K \right\}^{1/2} \|\tau\|_{\text{div},\Omega}.$$  

Proof. We proceed as in the proof of the Lemma 3.11 in [2]. Integrating by parts on each $K \in \mathcal{T}_h$, using that $\text{rot}(\chi - \chi_h) \cdot \nu = \frac{d}{ds}(\chi - \chi_h)$, noting that $\frac{dg}{ds} \in L^2(\Gamma_D)$, and using the fact that $\chi|_{\Gamma_N} = \chi_h|_{\Gamma_N} = 0$, we get

$$E_2(\chi) = - \sum_{K \in \mathcal{T}_h} \int_K \kappa_h \sigma_h^* \cdot \text{rot} (\chi - \chi_h) + \langle \frac{d}{ds}(\chi - \chi_h), g \rangle_{\Gamma_D}$$

$$= - \sum_{K \in \mathcal{T}_h} \left\{ \int_K \text{rot} (\kappa_h \sigma_h^*) (\chi - \chi_h) - \int_{\partial K} (\kappa_h \sigma_h^* \cdot s_K)(\chi - \chi_h) \right\} - \int_{\Gamma_D} \frac{dg}{ds}(\chi - \chi_h)$$

$$= - \sum_{K \in \mathcal{T}_h} \left\{ \int_K \text{rot} (\kappa_h \sigma_h^*) (\chi - \chi_h) - \sum_{e \in \mathcal{E}(K) \cap \mathcal{E}_h(\Gamma_D)} \int e [\kappa_h \sigma_h^* \cdot s](\chi - \chi_h) \right\} - \sum_{e \in \mathcal{E}(K) \cap \mathcal{E}_h(\Gamma_D)} \int e (\kappa_h \sigma_h^* \cdot s - \frac{dg}{ds})(\chi - \chi_h).$$

In this way, since $\chi_h = \tilde{I}_h(\chi)$, applying the Cauchy-Schwarz inequality to each term in the above expression and making use of the approximation properties (23) and (24) and the fact that the number of elements in $\omega_e$ is bounded, we conclude the proof. \hfill \square

Finally, from Lemmas 5.6, 5.8 and 5.9 we deduce an upper bound for the global error.

Theorem 5.10. Let $(\sigma, u) \in H \times Q$ and $(\sigma_h, u_h) \in H_h \times Q_h$ be the unique solutions of the problem (41) and (17), respectively. Then, there exists a positive constant $C$, independent of $h$, such that

$$\| (\sigma, u) - (\sigma_h, u_h) \|_{H \times Q} \leq C \left\{ \sum_{K \in \mathcal{T}_h} \Phi^2_K + \Upsilon^2_K + \Psi^2_K + \Lambda^2_{1,K} + \eta^2_K + \theta^2_K \right\}^{1/2}. $$
We recall from the discussion in Section 4.2 that the corresponding result for the computable quantity \( \hat{\sigma}_h \) is only to be expected in the \( L^2 \)-norm. Instead, for the error using the postprocessing flux we are able to obtain the following result in line with Theorem 5.10.

**Theorem 5.11.** Let \( (\sigma, u) \in H \times Q \) and \( (\sigma_h, u_h) \in H_h \times Q_h \) be the unique solutions of the problem \( P \) and \( (17) \), respectively. In addition, let \( \sigma_h^* \) be the discrete postprocessing introduced in (21). Then, there exists a positive constant \( C \), independent of \( h \), such that

\[
\left\{ \sum_{K \in T_h} \| \sigma - \sigma_h^* \|_{\text{div}; K}^2 \right\}^{1/2} + \| u - u_h \|_Q \leq C \left\{ \sum_{K \in T_h} \Phi_h^2 + \Psi_h^2 + \Lambda_h^2 + \eta_h^2 + \theta_h^2 \right\}^{1/2},
\]

with

\[
A_{h,K}^2 := \sum_{i=1}^2 \Lambda_{h,K}^2 \quad \text{where} \quad A_{h,K}^2 := \| \text{div} \sigma_h - \text{div} \sigma_h^* \|_{0,K}^2.
\]

**Proof.** From the triangle inequality, we have

\[
\| \sigma - \sigma_h^* \|_{\text{div}; K} \leq \| \sigma - \sigma_h \|_{\text{div}; K} + \| \sigma_h - \sigma_h^* \|_{0,K} + \| \text{div} \sigma_h - \text{div} \sigma_h^* \|_{0,K}.
\]

Then, since \( H(\text{div}; \Omega) \subset H(\text{div}; T_h) \) and using the definition of \( \Psi_h^2 \) and \( \Lambda_h^2 \), we get

\[
\left\{ \sum_{K \in T_h} \| \sigma - \sigma_h^* \|_{\text{div}; K}^2 \right\}^{1/2} \leq C \left\{ \| \sigma - \sigma_h \|_H + \left\{ \sum_{K \in T_h} \Psi_h^2 + \Lambda_h^2 \right\}^{1/2} \right\}.
\]

Therefore, the result is consequence of the foregoing equation and the Theorem 5.10. \( \square \)

### 5.4. Lower bound

In this section we derive suitable upper bounds for the terms defining the local error indicators. First, using that \( f = -\text{div} \sigma \) in \( \Omega \) we have that

\[
\Phi_h^2 = \| \text{div}(\sigma - \sigma_h) \|_{0,K}^2 \leq 2 \left\{ \| \sigma - \sigma_h^* \|_{\text{div}; K}^2 + \Lambda_{h,K}^2 \right\}.
\]

Moreover, adding and subtracting \( \sigma \), we easily have

\[
\Lambda_{h,K}^2 = \| \sigma_h - \sigma_h^* \|_{0,K}^2 + \| \text{div} \sigma_h - \text{div} \sigma_h^* \|_{0,K}^2
\]

\[
\leq 2 \left\{ \| \sigma - \sigma_h \|_{0,K}^2 + \| \sigma - \sigma_h^* \|_{\text{div}; K}^2 + \Phi_h^2 \right\}.
\]

In addition, proceeding as in [20] Lemma 18, we deduce

\[
\Psi_h^2 \leq C \left\{ \Lambda_{h,K}^2 + \| \sigma - \sigma_h \|_{0,K}^2 + \| \kappa^{-1} \sigma - \Pi_h^0(\kappa^{-1} \sigma) \|_{0,K}^2 \right\},
\]

with \( C \) depending only on \( \kappa \) and \( \widehat{c}_0 \).

**Remark 5.12.** Again by adding and subtracting \( \sigma \) we have

\[
\Psi_{h,K}^2 = \| \sigma_h - \widehat{\sigma}_h \|_{0,K}^2 \leq 2 \left\{ \| \sigma - \sigma_h \|_{0,K}^2 + \| \sigma - \widehat{\sigma}_h \|_{0,K}^2 \right\}.
\]

This does provide a lower bound, although in terms of the error \( \sigma - \sigma_h \). Here we have chosen, instead, to leave this term as is, interpreting it as a sort of oscillation term representing the virtual inconsistency of the method.
The upper bounds of the terms which depend on the mesh parameters $h_K$ and $h_\varepsilon$, will be derived next. To this end, we proceed similarly as in [22] and [23] and apply the technique based on bubble functions, together with inverse inequalities. Following [20] Section 4 and [31] Section 3, given $K \in \mathcal{T}_h$, a bubble function $\psi_K$ can be constructed piecewise as the sum of the (polynomial) barycentric bubble functions (cf. [18,35]) on each triangle of the shape-regular sub-triangulation of the mesh element $K$ discussed in the Section 4. Further, an edge bubble function $\psi_e$, $e \in \partial K$, is a piecewise quadratic function attaining the value 1 at the mid-point of $e$ and vanishing on the triangles that do not contain $e$ on their boundary. Furthermore, given $k \geq 0$, there exists an extension operator $L : C(e) \to C(K)$ that satisfies $L(p) \in P_k(K)$ and $L(p)|_e = p$ for all $p \in P_k(e)$ (cf. [31], Remark 3.1). Further properties of $\psi_K, \psi_e$, and $L$ are stated in the following lemma. See [20] Section 4 and [31] Section 3 for more details.

**Lemma 5.13.** Given $k \geq 0$ and $K \in \mathcal{T}_h$, there exists a positive constant $C_{\text{bub}}$, independent of $h_K$ such that

$$C_{\text{bub}}^{-1} \|q\|^2_{0,K} \leq \|\psi_K^1 q\|^2_{0,K} \leq C_{\text{bub}} \|q\|^2_{0,K} \quad \forall \ q \in P_k(K),$$

(48)

and

$$C_{\text{bub}}^{-1} \|q\|_{0,K} \leq \|\psi_K q\|_{0,K} + h_K \|\psi_K q\|_{1,K} \leq C_{\text{bub}} \|q\|_{0,K} \quad \forall \ q \in P_k(K).$$

(49)

In addition, given $e \in \partial K$, there hold

$$C_{\text{bub}}^{-1} \|q\|^2_{0,e} \leq \|\psi_e^1 q\|^2_{0,e} \leq C_{\text{bub}} \|q\|^2_{0,e} \quad \forall \ q \in P_k(e),$$

(50)

and

$$h_K^{-1/2} \|\psi_e L(q)\|_{0,K} + h_K^{1/2} \|\psi_e L(q)\|_{1,K} \leq C_{\text{bub}} \|q\|_{0,e} \quad \forall \ q \in P_k(e),$$

(51)

where $K \in \Omega$.

We start the analysis bounding the terms defining $\eta_2^2,K$ and $\eta_2^4,K$.

**Lemma 5.14.** There exists a constant $C > 0$, independent of $h$, such that

$$h_K^2 \|\kappa h \sigma_h^* - \nabla u_h\|^2_{0,K} \leq C \left\{ h_K^2 \|\sigma - \sigma_h^*\|^2_{0,K} + h_K^2 \|(\kappa^{-1} - \kappa_h)\sigma_h^*\|^2_{0,K} + \|u - u_h\|^2_{0,K} \right\} \quad \forall \ K \in \mathcal{T}_h.$$

**Proof.** It is a slight modification of the proof of the Lemma 6.3 in [22] (see also Lemma 5.5 in [26]). Given $K \in \mathcal{T}_h$ we denote $\gamma_K := \kappa h \sigma_h^* - \nabla u_h \in [P_\ell(K)]^2$ for some $\ell \geq 0$. Then, applying (48), using that $\kappa^{-1} \sigma = \nabla u$ in $\Omega$, and integrating by parts, we find that

$$C_{\text{bub}}^{-1} \|\gamma_K\|^2_{0,K} \leq \|\psi_K^{1/2} \gamma_K\|^2_{0,K} = \int_K \psi_K \gamma_K \cdot \{\kappa h \sigma_h^* - \nabla u_h\}$$

$$= \int_K \psi_K \gamma_K \cdot \left\{(\kappa h - \kappa^{-1}) \sigma_h^* + \kappa^{-1} \sigma_h^* - \kappa^{-1} \sigma + \nabla(u - u_h)\right\}$$

$$= -\int_K \psi_K \gamma_K \cdot (\kappa^{-1} - \kappa_h) \sigma_h^* - \int_K \psi_K \gamma_K \cdot (\kappa^{-1} \sigma - \sigma_h^*)$$

$$- \int_K \text{div}(\psi_K \gamma_K)(u - u_h).$$

Then, applying the Cauchy-Schwarz inequality, the estimate (49), and setting $C_\kappa := \max \left\{1, \|\kappa^{-1}\|\right\}$, we get

$$C_{\text{bub}}^{-1} \|\gamma_K\|^2_{0,K} \leq C_\kappa \left\{ \|\psi_K \gamma_K\|_{0,K} \left\{ \|(\kappa^{-1} - \kappa_h) \sigma_h^*\|_{0,K} + \|\sigma - \sigma_h^*\|_{0,K} \right\} + \|\psi_K \gamma_K\|_{1,K} \|u - u_h\|_{0,K} \right\}$$

$$\leq C_\kappa C_{\text{bub}} \left\{ \|(\kappa^{-1} - \kappa_h) \sigma_h^*\|_{0,K} + \|\sigma - \sigma_h^*\|_{0,K} + h_K^{-1} \|u - u_h\|_{0,K} \right\} \|\gamma_K\|_{0,K}$$

$$\leq 2C_\kappa C_{\text{bub}} \left\{ \|(\kappa^{-1} - \kappa_h) \sigma_h^*\|^2_{0,K} + \|\sigma - \sigma_h^*\|^2_{0,K} + h_K^{-2} \|u - u_h\|^2_{0,K} \right\}^{1/2} \|\gamma_K\|_{0,K};$$
whence, the proof is concluded.

\[ \square \]

Lemma 5.15. There exists a constant \( C > 0 \), independent of \( h \), such that

\[
h_e \|g - u_h\|_0^2, e \leq C \left\{ h_K^2 \| \sigma - \sigma_h \|_{0,K}^2 + h_K^2 \| (\kappa^{-1} - \kappa_h)\sigma_h \|_{0,K}^2 + \| u - u_h \|_{0,K}^2 \right\} \quad \forall e \in \mathcal{E}_h(\Gamma_D),
\]

where \( K \in \mathcal{T}_h \) is such that \( e \in \partial K \).

Proof. We proceed as in the proof of the Lemma 4.14 in [28]. We consider \( \mathcal{E}_h(\Gamma_D) \) and \( K \in \mathcal{T}_h \) such that \( e \in \partial K \). Then, applying a trace inequality, together with the fact that \( u = g \) on \( \Gamma_D \) and \( \sigma = \kappa \nabla u \) in \( \Omega \), we get

\[
\|g - u_h\|_{0,e}^2 = \|u - u_h\|_{0,e}^2 \leq C_{tr} \left\{ h_K^{-1} \| u - u_h \|_{0,K}^2 + h_K \| u - u_h \|_{1,K}^2 \right\}
\]

\[
\leq 2C_{tr} C \left\{ h_K^{-1} \| u - u_h \|_{0,K}^2 + h_K \left\{ \| \sigma - \sigma_h \|_{0,K}^2 + \| \kappa_h \sigma_h \|_{0,K}^2 + \| \nabla u \|_{0,K}^2 + \| (\kappa^{-1} - \kappa_h)\sigma_h \|_{0,K}^2 \right\} \right\},
\]

with \( C_{tr} \) as in the proof of Lemma 5.14.

From this, using the bound \( h_e \leq h_K \) and the estimate of Lemma 5.14, we obtain the result. \[ \square \]

The following result is required in view of proving upper bounds for the terms defining \( \theta^2 \).

Lemma 5.16. Let \( \zeta_\ast \in [L^2(\Omega)]^2 \) be a piecewise polynomial of degree \( k \geq 0 \) on each \( K \in \mathcal{T}_h \). In addition let \( \zeta \in [L^2(\Omega)]^2 \) be such that \( \text{rot}(\zeta) = 0 \) in \( \Omega \). Then, there exists \( C > 0 \), depending only on \( C_{\text{bub}} \), such that

\[
\| \text{rot} \zeta_h \|_{0,K} \leq Ch_K^{-1} \| \zeta - \zeta_h \|_{0,K} \quad \forall K \in \mathcal{T}_h,
\]

and

\[
\| [\zeta_\ast \cdot s_e] \|_{0,e} \leq C h_e^{-1/2} \| \zeta - \zeta_h \|_{0,\omega_e} \quad \forall e \in \mathcal{E}_h(\Omega).
\]

Proof. To show (52), we proceed as in the proof of Lemma 4.3 in [4]. Applying (48), observing that \( \psi = 0 \) on \( \partial K \), and using the Cauchy-Schwarz inequality, we get

\[
C_{\text{bub}}^{-1} \| \text{rot} \zeta_h \|_{0,K}^2 \leq \| \psi^{1/2}_K \text{rot} \zeta_h \|_{0,K}^2 = - \int_K \psi_K \text{rot} \zeta_h \text{rot}(\zeta - \zeta_h)
\]

\[
= \int_K (\zeta - \zeta_h) \cdot \text{rot}(\psi_K \text{rot} \zeta_h) \leq \| \zeta - \zeta_h \|_{0,K} \| \psi \text{rot} \zeta_h \|_{1,K}.
\]

Then, from inverse inequality [49], we deduce (52).

The estimate (53) follows from a slight modification of the proof of [4, Lemma 4.4]. Indeed, given \( e \in \mathcal{E}_h(\Omega) \), we let \( J_e := [\zeta_\ast \cdot s_e] \in \mathcal{P}_h(e) \). Then, utilizing (50), the fact that \( \zeta_\ast \cdot s_e = 0 \) a.e on \( e \), and integrating by parts on each \( K \in \mathcal{T}_h \), we get

\[
C_{\text{bub}}^{-1} \| J_h \|_{0,e}^2 \leq \| \psi_e^{1/2} J_h \|_{0,e}^2 = \| \psi_e^{1/2} L(J_h) \|_{0,e}^2 = \int_e \psi_e L(J_h) \zeta_\ast \cdot s_e
\]

\[
= \int_{\omega_e} (\zeta_h - \zeta) \cdot \text{rot}(\psi_e L(J_h)) + \int_{\omega_e} \psi_e L(J_h) \text{rot} \zeta_h,
\]

which, using the Cauchy-Schwarz inequality, the estimates (51) and (52), and the fact that \( h_e \leq h_K \), yields

\[
C_{\text{bub}}^{-1} \| J_h \|_{0,e}^2 \leq \| \psi_e L(J_h) \|_{1,\omega_e} \| \zeta - \zeta_h \|_{0,\omega_e} + \| \psi_e L(J_h) \|_{0,\omega_e} \| \text{rot} \zeta_h \|_{0,\omega_e}
\]

\[
\leq 2N_T C_{\text{bub}} h_e^{-1/2} \| \zeta - \zeta_h \|_{0,\omega_e} \| J_h \|_{0,e},
\]

whence, we conclude the proof of (53). \[ \square \]
Lemma 5.17. There exists $C > 0$, independent of $h$, such that
\[
h_K^2 \| \text{rot}(\kappa_h \sigma_h^* ) \|^2_{0,K} \leq C \left\{ \| \sigma - \sigma_h^* \|^2_{0,K} + \| (\kappa^{-1} - \kappa_h) \sigma_h^* \|^2_{0,K} \right\} \quad \forall e \in \mathcal{E}_h(\Omega),
\]
and
\[
h_e \| [\kappa_h \sigma_h^* \cdot s_e] \|^2_{0,e} \leq C \left\{ \| \sigma - \sigma_h^* \|^2_{0,K} + \| (\kappa^{-1} - \kappa_h) \sigma_h^* \|^2_{0,K} \right\} \quad \forall e \in \mathcal{E}_h(\Omega),
\]
where $K \in \mathcal{T}_h$ is such that $K \in \omega_e$.
Proof. It suffices to apply Lemma 5.16 with $\zeta_h := \kappa_h \sigma_h^*$ and $\zeta := \kappa^{-1} \sigma = \nabla u$, and the triangle inequality.

Lemma 5.18. Assume that $\frac{dg}{ds}$ is piecewise polynomial on $\Gamma_D$. Then, there exists $C > 0$, independent of $h$, such that
\[
h_e \| \kappa_h \sigma_h^* \cdot s - \frac{dg}{ds} \|^2_{0,e} \leq C \left\{ \| \sigma - \sigma_h^* \|^2_{0,K} + \| (\kappa^{-1} - \kappa_h) \sigma_h^* \|^2_{0,K} \right\} \quad \forall e \in \mathcal{E}_h(\Gamma_D),
\]
where $K \in \mathcal{T}_h$ is such that $K \in \omega_e$.
Proof. We proceed as in the proof of Lemma 4.15 in [28] (see also Lemma 5.7 in [26]). Given $e \in \mathcal{E}_h(\Gamma_D)$ and $K \in \omega_e$, we denote $\gamma_e := \kappa_h \sigma_h^* \cdot s - \frac{dg}{ds} \in P_\ell(e)$ for some $\ell \geq 0$. Then, applying (50), the fact that $\nabla u \cdot s = \frac{dg}{ds}$, integrating by parts and using that $\kappa^{-1} \sigma = \nabla u$ in $\Omega$, we obtain that
\[
C_{\text{bub}}^{-1} \| \gamma_e \|^2_{0,e} \leq \| \psi_e \|^2_{0,e} \gamma_e \left\{ \kappa_h \sigma_h^* \cdot s - \nabla u \cdot s \right\} = - \int_K \psi_e \lambda(\gamma_e) \left\{ (\kappa^{-1} \sigma - \kappa_h \sigma_h^*) \cdot s \right\}
= - \int_K \text{rot}(\psi_e \lambda(\gamma_e)) \cdot (\kappa^{-1} - \kappa_h) \sigma_h^* - \int_K \text{rot}(\psi_e \lambda(\gamma_e)) \cdot \kappa^{-1} \left\{ \sigma - \sigma_h^* \right\}
+ \int_K \psi_e \lambda(\gamma_e) \text{rot}(\kappa_h \sigma_h^*).
\]
Next, applying the Cauchy-Schwarz inequality, Lemma 5.17, the estimate (51), and the fact that $h_e \leq h_K$ we get
\[
C_{\text{bub}}^{-1} \| \gamma_e \|^2_{0,e} \leq C \left\{ \| \psi_e \lambda(\gamma_e) \|_{1,K} + h_K^{-1} \| \psi_e \lambda(\gamma_e) \|_{0,K} \right\} \left\{ \| \sigma - \sigma_h^* \|_{0,K} + \| (\kappa^{-1} - \kappa_h) \sigma_h^* \|_{0,K} \right\}
\leq Ch_e^{-1/2} \left\{ \| \sigma - \sigma_h^* \|_{0,K} + \| (\kappa^{-1} - \kappa_h) \sigma_h^* \|_{0,K} \right\} \| \gamma_e \|_{0,e},
\]
and the proof is complete.

If $\frac{dg}{ds}$ is not piecewise polynomial but sufficiently smooth, Lemma 5.18 can still be proven with higher order terms given by the errors arising from suitable polynomial approximations appearing in (54).

Finally, a lower bound is obtained from estimates (44) - (46), together with Lemmata 5.14 throughout 5.18 after summing up over $K \in \mathcal{T}_h$ and using the fact that the number of elements on each domain $\omega_e$ is bounded.

6. Numerical Tests

In this section, we present three numerical tests confirming the upper and lower bounds, derived in Section 5, for the a posteriori error estimator of Theorem 5.11, and showing the behaviour of the associated adaptive
algorithm. We begin by introducing additional notations. In what follows, \( N \) stands for the total number of degrees of freedom of (17), that is,

\[
N := (k + 1) \times \{\text{number of edges } e \in \mathcal{T}_h\} + \frac{(k + 2)(3k + 1)}{2} \times \{\text{number of elements } K \in \mathcal{T}_h\}.
\]

Also, the individual errors are defined by

\[
e(\sigma) := \left\{ \sum_{K \in \mathcal{T}_h} \|\sigma - \sigma_{h,K}^*\|_{\text{div},K}^2 \right\}^{1/2}, \quad e(u) := \|u - u_h\|_{0,\Omega}, \quad \text{and} \quad e(\sigma, u) := \left\{ [e(\sigma)]^2 + [e(u)]^2 \right\}^{1/2},
\]

whereas the associated experimental rates of convergence are given by

\[
x(\cdot) := -\frac{2 \log(e(\cdot)/e'(\cdot))}{\log(N/N')},
\]

where \( e \) and \( e' \) denote the corresponding errors for two consecutive meshes with \( N \) and \( N' \) denote the corresponding degrees of freedom of each decomposition. Denote by \( \Theta \) the a posteriori error estimator of Theorem 5.11. The effectivity of the estimator \( \Theta \) is given by

\[
eff(\Theta) := \frac{e(\sigma, u)}{\Theta}.
\]

For the tests that include adaptivity, we use the strategy:

1. Start with a coarse mesh \( \mathcal{T}_h \).
2. Solve the discrete problem on the current mesh \( \mathcal{T}_h \).
3. Compute local indicators for each \( K \in \mathcal{T}_h \).
4. Mark each \( K' \in \mathcal{T}_h \) such that
   \[
   \Theta_{K'} \geq \beta \max_{K \in \mathcal{T}_h} \Theta_K,
   \]
   with \( \beta \in [0, 1] \) and we refine using the midpoint of each edge of each element and connecting this to its barycentre. Here, we use \( \beta = 0.5 \).
5. Update \( \mathcal{T}_h \) with the new mesh and go to step (ii).

Hereafter, in all numerical tests we have \( \kappa = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) and we consider domains \( \Omega \) satisfying Lemma 5.7. In this case, we have that \( \Upsilon^2_K \) and \( \Psi^2_{2,K} \) are null for each \( K \in \mathcal{T}_h \) (cf. Remark 5.4 in Section 5.2).

6.1. Test 1. Smooth solution: behaviour of the estimator under uniform refinement

For this test case, we consider \( \Omega := (0,1)^2 \) with \( \Gamma_D := \{(w,0), (0,w) \in \Omega : \ 0 \leq w \leq 1\} \) and \( \Gamma_N := \Gamma \setminus \Gamma_D \).

The source term \( f \) and the boundary data \( g \) are chosen such that the exact solution is given by \( u(x,y) = \cos(\pi x) \cos(\pi y) \).

Table 1 shows the convergence history of the error for each variable and the estimator on a sequence of uniformly refined hexagonal meshes, indicating that both converge at the optimal rate for polynomial degrees \( k = 0, 1, 2 \). Moreover, the effectivity remains bounded. In addition, we see from Table 2 that each term of the error estimator converge with optimal order \( k + 1 \).
Table 1. Test 1. Convergence history for an uniformly generated sequence of hexagonal meshes.

| k | N  | P(σ) | r(σ) | η (η) | θ | r(θ) | Ψ | r(Ψ) | Λ | r(Λ) |
|---|----|------|------|-------|---|------|---|------|---|------|
| 0 | 589 | 1.081e+0 | 2.448e-02 | 4.193e-01 | 4.954e-01 | 1.591e-01 |
| 0 | 3469 | 4.329e-01 | 1.031 | 9.906e-02 | 2.020 | 1.998e-01 | 1.091e-02 | 0.9874 |
| 0 | 8749 | 2.703e+0 | 1.002 | 6.201e-02 | 1.002 | 1.000e+0 | 0.9976 | 0.9974 |
| 0 | 19605 | 1.801e-01 | 1.006 | 4.318e-02 | 1.006 | 4.318e-02 | 1.006 | 0.9974 |
| 0 | 43805 | 1.200e-01 | 1.008 | 2.757e-02 | 1.008 | 2.757e-02 | 1.008 | 0.9974 |
| 1 | 1706 | 5.885e-02 | 2.674e-02 | 2.456e-02 | 1.004e-02 | 1.004e-02 | 0.9974 |
| 1 | 10406 | 9.502e-03 | 2.056 | 4.318e-03 | 2.056 | 4.318e-03 | 2.056 | 0.9974 |
| 1 | 20246 | 3.718e-07 | 1.002 | 1.602e-07 | 1.002 | 1.602e-07 | 1.002 | 0.9974 |
| 1 | 58814 | 1.653e-03 | 2.008 | 7.523e-04 | 2.008 | 7.523e-04 | 2.008 | 0.9974 |
| 1 | 131414 | 7.358e-04 | 2.015 | 3.348e-04 | 2.015 | 3.348e-04 | 2.015 | 0.9974 |
| 2 | 3384 | 2.236e-03 | 1.111e-04 | 2.229e-03 | 3.682e-03 | 3.682e-03 | 0.9974 |
| 2 | 19944 | 1.459e-04 | 3.071 | 7.275e-06 | 3.071 | 7.275e-06 | 3.071 | 0.9974 |
| 2 | 50304 | 3.584e-05 | 3.035 | 1.885e-04 | 3.035 | 1.885e-04 | 3.035 | 0.9974 |
| 2 | 112726 | 1.064e-05 | 3.009 | 5.301e-07 | 3.009 | 5.301e-07 | 3.009 | 0.9974 |
| 2 | 251876 | 3.161e-06 | 3.020 | 1.574e-07 | 3.020 | 1.574e-07 | 3.020 | 0.9974 |

Table 2. Test 1. Convergence history of the terms composing the estimator using hexagonal meshes.

6.2. Test 2. Solution with a sharp layer: uniform vs adaptive refinement

We consider \( \Omega := (0, 1)^2 \) with \( \Gamma_D := \{(w, 0), (0, w) \in \Omega : 0 \leq w \leq 1\} \) and \( \Gamma_N := \Gamma \setminus \Gamma_D \), and choose \( f \) and \( g \) such that the exact solution is given by

\[
u(x, y) = (x - 1)^2(y - 1)^2 \left( \frac{1}{x + 0.1} + \frac{1}{1 + y} \right) \text{ in } \Omega.
\]

Note that \( u \) and \( \nabla u \) are singular along the lines \( x = -0.1 \) and \( y = -1 \). Both such lines are outside \( \Omega \), but we expect regions of high gradients in the vicinity of the left boundary. From Figure 1 we observe, as expected, that the adaptive methods outperform uniform refinement. Indeed, initially the adaptive method superconverges until, ones the steep layer is resolved, both methods converge at the theoretical rate, namely \( k + 1 \). This is clearly shown in Table 3 where the rates of convergence of the global error and the estimator at each step of
the adaptive algorithm are reported together with the effectivity index. As shown in Figure 2, all terms in the error estimator follow precisely the same behaviour.

Some intermediate meshes obtained with adaptive strategy are displayed in Figure 3. Notice here that the adapted meshes concentrate the refinements in the proximity of the line $x = 0$, confirming that the adaptive algorithm is able to target the regions with high gradients of the solution.
Table 3. Test 2. The behaviour of the global error and the estimator under adaptive refinement of hexagonal meshes (cf. Figure 3). The effectivity of the estimator is reported in the right-most column.

| $k$ | $N$   | $\epsilon(\sigma, u)$ | $r(\sigma, u)$ | $\Theta$ | $r(\Theta)$ | $\text{eff}(\Theta)$ |
|-----|-------|------------------------|-----------------|----------|--------------|----------------------|
| 0   | 589   | 4.6114e+01             | --              | 4.6592e+01 | --           | 0.9896               |
|     | 668   | 2.9471e+01             | 7.1146          | 2.9879e+01 | 7.0595       | 0.9863               |
|     | 809   | 2.1279e+01             | 3.4013          | 2.1642e+01 | 3.3681       | 0.9832               |
|     | 1163  | 1.4820e+01             | 1.9932          | 1.5118e+01 | 1.9769       | 0.9803               |
|     | 1902  | 1.0735e+01             | 1.3112          | 1.0978e+01 | 1.3011       | 0.9779               |
|     | 3290  | 7.6690e+00             | 1.2275          | 7.8661e+00 | 1.2165       | 0.9749               |
|     | 6272  | 5.5309e+00             | 1.0131          | 5.6850e+00 | 1.0066       | 0.9729               |
|     | 12928 | 3.8304e+00             | 1.0158          | 3.9474e+00 | 1.0086       | 0.9704               |
| 1   | 1766  | 1.0162e+01             | --              | 1.0241e+01 | --           | 0.9923               |
|     | 2072  | 4.7026e+00             | 9.6441          | 4.7595e+00 | 9.5903       | 0.9880               |
|     | 2288  | 3.1654e+00             | 7.9834          | 3.2240e+00 | 7.8561       | 0.9818               |
|     | 2782  | 2.1237e+00             | 4.0834          | 2.1691e+00 | 4.0545       | 0.9791               |
|     | 4014  | 1.2081e+00             | 3.0775          | 1.2367e+00 | 3.0652       | 0.9769               |
|     | 5706  | 7.8010e-01             | 2.4868          | 8.0163e-01 | 2.4652       | 0.9732               |
|     | 8368  | 5.1334e-01             | 2.1859          | 5.3063e-01 | 2.1550       | 0.9674               |
|     | 13090 | 3.1982e-01             | 2.1151          | 3.3270e-01 | 2.0867       | 0.9613               |
|     | 21158 | 2.0077e-01             | 1.9394          | 2.0991e-01 | 1.9183       | 0.9564               |
| 2   | 3384  | 2.0312e+00             | --              | 2.0513e+00 | --           | 0.9902               |
|     | 3913  | 9.7026e-01             | 10.1734         | 9.8510e-01 | 10.0996      | 0.9849               |
|     | 4422  | 4.6358e-01             | 12.0796         | 4.7458e-01 | 11.9440      | 0.9768               |
|     | 4771  | 3.3337e-01             | 8.6810          | 3.4515e-01 | 8.3847       | 0.9659               |
|     | 5899  | 1.9436e-01             | 5.0845          | 2.0487e-01 | 4.9154       | 0.9487               |
|     | 7640  | 1.1258e-01             | 4.2231          | 1.1729e-01 | 4.3134       | 0.9508               |
|     | 10494 | 6.3836e-02             | 3.5747          | 6.6868e-02 | 3.5407       | 0.9547               |
|     | 14293 | 3.7310e-02             | 3.4766          | 3.9482e-02 | 3.4105       | 0.9450               |
|     | 19800 | 2.3005e-02             | 2.9673          | 2.4509e-02 | 2.9259       | 0.9386               |

Figure 3. Test 2. Some meshes from the adaptive refinement sequence obtained with $k = 1$: initial (left), after 5 refinement steps (centre), and after 10 refinement steps (right).
6.3. Test 3. L-shaped domain solution: adaptive refinement

We consider \( \Omega := (-1, -1)^2 \setminus (0, 1)^2 \) with \( \Gamma_N := \left\{ (-1, w), (w, -1) \in \Omega : -1 \leq w \leq 1 \right\} \) and \( \Gamma_D := \Gamma \setminus \Gamma_N \), and choose \( f \) and \( g \) such that the exact solution is given by

\[
u(x, y) = \frac{(x + 1)^2(y + 1)^2}{\sqrt{(x - 0.1)^2 + (y - 0.1)^2}} \quad \text{in} \quad \Omega.
\]

Note that \( \Omega \) is an L-shaped domain and that \( u \) and \( \nabla u \) are singular at the point \((0, 0.1)\), which is just outside of \( \Omega \). Hence, we should expect regions of high gradients around the origin, which is the middle corner of the L-shaped domain. In Figure 4 and Table 4 we display the convergence history of the adaptive method. Finally, Figure 5 shows how the adaptive strategy correctly refines in a neighbourhood of the origin. We also notice that increasing the order of the method allows for a less aggressive refinement.

![Figure 4](image)

**Figure 4.** Test 3. Errors curves for the adaptive strategy using distorted quadrilateral meshes, (cf. Figure 5 below). The error \( e(\sigma) \) (left) and the error \( e(u) \) (right).

7. Conclusions

We have derived a posteriori error estimates for a mixed-VEM approach for a second order elliptic equation in divergence form with mixed boundary conditions. We have proved upper and lower bounds for the error between the true solution and both the VEM approximation and a computable postprocessing of the VEM approximation. In particular, the postprocessing permitted us to obtain optimal error estimates in the broken \( H(\text{div}) \)-norm, whereas for the directly computable projection of the virtual element approximation, it is only possible to prove error estimates in the \( L^2 \)-norm. Arguments based in the inf-sup global condition, suitable Helmholtz decompositions and a type Clément-type interpolant were used to derive the upper bound. The lower bound was obtained, in classical fashion, by using localisation techniques of bubble functions. We have also proposed an adaptive algorithm based on the fully local and computable error estimator derived from the a posteriori error analysis. Its performance and effectiveness was illustrated through some numerical test. The
extension of the present analysis to other relevant problems, such as the Stokes system, will be the subject of future works.
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