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Abstract

Predicting the future interaction of objects when they come into contact with their environment is key for autonomous agents to take intelligent and anticipatory actions. This paper presents a perception framework that fuses visual and tactile feedback to make predictions about the expected motion of objects in dynamic scenes. Visual information captures object properties such as 3D shape and location, while tactile information provides critical cues about interaction forces and resulting object motion when it makes contact with the environment. Utilizing a novel See-Through-your-Skin (STS) sensor that provides high resolution multimodal sensing of contact surfaces, our system captures both the visual appearance and the tactile properties of objects. We interpret the dual stream signals from the sensor using a Multimodal Variational Autoencoder (MV AE), allowing us to capture both modalities of contacting objects and to develop a mapping from visual to tactile interaction and vice-versa. Additionally, the perceptual system can be used to infer the outcome of future physical interactions, which we validate through simulated and real-world experiments in which the resting state of an object is predicted from given initial conditions.

Introduction

Recently, several authors have pointed out the synergies between the senses of touch and vision: one enables direct measurement of 3D surface and inertial properties, while the other provides a holistic view of the projected appearance. Methods such as [Li et al., 2019] have trained joint perceptual components, allowing better inference of physical properties from images, for example. This paper extends this reasoning into dynamic prediction: how can we predict the future motion of an object from visual and tactile measurements of its initial state? If a previously unseen object is dropped into a human’s hand, we are able to infer the object’s category and guess at some of its physical properties, but the most immediate inference is whether it will come to rest safely in our palm, or if we need to adjust our grasp on the object to maintain contact. Vision allows rapid indexing to capture overall object properties, while the tactile signal at the point of contact fills in a crucial gap, allowing direct physical reasoning about balance, contact forces and slippage. This paper shows that the combination of these signals is ideal to predict the object motion that will result in dynamic scenarios. Namely, we predict the final stable outcome of passive physical dynamics on objects based on sensing their initial state with touch and vision.

Previous research has shown that it is challenging to predict the trajectory of objects in motion, due to the unknown frictional and geometric properties and indeterminate pressure distributions at the interacting surface [Fazeli et al., 2020]. To alleviate these difficulties, we focus on learning a predictor trained to capture the most informative and stable elements of a motion trajectory. This is in part inspired by recent findings in Time-Agnostic Prediction [Jayaraman et al., 2018], where the authors show that the prediction accuracy and reliability of predictive models can be vastly improved by focusing on outcomes at key events in the future. Furthermore, this approach mitigates the error drift from which visual prediction typically suffers; where uncertainties and errors propagate forward in time to produce blurry and imprecise predictions. For example, in Fig. 1 when predicting the outcome of an applied push on a bottle, an agent should reason about the most important consequence of this action: will the bottle topple over or will it translate forward? To study this problem, we present a novel artificial perception
objects perturbed from their resting pose. Our code is made publicly available.

Figure 2: The visuotactile multimodal output of the See-Through-your-Skin (STS) sensor. Using controlled internal illumination, the surface of the sensor can be made to be transparent, as shown in the top left, allowing the camera to view the outside world. In the lower left figure, the sensor provides a tactile signature by maintaining the interior of the sensor bright relative to the outside.

A multimodal perception system inspired by the multimodal variational autoencoder (MVAE) (Wu and Goodman 2018). The main contributions of this paper are:

1. **Generative Multimodal Perception** that integrates visual and tactile feedback within a unified framework. The system, built on Multimodal Variational Autoencoders (MVAE), exploits visual and/or tactile feedback when available, and learns a shared latent representation that encodes information about object pose, shape, and force to make predictions about object dynamics. To the best of our knowledge, this is the first study that learns multimodal dynamics models using collocated visual and tactile perception.

2. **Resting State Predictions** that predicts the resting state of an object during physical interactions. We show that this approach is able to learn generalizable dynamics model capable of learning physical scenarios without explicit consideration of a full physical model.

3. **Visuotactile Dataset** of object motions in dynamic scenes. We consider three scenarios: objects freefalling on a flat surface, objects sliding down an inclined plane, and objects perturbed from their resting pose. Our code is made publicly available.¹

---

**Related Work**

**Optical Tactile Sensors** utilize visual information to encode touch-based interactions (Shimonoura 2019; Abad and Ranasinghe 2020). Using a combination of a camera and a light source to capture distortions in the contact surface introduced by tactile interactions, optical sensors such as GelForce (Vlack et al. 2005), Gelsight (Johnson and Adelson 2009), Omnitact (Padmanabha et al. 2020), DIGIT (Lambeta et al. 2020), GelSkin (Donlon et al. 2018), and Soft-Bubble (Kuppuswamy et al. 2020) render a high-resolution image of the contact geometry. These optical tactile sensors make use of an opaque membrane that obscures the view of the object at the critical moment prior to contact. This research builds on recent developments to optical sensors enabling them to simultaneously render both tactile and visual feedback from a same point of reference, such as the Semi-transparent Tactile Sensor (Hogan et al. 2020) and FingerVision (Yamaguchi and Atkeson 2017).

**Multimodal Learning of Vision and Touch** have been shown to produce rich perceptual systems that exploit the individual strengths of each modality. Multimodal approaches have been proposed for 3D shape reconstruction (Allen 1984; Bierbaum, Gubarev, and Dillmann 2008; Ottenhaus et al. 2016; Yi et al. 2016; Driess, Englert, and Toussaint 2017; Luo et al. 2016; Wang et al. 2018; Luo et al. 2018; Smith et al. 2020), pose estimation (Izatt et al. 2017), robotic manipulation (Li et al. 2014; Calandra et al. 2017, 2018; Calandra, Lee et al. 2019; Watkins-Valls, Varley, and Allen 2019), and dynamics modeling (Tremblay et al. 2020). The connections between both modalities have been investigated in (Li et al. 2019; Lee, Bollegala, and Luo 2019) using GANs and concatenation of embedding vectors from different sensing modes (Yuan et al. 2017; Lee et al. 2019). The perceptual system proposed in this research maps vision and touch to a shared latent space in an end-to-end framework, resulting in a robust predictive model capable of handling missing modalities. We focus on learning dynamic models involving objects interacting with their environment rather than explicitly studying the connection between the two modes.

**Temporal Abstraction** in planning and prediction can mitigate the challenges in long-horizon tasks (Sutton, Precup, and Singh 1999) by temporally breaking down the trajectories into shorter segments. This can be achieved through the discovery of prediction bottlenecks, shown to be effective at generating intermediate sub-goals (McGovern and Barto 2001; Bacon, Harb, and Precup 2017) used by agents in a hierarchical reinforcement learning paradigm (Nair and Finn 2019; Nair, Savarese, and Finn 2020; Pertsch et al. 2020). Recent work on Time-Agnostic Prediction has shown that the notion of predictability can be exploited to identify bottlenecks (Jayaraman et al. 2018; Neitz et al. 2018), by skipping frames with high prediction uncertainty and focusing on frames that are more stable and easier to predict. This paper draws inspiration from this work by defining the state bottlenecks as stable object configurations during dynamic interactions and show that this assumption allows to learn more accurate and robust dynamics models.

---

¹https://github.com/SAIC-MONTREAL/multimodal-dynamics
ences about the physical world. Second, we seek to exploit these models to enable autonomous agents to interact with the physical world. This paper focuses on the former, by investigating the core capability of a visuotactile sensor to make predictions about the evolution of dynamic scenarios.

While dynamic prediction is most often formulated as a high resolution temporal problem, we focus on predicting the final outcome of an object’s motion in a dynamic scene, rather than predicting the fine-grained object trajectory through space. With an understanding that the main purpose of predictive models is to allow autonomous agents to take appropriate actions by reasoning through the consequences of those actions on the world, we believe that in many scenarios, reasoning about targeted future events is sufficient to make informed decisions. Importantly, we examine the relevant tactile information to make such predictions. Whereas motion prediction is most commonly approached as a purely visual product, we highlight the importance of reasoning through physical phenomena such as interaction forces, slippage, contact geometry, etc., to make informed decisions about the object state.

**Visuotactile Sensing**

This section describes a novel visuotactile sensor, named the See-Through-your-Skin (STS) sensor, that renders dual stream high resolution images of the contact geometry and the external world, as shown in Fig. 2. The key features are:

**Multimodal Perception.** By regulating the internal lighting conditions of the STS sensor, the transparency of the reflective paint coating of the sensor can be controlled, allowing the sensor to provide both visual and tactile feedback about the contacting object.

**High-Resolution Sensing.** Both visual and tactile signals are given as a high resolution image of 1640 × 1232. We use the Variable Focus Camera Module for Raspberry Pi by Odeseven, which provides a 160° field of view. This results in two sensing signals that have the same point of view, frame of reference, and resolution.

**Sensor design**

Inspired by recent developments in the GelSight technology (Yuan, Dong, and Adelson 2017), the STS visuotactile sensor is composed of a compliant membrane, internal illumination sources, a reflective paint layer, and a camera. When an object is pressed against the sensor, a camera located within the sensor captures the view through the “skin” as well as the deformation of the compliant membrane, and produces an image that encodes tactile information, such as contact geometry, interactions forces, and stick/slip behavior.

While optical tactile sensors typically make use of an opaque and reflective paint coating, we developed a membrane with a controllable transparency, allowing the sensor to provide tactile information about physical interactions and visual information about the world external to the sensor. This ability to capture a visual perspective of the region beyond the contact surface enables the sensor to visualize color and the appearance of the objects as they collide with the sensor. We control the duty cycle of tactile versus visual measurements of the sensor by changing the internal lighting condition of the STS sensor, which sets the transparency of the reflective paint coating of the sensor. More details on the design can be found in [Hogan et al. 2020].

**Simulator**

We developed a visuotactile simulator for the STS sensor within the PyBullet environment that reconstructs high resolution tactile signatures from the contact force and geometry. We exploit the simulator to quickly generate large visuotactile datasets of object interactions in dynamic scenes to validate the performance of perception models. The simulator maps the geometrical information of the colliding objects via the shading equation (Yuan, Dong, and Adelson 2017):

\[
I(x, y) = R(\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}),
\]

where \(I(x, y)\) is the image intensity, \(z = f(x, y)\) is the height map of the sensor surface, and \(R\) is the reflectance function modeling the environment lighting and surface reflectance (Yuan, Dong, and Adelson 2017).

Following Gomes, Wilson, and Luo (2019), we implement the reflectance function \(R\) using Phong’s reflection model, which breaks down the lighting into three main components of ambient, diffuse, and specular for each channel:

\[
I(x, y) = k_a i_a + \sum_{m \in \text{lights}} k_d (\hat{L}_m \cdot \hat{N}) i_{m,d} + k_s (\hat{R}_m \cdot \hat{V})^\alpha i_{m,s},
\]

where \(\hat{L}_m\) is the direction vector from the surface point to the light source \(m\), \(\hat{N}\) is the surface normal, \(\hat{R}_m\) is the reflection vector computed by \(\hat{R}_m = 2(\hat{L}_m \cdot \hat{N}) \hat{N} - \hat{L}_m\), and \(\hat{V}\) is the direction vector pointing towards the camera. Additional information is provided in the supplemental material.

**Multimodal Perception**

We present a generative multimodal perceptual system that integrates visual, tactile and 3D pose (when available) feedback within a unified framework. We make use of Multimodal Variational Autoencoders (MVAE) (Wu and Good-man 2018) to learn a shared latent representation that encodes all modalities. We further show that this embedding space can encode key information about objects such as shape, color, and interaction forces, necessary to make inferences about intuitive physics.

The predicted outcome of a dynamic interaction can be formulated as a self-supervision problem, where the target visual and tactile images are generated given observed context frames. Our objective is to learn a generator that maps the current available observations to the predicted configuration of the resting state. We show that the MVAE architecture can be trained to predict the most stable and informative elements of a multimodal motion trajectory.

**Variational Autoencoders**

Generative latent variable models learn the joint distribution of the data and the unobservable representations in the form of \(p_{\theta}(x, z) = p_{\theta}(z)p_{\theta}(x|z)\), where \(p_{\theta}(z)\) and \(p_{\theta}(x|z)\)
loss is then given by:

\[
p(x_1, \ldots, x_N, z) = p(z)p_0(x_1|z) \ldots p_0(x_N|z),
\]

where \(x_i\) denotes the observation associated with mode \(i\), \(N\) is the total number of available modes, and \(z\) is the shared latent space. Assuming conditional independence between modalities, we can rewrite the joint posterior as:

\[
p(z|x_1, \ldots, x_N) = \frac{p(x_1, \ldots, x_N|z)p(z)}{p(x_1, \ldots, x_N)}
= \frac{p(z)}{p(x_1, \ldots, x_N)} \prod_{i=1}^{N} p(x_i|z)
= \frac{p(z)}{p(x_1, \ldots, x_N)} \prod_{i=1}^{N} p(z|x_i)p(x_i)
\propto \prod_{i=1}^{N} p(z|x_i) \prod_{i=1}^{N} p(z).
\]

By approximating \(p(z|x_i)\) in Equation (5) with \(q(z|x_i) \equiv \tilde{q}(z|x_i)p(z)\), where \(\tilde{q}(z|x_i)\) is the inference network of modality \(i\), we obtain:

\[
p(z|x_1, \ldots, x_N) \propto p(z) \prod_{i=1}^{N} \tilde{q}(z|x_i),
\]

that is recognized as the Product of Expert (PoE). In the case of variational autoencoders where \(p(z)\) and \(\tilde{q}(z|x_i)\) are multivariate Gaussians, the PoE can be computed analytically as the product of two Gaussians [Cao and Fleet 2014].

An important advantage of the MVAE is that unlike other multimodal generative models, it can be efficiently scaled up to several modalities, as it requires training only \(N\) inference models rather than the \(2^N\) multimodal inference networks. Additionally, the notion of PoE allows for continuous inference in the case of discontinuous and unavailable modalities.

**Multimodal generative modeling learns the joint distribution of all modalities as:**

\[
p_0(x_1, \ldots, x_N, z) = p(z)p_0(x_1|z) \ldots p_0(x_N|z),
\]

Multimodal generative modeling allows for better scaling.

---

**Multimodal Variational Autoencoders**

The VAE uses an inference network to map the observations to a latent space, followed by a decoder to map the latent variables back to the observation space. While this approach is practical with a constant observation space, it becomes challenging when using multiple modalities, where the dimensions of the observation space vary with the availability of the modalities. For example, tactile information only becomes available when contact is made with the sensor. For such multimodal problems that present variability in the availability of data, we would require training an inference network \(q(z|X)\) for each subset of modalities \(X \subseteq \{x_1, x_2, \ldots, x_N, t\}\), resulting in a total of \(2^N\) combinations. To deal with this combinatorial explosion of modalities, [Wu and Goodman 2018] propose the notion of Product of Experts (PoE) to efficiently learn the approximate joint posterior of different modalities as the product of individual posteriors of each modality. This method has the advantage of training only \(N\) inference networks, one for each modality, allowing for better scaling.

**Learning Intuitive Physics with MVAEs**

We use the MVAE architecture to learn a shared representation that exploits multiple sensing modalities for learning the underlying dynamics of intuitive physics. A key advantage of this formulation is that it enables combining sensing modalities, while naturally dealing with intermittent contacts, during which tactile measurements are discontinuous.

While variational autoencoders are often trained by reconstructing the encoder inputs, we introduce a time-lag element into the network architecture [Hernández et al. 2018] and [Kipf et al. 2018], where the outputs of the decoder are set to predict future frames. We adapt the ELBO loss in Eq. (3) to:

\[
\text{ELBO}(x_t, x_{t+T}) \equiv E_{q_\theta(z|x_t)} \left[ \log p_\psi(x_{t+T}|z) - \beta KL(q_\phi(z|x_t)||p_\psi(z)) \right],
\]

where \(t\) and \(T\) denote the input and output time instances.

Figure [I] describes our dynamics model learning framework, where visual, tactile, and 3D pose are fused together to learn a shared embedding space via three unimodal encoder-decoders connected through the Product of Experts. To train
Figure 4: Simulated example episodes for three dynamic simulated scenarios. The top row shows the 3D object view while the middle and bottom rows show the visual and tactile measurement captured by the STS sensor, respectively. Some frames have been removed for clarity.

Data Collection

The simulated dataset was collected using the PyBullet simulator described earlier, and the real-world dataset was collected using a prototype of the STS sensor. While more details are provided in the supplemental material, we give an overview of the experimental setup.

Simulated Dataset

We consider three simulated physical scenarios, as shown in Fig. 4, involving eight household object classes drawn from the 3D ShapeNet dataset [Chang et al. 2015]. The tasks ordered in increasing difficulty are:

- **Freefalling objects on a flat surface.** This experiment releases objects with random initial poses over the STS sensor, where they collide multiple times with the sensor prior to coming to rest. We collect a total of 1700 trajectories comprising 100k images.

- **Objects sliding down an inclined plane.** This experiment, inspired by Wu et al. (2015), places objects with random initial poses atop an inclined surface, where they can either stick due to friction or slide down. While sliding down, the objects can roll, causing the final configuration to be significantly different than the initial. We collect a total of 2400 trajectories comprising 145k images.

- **Objects perturbed from a stable resting pose.** In this scenario, we consider an object initially stably resting on the sensor, that is perturbed from its equilibrium by a randomly sampled quick lateral acceleration of the sensor. This experiment only considers bottles due to their elongated and unstable shape allowing for different outcomes (e.g., toppling, sliding or standing) based on the direction and magnitude of the applied force. Due to such diverse outcomes, this task is considerably more complicated than the other two. We collect a total of 2500 trajectories comprising 150k images.

Real-World Dataset

We validate the predictive accuracy of our proposed framework on a small real-world dataset collected manually using the STS sensor. We collect 2000 images from 500 trajectories using a small electronic device (GoPro). This object has been selected due to its small form factor (small enough to fit on the 15cm × 15cm sensor prototype) and its mass (heavy enough to leave a meaningfully tactile signature on the sensor). Each trajectory includes the initial and final visual and tactile images, obtained by rapidly turning on/off the internal lights of the sensor. The object is released from an unstable initial position, while being in contact with the sensor, as illustrated in Fig. 5, and the end of the episode is determined once the object is immobile.

Figure 5: Real-world data collection. An electronic device (GoPro camera) is released from an unstable initial configuration. The task is to predict the resting configuration of the object from its initial measurements.
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Experimental Results

We validate the ability of our approach to predict the evolution of physical configurations on simulated and real scenes. We downsample the sensor images to a resolution of $64 \times 64$ images and an identical network architecture and training parameters consistent across all evaluations. More details are provided in the supplemental material.

Simulation

We compare the performance of our proposed framework against two baselines. First, we highlight the value of multimodal sensing for learning dynamics models. Second, we compare our model against dynamic models parameterized using higher temporal resolutions.

In Fig. 6 and 7, we present the multimodal predictions for three simulated scenarios evaluated on the validation set. We show the MVAE's ability to predict the raw visual and tactile measurements of the resting configuration of an object with high accuracy, with the predictions closely matching the ground truth labels. Interestingly, the model learns a mapping between the visual, tactile and 3D pose modes allowing it to sample correlating outputs from the learned shared embedding. Fig. 6(a) highlights the ability of the MVAE model to handle missing modalities, such as when tactile information is unavailable in the input. Finally, the model learns to accurately predict instances where the object has fallen from the surface of the sensor, resulting in empty output images.

In Figure 7, we present the prediction results for the scenario where objects are perturbed from an initial stable pose. Unlike the first two experiments, this scenario includes a random lateral force applied on the system that plays a significant role in determining the resting state of the objects, thus making it considerably more complicated. To account for this, we condition the MVAE with information about the magnitude and direction of the lateral force using Eq. (9). The results in Fig. 7 indicate that the model successfully integrates information about applied forces by correctly predicting the outcome about the object motion (i.e., toppling or falling). Further comparison with the unimodal models shows that the tactile mode has played an important role in

![Figure 6: Multimodal predictions for three simulated scenarios evaluated on the validation set. The model predicts the final resting pose in addition to the visual and tactile measurements of the STS sensor. The bottom row compares the predicted pose (solid coordinates) with the ground truth (dashed coordinates).](image)

![Figure 7: Qualitative comparison of visual and tactile predictions of MVAE with unimodal VAE for the simulated force perturbation scenario obtained on the validation set. MVAE leverages the tactile mode to provide clearer predictions of resting configuration.](image)
reducing the uncertainty and blurriness of the predictions.

In Table 1, we present the quantitative results comparing the multimodal and unimodal models for both one-step (high temporal resolution) and resting state predictions (resting object configuration). We draw two conclusions from this analysis. First, models that exploit multimodal sensing outperform those relying on visual/tactile modalities alone. Importantly, we find that tactile information improves the prediction accuracy (for both visual and tactile predictions) by reasoning about interaction forces and the geometry of contact. Second, we show that predicting the resting state of the object outperforms dynamic models using high temporal resolution. This is due to the fact that uncertainties and errors propagate forward in time, leading to blurry and imprecise predictions. The results show that in dynamic scenarios where the intermediate states are not of interest, we can learn to predict the final outcome with higher accuracy without explicitly reasoning about intermediate steps.

Real Sensor This section validates the predictive abilities of the perceptual system on a real-world experiment setup using the STS sensor. In Figure 8, we show the network’s ability to predict the resting object configuration, reasoning through both the visual and tactile images. Qualitative comparison of visual predictions of MVAE with unimodal VAE shows that the MVAE model leverages the tactile mode to reason more accurately about the resting configuration. In Table 2, we quantitatively compare the predictive performances of multimodal and unimodal models, highlighting the important role played by both visual and tactile measurements to determine the outcome of physical interactions.

Conclusion

We have designed and implemented a system that exploits visual and tactile feedback to make physical predictions about the motion of objects in dynamic scenes. We exploit a novel visuotactile sensor, the See-Through-your-Skin (STS) sensor, that represents both modalities as high resolution images. The perceptual system uses a multimodal variational autoencoder (MVAE) neural network architecture that maps the sensing modalities to a shared embedding, used to infer the stable resting configuration of objects during physical interactions. By focusing on predicting the most stable elements of a trajectory, we validate the predictive abilities of our dynamics models in three simulated dynamic scenarios and a real-world experiment using the STS sensor. Results show that the MVAE framework can accurately predict the future state of objects during physical interactions with a surface. Importantly, we find that predicting object motions benefits from exploiting both modalities: visual information captures object properties such as 3D shape and location, while tactile information provides critical cues about interaction forces and resulting object motion and contacts.

Ethics Statement

The research in this work is related to the development of smarter devices, possibly including assistive devices, but we do not foresee any other substantive ethical implications.
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Supplemental Material

Implementation Details

In this section, we present the implementation details for our methods. We implemented our models in PyTorch (Paszke et al. 2017) and trained them on Tesla M40 and K80 GPUs.

Network Architecture

All evaluations use an identical network architecture.

We use a DCGAN-based (Radford, Metz, and Chintala 2015) architecture for the image-based encoder-decoders. The image encoder uses four blocks of 4×4 convolution-batchnorm-Swish (Ramachandran, Zoph, and Le 2017) to transform input images as 3×64×64 → 32×32×32 → 64×16×16 → 128×8×8 → 256×5×5. A two-layer fully connected network maps the CNN features to a 256 dimensional latent space. The pose encoder uses a two-layer fully connected network to map the input poses to the latent space. Whenever the conditional VAE or MVAE was used, the condition vector has been concatenated to the latent vector at the bottleneck.

The image decoder first upsamples the 256 dimensional latent vector through a fully-connected layer with Swish activation function and applies four blocks of 4×4 transposed convolution-batchnorm-Swish to transform the input latent code as 256×5×5 → 128×8×8 → 64×16×16 → 32×32×32 → 3×64×64. The final block uses a linear activation function rather than the standard Sigmoid, and instead we used binary cross-entropy (BCE) loss with logits to improve the numerical stability during training. The pose decoder uses a two-layer fully connected network to map the latent code to the pose.

Training Details

We trained our models with the Adam optimizer (Kingma and Ba 2014) for 200 epochs with batch size 64. In the ELBO loss, eq. 3 of the paper, we annealed β from 0 to 1 during the first 50 epochs and used λ = 1 for visual and tactile modes and λ = 1000 for the pose mode. In all cases, 80% of the dataset has been used for training and the rest for validation. For the simulation results, to let the network better focus on the object itself, we crop visual and tactile images to the segmentation mask of the object. However, for the real results, the raw output of the actual sensor is used to train the model.

Simulator Details

The visuotactile simulator, developed based on PyBullet, reconstructs high resolution tactile signatures from the contact form and geometry via the shading equation (Yuan, Dong, and Adelson 2017):

\[ I(x, y) = R \left( \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y} \right), \]

where \( I(x, y) \) is the image intensity, \( z = f(x, y) \) is the height map of the sensor surface, and \( R \) is the reflectance function modeling the environment lighting and surface reflectance (Yuan, Dong, and Adelson 2017). The surface function \( f \) is obtained from the depth buffer provided by OpenGL camera in PyBullet, which we clip to the thickness of the STS elastomer (5mm). To compute the surface normal at each point, we locate its adjacent points and calculate their principal axis using covariance analysis.

We implement the reflectance function \( R \) using Phong’s reflection model, which breaks down the lighting into three main components of ambient, diffuse, and specular for each channel:

\[ I(x, y) = k_a i_a + \sum_{m \in \text{lights}} k_d (\hat{L}_m \cdot \hat{N}) i_{m,d} + k_s (\hat{R}_m, \hat{V})^\alpha i_{m,s}, \]

where \( \hat{L}_m \) is the direction vector from the surface point to the light source \( m \), \( \hat{N} \) is the surface normal, \( \hat{R}_m \) is the reflection vector computed by \( \hat{R}_m = 2(\hat{L}_m \cdot \hat{N}) \hat{N} - \hat{L}_m \), and \( \hat{V} \) is the direction vector pointing towards the camera.

Through extensive search and taking into account the suggested parameters in (Gomes, Wilson, and Luo 2019), we set the specular reflection constant \( k_s \) to 0.5, the diffuse reflection constant \( k_d \) to 1.0, the ambient reflection constant \( k_a \) to 0.8, the shininess constant \( \alpha \) to 5, and the RGB channels of specular and diffuse intensities \( (i_a, i_d, i_s) \) of each corresponding light source to 1.0. We then apply a darkening mask based on the pixel penetration depth.

In order to account for the weight of objects, we introduce a lumped-element compliance model, which approximates the continuous deformations of the elastomer by an array of springs (one per pixel). Given the applied contact forces and geometries provided by the PyBullet simulator, we solve for static equilibrium at each time step to determine the gel’s deformability. Although there exists a reality gap between the simulator and the real sensor, mostly due to the limitations in soft body dynamics, tactile imprints generated by the simulator are reasonably similar to that of the real-world. Figure 9 shows a comparison of the simulated and real tactile images from the same objects.

The simulator is made publicly available at:

https://github.com/SAIC-MONTREAL/multimodal-dynamics

Data Collection Details

Supplementary video for simulation and real-world data collection is available at:

https://sites.google.com/view/multimodal-dynamics
Supplementary Prediction Results
In this section we show more prediction results from the three simulated scenario in Fig. [10] [11] and [12] to supplement those in the paper.
Figure 10: Multimodal predictions for the simulated freefalling scenario evaluated on the validation set. The motion starts from a non-contacting initial position, accounting for the initial unavailability of tactile measurements. The model predicts the final resting pose in addition to the visual and tactile measurements of the STS sensor. The bottom row compares the predicted pose (solid coordinates) with the ground truth (dashed coordinates).
Figure 11: Multimodal predictions for the simulated inclined surface scenario evaluated on the validation set. The motion starts in proximity to the surface, accounting for the initially availability of tactile measurements that may be either active or inactive. The model predicts the final resting pose in addition to the visual and tactile measurements of the STS sensor. The bottom row compares the predicted pose (solid coordinates) with the ground truth (dashed coordinates).
Figure 12: Multimodal predictions for the simulated force perturbation scenario evaluated on the validation set. The bottle starts in an initial stable resting state, accounting for the initial availability of tactile measurements. The model predicts the final resting pose in addition to the visual and tactile measurements of the STS sensor. The bottom row compares the predicted pose (solid coordinates) with the ground truth (dashed coordinates).