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Abstract. We study spectral and dynamical properties of random Schrödinger operators $H_{\text{Vert}} = -A_{\text{Vert}} + V_\omega$ and $H_{\text{Diag}} = -A_{\text{Diag}} + V_\omega$ on certain two dimensional graphs $G_{\text{Vert}}$ and $G_{\text{Diag}}$. Differently from the standard Anderson model, the random potentials are not independent but, instead, are constant along any vertical line, i.e $V_\omega(n) = \omega(n_1)$, for $n = (n_1, n_2)$. In particular, the potentials studied here exhibit long range correlations. We present examples where geometric changes to the underlying graph, combined with high disorder, have a significant impact on the spectral and dynamical properties of the operators, leading to contrasting behaviors for the “diagonal” and “vertical” models. Moreover, the “vertical” model exhibits a sharp phase transition within its (purely) absolutely continuous spectrum. This is captured by the notions of transient and recurrent components of the absolutely continuous spectrum, introduced by Avron and Simon in [8].

1. Introduction and Main results

In this paper, we present and analyze examples of random Schrödinger operators for which contrasting dynamical and spectral behaviors can be observed. In comparison to the well established theory of Anderson localization, discussed below in detail, the systems studied here exhibit some form of long range correlations. Depending on the geometry of the underlying graph, the dynamical and spectral properties of the models can change significantly. Indeed, the first of the models described below, which we call the vertical model, exhibits purely absolutely continuous spectrum and a ballistic lower bound for the time averaged second moments of the position operator. Furthermore, its absolutely continuous spectrum splits into a transient and a recurrent component, in the sense of Avron and Simon [8]. The transient spectrum for the vertical model is shown to appear only at the spectral edges and, for small values of a vertical hopping parameter, is much smaller (in the sense of Lebesgue measure) than the recurrent component. The notions of transient and recurrent absolutely continuous spectrum will be reviewed below in section 1.4. On the other hand, the second model presented here, referred to as the diagonal model, exhibits dynamical localization and has pure point spectrum.

The nature of transport can be markedly different for strongly correlated potentials from what is familiar from the weakly correlated context. For instance, in [37] two of us considered a system consisting of a particle in a random potential and a spin-$1/2$ which can flip only when the particle visits the origin. This model can be viewed as an Anderson model on two lines connected at the origin, viewing the up and down spin states as distinct horizontal layers:
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In this geometric picture, the potential is identical on the two layers, and thus has long range correlations in the graph metric. In [37] it was shown that resonant tunneling is compatible with correlated pure point spectrum since the model exhibits Green’s function decay in the graph metric, has pure point spectrum, but its eigenfunctions are only localized in the particle position [37, Theorems II.2 and II.5]. The present paper explores the consequences of correlations along the lines of those considered in [37], but of a longer range nature. The key observation is that
the geometry of the hopping matters a great deal to dynamics in the presence of long range correlations.

1.1. Overview of the models. We now present a brief description of the graphs and random operators studied in this note. A detailed description is given below in section 3.

Let \( \mathbb{Z}_{\geq 0} = \{0, 1, 2, \ldots \} \). The graph \( G_{\text{Vert}} \) has vertex set equal to \( \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \) with nearest neighbor connections which are either horizontal or vertical (in the y-axis only); see figure 1. Comparing to \( G_{\text{Vert}} \) is the following family \( \{G_{\text{Diag}, \ell}\}_{\ell=0}^{\infty} \) of “diagonal” graphs indexed by an integer \( \ell \geq 0 \). For \( \ell = 0 \), let \( G_{\text{Diag},0} \) denote the graph whose vertex set lies on or below the diagonal of the first quadrant with nearest neighbors connected horizontally or through the diagonal \( \{(n, n) : n \in \mathbb{Z}_{\geq 0}\} \) (see Figure 2). For \( \ell \geq 1 \), the graph \( G_{\text{Diag}, \ell} \) is an “interpolation” between \( G_{\text{Vert}} \) and \( G_{\text{Diag}, \ell=0} \) obtained by alternating \( \ell \) vertical connections among different layers with one “diagonal” connection (see Figure 2 for the cases \( \ell = 1 \) and \( \ell = 2 \)). Somewhat more precisely, the graph \( G_{\text{Diag}, \ell} \) has as its vertex set the portion of \( \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \) on or to the right of the path \( \mathcal{D} = \bigcup_{n \in \mathbb{Z}_{\geq 0}} \{(n, n(\ell + 1) + r) : r = 0, 1, \ldots, \ell\} \), with vertices connected horizontally or along \( \mathcal{D} \). To simplify notation, we often suppress the parameter \( \ell \) in the discussion below, writing \( G_{\text{Diag}} \) for \( G_{\text{Diag}, \ell} \) with the understanding that we are considering an arbitrary but fixed value of \( \ell \). A more detailed description of these graphs can be found in section 3.

We now describe the operators of interest for this work,

\[
H_{\text{Vert}} = -A_{\text{Vert}, \gamma} + V_\omega \quad \text{and} \quad H_{\text{Diag}} = -A_{\text{Diag}, \gamma} + V_\omega.
\]

Here \( A_{\text{Vert}, \gamma} \) for \( z = \text{Vert or Diag}, \ell \), denotes the weighted adjacency operator for the graph \( G_z \), with hopping equal to 1 along horizontal edges and to \( \gamma > 0 \) along vertical edges (\( z = \text{Vert} \) or diagonal edges (\( z = \text{Diag} \)). We take the hopping equal to 1 along vertical edges of \( G_{\text{Diag}} \), although analogous results could be obtained for other values. The operator \( V_\omega \) is a “random potential” of the form \( (V_\omega(\psi))(n) = V_\omega(n)\psi(n) \) with \( V_\omega(n) \) random variables indexed by \( n \in G_z \). The random potentials we consider depend only on the horizontal coordinate, and thus are perfectly correlated in the vertical direction. More precisely, we assume that

\[
V_\omega(n) = \omega(n_1) \quad \text{for} \quad n = (n_1, n_2) \in G_z.
\]

Our main assumption is the following

**Assumption 1.** The random variables \( \{\omega(n_1)\}_{n_1 \in \mathbb{Z}_{\geq 0}} \) are non-negative, independent and identically distributed, with a common density \( \rho \). Furthermore, \( \rho(v) > 0 \) for almost every \( v \in [0, \omega_{\text{max}}] \) and \( \rho(v) \) vanishes for \( v < 0 \) and \( v > \omega_{\text{max}} \).

**Remark.** Note that \( 0 \leq \omega(n) \leq \omega_{\text{max}} \) almost surely and \( \text{Prob}[v - \epsilon < \omega(n) < v + \epsilon] > 0 \) for every \( 0 \leq v \leq \omega_{\text{max}} \) and \( \epsilon > 0 \).

The restriction of \( H_z \), \( z = \text{Vert or Diag} \), to a single layer \( \mathbb{Z}_{\geq m_0} \times \{n_0\} \) of \( G_z \) is a copy of the Anderson model on the half-line \( \mathbb{Z}_{\geq m_0} = \{m \in \mathbb{Z} : m \geq m_0\} \):

\[
\hat{h}_{\text{And}}(\psi)(m) = -\psi(m + 1) - I[m \geq m_0 + 1]\psi(m - 1) + \omega(m)\psi(m) \quad m \geq m_0.
\]
The spectrum of this Anderson model is $\sigma(h^{(m_0)}_{\text{And}}) = [-2, 2 + \omega_{\text{max}}]$ almost surely (see, for example, [5, Corollary 3.13]). Furthermore, with probability one, $h^{(m_0)}_{\text{And}}$ exhibits Anderson localization and exponential dynamical localization (these concepts are reviewed below in §2). The operator $H_2$ has identical samples of the disorder on each layer and, in general, has some spectrum induced by the diagonal/vertical hopping that falls outside the interval $[-2, 2 + \omega_{\text{max}}]$. As will become apparent from our main results, there are fundamental differences in the spectral and dynamical properties of the operators obtained by connecting these horizontal components in distinct ways.

Remark. The assumption that $\rho(v) > 0$ for almost every $v \in [0, \omega_{\text{max}}]$ is purely for convenience, as it allows us to identify the spectrum of the Anderson model with a single interval. Most of what we do below would carry over to the more general case, even to unbounded potentials, with some modifications to Theorem 8 in case there are additional boundaries in the spectrum.

1.2. Dynamical contrast between the vertical and diagonal models. For $q > 0$, the time-averaged $q$-moments of a self-adjoint operator $H$ on $\ell^2(G_2)$ are defined by

$$M^q_T(H, X_j) := \frac{2}{T} \int_0^\infty e^{-\frac{2\pi i}{T} \delta_0} E(\delta_0, e^{itH} |X_j|^q e^{-itH} \delta_0) \, dt ,$$

where $|X_j|, j = 1, 2$, acts as a multiplication operator on $\ell^2(G_2)$ via $(|X_j|^q \phi)(n) := |n_j|^q \phi(n)$ for $n = (n_1, n_2) \in G_2$. We also introduce

$$M^q_T(H) := \frac{2}{T} \int_0^\infty e^{-\frac{2\pi i}{T} \delta_0} E(\delta_0, e^{itH} |X|^q e^{-itH} \delta_0) \, dt$$

where $|X| = |X_1| + |X_2|$ (note that, up to $q$-dependent constants, $M^q_T(H) \lesssim M^q_T(H, X_1) + M^q_T(X_2)$).
Our first result concerns $H_{\text{Vert}}$, where a combination of the symmetry and localization in the horizontal direction induces ballistic transport in the vertical direction.

**Theorem 1.** For all $\gamma > 0$ there is $T_0 > 0$ such that the averaged moments satisfy
\begin{equation}
M_T^q (H_{\text{Vert}}, X_2) \geq C_0 T^q
\end{equation}
for all times $T \geq T_0$ and some positive constant $C_0$ which depends on $\|\rho\|_\infty$ and $\gamma$.

Perspectives and open problems related to Theorem 1 are discussed in §4.1. The proof of Theorem 1, which appears in §5.3 below, is based on the following outline:

1. We show that $H_{\text{Vert}}$ has purely absolutely continuous spectrum. This follows from the vertical structure of the graph $G_{\text{Vert}}$ along with the fact that the random potential depends only on the first coordinate.
2. The Guarnieri bound [20], specialized to the two dimensional case, implies that $M_T^q (H_{\text{Vert}}) \geq C_0 (T)^{\frac{q}{2}}$. This is a general fact which does not rely on the randomness at all, only on the absolute continuity of the spectral measure $\mu_0$ for $H_{\text{Vert}}$ associated to $\delta_0$.
3. In Lemma 11 below, we show that $H_{\text{Vert}}$ exhibits exponential dynamical localization in the horizontal direction, from which it follows that $M_T^q (H_{\text{Vert}}, X_1)$ is bounded as $T \to \infty$. Therefore, it is possible to improve upon the Guarnieri bound for $M_T^q (H_{\text{Vert}})$. The intuitive idea is that transport may only occur in the vertical direction (since the horizontal direction essentially consists of an one-dimensional Anderson model). Thus one should obtain a result consistent with the Guarnieri bound in one dimension, namely $M_T^q (H_{\text{Vert}}) \approx M_T^q (H_{\text{Vert}}, X_2) \geq C_0 T^q$.

The above arguments are implemented through several technical steps in sections 5.1, 5.2 and 5.3. We emphasize that theorem 1 is valid for all $\gamma > 0$. We keep the vertical hopping parameter here for consistency, since it plays an important role in our results for $H_{\text{Dia}}$.

Our second result concerns $H_{\text{Dia}} = -A_{\text{Dia},\gamma} + V_\omega$, which we show exhibits a strong form of dynamical localization in the vertical direction:

**Theorem 2.** For each $\ell \in \mathbb{Z}_{\geq 0}$ there exist $\gamma_0 > 0$ and $T_0 > 0$ such that whenever $\gamma < \gamma_0$, we have
\begin{equation}
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \left| \langle \delta_{n}, e^{-i t H_{\text{Dia}} \delta_{n}} \rangle \right| \right) \leq C_1 e^{-\nu|m_1 - m_1|},
\end{equation}
with $C_1 < \infty$ and $\nu > 0$ depending on $\ell$ and $\gamma$.

In this diagonal model, transport in the vertical direction is constrained by horizontal transport. As a consequence we have a bound on all position moments:

**Corollary 3.** When $\gamma < \gamma_0$, with $\gamma_0$ as in Theorem 2, we have $\sup_T M_T^q (H_{\text{Dia}}) < \infty$ for all $q$.

Perspectives and open problems related to the above results are discussed in section §4.1. The main elements of the proof of Theorem 2 are the following

1. The model $H_{\text{Dia}}$ exhibits, for small $\gamma$, exponential decay for the fractional moments of the Green’s function; see lemma 23 below. This follows from an argument similar to the one in [5, Theorem 6.3] adapted to the present context. The main ingredient is Feenberg’s loop-erased expansion for the Green’s function ([5, Theorem 6.2]) combined with the geometry of the graph $G_{\text{Dia},\ell}$. In particular, it is crucial that for $n_2 = k_2 (\ell + 1) + r_2$, $r_2 \in \{0, \ldots, \ell\}$ and $n_2' > (k_2 + 1) (\ell + 1)$, the restriction of $H_{\text{Dia}}$ to $\ell^2 (G_{\text{Dia},\ell} \cap (\mathbb{Z}_{\geq 0} \times \{n_2\}))$ is independent of $\omega(k_2)$, while the restriction of this operator to $\ell^2 (G_{\text{Dia},\ell} \cap (\mathbb{Z}_{\geq 0} \times \{n_2'\}))$ depends on this variable.
2. Once decay of fractional moments of the Green’s function is known, one expects to find upper bounds on the quantum dynamics. In the present context, we obtain exponential dynamical localization by a proof similar to that used in the context of continuum random Schrödinger operators [3, Theorem A1].

The details of the above outline are completed in sections 6.1 and 6.2.
1.3. Spectral contrast between \( H_{\text{Vert}} \) and \( H_{\text{Diag}} \). The following is a simple consequence of Theorem 2 and the RAGE theorem.

**Corollary 4.** Whenever \( \gamma < \gamma_0 \), \( H_{\text{Diag}} \) has pure point spectrum with probability one.

The spectral contrast between the two models is evident from the result below.

**Theorem 5.** With probability one, \( H_{\text{Vert}} \) has simple, purely absolutely continuous spectrum. Furthermore, \( \delta_0 \) is a cyclic vector and the associated spectral measure \( \mu_0 \) has a bounded density and is supported on a set of Lebesgue measure \( 4\gamma \).

**Remark.** That is, \( d\mu_0(E) = f(E)dE \) with \( \sup_E f(E) < \infty \) and \( |\{ f > 0 \}| = 4\gamma \).

A notable feature of Theorem 5 is that, for small values of \( \gamma \), the support of \( \mu_0 \) has Lebesgue measure much smaller than the spectrum of \( H_{\text{Vert}} \), since the later contains the interval \([0, 2 + \omega_{\text{max}}]\). While such behavior is necessary in systems exhibiting spectral localization (for which the support has measure zero), we are not aware of explicit examples of it in the context of random operators exhibiting transport and AC spectrum, as in the case of \( H_{\text{Vert}} \). As we shall see in the following section, this phenomenon is linked to the fact that \( H_{\text{Vert}} \) has recurrent AC spectrum in \([0, 2 + \omega_{\text{max}}]\).

The proof of Theorem 5 may be found in §5.4 below. In calculating the Lebesgue measure of the support for \( \mu_0 \), we make use of a generalization of Boole’s identity which is of independent interest. As we could not find a reference in the literature with the exact statement needed, we present the result here and give the details of the proof in the Appendix. Let \( \mu \) be a finite Borel measure and let \( F(z) = \int \frac{1}{\omega - z} d\mu(u) \) be its Borel transform, defined whenever \( z \in \mathbb{C}^+ \). Then the limit

\[
F(E + i0) = \lim_{\delta \to 0^+} F(E + i\delta)
\]

exists and is finite for Lebesgue almost every \( E \) and is furthermore real for almost every \( E \) if \( \mu \) is purely singular (see, e.g., [43, Theorem 5.9.1]). For the Borel transform of a singular measure there is a beautiful equality of Boole:

**Proposition 6** (Boole’s identity [9]). Let \( \mu \) be a finite, purely singular Borel measure on \( \mathbb{R} \) and let \( F(z) = \int \frac{1}{\omega - z} d\mu(u) \) be its Borel transform. Then

\[
|\{ E \in \mathbb{R} : F(E + i0) > t \}| = \frac{\mu(\mathbb{R})}{t}.
\]

**Remarks.** 1) Here \( |S| \) denotes the Lebesgue measure of \( S \). 2) Boole’s identity and its extensions have been rediscovered or studied in various contexts by different authors ([35], [45], [13], [14], [22], [16], [39]). For further historical notes we refer to [43, Chapter 5] and [5, Chapter 8].

To prove Theorem 5 we require the following generalization of Boole’s identity:

**Proposition 7.** Let \( \mu \) and \( F \) be as in Proposition 6. Then

\[
|\{ E \in \mathbb{R} : \alpha < E + F(E + i0) < \beta \}| = \beta - \alpha
\]

for every real \( \alpha < \beta \).

1.4. Phase transition within \( \sigma (H_{\text{Vert}}) \). Our next result sheds light on Theorem 5, providing further information on the dynamics \( e^{-itH_{\text{Vert}}} \) by describing the splitting of the spectrum of \( H_{\text{Vert}} \) into transient and recurrent components, in the sense of Avron and Simon [8]. This may be interpreted as a phase transition within the purely absolutely continuous spectrum of \( H_{\text{Vert}} \).

Before stating this result, it is useful to recall the notions of transient and recurrent AC spectrum. A key observation of [8] was that the absolutely continuous subspace \( H_{\text{ac}} \) of a self-adjoint operator \( H \) can be further decomposed into its transient and recurrent subspaces. The subspace \( H^{\text{ac}} \) is defined to be the closure of the set of all \( \psi \in H_{\text{ac}} \) such that, for all \( N \in \mathbb{N} \)

\[
|\langle \psi, e^{-itH} \psi \rangle| = O \left( t^{-N} \right);
\]

such vectors are called “transient vectors”. By the Riemann-Lebesgue lemma, for any \( \psi \in H_{\text{ac}} \) we have that \( \lim_{t \to \infty} |\langle \psi, e^{-itH} \psi \rangle| = 0 \). For a transient vector \( \psi \in H^{\text{ac}} \), we require the limit
to converge faster than any inverse power of \( t \). As a result, the Radon-Nikodym derivative

\[
 f_\psi(E) = \frac{\partial \mu_\psi}{\partial \mu}\bigg|_E \quad \text{of the spectral measure associated to } \psi \text{ is a } C^\infty \text{ function (see [8, Proposition 3.1]).}
\]

The recurrent AC subspace \( \mathcal{H}^{\text{rac}} \) is defined to be the orthogonal complement of the transient space \( \mathcal{H}^{\text{tac}} \) within the AC subspace: \( \mathcal{H}^{\text{tac}} = \mathcal{H}^{\text{ac}} \oplus \mathcal{H}^{\text{tac}} \). As explained in [8], one of their motivations is that in case \( \mu_\psi = \chi_C \, dx \), where \( C \) is a Cantor-like set of positive Lebesgue measure, the measure \( \mu_\psi \) resembles a singular measure, despite its absolute continuity; and indeed this is a typical situation in which \( \psi \) belongs to the recurrent subspace \( \mathcal{H}^{\text{tac}} \).

The transient and recurrent AC subspaces associated to a self-adjoint operator \( H \) are seen to be invariant subspaces for \( H \) [8, Theorem 3.4]. The transient and recurrent AC spectra of \( H \), denoted \( \sigma^{\text{tac}}(H) \) and \( \sigma^{\text{rac}}(H) \) respectively, are the spectra of the restriction of \( H \) to the corresponding subspaces, \( \mathcal{H}^{\text{tac}} \) and \( \mathcal{H}^{\text{rac}} \).

**Theorem 8.** For all \( \gamma > 0 \) we have

(a) \( \sigma^{\text{tac}}(H_{\text{Vert}}) \) is a non-deterministic closed subset of \([-2-2\gamma, -2] \cup [2+\omega_{\text{max}}, 2+\omega_{\text{max}}+2\gamma]\).

(b) \( \sigma^{\text{rac}}(H_{\text{Vert}}) = [-2, 2 + \omega_{\text{max}}] \).

The points \(-2\) and \(2 + \omega_{\text{max}}\) in \( \sigma(H_{\text{Vert}}) \) are “mobility edges” separating two distinct types of spectra. The recurrent spectrum \( \sigma^{\text{tac}}(H_{\text{Vert}}) \) is equal to the bulk spectrum of the 1D Anderson model on the horizontal lines of \( G_{\text{Vert}} \), whereas the transient spectrum \( \sigma^{\text{rac}}(H_{\text{Vert}}) \) falls outside the bulk spectrum. Further comments on the transient and recurrent subspaces of \( H_{\text{Vert}} \) are given in §4. Theorem 8 follows from Corollary 20 in §5.5 below.

1.5. **Organization of the paper.** The remainder of this paper is organized as follows: §2 consists of a brief review of Anderson localization, §3 includes the precise definitions of the graphs \( G_{\text{Vert}} \) and \( G_{\text{Diag}} \), further perspectives and open problems are given in §4. The proofs of results for \( H_{\text{Vert}} \) (Theorems 1, 5 and 8) are given in §5. The proof of Theorem 2 (dynamical localization for \( H_{\text{Diag}} \)) is given in §6. A proof of Proposition 7, a generalization of Boole’s lemma, is given in Appendix A. In further appendices, we derive horizontal localization for \( H_{\text{Vert}} \) and review the harmonic analysis leading to boundedness of fractional moments of the Green’s functions for \( H_{\text{Vert}} \) and \( H_{\text{Diag}} \).

2. **A short review of Anderson localization**

We now discuss the relevant background on Anderson localization, as many of the specific results and different notions of localization will play a key role in the subsequent analysis.

The effects of disorder on transport properties of quantum systems have drawn a significant amount of attention in the mathematics and physics communities since their introduction in 1958 in the celebrated paper [7] by the physicist Anderson. The efforts to encode Anderson’s claim that randomness localizes waves in disordered media into a rigorous mathematical statement and to obtain a proof for it gave rise to a beautiful theory. For a more complete historical picture we refer to the survey [46] and the book [5].

In the present paper we make extensive use of known bounds for the 1D Anderson model \( h^{(m)}_{\text{And}} \) on the half-line \( \ell^2(\mathbb{Z}_{\geq m_0}) \), defined above in eq. (1.2). More generally, the Anderson model may be defined on \( \ell^2(\Omega) \), with \( \Omega \subset \mathbb{Z}^d \), as the random operator

\[
 h^{(\Omega)} = -A_\Omega + \lambda V_\omega,
\]

where

(i) \( A_\Omega \) is the adjacency operator acting on \( \varphi \in \ell^2(\Omega) \) through

\[
 (A_\Omega \varphi)(n) = \sum_{|m-n|=1} \varphi(m), \quad n \in \Omega, \quad |n|_1 = |n_1| + \cdots + |n_d|.
\]

(ii) The random potential \( V_\omega \) acts as a multiplication operator on \( \ell^2(\Omega) \) via

\[
 (V_\omega \varphi)(n) = \omega(n)\varphi(n), \quad n \in \Omega.
\]

(iii) \( \omega = \{\omega(n)\}_{n \in \Omega} \) is a list of independent, identically distributed random variables.

(iv) \( \lambda > 0 \) denotes the disorder strength.
Let \( \{\delta_n\}_{n \in \Omega} \) be the canonical basis of \( \ell^2(\Omega) \), with \( \delta_n(m) = \delta_{mn} \), the Kronecker delta. Dynamical localization is defined as averaged decay of the matrix elements \( |\langle \delta_n, e^{-iHt}\delta_0 \rangle| \), made explicit through a bound such as
\[
\mathbb{E} \left( \sup_{t \in \mathbb{R}} |\langle \delta_n, e^{-iHt}\delta_0 \rangle| \right) \leq C r(n),
\] (2.1)
where \( C > 0 \) and \( \sum_{n \in \mathbb{Z}^d} r(n) < \infty \). If the bound is obtained with \( r(n) = e^{-\nu|n|} \), for some \( \nu > 0 \), this is called exponential dynamical localization. If \( C_\eta := \sum_{n \in \mathbb{Z}^d} |\eta| r^2(n) < \infty \), then dynamical localization in the sense of (2.1) implies the bound
\[
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \langle \delta_0, e^{iHt} X q e^{-iHt}\delta_0 \rangle \right) \leq C_q < \infty,
\]
which in turn shows a bound on the disorder and time averaged moment (see eq. (1.4))
\[
\mathbb{E}(M^\eta(q)(H)) \leq C_q < \infty.
\] (2.2)
The inequality (2.2) is a signature of localization whereas its counterpart, \( M^\eta(q)(H) \geq CT^\alpha \) for \( \alpha > 0 \), indicates non-trivial transport which is called ballistic when \( \alpha = q \) and diffusive in case \( \alpha = q/2 \).

There is a close relationship between dynamical localization, as in (2.1), and decay of matrix elements of the Green’s function
\[
G^{(\Omega)}(n, m; z) = \langle \delta_n, (\hat{h}^{(\Omega)} - z)^{-1} \delta_m \rangle
\] (2.3)
as \( |n - m| \to \infty \). For random potentials of the type considered here, with variables having an absolutely continuous distribution with a bounded density, a convenient signature of exponential localization is given by exponential decay of the fractional moments of the Green’s function, namely
\[
\sup \lim \sup_{t \to 0} \mathbb{E} \left( |G^{(\Omega)}(n, m; E + i\epsilon)|^s \right) \leq C_{\text{And}} e^{-\mu_{\text{And}}|n - m|},
\] (2.4)
with \( 0 < s < 1 \), \( \mu_{\text{And}} > 0 \) and \( C_{\text{And}} < \infty \). See [5, Chapter 7] for a full discussion of the relation between fractional moments and dynamical localization. The key fact for the purposes of the present paper is that:

Eqs. (2.1) and (2.4) hold for the one dimensional Anderson model \( \hat{h}^{(m_0)} \) on the half line \( \mathbb{Z}_{\geq m_0} \) with non-constant random variables satisfying Assumption 1.

See, e.g., [5, Chapter 12] for further details.

More generally, in the one dimensional setting, exponential dynamical localization has been shown for any \( \lambda > 0 \) whenever the support of the random variables \( \{\omega(n)\}_{n \in \mathbb{Z}} \) contains at least two points. This is the result of many efforts, starting with [32]; see also [19] for the analysis of a related one-dimensional model. For singular distributions, complete spectral localization in one dimension was first showed in [10], and the recent works [11] and [28] establish complete exponential dynamical localization. In dimension \( d \geq 2 \), exponential dynamical localization has been proved at large disorder, meaning that \( \lambda \) is taken sufficiently large, or at weak disorder at the edges of spectral bands, see [5, Theorems 10.2 and 10.4] for precise statements.

Finally, we recall the notion of spectral localization. Associated to any self-adjoint operator \( H \) on a Hilbert space \( \mathcal{H} \), there is a decomposition \( \mathcal{H} = \mathcal{H}^{pp} \oplus \mathcal{H}^{sc} \oplus \mathcal{H}^{ac} \) into the pure point, singular continuous, and absolutely continuous sub-spaces, such that the spectral measure \( \mu_\psi \) associated to a vector \( \psi \in \mathcal{H}_2 \) is of the corresponding type (pure point for \( \psi = \text{pp} \), singular continuous for \( \psi = \text{sc} \), etc.). The RAGE theorem (after Ruelle, Amrein, Georgescu and Enss; see [5, Theorem 2.6]) provides dynamical characterizations for these subspaces. One of its consequences is that dynamical localization as in eq. (2.1) implies that \( \hat{h}^{(\Omega)} \) has pure point spectrum, meaning that \( \mathcal{H} = \mathcal{H}^{pp} \) and the spectrum \( \sigma(\hat{h}^{(\Omega)}) \) is the closure of the set of eigenvalues for \( \hat{h}^{(\Omega)} \). When \( \hat{h}^{(\Omega)} \) has pure point spectrum, we say that \( \hat{h}^{(\Omega)} \) exhibits spectral localization. If the associated eigenfunctions decay exponentially, the operator \( \hat{h}^{(\Omega)} \) is said to exhibit exponential localization. Neither spectral localization nor exponential localization
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implies dynamical localization in general; see, e.g., [15, 26]. We say that \( h^{(\Omega)} \) exhibits exponential decay of eigenfunction correlators when
\[
\mathbb{E} \left( \sup_{|g| \leq 1} |\langle \delta_n, g(h^{(\Omega)}) \delta_0 \rangle| \right) \leq C e^{-\mu |n|}
\] (2.5)
holds for positive constants \( C \) and \( \mu \), where the above supremum is taken over all Borel measurable functions \( g : \mathbb{R} \to \mathbb{C} \) bounded by one. Exponential decay of eigenfunction correlators follows from fractional moment localization (2.4) and implies exponential dynamical localization and exponential localization. For a proof of these facts and more detailed statements we refer to [5, Theorems 7.2 and 7.4].

3. Definition of the Models

We now proceed to define the graphs of interest for this work, starting with \( G_{\text{Vert}} \) — see Figure 1 above. The vertex set of \( G_{\text{Vert}} \) is given by
\[
V_{\text{Vert}} = \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0}
\] (3.1)
where \( \mathbb{Z}_{\geq 0} = \mathbb{N} \cup \{0\} \). Given \( m = (m_1, m_2) \) and \( n = (n_1, n_2) \) in \( V_{\text{Vert}} \), we write \( m \sim n \) whenever \( m \) and \( n \) are connected by an edge. The edge set of \( G_{\text{Vert}} \) is then given by \( m \sim n \) such that either \( \{m_2 = n_2 \text{ and } |m_1 - n_1| = 1\} \) or \( \{m_1 = n_1 = 0 \text{ and } |m_2 - n_2| = 1\} \), with \( m, n \in G_{\text{Vert}} \). Thus, the adjacency operator of \( G_{\text{Vert}} \) is \( X_{\text{Vert}} + Y_{\text{Vert}} \) with
\[
X_{\text{Vert}}(m, n) = \begin{cases} 
1 & \text{if } m_2 = n_2, \ |m_1 - n_1| = 1 \text{ and } m, n \in V_{\text{Vert}}. \\
0 & \text{otherwise.}
\end{cases}
\] (3.2)
and
\[
Y_{\text{Vert}}(m, n) = \begin{cases} 
1 & \text{if } m_1 = n_1 = 0, \ |m_2 - n_2| = 1 \text{ and } m, n \in V_{\text{Vert}}. \\
0 & \text{otherwise.}
\end{cases}
\] (3.3)

We are interested in a weighted adjacency operator, namely \( A_{\text{Vert}, \gamma} = X_{\text{Vert}} + \gamma Y_{\text{Vert}} \). More explicitly,
\[
A_{\text{Vert}, \gamma}(m, n) = \begin{cases} 
\gamma & \text{if } m_1 = n_1 = 0, \ |m_2 - n_2| = 1 \text{ and } m, n \in V_{\text{Vert}}. \\
1 & \text{if } m_2 = n_2, \ |m_1 - n_1| = 1 \text{ and } m, n \in V_{\text{Vert}}. \\
0 & \text{otherwise.}
\end{cases}
\] (3.4)

We turn now to the graphs \( G_{\text{Diag}, \ell} \) for \( \ell \in \mathbb{Z}_{\geq 0} \) — see Figure 2 above. For each \( \ell \in \mathbb{Z}_{\geq 0} \), \( G_{\text{Diag}, \ell} \) is defined as follows. Its vertex set is
\[
V_{\text{Diag}, \ell} = \bigcup_{k \in \mathbb{Z}_{\geq 0}} V_{\text{Diag}, \ell}^{(k)}
\] (3.5)
with
\[
V_{\text{Diag}, \ell}^{(k)} = \{(m_1, m_2) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \mid m_1 \geq k \text{ and } k(\ell + 1) \leq m_2 < (k + 1)\ell + 1\}
\] (3.6)

Two vertices \( m = (m_1, m_2) \) and \( n = (n_1, n_2) \) in \( G_{\text{Diag}} \) are adjacent, \( m \sim n \), if \( (m, n) \) belongs any of the following three sets, which represent horizontal, vertical and “diagonal” connections, respectively:
\[
\begin{align*}
\mathcal{E}_{\text{Diag}}^{(1)} &= \{(m, n) \mid m_2 = n_2, \ |m_1 - n_1| = 1 \text{ and } m, n \in V_{\text{Diag}, \ell}\}, \\
\mathcal{E}_{\text{Diag}}^{(2)} &= \{(m, n) \mid m_1 = n_1 = k \ |n_2 - m_2| = 1 \text{ and } m, n \in V_{\text{Diag}, \ell}^{(k)} \text{ for some } k \geq 0\} \\
\mathcal{E}_{\text{Diag}}^{(3)} &= \{(m, n), (n, m) \mid n = m + (1, 1) \text{ with } m = (k, k(\ell + 1)) \text{ for some } k \geq 0\}.
\end{align*}
\]

In Figure 3, this decomposition is illustrated for \( G_{\text{Diag}, 2} \), with the connections of types \( \mathcal{E}_{\text{Diag}}^{(1)} \), \( \mathcal{E}_{\text{Diag}}^{(2)} \) and \( \mathcal{E}_{\text{Diag}}^{(3)} \) colored in black, red and blue, respectively. The adjacency operator of \( G_{\text{Diag}, \ell} \)
is then $X_{\text{Diag}} + Y_{\text{Diag}} + D_{\text{Diag}}$, with

$$X_{\text{Diag}}(m,n) = \begin{cases} 1 & \text{if } (m,n) \in \mathcal{E}_{\text{Diag},1} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3.7)

$$Y_{\text{Diag}}(m,n) = \begin{cases} 1 & \text{if } (m,n) \in \mathcal{E}_{\text{Diag},2} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3.8)

and

$$D_{\text{Diag}}(m,n) = \begin{cases} 1 & \text{if } (m,n) \in \mathcal{E}_{\text{Diag},3} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3.9)

We shall study a weighted version of this, namely $A_{\text{Diag},\gamma} = X_{\text{Diag}} + Y_{\text{Diag}} + \gamma D_{\text{Diag}}$.

4. Perspectives and Open Problems

4.1. On the ballistic bound of Theorem 1. The notion of ballistic transport employed here means that $M_{\tau}(H) \sim T^q$ with $M_{\tau}^{\delta}(H)$ as in (1.4). Note that this requires averaging over time and disorder. Such double averaging is important here, as our methods rely heavily on the Guarnieri bound [20], which requires time averaging, and on localization bounds in the horizontal direction which rely on disorder averaging. See sections 5.2 and 5.3 for further details.

It is an interesting question whether ballistic bounds hold without time averaging.

We now mention a number of prior results on ballistic transport for various Schrödinger operators. A general ballistic upper bound, without time averaging, holds for discrete operators with finite range or exponentially bounded hopping terms, see, e.g., [4, Appendix B] for a proof. This bound corresponds to the single-particle version of the more general Lieb-Robinson bound [33]. In the context of random operators on a tree with independent single-site potentials, Aizenman and Warzel showed that absolutely continuous spectrum implies ballistic transport for time averaged moments, see [4]. A ballistic upper bound for operators of the form $H = -\Delta + V$ on $L^2(\mathbb{R}^n)$, where $V$ is relatively bounded with respect to $\Delta$ with relative bound less than one, was obtained in [41]. Finally, the work [29] establishes ballistic transport for certain limit periodic and quasi-periodic potentials in two dimensions.

4.2. On the localization bound of Theorem 2. As explained in the introduction, our proof of Theorem 2 connects bounds on time-averaged moments to exponential decay of the Green’s function fractional moments, see sections 6.1 and 6.2. For independent potentials (more generally, potentials with a bounded conditional single-site distribution), decay of the Green’s function fractional moments implies dynamical localization, see, for instance, [3, Theorem A1]. This perspective also allows to show dynamical localization in certain “weakly” interacting systems as the ones considered by two of us in [36].
An alternative to fractional moments, the multiscale analysis technique, usually relies on the assumption of independence at distance, meaning that there exists a $R > 0$ such that events based on boxes $\Lambda_L(m)$ are independent of events based on boxes $\Lambda_L(n)$ if \( \text{dist}(\Lambda_L(m), \Lambda_L(n)) > R \). Here $\Lambda_L(m) = \{m' \in \mathbb{Z}^d : |m - m'|_\infty < \frac{R}{2} \}$. This assumption is not fulfilled in strongly correlated systems.

4.3. On the surface states of $H_{\text{Vert}}$. The states $\psi \in \mathcal{H}^t$ are surface modes, exponentially localized near the line $\{n_1 = 0\}$. Such states are analogous to surface modes found in other disordered models [23, 25, 24, 34] (though of a different dynamical character). By way of contrast, the states in $\mathcal{H}^t$ are bulk states whose propagation, intuitively speaking, can be conceived of as resonant tunneling between states of the 1D Anderson model on the horizontal strips of the graph $\mathcal{G}_{\text{Vert}}$, enabled by virtual transitions to the edge.

Both the surface and bulk modes can be formally described through separation of variables as generalized eigenfunctions of the form

$$\psi(n_1, n_2) = \sin(p(n_2 + 1))\varphi(n_1)$$

where $p \in [0, 2\pi)$ and $\varphi = (h_{\text{And}}^{(0)} - E)^{-1} \delta_0$ with $E$ the eigenvalue and $h_{\text{And}}^{(0)}$ as in (1.2). For $\psi$ to satisfy the eigenfunction equation, $p$ and $E$ must be related by

$$-2\gamma \cos(p) = \Sigma(E),$$

where $\Sigma(E)$ denotes the Weyl function of the one-dimensional Anderson model on the half-line, i.e., $\Sigma(E) := -\frac{1}{(\delta_0, (h_{\text{And}}^{(0)} - E - i0)^{-1} \delta_0)}$.

Outside of $\sigma(h_{\text{And}}) = [-2, 2 + \omega_{\text{max}}]$, the Weyl function $\Sigma(E)$ is a smooth, monotonic function of $E$. There are two smooth maps $p \mapsto E_\pm(p)$ satisfying (4.1), with ranges

$$J_- = \{E \leq -2 : |\Sigma(E)| \leq 2\gamma \} \quad \text{and} \quad J_+ = \{E \geq 2 + \omega_{\text{max}} : |\Sigma(E)| \leq 2\gamma \},$$

respectively. The transient spectrum of $H_{\text{Vert}}$ is $\sigma_{\text{tac}} = J_- \cup J_+$. The sets $J_\pm$ are non-deterministic, and for small $\gamma$ one or both may be empty. The maps $E_\pm(p)$ give dispersion relations for the edge states, which decay exponentially away from $\{n_1 = 0\}$ by the Combes-Thomas bound (see [5, Theorem 10.5]).

By way of contrast, in the spectrum of $h_{\text{And}}$ there is no smooth map $p \mapsto E(p)$. Instead, for each $p$ there is a countable set $S_p$ of energies, dense in $\sigma(h_{\text{And}})$, at which (4.1) holds. There is no meaningful dispersion relation for these states, since the set $S_p$ varies non-smoothly with $p$. As we show below, the set $\{E \in [-2, 2 + \omega_{\text{max}}] : \text{ a solution to (4.1) exists for some } p\}$ is a dense set of positive Lebesgue measure, whose complement is also dense and of positive measure in $[-2, 2 + \omega_{\text{max}}]$. However, with probability one, the resulting states still decay exponentially into the bulk due to the localization of the Anderson model Green’s function.

4.4. Open Questions. We end this section with some open questions. As a starting point, one may wonder whether the result of Theorem 1 can be improved to show the existence of the limit $\lim_{t \to +\infty} \frac{M_q^t(H_{\text{Vert}})}{t^q}$ for each $q > 0$. More generally, we pose the following question:

**Problem 1.** As $t \to \infty$, does $\frac{1}{t} e^{itH_{\text{Vert}}} X e^{-itH_{\text{Vert}}}$ converge, in the strong sense, to an operator acting in $l^2(\mathcal{G}_{\text{Vert}})$?

Existence of the limit $V = \lim_{t \to +\infty} \frac{1}{t} e^{itH_{\text{Vert}}} X e^{-itH_{\text{Vert}}}$ is called strong ballistic transport and is known to occur for limit periodic Schrödinger operators, e.g., see [12]. The resulting limit $V$ plays the role of a velocity operator, which would typically be related to the derivative $E'(p)$ of the dispersion relation. For this reason we expect a negative answer to the above question, but it is not obvious how to prove that the limit does not exist.

It is natural to ask for generalizations of Theorem 2 on various graphs that extend $\mathcal{G}_{\text{Diag}}$. Due to the increased number of vertices, these models can be significantly more correlated than the ones covered by Theorem 2. For example, one may consider “quarter-spaces”, for which the underlying graph contains all vertices in $\mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0}$, see figure 4 below. More precisely, let $\mathcal{G}_{QS} = (\mathcal{V}_{QS}, \mathcal{E}_{QS})$ where $\mathcal{V}_{QS} = \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0}$ and $(m, n) \in \mathcal{E}_{QS}$ when $m$ and $n$ are related.
by one of the following conditions: \( E_{QS}^1 = \{ m = n \pm (1, 0), m, n \in V_{QS} \} \) or \( E_{QS}^2 = \{ m = n \pm (1, 1), m, n \in V_{QS} \} \). Let \( H_{QS} = -A_1 - \gamma A_2 + V_w \), with \( A_{1,2} \) the adjacency operators of the edge sets \( E_{QS}^1, E_{QS}^2 \), respectively, and \( V_w \) as in (1.1).

**Problem 2.** Is there a value \( \gamma_0 > 0 \) for which \( \gamma < \gamma_0 \) implies at least one of the following?

(a) \( \sigma (H_{QS}) \) is pure point.

(b) \( \sup_T M_T^p (H_{QS}) < \infty \) with \( M_T^p (H_{QS}) \) defined as in (1.4).

(c) \[
\mathbb{E} \left( \sup_{t \in \mathbb{R}} |\langle \delta_n, e^{-itH_{QS}} \delta_m \rangle| \right) \leq C_1 e^{-\nu|m-n|}, \tag{4.2}
\]

for positive constants \( C \) and \( \nu \)?

In a similar way, one can define “half-space” and “full-space” versions of \( H_{Diag} \). For all of these extensions, the proof of Green’s function decay given below fails due to the more extensive correlations of the potential.

5. **Analysis of \( H_{Vert} \) – proofs of Theorems 1, 5 and 8**

5.1. **Absolute continuity of \( \mu_0 \).** In this section, we take the first step toward proving the three theorems on \( H_{Vert} \):

**Lemma 9.** The spectral measure \( \mu_0 \) for \( H_{Vert} \) associated to \( \delta_0 \) is absolutely continuous.

To prove Lemma 9 a useful tool is the Green’s function, defined for \( z \in \mathbb{C} \setminus \mathbb{R} \) by (2.3). In particular,

\[
G_{Vert} (0, 0; z) = \langle \delta_0, (H_{Vert} - z)^{-1} \delta_0 \rangle. \tag{5.1}
\]

Its boundary values \( G_{Vert} (0, 0; E + i0) := \lim_{\varepsilon \to 0^+} G_{Vert} (0, 0; E + i\varepsilon) \) are well defined for Lebesgue almost every \( E \in \mathbb{R} \) by a theorem of de la Vallée-Poussin, see [5, Proposition B.3] and references therein. Moreover, by [5, Proposition B.4], the singular component of \( \mu_0 \) with respect to Lebesgue measure is supported on the set

\[
\{ E \in \mathbb{R} : \text{Im} \ G_{Vert} (0, 0; E + i0) = \infty \}. \tag{5.2}
\]

We will prove that \( \mu_0 \) is absolutely continuous by showing that the above set is empty.

Let \( G_{Vert}^+ \) be the component of \( G_{Vert} \) which contains \( (0, 1) \) and is obtained from \( G_{Vert} \) by deleting the edge connecting \( (0, 0) \) to \( (0, 1) \). Denote by \( H_{Vert}^+ \) the restriction of \( H_{Vert} \) to \( \ell^2 (G_{Vert}^+) \) and define \( U : \ell^2 (G_{Vert}^+) \to \ell^2 (G_{Vert}) \) by \( (U \psi) (m, n) = \psi (m, n - 1) \). It follows from the geometric resolvent identity that

\[
G_{Vert} (0, 0; z) = \frac{G_{And}^{(0)} (0, 0; z)}{1 - \gamma^2 G_{And}^{(0)} (0, 0; z) G_{Vert}^+ ((0, 1), (0, 1); z)}, \tag{5.3}
\]
where \( G_{\text{And}}^{(0)}(0,0;z) = \langle \delta_0, (\hat{h}_{\text{And}}^{(0)} - z)^{-1}\delta_0 \rangle \) is the Green’s function of the Anderson model (1.2) and \( G^+_{\text{Vert}} \) denotes the Green’s function of \( H^+_{\text{Vert}} \). However, since the random potential depends only on the first coordinate of the position, we have

\[
U^* H_{\text{Vert}} U = H^+_{\text{Vert}}. \tag{5.4}
\]

Therefore \( G^+_{\text{Vert}} ((0,1),(0,1);z) = G_{\text{Vert}} (0,0;z) \) from which it follows, using (5.3), that

\[
2\gamma^2 G_{\text{Vert}} (0,0;z) = w - w \left( 1 - \frac{4\gamma^2}{w^2} \right)^{1/2}, \quad \text{with} \quad w = \frac{1}{G_{\text{And}}^{(0)}(0,0;z)}. \tag{5.5}
\]

In (5.5) we take the principal branch of the square root since \( \text{Im} G_{\text{Vert}} (0,0;z) \geq 0 \) whenever \( \text{Im} z > 0 \) and, on the other hand, \( \text{Im} w = \text{Im} \frac{1}{G_{\text{And}}^{(0)}(0,0;z)} < 0 \).

The function \( F(w) = w \left( 1 - \frac{4\gamma^2}{w^2} \right)^{1/2} - w \) satisfies \( |F(w)| \leq 2\gamma \) in the upper half plane \( \{ \text{Im} w \geq 0 \} \). Therefore, letting \( \text{Im} z \rightarrow 0 \) in (5.5), we see that \( |G_{\text{Vert}} (0,0;E+i0)| \leq \frac{1}{\gamma} \) for all \( E \in \mathbb{R} \). In particular, the set in (5.2) is empty and the spectral measure \( \mu_0 \) is purely absolutely continuous with a bounded density; see [5, Appendix B, Proposition B.4]. This completes the proof of Lemma 9.

5.2. Floquet Theory and horizontal localization for \( H_{\text{Vert}} \). The vertical symmetry (5.4) of the graph \( G_{\text{Vert}} \) and the definition of the operator \( H_{\text{Vert}} \) suggest the use of a Fourier transform to help study the dynamics \( e^{-itH_{\text{Vert}}} \). Given \( \psi \in \ell^1(G_{\text{Vert}}) \), let

\[
(\mathcal{F}\psi)(n_1,p) := \sqrt{\frac{2}{\pi}} \sum_{n_2=0}^{\infty} \psi(n_1,n_2) \sin (p(n_2+1)). \tag{5.6}
\]

Initially defined for \( \psi \in \ell^1(G_{\text{Vert}}) \), \( \mathcal{F} \) may be extended to \( \ell^2(G_{\text{Vert}}) \) since \( \sqrt{\frac{2}{\pi}} \sin(mp) : m \in \mathbb{N} \) is a complete orthonormal system in \( L^2[0,\pi] \). One shows that

\[
\mathcal{F}^{-1}(g)(n_1,n_2) = \sqrt{\frac{2}{\pi}} \int_0^\pi g(n_1,p) \sin (p(n_2+1)) \, dp \tag{5.7}
\]

is a unitary map from \( L^2([0,\pi];\ell^2(\mathbb{Z} \geq 0)) \) onto \( \ell^2(G_{\text{Vert}}) \) and satisfies \( \mathcal{F}^{-1} \mathcal{F} \psi = \psi \) for \( \psi \in \ell^1(G_{\text{Vert}}) \). Therefore \( \mathcal{F} \) given by (5.6) may be extended to a unitary map

\[
\mathcal{F} : \ell^2(G_{\text{Vert}}) \rightarrow \ell^2([0,\pi];\ell^2(\mathbb{Z} \geq 0))
\]

with inverse given by (5.7). For simplicity of notation, we let \( \hat{\psi}(n_1,p) = \mathcal{F}(\psi)(n_1,p) \). It is immediate from the above argument that the following version of Plancherel’s identity holds

\[
\langle \widehat{\varphi}, \hat{\psi} \rangle_{L^2([0,\pi];\ell^2(\mathbb{Z} \geq 0))} = \langle \varphi, \psi \rangle_{\ell^2(G_{\text{Vert}})}.
\tag{5.8}
\]

From the definition of \( H_{\text{Vert}} \) one readily sees that

\[
\widehat{H}_{\text{Vert}} \psi(m,p) = \hat{h}_{\text{And}}^{(0)} \hat{\psi}(m,p) - 2\gamma \cos pm \delta_{m=0} \hat{\psi}(m,p), \tag{5.9}
\]

where the Anderson model \( \hat{h}_{\text{And}}^{(0)} \) (see (1.2)) acts on the first coordinate \( m \), namely

\[
\hat{h}_{\text{And}}^{(0)} \hat{\psi}(m,p) = -\hat{\psi}(m+1,p) - I[m \geq 1] \hat{\psi}(m-1,p) + \omega(m) \hat{\psi}(m,p). \tag{5.10}
\]

Equation (5.9) shows that \( H_{\text{Vert}} \) is unitarily equivalent to the direct integral \( \int_{[0,\pi]} \hat{h}_p \) on

\[
L^2([0,\pi];\ell^2(\mathbb{Z} \geq 0)) \cong \int_{[0,\pi]} \ell^2(\mathbb{Z} \geq 0) ,
\]

\[1\text{It is worth noting that this argument does not depend on the fact that we take the Anderson model on the horizontal layers. Indeed, the same argument shows that if } H \text{ is of the form}\]

\[H \psi(n_1,n_2) = \gamma I[n_1 = 0] \psi(0,n_2+1) + I[n_2 \geq 1] \psi(0,n_2-1) + h \otimes I \psi(n_1,n_2) \text{ with } h \text{ any self-adjoint operator on } \ell^2(\mathbb{Z} \geq 0), \text{ then the Green’s function of } H \text{ is bounded by } \frac{1}{\gamma} \text{ and the spectral measure } \mu_0 \text{ for } H \text{ is absolutely continuous.}\]
with the operators $h_p$ on each fiber given by a rank-one perturbation of the Anderson model:
\[
    h_p \varphi = h_p^{(0)} \varphi - 2\gamma \cos p \langle \delta_0, \varphi \rangle \delta_0 , \tag{5.11}
\]
for $\varphi \in L^2(\mathbb{Z}_\geq 0)$. The following result on dynamical localization for $h_p$ will be technically useful.

**Lemma 10.** Given $s \in (0,1)$ there exist positive constants $C_{\text{And}}(s)$ and $\mu_{\text{And}} = \mu_{\text{And}}(s)$ such that, for all $m, n \in \mathbb{Z}_\geq 0$,
\[
    \mathbb{E} \left( \sup_{|f| \leq 1} \left| \langle \delta_m, f(h_p) \delta_n \rangle \right| \right) \leq A e^{-\frac{C_{\text{And}}}{2s} |m-n|} , \tag{5.12}
\]
with $A = ((2\omega_{\text{max}} + 2\gamma)^s \| \rho \|_\infty (4 + 4\gamma + \omega_{\text{max}}) C_{\text{And}}(s))^{\frac{1}{2s}}$ and the supremum taken over all Borel measurable functions bounded by one.

**Remark:** This result follows easily from known results for the one-dimensional Anderson model, e.g., see [5, Chapter 12], via rank-one perturbation formulas. For completeness, we give a sketch of the proof in Appendix B. We note that the constants $C_{\text{And}}$ and $\mu_{\text{And}}$ are as in (2.4). The localization for $h_p$ described in Lemma 10 can immediately be translated into a strong form of horizontal localization for $H_{\text{Vert}}$. For each $m_1 \in \mathbb{Z}_\geq 0$ let $P_{m_1}$ denote the orthogonal projection of $L^2(\mathbb{G}_{\text{Vert}})$ onto $\text{Span}\{ \delta_{(m_1,m_2)} \mid m_2 \in \mathbb{Z}_\geq 0 \}$. We have the following

**Lemma 11.** For $s \in (0,1)$ let $C_{\text{And}}(s)$, $\mu_{\text{And}}(s)$ and $A$ be as in Lemma 10. Then for all $m_1, n_1 \in \mathbb{Z}_\geq 0$ and $\varphi \in L^2(\mathbb{G}_{\text{Vert}})$ we have
\[
    \mathbb{E} \left( \sup_{|f| \leq 1} \| P_{m_1} f(H_{\text{Vert}}) P_{n_1} \varphi \|_2^2 \right) \leq A \| \varphi \|_2^2 e^{-\frac{\mu_{\text{And}}}{2s} |m_1-n_1|} . \tag{5.13}
\]
where the supremum is taken over all Borel measurable functions bounded by one.

**Proof.** By Plancherel’s identity (5.8) and (5.9), we have
\[
    \langle \psi, P_{m_1} f(H_{\text{Vert}}) P_{n_1} \varphi \rangle = \int_0^\pi \langle \hat{P}_{m_1} \hat{\psi}, f(h_p) \hat{P}_{n_1} \hat{\varphi} \rangle \, dp = \int_0^\pi \langle \hat{\psi}(m_1, p), \hat{\varphi}(n_1, p) \rangle \langle \delta_{m_1}, f(h_p) \delta_{n_1} \rangle \, dp ,
\]
for any $\psi, \varphi \in L^2(\mathbb{G}_{\text{Vert}})$. Taking absolute values and the supremum over $\psi$ with $\| \psi \|_2 \leq 1$ yields, by Cauchy-Schwarz and (5.8),
\[
    \| P_{m_1} f(H_{\text{Vert}}) P_{n_1} \varphi \|_2^2 \leq \int_0^\pi \langle \delta_{m_1}, f(h_p) \delta_{n_1} \rangle^2 \| \hat{\varphi}(n_1, p) \|^2 \, dp .
\]
We find after taking the expectation that
\[
    \mathbb{E} \left( \sup_{|f| \leq 1} \| P_{m_1} f(H_{\text{Vert}}) P_{n_1} \varphi \|_2^2 \right) \leq \int_0^\pi \mathbb{E} \left( \sup_{|f| \leq 1} \left| \langle \delta_{m_1}, f(h_p) \delta_{n_1} \rangle \right| \right) \| \hat{\varphi}(n_1, p) \|^2 \, dp ,
\]
where we noted that $\left| \langle \delta_{m_1}, f(h_p) \delta_{n_1} \rangle \right| \leq 1$ for $|f| \leq 1$. Using Plancherel’s identity (5.8) one more time, the result now follows from Lemma 10.

**Corollary 12.** For each $q$, we have $\sup_T M_T^q(H_{\text{Vert}}, |X_1|) < \infty$.

**Proof.** Observe that
\[
    M_T^q(H_{\text{Vert}}, |X_1|) = \frac{2}{T} \int_0^\infty e^{-\frac{q t}{2}} \sum_{n \in \mathbb{G}_{\text{Vert}}} |n_1|^q \mathbb{E} \left( \| P_{n_1} e^{-itH_{\text{Vert}}} \delta_0 \|^2 \right) \, dt
\]
\[
    = \frac{2}{T} \int_0^\infty e^{-\frac{q t}{2}} \sum_{n_1=0}^\infty |n_1|^q \mathbb{E} \left( \| P_{n_1} e^{-itH_{\text{Vert}}} P_0 \delta_0 \|^2 \right) \, dt
\]
\[
    \leq \sum_{n_1=0}^\infty |n_1|^q \mathbb{E} \left( \sup_T \| P_{n_1} e^{-itH_{\text{Vert}}} P_0 \delta_0 \|^2 \right) < \infty ,
\]
where Lemma 11 was used in the last step.
5.3. Lower Bound on $M_T^q (H_{\text{Vert}})$: Proof of Theorem 1. For a self-adjoint operator $H$ on $\ell^2 (G_{\text{Vert}})$, the Guarneri bound [20] states that if the spectral measure $\mu_0$ is uniformly $\alpha$-Hölder continuous then

$$M_T^q (H) \geq CT^\frac{q}{q+1} \tag{5.14}$$

holds for some $C > 0$. Recall that a finite Borel measure $\mu$ is said to be uniformly $\alpha$-Hölder continuous if there exists a constant $C < \infty$ such that for all intervals $I$ with $|I| < 1$ we have $\mu(I) \leq C|I|^\alpha$; see [5, Definition 2.2]. In particular, if the spectral measure $\mu_0$ for $H$ is purely absolutely continuous with a bounded density, then we have $M_T^q (H) \geq CT^\frac{q}{q+1}$.

To bound $M_T^q (H_{\text{Vert}}, |X_2|)$, we will use an adaptation of the proof of the Guarneri bound, incorporating improvements due to the disorder which are specific to our context. To begin, we reproduce the derivation of (5.14). The starting point is the following estimate on averaged quantum dynamics in an abstract context.

Theorem 13 (Strichartz-Last). Let $H$ be a self-adjoint operator on a Hilbert space $\mathcal{H}$ and assume the spectral measure of $H$ with respect to $\psi$ is uniformly $\alpha$-Hölder continuous for some $\alpha \in [0, 1]$. Then, there exists a constant $C_\psi < \infty$ such that for all $\phi \in \mathcal{H}$ and all $T > 0$

$$\frac{1}{T} \int_0^T |\langle \phi, e^{-itH}\psi \rangle|^2 \leq C_\psi \|\phi\|^2 \frac{1}{T^\alpha} \tag{5.15}$$

This result, which may be found in [5, Theorem 2.3], can be used to prove the Guarneri bound (5.14) as follows. Suppose that the spectral measure $\mu_0$ for $H$ is uniformly $\alpha$-Hölder continuous. Writing $M_T^q (H) = \frac{2}{T} \sum_n |n|^q \int_0^\infty e^{-\frac{t}{T}} |\langle \delta_n, e^{-itH}\delta_0 \rangle|^2 dt$, we obtain

$$M_T^q (H) \geq 2e^{-2Nq} \sum_{|n| > N} \frac{1}{T} \int_0^T |\langle \delta_n, e^{-itH}\delta_0 \rangle|^2 dt$$

$$\quad = 2e^{-2Nq} \left( 1 - \sum_{|n| \leq N} \frac{1}{T} \int_0^T |\langle \delta_n, e^{-itH}\delta_0 \rangle|^2 dt \right).$$

Applying the Strichartz-Last Theorem to each term in the sum on the right hand side, we see that

$$M_T^q (H) \geq 2e^{-2Nq} \left( 1 - \frac{N(N+1)C_\psi}{2T^\alpha} \right) \geq CT^\frac{q}{q+1},$$

where $\frac{N(N+1)}{2}$ counts the number of sites in $G_{\text{Vert}}$ with $|n| \leq N$ and in the last step we chose $N^2$ comparable to $T^\alpha$ and adjusted the constant accordingly.

For $H = H_{\text{Vert}}$, we now follow the proof of (5.14) to estimate $E(M_T^q (H_{\text{Vert}}, |X_2|))$. First, we have

$$E(M_T^q (H_{\text{Vert}}, |X_2|)) \geq 2e^{-2Nq} \left( 1 - \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{N} \frac{1}{T} \int_0^T E(|\langle \delta_{n_1, n_2}, e^{-itH}\delta_0 \rangle|^2) dt \right). \tag{5.16}$$

Let $K \geq 0$ be a sufficiently large integer to be specified below. Applying the localization bound of Lemma 11 for $n_1 \geq K$ and the Strichartz-Last Theorem 13 for $n_1 < K$, we find that

$$E(M_T^q (H_{\text{Vert}}, |X_2|)) \geq 2e^{-2Nq} \left( 1 - \frac{A_s}{1 - e^{-\frac{\mu_{\text{Last}}}{2s}}K} \right)$$

for $s \in (0, 1)$. Choosing $K$ sufficiently large and then taking $N \approx \frac{T}{\mu_{\text{Last}}}$ (for $T$ sufficiently large) yields the desired bound, equation (1.5), and completes the proof of Theorem 1.

5.4. A formula for spectral measures: proof of Theorem 5. The proof of Theorem 5 is based on an exact formula for spectral measures of $H_{\text{Vert}}$ which is also crucial to the analysis of the transient and recurrent components in the next section. Let

$$\Sigma(E) := \frac{1}{\langle \delta_0, (\hat{h}_{\text{Last}}^\omega - E - i0)^{-1}\delta_0 \rangle} \tag{5.17}$$
denote the Weyl function for the Anderson model (1.2), where the boundary values exists for Lebesgue almost every \( E \in \mathbb{R} \) (see, e.g., [43, Theorem 5.9.1]).

**Lemma 14.** Denote by \( \mu_{n_2,n'_2} \) the spectral measure of \( H_{\text{Vert}} \) associated to \( \delta_{(0,n_2)} \) and \( \delta_{(0,n'_2)} \). Then, for \( n_2, n'_2 \in \mathbb{Z}_{\geq 0} \) we have that

\[
d\mu_{n_2,n'_2}(E) = \frac{1}{\pi \gamma} \sqrt{1 - \frac{(\Sigma(E))^2}{4\gamma^2}} + U_{n_2} \left( \frac{\Sigma(E)}{2\gamma} \right) U_{n'_2} \left( \frac{\Sigma(E)}{2\gamma} \right) dE, \tag{5.18}
\]

where \([x]_+ := \max(x,0)\) denotes the positive part and \( U_m(z) \), \( m = 0,1,2, \ldots \), denote the Chebyshev polynomials of second kind.

**Proof.** Let \( L \in \mathbb{N} \) be given and let \( H_{\text{Vert}}^L \) denote the restriction of \( H_{\text{Vert}} \) to \( \ell^2(\{0,\ldots,L\} \times \mathbb{Z}_{\geq 0}) \).

Since

\[ \hat{\delta}_{(0,n_2)}(m_1,p) = \sqrt{\frac{2}{\pi}} \delta_0(m_1) \sin \left( \pi \frac{n_2 + 1}{L} \right), \]

it follows from Plancherel’s identity (5.8) that if \( f \) is, for example, a bounded continuous function, then

\[
\langle \delta_{(0,n_2)}, f(H_{\text{Vert}}^L) \delta_{(0,n'_2)} \rangle = \frac{2}{\pi} \int_0^\pi \langle \delta_0, f(h_p^L) \delta_0 \rangle \sin \left( \pi \frac{n_2 + 1}{L} \right) \sin \left( \pi \frac{n'_2 + 1}{L} \right) dp.
\]

where \( \mu_p^{0,L} \) is the spectral measure for \( h_p^L \) associated to \( \delta_0 \) and \( h_p^L \) is the restriction of \( h_p \) to \( \ell^2(\{0,\ldots,L\}) \) (see eq. (5.11)). Recalling that \( U_m(\cos p) = \frac{\sin((m+1)p)}{\sin p} \), we obtain

\[
\langle \delta_{(0,n_2)}, f(H_{\text{Vert}}^L) \delta_{(0,n'_2)} \rangle = \frac{2}{\pi} \int_0^\pi \int_{-\infty}^\infty \left( f(E) d\mu_p^{0,L}(E) \right) U_{n_2}(\cos p) U_{n'_2}(\cos p) \sin^2 p \, dp \tag{5.19}
\]

Let \( h_{\text{And}}^{(0,L)} \) denote the restriction of the Anderson model \( h_{\text{And}}^{(0)} \) to \( \ell^2(\{0,\ldots,L\}) \). Since \( h_p^L \) is a rank-one perturbation of \( h_{\text{And}}^{(0)} \), it follows from [5, Theorem 5.3] that

\[
d\mu_p^{0,L}(E) = \delta \left( \Sigma(L) + 2\gamma \cos p \right) \, dE \tag{5.20}
\]

where \( \frac{1}{\Sigma(L)} = -\langle \delta_0, (h_{\text{And}}^{(0,L)} - E)^{-1} \delta_0 \rangle \). As explained in [5], the distributional identity (5.20) is equivalent to stating that \( \mu_p^{0,L} \) is supported on the set \( \{E \in \mathbb{R} : \Sigma(L) = -2\gamma \cos p \} \), assigning to each point is this set the mass \( \frac{1}{\Sigma(L)} \). Given \( E \in \mathbb{R} \) with \( \Sigma(L) \in (-2\gamma,2\gamma) \), let \( q = q(E) \) denote the unique value in \( (0,\pi) \) for which \( -2\gamma \cos q = \Sigma(L) \). We have that

\[
\delta \left( \Sigma(L) + 2\gamma \cos p \right) \, dp = \frac{1}{2\gamma \sin(q)} \delta(q-p) \, dp, \tag{5.21}
\]

see equation (5.11) in [5].

In particular, letting \( P_{n_2,n'_2}(z) = U_{n_2}(z) U_{n'_2}(z) \) it follows from Fubini’s theorem along with equations (5.19), (5.20) and (5.21) that

\[
\langle \delta_{(0,n_2)}, f(H_{\text{Vert}}^L) \delta_{(0,n'_2)} \rangle = \frac{1}{\pi \gamma} \int_{-\infty}^\infty \left( f(E) \sqrt{1 - \frac{(\Sigma(L))^2}{4\gamma^2}} \right) + P_{n_2,n'_2}(\frac{\Sigma(L)}{2\gamma}) \, dE, \tag{5.22}
\]

where we have used that \( \int_0^\pi \delta(p-q) \, dp = 1 \) holds for \( q \in (0,\pi) \). Letting \( L \to \infty \), eq. (5.18) follows from the dominated convergence theorem.

A first consequence of the prior lemma is the cyclicity of \( \delta_0 \):

**Lemma 15.** \( \delta_0 \) is a cyclic vector for \( H_{\text{Vert}} \).
Proof. Denote by $\mathcal{H}_0$ the cyclic subspace of $H_{\text{Vert}}$ associated to $\delta_0$. Let $n_2 \in \mathbb{Z}_{\geq 0}$ and let $P_{\mathcal{H}_0} \delta_{(0,n_2)}$ be the orthogonal projection of $\delta_{(0,n_2)}$ onto $\mathcal{H}_0$. By lemma 14, we have

$$d\mu_{0,n_2}(E) = U_{n_2} \left( \frac{\Sigma(E)}{2\gamma} \right) d\mu_0(E),$$

where $d\mu_{0,n_2}$ is the spectral measure associated to the pair of vectors $(\delta_{(n_2,0)}, \delta_0)$ and

$$d\mu_0(E) = \frac{1}{\pi \gamma} \sqrt{1 - \frac{\Sigma(E)^2}{4\gamma^2}} \, dE$$

is the spectral measure associated to $\delta_0$. It follows from the spectral theorem that

$$\|P_{\mathcal{H}_0} \delta_{(0,n_2)}\|^2 = \int_{-\infty}^{\infty} U_{n_2}^2 \left( \frac{\Sigma(E)}{2\gamma} \right) d\mu_0(E).$$

Applying Lemma 14 a second time with $n_2 = n_2'$, we conclude that

$$\|P_{\mathcal{H}_0} \delta_{(0,n_2)}\|^2 = \frac{1}{\pi \gamma} \int_{-\infty}^{\infty} U_{n_2}^2 \left( \frac{\Sigma(E)}{2\gamma} \right) \sqrt{1 - \frac{\Sigma(E)^2}{4\gamma^2}} \, dE = \|\delta_{(0,n_2)}\|^2 = 1.$$

Thus $\delta_{(0,n_2)} \in \mathcal{H}_0$ for each $n_2 \in \mathbb{Z}_{\geq 0}$. It readily follows from the definition of $H_{\text{Vert}}$ that $l^2(\mathbb{S}_{\text{Vert}}) = \text{Span}\{H_{\text{Vert}}^{(j)} \delta_{(0,n_2)} : j, n_2 \in \mathbb{Z}_{\geq 0}\}$. Therefore $\delta_0$ is a cyclic vector for $H_{\text{Vert}}$. \(\square\)

We are now ready to complete the proof of Theorem 5. Since $\delta_0$ is cyclic and $\mu_0$ is absolutely continuous, it follows that $H_{\text{Vert}}$ has simple, purely absolutely continuous spectrum. By Lemma 14, $\mu_0$ is supported on $\{E : |\Sigma(E)| < 2\gamma\}$ and its density is bounded by $\frac{1}{\pi \gamma}$ (see eq. (5.23)). To compute the Lebesgue measure of the support, we use the following

Lemma 16. The Weyl function $\Sigma(E)$ satisfies

$$\Sigma(E) = E - \omega(0) + \langle \delta_1, (h^{(1)}_{\text{And}} - E - i0)^{-1} \delta_1 \rangle,$$

with $h^{(1)}_{\text{And}}$ the Anderson model (1.2) on $l^2(\mathbb{Z}_{\geq 1})$.

Proof. Letting $\varphi = (h^{(0)}_{\text{And}} - z)^{-1} \delta_0$, we have by definition of $h^{(0)}_{\text{And}}$

$$-\varphi(1) + (\omega(0) - z) \varphi(0) = 1.$$

Since, by the geometric resolvent identity,

$$\varphi(1) = \langle \delta_1, (h^{(0)}_{\text{And}} - E - i0)^{-1} \delta_0 \rangle = \langle \delta_1, (h^{(1)}_{\text{And}} - E - i0)^{-1} \delta_1 \rangle \varphi(0),$$

eq (5.24) follows by taking $z = E + i\varepsilon$ and $\varepsilon \rightarrow 0^+$. \(\square\)

Returning to the proof of Theorem 5, we see that

$$\{|E : |\Sigma(E)| < 2\gamma\}| = \{|E : |E - \omega(0) + F(E + i0)| < 2\gamma\}|,$$

where $F(z) = \langle \delta_1, (h^{(0)}_{\text{And}} - z)^{-1} \delta_1 \rangle = \int_{\mathbb{R}} \frac{1}{|u - z|} \, d\mu_1(u)$, with $\mu_1$ the spectral measure for $h^{(1)}_{\text{And}}$ associated to $\delta_1$. Almost surely, $\mu_1$ is pure-point, hence purely singular (see, e.g., [28]). Thus, with probability one, we have $\{|E : |\Sigma(E)| < 2\gamma\} = 4\gamma$, by Proposition 7. This completes the proof.

5.5. Transient and recurrent components: proof of Theorem 8. We now turn to the study of the transient and recurrent components of the spectrum of $H_{\text{Vert}}$. We begin by recalling some measure theoretic topology from [8]. An event is an equivalence class $[S]$ of Borel subsets of $\mathbb{R}$ under the relation $S \sim T$ if $S$ and $T$ differ by a Lebesgue measure zero set, i.e., $|S \Delta T| = 0$. The support of an absolutely continuous measure $d\mu = f(E) dE$ is the event $\{|f > 0\}$. The essential interior of an event $[S]$ is the open set

$$U = \{E : \|(E - t, E + t) \cap S\| = 2t \text{ for some } t > 0\}$$

and the essential frontier of $[S]$ is the event $[S \setminus U]$. 

Given a self-adjoint operator \( H \) on a separable Hilbert space, a maximal spectral measure for \( H \) is a Borel measure \( \mu \) such that for any Borel set \( A \), \( \mu(A) > 0 \) if and only if the corresponding spectral projection satisfies \( P_A(H) \neq 0 \). Every self-adjoint operator \( H \) admits a maximal spectral measure \( \mu \) and any other spectral measure \( \mu_\varphi \) is absolutely continuous with respect to \( \mu \), see [47, Lemma 3.16]. The \( H \)-event is the support of the absolutely continuous part of a maximal spectral measure \( \mu \) for \( H \). If \( H \) has a cyclic vector \( \psi \), then the \( H \)-event coincides with the support of the absolutely continuous part of the spectral measure \( \mu_\psi \). A key result of Avron and Simon is that the essential interior and essential frontier of the \( H \)-event determine the transient and recurrent spectrum of \( H \):

**Theorem 17** ([8, Theorem 3.4]). Let \( H \) be a self-adjoint operator on \( \mathcal{H} \), a separable Hilbert space. Let \([A] \) be the \( H \)-event and let \([B], [C] \) be its essential interior and essential frontier. Then

\[
\mathcal{H}_{\text{rac}} = E_B \mathcal{H}_{\text{ac}}; \quad \mathcal{H}_{\text{rac}} = E_C \mathcal{H}_{\text{ac}}.
\]

For \( H_{\text{Vert}} \) we have the following

**Lemma 18.** The \( H_{\text{Vert}} \)-event is \([S] \) where \( S := \{ E : |\Sigma(E)| < 2\gamma \} \). The essential interior of \([S] \) is the open set \( S \setminus [-2, 2 + \omega_{\max}] \) and the essential frontier of \([S] \) is the event \([S \cap [-2, 2 + \omega_{\max}] \] is the open, and thus contained in the essential interior of \([S] \).

Since the essential frontier and essential interior are essentially disjoint (see remark following [8, Proposition 2.2]), to complete the proof it suffices to show that \([S \cap [-2, 2 + \omega_{\max}] \) is contained in the essential frontier of \([S] \). Below we show that \( S^c \) is essentially dense in \([-2, 2 + \omega_{\max}], \)

\[
\left| (E - t, E + t) \cap S^c \right| > 0 \quad \text{for any } E \in [-2, 2 + \omega_{\max}] \text{ and any } t > 0.
\]

It follows that \( |(E - t, E + t) \cap S^c| < 2t \) for any \( E \in [-2, 2 + \omega_{\max}] \) and \( t > 0 \), so \([S \cap [-2, 2 + \omega_{\max}] \) is contained in the essential frontier of \([S] \).

We recall that a set \( T \) is essentially dense in an interval \( I \subset \mathbb{R} \) if \( |J \cap T| > 0 \) for any interval \( J \subset I \) (see [17, §3]). To complete the proof of Lemma 18 it remains to show the following

**Lemma 19.** Both \( S \) and \( S^c \) are essentially dense in \([-2, 2 + \omega_{\max}] \).

**Proof.** Let \( J \subset [-2, 2 + \omega_{\max}] \) be an interval. We must show that \( |J \cap S| > 0 \) and \( |J \cap S^c| > 0 \). Let \( \mu_0 \) denote the spectral measure of the Anderson model \( \hat{h}^{(0)}_{\text{And}} \) on \( l^2(\mathbb{Z}_{\geq 0}) \) associated to \( \delta_0 \). Since \( \delta_0 \) is cyclic for \( \hat{h}^{(0)}_{\text{And}} \) and \( \sigma(\hat{h}^{(0)}_{\text{And}}) = [-2, 2 + \omega_{\max}] \), we conclude that \( \mu_0(J) > 0 \). Because \( \hat{h}^{(0)}_{\text{And}} \) has pure point spectrum, \( \mu_0 \) is a purely singular measure. It follows that

\[
\lim_{t \to \infty} t \left| \{ E \in J : |\langle \delta_0, (\hat{h}^{(0)}_{\text{And}} - E - i0)^{-1}\delta_0 \rangle > t \} \right| = \frac{2}{\pi} \mu_0(J) > 0,
\]

by [40, Equation (5.4)] ([39, Theorem 1], when restated in terms of Borel measures on the real line, would also suffice). In particular, choosing \( t \) sufficiently large yields

\[
|S \cap J| = \left| \left\{ E \in J : |\langle \delta_0, (\hat{h}^{(0)}_{\text{And}} - E - i0)^{-1}\delta_0 \rangle > \frac{1}{2\gamma} \right\} \right| > 0.
\]

Thus, \( S \) is essentially dense in \([-2, 2 + \omega_{\max}] \). Similarly, letting \( \mu_1^{(1)} \) denote the spectral measure of the Anderson model \( \hat{h}^{(1)}_{\text{And}} \) on \( l^2(\mathbb{Z}_{\geq 1}) \) associated to \( \delta_1 \), we have \( \mu_1^{(1)}(J) > 0 \) and

\[
\lim_{t \to \infty} t \left| \{ E \in J : |\langle \delta_1, (\hat{h}^{(1)}_{\text{And}} + E - i0)^{-1}\delta_1 \rangle > t \} \right| = \frac{2}{\pi} \mu_1^{(1)}(J) > 0.
\]

By choosing \( t \) sufficiently large and using Lemma 16, we conclude by the triangle inequality that

\[
|S^c \cap J| = \left| \left\{ E \in J : |\omega(0) - E - \langle \delta_1, (\hat{h}^{(1)}_{\text{And}} + E - i0)^{-1}\delta_1 \rangle > 2\gamma \right\} \right| > 0,
\]

hence \( S^c \) is essentially dense in \([-2, 2 + \omega_{\max}] \).
Theorem 8 follows from the corollary below, which is a direct consequence of Theorem 5, Theorem 17 and Lemma 18:

**Corollary 20.** Let $P_r := P_{[-2,2+\omega_{\max}]}(H_{\text{Vert}})$ and $P_t := P_{[-2,2+\omega_{\max}]}(H_{\text{Vert}})$ denote the spectral projections of $H_{\text{Vert}}$ onto $[-2,2+\omega_{\max}]$ and $[-2,2+\omega_{\max}]$ respectively. Then $\text{ran} P_r = H_{\text{rac}}$ and $\text{ran} P_t = H_{\text{rac}}$.

Note that the transient spectrum of $H_{\text{Vert}}$, $\sigma_{\text{rac}} = \mathcal{S} \setminus (-2,2+\omega_{\max})$, is non-deterministic. Since $\Sigma(E)$ is monotonic increasing on each component of the complement of $(-2,2+\omega_{\max})$, $\sigma_{\text{rac}} = J_- \cup J_+$ where $J_- \subset [-2-2\gamma,-2]$ and $J_+ \subset [2+\omega_{\max},2+\omega_{\max}+2\gamma]$ are intervals given by

$$J_- = \{E \leq -2 : |\Sigma(E)| \leq 2\gamma\} \quad \text{and} \quad J_+ = \{E \geq 2 + \omega_{\max} : |\Sigma(E)| \leq 2\gamma\}. \quad (5.25)$$

Depending on the configuration $\omega$ and the hopping $\gamma$, one or both of $J_\pm$ can be empty. Indeed, by monotonicity of $\Sigma(E)$ we have $J_\pm \neq \emptyset$ if and only if $\gamma > \frac{|\Sigma(E_\pm)|}{2}$ where $E_- = -2$ and $E_+ = 2 + \omega_{\max}$. For completeness we provide a proof that these numbers are non-zero and finite almost surely. Here we commit a slight abuse of notation: since $\Sigma(E)$ is only defined for Lebesgue almost-every $E \in [-2,2+\omega_{\max}]$, the values $\Sigma(E_\pm)$ are understood as the side limits $\Sigma(E_\pm) = \lim_{E \downarrow E_\pm} \Sigma(E)$ and $\Sigma(E_-) = \lim_{E \uparrow E_-} \Sigma(E)$ (which are well defined due to monotonicity of $\Sigma(E)$ in $[-2,2+\omega_{\max}]$).

**Lemma 21.** At the edges $E_- = -2$ and $E_+ = 2 + \omega_{\max}$ we have that $0 < |\Sigma(E_\pm)| < \infty$ (5.26)

almost surely.

**Proof.** Assume, for the sake of contradiction, that $P(\Sigma(E_\pm) = 0) > 0$. Then, Lemma 16,

$$P(\omega(0) - E_\pm - (\delta_1, (h_{\text{And}} - E_\pm - i0)^{-1}\delta_1) = 0) > 0.$$ 

Since $(\delta_1, (h_{\text{And}} - E_\pm - i0)^{-1}\delta_1)$ is independent of $\omega(0)$, the above equation contradicts the fact that the distribution of $\omega(0)$ is purely absolutely continuous. We conclude that $P(\Sigma(E_\pm) = 0) = 0$.

By a similar argument, one sees that $P(\Sigma(E_\pm) = \infty) = 0$. \hfill $\square$

### 6. Analysis of $H_{\text{Diag}}$ — proof of Theorem 2 and Corollary 4

#### 6.1. Green’s function decay. In this section we turn to the analysis of the operator $H_{\text{Diag}}$ on $L^2(G_{\text{Diag},\ell})$ for fixed $\ell \geq 0$. Let $G_{\text{Diag}}(m,n; z) = \langle \delta_m, (H_{\text{Diag}} - z)^{-1}\delta_n \rangle$ for $m, n \in G_{\text{Diag},\ell}$ and $z \in \mathbb{C} \setminus \mathbb{R}$ denote the corresponding Green’s function. A preliminary observation is that the fractional moments of $G_{\text{Diag}}$ are bounded:

**Lemma 22.** There is $C_{\text{AP}} < \infty$ such that for each $s \in (0,1)$, $z \in \mathbb{C} \setminus \mathbb{R}$ and $m = (m_1,m_2)$, $n = (n_1,n_2)$ in $G_{\text{Diag},\ell}$ we have

$$\mathbb{E} \left( |G_{\text{Diag}}(m,n; z)|^s \right| f_{m_1,n_1}^c \right) \leq \frac{C_{\text{AP}}}{1-s}, \quad (6.1)$$

where $\mathbb{E}(\cdot| f_{m_1,n_1}^c)$ denotes averaging with respect to the variables $\omega(m_1)$ and $\omega(n_1)$.

**Remarks.**

(i) Due to the correlation between potentials at different sites, the rank-one bounds of the original Aizenman-Molchanov method [2] do not work here. However, eq. (6.1) is a straightforward consequence of the Hilbert-Schmidt fractional moment bounds developed for continuum Schrödinger operators [1]. For completeness we give a brief sketch of the proof of Lemma 22 in Appendix C, based on results from [1].

(ii) The a priori bound $C_{\text{AP}}$ depends on $s$ and the distribution of the random variables, but is independent of $\ell$, $m$, $n$ and $z$.

(iii) The average $\mathbb{E}(\cdot| f_{m_1,n_1}^c)$ is the conditional expectation with respect to the $\sigma$-algebra generated by $\{\omega(r) : r \neq m_1 \text{ and } r \neq n_1\}$, which explains the notation.
The key estimate we use below to prove Theorem 2 is exponential decay of the fractional moments of the Green’s function:

**Lemma 23.** Let \( r \in (0, \frac{1}{3}) \). If \((C_{AP})^{3r} < 1 - 3r\), then there exist constants \( C_{\text{Diag}} < \infty \) and \( \mu_{\text{Diag}} > 0 \) such that for all \( m, n \in \mathbb{G}_{\text{Diag}, \ell} \) and \( z \in \mathbb{C} \setminus \mathbb{R} \) we have

\[
\mathbb{E} \left( |G_{\text{Diag}}(m, n; z)|^r \right) \leq C_{\text{Diag}} e^{-\mu_{\text{Diag}} d_{\text{Diag}}(m, n)},
\]

where \( d_{\text{Diag}} \) denotes the graph distance in \( \mathbb{G}_{\text{Diag}, \ell} \).

**Remark.** In terms of the constants \( \mu_{\text{And}} = \mu_{\text{And}}(3r) \), \( C_{\text{And}} = C_{\text{And}}(3r) \) appearing in eq. (2.4), with \( s = 3r \), we have \( \mu_{\text{Diag}} = \min\left( \frac{1}{3}s, \frac{\alpha}{1+s} \right) \) where \( \alpha = -\log\left( \frac{(C_{AP})^{s}}{(1-3r)^{s}} \right) \) and \( \mu_{\text{Diag}} = 2 \max\left( C_{\text{And}}^{3}, C_{\text{And}}^{2} \frac{C_{AP}}{(1-3r)^{s}} \right) \).

Lemma 23 combines two estimates: 1) localization of the 1D Anderson model in the bulk of \( \mathbb{G}_{\text{Diag}, \ell} \), see eq. (2.4), and 2) decay along the boundary of \( \mathbb{G}_{\text{Diag}, \ell} \) expressed in the following

**Lemma 24.** Let \( s \in (0, 1) \) be given. For all \( m, m' \in \mathbb{Z}_{\geq 0}, j, j' \in \{0, 1, ..., \ell\} \) and \( z \in \mathbb{C}^{+} \) we have

\[
\mathbb{E} \left( |G_{\text{Diag}}((m', m'(\ell + 1) + j'), (m, m(\ell + 1) + j); z)|^s \right| \mathcal{F}_{[m', m]} \right) \leq \frac{C_{AP}^{s}}{1-s} \left( \frac{(C_{AP})^{s}}{1-s} \right)^{|m-m'|}.
\]

where \( \mathbb{E} \left( |\mathcal{F}_{[m', m]}\right) \) denotes averaging over \( \omega(r) \) for each \( r \) between \( m' \) and \( m \).

**Remark.** As above, \( \mathbb{E} \left( |\mathcal{F}_{[m', m]}\right) \) is a conditional expectation, in this case with respect to the \( \sigma \)-algebra generated by \( \{ \omega(k) : k > \max(m, m') \) or \( k < \min(m, m') \} \).

**Proof.** Since \( H_{\text{Diag}} \) is a real symmetric operator, the Green’s function is symmetric: \( G(m, n; z) = G(n, m; z) \). Thus it suffices to consider \( m \geq m' \). Fix \( j, j' \in \{0, 1, ..., \ell\} \), \( z \in \mathbb{C}^{+} \) and let \( x_{m,j} = (m, m(\ell + 1) + j) \). We proceed by induction in \( m \). When \( m = m' \) the statement reduces to the a priori bound of Lemma 22. Suppose that the desired conclusion holds for some \( m \geq m' \).

By the geometric resolvent identity, we have the factorization

\[
G(x_{m', j'}, x_{m, j}; z) = \gamma G(x_{m', j'}, x_{m, j}; z) G^{+}(x_{m+1, 0}, x_{m+1, j}; z).
\]

Taking absolute values, raising both sides to the power \( s \), and averaging, we find that

\[
\mathbb{E} \left( |G(x_{m', j'}, x_{m+1, j}; z)|^{s} \right| \mathcal{F}_{[m', m+1]} \right)
= \gamma^{s} \mathbb{E} \left( |G(x_{m', j'}, x_{m, j}; z)|^{s} G^{+}(x_{m+1, 0}, x_{m+1, j}; z) |^{s} \right| \mathcal{F}_{[m', m+1]} \right).
\]

Integrating first with respect to \( \omega(0), ..., \omega(m) \), using the inductive assumption and the fact that \( G^{+}(x_{m+1, 0}, x_{m+1, j}; z) \) depends only on \( \omega(k) \) for \( k > m \), we obtain

\[
\mathbb{E} \left( |G(x_{m', j'}, x_{m+1, j}; z)|^{s} \right| \mathcal{F}_{[m', m+1]} \right)
\leq \left( \frac{(C_{AP} g^{s})}{1-s} \right)^{m+1-m'} \mathbb{E} \left( G^{+}(x_{m+1, 0}, x_{m+1, j}; z) |^{s} \right| \mathcal{F}_{[m', m+1]} \right).
\]

Finally, another application of Lemma 22 concludes the proof. \( \square \)

We now turn to the proof of Lemma 23. Fix \( 0 < r < \frac{1}{3} \), \( z \in \mathbb{C} \setminus \mathbb{R} \), and let \( C_{\text{And}} = C_{\text{And}}(3r) \), \( \mu_{\text{And}} = \mu_{\text{And}}(3r) \) be such that the Green’s function decay for the Anderson model (2.4) holds with \( s = 3r \). Let \( D \) denote the boundary layer of \( \mathbb{G}_{\text{Diag}} \):

\[
D := \{ (p, p(\ell + 1) + j) : p \in \mathbb{Z}_{\geq 0} \text{ and } j \in \{0, \ldots, \ell\} \}. \]
Proposition 25. Let \( \mu_{n,m} \) be the spectral measure of \( H_{\text{Diag}} \) associated to \( n = (n_1, n_2) \) and \( m = (m_1, m_2) \) and denote its total variation norm by \( \| \mu_{n,m} \| \). Let \( \mathcal{E}_{m_1} = \{ (m_1, m_2) \in \mathcal{G}_{\text{Diag}} : m_2 \in \mathbb{Z}_+ \} \). Then, for \( r \in (0, 1) \) and \( J = [-2 - 2\gamma, 2 + \omega_{\text{max}} + 2\gamma] \) we have that

\[
\mathbb{E}(\| \mu_{n,m} \|) \leq C \left[ \int_J \sum_{k \in \mathcal{E}_{m_1}} \mathbb{E}(\| G_{\text{Diag}}(n,k;E) \|^{2\gamma}) \, dE \right]^{\frac{1}{2\gamma}},
\]

with \( C = \| \rho \|_\infty^{\frac{2\gamma}{\omega_{\text{max}}} \gamma} \).
Proof. Let $H^L$ be the restriction of $H_{\text{Diag}}$ to \( \{ n \in \mathbb{G}_{\text{Diag}} : n_1, n_2 \leq L \} \). Let $\mu_{n,m}^L$ be the spectral measure of $H^L$ associated to $n = (n_1, n_2)$ and $m = (m_1, m_2)$.

Fix $m_1$ and let $\hat{H}^L = H^L + (\hat{\nu} - \omega(m_1))P_{m_1}$, where $P_{m_1}$ is the the projection onto $l^2(\mathcal{E}_{m_1})$, which has rank

$$d := (m_1 + 1)(\ell + 1).$$

Thus $\hat{H}^L$ is a a copy of $H^L$ with the random potential set to $\hat{\nu} \in \mathbb{R}$ at each $m \in \mathcal{E}_{m_1}$. Then, for $\hat{\nu} \neq \omega(m_1)$, we have that $H^L \psi_E = E \psi_E$ with $P_{m_1} \psi_E \neq 0$ if and only if $E \notin \sigma(\hat{H}^L)$ and

$$\psi_E = (\hat{\nu} - \omega(m_1))(\hat{H}^L - E)^{-1}P_{m_1} \psi_E,$$

which implies that

$$P_{m_1} \psi_E = (\hat{\nu} - \omega(m_1))P_{m_1} (\hat{H}^L - E)^{-1}P_{m_1} \psi_E.$$  \hspace{1cm} (6.8)

Let $\lambda_1(E), \ldots, \lambda_d(E)$ denote the eigenvalues of $P_{m_1}(\hat{H}^L - E)^{-1}P_{m_1}$, with corresponding normalized eigenvectors $\phi_1(E), \ldots, \phi_d(E)$ (which we regard as functions of $E \in \mathbb{R}$ and $k \in \mathbb{G}_{\text{Diag}}$). Choose branches so that these functions are continuously differentiable in $E$ away from the finite set of poles (the eigenvalues of $\hat{H}^L$). To simplify notation, we sometimes write $\hat{\phi}_j(E)$ to denote the function $k \mapsto \phi_j(E,k)$.

From (6.9), we conclude that if $\psi_E$ is a normalized eigenvector of $H^L$ with eigenvalue $E$, then $P_{m_1} \psi_E = c \phi_j(E)$ with $c \neq 0$ and $(\hat{\nu} - \omega(m_1))\lambda_j(E) = 1$ for some $j \in \{1, \ldots, d\}$. By (6.8) this implies

$$\psi_E = c(\hat{\nu} - \omega(m_1))(\hat{H}^L - E)^{-1}P_{m_1} \phi_j(E).$$

The normalization constant $c$ is given by

$$\frac{1}{(\hat{\nu} - \omega(m_1))^2} = \left\Vert (\hat{H}^L - E)^{-1}P_{m_1} \phi_j(E) \right\Vert^2 = \langle \phi_j(E), P_{m_1} (\hat{H}^L - E)^{-2} P_{m_1} \phi_j(E) \rangle = \lambda_j(E)$$

where in the last step we made use of the Hellmann-Feynman Theorem.

It follows from the above considerations that the spectral measure $\mu_{n,m}^L$ for $H^L$ associated to $n$ and $m$ is given by

$$d \mu_{n,m}^L(E) = \sum_{j=1}^d \psi_E(n) \psi_E(m) \delta ((\hat{\nu} - \omega(m_1))\lambda_j(E) - 1) |\hat{\nu} - \omega(m_1)| \lambda_j(E) dE$$

$$= \sum_{j=1}^d g_j(E,n)g_j(E,m) \delta ((\hat{\nu} - \omega(m_1))\lambda_j(E) - 1) |\hat{\nu} - \omega(m_1)| dE,$$

where $g_j(E,n) = \langle \delta_n, (\hat{H} - E)^{-1} P_{m_1} \phi_j(E) \rangle$. Observe that

$$g_j(E,m) = \lambda_j(E) \phi_j(E,m) = \frac{1}{(\hat{\nu} - \omega(m_1))} \phi_j(E,m)$$

and since $P_{m_1} \delta_m = \delta_m$. We note that

$$\sum_{j=1}^d \int_J (g_j(E,m))^2 \delta ((\hat{\nu} - \omega(m_1))\lambda_j(E) - 1) |\hat{\nu} - \omega(m_1)| dE = \int_J d\mu_{m,m}^L(E) = 1,$$

since $\sigma(H_{\text{Diag}}) \subset J = [-2 - 2\gamma, 2 + \omega_{\text{max}} + 2\gamma]$ for all realizations of the random potential. Furthermore, we have

$$\sum_{j=1}^d \int_J (g_j(E,n))^2 \delta ((\hat{\nu} - \omega(m_1))\lambda_j(E) - 1) |\hat{\nu} - \omega(m_1)| dE$$

$$= \int_J \left( \frac{d\mu_{n,m}^L(E)}{d\mu_{m,m}^L(E)} \right)^2 d\mu_{m,m}^L(E) \leq 1,$$  \hspace{1cm} (6.12)

since the integral on the right-hand side gives the norm-squared of the projection of $\delta_n$ onto the cyclic subspace for $H^L$ generated by $\delta_m$.
It follows from (6.10) and the fact that \( \sigma(H^L) \subset J \) that the total variation norm of \( \mu^L_{n,m} \) is given by
\[
\| \mu^L_{n,m} \| = \sum_{j=1}^{d} \int J |g_j(E, n)||g_j(E, m)|\delta((\hat{v} - \omega(m_1))\lambda_j(E) + 1) |\hat{v} - \omega(m_1)|dE . \tag{6.13}
\]

Let \( \hat{\mathbb{E}} \) denote averaging over \( \omega \) and an arbitrarily chosen distribution for \( \hat{v} \) (which we will take below to be the same as the distribution for \( \omega(m_1) \)). It follows from (6.13) and (6.12) that
\[
\hat{\mathbb{E}} (\| \mu^L_{n,m} \|) \leq \left[ \hat{\mathbb{E}} \left( \sum_{j=1}^{d} \int J \sum_{k \in \mathbb{E}_m} \| \hat{G}(n, k; E) \|^{\frac{2r}{1+r}} \| \phi_j(E, k) \|^{\frac{2r}{1+r}} \| \phi_j(E, m) \|^{\frac{2r}{1+r}} \right)^{\frac{1}{r}} \times \delta((\hat{v} - \omega(m_1))\lambda_j(E) - 1) |\hat{v} - \omega(m_1)|dE \right]^{\frac{1}{1+r}} , \tag{6.14}
\]
where \( 0 < r < 1 \) and we have used Hölder’s inequality with exponents \( p = \frac{2r}{1+r} \) and \( q = \frac{2r}{1+r} \) (applied first to the integral over \( J \) and then to the expectation).

We wish to rewrite (6.14) in terms of the normalized eigenfunctions \( \phi_j(E) \) of \( P_{m_1}(H^L - E)^{-1} P_{m_1} \). Noting that \( g_j(E, n) = \sum_{k \in \mathbb{E}_m} \hat{G}(n, k; E)\phi_j(E, k) \) and using (6.11), we find that
\[
\hat{\mathbb{E}} (\| \mu^L_{n,m} \|) \leq \left[ \hat{\mathbb{E}} \left( \sum_{j=1}^{d} \int J \sum_{k \in \mathbb{E}_m} \| \hat{G}(n, k; E) \|^{\frac{2r}{1+r}} \| \phi_j(E, k) \|^{\frac{2r}{1+r}} \| \phi_j(E, m) \|^{\frac{2r}{1+r}} \right)^{\frac{1}{r}} \times \delta((\hat{v} - \omega(m_1))\lambda_j(E) - 1) |\hat{v} - \omega(m_1)|dE \right]^{\frac{1}{1+r}} .
\]

Now integrate first with respect to \( \omega(m_1) \), assuming that \( 0 \leq \hat{v} \leq \omega_{\text{max}} \), using
\[
\int_0^{\omega_{\text{max}}} |\hat{v} - \omega(m_1)|^{1-\frac{2r}{1+r}} \delta((\hat{v} - \omega(m_1))\lambda_j(E) - 1) \rho(\omega(m_1))d\omega(m_1) = \int_0^{\omega_{\text{max}}} |\hat{v} - \omega(m_1)|^{\frac{2r}{1+r}} \delta((\hat{v} - \omega(m_1)) - \frac{1}{\lambda_j(E)}) \rho(\omega(m_1))d\omega(m_1) \leq \| \rho \|_{\omega_{\text{max}}}^{\frac{2r}{1+r}} , \tag{6.15}
\]
where we have used that \( \delta(ax) = \frac{1}{|a|}\delta(x) \) and that \( \lambda_j(E)(\hat{v} - \omega(m_1)) = 1 \). Thus, letting \( C = \| \rho \|_{\omega_{\text{max}}}^{\frac{2r}{1+r}} \), we have
\[
\hat{\mathbb{E}} (\| \mu^L_{n,m} \|) \leq C \left[ \int J \sum_{k \in \mathbb{E}_m} \hat{\mathbb{E}} \left( \left| \hat{G}(n, k; E) \right|^{\frac{2r}{1+r}} \sum_{j=1}^{d} \left| \phi_j(E, k) \right|^{\frac{2r}{1+r}} \left| \phi_j(E, m) \right|^{\frac{2r}{1+r}} \right)^{\frac{1}{r}} \right]^{\frac{1}{1+r}} . \tag{6.16}
\]

Since \( \{ \phi_j(E) \}_{j=1}^{d} \) is an orthonormal basis for \( \ell^2(\mathbb{E}_m) \), we have, by Hölder’s inequality,
\[
\sum_{j=1}^{d} \left| \phi_j(E, k) \right|^{\frac{2r}{1+r}} \left| \phi_j(E, m) \right|^{\frac{2r}{1+r}} \leq \left( \sum_{j=1}^{d} \left| \phi_j(E, k) \right|^2 \right)^{\frac{r}{2}} \left( \sum_{j=1}^{d} \left| \phi_j(E, m) \right|^2 \right)^{\frac{r}{2}} = 1 .
\]

Therefore, it follows from (6.16) that
\[
\hat{\mathbb{E}} (\| \mu^L_{n,m} \|) \leq C \left[ \int J \sum_{k \in \mathbb{E}_m} \hat{\mathbb{E}} (\left| \hat{G}(n, k; E) \right|^{\frac{2r}{1+r}}) \right]^{\frac{1}{1+r}} .
\]
Choosing the distribution of $\hat{\nu}$ to be identical to that of $\omega(m_1)$, and independent from $\omega$, we find that

$$\mathbb{E}(\|\mu_{n,m}^L\|) \leq C \left[ \int \sum_{k \in \mathcal{E}_{n_1}} \mathbb{E}\left( |G(n, k; E)|^{2t} \right) \right]^{\frac{1}{2t}}, \quad (6.17)$$

where $G$ denotes the Green’s function of $H^L$. Since $\mu_{n,m}^L$ converges in the vague topology to $\mu_{n,m}$, (6.7) follows from (6.17) and Fatou’s Lemma.

Theorem 2 immediately follows from Proposition 25 and Lemma 23 since $\mu_{n,m}$ is a regular Borel measure and thus for any Borel set $F \subset \mathbb{R}$ we have that

$$|\mu_{n,m}(F)| = \sup_{|f| \leq 1} \left| \int_F f(x) d\mu_{n,m}(x) \right|,$$

with the supremum taken over Borel measurable functions $f$ bounded by one.

**Appendix A. A Version of Boole’s Equality for Level Sets of Herglotz Functions: Proof of Proposition 7**

In this appendix we prove Proposition 7, recalled here for the reader’s convenience:

**Proposition 7** Let $\mu$ be a finite Borel measure which is purely singular and let $F(z) = \int \frac{1}{u - z} d\mu(u)$ be its Borel transform. Then

$$\left| \left\{ E \in \mathbb{R} : \alpha < E + F(E + i0) < \beta \right\} \right| = \beta - \alpha. \quad (1.8)$$

It is instructive to consider first the situation when $\mu$ is a pure point measure with finitely many atoms, in which case $F$ is a rational function of the form $F(E) = \sum_{n=1}^{N} \frac{p_n}{u_n - E}$ with real poles $\{u_n\}_{n=1}^{N}$ at the atoms of $\mu$ and weights $\{p_n\}_{n=1}^{N}$ with $p_n = \mu(u_n)$. For example, the diagonal elements of the Green’s function in finite volume are of this form. For a real number $\lambda$, let $Q_\lambda$ be a polynomial of degree $N + 1$ given by

$$Q_\lambda(E) = (\lambda - E - F(E)) \prod_{n=1}^{N} (E - u_n).$$

The solutions $v_1(\lambda), ..., v_{N+1}(\lambda)$ of the equation $E + F(E) = \lambda$ coincide with the roots of $Q_\lambda$. Therefore, the coefficient of $E^N$ in $Q_\lambda(E) = -\prod_{n=1}^{N+1} (E - v_n(\lambda))$ equals $\sum_{n=1}^{N+1} v_n(\lambda)$. On the other hand, by definition of $Q_\lambda$, this coefficient is $\lambda + \sum_{n=1}^{N+1} u_n$. Therefore,

$$\sum_{n=1}^{N+1} v_n(\lambda) = \lambda + \sum_{n=1}^{N} u_n. \quad (A.1)$$

Since $E + F(E)$ is monotone increasing between poles, the set $\{ E \in \mathbb{R} : \alpha < E + F(E) < \beta \}$ is a disjoint union of intervals $\cup_{n=1}^{N+1} (v_n(\alpha), v_n(\beta))$. Therefore, we conclude from equation (A.1) that

$$\left| \left\{ E \in \mathbb{R} : \alpha < E + F(E) < \beta \right\} \right| = \sum_{n=1}^{N+1} (v_n(\beta) - v_n(\alpha)) = \beta - \alpha.$$

The above proof is not readily generalized to other types of measures. The following argument is inspired by the analysis in [5, Proposition 8.2] and provides a proof which is valid for general singular measures.

**Proof of Proposition 7**. The function $F(z)$ is a Herglotz function, i.e., a holomorphic map from the upper half plane to itself. It follows from the classical theory of such functions (see [43, Theorem 5.9.1]) that for almost every $E \in \mathbb{R}$,

1. the boundary value $F(E + i0) = \lim_{\epsilon \to 0} F(E + i\epsilon)$ exists, and
2. $F(E + i0)$ is real (because $\mu$ is singular).
Furthermore, for any \( \lambda \in \mathbb{R} \) the level set \( \{ E : E + F(E + i0) = \lambda \} \) is a Lebesgue null set. To see this note that \( G(z) = (\lambda - z - F(z))^{-1} \) is a Herglotz function, so its boundary value \( G(E + i0) \) exists for almost every \( E \in \mathbb{R} \). Thus \( F(E + i0) + \lambda \neq \lambda \) for almost every \( E \).

It follows from the above considerations that the indicator function of the set \( \{ E : \alpha < E + F(E + i0) < \beta \} \) can be represented, for almost every \( E \), as

\[
\mathbf{1}[E : \alpha < E + F(E + i0) < \beta] = \lim_{\epsilon \downarrow 0} \frac{1}{\pi} u_{\alpha,\beta}(E + i\epsilon),
\]

where \( u_{\alpha,\beta}(z) = \Im \log(z + F(z) - \beta) - \Im \log(z + F(z) - \alpha) \) and \( \log \) denotes the principal branch of the logarithm. The function \( u_{\alpha,\beta}(z) \) is harmonic and bounded by \( \pi \) for \( z \) in the upper half plane. By dominated convergence and the fact that a harmonic function is reproduced by the Poisson integral of its boundary values over a half plane (see \cite[Theorem 5.9.2]{43}), we have

\[
| \{ E \in \mathbb{R} : \alpha < E + F(E + i0) < \beta \} | = \lim_{\epsilon \downarrow 0} \frac{1}{\pi} \int_{\mathbb{R}} u_{\alpha,\beta}(E + i\epsilon) \, dE
\]

\[
= \lim_{\eta \to \infty} \lim_{\epsilon \downarrow 0} \frac{1}{\pi} \int_{\mathbb{R}} \frac{\eta^2}{E^2 + \eta^2} u_{\alpha,\beta}(E + i\epsilon) \, dE
\]

\[
= \lim_{\eta \to \infty} \eta u_{\alpha,\beta}(i(\eta + \epsilon))
\]

where the equality follows since \( \limsup_{\epsilon \to 0} \limsup_{\eta \to \infty} \epsilon | u_{\alpha,\beta}(i(\eta + \epsilon)) | = 0 \), because \( u_{\alpha,\beta} \) is bounded. On the other hand, by definition of \( u_{\alpha,\beta} \) we know that

\[
u_{\alpha,\beta}(i\eta) = \text{Im} \int_{\alpha}^{\beta} \frac{1}{E - i\eta - F(i\eta)} \, dE
\]

Hence, by dominated convergence again,

\[
\lim_{\eta \to \infty} u_{\alpha,\beta}(i\eta) = \lim_{\eta \to \infty} \int_{\alpha}^{\beta} \frac{\eta^2 + \eta \text{Im} F(i\eta)}{(E - \text{Re} F(i\eta))^2 + (\eta + \text{Im} F(i\eta))^2} \, dE = \beta - \alpha
\]

where we have used the simple facts that \( \lim_{\eta \to \infty} F(i\eta) = 0 \) and \( \lim_{\eta \to \infty} \eta \text{Im} F(i\eta) = \mu(\mathbb{R}) \).

**Appendix B. Localization in the Horizontal Direction**

In this section we sketch the proof of Lemma 10, which recall here for the reader’s convenience:

**Lemma 10.** Given \( s \in (0,1) \) there exist positive constants \( C_{\text{And}}(s) \) and \( \mu_{\text{And}} = \mu_{\text{And}}(s) \) such that, for all \( m,n \in \mathbb{Z}_{\geq 0} \),

\[
E \left( \sup_{|f| \leq 1} \| \delta_m, f \hat{h}_p \delta_n \| \right) \leq (2\omega_{\text{max}} + 2\gamma) \frac{1}{\sqrt{\pi}} \left( \| \rho \|_{\infty} (4 + 4\gamma + \omega_{\text{max}}) C_{\text{And}}(s) \right)^{1/2} e^{-\frac{\mu_{\text{And}}}{2\pi} |m-n|}
\]

(5.12)

with the supremum taken over all Borel measurable functions bounded by one.

**Proof.** Recall that, according to (5.11) \( \hat{h}_p = \hat{h}_{\text{And}}^{(0)}(L - 2\gamma \cos p) P_0 \) with \( P_0 \) the projection onto \( \delta_0 \). We follow closely the proof of \cite[Theorem A1]{3}. It suffices to show that, for every \( L \in \mathbb{N} \), (5.12) holds with \( \hat{h}_p \) replaced by its restriction to \( \ell^2(\mathbb{Z} \cap [0,L]) \), denoted henceforth by \( \hat{h}_p^L \). Note that \( \hat{h}_p^L \to \hat{h}_p \) in the strong resolvent sense as \( L \to \infty \). Let \( \hat{\omega}(0) \in \mathbb{R} \) be arbitrary and

\[
\hat{h}_{\text{And}}^{(0)} = \hat{h}_{\text{And}}^{(0)} + (\hat{\omega}(0) - \omega(0) + 2\gamma \cos p) P_0
\]

be a copy of \( \hat{h}_{\text{And}}^{(0)} \) with the random potential at zero set to \( \hat{\omega}(0) \). Write \( v_p = \omega(0) - 2\gamma \cos p \). From rank-one perturbation formulas (see, for instance, \cite[Theorem 5.3]{5} or \cite[Equation(A.7)]{3}), the spectral measure of \( \hat{h}_p^L \) is given by

\[
d\mu_{\text{And}}^{L}(E) = (\hat{\omega}(0) - v_p) G_{\text{And}}^{L}(m,n;E) \delta(v_p - \hat{\omega}(0) - \Sigma^{L}(E)) \, dE
\]

(B.1)
where $\hat{G}_{\text{And}}^L(m,n;E)$ is the the Green’s function of the Anderson model $\hat{h}_{\text{And}}^{(0)}$ restricted to $\ell^2(\mathbb{Z}_+ \cap [0,L))$ and
\[
\Sigma^L(E) := -\frac{1}{\hat{G}_{\text{And}}^L(0,0;E)}.
\] (B.2)

Equation (B.1) implies a couple of estimates. The first one is obtained letting $m = n$ in (B.1) to achieve
\[
d\mu_{m,m}^L(E) = \delta(v_p - \hat{\omega}(0) - \Sigma^L(E))\, dE.
\] (B.3)

In particular
\[
\int_{-\infty}^{\infty} \delta(v_p - \hat{\omega}(0) - \Sigma^L(E))\, dE = 1.
\] (B.4)

A second observation is that
\[
\left| \hat{\omega}(0) - v_p \right|^2 \int \left| \hat{G}_{\text{And}}^L(m,n;E) \right|^2 \delta(v_p - \hat{\omega}(0) - \Sigma^L(E))\, dE \leq 1.
\] (B.5)

Indeed, as explained in [3, Equation(A.9)], $d\mu_{m,n}^L(E) = \psi(E)d\mu_{m,m}^L(E)$ with
\[
\int |\psi(E)|^2 d\mu_{m,m}^L(E) = \langle \delta_n, P_{\delta_n} \delta_n \rangle \leq 1,
\]
where $P_{\delta_n}$ is the projection onto the cyclic subspace of $h_{\delta_n}^L$ which contains $\delta_n$.

Combining equations (B.1), (B.5) and (B.4) with Hölder’s inequality (applied to the exponents $(p,q) = (2 - s, \frac{2}{s})$) and Jensen’s inequality for expectations, we conclude that for all intervals $I \subset \mathbb{R}$
\[
\mathbb{E}\left( |\mu_{m,n}^L(I)| \right) \leq \mathbb{E}\left( \left| \hat{\omega}(0) - v_p \right|^s \int_I \left| \hat{G}_{\text{And}}^L(m,n;E) \right|^s \delta(v_p - \hat{\omega}(0) - \Sigma^L(E))\, dE \right)^{\frac{1}{s}}.
\] (B.6)

Thus,
\[
\mathbb{E}\left( |\mu_{m,n}^L(I)| \right) \leq (2\omega_{\text{max}} + 2\gamma)^{\frac{s}{2 - s}} \left( \int_I \mathbb{E}\left( \left| \hat{G}_{\text{And}}^L(m,n;E) \right|^s \right) \delta(v_p - \hat{\omega}(0) - \Sigma^L(E))\, dE \right)^{\frac{1}{s}}.
\]

Recalling that $v_p = \omega(0) - 2\gamma \cos \rho$, integrating first over $\omega(0)$ and choosing $\hat{\omega}(0)$ to be a random variable independent of $\omega(0)$ but identically distributed with it we conclude that
\[
\mathbb{E}\left( |\mu_{m,n}^L(I)| \right) \leq (2\omega_{\text{max}} + 2\gamma)^{\frac{s}{2 - s}} \|\rho\|^\frac{1}{s} \left( \int_I \mathbb{E}\left( \left| \hat{G}_{\text{And}}^L(m,n;E) \right|^s \right)\, dE \right)^{\frac{1}{s}}.
\] (B.7)

Since the operator $h_p$ has spectrum contained in $[-2 - 2\gamma, 2 + 2\gamma + \omega_{\text{max}}]$, the inequality (B.7) together with (2.4) suffices to conclude the proof of lemma 10. We mention that by introducing an integrable weight, one could also handle the case where the random potentials are unbounded.

For further details we refer to [3, Equations (A.13)-(A.18)].

\textbf{Appendix C. A priori bounds on the Green’s function}

Let $\mathcal{H}$ and $\mathcal{H}_1$ be separable Hilbert spaces and let $A : D(A) \subset \mathcal{H} \rightarrow \mathcal{H}$ be a maximally dissipative operator. Recall that a densely defined operator $A$ is said to be dissipative if $\text{Im}(\varphi, A\varphi) \geq 0$ for every $\varphi \in D(A)$. $A$ is said to be maximally dissipative when it is dissipative and has no proper dissipative extension. Let $M_1 : \mathcal{H} \rightarrow \mathcal{H}_1$ and $M_2 : \mathcal{H}_1 \rightarrow \mathcal{H}$ be Hilbert-Schmidt operators. Denoting by $|.|$ Lebesgue measure and by $\|\cdot\|_{HS}$ the Hilbert-Schmidt norm, the following weak $L_1$ bounds hold

\textbf{Lemma 26.} [1, Lemma 3.1]
\[
\left| \left\{ v : \|M_1 \frac{1}{A - v + i0} M_2 \|_{HS} > t \right\} \right| \leq C_W \|M_1\|_{HS} \|M_2\|_{HS} \frac{1}{t}
\] (C.1)

where the constant $C_W$ is independent of $A,M_1$ and $M_2$. 
Lemma 27. [1, Proposition 3.2] Let $A,M_1$ and $M_2$ be as above and let $U_1,U_2$ be nonnegative operators.

\[
\left\{ (v_1,v_2) \in [0,1]^2 : \left\| M_1 U_1^{1/2} \frac{1}{A - v + i0} U_2^{1/2} M_2 \right\|_{HS} > t \right\} \leq 2C_W \left\| M_1 \right\|_{HS} \left\| M_2 \right\|_{HS} \frac{1}{t} \quad \text{(C.2)}
\]

The bounds (C.1), (C.2) easily imply the apriori bound of Lemma (6.1)

\[
\mathbb{E} \left( |G_{\text{Diag}}(\mathbf{m},n;z)|^s \right| \mathcal{F}_{m_1,n_1}^c \leq \frac{C_{\text{AP}}}{1-s},
\]

where we recall that $\mathbb{E} \left( \cdot |\mathcal{F}_{m_1,n_1}^c \right)$ denotes averaging with respect to the variables $\omega(m_1)$ and $\omega(n_1)$. For further details refer the reader to [38, appendix A].
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