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Ground-state quantum computers have mimicked quantum mechanical time evolution within the amplitudes of a time-independent quantum state. We explore the principles that constrain this mimicking. A no-cloning argument is found to impose strong restrictions. It is shown, however, that there is flexibility that can be exploited using quantum teleportation methods to improve ground-state quantum computer design.
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I. INTRODUCTION

The realization that quantum computers can outperform classical computers on certain problems has led to a surge of interest in the subject of quantum information theory. On the one hand, abstract explorations have probed the characteristics and prospects of the theory. On the other hand, experimental and theoretical research has pursued the realization of quantum information processing in the laboratory. There has been a spectrum of creative contributions in both directions. Still, it remains unclear whether it will be feasible to develop a useful quantum computer, and it is also unclear what the potential of such a device ultimately is. Given this situation, it is essential to continue exploring diverse approaches to this field, keeping in mind the compelling paradigms that have already emerged.

In previous articles, we have suggested a “ground-state” approach to quantum computing that departs from the conventional time-dependent picture. In the usual picture of quantum computation, and indeed in general quantum mechanical time evolution, a system is characterized by a time-dependent state \( |\psi(t)\rangle \) evolving as

\[
|\psi(t)\rangle = U_i |\psi(t_{i-1})\rangle.
\]

In this equation, \( t_j \) denotes a specific instant of time, with \( j = 0, \ldots, N \), and \( U_j \) captures the evolution between \( t_{i-1} \) and \( t_i \). The initial state of the system is \( |\psi(0)\rangle \) and the final state, which presumably contains the results of the calculation, is \( |\psi(N)\rangle \). In ground-state quantum computation, the system is cooled into a stationary ground state \( |\Psi\rangle \) that has no time dependence. Instead, the system is designed to have a large Hilbert space, so that all the quantum amplitudes in the entire sequence of states \( \{ |\psi(0)\rangle , |\psi(1)\rangle , \ldots, |\psi(N)\rangle \} \) are contained in \( |\Psi\rangle \). In this way, the time evolution of \( |\psi(t)\rangle \) is mimicked in a time-independent state.

For instance, in the case of a single qubit, there are two amplitudes in each \( |\psi(t)\rangle \), leading to a total of \( 2(N+1) \) amplitudes. The ground-state quantum computer (GSQC) is therefore constructed with a \( 2(N+1) \) dimensional Hilbert space of states \( \{ |0_0\rangle , |1_0\rangle , |0_1\rangle , |1_1\rangle , \ldots, |0_N\rangle , |1_N\rangle \} \). The state \( |\Psi\rangle \) takes the following form when written as a column vector

\[
\begin{pmatrix}
|0_0\rangle & |0_1\rangle & \cdots & |0_N\rangle \\
|1_0\rangle & |1_1\rangle & \cdots & |1_N\rangle
\end{pmatrix} = \frac{1}{\sqrt{N+1}} U_1 \begin{pmatrix}
|0\rangle |\psi(t_0)\rangle & |0\rangle |\psi(t_1)\rangle & \cdots & |0\rangle |\psi(t_N)\rangle \\
|1\rangle |\psi(t_0)\rangle & |1\rangle |\psi(t_1)\rangle & \cdots & |1\rangle |\psi(t_N)\rangle
\end{pmatrix}
\]

Equation has been invoked, and we see that the amplitudes contained in \( |\Psi\rangle \) depend upon the initial state \( |\psi(t_0)\rangle \) and the \( 2 \times 2 \) matrices \( U_1, \ldots, U_N \). The particular physical realization of the state \( |\Psi\rangle \) is left unspecified in this formalism, just as the formalism of time-dependent quantum computation leaves the particular realization of the state \( |\psi(t)\rangle \) unspecified. Experimental considerations would determine the best system for a GSQC apparatus. For illustration purposes, it can be helpful to consider a single electron shared among \( 2(N+1) \) quantum dots, assuming one state per dot, as in Fig.

At first the ground-state scheme may appear unfamiliar, but it actually has a lot in common with the design of a classical digital computer. In today’s classical digital computers, during a given clock cycle, the electrical voltage establishes a time-independent, steady-state pattern in an array of gates. The input and output (and intermediate logical states) are simultaneously present as voltages at different spatial locations in the electric circuit.
FIG. 1: Quantum dot realization of ground state quantum computer with a single qubit. An example is shown for $N = 4$, where the electronic wavefunction is purely for illustration taken to be $|\psi\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & \sqrt{1/2} & 0 \end{pmatrix}^\dagger / \sqrt{5}$ and the shading indicates non-zero expectation value of the electronic charge density.

An analogous situation prevails in a GSQC, in which a spatially extended quantum state plays the role of the electrical voltage pattern, achieving a time-independent state in an array of gates. The comparison is illustrated in Figs. 2a and 2b. The figures depict two bits which start an algorithm with logical value 0. The left bit undergoes an IDENTITY and the right bit undergoes a NOT gate. The two bits then undergo an XOR operation (CNOT in the quantum case, where the arrow points to the target bit), so that both finish with logical value 1. In both the classical digital circuit and the GSQC, different steps in the logical flow correspond to different points in space.

In contrast, the conventional time-dependent quantum computer design actually functions quite differently than a classical digital computer (even while running a completely classical algorithm). Instead of a steady-state pattern of voltage extended in space through an array of gates, one has time-dependent bits localized in space, subjected to time-dependent gates, as in Fig. 2c). Classical computers are not made in this way – there are significant design disadvantages involved in having the gates go to the bits rather than the bits go to the gates.

The compelling analogy between today’s high performance digital circuits and GSQCs makes the prospect of constructing a GSQC in the laboratory seem more plausible. A GSQC possesses additional favorable characteristics, as well, including an energy gap that defends against decoherence. These attractive features are encouraging, but it is important to make a thorough and sober analysis of the principles that limit GSQCs. A previous paper considered the challenges that arise with respect to computer scalability. This paper takes a more comprehensive approach, investigating how much flexibility is possible when one seeks to mimic time evolution in a time-independent state $|\Psi\rangle$. Are we forced to use a state of form, or are other possibilities available? We show that the impossibility of cloning quantum information imposes fundamental restrictions upon the formalism, ruling out tensor product replacements of $|\psi\rangle$. On the other hand, the form is not completely without flexibility. We show that it is possible to change with “non-unitary” gates. Moreover, we show that non-unitary gates can be used in conjunction with quantum teleportation protocols to qualitatively improve GSQC design.

The paper is organized as follows. Section II reviews the GSQC formalism and its scalability properties. Section III, presents a spatial no-cloning argument that constrains the mimicking of time evolution. This argument shows that it is not possible improve scalability by utilizing a tensor product version of $|\psi\rangle$. On the other hand, the form is not completely without flexibility. We show that it is possible to change with “non-unitary” gates. Moreover, we show that non-unitary gates can be used in conjunction with quantum teleportation protocols to qualitatively improve GSQC design.
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quantum teleportation, in conjunction with non-unitary gates, leads to a qualitative improvement in GSQC scalability.

II. GSQC HAMILTONIAN AND SCALABILITY

A single qubit system can be prepared in the state $|0\rangle$ by setting up the following Hamiltonian on the $2(N+1)$ dimensional Hilbert space

$$H = \epsilon \begin{bmatrix} I + \Delta \sigma_z & -U_1^\dagger & -U_2 & -U_3^\dagger \cdots & -U_N^\dagger \\ -U_1 & 2I & -U_2^\dagger & -U_3 & \cdots & -U_N \\ -U_2 & 2I & -U_3 & \cdots & -U_N^\dagger \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\ -U_N & \cdots & -U_N^\dagger & \cdots & \cdots & \cdots \\ -U_1 & -U_2 & \cdots & \cdots & \cdots & 2I \end{bmatrix}. \quad (3)$$

Here, $I$ denotes the $2 \times 2$ identity matrix, $\sigma_z$ is a Pauli matrix, $\Delta$ is a small constant, and $\epsilon$ is some constant energy. If $\Delta = 0$, the Hamiltonian is positive semi-definite and has two degenerate ground states of the form $|0\rangle$ and $|1\rangle$ (There are two states of the form $|0\rangle$ since one can choose the input amplitudes $\langle 0 | \psi(t_0) \rangle$ and $\langle 1 | \psi(t_0) \rangle$ in two orthogonal ways.) Fixing $\Delta$ at a small value introduces a small perturbing bias that selects out a unique ground state. If $\Delta > 0$, the state $|0\rangle$ with input $\langle 0 | \psi(t_0) \rangle = 0$ and $\langle 1 | \psi(t_0) \rangle = 1$ will be the Hamiltonian’s unique ground state. If $\Delta < 0$, the state $|1\rangle$ with input $\langle 0 | \psi(t_0) \rangle = 1$ and $\langle 1 | \psi(t_0) \rangle = 0$ will be the Hamiltonian’s unique ground state. By setting up the Hamiltonian with a finite $\Delta$ and then cooling the system to a temperature that is low compared to the (free) energy of the excited states, one should be able to keep the system reliably in a unique ground state $|\Psi\rangle$ with desired input.

This Hamiltonian is written in second quantized notation in Ref. [1], as is its generalization for the case of multiple qubits. In the single qubit case, the Hamiltonian can be rewritten

$$H = \Delta C_{1,0} \sigma_z C_{0} + \sum_{i=1}^{N} \hbar^i (U_i) \quad (4)$$

where

$$\hbar^i (U_i) = \epsilon \left[ C_{i-1}^\dagger C_{i-1} + C_i^\dagger C_i - \left( C_i^\dagger U_i C_{i-1} - \text{h.c.} \right) \right] \quad (5)$$

and $C_i = \begin{bmatrix} c_{i,0}^\dagger & c_{i,1}^\dagger \end{bmatrix}$ is a column vector that groups together two creation operators $c_{i,0}$ and $c_{i,1}$ associated with states $|0_i\rangle$ and $|1_i\rangle$ respectively. Although this is written in second quantized notation, there is only a single electron present in the single qubit case and its Hilbert space has dimension $2(N+1)$.

In the two qubit case, there are two electrons, each in a Hilbert space of dimension $2(N+1)$, so that the total Hilbert space has dimension $(2(N+1))^2$. We add a qubit index $A$ or $B$ to all operators, and the Hamiltonian simply becomes

$$H = \Delta A C_{A,0} \sigma_z C_{A,0} + \Delta B C_{B,0} \sigma_z C_{B,0} + \sum_{i=1}^{N} \hbar^A (U_{A,i}) + \hbar^B (U_{B,i}) \quad (6)$$

assuming that each step $i$ in the algorithm stipulates independent single-qubit gates $U_{A,i}$ and $U_{B,i}$. If the algorithm specifies as the $j$th operation a controlled-NOT of qubit $B$ by qubit $A$ instead of separate single-qubit gates, then we replace the terms $\hbar^A (U_{A,j}) + \hbar^B (U_{B,j})$ in $H$ with

$$\hbar^A (\text{CNOT}) = c C_{A,j-1} C_{A,j-1} C_{B,j} C_{B,j-1} + \hbar^A (I) C_{B,j} C_{B,j-1} + \hbar^A (I) C_{A,j} C_{A,j-1} C_{B,j} C_{B,j-1} + \hbar^A (I) C_{A,j} C_{A,j-1} C_{B,j} C_{B,j-1} \quad (7)$$

Given single-qubit gates [3] and the controlled-NOT gate [4], it follows that a GSQC can execute any quantum computation algorithm, on an arbitrary number of qubits [2]. In other words, ground-state quantum computation can essentially mimic arbitrary time evolution within the amplitudes of a state $|\Psi\rangle$.

While this is satisfying from a formal standpoint, if one wishes to implement such a computer, a crucial concern is the scalability [2]: the number of evolution steps that can be mimicked or, equivalently, the maximum length $N$ of the calculations executable on a GSQC. At least three criteria determine scalability. (i) The energy gap between the state of form $|0\rangle$ with input value 0 (i.e. $\langle 0 | \psi(t_0) \rangle = 1$ and $\langle 1 | \psi(t_0) \rangle = 0$) and the state of form $|1\rangle$ with input value 1 (i.e. $\langle 0 | \psi(t_0) \rangle = 0$ and $\langle 1 | \psi(t_0) \rangle = 1$) cannot decrease quickly with $N$. This energy gap depends upon the fact that $\Delta \neq 0$ in $H$. (ii) The energy gap between the ground state $|0\rangle$ and excited states not of the form $|1\rangle$ cannot decrease quickly with $N$. It is essential that the gaps referred to in (i) and (ii) decrease slowly (or ideally stay constant) because we need to be able to cool the system to the ground state and keep it there reliably. Assuming that the temperature of the computer can only be lowered to some given minimum value, we do not want thermal effects to overcome the gap and excite the computer out of its computationally meaningful ground state. In addition, scalability requires that (iii) it be possible to extract the output of the calculation successfully from $|\Psi\rangle$ with a probability not decreasing quickly with $N$.

Considering goals (i) and (ii), we determine the excitation spectrum of [3]. By making the unitary transfor-
mation

\[ U = \begin{bmatrix}
I & U_1 & U_2 U_1 & \cdots & U_N \ldots U_1
\end{bmatrix} \]  

(8)

we find that

\[ U^\dagger H U = \epsilon \begin{bmatrix}
I + \Delta \sigma_z & -I & 0 & \cdots & 0 \\
-I & 2I & -I & \cdots & 0 \\
0 & -I & 2I & -I & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -I & I
\end{bmatrix}. \]  

(9)

This is just the Hamiltonian of two uncoupled linear chains of length \( N + 1 \) each, where the first site of one chain is perturbed by onsite energy \( +\epsilon \Delta \) and the first site of the other chain by \( -\epsilon \Delta \). As far as (i) is concerned, we find that in first order perturbation theory the energies of the ground states of the two chains differ by \( 2\epsilon \Delta/(N + 1) \) as a result of the perturbation. To address (ii), the eigenspectrum of this Hamiltonian (with \( \Delta \) set to zero) is calculated [2]. The gap to the first excited state of each chain is of order \( \epsilon/(N + 1)^2 \), just as the eigenspectrum of a one dimensional box of length \( L \) has energies scaling as \( 1/L^2 \). Thus, the smaller of the two gaps (i) and (ii) shrinks as \( \epsilon/(N + 1)^2 \), which will impose a limit on the maximum length of a GSQC computation.

Naturally, it is worth considering whether \( U \) could be replaced with another Hamiltonian with gaps that decrease slower with \( N \) to improve scalability. Certainly, there are many other positive-semidefinite Hamiltonians that have \( |\Psi\rangle \) as their ground state. For instance, any power of the matrix \( U \) will have this property. In general, such Hamiltonians possess matrix elements involving products of the \( U_i \), though (e.g. consider the form of \( H^2 \)). This is a great disadvantage since it would be necessary to compute these products classically in order to realize the Hamiltonian. Such classical computations would be self-defeating — in a sense, the very purpose of the quantum computation is to evaluate products of unitary matrices \( U_1 \ldots U_1 \) quantum mechanically. Thus, \( U \) seems to be especially appropriate for implementing a quantum algorithm with given input and \( U_i \) but no additional information.

III. SPATIAL NO-CLONING

Inspired in part by the scalability question, it is sensible to consider systematically how much flexibility is possible in the state \( |\Psi\rangle \). The gap decreases with \( N \) because the qubit wavefunction spreads out over a Hilbert space of increasing dimension \( 2(N + 1) \). Might it be possible to improve scalability by using many particles in small Hilbert spaces rather than a single particle in a large Hilbert space? For instance, perhaps one could mimic time evolution of a qubit using a chain of \( (N + 1) \) spin-1/2 particles rather than the scheme of Fig. 11.

It seems reasonable to assume that in any time-mimicking framework, \( |\Psi\rangle \) will need to contain information about each of the time steps, \( |\psi(t_0)\rangle, |\psi(t_1)\rangle, \ldots, |\psi(t_N)\rangle \). In this case, the stationary state \( |\Psi\rangle \) must either contain a tensor product of the steps or a superposition of the steps; these are the only two ways to combine states in quantum mechanics. A tensor product

\[ |\Psi\rangle = |\psi(t_0)\rangle |\psi(t_1)\rangle \ldots |\psi(t_N)\rangle \]  

(10)

involves many bodies and potentially has desirable scalability properties. However, we now argue that this form does not permit the enforcement of the desired connection (1) between \( |\psi(t_{-1})\rangle \) and \( |\psi(t_i)\rangle \). To see this, we make an argument along the lines of the no-cloning result of [27]. Consider a trivial computation that just clones its input as output, so that all of the \( U_i \) in [11] are identity operators. Naturally, we will need to change the Hamiltonian that gives rise to \( |\Psi\rangle \) depending upon the value of the input \( |\psi(t_0)\rangle \). However, it is reasonable to demand that the change be minor in some sense — we do not want to have to embark on a “pre-calculation” to determine the Hamiltonian with the desired computationally meaningful ground state. (In case of [24] above, one just shifts the sign of \( \Delta \) to change the input from 0 to 1. Supplementing the calculation with a single qubit gate prior to the beginning of the algorithm even permits the input of an arbitrary superposition of 0 and 1.) Clearly the minor change criterion is imprecise, and so the following must be regarded as just a plausibility argument.

Let us focus on the case of a single qubit. If the computer performs this trivial cloning algorithm for input “0,” the state \( |\Psi\rangle \) is just \( |0\rangle |0\rangle \ldots |0\rangle \). For input “1,” the state \( |\Psi\rangle \) is just \( |1\rangle |1\rangle \ldots |1\rangle \). Presumably, these two states are nearly degenerate ground states of the Hamiltonian, and no minor change of the Hamiltonian can produce a major change in the states. The minor change associated with selecting the input will just lead to a ground state \( \alpha |0\rangle |0\rangle \ldots |0\rangle + \beta |1\rangle |1\rangle \ldots |1\rangle \). In particular, if \( |\psi(t_0)\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \), then \( |\Psi\rangle \) will not take the desired form \( \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \ldots \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \). Instead, it will look something like \( \frac{1}{\sqrt{2}} |0\rangle |0\rangle \ldots |0\rangle + \frac{1}{\sqrt{2}} |1\rangle |1\rangle \ldots |1\rangle \), a highly entangled state rather than a simple echoing of input to output. In order to get the desired state, a major change in the Hamiltonian seems necessary.

We conclude that the tensor product form (10) is not suitable for a GSQC. In a classical digital circuit, it is possible to use a voltmeter simultaneously to probe the value of the voltage at more than one point in the flow of logic, say both at the input and at the output of a given
gate. In a quantum computer, the initial state cannot coexist with the final state; unless the initial state is lost when the final state emerges from the gate, the two states end up entangled in an undesired fashion. As above, when one imagines implementing an IDENTITY gate, the coexistence of the initial and final states would constitute cloning, clashing with the no-cloning result.  

This is why it has become conventional to design a quantum computer that uses time-dependent localized bits. These bits either experience an explicitly time-dependent Hamiltonian or traverse a time-independent Hamiltonian like mice in a maze (as in the “flying qubit” and “cursor Hamiltonian” approaches). With the passage of time, the initial state automatically evolves into the final state, so that the cloning problem is avoided. If, instead of the time-dependent approach, one attempts to make a spatially extended quantum computer in analogy to the voltage pattern of a digital circuit, the cloning problem must be handled with more subtlety. In the states $|\psi(t_i)\rangle$ are accessible to measurement for all values of $i$, and they become entangled with the final state $|\psi(t_N)\rangle$ and frustrate quantum computation. The state sidesteps the cloning problem because the computer is placed into a superposition of initial and final states, so that both states are both present but cannot be simultaneously probed. Design improvement must be pursued within this framework rather than using a tensor product.

**IV. FLEXIBILITY IN MIMICKING TIME EVOLUTION**

**A. Many-particle Qubit**

A tensor product does not permit the mimicking of quantum time evolution, but it is still possible to design a GSQC qubit using a many-particle state. Instead of realizing the Hamiltonian using a single particle in a 2$(N+1)$ dimensional Hilbert space as in Fig. 1, one can set up a suitable 2$(N+1)$ dimensional subspace of many-particle states. For an illustrative example, consider a row of 3 quantum dots sharing a single electron, where we assume one state per dot. We associate one of the dots with logical value 0, another dot with logical value 1, and the third dot with an “idle” condition. The creation operators of the three states are $c_{01}^\dagger$, $c_{11}^\dagger$, and $d_0^\dagger$, respectively. If $(N+1)$ of these arrangements are placed together, then Hilbert space has dimension $3^{(N+1)}$. However, if the computationally meaningful states are those with $N$ electrons idle and only 1 “non-idle,” then the computationally meaningful Hilbert space has dimension $2(N+1)$. These computationally meaningful states take the form $|0_i\rangle = d_{N}^\dagger \ldots d_{i+1}^\dagger c_{0,i}^\dagger d_{i-1}^\dagger \ldots d_0^\dagger |\text{vac}\rangle$ or $|1_i\rangle = d_{N}^\dagger \ldots d_{i+1}^\dagger c_{1,i}^\dagger d_{i-1}^\dagger \ldots d_0^\dagger |\text{vac}\rangle$. One such state is depicted in Fig. 3. With this many-body realization of $|0_i\rangle$ and $|1_i\rangle$, state $|\text{idle}\rangle$ is the ground state of the Hamiltonian $\hat{H} = \Delta C_{0}\sigma_z C_{0} + \sum_{i=1}^{N} \hat{h}(U_{i})$ where

$$\hat{h}(U) = \epsilon \left[ c_{i,0}^\dagger C_{i} + C_{i-1}^\dagger C_{i-1} - (d_{i-1}^\dagger C_{i}^\dagger U_{i} C_{i-1} d_{i} + H.c.) \right]$$

(11)

and the subscript $i$ distinguishes among the $N+1$ rows, each carrying a single electron. We have grouped together the non-idle states into a column vector $C_{i}^\dagger \equiv [c_{i,0}^\dagger c_{i,1}^\dagger]$, as in (10). In this many-body implementation of a qubit, even single-qubit gates require two-body interactions because gate $i$ must scatter the electron in row $i - 1$ into its idle state and scatter the electron in row $i$ out of its idle state into a logical state 0 or 1.

The extension to the case of two qubits $A$ and $B$ requires that we attach a qubit label to each operator and write $\hat{H} = \Delta A C_{A0}\sigma_z C_{A0} + \Delta B C_{B0}\sigma_z C_{B0} + \sum_{i=1}^{N} \hat{h}_{A,i}(U_{A,i}) + \hat{h}_{B,j}(U_{B,j})$, Suppose that an algorithm specifies as operation $j$ a controlled-NOT of qubit $B$ by qubit $A$ rather than independent single qubit gates. Then the terms $\hat{h}_{A,j}(U_{A,j}) + \hat{h}_{B,j}(U_{B,j})$ are removed from the Hamiltonian. Single qubit gates require two-body interactions in this many-body implementation, and proceeding in a direct manner, we might be tempted to devise a controlled-NOT gate that involves unphysical four body interactions. To avoid this, the controlled-NOT is implemented in the same way as in the previous GSQC implementation. The control qubit’s row $j - 1$ electron is allowed to inhabit 2 rows of logical quantum dots instead of just 1 row. The same is done for the target qubit (see Fig. 3). Thus, each row $j - 1$ electron occupies 5 quantum dots instead of 3, including the two states grouped into $C_{A,j-1}^\dagger \equiv [c_{A,j-1,0}^\dagger c_{A,j-1,1}^\dagger]$, the idle state $d_{A,j-1}^\dagger$, and also the two non-idle states grouped into in

![Fig. 3: (a) A many-body realization of a single qubit. Five ($N+1)=5$ in this example) electrons are each confined to a row of 3 dots. The total Hilbert space has dimension $3^{N+1} = 3^5$, but only $2(N+1) = 10$ states are computationally meaningful. One such state, $|0_i\rangle$, is portrayed here. The state has 4 electrons in their “idle” states, and electron 3 in the logical 0 state. (b) The same state in the single electron implementation of Fig. 1.](image-url)
FIG. 4: Controlled-NOT in many-body-qubit realization of a GSQC. Each row of 3 quantum dots in qubit A contains a single electron, as does each row of 3 quantum dots in qubit B. Within each dotted line, however, there are 5 dots instead of 3 that contain a single electron. The computer executes a controlled-NOT between between row \( j = 1 \) and row \( j = 2 \) using the Hamiltonian (11), just as in the previous implementation.

\[ C_{A,j}^\dagger \equiv \left[ c_{A,j,0}^\dagger c_{A,j,1}^\dagger \right]. \]  

The term \( h_{A,B}^{\dagger}(CNOT) \) of exactly form (11) is added to the Hamiltonian. After the controlled-NOT, the algorithm resumes with step \( j + 1 \) for the control qubit by adding to the Hamiltonian a slight modification of (11).

\[
\tilde{h}_{A,j}^{A,j+1}(U_{A,j+1}) = \epsilon \left[ C_{A,j+1}^\dagger C_{A,j+1} + C_{A,j}^\dagger C_{A,j} \right.
\left. - (d_{A,j-1}^\dagger C_{A,j+1}^\dagger U_{A,j+1} C_{A,j} d_{A,j+1} + H.c.) \right]. \]  

(12)

B. “Non-unitary” Flexibility

The form (2) of \( |\Psi\rangle \) treats every time step equivalently, which is a characteristic of genuine time evolution, but is not essential when we are mimicking time evolution. For instance, we may be more concerned with the output of a calculation, \( U_N \ldots U_1 \left[ \begin{array}{c} 0 \psi(t_0) \\ 1 \psi(t_0) \end{array} \right] \), than with its intermediate steps. We are led to consider the possibility that \( |\Psi\rangle \) takes the form

\[
\begin{pmatrix}
0 \psi(t_0) \\
1 \psi(t_0)
\end{pmatrix} = \frac{1}{\sqrt{N+1}} \begin{pmatrix}
\lambda_0 |0\psi(t_0)\rangle \\
\lambda_1 U_1 |0\psi(t_0)\rangle \\
\vdots \\
\lambda_N U_N \ldots U_1 |0\psi(t_0)\rangle
\end{pmatrix},
\]

(13)

where \( \sum_{i=0}^N |\lambda_i|^2 = N + 1 \). This constitutes a “non-unitary” form of evolution, in which the overall probability is not conserved from step to step. This \( |\Psi\rangle \) is the ground state of the Hamiltonian

\[
H = \epsilon \left[ \begin{array}{cccc}
v_0(I + \Delta \sigma_z) & -t_1^* U_1^\dagger & -t_2^* U_2^\dagger & \cdots \\
-t_1 U_1 & 2v_1 I & -t_2^* U_2 & \cdots \\
& -t_2 U_2 & 2v_2 I & \cdots \\
& & \ddots & \ddots
\end{array} \right]
\]

(14)

where \( t_i \) and \( v_i \) are numbers satisfying \(-t_i \lambda_{i-1} + 2v_i \lambda_i - t_{i+1}^* \lambda_{i+1} = 0 \) for \( 1 \leq i < N \), \( v_0 \lambda_0 - t_1^* \lambda_1 = 0 \), and \(-t_N \lambda_{N+1} + v_N^* \lambda_N = 0 \). (We assume that \( \epsilon \) has been chosen so that \( |v_i| \leq 1 \) and \( |t_i| \leq 1 \)). Using the unitary transformation (15) we find

\[
U^\dagger H U = \epsilon \left[ \begin{array}{cccc}
v_0(I + \Delta \sigma_z) & -t_1^* I & -t_2^* I & \cdots \\
-t_1 I & 2v_1 I & -t_2^* I & \cdots \\
& -t_2 I & 2v_2 I & \cdots \\
& & \ddots & \ddots
\end{array} \right].
\]

Thus, the spectrum is that of two uncoupled linear chains of length \( N \), as in Fig. (1) where for each chain the onsite potential at position \( i \) is \( 2 \epsilon v_i \). The tunneling matrix element between sites \( i - 1 \) and \( i \) is \( c_{\ell i} \). At the ends of each chain, the onsite potential is \( c_{\ell i} \) rather than \( 2 \epsilon v_i \), and a small perturbation \( \pm \epsilon v_0 \Delta \) breaks the equivalence of the chains. Flexibility in the \( t_i \) and \( v_i \) can be used to tailor the \( \lambda_i \).

To satisfy scalability criterion (ii) above, one can set up a pronounced minimum in the onsite potential \( v_i \). This can produce a ground state in each chain with an energy gap that is finite in the \( N \to \infty \) limit. However, the...
the potential to satisfy criterion (iii), one can locate the minimum in energy difference will not decrease with \( \lambda \) of form (13) with input value 1; if state that cannot have large values for both of order \( N \) will differ in energy by 2. Either of the calculation can be measured with unit probability using sensor electrons \([2]\); the gap of sensor electrons scales as \( v_i \) and tunneling matrix \( \Phi \). At the ends of each chain, the onsite potential is \( \epsilon_v \) rather than 2\( \epsilon_v \), and a small perturbation \( \pm \epsilon_0 \Delta \) breaks the equivalence of the chains, so that the system has a single non-degenerate eigenstate. The constant energy factor \( \epsilon \) is omitted from the figure.

ground state will be localized, with values of \( \lambda \) that decay rapidly away from the potential minimum, as shown in Fig. 6a. To satisfy criterion (i), one can locate the minimum in the potential \( v_i \) near \( i = 0 \) to tailor \( \lambda_0 \) to be of order \( N \), as in Fig. 6a. First order perturbation theory implies that the state of form \( \Phi \) with input value 0 will differ in energy by \( 2\epsilon \lambda_0^2 / (N + 1) \) from the state of form \( \Phi \) with input value 1; if \( \lambda_0 \) is of order \( N \) this energy difference will not decrease with \( N \). Alternatively, to satisfy criterion (iii), one can locate the minimum in the potential \( v_i \) near \( i = N \) to tailor \( \lambda_N \) to be of order \( N \), as in Fig. 6b. In the case of classical output, the results of the calculation can be measured with unit probability using sensor electrons \([2]\); the gap of sensor electrons scales as \( \epsilon \lambda_N^2 / (N + 1) \). For \( \lambda_N \) of order \( N \), this gap will not decrease with \( N \).

Unfortunately, no single choice of \( v_i \) and \( t_i \) seems capable of simultaneously satisfying all three criteria (i)-(iii). The solution to criterion (ii) involves a localized ground state that cannot have large values for both \( |\lambda_0| \) and \( |\lambda_N| \), which are on opposite sides of the chain. Either \( |\lambda_0| \) or \( |\lambda_N| \) will be small, conflicting with criterion (i) or (iii) respectively.

Of course, one can put two minima in \( v_i \), so that the ground state will be like the symmetric solution to a double well potential, possessing large \( |\lambda_0| \) and large \( |\lambda_N| \). However, in this case the first excited state will simply be like the antisymmetric solution of the double well potential, and there will be a very small energy gap in violation of criterion (ii). Attempts to reduce \( t_i \) (recall that \( t_i \) cannot be increased because \( |t_i| \leq 1 \) by definition) seem simply to reduce energy penalty associated with putting nodes in the wavefunction, exacerbating the conflict with criterion (ii).

V. GATE APPLICATION BY QUANTUM TELEPORTATION

The non-unitary character of \( \Phi \) seems to be the primary source of flexibility in \( |\Psi\rangle \). While directly tuning the \( \lambda_i \) does not seem to improve GSQC scalability, we now show that a different approach is possible. Non-unitary gates can be utilized to improve GSQC scalability when combined with the protocol of quantum teleportation \([\text{30}]\).

Quantum teleportation can be used to apply gates \([\text{31}]\) by exploiting the following equality

\[
|U_1| \begin{pmatrix} 0 \\ U_2 \end{pmatrix} = \frac{1}{\sqrt{2}} \left[ |\Phi_0\rangle U_2\sigma_0 U_1 |0\rangle + |\Phi_1\rangle U_2\sigma_1 U_1 |0\rangle \right] \\
+ \left[ |\Phi_2\rangle U_2\sigma_2 U_1 |0\rangle + |\Phi_3\rangle U_2\sigma_3 U_1 |0\rangle \right]
\]

(16)

where \( |\Phi_i\rangle = \frac{1}{\sqrt{2}} (|0\rangle \sigma_i |0\rangle + |1\rangle \sigma_i |1\rangle) \) and \( \sigma_i \) is a Pauli matrix (with \( \sigma_0 = I \)). This equality is most simply demonstrated by writing out \( U_1 |0\rangle \) explicitly as \( a |0\rangle + b |1\rangle \). In the case that \( U_2 \) is the identity operation, this equality is used to quantum teleport \([\text{31}]\) the state \( U_1 |0\rangle \) into the second qubit of an entangled EPR pair.
To see why this is useful for our purposes, we generalize as follows

\[
U_1 |0\rangle = \frac{1}{\sqrt{2}} |0\rangle U_2 |0\rangle + \frac{1}{\sqrt{2}} |1\rangle U_3 |0\rangle \quad \text{and} \quad \sqrt{2} \frac{1}{2} \sum_{i=1}^{N} \Phi_i \left( U_2 \sigma_i U_1 |0\rangle \right)\left( |0\rangle U_3 |0\rangle + |1\rangle U_3 |1\rangle \right) + \frac{1}{\sqrt{2}} \sum_{i=1}^{N} \Phi_i \left( U_2 \sigma_i U_1 |0\rangle \right) \left( |0\rangle U_3 |0\rangle + |1\rangle U_3 |1\rangle \right)
\]

This equation shows that we do not have to apply the unitary operators \( U_i \) in series in order to produce the result \( U_N \ldots U_1 |0\rangle \). Instead, we can apply the gates in parallel.

An explicit 7 step procedure to produce \( U_N \ldots U_1 |0\rangle \) is as follows. (a) Initialize \( 2N-1 \) qubits in logical 0, with overall state \( |0\rangle \ldots |0\rangle \), (b) apply a Walsh-Hadamard gate \( W = \frac{1}{\sqrt{2}} \left[ \begin{array}{ll} 1 & 1 \\ 1 & -1 \end{array} \right] \) to every other qubit in parallel to obtain the state \( \frac{1}{\sqrt{2}} |0\rangle |0\rangle \ldots |0\rangle \), (c) apply a controlled-NOT gate to every other pair of qubits to produce \( 2N \) EPR pair states and one logical 0 in the state \( \frac{1}{\sqrt{2}} |0\rangle |0\rangle |0\rangle \ldots |0\rangle \) (d) apply \( U_i \) in parallel to every other qubit, yielding the state \( \Phi_0 \). Then, by measuring the \( 2N \) initial qubits, there is some probability that every pair will be found in the state \( |0\rangle |0\rangle \ldots |0\rangle \) and the remaining qubit will be in the desired state. The measurement can be accomplished by (e) executing a CNOT gate between adjacent pairs of qubits and then (f) executing a Walsh-Hadamard gate so that \( |\Phi_0\rangle \) becomes \( 0 |0\rangle \), \( |\Phi_1\rangle \) becomes \( 0 |1\rangle |0\rangle \), \( |\Phi_2\rangle \) becomes \(-i |1\rangle |1\rangle \), and \( |\Phi_3\rangle \) becomes \( |1\rangle |0\rangle |0\rangle \). If (g) the initial \( 2N \) qubits are all measured to be in the state \( |0\rangle \), then the final qubit will be in the desired state \( U_N \ldots U_1 |0\rangle \). If we are working in the context of time-dependent quantum computation and only have unitary evolution at our disposal, then the probability of obtaining the correct result is \( 1/2^{2N-2} \), the square of the amplitude of the desired term in equation (17). However, if we are mimicking time evolution, it is possible to make the evolution non-unitary and to increase the probability of obtaining the correct result. Since there are only \( 7 \) time steps (a) - (g) to be mimicked regardless of \( N \), it turns out to be possible to improve computer scalability.

A GSQC design that implements these 7 steps for the case \( N = 3 \) is portrayed in Fig. 7. The extension to larger \( N \) is straightforward. For the case \( N = 3 \), the appropriate Hamiltonian has the form

\[
H = \Delta A C_{A,0} \sigma_z C_{A,0} + \ldots + \Delta E C_{E,0} \sigma_z C_{E,0} + h^A_1 + h^B_1(W) + h^C_1 + h^D_1(W) + h^E_1(I) + h^A_2 + h^B_2(CNOT) + h^D_2, E(CNOT) + h^A_3 + h^B_3(U_1) + h^C_3 + h^D_3(U_2) + h^E_3(U_3) + h^A_4, B, A(CNOT) + h^D_4, C, E(CNOT) + h^A_5 + h^B_5(W) + h^C_5 + h^D_5(W) + h^E_5 + h^A_6(P) + h^B_6(P) + h^C_6(P) + h^D_6(P) + h^E_6(B).
\]

Each line of this equation implements one of the steps (a) - (g) of the procedure. The single qubit gate \( A \) and the controlled-NOT gate \( B \) are employed repeatedly. For \( \Delta A, \ldots, \Delta E < 0 \), the first line ensures that the ground state will have all qubits begin with logical 0, which is step (a). The second line executes step (b), applying the requisite Walsh-Hadamard operations. The third line effects the controlled-NOT operations that produce the EPR pairs, in accordance with step (c). The fourth line carries out step (d), acting with the \( U_i \) gates. The fifth and sixth lines perform steps (e) and (f), taking the states \( |\Phi_i\rangle \) into product states in preparation for measurement. At the final line, a new single-qubit Hamiltonian \( h^2(I) \) causes non-unitary evolution. It projects out the part of \( |\Psi\rangle \) that has \( |0\rangle \) values for qubits \( A, B, C, \) and \( D, \) and increases the amplitude of this part to enhance the chance of success in step (g). This projection Hamiltonian takes

Figure 7: Ground-state computer that applies gates by quantum teleportation to produce \( U_N \ldots U_1 |0\rangle \). Example is shown for \( N = 3 \) operations, where the protocol entails 5 qubits. The 7 rows of the computer execute steps (a)-(g) in sequence. Rows 1-3 yield two EPR pairs, assuming that all qubits are input with logical 0. Row 4 applies the unitary gates \( U_1 \). Rows 5-7 measure 4 of the 5 qubits, and the desired state resides with some probability in the final row of qubit E. To increase \( N \), more qubits are added and the same pattern of gates is employed.
the form
\[ h'(P) = \epsilon \left( c_{i-1,0}^\dagger c_{i-1,0} + \frac{1}{X^2} c_{i,0}^\dagger c_{i,0} - \frac{1}{X} \left( c_{i,0}^\dagger c_{i-1,0} + \text{h.c.} \right) \right) \]
for some constant \( \lambda > 1 \). In addition, in the last line there is a boost Hamiltonian \( h^{c.c.}(B) \) that boosts the amplitude for the electron of qubit \( E \) to be on the final line, but without a projection
\[ h'(B) = \epsilon \left[ C_{i-1}^\dagger C_{i-1} + \frac{1}{X^2} C_i^\dagger C_i - \frac{1}{X} \left( C_i^\dagger C_{i-1} + \text{h.c.} \right) \right]. \]

By choosing this Hamiltonian in accordance with the 7 step procedure, we ensure that the ground state includes a desired contribution of the form
\[ e_{A,6,0}^\dagger e_{B,6,0}^\dagger e_{C,6,0}^\dagger e_{D,6,0}^\dagger \left( C_{E,6}^\dagger U_3 U_2 U_1 \left[ \begin{array}{c} 1 \\ 0 \end{array} \right] \right) |\text{vac}\rangle, \]
in which all 5 electrons are found in the final row of the computer. There are many other terms in which at least one electron is not in its final row. The probability of extracting the desired term by measuring all electrons in the final row is greater than \( \left( \frac{\lambda^2}{6+\lambda^2} \right)^{2N-2} \frac{\lambda^2}{6+\lambda^2} = \left( \frac{\lambda^2}{6+\lambda^2} \right)^4 \frac{\lambda^2}{6+\lambda^2} \).

We compute this by noting that the first \( (2N-2) = 4 \) electrons have probability greater than \( 0.6 \) of making it through the projection and residing on the last row, while the final electron has probability greater than \( \frac{\lambda^2}{6+\lambda^2} \) of residing on the two dots of the last row. If we choose \( \lambda \sim N \), then our probability of accessing the desired state will not decrease with \( N \).

In this case of \( \lambda \sim N \), we can estimate using the analysis of Ref. 2 that the resulting gap of this computer should scale roughly as \( \epsilon/(6(6+\lambda^2)) \sim \epsilon/N \). This represents an important improvement over the original form of reaching the state \( U_N \ldots U_1 |0\rangle \) whose gap scaled as \( \epsilon/(N+1)^2 \).

This quantum teleportation means of applying GSQC gates can be extended to a computer with many qubits. It is straightforward to include controlled-NOT gates, given the discussion here and the treatment in Ref. 32. Our gap estimate of \( \sim \epsilon/N \) remains true in the multiple qubit case.

VI. CONCLUSION

We have studied the mimicking of quantum mechanical time evolution \(^1\) within the amplitudes of a time-independent state \( |\Psi\rangle \). A no-cloning type of principle imposes strong constraints upon the form of \( |\Psi\rangle \). Nevertheless, important flexibility remains, especially in the form of non-unitary evolution. We have demonstrated how this flexibility can be exploited, together with quantum teleportation methods, to improve GSQC design. Consulting the three scalability criteria mentioned above, we note that the resulting GSQC has a gap \((i,ii)\) that decreases as \( \epsilon/N \) when \((iii)\) the measurement probability is non-decreasing with \( N \). The result is a much more scalable GSQC.

It is possible that a gap scaling of \( \epsilon/N \) may constitute a fundamental maximum for any GSQC. Suppose that the inverse gap were to set the time scale for settling into the ground state and thereby obtaining the answer to a calculation. If the inverse gap of some GSQC were less than \( O(N) \), then the answer to an \( N \) step calculation could be available in a time less than \( O(N) \), which would be surprising. To avoid this, it might be necessary that the gap of every GSQC be no less than \( O(1/N) \). Of course, this argument is quite heuristic.

Irrespective of the size of the gap, it may be fruitful in future work to try to introduce a clock cycle into GSQC design in analogy to the clocking of classical digital computers. For instance, it might be possible to shift the onsite potentials in \( H \) adiabatically, so that the \( v_i \) would exhibit a minimum at \( i = 0 \) at the beginning of a calculation and the minimum would move slowly down the array until reaching \( i = N \) at the end of the calculation. This would sweep a localized ground state through the quantum dot array \(^5\).
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