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Abstract—Visual relocalization aims to estimate the pose of a camera from one or more images. In recent years deep learning based pose regression methods have attracted many attentions. They feature predicting the absolute poses without relying on any prior built maps or stored images, making the relocalization very efficient. However, robust relocalization under environments with complex appearance changes and real dynamics remains very challenging. In this paper, we propose to enhance the distinctiveness of the image features by extracting the deep relationship among objects. In particular, we extract objects in the image and construct a deep object relation graph (ORG) to incorporate the semantic connections and relative spatial clues of the objects. We integrate our ORG module into several popular pose regression models. Extensive experiments on various public indoor and outdoor datasets demonstrate that our method improves the performance significantly and outperforms the previous approaches.

I. INTRODUCTION

Visual relocalization refers to the task of recovering the absolute pose of a camera from a single or multiple images, which is one of the fundamental tasks in lots of fields such as robotics, autonomous driving, and virtual/augmented reality. Due to the existence of large perspective and appearance changes, robust relocalization under real environment remains a challenging task.

Lots of effects have been made to deal with this problem. Structure-based algorithms [1]–[4] build a prior 3D map for the environment and relocalize the camera by establishing 2D-3D correspondences. They can achieve state-of-the-art performance, but require large memory space to store the map and can only work for known environments. Image retrieve based methods [5]–[7] search for the most similar images in the stored database and use the pose of the matched image as the recovered position. They can further be optimized by estimating the relative pose between query and the matched images. Besides storing an image database, image retrieve based methods tend to fail when the database does not cover the novel pose of the query image.

In recent years, a series of Absolute Pose Regression (APR) approaches [8]–[15] are proposed to directly predict the camera pose from an image, without relying on any prior built maps or stored image database. The pose of the camera can also be further improved by integrating constraints from multiple neighboring images with the help of visual odometry (VO) [16]–[20], Long-Short Term Memory Networks (LSTMs) [18], [20], [21] or Graph Neural Network (GNNS) counterparts. APR approaches learn the entire localization pipeline and are very efficient during runtime. They are an order of magnitude faster and require only a small memory footprint. However, current APR methods are also an order of magnitude less accurate than the structure-based approaches.

In this paper, we propose a novel Object Relation Graph (ORG) to extract object relation feature and strengthen the current camera pose. At last, the relation features extracted from objects with certain categories are immune to the dynamic objects, leading to more robustness to dynamic environments.

Fig. 1: Illustration of our proposed ORG features in different situations. Each image corresponds to a specific ORG that contains semantic connections and relative spatial clues for objects. For image pairs from distant locations shown in (a) and (b), the large difference of the ORG features makes it easy to distinguish poses. For (b) and (c), the vehicle heads towards the same intersection from different routes, resulting in large perspective changes between images. In this situation, the co-occurrence relationship and the scale of objects in ORG help to clarify the current camera pose. At last, the relation features extracted from objects with certain categories are immune to the dynamic objects, leading to more robustness to dynamic environments.

[22]. Compared to the structure based or retrieval based counterparts, APR approaches learn the entire localization pipeline and are very efficient during runtime. They are an order of magnitude faster and require only a small memory footprint. However, current APR methods are also an order of magnitude less accurate than the structure-based approaches.

In this paper, we focus on improving the robustness of APR methods. No matter one or more images are used, current APR works mainly rely on convolutional network backbones similar to the ones used in image classification task to extract features of the image. However, different from the image classification problem where the pose and scale invariant features are desired, the ideal feature for the relocalization task should be pose and scale awareness while keeping invariance to the disturbances like illumination changes and dynamic objects.

In this paper, we propose a novel Object Relation Graph (ORG) to extract object relation feature and strengthen the inner representation of an image for relocalization. The objects in the image and the relationships among them can be important clues for the recovery of the camera pose in complex scenes, in that they can provide semantic stability and pose/scale awareness, as shown in Fig[1]. In most of the scenes, objects and the co-occurrence relationships among them are relatively stable. They do not change with the imaging projection, and can provide robust global localiza-
tion of the camera on semantic space. Meanwhile, with the change of local position and view angle, the size of objects and the image distances among them change accordingly, which can facilitate local localization. When dealing with dynamic environments, certain dynamic object categories, e.g., vehicles and pedestrians, can be safely removed from the object relation graph, providing enhanced robustness to such scenes. We extract object features by employing Graph Neural Networks (GNNs). Specifically, we first detect objects in the image and obtain the primitive object features that contain spatial and semantic information. Then, the features are fed into a deep GNN where each node aggregates information from neighboring nodes with dynamic edge connections. To make the network more adaptive to the visual relocalization task, we redesign the nodes, edges, and embedded functions of GNNs. Finally, we integrate our Object Relation Graph model into PoseNet [10] and MapNet [16], which are the popular single-frame and multi-frame based APR frameworks respectively. Both of the resulting frameworks are differentiable and can be trained end-to-end.

In summary, our contributions can be summarized as:

- We explore the role of object relationship for the task of absolute pose regression. The object features with stable semantic co-occurrence and pose/scale awareness can provide vital clues to the task. To the best of our knowledge, we are the first to tackle this task by enhancing the visual representation with explicitly learned object relation features.
- We propose a novel object relation graph (ORG) for object feature extraction, which utilizes deep multi-layer GNNs with dynamic edges to exploit semantic and spatial position relationships among objects.
- We integrate our ORG module into popular APR networks and carry out extensive experiments on various public datasets. The results show that our method has a significant improvement upon the baselines and outperforms previous absolute pose regression approaches.

II. RELATED WORK

A. Visual Relocalization

Current Visual relocalization methods can be divided into three families according to their algorithmic characteristics, e.g., structure based methods, retrieval based methods and APR methods.

Structure based methods [1]–[4], [23], [24] are composed of a complex pipeline starting from building a prior 3D map for the scene, then establishing 2D-3D correspondences for the query image and finally estimating the camera pose using PnP with outlier rejection. The correspondences are usually established by descriptor matching [1], [3], [4]. Recently, DSAC [23] and the follow-up DSAC++ [24] propose to train a CNN architecture to regress the 3D coordinates for pixels in the image, thus the time-consuming descriptor based 2D-3D matching can be avoided. Despite their high accuracy in small and medium scale environment, structure based methods are memory and computing intensive, which restricts its application in large scale environments.

Retrieval based methods [5]–[7] recover absolute camera poses by either using the pose of the most similar image found in the database or further estimating the relative pose between the query image and the matched one. They utilize image-level descriptors for efficient and scalable retrieval. Such approaches require searching through large database and tend to fail when the database does not cover the novel pose of the query image.

Absolute pose regression has become a popular method for relocalization in recent years. It does not require any prior map or stored image database during runtime. PoseNet [8] and its variants [9]–[15], [21] regress camera pose with a single image as input. In order to take advantage of sequential images, VidLoc [20] uses an LSTM to learn the temporal relationship between consecutive frames. MapNet [16] further applies the pose constraints between neighboring images and integrates visual odometry to improve localization accuracy. [25] summarizes the state-of-the-art APR methods and points out the limitation that APR methods tend to do interpolation between seen camera poses in the training set. Recently, LSG [18] and GRNet [22] use LSTMs and GNNs respectively to model the smoothness of motion within the image sequences. NeuralR-Pose [26] proposes to learn neural representations for camera poses and compute the pose loss in the learned neural space. Currently, the APR methods are still far less accurate than structure-based methods, with tens of meters of mean localization error in large environments. But it is much more memory friendly and computing efficient.

B. Object Related Methods

There exists some approaches that utilize objects for localization. As an additional constraint, [27], [28] incorporate the detected objects into the traditional Simultaneously Localization and Mapping (SLAM) pipeline to improve the robustness in the case of viewpoint changes. [29] extracts the object-level semantics to build a global semantic map, and estimates the pose of the query image within the global map by aligning the associated objects. [30], [31] find 2D-2D dense matches between the detected objects and the objects in the database to localize the query image. Our methods differs from them by extracting object relationship and integrate it into APR approaches.

Object relationship has been employed in a few computer vision tasks such as scene graph generation [32]. It encodes the interplay between the object instances to achieve high-level image understanding to facilitate applications such as image capturing [33] and manipulation [34]. However, such kind of high level relationship is too general and lacks of discrimination for the low-level camera relocalization task at hand.

III. METHOD

A. Acquiring Primitive Object Feature

In order to take full advantage of the information of objects and capture the semantic and spatial relationships among objects, we first need to detect the objects of interest in the image. We leverage the Fully Convolutional One-Stage
(FCOS) [35] which is a real-time object detection network to conduct object detection. Given an RGB image as input, FCOS detects objects in the image and output their bounding box positions and labels. For $n$ detected objects $o_i$ where $i \in \{1, 2, ..., n\}$, we parameterize the detection as a tuple of $o = \{x, y, w, h, C\}$, where $(x, y)$ denotes the pixel coordinates of the object center, $(w, h)$ denotes the object size with its width and height, and $C$ is the object category ID. Note that the objects of interest are different for indoor and outdoor scenes due to the huge difference between the two scenes. Objects that frequently appear in indoor scenes such as TVs or tables are usually static. However, objects like vehicles and people that are usually more interested by object detection methods for outdoor scenes are dynamic and may have an adverse impact on the relocalization task. Thus, we train different object detectors for indoor and outdoor scenes and only detect those static objects such as tree trunks, buildings and traffic lights for outdoor scenes. The detection result $o_i$ is fed into an MLP (Multi-Layer Perceptron) to obtain the primitive object feature $x_i$, which contains the object-level information and will be used as the node feature in the graph later.

B. Graph Definition

For the detected objects and corresponding features, we model them using our object relation graph (ORG). We first define the graph as $G = \{V, E\}$ with $V = \{v_1, ..., v_n\}$ and $E \subseteq V \times V$ representing the nodes and edges respectively. Each detected object is regarded as a node $v_i$ which contains the corresponding object feature $x_i$. Each edge $e_{ij} = (v_i, v_j)$ denotes the link among different objects.

As each edge determines whether two objects are connected and allows them to exchange information, we need to define the edge connection in the initial stage. One direct way is to densely connect each pair of nodes, which will result in a fully-connected graph. However, it can lead to redundancy and expensive computational cost, especially when there are many objects detected in the image. In addition, full connection is not beneficial to capture the relationships among those objects that are really related. Therefore, we determine the existence of edges based on the distance between node features. Specifically, each node is connected to the $k$ nearest neighbors who have the smallest Euclidean distances to the current node in feature space.

C. Learning Object Relation Graph

Given the nodes and edges of a graph, our goal is to learn a better object relationship through transferring information between nodes. Next, we introduce the method of node feature update in our graph neural network.

Neighboring Differential Feature Generation. In order to update the features of nodes, we first need to capture the relationship between nodes. For node $v_i$, we first calculate the feature distances between node $v_i$ and all of the rest nodes $v_j$ in graph $G$. The distance $d_{ij}$ is defined as:

$$d_{ij} = \|x_i - x_j\|_2$$

Then we take $k$ nodes $v_{j_1}, \ldots, v_{j_k}$ with the smallest distance to $v_i$, and establish $k$ directed edges for node $v_i$ in the form of $(i, j_1), \ldots, (i, j_k)$. In this way, we construct $G$ as a directed $k$-nearest neighbor ($k$-NN) graph. Given the neighboring node $v_j$, the neighboring differential feature $n_{ij}$ for node $v_i$ are computed as $n_{ij} = x_j - x_i$, which will be used in feature aggregation.

Node Feature Aggregation. Inspired by [36] who uses a symmetric function to aggregate point information, the node feature aggregation function is defined as:

$$x'_i = \text{MAX}_{j \in \{i, j\} \subseteq E} \{f_u(x_i, n_{ij})\}$$

where $f_u$ is a fully connected layer followed by a BatchNorm layer and a ReLU non-linearity, and MAX is a vector max operator which takes $k$ features as input and returns a new element-wise maximum vector. $x'_{i}$ is the aggregated feature of node $v_i$, and $d'$ is the dimension of the resulting feature. $x_i$ and $n_{ij}$ are concatenated along the channel dimension before feeding into $f_u$. The resulting feature fuses object attributes $x_i$ (contributed by the object positions and categories) and its local neighbor information $n_{ij}$ to obtain a higher level of object representation.

D. Dynamic Graph Update

After applying neighbor feature generation and node feature aggregation, the features of the nodes in the graph are updated. This can be seen as one layer in the graph network. Similar to applying the convolutional layer multiple times to obtain a larger receptive field, we apply the GNN layer multiple times so that nodes can obtain information from more other nodes. Different from the traditional GNNs in which edges are pre-defined and fixed, our ORG network dynamically defines edges at each layer according to the updated node features, resulting in a dynamic graph update. Let $X^l = \{x^l_1, \ldots, x^l_n\} \subseteq \mathbb{R}^{d_l}$ be the output of the $l$-th layer, the updated node feature of the $(l+1)$-st layer is

$$x^{l+1}_{i} = \text{MAX}_{j \in \{i, j\} \subseteq E^l} \{f_u^{l+1}(x^l_i, n^l_{ij})\}$$

where $f_u^{l+1} : \mathbb{R}^{2d_l} \rightarrow \mathbb{R}^{d_{l+1}}$ is the corresponding MLP layer similar to Eq. 2.

As shown in Fig 2, a four-layer GNN structure is designed in this paper to extract multi-level object features. At each GNN layer, $k$ edges are dynamically constructed according
to the updated features. The multi-level object features from four GNN layers are then concatenated and fed into a fully connected layer to obtain a fused feature $x^g$ with dimension $d_g$. Finally, a symmetry function $f_g$ is used to aggregate the information from all objects, as shown in Eq. (4):

$$x_g = f_g \left( \max_{i=1, \ldots, n} \{ x_i^g \}, \ \text{AVG} \left\{ x_j^g \right\} \right)$$  \hspace{1cm} (4)

where $x_g \in \mathbb{R}^{d_g}$ is the final object relation feature for the image, AVG is a vector average operator, which takes $k$ features as input and returns a new element-wise averaged vector, $f_g: \mathbb{R}^{2d_g} \rightarrow \mathbb{R}^{d_g}$. In this step, the fused features are passed through a GMP (global max pooling) layer and a GAP (global average pooling) layer respectively for downsampling and then concatenated along the channel dimension, and finally fed into a fully connected layer to obtain a vector representing the object relation feature for the entire image.

E. Relocalization Framework

Our object relation feature can be regarded as a valuable and complementary feature to the existing convolution-based features in the relocalization task. Therefore, we embed our ORG module into the existing APR method. The resulting relocalization framework is shown in Fig 3. We select two APR methods respectively as our baselines to construct the framework. The first baseline is PoseNet [10], which is a classical APR network with only one image as input. As pointed out in [25], most of the state-of-the-art APR methods are designed in accordance with PoseNet [10]. For the methods using sequential images as input, MapNet [16] is a good choice. It follows the network structure of PoseNet and adds an additional loss term during training to further embed the multi-frame constraints. The resulting frameworks are called ORGPoseNet and ORGMapNet respectively. Note that the main focus of this work is to explore the effect of introducing object relation features, therefore we do not include other improvement techniques (e.g., including attention mechanisms or exchanging information between frames via LSTMs or GNNs), as we consider them as orthogonal directions to improve the pose representations. As shown in Fig 3, the object relation feature $x_g$ from the ORG module and the convolutional feature $x_c$ from the baseline network are concatenated together before feeding into the pose regression head.

The pose regression head of the framework contains nothing but a fully connected layer followed by a dropout layer and two fully connected layers to predict the translation $t \in \mathbb{R}^3$ and rotation $r \in \mathbb{R}^3$ of the image respectively. The predicted rotation term follows the form of MapNet, which is the logarithm of a unit quaternion.

F. Loss Function

As in [10], [16], the loss for ORGPoseNet is defined as:

$$L_{\text{single}} = \sum_{i=1}^{N} d(\mathbf{p}_i, \mathbf{p}_i^*)$$  \hspace{1cm} (5)

where $\mathbf{p}_i = (t_i, r_i)$ and $\mathbf{p}_i^* = (t_i^*, r_i^*)$ are the predicted and the ground truth absolute poses, respectively. $d(\cdot)$ is a distance function defined as:

$$d(\mathbf{p}_i, \mathbf{p}_i^*) = \| t_i - t_i^* \|_1 e^{-\beta} + \| r_i - r_i^* \|_1 e^{-\gamma} + \gamma$$  \hspace{1cm} (6)

where $\beta$ and $\gamma$ are learnable parameters used to balance the translation and rotation loss, and they are optimized jointly with other parameters in the neural network during the training process.

For ORGMapNet, the loss function also takes the relative pose loss into account. It is defined as [16]:

$$L_{\text{frame}} = \sum_{i=1}^{N} d(\mathbf{p}_i, \mathbf{p}_i^*) + \sum_{i,j=1, i \neq j}^{N} d(\mathbf{v}_{ij}, \mathbf{v}_{ij}^*)$$  \hspace{1cm} (7)

where $\mathbf{v}_{ij} = (t_{ij} - t_i, r_{ij} - r_i)$ is the relative pose between the predicted pose $\mathbf{p}_i$ for the image $I_i$ and the predicted pose $\mathbf{p}_j$ for the image $I_j$. $(I_i, I_j)$ is an image pair in each tuple of $s$ images, and these images are sampled at intervals of $k_f$ frames in the training set.
IV. Experiments

A. Implementation Details

Following [16], we employ ResNet34 [37] pretrained on ImageNet [38] to extract convolution features with dimension 1024. In the ORG branch, the graph is constructed using $k = 5$ nearest neighbors. The dimension of the final output vector $x_g$ representing the relationship between objects is also 1024. For pose regression head, we use a fully connected layer with hidden feature dimension of $2048 \Rightarrow 512$, followed by two fully connected layers with dimension $512 \Rightarrow 3$ for translation and rotation respectively.

We use PyTorch [39] to implement our model on a single GTX 2080Ti GPU. As in [10], [16], all input RGB images are resized with the height to 256 and normalized by pixel mean subtraction and standard deviation division. We set $\beta$ and $\gamma$ to 0.0 and -3.0 for initialization, respectively. For ORGMapNet, the size $s$ and sampling interval $k_f$ of the input image sequence are set to 3 and 10, respectively, as in [16]. We use the Adam optimizer [40] with a weight decay of $5 \times 10^{-4}$. The learning rate of the ResNet34 network is set to $1 \times 10^{-4}$ throughout the training process, while the learning rate of other parts is $1 \times 10^{-5}$ at the beginning and divided by 10 at the 300-th epoch. All models are trained for 600 epochs with batch size of 64 and 20 for ORGPoseNet and ORGMapNet, respectively. The resulting network can run at a rate of 51.6 FPS with a single GPU during inference.

B. Settings

Datasets. We evaluate our algorithm on three well-known public datasets with different environmental scales, including 7-Scenes [41], RIO10 [42] and Oxford RobotCar [43].

The 7-Scenes dataset [41] is an indoor dataset containing seven different scenes recorded by a Kinect RGB-D sensor. The groundtruth camera poses are obtained by applying the KinectFusion system. Each scene contains a specific room in an office building, in which different trajectories are recorded to obtain multiple sequences. The scenes contain many textureless regions, which is not easy for visual relocalization.

The RIO10 dataset [42] contains ten RGB-D image sequences of indoor scenes captured by a mobile phone. Each scene is scanned multiple times over a period of up to one year. The groundtruth camera poses are obtained by an offline bundle adjustment framework. In addition to RGB images and depth images, the dataset also provides semantic maps for reference. Dynamic objects, changes in long-term spans, blurring and illumination changes captured by the mobile phone make this dataset very challenging for relocalization task.

The Oxford RobotCar dataset [43] contains over 100 repetitions of a continuous route through Oxford over a year. The images are collected from a camera mounted on a vehicle. Compared with the indoor datasets, this dataset contains much longer trajectories and larger areas, which brings greater challenges to the relocalization methods due to the complex dynamic outdoor environment. In addition, the dataset images are collected under different lighting and weather conditions, which makes it an ideal choice for evaluating the method in real outdoor scenes.

Evaluation Metrics. We use absolute pose errors for relocalization evaluation, as in [8]. In addition, in the RIO10 dataset, we further adopt their proposed new metrics such as Dense Correspondence Re-Projection Error (DCRE), Outlier and Score. DCRE is calculated as the average magnitude of the 2D correspondence displacement, normalized by the image diagonal. The displacement is calculated according to the 2D projection of dense 3D points rendered from an underlying 3D model using ground truth and predicted camera poses. DCRE(0.05) and DCRE(0.15) represent the proportion of frames with DCRE lower than 0.05 and 0.15 respectively, while Outlier(0.5) is the proportion of frames whose DCRE is above 0.5. The Score metric is defined as the sum of 1 and the difference between DCRE(0.15) and Outlier(0.5) to represent the general quality of the result.

C. Experiments on the 7-Scenes Dataset

We compare our implemented models respectively with the two baseline methods as well as some state-of-the-art methods such as NeuralR-Pose [26]. For the PoseNet [10], besides baseline using log quaternions, the results of its variation versions are also listed. The quantitative results are shown in Table I. It can be seen that our model outperforms the baselines in both translation and rotation prediction, especially in repetitive and weak texture scenes, e.g., Stairs and Heads. This is because by constructing the object relation graph, our method learns a more robust image representation for changes in illumination and viewing angles, thus contributing to pose estimation. It is not surprising that ORGMapNet performs better than ORGPoseNet, since the former takes the sequential image as input and provides more constraints on the resulting pose. More details can be found in the Supplementary.

D. Experiments on the RIO10 Dataset

Containing the indoor images recorded over a year, the RIO10 dataset [42] is suitable for testing the method on long-term relocalization task. We compare our method with the baselines as well as some representative image retrieval methods [4], [5], [7]. As shown in Table II our ORGMapNet outperforms other methods on all of the metrics. It shows the superiority and large potential of the learning based absolute pose regression methods over the image retrieval ones. When compared with the corresponding baselines, our methods significantly improve the accuracy of pose prediction and reduce the outlier ratio. Especially for ORGMapNet, Outlier(0.5) error is brought down by 17.05% and Score is raised by about 16% upon the MapNet baseline. This should thank to the object relation graph which captures the location and semantic relationships of objects in the scene. The enhanced object relation features improve the robustness to appearance changes caused by long-term environmental variation.

E. Experiments on the RobotCar Dataset

We evaluate our method on the Oxford RobotCar dataset which consists of challenging 8562m long FULL sequences
covering an area of $1.2 \times 10^6 \text{m}^2$. All models are trained with two sequences captured on the FULL route under overcast weather, while the test sequences are captured in various weather conditions or long time spans. We report both median and mean pose errors on all of the test sequences, median errors focus on reflecting the general accuracy of the model, while mean errors tend to represent more on the proportion of outliers.

Table III shows the quantitative results comparing with the baselines and other state-of-the-art methods. Firstly, our methods significantly improve the performance upon the baselines, in the sense that the corresponding average median translation errors are both reduced by about 66%. Secondly, in FULL3-5 sequences with different weather and long time spans, we can observe the degraded performance for all models. It reveals the great difficulties of the relocalization task posed by these challenging conditions. In the meantime, compared with the baselines, our methods achieve much lower error variances and exhibit more robustness to the changing environment. We believe this is due to the explicit integration of object relation features to the common convolutional visual features. Thirdly, our ORGMapNet also outperforms multi-frame methods like LSG [18], AtLoc+ [44] and GRNet [22] in the available FULL1-2 sequences. It is worth noting that these methods predict camera pose by aggregating at least 7 images, while our ORGMapNet only takes 3 frames as input. On the other hand, our method is complementary to these multi-frame methods, as it aims to learn a more discriminative feature representation within an image while LSG and GRNet focus on fusing the information of multiple images by LSTM or GNN models. It will be interesting to explore the combination of these ideas in future.

The trajectories obtained by the different models are further illustrated in Fig. 4 With a single image as input, PoseNet obtains inaccurate estimations with lots of outliers due to scene similarities and over-exposure. In contrast, ORGPoseNet reduces the number of outliers and achieves higher accuracy which is comparable to the sequence based method MapNet. Introducing relative poses between consecutive frames as constraints, MapNet has relatively good pose predictions on the trajectory. However, due to the complexity

### Table I: Pose errors of the image-based methods and the sequence-based methods on the 7-Scenes dataset. The column PoseNet + log q (*) are the results of running the code provided by [16] as [26]. Following the convention, the median prediction errors are reported here. The best results are highlighted.

| Method              | Chess   | Fire    | Heads   | Office  | Pumpkin | Kitchen | Stairs | Average  |
|---------------------|---------|---------|---------|---------|---------|---------|--------|----------|
| PoseNet17 [10]      | 0.14m   | 4.50°   | 0.27m   | 11.80°  | 0.18m   | 12.10°  | 0.20m  | 5.77°    | 0.25m   | 4.82°   | 0.24m   | 5.52°   | 0.37m   | 10.60°  | 0.24m   | 7.87°   |
| PoseNet + log q [16]| 0.11m   | 4.29°   | 0.27m   | 12.15°  | 0.19m   | 6.35°   | 0.22m  | 5.05°    | 0.25m   | 5.27°   | 0.30m   | 11.29°  | 0.22m   | 8.07°   |
| PoseNet + log q (*) | 0.17m   | 4.96°   | 0.36m   | 11.22°  | 0.20m   | 13.35°  | 0.23m  | 7.05°    | 0.26m   | 5.87°   | 0.29m   | 6.10°   | 0.36m   | 10.18°  | 0.27m   | 8.39°   |
| NeuralR-Pose [26]   | 0.12m   | 4.83°   | 0.27m   | 8.91°   | 0.16m   | 12.84°  | 0.19m  | 6.64°    | 0.22m   | 5.45°   | 0.24m   | 6.10°   | 0.36m   | 10.18°  | 0.27m   | 8.39°   |
| ORGPoseNet (Ours)   | 0.10m   | 3.29°   | 0.33m   | 11.02°  | 0.15m   | 13.34°  | 0.19m  | 5.91°    | 0.20m   | 5.42°   | 0.24m   | 5.71°   | 0.27m   | 10.63°  | 0.21m   | 7.92°   |
| MapNet [16]         | 0.08m   | 3.25°   | 0.27m   | 11.69°  | 0.18m   | 13.25°  | 0.17m  | 5.15°    | 0.22m   | 4.02°   | 0.23m   | 4.93°   | 0.30m   | 12.08°  | 0.21m   | 7.77°   |
| ORGMapNet (Ours)    | 0.09m   | 3.60°   | 0.26m   | 9.49°   | 0.15m   | 12.81°  | 0.20m  | 4.96°    | 0.18m   | 5.04°   | 0.22m   | 5.68°   | 0.27m   | 9.54°   | 0.20m   | 7.30°   |

### Table II: Comparison on the validation split of the RIO10 dataset. The best results are highlighted.

| Method        | Score ↑ | DCRE(0.05) ↑ | DCRE(0.15) ↑ | (Δt,Δθ) ↓ | Outlier(0.5) ↓ |
|---------------|---------|--------------|--------------|-----------|---------------|
| HFNet [4]     | 0.384   | 0.057        | 0.098        | (1.56m, 72.33°) | 0.714         |
| NetVLAD [5]   | 0.673   | 0.006        | 0.125        | (0.93m, 31.44°) | 0.452         |
| DenseVLAD [7] | 0.604   | 0.008        | 0.124        | (0.98m, 32.26°) | 0.520         |
| PoseNet [16]  | 0.624   | 0.012        | 0.149        | (0.89m, 41.89°) | 0.525         |
| ORGPoseNet (Ours) | 0.662 | 0.010        | 0.153        | (0.86m, 37.23°) | 0.491         |
| MapNet [16]   | 0.682   | 0.030        | 0.192        | (0.84m, 37.43°) | 0.510         |
| ORGMapNet (Ours) | 0.791 | 0.064        | 0.214        | (0.80m, 30.83°) | 0.423         |
of the environment, there are still a large number of unstable predictions. In contrast, our proposed ORGMapNet significantly reduces the number of outliers and outperforms the baseline MapNet. This is because we construct the object relation graph on the static objects and enhance the discrimination of image representation by object relation features.

Some examples of the object nodes as well as the edges in different scenes are illustrated in Fig 5. Benefiting from the constructed dynamic graph, our ORG can capture the relationships among objects and generate a more discriminative representation for relocalization.

**F. Ablation Study**

We conduct ablation studies on RobotCar dataset to verify the configuration of our design. As shown in Table IV compared to the baseline MapNet [16], pose errors decrease progressively with the increase of GNN layers. A drastic improvement happens when 3rd layers of GNN is added. Adding more layers can further reduce the error but with more computing cost. Therefore we choose the layer number of GNN as 4. If we reduce the number of nearest neighbor from 5 to 3, or change the aggregate mode of each layer from Max to Sum, the pose error will both increase accordingly. We also test the effectiveness of our dynamic graph update strategy by replacing it with the fixed edge connection from the first layer, the degraded performance verify the necessity of this strategy. Finally, to verify the robustness of the learned object feature with respect to the partial detecting capability, we manually drop out a number of the detected objects with a keeping ratio and only use the rest as input to the GNN. The performance increases with the higher keeping ratio. Surprisingly, keeping only 60% of the detected objects can achieve good performance close to using all of the objects, demonstrating the robustness of our method to the object detection capability.

**V. Conclusions**

In this paper, we propose to improve the camera relocalization by fusing the object relation feature in the image. We construct an ORG module for the image, and capture the object relation feature by dynamic GNNs. Comparing with the common convolutional features, our object relation feature leverages the semantic stability and the pose awareness which are highly desirable for the relocalization task. We integrate our ORG module to two popular baseline models to verify the effectiveness of idea. Extensive experiments on the public 7-Scenes, RIO10 and Oxford RobotCar datasets are conducted and the results demonstrate that our method is able to significantly improve the relocalization accuracy compared with baselines and outperforms previous approaches. We hope that our work can motivate further interest and study on explicitly introducing object information to learn more robust and discriminative features for camera poses.
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