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Abstract

Contrastive learning (CL) has recently emerged as an effective approach to learning representation in a range of downstream tasks. Central to this approach is the selection of positive (similar) and negative (dissimilar) sets to provide the model the opportunity to ‘contrast’ between data and class representation in the latent space. In this paper, we investigate CL for improving model robustness using adversarial samples. We first designed and performed a comprehensive study to understand how adversarial vulnerability behaves in the latent space. Based on this empirical evidence, we propose an effective and efficient supervised contrastive learning to achieve model robustness against adversarial attacks. Moreover, we propose a new sample selection strategy that optimizes the positive/negative sets by removing redundancy and improving correlation with the anchor. Extensive experiments show that our Adversarial Supervised Contrastive Learning (ASCL) approach achieves comparable performance with the state-of-the-art defenses while significantly outperforms other CL-based defense methods by using only 42.8% positives and 6.3% negatives.

1 Introduction

Recently, there has been a considerable research effort on adversarial defense methods including Akhtar and Mian (2018); Lecuyer et al. (2019); Carlini et al. (2019); Metzen et al. (2017) which aim to develop a robust Deep Neural Network against adversarial attacks. Among them, the adversarial training methods (e.g., FGSM, PGD adversarial training (Goodfellow et al., 2015; Madry et al., 2018) and TRADES (Zhang et al., 2019)) that utilize adversarial examples as training data, have been one of the most effective series of approaches, which truly boost the model robustness without the facing the problem of obfuscated gradients (Athalye et al. 2018). In adversarial training, recently Xie et al. (2019); Bui et al. (2020) show that reducing the divergence of the representations of images and their adversarial examples in the latent space (e.g., the feature space output from an intermediate layer of a classifier) can significantly improve the robustness. For example, in Bui et al. (2020), the latent representations of images in the same class are pulled closer together than those in different classes, which lead to a more compact latent space and consequently, better robustness.

On the other hand, as proposed recently, contrastive learning (CL) has been an increasingly popular and effective self-supervised representation learning approach (Chen et al. 2020; He et al. 2020; Khosla et al. 2020). Specifically, CL learns representations of unlabeled data by choosing an anchor \( x_i \) and pulling the anchor and its positive samples closer in latent space while pushing it away from many negative samples. Intuitively, as the divergence in latent space is the focus of both AML and CL, it is natural to leverage CL...
tends CL by leveraging label information, where the Contrastive Learning (SCL) (Khosla et al., 2020) supervised setting. The recent research of Supervised not fit the context of AML for classifiers in the su-
section where data labels are unavailable, which does in the context of AML?

(Q2) We provide detailed analysis in Section 2.

adversarial examples with the inter-class divergence. The model can be achieved by simultaneously contrasting these observations motivate the idea that a robust model can be achieved by simultaneously contrasting the intra-class divergence between images and their adversarial examples with the inter-class divergence. We provide detailed analysis in Section 2.

(Q1) Why can CL help to improve the adversarial robustness? To answer this question, we first introduce two kinds of divergences in the latent space: the intra-class divergence measured on benign images and their adversarial examples of the same class and the inter-class divergence measured on those samples of different classes. By comprehensively investigating the behavior of divergence in latent space, our study shows that the robustness of a model can be interpreted by the ratio between the intra- and inter-divergences: The lower the ratio is, the more robustness can be achieved. These observations motivate the idea that a robust model can be achieved by simultaneously contrasting the intra-class divergence between images and their adversarial examples with the inter-class divergence. We provide detailed analysis in Section 2.

(Q2) How to integrate CL with adversarial training in the context of AML? CL originally works with the case where data labels are unavailable, which does not fit the context of AML for classifiers in the supervised setting. The recent research of Supervised Contrastive Learning (SCL) (Khosla et al., 2020) extends CL by leveraging label information, where the latent representations from the same class are pulled closer together than those from different classes. While it might seem to be straightforward to apply SCL for AML, we show in this paper that it is highly nontrivial to do so. To this end, we propose Adversarial Supervised Contrastive Learning (ASCL) to tackle this task by developing the following adaptions. Firstly, for an anchor image, we use its adversarial images as the transformed/augmented samples, which is different from the standard data augmentation techniques used in conventional CL methods (Chen et al., 2020; Khosla et al., 2020). Secondly, we integrate SCL with adversarial training (Madry et al., 2018) in addition to the clustering assumption (Chapelle and Zien [2005], to enforce compactness in latent space and subsequently improve the adversarial robustness.

(Q3) What are the important factors for the application of the ASCL framework in the context of AML? One of the key steps of CL/SCL is the selecting of positive and negative samples for an anchor image. Although different approaches have been proposed, most of them focus on natural images and can usually be ineffective for AML. Specifically, in a data batch, CL and SCL consider the samples that are not from the same instance or not in the same class of the anchor image as its negative samples, which are hard splits between positive and negative sets, without taking into account the correlation between a sample and the anchor image. This can lead to too many true negative but useless samples which are highly uncorrelated with the anchor in the latent space as illustrated in Figure 1. This issue aggravates with more diverse data and in the AML context, making the original CL/SCL approaches inapplicable. We therefore develop a novel series of strategies for selecting positive and negative samples in our ASCL framework, which judiciously picks the most relevant samples of the anchor that help to further improve adversarial robustness.

By providing the answers to the above research questions, we summarize our contributions in this paper as follows:

1) We provide a comprehensive and insightful understanding of adversarial robustness regarding the divergences in latent space, which sheds light on adapting the CL principle to enhance robustness.

2) We propose a novel Adversarial Supervised Contrastive Learning (ASCL) framework, where the well-established contrastive learning mechanism is leveraged to make the latent space of a classifier more compact, leading to a more robust model against adversarial attacks.

3) By analyzing the intrinsic characteristics of AML, we develop effective strategies for selecting positive
and negative samples more judiciously, which are critical to making contrastive learning principle effective in AML by using much less positives and negatives.

4) As shown in extensive experiments, our proposed framework is able to significantly improve a classifier’s robustness, outperforming several adversarial training defense methods against strong attacks while achieving comparable performance with SOTA defenses in the RobustBench [Croce et al. 2020].

2 Analysis of Latent Space Divergence

By examining the question “Why can CL help to improve the adversarial robustness?”, we design experiments to show the connection of adversarial robustness to the latent divergence of an anchor and its contrastive samples.

Let $\mathcal{B} = \{x_i, y_i\}_{i=1}^N$ be a batch of benign images where image $x_i$ is associated with $y_i$. Given an adversarial transformation $T$ from an adversary $A$ (e.g., PGD attack in [Madry et al. 2018]), we consider two kinds of samples w.r.t. an anchor $\{x_i, y_i\}$: the positive set $X_i^+ = \{x_j, x_j^+ | j \neq i, y_j = y_i\}$ including benign examples and their counterparts in the same class with the anchor and the negative set $X_i^- = \{x_j, x_j^- | j \neq i, y_j \neq y_i\}$ including benign examples and their counterparts in different classes with the anchor. We are interested in the latent representations of benign and transformed images at a specific intermediate layer of the neural net classifier $f$. Let us further denote those representations by $z_i$ for benign images and $z_i^+$ for adversarially transformed images according $T$. We define some types of divergences between benign images and transformed images via transformation $T$ at some intermediate layers of $f$.

(i) **Absolute intra-class divergence**: $d_a^+ = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{|X_i^+|} \sum_{x_j \in X_i^+} d(z_i, z_j)$ (i.e., evaluated based on the positive sets); and **absolute inter-class divergence**: $d_a^- = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{|X_i^-|} \sum_{x_j \in X_i^-} d(z_i, z_j)$ (i.e., evaluated based on the negative sets). Here we note that $d$ is cosine distance between two representations, and $|$ represents the cardinality of a set.

(ii) **Relative intra-class divergence** (R-DIV): $d_r^+ = \frac{d^+_a}{d_a^-}$; hence relative divergence generally represents how large the magnitude of intra-class divergence is relative to the inter-class divergence.

In Figure 2 we conduct an empirical study on the CIFAR-10 dataset to figure out the relationship between R-DIV for adversarial examples and robust accuracy. The findings and observations are very important for us to devise our framework in the sequel. More specifically, we train a CNN and a ResNet20 model in two modes: natural mode (NAT and cannot defend at all) and adversarial training mode (AT and can defend quite well). We observe how robust accuracy together with R-DIV vary with training progress to draw conclusions. The detailed settings and further demonstrations can be found in the supplementary material. Some observations are drawn from our experiment:

(O1) **The robustness varies inversely with the relative intra-class divergence between benign images and their adversarial examples** (the adversarial $R$-DIV $d_r^+$). As shown in Figure 2b during the training process, the robust accuracy of the AT model tends to improve, which corresponds with a decrease of the adversarial $R$-DIV $d_r^+$, whilst its $d_r^+$ is far lower than that of the NAT model. In Figure 2c we visualize the correlation between the R-DIV and the robust accuracy by generating different attack strengths. It can be seen that there is a common trend such that the lower robust accuracy the higher R-DIV, regardless of the model architecture or defense methods. These observations support our claim of the relation between robust accuracy and R-DIV.

(O2) In Figure 2a we visualize the absolute intra-class divergence ($d_a^+$) and the absolute inter-class divergence ($d_a^-$) for the cases of the NAT/AT models with their corresponding robust accuracies. It can be observed that: (i) in the same architecture, the $d_a^+$ of the AT model is much smaller than that of NAT model. However, the $d_a^-$ of the AT model is also much smaller than that of NAT model. It implies that, the AT method helps to compact the representations of intra-class samples, but undesirably makes the representations of inter-class samples closer. (ii) Overall, the relative intra-class divergence of the AT model is smaller than that of the NAT model – which might explain why the NAT model is easy to be attacked, and again confirms our O1.

Conclusions from the observations. Mao et al. [2019] and Bui et al. [2020] reached a conclusion that the **absolute adversarial intra-class divergence** $d_a^+$ is a key factor for robustness against adversarial examples. However, as indicated by our O1, it is only one side of the coin. The reason is that the **absolute adversarial intra-class divergence** only cares about how far adversarial examples of a class are from their counterpart benign images, and does not pay attention to the inter-divergence to other classes. As analysed in our observation of O2-i, low $d_a^-$ possibly harms the
robust accuracy, because in this case, adversarial examples of other classes are very close to those of the given class. This further indicates that the *absolute adversarial inter-class divergence* \( d^- \) needs to be taken into account and it is necessary to minimize the *relative adversarial inter-class divergence* given class. This further indicates that the samples of other classes are very close to those of the robust accuracy, because in this case, adversarial ex-

Figure 2: Correlation between the *Relative intra-class* divergence (R-DIV) and the robust accuracy on the CIFAR10 dataset. The variance of Absolute-DIV in Figure 2a is scaled by 0.2 for better visualization. Using PGD attack with \( \epsilon = 8/255, \eta = 2/255 \) with \( k = 10 \) for training and \( k = 250 \) for testing.

With an adversarial transformation \( A \) (e.g., PGD), each pair \( \{x_i, y_i\} \) has two corresponding sets, a positive set \( X^+_i = \{x_j, x^+_j \mid j \neq i, y_j = y_i\} \) and a negative set \( X^-_i = \{x_j, x^-_j \mid j \neq i, y_j \neq y_i\} \). We then have the corresponding sets in the latent space \( Z^+_i = \{f(x_j) \mid x_j \in X^+_i\} \) and \( Z^-_i = \{f(x_j) \mid x_j \in X^-_i\} \).

**Supervised Contrastive Loss.** The supervised contrastive loss for an anchor \( x_i \) as follow:

\[
\mathcal{L}_{i}^{\text{scl}} = -\frac{1}{|Z^+_i|+1} \sum_{z_j \in Z^+_i \cup \{z_i^+\}} \log \frac{e^{\text{sim}(z_i^+, z_j)}}{\sum_{z_k \in Z^+_i \cup \{z_i^+\}} e^{\text{sim}(z_i^+, z_k)}}
\]

(1)

where \( \text{sim}(z_j, z_i) \) represents the similarity metric between two latent representations and \( \tau \) is a temperature parameter. It is worth noting that there are two changes in our SCL loss compared with the original one in Khosla et al. [2020]. Firstly, \( \text{sim}(z_j, z_i) \) is a general form of similarity, which can be any similarity metric such as cosine similarity \( \frac{x_i \cdot x_j}{\|x_i\| \|x_j\|} \) or Lp norm \(-|z_j - z_i|_p\). Secondly, in term of terminology, in Khosla et al. [2020], the positive set was defined including those samples in the same class with the anchor \( x_i \) (e.g. \( X^+_i \)) and the anchor’s transformation \( x_i^\tau \). However, in our paper, we want to emphasize the importance of the anchor’s transformation, therefore, we use two separate terminologies \( X^+_i \) and \( \{x_i^\tau\} \). Similarly, the SCL loss for an anchor \( x_i^\tau \) as follow:

3 Proposed method

In this section, we provide the answer for the question *How to integrate CL with adversarial training in the context of AML?*. We first propose an adapted version of SCL which we call Adversarial Supervised Contrastive Learning (ASCL) for the AML problem. We then introduce three sample selection strategies to nominate the most relevant positives and negatives to the anchor, which further improve robustness with much fewer samples.

3.1 Adversarial Supervised Contrastive Learning

**Terminologies.** We consider a prediction model \( h(x) = g(f(x)) \) where \( f() \) is the encoder which outputs the latent representation \( z = f(x) \) and \( g() \) is the classifier upon the latent \( z \). Also we have a batch of \( N \) pairs \( \{x_i, y_i\}_{i=1}^{N} \) of benign images and their labels.
The clustering assumption (Chapelle and Zien, 2005) is a

\[ L_{i}^{a,scl} = -\frac{1}{|Z_{i}^{+}| + 1} \sum_{z_{j} \in Z_{i}^{+} \cup \{z_{i}\}} \log \frac{e^{\frac{1}{\tau} \text{sim}(z_{j}, z_{i})}}{\sum_{z_{k} \in Z_{i}^{+} \cup Z_{i}^{-} \cup \{z_{i}\}} e^{\frac{1}{\tau} \text{sim}(z_{k}, z_{i})}} \] 

(2)

The average SCL loss over a batch is as follows:

\[ L^{SCL} = \frac{1}{N} \sum_{i=1}^{N} \left( L_i^{acl} + L_i^{a,scl} \right) \] 

(3)

As mentioned in Khosla et al. (2020), there is a major advantage of SCL compared with Self-Supervised CL (SSCL) in the context of regular machine learning. Unlike SSCL in which each anchor has only single positive sample, SCL takes advantages of the labels to have many positives in the same batch size N. This strategy helps to reduce the false negative cases in SSCL when two samples in the same class are pushed apart. As shown in Khosla et al. (2020), SCL training is more stable than SSCL and also achieves better performance.

Adaptations in the context of AML. However, original SCL is not sufficient to achieve adversarial robustness. In the context of adversarial machine learning, we need the following adaptations to improve the adversarial robustness:

(i) As shown in Table 1 in Kim et al. (2020), the original SCL slightly improves the robustness of a standard model but cannot defend strong adversarial attacks. Therefore, we use an adversary \( A \) (e.g., PGD) as the transformation \( T \) instead of the traditional data augmentation (e.g., combination of random cropping and random jittering) as in other contrastive learning frameworks (Chen et al. 2020; Khosla et al. 2020; He et al. 2020). This helps to reduce the divergence in latent representations of a benign image and its adversarial example directly.

(ii) We apply SCL as a regularization on top of the Adversarial Training (AT) method (Madry et al. 2018; Zhang et al. 2019; Shafahi et al. 2019; Xie et al. 2020). Therefore, instead of pre-training the encoder \( I() \) with contrastive learning loss as in previous work, we can optimize the AT and the SCL simultaneously.

The AT objective function with the cross-entropy loss \( C() \) is as follows:

\[ L^{AT} = \frac{1}{N} \sum_{i=1}^{N} C(h(x_{i}), y_{i}) + C(h(x_{i}^a), y_{i}) \] 

(4)

Regularization on the prediction space. The technique that encourages the classifier to preserve its predictions for data examples in a cluster. Theoretically, the clustering assumption enforces the decision boundary of a given classifier to lie in the gap among the data clusters and never cross over any clusters. As shown in Chen et al. (2020), Khosla et al. (2020), with the help of CL, latent representations of those samples in the same class form into clusters. Therefore, coupling our SCL framework with the clustering assumption can help to increase the margin from a data sample to the decision boundary. To enforce the clustering assumption, we use Virtual Adversarial Training (VAT) (Miyato et al. 2019) to maintain the classifier smoothness:

\[ L^{VAT} = \frac{1}{N} \sum_{i=1}^{N} D_{KL}(h(x_{i}) || h(x_{i}^a)) \] 

(5)

Putting it all together. We combine the relevant terms to the final objective function of our framework which we name as Adversarial Supervised Contrastive Learning (ASCL) as follows:

\[ L = L^{AT} + \lambda^{SCL} L^{SCL} + \lambda^{VAT} L^{VAT} \] 

(6)

where \( \lambda^{SCL} \) and \( \lambda^{VAT} \) are hyper-parameters to control the SCL loss and VAT loss, respectively. As mentioned in the observation (O2), minimizing the AT loss \( L^{AT} \) alone compresses not only the representations of intra-class clusters but also reduces the inter-class distance, which hurts the natural discrimination. Therefore, coupling with \( L^{SCL} \) can compensate the aforementioned weakness by simultaneously minimizing the intra-class divergence and maximizing the inter-class divergence. Finally, by forcing predictions of intra-class samples to be close, the VAT regularization \( L^{VAT} \) help to maintain the classifier smoothness and further improve the robustness. In addition to the intuitive analysis, we also provide an empirical ablation study to further understand the contribution of each component in the supplementary material.

3.2 Global and Local Selection Strategies

Global Selection. The SCL as in Equations 1-2 can be understood as SCL with a Global Selection strategy, where each anchor \( x_{i} \) takes all other samples in the current batch into account and splits them into a positive set \( X_{i}^{+} \) and a negative set \( X_{i}^{-} \). For example, as illustrated in Figure 1, given an anchor, with the help of SCL, it will push away all negatives and pull all positives regardless of their correlation in the space. However, there are two issues of this strategy:

(1) The high inter-class divergence issue of a diverse
dataset. Specifically, there are true negative (but uncorrelated) samples which are very different in appearance (e.g., an anchor-dog and negative samples-sharks) and latent representations. Therefore, pushing them away does not make any contribution to the learning other than making it more unstable. The number of uncorrelated negatives is increased when the dataset is more diverse.

(I2) The high intra-class divergence issue when the dataset is very diverse in some classes. For example, a class “dog” in the ImageNet dataset may include many sub-classes (breeds) of dog. Specifically, there are true positive (but uncorrelated) samples which are in the same class with the anchor but different in appearance. In the context of AML, two samples in the same class (e.g., “dog”) can be attacked to be very different classes (e.g., one to the class “cat”, one to the class “shark”), therefore the latent representations of their adversarial examples are even more uncorrelated.

**Local Selection.** Based on the above analysis, we leverage label supervision to propose a series of Local Selection (LS) strategies for the SCL framework, which consider local and important samples only and ignore other samples in the batch as illustrated in Figure 1. They are Hard-LS, Soft-LS and Leaked-LS as defined in Table 1.

| Strategy          | Positive Set | Negative Set |
|-------------------|--------------|--------------|
| Global            | \(X^+_i\)    | \(X^-_i\)    |
| Hard-LS           | \(\{x_j, x_j^+ | j \neq i, y_j = y_i\}\) | \(\{x_j | j \neq i, y_j \neq y_i, p_j = y_i\}\) |
| Soft-LS           | \(\{x_j, x_j^+ | j \neq i, y_j = y_i\}\) | \(\{x_j | j \neq i, y_j \neq y_i, p_j = y_i\} \cup \{x_j^+ | j \neq i, y_j = y_i, p_j^+ = y_i\}\) |
| Leaked-LS         | \(\{x_j | j \neq i, y_j = y_i, p_j = p_i\} \cup \{x_j^+ | j \neq i, y_j = y_i, p_j^+ = p_i\}\) | \(\{x_j | j \neq i, y_j \neq y_i, p_j = p_i\} \cup \{x_j^+ | j \neq i, y_j \neq y_i, p_j^+ = p_i\}\) |

More specifically, in Hard-LS and Soft-LS, we consider the same set of positives as in Global Selection. However, we filter out the true negative but uncorrelated samples by only considering those are predicted as similar to the anchor's true label (Hard-LS) or to the anchor's predicted label (Soft-LS). These two strategies are to deal with the issue (I1) by choosing negative samples that have most correlation with the current anchor. Because they are very close in prediction space, their representation is likely high correlated with the anchor’s representation.

In Leaked-LS, we add an additional constraint on the positive set to deal with the issue (I2). Specifically, we filter out the true positive but uncorrelated samples by only choosing those are currently predicted as similar to the anchor’s prediction. It is worth noting that, the additional constraint is applied only on the positive set \(X^+_i\) only. It means that, each anchor \(x_i\) and its adversarial example \(x_i^a\) are always pulled close together. However, instead of pulling all other positive samples in current batch, we only pull those samples which are close with the anchor’s representation to further support and stabilize the contrastive learning.

From a practical perspective, as later shown in the experimental section, ASCL with Leaked-Local Selection (Leaked-ASCL) improves the robustness over that with Global Selection most notably, and with much fewer positive and negative samples. It has been shown that, optimal negative samples for contrastive learning are task-dependent which guide representations towards task-relevant features that improve performance (Tian et al., 2020; Frankie et al., 2020). However, while these previous works focused on unsupervised-setting, our Local-ASCL is the first work to leverage supervision to select not only optimal negative samples but also optimal positive samples for robust classification task.

### 4 Experiments

In this section, we first introduce the experimental setting for adversarial attacks and defenses. We then provide an extensive robustness evaluation between our best method (which is Leaked-ASCL) with other defenses to demonstrate the significant improvement of ours. Finally, we empirically answer the question “What are the important factors for the application of the ASCL framework in the context of AML?” through our experiments. We provide a comparison among Global/Local Selection strategies and show that the Leaked-ASCL not only outperforms the Global ASCL but also makes use of much fewer positives and negatives. An ablation study to investigate the importance of each component to the performance can be found in the supplementary material.

#### 4.1 Experimental Setting

**General Setting.** We use CIFAR10 and CIFAR100 (Krizhevsky et al., 2009) as the benchmark datasets in our experiment. Both datasets have 50,000 training images and 10,000 test images. However, while the CIFAR10 dataset has 10 classes, CIFAR100 is more diverse with 100 classes. The inputs were normalized to [0, 1]. We apply random horizontal flips and random...
shifts with scale 10% for data augmentation as used in Pang et al. (2019). We use four architectures including standard CNN, ResNet18/20 (He et al. 2016) and WideResNet-34-10 (Zagoruyko and Komodakis 2016) in our experiment. The architecture and training setting for each dataset are provided in our supplementary material.

**Contrastive Learning Setting.** We choose the penultimate layer ($l^{-1}$) as the intermediate layer to apply our regularization. The analytical study for the effect of choosing projection head in the context of AML can be found in the supplementary material. In the main paper, we report the experimental results without the projection head. The temperature $\tau = 0.07$ as in [Khosla et al. 2020].

**Attack Setting.** We use different state-of-the-art attacks to evaluate the defense methods including: (i) **PGD attack** which is a gradient based attack. We use $k = 250, \epsilon = 8/255, \eta = 2/255$ for the CIFAR10 dataset and $k = 250, \epsilon = 0.01, \eta = 0.001$ for the CIFAR100 dataset. We use two versions of the PGD attack: the non-targeted PGD attack (PGD) and the multi-targeted PGD attack (mPGD). (ii) **Auto-Attack** (Croce and Hein, 2020) which is an ensemble based attack. We use $\epsilon = 8/255$ for the CIFAR10 dataset and $\epsilon = 0.01$ for the CIFAR100 dataset, both with the standard version of Auto-Attack (AA), which is an ensemble of four different attacks. The distortion metric we use in our experiments is $l_\infty$ for all measures. We use the full test set for the attacks (i) and 1000 test samples for the attacks (ii).

**Generating Adversarial Examples for Defenders.** We employ PGD as the stochastic adversary to generate adversarial examples. These adversarial examples have been used as transformations of benign images in our contrastive framework. Specifically, the configuration for the CIFAR10 dataset is $k = 10, \epsilon = 8/255, \eta = 2/255$ and that for the CIFAR100 dataset is $k = 10, \epsilon = 0.01, \eta = 0.001$.

**Baseline methods.** Most closely related to our work is ADR (Bui et al. 2020) which also aims to realize compactness in the latent space to improve robustness in the supervised setting. We also compare with RoCL-TRADES (Kim et al. 2020) and ACL-DS (Jiang et al. 2020) which adversarially pre-trains with adversarial examples founded by Self-Supervised Contrastive loss and post-trains with standard supervised adversarial training.

---

1The best reported version RoCL-AT-SS is a fine-tuned on a self-supervised ImageNet pretrained model, therefore, might not as a reference for comparison.

Table 2: Robustness evaluation on the CIFAR10 and CIFAR100 datasets with ResNet20 architecture. Ours is Leaked-ASCL variant. GAP represents the average gap of robust accuracies between ours and the compared method.

| Model                               | Nat. PGD | mPGD | AA | GAP |
|-------------------------------------|----------|------|----|-----|
| ADV                                 | 78.8     | 48.1 | 36.4 | 5.37 |
| TRADES                              | 76.1     | 51.9 | 38.2 | 3.43 |
| ADR                                 | 76.8     | 51.5 | 38.9 | 2.57 |
| Ours                                | 75.5     | 53.7 | 41.0 | 4.20 |

**4.2 Robustness evaluation**

We conduct extensive evaluations to demonstrate the advantages of our method (Leaked-ASCL variant) over other defenses. Table 2 shows the robustness comparison on the CIFAR10 and CIFAR100 datasets with ResNet20 architecture. It can be seen that our method achieves much better robustness than the baseline methods on both datasets. More specifically, on the CIFAR10 dataset, the average gaps of robust accuracies against three attacks (PGD, mPGD and AA) between ours and ADR, TRADES, and ADV are 2.57%, 3.43% and 5.37%, respectively. The similar gaps for the CIFAR100 dataset are 2.60%, 5.77% and 6.27%, respectively. Figure 3 shows the tradeoff between natural accuracy and robust accuracy when increasing perturbation magnitude. It can be seen that simply increasing the magnitude of adversarial examples cannot reach our performance even with a fine-range of perturbation. With the same level of natural accuracy, our method outperforms the baseline by around 5% which again emphasizes the advantage of our method. Finally, we compare our method with recently listed methods on the RobustBench (Croce et al. 2020) which have a similar setting (e.g., without additional data) as shown in Table 3. With WideResNet architecture, our method achieves 52.80% robust accuracies against three attacks (PGD, mPGD and AA) respectively. Table 3 shows the robustness comparison on the CIFAR10 and CIFAR100 datasets with WideResNet architecture. Ours is Leaked-ASCL variant. GAP represents the average gap of robust accuracies between ours and the compared method.

Table 3: Robustness evaluation against Auto-Attack with ResNet18 and WideResNet on the full test set of CIFAR10 dataset. * Results are copied from Croce et al. (2020). † Results are copied from original papers, using a larger batch size (bs). * Omits the cross-entropy loss of natural images and VAT loss. Detail can be found in the supplementary material.

| Model                               | Nat. PGD | mPGD | AA | GAP |
|-------------------------------------|----------|------|----|-----|
| Ours *                              | 87.70    | 52.80 | 54.05 |
| Zhang et al. 2020                    | 84.52    | 53.51 |   |
| Huang et al. 2020                    | 83.48    | 53.34 |   |
| Zhang et al. 2019                    | 84.92    | 53.08 |   |
| Cui et al. 2021                      | 88.22    | 52.86 |   |
| Ours *                              | 85.02    | 50.31 | 53.40 |
| ACL-DS (bs=512) †                    | 82.19    | -    | 52.82 |
| RoCL-TRADES (bs=256) †              | 84.55    | -    | 43.85 |
Figure 3: Tradeoff between natural/robust accuracies when increasing perturbation magnitude (specified beside markers). For better visualization, bigger marker indicates smaller perturbation. Ours is Leaked-ASCL.

Figure 4: Number of positives and negatives with different Global/Local Selection strategy on CIFAR10 dataset with batch size 128

Accuracy against Auto-Attack and 87.70% natural accuracy which is comparable with the SOTA method from Cui et al. (2021). Compare to the best robust method from Zhang et al. (2020), our method has 0.7% lower in robust accuracy but 3.2% higher in natural performance. With a smaller batch size, our method still achieves much better performance than RoCL and ACL which are two SOTA self-supervised contrastive learning based defenses.

4.3 Global and Local Selection strategies

In this subsection, we compare the effect of different global/local selection strategies to the final performance. The comparison in Table 4 shows that while the Hard-ASCL and Soft-ASCL show a small improvement over ASCL, the Leaked-ASCL achieves the best robustness compared with other strategies. We also measure the average number of positive and negatives samples per batch corresponding with different selection strategies as shown in Figure 4b. With batch size 128, we have a total of 256 samples per batch including benign images and their adversarial examples. It can be seen that, the average positives and negatives by the Global Selection are stable at 26.4 and 228.6, respectively. In contrast, the number of positives and negatives by the Leaked-LS vary corresponding with the current performance of the model. More specifically, there are four advantages of the Leaked-LS over the Global Selection:

(i) at the beginning of training, approximately 7.5 positive samples and 25 negative samples were selected. This is because of the low classification performance of the model. Moreover, the strength of the contrastive loss is directly proportional with the size of the positive set. Therefore, with a small positive set, the contrastive loss is weak in comparison with other components of ASCL. This helps the model focuses more on improving the classification performance first.

(ii) when the model is improved, the number of positive samples is increased, while the number of negative samples is decreased significantly. In addition to the bigger positive set, the contrastive loss become stronger in comparison with other components. This helps the model now focus more on contrastive learning and learning the compact latent representation.

(iii) unlike Global Selection, Leaked-LS considers natural images and adversarial images differently based on their hardness to the current anchor. As shown in Figure 4b, there are more adversarial images than natural images in the negative set, which helps the encoder focus to contrast the anchor with the adversarial images.

(iv) at the last epoch, Leaked-LS chooses only 11.3 positives and 14.3 negatives, which equate to 42.8% and 6.3% of the positive set and negative set with the Global Selection strategy, respectively.

4.4 Why do ASCL and Local-ASCL improve adversarial robustness

In this subsection, we connect with the hypothesis in Section 2 to explain why our ASCL and especially our Leaked-ASCL help to improve adversarial robustness. Figure 5 shows the Relative intra-class divergence (R-DIV) and robust accuracy under PGD attack \( \{k = 250, \eta = 2/255\} \) with different attack strengths \( \epsilon \). It can be seen that (i) our ASCL and Leaked-ASCL have lower R-DIV than baseline methods, and Leaked-ASCL achieves the lowest measure, (ii) consequently, our ASCL and Leaked-ASCL achieve better...
robust accuracy than baseline methods. Leaked-ASCL achieve the best performance regardless of attack scenarios. The experimental results concur with the proposed correlation between the Relative intra-class divergence and the adversarial robustness as pointed out in Section 2. Our methods help the representations of intra-class samples to be more compact while increasing the margin between inter-class clusters, and therefore improve the robustness.

5 Conclusion

In this paper, we have shown the connection between robust accuracy and the divergence in latent spaces. We demonstrated that contrastive learning can be applied to improve adversarial robustness by reducing the intra-instance divergence while maintaining the inter-class divergence. Moreover, we have shown that, instead of using all negatives and positives as per the regular contrastive learning framework, by judiciously picking highly correlated samples, we can further improve the adversarial robustness.
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Supplementary material of “Understanding and Achieving Efficient Robustness with Adversarial Supervised Contrastive Learning”

This supplementary material provides technical and experimental details as well as auxiliary aspects to complement the main paper. Briefly, it contains the following:

- Section 6: Experimental setting.
- Section 7: Additional analysis of latent space divergence as well as t-SNE visualization.
- Section 8: Additional experimental results which includes analysis of projection head in Section 8.1, contribution of each component in Section 8.2, image samples from Global and Local Selection strategies in Section 8.3.
- Section 9: Discussion on the background, related works, and the necessity of our formulations for delivering our method.

6 Experimental setting

General Setting. We use CIFAR10 and CIFAR100 (Krizhevsky et al., 2009) as the benchmark datasets in our experiment. Both datasets have 50,000 training images and 10,000 test images. However, while the CIFAR10 dataset has 10 classes, CIFAR100 is more diverse with 100 classes. The training time is 200 epochs for both CIFAR10 and CIFAR100 datasets with batch size 128. The inputs were normalized to [0,1]. We apply random horizontal flips and random shifts with scale 10% for data augmentation as used in Pang et al. (2019).

We use four architectures including standard CNN, ResNet18/20 (He et al., 2016) and WideResNet-34-10 (Zagoruyko and Komodakis, 2016) in our experiment. The standard CNN architecture has 4 convolution layers followed by 3 FC layers as described in Carlini and Wagner (2017). For ResNet20 architectures, we use the same training setting as in Pang et al. (2019). More specifically, we use Adam optimizer, with learning rate $10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}$ at epoch 0th, 80th, 120th, and 160th, respectively. We use Adam optimization with learning rate $10^{-3}$ for training the standard CNN architecture.

For ResNet18 and WideResNet architectures, we use the same training setting as in Pang et al. (2020). More specifically, we use SGD optimizer, with momentum $5 \times 10^{-4}$, with learning rate $10^{-1}, 10^{-2}, 10^{-3}$ at epoch 0th, 100th and 150th, respectively. It is a worth noting that, there are some modifications in the experiment in Table 3 to match the performance as in RobustBench: (i) we omit the cross-entropy loss of natural images in Eq. (4), so that the model sacrifices natural performance to gain more robust performance. The AT objective function becomes: $L_{\text{AT}} = \frac{1}{N} \sum_{i=1}^{N} \mathcal{C}(h(x_i^a), y_i)$ which is similar as in Pang et al. (2020). (ii) we omit the VAT loss to show that the improvement truly comes from the contribution of the adversarial contrastive loss.

Contrastive Learning Setting. We apply the contrastive learning on the intermediate layer ($l_{y-1}$) which is immediately followed by the last FC layer of either CNN or ResNet/WideResNet architectures. The analytical study for the effect of choosing projection head in the context of AML can be found in Section 8.1. In the main paper, we report the experimental results without the projection head. The temperature $\tau = 0.07$ as in Khosla et al. (2020).

Attack Setting. We use different state-of-the-art attacks to evaluate the defense methods including: (i) PGD attack which is a gradient based attack. We use $k = 250, \epsilon = 8/255, \eta = 2/255$ for the CIFAR10 dataset and $k = 250, \epsilon = 0.01, \eta = 0.001$ for the CIFAR100 dataset. We use two versions of the PGD attack: the non-targeted PGD attack (PGD) and the multi-targeted PGD attack (mPGD). (ii) Auto-Attack (Croce and Hein, 2020) which is an ensemble based attack. We use $\epsilon = 8/255$ for the CIFAR10 dataset and $\epsilon = 0.01$ for the CIFAR100 dataset, both with the standard version of Auto-Attack (AA), which is an ensemble of four different attacks. The distortion metric we use in our experiments is $l_{\infty}$ for all measures. We use the full test set for the attacks (i) and 1000 test samples for the attacks (ii).

Generating Adversarial Examples for Defenders. We employ PGD as the stochastic adversary to generate adversarial examples. These adversarial examples have been used as transformations of benign images in our
contrastive framework. Specifically, the configuration for the CIFAR10 dataset is $k = 10$, $\epsilon = 8/255$, $\eta = 2/255$ and that for the CIFAR100 dataset is $k = 10$, $\epsilon = 0.01$, $\eta = 0.001$.

7 Additional Analysis of Latent Space Divergence

Experimental setting. The training setting has been described in Section 6. Because the intra-class/inter-class divergences are averagely calculated on all $N^2$ pairs of latent representations which is over our computational capacity, therefore, we alternately calculate these divergences on a mini-batch (128) and take the average over all mini-batches.

Additional evaluation. In addition to the comparison in Section 4.2, we provide a further evaluation on R-DIV and robust accuracy on the CIFAR10 dataset with ResNet20 architecture, under PGD attack $\{\epsilon = 8/255, \eta = 2/255, k = 250\}$ as shown in Figure 6. It can be observed that (i) the value of R-DIV decreases in order from AT (0.64), ADR (0.63), ASCL (0.49), Leaked-ASCL (0.48), respectively. On the other hand, the robust accuracy increases in the same order. (ii) ASCL has much higher absolute intra-class divergence and inter-class divergence than ADR and AT methods, however, ASCL has much lower R-DIV comparing with two baseline methods, therefore, explaining its higher robust accuracy. This result is similar with the comparison on Figure 2.a and the observation O2-i in the main paper and further confirm our conclusion such that “the robustness varies inversely with the relative intra-class divergence between benign images and their adversarial examples”.

t-SNE visualization. In addition to the quantitative evaluation as provided in Section 4.4 in the main paper, we provide a qualitative comparison via the t-SNE visualization as shown in Figure 7. The experiments have been conducted on the CIFAR10 dataset with ResNet20 architecture under PGD attack $\{\epsilon = 8/255, \eta = 2/255, k = 250\}$. We visualize latent representations of 100 adversarial examples in addition to 1000 natural samples of the CIFAR10 dataset. It can be seen that: (i) In the NAT model as Figure 7a, the latent representations of natural images are well separate, which explains the high natural accuracy. However, the adversarial examples also are well separate and lay on the high confident area of each class (low entropy). It indicates that, adversarial examples fool the natural model easily with very high confident. (ii) In the AT model as Figure 7b, the latent representations of natural images are less detached, which explains the lower natural accuracy than the NAT model. The adversarial examples distribute randomly inside each cluster. The predictions of natural images and
Table 5: Performance comparison with/without the projection head \( p() \) on the CIFAR10 dataset with ResNet20 architecture. \( p^1() \) and \( p^2() \) represent for the projection head with one layer and two layers respectively.

|                     | Nat. PGD | AA |
|---------------------|----------|----|
| ASCL without \( p() \) | 76.4     | 52.7 | 40.9 |
| ASCL with \( p^1() \)  | 77.3     | **53.3** | **41.3** |
| ASCL with \( p^2() \)  | 76.6     | 52.3 | 39.7 |
| (Leaked)ASCL without \( p() \) | 75.5     | 53.7 | 42.0 |
| (Leaked)ASCL with \( p^1() \) | 76.5     | **54.1** | **42.3** |
| (Leaked)ASCL with \( p^2() \) | 75.7     | 52.9 | 41.1 |

Adversarial examples have higher entropy which means that the model is less confident. (iii) In our ASCL and Leaked-ASCL as Figure 7c, 7d, the latent representations of natural images are better distinguishable among classes. More specifically, the adversarial examples’ representations lay in the boundary of each cluster, which has higher entropy than those of natural images.

8 Additional Experimental Results

8.1 Projection Head in the context of AML

In this section we provide an additional ablation study to further understand the effect of the projection head in the context of AML. We apply our methods (ASCL and Leaked ASCL) with three options of the projection head as shown in Figure 8:

- A projection head with only single linear layer \( \tilde{z} = p^1(z) = W^1(z) \) with layer weight \( W^1 \in \mathcal{R}^{h \times \tilde{h}} \), where \( h(h) \) is the dimensionality of latent \( z(\tilde{z}) \). We choose \( h = 128 \) in our experiments.
- A projection head with two fully connected layers without bias \( \tilde{z} = p^2(z) = W^2(ReLU(W^1(z))) \) with layer weight \( W^1 \in \mathcal{R}^{h \times 200} \) and \( W^2 \in \mathcal{R}^{200 \times 128} \) and
- Identity mapping \( \tilde{z} = z \).

Table 5 shows the performances of three options on the CIFAR10 dataset with ResNet20 architecture. We observe that the linear projection head \( p^1() \) is better than the identity mapping on both natural accuracy (by around 1%) and robust accuracy (on average 0.7%). In contrast, the non-linear projection head \( p^2() \) reduces the robust accuracy on average 0.5%.

The improvement on the natural accuracy concurs with the finding in Chen et al. (2020) which can be explained by the fact that the projection head helps to reduce the dimensionality to apply the contrastive loss more efficiently. As shown in Section B.4 in Chen et al. (2020) that even using the same output size, the weight of the projection head has relatively few large eigenvalues, indicating that it is approximately low-rank.

On the other hand, the effect of the projection head to the robust accuracy is due to its non-linearity. Figure 8a demonstrates the training flow and attack flow on our framework with the projection head. The contrastive loss \( L^{SCL} \) is applied in the projected layer \( \tilde{z} \) which induces the compactness on the projected layer but not the intermediate layer \( z \). Therefore, when using a non-linear projection head (e.g., \( p^2() \), the compactness in the intermediate layer is weaker than the projected layer. For example, a relationship \( \| \tilde{z}_i - \tilde{z}_j \|_p \leq \| z_i - z_k \|_p \) in the projected layer can not imply a relationship \( \| z_i - z_j \|_p \leq \| z_i - z_k \|_p \) in the intermediate layer. It explains why using the non-linear projection head reduces the effectiveness of the SCL to the adversarial robustness.

8.2 Contribution of each component in ASCL

We provide an ablation study to investigate the contribution of each of ASCL’s components to the performance and emphasize the importance of our SCL component. We experiment on the CIFAR10 dataset with two architectures, i.e., ResNet18 and WideResNet-34-10 (WRN). There are two remarks that can be observed from Table 6 such that:
Figure 7: t-SNE visualization of the latent space. Experiment on the CIFAR10 dataset with ResNet20 architecture. In each subfigure, the black-triangles represents for the adversarial examples. The left-subfigure is 2D t-SNE visualization while the right-subfigure is 2D t-SNE with entropy of prediction in the z-axis.
Figure 8: Training/Attack flows with/without the projection head

Table 6: Ablation study on the CIFAR10 dataset with different architectures. orgSCL represents the original SCL version with two standard data-augmentations. **Bold** numbers indicate there are improvements over the previous settings (i.e., only using ADV or using both ADV and VAT) when adding our SCL.

| Model                  | Nat.  | PGD  | AA  |
|------------------------|-------|------|-----|
| orgSCL                 | ResNet18 | 93.80 | 0.0 | 0.0 |
| ADV                    | ResNet18 | 82.75 | 52.95 | 48.81 |
| ADV+SCL                | ResNet18 | **85.02** | **53.40** | **50.31** |
| ADV+VAT                | ResNet18 | 83.73 | 53.00 | 49.39 |
| ADV+VAT+SCL            | ResNet18 | **84.54** | **54.29** | **49.66** |
| ADV                    | WRN   | 84.93 | 55.04 | 51.12 |
| ADV+SCL                | WRN   | **87.70** | **54.05** | **52.80** |
| ADV+VAT                | WRN   | 85.96 | 54.76 | 51.87 |
| ADV+VAT+SCL            | WRN   | **87.12** | **55.93** | **52.53** |

(i) Using original SCL slightly improves the adversarial robustness against weak adversarial attacks but cannot defend strong ones. More specifically, the robust accuracy against PGD with $\epsilon = 8/255, k = 5, \eta = 2/255$ is 1.2% while that for non-defence model is 0.0%. However, the robust accuracy drops to 0.0% against stronger attacks, i.e., PGD with $\epsilon = 8/255, k = 250, \eta = 2/255$ or Auto-Attack. A similar observation was observed in [Kim et al. 2020] when the original SCL only achieves 0.08% robust accuracy. The result shows that while the original contrastive learning induces weak robustness in DNN models as our analysis in Section 2, directly adopting contrastive learning into AML hardly improves the adversarial robustness against strong attacks which emphasizes the importance of our adoptions.

(ii) Adding SCL significantly improves the natural performance and adversarial robustness of the model. More specifically, with ResNet18 architecture, adding SCL to ADV can gain improvements of 2.3% of natural accuracy and 1.5% of robust accuracy against Auto-Attack. With WideResNet architecture, the improvements of natural/robust accuracies are 2.7% and 1.7%, respectively. Similar improvements can be observed when adding SCL to ADV+VAT. More specifically, the gaps of natural accuracy with/without SCL are 0.8% and 1.1% in experiments with ResNet18 and WideResNet, respectively. These gaps of robust accuracy against Auto-Attack are 0.3% and 0.7%.

We provide an additional experiment to further understand the contribution of each component in our framework. Table 7 shows the result on the CIFAR10 dataset with ResNet20 architecture. We observe that using SCL alone can help to improve the natural accuracy, but enforcing the contrastive loss too much reduces the effectiveness.
Table 7: Ablation study with different parameter settings on the CIFAR10 dataset with ResNet20.

| \( \lambda^{SCL} \) | \( \lambda^{VAT} \) | Nat. | PGD | AA |
|---|---|---|---|---|
| 0, 0 | 78.8 | 48.1 | 36.1 |
| 1, 0 | 80.1 | 46.5 | 34.7 |
| 2, 0 | 79.5 | 46.7 | 34.7 |
| 3, 0 | 79.6 | 45.8 | 34.4 |
| 4, 0 | 79.2 | 45.6 | 34.3 |
| 0, 1 | 77.4 | 50.6 | 38.2 |
| 0, 2 | 75.4 | 53.0 | 40.0 |
| 0, 3 | 73.3 | 54.4 | 42.3 |
| 0, 4 | 71.2 | 55.0 | 43.1 |

On the other hand, increasing the VAT’s weight increases the robustness but significantly reduces the natural performance which concurs with the finding in Zhang et al. (2019). Therefore, to balance the trade-off between natural accuracy and robustness, we choose \( \lambda^{SCL} = 1, \lambda^{VAT} = 2 \) as the default setting in our framework.

8.3 Global and Local Selections

We provide an example of selected positive and negative samples which have been chosen by the Leaked-Local Selection as Figure 9. It can be seen that, with the same query image, the corresponding negatives and positives have been selected differently overtime. More specifically, at the beginning of training progress (epoch 1, Figure 9a), only few positive images (2-4 images) were picked, while those of negatives are larger (around 14-16 images). Correlating with the model performance, the number of positive images increases while the number of negative images decreases. At the end of training progress (epoch 200, Figure 9c), there are 8 natural images and 3 adversarial images in the positive set, while those in the negative set are 2 natural images and 3 adversarial images. The changing of positives/negatives in this example is inline with the statistic as in Figure 3b in the main paper. In addition, given an anchor image \( x_i \), the natural image \( x_j \) and adversarial image \( x^a_j (j \neq i) \) have been treated independently as in Table 1 in the main paper, therefore, we get more flexible in the positive and negative set, for example, only one of \( x_j \) or \( x^a_j \) has been selected as a negative (or a positive) as in Figure 9.

9 Background and Related works

In this section, we present a fundamental background and related works to our approach. First, we introduce well-known contrastive learning frameworks, followed by a brief introduction of adversarial attack and defense methods. We then provide a comparison of our approach with defense methods on a latent space, especially, those integrated with contrastive learning frameworks.

9.1 Contrastive Learning

9.1.1 General formulation

Self-Supervised Learning (SSL) became an important tool that helps Deep Neural Networks exploit structure from gigantic unlabeled data and transfers it to downstream tasks. The key success factor of SSL is choosing a pretext task that heuristically introduces interaction among different parts of the data (e.g., CBOW and Skip-gram [Mikolov et al. (2013)], predicting rotation [Gidaris et al. (2018)]). Recently, Self-Supervised Contrastive Learning (SSCL) with contrastive learning as the pretext task surpasses other SSL frameworks and nearly achieves supervised-learning’s performance. The main principle of SSCL is to introduce a contrastive correlation among visual representations of positives (‘similar’) and negatives (‘dissimilar’) with respect to an anchor one. There are several SSCL frameworks have been proposed (e.g., MoCo [He et al. (2020)], BYOL [Grill et al. (2020)], CURL [Srinivas et al. (2020)]), however, in this section, we mainly introduce the SSCL in Chen et al. (2020) which had been integrated with adversarial examples to improve adversarial robustness in Kim et al. (2020); Jiang et al. (2020) followed by the Supervised Contrastive Learning (SCL) [Khosla et al. (2020)] which has been used in our approach.
Figure 9: Positive and negative samples from the Leaked Local Selection strategy. In each image, the first column represents the anchor followed by its positive and negative samples. Row 1 and 2 represent the natural and adversarial positive samples respectively. Row 3 and 4 represent the natural and adversarial negative samples respectively.
Consider a batch of N pairs \( \{x_i, y_i\}_{i=1}^N \) of benign images and their labels. With two random transformations \( T, A \) we have a set of transformed images \( \{x_i^T, x_i^A, y_i\}_{i=1}^N \). The general formulation of contrastive learning as follow:

\[
\mathcal{L}_{\text{CL}}^{\text{A}} = \frac{1}{N} \sum_{i=1}^N \mathcal{L}_{\text{T, cl}}^i + \mathcal{L}_{\text{A, cl}}^i
\]

where \( \mathcal{L}_{\text{T, cl}}^i \) is the contrastive loss w.r.t. the anchor \( x_i^T \):

\[
\mathcal{L}_{\text{T, cl}}^i = \frac{-1}{|Z_i^+| + 1} \sum_{z_j \in Z_i^+ \cup \{x_i^A\}} \log \frac{e^{\frac{\text{sim}(z_j, x_i^T)}{\tau}}}{\sum_{z_k \in Z_i^+ \cup Z_i^- \cup \{x_i^A\}} e^{\frac{\text{sim}(z_k, x_i^T)}{\tau}}}
\]

and \( \mathcal{L}_{\text{A, cl}}^i \) is the contrastive loss w.r.t. the anchor \( x_i^A \):

\[
\mathcal{L}_{\text{A, cl}}^i = \frac{-1}{|Z_i^+| + 1} \sum_{z_j \in Z_i^+ \cup \{x_i^A\}} \log \frac{e^{\frac{\text{sim}(z_j, x_i^A)}{\tau}}}{\sum_{z_k \in Z_i^+ \cup Z_i^- \cup \{x_i^A\}} e^{\frac{\text{sim}(z_k, x_i^A)}{\tau}}}
\]

The formulation shows the general principle of contrastive learning such that: (i) \( Z_i^+ \cup Z_i^- \cup \{x_i^A\} = \{z_j^T, z_j^A\}_{j=1}^N \forall i \in [1, N] \) where \( Z_i^+ \) and \( Z_i^- \) are positive and negative sets which are defined differently depending on self-supervised/supervised setting, (ii) without loss of generality, in Equation 8, the similarity \( \frac{\text{sim}(z_j, x_i^T)}{\tau} \) between the anchor \( x_i^T \) and a positive sample \( z_j \in Z_i^+ \cup \{x_i^A\} \) has been normalized with sum of all possible pairs between the anchor and the union set of \( Z_i^+ \cup Z_i^- \cup \{x_i^A\} \) to ensures that the log argument is not higher than 1, (iii) the contrastive loss in Equation 8 pulls anchor representation \( z_i^T \) and the positives’ representations \( Z_i^+ \cup \{z_i^A\} \) close together while pushes apart those of negatives \( Z_i^- \).

**Explanation for our Formulation.** It is worth noting that, our derivation shows the general formulation of the contrastive learning which can be adapted to SSCL [Chen et al. (2020)], SCL [Khosla et al. (2020)] or our Local ASCL by defining the positive and negative sets differently. Moreover, by using terminologies positive set \( Z_i^+ \) and those sample from the same instance \( \{z_i^T, z_i^A\} \) separately, we emphasize the importance of the anchor’s transformation which stand out other positives. Last but not least, our derivation normalizes the contrastive loss in Equation 7 to the same scale with the cross-entropy loss and the VAT loss as in Section 3, which helps to put all terms together appropriately.

**Self-Supervised Contrastive Learning.** In SSCL [Chen et al. (2020)], the positive set (excluding those samples from the same instance \( z_i^A, z_i^T \)) \( Z_i^+ = \emptyset \) \( (|Z_i^+| = 0) \) while the negative set \( Z_i^- = \{z_j^T, z_j^A \mid j \neq i\} \) which includes all other samples except those from the same instance \( z_i^A, z_i^T \). In this case, the formulation of SSCL as follow:

\[
\mathcal{L}_{\text{T, sscl}}^i = - \log \frac{e^{\frac{\text{sim}(z_i^A, z_i^T)}{\tau}}}{\sum_{z_k \in Z_i^- \cup \{z_i^A\}} e^{\frac{\text{sim}(z_k, z_i^T)}{\tau}}}
\]

and

\[
\mathcal{L}_{\text{A, sscl}}^i = - \log \frac{e^{\frac{\text{sim}(z_i^A, z_i^A)}{\tau}}}{\sum_{z_k \in Z_i^- \cup \{z_i^A\}} e^{\frac{\text{sim}(z_k, z_i^A)}{\tau}}}
\]
Supervised Contrastive Learning. The SCL framework leverages the idea of contrastive learning with the presence of label supervision to improve the regular cross-entropy loss. The positive set and the negative set are \( Z^+ = \{ z_i^A, z_j^A | j \neq i, y_j = y_i \} \) and \( Z^- = \{ z_i^A, z_j^A | j \neq i, y_j \neq y_i \} \), respectively. As mentioned in Khosla et al. (2020), there is a major advantage of SCL compared with SSCL in the context of regular machine learning. Unlike SSCL in which each anchor has only single positive sample, SCL takes advantages of the labels to have many positives in the same batch size \( N \). This strategy helps to reduce the false negative cases in SSCL when two samples in the same class are pushed apart. As shown in Khosla et al. (2020), the SCL training is more stable than SSCL and also achieves a better performance.

9.1.2 Important factors for Contrastive Learning

Data augmentation. Chen et al. [Chen et al. (2020)] empirically found that SSCL needs stronger data augmentation than supervised learning. While the SSCL’s performance experienced a huge gap of 5% with different data augmentation (Table 1 in Chen et al. (2020)), the supervised performance was not changed much with the same set of augmentation. Therefore, in our paper, to reduce the space of hyper-parameters we use only one adversarial transformation \( A \) (e.g., PGDMadry et al. (2018) or TRADESZhang et al. (2019)) while using the identity transformation \( T \), \( x_i^f = x_i \) (\( z_i^f = z_i \)), and let the investigation of using different data augmentations for future works.

Batch size. As shown in Figure 9 in Chen et al. (2020), the batch size is an important factor that strongly affects the performance of the contrastive learning framework. A larger batch size comes with larger positive and negative sets, which helps to generalize the contrastive correlation better and therefore improves the performance. He et al. He et al. (2020) proposed a memory bank to store the previous batch information which can lessen the batch size issue. In our framework, because of the limitation on computational resources, we only tried with a small batch size (128) which likely limits the contribution of our methods.

Projection head. Normally, the representation vector which is the output of the encoder network has very high dimensionality, e.g., the final pooling layer in ResNet-50 and ResNet-200 has 2048 dimensions. Therefore, applying contrastive learning directly on this intermediate layer is less effective. Alternatively, CL frameworks usually use a projection network \( p() \) to project the normalized representation vector \( z \) into a lower dimensional vector \( \tilde{z} = p(z) \) which is more suitable for computing the contrastive loss. To avoid over-parameterized, CL frameworks usually choose a small projection head with only one or two fully-connected layers.

9.2 Adversarial attack

Projected Gradient Decent (PGD). is an iterative version of the FGSM attack Goodfellow et al. (2015) with random initialization Madry et al. (2018). It first randomly initializes an adversarial example in a perturbation ball by adding uniform noise to a clean image, followed by multiple steps of one-step gradient ascent, at each step projecting onto the perturbation ball. The formula for the one-step update is as follows:

\[
x_a^{t+1} = \text{Proj}_{B_\varepsilon(x)}(x_a^t + \eta \sign(\nabla \ell(x, y, \theta)))
\]

where \( B_\varepsilon(x) \triangleq \{ x' : \| x' - x \| < \varepsilon \} \) is the perturbation ball with radius \( \varepsilon \) around \( x \); and \( \eta \) is the gradient scale for each step update.

Auto-Attack. Even the most popular attack, PGD can still fail in some extreme cases Croce et al. (2019) because of two issues: (i) fixed step size \( \eta \) which leads to sub-optimal solutions and (ii) the sensitivity of a gradient to the scale of logits in the standard cross-entropy loss. Auto-Attack Croce and Hein (2020) proposed two variants of PGD to deal with these potential issues by (i) automatically selecting the step size across iterations (ii) an alternative logit loss which is both shift and rescaling invariant. Moreover, to increase the diversity among the attacks used, Auto-Attack combines two new versions of PGD with the white-box attack FAB Croce and Hein (2019) and the blackbox attack Square Attack Andriushchenko et al. (2020) to form a parameter-free, computationally affordable, and user-independent ensemble of complementary attacks to estimate adversarial robustness. Therefore, besides PGD, Auto-Attack is considered as the new standard evaluation for adversarial robustness.
9.3 Adversarial defense

9.3.1 Adversarial training

Adversarial training (AT) originate in Goodfellow et al. (2015), which proposed incorporating a model’s adversarial examples into training data to make the model’s loss surface to be smoother, thus, improve its robustness. Despite its simplicity, AT Madry et al. (2018) was among the few that were resilient against attacks other than gave a false sense of robustness because of the obfuscated gradient Athalye et al. (2018). To continue its success, many AT’s variants have been proposed including (1) different types of adversarial examples (e.g., the worst-case examples Goodfellow et al. (2015) or most divergent examples Zhang et al. (2019)), (2) different searching strategies (e.g., non-iterative FGSM, Rand FGSM with a random initial point or PGD with multiple iterative gradient descent steps Madry et al. (2018)), (3) additional regularizations, e.g., adding constraints in the latent space Zhang and Wang (2019); Bui et al. (2020); Mao et al. (2019); Samangouei et al. (2018). For example, DefenseGAN Samangouei et al. (2018) used a pretrained GAN which emulates the data distribution to generate a denoised version of an adversarial example. On the other hand, instead of removing noise in the input image, Xie et al. Xie et al. (2019) attempted to remove noise in the feature space by using non-local means as a denoising block. However, these works were criticized by Athalye et al. (2018) as being easy to attack by approximating the backward gradient signal.

9.3.2 Defense with a latent space

Unlike an input space $X$, a latent space $Z$ has a lower dimensionality and a higher mutual information with the prediction space than the input one $I(Z, Y) \geq I(X, Y)$ Tishby and Zaslavsky (2015). Therefore, defense with the latent space has particular characteristics to deal with adversarial attacks notably Zhang and Wang (2019); Bui et al. (2020); Mao et al. (2019); Xie et al. (2019); Samangouei et al. (2018). For example, DefenseGAN Samangouei et al. (2018) used a pretrained GAN which emulates the data distribution to generate a denoised version of an adversarial example. On the other hand, instead of removing noise in the input image, Xie et al. Xie et al. (2019) attempted to remove noise in the feature space by using non-local means as a denoising block. However, these works were criticized by Athalye et al. (2018) as being easy to attack by approximating the backward gradient signal.

9.3.3 Defense with contrastive learning

The idea of defense with contrastive correlation in the latent space can be traced back to Mao et al. (2019) which proposed an additional triplet regularization to adversarial training. However, the triplet loss can only handle one positive and negative at a time, moreover, requires computationally expensive hard negative mining Schroff et al. (2015). As discussed in Khosla et al. (2020), the triplet loss is a special case of the contrastive loss when the number of positives and negatives are each one and has lower performance in general than the contrastive loss. Recently, Jiang et al. (2020); Kim et al. (2020) integrated SSCL Chen et al. (2020) to learn unsupervised robust representations for improving robustness in unsupervised/semi-supervised setting. Specifically, both methods proposed a new kind of adversarial examples which is based on the SSCL loss instead of regular cross-entropy loss Goodfellow et al. (2015) or KL divergence Zhang et al. (2019). By adversarially pre-training with these adversarial examples, the encoder is robust against the instance-wise attack and obtains comparable robustness to supervised adversarial training as reported in Kim et al. (2020). On the other hand, Jiang et al. Jiang et al. (2020) proposed three options of pre-training. However, their best method made use of two adversarial examples that requires a much higher computational cost to generate. Although these above works have the similar general idea of using contrastive learning to improve adversarial robustness with ours, we choose to compare our methods with RoCL-AT/TRADES in Kim et al. (2020) which is most close to our problem setting. More specifically, after pre-training phase with adversarial examples w.r.t. the contrastive loss, RoCL-AT/TRADES apply fine-tuning with standard supervised adversarial training, which requires full label. We use the reported result as in Table 1 in Kim et al. (2020) which used a larger batch size (256). It is a worth noting that the best reported version RoCL-AT-SS achieves 91.34% natural accuracy and 49.66% robust accuracy is a fine-tuned on a ImageNet pretrained model with self-supervised loss (e.g., SimCLR Chen et al. (2020)), therefore, is not as a reference for comparison.

Most closely related to our work is Bui et al. (2020) which also aims to realize the compactness in latent space to improve the robustness in supervised setting. They proposed a label weighting technique that sets the positive weight to the divergence of two examples in the same class and negative weight in any other cases. Therefore, when minimizing the divergence loss with label weighting, the divergences of those in the same class (positives) are encouraged to be close together, while those of different classes (negatives) to be distant.