ABSTRACT

Deep learning (DL) based semantic communication methods have been explored to transmit images efficiently in recent years. In this paper, we propose a generative model based semantic communication to further improve the efficiency of image transmission and protect private information. In particular, the transmitter extracts the interpretable latent representation from the original image by a generative model exploiting the GAN inversion method. We also employ a privacy filter and a knowledge base to erase private information and replace it with natural features in the knowledge base. The simulation results indicate that our proposed method achieves comparable quality of received images while significantly reducing communication costs compared to the existing methods.
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1. INTRODUCTION

With the explosion of visual content in our daily life, such as pictures, movies, and even the undergoing metaverse applications, the efficient transmission of images becomes more important to improve the performance and experience of the current wireless communication systems. Semantic-oriented communication methods have brought a tremendous improvement in transmission efficiency because of the joint extraction and compression of the semantic information from the source leveraging deep learning methods [1–3]. In [4], the authors were the first to apply the autoencoder model for joint source and channel coding (JSCC) and achieve better transmission efficiency of images. The authors [5] proposed a multi-level semantic communication system to extract both the high-level and low-level semantic information of an image. However, the compression ratio of all these works ranges between 1/60 and 1/20, which may be insufficient due to the explosion of demands in the near future. A task-specific semantic communication system was proposed in [6] for image transmission targeting person re-identification, which achieves a compression ratio of 1/128. But it considers the specific task and is not able to reconstruct the image at the receiver. In this paper, we aim to propose a highly efficient semantic communication method for image transmission with a low compression ratio while preserving the perceptual quality.

The generative adversarial network (GAN) models have the capability to generate high dimensional contents from a low dimension vector. Some existing works on semantic communication systems exploit this property of GAN in the image transceivers to achieve a small compression ratio. The authors in [7] use conditional GAN at the receiver to reconstruct the image, which requires the transmitter to send the semantic segmentation labels and the residual images, resulting in additional transmission overhead. The authors in [8] use GAN along with the Deep JSCC model [4] to achieve better transmission efficiency and perceptual metrics. However, the smallest compression ratio achieved so far is 1/50.

In this paper, we exploit the recent advance of interpretable generative models [9–11], in particular, semantic StyleGAN proposed in [11], to extract disentangled semantic information from input images and further improve the transmission efficiency. This is achieved by training the network with segmentation labels in a supervised manner. For instance, the latent codes generated by semantic StyleGAN, which is trained on a human face dataset, contain distinct parts corresponding to different features of a human face. Additionally, our proposed method also takes into consideration the privacy issues related to image transmission. Note that the straightforward method is to erase the private part and transmit the masked images directly. However, it results in unnatural perception to the viewer because the removal of private parts may make the generated images fall out the distribution of natural images [12]. We tackle this issue by ensuring the modified latent code to be within the latent space [13], in order to protect private information while reconstructing the natural image simultaneously.

The contributions of this paper can be summarized as follows: (i) A generative model based semantic communication framework is proposed with the inversion method of semantic
StyleGAN to extract semantic information and a normalizing flow model with its inversion to help achieve an extremely small compression ratio, i.e., 1/3072, which is only 1% of existing works. (ii) We demonstrate that manipulating the latent codes of semantic StyleGAN with a privacy filter and a knowledge base helps reconstruct images naturally while protecting privacy. (iii) As numerical experiments show, we achieve a comparable quality of received images while significantly reducing communication costs compared to the existing methods, especially under harsh communication conditions.

2. SYSTEM MODEL

In this section, we present the system model of the considered semantic communication system for privacy-preserving image transmission. We also introduce the metrics to evaluate the performance of the proposed model.

2.1. Transmitter

As shown in Fig. 1, the input image $F$ is first transformed into a latent representation $L$ by Semantic StyleGAN with the inversion method. Then a privacy filter is applied to filter out the privacy information and obtain a privacy-preserving latent representation $L'$. Then we select features in the semantic knowledge base to replace the erased information and get $P$, which helps the natural reconstruction of the images with the private information replaced. Normalizing flow transformation [14] is applied on $P$ to get a latent representation $N$ with a distribution that are optimized for transmission and reconstruction. Finally, the channel encoder maps the $N$ into symbol sequences $X$ to be transmitted that can be robust to imperfect channel.

2.2. Receiver

The received signal at the receiver is given by

$$Y = h \ast X + n,$$

where $h$ represents the channel coefficients, and $n$ denotes the Gaussian noise of channel. The received signal, $Y$, is then mapped back into the latent semantic representation $L$ by a channel decoder and the inverse normalizing flow, which is then converted into the reconstructed images $F$ by the generator of Semantic StyleGAN.

2.3. Metrics

We evaluate our system performance with both the objective and subjective metrics. For the objective evaluation, we compare the input images and reconstructed images at the pixel level with Peak Signal to Noise Ratio (PSNR). PSNR is calculated by the Mean Square Error (MSE) between the two images, denoted by

$$PSNR = 10 \log_{10} \frac{Max(F, \hat{F})^2}{MSE(F, \hat{F})},$$

where $Max(F, \hat{F})$ is the maximum possible pixel value of the image $F$ and $\hat{F}$. We also use the deep learning based perceptual metric, LPIPS [15], to evaluate our system performance. LPIPS evaluate the reconstructed image from human perceptual perspective by computing the distance between the original and the reconstructed images in the feature space derived by the pretrained VGG network. We have

$$LPIPS(F, \hat{F}) = \sum_i \frac{1}{H_lW_l} \sum_{i,j} \|c_l \odot (f^l_{ij} - \hat{f}^l_{ij})\|_2^2,$$

where $f^l$ and $\hat{f}^l$ denote the normalized latent feature map output by layer $l$ of VGG network with $F$ and $\hat{F}$ as input, respectively. $H_l$, $W_l$, and subscript $ij$ denote the height, width and $(i, j)$th element of the feature map, respectively. Notation $\odot$ denotes the scale operation and $c_l$ represents the pretrained weights for the features in layer $l$ which is used to scale the feature map.

3. PROPOSED METHOD

In this section, we present the details of the proposed model depicted in Fig. 1. We first introduce the proposed generative models based transmission scheme and then the privacy-preserving mechanism to protect the privacy of the transmitted images by utilizing a privacy filter and a knowledge base.

3.1. Generative Model Based Transmission

In this paper, we adopt semantic StyleGAN [11], which generates a latent representation of the input images with different parts representing different semantic information. This is achieved by training this generative model with semantic segmentation labels as supervised signals, where a dual-branch discriminator models the joint distribution of RGB images and semantic segmentation labels. Due to this property, we exploit the inversion method of a pretrained semantic StyleGAN [16] to extract the disentangled semantic information in latent spaces from the input image. The inversion method works as follows: it starts with an initial vector in the latent space, which is then input into the Semantic StyleGAN to generate an image. Then we calculate the MSE loss between the generated image and input image $F$, by which we derive gradient descents of the vector in the latent space. After several iterations, we obtain the optimal latent code of the input image in the latent space and output this code as the latent representation $L$.

However, it is hard to combine the semantic StyleGAN with the channel encoder and channel decoder in an end-to-end method during training, because the training process of
where $\lambda$ is a task-specific parameter. However, the randomly added bias may cause the latent representation $L'$ to fall into an out-of-distribution area and generate an unreasonable feature, as the Fig. 2 shows. Therefore, we further exploit a semantic knowledge base (KB) to replace the private parts with certain latent codes that generate a natural image suitable for human perception. The semantic KB uses all the real images in the dataset to obtain the average latent codes $L_m$, which is a guideline for a reasonable generation. Then we add another bias to $L'$ and obtain a constrained representation $P$. The added bias is chosen such that the distance between the reconstructed image and the natural images while forming an upper bound for the distance between the reconstructed image and the privacy-protected images, i.e.,

$$d(P, L') < \lambda_2 * d(L', L_m),$$

where $\lambda_2$ is less than 1 and can control the diversity of reconstructed image. It is noted that the bias added start with a small value and gradually increase until (5) is satisfied. Our proposed privacy filter differs from traditional differential privacy techniques which primarily aim to protect private information from being disclosed to third parties by adding noise to the data.

### 3.3. Training Methods

We use a two-stage training method, which achieves better performance. In the first stage, we train the normalizing flow and ignore the channel encoder and decoder by directly inputting the output of the normalizing flow at the transmitter to the inverse normalizing flow at the receiver. We use MSE loss and LPIPS functions between the reconstructed image and the input image, together with the normalizing flow loss. In the second stage, We train the whole network together with an additional MSE loss function between $N$ and the received $\hat{N}$ and use a training method during which the noise gradually increases to prevent the model from crashing or collapse at the beginning.
4. SIMULATION RESULTS AND ANALYSIS

In this section, we evaluate the performance of the proposed semantic communication system for image transmission in terms of the transmission efficiency and privacy preserving. For simplicity, we assume the AWGN channel. We use the Celeb-HQ dataset [19] for training and testing, which is a human face dataset with semantic labels. We use the existing semantic communication approach by [4], referred to as Deep JSCC, as the benchmark approach to compare to. We note that all approaches are trained and tested with the same datasets. During training, we set channel conditions with SNR varying randomly from 5dB to 10dB. The compression ratio is also defined in [4], which is the ratio of the dimension of vectors (k) to be transmitted and the size of the input images (n).

The performance comparison of different approaches in terms of PSNR and LPIPS is presented in Fig. 3 and Fig. 4. Higher PSNR presents better pixel level restoration, while smaller LPIPS scores represent better objective perception restoration. We can observe that with only 1% the compression ratio of the existing method, our method achieves better LPIPS scores, and slightly worse PSNR. This demonstrates that semantic information we extract and transmit is highly compact and preserve the perceptual contents. We also observe that PSNR and LPIPS by our approach stay almost the same under different SNRs, which illustrate the robustness of the proposed semantic communication system to noisy channel. We also compare the numerical results achieved by the proposed method with and without the normalizing flow in Fig. 5, which proves the benefits of normalizing flow in improving the quality of image transmission.

We also evaluate the privacy filter’s effect in Fig. 6, where Fig. 6(a) is the original image. Assuming that the eyes are the private information to protect, we can see from Fig. 6(b) that all other parts remain the same while the eyes are modified. To explore another scenario, we assume that all features except for the eyes are private information, and thus we can obtain Fig. 6(c). By comparing the eyes of the input image and reconstructed image, as shown in Fig. 6(d), we can see that similar eyes are kept while all the other information is changed. This shows the disentanglement of different semantic parts helps the protection of privacy.

5. CONCLUSIONS

In this paper, we proposed a novel generative model based image transmission approach with the ability to significantly reduce the transmission overhead while preserving the private information. We utilized the inversion method of Semantic StyleGAN to acquire the disentangled latent codes of input images, and proposed a privacy filter that modifies the latent codes with the Euclidean distance rule with the help of the knowledge base. Simulation results demonstrated that our proposed method achieves significantly better transmission efficiency with less than 1% of the compression ratio by the existing method while achieving the comparable reconstruction quality and able to preserve private information.

Fig. 3. PSNR versus SNR for different approaches. Our methods’ compression ratio are 1/3072 and 10/3072, while the compression ratio of Deep JSCC is 1/24.

Fig. 4. LPIPS versus SNR for different approaches. Our methods’ compression ratio are 1/3072 and 10/3072, while the compression ratio of Deep JSCC is 1/24.

Fig. 5. PSNR versus k/n with and without normalizing flow.

Fig. 6. Example of the privacy protection.
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