Deep Interaction between Masking and Mapping Targets for Single-Channel Speech Enhancement
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Abstract

The most recent deep neural network (DNN) models exhibit impressive denoising performance in the time-frequency (T-F) magnitude domain. However, the phase is also a critical component of the speech signal that is easily overlooked. In this paper, we propose a multi-branch dilated convolutional network (DCN) to simultaneously enhance the magnitude and phase of noisy speech. A causal and robust monaural speech enhancement system is achieved based on the multi-objective learning framework of the complex spectrum and the ideal ratio mask (IRM) targets. In the process of joint learning, the intermediate estimation of IRM targets is used as a way of generating feature attention factors to realize the information interaction between the two targets. Moreover, the proposed multi-scale dilated convolution enables the DCN model to have a more efficient temporal modeling capability. Experimental results show that compared with other state-of-the-art models, this model achieves better speech quality and intelligibility with less computation. **Index Terms**: complex spectrum, dilated convolution, multi-objective, multi-scale, speech enhancement

1. Introduction

Speech enhancement is a key front-end processing module, which is widely used in many speech-related products to extract the high-quality target speech from the noisy signals in adverse acoustic environments. According to the needs of different application scenarios for enhanced speech, speech enhancement can be divided into two categories, one is for humans and the other is for machines. For the needs of machines, such as speech recognition, the enhanced speech needs to reduce noise interference while minimizing speech distortion, thereby improving the accuracy and robustness in noisy environments. But for hearing-aids, voice calls, and other human hearing applications, more attention must be paid to improving the quality and intelligibility of the speech, and the time-delay must be strictly controlled.

Early research on monaural speech enhancement mainly paid more attention to the derivation of speech spectrum estimators, such as Wiener filtering and statistical-based estimators. Those methods rely heavily on the tracking accuracy of the noise spectrum and often fail to handle the non-stationary noises. Recent advances in deep neural network (DNN)-based methods have shown its powerful noise reduction ability in complex noise environments. This is due to the superior nonlinear modeling capabilities of the DNN models in time-frequency (TF) speech representations, like ideal ratio mask (IRM) or log power spectrum (LPS).

Although mapping or masking target modeling in the TF magnitude domain has achieved remarkable results, noisy phase distortion needs to be solved for better speech quality and intelligibility. However, the phase spectrogram seems randomly distributed and unstructured, which is difficult to be processed directly. Therefore, some indirect solutions, such as complex spectral masking, complex spectral mapping, and waveform mapping, take phase information into account in DNN modeling and achieve further performance improvements. Since noise and speech signals are more easily distinguished in the TF domain, our work focuses on modeling in the TF complex domain to make full use of this important prior knowledge. In recent studies, although the convolutional recurrent network (CRN) structure has proved its model superiority in complex domain modeling, its training process is very time-consuming due to the adoption of recurrent neural networks. An alternative scheme for temporal modeling, fully convolutional models using dilated convolution show obvious advantages in both training and inference efficiency.

In this paper, we propose a novel phase-aware dilated convolutional network (DCN) model, named ‘PhaseDCN’, to achieve an efficient and robust speech enhancement system suitable for human hearing applications. A recent study proves that incorporating dynamic attention in each frequency point to distinguish the noise or speech dominant components can result in better speech quality and less residual noises. Inspired by this, we integrate the masking target ideal ratio mask (IRM) into the complex spectrum reconstruction process for the first time and realize a DCN-based dual-path interactive learning framework. The generated frequency attention factors in the auxiliary path (IRM path) help to better recover the complex spectrum of the main path. The proposed PhaseDCN model not only reduces the phase distortion, but also realizes the complementary advantages of mapping and masking targets. While targeting the low-latency requirement, only causal dilated convolutions are applied and the proposed multi-scale encoding method makes our model more lightweight in terms of model size and computation complexity.

The rest of this paper is structured as follows. The proposed PhaseDCN model is described in Section 2. The experimental setup and results are presented in Section 3. Finally, Section 4 concludes this paper.

2. Proposed Speech Denoising System

2.1. Feature extraction with dilated convolutions

For TF-based speech enhancement models, the selection of input features plays an important role in improving noise reduction and model generalization. Recently, dilated convolutions are praised as a more effective temporal modeling approach to extract long-term acoustic features. In the feature...
multi-scale layer is divided into \( m \) sub-bands, and the output of each sub-band considers the current input and the output of the previous sub-band. BN, ReLU, and DP are successively performed after each sub-band convolution. In this way, the receptive field of the sub-bands can increase linearly in the decomposition direction. The leftward multi-scale analysis is completed on the basis of the rightward results, which helps to balance the receptive field of each sub-band. Finally, the sub-band features in the two directions are spliced and added to obtain the multi-scale analysis result. It should be noted that in our PhaseDCN model, the dimensions of the multi-scale layers in the feature extraction module and the multi-branch learning module are 1028 and 514, respectively, and the numbers of sub-bands are 16 and 8, respectively.

2.3. Multi-branch learning architecture

In our PhaseDCN, we aim to separate the learning path of the IRM and complex spectrum, as the two targets may need different transformation characteristics. However, both paths use a common feature extraction module to extract features that are more universal and suitable for speech denoising tasks. In this multi-branch learning architecture, we adopt encoder-decoder units (EDUs) to achieve the progressive learning of the two targets. As shown in Figure 1, the input of EDU consists of two parts: an intermediate estimate of the target output and its corresponding original input. In EDU, the input features are firstly encoded by the multi-scale layer, and then decoded for the estimation of IRM or RI spectrum. In our model, we stack three EDUs with a kernel size of 3, using a dilated rate of 1, 3, and 5 respectively.

Meanwhile, since the IRM characterizes the probability of speech components in noisy signals to a certain extent, we introduce an attention control mechanism in the IRM path to achieve the information interaction between the two learning paths, as shown in Figure 1(b). The generated attention factors are duplicated and multiplied with the intermediate features of the RI spectrum to realize attention control on each TF point.
2.4. Reconstruction for enhanced signals

To better utilize the predicted outputs of the PhaseDCN model, we apply a post-processing way for signal reconstruction to achieve the complementary advantages of IRM and RI targets, as shown in Figure 1. For the output of the IRM path, the estimated IRM values are multiplied by the magnitude spectrum of the noisy speech to obtain the enhanced spectrum in a TF filtering way:

$$|\hat{X}_{IRM}(k,t)| = \sqrt{\exp(Y_1(k,t)) \cdot \hat{X}_1(k,t)}$$ (2)

Where \(k\) and \(t\) are the frequency and frame index. For the output of the RI path, the reconstructed RI spectrum contributes to restoring both the enhanced magnitude and phase spectrum:

$$|\hat{X}_{RI}(k,t)| = \sqrt{\text{Re} \left(\hat{X}_2(k,t)\right)^2 + \text{Im} \left(\hat{X}_2(k,t)\right)^2}$$ (3)

$$\theta_{\hat{X}_{RI}}(k,t) = \arctan \left(\frac{\text{Im} \left(\hat{X}_2(k,t)\right)}{\text{Re} \left(\hat{X}_2(k,t)\right)}\right)$$ (4)

Then, we average the obtained two enhanced magnitude spectrum and reconstruct the signal using the enhanced phase as follows:

$$|\hat{X}(k,t)| = \frac{1}{2} \left(|\hat{X}_{IR}(k,t)| + |\hat{X}_{IRM}(k,t)|\right)$$ (5)

$$\hat{X}(k,t) = |\hat{X}(k,t)| \cdot \exp \left(i \theta_{\hat{X}_{RI}}(k,t)\right)$$ (6)

This not only reduces the impact of overlap and under estimation of the DNN predicted outputs, but also improves the phase distortion caused by background noises. Finally, the enhanced waveform is obtained through inverse STFT and overlap-add operations.

3. Experiment and Results

3.1. Experimental setups

In our experiment, we evaluate the models on the TIMIT speech database [23] corrupted by the noises from NOISEX-92 database [24]. A 38-hour training dataset is constructed by mixing 4,620 utterances from the TIMIT training set with 12 noises (babble, factory1, destroyer1, destroyer2, cockpit1, cockpit2, volvo, tank, leopard, white, hfchannel, machinegun) from NOISEX-92. Each utterance is mixed with the first 60\% part of each noise file, and the mixed SNR level follows the uniform distribution in the range of -5 to 15. Similarly, 280 utterances from the TIMIT test set are mixed with the middle 20\% of each noise to produce a validation dataset for model training. To evaluate the speaker generalization ability of the DNN models, 320 untrained utterances from the TIMIT test set are mixed with the last 20\% of each noise as the unseen noise test set. Besides, 3 new noises (cockpit3, factory2, pink) from NOISEX-92 are mixed with the 320 utterances as the unseen noise test set to evaluate the noise generalization. The test SNR levels are fixed at \{-5, 0, 5, 10, 15\} dBs. We adopt short-time objective intelligibility (STOI) [25] and perceptual evaluation of speech quality (PESQ) [26] as two evaluation metrics.

All the utterances are resampled to 16 kHz, the frames are analyzed by a Hamming window with 32 ms length and 16 ms overlap. The input feature lengths of LPS, waveform, and RI spectrum are 257, 512, and 514, respectively. The proposed models are trained using the equally weighted mean squared error (MSE) loss on the two targets. The Adam [27] is used to optimize the models on every mini-batch with a batch size of 10,000 consecutive input frames. The dropout rate in our PhaseDCN model is set to 0.2.

3.2. Ablation study for different model components

In this section, an ablation study is conducted to evaluate the effectiveness of different model components of PhaseDCN. As presented in Table 1, we compare the contributions of the multi-branch structure, multi-scale layer (denoted as ‘MS’), and IRM attention mechanism (denoted as ‘A’).

| Methods          | PESQ seen | PESQ unseen | STOI seen | STOI unseen |
|------------------|-----------|-------------|-----------|-------------|
| Noisy            | 2.18      | 2.05        | 0.794     | 0.781       |
| IRM-Branch-MS    | 3.02      | 2.73        | 0.891     | 0.863       |
| RI-Branch-MS     | 2.83      | 2.65        | 0.887     | 0.870       |
| Multi-Branch-MS  | 3.10      | 2.81        | 0.908     | 0.884       |
| Multi-Branch-A   | 3.15      | 2.83        | 0.910     | 0.886       |
| Multi-Branch-MS-A| 3.17      | 2.86        | 0.915     | 0.890       |

It can be seen from the first three comparison results that the performance of the multi-branch structure is obviously better than that of the other two single-branch models in seen and unseen noise cases. In addition, the comparison results between the ‘Multi-Branch-MS-A’ and the ‘Multi-Branch-MS’ indicate that the introduced IRM attention mechanism is an effective method to improve the enhanced speech quality and intelligible-
From the above Table 2, we can find that the enhanced phase brings improvements in PESQ and STOI results for both synthesis methods using a single target and two targets. The reduction of phase distortion contributes more improvement to speech intelligibility. Compared with the ‘Ave-UnPha’, the STOI of ‘Ave-EnPha’ is increased by 1.7% by only replacing the noisy phase with the enhanced phase. Table 2 also indicates that the proposed ‘Ave-EnPha’ synthesis method achieves the complementary advantages of masking and mapping targets, resulting in a more comprehensive noise reduction effect of noisy speech in both speech quality and intelligibility.

### 3.4. Comparison with other advanced models

In this section, we compare PhaseDCN with three advanced DNN-based causal speech enhancement models. MS-TCN [17] is our previous multi-scale temporal convolutional network (TCN) model used for the multi-objective learning of IRM and LPS. TCNN [16] and GCRN [13] are two state-of-the-art phase-aware speech enhancement methods, which carry out the waveform and complex spectral mapping, respectively. For the TCNN model, in order to keep the sequence length unchanged, we use the same convolution instead of the valid convolution in the encoder and decoder parts, and other configurations are consistent with the original. For the GCRN model, we use its best configuration (the number of groups is 2) for comparison.

Table 3 reports the evaluated PESQ and STOI results of different models and their model sizes and FLOPs. The proposed PhaseDCN outperforms the MS-TCN in both seen and unseen noise cases. Although MS-TCN also optimizes the masking and mapping targets in its output, the deep interactive learning way of PhaseDCN can better predict two targets. Moreover, the introduction of the RI spectrum enables PhaseDCN to effectively reduce phase distortion, thereby obtaining better speech quality and intelligibility. Among the reported phase-aware methods, the PhaseDCN and GCRN perform better, and their performance is significantly better than the TCNN model. In contrast with GCRN, the PhaseDCN model achieves better PESQ and similar STOI results with only 77% parameters and 32% FLOPs. Furthermore, the PhaseDCN model shows more significant advantages in the case of low SNR (-5 dB). As a result, PhaseDCN is more cost-effective in terms of performance and complexity for low-latency speech enhancement tasks.

### 4. Conclusions

In this paper, we introduce PhaseDCN, a multi-branch dilated convolution network, to aggregate multi-scale context in IRM and RI spectrum for the single-channel speech enhancement task. Learning the RI spectrum effectively reduces the phase distortion caused by background noises in low SNRs. The incorporation of the IRM attention mechanism is helpful to improve multi-objective learning. Stacking multi-scale dilated convolutions not only enlarges the receptive field of PhaseDCN at a more granular level, but also significantly elevates the inference speed of the model. Due to its causality and excellent noise reduction effect, the proposed PhaseDCN is more suitable for some low-latency human hearing applications.
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