The contributions of fronts, lows and thunderstorms to southern Australian rainfall
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Abstract

A systematic analysis of the main weather types influencing southern Australian rainfall is presented for the period 1979–2015. This incorporates two multi-method datasets of cold fronts and low pressure systems, which indicate the more robust fronts and lows as distinguished from the weaker and less impactful events that are often indicated only by a single method. The front and low pressure system datasets are then combined with a dataset of environmental conditions associated with thunderstorms, as well as datasets of warm fronts and high pressure systems. The results demonstrate that these weather types collectively account for about 86% of days and more than 98% of rainfall in Australia south of 25° S. We also show how the key rain-bearing weather systems vary throughout the year and for different regions, with the co-occurrence of simultaneous lows, fronts and thunderstorm conditions particularly important during the spring and summer months in southeast Australia.
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1 Introduction

A number of studies in recent years have used reanalysis data to associate global and regional rainfall with specific weather systems, including fronts (Catto et al. 2012, 2015; Catto and Pfahl 2013; Blázquez and Solman 2017; Raut et al. 2017) and low pressure systems (Dare et al. 2012; Pfahl and Wernli 2012; Hawcroft et al. 2012; Lavender and Abbs 2013). However, recent research has highlighted that, rather than analysing synoptic systems in isolation, for extreme rainfall and wind the co-occurrence of fronts and lows as well as the interaction of these events with smaller-scale convective systems such as thunderstorms becomes increasingly important (Dowdy and Catto 2017). Dowdy and Catto (2017), hereafter “DC17”, referred to cases with more than one of these weather systems in a given locations as “concurrent” events, and showed that while they occur relatively infrequently they are disproportionately likely to cause extreme wind and extreme rainfall. In many areas of the globe concurrent storm types are responsible for more extreme events than any weather system in isolation. For this reason, it is useful to understand the interactions between different weather systems when explaining the drivers of regional rainfall.

Southern Australian rainfall is influenced by a large number of weather systems including extratropical and subtropical cyclones, low pressure troughs, thunderstorms, cold and warm fronts, and transient and blocking high pressure systems (Sturman and Tapper 1996). Several previous studies have investigated the contribution of these weather systems individually to Australian rainfall as well as how they may have changed over recent decades, including for low pressure systems (Pepler et al. 2014a; Lavender and Abbs 2013; Ng et al. 2015; Qi et al. 2006), high pressure systems (Pepler et al. 2019b), and northwest cloud bands (Reid et al. 2019). In addition, there have been several studies that attempt to attribute all rainfall in a given region to a larger number of synoptic types using either manual classification or self-organising maps, including Victoria in southeast Australia (Wright 1989; Risbey et al. 2013; Verdon-Kidd and Kiem 2009), southwestern Western Australia (Pook et al. 2011), and tropical Australia (Moron et al. 2019). However, in each of these studies any rain event can be associated with at most one weather system, which does not allow for an assessment of how they may interact.
Southern Australia is a region that has been experiencing long-term declines in cool season rainfall, which has been attributed to a large number of factors including an expansion of the Hadley cell and strengthening subtropical ridge (Timbal and Drosdowsky 2013), a decrease in the rainfall from fronts and cyclones (Hope et al. 2006; Risbey et al. 2013), and an increase in the frequency of anticyclones (Pepler et al. 2019b). At the same time, parts of southeastern Australia have seen an increase in the frequency of thunderstorm conditions (Timbal and Drosdowsky 2013), and an increase in the frequency of anticyclones (Pepler et al. 2019b). At the same time, parts of southeastern Australia have seen an increase in the frequency of thunderstorm conditions (Timbal and Drosdowsky 2013), and an increase in the frequency of anticyclones (Pepler et al. 2019b)

The weather types dataset is based on the 0.75° ERA-Interim reanalysis (Dee et al. 2011) between 1979 and 2015, for general consistency with the compound event datasets developed in DC17 for the period 2005–2015, but extending the analysis to 1979 to cover a longer time period for analyses. ERA-Interim is one of the most widely-used reanalyses for studies of fronts and cyclones around the globe (Catto et al. 2012; Neu et al. 2013; Rudeva and Simmonds 2015), and compares favourably with other reanalyses and manual cyclone databases (Pepler et al. 2018; Di Luca et al. 2015; Tilinina et al. 2013; Hodges et al. 2011). This is also the reanalysis used in developing a recent database of thunderstorm environments for Australia (Dowdy 2020). ERA-Interim has since been replaced by the newer high-resolution dataset ERA5 (C3S 2017), which was not available when our initial cyclone, front and thunderstorm datasets were produced, but is expected to give broadly similar results based on initial tests using the University of Melbourne cyclone tracking method (not shown).

2 Methods and data

The weather types dataset is based on the 0.75° ERA-Interim reanalysis (Dee et al. 2011) between 1979 and 2015, for general consistency with the compound event datasets developed in DC17 for the period 2005–2015, but extending the analysis to 1979 to cover a longer time period for analyses. ERA-Interim is one of the most widely-used reanalyses for studies of fronts and cyclones around the globe (Catto et al. 2012; Neu et al. 2013; Rudeva and Simmonds 2015), and compares favourably with other reanalyses and manual cyclone databases (Pepler et al. 2018; Di Luca et al. 2015; Tilinina et al. 2013; Hodges et al. 2011). This is also the reanalysis used in developing a recent database of thunderstorm environments for Australia (Dowdy 2020). ERA-Interim has since been replaced by the newer high-resolution dataset ERA5 (C3S 2017), which was not available when our initial cyclone, front and thunderstorm datasets were produced, but is expected to give broadly similar results based on initial tests using the University of Melbourne cyclone tracking method (not shown).

2.1 Cyclones (low pressure systems)

There are numerous different automated methods for identifying and tracking cyclones in gridded pressure data (Neu et al. 2013). While different methods generally agree on the identification/frequency of intense cyclones, there can be larger uncertainties in identifying weaker systems. These differences can be sufficiently large that they change the observed interannual variability of cyclone activity and relationships with climate drivers such as the El Niño–Southern Oscillation (Pepler et al. 2015). For this reason, we use two different methods of identifying cyclones in order to increase the robustness of the dataset.

An earlier global study of concurrent storm types by DC17 applied the Wernli and Schwierz (2006) cyclone identification and tracking method to ERA-Interim 6-hourly sea level pressure (SLP) data (WS06). This cyclone method identifies closed low pressure systems as contiguous areas where SLP is at least 0.5 hPa below the surrounding grid cells. This method has been applied globally to link cyclones with extreme precipitation (Pfahl and Wernli 2012), and has the advantage of being able to identify the appropriate region of influence for cyclones of a wide range of shapes, rather than assuming a circular system. In addition, by searching for the outermost closed contour this method can easily handle systems with multiple centres, which can be split into multiple cyclones by methods that search for...
cyclone centres. However, this method may also identify large but weak areas of low pressure, such as associated with an extended surface trough, that may not be considered “cyclones” by other methods.

For the current paper, we build on the dataset from DC17 by adding cyclones identified using the University of Melbourne (UM) cyclone identification and tracking method (Murray and Simmonds 1991; Simmonds et al. 1999; Simmonds and Keay 2000), which has been widely used for cyclones in Australia and globally (Jones and Simmonds 1993; Allen et al. 2010; Pepler et al. 2015; Papritz et al. 2014). This method first re-grids the 6-hourly ERA-Interim SLP data onto a polar stereographic grid before searching for maxima in the Laplacian of pressure. The method then searches for an associated minimum in the SLP pressure field and returns the point location of the cyclone centre. We retain only closed circulations where the average Laplacian over a 5° radius is at least 0.15 hPa (deg. lat)^{-2}. This is a weaker intensity criterion than used in recent studies employing this same method for severe cyclones in eastern Australia (Pepler et al. 2015), but is consistent with that applied in the original studies and allows for a better combination with the Wernli and Schwierz (2006) dataset.

Both these cyclone identification methods have been applied solely to SLP, which is the level most likely to be associated with heavy rainfall when tracking on a single level (Pepler and Dowdy 2020). However, many of the most impactful cyclones in southern Australia have a stronger signature in the upper levels of the atmosphere, and may have only weak cyclone development on the surface (Dowdy et al. 2011; Risbey et al. 2013). The use of weak intensity thresholds for both cyclone methods means the majority of these are expected to be identified when they have surface impacts, but it is possible that some cut-off lows may be misclassified as cold fronts or thunderstorms at the surface.

2.2 Fronts

As with cyclones there are a large number of different methods for identifying fronts from gridded reanalysis data. The majority of these approaches search for a change in the air mass by identifying a gradient in temperature and/or humidity, with the fronts identified being sensitive to a range of choices in applying the method (Thomas and Schultz 2019a, b). Cold fronts can also be identified by a change in wind direction (Simmonds et al. 2012; Rudeva and Simmonds 2015; Bitsa et al. 2019), from northwesterly to southwesterly in the Southern Hemisphere.

Both of the front detection approaches used in this paper performed well in comparison to a manually developed front database in southwestern Australia (Hope et al. 2014). However, a study by Schemm et al. (2015) demonstrated that identification of fronts using a gradient in equivalent potential temperature may lead to a large number of events indicated in areas of high temperature and moisture gradients (e.g., along coast lines), which would not be picked up by a wind-based method. Hence, a combination of two approaches to identify cold fronts which requires both a temperature gradient and a wind shift may help select significant fronts that are more likely to be associated with rainfall and other impacts.

DC17 applied the front identification method of Berry et al. (2011) on 0.75° ERA-Interim data. This method uses a thermal front parameter (TFP), based on the 850 hPa wet bulb potential temperature, \( \theta_w \), as shown in Eq. (1). The method firstly selects regions where the TFP is above a threshold value \((-0.5 \text{ K (100 km)}^{-2})\), then identifies fronts from points within these regions where the gradient of TFP is zero. This method allows both warm and cold fronts to be identified, and can identify fronts with a range of shapes and orientations. Warm fronts identified using the TFP are considered separately as they are less likely to produce significant rainfall in Australia (Catto et al. 2012) and are thus frequently not drawn on synoptic charts.

\[
\text{TFP}(\theta_w) = -\nabla |\nabla \theta_w| \cdot \left( \frac{\nabla \theta_w}{|\nabla \theta_w|} \right)
\]

In comparison, the Simmonds et al. (2012) approach (WND) compares two consecutive 6-hourly analyses of 10 m wind, and identifies a front when the horizontal wind shifts in direction from the northwest to southwest quadrant and the meridional wind increases by at least 2 m s\(^{-1}\) over 6 h. Objective features are then identified, with the easternmost edge of the frontal region identified as a front. Although Simmonds et al. (2012) associated the wind change between \( t \) and \( t + 6 \text{ h} \) to fronts at time \( t \), we shift this to time \( t + 6 \text{ h} \) to better match the structures in other fields as well as the Berry et al. (2011) fronts, consistent with Papritz et al. (2014). This method was applied to ERA-Interim data at a global 1.5° resolution by Rudeva and Simmonds (2015) and Schemm et al. (2015), and we retain only those fronts that have a length of at least 2 grid cells (i.e., 3°). This method is able to identify meridionally elongated cold fronts that can cause significant impacts in southern Australia (Hope et al. 2014), but cannot identify warm fronts or fronts that are more zonally aligned.

2.3 Thunderstorms

DC17 employed observed lightning datasets to identify areas with thunderstorm activity, restricting their results to the recent period 2005–2015. To extend this to a longer period, a recent study for Australia used lightning observations to identify environmental conditions associated with thunderstorm activity from the ERA-Interim reanalysis data back to
1979 (Dowdy 2020). The environmental conditions method extracts convective available potential energy (CAPE; using the most unstable level based on maximum equivalent potential temperature) and bulk wind shear from 0 to 6 km (S06) from ERA-Interim. S06 and CAPE are bilinearly regridded to a 0.05° resolution and used to calculate the thunderstorm parameter (CAPE*S06). These are the same input variables used in previous similar approaches, including Brooks et al. (2003) and Allen and Karoly (2014).

The thunderstorm parameter is then compared to two lightning products to identify local thresholds that give the same annual thunderstorm frequency as observed. The first lightning dataset is from the commercial provider Global Position and Tracking Systems Pty. Ltd. Australia, which has coverage throughout Australia, which is combined with the World Wide Lightning Location Network which has global coverage (Hutchins et al. 2013; Virts et al. 2013). Both of the lightning datasets are based on the time of arrival of the electromagnetic disturbance propagating away from the lightning discharge as recorded at a network of ground-based radio receivers (Cummins and Murphy 2009) and contain information about the time and location of individual lightning strokes. The appropriate thunderstorm parameter thresholds were calculated for each location for the period 2005–2015 based on the period of available lightning data, then subsequently applied back to 1979.

To combine the thunderstorm dataset with the other 0.75° resolution datasets it is then converted to a 0.75° resolution, where a grid point is considered to be influenced by thunderstorms if any point within the 0.75° × 0.75° area exceeds the local thunderstorm environment threshold. For further details on this environmental approach, see Brooks et al. (2003), Allen and Karoly (2014) and Dowdy (2020).

### 2.4 Anticyclones (high pressure systems)

To supplement the rain-bearing synoptic types and more fully account for the main weather systems affecting Australia, we also incorporate a dataset of anticyclones from Pepler et al. (2019a,b). This applied the same UM tracking scheme described in Sect. 2.2 to ERA-Interim SLP, but instead searched for minima in the Laplacian and a local SLP maximum. To account for the larger spatial scale of anticyclones, the Laplacian is required to be below $-0.075$ hPa (deg. lat)$^{-2}$ averaged for a 10° radius around the anticyclone centre, and areas within a 10° radius of an anticyclone centre are considered to be affected by an anticyclone, consistent with anticyclone composites for Australia in Pepler et al. (2019b). For consistency with cyclones, anticyclones have been identified using only SLP data, allowing us to identify mobile anticyclones as well as the persistent anticyclonic anomalies in SLP that may be associated in some cases with upper-level anticyclones and blocking (Liu et al. 2017; Pook et al. 2013). Upper air data would help identify deep, warm-cored anticyclones—such as blocking highs—and their interaction with upper air lows including cut-off lows. This is beyond the scope of this study, but might be worthy of further investigation in subsequent studies.

Anticyclones have a strong local effect of suppressing rainfall; however, they can generate strong non-local effects linked to rainfall. For example, anticyclones in the Tasman Sea can be associated with the development of strong onshore flow that and significant rainfall on the east coast (Pepler et al. 2019b). This is particularly true for persistent “blocking” anticyclones, which are strongly associated with rainfall in parts of southeastern Australia during the spring (Pook et al. 2013) and may be less evident at the surface than at higher levels. Anticyclones can also affect the broader circulation resulting in non-local increases in rainfall in areas more than 10° from the anticyclone centre (Rehman et al. 2019), particularly in cases where the anticyclone interacts with cyclones or other weather systems (Hopkins and Holland 1997; Cao et al. 2019), but this will not be detected in our dataset. Interactions between upper air systems including between an upper anticyclone and a cut-off low can also contribute to rainfall generation in the absence of a surface signal (Wright 1989).

### 2.5 Rainfall

The contributions of each weather type to Australian rainfall are initially analysed using the Australian Water Availability Project (AWAP) rainfall dataset (Jones et al. 2009). This is a 0.05° resolution daily gridded rainfall analysis for Australia based on rain gauge data from 1900 to present, and is the most widely used dataset for studying Australian rainfall variability.

As well as daily gridded rainfall, we use 6-hourly rainfall observations from two sources: the new 12 km Bureau of Meteorology Atmospheric high-resolution Regional Reanalysis for Australia (BARRA; Su et al. 2019) over 1990–2015 as well as that from all Bureau of Meteorology gauges with hourly rainfall data for at least 10 years between 1979 and 2015. While reanalyses offer the advantage of gridded rainfall that is more spatially and temporally consistent than the more sporadic gauge datasets, the reliance on model-generated rainfall can result in a range of errors including an overestimation of wet days and an underestimation of extreme rainfall (Alexander et al. 2020). However, BARRA has been found to compare well with the AWAP reanalysis on a daily basis, particularly for extreme rainfall (Acharya et al. 2019), and provides an additional source of subdaily information to supplement the gauge data.
3 A combined weather types dataset

The different datasets of cyclones, fronts, thunderstorms, and anticyclones described above are then combined into a single dataset of weather types. First, the two cyclone and two front methods are each combined to make more robust datasets of cyclones and fronts that are common to two independent methods, which allows us better to identify those associated with significant rainfall. These are then combined with the thunderstorm datasets to identify seven different weather types that consider the interaction between co-occurring events, as per DC17. Finally, the full weather type dataset is combined with the rainfall datasets to identify the relationship of each weather type with southern Australian rainfall.

3.1 The combined cyclone dataset

We first combine the two distinct cyclone datasets to identify those cyclones that are found using both methods. To do so, each unique cyclone area from WS06 is assessed against the UM cyclone centre dataset to check if a cyclone centre is contained within the cyclone area. These cyclones are considered “Confirmed cyclones”, as they were identified by both methods, while areas that do not contain a UM cyclone centre are considered “Unconfirmed events”. As there is no perfect cyclone method, the terms confirmed and unconfirmed are not intended to indicate whether a cyclone is “real” or not, merely the level of agreement between the two methods. Areas where a UM cyclone centre is located within a 5° radius but there is no corresponding WS06 cyclone area are also considered “Unconfirmed events”.

Figure 1 shows the percentage of 6-hourly observations influenced by a cyclone area that is confirmed by both methods (left), in comparison to areas where only one method identifies a cyclone (middle and right). Both methods were developed for application outside the tropics, and there is generally strong agreement between the two cyclone identification methods south of about 25° S in both seasons, with both methods detecting the main storm track to the south of Australia, as well as the area of high cyclone frequency in the Tasman Sea.

Both cyclone methods identify relatively few cyclones in northern Australia during the cool season, and a large frequency of cyclones in northwestern Australia during the warm season, consistent with the high frequency of cyclones and tropical depressions (Lavender and Abbs 2013). However, there is also considerable uncertainty between cyclone methods in this region, with large numbers of observations where a cyclone is detected by only one method (Fig. 1e, f). Each cyclone identification method could also be detecting a variety of other weather systems that may not produce substantial rainfall, including the semi-stationary West Coast Trough (Kepert and Smith 1992), the monsoon trough, and the Pilbara heat low (Sturman and Tapper 1996).

To associate cyclones with rainfall, we then add an additional 5° area of influence beyond the definite (or

Fig. 1 Percentage of 6-hourly observations influenced by a cyclone, 1979–2015, in the cool season (May–October, top) and warm season (November–April, bottom). (Left) confirmed cyclones. (Middle) cyclones identified using the WS06 method but not the UM method. (Right) cyclones identified using the UM method but not the WS06 method. Black contours are shown every 2%
unconfirmed) cyclone region. This is slightly larger than the 3° radius used in DC17 for examining the more intense rainfall events, but better matches the full region influenced by rainfall in cyclone composites for southeast Australia (e.g. Figure 7a in Pepler and Dowdy 2020). In the case of unconfirmed UM cyclones, this 5° region is added to the 5° cyclone area used for Fig. 1, for a 10° total radius of influence. This is similar to the radius of 10–12° from the cyclone centre used for attributing rain to cyclones by Hawcroft et al. (2012) and the ~10° region with rain from cyclones in (Pepler et al. 2018).

It is important to note that we have used a constant region in degrees of latitude/longitude to identify the area of influence of each weather system, for simplicity and consistency with previous studies e.g. DC17. This means that a given weather system will be influencing a smaller spatial region in the south of the domain than it does in the north. However, the frequency of undefined events is no higher in Tasmania than it is elsewhere in Australia (Sect. 3.4), suggesting our regions of influence are sufficiently broad to identify the majority of rainfall associated with a given weather system at all our latitudes of interest. This effect becomes more significant for polar regions, which are not included in this study.

Figure 2 shows the average rainfall anomaly on cyclone days compared to the mean rainfall across all days. Days with a confirmed cyclone are more likely to be associated with rainfall than cyclones identified using only one method, with the average rainfall on Confirmed cyclone days double the average daily rainfall for all days. Averaged across the country, 28% of confirmed cyclone days have rainfall of at least 1 mm, double the climatological likelihood of rainfall across all days (14%) and substantially higher than unconfirmed WS06 days (18%) or unconfirmed UM days (17%). Averaged across southern Australia (south of 25° S), for a given location 20% of days are influenced by a confirmed cyclone, but these days contribute on average 46% of the annual rainfall total (Table 1). Unconfirmed cyclones make a smaller contribution to rainfall, noting that unconfirmed cyclones may co-occur with other weather types.

While confirmed cyclones make a similar contribution to rainfall in northern Australia, there is also a large number of unconfirmed WS06 cyclones in this region, which make a lower contribution to total rainfall than confirmed systems (Table 1). While these results suggest the confirmed cyclone dataset improves on each individual cyclone dataset for detecting rainbearing lows in the tropics, there are larger uncertainties in northern Australia than southern Australia including the potential for both methods to miss small-sized systems such as some tropical cyclones and tropical depressions as both methods were developed to identify extratropical systems. Consequently, the primary focus of this paper is on southern Australia and the weather systems that are associated with rainfall in this region.

3.2 The confirmed cold front dataset

We similarly combine the two cold front datasets to identify cold fronts where a wind shift is combined with a wet bulb temperature change, as significant fronts are expected to satisfy both criteria (Hope et al. 2014). First, the WND dataset and the cold fronts identified using TFP are each expanded to a grid of frontal area, with a region considered

| Table 1 | Annual average proportion of days with a cyclone present, and proportion of rainfall record on days with a cyclone present, for northern (north of 25° S) and southern (south of 25° S) |
|-------------------|---------------------------------|-------------------|
| Northern Australia | Southern Australia |
| % of days | % of rain | % of days | % of rain |
| Confirmed cyclones | 21 | 49 | 20 | 46 |
| WS06 only | 20 | 24 | 10 | 13 |
| UM only | 3 | 3 | 6 | 6 |

Fig. 2 Annual percentage difference between the average rainfall recorded on a day with a cyclone, compared to the average daily rainfall across all days, 1979–2015. (Left) confirmed cyclones. (Middle) cyclones identified using the WS06 method but not the UM method. (Right) cyclones identified using the UM method but not the WS06 method.
to be influenced by a front if it is within a 5° radius of the front. This is a larger region than used by DC17 for their focus on more intense rainfall amounts, but better accounts for the full area of potential pre- and post-frontal rainfall as well as the movement of the front location throughout the 6 h period, as this study aims to consider all rainfall intensities. As with cyclones, regions influenced by both front datasets are considered “Confirmed cold fronts”, while areas influenced by only one method are considered “Unconfirmed cold fronts”.

Figure 3 compares the frequency of Confirmed cold fronts to those identified using a single method. While confirmed fronts have a clear decrease in frequency from a maximum in the storm track to the south of Australia to a minimum in the tropics, those fronts identified by a single method show very different spatial structures. Fronts only identified by the TFP are most common along the coastline, particularly during the warm season and in the afternoon (not shown), potentially reflecting stationary temperature gradients between the land and ocean in these areas. In comparison, the WND method identifies a large frequency of fronts in northwestern Australia, particularly overnight, which may be detecting diurnal changes in wind direction associated with the sea breeze.

Figure 4 shows the average rainfall anomaly on front days compared to the mean rainfall across all days. In southern Australia (south of 25° S), where cold fronts are more common, days where a cold front is identified using two different methods are more likely to produce rainfall than where a front is identified using only the TFP or only the WND method. While days with a Confirmed cold front tend to be wetter than average across the country, for most of southern Australia days where a cold front is identified by only one method are drier than the average across all days, and TFP-only fronts explain a smaller proportion of rainfall than expected from their frequency (Table 2). TFP fronts are particularly dry in parts of southwestern Australia, while WND-only fronts are particularly dry along the east coast.

In northern Australia cold fronts are typically not shown on Australian synoptic charts, and cold fronts are both less common and less important for total rainfall (Table 2). Interestingly, there are parts of the tropics where WND-only fronts have relatively high likelihoods of producing at least 1 mm of rainfall (Fig. 4c). This suggests that, while the WND method was designed for the extratropics, it may be able to detect some sort of squall lines or other systems of relevance to tropical rainfall, noting that midlatitude troughs and fronts have been identified as contributing to the occurrence of monsoon bursts (Narsey et al. 2017). However, the low rainfall rates shown in Fig. 4a and the large differences between methods shown in Fig. 3 for the tropics highlight the fact that neither front method gives a useful indication of rainbearing systems in the tropics. Due to the lower skill of

Fig. 3 Percentage of hours influenced by a cold front, 1979–2015, in the cool season (May–October, top) and warm season (November–April, bottom). (Left) confirmed cold fronts. (Middle) cold fronts identified using TFP but not WND. (Right) cold fronts identified using WND but not TFP. Solid contours every 5% have 1° of smoothing added, to balance the lower resolution of the WND data.
both the front and the cyclone methods in northern Australia, the remainder of the paper will focus on southern Australia (south of 25° S) where cyclones and fronts can be more skilfully identified and where these weather types explain a large proportion of annual rainfall.

### 3.3 Weather types

The approach used for identifying combined types is similar to that used in DC17. However, the use of different cyclone, front and thunderstorm datasets, and particularly the exclusion of warm fronts from the combined results, will be expected to produce somewhat different frequencies of each weather type.

The confirmed cyclone, confirmed front and thunderstorm environments are first used to classify each location and time into one of seven combined weather types based on which of the cyclone, front or thunderstorm datasets are observed at that location and time. As well as observations influenced by a single weather system (Cyclone Only (CO), Front Only (FO), and Thunderstorm Only (TO)) there are four compound weather types: Cyclone + Front (CF), Cyclone + Thunderstorm (CT), Front + Thunderstorm (FT), and Cyclone + Front + Thunderstorm (CFT), called “Triple storm” in DC17. Note that a “Cyclone + Front” type requires a point to be simultaneously impacted by both a cyclone and front; this does not include fronts that may be connected to a distant low pressure system in the Southern Ocean.

The “Other” observations that are not classified as any of these seven rain-related weather types are then further subcategorised into:

1. High: observations where a high pressure centre was located within a 10° radius, consistent with the region of dry conditions associated with Australian highs in Pepler et al. (2019a, b).
2. Warm front (WF): observations with a warm front present using the TFP dataset.
3. Unconfirmed events (Unconf): observations where a cyclone and/or cold front was present using one of the detection methods but not both.
4. Undefined events (Undef): remaining weather types.

In addition to the 6-hourly dataset, to compare the weather types dataset against daily gridded rainfall data we create a daily version of the dataset. For this version, each individual weather type is first aggregated across each day, so that a day which had a front at any of the 4 observations that day (0000, 0600, 1200 or 1800UTC) is considered a front day. The classification process described above is then applied to the new daily dataset. This means that a day could be considered a "Cyclone + Front" day for a region if, for example, there was a cyclone detected at 0000UTC and a front detected at 1200UTC. Consequently, the frequency of combined event types is generally higher and the frequency of other and undefined events lower in the daily dataset (Fig. 5).

Compared to southern Australia, the weather types explain a smaller proportion of total observations in northern Australia, where cold fronts and anticyclones are uncommon and the majority of the year is dominated by prevailing easterly or westerly flow. In addition, Sects. 3.1 and 3.2 demonstrated that the cyclone and front

---

**Table 2** Annual average proportion of days with a front present, and proportion of rainfall record on days with a cyclone present, for northern (north of 25° S) and southern (south of 25° S) Australia

| Weather Type          | Northern Australia | Southern Australia |
|-----------------------|--------------------|--------------------|
|                       | % of days | % of rain | % of days | % of rain |
| Confirmed fronts      | 19       | 23       | 33       | 50       |
| TFP only              | 20       | 18       | 22       | 19       |
| WND only              | 18       | 21       | 11       | 11       |
methods, designed for the midlatitudes, are less consistent in northern Australia. Consequently, results will focus on the region south of 25° S where the dataset is expected to be more applicable.

### 3.4 Weather type rainfall

To calculate the rainfall associated with each weather type, we use the daily version of the synoptic type database, which aggregates the weather types at the four observations 0000-1800UTC. The 0.75° data is then converted to a 0/1 flag for each weather type and bilinearly interpolated to the 0.05° AWAP resolution, with values of 0.5 or higher used to indicate the presence of the type. Finally, the rainfall recorded at 9am local time on the subsequent day (equivalent to 2200-2300UTC in eastern Australia and 0100-0200 UTC in Western Australia) at each gridpoint in the AWAP analysis is attributed to the weather type present. Rain days are defined as experiencing ≥ 1 mm of rainfall, with additional thresholds of 10 mm and 25 mm used for moderate and heavy rain days.

For the 6-hourly rainfall from BARRA and station observations, rainfall is accumulated into four 6-hourly time periods each day (0000-0600, 0600-1200, 1200-1800 and 1800-0000UTC), with each rainfall observation compared to the weather types identified at both the initial and final observation, similar to the process used for daily rainfall data.

### 4 Australian rainfall and weather types

Averaged across southern Australia (south of 25° S), 49% of all days at a given location fall into one of the seven main weather types (CO, FO, TO, CF, CT, FT, or CFT), with the remaining 51% of days classified into one of the four Other categories (Fig. 6). These seven weather types account for a higher proportion of rainfall, averaging 87% of all rain days across southern Australia and 91% of total rainfall. As shown in DC17, the combined types are disproportionately responsible for heavy rain days: the combination of a cyclone and thunderstorm occurs on 7% of days but 28% of days with at least 10 mm of rainfall, while a triple storm occurs on 4% of days but 16% of days with heavy rainfall. In comparison, days with just a cyclone or front without thunderstorm conditions are less likely to produce heavy rainfall.

The relative contribution of each weather type to total annual rainfall and rain days varies across the country (Fig. 7). While large areas of central Australia experience most of their rain from thunderstorm related systems (TO and CT) and relatively little rainfall from cyclones or fronts, the latter systems are important for rainfall in parts of the southwest and southeast (Fig. 7h, i). CO days are particularly
important along parts of the southeast coast, where East Coast Lows cause a large proportion of annual rainfall and heavy rain events (Hopkins and Holland 1997; Pepler et al. 2014a; Dowdy et al. 2019). Front-only days are also major contributors to both rain days and total rainfall in the key cropping areas of southwest Western Australia and southern

Fig. 7 Annual percentage contribution of each of the 7 main weather types to (left column) all days, (column 2) total rainfall (mm), and days with (column 3) more than 1 mm and (right column) more than 10 mm of rain in the 0.05° AWAP gridded analyses for southern Australia, 1979–2015. Note that the colour scale is not linear to allow easier interpretation at low values.
Victoria, as noted in previous studies such as Pook et al. (2014).

The contributions of each weather type to rainfall vary throughout the year (Figs. 8, 9), with the proportion of southern Australian rainfall explained by the seven weather types ranging from 95% of summer (DJF) rainfall to 78% of winter (JJA) rainfall. CO and FO days are particularly important in southeastern Australia during the winter months (Fig. 9h, i), noting that front-only days may be linked to a cyclone south of Australia. Thunderstorm-related types are most important during the summer months, particularly for the cyclone and thunderstorm compound type (CT). Triple storms are particularly important for spring rain in southeastern Australia (Fig. 9u), with their area of influence shifting further southeast during summer as the main storm track moves poleward (Wernli and Schwierz 2006).

In addition to identifying the weather types that account for the majority of rainfall, we also wanted to identify the main weather systems present on “other” days, so that we can better understand how changes and variability in all types of weather systems influence total rainfall in Australia. High pressure systems, unconfirmed cyclones/fronts, and warm fronts collectively explain the majority of the remaining days, with high pressure systems and warm fronts each contributing more than 5% of winter rainfall. After accounting for these additional systems, only 14% of days and less than 2% of annual rainfall remains undefined (Fig. 6), and 5% of winter rainfall. These remaining days could potentially reflect a number of different synoptic patterns including zonal troughs that were not picked up by either the frontal scheme or thunderstorm environment datasets, or areas of interaction between cyclones and anticyclones.

Figure 10a–d shows the annual frequency of Other days separated by type. Undefined days are most common in the northern part of the region and especially in northern Australia (not shown), as this weather typing approach is not optimised for the tropics where the main weather types can be very different (Moron et al. 2019). Unconfirmed events and warm fronts are also more common in the north of the region, while high pressure systems are very common in the southern half of Australia where the subtropical ridge is located (Pepler et al. 2019b; Timbal and Drosdowsky 2013; Rudeva et al. 2019). None of these types cause a large proportion of rainfall or rain days, with high pressure systems and warm fronts most important in coastal areas.

The eastern seaboard has frequently been identified as a distinct rainfall region in Australia, with very different patterns of rainfall variability and relationships with major climate drivers than elsewhere in southeast Australia (Timbal 2010; Pepler et al. 2014b; Rakich et al. 2008; Dowdy et al. 2015) and an increased frequency of extreme rainfall including from East Coast Lows (Dowdy et al. 2019). This region also emerges in this paper as a region where rainfall is less well explained by the seven weather types, with up to 10% of rainfall attributed to high pressure systems (Fig. 10i) as well as a relatively larger role from warm fronts and unconfirmed events. These may reflect the role of onshore easterly flow and weak coastal troughs in generating local showers and rainfall. The combined front dataset also appears to be less effective in this coastal area, with front-related types explaining a smaller proportion of rainfall (e.g. Figure 7n) compared to DC17. While this may truly reflect a tendency for fronts to rain out over the moderate elevations of the Great Dividing range, the WND-based front identification method may also be less able to identify fronts that develop in the prevailing easterly wind flow in this region, as well as the deformation of fronts by coastal topography e.g. during so-called “Southerly Busters” (Colquhoun et al. 1985).

As discussed in Sect. 3.3, when applied to sub-daily rainfall data the combined weather types form a smaller proportion of observations than they do when aggregated into daily data. However, the spatial patterns of rainfall attributed to each weather type are broadly consistent between the AWAP daily gridded analysis and both the 6-hourly BARRA reanalysis and the 6-hourly station observations. Averaged across southern Australia, 84% of rainfall in BARRA falls in a 6-hourly period associated with one of the seven weather types, which is slightly below the 91% of rainfall attributed to these weather types using the daily AWAP data. At this higher temporal resolution, a larger proportion of rainfall from both BARRA and the weather stations is attributed to the CO and FO types, and a slightly lower proportion of rainfall is associated with combined weather types, particularly CT (Fig. 11l). This difference is partially related to

Fig. 8 Contribution of each weather system type to total rainfall in the 0.05° AWAP gridded analyses for Australia south of 25°S, 1979–2015 during austral autumn (MAM), winter (JJA), spring (SON) and summer (DJF)
the lower frequencies of combined types in the hourly data (Fig. 5), but may also reflect changes in the relative frequency of cyclone-related types or their rain rates between the 1979–2015 period and the more recent 1990–2015 period for which BARRA is available (e.g. Risbey et al. 2013).

Fig. 9 Contribution of each of the 7 main weather types to total rainfall in the 0.05° AWAP gridded analyses for southern Australia in each season, 1979–2015. Note that the colour scale is not linear to allow easier interpretation at low values.
5 Discussion and conclusions

In this paper we presented a new dataset of the main weather types influencing southern Australian rainfall. We built on previous work by DC17 to enhance the robustness of the cyclone and front datasets for this region of the world, as well as using a new thunderstorm environment dataset, enabling us to extend the compound event analysis to the 37 year period 1979–2015. We also added three additional weather types (high pressure systems, unconfirmed events and warm fronts), which collectively allowed us to systematically associate 86% of days and 98% of rainfall in southern Australia with weather systems.

In this paper, the weather type dataset has been combined with daily gridded rainfall analyses to demonstrate how the weather systems responsible for rainfall vary across southern Australia. Additionally, the base weather type dataset has a 6 hourly resolution, allowing it to be applied to a range of sub-daily rainfall information including rain gauge data, satellite rainfall, and gridded reanalysis data, as was demonstrated here for a new high-resolution reanalysis dataset for Australia (Fig. 11).

Consistent with the results shown in DC17, while the combined weather types (CF, CT, FT, and CFT) are relatively infrequent they are very important for the most intense rainfall events. This is particularly true for the CT and CFT (triple storm) types which are responsible for four times as many 10 mm and 25 mm days than would be expected based on their average frequency. However, the different datasets used in this paper, particularly for fronts, result in differences in the overall spatial patterns of each weather system. This includes the east coast, where the frequency and importance of front-related types including CFT is lower than elsewhere in southeast Australia, in contrast to DC17 who identified the east coast as a region where CFT events are particularly important for rainfall extremes. This may indicate rainfall associated with easterly wind regimes which is less well characterised by this weather types dataset, as well as larger discrepancies in front identification between the two methods on the east coast than elsewhere in southern Australia.

Fig. 10 Contribution of the 3 other weather types and remaining undefined days to (left column) all days, (column 2) total rainfall (mm), and days with (column 3) more than 1 mm and (right column) 10 mm of rain in the 0.05° AWAP gridded analyses for southern Australia, 1979–2015. Note that the colour scale is not linear to allow easier interpretation at low values.
The relative contribution of cyclones to rainfall in southern Australia is lower than observed in many other studies for other parts of the globe (Hawcroft et al. 2012; Pfahl and Wernli 2012). This reflects the subtropical location of our area of interest, which is to the north of the main Southern Hemisphere storm tracks. Consequently this area experiences a mixture of both extratropical systems such as cut-off lows and mobile fronts embedded in the midlatitude westerlies, particularly during the winter months, and more tropical influences such as prevailing easterly winds, thunderstorms and sometimes decaying or transitioning tropical cyclones during the summer months.

The length of the dataset produced here will allow a better understanding of how the frequency of each weather type and its associated rainfall may be differently influenced by both key climate drivers such as the El Niño–Southern Oscillation and Southern Annular Mode and long-term trends. This will enable future work to better understand the roles of different weather systems and their interactions in southern Australia’s rainfall variability by season including recent cool-season rainfall declines (Murphy and Timbal 2008; Risbey et al. 2013; Rauniyar et al. 2019).
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