Digital twins and the ethics of health decision-making concerning children
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SUMMARY
In this review, we explore from an ethical perspective the opportunities and challenges for decision-making concerning children if digital twins (DTs) were to be used to provide better information about their health status as a basis for proxy decision-making. We note a sense of urgency due to the speed of progress and implementation of this advancing technology and argue that bringing a solid conceptual basis into the development process is of utmost importance for the effective protection of children's rights and interests.

INTRODUCTION
There is currently an emerging technological development, the so-called “digital twin” technology. While still in its nascency, it is already perceived as one of the top ten future technology trends.1 Broadly, digital twins (DTs) are high-precision simulations that map and model events or objects in real time.2 In the health context, a DT essentially comprises an artificial intelligence (AI)-driven, real-time simulation of a person’s health status created with the goal of predicting future developments.3

One use of DTs deserves special attention because of its promise to contribute new solutions to a public health problem that is currently facing major challenges: children’s health monitoring and the resulting decisions that are made on their behalf.

In this review, we explore from an ethical perspective the opportunities and challenges for decision-making concerning children if DTs were to be used to provide better information about their health status as a basis for proxy decision-making. We note a sense of urgency due to the speed of progress and implementation of this advancing technology and argue that bringing a solid conceptual basis into the development process is of the utmost importance for the effective protection of children’s rights and interests.

To further understand what benefits and drawbacks are associated with the development and use of DTs in the context of child welfare, we will explore our hypothesis in four steps. First, we briefly analyze the fundamental challenges of proxy decisions that must be made because of particular extrapolations of vulnerability. A key challenge with regard to proxy decisions in child welfare is them being made on the basis of often incomplete or even faulty information about the child’s health status. In a second step, we therefore take a closer look at current
technological approaches to incorporate health status information into the decision-making process and briefly analyze their advantages and disadvantages. Against the background of these two steps, we then look at a third step as a new approach, the so-called DTs. Finally, we ask what ethical conditions can be defined for future development and use in child welfare in light of the analyses.

**MAKING DECISIONS ON BEHALF**

There is a substantial need in child protection to design the decision-making process in a way that is in the best interests of the child. (We are using the terms “child protection” and “child welfare” interchangeably and in a broad sense, referring to states’ general mandate to safeguard children. As such, country- and/or system-specific policies have no bearing on our analysis, which provides an ethical assessment of DTs in decision-making concerning children to include children’s health status.). The solution to this problem will not lie in new technology alone but also in new techniques and technologies that are urgently needed to make children and their interests more visible and to integrate them in decision-making processes. In the health context, this particularly concerns better knowledge of the health status of children who are especially dependent on the vicarious decisions of others. In child protection, this is even more important because parenting insufficiencies often mean that the welfare of the children is not safeguarded unless an agent of the state (such as a child welfare worker) intervenes. In doing so, however, we are confronted with an ethical dilemma: on the one hand, children are a particularly vulnerable group, dependent on empowerment and opportunities for genuine participation. In this regard, DTs may provide a substantive opportunity to empower children by providing better and more precise information on their behalf. On the other hand, DT is a technology with great potential to add new forms of vulnerability through its constant, real-time, and *ad personam* predictions. Consequently, we argue that DTs hold significant potential for a positive contribution to these processes provided that critical concerns regarding vulnerability, recognition, and participation are adequately addressed.

A hypothetical case exemplifies the types of decisions typically arising in a child-protection context: Maria works as hotline screener at the frontlines of child welfare/child protection. Her workday consists of taking calls from people who, for various reasons, worry about the well-being of a particular child or children. Maria and the callers may not have much in common, but during this moment of decision-making, they are all clearly acting on behalf of—or even in the name of—the child they are concerned about. There is, however, another side to the same coin: the child themself is not directly present in this multi-layered decision-making process. They do not have their own say and cannot be heard with their own voice. While this form of absence is structurally inherent in decision-making systems, there is another form of absence that is by no means necessarily present: many decision-making situations lack precise knowledge of the child’s current state of health. Consequently, when Maria has to decide whether she should start an intervention to secure and foster the well-being of the respective child, she acts as if she has knowledge of the child’s concrete health conditions as well as their living conditions.

This describes a typical situation for decision-makers in the child welfare system. We refer to these sorts of decision-making as conventional (see Table 1). It illustrates the importance of precision and robustness of the underlying decision-making process since stakes are high in that any decision made will have serious consequences for the child concerned. The risk inherent in the decision-making process is that in the absence of reliable facts on all relevant aspects, the decision-maker (here, Maria) will rely predominantly on her experience and instinct when making a decision. While this is undoubtedly an important perspective, it cannot be the sole source for a decision, especially one made on behalf of another, who in this situation is a child in a vulnerable situation. Solid decision-making processes must have an objective basis, including facts and evidence, so that their interpretation and conclusion can be justified. In practice, however, the decision-making situation described above is characterized by a lack of comprehensive information about the child concerned, meaning that knowledge about the child’s (health) condition is rudimentary at this moment in time, combined with a clear sense of urgency. Decision-makers like Maria are under enormous pressure to make the right decision but all too often lack adequate resources, a fact reflected in personnel shortages and very high levels of staff fluctuation in the child welfare system.

### Table 1. Comparison of different decision-making approaches

|                  | Real-time | Use of big data | Ongoing data input | Algorithmic data processing | Physical embodiment |
|------------------|-----------|-----------------|--------------------|----------------------------|---------------------|
| Conventional     | Y         | N               | Y                  | N                          | N                   |
| Prediction-based | N         | Y               | N                  | Y                          | N                   |
| Digital twins    | Y         | Y               | Y                  | Y                          | Y                   |

Illustrated is the conventional approach to decision-making compared with two alternative approaches (prediction-based and DTs) to the use of health data.

**MAKING GOOD DECISIONS CONCERNING CHILDREN**

Any good decision concerning children will first and foremost respect children and their rights. Children are not merely small human adults and, thus, have been afforded special legal rights, most prominently through the Convention on the Rights of the Child (CRC). The CRC, ratified in all countries except the USA, seeks to ensure, *inter alia*, that decisions concerning children focus primarily on the children themselves through the principle of the child’s best interests and the child’s right to participation. States are to make the best interests of the child a primary consideration “in all actions concerning children" (Article 3 CRC), a fundamental provision relevant to the
interpretation of all other CRC rights. Children are also granted participatory rights: to express their views freely, to have their views given appropriate weight in all matters affecting them, and to be heard in proceedings affecting them (Article 12 CRC).

Despite these strong safeguards, children’s rights are not always respected. The best-interests principle has been criticized as vague (e.g., Kelly13), and interpretations of children’s age- and maturity-related capacities have affected their inclusion and participation in child welfare proceedings.14 Consequently, younger children are often excluded from direct participation based on an interpretation of their capacities and maturity, even when age thresholds suggest they should be included. These deficits remain despite the development of conceptual models to aid implementation in practice15,16 and ongoing efforts to raise awareness for the need to improve child centrum.17

Thus, respecting the rights of children, addressing their needs, and ensuring their health and well being remains a particular challenge.4 Oftentimes, children are unable to stand up for their needs themselves or point out grievances regarding their health and well being, whether due to young age or impairment or because of existing power imbalances or their “oppression” as children (see Barth and Olsen18). Instead, children remain dependent on adult decision-making about and for them: parents, doctors, judges, or social workers act on behalf of the child they are concerned with. While certain circumstances in a person’s life clearly justify proxies, acting on behalf of someone is not legitimate per se. Legitimacy hinges on two conditions: first, an actual limitation of the person’s (here, child’s) self-determination regarding decision-making, and second, due consideration of the represented person’s needs and interests as seen from that person’s perspective. Consequently, surrogate decision-making should be limited to instances where it is strictly necessary. Where it is unavoidable, participatory approaches are called for that include the children themselves in the decision-making process. Currently, the child themself is absent from the multi-layered decision-making processes,5,6 without having a say or being heard directly. An example is child-protection interventions determining if a care order should be made to protect a child’s well-being. In such cases, the decision-maker acts as if they have concrete health and social information, but this is exclusively provided by third parties from their adult perspective and not the child themself.19 While DTs will not solve this problem alone, they may provide a useful additional step toward its resolution, as we explain below.

ATTEMPTS TO GAIN MORE HEALTH INFORMATION

Child-protection professionals are required to base their decision on the child’s individual circumstances and with the child’s best interests being a primary consideration.20 This requires knowledge about typical health trajectories for children born with withdrawal symptoms following maternal antenatal substance misuse and comprehensive knowledge about the specific circumstances the child was born into, as well as information about the child themself. For a thorough risk assessment based on the child’s best interests, contextual information regarding the child’s social and family background is as relevant as the child’s developmental condition.21 which, besides the withdrawal symptoms, may be affected by premature birth, low birth weight, or congenital conditions such as heart defects. Solid decision-making processes must undoubtedly be built on an objective basis, including empirical evidence, so that their interpretation and conclusion can be justified. In practice, however, in the initial decision-making situation described above, only partial knowledge about the child is available, for instance, concerning the child’s (health) condition. Additionally, the respective decision-making processes often take place under great time pressure. Thus, the conventional approach of social workers using their previous experience and training and combining it with knowledge about the specific case to make a decision has obvious shortcomings in that the information available is likely to be patchy and time pressure to be high (see Table 1).

Improving both decision-making quality and efficiency is a priority, and a need for change in the current system has been recognized.22 Recently, aided by the wider digitization movement, decision-making using predictive algorithms to assist decision-making processes has emerged.23 This, what we call prediction-based decision-making (see Table 1), raises multiple technical, legal, and ethical concerns.24 Indeed, predictive analytics may be used to optimize proxy decision-making processes and to develop more standardized protocols and routines, but beside the familiar issues of algorithmic bias, black boxes, and concerns relating to justice and fairness,25 these technologies provide predictions based on correlations in population-based samples. This approach is not only error prone and socially problematic, as demonstrated by the Allegheny County Office of Children, Youth, and Families case where a lack of data on actual maltreatment led to the risk model predicting which families get reported by the community rather than which children were likely to be maltreated and essentially equated “parenting while poor” as “poor parenting”.26–28 There is also a general concern that the mass of data collected may simply “begin to speak for children.”29 For instance, empirical research analyzing written decisions in child-protection cases reveals that information concerning the children themselves is often weak and that the emphasis commonly is on parental (mal)functioning.30 Therefore, DTs seem to offer a new (more or less visionary) option to address the challenge of missing health information in decision-making concerning children.

Specifically, a DT is a mirror of a physical process, articulated alongside that process and—in most cases—exactly matching the operation of that physical process in real time.30,31 DT has its roots in the simulation of simple (physical) objects. In recent years, the level of complexity has massively increased and now includes buildings, factories, and entire production
processes with the aim of predicting future developments, optimizing processes better and faster, and preventing possible errors before they occur in the physical world. DT systems are equipped with various forms of AI and machine learning and are highly automated.

Different types of data can be used to describe a physical object. Real-time data, collected by wearables, for example, should ensure that the respective health simulation correctly depicts the current state. Also required are data on previous illnesses or possible chronic diseases (historical data) as well as classic medical data on physical parameters such as height, weight, etc. Depending on the type of use, the integration of other data such as genetic data would also be possible.

In particular, the supposed predictive power of such systems makes them very interesting for the simulation of living objects or systems. DTs are thus also becoming increasingly interesting in the context of health. In the last few years, massive developments have taken place that enable different areas of application for DTs in the context of health. For instance, a DT simulation may detect a heart condition in a child via prediction before it even arises. This prediction is made based on the digital aspect’s simulated trajectory; the simulation may then go on to suggest a prognosis and recommend an optimal course of treatment. The DT may also directly interact and communicate with the physical person whom the twin simulates to warn her or to suggest relevant lifestyle changes. Furthermore, it would be conceivable to use DTs to test and validate specific drugs or treatments and their repercussions for physical and/or mental health. The use of DTs with the aim of public-health monitoring has recently been discussed by Laubenbacher et al. The basic idea is to use DTs to better predict viral infections and pandemics and to develop appropriate measures.

Compared with conventional approaches (see Table 1), DTs promise two key features: first, providing health information and predictions in real time, and second, enabling bidirectional interactions between DTs, decision-makers, and, depending on the design of the models, the child themself. Compared with predictions-based models (see Table 1), DTs may ensure two further assets: firstly, predictions are not made solely on the basis of correlation-based models, but the actual state of health of the respective child can be depicted. Secondly, such a simulation could take place in real time by collecting data via sensors and wearables, which in many cases are already worn and used by the children. But how exactly would this work? To better understand how DTs can be a possible solution to improve proxy decision-making processes and to better explore the ethical challenges involved, we need to briefly define what exactly are the conditions and requirements for using DTs to simulate the health conditions of a respective person.

A first requirement is that there is a corresponding DT for a real, physical person, which is provided with an unmistakable identification. This identification could also be used to log in to one’s virtual representation and to make settings as to which health parameters should be recorded and who should be able to view them.

Secondly, it must be ensured that the DT is created correctly and that the data are verified. Likewise, there needs to be an institutional anchor for the creation of a DT, which is also authorized to create such a DT. Similar to decisions on newborn screening, one could think of different models of how the coordination between clinicians, parents, and others can take place. To maintain privacy, passwords, fingerprints, iris recognition, authorized login, blockchain encryption, authentication, identification, and other technology can be used as encryption to prevent tampering. For children, the account and password can be controlled by their parents or guardians but also by themselves. When necessary, doctors or professionals can be authorized to inquire about or modify them. What we describe here is not a complete list and needs further elaboration. Central to our investigation here are two things: first, that the focus on securing privacy and preventing misuse of data, and especially the created applications, is already and should be a central focus in the further development of such health simulations. Second, however, it is equally relevant that the privacy of children in vicarious decisions is at risk either way. Having more information about their health status as a basis for making proxy decisions may be an intrusion upon children’s privacy. However, not having it available and making vicarious decisions based on a poorer level of health information also represents a restriction of privacy.

Thirdly, a constant exchange of data between the sensors and wearables on the one hand and the DT on the other is required. This would ensure that changes and dynamics in the health status of the respective person are also reflected in the DT. For this purpose, techniques such as blockchain technologies would have to be used in the future, for example, in order to maintain the accuracy and precision of the simulation, even if the data flow is interrupted or irregular.

Fourthly, there is a need to define precisely in which area DTs should be used and what they should define. Depending on this are the type of data, for example, text (diagnoses records), numbers (weight, blood pressure, heart rates), or images (electrocardiogram), that are to be transferred and how they are to be processed. It will be crucial to define the interfaces at which the different data can be fed in and transferred.

A fifth requirement is to determine to what point which form of feedback must be given by the DT. It is conceivable that feedback is given to the simulated person themself, to the responsible doctor, or, as in Maria’s case, to the decision-maker in charge. The results of the health assessment will be fed back to the real person and their doctors in a hospital as predictions, suggestions, guidance, alarms, or treatment schedules. This information allows the real person to make certain improvements, such as increasing exercise, improving nutrition, seeking further treatment, etc.

Many of these technical requirements have not yet been met. In particular, the calculation and modeling of such large amounts of data still pose significant problems. At the same time, further developments in the field of quantum computing and AI indicate that this problem could be solved sooner than it currently seems.

One could take this as an argument to stop thinking about the ethical requirements for the possible use of DTs in the field of decision support systems concerning children. However, two reasons immediately speak against this: in the context of AI, but also in the context of other technologies such as CRISPR, we have to learn how challenging, if not impossible, it is to think about the normative conditions and consequences only when a technology is already in use. A good example of this is the current
debates about facial recognition and its use in different areas of society.\textsuperscript{39} Of course, one can try to recapture this through appropriate governance approaches, as is currently being done in several debates. But in doing so, one misses the fact that social and societal transformations associated with the introduction of any technology should not only be taken into account from the beginning but also that different possibilities for shaping the further development of the technology have to be developed. Especially when the fundamental vulnerability of human life as a whole and of concrete injuries in the respective proxy decision-making process is taken seriously is it important to ask which goals should be pursued in the development of a technology. Thinking about how DTs can be developed from an ethical perspective in such a way that they eliminate existing grievances in proxy decision-making, and at the same time make the respective representatives more visible, is central to responsibly shaping the future.

Thus, we need to ask under which conditions and with what aims DTs could be developed and used to make children more visible in decision-making processes concerning them to ensure the safe implementation of this technology in child welfare. Given that DTs are currently being developed, one does not need be a prophet to anticipate their future implementation in medicine, which makes the consideration of both positive and negative consequences of such technology a pressing issue. To uncritically hail this technology as the solution to the problems within proxy decision-making processes in child welfare would mean succumbing to technological solutionism,\textsuperscript{40} violating the rights of those who should be protected. Nevertheless, merely maintaining the status quo of current actions and processes will not lead to better solutions for those children who are fundamentally dependent on somebody acting on their behalf in certain circumstances and who has the best possible health information to do so.

**POTENTIAL RISKS AND BENEFITS OF DTs IN CHILD PROTECTION**

As analyzed above, a central key challenge in child welfare decision-making stems from the complex circumstances surrounding such decisions, which carry high stakes and serious consequences for the child and their family, making appropriate child representation and participation crucial. Involving the child can, however, be a delicate issue due to the urgency and limitations of current modes of participation, which is where DTs provide a unique opportunity to improve decision-making.

First, when child-protection agents receive a notification of concern for a child, they have to act immediately and carefully evaluate potential next steps. Here, they will typically have limited information available, requiring them to first engage in cumbersome information gathering from health professionals (and others) to understand the child’s situation. A DT representation of the child would allow the simulation to function as a surrogate for the simulated child with regard to their health by providing a consolidated and up-to-date record of all information on the particular child collected by multiple professionals/services. This means that for doctors, judges, and social workers, the DT could, for example, provide a provisional health status of the physically absent child, thus putting decisions on whether to intervene on a perhaps more solid ground and helping with daily decisions concerning several children.

Second, current modes of participation stipulate talking and listening to the child directly. While this can clearly be seen as the “gold standard,” it may sometimes be necessary to carefully manage how and by whom the child is addressed directly. DTs would enable this direct evidence to be integrated and made available to all professionals or decision-makers with a legitimate interest. This would increase the utility of the child’s testimony by increasing its reach but would also serve to reduce the number of challenging conversations the child has to have with adults while still revealing the child’s needs and preferences. Such conversations with adults may be intimidating, the physical space may be child-unfriendly, or past experiences and trauma may render the “hearing” potentially harmful to the child. In cases where direct testimony is impossible (e.g., due to young age) or undesirable (e.g., due to its harmful effects), DTs could still be used to integrate health-status information into the decision-making process in a constant, timely, and comprehensive way. This will not solve the dilemma that children too rarely have a direct say in decision-making processes, but if DTs are used in such a way that they provide reliable information about the respective health status when needed, this would result in fewer cases where very far-reaching decisions for children’s futures are made based on very vague evidence. Returning to the case of Maria and her decisions on behalf of the respective child, whose name is Lucy: a possibility would be to use DTs to create a simulation of Lucy’s recent health status and use it to get more and better information about, for example, Lucy’s health or to measure the stress level Lucy is exposed to in her current family constellation. These data could, for instance, be used to simulate predictions about different health trajectories depending on conceivable family constellations. Any input from Lucy herself would also be incorporated.

Thirdly, a central ethical dilemma is associated with the use of DTs in decision-making concerning children. The very nature of this decision-making enhancement means that risks relating to representation may also be enhanced.\textsuperscript{41} We must thus be aware of the fundamental vulnerability of human beings arising from the dependence on others, an experience common to all humans, not only children, and which may thus be considered part of the human condition.\textsuperscript{42–44} In the child-welfare context, the risk of inadvertently violating children’s rights by failing to recognize this vulnerability in how children are represented and involved in decision-making processes needs to be tackled head on.\textsuperscript{45}

This tension can be seen very concretely in questions of privacy and surveillance. To be clear, the use of DTs would inevitably lead to a form of surveillance that curtails the rights to privacy. There is no getting away from that at this point. However, the crux of the matter is that the existing procedures also lead to massive encroachments on privacy and the right to bodily integrity.\textsuperscript{46} The question that arises is whether there is an acceptable level of surveillance that, when applied and used correctly, leads to greater respect for the right to bodily integrity. If we look at this question more closely, we notice that there are many examples where we decide this with good reasons. In addition to traffic navigation, for example, the current coronavirus disease 2019 (COVID-19) public-health monitoring is particularly worthy of mention in the context of health. We (necessarily) use information...
about individual health conditions in order to increase the health protection of both a larger number of people and the respective individuals themselves. Surveillance and privacy are not simply mutually exclusive from this perspective, but vulnerability dilemmas can arise in which a higher level of surveillance leads to a higher level of respect for the right to bodily integrity.

That this is the however, is not easily guaranteed. Instead, three dimensions have to be addressed to involve children more directly in matters concerning their health and well-being: first, there must be a mandatory focus on the child as a person with their own rights and fundamental desires (person-centric). Second, children must be encouraged and enabled to reflect on the procedures and structures that affect them and to implement these reflections on their experience in the design and development of child welfare and health systems (enabling reflection). Third, children and their perspectives must be introduced into the modes of control and evaluation (allowing control and evaluation).

CONCLUSIONS
A first condition is to design and develop the DTs to be dynamically adjustable to changing preferences and changing health parameters. This means that the DT must be able to map health conditions in real time. This is an important precondition to ensure the proxy decision also reflects actual and possibly changing preferences and health conditions of the respective child. To make such a dynamic possible, a transparent standard for the inclusion and exclusion criteria of the recommended decisions is needed. Social workers but also the judges and, not least, the doctors consulted must be able to understand and evaluate the respective basis for the representative simulation and whether it is appropriate and compliant with applicable laws in the respective jurisdiction.

Second, dynamic development of these systems also implies that children must be able to withdraw information from the decision-making system or change their preferences. In this respect, the condition to develop the twins dynamically is moreover linked to the fact that these systems allow real participation. Genuine participation also includes an easily accessible way to give the child control over the use of simulated representation. The degree of control could be linked to certain developmental steps of the child. At this point, however, it becomes clear that the DTs cannot replace the responsibility of human actors in the decision-making process. On the contrary, the great opportunity of using such digital technologies in child welfare decision-making is precisely to make visible hidden—but for decision-making purposes very important—medical information or individual preferences of the respective child.

Thirdly, one way of dealing with this challenge could be to integrate certain institutional safeguards. For example, as in the area of vaccination, a commission could be institutionally anchored that constantly deals with the security of the data created and that ensures that quick action can be taken in the case of possible violations of the children’s privacy or possible structural errors in the procedures. One possibility to strongly regulate access could be to encrypt the data and simulations in such a way that their results are only used in certain suspicious cases or for pending decisions.
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