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Abstract

A new event camera dataset, EVIMO2, is introduced that improves on the popular EVIMO dataset by providing more data, from better cameras, in more complex scenarios. As with its predecessor, EVIMO2 provides labels in the form of per-pixel ground truth depth and segmentation as well as camera and object poses. All sequences use data from physical cameras and many sequences feature multiple independently moving objects. Typically, such labeled data is unavailable in physical event camera datasets. Thus, EVIMO2 will serve as a challenging benchmark for existing algorithms and rich training set for the development of new algorithms. In particular, EVIMO2 is suited for supporting research in motion and object segmentation, optical flow, structure from motion, and visual (inertial) odometry in both monocular or stereo configurations.

EVIMO2 consists of 41 minutes of data from three 640×480 event cameras, one 2080×1552 classical color camera, inertial measurements from two six axis inertial measurement units, and millimeter accurate object poses from a Vicon motion capture system. The dataset’s 173 sequences are arranged into three categories. 3.75 minutes of independently moving household objects, 22.55 minutes of static scenes, and 14.85 minutes of basic motions in shallow scenes. Some sequences were recorded in low-light conditions where conventional cameras fail. Depth and segmentation are provided at 60 Hz for the event cameras and 30 Hz for the classical camera. The masks can be regenerated using open-source code up to rates as high as 200 Hz.

This technical report briefly describes EVIMO2. The full documentation is available online1. Videos of individual sequences can be sampled on the download page2.

1. Introduction

EVIMO2 is an event camera dataset featuring per-pixel ground truth depth, segmentation, and object pose for the footage from three event cameras and one classical color camera. It generally improves on its predecessor EVIMO [24] by using better cameras, featuring longer recordings, providing different categories of recordings, and using an improved data format. The recordings feature indoor, dynamic scenes with multiple independently moving objects. In contrast to existing simulated [10, 11, 15–17, 21, 26–28, 30, 33, 34] and physical [1–5, 7–9, 12–14, 18–20, 22, 25, 26, 29, 31, 32, 35–38, 38, 38] event camera datasets, EVIMO2 focuses on close range indoor situations with fast moving objects and provides per-pixel ground truth depth and segmentation as well as poses for the physical cameras and all
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While pixel accurate semantic segmentation is sometimes available in simulated event camera datasets [11, 21, 28, 33, 34] it is not usually available for physical event camera datasets with the exception being EVIMO2’s direct predecessor [24]. On the other hand, while depth and semantic bounding boxes are sometimes present in physical event camera datasets from LIDAR, structured light sensors, and hand labeling [2, 12, 19, 20, 23, 29, 38], EVIMO2’s depth and segmentation comes from 3D scans of household objects combined with Vicon pose measurements. This results in more detailed ground truth depth maps and optical flow fields than could previously be achieved, even in datasets designed for optical flow estimation [1, 3, 26, 32].

Due to the availability of ground truth pose of the camera, EVIMO2 is suitable for indoor Visual Inertial Odometry (VIO) and Simultaneous Localization and Mapping (SLAM) research. It differs from existing VIO and SLAM event camera datasets by focusing on close-up indoor scenes containing moving household objects. In contrast, existing datasets focus on indoor scenes without moving objects [3, 5, 9, 18, 26, 35], outdoor or driving/flying scenes [4, 8, 13, 18, 31, 38], or extreme environments [19, 20, 23]. Further, EVIMO2 provides poses for the camera and all objects which opens up exciting opportunities for object pose estimation.

EVIMO2’s ground truth depth and segmentation masks are obtained using the same methods as its predecessor EVIMO [24]. The 3D scans of the objects are projected into the camera’s field-of-view using poses measured by a Vicon motion capture system. 60 Hz ground truth is available for event cameras and 30 Hz ground truth for the classical camera. Higher framerate ground truth can be generated using the released open-source tools. Due to the detailed 3D object scans and the high quality tracking of the Vicon system, exceptional ground-truth optical flow can be generated for scenes with fast moving objects undergoing complex motions as shown in Figure 1 and 3.

2. Methods

EVIMO2 features sensor data from three event cameras, one classical camera, two six-axis inertial measurement units, and poses from a Vicon motion capture system. Two of the event cameras are Prophesee Gen3 VGA 640×480 sensors with a 71 degree diagonal field-of-view. They are arranged in a binocular stereo configuration with a baseline of approximately 22 cm. The third event camera is a Samsung DVS Gen3 with 640×480 resolution and 75 degree diagonal FOV. The classical camera is a Flea 3 camera featuring the Sony IMX036 sensor which recorded at 2080×1552 and 30 Hz while fitted with a lens
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that achieved a 64 degree diagonal FOV\(^5\). The inertial measurements are supplied by the Prophesee camera’s internal MPU9250 IMUs which are sampled at 1 kHz\(^6\).

2.1. Objects

The dataset features over 20 real world objects including a large table that forms the main backdrop of many sequences as illustrated by Figure 2. The other objects are small household items such as toy blocks, remote control cars, and small drones. Silver motion capture markers are attached to each object to enable tracking by the Vicon motion capture system.

The 3D Models for the objects were obtained using an Artec Space Spider scanner\(^7\). This results in high quality meshes, which were then edited using the open-source Meshlab software to remove the Vicon markers [6].

2.2. Ground Truth

Ground truth depth and segmentation masks are calculated using Vicon pose estimates and 3D scans of small objects and a large table. This makes accurate ground truth depth available for the objects and the table, which typically cover most of the field of view as exemplified by Figure 2.

Due to the small size of the objects used, and the sensitivity of the Vicon motion capture system to occlusion of object’s markers, there are occasional temporal gaps in ground truth availability. As a result, users must take care to respect that the ground truth data is not evenly spaced in time.

2.3. Sensor Availability

Not all sensors are available in all sequences. A complete camera availability matrix is available on the EVIMO2 downloads page. The left Prophesee camera is available in 155 sequences. The right Prophesee camera is available in 124 sequences. The Samsung camera is available in 154 sequences. The Flea3 camera is available in 139 sequences (the Flea3 data is excluded from several of the low-light sequences because it did not produce usable data).

2.4. Sequence Categories

The sequences are organized in three distinct categories. “Independently Moving Objects” (IMO), “Structure from Motion” (SfM), and “Simple Motion in Planar Scenes” (Sanity). All categories have a smaller set of sequences designated “low light”. In low light sequences the ambient light levels in the recording room were greatly reduced which makes the events much “noisier”. Video previews of a prototypical member of each category are available on EVIMO2’s download page.

3. Conclusion

EVIMO2 is an event camera dataset featuring three event cameras, one classical camera, two IMUs, per-pixel ground truth depth, segmentation, and object poses. Typically, ground segmentation and object poses are only available in simulated datasets. Further, EVIMO2 contains numerous sequences with small, independent, fast moving objects, which present a challenge for optical flow, visual odometry, and SLAM methods. Thus, EVIMO2 provides a chal-
lenging benchmark for existing methods and rich set of sequences for training new ones.
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