Random density matrices: Analytical results for mean fidelity and variance of squared Bures distance
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One of the key issues in quantum information theory related problems concerns with that of distinguishability of quantum states. In this context, Bures distance serves as one of the foremost choices among various distance measures. It also relates to fidelity, which is another quantity of immense importance in quantum information theory. In this work, we derive exact results for the average fidelity and variance of the squared Bures distance between a fixed density matrix and a random density matrix, and also between two independent random density matrices. These results supplement the recently obtained results for the mean root fidelity and mean of squared Bures distance [Phys. Rev. A 104, 022438 (2021)]. The availability of both mean and variance also enables us to provide a gamma-distribution-based approximation for the probability density of the squared Bures distance. The analytical results are corroborated using Monte Carlo simulations. Furthermore, we compare our analytical results with the mean and variance of the squared Bures distance between reduced density matrices generated using coupled kicked tops, and a correlated spin chain system in a random magnetic field. In both cases, we find good agreement.

I. INTRODUCTION

Our modern world is driven by technology and information theory plays a central role in it. It serves as the basis of all communications, networking, and data storage systems. While currently most of these tasks rely on classical means, gradually we are aiming towards employing quantum mechanical means to accomplish information-processing tasks [1,4]. Quantum information theory deals with the study of such information processing tasks and their achievable limits within quantum mechanics. In this context, various distance measures between quantum states play an important role and are useful in diverse problems related to quantum communication protocols, quantification of quantum correlations, and quantum-state tomography, etc [1,21]. The distance measure focussed upon in this work is the Bures distance, which is Riemannian and also monotone, where the latter feature implies that it does not grow under any completely positive trace preserving quantum operation. Due to this reason, it is one of the foremost choices in quantifying distinguishability of quantum states [19,21] and finds applications in the problems listed above.

Consider two quantum states represented by the density matrices \(\rho_1\) and \(\rho_2\), respectively. The Bures distance is then defined as [3,1,22,23],

\[
    d_B(\rho_1, \rho_2) = \sqrt{2 - 2\mathcal{F}(\rho_1, \rho_2)},
\]

where \(\mathcal{F}(\rho_1, \rho_2)\) is the fidelity between the two states and is given by [22,25],

\[
    \mathcal{F}(\rho_1, \rho_2) = \left(\text{tr} \sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}}\right)^2.
\]

The notation ‘\(\text{tr}\)’ in the above equation represents the trace. The Bures distance takes the minimum value of 0 when the two states \(\rho_1\) and \(\rho_2\) are identical, whereas the maximum value of \(\sqrt{2}\) is achieved when the two states are supported on orthogonal subspaces.

To examine various properties of quantum states under investigation in quantum information theory related problems, some reference states are frequently needed. Random quantum states constitute a natural choice in this context since they provide the most typical or generic characteristic. They are also useful in describing noise-affected quantum states [26,31]. Additionally, they play a crucial role in the area of quantum chaos where one examines quantum states whose classical analog is chaotic [20,32,33]. For random pure states in a finite dimensional Hilbert space, Haar measure on the unitary group serves as a natural probability measure. However, as far as random mixed states are concerned there is no such unique measure to describe their statistics [26,29]. A widely used probability measure is the Hilbert-Schmidt measure on the set of the finite-dimensional mixed-sates [27,31,34,45]. Statistical investigation of various distance measures involving these Hilbert-Schmidt random states has become an active area of research due to its fundamental as well as applied aspects [21,40,54].

Recently, exact analytical results for the mean-square Hilbert-Schmidt and Bures distances have been derived in Refs. 53,54 between a fixed density matrix and a random density matrix and also between two random density matrices. In the present work, we go beyond the mean and obtain exact analytical expressions for the variance of the squared Bures distance, which is given by,

\[
    D(\rho_1, \rho_2) \equiv d_B^2(\rho_1, \rho_2) = 2 - 2\mathcal{F}(\rho_1, \rho_2).
\]
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Its mean and variance can be calculated as,

\[
\langle D \rangle = 2 - 2 \sqrt[4]{\mathcal{F}},
\]

\[
\text{Var}(D) = \langle (2 - 2\sqrt[4]{\mathcal{F}})^2 \rangle - \langle 2 - 2\sqrt[4]{\mathcal{F}} \rangle^2 = 4(\mathcal{F}) - (\sqrt[4]{\mathcal{F}})^2,
\]

where \( \mathcal{F} \) is the fidelity as defined in Eq. (2). The averaging \( \langle \cdot \rangle \) in the above expressions is with respect to the probability measure followed by the random density matrices involved in the calculation. Exact expressions for the mean root fidelity \( \langle \sqrt[4]{\mathcal{F}} \rangle \) and hence the mean-square Bures distance are already known from our earlier work [54]. Therefore, our main task in this work is to obtain analytical expressions for the mean fidelity, i.e., \( \langle \mathcal{F} \rangle \). For this task, we utilize the well-established connection between the Hilbert-Schmidt and Wishart-Laguerre ensemble of random matrices. With the availability of both the mean and variance, we are also able to provide a Gamma distribution based approximation to the probability distribution function (PDF) of the squared Bures distance.

We organize the rest of the paper as follows. In Sec. II we derive the exact expressions for the average fidelity and hence the variance of the squared Bures distance. In Sec. III we propose a gamma-distribution based approximation for the PDF of squared Bures distance using the cumulant-matching approach. In these two sections, we also validate our analytical results by comparing them with Monte Carlo simulations based on relevant matrix models. In Sec. IV we compare our analytical results for squared Bures distance with those derived from coupled-kicked-top system and a random spin chain model. Sec. V is dedicated to the summary and outlook of our work. Details of some of the derivations are provided in the Appendixes.

II. AVERAGE FIDELITY AND VARIANCE OF THE SQUARED BURES DISTANCE BETWEEN RANDOM DENSITY MATRICES

For the sake of completeness, we begin by recalling some basic concepts related to the construction of Hilbert-Schmidt mixed state in the bipartite framework. Consider a bipartite system comprising two subsystems described by \( n \)-dimensional and \( m \)-dimensional Hilbert spaces \( \mathcal{H}_n \) and \( \mathcal{H}_m \), respectively. The composite bipartite system is then described by the \( nm \)-dimensional Hilbert space \( \mathcal{H}_n \otimes \mathcal{H}_m \). We take \( n \leq m \) without loss of any generality. Now, consider an arbitrary state \( |\psi_0 \rangle \), taken from \( \mathcal{H}_n \otimes \mathcal{H}_m \), then a random bipartite pure state \( |\psi \rangle \) can be constructed as, \( |\psi \rangle = U_{nm} |\psi_0 \rangle \), where \( U_{nm} \) is a global unitary operator taken from the Haar measure. We now perform the operation of partial tracing on this pure state, with respect to the \( m \)-dimensional subsystem, to obtain a reduced random state \( \rho \), i.e.,

\[
\rho = \frac{\text{tr}_m (|\psi \rangle \langle \psi |)}{\langle \psi | \psi \rangle}.
\]

This reduced state, in density matrix representation, is \( n \)-dimensional and is described by the Hilbert-Schmidt probability measure, for which the probability density function (PDF) is given by [28],

\[
P(\rho) = C(\det \rho)^{m-n} \delta(\text{tr} \rho - 1) \Theta(\rho).
\]

Here, ‘det’ represents determinant and, as mentioned above, ‘tr’ stand for trace. The Dirac delta-function \( \delta(\cdot) \) in the above equation fixes the trace of the density matrix to unity, and the Heaviside theta function \( \Theta(\cdot) \) imposes the positive-definiteness condition. Further, the normalization factor \( C \) in Eq. (7) is given by,

\[
C = \Gamma(nm) \left( \pi^{(n-1)/2} \prod_{j=1}^{n} \Gamma(m - j + 1) \right)^{-1}.
\]

Within random matrix theory (RMT), this reduced density matrix \( \rho \) can be obtained by normalizing a Wishart-Laguerre matrix \( W \) by its trace [28, 29], viz.,

\[
\rho = \frac{W}{\text{tr}(W)},
\]

The random matrix \( W \) follows (unconstrained) Wishart-Laguerre PDF,

\[
P(W) = (\Gamma(nm))^{-1} C (\text{det} W)^{m-n} e^{-\text{tr} W \Theta(W)}.
\]

Consequently, \( \rho \) is also referred to as a fixed (unit) trace Wishart-Laguerre matrix.

In what follows, we calculate the mean fidelity and eventually the variance of the squared Bures distance between two density matrices when one is fixed and one is random, and also when both are random and independent.

A. A fixed density matrix \( \sigma \) and a random density matrix \( \rho \)

As seen above, to evaluate the variance of the squared Bures distance, we need to evaluate \( \langle \mathcal{F} \rangle \) and \( \langle \sqrt[4]{\mathcal{F}} \rangle \). Following Ref. [54], we know that these averages can be recast in terms of the averages involving the (unordered) eigenvalues \( \{\lambda_i\} \) of the matrix \( \sqrt[4]{\sigma} \sqrt[4]{\mathcal{F}} \). Moreover, these eigenvalues are related to the (unordered) eigenvalues \( \{x_i\} \) of the random matrix \( \sqrt[4]{\sigma} W \sqrt[4]{\mathcal{F}} \), where \( W \) is the Wishart-Laguerre random matrix as in the Eq. (10). The product form \( \sqrt[4]{\sigma} \sqrt[4]{W} \sqrt[4]{\mathcal{F}} \) gives rise to the semi-correlated Wishart ensemble with \( \sigma \) as the covariance matrix. For our calculation, we need the first and second order marginal densities of eigenvalues, or equivalently,
Clearly, the one-point and two-point correlation functions. Representing the \( r \)th point correlation function for \( \sqrt{\sigma} p / \sqrt{\sigma} \) and \( \sqrt{\sigma} W / \sqrt{\sigma} \) respectively by \( R_\gamma (\lambda_1, ..., \lambda_r) \) and \( R_\gamma (x_1, ..., x_r) \), we have the following relationship for \( r = 1 \) and \( r = 2 \) (see, e.g., Ref. [51]),

\[
R_1 (\lambda) = \Gamma (nm) \mathcal{L}^{-1} \left[ s^{1-nm} R_1 (s \lambda), \{s, t\} \right]_{t=1},
\]

(11)

\[
R_2 (\lambda_1, \lambda_2) = \Gamma (nm) \mathcal{L}^{-1} \left[ s^{2-nm} R_2 (s \lambda_1, s \lambda_2), \{s, t\} \right]_{t=1},
\]

(12)

with \( s > 0 \). The eigenvalue correlation functions \( R_1 (x) \) and \( R_2 (x_1, x_2) \) pertaining to the semicorrelated Wishart ensemble are already known [55,58],

\[
R_1 (x) = S (x, x),
\]

(13)

\[
R_2 (x_1, x_2) = R_1 (x_1) R_1 (x_2) - S (x_1, x_2) S (x_2, x_1),
\]

(14)

where the kernel \( S (x_1, x_2) \) is given by

\[
S (x_1, x_2) = \frac{1}{\Delta (\{a\})} \sum_{i=1}^{n} \det \left[ g^{(i)}_{j,k} (x_1, x_2) \right]_{j,k=1}^{n}.
\]

(15)

In the above expression, \( \Delta (\{a\}) = \prod_{r>t} (a_r - a_t) \) is the Vandermonde determinant and

\[
g^{(i)}_{j,k} (x_1, x_2) = \begin{cases} \frac{a_i^{m-n} x_1^{n-i} x_2^{m-n} e^{-a_i^2 x_1 \theta (x_1) \theta (x_2)}}{\Gamma (m-i+1)}, & k = i, \\ a_j^{k-1}, & k \neq i. \end{cases}
\]

(16)

Here, \( \{a_i^{-1}\} \) are the eigenvalues of the fixed density matrix \( \sigma \).

We now proceed to calculate the mean fidelity (\( \mathcal{F} \)). We have,

\[
\langle \mathcal{F} \rangle = \left\langle \left( \text{tr} \left( \sqrt{\sigma} \rho \sqrt{\sigma} \right) \right)^2 \right\rangle = \left\langle \sum_{j,k=1}^{n} \lambda_j^{1/2} \lambda_k^{1/2} \right\rangle
\]

\[
= \sum_{j=1}^{n} \lambda_j + \sum_{j,k=1}^{n} \lambda_j^{1/2} \lambda_k^{1/2},
\]

(17)

For the first term, we obtain

\[
\sum_{j=1}^{n} \lambda_j = \int_{-\infty}^{\infty} \lambda R_1 (\lambda) d\lambda
\]

\[
= \Gamma (nm) \mathcal{L}^{-1} \left[ s^{1-nm} \int_{-\infty}^{\infty} \lambda R_1 (s \lambda) d\lambda, \{s, t\} \right]_{t=1}
\]

\[
= \Gamma (nm) \mathcal{L}^{-1} \left[ s^{1-nm}, \{s, t\} \right]_{t=1} \int_{-\infty}^{\infty} x R_1 (x) dx
\]

\[
= \frac{1}{nm} \int_{-\infty}^{\infty} x R_1 (x) dx.
\]

(18)

In the second step above, we have used Eq. (11). The third step follows via a simple scaling of \( \lambda \) by \( s \), and in the final step, we have used the inverse Laplace transform result \( \mathcal{L}^{-1} \left[ s^{\gamma}, \{s, t\} \right]_{t=1} = 1 / \Gamma (\gamma) \). The \( x \)-integral can now be performed by inserting \( R_1 (x) \) from Eq. (15); see Appendix A. We obtain,

\[
\left\langle \sum_{j=1}^{n} \lambda_j \right\rangle = \frac{1}{nm \Delta (\{a\})} \sum_{i=1}^{n} \det \left[ \zeta_{j,k}^{(i)} \right]_{j,k=1}^{n},
\]

(19)

where

\[
\zeta_{j,k}^{(i)} = \begin{cases} a_i^{-2} (m - i + 1), & k = i, \\ a_j^{k-1}, & k \neq i. \end{cases}
\]

(20)

Our next task is to evaluate the second term in Eq. (17), i.e.,

\[
\left\langle \sum_{j,k=1}^{n} \lambda_j^{1/2} \lambda_k^{1/2} \right\rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \lambda_j^{1/2} \lambda_k^{1/2} R_2 (\lambda_j, \lambda_k) d\lambda_j d\lambda_k.
\]

(21)

Following steps similar to those used in deriving Eq. (18), we map the integrals over \( \lambda_1, \lambda_2 \) to those over \( x_1, x_2 \) and obtain,

\[
\left\langle \sum_{j,k=1}^{n} \lambda_j^{1/2} \lambda_k^{1/2} \right\rangle
\]

\[
= \frac{1}{nm} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x_1^{1/2} x_2^{1/2} R_2 (x_1, x_2) dx_1 dx_2
\]

\[
= \frac{1}{nm} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x_1^{1/2} R_1 (x_1) dx_1 \int_{-\infty}^{\infty} x_2^{1/2} R_1 (x_2) dx_2
\]

\[
- \frac{1}{nm} \int_{-\infty}^{\infty} x_1^{1/2} x_2^{1/2} S (x_1, x_2) S (x_2, x_1) dx_1 dx_2.
\]

(22)

These integrals have also been performed in Appendix A. We get the final expression as,

\[
\left\langle \sum_{j,k=1}^{n} \lambda_j^{1/2} \lambda_k^{1/2} \right\rangle = \frac{2}{nm} \Delta^2 (\{a\})
\]

\[
\times \sum_{1 \leq i < l \leq n} \det \left[ \eta_{j,k}^{i,l} \right]_{j,k=1}^{n} - \det \left[ \eta_{j,l}^{i,i} \right]_{j,k=1}^{n} \det \left[ \eta_{j,k}^{i,i} \right]_{j,k=1}^{n},
\]

(23)

where \( \eta_{j,k}^{i,l} \) is defined as the following,

\[
\eta_{j,k}^{i,l} = \begin{cases} a_i^{-3/2} (m - l + 1)/2, & k = i, \\ a_j^{k-1}, & k \neq i. \end{cases}
\]

(24)

Here \( (c)_{d} = \Gamma (c + d) / \Gamma (c) \) is the Pochhammer sym-
Var 𝜎 (\D(\rho, \sigma)) for the mean root fidelity, i.e., Eqs. (19) and (23) in (17). Next, we need the expression for the mean root fidelity, i.e.,

\[ \langle \sqrt{F} \rangle = \langle \sum_j \lambda_j^{1/2} \rangle. \quad (25) \]

It can be calculated similar to \( \langle \sum_j \lambda_j \rangle \) using \( \mathcal{R}_1(\lambda) \), as has been already done in Ref. [54]. It is given by,

\[ \langle \sqrt{F} \rangle = \frac{1}{(nm) \Delta(a)} \sum_{i=1}^{n} \det \left[ q_{j,k}^{i} \right]^{n}. \quad (26) \]

Finally, the variance of the squared Bures distance can be calculated from Eq. (5) by combining the expressions for \( \langle F \rangle \) and \( \langle \sqrt{F} \rangle \). One may encounter a situation where there are multiplicities in the eigenvalues of the fixed density matrix \( \sigma \). This will result in a 0/0 form in the expressions for the averages. In these cases, the analytical results can be obtained from Eqs. (19) and (23) by invoking a limiting procedure. However, as far as numerical evaluation is concerned, one may use very close but unequal values for these degenerate eigenvalues.

Two cases of special interest are when the fixed density matrix \( \sigma \) represents either a pure state or a maximally mixed state. For pure state only one eigenvalue of the matrix \( \sigma \) is equal to 1 and the rest are 0. On the other hand, for the maximally mixed state all eigenvalues of \( \sigma \) are 1/n and hence \( \sigma = n^{-1} I_n \). In these cases the mean fidelity can be evaluated from Eqs. (19) and (23) by using limiting procedure, as indicated above. However, we may derive these results directly also, as done below.

Pure state \( \sigma \): In this case, only one eigenvalue of \( \sigma \) is equal to 1 and hence the only non-zero eigenvalue of the matrix \( \sqrt{\sigma} \sqrt{\sigma} \) coincides with the fidelity, whose PDF turns out to be [17] [54].

\[ p_F(F) = \frac{\Gamma(nm)^{nm-1}(1-F)^{nm-m-1}}{\Gamma(m)\Gamma(nm-m)} \Theta(F) \Theta(1-F). \quad (27) \]
Therefore, the mean fidelity can be readily calculated as,

\[ \langle F \rangle = \int_{-\infty}^{\infty} F p_F(F) \, dF = \frac{1}{n}. \]  

(28)

Similarly, the mean root fidelity is given by,

\[ \langle \sqrt{F} \rangle = \int_{-\infty}^{\infty} \sqrt{F} p_F(F) \, dF = \frac{(m_{1/2})}{(nm_{1/2})}. \]  

(29)

The variance of squared Bures distance then follows using Eq. (5) and the above two expressions. In fact, in this case, the nth moment of \( F \) can be easily calculated to give \( \langle F^n \rangle = (m)_{1/n} / (nm)_{1/n} \).

Maximally mixed \( \sigma \): In this case, the fixed density matrix is given by \( \sigma = n^{-1} \mathbf{1} \). Consequently, the eigenvalues of the matrix \( \sqrt{\sigma W} \sqrt{\sigma} \) are \( n^{-1} \) times the eigenvalues of the Wishart-Laguerre random matrix \( W \). For the latter, the correlation functions are expressible in terms of associated Laguerre polynomials and that makes it possible to obtain in the present case an expression of the Var(\( D \)) which is not determinant based. As shown in Appendix B, we find that the mean fidelity can be expressed as

\[ \langle F \rangle = \frac{1}{n} + \frac{2I^2(m - n + \frac{3}{2})}{n^2m} \sum_{0 \leq j < k \leq n-1} (\xi_{j,k} \xi_{k,j} - \xi_{j,j} \xi_{k,k}), \]  

(30)

where

\[ \xi_{j,k} = \frac{j^1}{(m - n + j)!} \left( \frac{1}{j} \right)^2 \times 3F_2 \left( m - n + \frac{3}{2}, -j, -k; \frac{3}{2} - j, \frac{3}{2} - k; 1 \right), \]  

(31)

with \( 3F_2(\cdots) \) being generalized Hypergeometric function. It may be noted that \( \xi_{j,k} = \xi_{k,j} \). The mean root fidelity is given by [54],

\[ \langle \sqrt{F} \rangle = \frac{1}{\sqrt{n}} \frac{1}{(nm)_{1/2}} \Gamma(m - n + \frac{3}{2}) \sum_{j=0}^{n-1} \xi_{j,j} \]  

\[ = \frac{2}{\sqrt{n}} \frac{\xi_{1/2}}{(nm)_{1/2}} \sum_{j=0}^{n-1} \xi_{j,j} \left( \frac{1}{j} \right) \left( \frac{1}{j+1} \right) \frac{(m)_{1/2-j}}{(n+1)-j-1}. \]  

(32)

The variance of the squared Bures distance can now be evaluated using Eq. (5).

In Fig. 1 we corroborate our analytical results for the variance of the squared Bures distance between a fixed density matrix \( \sigma \) and a random density matrix \( \rho \) by comparing them with Monte Carlo based numerical simulations. We use three different choices of \( \sigma \), which include the cases of pure state and maximally mixed state. In each case, we observe very good match between the analytical and simulation results.

**B. Two random density matrices \( \rho_1 \) and \( \rho_2 \)**

We now consider two independent random density matrices, \( \rho_1 \) and \( \rho_2 \), taken from the distribution given in Eq. (7) but with different \( m \) values in general, say \( m_1 \) and \( m_2 \). To evaluate the desired quantities in this case, we need the information about the eigenvalue statistics of the random matrix \( \sqrt{W_1 W_2} \sqrt{W_1} \) — the one-point and two-point correlation functions to be precise. Again, these are related to the corresponding correlation functions of the random matrix \( \sqrt{W_1} W_2 \sqrt{W_1} \) which involves two independent Wishart matrices \( W_1 \) and \( W_2 \). The eigenvalues of \( \sqrt{W_1} W_2 \sqrt{W_1} \) are identical to the product matrix \( W_1 W_2 \), considering the unordered eigenvalues \( \{ y_i \} \) of \( \sqrt{W_1} W_2 \sqrt{W_1} \), the first two correlation functions are given by

\[ \tilde{R}_1(y) = \tilde{S}(y, y), \]  

(33)

\[ \tilde{R}_2(y_1, y_2) = \tilde{R}_1(y_1) - \tilde{S}(y_1, y_2) - \tilde{S}(y_1, y_2) - \tilde{S}(y_1, y_2), \]  

(34)
TABLE I. Mean and variance of squared Bures distance between a pure state and a random state: Comparison between RMT analytical and coupled kicked top (CKT) simulation results using absolute differences $|\langle D \rangle_{\text{CKT}} - \langle D \rangle_{\text{RMT}}|$, $|\text{Var}(D)_{\text{CKT}} - \text{Var}(D)_{\text{RMT}}|$ and percent relative differences $|\langle D \rangle_{\text{CKT}} / \langle D \rangle_{\text{RMT}} - 1| \times 100\%$, $|\text{Var}(D)_{\text{CKT}} / \text{Var}(D)_{\text{RMT}} - 1| \times 100\%$. For each combination of $(n, m)$ values, we have considered three sets of stochasticity and coupling parameters $(\kappa_1, \kappa_2, \epsilon)$ for the coupled kicked tops, viz., CKT 1: (6.7,0.75), CKT 2: (7.8,1), CKT 3: (7.9,0.5).

| $n$ | $m$ | $\langle D \rangle$ | Var($D$) |
|-----|-----|-----------------------|-----------|
|     |     | RMT      | CKT       | Abs. Diff. | Rel. Diff. (%) | RMT      | CKT       | Abs. Diff. | Rel. Diff. (%) |
| 21  | 21  | 1.56603  | 1.56832   | 2.99 $\times 10^{-3}$ | 1.46 $\times 10^{-1}$ | 2.15 $\times 10^{-3}$ | 2.09 $\times 10^{-3}$ | 6.00 $\times 10^{-5}$ | 2.79 |
| 21  | 31  | 1.56524  | 1.57326   | 7.23 $\times 10^{-3}$ | 4.62 $\times 10^{-1}$ | 2.04 $\times 10^{-3}$ | 1.10 $\times 10^{-4}$ | 5.11 |
| 21  | 41  | 1.56483  | 1.57398   | 7.95 $\times 10^{-3}$ | 5.08 $\times 10^{-1}$ | 1.95 $\times 10^{-3}$ | 2.00 $\times 10^{-4}$ | 9.30 |
| 23  | 23  | 1.58513  | 1.57443   | 9.19 $\times 10^{-3}$ | 5.87 $\times 10^{-1}$ | 1.35 $\times 10^{-3}$ | 1.10 $\times 10^{-4}$ | 7.53 |
| 23  | 33  | 1.58448  | 1.56312   | 2.12 $\times 10^{-3}$ | 1.35 $\times 10^{-1}$ | 1.45 $\times 10^{-3}$ | 1.00 $\times 10^{-5}$ | 6.84 $\times 10^{-1}$ |
| 23  | 43  | 1.58413  | 1.57311   | 7.87 $\times 10^{-3}$ | 5.03 $\times 10^{-1}$ | 1.42 $\times 10^{-3}$ | 4.00 $\times 10^{-5}$ | 2.73 |
| 23  | 43  | 1.58413  | 1.57436   | 9.53 $\times 10^{-3}$ | 6.09 $\times 10^{-1}$ | 1.04 $\times 10^{-3}$ | 6.00 $\times 10^{-5}$ | 5.45 |
| 23  | 43  | 1.58413  | 1.56484   | 1.00 $\times 10^{-5}$ | 6.39 $\times 10^{-4}$ | 1.10 $\times 10^{-3}$ | 1.00 $\times 10^{-5}$ | 9.09 $\times 10^{-1}$ |
| 23  | 43  | 1.58413  | 1.56701   | 2.18 $\times 10^{-3}$ | 1.39 $\times 10^{-1}$ | 1.12 $\times 10^{-3}$ | 2.00 $\times 10^{-5}$ | 1.81 |
| 23  | 43  | 1.58413  | 1.59099   | 5.86 $\times 10^{-3}$ | 3.69 $\times 10^{-1}$ | 1.09 $\times 10^{-3}$ | 1.00 $\times 10^{-5}$ | 9.09 $\times 10^{-1}$ |
| 23  | 43  | 1.58413  | 1.59460   | 9.47 $\times 10^{-3}$ | 5.97 $\times 10^{-1}$ | 1.72 $\times 10^{-3}$ | 7.00 $\times 10^{-5}$ | 3.91 |
| 23  | 43  | 1.58413  | 1.59480   | 9.67 $\times 10^{-3}$ | 6.10 $\times 10^{-1}$ | 1.69 $\times 10^{-3}$ | 1.00 $\times 10^{-4}$ | 5.58 |
| 23  | 43  | 1.58413  | 1.59036   | 6.23 $\times 10^{-3}$ | 3.93 $\times 10^{-1}$ | 1.70 $\times 10^{-3}$ | 9.00 $\times 10^{-5}$ | 5.14 |
| 23  | 43  | 1.58413  | 1.58776   | 3.63 $\times 10^{-3}$ | 2.29 $\times 10^{-1}$ | 1.25 $\times 10^{-3}$ | 3.00 $\times 10^{-5}$ | 2.40 |
| 23  | 43  | 1.58413  | 1.58332   | 8.10 $\times 10^{-4}$ | 5.11 $\times 10^{-2}$ | 1.23 $\times 10^{-3}$ | 2.00 $\times 10^{-5}$ | 1.60 |

In the above expressions, the kernel $\tilde{S}(y_1, y_2)$ is known in terms of Meijer $G$-functions as [50],

$$\tilde{S}(y_1, y_2) = \sum_{j=0}^{n-1} G_{1,3}^{1,0} \left( \begin{array}{c} j+1 \\ 0; -v_1, -v_2 \end{array} \right) y_1^j \times G_{1,3}^{1,1} \left( \begin{array}{c} -j \\ v_1, v_2; 0 \end{array} \right) \Theta(y_1) \Theta(y_2) \tag{35}$$

$$= \sum_{j=0}^{n-1} j \sum_{k=0}^{j} \frac{(-y_1)^k}{k!} \frac{1}{(k+v_1)!(k+v_2)!}(j-k)! \times G_{1,3}^{1,1} \left( \begin{array}{c} -j \\ v_1, v_2; 0 \end{array} \right) \Theta(y_1) \Theta(y_2) \tag{36}$$

where $v_1 = m_1 - n$ and $v_2 = m_2 - n$. The second expression in the above equation follows using the expansion of $G_{1,3}^{1,0}(\cdots)$ [50]. The corresponding correlation functions for the unordered eigenvalues $\{\mu_i\}$ of $\sqrt{\rho_1} \sqrt{\rho_2} \sqrt{\rho_1}$ are related to the above via a dual Laplace inversion [54],

$$\tilde{R}_1(\mu) = \Gamma(nm_1)\Gamma(nm_2)\mathcal{L}^{-1} \left[ I_{s_1-nm_1} I_{s_2-nm_2} \times \tilde{R}_1(s_1, s_2, \mu), \{s_1, t_1\}, \{s_2, t_2\} \right]_{t_1 = t_2 = 1}, \tag{37}$$

$$\tilde{R}_2(\mu_1, \mu_2) = \Gamma(nm_1)\Gamma(nm_2)\mathcal{L}^{-1} \left[ I_{s_1-nm_1} I_{s_2-nm_2} \times \tilde{R}_2(s_1, s_2, \mu_1, \mu_2), \{s_1, t_1\}, \{s_2, t_2\} \right]_{t_1 = t_2 = 1}. \tag{38}$$

Similar to Eq. [17], in the present case, the mean fidelity can be evaluated as

$$\langle F \rangle = \left\langle \left( \text{tr} \sqrt{\rho_1} \rho_2 \sqrt{\rho_1} \right)^2 \right\rangle = \sum_{j,k=1}^{n} \mu_j^{1/2} \mu_k^{1/2} \left( \sum_{j,k=1}^{n} \mu_j^{1/2} \mu_k^{1/2} \right). \tag{39}$$
TABLE II. Mean and variance of squared Bures distance between a maximally mixed state and a random state: Comparison between RMT and coupled kicked top results using absolute differences and percent relative differences. Here also we have considered three sets of stochasticity and coupling parameters as mentioned in the caption of TABLE I.

| \(n\) | \(m\) | \(\langle D \rangle\) | Var(\(D\)) | \(\langle D \rangle\) | Var(\(D\)) |
|---|---|---|---|---|---|
| RMT | CKT | Abs. Diff. | Rel. Diff. (%) | RMT | CKT | Abs. Diff. | Rel. Diff. (%) |
| 21 | 21 | \(3.01 \times 10^{-1}\) | \(2.00 \times 10^{-3}\) | 6.64 \(\times 10^{-1}\) | 2.05 \(\times 10^{-1}\) | 2.15 \(\times 10^{-4}\) | 1.00 \(\times 10^{-5}\) | 4.87 |
| RMT | CKT | Abs. Diff. | Rel. Diff. (%) | RMT | CKT | Abs. Diff. | Rel. Diff. (%) |
| 21 | 23 | \(2.67 \times 10^{-1}\) | \(2.00 \times 10^{-3}\) | 7.49 \(\times 10^{-1}\) | 1.84 \(\times 10^{-1}\) | 1.96 \(\times 10^{-4}\) | 1.20 \(\times 10^{-5}\) | 6.52 |
| RMT | CKT | Abs. Diff. | Rel. Diff. (%) | RMT | CKT | Abs. Diff. | Rel. Diff. (%) |
| 21 | 25 | \(2.41 \times 10^{-1}\) | \(2.00 \times 10^{-3}\) | 8.29 \(\times 10^{-1}\) | 1.63 \(\times 10^{-1}\) | 1.73 \(\times 10^{-4}\) | 1.00 \(\times 10^{-5}\) | 6.13 |
| RMT | CKT | Abs. Diff. | Rel. Diff. (%) | RMT | CKT | Abs. Diff. | Rel. Diff. (%) |
| 23 | 23 | \(3.02 \times 10^{-1}\) | \(2.00 \times 10^{-3}\) | 9.93 \(\times 10^{-1}\) | 1.71 \(\times 10^{-1}\) | 1.86 \(\times 10^{-4}\) | 1.50 \(\times 10^{-5}\) | 8.77 |
| RMT | CKT | Abs. Diff. | Rel. Diff. (%) | RMT | CKT | Abs. Diff. | Rel. Diff. (%) |
| 23 | 25 | \(2.70 \times 10^{-1}\) | \(2.00 \times 10^{-3}\) | 6.62 \(\times 10^{-1}\) | 1.55 \(\times 10^{-4}\) | 1.72 \(\times 10^{-4}\) | 1.00 \(\times 10^{-6}\) | 5.84 \(\times 10^{-1}\) |
| RMT | CKT | Abs. Diff. | Rel. Diff. (%) | RMT | CKT | Abs. Diff. | Rel. Diff. (%) |
| 23 | 27 | \(2.45 \times 10^{-1}\) | \(2.00 \times 10^{-3}\) | 3.31 \(\times 10^{-1}\) | 1.39 \(\times 10^{-4}\) | 1.49 \(\times 10^{-4}\) | 1.00 \(\times 10^{-5}\) | 7.19 |

The first average in Eq. (39) can be calculated as,

\[
\left\langle \sum_{j=1}^{n} \mu_j \right\rangle = \int_{-\infty}^{\infty} \mu R_k(\mu) d\mu = \frac{1}{n^2 m_1 m_2} \int_{-\infty}^{\infty} y R_k(y) dy. \tag{40}
\]

For the evaluation of the integral in this equation, we may use Eq. (33), which can be written in terms of Meijer G-function as given in Eq. (35). However, it can be much easily evaluated using already known average over Wishart ensemble, viz., \(\langle \text{tr}(XW) \rangle_W = m \text{ tr} X\), where \(X\) is Hermitian. Since \(W_1\) and \(W_2\) are independent, we have \(\int_{-\infty}^{\infty} y R_k(y) dy = \left\langle \text{tr}\left( W_1^{1/2} W_2 W_1^{1/2} \right) \right\rangle_{W_1 W_2} = \left\langle \text{tr}(W_1 W_2) \right\rangle_{W_1 W_2} = m_1 \left\langle \text{tr} W_2 \right\rangle_{W_2} = m_1 m_2 \text{ tr} 1_n = nm_1 m_2\). Hence, we get a very simple result for Eq. (40), viz.,

\[
\left\langle \sum_{j=1}^{n} \mu_j \right\rangle = \frac{1}{n}. \tag{41}
\]

The second average in Eq. (39) can be written as

\[
\left\langle \sum_{j,k=1}^{n} \mu_j^{1/2} \mu_k^{1/2} \right\rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mu_1^{1/2} \mu_2^{1/2} R_k(\mu_1, \mu_2)
\]

\[
= \frac{1}{n^2 m_1 m_2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y_1^{1/2} y_2^{1/2} R_k(y_1, y_2)
\]

\[
= \frac{1}{n^2 m_1 m_2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y_1^{1/2} R_k(y_1) dy_1 \int_{-\infty}^{\infty} y_2^{1/2} R_k(y_2) dy_2
\]

\[
= \frac{1}{n^2 m_1 m_2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y_1^{1/2} y_2^{1/2} S(y_1, y_2) S(y_2, y_1) dy_1 dy_2. \tag{42}
\]

These integrals have been evaluated in Appendix C. On combining the ensuing expression with Eq. (41), we obtain the mean fidelity in this case as

\[
\langle \mathcal{F} \rangle = \frac{1}{n} + \frac{8}{\pi^2 n^2 m_1 m_2} \sum_{1 \leq j < k \leq n} \frac{(j-k)^2}{(j-k)^2 - 1/4}
\]

\[
\times (j-1/2) (j+v_1) (j+v_2) (j-n-j-1) (j-1/2)
\]

\[
\times (k-1/2) (k+v_1) (k+v_2) (k-n-k-1) (j-1/2). \tag{43}
\]
TABLE III. Mean and variance of squared Bures distance between two random states: Comparison between RMT and coupled kicked top pair (CKTP) results. For each combinations of \((n,m_1,m_2)\) values, the CKTP simulations have been carried out for three sets of parameters \((\kappa^A,\kappa^B,\epsilon^A,\epsilon^B,\kappa^A,\kappa^B,\epsilon^B)\), viz., CKTP 1: \((8,7,0.5; 7,8,1)\), CKTP 2: \((6,7,0.8; 6,8,0.9)\), CKTP 3: \((7,8,0.75; 8,7,0.85)\).

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|c|}
\hline
n & m_1 & m_2 & \langle D \rangle & \text{Abs. Diff.} & \text{Rel. Diff.} \% \rangle & \text{Var}(D) & \text{Abs. Diff.} & \text{Rel. Diff.} \% \rangle \\
\hline
\text{RMT} & \text{CKTP} & & & & & & & \\
\hline
21 & 21 & 21 & 4.989 \times 10^{-1} & 5.00 \times 10^{-4} & 1.00 \times 10^{-1} & 8.48 \times 10^{-4} & 1.40 \times 10^{-5} & 1.65 \\
\hline
21 & 21 & 25 & 4.615 \times 10^{-1} & 7.00 \times 10^{-4} & 1.51 \times 10^{-1} & 7.34 \times 10^{-4} & 1.40 \times 10^{-5} & 1.90 \\
\hline
21 & 23 & 25 & 4.378 \times 10^{-1} & 3.00 \times 10^{-4} & 6.85 \times 10^{-2} & 6.78 \times 10^{-4} & 1.20 \times 10^{-5} & 1.77 \\
\hline
23 & 23 & 23 & 4.991 \times 10^{-1} & 2.00 \times 10^{-4} & 4.00 \times 10^{-2} & 7.07 \times 10^{-4} & 7.00 \times 10^{-6} & 9.90 \times 10^{-1} \\
\hline
23 & 23 & 25 & 4.798 \times 10^{-1} & 1.00 \times 10^{-4} & 2.08 \times 10^{-2} & 6.60 \times 10^{-4} & 2.00 \times 10^{-6} & 3.03 \times 10^{-1} \\
\hline
23 & 25 & 27 & 4.426 \times 10^{-1} & 1.00 \times 10^{-4} & 2.25 \times 10^{-2} & 5.76 \times 10^{-4} & 2.00 \times 10^{-6} & 3.47 \times 10^{-1} \\
\hline
\end{array}
\]

Next, the mean root fidelity is calculated as

\[
\langle \sqrt{F} \rangle = \left( \sum_{j=1}^{n} \mu_j \right)^{1/2} = \frac{1}{\pi(nm_1)_{1/2}(nm_2)_{1/2}} \int_{-\infty}^{\infty} \mu^{1/2} R(\mu) d\mu
\]

\[
= \frac{2}{\pi(nm_1)_{1/2}(nm_2)_{1/2}} \int_{-\infty}^{\infty} y^{1/2} R(y) d\mu. \quad (44)
\]

As discussed in Appendix \[ this gives

\[
\langle \sqrt{F} \rangle = \frac{2}{\pi(nm_1)_{1/2}(nm_2)_{1/2}} \times \sum_{j=1}^{n} (j_{1/2} + v_1)_{1/2}(j + v_2)_{1/2}(n - j + 1)_{1/2}. \quad (45)
\]

The above expression for the mean root fidelity is of slightly different form compared to that given in Ref. \[. However, they are equivalent and the latter can be derived from the above expression using the identity \((n - j + 1)_{1/2} = \pi(-1)^{n-j}/\Gamma(n-j+1)\Gamma(j-n+1/2)\).

The variance of the squared Bures distance between two independent random density matrices can be obtained by using Eqs. \[ and \[ in Eq. \[. In Fig. \[ we contrast our analytical result with Monte Carlo simulations and find very good agreement.

III. CUMULANTS-BASED APPROXIMATION OF THE PDF OF SQUARED BURES DISTANCE

A random variable is completely characterized by its probability density function. The squared Bures distance \(D\) between density matrices (one fixed one random, or both random), as considered in this work, is a random variable, so this also holds for it. In this section, we obtain approximate PDF for the same based on gamma distribution using the cumulants matching approach. The choice of gamma distribution for the approximation instead of Gaussian distribution stems from the fact that \(D\) is a non-negative quantity.

We have,

\[
p(D) = \frac{\gamma^\kappa}{\Gamma(\kappa)} D^{\kappa-1} e^{-\gamma D}, \quad (46)
\]

where \(\kappa(>0)\) and \(\gamma(>0)\) are the shape and rate parameters, respectively. The corresponding average and
variance are given by $\kappa/\gamma$ and $\kappa/\gamma^2$. By matching these two with the average and variance of $D$ obtained earlier, we can determine the two parameters and thereby use the PDF in Eq. (46) as an approximation to the actual PDF of $D$. We have the relations,

$$
\gamma = \frac{\langle D \rangle}{\text{Var}(D)}, \quad \kappa = \langle D \rangle \gamma. \quad (47)
$$

In Fig. 4, we compare the above gamma distribution-based approximation by comparing it with the PDF of $D$ obtained with the aid of Monte Carlo simulations for various cases. We find that the approximation works rather well. Out of curiosity, in the plots, we have also included the Gaussian distribution based approximation for the PDF of $D$ by plugging-in its mean and variance in the Gaussian function. Inevitably, the left tail of the Gaussian approximation does eventually enter the negative $D$ region, however typically its value is low. In any case, the tail behavior is not expected to be captured by approximations based on just two cumulants.

### IV. APPLICATION IN QUANTUM CHAOTIC AND COMPLEX SYSTEMS

In this section, we obtain within the bipartite framework, the statistics of Bures distance using reduced density matrices calculated using the paradigmatic coupled kicked top quantum chaotic system and a correlated spin-chain system in a random magnetic field. These results are compared with the corresponding RMT based analytical results derived in the preceding sections.

#### A. Quantum chaotic coupled kicked top system

The Hamiltonian for the coupled kicked top system is given by \[ H = H_1 \otimes \mathbb{1}_m + \mathbb{1}_n \otimes H_2 + H_{12}. \]  (48)

Here, for the individual tops the Hamiltonian is \[ H_r = \frac{\pi}{2} J_{y_r} + \frac{\kappa_r}{2 J_r} J_{z_r} \sum_{\nu=-\infty}^{\infty} \delta(t - \nu), \quad r = 1, 2, \]  (49)

and the interaction term $H_{12}$ is given by,

$$
H_{12} = \frac{\epsilon}{\sqrt{J_1 J_2}} (J_{z1} \otimes J_{z2}) \sum_{\nu=-\infty}^{\infty} \delta(t - \nu). \quad (50)
$$

The Hamiltonians for individual top $H_1$ and $H_2$ are associated with $n(=2j_1+1)$-dimensional and $m(=2j_2+1)$-dimensional Hilbert spaces $\mathcal{H}^{(n)}$ and $\mathcal{H}^{(m)}$ respectively. The full Hamiltonian for the coupled kicked tops ($H$) correspond to the Hilbert space $\mathcal{H}^{(nm)} = \mathcal{H}^{(n)} \otimes \mathcal{H}^{(m)}$. The angular momentum operators for the $r$th top are $J_{x_r}, J_{y_r}, J_{z_r}$ and $j_r$ is the quantum number associated with the operator $J_r^2 = J_{x_r}^2 + J_{y_r}^2 + J_{z_r}^2$. The kick strengths in the individual tops are decided by the stochasticity parameters $\kappa_1$ and $\kappa_2$, respectively. Further, the coupling between the two tops is provided by the parameter $\epsilon$.

The Floquet operator corresponding to the above Hamiltonian is given by \[ U = U_{12}(U_1 \otimes U_2), \]  (51)

where,

$$
U_r = \exp \left( -i \frac{\kappa_r}{2 J_r} J_{z_r}^2 \right) \exp \left( -i \frac{\pi}{2} J_{y_r} \right), \quad r = 1, 2, \quad (52)
$$

FIG. 4. Comparison of PDF approximation and the PDF obtained from coupled-kicked-tops simulations for the squared Bures distance between (a) a random density matrix $\rho$ and a pure state $\sigma$ with $(n, m) = (21, 25)$; (b) a random density matrix $\rho$ and a maximally mixed state $\sigma$ with $(n, m) = (21, 25)$; and (c), (d) two random density matrices $\rho_1$ and $\rho_2$ with $(n, m_1, m_2) = (21, 23, 25)$ and $(23, 25, 27)$ respectively. In the plots, solid lines represent gamma distribution based approximation and the dashed lines are for Gaussian distribution based approximation. The symbols (circles) represent the PDF obtained from coupled-kicked-tops simulations.
TABLE IV. Mean and variance of squared Bures distance between a pure state and a random state: Comparison between RMT and spin-chain results. In each case, along with the dimensions $n, m$, the number of spin sites $L$ and the $S^z$ sector used for obtaining the reduced density matrix from the spin-chain Hamiltonian are also indicated.

| $n$ | $m$ | $L$ | $S^z$ | $\langle D \rangle$ | Var($D$) |
|-----|-----|-----|-------|---------------------|-----------|
|     |     |     |       | RMT         | Spin Chain. | Abs. Diff. | Rel. Diff. (%) | RMT         | Spin Chain. | Abs. Diff. | Rel. Diff. (%) |
| 12  | 21  | 10  | 0     | 1.4258     | 1.4270     | $1.20 \times 10^{-3}$ | $8.42 \times 10^{-2}$ | 3.62 $\times 10^{-3}$ | 4.34 $\times 10^{-3}$ | 7.2 $\times 10^{-4}$ | 19.9 |
| 14  | 18  | 10  | 0     | 1.4689     | 1.4704     | $1.50 \times 10^{-3}$ | $1.02 \times 10^{-1}$ | 3.66 $\times 10^{-3}$ | 4.32 $\times 10^{-3}$ | 6.6 $\times 10^{-4}$ | 18.0 |
| 15  | 22  | 11  | $\frac{3}{2}$ | 1.4863     | 1.4732     | $1.31 \times 10^{-2}$ | $8.8 \times 10^{-1}$ | 2.81 $\times 10^{-3}$ | 3.21 $\times 10^{-3}$ | 4.0 $\times 10^{-4}$ | 14.2 |

TABLE V. Mean and variance of squared Bures distance between a maximally mixed state and a random state: Comparison between RMT and spin-chain results.

| $n$ | $m$ | $L$ | $S^z$ | $\langle D \rangle$ | Var($D$) |
|-----|-----|-----|-------|---------------------|-----------|
|     |     |     |       | RMT         | Spin Chain. | Abs. Diff. | Rel. Diff. (%) | RMT         | Spin Chain. | Abs. Diff. | Rel. Diff. (%) |
| 12  | 21  | 10  | 0     | $1.545 \times 10^{-1}$ | 1.599 $\times 10^{-1}$ | 5.4 $\times 10^{-3}$ | 3.5 | 2.5 $\times 10^{-4}$ | 2.7 $\times 10^{-4}$ | 2 $\times 10^{-5}$ | 8.0 |
| 14  | 18  | 10  | 0     | $2.196 \times 10^{-1}$ | 2.262 $\times 10^{-1}$ | 6.6 $\times 10^{-3}$ | 3.0 | 3.2 $\times 10^{-4}$ | 3.4 $\times 10^{-4}$ | 2 $\times 10^{-5}$ | 6.2 |
| 21  | 22  | 11  | $\frac{1}{2}$ | $2.833 \times 10^{-1}$ | $2.873 \times 10^{-1}$ | 4.0 $\times 10^{-3}$ | 1.4 | 1.95 $\times 10^{-4}$ | 2.0 $\times 10^{-4}$ | 5 $\times 10^{-6}$ | 2.6 |

$$U_{12} = \exp \left( -\frac{i\epsilon}{\sqrt{J_{12}}} J_{z_1} \otimes J_{z_2} \right),$$ (53)

with $\epsilon = \sqrt{-1}$ being the imaginary-number unit. The above Floquet operator time evolves a state vector from immediately after one kick to immediately after the next. An iterative scheme is implemented to obtain a state $|\psi(\nu)\rangle$ starting from an initial state $|\psi(0)\rangle$ with the aid of $U$ using the relation $|\psi(\nu)\rangle = F|\psi(\nu - 1)\rangle$. The initial state is taken as the product state comprising directed angular momentum states associated with the two tops [60, 61]. Once the iterations are beyond the transient regime, we construct an ensemble of reduced density matrices by considering several $\nu$ values and partial tracing over one of the tops which corresponds to the Hilbert-space dimension $m$, viz., $\rho(\nu) = \text{tr}_m(|\psi(\nu)\rangle\langle\psi(\nu)|)$. These reduced density matrices have been shown to be well described by the Hilbert-Schmidt measure for adequately tuned values of the parameters $\kappa_1, \kappa_2$ and $\epsilon$ [42, 53, 54, 61, 67].

For our analysis, we simulated 80000 reduced density matrices and obtained mean and variance of their squared Bures distance from a fixed matrix which we choose to be a pure state and then a maximally mixed state. To simulate the distance between two random density matrices we consider two independent coupled kicked tops (say, $A$ and $B$), so as to realize different $m$ values, viz., $m_1 = 2j_A^A + 1$ and $m_2 = 2j_B^B + 1$. Here we use the notations $j_A^A$ and $j_B^B$ to represent the $j_2$ values for the pair of coupled kicked tops considered. The common dimension of the two reduced states, $n$, is determined by the common Hilbert-space dimension, $n = 2j_1^A + 1 = 2j_1^B + 1$. The comparison between RMT analytical results and those obtained from coupled-kicked-top simulation for the mean and variance of squared Bures distance are compiled in Tables [111]. We have shown the results for three different choices of $\kappa_1, \kappa_2$ and $\epsilon$ in each case and find good agreement.

We also illustrate the comparison between the approximated PDF of squared Bures distance and coupled-kicked-tops simulation results in Fig. 1. A very good agreement can be observed in all the plots.

B. Correlated spin chain in random magnetic field

We consider the following one-dimensional spin-1/2 Hamiltonian comprising $L$ sites [68],

$$H = \sum_{j=1}^{L} [JS_j \cdot S_{j+1} + h_j S_j^z + K S_j \cdot (S_{j+1} \times S_{j+2})],$$ (54)

where $S_j$ represents the spin operator at site $j$, and $S_j^z$ gives the corresponding $z$ component. In the above expression periodic boundary condition is assumed, so that $S_{L+k} = S_k$. With the summation considered over the sites, the first term in the above equation corresponds to the isotropic Heisenberg contribution (XXX model), the second term represents the coupling of the spin system to a random magnetic field, and the third term gives the three-site scalar spin-chirality contribution. Correspondingly, $J$ is the nearest-neighbor exchange interaction, $h_j$ gives the strength of site-dependent random (Gaussian, with mean 0 and variance $h^2$) magnetic field along the $z$ direction, and $K$ is the coupling constant for the spin-chirality term. The above Hamiltonian has been used in Ref. [68] to study various symmetry crossovers by tuning the strengths of the coupling parameters. It is observed that the total $z$-component of spin, $S^z = \sum_{j=1}^{N} S_j^z$
TABLE VI. Mean and variance of squared Bures distance between two random states: Comparison between RMT and spin-chain results. The two reduced states in the spin-chain case correspond to the bipartitions \((n, m_1)\) and \((n, m_2)\), respectively, as shown in the first three columns and have been obtained from the two \(S^z\) sectors indicated in the fifth column. The number of spin sites \(L\) is mentioned in the fourth column.

| \(n\) | \(m_1\) | \(m_2\) | \(L\) | \(S^z\) | \(\langle D \rangle\) | \(\text{Var}(D)\) |
|---|---|---|---|---|---|---|
| 7 | 36 | 30 | 10 | 0.1 | \(1.090 \times 10^{-1}\) | \(5.0 \times 10^{-4}\) |
| 14 | 18 | 15 | 10 | 0.1 | \(4.276 \times 10^{-1}\) | \(1.54 \times 10^{-3}\) |
| 11 | 42 | 30 | 11 | \(\frac{1}{2} \cdot \frac{3}{2}\) | \(1.563 \times 10^{-1}\) | \(3.9 \times 10^{-4}\) |

FIG. 5. Comparison of approximated PDF and spin-chain simulations between (a) a random density matrix \(\rho\) and a pure state \(\sigma\) with \((n, m) = (15, 22)\); (b) a random density matrix \(\rho\) and a maximally mixed state \(\sigma\) with \((n, m) = (21, 22)\); and (c), (d) two random density matrices \(\rho_1\) and \(\rho_2\) with \((n, m_1, m_2) = (14, 18, 15)\) and \((11, 42, 30)\) respectively. The solid lines represent gama distribution approximation and the dashed lines are using Gaussian distribution approximation. The symbols (diamonds) have been obtained from spin-chain simulations.

For our analyses, we consider \(L = 10\) and \(L = 11\) for which the overall Hamiltonian sizes are \(2^{10} = 1024\) and \(2^{11} = 2048\), respectively. The parameters are set to \(J = 1\), \(h = 0.35\) and \(K = 0.7\). In the \(L = 10\) case, the largest block corresponding to \(S^z = 0\) sector is of size 252 and the corresponding spectral fluctuations match well with GUE. We use this with bipartitions \((n, m) = (12, 21)\) and \((14, 18)\). In the \(L = 11\) case, the largest block corresponds to \(S^z = 1/2\) sector and is of size 462. In this case, we consider the bipartitions \((n, m) = (11, 42), (14, 33)\) and \((21, 22)\). The spectral fluctuations for these blocks also show very good agreement with GUE.

In Tables VI-VI, we compile the squared Bures distance mean and variance datasets obtained from the spin-chain simulation using the above choices of dimensions, along with the corresponding RMT predictions. Moreover, in Fig. 5, we show the comparison of the corresponding PDFs. We can see from these comparisons that overall the agreement is satisfactory, although not as close as in the case of coupled kicked top system. This may be attributed to the observations that even the mid-spectrum eigenstates of complex many-body systems do show some deviation from the behavior of random states [69-71].

V. SUMMARY AND OUTLOOK

In this work, we have derived exact analytical expressions for the average fidelity and the variance of the squared Bures distance between a pair of density matrices, where one or both are random and taken from the Hilbert-Schmidt distribution. With the help of mean and variance, we also proposed a gamma-distribution-based approximation for the PDF of the square Bures distance. We verified our analytical results using Monte Carlo simulations of relevant random matrix models. We also compared our analytical results with the simulation results obtained using coupled-kicked-tops system and correlated spin-chain in a random magnetic field. We
found the agreement to be very good.

It would be interesting to compare the exact results derived here in other quantum chaotic and complex systems and thereby see the extent of agreement with RMT results. As far as analytical exploration is concerned, one may attempt to derive exact results for other distance measures which are useful in various contexts within quantum information theory, such as trace distance and Hellinger distance. Moreover, concerning the random density matrices, one may examine those from Bures-Hall measure which is also known to be an important class of distribution besides the Hilbert-Schmidt measure [77].

Appendix A: Proof of Eq. (23)

We derive here Eq. (23) by evaluating the various averages involved in it. We start with,

$$
\int_{-\infty}^{\infty} x R_1(x) dx = \int_{-\infty}^{\infty} x \frac{1}{\Delta(\{a\})} \sum_{i=1}^{N} \det[g_{j,k}^{(i)}(x)] \eta_{j,k}^{i}.
$$

(A1)

In the matrix $[g_{j,k}^{(i)}(x)]_{j,k=1}^{n}$ the $x$ variable appears only in one ($i$th) column. We can therefore push the $x$-integral in this column to perform the integral over the determinant. This step is readily justified by expansion of the determinant, application of the integral on individual terms and then recasting of the resulting expansion again as a determinant. Euler’s gamma function integral gives the elements of this column as

$$
\int_{-\infty}^{\infty} \frac{a_{j,m}^{m-i+1} e^{-a_{j,m}^{i}x} \Theta(x)}{\Gamma(m-i+1)} dx = a_{j}^{i-2}(m-i+1),
$$

(A2)

while rest of the $x$-independent columns remain unaltered, and hence we are led to Eq. (23).

In the same manner, we obtain

$$
\int_{-\infty}^{\infty} x^{1/2} R_1(x) dx = \frac{1}{\Delta(\{a\})} \sum_{i=1}^{N} \det[\eta_{i,j,k}^{i}] \eta_{j,k}^{i}.
$$

(A3)

where $\eta_{i,j,k}^{i}$ is as defined in Eq. (24). Now the first term in Eq. (22) involves the square of the above expression, i.e.,

$$
\int_{-\infty}^{\infty} x_{1}^{1/2} R_1(x_1) dx_1 \int_{-\infty}^{\infty} x_{2}^{1/2} R_2(x_2) dx_2
$$

$$
= \frac{1}{\Delta(\{a\})} \sum_{i,j,k=1}^{N} \det[\eta_{j,k}^{i}] \eta_{j,k}^{i},
$$

(A4)

To obtain the second term in Eq. (22), we notice that the kernel $S(x_1, x_2)$ can also be written by pulling the factor $x_{1}^{n-i} \Theta(x_1)$ appearing in the $i$th column matrix elements as

$$
S(x_1, x_2) = \frac{1}{\Delta(\{a\})} \sum_{i=1}^{n} x_{1}^{n-i} \Theta(x_1) \det[g_{j,k}^{(i)}(x_2)]^{n}.
$$

(A5)

where,

$$
\hat{g}_{j,k}^{(i)}(x) = \frac{a_{j,m}^{m-n} e^{-a_{j,m}^{i}x} \Theta(x)}{\Gamma(m-i+1)} k = i, \quad k \neq i.
$$

(A6)

Therefore, in the expression of $x_{1}^{1/2} x_{2}^{1/2} S(x_1, x_2) S(x_2, x_1)$, which involves double sum (over $i$ and $l$), the $x_1$ and $x_2$ dependences factorize. The factor $x_{2}^{n-i+1/2} \Theta(x_1)$ is now pushed in the $l$th column of the matrix contained in the determinant within $S(x_2, x_1)$. Similarly, the factor $x_{2}^{n-i+1/2} \Theta(x_2)$ in inserted in the $i$th column of the matrix contained in $S(x_1, x_2)$. The integrals over $x_1$ and $x_2$ can now be performed by focussing on these two columns. This results in the expression,

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x_{1}^{1/2} x_{2}^{1/2} S(x_1, x_2) S(x_2, x_1) dx_1 dx_2
$$

$$
= \frac{1}{\Delta(\{a\})} \sum_{i,j,k=1}^{N} \det[\eta_{j,k}^{i}] \eta_{j,k}^{i}.
$$

(A7)

The mixing of $i$ and $l$ indices should be noted here. Now, we subtract Eq. (A7) from Eq. (A4). This leads to the cancellation of $i = l$ terms in the two sums and we are left with

$$
\left\langle \sum_{i,j,k=1}^{n} \lambda_{j}^{i/2} \lambda_{k}^{i/2} \right| = \frac{1}{nm} \Delta(\{a\})
$$

$$
\times \sum_{i,j,k=1}^{n} \left( \det[\eta_{j,k}^{i}] \det[\eta_{j,k}^{i}] \right.
$$

$$
- \det[\eta_{j,k}^{i}] \det[\eta_{j,k}^{i}]\right).
$$

(A8)

Next, we split the $i \neq l$ sum into $i < l$ and $l > i$, followed by an interchange of the indices $i$ and $l$ in the second. Owing to the symmetry of the expressions in the two indices, we eventually obtain Eq. (23).

Appendix B: Proof of Eq. (30)

The correlation functions $\hat{R}_1(u)$ and $\hat{R}_2(u_1, u_2)$ for the eigenvalues $\{u_i\}$ of Wishart-Laguerre ensemble are given by

$$
\hat{R}_1(u) = \hat{S}(u, u),
$$

(B1)

$$
\hat{R}_2(u_1, u_2) = \hat{R}_1(u_1) \hat{R}_1(u_2) - \hat{S}(u_1, u_2) \hat{S}(u_2, u_1),
$$

(B2)
where the kernel \( \hat{S}(u_1, u_2) \) is expressible in terms of associated Laguerre polynomials \( L_j^{(b)}(u) \) as,

\[
\hat{S}(u_1, u_2) = u_1^{m-n}e^{-u_1/2} - u_2^{m-n}e^{-u_2/2} \times \sum_{j=0}^{n-1} \frac{j!}{(m-n+j)!} L_j^{(m-n)}(u_1)L_j^{(m-n)}(u_2) \Theta(u_1) \Theta(u_2).
\]

(B3)

We now calculate various averages required to derive the expression of mean fidelity when \( \sigma \) is a maximally mixed state. The eigenvalues \( \sigma \) of \( \hat{R} \) are, i.e., \( (\sum_{j=1}^{n} \alpha_j) \) can be expressed in terms of integral over \( u \) as, \( (n^2m)^{-1} \int_{-\infty}^{\infty} \hat{R}_1(u)du \). Now, this integral can be performed by plugging in the expression of \( \hat{R}_1(u) \) in terms of Laguerre polynomial. However, it is also seen that \( \int_{-\infty}^{\infty} \hat{R}_1(u)du = \langle tr W \rangle \) which equals \( mn \), following the discussion below Eq. (40). Hence, \( (\sum_{j=1}^{n} \alpha_j) = (n^2m)^{-1}(mn) = n^{-1} \).

The second average, as in Eq. (22), can be evaluated using the integrals appearing below,

\[
\left\langle \sum_{j,k=1}^{n} \lambda_j^{1/2} \lambda_k^{1/2} \right\rangle = \frac{1}{n^2m} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_1^{1/2} u_2^{1/2} \hat{R}_1(u_1, u_2)du_1du_2 = \frac{1}{n^2m} \int_{-\infty}^{\infty} u_1^{1/2} \hat{R}_1(u_1)du_1 \int_{-\infty}^{\infty} u_2^{1/2} \hat{R}_1(u_2)du_2 - \frac{1}{n^2m} \int_{-\infty}^{\infty} u_1^{1/2} u_2^{1/2} \hat{S}(u_1, u_2)S(u_2, u_1)du_1du_2.
\]

(B4)

We first examine the integral \( \int_{-\infty}^{\infty} u^{1/2} \hat{R}_1(u)du \). This can be evaluated by plugging in the expression of \( \hat{R}_1(u) \) in terms of associated Laguerre polynomials using the following identity due to Schrödinger [72]:

\[
\int_{0}^{\infty} z^q e^{-z} L_j^{(a)}(z)L_k^{(b)}(z)dz = (-1)^{j+k} \sum_{r=0}^{\min(j,k)} \binom{q-a}{j-r} \binom{q-b}{k-r} \frac{\Gamma(q+r+1)}{r!}; \quad r > -1.
\]

(B5)

We obtain,

\[
\int_{-\infty}^{\infty} u^{1/2} \hat{R}_1(u)du = \sum_{j=0}^{n-1} \frac{j!}{(m-n+j)!} \sum_{r=0}^{j} \frac{2}{j-r} \frac{\Gamma(m-n+r+3/2)}{r!}.
\]

(B6)

Next, using the summation formula obtained using Mathematica [80],

\[
\sum_{r=0}^{j} \left( \frac{1}{j-r} \right) \left( \frac{1}{k-r} \right) \frac{\Gamma(m-n+r+3/2)}{r!} = \left( \frac{1}{j} \right) \left( \frac{1}{k} \right) \frac{\Gamma(m-n+3/2)}{r!}.
\]

(B7)

we arrive at

\[
\int_{-\infty}^{\infty} u^{1/2} \hat{R}_1(u)du = \sum_{j=0}^{n-1} \frac{j! \Gamma(m-n+3/2)}{(m-n+j)!} \frac{\Gamma(2)}{2} \cdot \frac{1}{j} \left( \frac{1}{k} \right)
\]

(B8)

Interestingly, in Ref. [79], another expression for the above average has been obtained,

\[
\int_{-\infty}^{\infty} u^{1/2} \hat{R}_1(u)du = \sum_{j=0}^{n-1} \frac{j! \Gamma(m-n+3/2)}{(m-n+j)!} \frac{\Gamma(2)}{2} \cdot \frac{1}{j} \left( \frac{1}{k} \right)
\]

(B9)

It may be noted that the summands in Eqs. (B8) and (B9) are not equal. Now, using (B8), the first term in Eq. (B14) can be written as,

\[
\int_{-\infty}^{\infty} u^{1/2} \hat{R}_1(u)du = \sum_{j=0}^{n-1} \frac{j! \Gamma(m-n+3/2)}{(m-n+j)!} \frac{\Gamma(2)}{2} \cdot \frac{1}{j} \left( \frac{1}{k} \right)
\]

(B10)

Next, we evaluate the second term in Eq. (B4). Using again the kernel expression (B3) and the integration formula (B5), we obtain

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_1^{1/2} u_2^{1/2} \hat{R}_1(u_1, u_2) \hat{R}_1(u_1, u_2)du_1du_2 = \sum_{j=0}^{n-1} \sum_{k=0}^{j} \frac{j! \Gamma(m-n+3/2 + i)}{(m-n+j)!(m-n+k)!} \left( \frac{1}{k} \right) \left( \frac{1}{j} \right) \frac{\Gamma(m-n+3/2 + i)}{i!} \times \sum_{l=0}^{\min(j,k)} \binom{1/2}{j-i} \binom{1/2}{k-l} \frac{\Gamma(m-n+3/2 + l)}{l!}.
\]

(B11)

Now, noticing that the summand in the above expression is symmetric in \( j \) and \( k \), we split the sum into \( j = k \) and \( j < k \) terms and then use the result in Eq. (B7). This
expression in the Eq. (C2) using the result
\[ \sum_{j=0}^{c} \frac{\Gamma(j+b)}{j!} = \frac{\Gamma(b+c+1)}{b\Gamma(c+1)}. \]  

We further use Euler’s reflection formula to write \(\Gamma(-k-1/2) = (-1)^{k+1} \pi / \Gamma(k+3/2)\). With these in Eq. (C2), we obtain
\[
\int_{-\infty}^{\infty} y_1^{1/2} \tilde{R}_1(y_1) dy_1 \\
= 2 \sum_{k=0}^{n} \frac{\Gamma(k+3/2) \Gamma(k+v_1+3/2) \Gamma(k+v_2+3/2) \Gamma(n-k-1/2)}{k!(k+v_1)!(k+v_2)! (n-k)!}.
\]

As a consequence,
\[
\int_{-\infty}^{\infty} y_1^{1/2} \tilde{R}_1(y_1) dy_1 \int_{-\infty}^{\infty} y_2^{1/2} \tilde{R}_2(y_2) dy_2 \\
= \frac{4}{\pi^2} \sum_{j,k=1}^{n} (j+1/2)(j+v_1+1/2)(j+v_2+1/2)(n-j-1/2) \\
\times (k+1/2)(k+v_1+1/2)(k+v_2+1/2)(n-k+1-1/2).
\]

Now, we evaluate the second term in Eq. (42), using Eqs. (35) and (C1). We obtain
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y_1^{1/2} y_2^{1/2} \hat{S}(y_1, y_2) \hat{S}(y_2, y_1) dy_1 dy_2 \\
= \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \sum_{l=0}^{n-1} \sum_{m=0}^{n-1} (-1)^{i+j} \\
\times \frac{1}{k!(k+v_1)!(k+v_2)!(l-k)!} \\
\times \frac{\Gamma(j+v_1+3/2) \Gamma(j+v_2+3/2) \Gamma(l-j-1/2)}{\Gamma(-j-1/2)} \\
\times \frac{\Gamma(k+v_1+3/2) \Gamma(k+v_2+3/2) \Gamma(i-k-1/2)}{\Gamma(-k-1/2)}.
\]

In the next step, we use the identity in Eq. (C3) to interchange the orders of the summation involving \((i, j)\) pair and over \((l, k)\) pair. Afterwards, we perform the summations over \(i\) and \(l\) using the result in Eq. (C4). This
leaves us with,

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y_1^{1/2} y_2^{1/2} \tilde{S}(y_1, y_2) \tilde{S}(y_2, y_1) dy_1 dy_2
\]

\[
= \sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \frac{(-1)^j (-1)^k}{j!(j + v_1)(j + v_2)(k + v_1)(k + v_2)k!}
\times \frac{\Gamma(j + v_1 + \frac{1}{2}) \Gamma(j + v_2 + \frac{1}{2}) \Gamma(k + v_1 + \frac{3}{2}) \Gamma(k + v_2 + \frac{3}{2})}{\Gamma(-j - 1/2) \Gamma(-k - 1/2)}
\times \frac{\Gamma(n - j - 1/2) \Gamma(n - k - 1/2)}{(j - k)(n - j)(n - k)}.
\]

We now use Euler’s reflection formula for \(\Gamma(-j - 1/2)\) and \(\Gamma(-k - 1/2)\), shift the summation indices to run from 1 to \(n\), and express ratio of Gamma functions in terms of Pochhammer symbols. This gives,

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y_1^{1/2} y_2^{1/2} \tilde{S}(y_1, y_2) \tilde{S}(y_2, y_1) dy_1 dy_2
\]

\[
= \frac{1}{\pi^2} \sum_{j=1}^{n} \sum_{k=1}^{n} \frac{1}{1/4 - (j - k)^2}
\times (j)_{1/2} (j + v_1)_{1/2} (j + v_2)_{1/2} (n - j + 1)_{-1/2}
\times (k)_{1/2} (k + v_1)_{1/2} (k + v_2)_{1/2} (n - k + 1)_{-1/2}.
\]

Now, subtracting \((C9)\) from \((C6)\), we obtain

\[
\int_{-\infty}^{\infty} y_1^{1/2} \tilde{R}_1(y_1) dy_1 \int_{-\infty}^{\infty} y_2^{1/2} \tilde{R}_2(y_2) dy_2
\]

\[
- \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y_1^{1/2} y_2^{1/2} \tilde{S}(y_1, y_2) \tilde{S}(y_2, y_1) dy_1 dy_2
\]

\[
= \frac{4}{\pi^2} \sum_{j=1}^{n} \sum_{k=1}^{n} \frac{(j - k)^2}{(j - k)^2 - 1/4}
\times (j)_{1/2} (j + v_1)_{1/2} (j + v_2)_{1/2} (n - j + 1)_{-1/2}
\times (k)_{1/2} (k + v_1)_{1/2} (k + v_2)_{1/2} (n - k + 1)_{-1/2}.
\]

Equation (43) then follows by noticing that the summand in the above expression is symmetric in \(j\) and \(k\), and that \(j = k\) term vanishes.
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