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ABSTRACT

Magnetization in highly conductive plasmas is ubiquitous to astronomical systems. Flows in such media can be described by three path functions $\Lambda$, or, for a steady flow, by two stream functions $\lambda$, and an additional field such as mass density $\rho$, velocity $v$, or travel time $\Delta t$. While typical analyses of a frozen magnetic field $B$ are problem-specific and involve nonlocal gradients of the fluid element position $x(t)$, we derive the general, local (in $\Lambda$ or $\lambda$ space) solution $B = (\partial x/\partial \Lambda) B_0 \rho/\rho_0$, where Lagrangian constants denoted by a tilde are directly fixed at a boundary hypersurface $\tilde{H}$ on which $B$ is known. For a steady flow, $B/B_0 = (\partial x/\partial \lambda) B_0 + \nu \nabla \cdot \tilde{E}$; here the electric field $E \sim (\tilde{B} \cdot \nabla \lambda - \tilde{B} \cdot \nabla \lambda_{12})/\rho$ depends only on $\lambda$, and the boundary conditions. Illustrative special cases include compressible axisymmetric flows and incompressible flows around a sphere, showing that viscosity and compressibility enhance the magnetization and lead to thicker boundary layers. Our method is especially useful for directly computing electric fields, and for addressing upstream magnetic fields that vary in spacetime. We thus estimate the electric fields above heliospheres and magnetospheres, compute the draping of magnetic substructure around a planetary body, and demonstrate the resulting inverse polarity reversal layer. Our analysis can be immediately incorporated into existing hydrodynamic codes that are based on stream or path functions, to passively evolve the electromagnetic fields in a simulated flow. Furthermore, in such a prescription the electromagnetic fields are frozen onto the grid, so it may be developed into a fully magnetohydrodynamic, efficient simulation.

Key words: galaxies: magnetic fields – ISM: magnetic fields – magnetohydrodynamics (MHD) – planets and satellites: magnetic fields

1. INTRODUCTION

Magnetic fields frozen in highly conductive plasmas are studied in diverse astronomical systems. Examples include the solar corona, plasmas and wave functions (e.g., Longcope 2005; Zhang & Low 2005), planetary magnetospheres and bow shocks (e.g., Spreiter & Alksne 1970; Spreiter & Stahara 1995; Zhang et al. 2004; Corona-Romero & Gonzalez-Esparza 2013), the interstellar medium (ISM; e.g., Price & Bate 2008; Li et al. 2011; Padovani et al. 2014), in particular where it meets the solar wind (Parker 1961; Aleksashov et al. 2000; Whang 2010), and the intergalactic medium (IGM) of galaxy clusters and galaxy clusters (Benzel 1997; Kim et al. 1991; Vuklin and et al. 2001; Keshtet et al. 2010; Brüggen 2013). For general reviews of magnetization in astronomical systems, see Widrow (2002) and Vallée (2011).

In such systems, magnetization away from shocks and reconnection regions can be typically approximated using ideal magnetohydrodynamics (MHD), on a background ranging from a simple axisymmetric flow around a blunt object to complicated, turbulent motions. The passive evolution of magnetic fields frozen in a given flow is thus important in space physics, astrophysics, applied mathematics, and computational physics (e.g., Ranger 1997; Sekhar 2003; Sekhar et al. 2005; Bennett 2008). However, present derivations of the magnetic field evolution in a general flow are inherently nonlocal.

Formally, the ideal MHD equations can be solved to give (Elsässer 1956)

$$B = \frac{\rho}{\rho_0} (\tilde{B} \cdot \nabla) x,$$  \hspace{1cm} (1)

where $B$ is the magnetic field, $\rho$ is the mass density, $x$ is the position of the fluid element, and a tilde denotes (henceforth) a Lagrangian constant evaluated on a reference hypersurface $\tilde{H}$, on which $B$ is known. Thus, $\nabla \equiv \frac{\partial}{\partial \lambda}$ is a non-local operator, acting in the vicinity of $\tilde{H}$, rather than around $x$. Therefore, to derive $B$ from Equation (1), one must essentially integrate first over the flow to compute the mapping of $x$ on $\tilde{H}$.

Here we show that $B$ and $\tilde{E}$ can be locally and simply computed for a general flow, by working in the space spanned by the path functions or stream functions that describe the dynamics. Such functions exist as long as particle diffusion can be neglected (Yih 1957). Stream functions describe steady flows, and are also known as the Euler or Clebsch potentials of the mass flux (Euler 1769; Clebsch 1859). Path functions describe time-dependent flows, and are sometimes referred to as material functions (Van Roessel & Hui 1991; Loh & Hui 2000).

Thus, the dynamics of time dependent flows can be fully described by three path functions, $\Lambda_{1,2,3}$ (Yih 1957, in three spatial dimensions; used henceforth and denoted 3D). The dynamics of steady flows can be fully described by two stream functions, $\lambda_{1,2}$, which fix the mass flux $j \equiv \rho v$ (Giese 1951), and an additional field $\varphi$ such as $\rho$, the velocity $v$, or the travel time $\Delta t$. (Here we ignore an additional thermal quantity, such as temperature or pressure, which is needed to fully describe the flow but is unnecessary for our purposes.) Path (stream) functions are useful in picturing the flow, because their equivalue surfaces intersect at pathlines (streamlines), the trajectories of fluid elements in spacetime (in space).

For simplicity, we focus on non-relativistic flows, with negligible particle diffusion, in the ideal MHD limit. Arbitrary flows are considered, including those involving discontinuity.
2. EVOLVING ELECTROMAGNETIC FIELDS

We begin in Section 2.1 by introducing the MHD equations, and switching to a Lagrangian perspective. Next, we analyze the evolution of $B$ for arbitrary steady (in Section 2.2) and time-dependent (in Section 2.3) flows. To demonstrate the consistency of these two frameworks, in Section 2.4, an arbitrary steady flow is analyzed using the time-dependent formalism.

2.1. Two Viewpoints of the Relation $B \propto \rho l$

Let $l$ be an infinitesimal vector adjoining nearby fluid elements that lie on the same magnetic field line (henceforth: length element). The magnetic field can be shown to evolve in proportion to $\rho l$ (e.g., Landau & Lifshitz 1960). We derive this relation in an Eulerian picture in Section 2.1.1, and in a Lagrangian framework in Section 2.1.2.

2.1.1. Eulerian Picture

The ideal MHD equations,

\[ \nabla \cdot B = 0; \]  
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0; \]  
\[ \frac{\partial B}{\partial t} = \nabla \times (\mathbf{v} \times B); \]  
\[ \mathbf{E} = -\frac{\mathbf{v}}{c} \times \mathbf{B}, \]

can be combined (e.g., Landau & Lifshitz 1960) to give the Helmholtz equation

\[ \frac{d}{dt} \left( \frac{\mathbf{B}}{\rho} \right) = \left( \frac{\mathbf{B}}{\rho} \cdot \nabla \right) \mathbf{v}. \]  

Here, $\mathbf{E}$ is the electric field, and $c$ is the speed of light.

As $l$ is fixed to the flow, it satisfies the equation

\[ \frac{dl}{dt} = (l \cdot \nabla) \mathbf{v}. \]  

Comparing Equations (6) and (7) indicates that as $(B/\rho)$ and $l$ evolve, their ratio remains constant, such that

\[ B = \frac{\bar{B}}{\rho} \frac{l}{\bar{l}}. \]  

This equation holds for both steady and time-dependent flows, and even across surfaces of discontinuity. Using Equation (8) to evolve $B$ from $\bar{B}$ guarantees that the MHD equations are satisfied everywhere, assuming continuity and that Gauss’ law holds on $\bar{B}$; see Appendix A. In our non-relativistic, ideal MHD limit, $E$ is small, and may be estimated from Equation (5) once $B$ is known.

2.1.2. Lagrangian Picture

For the subsequent analysis, it is useful to visualize the magnetic field amplitude as proportional to the density of field lines, i.e. inversely proportional to the distance $\psi$ between them. Therefore, $B$ in the direction $\bar{l}$ is inversely proportional to the perpendicular (to $\bar{l}$) area element $\bar{A}$ spanned by two such distances, $\psi_1$ and $\psi_2$. Hence,

\[ B = \frac{\bar{B}}{\bar{A}} \bar{l}; \]  

where $A = \bar{l} \cdot (\psi_1 \times \psi_2)$ is assumed infinitesimally small. As the mass $\rho A l$ of the fluid element in the parallelogram spanned by $(l, \psi_1, \psi_2)$ is constant, $\bar{A}/A = \rho l/(\bar{\rho} \bar{l})$, and we recover Equation (8).
The flow can be fully determined by specifying two stream functions, \( \lambda_k \), where \( \kappa \in \{1, 2\} \) (henceforth), and an additional scalar field \( \varphi \) (Giese 1951). Two surfaces, defined by constant values of the stream functions, intersect along a streamline, so
\[
\mathbf{v} \cdot \nabla \lambda_k = 0. 
\]
(10)
This equation, along with the time-independent continuity equation
\[
\nabla \cdot (\rho \mathbf{v}) = 0,
\]
(11)
are identically satisfied by the \( \lambda \) gauge (Yih 1957)
\[
\frac{\rho \mathbf{v}}{\rho} = (\nabla \lambda_1 \times \nabla \lambda_2) = \begin{vmatrix} \dot{x}_1 & \dot{x}_2 & \dot{x}_3 \\ \frac{\partial \lambda_1}{\partial x_1} & \frac{\partial \lambda_1}{\partial x_2} & \frac{\partial \lambda_1}{\partial x_3} \\ \frac{\partial \lambda_2}{\partial x_1} & \frac{\partial \lambda_2}{\partial x_2} & \frac{\partial \lambda_2}{\partial x_3} \end{vmatrix},
\]
(12)
where the determinant, as written without Lamé coefficients, is valid only in Cartesian coordinates. We use stream functions (and later, path functions) as coordinates. For convenience, we take them in units of length by introducing the overall normalizations denoted by breve (henceforth; e.g., \( \rho / \rho \) is a dimensionless mass density). Equation (12), which is similar to the Clebsch representation for the mass flux (e.g., Stern 1967), indicates that \( \rho \mathbf{v} \) cannot be chosen as the independent \( \varphi \), and that swapping \( \lambda_1 \) and \( \lambda_2 \) would reverse the flow.

In order to parameterize the position of fluid elements in the volume spanned by the flow, we must introduce, in addition to \( \lambda_1 \) and \( \lambda_2 \), a third variable \( q(x) \), not necessarily equal to \( \varphi \). The surfaces defined by \( \lambda_1, \lambda_2, \) and \( q \) may never overlap; namely, the vectors
\[
\mathbf{A}_1 = \nabla \lambda_1; \quad \mathbf{A}_2 = \nabla \lambda_2; \quad \mathbf{A}_3 = \left( \frac{\mathbf{v}}{v_q} \right) \nabla q
\]
(13)
cannot be coplanar anywhere in the flow (except at stagnation points, where the analysis breaks down; see below). Here, \( v_q \equiv dq/dt = \mathbf{v} \cdot \nabla q \) is the rate of change in \( q \) along the flow (in units of \( q/\ell \)). The normalization factor \( (v/v_q) \) is included to keep the \( \{ \mathbf{A}_j \} \) basis dimensionless. The freedom in the choice of \( q \) will be utilized in Section 2.2.2.

It is useful to introduce the reciprocal basis \( \mathbf{a}_j = \mathbf{A}_j^{-1} \), defined (e.g., Kishan 2007) by \( \mathbf{a}_j \cdot \mathbf{A}_j = \delta_{ij} \), where \( \delta_{ij} \) is Kronecker’s delta. Namely,
\[
a_1 \equiv \frac{\partial x}{\partial \lambda_1} \bigg|_q; \quad a_2 \equiv \frac{\partial x}{\partial \lambda_2} \bigg|_q; \quad a_3 \equiv \frac{v_q}{v} \frac{\partial x}{\partial q} \bigg|_\lambda = \hat{\mathbf{v}}.
\]
(14)
Here, \( \lambda \equiv \{ \lambda_1, \lambda_2 \} \), and it is understood (henceforth) that derivatives with respect to \( \lambda_1, \lambda_2 \) are taken at a fixed \( \lambda_2 (\lambda_1) \). Like \( \{ \mathbf{A}_j \} \), the reciprocal basis too is dimensionless, and is nowhere coplanar. The \( \mathbf{a}_j \) are not necessarily perpendicular to one another, and that the \( q \)-dependent \( a_{1,2} \) are not necessarily unit vectors.

An advantage of the \( \{ \mathbf{a}_j \} \) basis is that the \( \kappa = \{1, 2\} \) components of any vector \( \mathbf{V} \) in this basis are independent of \( q \), as
\[
\mathbf{V} = V_a \mathbf{a}_c + V_a \mathbf{a}_3 = \begin{bmatrix} V_1 \\ V_2 \\ V_3 \end{bmatrix} = \begin{bmatrix} V \cdot \mathbf{A}_1 \\ V \cdot \mathbf{A}_2 \\ V_v \mathbf{A}_3 \end{bmatrix} = \begin{bmatrix} V \cdot \nabla \lambda_1 \\ V \cdot \nabla \lambda_2 \\ v_v \cdot \mathbf{A}_3 \end{bmatrix}. 
\]
(15)
Moreover, for \( \mathbf{l} \), the \( \kappa \) components \( l_\kappa \) are conserved along streamlines, as we show below. We use (henceforth) square brackets to denote vectors in the reciprocal basis, which in general is neither orthogonal nor normalized, and reserve round brackets for vectors in orthonormal (in particular, cylindrical, except in Sections 4.3 and 5.1) bases.

Now, consider two infinitesimally close fluid elements, which at some instant are at the locations \( \mathbf{x} (\lambda_k, q) \) and
\[
\mathbf{x} + \mathbf{l} = \mathbf{x} (\lambda_\kappa + l_\kappa, q + \delta_q)
\]
(16)
where we generalized the Einstein summation rule also for stream function indices \( \kappa = \{1, 2\} \) (and, later on, for path function indices \( \alpha = \{1, 2, 3\} \)). As the \( \lambda \) of each of the two fluid elements is conserved along the flow, the intervals \( l_\kappa = \tilde{l}_\kappa \) are constant along the streamline.

Henceforth, we work to first order in the infinitesimal \( \mathbf{l} \), such that
\[
\mathbf{l} = l_c \mathbf{a}_c + l_3 \mathbf{a}_3 = \tilde{l}_c \mathbf{a}_c + l_3 \mathbf{a}_3 = \begin{bmatrix} \tilde{l}_1 \\ \tilde{l}_2 \\ l_3 \end{bmatrix}
\]
(17)
where \( l_3 = v \delta_q / v_q \). As \( l_c = \tilde{l}_c \), the \( \kappa \) components of \( \mathbf{l} \) in the reciprocal basis are indeed seen to be constant along the streamline. In contrast, \( l_3 \) is in general not conserved. The evolution of \( \mathbf{l} \) and its decomposition in the reciprocal basis are illustrated in Figure 1.

In order to evaluate \( l_3 \), consider the travel time \( \Delta t \) of a fluid element from \( H \) to the position \( \mathbf{x} \),
\[
\Delta t (\mathbf{x}) = \int_{q(\mathbf{x})}^{q(\mathbf{x}')} dq' / v_q.
\]
(18)

**Figure 1.** Illustration of magnetic field evolution in the flow around a blunt object (green half disk), starting from a boundary hypersurface \( H \) (dashed cyan curve). A magnetic field line \( B \) (dot-dashed red curve) is locally represented by an infinitesimal vector \( \mathbf{l} \) (thick red arrow), adjoining two fluid elements (pink disks) that are initially along \( B \), and advected along streamlines (thin black arrows with stream function labels). In the reciprocal basis, \( \mathbf{l} \) is decomposed (see labels) into components parallel to the streamline (\( \delta \mathbf{a}_c \), purple arrows) and along the (constant \( q \)) stream function gradients (\( l_3 \mathbf{a}_3 \), blue arrows; here initially confined to \( H \) for the specific choice \( q = \Delta \ell \); see Section 2.2.2).
During the same time, the \( x + l \) fluid element travels from \( \tilde{q} + \tilde{\delta}_q \) (not necessarily on \( \tilde{H} \)) to \( q + \delta_q \), so

\[
\int_{\tilde{q}}^{q} \frac{dq'}{v_q(\lambda_c, q')} = \Delta t = \int_{\tilde{q} + \tilde{\delta}_q}^{q + \delta_q} \frac{dq'}{v_q(\lambda_c + l_c, q')}. \tag{19}
\]

Expanding to first order in \( l \) indicates that

\[
\delta_q = \frac{\delta \tilde{q}}{v_q} - l_c \left( \frac{\partial \Delta t}{\partial \lambda_c} \right)_{q, \tilde{q}}. \tag{20}
\]

where derivatives of \( \Delta t = \Delta t(\tilde{\lambda}, q, \tilde{q}) \) with respect to \( \lambda_1 \) or \( \lambda_2 \) are taken (henceforth) with the other three arguments of \( \Delta t \) fixed. The component \( l_3 \) can now be related to the Lagrangian constants through

\[
l_3 = \frac{\delta q}{v_q} = l_c - v_l \frac{\partial \Delta t}{\partial \lambda_c}. \tag{21}
\]

If a surface of constant \( q \) overlaps with one of the constant \( \lambda_c \) surfaces, \( v_q \) vanishes and Equation (20) is rendered invalid; a piecewise analysis may still be possible. The analysis breaks down at stagnation points, where \( \Delta t \) (and so also \( l \) and \( B \)) diverges.

Finally, the length element \( l \) is now given, throughout the flow connected to \( \tilde{H} \), by

\[
l = l_c a_c + \frac{v}{v_l} \left( \tilde{l}_3 - \tilde{l}_c \frac{\partial \Delta t}{\partial \lambda_c} \right) = \begin{bmatrix} \tilde{l}_1 \\ \tilde{l}_2 \\ \frac{v}{v_l} \tilde{l}_3 \end{bmatrix} - \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \frac{\partial \Delta t}{\partial \lambda_c}. \tag{22}
\]

Note that in addition to \( a_c \), the \( \Delta t \) derivative also depends on \( q \). It can be written as

\[
\frac{\partial \Delta t}{\partial \lambda_c} = \left( \frac{\partial \Delta t}{\partial \lambda_c} \right)_{q, \tilde{q}} = \int_{\tilde{q}}^{q} \left( \frac{\partial \delta_q^{-1}}{\partial \lambda_c} \right) dq'. \tag{23}
\]

The Lagrangian constants are computed at \( \tilde{x} \), where the streamline meets \( \tilde{H} \). The point \( \tilde{x}(x) \) can be computed by inverting \( \tilde{H}(\tilde{x}) \), as \( \lambda(x) = \tilde{\lambda}(\tilde{x}) \) is given, and remains constant along the streamline. The components \( \tilde{l}_j \) are found by projecting \( l \) onto the reciprocal basis as in Equation (15),

\[
\tilde{l}_c = l \cdot \nabla \lambda_c = (l \cdot \nabla \lambda_c)_{\tilde{H}} \quad \text{and} \quad \tilde{l}_3 = \left( \frac{v}{v_q} l \cdot \nabla q \right)_{\tilde{H}}. \tag{24}
\]

Equations (8) and (22) yield the magnetic field, as

\[
\frac{\tilde{B}}{\rho} = \tilde{B}_l \begin{bmatrix} \tilde{B}_1 \\ \tilde{B}_2 \\ \frac{v}{v_l} \tilde{B}_3 \end{bmatrix} - \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \frac{\partial \Delta t}{\partial \lambda_c}, \tag{25}
\]

where the Lagrangian constants \( \tilde{B}_j = (\tilde{B} / \tilde{l}) \tilde{l}_j \) are fixed by the projection Equation (15) on \( \tilde{H} \),

\[
\tilde{B}_c = (B \cdot \nabla \lambda_c)_{\tilde{H}} \quad \text{and} \quad \tilde{B}_3 = \left( \frac{v}{v_q} B \cdot \nabla q \right)_{\tilde{H}}. \tag{26}
\]

Next, consider the electric field \( E \). The vector product \((v \times B)\) in Equation (5) eliminates the \( a_3 \) terms in Equation (25), leaving

\[
E = \frac{\rho}{\epsilon c} \left( \tilde{B}_2 \nabla \lambda_1 - \tilde{B}_1 \nabla \lambda_2 \right). \tag{27}
\]

Therefore, \( E \) is entirely determined by the stream functions, independent of \( \varphi \), once \( B \) and \( \rho \) are given on \( \tilde{H} \). Notice that deriving the electric field directly from the stream (and below, from the path) functions is computationally much simpler than first computing the magnetic field, which typically involves integration, and then using Ohm’s law to find \( E \).

2.2.2. Choice of a Third Variable \( q(x) \)

There are various choices for the third variable, \( q \), depending on the specific problem at hand. A useful choice is the travel time \( \Delta t \), which in some cases is easily estimated or computed. For \( q = \Delta t \), which is the specific case illustrated in Figure 1, Equations (22) and (25) reduce to

\[
l = l_c \left( \frac{\partial \delta}{\partial \lambda} \right)_{\Delta t} + \frac{v_q}{v_l} l_3 = \begin{bmatrix} \tilde{l}_1 \\ \tilde{l}_2 \\ \frac{v}{v_q} l_3 \end{bmatrix}, \tag{28}
\]

and

\[
B = \begin{bmatrix} \tilde{B}_1 \\ \tilde{B}_2 \\ \frac{v}{v_q} \tilde{B}_3 \end{bmatrix} \frac{\rho}{\tilde{r}}. \tag{29}
\]

Notice that Equation (28) could have been directly inferred from the reciprocal basis projection Equation (15), by noting that \( l \cdot \nabla (\Delta t) = \Delta t (x + l) - \Delta t (x) + O(l^3) \) is constant (to first order) along a streamline, as this is the difference between the travel times of two nearby fluid elements.

In the case of an irrotational flow, a potential \( \Phi \) can be defined such that \( \nabla = \nabla \Phi \), where the normalization factor assigns \( \Phi \) with units of length. Here we may choose \( q = \Phi \), and read \( l \) and \( B \) off Equations (22) and (25), respectively, with the time derivative term (see Equation (23))

\[
\frac{\partial \Delta t}{\partial \lambda_c} = \left( \frac{\partial \delta}{\partial \lambda} \right)_{\Phi, \Phi} = \frac{\tilde{r}}{\tilde{r}} J_{\Phi} d\Phi \left( \frac{\partial \varphi^{-2}}{\partial \lambda_c} \right)_{\Phi}. \tag{30}
\]

Equipotential surfaces are perpendicular to the streamlines, so here \( a_1 \) and \( a_2 \) are conveniently perpendicular to \( a_3 \). In simple, e.g., axisymmetric flows where \( a_1 \) and \( a_2 \) are perpendicular to each other, the reciprocal basis thus becomes orthogonal.

Among the infinite other possible choices of \( q \), noteworthy are the natural coordinates of the flow, for example the axial coordinate \( z \) in simple axisymmetric flows, and the length \( s(x) \) of the streamline from \( \tilde{H} \) to \( x \). In general, the simplest variable which is monotonic along the flow is advantageous.

2.3. Time-dependent Flow Magnetization

A time-dependent flow can be fully specified by three path functions, \( \lambda_{c=1,2,3} \), when particle diffusion can be neglected (Yih 1957). Three spacetime manifolds, defined by some constant values of these path functions, intersect along a
pathline. Therefore, along the flow
\[
\frac{d\Lambda_\alpha(x,t)}{dt} = \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) \Lambda_\alpha(x,t) = 0,
\]
which determines \(v\) through
\[
\nu = -\epsilon_{ijk} \left( \frac{\partial \Lambda_i}{\partial t} \right) (\nabla \Lambda_j \times \nabla \Lambda_k) = \frac{2}{2(\nabla \Lambda_1 \times \nabla \Lambda_2) \cdot \nabla \Lambda_3},
\]
where \(\epsilon_{ijk}\) is the Levi-Civita symbol. The continuity Equation (3) is then identically satisfied by the \(\Lambda\) gauge (Yih 1957)
\[
\rho = \frac{\rho}{\nu} \mathbf{v} = -\left( \nabla \Lambda_1 \times \nabla \Lambda_2 \right) \cdot \nabla \Lambda_3.
\]
Equations (32) and (33) can be written as (Yih 1957)
\[
\frac{\rho}{\nu} \left( \frac{1}{v} \right) = \frac{\rho}{\nu} (1 + v) = \begin{vmatrix}
\dot{x}_1 & \dot{x}_2 & \dot{x}_3 & 1 \\
\frac{\partial \Lambda_1}{\partial x_1} & \frac{\partial \Lambda_1}{\partial x_2} & \frac{\partial \Lambda_1}{\partial x_3} & \frac{\partial \Lambda_1}{\partial t} \\
\frac{\partial \Lambda_2}{\partial x_1} & \frac{\partial \Lambda_2}{\partial x_2} & \frac{\partial \Lambda_2}{\partial x_3} & \frac{\partial \Lambda_2}{\partial t} \\
\frac{\partial \Lambda_3}{\partial x_1} & \frac{\partial \Lambda_3}{\partial x_2} & \frac{\partial \Lambda_3}{\partial x_3} & \frac{\partial \Lambda_3}{\partial t}
\end{vmatrix}
\]
where \(1\) is a unit vector in some non-spatial dimension, and the determinant, as written without Lamé coefficients, holds only in Cartesian coordinates. Equivalently (Van Roessel & Hui 1991), if \(v^\alpha \equiv (1, v)\),
\[
\frac{\rho}{\nu} v^\alpha = -\epsilon^{\alpha\beta\gamma\delta} \frac{\partial \Lambda_1}{\partial x_\beta} \frac{\partial \Lambda_2}{\partial x_\gamma} \frac{\partial \Lambda_3}{\partial x_\delta} \frac{1}{\partial x^\alpha},
\]
where \(\{\alpha, \beta, \gamma, \delta\}\) are four-indices, \(x^0 \equiv t\), and \(\epsilon^{\alpha\beta\gamma\delta}\) is the four-dimensional Levi-Civita symbol.

To parameterize spacetime using the path functions \(\Lambda_1, \Lambda_2,\) and \(\Lambda_3\), we normalize them in units of length, and introduce a fourth coordinate, \(Q(x, t)\). The fourth coordinate can be chosen arbitrarily, as long as the equivalent hypersurfaces of the four parameters never overlap.

Define \(I\) as the distance between two simultaneous, infinitesimally close spacetime events,
\[
x^\mu (\Lambda_\alpha, Q) = \begin{pmatrix} t \\ x \end{pmatrix}
\]
and
\[
\begin{pmatrix} t \\ x + I \end{pmatrix} = x^\mu + dx^\mu = x^\mu (\Lambda_\alpha + \Lambda_\alpha, Q + \delta Q)
\]
\[
= x^\mu + \Lambda_\alpha \frac{\partial x^\mu}{\partial \Lambda_\alpha} + \delta Q \frac{\partial x^\mu}{\partial Q} + O(I^2).
\]
As \(x^\mu = x^\mu (\Lambda_\alpha, Q)\), derivatives with respect to \(Q\) or one of the \(\Lambda_\alpha\) are understood as taken with the other three arguments fixed. Here, the infinitesimal \(\Lambda_\alpha = \tilde{\Lambda}_\alpha\) are constant along the pathline, because they are the differences between the conserved path function values. In contrast, \(\delta Q\) varies in general along the pathline.

Working to first order in \(I\), the spacetime length element is now given by
\[
\begin{pmatrix} 0 \\ I \end{pmatrix} = \tilde{\Lambda}_\alpha \frac{\partial I}{\partial \Lambda_\alpha} + \frac{\delta Q}{\nu} \left( \frac{1}{v} \right).
\]
where we defined \(\nu = dQ/dt\) as the rate of change in \(Q\) along the flow (in units of \(Q/t\)). The vanishing temporal component requires
\[
\frac{\delta Q}{\nu} = -L_\alpha \frac{\partial t}{\partial \Lambda_\alpha},
\]
so the spatial component gives
\[
I = L_\alpha \left( \frac{\partial x}{\partial \Lambda_\alpha} - \nu \frac{\partial t}{\partial \Lambda_\alpha} \right).
\]
Taking the scalar product of this result with \(\nabla \Lambda_\alpha\), and using Equation (31) and the chain rule, implies that the constant \(\tilde{L}_\alpha\) satisfy
\[
L_\alpha = I \cdot \nabla \Lambda_\alpha = \left( I \cdot \nabla \Lambda_\alpha \right)_{\tilde{H}},
\]
and are independent of \(Q\). They may thus be determined at any position where \(I\) is known, in particular on \(\tilde{H}\).

Finally, combining Equations (8) and (40) yields
\[
B = \tilde{B}_\alpha \rho \left( \frac{\partial x}{\partial \Lambda_\alpha} - \nu \frac{\partial t}{\partial \Lambda_\alpha} \right),
\]
where the Lagrangian constants \(\tilde{B}_\alpha \equiv (\tilde{B}/\tilde{I})\tilde{L}_\alpha\) can be determined using
\[
\tilde{B}_\alpha = \tilde{B} \cdot \nabla \Lambda_\alpha = (B \cdot \nabla \Lambda_\alpha)_{\tilde{H}}.
\]
As in the time-independent case, here too there is considerable freedom in choosing \(Q\). A useful choice is the temporal coordinate, \(Q = t\), for which Equation (40) reduces to
\[
I = \tilde{L}_\alpha \left( \frac{\partial x}{\partial \Lambda_\alpha} \right)_{t}.
\]
The time-dependent vectors \((\partial x/\partial \Lambda_\alpha)_t\) can now be identified as the generalizations of the reciprocal basis vectors found for steady flows; see Equations (14) and (17). Equation (42) now gives the magnetic field,
\[
B = \tilde{B}_\alpha \rho \left( \frac{\partial x}{\partial \Lambda_\alpha} \right)_{t}.
\]
Other choices of \(Q\) may be advantageous in certain circumstances.

The electric field in a time-dependent flow becomes, according to Equations (5) and (42),
\[
E = \epsilon_{ijk} \tilde{B}_\alpha \left( \frac{\partial \Lambda_j}{\partial \Lambda_\alpha} \right) \nabla \Lambda_k.
\]

2.4. Time-dependent Description of a Steady Flow
To ascertain that Sections 2.2 and 2.3 are mutually consistent, we consider an arbitrary steady flow, and regard it as time-dependent. If the steady flow is characterized by the stream functions \(\lambda_1\) and \(\lambda_2\), we can choose two path functions as time independent,
\[
\Lambda_1 = \lambda_1 \quad \text{and} \quad \Lambda_2 = \lambda_2.
\]
Solving Equations (32) and (33) with the aid of Equation (12) and the definitions of Section 2.2, we find that the third path
function must be
\[ \Lambda_3 = \hat{v}(t - \Delta t). \]  
(48)

We can now use the time-dependent results of Section 2.3, and attempt to reproduce the steady flow results of Section 2.2.

For simplicity, we choose \( Q = t \), such that the solution Equation (44) for \( I \) in the time dependent regime gives
\[
I = \hat{L}_w \left( \frac{\partial x}{\partial \lambda_x} \right)_{\lambda_x,t} + \hat{L}_3 \left( \frac{\partial x}{\partial \lambda_3} \right)_{\lambda_3,t} \\
= \hat{L}_w \left( \frac{\partial x}{\partial \lambda_x} \right)_{\Delta t,t} + \left( -\hat{L}_3 \frac{\hat{v}}{v} \right) v. 
\]  
(49)

This is formally identical to Equation (28), derived for a steady flow under the choice \( q = \Delta t \), provided that one may consistently identify \( \hat{L}_w = \hat{L}_w \) and \( \hat{L}_3 = -\hat{L}_3 (\hat{v}/v) \). Indeed, Equation (41) yields \( \hat{L}_w = I \cdot \nabla \lambda_x = I \cdot \nabla \lambda_x = \hat{k}_x \), and, on \( \hat{H} \), \( \hat{L}_3 = I \cdot \nabla \lambda_3 = -\hat{v} \cdot \nabla (\Delta t) = -(\hat{v}/v) \).

In conclusion, the time-dependent analysis with \( Q = t \) yields the time-independent analysis with \( q = \Delta t \), when applied to a steady flow. This shows that the two formalisms, involving path functions and stream functions, are consistent with each other.

With the above \( \Lambda_x \), the time-dependent electric field in Equation (46) directly reduces to the time-independent \( E \) in Equation (27), as \( \partial \lambda_3/\partial t = \hat{v} \delta_{3,j} \).

3. STEADY AXISYMMETRIC FLOW MAGNETIZATION

3.1. General Analysis in Cylindrical Coordinates

Consider a steady, axisymmetric flow. Using cylindrical coordinates \( \{ \rho, \phi, z \} \), such flows are characterized by \( v_\phi = 0 \), and by vanishing \( \phi \) derivatives of the flow parameters. Therefore, constant \( \phi \) surfaces are perpendicular to the flow, and we may choose \( \lambda_1 \equiv \hat{R} \phi \), where \( \hat{R} \) is some arbitrary length scale of the problem. Since the velocity field \( v \) is \( \phi \)-independent, we may choose \( \lambda_2 \equiv \lambda(\rho, z) \). For these stream functions, Equation (12) yields
\[
v = (v_\rho, 0, v_z) = \frac{\hat{\mu}}{\hat{\rho} \hat{\phi}} \left( \frac{\partial \lambda}{\partial \phi}, 0, -\frac{\partial \lambda}{\partial \rho} \right). 
\]  
(50)

where \( \mu \equiv \rho \sigma \) is the mass flux in a ring of radius \( \rho \) (and has units of viscosity). Here, the normalizations \( \hat{R} \) and \( \hat{\mu} \equiv \hat{\rho} \hat{\phi} \) arise from our use of stream functions as coordinates with units of length. Round bracket vectors in this section pertain to cylindrical coordinates.

In addition to \( \lambda_1 \) and \( \lambda_2 \), we must now choose a third variable \( q \) to parameterize space. The choice \( q = z \) is advantageous for simple flow regions in which \( v_z \) does not change sign. For our choice of stream functions and \( q \), the reciprocal basis Equation (14) becomes
\[
a_1 = \frac{\rho \hat{\phi}}{\hat{R}}; \quad a_2 = -\frac{\hat{\mu}}{\hat{\rho} \hat{\phi}}; \quad a_3 = \hat{v}. 
\]  
(51)

A given \( \vec{B} = (\vec{B}_r, \vec{B}_\theta, \vec{B}_z) \) may now be decomposed as \( \hat{B}_i \hat{a}_i \), where (see Equation (26))
\[
\vec{B} = \begin{pmatrix} \hat{B}_1 \\ \hat{B}_2 \\ \hat{B}_3 \end{pmatrix} = \begin{pmatrix} \hat{B}_r \frac{\hat{r}}{\hat{\rho}} \\ \hat{B}_\theta (\hat{\rho} - \frac{\hat{\mu}}{\hat{\rho} \hat{\phi}}) \\ \hat{B}_z \frac{\hat{z}}{\hat{\phi}} \end{pmatrix}. 
\]  
(52)

Recall that in our notations, vectors in square brackets (as in Equation (52)) are in the reciprocal basis.

Equation (25) then yields
\[
\frac{\partial B}{\partial \rho} = \frac{\rho}{\hat{R}} B_1 \frac{\rho}{\hat{\rho}} - \frac{\hat{\mu}}{\hat{\rho}} B_2 \frac{\rho}{\hat{\phi}} + \frac{\partial \hat{v}}{\partial \rho} \left( B_3 - B_2 \frac{\partial \Delta t}{\partial \lambda} \right) \\
= \begin{pmatrix} \frac{\mu}{\hat{\rho}} B_2 \\ \frac{\mu}{\hat{\phi}} B_3 \\ 0 \end{pmatrix} + \begin{pmatrix} \frac{\nu}{\hat{\rho}} \hat{v} \\ 0 \end{pmatrix} B_2 \frac{\partial \Delta t}{\partial \lambda}. 
\]  
(53)

The only computation necessary is an integral for the time derivative term,
\[
\frac{\partial \Delta t}{\partial \lambda} = \left[ \frac{\partial \Delta t(\rho, z)}{\partial \lambda} \right]_{\rho, z} = \int_{z'} \left[ \frac{\partial \nu^{-1}}{\partial \lambda} \right]_{\rho, z'} dz'. 
\]  
(54)

The electric field is found from Equations (27), (50), and (52), and given simply by
\[
E = \frac{\hat{v}}{c} \begin{pmatrix} \frac{\mu}{\hat{\rho}} B_2 \\ \hat{B}_2 \frac{\rho}{\hat{\phi}} \\ -\frac{\mu}{\hat{\rho}} B_2 \end{pmatrix} = \frac{\hat{v}}{c} \left\{ \begin{array}{c} \frac{\mu}{\hat{\rho}} B_2 \\ \hat{B}_2 \frac{\rho}{\hat{\phi}} \\ -\frac{\mu}{\hat{\rho}} B_2 \end{array} \right\}. 
\]  
(55)

3.2. The Axis of Symmetry

Next, we focus on the vicinity of the axis of symmetry, \( \rho = 0 \), along which \( v_\phi = 0 \). Taking the incident flow in the \((\hat{z})\) direction, we denote the incoming velocity as \( u(\rho \simeq 0, z) = -v_z \), and assume it is finite. Then, Equation (50) indicates that in the vicinity of the axis, \( \lambda = (\rho \mu / 2 \hat{\rho}) \rho^2 + O(\rho^3) \). Along a streamline, \( \lambda \) is constant, therefore so is \( \rho u \rho^2 \); this is a direct expression of mass conservation. In the vicinity of the axis, we may thus write \( \rho \rho' = (j \mu / \rho u)^{1/2} \) along a streamline. This holds even in the presence of a shock, which conserves the normal, in this case axial, mass flux \( j = \rho u \).
Equation (53) now becomes

\[ B = \left( \frac{\rho}{\rho_0} \right)^{\frac{1}{2}} B_0 + C \left( \begin{array}{c} 0 \\ 0 \\ \frac{\rho}{\rho_0} B_0 \end{array} \right) \]  \hspace{1cm} (56)

where

\[ C(z) = \frac{j\mu_0}{\tilde{\rho}} \frac{\partial \Delta t}{\partial \lambda} = \frac{j\mu_0}{\tilde{v}} \int_{z}^{\infty} u_1 dz' \]  \hspace{1cm} (57)

and we expanded \( u = u_0(z) + u_1(z) \rho + O(\rho^2) \).

For a potential flow, \( u_1 = 0 \), and so \( C = 0 \). Such a flow arises, for example, if a homogeneous incident flow remains subsonic or mildly supersonic (e.g., Landau & Lifshitz 1959).

It is typically possible to derive \((\rho/\tilde{\rho})\) as a function of \( u \), such that \( B = B(u) \) along the axis. For example, consider a steady, inviscid flow in a polytropic gas of an adiabatic index \( \gamma \), with dynamically insignificant magnetic field. Such a flow is governed, in addition to continuity, by Euler’s equation,

\[ (\nabla \cdot \nabla)u = -\frac{\nabla P}{\rho} = -\frac{c_s^2}{\rho} \nabla \rho, \]  \hspace{1cm} (58)

and Bernoulli’s equation,

\[ \frac{u^2}{2} + \frac{c_s^2}{\gamma - 1} = \frac{c_s^2}{\gamma - 1} = \text{constant}. \]  \hspace{1cm} (59)

Here, \( P \) is the fluid pressure, \( c_s = (\gamma P/\rho)^{1/2} \) is the (local) speed of sound, and \( \tilde{\lambda} \) is a putative stagnation point where \( \nabla \) = 0, whether or not such a point lies along a given streamline.

The axial mass density solution is \( \rho^2 \propto (S^2 - M_0^2)^{\gamma/2} \), where \( S \equiv [2/(\gamma - 1)]^{1/2} \), and \( M_0 \equiv u/c_s \) is the axial Mach number with respect to the stagnation sound speed. Hence, away from shocks,

\[ \frac{\rho}{\tilde{\rho}} = \left( \frac{S^2 - M_0^2}{S^2 - M_0^2} \right)^{1/(\gamma - 1)} \]  \hspace{1cm} (60)

can be used in Equation (56) to find \( B \) once \( u \) is determined.

4. MAGNETIZATION OF BASIC FLOWS

To illustrate the general magnetization solution, derived in general in Section 2 and for axial symmetry in Section 3, here we study the magnetic fields evolving in specific, basic flows. Passive magnetization in steady, incompressible flows around a sphere are analyzed in the irrotational (and thus, effectively inviscid) case in Section 4.1, and in the viscous limit in Section 4.2. In Section 4.3 we study the simple, 1D class of time-dependent flows.

4.1. Potential Incompressible Steady Flow Around a Sphere

Consider the inviscid, incompressible, steady flow around a solid sphere. We assume that the incident flow is homogeneous, unidirectional, and subsonic, so the entire flow is irrotational. Here, the mass density \( \rho = \tilde{\rho} \) is constant, the radius of the sphere is taken (henceforth) as \( R = 1 \), and the constant \( \tilde{\theta} = -\tilde{\rho} \) is taken on \( H \) far upstream, \( \tilde{\xi} \to \infty \). It is thus natural to choose \( \tilde{\rho} = \tilde{\rho}, R = 1 \) and \( \tilde{\theta} = \tilde{\theta}, \) so \( \tilde{\theta} = \tilde{\rho} \).

As \( \nabla \cdot \nabla \psi = 0 \) and \( \nabla \times \nabla \psi = 0 \), the flow satisfies the Poisson equation \( \nabla^2 \psi = 0 \) for the velocity potential \( \psi \), defined by \( \nabla = \nabla \psi \). The solution for boundary conditions of a vanishing normal velocity across the sphere is

\[ \Phi = -\left( 1 + 1 \right). \]  \hspace{1cm} (61)

Here we primarily use cylindrical coordinates, but occasionally allude to spherical coordinates \( \{r, \theta, \phi\} \), where \( r^2 = \rho^2 + z^2 \).

Thus,

\[ v_z = \tilde{u} \left( -1 \right) \]  \hspace{1cm} (62)
\[ v_r = \tilde{u} \frac{3 \tilde{u} \tilde{g} \tilde{e}_r}{2 \tilde{r}^2}. \]  \hspace{1cm} (63)

The stream functions can be chosen as \( \lambda = \phi \) and, according to Equation (50),

\[ \lambda = \lambda_2 = \frac{\tilde{g}^2}{2} \left( 1 - \frac{1}{r^2} \right). \]  \hspace{1cm} (64)

such that \( \tilde{g} = (2\lambda)^{1/2} \).

Solving Euler’s Equation (58) gives the pressure,

\[ P = \tilde{P} + \tilde{\rho} \tilde{u}^2 \frac{4r^3 - 5 - 3(4r^3 - 1) \cos 2\theta}{16r^6}, \]  \hspace{1cm} (65)

where \( \cos 2\theta = (z^2 - \rho^2)/r^2 \). Note that an incident pressure smaller than \( (5/8)\tilde{\rho} \tilde{u}^2 \) would lead to a nonphysical \( P < 0 \) around \( z = 0 \), as the plasma would be too cold to remain incompressible.

Consider the evolution of a magnetic field, initially given by \( \mathbf{B} = (B_r, B_\theta, B_z) \), for different choices of \( q \). In this subsection, round-bracket vectors are in cylindrical coordinates.

4.1.1. The Natural Choice \( q = z \)

For the choice \( q = z \), which is natural because \( z \) monotonically decreases for all fluid elements, the magnetic field is given by (see Equation (53))

\[ B = \tilde{B}_r \frac{\partial \phi}{\partial \tilde{\rho}} - \tilde{B}_\theta \frac{\partial \phi}{\partial \tilde{r} \tilde{v}_z} - \frac{\nabla}{\tilde{u}} \left( \tilde{B}_z + \tilde{B}_r \tilde{u} \frac{\partial \Delta t}{\partial \lambda} \right). \]  \hspace{1cm} (66)

The integral is taken at a constant \( \lambda \), so \( r^2(\lambda, z^*) \) is found from Equation (63).

Figure 2 shows a constant \( \phi \) slice through the flow, depicting the pressure (grayscale) and the magnetic field components parallel (colorscaled arrows) or initially perpendicular (color-scaled curves) to the velocity. For illustrative purposes, in the figure we take \( \tilde{P} = \tilde{\rho} \tilde{u}^2 \).
The electric field here is a special case of Equation (55), namely
\begin{equation}
E = \frac{\rho}{\partial c} \left( \begin{array}{c} v_z B_\phi \\ 2\lambda \frac{\partial}{\partial z} \tilde{u} B_\phi \\ -v_z \tilde{B}_\phi \end{array} \right), \tag{67}
\end{equation}

4.1.2. The Problematic Choice \( q = r \)

Another seemingly possible choice is \( q = r \). According to Equation (25), the magnetic field may then be written as
\begin{equation}
B = \tilde{B}_\phi \frac{\partial}{\partial \phi} + \tilde{B}_\theta \frac{\partial}{\partial \theta} - \frac{v}{\tilde{u}} \left( \tilde{B}_z + \tilde{B}_\phi \tilde{u} \frac{\partial \Delta t}{\partial \lambda} \right), \tag{68}
\end{equation}

where
\begin{equation}
\frac{\partial \Delta t}{\partial \lambda} = \left( \frac{\partial \Delta t}{\partial \lambda} \right)_{\phi, \theta, z} = \int_0^{\infty} -r'^4 \frac{dr'/\tilde{u}}{(r'^3 - 1)^2 \left( 1 - \frac{2\lambda r'}{r'^3 - 1} \right)^2}. \tag{69}
\end{equation}

However, this result, obtained previously by solving the MHD equations, is strictly valid only in the half space \( \theta < \pi/2 \). At the surface \( \theta = \pi/2 \), the denominator of the integrand diverges, and the integration cannot be continued. This is to be expected, as surfaces of constant \( \lambda \) and surfaces of constant \( r \) overlap at \( \theta = \pi/2 \), as \( \nabla \lambda \) and \( \nabla r \) become parallel. The problem can be circumvented by computing the converging \( \Delta t \), rather than its diverging derivative.

The integral in Equation (69) can be solved analytically as a power series in \( \lambda \); see Appendix B.

4.1.3. The Orthogonal Choice \( q = \Phi \)

Another optional choice for \( q \) is the velocity potential \( \Phi \). Here, the reciprocal basis becomes
\begin{equation}
a_1 = \rho \tilde{\phi}; \quad a_2 = \frac{\tilde{u}}{\partial \phi} \left( \tilde{\theta} \times \tilde{\phi} \right); \quad a_3 = \tilde{\vartheta}. \tag{70}
\end{equation}

These vectors are perpendicular to one another, and therefore may be useful as an orthogonal (albeit not orthonormal) basis.

The magnetic field here is given by
\begin{equation}
B = \left[ \begin{array}{c} \rho^{-1} \tilde{B}_\phi \\ \rho \tilde{B}_\theta \\ -\frac{v}{\tilde{u}} \tilde{B}_z \end{array} \right] - \left[ \begin{array}{c} 0 \\ 0 \\ \partial \Delta t \end{array} \right] \frac{\partial \Delta t}{\partial \lambda}, \tag{71}
\end{equation}

where
\begin{equation}
\frac{\partial \Delta t}{\partial \lambda} = \left( \frac{\partial \Delta t}{\partial \lambda} \right)_{\phi, \theta, z} = \frac{48}{\tilde{u}} \int_0^{\Phi} \frac{z'^4 + 4r'^2 \Phi'^2 + 10r'^3 \left( 1 - 2r'^3 \right)}{r'^3 - 1} \left( 1 - \frac{2\lambda r'}{r'^3 - 1} \right)^2 \, dz'. \tag{72}
\end{equation}

The parameters \( r'(\lambda, \Phi') \) and \( z'(\lambda, \Phi') \) are found from Equations (61) and (63).

4.2. Stokes Incompressible Steady Flow Around a Sphere

Consider the Stokes, incompressible, steady flow around a solid sphere. As in Section 4.1, \( \rho = \tilde{\rho} \) is constant, the radius of the sphere is taken as \( R = 1 \), we assume that the incident flow \( \tilde{v} = -\tilde{u} \tilde{z} \), taken on \( \tilde{H} \) far upstream (\( \tilde{z} \to \infty \)), is homogeneous and unidirectional, and use a mixture of cylindrical and spherical coordinates. It is again natural to choose \( \tilde{\rho} = \tilde{\rho} \), \( R = 1 \) and \( \tilde{v} = \tilde{u} \), so \( \tilde{u} = \tilde{\rho} \tilde{u} \).

Stokes flows are characterized by viscous forces much greater than the inertial forces, so the flow is governed by the approximate Navier–Stokes equation
\begin{equation}
0 = -\nabla \left( \frac{P}{\tilde{\rho}} \right) + \nu \nabla^2 \tilde{v}, \tag{73}
\end{equation}

where \( \nu \) is the kinematic viscosity, assumed constant. Taking the curl of this equation gives
\begin{equation}
\nabla \times \left( \nabla^2 \tilde{v} \right) = 0. \tag{74}
\end{equation}
is an insignificant which is formally equivalent to Equation

\[ P = \tilde{P} + \tilde{\rho}\tilde{u}\frac{3z}{2r^3}. \]  

(77)

Here too, the incident plasma cannot be too cold, as an incident pressure \( \tilde{P} < (3/2)\tilde{\rho}\tilde{u}^2/Re \), where \( Re = \tilde{u}R/\nu \) is the incident Reynolds number, would lead to a nonphysical \( P < 0 \) around the \( z < 0 \) axis.

The stream functions can be chosen as \( \lambda_1 = \hat{\phi} \) and

\[ \lambda \equiv \lambda_2 = \frac{\phi^2}{2} \left( 1 - \frac{1}{r} \right) \left( 1 + \frac{1}{2r} \right). \]  

(78)

As in the case of a potential flow, here too \( \tilde{\rho} = (2\lambda)^{1/2} \), and we proceed similarly with the natural choice \( q = z \). The magnetic field is given by

\[ \mathbf{B} = \mathbf{B}_z \frac{\partial}{\partial \hat{\phi}} - \mathbf{B}_y \frac{\partial}{\partial \hat{\varphi}} \hat{\phi} - \frac{\partial}{\partial \hat{r}} \left( \mathbf{B}_z + \mathbf{B}_y \hat{\varphi} \frac{\partial \Delta t}{\partial \lambda} \right). \]  

(79)

which is formally equivalent to Equation (65). Here,

\[ \frac{\partial \Delta t}{\partial \lambda}(\xi, z) = \frac{48}{\hat{u}} \int_{-\infty}^{\infty} r'^6 - 5\hat{z}'^2 r'^2 + r'^4 \left( 1 + 3\hat{z}'^2 \right) \frac{4r'^4}{1 + r'} 3 dz', \]  

(80)

where \( r'(\lambda, z') \) is found from Equation (78).

Figure 3 shows the pressure and magnetization in such a flow, with the same notations used in Figure 2. For illustrative purposes, in the figure \( \tilde{P} = 2\tilde{\rho}\tilde{u}^2/Re \).

Here too, the electric field is a special case of Equation (55), and is given by Equation (67).

### 4.3. One-dimensional, Time Dependent Flow

As a simple illustration of magnetization in the time-dependent regime, consider the case of an arbitrary 1D flow. Classical examples include the plasma in a cylindrical pipe, disturbed by a moving piston, or a 1D rarefaction wave. If discontinuities are present in the flow, the following applies separately to each region bounded by surfaces of discontinuity or \( \mathbf{H} \).

Without loss of generality, take the flow in the \( \hat{x} \) direction, such that \( v = v \hat{x} \) and the perpendicular velocity components vanish. A simple choice of path functions is then

\[ \Lambda_2 = y \quad \text{and} \quad \Lambda_3 = z, \]  

(81)

as both are constant along the flow. Equations (32) and (33) therefore constrain \( \Lambda_1 \), as

\[ \left( \frac{\partial \Lambda_1}{\partial x} \right)_{y, z, t} = -\frac{\rho}{\hat{\rho}} \quad \text{and} \quad \left( \frac{\partial \Lambda_1}{\partial t} \right)_{x, y, z} = \frac{\rho v}{\hat{\rho}}. \]  

(82)

The solution is the path function family

\[ \Lambda_1(x, t) = -\frac{1}{\hat{\rho}} \int_{x'}^{x} \rho(x', t) dx' + C, \]  

(83)

where we used the continuity equation, and \( C \) is an insignificant constant.

For a given \( \mathbf{I} = (\hat{I}_x, \hat{I}_y, \hat{I}_z) \), Equation (41) yields the Lagrangian constants

\[ \hat{L}_1 = -\frac{\hat{\rho}}{\hat{\rho}} \hat{I}_x; \quad \hat{L}_2 = \hat{I}_y; \quad \hat{L}_3 = \hat{I}_z, \]  

(84)

where here and in the rest of Section 4.3, round brackets are in Cartesian coordinates. Equivalently, for \( \mathbf{\dot{B}} = (\mathbf{B}_x, \mathbf{B}_y, \mathbf{B}_z),\)
5. ASTROPHYSICAL EXAMPLES

The simplicity of the above MHD formalism allows us to easily obtain results, both general and specific, for the evolution of electromagnetic fields in a wide range of astronomical systems. In particular, the formalism yields analytic expressions for the electric field, directly incorporates time-dependent flows, and admits inhomogeneous initial conditions in both space and time. \( B = B(x; t) \), whether or not the flow itself is time-dependent.

In Section 5.1, we demonstrate such inhomogeneous scenarios by considering substructure in \( B \). In particular, some observational consequences are outlined for a stellar wind behind a planet or a moon. Near the nose of a body, the magnetic field is greatly amplified; the resulting magnetic layer, analyzed in Section 5.2, becomes dynamically significant and distorts the flow. In Section 5.3, we derive analytic expressions for the electric field above heliospheres and magnetospheres. Sophisticated astronomical scenarios typically require a numerical computation; the integration of our method into numerical simulations is discussed in Section 6.

5.1. Spacetime Dependent \( B \)

Given a flow and an initial magnetic configuration \( B_{\text{in}} \) on \( \hat{H} \), the electromagnetic field solution in Equations (25), (27), (29), (42), (45), or (46), depends only on knowing the Lagrangian constant \( B \) corresponding to every spacetime location. For an initially uniform magnetic field, \( B \) is everywhere constant, and the result is straightforward even for time-dependent flows. For a spacetime-dependent initial magnetic field, this mapping can become complicated, especially for time-dependent flows.

Consider however the case of a steady flow, with the choice \( q = \Delta \). Here, even if \( B_{\text{in}}(x, t) \) varies in space and time, we may directly determine \( B \) using

\[
B(x; t) = B(\lambda_1, \lambda_2, \Delta t; t) = B(\lambda_1, \lambda_2, 0; \bar{t} \equiv t - \Delta t)
= B_{\text{in}}(\lambda_1, \lambda_2, 0; \bar{t}),
\]

where \( \bar{t} \) is the time at which the fluid element, which presently lies at \( (x, t) \), was on \( \hat{H} \). Equation (88) applies for any choice of \( q \), if Equation (18) is used to compute the travel time. For example, in cylindrical coordinates with \( \hat{H} \) at \( z \to \infty \), we may compute it by

\[
\Delta t = \int_{\infty}^{z} \frac{dz'}{v_z}.
\]

An arbitrary unperturbed \( \tilde{B}(x, t) \) can be Fourier decomposed into components of wavenumber \( k \) and angular frequency \( \omega \). As a simple example, assume a flow in the \( -z \) direction, and consider a Fourier component of the form

\[
\tilde{B} = B_0(\cos(\omega \bar{t}), 0, \cos(k \tilde{z})),
\]

where \( B_0 \) is a constant, and round-bracket vectors in this subsection are in Cartesian coordinates. Notice that no spatial component of this \( \tilde{B} \) contributes to Gauss’ law, and that a \( t \)-dependence on \( \hat{H} \) induces a \( z \)-dependence in its vicinity, i.e.Equation (90) becomes

\[
\tilde{B} = B_0 \left( \cos \left( \omega (t + z/v) \right), 0, \cos(k \tilde{z}) \right)
\]

in the region where the flow is approximately uniform.
Figure 5. Inverse polarity reversal layer (IPRL; defined by \( B_z = 0 \); thick green curve) for substructure in the magnetic field far upstream of the sphere. Notations and flow are as in Figure 2. Here the magnetic field far upstream of the sphere is given by Equation (93), where \( \theta_0 = \pi/4 \), \( \zeta = 0.25 \), \( \omega = 6\pi \), and \( t = 0 \).

Figure 4 presents the evolution of the Fourier component Equation (90), in an incompressible potential flow around a sphere (see Section 4.1). As Figures 4 and 5 show, substructure in the far upstream magnetic field is non-trivially imprinted on the downstream flow. In situ measurements of \( B \) downward of an object such as a planet would thus be sensitive to both the substructure and details of the flow.

As an example, consider measurements of the inverse polarity reversal layer (henceforth IPRL) induced by a planetary body (Romanelli et al. 2014). The IPRL is defined as the layer in which the magnetic field component in the direction of the initial flow changes its sign, implying in our case that \( B_z = 0 \). According to Equation (53), for \( q = z \), the IPRL is described for a general flow by the simple formula

\[
\dot{B}_z = \dot{B}_z \partial \Delta t / \partial \lambda = \frac{\partial (\hat{\nu} \cdot \dot{B}_z - \tilde{\mu} \cdot \dot{B}_y)}{\partial \lambda}.
\]

Consider the IPRL for a magnetic field with initial oscillatory substructure. For an initial magnetic inclination \( \theta_0 \), let

\[
\tilde{B} = B_0 (\sin \theta_0, 0, \cos \theta_0) + \hat{x} \cdot \hat{B}_0 \sin (\theta_0) \omega \hat{r},
\]

where \( \zeta < 1 \) is a small number; this \( \tilde{B} \) trivially satisfies Gauss’ law near \( \tilde{H} \). A snapshot of the resulting magnetic configuration is shown in Figure 5, where for illustrative purposes we adopt the incompressible, steady potential flow of Section 4.1. As the figure shows, the far upstream magnetic substructure with wavelength \( 2\pi \alpha / \omega \) is directly imprinted on the IPRL.

Such a model may describe the magnetization not only around planets and moons, but also around stellar systems moving through the ISM, around clumps and bubbles moving through the IGM, etc.

5.2. Magnetic Layers

Under our assumptions, as the flow approaches the stagnation point in front of an object, the magnetic field initially perpendicular to the flow diverges, as seen in Figures 2–5. The divergence here, around the object, and in the wake behind it, may be regarded as due to the accumulation of infinitely many field lines, continuously stretched around the object, eventually wrapped closely around it and stretching to infinity along the wake.

These nonphysical divergencies signal the breakdown of our assumptions in the above regions. In particular, the magnetic field here can no longer be regarded as dynamically insignificant, and eventually resistivity can no longer be neglected (e.g., Chacko & Hassam 1997; Lyutikov 2006).

It is useful to consider the extent of the highly magnetized layer forming in front of an object in an arbitrary axisymmetric flow. Such layers form as the magnetized solar wind drapes around a planetary magnetopause, as the magnetized ISM drapes around a bubble or a stellar heliopause, and as the magnetized IGM drapes around a large-scale clump or bubble. The regions surrounding such objects could involve plasma depletion layers with dynamically significant magnetic fields, and lead to plasma instabilities, magnetic reconnection, and turbulence (e.g., Dibraccio et al. 2013; Sulaiman et al. 2014). In the following, we neglect the small modifications to the flow far from the object due to the presence of a highly magnetized region.

Define the magnetic pressure fraction

\[
\epsilon_B \equiv \beta_p^{-1} = \frac{B^2}{8\pi P_{th}},
\]

where \( \beta_p \) is the beta of the plasma, and \( P_{th} \) is the thermal pressure. The fractional magnetic amplification may then be defined as

\[
\frac{\epsilon_B}{\epsilon_B} = \left( \frac{B}{\tilde{B}} \right)^2 \left( \frac{P_{th}}{P_{th}} \right)^{-1}.
\]

Figure 6 shows the amplifications of magnetic pressure \((B^2/\tilde{B}^2)\) and pressure fraction \((\epsilon_B/\tilde{\epsilon}_B)\), as a function of the distance \( \delta \equiv r - 1 \) in front of the unit sphere, for various steady flows: an incompressible potential flow, a Stokes incompressible flow, and inviscid compressible flows in the subsonic and mildly supersonic regimes. As the above flows are approximately (for the mildly supersonic case), or precisely, irrotational along the axis, Equations (56) and (57) become

\[
B(z)^2 = \frac{\rho f u}{\tilde{\rho}} \tilde{B}_z^2 + \frac{\dot{\rho} f u}{\dot{\tilde{\rho}}} \tilde{B}_y^2,
\]

where \( \tilde{B}_y \) and \( \tilde{B}_z \) are the axial magnetic field components initially perpendicular and parallel to the flow. The figure focuses on the diverging, perpendicular component.
As Figure 6 shows, viscosity induces magnetic amplification farther from the body. Compressibility has a similar, but somewhat weaker, effect on magnetization, but the magnetic pressure fraction is not strongly affected. The large difference in $\epsilon_B$ between the incompressible and compressible inviscid flows arises from the different pressure profiles corresponding to the different equations of state.

Close to stagnation, the flow is adiabatic, $\rho$ and $P_0$ approach constant values, and $B$ becomes primarily transverse, so

$$\epsilon_B \propto \frac{B^2}{P_0} \propto \frac{B^2}{\rho} \propto \frac{\rho^2}{j} \propto u^{-1},$$

(97)

which scales as $\delta^{-2}$ for the Stokes flow, and as $\delta^{-1}$ for the incompressible potential flow; the latter approximately characterizes the stagnation region even for compressible flows, except in the highly supersonic regime.

Magnetic amplification beyond $\epsilon_B \approx 1$, say, is not self-consistent, as our passive magnetization assumption fails. Instead, one expects a highly magnetized, self-regulating layer to form; its width $\delta$ depends on the initial magnetization level $\tilde{\epsilon}_B$. For simplicity, consider an initially hot plasma, such that $P_0 \gg \tilde{\rho}u^2$ for an inviscid flow, or $P_0 \gg \tilde{\rho}u^2/Re$ for the Stokes flow. In this regime $P_0 \approx \tilde{P}_0$, so according to Equation (97)

$$\delta \sim \left\{ \begin{array}{ll}
\epsilon_B & \text{for negligible viscosity;} \\
\epsilon_B^{1/2} & \text{for strong viscosity.} 
\end{array} \right. $$

(98)

For the compressible flows shown in Figure 6, we use the approximate solutions of Keshet & Naor (2014, using $\gamma = 5/3$ and $\beta = 0.52$). In the supersonic regime, $\tilde{H}$ is assumed to be upstream, so the jumps in $\tilde{B}$ and $\tilde{P}_0$ across the shock are taken into account. Here, the flow remains unmagnetized until reaching the shock, at the so-called standoff distance $\delta = \Delta_f$; for high $\tilde{M}_0$, the magnetized layer slightly shrinks as $\Delta_f$ diminishes.

### 5.3. E Above Heliospheres and Magnetospheres

The electric field in ideal MHD was shown to be a simple function of the stream functions (see Equations (27), (46), (55)), so it is easy to infer $E$ directly in various astronomical circumstances. As an example, in what follows we consider the electric field outside a heliosphere (of some star) or magnetosphere (of some stellar object). We approximate the bow shock as weak (or absent; for the possibility that there is no bow shock in front of the solar system, see McComas et al. 2012), and model the discontinuity (heliopause or magnetopause) using a Rankine half-body. These assumptions may be marginally invalid for the magnetopause of Earth, but roughly apply for the Sun’s heliosphere, and may be valid for other objects such as the induced magnetospheres of Venus and Mars.

The Rankine half-body model was applied to the Sun’s heliosphere by Parker (1961). Models for Earth’s magnetopause are more sophisticated (e.g., Fairfield 1971; Tsyganenko 1989; Shue et al. 1997; Chao et al. 2002; Lin et al. 2010; Lu et al. 2011; Tsyganenko 2013, and references therein), and better calibrated by satellite observations. However, no present analytic model captures the full complexity of the magnetopause structure, including the time dependence of the geodipole tilt direction and the stellar wind variability (Olson 1969; Zhou & Russell 1997), so for simplicity we resort to Equation (99).

The normalized potential of the Rankine half-body is

$$\Phi = - \left( z + \frac{L_m^2}{r} \right),$$

(99)

where mixed coordinates are used, as in Section 4.1, and $L_m$ is the distance between the object (star, planet, or moon) and the nose of the discontinuity. This simplified potential flow is axisymmetric and incompressible. It approximates the flow ahead of the discontinuity as homogeneous and unidirectional, $\tilde{v} = -\tilde{u}\hat{z}$, which is strictly valid only if the bow shock is weak or absent. The resulting discontinuity profile is approximately paraboloid at the nose, and quickly flattens to a $\theta = 2L_m$ cylinder far downstream.
The velocity field derived from Equation (99) is
\[ \mathbf{v} = \left( \begin{array}{c} v_x \\ v_z \end{array} \right) = \left( \begin{array}{c} \frac{\partial L_{mz}^2}{r^3} \\ -1 + 2L_{mz}^2/r^3 \end{array} \right). \] (100)

The stream functions may thus be chosen as \( \lambda_1 = R\phi \) and
\[ \lambda_2 = \frac{1}{2R} \left[ \varrho^2 + 2L_{mz}^2 \left( \frac{\varrho}{r} - 1 \right) \right] = \varrho^2 \frac{\varrho}{2R}, \] (101)
where, as above, the length scale \( \tilde{R} \) is arbitrary. The thermal pressure is found from Bernoulli’s Equation (59)
\[ P_{th} = \tilde{P}_\text{ram} \left( \chi + \frac{L_{mz}^2}{r^3} - \frac{L_{mz}^4}{2r^2} \right). \] (102)

The magnetic field can be written in terms of elliptic functions (Röken et al. 2014). Close to the discontinuity \( \tilde{\varrho} \) vanishes, so Equation (53) yields
\[ B = \frac{L_m}{\tilde{\varrho}} \left( \begin{array}{c} -\tilde{B}_z v_x/\tilde{u} \\ \frac{3}{8} \tilde{B}_z v_x/\tilde{u} \\ -\tilde{B}_z v_z/\tilde{u} \end{array} \right) \left( \begin{array}{c} v_x + O(\tilde{\varrho}) \\ 0 \\ v_z + O(\tilde{\varrho}) \end{array} \right). \] (104)

Near the discontinuity surface, where \( \tilde{\varrho} \) is small, \( E \) is dominated by its \( \varrho \) and \( z \) components, and \( B \) is dominated by the first term in Equation (104). In the cylindrical regime, \( v \to (-\tilde{u}^2) \) and \( \varrho \to 2L_{mz} \), so \( E_\varrho \ll E_z \) and \( B_\varrho \ll B_z \). The magnetic field diverges near the discontinuity. Hence, as in Section 5.2, we identify the region where \( \epsilon_B > 1 \) as a highly-magnetized, self-limiters layer. The outer edge of the magnetized layer, defined, say, by \( \epsilon_B = 1 \), can now be used to estimate the electromagnetic fields in the discontinuity region \( \Omega \), namely the heliopause or the magnetopause.

The width \( \delta \) of the highly magnetized layer varies slightly along the discontinuity,
\[ \delta = \left( \frac{2}{5 + 3 \cos \theta} \right)^{1/2} f L_m, \] (105)
where \( \theta \) is the polar angle, taken with respect to the \( z \) axis with the object at the origin, and we defined
\[ f = \frac{\tilde{\varrho}_B}{1 + 4 \cos \theta + 3 \cos 2\theta}. \] (106)

The electromagnetic fields on \( \Omega \) are thus given by
\[ E_{\Omega} = \frac{-\tilde{B}_z \tilde{u}}{c \sqrt{2 + f \left( 1 + \frac{3 - 2 \cos \theta - \cos 2\theta}{f(2 + f)} \right)}} \left( \begin{array}{c} 1 + \cos \theta/2 \sin \theta \\ \cos^2(\theta/2) \sin \theta \\ f(2 + f) \end{array} \right). \] (107)

As an example, consider the magnetopause of Earth. Satellite measurements (the 1999 Wind spacecraft trajectory; Wang et al. 2003) suggest that halfway between the bow shock and the plasma depletion layer, \( \tilde{u} \approx 300 \text{ km s}^{-1}, \tilde{B} \approx 0.2 \text{ mG}, B \approx (0.07, 0.17, -0.05) \text{ mG}, \)
\[ \frac{\tilde{P}_B}{\tilde{P}_\text{ram}} = \frac{1}{2M_A^2} \approx 0.1, \] (109)
and
\[ \tilde{\chi} = \frac{\tilde{P}_\text{th}}{\tilde{P}_\text{ram}} = \frac{1}{\gamma M^2} \approx 0.4, \] (110)
where \( P_B \equiv B^2/(8\pi) \) is the magnetic pressure, and \( M_A \equiv \nu/(B^2/4\pi \rho)^{1/2} \) is the Alfvén Mach number. Hence the plasma is warm, and mildly magnetized with \( \epsilon_B \approx 0.25 \).

With these \( \tilde{H} \) parameters, the passive evolution of the fields in the Rankine half-body model Equations (105)–(108) yields (at \( \vartheta \approx 80^\circ \); Wang et al. 2003) \( \delta \approx 1.8R_{\text{spec}}, B_\delta \approx 0.35 \text{ mG}, \) and \( E_\delta \approx 10 \text{ mV m}^{-1} \). These should be compared with the depletion layer thickness \( \delta_{\text{dep}} \approx 2.2R_{\text{spec}} \) (Wang et al. 2003) and with the magnetopause fields. Wind measured \( B_{\Omega} = 0.35 \text{ mG} \) (Wang et al. 2003), but not the electric field; the CLUSTER spacecraft measured \( E_{\Omega} \approx 10 \text{ mV m}^{-1} \) (but three years later, at \( \theta \approx 70^\circ \); Fanov et al. 2006). The good agreement between measurements and model is largely coincidental, as the latter is crude, pertains only to the draped component, and fails to account for the complexity of the magnetosphere, the variability of the solar wind, and physical effects such as magnetic reconnection.

6. SUMMARY AND DISCUSSION

We have shown that the stream functions \( \lambda \) or path functions \( \Lambda \), often used to describe non-diffusive flows, provide a simple, local (in \( \lambda \) or \( \Lambda \) space), and general solution to the problem of evolving electromagnetic fields in a highly conductive plasma, or equivalently propagating a length element \( l \), in an arbitrary flow. Explicit expressions were provided, in both steady and time-dependent flow regimes, for the evolving magnetic field \( B \).
(Equations (29) and (45)), electric field $E$ (Equations (27) and (46)), and $f$ (Equations (28) and (44)).

The analysis, illustrated in Figure 1 for a steady flow, uses $\lambda$ or $\Lambda$ as coordinates. Vectors are thus projected onto a reciprocal basis (Equations (14) or (44)), in which the vector components are conserved along streamlines or pathlines. It is in this basis that the analysis becomes manifestly local, and thus conceptually and computationally simpler than previous solutions of the ideal MHD equations. The results are more general than available until now because the closed-form expressions for $B$ and $E$ can be applied “as is,” given $\Lambda$ or $\lambda$, for arbitrary magnetic field boundary conditions specified on any hypersurface $\tilde{H}$. The analysis is valid for an arbitrary ideal MHD flow.

For steady flows, a third variable $q$ is needed, in addition to the two stream functions, in order to map the volume spanned by the flow. Our analysis utilizes the freedom in the choice of this $q$; see Equations (22) and (25). Evolving $B$ becomes considerably easier for certain choices of $q$, in particular if the travel time parameter $\Delta t$ is measured or easily computed; other choices require, in general, one integration (Equation (23)). Conventionally, the evolution of $E$ is entirely fixed by the stream functions alone, given boundary conditions on $\tilde{H}$.

For time-dependent flows, the analysis is conceptually simpler because the three path functions entirely determine the flow. The freedom in the choice of a fourth variable $Q$, needed to fully map spacetime, is less important. Here, no integration is necessary when $\Lambda_n$ are known. The analysis is demonstrated for an arbitrary 1D flow (Equations (86) and (87)).

For both steady and time-dependent flows, computing the electric field is particularly simple in our method, as it only requires a differentiation of the stream or path functions. This is much simpler than first computing the magnetic field, and then using Ohm’s law to derive $E$, because finding $B$ typically involves a numerical integration (unless the path function are known).

The general expressions for the electromagnetic field allow us to quickly reproduce and generalize known magnetization solutions, such as for a potential incompressible flow around a sphere (Equations (68) and Figure 2), and to derive new solutions for magnetization in various flows, such as an arbitrary axially symmetric flow (Equation (53)), the incompressible Stokes flow around a sphere (Equations (79) and Figure 3), and the compressible flow in front of a blunt axisymmetric object (Equation (96) and Figure 6).

The magnetization in front of an axisymmetric blunt object (Equation (56)) is of special interest in various astronomical systems, such as planetary bodies moving in a stellar wind, a stellar system moving through the ISM, or clumps and bubbles moving through the IGM. The analysis simplifies considerably if the flow along the axis is approximately irrational (as $C$ in Equation (57) vanishes). The simple relation thus obtained between $B$ and $v$ can be used to directly infer one quantity, if the other is known. Here, the magnetic pressure (Equation (96)) and magnetic pressure fraction (Equation (95)) increase toward the stagnation point, roughly as $v^{-1}$ (see Equation (97)), as illustrated for various flows in Figure 6.

Viscosity and compressibility are seen (in Figure 6) to enhance the magnetization, leading to a thicker magnetized layer. In contrast, the magnetic pressure fraction appears to be quite insensitive to compressibility. Crudely, the thickness of the magnetic layer depends on the upstream magnetization $\tilde{e}_B$ through Equation (98).

One advantage of our approach is that the results are directly generalized for nonhomogeneous electromagnetic field configurations upstream. Indeed, given some spacetime-dependent $\tilde{B}_n$ on $\tilde{H}$, the analysis remains intact, provided that $\tilde{B}$ is determined by Equation (88). This is illustrated in Figures 4 and 5 for Fourier components of $\tilde{B}_n$ in the stellar wind in front of a planetary body. As a concrete example, we derive a semianalytic expression (Equation (92)) for the position of the IPRL behind a planetary body, and demonstrate (in Figure 5) the substructure it acquires due to upstream magnetic variability.

Another advantage is that the electric field can be determined analytically in various flows. As an illustration, we compute $E$ (Equation (103)) for a Rankine half-body model, approximately applicable above some heliospheres and magnetospheres. Modeling the tangential discontinuity as a self-limiting magnetized layer, we estimate the draped electromagnetic component of the corresponding heliopause and magnetopause (Equations (105)–(108)).

Our approach directly links the properties of electromagnetic fields to the properties of path functions and stream functions. This connection, unexplored previously as far as we know, may thus help shed light on the general properties of both electromagnetic fields and path or stream functions, in complicated flow or field configurations. Even if only one stream function is (or only 1–2 path functions are) known, our approach may still provide valuable constraints on the electromagnetic field evolution. Vice versa, if the electromagnetic fields are known, the stream (or path) functions may be constrained, or even determined.

An important advantage of our analysis is its direct applicability to hydrodynamic numerical simulations that are already based on stream functions or path functions. Indeed, our results (in particular Equations (25), (27) or (45), (46)) can be immediately incorporated into such simulations, in order to follow the passive evolution of electromagnetic fields. Moreover, our results suggest that the back-reaction of electromagnetic fields on the flow could be easily added to such a code, thus leading to an efficient MHD simulation.

Consider, for example, a putative path function simulation for a 3D time-dependent flow. It is most natural to choose the hypersurface $\tilde{H}$ as the 3D volume at some initial time; this corresponds to imposing initial conditions on the magnetic field, in addition to the initial conditions on the flow. As the grid coordinates correspond to the path functions, the 3D magnetic configuration is simply frozen onto the grid. Thus, the magnetic field does not need to be evolved, and its back reaction on the flow can be easily computed. Implementation schemes are deferred to future work.

Hydrodynamic simulations based on stream functions or path functions have been slowly evolving over the past few decades. Stream function codes have been developed for steady flows in 3D (e.g., Pearson 1981; Chungryan & Dulikra- vich 1986; Sherif & Hafez 1988; Beale 1993; Knight & Mallinson 1996; Elshabka & Chung 1999). Path function simulations have been so far presented for time-dependent flows in 1D (Hui 2007) and in 2D (Loh & Hui 2000).

Like any Lagrangian code, such simulations have the advantage of precisely conserving the mass flux, matching the resolution to the evolving flow, and sharply resolving discontinuities. Employing path functions has the additional
advantage of converting the hydrodynamic equations into a precise, geometric, conservative form. This bears considerable numerical advantages, and guarantees the correct deformation of each grid cell, although strong cell distortion e.g., in vortical flow, must still be addressed. This has been explicitly shown in 2D (Loh & Hui 2000), and partly developed for 3D (Van Roessel & Hui 1991). An MHD simulation based on path function will thus have important advantages in both hydrodynamic and electromagnetic sectors, and would supplement present MHD codes.
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APPENDIX A
THE RELATION \( \mathbf{B} \propto \mathbf{\rho}^2 \) PRESERVES THE MHD EQUATIONS

We evolve the electromagnetic fields using Equation (8), or equivalently the Helmholtz Equation (6), so it is useful to prove that the resulting \( \mathbf{B} \) satisfies Gauss’ law (2) and the convection Equation (4). We assume that the Helmholtz equation and the continuity Equation (3) are satisfied everywhere, and that Gauss’ law holds on \( \tilde{H} \).

First note that

\[
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{v} \times \mathbf{B}) = \frac{\partial \mathbf{B}}{\partial t} - (\mathbf{B} \cdot \nabla)\mathbf{v} + (\mathbf{v} \cdot \nabla)\mathbf{B} + \mathbf{B}(\nabla \cdot \mathbf{v}) - \mathbf{v}(\nabla \cdot \mathbf{B}) = (-\mathbf{v})(\nabla \cdot \mathbf{B}),
\]

(111)

where we used the Helmholtz and continuity equations in the last step. This ensures that if Gauss’ law is satisfied, then the convection Equation (4) is guaranteed, and vice versa. Taking the divergence of this equation yields

\[
\frac{d(\nabla \cdot \mathbf{B})}{dt} = - (\mathbf{v} \cdot \nabla)(\nabla \cdot \mathbf{B}).
\]

(112)

With the initial conditions \( \nabla \cdot \mathbf{B} = 0 \) assumed on \( \tilde{H} \), the trivial solution Equation (2) spans the entire flow connected to \( \tilde{H} \). Gauss law is thus satisfied, and, according to Equation (111), so is the convection equation.

APPENDIX B
THE INTEGRAL \((\partial_\lambda, \lambda^2)\), FOR A STEADY INCOMPRESSIBLE POTENTIAL FLOW AROUND A SPHERE

The integral in Equation (69) can be solved by expanding the integrand about \( \lambda = 0 \). This expansion is useful for analyzing the flow in the close vicinity of the axis of symmetry or of the sphere, where \( \lambda \) is small. The result is

\[
\int \frac{r^4dr}{(r^3 - 1)^2(1 - 2\lambda r/r^3 - 1)} = \sum_{n=0}^{\infty} b_n(r)(2\lambda)^n,
\]

(113)

where \( n \) is an integer,

\[
b_n(r) = \frac{2\Gamma\left(n + \frac{3}{2}\right)}{n!(n + 2)^{\frac{3}{2}}} \times \left[ 2\mathbf{F}_1\left(\frac{2 + n}{3}, 2 + n; \frac{5 + n}{3}; r^3\right) - 2\mathbf{F}_1\left(1 + n, \frac{2 + n}{3}; \frac{5 + n}{3}; r^3\right) \right],
\]

(114)

\( \Gamma \) is the Euler Gamma function, and \( 2\mathbf{F}_1 \) is the hypergeometric function. In particular,

\[
b_0 = \frac{1}{9} \left( \frac{2\sqrt{3}}{3} \arctan \left( \frac{1 + 2r}{\sqrt{3}} \right) + \log \left[ \frac{(r - 1)^2}{1 + r + r^2} \right] - \frac{3r^2}{r^3 - 1} \right),
\]

(115)

and

\[
b_1 = \frac{-1 - 2r^3}{4(r^3 - 1)^2}.
\]
