Deep image prior for undersampling high-speed photoacoustic microscopy
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Photoacoustic microscopy (PAM) is an emerging imaging method combining light and sound. However, limited by the laser’s repetition rate, state-of-the-art high-speed PAM technology often sacrifices spatial sampling density (i.e., undersampling) for increased imaging speed over a large field-of-view. Deep learning (DL) methods have recently been used to improve sparsely sampled PAM images; however, these methods often require time-consuming pre-training and large training dataset with ground truth. Here, we propose the use of deep image prior (DIP) to improve the image quality of undersampled PAM images. Unlike other DL approaches, DIP requires neither pre-training nor fully-sampled ground truth, enabling its flexible and fast implementation on various imaging targets. Our results have demonstrated substantial improvement in PAM images with as few as 1.4% of the fully sampled pixels on high-speed PAM. Our approach outperforms interpolation, is competitive with pre-trained supervised DL method, and is readily translated to other high-speed, undersampling imaging modalities.

1. Introduction

With unique optical absorption contrast, photoacoustic imaging (PAI) has been increasingly used for preclinical and clinical applications [1,2]. PAI employs short-pulsed laser excitation and detects the resultant ultrasonic pressure waves. Photoacoustic microscopy (PAM) is a major implementation of PAI that uses tightly or weakly focused optical excitation and acoustic detection. Different from confocal and two-photon microscopy, PAM can achieve an imaging depth beyond the optical diffusion limit with high spatial resolution. As a result, PAM has been a powerful tool for studying small animal models in vivo, particularly for imaging microvasculature using hemoglobin as the endogenous imaging targets. Our results have demonstrated substantial improvement in PAM images with as few as 1.4% of the fully sampled pixels on high-speed PAM. Our approach outperforms interpolation, is competitive with pre-trained supervised DL method, and is readily translated to other high-speed, undersampling imaging modalities.
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A B S T R A C T

Photoacoustic microscopic (PAM) is an emerging imaging method combining light and sound. However, limited by the laser’s repetition rate, state-of-the-art high-speed PAM technology often sacrifices spatial sampling density (i.e., undersampling) for increased imaging speed over a large field-of-view. Deep learning (DL) methods have recently been used to improve sparsely sampled PAM images; however, these methods often require time-consuming pre-training and large training dataset with ground truth. Here, we propose the use of deep image prior (DIP) to improve the image quality of undersampled PAM images. Unlike other DL approaches, DIP requires neither pre-training nor fully-sampled ground truth, enabling its flexible and fast implementation on various imaging targets. Our results have demonstrated substantial improvement in PAM images with as few as 1.4% of the fully sampled pixels on high-speed PAM. Our approach outperforms interpolation, is competitive with pre-trained supervised DL method, and is readily translated to other high-speed, undersampling imaging modalities.
The advances in deep learning (DL) have been progressively incorporated with PAI. Over the past few years, researchers have primarily focused on applying DL in photoacoustic computed tomography (PACT) for artifact removal, target identification, and sparse sampling [18–26]. Recently, DL has been used to reduce the laser pulse energy [27] and improve the undersampling in PAM [28,29].

For the undersampling issue, previous applications have demonstrated promising performance on in vivo PAM data, with a structural similarity index (SSIM) of up to 0.92 [28,29]. However, the previous DL methods typically depend on training convolutional neural networks (CNN) with a large training dataset as the ground truth. Collecting the in vivo training dataset is time- and resource-intensive, if available at all. Additionally, pre-trained models are inclined to be biased toward learned features of the training datasets, and thus likely to fail on unfamiliar input images [25,30,31]. Furthermore, adding new training samples requires model retraining and thus takes a longer time. A DL model that does not require prior training on large ground-truth data is highly desired for improved generalization.

The emerging deep image prior (DIP) method requires neither pre-training nor labeled ground truth data [32]. The DIP network acts as a parametrization, which is solved by iterative optimization [32]. Taking only a noise image as the input, the DIP model outputs the restored image. Following a known distortion operator (e.g., downsampling pattern), the output is then compared to the target image (e.g., downsampled PAM image) in the objective function for backpropagation and optimization. Although traditional supervised DL methods require pre-training with ground truth, the DIP model requires only the target image and the distortion operator. The DIP model learns features of the distorted images from the applied convolutional filters, and then imposes these implicit traits (i.e., prior) on the restored output [32]. The DIP method has shown great promise for improving medical imaging, such as in-painting, denoising, and artifact removal in PET, diffraction tomography, and scanning electron microscopy [30,32–35]. Because PAM often lacks a large in vivo training dataset, we expect that PAM may also benefit from non-pretrained DIP.

In this study, we have developed a new method using a non-pretrained DIP model to improve undersampled PAM images and increase the imaging speed of fast PAM systems. Our DIP model iteratively seeks an optimized, fully sampled image that approximates the undersampled image, given a known downsampling mask. Our approach eliminates the need for pairwise training, enabling its generalization on various imaging results. Our model was tested on mouse brain vascularity images and bioprinted gel images, first on a slow-scanning PAM system and then a fast-scanning PAM system. The performance of our DIP method was also thoroughly compared with (non)linear interpolation methods and a state-of-the-art pre-trained DL model. The DIP model has shown promising performance on both phantom and in vivo results without using any prior training data. To the best of our knowledge, this is the first application of DIP on PAM, which will pave the way for further studies in other PAI technologies without training data.

2. Methods

2.1. Deep image prior (DIP) for undersampling problem

To formulate a DIP model, we first frame the problem as a typical image restoration task via optimization. Given a distorted image \( x_0 \), we try to find its originally undistorted image \( x \) of a width \( W \) and height \( H \) through an energy minimization process:

\[
x^\ast = \arg\min_{x} L(d(x); x_0) + R(x)
\]

(1)

in which \( L(d(x); x_0) \) is our data-fidelity term, \( d(\cdot) \) is the distorting operator, and \( R(x) \) is the regularization term. \( R(x) \) serves as the embedded prior information about the image. For example, total variation can be used as \( R(x) \) to enforce smoothness. The choice of \( R(x) \) is critically important to find the optimal solution \( x^\ast \). Various groups have investigated the use of CNN as \( R(x) \) [36–38], especially for artifact removal [23]. However, these methods cannot account for \( L(d(x); x_0) \) and thus require a large number of training pairs to optimize the model. To get rid of \( R(x) \) and avoid searching for \( x \) explicitly, one can find \( \theta \) for the surjective function \( g \), such that Eq. (1) becomes:

\[
\theta^\ast = \arg\min_{\theta} L(d(g(\theta)); x_0) + R(g(\theta))
\]

(2)

A correct parametrization of \( x \) by \( g(\theta) \) can express the explicit prior itself, thus eliminating the prior term. Such parametrization can be represented by a neural network \( f_{\theta}(z) \) with noise input \( z \) (following uniform random distribution between 0 and 0.1) and weight \( \theta \):

\[
\theta^\ast = \arg\min_{\theta} ||d(f_{\theta}(z)); x_0||^2
\]

(3)

Eq. (3) can be rewritten as a non-linear least squares solution as:

\[
\theta^\ast = \arg\min_{\theta} ||d(f_{\theta}(z)) - x_0||^2
\]

(4)

In our undersampling problem, the distorting operator is simply a binary undersampling mask, resulting in the following operator:

\[
d(f_{\theta}(z)) = f_{\theta}(z)*m
\]

(5)

where \( * \) is the Hadamard product and \( m \in \{0, 1\}^{H \times W} \) is the binary mask of the undersampling pattern, in which “1” denotes sampled pixels and “0” denotes skipped pixels. Substituting \( d(\cdot) \) in Eq. (5) to Eq. (4), we
obtain the final formulation of DIP optimization for undersampling restoration:

\[ \theta^* = \text{argmin} \| x' - x_0 \|_2 \quad \text{with} \quad x' = f_\theta(z) \circ m \] (6)

Generally, instead of directly optimizing the fully sampled image \( x \), which requires a large number of training pairs, we iteratively update the weight (\( \theta \)) of the CNN, which outputs \( x = f_\theta(z) \). This output, multiplied by the sampling mask, is expected to match the undersampled image \( x_0 \). The DIP optimization scheme is shown in Fig. 1.

In this study, we use the noise-based regularization in the input, as recommended by [32]. Instead of using a fixed noise input, we add to \( z_0 \) an additional perturbing noise term \( z' \) with a Gaussian distribution. \( z' \) has a zero mean and an experimentally determined standard deviation \( \sigma_{z'} = 0.07 \) (Fig. 2(d)) [32]. This perturbing noise helps prevent overfitting and results in a more generalized solution [39, 40]:

\[ z = z_0 + z' \] (7)

### 2.2. Network architecture and training

Our CNN for the deep prior employs U-Net with some modifications [41]. U-Net is a popular network architecture for DL, especially for medical imaging applications. Its encoder-decoder framework effectively extracts features in the compression (encoder/downsampling) path and reconstructs the target from those features in the decompression (decoder/upsampling) path. There are two reasons for using a U-Net architecture in DIP. First, with a random weight and noise input, U-Net can reconstruct spatial structures with self-similarities, regardless of the stochastic inner parameters [32]. Thus, it is possible that, after being exposed to the distorted image, U-Net can apply certain similarities learned from the existing structures to the rest of the recovered image. The second reason lies in the inter-layer concatenations of U-Net. By concatenating channels from deep layers, U-Net can pass high-level features to the upsampling scheme and create self-similarities on the output at different scales [32].

The architecture of our modified U-Net is shown in Fig. 2(a). In
In general, it contains the main characteristics of U-Net. The modifications are mainly in the inner blocks. First, we keep the same number of filters (64) for all the layers to decrease the number of model parameters. In the original U-Net model, the number of filters increases in the downsampling path to extract the features and decreases in the upsampling path to localize the features for semantic segmentation [41]. In our study, we instead use the same number of layers in order to extract and reconstruct high-resolution features at all spatial levels. In addition to this channel reduction, we also incorporate a large kernel size (11 × 11) for the network. Large receptive kernel can more readily draw from the information of nearby pixels in the undersampled image. In addition, we avoid using a transposed (sub-pixel) convolutional layer in the decoder path, which is known to introduce severe checkerboard artifacts due to the deconvolution overlap and random initialization (Fig. 2(b)). Instead, as suggested by [42,44], we split this upsampling process into standard 2D spatial convolution and bilinear interpolation, thus eliminating the aforementioned artifacts (Fig. 2(b)).

2.3. Model training and evaluation

The modified U-Net was trained with the following general settings. The optimizer was AMSGrad with a clip value of \( \tau = 10 \), which has shown significant improvement in training stability compared to Adam (Fig. 2(c)). We trained the model for 5,000 iterations and used mean-squared error (MSE) loss for all experiments. All convolutional layers were followed by Leaky ReLU activation (\( \alpha = 0.2 \)) instead of ReLU to help combat the vanishing gradient [45]. The model was trained on a 64-bit workstation with an NVIDIA RTX 2080 Ti GPU and an Intel Core i9-9900 K, using Python v3.6.1 and Keras 2.2.5 with Tensorflow backend. Optimizing a 300 × 300 pixel image took approximately 14.3 min. Detailed training parameters are shared for public access at https://github.com/trivi169/deep-prior-pam.

The model performance was evaluated using the SSIM and peak signal-to-noise ratio (PSNR) on the testing dataset. These metrics represent both global and local information of the reconstructed fully-sampled images [25]. SSIM and PSNR were also computed for bilinear, bicubic, and lanczos (8 × 8 kernel) interpolation as well as our recently published pre-trained FD U-Net [29]. In FD U-Net, each block at a certain spatial level has channel-wise concatenation of all convolutional layers as the output, which forms “collective knowledge” that is passed to the next block [29,46]. A comparison of training and inferring time between DIP and FD U-Net is summarized in Table 1. Please note that, in DIP, since each sample needs iterative training, the training time also includes the inferring time. Statistical p-values were calculated to compare the performance of DIP with the interpolation methods and FD U-Net, using ANOVA with post-hoc Tukey’s HSD test [47]. The testing dataset contained 37 vascular images with 300 × 300 pixels. A total of five undersampling patterns was used for evaluation, as delineated in the next section. To accommodate large images (i.e., > 300 × 300 pixels), we used a model patchwork algorithm to avoid border artifacts [29]. Given enough GPU memory, it is also possible to process the whole image at once without patching.

2.4. Data acquisition and undersampling mask construction

Two PAM systems were used in this study. The first was the traditional slow-scanning PAM system using motorized stages [3,48], with an effective spatial resolution of 10 \( \mu \)m, a scanning step size of 5 \( \mu \)m, and a

| Table 1 | Comparison of training and inferring time between DIP and FD U-Net. Consistent with the reported FD U-Net in [29], the input of DIP has 128 × 128 pixels. |
|---------|---------------------------------------------------------------|
|         | DIP                                           | FD U-Net [29] |
| Training time  | 2.60 min                                    | 8 h            |
| Inference time | =                                            | 46.0 ms        |

B-scan rate of 1 Hz. Thus, it takes ~16.7 min to complete 1000 B-scans. The slow-scanning PAM system provided fully-sampled images as the testing dataset. The second system was the recently published fast-scanning PAM system using a polygon scanner, with a spatial resolution of 10 \( \mu \)m and a B-scan rate of 1 kHz, improving the scanning speed by 1000 times compared to slow-scanning system. Limited by the laser’s repetition rate, the fast-scanning PAM provided only undersampled images.

All experimental protocols were approved by the Institutional Animal Care and Use Committee (IACUC) of Duke University. We imaged the mouse brain and ear vasculature in vivo, as previously demonstrated [2,6,49–52]. In order to demonstrate the DIP model’s generalization, we also imaged a bioprinted hydrogel sample [53]. All images were acquired at 532 nm and presented as the maximum amplitude projection images.

For the slow-scanning PAM, similar to [29], we artificially generated the undersampled images from the fully sampled image. We first denoted \( S_x, S_y \) as the undersampling ratio in the x and y axis, which was used to construct a binary undersampling mask of “0” and “1”. The effective pixels are defined as the pixels in the undersampled image exactly from the fully sampled image. For example, the undersampling ratio [5,1] provides 20% effective pixels. The mask was then pixel-wise multiplied with the fully sampled image to create the undersampled image. Eight representative undersampling ratios were used in this study for slow-scanning PAM: [8,14], [6,12], [10,5], [7,3], [6,1], [2,5], [5,1], and [4,1]. One undersampling ratio of [6,12] was used for fast-scanning PAM, as determined by the system’s maximum speed. The averaged training time for each pattern is shown in Table 2.

| Table 2 | Comparison of training time for different undersampling patterns with an input of 300 × 300 pixels (mean ± standard deviation). |
|---------|------------------------------------------------------------------------------------------------------------------|
| Undersampling ratio | [4,1] | [5,1] | [2,5] | [6,1] |
| Training time (mins) | 14.6 ± 0.06 | 14.8 ± 0.03 | 14.7 ± 0.17 | 13.8 ± 0.14 |
| Undersampling ratio | [7,3] | [10,5] | [6,12] | [8,14] |
| Training time (mins) | 14.8 ± 0.03 | 14.7 ± 0.04 | 13.6 ± 0.02 | 13.7 ± 0.02 |

3. Results

3.1. DIP on in vivo vascular data

Representative outputs from all methods are shown in Figs. 3 and 4. The improvements by DIP are more significant for high undersampling ratios (<20% effective pixels), as shown in Fig. 3. Particularly, even at [7,3] and [10,5], blood vessels recovered by DIP remain relatively continuous and smooth. This is a key attribute of DIP, which does not learn the vascular continuity from any ground truth. In contrast, interpolation-based methods result in discontinuous and aliased vessels, as shown in Fig. 3. The staircase artifacts cause severe intensity fluctuation and even shift the vessel positions (Fig. 3(e, f)). From the vessel profiles, DIP is able to accurately reconstruct the correct signal intensities along different directions. As expected, the pre-trained FD U-Net yields slightly better performance than DIP. FD U-Net results show sharper and more continuous vessels than the DIP results (Fig. 3(c)). At low-to-moderate undersampling ratios (e.g., [4,1]), the difference between all methods is less obvious (Fig. 4). Nevertheless, both FD U-Net and DIP keep the key improvements on vessel continuity and connectivity at [5,1] and [6,1] (Fig. 4(d, e)). However, it is important to note that, when a structure is completely skipped by the undersampling scheme, especially at a high sparsity ratio of [10,5] and more, it cannot be recovered by neither DIP nor other methods, such as the vertical vessel denoted by the dashed ellipse in Fig. 3(d).

Fig. 5 shows an illustration of the DIP optimization process with an undersampling ratio of [7,3]. Note that the model evolves from an arbitrary output (0th iteration) to a meaningful representation by the
The evolution is consistent with the learning curves in Fig. 5(b, c), with a sharp increase in SSIM and PSNR after the first 1000–1500 iterations. Further optimization up to 3000 iterations mainly recovers finer details and smaller vessels. There is no obvious improvement after 3000 iterations in SSIM and PSNR (Fig. 5(b, c)). Therefore, it is possible to reduce the training time by 40% from 14.3 min to 8.6 min, without sacrificing the reconstructed image quality.

After validating the DIP model using the slow-scanning PAM with full-sampled ground truth, we further applied the DIP model to the mouse vasculature data acquired by our recently developed fast-scanning PAM, with an undersampling ratio of [6,12] (Fig. 6). For this extremely sparse sampling (only 1.4% effective pixels), we can further test the performance of the DIP model for significant improvement in imaging speed. Similar to the results by slow-scanning PAM, the severe vasculature aliasing results in distorted and discontinuous vessel profiles by the interpolation methods, shown in Fig. 6. By contrast, the results by DIP and FD U-Net show improved vessel continuity and edge smoothness. The pre-trained FD U-Net, however, has checkerboard artifacts due to either residual scanning effects or transposed convolution (Fig. 6(c)). DIP is visually free of unidentified artifacts, and has the best vessel connectivity and least edge jags. Interestingly, DIP can better resolve closely-located vessels while the interpolation methods and FD U-Net fail (yellow arrows in Fig. 6(d)). For the fast-scanning PAM, the undersampling ratio of [6,12] can lead to a 72-fold improvement in imaging speed, which is mainly limited by either the laser’s repetition rate or the number of effective pixels.

3.2. Quantification of DIP performance

The performance of different methods was quantified with SSIM and PSNR (Fig. 7). FD U-Net has the best quantitative performance, followed by DIP. For SSIM, FD U-Net outperforms DIP (0.756 ± 0.096 vs. 0.693 ± 0.109) with the [10,5] undersampling ratio (Fig. 7(a)).
However, the difference reduces as the undersampling ratio decreases to [6,1] (0.910 ± 0.039 vs. 0.903 ± 0.047). For PSNR, the differences between DIP and FD U-Net are similar for all undersampling ratios, likely because PSNR and the loss function of the DIP model both depend on MSE. DIP outperforms all other methods at [6,1] with the highest PSNR of 29.71 ± 4.23 dB (Fig. 7(b)).

The statistical tests also confirm that DIP outperforms interpolation methods, except for the low undersampling ratio [4,1] (Fig. 7(c, d)). In fact, p-values show that DIP and FD U-Net are indeed comparable for both PSNR and SSIM for almost all undersampling patterns, except [4,1]. Interestingly, at this ratio, both interpolation and FD U-Net have significantly larger SSIM than DIP, but there are no significant differences for PSNR. This result suggests that DIP is more advantageous for high sparsity (<25 % effective pixels), and such advantage diminishes with more effective pixels. In addition, even though there is no theoretical limit for DIP, Fig. 7(a, b) suggest a steady decrease in SSIM and PSNR with increasing sampling sparsity. At extreme undersampling ratios of [6,12] and [8,14] with only 1.4 % and 0.9 % effective pixels respective, p-values show that DIP does not have significantly higher SSIM and PSNR than other methods. However, the result of the fast-scanning PAM data shown in Fig. 6 demonstrates that DIP still offers much improvement in vascular continuity.

### 3.3. DIP on non-vascular data

In order to test DIP’s generalization on non-vascular images, we also imaged a bioprinted sample of Duke Chapel using the slow-scanning PAM. The representative outputs of a [7,3] undersampling ratio are shown in Fig. 8. The results are consistent with the in vivo vascular results. The interpolation results show blurry and jagged edges. The FD U-Net output suffers from the checkerboard artifacts. The DIP image, on the other hand, has shown clear and smooth edges, and no artifacts. This non-vascular phantom result demonstrates that DIP may also be applied to novel input images without the need for pre-training. Both DL methods do not enforce any vessel-like features on this phantom data, asserting their generalization to various input structures.

### 4. Discussion

One of the critical missions in improving PAM technology is to increase the imaging speed for time-sensitive applications. Unlike traditional PAM systems, which rely on slow mechanical scanning, the imaging speed of state-of-the-art, high-speed PAM systems is often limited by the laser’s repetition rate or the total number of effective pixels. Undersampling is often a necessary compromise when imaging speed needs to be increased. Approximately, the imaging speed of fast-scanning PAM is inversely proportional to the number of effective pixels.
Fig. 5. Evolution of the DIP optimization process. (a) Output image at incrementing iterations. The image is undersampled at \([7,3]\). The bicubic interpolation and fully-sampled image are also presented. Scale bar: 0.5 mm. (b-c) Averaged SSIM and PSNR of three random samples as a function of iterations.
pixels. Therefore, reducing the number of pixels through undersampling will lead to the same percentage increase in the imaging speed.

Despite the lack of pre-training with fully-sampled ground truth data, DIP manages to correct undersampled images with high accuracy and fidelity. The reconstructed vascular images by DIP maintain a high level of connectivity and edge smoothness – key physiological features of blood vessels. By contrast, interpolation-based methods introduce disjointed and blurry vessels. Similar to other pre-trained DL-methods, FD U-Net may generate checkerboard artifacts, primarily due to insufficient training, inappropriate network architecture, or residual scanning effects. DIP does not result in any spurious artifacts in either vascular or non-vascular data.

Quantitative analysis confirms comparable performance between DIP and FD U-Net. DIP can reconstruct sparsely sampled images using only as low as 0.9 % effective pixels, without modifying the system hardware or collecting large-size fully-sampled training data. DIP may lead to imaging speed improvement for PAM and other high-speed imaging modalities with point-by-point scanning. In fact, DIP can easily adjust the undersampling masks to adapt different sampling strategies, such as spiral, Lissajous, or sine-wave scanning. This flexibility is not shared by other pre-trained DL methods that require retraining if the undersampling mask is changed. However, DIP’s advantage over interpolations diminishes with either extremely low or high sparsity. Thus, the number of effective pixels that is most beneficial for DIP needs to be optimized for different imaging systems and imaged targets.

Nonetheless, our DIP model can be further improved. The results show that our DIP model’s advantage over interpolation diminishes at low undersampling ratios. DIP is thus more suited for highly undersampling applications capturing dynamic information, such as blood flow, neuronal activities, and circulating tumor cells. Similar to other upsampling methods, DIP cannot recover structures that are completely missed by the undersampling scheme. The main disadvantage of our current DIP model is the relatively long reconstruction time with iterative optimization. Optimizing a 300-by-300-pixel image takes approximately 14.3 min, which is impractical for real-time image processing. Our future work will focus on speeding up the optimization of DIP model. Reconstruction time can be shortened by reducing the total number of model parameters, at the cost of image quality. The trade-off can be addressed with transfer learning by integrating upper layers of a pre-trained neural network, such as VGG-Net or FD U-Net, with the DIP model. During DIP optimization, these pre-learned layers will be locked, which would reduce the number of trained parameters and thus the training time. Integrating the pre-learned features may also reduce the optimization complexity of the deep prior and potentially improve image quality. Future works will also aim at using DIP for other PAI implementations. For example, we can apply DIP in photoacoustic computed tomography (PACT) to reduce the image artifacts induced by sparse sampling and limited detection view. Similar to PAM, PACT often lacks ground truth images at the large penetration depth (> 1 cm), and thus, it is challenging to apply pretrained DL models. DIP is a compelling choice for improving PACT applications.

Fig. 6. Outputs from DIP and other methods on fast-scanning PAM image with an undersampling ratio of [6,12]. (a) Wide-field mouse brain vasculature images. (b) Close-up region marked by blue box in (a). (c) Close-up areas in the yellow square in (b) showing the checkerboard artifacts by FD U-Net but not by other methods. (d) Close-up region marked by the red box in (a). The red arrows denote disjointed and jagged vessels that are not observed in the DL methods. Yellow arrows indicate better-resolved vessels by DIP compared to FD U-Net. Scale bar: 125 μm.
Fig. 7. Quantitative comparison of DIP and other methods in SSIM and PSNR at different undersampling ratios. (a-b) Averaged SSIM and PSNR as a function of the undersampling ratios for all methods. (c-d) Boxplots of averaged SSIM and PSNR of low and high undersampling ratios. Most p-values between DIP and FD U-Net reveal no significant difference. Meanwhile, DIP shows significant improvement compared with bicubic interpolation, except for [4,1] ratio. Gray line: median; black dashed line: mean; circles: outliers; ns, $p > 0.05$; * $p \leq 0.05$; ** $p \leq 0.01$. 
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5. Conclusion

In this study, we introduce a novel DL method DIP to reconstruct undersampled PAM images for increased imaging speed. DIP does not require pre-training on a large and diverse dataset with paired ground truth. Our experimental results demonstrate the feasibility of applying DIP on improving PAM images of in vivo vasculature and bioprinted sample, with as few as 1.4 % effective pixels. DIP outperforms conventional interpolation methods and is comparable with the pre-trained FD U-Net. Our method may provide a practical solution for high-speed PAM applications with severe undersampling.
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