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Abstract—Recently, deep neural networks have greatly advanced undersampled Magnetic Resonance Image (MRI) reconstruction, wherein most studies follow the one-anatomy-one-network fashion, i.e., each expert network is trained and evaluated for a specific anatomy. Apart from inefficiency in training multiple independent models, such convention ignores the shared de-aliasing knowledge across various anatomies which can benefit each other. To explore the shared knowledge, one naive way is to combine all the data from various anatomies to train an all-round network. Unfortunately, despite the existence of the shared de-aliasing knowledge, we reveal that the exclusive knowledge across different anatomies can deteriorate specific reconstruction targets, yielding overall performance degradation. Observing this, in this study, we present a novel deep MRI reconstruction framework with both anatomy-shared and anatomy-specific parameterized learners, aiming to “seek common ground while reserving differences” across different anatomies. Particularly, the primary anatomy-shared learners are exposed to different anatomies to model flourishing shared knowledge, while the efficient anatomy-specific learners are trained with their target anatomy for exclusive knowledge. Four different implementations of anatomy-specific learners are presented and explored on the top of our framework in two MRI reconstruction networks. Comprehensive experiments on brain, knee and cardiac MRI datasets demonstrate that three of these learners are able to enhance reconstruction performance via multiple anatomy collaborative learning.

Index Terms—MRI Reconstruction, Neural Network, Collaborative Learning

I. INTRODUCTION

MAGNETIC Resonance Images (MRIs), which can provide detailed anatomical information without invasion, are widely used for various image-guided therapies. As a typical compressed-sensing based inverse problem, reconstructing high-quality MRIs from undersampled k-space signals plays an important role in accelerating the imaging process [2], [3]. Recently, deep convolutional neural networks (CNNs) have proven soaring successes in efficiently reconstructing high-quality de-aliased anatomy MRIs [4], [5] with their stronger ability of automatically learning high-level anatomical representation, wherein most efforts [6]–[16] follow the one-anatomy-one-network (OAON) fashion, i.e., each expert network is trained and evaluated for specific anatomy, as shown in Fig. 1 (a). However, training multiple independent networks for different anatomies greatly increases the deployment difficulty since tens of anatomies are examined with MRIs in clinical practice. Moreover, apart from inefficiency in deployment, such convention ignores the shared de-aliasing knowledge across various anatomies, which can benefit each other for reconstruction.

Therefore, it is natural to ask: whether a deep network can simultaneously learn from mixed anatomy data for all-round MRI reconstruction? Intuitively, one naive solution is to adopt a multiple-anatomy-one-network (MAON) fashion that directly introduces all the data from various anatomies to train an all-round network, as shown in Fig. 1 (b). Unfortunately, despite the existence of the shared de-aliasing knowledge and better generalization ability, we reveal that the exclusive knowledge across different anatomies (e.g., unique intensity distributions and structure/location priors) can mislead the network and deteriorate specific reconstruction targets, yielding overall decreased reconstruction quality.

Most relevantly, Liu et al. [17] introduced a universal undersampled MRI reconstruction network trained by distilling knowledge from pre-trained expert models into one universal network and the anatomy-specific instance normalization was proposed to adapt the various intensity distributions for multiple anatomies. Given the knowledge distilling as a complicated process where pre-trained expert models are still required, here we lean to disentangle knowledge via different parameterized learners. In terms of the anatomy-specific normalization, we make a step further than [17] to use the parameterized learners for capturing anatomy-specific information with a novel unified framework, where anatomy-specific normalization can be regarded as one of the possible implementations.

In this study, we propose to seek common ground while reserving differences across different anatomies by redesigning a novel deep MRI reconstruction framework constructed with anatomy-shared and anatomy-specific parameterized learners, named as multiple-anatomy-parameterized-network (MAPN)
framework shown in Fig. 1(c). Particularly, such design echoes the multi-domain visual classification learning [18], [19] and allows the MRI reconstruction of each anatomy to enjoy both (i) the flourishing shared de-aliasing knowledge by training the primary anatomy-shared learners with mixed anatomies, and (ii) the exclusive knowledge reserved for it in the tailored anatomy-specific learners. In fact, the OAON and MAON fashion are the special cases of our MAPN where there exist either anatomy-specific or anatomy-shared learners. Under our proposed unified framework, we explore four types of anatomy-specific learners on top of our framework, including anatomy-specific normalization [17], channel attention, series learners and paralleled learners, and integrated them into two different MRI reconstruction networks. Comprehensive experiments on brain, knee and cardiac MRI datasets demonstrate the effectiveness of our new “all-round” network with various insightful findings. The contributions of this work can be summarized as follows:

- We unify current one-anatomy-one-network and multi-anatomy-one-network solutions under a novel multi-anatomy-parameterized-network framework where we can both seek common ground and reserve differences across anatomies.

- We implement four possible designs of the compact anatomy-specific parameterized learners as the early attempts under the proposed framework and three of them show the ability to enhance multiple anatomy collaborative learning with two different reconstruction networks, providing insightful findings on how to better capture anatomy-specific information with our framework.

- Extensive experiments are performed on brain, knee and cardiac MRI datasets demonstrating the effectiveness of our strategy for improving different anatomy reconstruction quality with different reconstruction networks.

II. RELATED WORK

A. Deep Learning Based Undersampled MRI Reconstruction

Since Wang et al. [6] firstly introduced deep networks for undersampled MRI reconstruction, researchers have developed various approaches which can be roughly categorized into the data-driven [6], [11], [20]–[22], the model-driven [7]–[10], [16], [23], [24]. Among these works, DCCNN [7] has gained much attention with a series of variants [12]–[16] where researchers explored how to design neural networks for better representation learning. However, these methods all followed the OAON fashion as mentioned above, and there only existed a few previous works discussing the anatomy generalization ability in MRI reconstruction. Yan et al. [14] used neural architecture search technology to search different network architectures for knee and brain, proving that different anatomies prefer different architectures. Transfer learning in MRI reconstruction is discussed in [25]–[27], where researchers pre-trained a network on a large pool of data and then transferred the learned weights for one anatomy reconstruction by fine-tuning, while our aim is to learn and reconstruct multiple anatomies simultaneously in one network. Guo et al. [28] introduced the distribution shifting problem of MRIs from different institutions and proposed a federated learning-based solution but only for brain MRI reconstruction tasks. Few attempts were made to explore how different anatomies can be reconstructed by one network.

As mentioned above, Liu et al. [17] made the first step to introduce a universal undersampled MRI reconstruction network with knowledge distilling and the anatomy-specific instance normalization strategy. In our framework, we lean to disentangle knowledge via different parameterized learners without the need of difficult knowledge distilling process. Since the idea of anatomy-specific instance normalization can be regarded as a setting of the anatomy-specific learners, we re-implemented [17] as the anatomy-specific normalization settings without knowledge distilling to make a fair comparison with other settings in our experiments.

B. Multi-domain Visual Classification Learning

Our method is closely related to recent works in multi-domain visual classification learning [18], [19], [29], [30], where researchers aim to train a single network to perform image classification tasks across different domains (animals, flowers, digits, ...). Bilen and Vedaldi [29] used parameters in batch and instance normalization layers to model different domains for task-specific classification. Rebuffi et al. extended [29] in [18], [19] to parameterize the standard residual network architecture into a network family to capture different
domains. Mallya et al. [30] proposed to adapt a single network to different classification tasks by masking weights of different convolution kernels.

Distinct from the above works, our aim is to make MRI reconstruction model jointly and better learn from multiple anatomies data and we make the early attempt to introduce the idea in [18], [19] for building an all-round MRI reconstruction model with a parameterized network where the compact anatomy-specific learners focus on exclusive anatomy prior while the major anatomy-shared learners enjoy common de-aliasing knowledge. Our experiments demonstrate that such setting can help different anatomies collaborate with each other in the simultaneous learning process.

III. METHODOLOGY

Without loss of generalization ability, we study multiple anatomy undersampled MRI reconstruction problems under single-coil reconstruction scenario following [12], [13], [17]. We firstly introduce the problem formulation and two baseline solutions: the data-driven U-Net [31] based reconstruction model [11], [20], [22] and the model-driven deep cascaded network (DCCNN) based reconstruction model [7], [12]–[14], [17]. Then, we illustrate the details of the proposed MAPN solution with four anatomy-specific learner designs. The overall framework is shown in Fig. 2.

A. Problem Formulation and Baseline Solutions

The aim of MRI reconstruction is to recover the fully-sampled MR image \( x \) from the under-sampled k-space signals \( s \), which can be formulated as:

\[
s = F_u x,
\]

where \( F_u \) is the under-sampling Fourier encoding matrix and \( x \) can be obtained by solving the following inverse problem:

\[
\min_x \| s - F_u x \|_2^2 + \mathcal{R}(x),
\]

where \( \mathcal{R}(x) \) is the regularization term. By integrating CNN-derived constraints into Eq. 2, this problem can be formulated as:

\[
\min_x \| s - F_u x \|_2^2 + \lambda \| x - \mathcal{N}(x, \omega) \|_2^2,
\]

where \( \mathcal{N} \) represents the deep CNN network with learnable weights \( \omega \).

For data-driven solutions, researchers usually solve Eq. 3 by directly learning a mapping between paired under-sampled MRI \( x_u \) and fully-sampled MRI \( x \), Typically, U-Net [31] is adapted in [11], [20], [22] as \( \mathcal{N} \) and we have:

\[
y = \mathcal{N}(x_u, \omega).
\]

Then, \( \mathcal{N} \) is trained to reconstruction \( x \) from \( x_u \) by minimizing the objective function \( \mathcal{L} \) as:

\[
\min_{\omega} \mathcal{L}(\mathcal{N}(x_u, \omega) - x),
\]

where \( \mathcal{L} \) is the pixel-wise loss, e.g., L1 or L2 loss.

For model-driven solutions, researchers tend to regard \( \| s - F_u x \|_2^2 \) as the data consistence (DC) term between the image and k-space data, then unroll Eq. 3 with the alternating minimization steps [7], [12]–[14], [17]. Schlemper et al. [7] firstly proposed to use the data consistency (DC) modules and re-formulated Eq. 3 by cascading \( n \) sub-networks as the following two steps:

\[
y^{(n)} = \mathcal{N}^{(n)}(x^{(n)}, \omega^{(n)}),
\]

\[
x^{(n+1)} = \arg \min_x \lambda \| s_u - F_u x \|_2^2 + \| x - y^{(n)} \|_2^2,
\]

where \( x^{(0)} = x_u \). The problem of Eq. 7 is given with a closed-form solution with the DC layer, which can be regarded as a plug-in module in the deep network to align current reconstructed k-space of \( y^{(n)} \) with the ground truth sampled signals in \( s \), given \( \lambda \to \infty \). The problem of Eq. 6 is similar to Eq. 4. A super network \( \mathcal{N} \) is built with \( n \)-fold cascaded sub-CNNs \( \mathcal{N}^{(n)} \) and DC modules, and trained by minimizing the objective function \( \mathcal{L} \) to solve Eq. 6.

For better understanding, we visualize U-Net based reconstruction network in Fig 3 (a), where we follow the setting in [20] with 4 down/up-sampling operations, and DCCNN based reconstruction network in Fig 3 (b) with our proposed anatomy parameterization strategy. At a higher level, we can regard the U-Net based reconstruction solution as a sub-problem of the DCCNN based one, and U-Net [31] can be directly used as the sub-CNNs \( \mathcal{N}^{(n)} \) in DCCNN. Here, we independently treat these two solutions to demonstrate the generalization ability of our anatomy parameterization framework. What’s more, in original DCCNN [7], the researchers only use plain convolutional layers to build their network. Comparing to [7], the U-Net includes 4 down-sampling blocks with convolution layers and 4 up-sampling blocks with de-convolution layers. For simplicity and to keep consistent with DCCNN, we replace all the convolution layers in U-Net with anatomy-shared/specific learners and leave the de-convolution layers as anatomy-shared learners.

Notably, most existed works follow the OAON setting, where one independent \( \mathcal{N} \) is trained from scratch and only tested for one target reconstruction anatomy. In this work, we benchmark above baseline solutions with multiple anatomy reconstruction task.

B. Multiple Anatomy Parameterized Framework

Revisiting Eq. 4 and Eq. 6 for multiple-anatomy reconstruction scenario, it is a natural idea to disentangle \( \omega \) with the whole network \( \mathcal{N} \) for the shared and exclusive knowledge via rewriting Eq. 4 and Eq. 6 as:

\[
y = \mathcal{N}(x_u, \omega_s, \omega_e),
\]

where \( \omega_s \) is trained with all anatomies to learn shared de-aliasing knowledge and \( \omega_e \) is from a parametric set \( \Omega_e = \{\omega_e^1, \omega_e^2, \ldots, \omega_e^n\} \) in which each element is corresponding to a specific anatomy. Examples of detailed implementations of \( \omega_s \) and \( \Omega_e \) are visualized in Fig. 4 (d) for better understanding, termed as anatomy-shared/specific parameterization. With Eq. 8 as the basis of our MAPN framework, we then need to answer: how to properly design \( \Omega_e \)?
Fig. 2. Illustration of (a) Anatomy parameterization reconstruction framework for multiple anatomy collaborative learning. Our framework can be generalized to both data-driven and model-driven models. (b) Details of four anatomy parameterization settings. (c) Notes on shading boxes. (d) Anatomy-specific parameterization example with paralleled learners setting (d-i) and its anatomy-shared variant (d-ii) for the ablation study.

Fig. 3. Illustration of Anatomy Parameterization based U-Net (a) and DCCNN (b) for multiple anatomy collaborative learning.
The design of $\Omega_e$ needs to consider the following two criteria: (1) $\omega_{e,i}$ should be more efficient compared to $\omega_s$, otherwise it brings in more learning parameters; (2) the $\omega_{e,i}$ should be easy to plug into and out from the network with $\omega_s$ such that they can be easily switched for different organs and enjoy the shared knowledge.

With the above two criteria, when we further investigate the convolution blocks shown in Fig. 2(b) PN0, we can find that an intuitive setting is to use the $3 \times 3$ convolutional layers as $\omega_s$, while the common Batch Normalization (BN) [32] layers can be regarded as an anatomy-specific setting of $\omega_{e,i}$ shown in Fig. 2(b) PN1 noted by Anatomy-specific Normalization strategy. It is obvious that MRIs of different anatomies have significant feature distribution shifting in terms of means and variances. Given the input feature map as $m$, the normalization layers utilized to calibrate the feature map can be formulated as:

$$n = \gamma \frac{m - \mu(m)}{\sigma(m)} + \beta,$$

where scale weight $\gamma$, shift bias $\beta$ in BN layers. To make BN layers better adapt to one specific anatomy with its unique intensity distribution, one independent set of normalization layers is assigned with unique learning parameters [$\gamma_i$, $\beta_i$] by an anatomy switch operation in the network for each anatomy, as indicating in Fig. 2 (d-i). It is reminded that the anatomy-specific instance normalization used in [17] is similar to PN1 setting with $[\mu(m), \sigma(m)]$ calculated differently and a complicated knowledge distillation step. With a fair comparison protocol comparing to following other settings, we think PN1 is our enhanced re-implemented version of [17], given codes/models of [17] are not open source.

With Anatomy-specific Normalization as a good starting point, another direction to design $\Omega_e$ is to plug some additive compact tailored anatomy-specific structure into the convolution block for exclusive knowledge learning. We propose to use the channel attention mechanism, which was introduced in Squeeze-and-Excited (SE) Network [33], to model anatomy knowledge by re-calibrating channel-wise feature responses with fully-connected layers shown in Fig. 2(b) PN2 noted by Anatomy-specific Channel Attention strategy.

So far, the previous two solutions do not change the major graphic structure of the network. In order to leverage features from different levels and inspired by successes in multi-domain natural image classification [18], [19], we use $1 \times 1$ convolutional layers as residual connections to adjust features from different levels and then obtain the setting in Fig. 2 (b) PN3 and PN4, namely Anatomy-specific Series and Parallel Learners, correspondingly, according to where the learners locate. The $1 \times 1$ convolutional operations are chosen due to parameter efficiency.

The above four settings are explored as possible implementations under our proposed framework to prove its effectiveness and how to design the optimal anatomy-specific learners remains an open problem. We explore these implementations to shed the light in a new direction for multiple anatomy collaborative reconstruction.

IV. EXPERIMENTS

A. Implementation Details

1) Environment: All the experiments were carried out on an NVIDIA GeForce RTX 3090 GPU with the Pytorch.

2) Dataset Preprocessing and Evaluation Metrics: We conducted our experiments on three public MRI datasets of different anatomies with Institutional Review Board approval: Knee: we randomly sampled 800 knee MR slices from 25 subjects in the fastMRI dataset [20] provided by New York University School of Medicine. Brain: we randomly sampled 800 brain MR slices from 50 subjects in the fastMRI dataset [20]. Cardiac: we randomly sampled 800 cardiac MR slices from 90 cardiac subjects in the ACDC dataset [34] obtained from the University Hospital of Dijon. Noteworthily, we removed some slices where no biological structure exists to make three anatomies have equal slices for fairness. It is reminded that the above three datasets are acquired with different protocols, and we follow the setting in [17] to treat them as the same single-coil slice-level MR image for reconstruction. Following [12], [13], [17], we adopted these data pre-processing steps: the MRIs were cropped into $320 \times 320$, then normalized in magnitude, and clipped to [-6, 6] with zero phases to simulate 2-channel complex-valued images. All the models were trained with under-sampled 1D Cartesian masks and evaluated with $4 \times$ and $6 \times$ under-sampled reconstruction tasks. We report PSNR and SSIM [35] between reconstructed and target fully-sampling MRIs as the quantitative metrics. The final results are calculated on a 5-fold cross-validation setting by dividing the above three datasets according to subjects with a ratio of 4:1 for the training and validation.

3) Network Setting: To implement DCCNN reconstruction network, we used 5 stacked convolutional blocks to build each sub-CNN and cascaded the sub-CNNs and DC modules for 5 times to build the baseline DCCNN. Each block includes cascading Conv.-BN-LeakyReLU operations, as shown in Fig. 2 (b) PN0, with 64 channels. We followed the setting in [20] to build a U-Net based reconstruction network but modified the input and output as 2 channels to keep consistent with the DCCNN. To perform anatomy parameterization settings, we replaced all the convolutional operations, i.e. PN0, in U-Net/DCCNN by PN1-4, as shown in Fig. 2(b).

4) Training Strategies: To implement the OAON baselines, we trained U-Net/DCCNN based reconstruction models independently on three datasets for 50 epochs. To implement the multiple-anatomy-related baseline, we fed a batch of data from the same anatomy in a round-robin fashion in each iteration for $3 \times 50 = 150$ epochs as we used 3 anatomies in this study. For the MAPN methods, the anatomy-specific learners were optimized only once in each iteration for their target anatomy, while the anatomy-shared $3 \times 3$ convolution layers were optimized in every mini-batch across anatomies. We also adopted a warm-up strategy for anatomy parameterized learners to dig out exclusive knowledge: we loaded and fixed the weight of $3 \times 3$ convolution layers obtained from the MAON baseline for the first 30 epochs to better initialize the additive anatomy-specific modules, then the whole network was fully optimized for the next 120 epochs. The L1 loss was
adopted for supervision and the Adam optimizer with the same learning rate of 0.01 was adopted for all the methods.

**B. Experiments of U-Net based Reconstruction**

Here, we report the reconstruction performance of the anatomy parameterization based U-Net as shown in Fig. 2 (a).

1) *Quantitative Results*: We summarized the quantitative results in Table I, which can be divided into three parts under $4\times$ and $6\times$ under-sampling ratio: (i) OAON setting where knee/brain/cardiac expert models are trained independently, (ii) MAON setting where all-round models are trained on the mixture of three datasets, (iii) four different MAPN settings. Though the overall performance with $6\times$ under-sampling ratio is lower than that with $4\times$ ratio, findings are quite consistent between them, suggesting the robustness of proposed method. Intuitively, we can find that MRI reconstructions with our parameterized learners can reconstruct images with clearer details and reduced error maps.

2) *Qualitative Results*: We also visualize reconstruction performance of all settings in U-Net with $4\times$ ratio in Fig. 3. We can also find that the visual quality of final reconstructed MRIs are improved with our strategies.

**C. Experiments of DCCNN based Reconstruction**

Here, we report the reconstruction performance of the anatomy parameterization based DCCNN as shown in Fig. 3 (b). Experiments show that DCCNN’s performance is superior to U-Net in MRI reconstruction, which is consistent with previous works [12] - [14]. Therefore, we perform more ablation experiments with anatomy parameterization based DCCNN.

1) *Quantitative Results*: The quantitative results are summarized in Table II with the same structure as Table I. Similar to the results of U-Net based reconstruction, we can conclude that networks trained with MAON setting are confused by different anatomies and can not reconstruct MRI as better as the corresponding OAON experts. Our proposed MAPN solutions can learn from different anatomy to better reconstruct MRIs compared to the naive MAON solution. By integrating anatomy-specific batch normalization (PN1), we can find that the network can enjoy the shared knowledge learned in $3 \times 3$ convolutional layers to outperform the MAON baseline in all three tasks but can not provide better results than OAON experts in terms of the cardiac reconstructions. After integrating anatomy-specific learners with PN2-4 settings, the MAPN network can reconstruct all three anatomies better than both OAON expert models and MAON baselines from collaborative learning. Notably, the PN2 setting achieves comparable results with PN4 settings in U-Net based reconstruction.

2) *Qualitative Results*: We also visualize reconstruction performance of all settings in DCCNN with $4\times$ ratio in Fig. 4. Similar to the qualitative results, we can find that networks with our parameterized learners can reconstruct images with clearer details and reduced error maps.

**5) Visualization of the Unique Information Captured by Anatomy-specific Learners**: Here, we try to discuss what the simple anatomy-specific learners (BN and $1 \times 1$ convolutional layers) capture for better reconstruction. However, since MRI reconstruction is a low-level signal reconstruction task, to visualize and explain the feature maps inside the network remains an unsolved problem itself. So, we visualize the final learned parameters in the anatomy-specific learners.

For simplicity, we focus on the parameters in DCCNN+PN4, which achieves the best performance in our experiments. Without loss of generalization ability, we visualize the learned parameters of the 3rd CNN by the following strategy: we calculate and present the average value of weights in...
TABLE I

Quantitative reconstruction results of U-Net based reconstruction on 5-fold cross validation of different anatomy parameterization strategies with the metric of PSNR(dB) and SSIM(%). 'Und. Rat.' represents Under-sampling Ratio. 'K', 'B', and 'C' are short for 'Knee', 'Brain' and 'Cardiac' at the 3rd column for compactness. 'OAON' is short for 'One-Anatomy-One-Network'. 'MAON' is short for 'Multiple-Anatomy-One-Network'. 'MAPN' is short for 'Multiple-Anatomy-Parameterized-Network'. The best results are addressed in bold.

| Und. Rat. | Learning Fashion | Model | Training Anatomy | Knee Reconstruction | Brain Reconstruction | Cardiac Reconstruction |
|-----------|------------------|-------|------------------|---------------------|---------------------|----------------------|
|           |                  |       |                  | PSNR | SSIM | ∆ PSNR/SSIM | PSNR | SSIM | ∆ PSNR/SSIM | PSNR | SSIM | ∆ PSNR/SSIM |
| 4x        |                  |       |                  |       |      |            |       |      |            |       |      |            |
| OAON      |                  | U-Net | K                | 34.82 | 82.09 | 0.51/2.24 | 34.45 | 87.24 | -2.11/3.92 | 34.99 | 85.74 | -1.36/3.90 |
|           |                  | U-Net | B                | 31.72 | 70.22 | -0.14/-5.81 | 36.50 | 80.83 | -0.06/-0.35 | 33.57 | 83.85 | -2.96/3.79 |
|           |                  | U-Net | C                | 31.32 | 75.84 | 0.79/4.21 | 35.54 | 89.36 | -1.02/-2.80 | 37.17 | 90.17 | 0.62/1.10 |
| MAON      |                  | U-Net | K+B+C            | 34.31 | 79.85 | 0/0 | 36.56 | 91.16 | 0/0 | 36.55 | 89.64 | 0/0 |
|           |                  | MAON  | U-Net+PN1 [17]   | 34.86 | 81.91 | 0.55/2.06 | 37.00 | 91.50 | 0.44/0.34 | 37.18 | 90.67 | 0.63/1.03 |
|           |                  | MAON  | U-Net+PN2        | 35.30 | 83.18 | 0.99/3.33 | 37.59 | 92.65 | 1.03/1.19 | 37.29 | 90.83 | 0.74/1.19 |
|           |                  | MAON  | U-Net+PN3        | 35.22 | 82.77 | 0/0 | 37.17 | 91.93 | 0/0 | 37.28 | 90.83 | 0/0 |
|           |                  | MAON  | U-Net+PN4        | 35.36 | 83.13 | 1.05/3.00 | 37.66 | 92.10 | 1.10/1.19 | 37.30 | 90.86 | 0.75/1.22 |
| 6x        |                  |       |                  |       |      |            |       |      |            |       |      |            |
| OAON      |                  | U-Net | K                | 33.58 | 77.65 | 0.27/1.32 | 32.92 | 84.21 | -1.25/-3.34 | 33.70 | 83.24 | -0.89/2.96 |
|           |                  | U-Net | B                | 30.70 | 68.15 | -2.61/-8.18 | 34.29 | 87.83 | 0.12/0.28 | 32.47 | 81.76 | -1.92/2.84 |
|           |                  | U-Net | C                | 32.30 | 74.92 | -0.41/-2.51 | 34.04 | 87.11 | 0.13/0.34 | 33.46 | 88.11 | 0.87/1.91 |
| MAON      |                  | U-Net | K+B+C            | 33.31 | 76.33 | 0/0 | 34.17 | 87.33 | 0/0 | 34.59 | 86.20 | 0/0 |
|           |                  | MAON  | U-Net+PN1 [17]   | 33.66 | 77.76 | 0.35/1.43 | 34.78 | 88.66 | 0.71/1.14 | 35.25 | 87.74 | 0.66/1.51 |
|           |                  | MAON  | U-Net+PN2        | 34.25 | 79.30 | 0.94/2.97 | 35.86 | 90.44 | 1.69/2.89 | 35.80 | 88.58 | 1.21/2.58 |
|           |                  | MAON  | U-Net+PN3        | 33.93 | 78.41 | 0.62/2.14 | 35.08 | 89.17 | 0.91/1.02 | 35.53 | 88.21 | 0.94/2.01 |
|           |                  | MAON  | U-Net+PN4        | 34.12 | 79.01 | 0.81/2.68 | 35.56 | 89.91 | 1.49/2.36 | 35.64 | 88.80 | 1.05/2.60 |

Fig. 4: Qualitative comparison of different anatomy parameterization U-Net reconstruction settings with 4 × under-sampling ratio. Original MRIs are normalized to [0, 1] for visualization and their intensity distributions are shown in the first column. From the second column, reconstructed image (top) and its absolute error map (bottom) are shown. PSNR (dB) is listed at the right bottom of each error map with the highest one highlighted in red. Values > 0.1 in error maps are clipped to 0.1 for better visual comparison. Green boxes address where significant performance difference can be observed.
## TABLE II
Quantitative reconstruction results of DCCNN based reconstruction on 5-fold cross validation of different anatomy parameterization strategies with the metric of PSNR(dB) and SSIM(%). ‘Und. Rat.’ represents Under-sampling Ratio. ‘K’, ‘B’, and ‘C’ are short for ‘Knee’, ‘Brain’ and ‘Cardiac’ at the 3rd column for compactness. ‘OAON’ is short for ‘One-Anatomy-One-Network’. ‘MAON’ is short for ‘Multiple-Anatomy-One-Network’. ‘MAPN’ is short for ‘Multiple-Anatomy-Parameterized-Network’. The best results are addressed in bold.

| Und. Rat. | Learning | Model | Knee Reconstruction | Brain Reconstruction | Cardiac Reconstruction |
|-----------|----------|-------|---------------------|----------------------|-----------------------|
|          | Fashion |       | PSNR     | SSIM     | Δ PSNR/SSIM | PSNR     | SSIM     | Δ PSNR/SSIM | PSNR     | SSIM     | Δ PSNR/SSIM |
| 4x        | OAON     | DCCNN  | K         | 36.08    | 84.76     | 0.297/1.08 | 36.54    | 90.26     | -2.14/2.68 | 31.73    | 90.76     | -1.62/2.37 |
|          |          |        | B         | 33.45    | 76.14     | -2.34/1.97 | 39.19    | 93.38     | 0.51/0.44  | 36.99    | 88.94     | -2.36/4.19 |
|          |          |        | C         | 34.75    | 80.24     | -1.04/1.34 | 37.74    | 91.79     | 0.94/1.13  | 36.30    | 94.45     | 0.92/1.12  |
|          | MAON     | DCCNN  | K+B+C     | 35.79    | 83.74     | 0         | 38.68    | 92.94     | 0         | 39.25    | 93.13     | 0         |
|          |          |        | DCCNN+PN3 | 35.39    | 82.91     | -0.30/0.80 | 38.92    | 92.61     | -0.48/0.33 | 38.82    | 92.41     | -0.53/0.72 |
|          | MAPN     | DCCNN  | K+B+C     | 35.95    | 84.33     | 0.10/0.62  | 38.91    | 93.19     | 0.25/0.23  | 39.57    | 93.58     | 0.21/0.23  |
|          |          |        | DCCNN+PN2 | 35.75    | 84.14     | -0.18/0.33 | 38.39    | 92.82     | -0.29/0.12 | 38.92    | 92.61     | -0.43/0.53 |
|          |          |        | DCCNN+PN3 | 36.31    | 85.35     | 0.52/0.64  | 39.86    | 93.92     | 1.18/0.98  | 40.31    | 94.23     | 0.90/1.12  |
|          |          |        | DCCNN+PN4 | 36.50    | 85.82     | 0.71/1.21  | 40.15    | 94.32     | 1.49/1.38  | 40.49    | 94.45     | 1.14/1.32  |
| 6x        | OAON     | DCCNN  | K         | 34.13    | 78.77     | 0.19/0.78  | 33.78    | 85.47     | -1.39/3.46 | 35.02    | 86.18     | -1.17/2.61 |
|          |          |        | B         | 32.12    | 71.49     | -1.82/6.30 | 35.64    | 89.34     | 0.47/0.81  | 34.78    | 85.07     | -1.41/5.72 |
|          |          |        | C         | 33.39    | 75.95     | -0.55/2.14 | 34.72    | 87.61     | 0.38/0.92  | 35.85    | 90.05     | 0.66/2.26  |
|          | MAON     | DCCNN  | K+B+C     | 33.94    | 77.99     | 0         | 35.17    | 85.53     | 0         | 36.19    | 88.79     | 0         |
|          |          |        | DCCNN+PN1 | 34.05    | 78.48     | 0.11/0.49  | 35.45    | 89.07     | 0.28/0.54  | 36.48    | 89.29     | 0.29/0.50  |
|          |          |        | DCCNN+PN2 | 34.11    | 78.74     | 0.17/0.72  | 35.25    | 88.83     | 0.06/0.38  | 36.10    | 88.06     | 0.09/0.13  |
|          |          |        | DCCNN+PN3 | 34.28    | 79.23     | 0.34/1.25  | 36.17    | 90.21     | 1.30/1.88  | 36.87    | 90.46     | 1.03/1.27  |
|          |          |        | DCCNN+PN4 | 34.47    | 79.75     | 0.53/1.76  | 36.51    | 90.77     | 1.34/2.24  | 37.07    | 90.39     | 0.89/1.60  |

Fig. 5. Qualitative comparison of different anatomy parameterization DCCNN reconstruction settings with 4× under-sampling ratio. Original MRIs are normalized to [0, 1] for visualization and their intensity distributions are shown in the first column. From the second column, reconstructed image (top) and its absolute error map (bottom) are shown. PSNR (dB) is listed at the right bottom of each error map with the highest one highlighted in red. Values > 0.1 in error maps are clipped to 0.1 for better visual comparison. Green boxes address where significant performance difference can be observed.
Fig. 6. Visualization of learned parameters in the 3rd CNN of DCCNN+PN4 model. The average weight values in BN of 5 blocks are shown in (a), and the average weight values of 1×1 convolutional layers are reported in (b). The weights in additive learning modules are anatomy-sensitive. The weights of BN can re-scale different distributions for different anatomies with simple value shifting. The weights of anatomy-specific 1×1 convolutional layers vary more significantly between each other and help to improve the final results.

(a) Visualization of Average Weights in BN Layers of 3rd CNN in DCCNN
(b) Visualization of Average Weights in Conv. Layers of 3rd CNN in DCCNN

Fig. 6. Visualization of learned parameters in the 3rd CNN of DCCNN+PN4 model. The average weight values in BN of 5 blocks are shown in (a), and the average weight values of 1×1 convolutional layers are reported in (b). The weights in additive learning modules are anatomy-sensitive. The weights of BN can re-scale different distributions for different anatomies with simple value shifting. The weights of anatomy-specific 1×1 convolutional layers vary more significantly between each other and help to improve the final results.

TABLE III

| Learning Fashion | Model | Anatomy-shared Parameters (K) | Anatomy-specific Parameters (K) | Three Anotmy Param. Sum (K) |
|------------------|-------|-------------------------------|---------------------------------|-----------------------------|
| OOGN             | DCCNN | 0.00                          | 569.64                          | 1708.92                     |
| MAON             | DCCNN | 569.64                        | 0.00                            | 569.64                      |
| MAPN             | DCCNN | 564.48                        | 87.10                           | 825.58                      |
|                  | DCCNN+PN1 | 564.48                   | 87.10                           | 825.58                      |
|                  | DCCNN+PN2 | 564.48                   | 87.10                           | 825.58                      |
|                  | DCCNN+PN3 | 564.48                   | 87.10                           | 825.58                      |
|                  | DCCNN+PN4 | 564.48                   | 87.10                           | 825.58                      |

We can find that the weights in additive learning modules are anatomy-sensitive. The weights of BN can re-scale different distributions for different anatomies with simple value shifting. The weights of anatomy-specific 1×1 convolutional layers vary more significantly between each other compared to anatomy-specific BN layers, indicating that paralleled 1×1 learners do learn something more unique than BN layers. As a result, the integrated paralleled learners can then effectively guide the reconstruction for their targeted anatomy and finally contribute to the overall improvement.

V. Conclusion and Discussion

In this work, we focus on an under-explored problem that how to make different anatomy to collaborate with each other in one network for better MRI reconstruction results. We reformulate the common deep MRI reconstruction network with anatomy-shared and anatomy-specific learners and build a novel Multiple-Anatomy-Parameterized-Network framework. Under our proposed framework, we explore four possible implementations of anatomy-specific learners and evaluate their performance on three anatomies with U-Net and DCCNN based reconstruction networks. Experimental results prove that our framework can help to boost the final performance in multiple anatomy reconstruction tasks in general for different networks. It is surprising that anatomy-specific learners built with simple BN layers and 1×1 convolution can capture useful information, which is evident in not only the reconstruction results but also the visualization of learned parameters inside these learners. However, under our proposed MAPN framework, how to design the optimal anatomy-specific learners is still an open problem, and we believe this work sheds the light in a new direction towards more robust MRI reconstruction for multiple anatomy scene.

Our work is closely related to previous works [14] and [17]. In [14], researchers found that the optimal network architectures obtained via neural architecture searching are different for brain and knee reconstruction tasks. However, it is difficult and impractical to design or search an anatomy-specific architecture for every anatomy. In this work, we solve this problem by disentangling the whole network into anatomy-share and anatomy-specific parts and using the flexible anatomy-specific learners to model unique knowledge instead of changing the entire architecture. We also reveal that the same anatomy-specific learners, especially PN2, perform differently when they are integrated into different reconstruction network architectures (U-Net and DCCNN). Based on this observation, one potential future extension of our work is to search the architectures of the flexible anatomy-specific learners via neural architecture searching. Another important work towards a universal MRI reconstruction is [17], where the researchers also used the anatomy-specific normalization settings (PN1). However, they mainly focused on using knowledge distillation in DCCNN to enhance the final performance, where well pre-trained expert networks are required before training the universal model. In contrast, our framework does not require any pre-trained expert models, and we further enhance anatomy-specific normalization with more advanced designed learners. Experiments show that our settings can robustly handle different networks.

Despite the good results, current experiments are still early attempts of our proposed framework, and there exist some limitations. First, current experiments are only conducted in single-coil MRI reconstruction scenario for demonstration purpose. As multi-coil MRI reconstruction [16], [36] is more popular in clinical practice, extending this work to multi-coil reconstruction will be an important future work. Since we
have evaluated our framework with DCCNN [10] to MoDL [10] framework by modifying the network slightly and using conjugate gradient method to solve the Eq. [7] for multi-coil MRIs. Another limitation lies in the objective loss function. In this work, we only adopted L1 loss to supervise the learning process of deep networks for a fair and initial comparison without considering the real distribution of the noise. It will be an important future work to introduce more robust objective loss functions [22, 37] to supervise the designed learners for better modeling the reconstruction process in practice.
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