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Introduction

Few things can better illustrate the unity of mathematics than the homotopy interpretation of Martin-Löf type theory discovered by Awodey-Warren [AW] and Voevodsky [Vo]. Homotopy type theory is the new field of mathematics arising from these discoveries [HoTTb]. A long term goal is to develop a user-friendly computerised proof-assistant for homotopy theorists (and for all mathematicians). There are many evidences that homotopy type theory can effectively contribute to homotopy theory. For examples, a new proof of the Benders-Massey theorem was found by using type theoretic methods [FFLL], the theorem was generalised to an arbitrary modality in a higher topos [ABFJ1] and the generalisation applied to Goodwillie’s Calculus [ABFJ2]. We believe that category theory can be used as a common ground between the two fields. The goal of the present notes is to contribute to this common ground. The notion of tribe presented here has emerged in discussions with Steve Awodey and Michael Shulman during the Univalent Foundation Program at the IAS in 2012-2013; it is a categorical approximation of Martin-Löf type theory; it is closely related to the notion of fibration category introduced by Ken Brown. We hope that the theory of tribes will be useful both in homotopy theory and in type theory.

The theory of tribes presented here is modular and progressive: we begin with the theory of clans, followed by the theory of π-clans, of tribes and π-tribes. A clan is defined to be category equipped with a class of fibrations closed under composition and base changes. The theory of clans can be regarded as a categorical version of the theory of dependant types, without product and propositional equality. There is a notion of anodyne map in every clan and a clan is a tribe if every base change of an anodyne map is anodyne and every map can be factored as an anodyne map followed by a fibration. Every tribe has the structure of a Brown fibration category. We also introduce a notion of simplicial tribe (and of simplicial clan); it is playing an important role in the homotopy theory of tribes that will be developed in a subsequent paper. A notion of semi-simplicial tribes was introduced by Kapulkin and Szmitlo [KS].

The present notes are incomplete and much remains to be done. The notion of univalent tribe (a π-tribe with a universe satisfying Voevodsky univalence axiom) remains to be introduced.
1 Theory of Clans

1.1 Basic aspects

Recall that an object \( C \) in a category \( E \) is said to be carrable if its cartesian product \( A \times C \) with any other object \( A \in E \) exists. A map \( p : C \to B \) is said to be carrable if the object \((C, p)\) of the slice category \( E / B \) is carrable: this means that the fiber product \( A \times_B C \) with any other map \( f : A \to B \) exists (see Definition 5.4.2).

\[
\begin{array}{ccc}
A \times_B C & \xrightarrow{p_2} & C \\
\downarrow{p_1} & & \downarrow{p} \\
A & \xrightarrow{f} & B
\end{array}
\]

The projection \( p_1 : A \times_B C \to A \) is called the base change of \( p \) along \( f \). We say that a class \( \mathcal{F} \) of maps in \( E \) is closed under base changes if every map in \( \mathcal{F} \) is carrable, and the base change of a map in \( \mathcal{F} \) along any map in \( E \) belongs to \( \mathcal{F} \).

**Definition 1.1.1.** If \( E \) is a category with terminal object \( 1 \), then a clan structure on \( E \) is a class of maps \( \mathcal{F} \subseteq E \) satisfying the following conditions:

- Every isomorphism belongs to \( \mathcal{F} \);
- \( \mathcal{F} \) is closed under composition and base changes;
- the unique map \( X \to 1 \) belongs to \( \mathcal{F} \) for every object \( X \in E \).

A map in \( \mathcal{F} \) is called a fibration. A clan is a category with terminal object equipped with a clan structure.

We shall often picture a fibration in a clan with a two headed arrow \( A \twoheadrightarrow B \).

Examples of clans:

- A category with finite limits has the structure of a clan, where every map is a fibration;
- The category of small categories is a clan, where a fibration is an iso-fibration;
- The category of Kan complexes is a clan, where a fibration is a Kan fibration between Kan complexes.
- The category of fibrant objects of a Quillen model category is a clan, where a fibration is a fibration between fibrant objects.

**Definition 1.1.2.** We shall say that a category with finite products is cartesian.

**Proposition 1.1.3.** Every clan is a cartesian category. The cartesian product of two fibrations in a clan is a fibration.
Proof. A clan $\mathcal{E}$ has a terminal object 1 by definition. If $A$ and $B$ are two objects of $\mathcal{E}$, then the base change of the map $B \to 1$ along the map $A \to 1$ exists, since the map $B \to 1$ is a fibration. This shows that $\mathcal{E}$ has finite cartesian products. Let us show that the cartesian product of two fibrations $f : A' \to A$ and $g : B' \to B$ is a fibration. The map $f \times B'$ is a fibration by base change, since the following square is cartesian.

\[
\begin{array}{c}
\begin{array}{c}
A' \times B' \\
\downarrow f \times B' \\
A \times B'
\end{array}
\end{array}
\begin{array}{c}
p_1 \\
p_1
\end{array}
\begin{array}{c}
\begin{array}{c}
A' \\
f
\end{array}
\end{array}
\begin{array}{c}
\downarrow \\
\downarrow
\end{array}
\begin{array}{c}
\begin{array}{c}
A \\
\end{array}
\end{array}
\]

Similarly, the map $A \times g$ is a fibration by base change, since the following square is cartesian.

\[
\begin{array}{c}
\begin{array}{c}
A \times B' \\
\downarrow A \times g \\
A \times B
\end{array}
\end{array}
\begin{array}{c}
p_1 \\
p_1
\end{array}
\begin{array}{c}
\begin{array}{c}
B' \\
g
\end{array}
\end{array}
\begin{array}{c}
\downarrow \\
\downarrow
\end{array}
\begin{array}{c}
\begin{array}{c}
B \\
\end{array}
\end{array}
\]

It follows that the map $f \times g = (A \times g)(f \times B')$ is a fibration, since the composite of two fibrations is a fibration. 

**Definition 1.1.4.** If $\mathcal{E}$ is a cartesian category, we say that a map $p : E \to B$ in $\mathcal{E}$ is a *cartesian projection* if there exists a map $p' : E \to E'$ such that the following square is cartesian.

\[
\begin{array}{c}
\begin{array}{c}
E \\
p
\end{array}
\end{array}
\begin{array}{c}
p' \\
\downarrow \\
E'
\end{array}
\begin{array}{c}
\begin{array}{c}
1 \\
\downarrow
\end{array}
\end{array}
\]

(1)

In a clan, a cartesian projection $p : E \to B$ is a fibration, since the map $E' \to 1$ in the square (1) is a fibration.

**Proposition 1.1.5.** A cartesian category $\mathcal{E}$ has the structure of a clan, where a fibration is a cartesian projection; it is the smallest clan structure on $\mathcal{E}$.

**Proof.** An isomorphism $u : A \to B$ is a cartesian projection, since the following square is cartesian when the map $u$ is invertible.

\[
\begin{array}{c}
\begin{array}{c}
A \\
u
\end{array}
\end{array}
\begin{array}{c}
\downarrow \\
\downarrow
\end{array}
\begin{array}{c}
\begin{array}{c}
1 \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
B \\
\end{array}
\end{array}
\begin{array}{c}
\downarrow \\
\downarrow
\end{array}
\begin{array}{c}
\begin{array}{c}
1 \\
\end{array}
\end{array}
\]

Let us show that the composite of two cartesian projections $g : E \to B$ and $f : B \to A$ is a cartesian projection. By definition, there exists two cartesian squares:

\[
\begin{array}{c}
\begin{array}{c}
E \\
g
\end{array}
\end{array}
\begin{array}{c}
\downarrow \\
\downarrow
\end{array}
\begin{array}{c}
\begin{array}{c}
E' \\
g'
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
(1) \\
f
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
(2) \\
\downarrow \\
\downarrow
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
B \\
\end{array}
\end{array}
\begin{array}{c}
\downarrow \\
\downarrow
\end{array}
\begin{array}{c}
\begin{array}{c}
B' \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
1 \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
1 \\
\end{array}
\end{array}
\end{array}
\]
The bottom square \((c)\) of the following commutative diagram is cartesian, since the square \((2)\) above is cartesian. The square \((b)\) is cartesian by construction. The composite \((a) + (b)\) of the top squares of the diagram is cartesian, since the square \((1)\) above is cartesian.

\[
\begin{array}{ccc}
E & \xrightarrow{(f'g,g')} & B' \times E' \\
\downarrow g & (a) & \downarrow p_1 \\
B & \xrightarrow{f'} & B'
\end{array}
\xrightarrow{p_2} \begin{array}{ccc}
E' \\
\downarrow \ \\
1
\end{array}
\]

It then follows by Lemma 5.3.1 that the square \((a)\) is cartesian. Hence the composite square \((a) + (c)\) is cartesian by the same lemma, since square \((c)\) is cartesian. This shows that the map \(fg : E \to A\) is a cartesian projection. Let us show that every cartesian projection \(p\) is carrassable. By definition, a cartesian projection \(p : E \to B\) is the base change of a map \(E' \to 1\). But the map \(E' \to 1\) is carrassable, since every object is carrassable in a cartesian category. It follows that the map \(p : E \to B\) is carrassable, since a base change of a carrassable map is carrassable.

If \(B\) is an object of a clan \(E\), we shall denote by \(E(B)\) the full subcategory of \(E/1\) whose objects are the fibrations \(X \to B\). Let us say that a morphism \(f : (X, p) \to (Y, q)\) in \(E(B)\) is a fibration if the map \(f : X \to Y\) is a fibration in \(E\).

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow p & \downarrow q & \\
B & & 
\end{array}
\]

Observe that \(E(1) = E/1 = E\).

**Proposition 1.1.6.** The category \(E(B)\) has the structure of a clan with the fibrations defined above.

**Proof.** Left to the reader

**Definition 1.1.7.** We shall say that \(E(B)\) is the local clan of \(E\) at \(B\).

Recall that a functor \(F : \mathcal{E} \to \mathcal{E}'\) is said to preserve the base change of a map \(p : X \to B\) along a map \(f : A \to B\) if it takes the cartesian square

\[
\begin{array}{ccc}
A \times_B X & \xrightarrow{p_2} & X \\
\downarrow p_1 & & \downarrow p \\
A & \xrightarrow{f} & B
\end{array}
\]

to a cartesian square.

**Definition 1.1.8.** We say that a functor between clans \(F : \mathcal{E} \to \mathcal{E}'\) is a morphism of clans if the following conditions hold:

- \(F\) takes fibrations to fibrations;
- \(F\) preserves base changes of fibrations;
• $F$ takes terminal objects to terminal objects.

We shall denote by $\text{Clan}$ the category whose objects are small clans and whose morphisms are morphisms of clans. The category $\text{Clan}$ has the structure of a 2-category, where a 2-cell is a natural transformation. We say that a morphism of clans is an equivalence if it is an equivalence in this 2-category.

**Remark 1.1.9.** If a functor isomorphic to a morphism of clans, then it is a morphism of clans.

A clan is a cartesian category by Proposition 1.1.3.

**Proposition 1.1.10.** A morphism of clans is a cartesian functor.

**Proof.** The functor $F : \mathcal{E} \to \mathcal{E}'$ preserves base changes of fibrations. Hence it takes a cartesian square

$$
\begin{array}{ccc}
A \times B & \xrightarrow{p_2} & B \\
\downarrow p_1 & & \downarrow \\
A & \rightarrow & 1
\end{array}
$$

$$
\begin{array}{ccc}
F(A \times B) & \xrightarrow{F(p_2)} & F(B) \\
\downarrow F(p_1) & & \downarrow \\
F(A) & \rightarrow & F(1)
\end{array}
$$

since the map $B \to 1$ is a fibration. The result follows, since $F(1)$ is a terminal object.

If $F : \mathcal{E} \to \mathcal{E}'$ is a morphism of clans, we shall denote by $F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA)$ the functor defined by putting $F(A)(E,p) = (FE,F(p))$ for an object $(E,p) \in \mathcal{E}(A)$.

**Proposition 1.1.11.** If $F : \mathcal{E} \to \mathcal{E}'$ is a morphism of clans, then so is the functor

$$
F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA)
$$

induced by $F$ for every object $A \in \mathcal{E}$.

**Proof.** Left to the reader.

Let $f : A \to B$ be a map in a clan $\mathcal{E}$. Then the base change of a fibration $p : X \to B$ along $f$ is a fibration $p_1 : A \times_B X \to A$.

$$
\begin{array}{ccc}
A \times_B X & \xrightarrow{p_2} & X \\
\downarrow p_1 & & \downarrow p \\
A & \rightarrow & B.
\end{array}
$$

Let us put $f^*(X,p) = (A \times_B X,p_1)$. This defines the base change functor

$$
f^* : \mathcal{E}(B) \to \mathcal{E}(A)
$$
We shall often denote the projection $p_2 : A \times_B X \to X$ by $f_X : f^*(X) \to X$. If $u : (X, p_X) \to (Y, p_Y)$ is a map in \( \mathcal{E}(B) \), then $f^*(u) = \text{def} \ A \times_B u$ and the following diagram commutes

\[
\begin{array}{ccc}
  f^*(X) & \xrightarrow{f_X} & X \\
  \downarrow f^*(u) & & \downarrow u \\
  f^*(Y) & \xrightarrow{f_Y} & Y \\
  \downarrow f & & \downarrow p_Y \\
  A & \xrightarrow{f} & B.
\end{array}
\]

Lemma 1.1.12. The top square in the diagram (2) is cartesian for any map $u : (X, p_X) \to (Y, p_Y)$ in \( \mathcal{E}(B) \).

Proof. The bottom square of the diagram (2) is cartesian by construction: The composite square is also cartesian by construction. Hence the top square is cartesian by Lemma 5.3.1. \( \square \)

Recall from Proposition 1.1.6 that if $\mathcal{E}$ is a clan, then so is the category $\mathcal{E}(A)$ for every object $A \in \mathcal{E}$.

Proposition 1.1.13. If $\mathcal{E}$ is a clan, then the base change functor $f^* : \mathcal{E}(B) \to \mathcal{E}(A)$ is a morphism of clans for every map $f : A \to B$ in $\mathcal{E}$.

Proof. If $u : (X, p_X) \to (Y, p_Y)$ is a fibration in $\mathcal{E}(B)$, let us show that the map $f^*(u) : f^*(X) \to f^*(Y)$ is a fibration in $\mathcal{E}(A)$. But the map $f^*(u)$ is the base change of the map $u : X \to Y$ along the map $f_Y : f^*(Y) \to Y$, since the square (2) is cartesian by Lemma 1.1.12. Thus, $f^*(u)$ is a fibration, since the base change of a fibration is a fibration. The functor $f^*$ preserves terminal objects, since the following square is cartesian

\[
\begin{array}{ccc}
  A & \xrightarrow{f} & B \\
  1_A & \downarrow & \downarrow 1_B \\
  A & \xrightarrow{f} & B
\end{array}
\]

Let us show that the functor $f^*$ preserves base changes of fibrations. Let $g : X \to Y$ a fibration in $\mathcal{E}(B)$ and $p_1 : W \to Z$ be the base change of $g$ along a map $u : Z \to Y$ in $\mathcal{E}(B)$.

\[
\begin{array}{ccc}
  W & \xrightarrow{p_2} & X \\
  p_1 & \downarrow & \downarrow g \\
  Z & \xrightarrow{u} & Y
\end{array}
\]
We wish to show that the left hand face of following commutative cube is cartesian:

\[
\begin{array}{c}
\begin{array}{c}
\overset{f^*(W)}{\downarrow} & \overset{f^*(X)}{\downarrow} & \overset{f^*(Z)}{\downarrow} & \overset{f^*(Y)}{\downarrow} \\
W & X & Z & Y \\
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\overset{f^*}{\rightarrow} & \overset{f^*}{\rightarrow} & \overset{f^*}{\rightarrow} & \overset{f^*}{\rightarrow} \\
\begin{array}{c}
\overset{f_W}{\downarrow} & \overset{f_X}{\downarrow} & \overset{f_Z}{\downarrow} & \overset{f_Y}{\downarrow} \\
W & X & Z & Y \\
\end{array}
\end{array}
\end{array}
\]

The right hand face of the cube is cartesian by hypothesis. The front and back faces are cartesian by Lemma 1.1.12. It then follows from the cube lemma 5.3.2 that the left hand face is cartesian. This shows that the functor \(f^*\) preserves base changes of fibrations. We have proved that it is a morphism of clans.

**Proposition 1.1.14.** If \(f : A \to B\) and \(g : B \to C\) are two maps in a clan \(E\), then the composite of the base change functors

\[
\begin{array}{c}
\overset{\mathcal{E}(C)}{\longrightarrow} & \overset{\mathcal{E}(B)}{\longrightarrow} & \overset{\mathcal{E}(A)}{\longrightarrow} \\
\overset{g^*}{\rightarrow} & \overset{f^*}{\rightarrow} & \overset{f^*}{\rightarrow} \\
\end{array}
\]

is isomorphic to the base change functor \((gf)^* : \mathcal{E}(C) \to \mathcal{E}(A)\)

**Proof.** If \(X = (X,p) \in \mathcal{E}(C)\), then we have the following diagram of cartesian squares

\[
\begin{array}{c}
\begin{array}{c}
\overset{f^*(g^*(X))}{\downarrow} & \overset{g^*(X)}{\downarrow} & \overset{X}{\downarrow} \\
A & B & C \\
\end{array}
\end{array}
\]

The composite square is cartesian by Lemma 5.3.1. Thus \(f^*(g^*(X))\) is canonically isomorphic to \((gf)^*(X)\).

If \(A\) is an object of a clan, we shall denote \(e_A : \mathcal{E} \to \mathcal{E}(A)\) the base change functor along the unique map \(t_A : A \to 1\). By definition, we have \(e_A(X) = (A \times X, p_1)\) for every object \(X \in \mathcal{E}\). The functor \(e_A\) is a morphism of clans by Proposition 1.1.13.

**Corollary 1.1.15.** If \(f : A \to B\) is a map in a clan \(\mathcal{E}\), then the following triangle of functors commutes up to a canonical isomorphism

\[
\begin{array}{c}
\mathcal{E} & \overset{\epsilon_B}{\longrightarrow} & \mathcal{E}(B) \\
\mathcal{E} & \overset{\epsilon_A}{\rightarrow} & \mathcal{E}(A) \\
\end{array}
\]
Proof. If \( t_A : A \to 1 \) and \( t_B : B \to 1 \) are the canonical maps, then we have \( t_B f = t_A \). The result then follows from Proposition 1.1.14 since \( e_A = t_A^* \) and \( e_B = t_B^* \).

Let \( f : A \to B \) be a fibration in a clan \( \mathcal{E} \), then \( (A, f) \in \mathcal{E}(B) \).

Lemma 1.1.16. Let \( f : A \to B \) be a fibration in a clan \( \mathcal{E} \). Then \( \mathcal{E}(A) = \mathcal{E}(B)(A, f) \).

Proof. The functor \( \Phi : \mathcal{E}(A) \to \mathcal{E}(B)(A, f) \) defined by putting \( \Phi(E, p) = ((E, fp), p) \) is an isomorphism of clans.

\[
\begin{array}{ccc}
E & \xrightarrow{p} & A \\
\downarrow{fp} & & \downarrow{f} \\
B & & \end{array}
\]

The inverse isomorphism takes an object \( ((E, g), p) \in \mathcal{E}(B)(A, f) \) to the object \( (E, p) \in \mathcal{E}(A) \).

Lemma 1.1.17. Let \( f : A \to B \) be a fibration in a clan \( \mathcal{E} \). Then the elementary morphism of clans \( e_{(A, f)} : \mathcal{E}(B) \to \mathcal{E}(B)(A, f) \) coincides with the base change functor \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \).

Proof. The functor \( e_{(A, f)} \) takes an object \( (X, p) \in \mathcal{E}(B) \) to the object \( ((A, f) \times_B (X, p), p_1) = ((A \times_B X, fp_1), p_1) \) which is identified with the object \( (A \times_B X, p_1) \) of \( \mathcal{E}(A) \).

\[
\begin{array}{ccc}
A \times_B X & \xrightarrow{f} & X \\
\downarrow{p_1} & & \downarrow{p} \\
A & \xrightarrow{f} & B 
\end{array}
\]

1.2 Types, judgments, elements and contexts

We may adopt the language of type theory, by saying that an object \( E \) in a clan \( \mathcal{E} \) is a type and write

\[ \mathcal{E} \vdash E : Type \]

When the category \( \mathcal{E} \) is clear from the context, we may write more simply

\[ \vdash E : Type \] (4)

The expression \( \vdash \) is an instance of what is called a judgment in type theory. If \( 1 \) is the terminal object of \( \mathcal{E} \), then a map \( a : 1 \to E \) is an element or a point of type \( E \) and we write

\[ \mathcal{E} \vdash a : E \] or more simply \( \vdash a : E \)

Remark 1.2.1. An element \( a : E \) is often called a term by type theorists. But this terminology is incorrect, since the notion of term is syntactical while the notion of element is semantical.
Remark 1.2.2. The language of type theory may include maps between types \( f : E \to F \) in addition to elements. If \( f \in \mathcal{E}(E,F) \), we may write \( \vdash f : E \to F \).

In type theory, the assertion that two elements \( a : E \) and \( b : E \) are equal is written formally as a judgment: \( \vdash a = b : E \). Similarly, the assertion that two types \( E \) and \( F \) are equally is written formally as a judgment \( \vdash E = F \).

Remark 1.2.3. The equality relation \( a = b \) introduced here is said to be intentional. It should not be confused with the propositional equality relation \( a \simeq b \) introduced later with the notion of tribes.

If \( p : E \to A \) is a fibration in a clan \( \mathcal{E} \), then the object \( (E,p) \in \mathcal{E}(A) \) is defining a dependant type in context \( A \). Recall that the fiber of \( p : E \to A \) at an element \( x : A \) is the object \( E(x) = x^*(E) \) defined by the pullback square

\[
\begin{array}{ccc}
E(x) & \rightarrow & E \\
\downarrow & & \downarrow p \\
1 & \rightarrow & A.
\end{array}
\]

This defines a family of objects \( E(x) \) indexed by a variable element \( x : A \). The family \( (E(x)| x : A) \) is said to be internal to the clan, since it is indexed by an object \( A \) of the clan. In type theory, the object \( (E,p) \in \mathcal{E}(A) \) is regarded as a type \( E(x) \) which depends on a variable element \( x : A \). The assertion that \( E(x) \) is a dependant type, depending on \( x : A \), is written as a judgement:

\[
x : A \vdash E(x) : Type
\]

The expression \( x : A \) on the left hand side of the symbol \( \vdash \) is called the context of the judgment. The context describes the parameter space of the dependant type. The notions of fibration \( p : E \to A \) and of dependant type \( (E,p) \in \mathcal{E}(A) \) are equivalent. From a section \( s : A \to E \) of a fibration \( p : E \to A \ (ps = 1_A) \) we obtain a family of elements \( s(x) : E(x) \), one for each \( x : A \).

\[
\begin{array}{ccc}
E(x) & \xrightarrow{s(x)} & E \\
\downarrow & & \downarrow p \\
1 & \xrightarrow{x} & A.
\end{array}
\]

The assertion that the element \( s(x) : E(x) \) depends on \( x : A \) can be written as a judgement:

\[
x : A \vdash s(x) : E(x)
\]

A map \( f : (E,p) \to (F,q) \) in \( \mathcal{E}(A) \) induces a map \( f(x) = x^*(f) : E(x) \to F(x) \) for each element \( x : A \).

\[
\begin{array}{ccc}
E(x) & \rightarrow & E \\
\downarrow f(x) & & \downarrow f \\
F(x) & \rightarrow & F \\
\downarrow & & \downarrow q \\
1 & \rightarrow & A.
\end{array}
\]
Hence a map \( f : (E, p) \rightarrow (F, q) \) in \( \mathcal{E}(A) \) can be regarded as a **family of maps** \( f(x) : E(x) \rightarrow F(x) \) indexed by a variable element \( x : A \). The assertion that \( f(x) : E(x) \rightarrow F(x) \) is a map depending on \( x : A \) can be written as a judgement:

\[
x : A \vdash f(x) : E(x) \rightarrow F(x)
\]

In type theory, most calculations involve changes of context, moving back and forth between different contexts. Recall that for every map \( f : A \rightarrow B \) in a clan \( \mathcal{E} \), we have a base change functor \( f^* : \mathcal{E}(B) \rightarrow \mathcal{E}(A) \).

**Proposition 1.2.4.** If \( f : A \rightarrow B \) is a map in a clan \( \mathcal{E} \), then we have

\[
E(f(x)) = f^*(E)(x)
\]

for every object \( E = (E, p) \in \mathcal{E}(B) \) and every element \( x : A \).

**Proof.** The two squares of the following diagram are cartesian by construction.

\[
\begin{array}{cccc}
f^*(E)(x) & \rightarrow & f^*(E) & \rightarrow E \\
\downarrow & & \downarrow \uparrow p & \downarrow \uparrow p \\
1 & \rightarrow & A & \rightarrow B
\end{array}
\]

Hence the composite square is cartesian by lemma 5.3.1.

\[
\begin{array}{cccc}
f^*(E)(x) & \rightarrow & E \\
\downarrow & & \downarrow \uparrow p & \downarrow \uparrow p \\
1 & \rightarrow & f(x) & \rightarrow B
\end{array}
\]

Thus \( E(f(x)) = f^*(E)(x) \). \( \square \)

In type theory, the base change functor \( f^* : \mathcal{E}(B) \rightarrow \mathcal{E}(A) \) is expressed by the following **substitution rules** for dependant types and elements:

\[
\begin{array}{l}
y : B \vdash E(y) : Type \\
E : A \vdash E(f(x)) : Type
\end{array}
\]

\[
\begin{array}{l}
y : B \vdash s(y) : E(y) \\
x : A \vdash s(f(x)) : E(f(x))
\end{array}
\]

It can include a substitution rule for dependant maps:

\[
\begin{array}{l}
y : B \vdash u(y) : E(y) \rightarrow F(y) \\
x : A \vdash u(f(x)) : E(f(x)) \rightarrow F(f(x))
\end{array}
\]

Recall that if \( A \) is an object of a clan \( \mathcal{E} \), then the functor \( e_A : \mathcal{E} \rightarrow \mathcal{E}(A) \) defined by putting \( e_A(E) = (A \times E, p_1) \) is a morphism of clans (called **elementary** morphism). The fiber of the projection \( p_1 : A \times E \rightarrow A \) at \( x : A \) is canonically isomorphic to \( E \), since the following square is cartesian:

\[
\begin{array}{cccc}
E \times E & \rightarrow & A \times E \\
\downarrow & & \downarrow \uparrow p_1 & \downarrow \uparrow p_1 \\
1 & \rightarrow & A & \rightarrow A
\end{array}
\]
Thus, $e_A(E)(x) = E$ for every $x : A$. In type theory, the functor $e_A : \mathcal{E} \to \mathcal{E}(A)$ is expressed by the following weakening rules:

\[
\begin{align*}
\vdash E : \text{Type} & \quad \vdash t : E \quad \vdash u : E \to F \\
 x : A \vdash E : \text{Type} & \quad x : A \vdash t : E \quad x : A \vdash u : E \to F
\end{align*}
\]

Notice that $e_A(A) = (A \times A, p_1) \in \mathcal{E}(A)$. The diagonal $\delta_A : A \to A \times A$ is a section of the projection $p_1 : A \times A \to A$ and its value at $x : A$ is the element $x$ of $e_A(A)(x) = A$.

\[
\begin{array}{ccc}
A & \xrightarrow{x \times A} & A \times A \\
p_1 & \downarrow & \downarrow \\
x & \delta_A & A
\end{array}
\]

Hence the diagonal $\delta_A : A \to A \times A$ defines the element $x : A$ in context $x : A$. The judgment $x : A \vdash x : A$ is a basic axiom of type theory.

### 1.3 Sums

If $A$ is an object of a clan $\mathcal{E}$, then the forgetful functor $\mathcal{E}(A) \to \mathcal{E}$ takes a fibration $p : E \to A$ to its domain $E$. Intuitively, we have

\[
E = \sum_{x : A} E(x)
\]

since the domain of a fibration $p : E \to A$ is the disjoint union of its fibers. The forgetful functor $\mathcal{E}(A) \to \mathcal{E}$ can be denoted as a summation operation

$\Sigma_A : \mathcal{E}(A) \to \mathcal{E}$

In type theory, the functor $\Sigma_A$ is created by the following $\Sigma$-formation rule:

\[
\begin{align*}
\vdash & \quad x : A \vdash E(x) : \text{Type} \\
\vdash & \quad \sum_{x : A} E(x) : \text{Type}
\end{align*}
\]

For typographical reasons, we may write $\Sigma(x : A)E(x)$ instead of $\sum_{x : A} E(x)$.

If $E = (E, p) \in \mathcal{E}(A)$, then the unit of the adjunction

$\Sigma_A : \mathcal{E}(A) \leftrightarrow \mathcal{E} : e_A$

is given by the map $\eta_E = \text{def} (p, 1_E) : E \to A \times E$ in $\mathcal{E}(A)$. The map $\eta_E$ defines the family of inclusions

$\vdash x : A \vdash \eta(x) : E(x) \to E$
If \( a : A \) and \( b : E(a) \), then the element \( \eta(a)(b) \) is denoted \((a, b)\). In type theory, the maps \( \eta_E \) are created by the \( \Sigma \)-introduction rule:

\[
\vdash a : A \quad \vdash b : E(a) \\
\vdash (a, b) : \sum_{x : A} E(x)
\]

The fibration \( p : E \rightarrow A \) is the first projection \( p_1 : \sum_{x : A} E(x) \rightarrow A \) and it is called the display map of the sum.

It follows from the adjunction \( \Sigma_A \dashv e_A \) that for every object \( B \in \mathcal{E} \) and every dependant map

\[
x : A \vdash h(x) : E(x) \rightarrow B
\]

there exits a unique map

\[
\vdash h : \sum_{x : A} E(x) \rightarrow B
\]

such \( h \circ \eta(x) = h(x) \) for every element \( x : A \). By construction, \( h(x, y) := h(x)(y) \) for \( x : A \) and \( y : E(x) \).

Notices that we have \( \Sigma_A(e_A(X)) = A \times X \) for every object \( X \in \mathcal{E} \). Thus,

\[
\sum_{x : A} X = A \times X.
\]

In particular, \( \sum_{x : A} 1 = A \).

If \( f : A \rightarrow B \) is a fibration in a clan \( \mathcal{E} \), then the summation functor

\[
\Sigma_f : \mathcal{E}(A) \rightarrow \mathcal{E}(B)
\]

is defined by putting \( \Sigma_f(E, p) = (E, fp) \) for a fibration \( p : E \rightarrow A \).

**Proposition 1.3.1.** Let \( f : A \rightarrow B \) be a fibration in a clan \( \mathcal{E} \). Then the summation functor \( \Sigma_f : \mathcal{E}(A) \rightarrow \mathcal{E}(B) \) is left adjoint to the base change functor \( f^* : \mathcal{E}(B) \rightarrow \mathcal{E}(A) \). The functor \( \Sigma_f \) preserves fibrations and base change of fibrations.

**Proof.** Left to the reader. \( \square \)

**Proposition 1.3.2.** If \( f : A \rightarrow B \) and \( g : B \rightarrow C \) are fibrations in a clan \( \mathcal{E} \), then \( \Sigma_{gf} = \Sigma_g \Sigma_f \). In particular, \( \Sigma_A = \Sigma_B \Sigma_f \).

**Proof.** For every \((E, p) \in \mathcal{E}(A)\) we have

\[
\Sigma_g(\Sigma_f(E, p)) = \Sigma_g(E, fp) = (E, gfp) = \Sigma_{gf}(E, p).
\]

\( \square \)

It follows from Proposition 1.3.2 that if \( A \) and \( B \) are two objects of clan \( \mathcal{E} \) and if \( p_1 : A \times B \rightarrow A \) and \( p_2 : A \times B \rightarrow B \) are the projections, then we have

\[
\Sigma_B \Sigma_{p_2} = \Sigma_{A \times B} = \Sigma_A \Sigma_{p_1}
\]
We may denote the functor \( \Sigma_{p_1} \) by \( \Sigma_B : \mathcal{E}(A \times B) \to \mathcal{E}(A) \) and the functor \( \Sigma_{p_2} \) by \( \Sigma_A : \mathcal{E}(A \times B) \to \mathcal{E}(B) \). With this notation, the identity \( \text{6} \) takes the following form:

\[
\Sigma_B \Sigma_A = \Sigma_A \times B = \Sigma_A \Sigma_B
\]

This is Fubini theorem:

\[
\sum_{y:B} \sum_{x:A} E(x,y) = \sum_{(x,y):A \times B} E(x,y) = \sum_{x:A} \sum_{y:B} E(x,y).
\] (7)

**Proposition 1.3.3.** If \( f : A \to B \) is a fibration in a clan \( \mathcal{E} \), then for every object \((E,p) \in \mathcal{E}(A)\) and every element \( y : B \) we have

\[
\Sigma_f(E)(y) = \sum_{x:A(y)} E(x) = \sum_{f(x)=y} E(x).
\]

where \( A(y) \) is the fiber of \( f \) at \( y : B \).

**Proof.** The map \( p : E \to A \) induces a map \( p : (E,fp) \to (A,f) \) in \( \mathcal{E}(B) \) and we have \((E,fp) = \Sigma_f(E,p)\). If \( y : B \) and \( x : A(y) \), then we have a commutative diagram:

The squares (1) and (3) in this diagram are cartesian by construction. The square (2) is cartesian by Lemma \( \text{1.1.12} \). Hence the composite square (1+2) is cartesian by Lemma \( \text{5.3.1} \). Thus, \((\Sigma_f E)(y)(x) = E(x)\). Hence we have

\[
(\Sigma_f E)(y) = \sum_{x:A(y)} (\Sigma_f E)(y)(x) = \sum_{x:A(y)} E(x)
\]

\( \square \)

### 1.4 The category of clans

**Definition 1.4.1.** We say that a morphism of clans \( F : \mathcal{E} \to \mathcal{E}' \) reflects fibrations, if the implication

\[
F(f) \text{ is a fibration } \Rightarrow f \text{ is a fibration}
\]

is true for every map \( f : A \to B \) in \( \mathcal{E} \).
Recall that the category of clans has the structure of a 2-category where a 2-cell is a natural transformation. There is a notion of equivalence in any 2-category: a morphism of clans \( F : \mathcal{E} \to \mathcal{E}' \) is an equivalence of clans if and only if there exists a morphism of clans \( G : \mathcal{E}' \to \mathcal{E} \) together with two natural isomorphism \( GF \simeq \text{Id} \) and \( FG \simeq \text{Id} \).

**Proposition 1.4.2.** A morphism of clans \( F : \mathcal{E} \to \mathcal{E}' \) is an equivalence of clans if and only if it is an equivalence of categories and it reflects fibrations.

*Proof.* Left to the reader. \( \square \)

**Remark 1.4.3.** If \( F : \mathcal{E} \to \mathcal{E}' \) is an equivalence of categories and one of the categories \( \mathcal{E} \) or \( \mathcal{E}' \) has the structure of a clan then the other category has a unique clan structure for which the functor \( F \) is an equivalence of clans.

**Definition 1.4.4.** We say that a morphism of clans \( F : \mathcal{E} \to \mathcal{E}' \) is an embedding if it is fully faithful and it reflects fibrations.

**Definition 1.4.5.** If \( \mathcal{E} \) is a clan, we say that a full sub-category \( \mathcal{L} \subseteq \mathcal{E} \) is a sub-clan if the following two conditions hold:

1. if \( f : A \to B \) and \( p : E \to B \) are maps in \( \mathcal{L} \) and \( p \) is a fibration in \( \mathcal{E} \), then there exists a cartesian square in \( \mathcal{E} \)

\[
\begin{array}{ccc}
C & \rightarrow & E \\
\downarrow & & \downarrow p \\
A & \rightarrow & B \end{array}
\]

with \( C \in \mathcal{L} \).

2. the subcategory \( \mathcal{L} \) contains an object which is terminal in \( \mathcal{E} \);

For example, the full subcategory \( \{\top\} \) spanned by a single terminal object \( \top \) of a clan \( \mathcal{E} \) is a sub-clan of \( \mathcal{E} \).

**Proposition 1.4.6.** A sub-clan \( \mathcal{L} \subseteq \mathcal{E} \) has the structure of a clan, where a map in \( \mathcal{L} \) is a fibration if it is a fibration in \( \mathcal{E} \). Moreover, the inclusion functor \( \mathcal{L} \to \mathcal{E} \) is an embedding.

Recall that a full sub-category \( \mathcal{L} \subseteq \mathcal{E} \) is said to be replete if every object of \( \mathcal{E} \) which is isomorphic to an object in \( \mathcal{L} \) belongs to \( \mathcal{L} \). Every full sub-category \( \mathcal{L} \subseteq \mathcal{E} \) is contained in a smallest replete full sub-category its replete closure \( \mathcal{L}^{\text{rep}} \subseteq \mathcal{E} \). An object \( X \in \mathcal{E} \) belongs to \( \mathcal{L}^{\text{rep}} \) if and only if \( X \) is isomorphic to an object of \( \mathcal{L} \). Moreover, the inclusion functor \( \mathcal{L} \to \mathcal{L}^{\text{rep}} \) is an equivalence of categories.

**Proposition 1.4.7.** A full sub-category \( \mathcal{L} \) of a clan \( \mathcal{E} \) is a sub-clan if and only its replete closure \( \mathcal{L}^{\text{rep}} \subseteq \mathcal{E} \) is a sub-clan.

*Proof.* Left to the reader. \( \square \)

The intersection of a family of replete sub-clans of a clan \( \mathcal{E} \) is a replete sub-clan. Every sub-category \( \mathcal{C} \subseteq \mathcal{E} \) is contained in a smallest replete sub-clan \( \overline{\mathcal{C}} \), the (replete) sub-clan generated by \( \mathcal{C} \).

The image of a fully faithful functor \( F : \mathcal{E} \to \mathcal{E}' \) is a full subcategory \( F(\mathcal{E}) \subseteq \mathcal{E}' \) and the induced functor \( \mathcal{E} \to F(\mathcal{E}) \) is an equivalence of categories. If \( F : \mathcal{E} \to \mathcal{E}' \) is an embedding of clans, then \( F(\mathcal{E}) \subseteq \mathcal{E}' \) is a sub-clan and the induced functor \( \mathcal{E} \to F(\mathcal{E}) \) is an equivalence of clans.

Recall that the category of small categories \( \text{Cat} \) has the structure of clan in which a fibration is an iso-fibration. We denote the category of small clans and morphisms of clans by \( \text{Clan} \).
Lemma 1.4.8. Suppose that we have a pullback square of categories

\[
\begin{array}{ccc}
A \times_B \mathcal{E} & \rightarrow & \mathcal{E} \\
\downarrow & & \downarrow F \\
A & \rightarrow & B
\end{array}
\]

in which the functors \(U\) and \(F\) are morphisms of clans. If the functor \(F\) is an isofibration, then the category \(A \times_B \mathcal{E}\) has the structure of a clan in which a map \((f_1, f_2) : (X_1, X_2) \rightarrow (Y_1, Y_2)\) is a fibration if the maps \(f_1\) and \(f_2\) are fibrations. Moreover, the square is a pullback in the category \(\text{Clan}\).

Proof. Left to the reader. \(\square\)

Proposition 1.4.9. The category of small clans \(\text{Clan}\) has the structure of a clan, where a morphism of clans is a fibration if it is an iso-fibration. The forgetful functor \(\text{Clan} \rightarrow \text{Cat}\) is a morphism of clans.

Proof. This follows from Lemma 1.4.8. \(\square\)

Corollary 1.4.10. The cartesian product of two clans \(\mathcal{E}_1\) and \(\mathcal{E}_2\) has the structure of a clan, where a map \((f_1, f_2) : (X_1, X_2) \rightarrow (Y_1, Y_2)\) in \(\mathcal{E}_1 \times \mathcal{E}_2\) is a fibration if \(f_1\) is a fibration in \(\mathcal{E}_1\) and \(f_2\) is a fibration in \(\mathcal{E}_2\). The terminal category has the structure of a clan. If \(\mathcal{E}\) is a clan, then the cartesian product functor \(\times : \mathcal{E} \times \mathcal{E} \rightarrow \mathcal{E}\) is a morphism of clans.

Proof. Left to the reader. \(\square\)

Proposition 1.4.11. If a morphism of clans \(F : \mathcal{E} \rightarrow \mathcal{E}'\) is an isofibration, so is the functor \(F(A) : \mathcal{E}(A) \rightarrow \mathcal{E}'(FA)\) induced by \(F\) for every object \(A \in \mathcal{E}\).

Proof. Let us show that the functor \(F(A)\) is an isofibration. If \((X, p) \in \mathcal{E}(A)\) and \(u : (Y, q) \rightarrow (FX, F(p))\) is an isomorphism in \(\mathcal{E}'(FA)\), then there exists an isomorphism \(v : Z \rightarrow X\) in \(\mathcal{E}\) such that \(F(v) = u\), since the functor \(F\) is an isofibration. The map \(v : (Z, pv) \rightarrow (X, p)\) is an isomorphism and we have \(F(v) = u : (Y, q) \rightarrow (FX, F(p))\), since \(F(Z, pv) = (FZ, F(p)F(v)) = (Y, F(p)u) = (Y, q)\). \(\square\)

1.5 Generic elements

Recall that if \(K\) is a commutative ring, then the polynomial ring \(K[x]\) is obtained by adding freely a new element \(x\) to \(K\). The freeness of the extension \(i : K \rightarrow K[x]\) means that if \(f : K \rightarrow R\) is a homomorphism of commutative rings, then for every element \(r \in R\), there exists a unique homomorphism \(h : K[x] \rightarrow R\) such that \(hi = f\) and \(h(x) = r\).

\[
\begin{array}{ccc}
K & \rightarrow & K[x] \\
\downarrow f & & \downarrow h \\
R & \leftarrow & R
\end{array}
\]

In other words, the element \(x \in K[x]\) can take a value \(r \in R\) which is chosen freely. We shall say that \(x\) is generic.

Let us denote by \(\text{Hom}'(K, R)\) the set of pair \((f, r)\), where \(f : K \rightarrow R\) is a homomorphism of commutative rings and \(r \in R\). Then the map

\[i^* : \text{Hom}(K[x], R) \simeq \text{Hom}'(K, R)\]

defined by putting \(i^*(h) = (hi, h(x))\) is bijective for every commutative ring \(R\).
If $A$ is an object of a clan $\mathcal{E}$, then the morphism of clans $e_A : \mathcal{E} \to \mathcal{E}(A)$ takes an object $E$ to the object $e_A(E) = (A \times A, p_1)$. In particular, $e_A(A) = (A \times A, p_1)$ and $e_A(1) = (A, 1_A)$ is the terminal object $\top_A$ of the clan $\mathcal{E}(A)$. The diagonal $\delta_A : A \to A \times A$ is a section of the projection $p_1 : A \times A \to A$. It thus defines an element $\delta_A : e_A(A)$ in $\mathcal{E}(A)$.

**Lemma 1.5.1.** If $p : E \to A$ is a fibration in $\mathcal{E}$, then the object $(E, p)$ of $\mathcal{E}(A)$ is the fiber of the fibration $e_A(p) : e_A(E) \to e_A(A)$ at $\delta_A : e_A(A)$.

**Proof.** The right hand square of the following diagram is cartesian by construction:

$$
\begin{array}{ccc}
E & \xrightarrow{(p, \Delta A)} & A \times E \\
p \downarrow & & \downarrow p_2 \\
A & \xrightarrow{\delta_A} & A \times A \xrightarrow{p_2} E
\end{array}
$$

The composite of the two squares is trivially cartesian. Hence the left hand square is cartesian by Lemma 5.3.1. This shows that following square is cartesian in $\mathcal{E}(A)$,

$$
\begin{array}{ccc}
(E, p) & \xrightarrow{(p, \Delta A)} & e_A(E) \\
p \downarrow & & \downarrow e_A(p) \\
(A, 1_A) & \xrightarrow{\delta_A} & e_A(A)
\end{array}
$$

This proves that $(E, p)$ is the fiber at $\delta_A : e_A(A)$ of the fibration $e_A(p) : e_A(E) \to e_A(A)$.

Let $A$ be an object in a clans $\mathcal{E}$. If $\mathcal{R}$ is a clan, let us denote by $Hom(\mathcal{E}, \mathcal{R})_A$ the category whose objects are the pairs $(F, a)$, where $F : \mathcal{E} \to \mathcal{R}$ is a morphism of clans and $a : F(A)$. A map $(F, a) \to (G, b)$ in this category is a natural transformation $\phi : F \to G$ such that $\phi_A(a) = b$. We shall say that a morphism of clans $e : \mathcal{E} \to \mathcal{E}'$ is freely generated by an element $x_A : e(A)$ if the the functor

$$
e^* : Hom(\mathcal{E}', \mathcal{R}) \to Hom(\mathcal{E}, \mathcal{R})_A
$$

defined by putting $e^*(F) = (F \circ e, F(x_A))$ is an equivalence of categories for every clan $\mathcal{R}$. When this condition is satisfied, we say that the element $x_A : e(A)$ is generic and write that $\mathcal{E}' = \mathcal{E}[x_A]$.

**Theorem 1.5.2.** The morphism of clans $e_A : \mathcal{E} \to \mathcal{E}(A)$ is freely generated by the element $\delta_A : e_A(A)$.

**Proof.** If $\mathcal{R}$ is a clan, let us show that the functor

$$
e^*_A : Hom(\mathcal{E}(A), \mathcal{R}) \to Hom(\mathcal{E}, \mathcal{R})_A
$$

defined by putting $e^*_A(F) = (F \circ e_A, F(\delta_A))$ is an equivalence of categories. We shall first verify that the functor $e^*_A$ is essentially surjective. Let $F : \mathcal{E} \to \mathcal{R}$ be a morphism of clans and let $a : F(A)$. The functor $F(A) : \mathcal{E}(A) \to \mathcal{R}(F(A))$ induced by $F$ is a morphism of clans by 1.1.11 hence also the functor $G = \def\ast{a^*} \ast F(A)$, where $\ast : \mathcal{R}(F(A)) \to \mathcal{R}$ is the base change functor along the map $a : 1 \to F(A)$. By definition of the functor $G$, we have a cartesian square

$$
\begin{array}{ccc}
G(E, p) & \xrightarrow{p_2} & F(E) \\
p_1 \downarrow & & \downarrow F(p) \\
1 & \xrightarrow{a} & F(A)
\end{array}
$$
for every object \((E, p) \in \mathcal{E}(A)\). Let us put \(\text{in}(E, p) := p_2\). If \(\top_A = (A, 1_A)\) denotes the terminal object of \(\mathcal{E}(A)\), then we have \(G(\top_A) = 1\) and \(\text{in}(\top_A) = a\), since the following square is cartesian.

\[
\begin{array}{ccc}
1 & \rightarrow & F(A) \\
\downarrow & & \downarrow \\
1 & \rightarrow & F(\top_A)
\end{array}
\]

Let us construct a natural isomorphism \(\phi : G \circ e_A \simeq F\). If \(X \in \mathcal{E}\), we have \(e_A(X) = (A \times X, p_1)\) and the left hand square of the following diagram is cartesian, since the square \([\square]\) is cartesian.

\[
\begin{array}{ccc}
G(e_A(X)) & \rightarrow & F(A \times X) \\
\downarrow & & \downarrow \\
1 & \rightarrow & F(A)
\end{array}
\]

Let us show that \(\phi_X = \text{def} F(p_2) \circ \text{in}(e_A(X)) : G(e_A(X)) \rightarrow FX\) is invertible. This defines a natural transformation between two functors of \((E, p) \in \mathcal{E}(A)\). Hence the following square commutes by the naturally,

\[
\begin{array}{ccc}
G(\top_A) & \rightarrow & F(A) \\
\downarrow & & \downarrow \\
G(e_A(A)) & \rightarrow & F(\top_A)
\end{array}
\]

Thus, \(\text{in}(e_A(A))G(\delta_A) = F(\delta_A)\text{in}(\top_A)\). We saw above that \(\text{in}(\top_A) = a\). Thus,

\[
\phi_A G(\delta_A) = F(p_2)\text{in}(e_A(A))G(\delta_A) = F(p_2)F(\delta_A)\text{in}(\top_A) = F(p_2\delta_A)a = F(1_A)a = 1_F(A)a = a.
\]

We have proved that the functor \(e_A^*\) is essentially surjective. It remains to show that it is fully faithful. Let \(G_1, G_2 : \mathcal{E}(A) \rightarrow \mathcal{R}\) be two morphisms of clans and let \(\alpha : G_1 \circ e_A \rightarrow G_2 \circ e_A\) be a natural transformation such that \(\alpha_A G_1(\delta_A) = G_2(\delta_A)\),

\[
\begin{array}{ccc}
1 & \rightarrow & G_1(e_A(A)) \\
\downarrow & & \downarrow \\
G_1(\delta_A) & \rightarrow & G_2(e_A(A))
\end{array}
\]

\[
\begin{array}{ccc}
1 & \rightarrow & G_2(e_A(A)) \\
\downarrow & & \downarrow \\
G_2(\delta_A) & \rightarrow & 1
\end{array}
\]

\[
\begin{array}{ccc}
G_1(\delta_A)(\mathcal{E}(A)) & \rightarrow & G_2(\delta_A)(\mathcal{E}(A)) \\
\downarrow & & \downarrow \\
G_1(\delta_A)(\mathcal{E}(A)) & \rightarrow & G_2(\delta_A)(\mathcal{E}(A))
\end{array}
\]
We shall prove that there is a unique natural transformation \( \beta : G_1 \to G_2 \) such that \( \beta \circ e_A = \alpha \). Consider the following diagram of solid arrows:

\[ \begin{array}{c}
G_1(E,p) \\
\downarrow \beta(E,p) \\
G_2(E,p) \\
\downarrow G_2(e_A(p)) \\
G_1(e_A(A)) \\
\downarrow G_2(e_A(A)) \\
G_2(e_A(p)) \\
\end{array} \]

The front face of the box is the image of the square (8) by the functor \( G_2 \) and the back face is the image of the same square by \( G_1 \). Thus, both faces are cartesian, since the functors \( G_1 \) and \( G_2 \) preserve base changes of fibrations and the square (8) is the base change square of a fibration by Lemma 1.5.1. The bottom face of the box commutes by the hypothesis on \( \alpha \). The right hand face of the box commutes by naturality of \( \alpha \). It follows that there is a unique map \( \beta(E,p) : G_1(E,p) \to G_2(E,p) \) such that the resulting cube (12) commutes. Let us show that \( \beta(E,p) \) is the unique map \( G_1(E,p) \to G_2(E,p) \) such that the following square commutes,

\[ \begin{array}{c}
G_1(E,p) \\
\downarrow \beta(E,p) \\
G_2(E,p) \\
\downarrow G_2(e_A(p)) \\
G_1(e_A(A)) \\
\downarrow G_2(e_A(A)) \\
G_2(e_A(p)) \\
\end{array} \]

The map \( G_2(\delta_A) \) in the front face of cube (12) is monic, since its domain is a terminal object. It follows that \( G_2(p,1_E) \) is monic, since the front face of the cube is cartesian. Thus, \( \beta(E,p) \) is the unique map for which the square (13) commutes. Let us now prove that the map \( \beta(E,p) : G_1(E,p) \to G_2(E,p) \) is natural in \( (E,p) \in \mathcal{E}(A) \). For this we have to show that the following square commutes for any map \( f : (E,p) \to (L,q) \) in \( \mathcal{E}(A) \),

\[ \begin{array}{c}
G_1(E,p) \\
\downarrow \beta(E,p) \\
G_2(E,p) \\
\downarrow G_2(f) \\
G_1(L,q) \\
\downarrow G_2(L,q) \\
\end{array} \]

\[ \begin{array}{c}
G_1(E,p) \\
\downarrow G_1(f) \\
G_1(L,q) \\
\downarrow G_2(L,q) \\
\end{array} \]
We shall use the following cube:

\[ \begin{array}{ccc}
  G_1(E,p) & \xrightarrow{G_1(\cdot,1_E)} & G_1(e_A(E)) \\
  \downarrow{\beta(E,p)} & & \downarrow{\alpha_E} \\
  G_2(E,p) & \xrightarrow{G_2(\cdot,1_E)} & G_2(e_A(E)) \\
  \downarrow{G_1(f)} & & \downarrow{G_1(e_A(f))} \\
  G_1(L,q) & \xrightarrow{G_1(q,1_L)} & G_1(e_A(L)) \\
  \downarrow{\beta(L,q)} & & \downarrow{\alpha_L} \\
  G_2(L,q) & \xrightarrow{G_2(q,1_L)} & G_2(e_A(L))
\end{array} \]

The front face commutes, since the following square commutes

\[ \begin{array}{cc}
  (E,p) & \xrightarrow{(\cdot,1_E)} e_A(E) \\
  \downarrow{f} & \downarrow{e_A(f)} \\
  (L,q) & \xrightarrow{(q,1_L)} e_A(L).
\end{array} \]

Similarly, the back face of the cube commutes. The top face commutes by definition of \( \beta(E,p) \) in the square \([13]\). Similarly, the bottom face commutes by definition of \( \beta(L,q) \). The right hand face of the cube commutes by naturally of \( \alpha \). It follows that the left hand face commutes, since the map \( G_2(q,1_L) \) is monic. The naturality of \( \beta \) is proved. Let us show that \( \beta \circ e_A = \alpha \). For this, we have to show that \( \beta(A \times X, p_1) = \alpha_X \) for every \( X \in \mathcal{E} \). If \( (E,p) = (A \times X, p_1) \), then \( e_A(E) = (A \times A \times X, p_1) \) and \( (p,1_E) = \delta_A \times X \). Hence the left hand square of the following diagram commutes, since the square \([13]\) commutes.

\[ \begin{array}{c}
  G_1(A \times X, p_1) \\
  \downarrow{\beta(A \times X, p_1)} \\
  G_2(A \times X, p_1)
\end{array} \]

\[ \begin{array}{ccc}
  G_1(A \times A \times X, p_1) & \xrightarrow{G_1(\delta_A \times X)} & G_1(A \times X, p_1) \\
  \downarrow{\alpha_{A \times X}} & & \downarrow{\alpha_X} \\
  G_2(A \times A \times X, p_1) & \xrightarrow{G_2(\delta_A \times X)} & G_2(A \times X, p_1)
\end{array} \]

The right hand square commutes by the naturally of \( \alpha \) applied to the map \( p_2 : A \times X \to X \). But the composite of the horizontal arrows of this diagram are identities, since \( (A \times p_2)(\delta_A \times X) = 1_{A \times X} \). This shows that \( \beta(A \times X, p_1) = \alpha_X \). The existence of \( \beta \) is proved. Let us prove the uniqueness of \( \beta \). Let \( \beta' : G_1 \to G_2 \) a natural transformation such that \( \beta' \circ e_A = \alpha \). If \( (E,p) \in \mathcal{E}(A) \), then the following square commutes by naturality of \( \beta' \) applied to the map \( (p,1_E) : (E,p) \to (A \times E, p_1) = e_A(E), \)

\[ \begin{array}{cc}
  G_1(E,p) & \xrightarrow{G_1(\cdot,1_E)} G_1(e_A(E)) \\
  \downarrow{\beta'(E,p)} & \downarrow{(\beta' \circ e_A)(E)} \\
  G_2(E,p) & \xrightarrow{G_2(\cdot,1_E)} G_2(e_A(E)).
\end{array} \]
But we have \((\beta' \circ e_A)(E) = \alpha_E\) by the hypothesis on \(\beta'\). Hence the following square commutes:

\[
\begin{array}{ccc}
G_1(E,p) & \xrightarrow{G_1(p,1_E)} & G_1(e_A(E)) \\
\beta'(E,p) \downarrow & & \downarrow \alpha_E \\
G_2(E,p) & \xrightarrow{G_2(p,1_E)} & G_2(e_A(E)).
\end{array}
\]

We saw above that the map \(G_2(p,1_E)\) is monic. It follows that \(\beta'(E,p) = \beta(E,p)\), since the square (13) commutes. 

The element \(\delta_A : e_A(A)\) of the extension \(e_A : \mathcal{E} \to \mathcal{E}(A)\) is generic by theorem 1.5.2. We shall write that \(\mathcal{E}(A) = \mathcal{E}[^A_A]\).

### 1.6 The Yoneda embedding

Let \(\hat{\mathcal{E}} := \mathcal{E}^{\text{op}}, \text{Set}\) be the category of presheaves on a small category \(\mathcal{E}\) and let \(y : \mathcal{E} \to \hat{\mathcal{E}} : \) be the Yoneda functor. For every object \(A \in \mathcal{E}\) and every \(X \in \hat{\mathcal{E}}\) the map

\[
\theta : \text{Hom}(yA,X) \to F(A)
\]

defined by putting \(\theta(\alpha) = \alpha(1_A)\) is bijective (Yoneda lemma). We shall often regard the functor \(y\) as an inclusion and write \(A\) instead of \(yA\). We shall often identify a natural transformation \(\alpha : yA \to X\) with the element \(a = \theta(\alpha)\) and write \(a : A \to X\). In this notation, we have

\[
F(A) = \text{Hom}(yA,X) = \text{Hom}(A,X).
\]

Moreover, if \(u : A \to B\) is a map in \(\mathcal{E}\) and \(b \in X(B)\), then we shall denote the element \(F(u)(b) \in X(A)\) as a composite \(bu : A \to X\).

\[
A \xrightarrow{u} B \xrightarrow{b} X
\]

Similarly, a natural transformation \(f : X \to Y\) in \(\hat{\mathcal{E}}\) defines a map \(f_A : X(A) \to Y(A)\) for every object \(A \in \mathcal{E}\); if \(a \in F(A)\), we shall denote the element \(f_A(a) \in F(A)\) as a composite \(fa : A \to Y\)

\[
A \xrightarrow{a} X \xrightarrow{f} Y
\]

**Definition 1.6.1.** A map \(f : X \to Y\) in \(\hat{\mathcal{E}}\) is said to be **representable** if the presheaf \(b^*(X) = B \times_Y X\) is representable

\[
\begin{array}{ccc}
b^*(X) & \xrightarrow{f} & X \\
\downarrow & & \downarrow \\
B & \xrightarrow{b} & Y
\end{array}
\]

for every object \(B \in \mathcal{E}\) and every map \(b : B \to Y\),

**Proposition 1.6.2.** Let \(\mathcal{E}\) be a small category. Then the class of representable maps in the category \(\hat{\mathcal{E}} := [\mathcal{E}^{\text{op}}, \text{Set}]\) is closed under composition and base changes.
Proof. Left to the reader. □

Definition 1.6.3. If \( E \) is a clan, we say that a map \( f : X \to Y \) in \( \hat{E} \) is an extended fibration if it is representable and the map \( b^*(X) \to B \) is a fibration for every object \( B \in E \) and every map \( b : B \to Y \).

Proposition 1.6.4. Let \( E \) be a clan. Then the class of extended fibrations in the category \( \hat{\mathcal{E}} := [\mathcal{E}^{\text{op}}, \text{Set}] \) is closed under composition and base changes.

Proof. Left to the reader. □

Let \( E \) be a clan. If \( F \in \hat{\mathcal{E}} \), we shall denote by \( \hat{\mathcal{E}}(F) \) the full subcategory of \( \hat{\mathcal{E}}/F \) whose objects are extended fibrations \( X \to F \). If \( g : F \to G \) is a map in \( \hat{\mathcal{E}} \), then the base-change functor \( g^* : \hat{\mathcal{E}}/G \to \hat{\mathcal{E}}/F \) induces a functor

\[
g^* : \hat{\mathcal{E}}(G) \to \hat{\mathcal{E}}(F)
\]

Proposition 1.6.5. Let \( E \) be a clan. If \( F \in \hat{\mathcal{E}} \), then the category \( \hat{\mathcal{E}}(F) \) has the structure of a clan where a map \( f : (X, p) \to (Y, q) \) is a fibration if the map \( f : X \to Y \) is an extended fibration. Moreover, if \( g : F \to G \) is a map in \( \hat{\mathcal{E}} \), then the functor \( g^* : \hat{\mathcal{E}}(G) \to \hat{\mathcal{E}}(F) \) is a morphism of clans.

Proof. Left to the reader. □

Notice that if \( A \in E \), then the Yoneda functor \( y : E \to \hat{\mathcal{E}} \) induces an equivalence of clans \( E(A) \simeq \hat{\mathcal{E}}(A) \).

1.7 Reedy fibrant squares and cubes

If \( E \) is a clan and \( \mathcal{K} \) is a small category, we shall say that a natural transformation \( \alpha : F \to G \) between two functors \( F, G : \mathcal{K} \to E \) is a pointwise fibration if the map \( \alpha(k) : F(k) \to G(k) \) is a fibration for every object \( k \in \mathcal{K} \). The category \( E^\mathcal{K} \) of functors \( \mathcal{K} \to E \) has the structure of a clan in which a fibration is a pointwise fibration.

If \( E \) is a category and \([1]\) is the poset \( \{0, 1\} \), then an object of the category \( E^{[1]} \) is a map \( a : A_0 \to A_1 \) in the category \( E \), and a morphism \( f : a \to b \) in \( E^{[1]} \) is a pair of maps \( (f_0, f_1) \) in a commutative square

\[
\begin{array}{ccc}
A_0 & \xrightarrow{f_0} & B_0 \\
\downarrow{a} & & \downarrow{b} \\
A_1 & \xrightarrow{f_1} & B_1
\end{array}
\]

(15)

If \( E \) is a clan, then the pointwise fibrations give the category \( E^{[1]} \) the structure of a clan.

A commutative square in a category \( E \) is a functor \( X : [1] \times [1] \to E \). The four sides of the square can be denoted as follows

\[
\begin{array}{cccc}
X_{00} & X_{*0} & X_{10} \\
\downarrow{X_{0*}} & & \downarrow{X_{1*}} \\
X_{01} & X_{*1} & X_{11}
\end{array}
\]

(16)
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Definition 1.7.1. If the fiber product \( X_{01} \times_{X_{11}} X_{10} \) exists, we shall say that the map

\[
(X_{0*}, X_{*0}) : X_{00} \to X_{01} \times_{X_{11}} X_{10}
\]

is the (cartesian) gap map of the square \([10]\).

Definition 1.7.2. If \( \mathcal{E} \) is a clan, we say that a commutative square \( X : \{1\} \times \{1\} \to \mathcal{E} \) is Reedy fibrant if the maps

\[
X_{*1} : X_{01} \to X_{11}, \quad X_{1*} : X_{10} \to X_{11} \quad \text{and} \quad (X_{0*}, X_{*0}) : X_{00} \to X_{01} \times_{X_{11}} X_{10}
\]

are fibrations.

In other words, a square \( X : \{1\} \times \{1\} \to \mathcal{E} \) is Reedy fibrant if and only \( X_{*1}, X_{1*} \) and its gap map are fibrations.

The four sides of a Reedy fibrant square \( X \) are fibrations. To see this, observe that the projection \( p_1 \) in the following diagram is a fibration by base change, since the map \( X_{*1} \) is a fibration:

\[
\begin{array}{c}
X_{00} \\
\downarrow^{(X_{0*}, X_{*0})} \\
X_{01} \times_{X_{11}} X_{10} \\
\downarrow^{p_1} \\
X_{01} \\
\downarrow^{X_{*1}} \\
X_{01} \times_{X_{11}} X_{10} \\
\downarrow^{p_2} \\
X_{10} \\
\downarrow^{X_{1*}} \\
X_{10} \\
\downarrow^{f_1 \times f_2} \\
A_1 \times A_2 \\
\downarrow^{p_1} \\
A_1
\end{array}
\]

It follows that \( X_{0*} : X_{00} \to X_{01} \) is a fibration, since \( X_{0*} = p_1(X_{0*}, X_{*0}) \) and \((X_{0*}, X_{*0})\) is a fibration. Similarly, \( X_{*0} : X_{00} \to X_{10} \) is a fibration.

The following example of Reedy fibrant squares will be useful later.

Proposition 1.7.3. If \( f_1 : A_1 \to B_1 \) and \( f_2 : A_2 \to B_2 \) are fibrations in a clan, then the following two squares are Reedy fibrant:

\[
\begin{array}{ccc}
A_1 \times A_2 & \xrightarrow{f_1 \times f_2} & B_1 \times B_2 \\
p_1 \downarrow & & p_1 \downarrow \\
A_1 & \xrightarrow{f_1} & B_1 \\
p_2 \downarrow & & p_2 \downarrow \\
A_2 & \xrightarrow{f_2} & B_2
\end{array}
\]

Proof. Let us show that the first square is Reedy fibrant. Consider the following diagram with a pullback square:

\[
\begin{array}{ccc}
A_1 \times A_2 & \xrightarrow{f_1 \times f_2} & B_1 \times B_2 \\
p_1 \downarrow & & p_1 \downarrow \\
A_1 \times B_1 & \xrightarrow{f_1 \times B_1} & B_1 \times B_2 \\
p_1 \downarrow & & p_1 \downarrow \\
A_1 & \xrightarrow{f_1} & B_1
\end{array}
\]

The map \( f_1 \) is a fibration by hypothesis. The projection \( p_1 : B_1 \times B_2 \to B_1 \) is a fibration by Proposition\[1.1.3\]. Also the map \( A_1 \times f_2 \), since \( f_2 \) is a fibration. This completes the proof that the first square is Reedy fibrant. \( \square \)
Lemma 1.7.4. The class of Reedy fibrant squares is closed under horizontal (and vertical) composition.

Proof. Suppose that the squares of the following diagram are Reedy fibrant:

\[
\begin{array}{ccc}
A_0 & \xrightarrow{f_0} & B_0 & \xrightarrow{g_0} & C_0 \\
\downarrow{a} & & \downarrow{b} & & \downarrow{c} \\
A_1 & \xrightarrow{f_1} & B_1 & \xrightarrow{g_1} & C_1 \\
\end{array}
\tag{17}
\]

Let us show that the composite square (1)+(2) is Reedy fibrant. The maps \(f_1\), \(g_1\) and \(c\) are fibrations, since the squares (1) and (2) are Reedy fibrant. Hence the maps \(g_1f_1\) and \(c\) are fibrations. Let us show that the gap map of the composite square (1)+(2) is a fibration. By taking fiber products and using Lemma 5.3.1 we can construct the following diagram with three pullback squares:

\[
\begin{array}{ccc}
A_0 & \xrightarrow{(a,f_0)} & B_0 & \xrightarrow{g_0} & C_0 \\
\downarrow{\gamma} & & \downarrow{\gamma} & & \downarrow{\gamma} \\
A_1 \times B_1 & \xrightarrow{f_1 \times g_1} & B_1 \times C_1 & \xrightarrow{c} & C_1 \\
\end{array}
\tag{18}
\]

The gap map of square (1) is the map \((a,f_0)\), the gap map of square (2) is the map \((b,g_0)\) and the gap map of the composite square (1)+(2) is the \(\gamma(a,f_0)\). The maps \((a,f_0)\) and \((b,g_0)\) are fibrations, since squares (1) and (2) are Reedy fibrant. The map \(\gamma\) is also a fibration by base change, since square (3) is cartesian. It follows that the map \(\gamma(a,f_0)\) is a fibration. This completes the proof that the composite square (1)+(2) is Reedy fibrant. \(\Box\)

If \(\mathcal{E}\) is a clan, we shall denote by \(\mathcal{E}^{(1)}\) the full subcategory of \(\mathcal{E}^{[1]}\) whose objects are the fibrations \(a : A_0 \to A_1\) in \(\mathcal{E}\). The codomain functor \(\partial_1 : \mathcal{E}^{(1)} \to \mathcal{E}\) is a Grothendieck fibration. Notice that \(\partial_1^{-1}(A) = \mathcal{E}(A)\) for every object \(A \in \mathcal{E}\). A morphism \(f : a \to b\) in \(\mathcal{E}^{(1)}\) is \(\partial_1\)-cartesian if and only if the associated square is cartesian:

\[
\begin{array}{ccc}
A_0 & \xrightarrow{f_0} & B_0 \\
\downarrow{a} & & \downarrow{b} \\
A_1 & \xrightarrow{f_1} & B_1 \\
\end{array}
\tag{18}
\]

By definition, a morphism \(f : a \to b\) is \(\partial_1\)-unit if the map \(f_1 = \partial_1(f)\) is a unit. Every morphism \(f : a \to b\) in \(\mathcal{E}^{(1)}\)
admits a decomposition $f = f^1 f^2$ with $f^2$ a $\partial_1$-unit and $f^2$ a $\partial_1$-cartesian morphism:

$$
\begin{array}{ccc}
A_0 & \to & A_1 \times B_1 B_0 \to B_0 \\
\downarrow (a,f_0) & & \downarrow p_1 \\
A_1 & \to & A_1 \times B_1 B_0 \to B_1
\end{array}
$$

(19)

Let us say that a morphism $f : a \to b$ in $E^{(1)}$ is a **Reedy fibration** if the associated square is Reedy fibrant. More concretely, a morphism $f : a \to b$ is a Reedy fibration if and only if the maps $f_1 : A_1 \to B_1$ and $(a,f_0) : A_0 \to A_1 \times B_1 B_0$ are fibrations (the map $b : B_0 \to B_1$ is a fibration since it is an object of $E^{(1)}$). A Reedy fibration $f : a \to b$ is a pointwise fibration, since the maps $f^0$ and $f^1$ are fibrations in this case.

**Proposition 1.7.5.** If $E$ is a clan, then the category $E^{(1)}$ has the structure of a clan, where a fibration is a Reedy fibration. Moreover, the inclusion functor $E^{(1)} \subseteq E^{[1]}$ is a morphisms of clans.

**Proof.** Let us proves the first statement. If $u : a \to b$ is an isomorphism in $E^{(1)}$ then the square

$$
\begin{array}{ccc}
A_0 & \to & B_0 \\
\downarrow a & & \downarrow b \\
A_1 & \to & B_1
\end{array}
$$

is Reedy fibrant, since it is cartesian and the map $u_1$ and $b$ are fibrations. Thus, every isomorphism in $E^{(1)}$ is a Reedy fibration. The composite of two Reedy fibrations is a Reedy fibration by Lemma 1.7.4. Let us now show that the base change of a Reedy fibration $g : e \to b$ along any morphism $f : a \to b$ in $E^{(1)}$ exists and is a Reedy fibration. The morphism $g : e \to b$ is a fibration in $E^{[1]}$, since a Reedy fibration is a pointwise fibration. Hence the base change of $g : e \to b$ along $f : a \to b$ exists in the clan $E^{[1]}$. Let us show that $a \times_b e$ is an object of $E^{(1)}$ and that the projection $a \times_b e \to a$ is a Reedy fibration. We shall use the following cube in which the top and bottom faces are pullback squares:

$$
\begin{array}{ccc}
A_0 \times B_0 & \to & E_0 \\
\downarrow a \times_b c & & \downarrow g_0 \\
A_1 \times B_1 E_1 & \to & E_1 \\
\downarrow a \times_b f_1 & & \downarrow g_1 \\
A_1 \times B_1 & \to & B_1
\end{array}
$$

Let us first consider the case where $g$ is cartesian. The right hand face of the cube is cartesian in this case. Hence the left hand face of the cube is cartesian by Lemma 5.3.2 since the top, bottom and right hand faces are cartesian. Hence the map $a \times_b c : A_0 \times B_0 \times E_0 \to A_1 \times B_1 \times E_1$ is a fibration by base change, since the map $a : A_0 \to A_1$ is a fibration.
This shows that the morphism $a \times_b e$ is a fibration. It is thus an object of $\mathcal{E}(1)$. The projection $A_1 \times_{B_1} E_1 \to A_1$ is a fibration by base change, since the map $g_1 : E_1 \to B_1$ is a fibration. It follows that the left hand face of the cube is a Reedy fibrant square, since it is cartesian. We have proved that the projection $a \times_b e \to a$ is a Reedy fibration in the case where $g$ is cartesian. Let us now consider the case where $g$ is $\partial_1$-unit. The map $g_1 : E_1 \to B_1$ is a unit in this case and we may suppose that the projection $A_1 \times_{B_1} E_1 \to A_1$ is also a unit, since the bottom face of the cube is cartesian by construction. Hence the projection $a \times_b e \to a$ is a $\partial_1$-unit in this case.

The projection $A_0 \times_{B_0} E_0 \to A_0$ is a fibration by base change, since the map $g_0 : E_0 \to B_0$ is a fibration and the top square is cartesian. Hence the map $a \times_b c$ is a fibration, since $a$ is a fibration. This shows that $a \times_b e$ is an object of $\mathcal{E}(1)$. Moreover, the projection $a \times_b e \to a$ is a Reedy fibration, since it is a $\partial_1$-unit and the map $A_0 \times_{B_0} E_0 \to A_0$ is a fibration. This completes the proof that the projection $a \times_b e \to a$ is a Reedy fibration in the case where $g$ is a $\partial_1$-unit. In the general case, the morphism $g : e \to b$ is the the composite of a $\partial_1$-unit $g_1 : e \to k$ followed by a cartesian morphism $g^2 : k \to b$. The following diagram of pullback squares exists by what we have proved so far.

Moreover, the morphism $p_1$ and $q_1$ are Reedy fibrations, since the morphisms $g^2$ and $g_1$ are Reedy fibrations. But we have $a \times_b e = (a \times_k k) \times_k e$ and $p_1q_1$ is the projection $a \times_k e \to a$, since the composite of the two squares is cartesian by Lemma [3.3.1]. This proves that the projection $a \times_k e \to a$ is a Reedy fibration, since $p_1$ and $q_1$ are Reedy fibrations. It remains to verify that the map $a \to \top$ is a Reedy fibration for every object $a : A_0 \to A_1$ in $\mathcal{E}(1)$. But this is clear, since the following square is fibrant for any fibration $a$. 

\[
\begin{array}{c}
A_0 \ar[r] & \top \\
| \ar[d] & \\
A_1 \ar[r] & \top \\
\end{array}
\]
This completes the proof that the Reedy fibrations give the category $\mathcal{E}^{(1)}$ the structure of a clan. 

1.8 Spans in a clan

Recall that a span $A \rightarrow B$ between two objects $A$ and $B$ of category $\mathcal{E}$ is a triple $X = (X, u, v)$ where $u : X \rightarrow A$ and $v : X \rightarrow B$.

The left leg $\lambda_X$ of the span $(X, u, v)$ is the map $u$ and its right leg $\rho_X$ is the map $v$. A span in $\mathcal{E}$ is a contravariant functor $X : Sd[1] \rightarrow \mathcal{E}$, where $Sd[1]$ denotes the poset of non-empty subsets of $[1] = \{0, 1\}$ (it is the barycentric subdivision of the simplicial interval $[1]$).

A map of spans $f : X \rightarrow Y$ is a natural transformation:

We shall denote the category of spans in $\mathcal{E}$ by $\mathcal{E}^\wedge$. We shall denote by $\partial : \mathcal{E}^\wedge \rightarrow \mathcal{E} \times \mathcal{E}$ the functor defined by putting $\partial(X) = (X_0, X_1)$. If $\mathcal{E}$ is a cartesian category, we shall denote by $\Lambda : \mathcal{E}^\wedge \rightarrow \mathcal{E}^{[1]}$ the functor defined by putting $\Lambda(X) = (\lambda_X, \rho_X) : X_01 \rightarrow X_0 \times X_1$. If $C : \mathcal{E} \times \mathcal{E} \rightarrow \mathcal{E}$ denotes the cartesian product functor, then we have a pullback square of categories:

If $\mathcal{E}$ is a clan, then cartesian product functor $C : \mathcal{E} \times \mathcal{E} \rightarrow \mathcal{E}$ is a morphism of clans by 1.4.10. Moreover, the codomain functor $\partial_1 : \mathcal{E}^{[1]} \rightarrow \mathcal{E}$ is a morphism of clans.

Lemma 1.8.1. If $\mathcal{E}$ is a clan, then the square (20) is cartesian in the category Clan.

Proof. A map of spans $f : X \rightarrow Y$ is a pointwise fibration if and only if the map $\partial(f) = (f_0, f_1)$ is a fibration in $\mathcal{E} \times \mathcal{E}$ and the map $\Lambda(f) = (f_{01}, f_0 \times f_1)$ is a (pointwise) fibration in $\mathcal{E}^{[1]}$. Hence the result follows from Lemma 1.4.8 since the functor $\partial_1$ is an iso-fibration. 

Let us say that a span \( X = (X, \lambda_X, \rho_X) \) in clan \( E \) is fibrant if the map \( (\lambda_X, \rho_X) : X_{01} \to X_0 \times X_1 \) is a fibration. We shall denote by \( \mathcal{E}^{(\lambda)} \) the full subcategory of \( \mathcal{E}^\wedge \) whose objects are fibrant spans. The functor \( \Lambda : \mathcal{E}^\wedge \to \mathcal{E}^{(1)} \) induces a functor \( \Lambda : \mathcal{E}^{(\lambda)} \to \mathcal{E}^{(1)} \) and we have a pullback square of categories

\[
\begin{array}{ccc}
\mathcal{E}^{(\lambda)} & \xrightarrow{\Lambda} & \mathcal{E}^{(1)} \\
\downarrow \text{inc} & & \downarrow \text{inc} \\
\mathcal{E}^\wedge & \xrightarrow{\Lambda} & \mathcal{E}^{[1]}
\end{array}
\]  

We say that a map between fibrant spans \( f : X \to Y \) is a Reedy fibration if \( \partial(f) = (f_0, f_1) \) is a fibration in \( \mathcal{E} \times \mathcal{E} \) and the map \( \Lambda(f) : \Lambda(X) \to \Lambda(Y) \) is a Reedy fibration in \( \mathcal{E}^{(1)} \). In other words, \( f : X \to Y \) is a Reedy fibration if \( f_0 \) and \( f_1 \) are fibrations and the square

\[
\begin{array}{ccc}
X_{01} & \xrightarrow{f_{01}} & Y_{01} \\
\downarrow (\lambda_X, \rho_X) & & \downarrow (\lambda_Y, \rho_Y) \\
X_0 \times X_1 & \xrightarrow{f_0 \times f_1} & Y_0 \times Y_1
\end{array}
\]  

is Reedy fibrant. In which case the map \( f_{01} \) is also a fibration. The squares (21) and (20) can be composed vertically, Their composite is a pullback square of categories:

\[
\begin{array}{ccc}
\mathcal{E}^{(\lambda)} & \xrightarrow{\Lambda} & \mathcal{E}^{(1)} \\
\downarrow \vartheta & & \downarrow \vartheta_1 \\
\mathcal{E} \times \mathcal{E} & \xrightarrow{\vartheta} & \mathcal{E}
\end{array}
\]  

where the functor \( \vartheta : \mathcal{E}^{(\lambda)} \to \mathcal{E} \times \mathcal{E} \) is induced by the functor \( \vartheta : \mathcal{E}^\wedge \to \mathcal{E} \times \mathcal{E} \).

**Proposition 1.8.2.** The Reedy fibrations gives the category \( \mathcal{E}^{(\lambda)} \) the structure of a clan. The square (21) is a pullback in the category of clans and the inclusion functor \( \mathcal{E}^{(\lambda)} \to \mathcal{E}^\wedge \) is a morphism of clans.

**Proof.** By definition, a map between fibrant spans \( f : X \to Y \) is a Reedy fibration if and only if \( \partial(f) = (f_0, f_1) \) is a fibration in \( \mathcal{E} \times \mathcal{E} \) and \( \Lambda(f) : \Lambda(X) \to \Lambda(Y) \) is a Reedy fibration in \( \mathcal{E}^{(1)} \). Hence the square (21) is a pullback in the category Clan by Lemma 1.4.8 since the inclusion \( \mathcal{E}^{(1)} \to \mathcal{E}^{[1]} \) is an isofibration and a morphism of clans. The square (21) is cartesian in the category Clan since it is a composite of two cartesian squares in this category. \( \square \)

If \( (\lambda_X, \rho_X) : X_{01} \to X_0 \times X_1 \) is a fibrant span, then the map \( \lambda_X = p_1(\lambda_X, \rho_X) \) is a fibration, since the projection \( p_1 : X_0 \times X_1 \to X_0 \) is a fibration. This defines a functor \( \lambda : \mathcal{E}^{(\wedge)} \to \mathcal{E}^{(1)} \). Similarly, we have a functor \( \rho : \mathcal{E}^{(\wedge)} \to \mathcal{E}^{(1)} \).

**Proposition 1.8.3.** The leg functors \( \lambda, \rho : \mathcal{E}^{(\wedge)} \to \mathcal{E}^{(1)} \) are morphisms of clans.

**Proof.** If \( f : X \to Y \) is a fibration in \( \mathcal{E}^{(\wedge)} \), let us show that morphism \( \lambda(f) : \lambda(X) \to \lambda(Y) \) is a fibration in \( \mathcal{E}^{(1)} \). The
The maps $f_0 : X_0 \to Y_0$ and $f_1 : X_1 \to Y_1$ are also fibrations since $f$ is a (Reedy) fibration. Hence the bottom square of the diagram is Reedy fibrant by Lemma 1.7.3. It follows by Lemma 1.7.4 that the composite square is Reedy fibrant:

This shows that the morphism $\lambda(f) : \lambda(X) \to \lambda(Y)$ is a fibration in $\mathcal{E}^{(1)}$. It remains to show that the functor $\lambda : \mathcal{E}^{(\wedge)} \to \mathcal{E}^{(1)}$ preserves base changes of fibrations and terminal objects. We shall use the following commutative square of functors, where the functor $\lambda : \mathcal{E} \to \mathcal{E}^{[1]}$ is defined like $\lambda$,

It is easy to verify that the functor $L : \mathcal{E}^{[1]} \to \mathcal{E}^{\wedge}$ defined by putting $L(a) = (a, 1_{A_0}) : A_0 \to A_1 \times A_0$ for an object $a : A_0 \to A_1$ in $\mathcal{E}^{[1]}$ is left adjoint to the functor $\lambda'$. Hence the functor $\lambda'$ preserves base changes of fibrations and terminal objects, since it preserves all limits. The inclusion functors $i_2 : \mathcal{E}^{(1)} \to \mathcal{E}^{[1]}$ preserves base changes of fibrations and terminal objects by Proposition 1.7.5. Moreover, $i_2$ is conservative, since it is fully faithful. It follows that $\lambda$ preserves base changes of fibrations and terminal objects, since this is true of the functor $\lambda'$.

The composite $Y \circ_B X$ of two (fibrant) spans $X : A \to B$ and $Y : B \to C$ is the span $X \times_B Y : A \to C$ defined by the following diagram with a pullback square:

\[ X \times_B Y \]

\[ A \quad \lambda_X \quad \rho_X \quad B \]

\[ \lambda \quad \quad \rho \]

\[ X \quad p_1 \quad Y \quad p_2 \]

\[ A \quad B \quad C \]

**Proposition 1.8.4.** The composite of $Y \circ_B X : A \to C$ of two fibrant spans $X : A \to B$ and $Y : B \to C$ is fibrant.
Proof. It is easy to verify that the following square is cartesian,

\[
\begin{array}{ccc}
X \times_B Y & \xrightarrow{(\lambda,p_2)} & A \times Y \\
(p_1,\rho) & & (\rho_1,\rho) \\
X \times C & \xrightarrow{(\lambda_X,\rho_X) \times C} & A \times B \times C
\end{array}
\]

The map \((\lambda_X, \rho_X) \times C\) is a fibration, since \((\lambda_X, \rho_X)\) is a fibration. Similarly, the map \(A \times (\lambda_Y, \rho_Y)\) is a fibration. Thus, \(X \times_B Y\) is the cartesian product of two objects of the category \(\mathcal{E}(A \times B \times C)\). Hence the diagonal \(d : X \times_B Y \to A \times B \times C\) of the square (24) is a fibration. It follows that the map \((\lambda, \rho) : X \times_B Y \to X \times Y\) is a fibration, since the projection \((pr_1, pr_3) : A \times B \times C \to A \times C\) is a fibration and we have \((\lambda, \rho) = (pr_1, pr_3)d\).  

\[\square\]
2 Internal products in a clan

2.1 Cartesian closed categories

Recall that if \( A \) is a carrable object in a category \( \mathcal{E} \), then the product functor \((-) \times A : \mathcal{E} \to \mathcal{E}\) can be defined.

**Definition 2.1.1.** Let \( A \) be a carrable object in a category \( \mathcal{E} \). The *exponential of an object* \( B \in \mathcal{E} \) by the object \( A \) is an object \( B^A \in \mathcal{E} \) equipped with a map \( \epsilon : B^A \times A \to B \) which is cofree with respect to the functor \((-) \times A : \mathcal{E} \to \mathcal{E}\). The map \( \epsilon : B^A \times A \to B \) is called the the *evaluation*.

The exponential \( B^A \) is also called the *internal hom* and denoted \([A, B]\). The map \( \epsilon : [A, B] \times A \to B \) is also called the *application*. Classically, \( \epsilon(f, x) = f(x) \) for \( f : [A, B] \) and \( x : A \).

By definition, for every object \( C \in \mathcal{E} \) and every map \( f : C \times A \to B \) there exists a unique map \( g : C \to [A, B] \) such that \( \epsilon(g \times A) = f \).

\[
\begin{array}{ccc}
C \times A & \xrightarrow{g \times A} & [A, B] \times A \\
 & \searrow f & \downarrow \\
 & & B.
\end{array}
\]

We shall denote the map \( g \) by \( \lambda^A(f) \). Then the following identities hold

\[ \epsilon(\lambda^A(f) \times A) = f \quad \text{and} \quad \lambda^A(\epsilon(g \times A)) = g \]

for \( f : C \times A \to B \) and \( g : C \to [A, B] \). The first equality is called the *\( \beta \)-conversion rule* and the second equality the *\( \eta \)-conversion rule*. If \( f : A \to B \), then \( [f] := \lambda^A(f) : 1 \to [A, B] \) is an element of type \([A, B]\).

**Definition 2.1.2.** We say that a carrable object \( A \) in a cartesian category \( \mathcal{E} \) is *exponentiable* if the functor \((-) \times A : \mathcal{E} \to \mathcal{E}\) has a right adjoint \([A, -] : \mathcal{E} \to \mathcal{E}\). We say that a cartesian category \( \mathcal{E} \) is *cartesian closed* if every object \( A \in \mathcal{E} \) is exponentiable.

For examples, the category of sets \( \text{Set} \) and the category of small categories \( \text{Cat} \) are cartesian closed.

**Proposition 2.1.3.** The category of presheaves \( \hat{\mathcal{C}} = [C^{\text{op}}, \text{Set}] \) on a small category \( \mathcal{C} \) is cartesian closed.

**Proof.** If \( F, G \in \hat{\mathcal{C}} \), let \([F, G] : C^{\text{op}} \to \text{Set}\) be the presheaf defined by putting

\[ [F, G](C) = \text{Hom}(F \times yC, G) \]

for every object \( C \in \mathcal{C} \), where \( y : \mathcal{C} \to \hat{\mathcal{C}} \) is the Yoneda functor. Let \( \epsilon : [F, G] \times F \to G \) be the natural transformation defined by putting \( \epsilon_C(\alpha, x) = \alpha_C(x, 1_C) \) for every \( C \in \mathcal{C} \), where \( \alpha : F \times yC \to G \) is a natural transformation and \( x \in F(C) \). The proof that \( \epsilon \) is cofree with respect to the functor \((-) \times F\) is left to the reader.

Let \( F : \mathcal{E} \to \mathcal{E}' \) be a cartesian functor between cartesian closed categories. If \( A, B \in \mathcal{E} \), then the functor \( F \) takes the evaluation \( \epsilon : [A, B] \times A \to B \) to a map \( F(\epsilon) : F[A, B] \times FA \to FB \). The map \( \psi_{A,B} = \lambda^{FA}(F(\epsilon)) : F[A, B] \to [FA, FB] \) is called the *comparaison map*.

**Definition 2.1.4.** Let \( \mathcal{E} \) and \( \mathcal{E}' \) be cartesian closed categories. We say that a functor \( F : \mathcal{E} \to \mathcal{E}' \) is cartesian closed if it preserves finite products and the comparaison map \( \psi_{A,B} : F[A, B] \to [FA, FB] \) is an isomorphism for every pair of objects \( A, B \in \mathcal{E} \).
The composite of two cartesian closed functors is cartesian closed. There is then a 2-category whose objects are cartesian closed categories, whose morphisms are cartesian closed functors and whose 2-cells are natural isomorphisms.

**Proposition 2.1.5.** Let $C$ be a cartesian closed category. Then the Yoneda functor $y : C \to [C^{op}, \mathbf{Set}]$ is cartesian closed.

**Proof.** Left to the reader. 

Recall that if $A$ is an object in a cartesian category $E$, then the base change functor $e_A : E \to E/A$ is defined by putting $e_A(X) = (X \times A, p_2)$.

**Definition 2.1.6.** Let $A$ be a carrable object in a category $E$. The internal product of a map $p : E \to A$ is defined to be an object $P \in E$ equipped with a map $\epsilon : e_A(P) \to E$ in $E/A$ which is cofree with respect to the base change functor $e_A$. We shall denote the object $P$ by $\Pi(A,E,p)$, or $\Pi_A(E)$ and say that the map $\epsilon : \Pi_A(E) \times A \to E$ the evaluation.

By definition, for every object $C \in E$ and every map $f : C \times A \to E$ in $E/A$, there exists a unique map $g : C \to \Pi_A(E)$ such that $\epsilon(g \times A) = f$.

\[
\begin{array}{ccc}
C \times A & \xrightarrow{g \times A} & \Pi_A(E) \times A \\
\downarrow{f} & \downarrow{\epsilon} & \downarrow{E} \\
E & & \\
\end{array}
\]

We shall denote the map $g$ by $\lambda^A(f)$.

**Proposition 2.1.7.** Let $A$ be an exponentiable object in a category with finite limits $E$. Then the base change functor $e_A : E \to E/A$ has a right adjoint $\Pi_A : E/A \to E$. More precisely, if $E = (E,p) \in E/A$, then $\Pi_A(E)$ is the fiber of the map $[A,p] : [A,E] \to [A,A]$ at $[1_A] : 1 \to [A,A]$,

\[
\begin{array}{ccc}
\Pi_A(E) & \xrightarrow{i} & [A,E] \\
\downarrow{[1_A]} & \downarrow{[A,p]} & \\
1 & \to & [A,A] \\
\end{array}
\]

The evaluation $\epsilon' : \Pi_A(E) \times A \to E$ is induced by the evaluation $\epsilon_E : [A,E] \times A \to E$.

**Proof.** We have to show that every map $p : E \to A$ has an internal product $\Pi_A(E,p)$. Consider the following pullback square

\[
\begin{array}{ccc}
P & \xrightarrow{i} & [A,E] \\
\downarrow{[1_A]} & \downarrow{[A,p]} & \\
1 & \to & [A,A] \\
\end{array}
\]

where $P$ be the fiber of the map $[A,p]$ at $[1_A] : 1 \to [A,A]$. Let us put $\epsilon' := \epsilon_E(i \times A) : P \times A \to E$.
Let us first verify that $\epsilon'$ is a map in $\mathcal{E}/A$. For this we have to show that $p\epsilon' = p_2 : P \times A \to A$. The left hand square of following diagram commutes, since the square (26) commutes.

$$
\begin{array}{ccc}
P \times A & \xrightarrow{i \times A} & [A, E] \times A \xrightarrow{\epsilon_E} E \\
! \times A & \downarrow & \downarrow \\
1 \times A & \xrightarrow{[1_A] \times A} & [A, A] \times A \xrightarrow{\epsilon_A} A \\
\end{array}
$$

The right hand square commutes by definition of the map $[A, p]$. The top triangle commutes by defintion of $\epsilon'$. The bottom triangle commutes by defintion of $[1_A]$. Thus, $p\epsilon' = ! \times A = p_2$ and this shows that $\epsilon'$ is a map in $\mathcal{E}/A$. Let us show that $\epsilon' : e_A(P) \to E$ is cofree with respect to the functor $e_A$. For this we have to show that for every object $C \in \mathcal{E}$ and every map $f : e_A(C) \to E$ in $\mathcal{E}/A$, there exists a unique map $g : C \to P$ such that $\epsilon' e_A(g) = f$. The following square commutes, since $f$ is a map in $\mathcal{E}/A$.

$$
\begin{array}{ccc}
C \times A & \xrightarrow{f} & E \\
! \times A & \downarrow & \downarrow p \\
1 \times A & \xrightarrow{1_A} & A \\
\end{array}
$$

Hence the following square commutes by the adjunction $(-) \times A \dashv [A, -]$.

$$
\begin{array}{ccc}
C & \xrightarrow{\lambda^A(f)} & [A, E] \\
! & \downarrow & \downarrow ![A, p] \\
1 & \xrightarrow{\lambda^A(1_A)} & [A, A] \\
\end{array}
$$

Notice that $\lambda^A(1_A) = [1_A]$. There is then a unique map $g : C \to P$ such that $\iota g = \lambda^A(f)$, since the square (26) is cartesian. We then have

$$
\epsilon'(g \times A) = \epsilon_E(\iota \times A)(g \times A) = \epsilon_E(\iota g \times A) = \epsilon_E(\lambda^A(f) \times A) = f.
$$

The existence of $g$ is proved; its uniqueness is left to the reader.

**Remark 2.1.8.** With the hypothesis of Proposition 2.1.7 we have $[A, B] = \Pi_A(B \times A, p_2)$ for every object $B \in \mathcal{E}$. To see this, observe that the product functor $(-) \times A : \mathcal{E} \to \mathcal{E}$ is the composite of the base change functor $e_A : \mathcal{E} \to \mathcal{E}/A$ followed by the forgetful functor $\Sigma_A : \mathcal{E}/A \to \mathcal{E}$. By composing the adjunctions $\Sigma_A \dashv e_A$ and $e_A \dashv \Pi_A$ we obtain an adjunction $\Sigma_A \circ e_A \dashv \Pi_A \circ e_A$. Hence the functor $\Pi_A \circ e_A : \mathcal{E} \to \mathcal{E}$ is right adjoint to the functor $(-) \times A : \mathcal{E} \to \mathcal{E}$.

Let $f : A \to B$ be a carrable map in a category $\mathcal{E}$. Recall that the base change functor $f^* : \mathcal{E}/B \to \mathcal{E}/A$ is defined by putting $f^*(X) = (X \times_B A, p_2)$ for every object $X = (X, p) \in \mathcal{E}/B$. 
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Definition 2.1.9. Let \( f : A \to B \) be a carrable map in a category \( \mathcal{E} \). The internal product of an object \( E = (E, p) \in \mathcal{E}/A \) along the map \( f \) is defined to be an object \( P = (P, g) \in \mathcal{E}/B \) equipped with a map \( \epsilon : f^*(P) \to E \) in \( \mathcal{E}/A \) which is cofree with respect to the functor \( f^* : \mathcal{E}/B \to \mathcal{E}/A \). We shall denote the object \( P \) by \( \Pi_f(E, p) \), or by \( \Pi_f(E) \), and say that the map \( \epsilon : \Pi_f(E) \times_B A \to E \) is the evaluation.

By definition, the map \( (\mathcal{E}/B)(C, P) \xrightarrow{f^*} (\mathcal{E}/A)(f^*Q, f^*P) \xrightarrow{\epsilon \circ (-)} (\mathcal{E}/A)(f^*Q, E) \) is bijective for every object \( C = (C, g) \in \mathcal{E}/B \), in other words, for every map \( u : C \times_B A \to E \) in \( \mathcal{E}/A \), there exists a unique map \( v : C \to \Pi_f(E) \) in \( \mathcal{E}/B \) such that \( \epsilon(v \times_B A) = u \).

We shall denote the map \( v \) by \( \lambda^A(u) \).

Remark 2.1.10. It follows from Definition 2.1.9 that \( \Pi_f(E, p) = \Pi_{(A, f)}(E, p) \) where \( \Pi_{(A, f)}(E, p) \) denotes the internal product of the map \( p : (E, fp) \to (A, f) \) in \( \mathcal{E}/B \).

2.2 Locally cartesian closed categories

Definition 2.2.1. A category with finite limits \( \mathcal{E} \) is said to be locally cartesian closed, if the category \( \mathcal{E}/A \) is cartesian closed for every object \( A \in \mathcal{E} \).

It follows directly from this definition that if \( \mathcal{E} \) is locally cartesian closed, then so is the category \( \mathcal{E}/A \) for every object \( A \in \mathcal{E} \).

For examples, the category of sets \( \text{Set} \) is locally cartesian closed. We shall see below that the category of presheaves on a small category is locally cartesian closed. More generally, a topos is locally cartesian closed.

Proposition 2.2.2. The category of presheaves \( \mathcal{C} = [\mathcal{C}^{op}, \text{Set}] \) on a small category \( \mathcal{C} \) is locally cartesian closed.

Proof. Let us show that the category \( \mathcal{C}/F \) is cartesian closed for every \( F \in \mathcal{C} \). But the category \( \mathcal{C}/F \) is equivalent to the presheaf category \( [(\mathcal{C}/F)^{op}, \text{Set}] \), where \( \mathcal{C}/F \) denotes the category of elements of \( F \). Hence the category \( \mathcal{C}/F \) is cartesian closed by Proposition 2.1.3.

Proposition 2.2.3. A category with finite limits \( \mathcal{E} \) is locally cartesian closed if and only if the base change functor \( f^* : \mathcal{E}/B \to \mathcal{E}/A \) has a right adjoint \( f_* = \Pi_f : \mathcal{E}/A \to \mathcal{E}/B \) for every map \( f : A \to B \) in \( \mathcal{E} \).
Proof. If $\mathcal{E}$ is locally cartesian closed and $f : A \to B$ is a map in $\mathcal{E}$ let us show that every map $p : E \to A$ has an internal product $\Pi_f(E,p)$ along $f$. The category $\mathcal{E}/B$ is cartesian closed by hypothesis. Moreover, $\mathcal{E}/B$ has finite limits, since the category $\mathcal{E}$ has finite limits. It then follows by Lemma 2.1.7 that the map $p : (E,fp) \to (A,f)$ of $\mathcal{E}/B$ has an internal product $\Pi_{(A,f)}(E,p)$. But we have $\Pi_f(E,p) = \Pi_{(A,f)}(E,p)$ by Remark 2.1.10. Conversely, if the functor $f^*$ has a right adjoint $\Pi_f$ for every map $f : A \to B$, let us show that the category $\mathcal{E}$ is locally cartesian closed. Let us first check that $\mathcal{E}$ is cartesian closed. For this we have to show that every object $A \in \mathcal{E}$ is exponentiable. The base change functor $e_A : \mathcal{E} \to \mathcal{E}/A$ has a right adjoint $\Pi_A : \mathcal{E}/A \to \mathcal{E}$ by hypothesis. Thus, $A$ is exponentiable, since we have $[A,B] = \Pi_A(B \times A, p_2)$ for every object $B \in \mathcal{E}$ (see Remark 2.1.8). We have proved that $\mathcal{E}$ is cartesian closed.

It remains to show that the category $\mathcal{E}/C$ is cartesian closed for every object $C \in \mathcal{E}$. But the argument above, applied to $\mathcal{E}/C$ instead of $\mathcal{E}$, shows that $\mathcal{E}/C$ is cartesian closed.

Definition 2.2.4. Let $\mathcal{E}$ and $\mathcal{E}'$ be locally cartesian closed categories. We say that a functor $F : \mathcal{E} \to \mathcal{E}'$ is locally cartesian closed if it preserves finite limits and the induced functor $F/A : \mathcal{E}/A \to \mathcal{E}'/FA$ is cartesian closed for every object $A \in \mathcal{E}$.

The composite of two locally cartesian closed functors is locally cartesian closed. There is then a 2-category whose objects are locally cartesian closed categories, whose morphisms are locally cartesian closed functors and whose 2-cells are natural isomorphisms.

Theorem 2.2.5. (Beck-Chevalley law) Let $\mathcal{E}$ be a locally cartesian closed category. If the following square in $\mathcal{E}$ is cartesian

$$
\begin{array}{ccc}
C & \xrightarrow{g} & D \\
\downarrow{u} & & \downarrow{v} \\
A & \xrightarrow{f} & B
\end{array}
$$

then the following squares of functors commute up to a natural isomorphism:

$$
\begin{array}{ccc}
\mathcal{E}/C & \xrightarrow{g^*} & \mathcal{E}/D \\
\downarrow{u^*} & & \downarrow{v^*} \\
\mathcal{E}/A & \xrightarrow{f^*} & \mathcal{E}/B
\end{array}
$$

Proof. If $E = (E,p) \in \mathcal{E}/B$, then the composite of the following two squares is cartesian by Lemma 5.3.1

$$
\begin{array}{ccc}
C \times_D E & \xrightarrow{p_2} & E \\
\downarrow{p_1} & & \downarrow{p} \\
C & \xrightarrow{g} & D \\
\downarrow{u} & & \downarrow{v} \\
A & \xrightarrow{f} & B
\end{array}
$$

Thus, $C \times_D E = A \times_B E$. This shows that

$$
u g^*(E,p) = u_!(C \times_D E, p_1) = (C \times_D E, up_1) \simeq (A \times_B E, up_1) = f^*(E, vp) = f^* v_!(E, p)
$$
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Hence the functor $u g^*$ is isomorphic to the functor $f^* v_!$. We have $f^* v_! \dashv v^* f_*$, since we have $v_! \dashv v^*$ and $f^* \dashv f_*$. Similarly, we have $u g^* \dashv g_* u^*$, since we have $g^* \dashv g_*$ and $u_! \dashv u^*$. Hence the functor $g_* u^*$ is isomorphic to the functor $v^* f_*$, since the functor $u g^*$ is isomorphic to the functor $f^* v_!$ and isomorphic functors have isomorphic right adjoints.

Let $\mathcal{E}$ and $\mathcal{E}'$ be locally cartesian closed categories and let $F : \mathcal{E} \to \mathcal{E}'$ be a functor which preserves finite limits. If $f : A \to B$ and $p : E \to A$ are maps in $\mathcal{E}$ then the functor $F$ takes the evaluation map $\epsilon : \Pi_f(E, p) \times_B A \to E$ in $\mathcal{E}/A$ to a map $F(\epsilon) : F(\Pi_f(E, p)) \times_{F B} FA \to FE$ in the category $\mathcal{E}'/FA$. We shall say that $F$ preserves internal products if the map

$$
\lambda^{FA} F(\epsilon) : F \Pi_f(E) \to \Pi_{F(f)}(FE)
$$

is invertible for every pair of maps $f : A \to B$ and $p : E \to A$ in the category $\mathcal{E}$.

**Proposition 2.2.6.** Let $F : \mathcal{E} \to \mathcal{E}'$ be a functor between locally cartesian closed categories. If $F$ preserves finite limits, then $F$ is locally cartesian closed functor if and only if it preserve internal products.

**Proof.** $(\Rightarrow)$ It follows from Proposition 2.1.7 that if a cartesian closed functor preserves finite limits, then it preserves the internal product of every map. Thus, the functor $F$ preserves the product $\Pi_A(E, p)$ for every map $p : E \to A$ in $\mathcal{E}$. Let us show more generally that $F$ preserves the internal product $\Pi_f(E, p)$ of every map $p : E \to A$ along every map $f : A \to B$. The functor $F/B : \mathcal{E}/B \to \mathcal{E}'/FB$ induced by $F$ is locally cartesian closed, since the functor $F$ is locally cartesian closed. Hence the functor $F/B$ preserves the internal product $\Pi_{(A, f)}(E)$ by the first part of the proof. This proves the result, since $\Pi_f(E) = \Pi_{(A, f)}(E)$ by Remark 2.1.10. The converse $(\Leftarrow)$ is left to the reader. 

**Proposition 2.2.7.** Let $\mathcal{E}$ be a locally cartesian closed category. Then the base change functor

$$
f^* : \mathcal{E}/B \to \mathcal{E}/A
$$

is locally cartesian closed for every map $f : A \to B$.

**Proof.** That the functor $f^*$ preserves internal products follows from Theorem 2.2.5. Hence the functor $f^*$ is locally cartesian closed by Proposition 2.2.6. 

**Lemma 2.2.8.** Let $f : A \to B$ be a carrable map in a small category $\mathcal{C}$. Then the Yoneda functor $y : \mathcal{C} \to \hat{\mathcal{C}}$ preserves the internal product $\Pi_f(E, p)$ of a map $p : E \to A$ along $f$ when the internal product exists.

**Proof.** Left to the reader.

**Proposition 2.2.9.** If $\mathcal{C}$ is a small locally cartesian closed category, then the Yoneda functor $y : \mathcal{C} \to \hat{\mathcal{C}}$ is locally cartesian closed.

**Proof.** This follows from Lemma 2.2.8.
2.3 Polynomial functors

Let \( \mathcal{E} \) be a locally cartesian closed category. We shall say that a diagram in \( \mathcal{E} \) of the form

\[
\begin{array}{ccc}
E & \rightarrow & B \\
\downarrow^u & & \downarrow^v \\
I & \rightarrow & J \\
\end{array}
\]

is polynomial span \( P = (u, p, v) : I \to J \). The polynomial functor \( P(-) : \mathcal{E}/I \to \mathcal{E}/J \) associated to \( P \) is defined to be the composite:

\[
\begin{array}{ccc}
\mathcal{E}/E & \overset{\pi_u}{\rightarrow} & \mathcal{E}/B \\
\uparrow & & \uparrow \\
\mathcal{E}/I & \rightarrow & \mathcal{E}/J \\
\end{array}
\]

We shall see that the composite of two polynomial functors \( P(-) : \mathcal{E}/I \to \mathcal{E}/J \) and \( Q(-) : \mathcal{E}/J \to \mathcal{E}/K \) is a polynomial functor \((Q \circ P)(-) : \mathcal{E}/I \to \mathcal{E}/K\).

Recall that a functor \( U : \mathcal{E} \to \mathcal{F} \) induces a functor \( U/A : \mathcal{E}/A \to \mathcal{F}/U(A) \) for every object \( A \in \mathcal{E} \), where we put \((U/A)(E, p) = (U(E), U(p))\) for \((E, p) \in \mathcal{E}/A\).

**Lemma 2.3.1.** If a functor \( U : \mathcal{E} \to \mathcal{F} \) has a left adjoint \( F : \mathcal{F} \to \mathcal{E} \), then the functor \( U/A : \mathcal{E}/A \to \mathcal{F}/U(A) \) defined above is isomorphic to the composite

\[
\begin{array}{ccc}
\mathcal{E}/A & \overset{\Sigma_U}{\rightarrow} & \mathcal{E}/B \\
\downarrow & & \downarrow \Pi_U \\
\mathcal{E} & \rightarrow & \mathcal{E} \\
\end{array}
\]

where \( \Sigma_U : \mathcal{E}/A \to \mathcal{E}/B \) is the terminal object \((A, 1_A) \in \mathcal{E}/A\) to the object \( \Pi_U(A) := \Pi(U(A), 1_A) \). It thus induces a functor

\[
\Pi_{U/A} : \mathcal{E}/A \to \mathcal{E}/\Pi_U(A)
\]

if we put \( \Pi_{U/A}(E, p) = (\Pi_U(E), p) \) for an object \((E, p) \in \mathcal{E}/A\).

**Lemma 2.3.2.** Let \( f : A \to B \) be map in a locally cartesian closed category \( \mathcal{E} \). Then the functor \( \Pi_{U/A} : \mathcal{E}/A \to \mathcal{E}/\Pi_U(A) \) defined above is isomorphic to the composite

\[
\begin{array}{ccc}
\mathcal{E}/A & \overset{\epsilon^*}{\rightarrow} & \mathcal{E}/\Pi_U(A) \times B \\
\downarrow & & \downarrow \Pi_{U/A} \\
\mathcal{E} & \rightarrow & \mathcal{E}/\Pi_U(A) \\
\end{array}
\]

where \( \epsilon : \Pi_U(A) \times B \to A \) is the evaluation and \( p : \Pi_U(A) \times B \to \Pi_U(A) \) is the projection.

**Proof.** Let us apply Lemma 2.3.1 to the functors \( \Pi_U : \mathcal{E}/B \to \mathcal{E} \) and to the object \((A, f) \in \mathcal{E}/B\). The functor \( \Pi_U \) is right adjoint to the base change functor \( F := e_B : \mathcal{E} \to \mathcal{E}/B \). Hence the induced functor \( \Pi_{U/A} : \mathcal{E}/A \to \mathcal{E}/\Pi_U(A) \) has a left adjoint \( F_A \) by Lemma 2.3.1. By construction, \( F_A(C, g) = (e_B(C), e_B(g)) \) for a map \( g : C \to \Pi_U(A) \),
where $\epsilon : \Pi_B(A) \times B \to A$ is the evaluation. But we have $(e_B(C), e_B(g)) = (C \times B, g \times B) = p^*(C, g)$, where $p : \Pi_B(A) \times B \to \Pi_B(A)$ is the projection.

Thus, $F_A = \epsilon p^*$. It follows by adjointness that $\Pi_{B/A} = p_* \epsilon^*$.

**Lemma 2.3.3.** Let $f : A \to B$ be a map in locally cartesian closed category $E$. Then the functor $\Pi_B \circ \Sigma_f : E/A \to E$ is isomorphic to the composite

$$E/A \xrightarrow{\epsilon^*} E/\Pi_B(A) \times B \xrightarrow{p^*} E/\Pi_B(A, f) \xrightarrow{\Sigma_{\Pi_B(A)}} E$$

**Proof.** The following square of functors commutes by definition of the functor $\Pi_{B/A}$,

$$
\begin{array}{ccc}
E/A & \xrightarrow{\Pi_{B/A}} & E/\Pi_B(A, f) \\
\Sigma_f \downarrow & & \Sigma_{\Pi_B(A, f)} \downarrow \\
E/B & \xrightarrow{\Pi_B} & E
\end{array}
$$

The result then follows from Lemma 2.3.2.

**Proposition 2.3.4.** The composite of two polynomial functors is a polynomial functor.

**Proof.** Let $P = (s, p, t) : I \to J$ and $Q = (u, q, v) : J \to K$ be two polynomial spans.

We shall prove that the composite of the following sequence of functors is a polynomial functor:

$$
\begin{array}{ccc}
E/E & \xrightarrow{\Pi_p} & E/A \\
\Sigma_{s} \downarrow & & \Sigma_{u} \downarrow \\
E/I & \xrightarrow{\Sigma_t} & E/J
\end{array}
\quad
\begin{array}{ccc}
E/E & \xrightarrow{\Pi_q} & E/B \\
\Sigma_{u} \downarrow & & \Sigma_{v} \downarrow \\
E/K
\end{array}
$$
For this, we shall construct the following diagram of functors, with three squares and one pentagon.

In this diagram, the arrows marked \(\ast\) are pullback functors, the arrows marked \(\Sigma\) are sommation functors and the arrows marked \(\Pi\) are internal product functors. The first step in constructing the diagram (31) is to complete the diagram 30 with two pullback squares, \(A' = A \times \mathcal{F}\) and \(E' = E \times_A A'\), and to use Beck-Chevalley law 2.2.5.

The second step is to add the pentagon by using Lemma 2.3.3 applied to the map \(t' : A' \to F\) in the category \(\mathcal{E}/B\).

By construction, \(C = \Pi_q(A', t') \times_B F\) and \(D = \Pi_q(A', t')\). The third step is to complete the last diagram by adding a
third pullback square with \( R = E' \times_{A'} C \) and to use Beck-Chevalley law \( \text{2.2.5} \). 

The final step consists in shrinking the diagram \( \text{31} \) into the simpler diagram

\[
\begin{array}{ccc}
\mathcal{E}/R & \longrightarrow & \mathcal{E}/D \\
\text{\( \pi \)}} & & \text{\( \Sigma \)}} \\
\mathcal{E}/I & \longrightarrow & \mathcal{E}/K
\end{array}
\] (32)

by using the fact that a composite of base change functors is a base change functor, and similarly for a composite of summation functors and a composite of internal product functors. \( \square \)
2.4 π-clans

Recall that every fibration in a clan is carrable.

**Definition 2.4.1.** We say that a clan $E$ is a π-clan, if every fibration $p : E \to A$ has an internal product $\Pi_f(E, p)$ along every fibration $f : A \to B$ and the structure map $\Pi_f(E) \to B$ is a fibration.

By definition, the evaluation $\epsilon : \Pi_f(E, p) \times_B A \to E$ is cofree with respect to the functor $f^* : \mathcal{E}/B \to \mathcal{E}/A$. More explicitly, for every object $C = (C, g) \in \mathcal{E}/B$ and every map $u : C \times_B A \to E$ in $\mathcal{E}/A$, there exists a unique map $v : C \to \Pi_f(E)$ in $\mathcal{E}/B$ such that $\epsilon(v \times_B A) = u$.

We shall denote the map $v$ by $\lambda^A(u)$. It follows from Definition 2.4.1 applied to the map $A \to 1$ that every fibration $p : E \to A$ has an internal product $\Pi_A(E, p) \in \mathcal{E}$.

**Remark 2.4.2.** It follows from the definition of the internal product $\Pi_f(E, p)$ that the evaluation $\epsilon : \Pi_f(E, p) \times_B A \to E$ is cofree with respect to the functor $f^* : \mathcal{E}/B \to \mathcal{E}/A$, since it is cofree with respect to the functor $f^* : \mathcal{E}/B \to \mathcal{E}/A$. The former condition is weaker.

Examples of π-clans:

- A locally cartesian closed category, where every map is a fibration;
- The category of small groupoids $\text{Grpd}$, where a fibration is an iso-fibration;
- The category of Kan complexes $\text{Kan}$, where a fibration is a Kan fibration.

**Proposition 2.4.3.** If $f : A \to B$ is a fibration in a π-clan $\mathcal{E}$, then the base change functor $f^* : \mathcal{E}(B) \to \mathcal{E}(A)$ has a right adjoint $\Pi_f : \mathcal{E}(A) \to \mathcal{E}(B)$.

**Proof.** If $(E, p) \in \mathcal{E}(A)$, then $\Pi_f(E, p) \in \mathcal{E}(B)$, since the structure map $\Pi_f(E, p) \to B$ is a fibration. The evaluation $\epsilon : \Pi_f(E, p) \times_B A \to E$ is cofree with respect to the functor $f^* : \mathcal{E}(B) \to \mathcal{E}(A)$, since it is cofree with respect to the functor $f^* : \mathcal{E}/B \to \mathcal{E}/A$. Hence the functor $\Pi_f : \mathcal{E}(A) \to \mathcal{E}(B)$ is right adjoint to the functor $f^* : \mathcal{E}(B) \to \mathcal{E}(A)$. □

**Proposition 2.4.4.** If $\mathcal{E}$ is a π-clan, then so is the clan $\mathcal{E}(B)$ for every object $B \in \mathcal{E}$. If $p : E \to A$ and $f : A \to B$ are fibrations in $\mathcal{E}$, then

$$\Pi_f(E, p) = \Pi_{(A, f)}(E, p)$$

where $\Pi_{(A, f)}(E, p)$ denotes the internal product of the fibration $p : (E, fp) \to (A, f)$ in $\mathcal{E}(B)$.

**Proof.** Left to the reader. □

**Proposition 2.4.5.** A π-clan $\mathcal{E}$ is a cartesian closed category. More generally, the category $\mathcal{E}(A)$ is cartesian closed for every object $A \in \mathcal{E}$.
Proof. By Remark 2.1.8, we have we have \([A, B] = \Pi_A(B \times A, p_2)\) for every \(A, B \in \mathcal{E}\). This show that \(\mathcal{E}\) is cartesian closed. It follows that \(\mathcal{E}(A)\) is cartesian closed for every object \(A \in \mathcal{E}\), since \(\mathcal{E}(A)\) is a \(\pi\)-clan by Proposition 2.4.8. □

Proposition 2.4.6. A cartesian closed category has the structure of \(\pi\)-clan, where a fibration is a cartesian projection.

Proof. Let \(\mathcal{E}\) be a cartesian closed category. It follows from Proposition 1.1.5 that \(\mathcal{E}\) has the structure of a clan where a fibration is a cartesian projection. Let us show that every cartesian projection \(p : E \to A\) admits a product along every cartesian projection \(f : A \to B\) and that the structure map \(\Pi_f(E) \to B\) is a cartesian projection. We may suppose that \(p\) is the projection \(F \times A \to A\) for some object \(F\) and that \(f\) is the projection \(C \times B \to B\) for some object \(C\); in which case, the map \(p\) is the projection \(F \times C \times B \to C \times B\). We let the reader verify that the object \((\mathcal{E} \times \mathcal{E})_p\) of \(\mathcal{E}/B\) is the product of the map \(F \times C \times B \to C \times B\) along the map \(C \times B \to B\). □

Recall from Proposition 1.6.4 that if \(\mathcal{E}\) is a clan, then the class of extended fibrations in \(\hat{\mathcal{E}} = [\mathcal{E}^{\text{op}}, \text{Set}]\) is closed under composition and base changes. If \(F \in \hat{\mathcal{E}}\), then the full subcategory \(\hat{\mathcal{E}}(F)\) of \(\hat{\mathcal{E}}/F\) whose objects are extended fibrations \(X \to F\) has the structure of a clan by Proposition 1.6.5.

Definition 2.4.7. Let \(\mathcal{E}\) and \(\mathcal{E}'\) be \(\pi\)-clans. We shall say that a morphism of clans \(F : \mathcal{E} \to \mathcal{E}'\) is \(\pi\)-closed, or that it is a morphism of \(\pi\)-clans, if the induced functor \(F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA)\) is cartesian closed for every object \(A \in \mathcal{E}\).

The composite of \(\pi\)-closed morphisms \(F : \mathcal{E} \to \mathcal{E}'\) and \(G : \mathcal{E}' \to \mathcal{E}''\) is \(\pi\)-closed. The category of \(\pi\)-clans and \(\pi\)-closed morphisms has the structure of a 2-category where a 2-cell is a natural isomorphism.

Proposition 2.4.8. A morphism of \(\pi\)-clans \(F : \mathcal{E} \to \mathcal{E}'\) preserves products of fibrations along fibrations.

Proof. Left to the reader. □

Lemma 2.4.9. Let \(\mathcal{E}\) be a \(\pi\)-clan, then so is the clan \(\hat{\mathcal{E}}(G)\) for every object \(G \in \hat{\mathcal{E}}\). Moreover, the inclusion functor \(\hat{\mathcal{E}}(G) \to \hat{\mathcal{E}}/G\) preserves internal products.

Proof. Let us show that if \(p : E \to F\) and \(f : F \to G\) are extended fibrations in \(\hat{\mathcal{E}}\), then the map \(q : \Pi_f(E, p) \to G\) is an extended fibration. For this we have to show that for every object \(B \in \mathcal{E}\) and every map \(b : B \to G\) the object \(b^*(\Pi_f(E, p))\) is representable and that the map \(b^*(q) : b^*(\Pi_f(E, p)) \to B\) is a fibration. Consider the following diagram of pullback squares

\[
\begin{array}{ccc}
b^*(E) & \xrightarrow{b} & E \\
\downarrow b^*(p) & & \downarrow p \\
b^*(G) & \xrightarrow{b^*(f)} & F \\
\downarrow b^*(f) & & \downarrow f \\
B & \xrightarrow{b} & G
\end{array}
\]

The base change functor \(b^* : \hat{\mathcal{E}}/G \to \hat{\mathcal{E}}/B\) preserves internal product by Proposition 2.2.7. Thus, \(b^*(\Pi_f(E, p))\) is the internal product of the map \(b^*(p) : b^*(E) \to b^*(F)\) along the map \(b^*(f) : b^*(F) \to b^*(G)\). The presheaf \(b^*(F)\) is representable and the map \(b^*(f) : b^*(F) \to B\) is a fibration, since the map \(f : F \to G\) is an extended fibration by hypothesis. Similarly, the presheaf \(b^*(E)\) is representable and the map \(b^*(p) : b^*(E) \to b^*(F)\) is a fibration. It follows that the presheaf \(\Pi_{b^*(f)}(b^*(E), b^*(p))\) is representable, since \(\mathcal{E}\) be a \(\pi\)-clan and the Yoneda functor \(\mathcal{E} \to \hat{\mathcal{E}}\) preserves internal products by Lemma 2.2.8. Moreover, the map \(b^*(q) : \Pi_{b^*(f)}(b^*(E), b^*(p)) \to B\) is a fibration, since in a \(\pi\)-clan, the structure map of an internal product of a fibration is a fibration. □
Recall from Proposition 2.1.13 that if \( f : A \to B \) is a map in a clan \( \mathcal{E} \), then the base change functor \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \) is a morphism of clans.

**Proposition 2.4.10.** If \( \mathcal{E} \) is a \( \pi \)-clan, then the morphism of clans \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \) is \( \pi \)-closed for any map \( f : A \to B \).

**Proof.** This should follow from Proposition 2.2.7, except that the category \( \mathcal{E} \) may not be locally cartesian closed. The trick is to replace \( \mathcal{E} \) by the presheaf category \( \hat{\mathcal{E}} \) and use Lemma 2.4.9. The base change functor \( f^* : \hat{\mathcal{E}}(B) \to \hat{\mathcal{E}}(A) \) is \( \pi \)-closed, since the category \( \mathcal{E} \) is locally cartesian closed. Hence, the base change functor \( f^* : \hat{\mathcal{E}}(B) \to \hat{\mathcal{E}}(A) \) is \( \pi \)-closed since the inclusions \( \hat{\mathcal{E}}(A) \to \hat{\mathcal{E}}/A \) and \( \hat{\mathcal{E}}(B) \to \hat{\mathcal{E}}/B \) preserves products. This shows that the functor \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \) is \( \pi \)-closed, since \( \mathcal{E}(A) \simeq \hat{\mathcal{E}}(A) \) and \( \mathcal{E}(B) \simeq \hat{\mathcal{E}}(B) \).

**Lemma 2.4.11.** If \( F : \mathcal{E} \to \mathcal{E}' \) is a morphism of \( \pi \)-clans, then so is the functor \( F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA) \) for every object \( A \in \mathcal{E} \).

**Proof.** Left to the reader.

Let \( \mathcal{E} \) be a \( \pi \)-clan and consider a pullback square in \( \mathcal{E} \)

\[
\begin{array}{ccc}
C & \xrightarrow{g} & D \\
\downarrow u & & \downarrow v \\
A & \xrightarrow{f} & B
\end{array}
\]

where \( v \) is fibration; the map \( u \) is also a fibration by base change. The base change functor \( u^* : \mathcal{E}(C) \to \mathcal{E}(A) \) a right adjoint \( \Pi_u \) and the base change functor \( v^* : \mathcal{E}(D) \to \mathcal{E}(B) \) has a right adjoint \( \Pi_v \).

**Corollary 2.4.12.** The following square of functors commutes up to a canonical isomorphism,

\[
\begin{array}{ccc}
\mathcal{E}(C) & \xrightarrow{g^*} & \mathcal{E}(D) \\
\Pi_u \downarrow & & \Pi_v \downarrow \\
\mathcal{E}(A) & \xrightarrow{f^*} & \mathcal{E}(B)
\end{array}
\]

**Proof.** This essentially follows from Proposition 2.4.10, except that the category \( \mathcal{E} \) is not locally cartesian closed. The trick is to replace the category \( \mathcal{E} \) by the presheaf category \( \hat{\mathcal{E}} \) and use Lemma 2.4.9.

Let \( f : A \to B \) be a fibration in a \( \pi \)-clan \( \mathcal{E} \). The composite of the functors

\[
\mathcal{E}(A) \xrightarrow{\Sigma_f} \mathcal{E}(B) \xrightarrow{\Pi_B} \mathcal{E}
\]

takes the terminal object \( (A, 1_A) \in \mathcal{E}(A) \) to the object \( \Pi_B(A) := \Pi_B(A, f) \). It thus induces a functor

\[
\Pi_{B/A} : \mathcal{E}(A) \to \mathcal{E}/\Pi_B(A)
\]

if we put \( \Pi_{B/A}(E, p) = (\Pi_B(E, fp), \Pi_B(p)) \) for an object \( E = (E, p) \in \mathcal{E}(A) \).

45
Lemma 2.4.13. Let $f : A \to B$ be a fibration in a $\pi$-clan $\mathcal{E}$. If $p : E \to A$ is a fibration, then the map $\Pi_B(p) : \Pi_B(E,fp) \to \Pi_B(A)$ is a fibration. Moreover, the functor $\Pi_{B/A}$ is isomorphic to the composite

$$
\begin{array}{ccc}
\mathcal{E}(A) & \xrightarrow{\epsilon^*} & \mathcal{E}(\Pi_B(A) \times B) \\
& \xrightarrow{\Pi_p} & \mathcal{E}(\Pi_B(A))
\end{array}
$$

where $\Pi_B(A) := \Pi_B(A,f)$.

Proof. This essentially follows from Lemma 2.3.2 except that the category $\mathcal{E}$ is not locally cartesian closed. The trick is to replace the category $\mathcal{E}$ by the presheaf category $\hat{\mathcal{E}}$ and use Lemma 2.4.14. More precisely, it follows from Lemma 2.3.2 that the functor

$$
\Pi_{B/A} : \hat{\mathcal{E}}/A \to \hat{\mathcal{E}}/\Pi_B(A)
$$

defined by putting $\Pi_{B/A}(E,p) = (\Pi_B(E,fp),\Pi_B(p))$ for an object $(E,p) \in \hat{\mathcal{E}}/A$ is isomorphic to the composite

$$
\begin{array}{ccc}
\hat{\mathcal{E}}/A & \xrightarrow{\epsilon^*} & \hat{\mathcal{E}}/\Pi_B(A) \\
& \xrightarrow{\Pi_p} & \hat{\mathcal{E}}/\Pi_B(A)
\end{array}
$$

The first functor induces a functor $\epsilon^* : \hat{\mathcal{E}}(A) \to \hat{\mathcal{E}}(\Pi_B(A) \times B)$ since the base change of an extended fibration is an extended fibration. By Lemma 2.4.14, the second functor induces a functor $\Pi_p : \hat{\mathcal{E}}(\Pi_B(A) \times B) \to \hat{\mathcal{E}}(\Pi_B(A))$. Thus, if $p : E \to A$ is an extended fibration, then so is the map $\Pi_B(p) : \Pi_B(E,fp) \to \Pi_B(A,f)$. This shows that the map $\Pi_B(p) : \Pi_B(E,fp) \to \Pi_B(A,f)$ is a fibration when $p : E \to A$ is a fibration.

Lemma 2.4.14. Let $f : A \to B$ be a fibration in a $\pi$-clan $\mathcal{E}$. Then the functor $\Pi_B \circ \Sigma_f : \mathcal{E}(A) \to \mathcal{E}$ is isomorphic to the composite

$$
\begin{array}{ccc}
\mathcal{E}(A) & \xrightarrow{\epsilon^*} & \mathcal{E}(\Pi_B(A) \times B) \\
& \xrightarrow{p_*} & \mathcal{E}(\Pi_B(A)) \\
& \xrightarrow{\Sigma_{\Pi_B(A)}} & \mathcal{E}
\end{array}
$$

where $\Pi_B(A) := \Pi_B(A,f)$.

Proof. The following square of functors commutes by definition of the functor $\Pi_{B/A}$,

$$
\begin{array}{ccc}
\mathcal{E}/A & \xrightarrow{\Pi_{B/A}} & \mathcal{E}/\Pi_B(A) \\
\Sigma_f \downarrow & & \Sigma_f \downarrow \\
\mathcal{E}/B & \xrightarrow{\Pi_B} & \mathcal{E}/\Pi_B(A) \\
\end{array}
$$

The result then follows from Lemma 2.4.13.

Proposition 2.4.15. If $f : A \to B$ and $g : B \to C$ are fibrations in a $\pi$-clan $\mathcal{E}$, then following diagram of functors commutes up to a canonical isomorphism,

$$
\begin{array}{ccc}
\mathcal{E}(A) & \xrightarrow{\Sigma_f} & \mathcal{E}(B) \\
\mathcal{E}(g^*\Pi_g(A)) & \xrightarrow{\Pi_p} & \mathcal{E}(\Pi_g(A))
\end{array}
$$

where $\Pi_g(A) = \Pi_g(A,f)$, where $\epsilon_A : g^*\Pi_g(A) \to A$ is the counit of the adjunction $g^* \dashv \Pi_g$, where $p$ is the projection $g^*\Pi_g(A) \to \Pi_g(A)$ and where $q$ is the structure map $\Pi_g(A) \to C$.
Proof. This follows from Lemma 2.4.14 applied to the map \( f : (A, gf) \to (B, g) \) in the \( \pi \)-clan \( \mathcal{E}(C) \). \( \square \)

**Proposition 2.4.16.** If \( f : A \to B \) be a fibration in a \( \pi \)-clan, then the functor \( \Pi_f : \mathcal{E}(A) \to \mathcal{E}(B) \) is a morphism of clans.

Proof. We may suppose that \( B = 1 \). By Lemma 2.4.13, the functor \( \Pi_A : \mathcal{E}(A) \to \mathcal{E} \) takes a fibration to a fibration. The functor preserves base changes and terminal objects, since \( ot \) is a right adjoint. \( \square \)

Recall from 1.4.4 a morphism of clans \( F : \mathcal{E} \to \mathcal{E}' \) is said to be an embedding if it is fully faithful and if it reflects fibrations.

**Definition 2.4.17.** We shall say that a morphism of \( \pi \)-clans \( F : \mathcal{E} \to \mathcal{E}' \) is an embedding if it is fully faithful and if it reflects fibrations.

**Definition 2.4.18.** If \( \mathcal{E} \) is a \( \pi \)-clan, we shall that a sub-clan \( \mathcal{L} \subseteq \mathcal{E} \) is \( \pi \)-closed if \( \mathcal{L} \) is a \( \pi \)-clan and the inclusion functor \( \mathcal{L} \to \mathcal{E} \) is \( \pi \)-closed.

### 2.5 Products in type theory

If \( A \) is an object of a \( \pi \)-clan \( \mathcal{E} \) and \( E = (E, p) \in \mathcal{E}(A) \), let us put

\[
\prod_{x:A} E(x) \overset{\text{def}}{=} \Pi_A(E).
\]

For typographic reasons, we may write \( \prod_{x:A} E(x) \) instead of \( \prod_{x:A} E(x) \). In type theory, the internal product is created by the \( \Pi \)-formation rule

\[
\frac{x : A \vdash E(x) : Type}{\vdash \prod_{x:A} E(x) : Type}
\]

The counit of the adjunction \( e_A \dashv \Pi_A \) is the evaluation \( \epsilon : \Pi_A(E) \times A \to E \). It is a map in \( \mathcal{E}(A) \) and we have \( \epsilon(s, x) = s(x) \) by definition. Thus, the evaluation \( \epsilon \) is created by the \( \Pi \)-elimination rule:

\[
\frac{\vdash s : \prod_{x:A} E(x) \quad \vdash a : A}{\vdash s(a) : E(a)}
\]

The map \( \epsilon : \Pi_A(E) \times A \to E \) defines the internal family of projections

\[
a : A \vdash \epsilon(a) : \prod_{x:A} E(x) \to E(a).
\]

It follows from the adjunction \( e_A \dashv \Pi_A \) that for every object \( B \in \mathcal{E} \) and every internal family of maps

\[
x : A \vdash f(x) : B \to E(x)
\]

there exits a unique map

\[
f : B \to \prod_{x:A} E(x)
\]
such that \( e(x) \circ f = f(x) \) for every \( x : A \). Let us put \( \lambda(x : A)f(x) = \text{def} \ f \). This defines an operation which takes a term \( f(x,y) : E(x) \) in context \( (x : A, y : B) \) to a term \( \lambda(x : A)f(x,y) : \Pi_A(E,p) \) in context \( y : B \). In type theory, the operation is provided by the \( \Pi \)-introduction rule

\[
\frac{x : A, y : B \vdash f(x,y) : E(x)}{y : B \vdash \lambda(x : A)f(x,y) : \prod(x : A)E(x)}
\]

It follows from Lemma \( \text{2.4.14} \) that the following general distributivity law holds:

\[
\prod_{x:A} \sum_{y:B(x)} E(x,y) = \sum_{s: \prod_{x:A} B(x)} \prod_{x:A} E(x,s(x))
\]

for dependant types

\[
x : A \vdash B(y) : \text{Type} \quad \text{and} \quad x : A, y : B(x) \vdash E(x,y) : \text{Type}
\]

If \( A \) is an object of a \( \pi \)-clan \( \mathcal{E} \), then the morphism of \( \pi \)-clans \( e_A : \mathcal{E} \to \mathcal{E}(A) \) along the map \( A \to 1 \) is \( \pi \)-closed by Theorem \( \text{2.4.10} \). Moreover, the diagonal \( \delta_A : A \to A \times A \) is an element of type \( e_A(A) \).

**Theorem 2.5.1.** If \( A \) is an object in a \( \pi \)-clan \( \mathcal{E} \), then the morphism of \( \pi \)-clans \( e_A : \mathcal{E} \to \mathcal{E}(A) \) is freely generated by the element \( \delta_A : e_A(A) \). Thus, \( \mathcal{E}(A) = \mathcal{E}[\delta_A] \).

**Proof.** If \( \mathcal{R} \) is a \( \pi \)-clan, let us denote the category of morphisms of \( \pi \)-clans \( \mathcal{E} \to \mathcal{R} \) by \( \text{Hom}_{\pi}(\mathcal{E},\mathcal{R}) \) (it is a groupoid, since a 2-cell is an isomorphism). Let us denote by \( \text{Hom}_{\pi}(\mathcal{E},\mathcal{R})_A \) the groupoid whose objects are the pairs \((F,a)\), where \( F : \mathcal{E} \to \mathcal{R} \) is a morphism of \( \pi \)-clans and \( a \) is an element of type \( F(A) \). A map \((F,a) \to (G,b)\) in this category is a natural isomorphism \( \phi : F \to G \) such that \( \phi_A(a) = b \). We shall prove that the functor

\[
e_A' : \text{Hom}_{\pi}(\mathcal{E}(A),\mathcal{R}) \to \text{Hom}_{\pi}(\mathcal{E},\mathcal{R})_A
\]

defined by putting \( e_A'(H) = (H \circ e_A, H(\delta_A)) \) is an equivalence of groupoids. We shall use Theorem \( \text{1.6.2} \). Let \( \text{Hom}(\mathcal{E},\mathcal{R}) \) be the category whose objects are the morphism of clans \( \mathcal{E} \to \mathcal{R} \) and whose morphism are the natural transformation. Then the functor

\[
e_A' : \text{Hom}(\mathcal{E}(A),\mathcal{R}) \to \text{Hom}(\mathcal{E},\mathcal{R})_A
\]

defined by putting \( e_A'(H) = (H \circ e_A, H(\delta_A)) \) is an equivalence of cateories by Theorem \( \text{1.6.2} \). Let us denote by \( i\text{Hom}(\mathcal{E},\mathcal{R}) \) the groupoid of isomorphisms of the category \( \text{Hom}(\mathcal{E},\mathcal{R}) \). It follows from Theorem \( \text{1.6.2} \) that the functor

\[
ie_A' : i\text{Hom}(\mathcal{E}(A),\mathcal{R}) \to i\text{Hom}(\mathcal{E},\mathcal{R})_A
\]

induced by \( e_A' \) is an equivalence of groupoids. We then have the following commutative square of functors,

\[
\begin{array}{ccc}
\text{Hom}_{\pi}(\mathcal{E}(A),\mathcal{R}) & \xrightarrow{e_A'} & \text{Hom}_{\pi}(\mathcal{E},\mathcal{R})_A \\
\downarrow \hspace{1cm} \downarrow & \hspace{1cm} & \downarrow \\
i\text{Hom}(\mathcal{E}(A),\mathcal{R}) & \xrightarrow{i e_A'} & i\text{Hom}(\mathcal{E},\mathcal{R})_A
\end{array}
\]
where the vertical functors are inclusions of full sub-groupoids. The functor $e'_A$ is an equivalence of groupoids. It remains to show that the functor $e'_A$ is essentially surjective. But if $(F,a) \in \text{Hom}_\pi(\mathcal{E},\mathcal{R})_A$, then there exists a functor $H \in \text{Hom}(\mathcal{E}(A),\mathcal{R})$ such that $e'_A(H) \simeq (F,a)$, since the functor $e'_A$ is essentially surjective. Let us show that $H \in \text{Hom}_\pi(\mathcal{E}(A),\mathcal{R})$. The following square is cartesian by [1.5.4] since the functor $H$ preserves base changes of fibrations,

\[
\begin{array}{ccc}
H(E,p) & \xrightarrow{H(p,1_E)} & H e_A(E) \\
\downarrow & & \downarrow H(\delta_A) \\
1 & \xrightarrow{H(\delta_A)} & H e_A(A)
\end{array}
\]

It follows that the functor $H$ is isomorphic to the composite

\[\mathcal{E}(A) \xrightarrow{(H e_A)(A)} \mathcal{R}(H e_A(A)) \xrightarrow{H(\delta_A)^*} \mathcal{R}\]

where the functor $(H e_A)(A)$ is induced by the functor $H e_A : \mathcal{E} \to \mathcal{R}$. The morphism of clans $H e_A$ is $\pi$-closed since $H e_A$ is isomorphic to $F$ and $F$ is $\pi$-closed. It then follows by Lemma 2.4.11 that the functor $(H e_A)(A)$ is $\pi$-closed. The base change functor $H(\delta_A)^*$ is also $\pi$-closed by Proposition 2.4.10. This shows that the functor $H$ is $\pi$-closed and hence that $H \in \text{Hom}_\pi(\mathcal{E}(A),\mathcal{R})$. We have proved that the functor $e'_A$ is an equivalence of categories.

If $p : E \to A$ is a fibration in a $\pi$-clan $\mathcal{E}$, let us denote by

\[e_p : \mathcal{E} \to \mathcal{E}(\Pi_A(E))\]

the base change functor along the map $\Pi_A(E) \to 1$. If $\epsilon : \Pi_A(E) \times A \to E$ is the evaluation, then we have $p \epsilon = p_1$. It follows that the map $s_p := (p_1, \epsilon) : \Pi_A(E) \times A \to \Pi_A(E) \times E$ is a section of the fibration $e_p(p) : \Pi_A(E) \times p : \Pi_A(E) \times E \to \Pi_A(E) \times A$.

**Proposition 2.5.2.** If $p : E \to A$ is a fibration in a $\pi$-clan $\mathcal{E}$, then the morphism of $\pi$-clans $e_p : \mathcal{E} \to \mathcal{E}(\Pi_A(E))$ is freely generated by the section $s_p : e_p(E) \to e_p(A)$ of the fibration $e_p(p)$. Thus, $\mathcal{E}(\Pi_A(E)) = \mathcal{E}[s_p]$.

**Proof.** This follows from theorem 2.5.1 since there is canonical bijection between the sections of the fibration $p : E \to A$ and the elements of type $\Pi_A(E)$. In this bijection, a generic section will correspond to a generic element.

If $A$ and $B$ are two objects of a $\pi$-clan, let us denote by

\[e_{[A,B]} : \mathcal{E} \to \mathcal{E}([A,B])\]

the base change functor along the map $[A,B] \to 1$. If $\epsilon : [A,B] \times A \to B$ is the evaluation, then $f_{AB} := (p_1, \epsilon) : [A,B] \times A \to [A,B] \times B$ is a map $e_{[A,B]}(A) \to e_{[A,B]}(B)$.

**Proposition 2.5.3.** If $A$ and $B$ are two objects in a $\pi$-clan $\mathcal{E}$, then the morphism of $\pi$-clans $e_{[A,B]} : \mathcal{E} \to \mathcal{E}([A,B])$ is freely generated by the map $f_{AB} : e_{[A,B]}(A) \to e_{[A,B]}(B)$. Thus, $\mathcal{E}([A,B]) = \mathcal{E}[f_{AB}]$.

**Proof.** Similar to the proof of Proposition 2.5.2.
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3 Theory of Tribes

3.1 Anodyne maps

Recall that a map \( u : A \to B \) in a category \( E \) is said to have the left lifting property with respect to a map \( f : X \to Y \), and that \( f \) is said to have the right lifting property with respect to \( u \), if every commutative square

\[
\begin{array}{ccc}
A & \xrightarrow{a} & X \\
\downarrow{u} & & \downarrow{f} \\
B & \xrightarrow{b} & Y
\end{array}
\]

has a diagonal filler \( d : B \to X \) (\( fd = b \) and \( du = a \)),

\[
\begin{array}{ccc}
A & \xrightarrow{a} & X \\
\downarrow{u} & & \downarrow{f} \\
B & \xrightarrow{b} & Y
\end{array}
\]

We shall denote this relation by \( u \pitchfork f \).

If \( K \) is a class of maps in a category \( E \), we shall denote by \( \pitchfork K \) (resp. \( K \pitchfork \)) the class of maps \( f \in E \) having the left (resp. right) lifting property with respect to every map in \( K \).

Definition 3.1.1. We say that a map in a clan is anodyne if it has the left lifting property with respect to every fibration.

We shall often picture an anodyne map \( A \to B \) by an arrow with a tail \( A \xrightarrow{} B \).

Proposition 3.1.2. The class of anodyne maps is closed under composition and retracts.

Proof. If \( F \) denotes the class of fibrations, then the class \( F \pitchfork \) is closed under composition and retracts by Proposition 5.5.1.

Recall that a map \( r : B \to A \) is called a retraction of a map \( i : A \to B \) if \( ri = 1_A \). A map \( i : A \to B \) is called a split monomorphism if it admits a retraction \( r : B \to A \).

Lemma 3.1.3. Every anodyne map is a split monomorphism. If the composite \( vu : A \to C \) of two maps \( u : A \to B \) and \( v : B \to C \) is anodyne and \( v \) is anodyne, then \( u \) is anodyne.

Proof. If \( u : A \to B \) is anodyne, then the following square has a diagonal filler \( r : B \to A \), since the map \( A \to 1 \) is a fibration.

\[
\begin{array}{ccc}
A & \xrightarrow{} & A \\
\downarrow{u} & & \downarrow{} \\
B & \xrightarrow{} & 1
\end{array}
\]
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Thus, $u$ is a split monomorphism. Let us prove the last statement of the proposition. The map $v : B \to C$ is a split monomorphism, since it is anodyne. Let us choose a retraction $r : C \to B$ ($rv = 1_B$). The map $u : A \to B$ is then a (codomain) retract of the map $vu : A \to C$, since $r(vu) = u$.

Thus, $u$ is anodyne by 3.1.2, since $vu$ is anodyne.

Lemma 3.1.4. A map $u : A \to B$ in a tribe is anodyne if and only if for every fibration $f : E \to B$ and every map $a : A \to E$ such that $fa = u$, there exists a map $s : B \to E$ such that $fs = 1_B$ and $su = a$.

Proof. ($\Rightarrow$) The following commutative square has a diagonal filler, since $u$ is anodyne and $f$ is a fibration.

($\Leftarrow$) Let us show that $u$ is anodyne. For this we have to show that if $f : X \to Y$ is a fibration, then every commutative square

has a diagonal filler. Consider the following commutative diagram, in which the right hand square is a pullback,

The projection $p_1$ is a fibration by base change, since $f$ is a fibration. Hence there exists a map $s : B \to B \times_Y X$ such that $p_1s = 1_B$ and $su = (u,a)$ by the hypothesis on $u$. The composite $p_2s : B \to X$ is then a diagonal filler of square (36).

Definition 3.1.5. We say that a factorisation $f = pu : A \to E \to B$ of a map $f : A \to B$ in a clan is an $AF$-factorization if $u$ is anodyne and $p$ is a fibration.
Definition 3.1.6. We say that a clan $\mathcal{E}$ is a tribe, if the following two conditions are satisfied

- every map $f : A \to B$ in $\mathcal{E}$ admits an AF-factorization $f = pu : A \to E \to B$;
- the base change of an anodyne map along a fibration is anodyne.

Examples of tribes:

- The category of Kan complexes $\text{Kan}$, where a fibration is a Kan fibration; a map is anodyne if and only if it is a monic homotopy equivalence,
- The category of small categories $\text{Cat}$, where a fibration is an iso-fibration; a functor is anodyne if and only if it is an equivalence of categories monic on objects.
- The category of small groupoids $\text{Grpd}$, where a fibration is an iso-fibration; a functor is anodyne if and only if it is an equivalence of groupoids monic on objects.
- The category of fibrant object of a right proper model category, if the cofibrations are the monomorphisms.
- The category of quasi-categories, where a fibration is a quasi-fibration.
- The category of quasi-categories with finite limits (and maps preserving finite limits), where a fibration is a quasi-fibration.

Remark 3.1.7. The notion of tribe is invariant under equivalences of clans: if $F : E \to E'$ is an equivalence of clans and one of them is a tribe, then so is the other.

Proposition 3.1.8. In a tribe, the cartesian product of two anodyne maps is anodyne.

Proof. If $u : A \to B$ is anodyne, then $u \times C$ is anodyne by base change, since the following square is cartesian and the projection $B \times C \to B$ is a fibration.

\[
\begin{array}{ccc}
A \times C & \to & A \\
\downarrow u \times C & & \downarrow u \\
B \times C & \to & B.
\end{array}
\]

Similarly, if $v : C \to D$ is anodyne, then $B \times v$ is anodyne. Thus, $u \times v = (B \times v)(u \times C)$ is anodyne, since the composite of two anodyne maps is anodyne by 3.1.2.

We saw in 1.1.6 that if $\mathcal{E}$ is a clan, then so is the category $\mathcal{E}(A)$ for every object $A \in \mathcal{E}$. A morphism $f : (E, p) \to (F, q)$ in $\mathcal{E}(A)$ is a fibration if and only the map $f : E \to F$ is a fibration in $\mathcal{E}$.

Proposition 3.1.9. If $\mathcal{E}$ is a tribe, then so is the clan $\mathcal{E}(A)$ for every object $A \in \mathcal{E}$. A morphism $u : (E, p) \to (F, q)$ in $\mathcal{E}(A)$ is anodyne if and only the map $u : E \to F$ is anodyne in $\mathcal{E}$.

Proof. It follows from Lemma 3.1.4 that a map $u : (E, p) \to (F, q)$ in $\mathcal{E}(A)$ is anodyne if and only if the map $u : E \to F$ is anodyne in $\mathcal{E}$. The base change of an anodyne map in $\mathcal{E}(A)$ along a fibration in $\mathcal{E}(A)$ is anodyne. It remains to verify that every map $f : (E, p) \to (F, q)$ in $\mathcal{E}(A)$ can be factored as an anodyne map followed by a fibration. Let us choose a factorization $f = gu : E \to C \to F$ of the map $f : E \to F$ in $\mathcal{E}$, with $u : E \to C$ an anodyne map and $g : C \to F$ a fibration. The map $gq : C \to A$ is a fibration, since $q$ and $g$ are fibration. Thus, $(C, gq) \in \mathcal{E}(A)$ and we obtain a factorisation $f = pu : (E, p) \to (C, gq) \to (F, q)$ in $\mathcal{E}(A)$. The map $g : (C, gq) \to (F, q)$ is a fibration in $\mathcal{E}(A)$, since $g : C \to F$ is a fibration in $\mathcal{E}$. Similarly, the map $u : (E, p) \to (C, gq)$ is anodyne in $\mathcal{E}(A)$ by the first part of the proof, since $u : E \to C$ is anodyne in $\mathcal{E}$. The proposition is proved.
Definition 3.1.10. We shall say that \( E(A) \) is the local tribe of \( E \) at \( A \).

Definition 3.1.11. If \( E \) and \( E' \) are tribes, we say that a morphism of clans \( F : E \to E' \) is a morphism of tribes if it takes anodyne maps to anodyne maps.

We shall denote by \( \text{Trib} \) the category of tribes and morphism of tribes. The terminal category \( 1 \) has the structure a tribe and the resulting tribe \( 1 \) is terminal in the category \( \text{Trib} \). The cartesian product of two tribes \( E_1 \) and \( E_2 \) has the structure of a tribe. A map \( (u_1, u_2) : (X_1, X_2) \to (Y_1, Y_2) \) in \( E_1 \times E_2 \) is anodyne if and only if \( u_1 \) is anodyne in \( E_1 \) and \( u_2 \) is anodyne in \( E_2 \). The category \( \text{Trib} \) is cartesian and the forgetful functor \( \text{Trib} \to \text{Clan} \) is cartesian.

The category \( \text{Trib} \) has also the structure of a 2-category in which a 2-cell is a natural transformation. An equivalence of tribes is an equivalence in this 2-category. A morphism of tribes \( F : E \to E' \) is an equivalence of tribes if and only if it is an equivalence of clans.

We say that a morphism of clans \( F : E \to E' \) reflects anodyne maps if the implication

\[
F(u) \text{ anodyne} \Rightarrow u \text{ anodyne}
\]

is true for every map \( u : A \to B \) in \( E \).

\[
\text{Lemma 3.1.12. If a morphism of clans } F : E \to E' \text{ is fully faithful, then it reflects anodyne maps.}
\]

\[
\text{Proof. Left to the reader.}
\]

\[
\text{Theorem 3.1.13. If } f : A \to B \text{ is a map in a tribe } E, \text{ then the base change functor}
\]

\[
f^* : E(B) \to E(A)
\]

is a morphism of tribes.

\[
\text{Proof. We say in 1.1.13 that the functor } f^* \text{ is a morphism of clans. It remains to show that } f^* \text{ preserves anodyne maps. Let us choose a factorization } f = gu : A \to C \to B \text{ with } u : A \to C \text{ an anodyne map and } g : C \to B \text{ a fibration. The functor } g^* \text{ preserves anodyne maps, since the base change of an anodyne map along a fibration is anodyne, by definition of a tribe 3.1.6. Let us show that the functor } u^* \text{ preserves anodyne maps. If } v : (X, p) \to (Y, q) \text{ is an anodyne map in } E(C), \text{ then we have the following diagram of cartesian squares:}
\]

\[
\begin{array}{ccc}
A \times_C X & \xrightarrow{u_X} & X \\
\downarrow A \times_C v & & \downarrow v \\
A \times_C Y & \xrightarrow{u_Y} & Y \\
\downarrow A & & \downarrow p \\
A & \xrightarrow{u} & C.
\end{array}
\]

The map \( u_X \) is anodyne by base change, since \( u \) is anodyne and \( p : X \to C \) is a fibration. Similarly, the map \( u_Y \) is also anodyne by base change, since \( u \) is anodyne and \( q : Y \to C \) is a fibration. The composite \( vu_X \) is anodyne by Lemma 3.1.2, since \( u_X \) and \( v \) are anodyne. It follows that \( A \times_C v \) is anodyne by the same lemma, since \( u_Y \) is anodyne and \( u_Y(A \times_C v) = vu_X \) is anodyne. Hence the functor \( u^* \text{ preserves anodyne maps. It follows that the functor } f^* = u^* g^* \text{ preserves anodyne maps.}
\]

\[
\text{\[53\]}
\]
Proposition 3.1.14. If $F : E \to E'$ is a morphism of tribes, then so is the functor

$$F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA)$$

induced by $F$ for every object $A \in \mathcal{E}$.

Proof. We saw in Proposition 1.1.11 that the functor $F(A)$ is a morphism of clans. It follows from 3.1.9 The functor $F(A)$ preserves anodyne maps by Proposition 3.1.9 since the functor $F$ preserves anodyne maps. \qed

Definition 3.1.15. A path object for an object $A$ in a tribe is a quadruple $(PA, \partial_0, \partial_1, \sigma)$ obtained by factoring the diagonal $A \to A \times A$ as an anodyne map $\sigma : A \to PA$ followed by a fibration $(\partial_0, \partial_1) : PA \to A \times A$.

The quadruple $(PA, \partial_0, \partial_1, \sigma)$ yields a commutative diagram

\[
\begin{tikzcd}
A \rar{(1_A, 1_A)} \drar[swap]{\sigma} & A \times A \\
PA \uar{\partial_0} \uar[swap]{\partial_1} & \end{tikzcd}
\]

The maps $\partial_0$ and $\partial_1$ are fibrations, since the projections $p_1, p_2 : A \times A \to A$ are fibrations and we have $\partial_0 = p_1(\partial_0, \partial_1)$ and $\partial_1 = p_2(\partial_0, \partial_1)$.

We shall denote by $PA(x, y)$ the fiber of the fibration $(\partial_0, \partial_1) : PA \to A \times A$ at an element $(x, y) : A \times A$. An element of type $PA(x, y)$ is a path $p : x \rightsquigarrow y$ (or a homotopy) from $x$ to $y$. The element $\sigma(x) : PA(x, x)$ is the identity path $\sigma(x) : x \rightsquigarrow x$.

3.2 Paths in type theory

In Martin-Löf type theory, there is a type constructor which associate to a type $A$ another type $\text{Equ}_A$ in context $A \times A$, called the equality type of $A$,

$$A : Type \quad \overline{x : A, y : A \vdash \text{Equ}_A(x, y) : Type}$$

An element of type $\text{Equ}_A(x, y)$ is regarded as a proof that the elements $x$ and $y$ are equivalent $x \simeq y$ (propositional equality). There is also an operation which associate to each type $A$ and each element $x : A$ an element $r_A(x) : \text{Equ}_A(x, x)$, called the reflexivity term,

$$A : Type \quad \overline{x : A \vdash r_A(x) : \text{Equ}_A(x, x)}$$

The element $r_A(x)$ is the tautological proof that $x \simeq x$ for element $x : A$. 54
Remark 3.2.1. In type theory, the dependant type $\text{Equ}_A(x, y)$ is often called the identity type and denoted $\text{Id}_A(x, y)$.

It was discovered by Awodey and Warren [] that the dependant type $\text{Equ}_A(x, y)$ can represent the space of paths between two points $x$ and $y$ of a space $A$. Equivalently, the type

$$\text{Equ}(A) = \sum_{x, y : A} \text{Equ}_A(x, y)$$

is the path space of $A$ and the fibration $(\partial_0, \partial_1) : \text{Equ}(A) \to A \times A$ is the display map of the sum. The element $r(x) : \text{Equ}_A(x, x)$ is defining a map $r : A \to \text{Equ}(A)$ in a commutative diagram

The proof that $r$ is anodyne depends on the operation $J$ of Martin-Löf type theory. This operation associates to every fibration $f : C \to \text{Equ}(A)$ and every commutative square

$$\begin{array}{ccc}
A & \xrightarrow{t} & C \\
\downarrow r & & \downarrow f \\
\text{Equ}(A) & \xrightarrow{J} & \text{Equ}(A)
\end{array}$$

a diagonal filler $J = J(t, f) : \text{Equ}(A) \to C$. The fibration $f : C \to \text{Equ}(A)$ is the total space of a dependant type $C(x, y, p)$ in context $(x : A. y : A. p : \text{Equ}_A(x, y))$,

$$x : A. \ y : A. \ p : \text{Equ}_A(x, y) \vdash C(x, y, p) : \text{Type}$$

The map $t : A \to C$ is a section of the fibration $r^*(C) \to A$. It is thus defined by an element $t(x) : C(x, x, r(x))$ in context $x : A$.

$$x : A \vdash t(x) : C(x, x, r(x))$$

The diagonal filler $J(t, f) : \text{Equ}(A) \to C$ is a section of the fibration $f : C \to \text{Equ}(A)$. It is thus defined by an element

$$J(t, C)(x, y, p) : C(x, y, p)$$

in context $(x : A. y : A. p : \text{Equ}_A(x, y))$,

$$x : A. \ y : A. \ p : \text{Equ}_A(x, y) \vdash J(t, C)(x, y, p) : C(x, y, p)$$

We have $J(t, f)r = t$, since the square commutes. Thus, $J(t, C)(x, x, r(x)) = t(x)$ for every $x : A$. 
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3.3 The homotopy category

**Definition 3.3.1.** Let \((PB, \sigma, \partial_0, \partial_1)\) be a path object for an object \(B\) in a tribe \(E\). A **homotopy** between two maps \(f, g : A \to B\) in \(E\) is a map \(H : A \to PB\) such that \(\partial_0 H = f\) and \(\partial_1 H = g\).

We shall write that \(H : f \leadsto g\). Two maps \(f, g : A \to B\) are **homotopic**, \(f \sim g\), if there exists a homotopy \(H : f \leadsto g\).

The notion of homotopy defined above depends on the choice of a path object for \(B\). The following lemma implies that the homotopy relation between the maps \(A \to B\) is independent of the choice of a path object for \(B\).

**Lemma 3.3.2.** Let \((PB, \partial_0, \partial_1, \sigma)\) and \((P'B, \partial'_0, \partial'_1, \sigma')\) be two path objects for \(B\). Then there exists a map \(d : PB \to P'B\) such that the following diagram commutes,

\[
\begin{array}{ccc}
A & \xrightarrow{H} & PB \\
\downarrow & & \downarrow \\
B & \xrightarrow{\partial_0} & PB \\
\end{array}
\]

If \(H : A \to PB\) is a homotopy between two maps \(f, g : A \to B\), then \(H' = dH : A \to P'B\) is a homotopy between the same maps.

**Proof.** The following square has a diagonal filler \(d : PB \to P'B\), since \(\sigma\) is anodyne and \((\partial'_0, \partial'_1)\) is a fibration.

\[
\begin{array}{ccc}
B & \xrightarrow{\sigma'} & P'B \\
\downarrow & & \downarrow \\
PB & \xrightarrow{(\partial_0, \partial_1)} & B \times B \\
\end{array}
\]

If \((\partial_0, \partial_1)H = (f, g)\) then
\[
(\partial'_0, \partial'_1)H' = (\partial'_0, \partial'_1)dH = (\partial_0, \partial_1)H = (f, g).
\]

**Lemma 3.3.3.** Let \(A\) and \(B\) be two objects of a tribe \(E\). Then the homotopy relation \(f \sim g\) on the set of maps \(A \to B\) is an equivalence.
Proof. Let \((PB, \partial_0, \partial_1, \sigma)\) a path object for \(B\). The homotopy relation on the set \(E(A, B)\) is reflexive, since the map \(\sigma f : A \to PB\) is a homotopy \(f \sim f\) for any map \(f : A \to B\). The homotopy relation is symmetric, since \((PB, \partial_1, \partial_0, \sigma)\) is a path object for \(B\). Let us show that the homotopy relation is transitive. The triple \(PB = (PB, \partial_0, \partial_1)\) is a span \(PB : B \rightrightarrows B\). If we composite this span with itself, we obtain a span \((P_2B, \partial_0q_0, \partial_1q_1)\).

It follows from Proposition 1.8.4 that the map \((\partial_0q_0, \partial_1q_1) : P_2B \to B \times B\) is a fibration. There is a unique map \(\sigma_2 : B \to P_2B\) such that \(q_0\sigma_2 = \sigma_1\sigma_2 = \sigma\), since \(\partial_1\sigma = 1_B = \partial_0\sigma\). We have \(\partial_0q_0\sigma_2 = 1_B = \partial_1q_1\sigma_2\).

Let us show that the quadruple \((P_2B, \partial_0q_0, \partial_1q_1, \sigma_2)\) is a path object for \(B\). For this we have to show that the map \(\sigma_2 : B \to P_2B\) is anodyne. We have \(\partial_1^*(PB, \partial_0) = (P_2B, q_0)\), since the following square is cartesian

\[
\begin{array}{ccc}
P_2B & \xrightarrow{q_1} & PB \\
\downarrow{q_0} & & \downarrow{\partial_0} \\
PB & \xrightarrow{\partial_1} & B
\end{array}
\]

The map \(s = \det \partial_1^*(\sigma)\) is a section of the fibration \(q_0 : P_2B \to PB\), since the map \(\sigma : B \to PB\) is a section of the fibration \(\partial_0 : PB \to B\).

\[
\begin{array}{ccc}
P_2B & \xrightarrow{q_1} & PB \\
\downarrow{q_0} & & \downarrow{\partial_0} \\
PB & \xrightarrow{\partial_1} & B
\end{array}
\]

Thus, \(s\) is anodyne by Theorem 3.1.13 since \(\sigma\) is anodyne. By definition, \(q_0s = 1_{PB}\) and \(q_1s = \sigma\partial_1\). Hence we have \(\sigma_2 = ss_0\sigma\), since \(q_0\sigma_2 = \sigma = q_0s_0\sigma\) and \(q_1\sigma_2 = \sigma = \sigma\partial_1\sigma = q_1\sigma\). Thus, \(\sigma_2\) is anodyne, since \(s\) and \(\sigma\) are anodyne. If \(H_0 : f \sim g\) is a homotopy between two maps \(f, g : A \to B\) and \(H_1 : g \sim h\) a homotopy between two maps \(g, h : A \to B\), then we have \(\partial_1H_0 = g = \partial_0H_1\). Hence there is a unique map \(H : A \to P_2B\) such that \(q_0H = H_0\) and \(q_1H = H_1\). This defines a homotopy \(H : f \sim h\), since \(\partial_0q_0H = \partial_0H_0 = f\) and \(\partial_1q_1H = \partial_1H_1 = h\).

Recall that an equivalence relation \(\equiv\) between the arrows of a category \(C\) is said to be a congruence if it is compatible with the operation of composition.

**Proposition 3.3.4.** The homotopy relation \(f \sim g\) between the maps of a tribe \(E\) is a congruence.
Proof. We saw in Lemma 3.3.3 that the relation $f \sim g$ is an equivalence on each hom set $E(A, B)$. Let us prove that if $f, g : A \to B$ and $f \sim g$, then $fu \sim gu$ for every map $u : A' \to A$ and $vf \sim vg$ for every map $v : B \to B'$. If $(PB, \partial_0, \partial_1, \sigma)$ is a path object for $B$ and $H : A \to PB$ is a homotopy $f \sim g$, then $Hu : A' \to PB$ is a homotopy $fu \sim gu$. If $(PB', \partial'_0, \partial'_1, \sigma')$ is a path object for $B'$, then the following square commutes,

\[
\begin{array}{c}
P &=& PB' \\
\downarrow^\sigma & & \downarrow^{(\partial'_0, \partial'_1)} \\
PB & \rightarrow & B' \times B'
\end{array}
\]

since the following diagram commutes

\[
\begin{array}{ccc}
P &=& PB' \\
\downarrow^\sigma & & \downarrow^{(\partial'_0, \partial'_1)} \\
PB & \rightarrow & B' \times B'
\end{array}
\]

The square (38) has a diagonal filler $w : PB \to PB'$, since $\sigma$ is anodyne and $(\partial'_0, \partial'_1)$ is a fibration. If $H : A \to PB$ is a homotopy $f \sim g$, then $wH : A \to PB'$ is a homotopy $vf \sim vg$. \hfill \Box

We shall denote by $[f]$ the homotopy class of a map $f : X \to Y$ and by $\pi_0\mathcal{E}(X, Y)$ the quotient of the set $\mathcal{E}(X, Y)$ by the homotopy relation. The composite of two homotopy classes $[f] : X \to Y$ and $[g] : Y \to Z$ is defined by putting $[g][f] = \text{def} [gf]$. This is the composition law of a category $\text{Ho}(\mathcal{E})$ having the same objects as $\mathcal{E}$ if we put $\text{Ho}(\mathcal{E})(X, Y) = \text{def} \pi_0\mathcal{E}(X, Y)$

We shall say that $\text{Ho}(\mathcal{E})$ is the homotopy category of $\mathcal{E}$.

If $\mathcal{E}$ is a tribe, we say that a map $f : X \to Y$ in $\mathcal{E}$ is a homotopy equivalence, if the morphism $[f] : X \to Y$ is invertible in the homotopy category $\text{Ho}(\mathcal{E})$. We say that a fibration $f : X \to Y$ is trivial if it is a homotopy equivalence. We say that an object $A \in \mathcal{E}$ is contractible if the map $A \to 1$ is a homotopy equivalence.

By definition, a map $f : X \to Y$ is a homotopy equivalence if and only if there is a map $g : Y \to X$ such that $gf \sim 1_X$ and $fg \sim 1_Y$; in which case $f$ and $g$ are mutually homotopy inverse. The homotopy inverse of a map is unique up to homotopy.

Recall that a class $\mathcal{W}$ of maps in a category is said to have the 3-for-2 property if the following condition is satisfied: if two of three maps in a commutative triangle

\[
\begin{array}{ccc}
A & \rightarrow & B \\
\downarrow^u & & \downarrow^v \\
C & \rightarrow & C
\end{array}
\]

belongs to $\mathcal{W}$, then so does the third.
**Proposition 3.3.5.** The class of homotopy equivalences in a tribe has the 3-for-2 property and it is closed under retracts.

*Proof.* The class of isomorphism in a category has the 3-for-2 property and is closed under retracts. □

**Proposition 3.3.6.** An anodyne map in a tribe is a homotopy equivalence.

*Proof.* If $u: A \to B$ is anodyne, let us show that the morphism $[u]: A \to B$ is invertible in the homotopy category. There exists a map $r: B \to A$ such that $ru = 1_A$, since an anodyne map is a split monomorphism by 3.1.4. Thus, $[r][u] = 1_A$. Let us show that $[u][r] = 1_B$. If $(PB, \partial_0, \partial_1, \sigma)$ is a path object for $B$, then the following square commutes

$$
\begin{array}{ccc}
A & \xrightarrow{\sigma u} & PB \\
\downarrow{u} & & \downarrow{(\partial_0, \partial_1)} \\
B & \xrightarrow{(ur, 1_B)} & B \times B
\end{array}
$$

since $(ur, 1_B)u = (uru, u) = (u, u) = (1_B, 1_B)u = (\partial_0, \partial_1)\sigma u$. Hence the square has a diagonal filler $H: B \to PB$, since $u$ is anodyne and $(\partial_0, \partial_1)$ is a fibration. The map $H: B \to PB$, is a homotopy equivalence, since $(\partial_0, \partial_1)H = (ur, 1_B)$. Thus, $[u][r] = [ur] = [1_B] = 1_B$. □

Let us say that a functor $F: \mathcal{E} \to \mathcal{C}$ inverts a map $f: A \to B$ in $\mathcal{E}$ if the map $F(f): FA \to FB$ is invertible. If $W$ is a class of maps in a category $\mathcal{E}$, then there is a category $W^{-1}\mathcal{E}$ equipped with a functor $Q: \mathcal{E} \to W^{-1}\mathcal{E}$ which inverts universally the maps in $W$. The universality of $Q$ means that for every functor $F: \mathcal{E} \to \mathcal{C}$ which inverts the maps in $W$ there exists a unique functor $F': W^{-1}\mathcal{E} \to \mathcal{C}$ such that $F = F'Q$.

**Lemma 3.3.7.** If $\mathcal{E}$ is a tribe and $\mathcal{C}$ is a category, then the following conditions on a functor $F: \mathcal{E} \to \mathcal{C}$ are equivalent:

1. $F$ respects the homotopy relation: $f \sim g \Rightarrow F(f) = F(g)$;
2. $F$ inverts homotopy equivalences;
3. $F$ inverts anodyne maps.

*Proof.* (1 $\Rightarrow$ 2) The functor $F$ induces a functor $\tilde{F}: Ho(\mathcal{E}) \to \mathcal{C}$, since it respects the homotopy relation. If a map $f: A \to B$ in $\mathcal{E}$ is a homotopy equivalence, then the map $F(f) = \tilde{F}([f])$ is invertible, since $[f]$ is invertible. (2 $\Rightarrow$ 3) An anodyne map is a homotopy equivalence by 3.3.6 (3 $\Rightarrow$ 1) If two maps $f, g: A \to B$ are homotopic, let us show that $F(f) = F(g)$. Let $(PB, \partial_0, \partial_1, \sigma)$ a path object for $B$ and let $H: A \to PB$ a homotopy $f \sim g$. The image of the path object $PB$ by the functor $F$ is a commutative diagram

$$
\begin{array}{ccc}
FB & \xrightarrow{1_{PB}} & FB \\
\downarrow{F(\partial_0)} & & \downarrow{F(\partial_1)} \\
F(PB) & \xrightarrow{F([\sigma])} & FB
\end{array}
$$
The map $F(\sigma)$ is invertible by the hypothesis on $F$, since $\sigma$ is anodyne. Hence we have $F(\partial_0) = F(\partial_1)$, since we have $F(\partial_0)F(\sigma) = F(\partial_1)F(\sigma)$. But we have $f = \partial_0 H$ and $g = \partial_1 H$, since $H$ is a homotopy $f \sim g$. Thus,

$$F(f) = F(\partial_0 H) = F(\partial_0)F(H) = F(\partial_1)F(H) = F(\partial_1 H) = F(g).$$

$\Box$

**Proposition 3.3.8.** If $W$ (resp. $A$) is the class of homotopy equivalences (resp. anodyne maps) in a tribe $\mathcal{E}$, then we have

$$Ho(\mathcal{E}) = W^{-1} \mathcal{E} = A^{-1} \mathcal{E}.$$  

**Proof.** The canonical functor $\mathcal{E} \to Ho(\mathcal{E})$ inverts universally the maps in $W$ by Lemma 3.3.7. Thus, $Ho(\mathcal{E}) = W^{-1} \mathcal{E}$. Similarly, $Ho(\mathcal{E}) = A^{-1} \mathcal{E}$. $\Box$

**Lemma 3.3.9.** If $F : \mathcal{E} \to \mathcal{E}'$ is a morphism of tribes and $(PB, \partial_0, \partial_1, \sigma)$ is a path object for an object $B \in \mathcal{E}$, then $(F(PB), F(\partial_0), F(\partial_1), F(\sigma))$ is a path object for $FB$.

**Proof.** Left to the reader. $\Box$

**Proposition 3.3.10.** A morphism of tribes $F : \mathcal{E} \to \mathcal{E}'$ preserves the homotopy relation. It thus induces a functor

$$Ho(F) : Ho(\mathcal{E}) \to Ho(\mathcal{E}')$$

if we put $Ho(F)([f]) = [F(f)]$ for a map $f : X \to Y$ in $\mathcal{E}$.

**Proof.** The image by the functor $F$ of a path object $PB = (PB, \partial_0, \partial_1, \sigma)$ for an object $B \in \mathcal{E}$ is a path object $(F(PB), F(\partial_0), F(\partial_1), F(\sigma))$ for $FB$ by Lemma 3.3.9. If $H : A \to PB$ is a homotopy between two maps $f, g : A \to B$, then $F(H) : FA \to FPB$ is a homotopy between the maps $F(f), F(g) : FA \to FB$. $\Box$

**Corollary 3.3.11.** If $f : A \to B$ is a map in a tribe $\mathcal{E}$, then the base change functor $f^* : \mathcal{E}(B) \to \mathcal{E}(A)$ induces a functor

$Ho(f^*) : Ho(\mathcal{E}(B)) \to Ho(\mathcal{E}(A))$.

**Proof.** The functor $f^*$ is a morphism of tribes by Theorem 3.1.13. $\Box$

If $F : \mathcal{E} \to \mathcal{E}'$ and $G : \mathcal{E}' \to \mathcal{E}''$ are morphisms of tribes, then $Ho(GF) = Ho(G)Ho(F)$. This defines a functor $Ho : Trib \to Cat$. Moreover, a natural transformation $\alpha : F_1 \to F_2$ between two morphisms of tribes $F_1, F_2 : \mathcal{E} \to \mathcal{E}'$ induces a natural transformation $Ho(\alpha) : Ho(F_1) \to Ho(F_2)$.

**Proposition 3.3.12.** The functor $Ho : Trib \to Cat$ has the structure of a 2-functor.

**Proof.** Left to the reader. $\Box$

The cartesian product of a path object $PA = (PA, \partial^A_0, \partial^A_1, \sigma^A)$ for $A$ with a path object $PB = (PB, \partial^B_0, \partial^B_1, \sigma^B)$ for $B$ is defined by putting

$$PA \times PB = (PA \times PB, \partial^A_0 \times \partial^B_0, \partial^A_1 \times \partial^B_1, \sigma^A \times \sigma^B).$$

**Lemma 3.3.13.** The cartesian product of a path object $PA$ for $A$ with a path object $PB$ for $B$ is a path object for $A \times B$. 
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Proof. The map $\sigma^A \times \sigma^B : A \times B \to PA \times PB$ is anodyne, since the cartesian product of two anodyne maps is anodyne by lemma 3.1.8. The map

$$\langle \partial_0^A \times \partial_0^B, \partial_1^A \times \partial_1^B \rangle : PA \times PB \to A \times B \times A \times B$$

is isomorphic to the map

$$\langle \partial_0^A, \partial_1^A \rangle \times \langle \partial_0^B, \partial_1^B \rangle : PA \times PB \to A \times A \times B \times B.$$

It is thus a fibration, since the cartesian product of two fibrations is a fibration by Proposition 1.1.3.

Lemma 3.3.14. If $(f, g) : C \to A \times B$ and $(f', g') : C \to A \times B$, then

$$(f, g) \sim (f', g') \iff f \sim f' \text{ and } g \sim g'.$$

Proof. This follows from Lemma 3.3.13.

Proposition 3.3.15. The homotopy category of a tribe $\mathcal{E}$ is cartesian and the canonical functor $\mathcal{E} \to Ho(\mathcal{E})$ is cartesian.

Proof. This follows from Lemma 3.3.14.

Corollary 3.3.16. The cartesian product of two homotopy equivalences is a homotopy equivalences.

Proof. This follows from Proposition 3.3.15.

The cartesian product of two tribes $\mathcal{E}_1$ and $\mathcal{E}_2$ is a tribe $\mathcal{E}_1 \times \mathcal{E}_2$. By functoriality, we obtain a canonical functor

$$Ho(\mathcal{E}_1 \times \mathcal{E}_2) \to Ho(\mathcal{E}_1) \times Ho(\mathcal{E}_2).$$

(39)

By definition, the functor takes a morphism $[(u_1, u_2)] : (A_1, A_2) \to (B_1, B_2)$ in $Ho(\mathcal{E}_1 \times \mathcal{E}_2)$ to the morphism $[(u_1), [u_2]] : (A_1, A_2) \to (B_1, B_2)$ in $Ho(\mathcal{E}_1) \times Ho(\mathcal{E}_2)$.

Proposition 3.3.17. The functor (39) is an isomorphism of categories. Hence the functor $Ho : \text{Trib} \to \text{Cat}$ preserves finite products.

Proof. Left to the reader.

3.4 Mapping path objects

Definition 3.4.1. The mapping path object of a map $f : A \to B$ in a tribe $\mathcal{E}$ is a quadruple $(M(f), \delta_0, \delta_1, u)$ obtained by factoring the map $(1_A, f) : A \to A \times B$ as an anodyne map $u : A \to M(f)$ followed by a fibration $(\delta_0, \delta_1) : M(f) \to A \times B$.

The quadruple $(M(f), \delta_0, \delta_1, u)$ yields a commutative diagram

```
A \quad M(f) \quad B
\downarrow \quad \downarrow \quad \downarrow
\delta_0 \quad u \quad \delta_1
\quad A
\quad \quad 1_A
\quad \quad \quad f
```

The maps $\delta_0$ and $\delta_1$ are fibrations, since the projections $pr_1 : A \times B \to A$ and $pr_2 : A \times B \to B$ are fibrations and we have $\delta_0 = pr_1(\delta_0, \delta_1)$ and $\delta_1 = pr_2(\delta_0, \delta_1)$. The map $u$ is a homotopy equivalence by 3.3.14 since $u$ is anodyne. It follows that $\delta_0$ is a homotopy equivalence by 3-for-2, since $\delta_0 u = 1_A$. Thus, $u$ is a section of a trivial fibration.

The following lemma is essentially due to Ken Brown:
**Lemma 3.4.2.** Every map \( f : A \to B \) in a tribe admits a factorization \( f = pu : A \to M \to B \), where \( p \) is a fibration and where \( u \) is anodyne and the section of a trivial fibration \( M \to A \).

**Proof.** It suffices to take \( p = \delta_1 \) in the mapping path factorization \((1_A, f) = (\delta_0, \delta_1)u : A \to M \to A \times B\).

Mapping path objects can be constructed from path objects. If \( PB = (PB, \partial_0, \partial_1, \sigma) \) is a path object for \( B \) and \( f : A \to B \), consider the following diagram with a pullback square

\[
\begin{array}{c}
M(f) \\
\downarrow p_1 \downarrow f \downarrow p_2 \\
PB \\
A \downarrow \partial_0 \downarrow M \\
\end{array}
\]

where \( M(f) = \text{def} A \times_B PB \). There is a unique map \( u : A \to M(f) \), such that \( p_1u = 1_A \) and \( p_2u = \sigma f \), since \( f1_A = f = \partial_0\sigma f \). Let us put \( \delta_0 = \text{def} p_1 \) and \( \delta_1 = \text{def} \partial_1 p_2 \).

**Proposition 3.4.3.** The quadruple \((M(f), \delta_0, \delta_1, u)\) constructed above is a mapping path object for \( f : A \to B \).

**Proof.** We have \( \delta_0 u = p_1u = 1_A \) and \( \delta_1 u = \partial_1 p_2 u = \partial_1 \sigma f = f \). It follows that \( \langle \delta_0, \delta_1 \rangle u = (1_A, f) \). The following diagram commutes, since \( \partial_0 p_2 = fp_1 = f\delta_0 \) and \( \partial_1 p_2 = \delta_1 \).

\[
\begin{array}{c}
M(f) \\
\downarrow p_2 \downarrow f \downarrow p_1 \\
PB \\
\downarrow \partial_0 \downarrow A \times B \\
\end{array}
\]

The top square of the diagram is cartesian by Lemma 3.3.1 since the composite square is cartesian by construction and the bottom square is cartesian. Hence the map \( \langle \delta_0, \delta_1 \rangle \) is a fibration by base change, since the map \( \langle \partial_0, \partial_1 \rangle \) is a fibration. Let us show that the map \( u : A \to M(f) \) is anodyne. If \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \) is the base change functor, then we have \( f^*(PB, \partial_0) = (M(f), \partial_0) \), since the square in the diagram \( \boxed{10} \) is cartesian. The map \( \sigma : B \to PB \) defines a morphism \( \sigma : (B, 1_B) \to (PB, \partial_0) \) in \( \mathcal{E}(B) \), since \( \partial_0 \sigma = 1_B \). Similarly, the map \( u : A \to M(f) \) defines a morphism \( u : (A, 1_A) \to (M(f), 0) \) in \( \mathcal{E}(A) \), since \( 0u = 1_A \). Moreover, we have \( f^*(\sigma) = u \), since the following diagram commutes

\[
\begin{array}{c}
M(f) \\
\downarrow p_2 \downarrow f \downarrow p_1 \\
PB \\
\downarrow \partial_0 \downarrow A \times B \\
\end{array}
\]

Thus, \( u \) is anodyne by Theorem 3.1.13 since \( \sigma \) is anodyne.

The map \( H := p_2 : M(f) \to PB \) in the diagram \( \boxed{10} \) above is a homotopy \( H : f\delta_0 \sim \delta_1 \), since \( \partial_0 H = \partial_0 p_2 = p_1 f = \delta_0 f \) and \( \partial_1 H = \partial_1 p_2 = \delta_1 \). The homotopy \( H : f\delta^0 \sim \delta^1 \) is universal in the following sense:
Lemma 3.4.4. For any object $C$, any pair of maps $a : C \to A$, $b : C \to B$ and any homotopy $h : f a \sim b$ with values in $PB$, there exists a unique map $w : C \to M(f)$ such that $\delta_0 w = a$, $\delta_1 w = b$ and $H w = h$.

Proof. The square in the following diagram is cartesian and we have $fa = \partial_0 h$.

\[
\begin{array}{ccc}
C & \xrightarrow{w} & M(f) \\
\downarrow a & & \downarrow H \\
A & \xrightarrow{\delta_0} & PB \\
\end{array}
\]

Hence there is a unique map $w : C \to M(f)$ such that $\delta_0 w = a$ and $H w = h$. Then we have $\delta_1 w = \partial_1 p_2 w = \partial_1 H w = \partial_1 h = b$. \qed

For example if $C = A$ and $h : f 1_A \sim f$ is the unit homotopy $\sigma f : f \sim f$, then $w = u : A \to M(f)$.

Lemma 3.4.5. (Straightening lemma) Let $p : E \to B$ a fibration in a tribe and suppose that the following triangle commutes up to homotopy:

\[
\begin{array}{ccc}
E & \xrightarrow{g} & E \\
\downarrow p & & \downarrow p \\
A & \xrightarrow{f} & B \\
\end{array}
\]

Then there exists a map $g' : A \to E$ homotopic to $g$ such that $pg' = f$.

Proof. If $PB = (PB, \partial_0, \partial_1, \sigma)$ is a path object for $B$, then there exists a map $h : A \to PB$ such that $(\partial_0, \partial_1) h = (pg, f)$, since $pg$ is homotopic to $f$. Let $M(p) = (M(p), \delta_0, \delta_1, u)$ be the mapping path object for the map $p : E \to B$ constructed from $PB$ in Proposition 3.4.3. The following square commutes, since $\delta_1 u = p$.

\[
\begin{array}{ccc}
E & \xrightarrow{u} & E \\
\downarrow p & & \downarrow p \\
M(p) & \xrightarrow{\delta_1} & B \\
\end{array}
\]

The square has a diagonal filler $d : M(p) \to E$, since $u$ is anodyne and $p$ is a fibration.

\[
\begin{array}{ccc}
E & \xrightarrow{u} & E \\
\downarrow p & & \downarrow p \\
M(p) & \xrightarrow{\delta_1} & B \\
\end{array}
\]

By Lemma 3.4.4, there is a unique map $w : C \to M(p)$ such that $(\delta_0, \delta_1) w = (g, f)$ and $H w = h$. Let us put $g' = dw : C \to E$. Then we have $pg' = pdw = \delta_1 w = f$. Let us show that $g' \sim g$. We have $d \sim \delta_0$, since $u$ is a homotopy equivalence by 3.3.6 and $du = 1_E = \delta_0 u$. Thus, $g' = dw \sim \delta_0 w = g$. \qed

Proposition 3.4.6. A fibration in a tribe has a section if and only if it has a section in the homotopy category.
Proof. This follows from Lemma 3.4.5.

Corollary 3.4.7. In a tribe, a trivial fibration has a section.

Proof. This follows from Proposition 3.4.6 since a trivial fibration is invertible in the homotopy category.

A map \( i : A \to B \) is called a split monomorphism if it admits a retraction \( r : B \to A \).

Definition 3.4.8. We say that a map \( i : A \to B \) in a tribe is a deformation retract if it is a split monomorphism and a homotopy equivalence.

For example, an anodyne map is a deformation retract by 3.1.4 and 3.3.6.

Lemma 3.4.9. If \( r : B \to A \) is any retraction of a deformation retract \( i : A \to B \), then \( ri = 1_A \) and \( ir \sim 1_B \).

Proof. We have \( iri = i1_A = 1_Bi \), since \( ri = 1_A \). Thus, \( ir \sim 1_B \), since the map \( i \) is invertible in the homotopy category.

Definition 3.4.10. We shall say that a split monomorphism \( i : A \to B \) is a strong deformation retract if it admits a retraction \( r : B \to A \) together with a homotopy \( h : ir \sim 1_B \) such that \( hi = \sigma i \), where \( \sigma \) is the unit of a path object \((PB, \partial_0, \partial_1, \sigma)\) for \( B \).

Remark 3.4.11. It follows from proposition 3.3.2 that the existence of a homotopy \( h : ir \sim 1_B \) satisfying the condition \( hi = \sigma i \) is independent of the choice of a path object for \( B \).

Proposition 3.4.12. A map in a tribe is anodyne if and only if it is a strong deformation retract.

Proof. (⇒) Let us show that an anodyne map \( i : A \to B \) is a strong deformation retract. We shall use the mapping path object \( M(i) = (M(i), \delta_0, \delta_1, u) \) constructed from the path object \( PB = (PB, \partial_0, \partial_1, \sigma) \) in Lemma 3.4.4. By construction, the following square is cartesian

\[
\begin{array}{ccc}
M(i) & \xrightarrow{H} & PB \\
\downarrow{\delta_0} & & \downarrow{\partial_0} \\
A & \xrightarrow{i} & B,
\end{array}
\] (43)

and \( u =_{\text{def}} (1_A, \sigma i) \) and \( \delta_1 =_{\text{def}} \partial_1 H \). The map \( H : M(i) \to PB \) is a homotopy \( i\delta_0 \sim \delta_1 \) and we have \( Hu = \sigma i \). The following square has a diagonal filler \( s : B \to M(i) \), since \( i \) is anodyne and \( \delta_1 \) is a fibration.

\[
\begin{array}{ccc}
A & \xrightarrow{u} & M(i) \\
\downarrow{s} & & \downarrow{\delta_1} \\
B & \xrightarrow{1_B} & B
\end{array}
\]

The map \( r =_{\text{def}} \delta_0 s : B \to A \) is then a retraction of the map \( i : A \to B \), since \( ri = \delta_0 si = \delta_0 u = 1_A \). The map \( h =_{\text{def}} Hs : B \to PB \) is a homotopy \( ir \sim 1_B \), since the map \( H : M(i) \to PB \) is a homotopy \( i\delta_0 \sim \delta_1 \) and we have \( i\delta_0 s = ir \) and \( \delta_1 s = 1_B \). Moreover, \( hi = Hsi = Hu = \sigma i \). This shows that the map \( i : A \to B \) is a strong deformation.
Conversely, let us show that a strong deformation retract \( i : A \to B \) is anodyne. We shall first prove that \( i \) is a retract of the map \( u : A \to M(i) \). By hypothesis, there exists a retraction \( r : B \to A \) together with a homotopy \( h : ir \simeq 1_B \) (with codomain \( PB \)) such that \( hi = \sigma i \). It then follows from lemma \[3.4.4\] that there is a unique map \( s : B \to M(i) \) such that \( \delta_0 s = r \), \( \delta_1 s = 1_B \) and \( Hs = h \).

\[
\begin{array}{ccc}
A & \xrightarrow{i} & B \\
\downarrow{\partial_0} & & \downarrow{\partial_1} \\
M(i) & \xrightarrow{H} & PB \\
\downarrow{\delta_1} & & \downarrow{\delta_0} \\
B & \xrightarrow{\sigma i} & B \\
\end{array}
\]

It follows that \( si = u \), since the square is cartesian and \( \delta_0 si = ri = 1_A = \delta_0 u \) and \( Hsi = hi = \sigma i = Hu \). It then follows from the relations \( \delta_1 s = 1_B \) and \( si = u \) that the map \( i : A \to B \) is a codomain retract of the map \( u : A \to M(i) \),

\[
\begin{array}{ccc}
A & \xrightarrow{u} & M(i) \\
\downarrow{s} & & \downarrow{\sigma i} \\
B & \xrightarrow{\delta_1} & B \\
\end{array}
\]

Thus, \( i \) is anodyne by Lemma \[3.1.2\] since \( u \) is anodyne.

### 3.5 Fibrewise homotopy

The **fibrewise diagonal** of a fibration \( p : E \to B \) in a tribe \( \mathcal{E} \) is the diagonal \( E \to E \times_B E \) of the object \( (E,p) \) of \( \mathcal{E}(B) \).

A **fibrewise path object** for \( p : E \to B \) is a path object for \( (E,p) \). By definition, it is a quadruple \( (P(E,p), \partial_0, \partial_1, \sigma) \) obtained by choosing an AF-factorisation \( (\partial_0, \partial_1)\sigma : E \to P(E,p) \to E \times_B E \) of the fibrewise diagonal \( E \to E \times_B E \).

\[
\begin{array}{ccc}
E & \xrightarrow{(1_E,1_E)} & E \times_B E \\
\downarrow{\sigma} & & \downarrow{(\partial_0, \partial_1)} \\
P(E,p) & \xrightarrow{(\partial_0, \partial_1)} & E \times_B E \\
\end{array}
\]

The quadruple \( (P(E,p), \partial_0, \partial_1, \sigma) \) defines a commutative diagram in the category \( \mathcal{E} \).
A fibrewise homotopy \( h : f \sim_B g \) between two maps \( f, g : (A, u) \to (E, p) \) in \( \mathcal{E}(B) \) is a map \( h : A \to P(E, p) \) such that \( \partial_0 h = f \) and \( \partial_1 h = g \).

The maps \( f, g : (A, u) \to (E, p) \) are fibrewise homotopic, \( f \sim_B g \), if there exists a fibrewise homotopy \( h : f \leadsto g \) between two maps \( f, g : (A, u) \to (E, p) \) in \( \mathcal{E}(B) \) is a map \( h : A \to P(E, p) \) such that \( \partial_0 h = f \) and \( \partial_1 h = g \).

**Lemma 3.5.1.** If two maps \( f, g : (A, u) \to (E, p) \) in \( \mathcal{E}(B) \) are fibrewise homotopic then the underlying maps \( f, g : A \to E \) in \( \mathcal{E} \) are homotopic.

**Proof.** Let \( (PE, \partial_0, \partial_1, \sigma) \) be a path object for \( E \in \mathcal{E} \) and \( (P(E, p), \partial'_0, \partial'_1, \sigma') \) be a path object of \( (E, p) \in \mathcal{E}(B) \). Then the following square has a diagonal filler \( d : PB \to P'E \), since \( \sigma' \) is anodyne and \( \langle \partial_0, \partial_1 \rangle \) is a fibration.

If \( \langle \partial'_0, \partial'_1 \rangle H = \langle f, g \rangle \) then \( \langle \partial_0, \partial_1 \rangle dH = \langle \partial'_0, \partial'_1 \rangle H = \langle f, g \rangle \).

**Proposition 3.5.2.** If \( f : A \to B \) is a fibration in a tribe \( \mathcal{E} \), then the functor \( \Sigma_f : \mathcal{E}(A) \to \mathcal{E}(B) \) induces a functor

\[ \text{Ho}(\Sigma_f) : \text{Ho}(\mathcal{E}(A)) \to \text{Ho}(\mathcal{E}(B)) \]

left adjoint to the functor \( \text{Ho}(f^*) \).

**Proof.** We may suppose that \( B = 1 \) by Lemma 1.1.17 in which case \( f^* = e_A \) and \( \Sigma_f \) is the forgetful functor \( \Sigma_A : \mathcal{E}(A) \to \mathcal{E} \). But the forgetful functor \( \Sigma_A \) preserves the homotopy relation by Lemma 3.5.1. It thus induces a functor \( \text{Ho}(\Sigma_A) : \text{Ho}(\mathcal{E}(A)) \to \text{Ho}(\mathcal{E}) \). It is then easy to verify that the adjunction \( \Sigma_A \dashv e_A \) induces an adjunction \( \text{Ho}(\Sigma_A) \dashv \text{Ho}(e_A) \).

If \( B \) is an object of a tribe \( \mathcal{E} \), then a fibrewise mapping path object of a map \( f : (X, p) \to (Y, q) \) in \( \mathcal{E}(B) \) is obtained by factoring the map \( (1_X, f) : X \to X \times_B Y \) as an anodyne map \( u : X \to P_B(f) \) followed by a fibration \( \langle \delta_0, \delta_1 \rangle : P_B(f) \to X \times_B Y \). From the quadruple \( (P_B(f), \delta_0, \delta_1, u) \) we obtain the following commutative diagram in the category \( \mathcal{E} \),

\[ X \xleftarrow{\delta_0} P_B(f) \xrightarrow{\delta_1} Y \]
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Proposition 3.5.3. A fibration \( f : X \to B \) in a tribe \( \mathcal{E} \) is trivial if and only if the object \((X, f) \in \mathcal{E}(B)\) is contractible.

Proof. \((\Rightarrow)\) Let \((PX, \partial_0, \partial_1, \sigma)\) be a path object for \(X\). The map \(f\) is invertible in the homotopy category \(Ho(\mathcal{E})\), since it is a homotopy equivalence. Hence the map \(f : X \to B\) has a section \(s : B \to X\) by 3.4.7, since it is a fibration. The map \(s\) is then the inverse of \(f\) in the category \(Ho(\mathcal{E})\), since \(f\) is invertible in \(Ho(\mathcal{E})\) and \(fs = 1_B\). Thus, \(sf \sim 1_X\). It follows that there is a map \(h : X \to PX\) such that \(\partial_0 h = sf\) and \(\partial_1 h = 1_X\). Let \((M(s), \delta_0, \delta_1, u)\) be mapping path object of the map \(s : B \to X\) constructed from the path object \((PX, \partial_0, \partial_1, \sigma)\) and the pullback square

\[
\begin{array}{ccc}
M(s) & \xrightarrow{H} & PX \\
\delta_0 \downarrow & & \partial_0 \\
B & \xrightarrow{s} & X \\
\end{array}
\]

By construction, \(\delta_1 = \partial_1 H\) and \(u = (1_B, \sigma s)\). There is then a unique map \(g : X \to M(s)\) such that the following diagram commutes, since \(sf = \partial_0 h\).

\[
\begin{array}{ccc}
X & \xrightarrow{g} & M(s) \xrightarrow{H} PX \\
\downarrow{f} & & \downarrow{s} \\
B & \xrightarrow{H} & X \\
\end{array}
\]

We have \(\delta_1 g = \partial_1 H g = \partial_1 h = 1_X\). Thus, \(g\) is a section of \(\delta_1\). The map \(s : (B, 1_B) \to (X, f)\) in \(\mathcal{E}(B)\) has a fibrewise mapping path object \((P_B(s), \delta'_0, \delta'_1, u')\) constructed from a fibrewise path object \((P_B(X, f), \partial'_0, \partial'_1, \sigma')\) for \((X, f)\). By construction, we have the following commutative diagram,

\[
\begin{array}{ccc}
P_B(s) & \xrightarrow{H'} & P_B(X, f) \\
\delta'_0 \downarrow & & \partial'_0 \downarrow \\
B & \xrightarrow{s} & X \\
\end{array}
\]

The following square commutes, since \(\delta_1 u = s = \delta'_1 u'\).

\[
\begin{array}{ccc}
B & \xrightarrow{u'} & P_B(s) \\
\downarrow{u} & & \downarrow{s} \\
M(s) & \xrightarrow{\delta'_1} & X \\
\end{array}
\]

Hence the square has a diagonal filler \(d : M(s) \to P_B(s)\), since \(u\) is anodyne and \(\delta'_1\) is a fibration. Let us show that the composite \(h' = d_0 H' dg : X \to P_B(X)\) is a fibrewise homotopy \(sf \sim_B 1_X\). Notice that

\[f \delta'_1 = f \partial'_1 H' = f \partial'_0 H' = fs \delta'_0 = \delta'_0.\]
Thus
\[ \partial_0^i h' = \partial_0^i H' dg = s \delta_0^i dg = s f \delta_1^i dg = s f \delta_1 g = s f 1_X = s f. \]

Moreover,
\[ \partial_1^i h' = \partial_1^i H' dg = \delta_1^i dg = \delta_1 g = 1_X. \]

Thus, \( sf \sim_B 1_X \) and this shows that the object \((X, f)\) is contractible in the category \(E(B)\). (\(\Leftarrow\)) The map \( f : (X, f) \to (B, 1_B) \) is a homotopy equivalence in \(E(B)\), since the object \((X, f)\) is contractible. But the forgetful functor \( \Sigma_B : E(B) \to E \) preserves homotopy equivalences by Proposition 3.5.2. This shows that the map \( f : X \to B \) is a homotopy equivalence in \(E\).

**Theorem 3.5.4.** If \( f : A \to B \) is a fibration in a tribe \(E\), then the functor \( \Sigma_f : E(A) \to E(B) \) preserves and reflects homotopy equivalences.

**Proof.** The functor \( \Sigma_f \) preserves homotopy equivalences by Proposition 3.5.2. Let us show that it reflects homotopy equivalences. We may suppose that \( B = 1 \) by Lemma 1.1.14 in which case \( f^* = e_A \) and \( \Sigma_f \) is the forgetful functor \( \Sigma_A : E(A) \to E \). Let \( w : (X, p) \to (Y, q) \) be a morphism in \( E(A) \); if the map \( w : X \to Y \) is a homotopy equivalence, let us show that the morphism \( w : (X, p) \to (Y, q) \) is a homotopy equivalence in \( E(A) \). For this, let us choose an \( AF\)-factorization \( w = gu : X \to E \to Y \) in \( E \). The map \( u : X \to E \) is a homotopy equivalence by 3.3.6 since \( u \) is anodyne. Hence the map \( g : E \to Y \) is a homotopy equivalence by 3-3.1, since \( w = gu \) is a homotopy equivalence by hypothesis. Hence the object \((E, g) \in E(Y)\) is contractible by Proposition 3.5.3. The map \( g : (E, gg) \to (Y, q) \) is a fibration in \( E(A) \) by Proposition 1.1.6 since \( g \) is a fibration.

\[
\begin{array}{ccc}
E & \xrightarrow{g} & Y \\
\downarrow{q} & & \downarrow{q} \\
A & \xrightarrow{g} & \qquad\quad \end{array}
\]

But we have \( E(A)(Y, q) = E(Y) \) and \((E, gg), g) = (E, g)\) by Lemma 1.1.10. Hence the object \((E, gg), g) \in E(A)(Y, q)\) is contractible, since the object \((E, g) \in E(Y)\) is contractible. It then follows by Proposition 3.5.3 that the morphism \( g : (E, gg) \to (Y, q) \) is a homotopy equivalence in \( E(A) \). But the morphism \( u : (X, p) \to (E, gg) \) is anodyne in \( E(A) \) by Proposition 3.5.9 since \( u \) is anodyne. Hence the morphism \( u : (X, p) \to (E, gg) \) is a homotopy equivalence in \( E(A) \) by 3.3.6. It follows that the composite \( w = gu : (X, p) \to (E, gg) \to (Y, q) \) is a homotopy equivalence in \( E(A) \).

**Proposition 3.5.5.** In a tribe, the base change of a trivial fibration along any map is a trivial fibration.

**Proof.** Let \( p : E \to B \) a trivial fibration in a tribe \(E\); if \( f : A \to B \) is a map in \( E \), let us show that the projection \( p_1 \) in the following pullback square is a trivial fibration

\[
\begin{array}{ccc}
A \times_B C & \xrightarrow{f} & C \\
\downarrow{p_1} & & \downarrow{p} \\
A & \xrightarrow{f} & B. 
\end{array}
\]

The object \((E, p)\) is contractible in \(E(B)\) by Proposition 3.5.3. Hence the object \((A \times_B C, p_1) = f^*(C, p)\) is contractible in \(E(A)\), since the base change functor \( f^* : E(B) \to E(A) \) preserves homotopy equivalences by 3.3.11. It follows by Proposition 3.5.3 that the map \( p_1 : A \times_B X \to A \) is a homotopy equivalence in \(E\).

The following result uses the notion of fibration category defined in appendix 6.4
Theorem 3.5.6. A tribe has the structure of a Brown fibration category in which a weak equivalence is a homotopy equivalence.

Proof. This follows directly from proposition 3.5.5. □

Corollary 3.5.7. In a tribe, the base change of a homotopy equivalence along a fibration is a homotopy equivalence.

Proof. This follows from Theorem 3.5.6 since a tribe is a Brown fibration category by Proposition 3.5.6. □

3.6 Weak equivalences of tribes

We shall denote the category of tribes and morphism of tribes by Trib. The category Trib has also the structure of a 2-category in which a 2-cell is a natural transformation. An equivalence of tribes is an equivalence in this 2-category. A morphism of tribes \( F : \mathcal{E} \to \mathcal{E}' \) is an equivalence of tribes if and only if it is an equivalence of clans.

Definition 3.6.1. We say that a morphism of tribes \( F : \mathcal{E} \to \mathcal{E}' \) is a weak equivalence if the induced functor \( \text{Ho}(F) : \text{Ho}(\mathcal{E}) \to \text{Ho}(\mathcal{E}') \) is an equivalence of categories.

Definition 3.6.2. We shall say that a tribe \( \mathcal{E} \) is contractible if if every object of \( \mathcal{E} \) is contractible.

Proposition 3.6.3. A tribe \( \mathcal{E} \) is contractible if and only if the canonical functor \( \mathcal{E} \to 1 \) is a weak equivalence.

Proof. Left to the reader. □

Proposition 3.6.4. If a morphism of tribes \( F : \mathcal{E} \to \mathcal{E}' \) is fully faithful, then so is the functor \( \text{Ho}(F) : \text{Ho}(\mathcal{E}) \to \text{Ho}(\mathcal{E}') \).

Proof. The map \( \pi_0 \mathcal{E}(A,B) \to \pi_0 \mathcal{E}(FA,FB) \) induced by \( F \) is surjective for every objects \( A,B \in \mathcal{E} \), since the functor \( F \) is full. Let us show that it is injective. Let \( f,g : A \to B \) and suppose that the maps \( F(f), F(g) : FA \to FB \) are homotopic. If \( (PB, \partial_0, \partial_1, \sigma) \) is a path object for \( B \), then \( (FPB, F(\partial_0), F(\partial_1), F(\sigma)) \) is a path object for \( FB \) by Lemma 3.3.9. Hence there is a map \( H \) such that \( F(\partial_0)H = F(f) \) and \( F(\partial_1)H = F(g) \), since \( F(f) \) is homotopic to \( F(f) \). We have \( H = F(h) \) for a map \( h : A \to FPB \), since \( F \) is full. Moreover, we have \( \partial_0 h = f \), since the functor \( F \) is faithful and we have \( F(\partial_0 h) = F(\partial_0)F(h) = F(\partial_0)H = F(f) \). Similarly, \( \partial_1 h = g \). Thus, \( f \) is homotopic to \( g \). This shows that the functor \( \text{Ho}(F) \) is faithful. □

Definition 3.6.5. We say that a morphism of tribes \( F : \mathcal{E} \to \mathcal{E}' \) is an embedding if it is fully faithful and it reflects fibrations and anodyne maps.

Lemma 3.6.6. If a morphism of tribes \( F : \mathcal{E} \to \mathcal{E}' \) is fully faithful and reflects fibrations, then it is an embedding.

Proof. This follows from Proposition 3.1.12. □

Proposition 3.6.7. Let \( F : \mathcal{E} \to \mathcal{E}' \) be an embedding of clans. Suppose that \( \mathcal{E}' \) is a tribe and that every map \( f : X \to Y \) in \( \mathcal{E} \) admits a factorization \( f = pu : X \to E \to Y \) where \( F(u) \) is anodyne in \( \mathcal{E}' \) and \( F(p) \) is a fibration \( \mathcal{E}' \). Then \( \mathcal{E} \) is a tribe and \( F \) is an embedding of tribes.

Proof. The map \( p : E \to Y \) is a fibration in \( \mathcal{E} \) since the functor \( F \) is an embedding of clans. Moreover, the map \( u : X \to E \) is anodyne in \( \mathcal{E} \), since the functor \( F \) reflects anodyne maps by Proposition 3.1.12. The class of anodyne maps in \( \mathcal{E} \) is closed under base changes along fibrations in \( \mathcal{E} \) by a similar argument. □
Recall from Proposition 1.4.6 that a full sub-category $\mathcal{L}$ of a clan $\mathcal{E}$ is a sub-clan if is a clan and the inclusion functor $\mathcal{L} \to \mathcal{E}$ is an embedding of clans.

**Definition 3.6.8.** If $\mathcal{E}$ is a tribe, we say that a sub-clan $\mathcal{L}$ is a sub-tribe if every map $f : A \to B$ in $\mathcal{L}$ admits an $AF$-factorisation $f = pu : A \to E \to B$ in $\mathcal{E}$, with $E \in \mathcal{L}$.

A sub-tribe $\mathcal{L} \subseteq \mathcal{E}$ has the structure of a tribe and the inclusion functor $\mathcal{L} \to \mathcal{E}$ is an embedding if tribes. Conversely, if $F : \mathcal{E} \to \mathcal{E}'$ is an embedding of tribes, then the (essential) image of the functor $F$ is a sub-tribe $F(\mathcal{E}) \subseteq \mathcal{E}'$ and the functor $\mathcal{E} \to F(\mathcal{E})$ induced by $F$ is an equivalence of tribes.

If $\top$ is a terminal object of a tribe $\mathcal{E}$, then the (full) sub-category of $\mathcal{E}$ spanned by the singleton $\{ \top \}$ is a sub-tribe. A sub-tribe $\mathcal{L} \subseteq \mathcal{E}$ is a sub-tribe if and only its replete closure $\mathcal{L}_{rep} \subseteq \mathcal{E}$ is a sub-tribe (see Proposition 1.4.7).

**Definition 3.6.9.** If $\mathcal{E}$ is a tribe, we say that a full subcategory $\mathcal{L} \subseteq \mathcal{E}$ is homotopically replete (in short, h-replete) if every object of $\mathcal{E}$ which is homotopically equivalent to an object of $\mathcal{L}$ belongs to $\mathcal{L}$.

Every full subcategory $\mathcal{L} \subseteq \mathcal{E}$ is contained in a smallest h-replete (full) sub-category $\mathcal{L}_{hrep}$, the homotopically replete closure of $\mathcal{L}$. By construction, an object $X \in \mathcal{E}$ belongs to $\mathcal{L}_{hrep}$ if and only if $X$ is homotopically equivalent to an object in $\mathcal{L}$.

**Proposition 3.6.10.** If $\mathcal{L}$ is a sub-tribe of a tribe $\mathcal{E}$, then so is the subcategory $\mathcal{L}_{hrep}$ and the inclusion functor $\mathcal{L} \subseteq \mathcal{L}_{hrep}$ is a weak equivalence.

**Proof.** Without loss of generality, we may suppose that the sub-tribe $\mathcal{L}$ is replete. Let us first show that for any map $f : X \to B$ in $\mathcal{L}_{hrep}$ there exists a homotopy cartesian square

$$
\begin{array}{ccc}
X & \xrightarrow{k} & Y \\
\downarrow f & & \downarrow p \\
B & \xrightarrow{j} & C
\end{array}
$$

with $p$ a fibration in $\mathcal{L}$. There exists an object $E \in \mathcal{L}$ together with a homotopy equivalence $i : E \to X$, since $X \in \mathcal{L}_{hrep}$. There is also an object $C \in \mathcal{L}$ together with a homotopy equivalence $j : B \to C$, since $B \in \mathcal{L}_{hrep}$.

$$
\begin{array}{ccc}
X & \leftarrow i & E \\
\downarrow f & & \downarrow j \\
B & \rightarrow & C
\end{array}
$$

The map $jfi : E \to C$ belongs to $\mathcal{L}$, since $\mathcal{L}$ is a full subcategory. It thus admits an AF-factorisation $pu : E \to Y \to C$ with $Y \in \mathcal{L}$, since $\mathcal{L}$ is a sub-tribe. Let us choose an AF-factorisation $i = qv : E \to D \to X$.
There is a map \( d : D \to Y \) such that \( pd = jfq \) and \( dv = u \), since \( v \) is anodyne and \( p \) is a fibration.

The maps \( u \) and \( v \) are homotopy equivalences, since an anodyne map is a homotopy equivalence by Proposition 3.3.6. Thus, \( d \) is a homotopy equivalence by 3-for-2, since \( dv = u \). The map \( q \) is also a homotopy equivalence by 3-for-2, since \( qu = i \) is a homotopy equivalence. Hence the fibration \( q \) admits a section \( s : X \to C \) by Proposition 3.4.7. The following square commutes, since \( pds = jfqs = jf1_X =jf \).

The map \( s \) is a homotopy equivalence by 3-for-2, since \( q \) is a homotopy equivalence and \( qs = 1_X \). Thus, \( ds : X \to Y \) is a homotopy equivalence, since \( d \) is a homotopy equivalence. It then follows from Lemma 6.2.3 that the square \( (47) \) is homotopy cartesian. We can now prove that the base change of a fibration \( f : X \to B \) in \( \mathcal{L}^{hrep} \) along any map \( g : A \to B \) in \( \mathcal{L}^{hrep} \) belongs to \( \mathcal{L}^{hrep} \). There exists a homotopy cartesian square \( (47) \), with \( p \) a fibration in \( \mathcal{L} \) by what we just proved. There exists a homotopy equivalence \( w : A' \to A \) with \( A' \in \mathcal{L} \), since \( A \in \mathcal{L}^{hrep} \). The first two squares of the following diagram are homotopy cartesian, since \( f : X \to Y \) is a fibration and the two squares are cartesian.

Hence the composite square is homotopy cartesian by Lemma 6.2.4. It follows that the induced map \( A' \times_B X \to (jgw)^*(Y) \) is a homotopy equivalence, since \( p \) is a fibration. But the object \( (jgw)^*(Y) \) belongs to \( \mathcal{L} \), since the objects \( A' \), \( C \) and \( Y \) belong to \( \mathcal{L} \), and \( \mathcal{L} \) is a replete sub-tribe of \( \mathcal{E} \). Thus, \( A' \times_B X \in \mathcal{L}^{hrep} \), since the map \( A' \times_B X \to (jgw)^*(Y) \) is a homotopy equivalence. The map \( p_1 : A \times_B X \to A \) is a fibration by base change, since \( f \) is a fibration and the middle square is cartesian. The map \( w \times_B X \) is the base change of the map \( w : A' \to A \) along \( p_1 \), since the first square is cartesian. Hence the map \( w \times_B X \) is a homotopy equivalence by Corollary 3.5.7, since \( w \) is a homotopy equivalence and \( p_1 \) is a fibration. Thus, \( A \times_B X \in \mathcal{L}^{hrep} \), since \( A' \times_B X \in \mathcal{L}^{hrep} \). Hence the projection \( p_1 : A \times_B X \to A \) belongs to \( \mathcal{L}^{hrep} \), since the subcategory \( \mathcal{L}^{hrep} \) is full. We have proved that the base change of \( f : X \to B \) along \( g : A \to B \) belongs to \( \mathcal{L}^{hrep} \). The subcategory \( \mathcal{L}^{hr} \) contains a terminal object \( 1 \in \mathcal{E} \), since \( \mathcal{L} \subseteq \mathcal{L}^{hrep} \) and \( 1 \in \mathcal{L} \). We have proved that \( \mathcal{L}^{hrep} \) is a sub-tribe of \( \mathcal{L}^{hrep} \). Let us now show that every map \( f : A \to B \) in \( \mathcal{L}^{hrep} \) admits an AF-factorisation in \( \mathcal{L}^{hrep} \). The map \( f : A \to B \) admits an AF-factorisation \( f = pu : A \to E \to B \) in \( \mathcal{E} \), since \( \mathcal{E} \) is a tribe. But the map \( u : A \to E \) is a homotopy equivalence, since an anodyne map is a homotopy equivalence by Proposition 3.3.6. Thus, \( E \in \mathcal{L}^{hrep} \), since \( A \in \mathcal{L}^{hrep} \). This shows that \( \mathcal{L}^{hrep} \) is a sub-tribe. Let us show that the inclusion functor \( J : \mathcal{L} \subseteq \mathcal{L}^{hrep} \) is a weak equivalence. The functor \( Ho(J) \) is fully faithful by Proposition 3.6.4, since \( J \) is fully faithful.
Let us show that the functor \( Ho(J) \) is essentially surjective. The inclusion functor \( K : \mathcal{L}^{h\text{rep}} \to \mathcal{E} \) is a morphism of tribes. The functor \( Ho(K) \) is fully faithful by Proposition 3.6.4, since \( K \) is fully faithful. Thus, \( Ho(K) \) is conservative, since a fully faithful functor is conservative. For every object \( X \in \mathcal{L}^{h\text{rep}} \) there exists an object \( Y \in \mathcal{L} \) together with a homotopy equivalence \( u : X \to Y \). But the map \( u : X \to Y \) is a homotopy equivalence in \( \mathcal{L}^{h\text{rep}} \), since the functor \( Ho(K) \) is conservative. It follows that the functor \( Ho(J) \) is essentially surjective, since \( u : X \to J(Y) \) is an equivalence in \( \mathcal{L}^{h\text{rep}} \).

**Corollary 3.6.11.** If \( \mathcal{E} \) is a tribe, then the full subcategory \( \mathcal{E}^c \) of contractible objects of \( \mathcal{E} \) is a sub-tribe. It is the largest contractible sub-tribe of \( \mathcal{E} \).

**Proof.** Left to the reader.

If \( p : E \to B \) is a fibration in a tribe \( \mathcal{E} \), we shall denote by \( \Gamma(E, p) \) the set of sections of \( p \). A morphism of tribes \( F : \mathcal{E} \to \mathcal{E}' \) induces a map \( \Gamma(F, E(p)) \). We say that \( F \) is full on the sections of \( p : E \to B \) if the map \( \Gamma(E, p) \to \Gamma(F, E(p)) \) induced by \( F \) is surjective.

**Definition 3.6.12.** We say that a morphism of tribes \( F : \mathcal{E} \to \mathcal{E}' \) is generous if it satisfies the following two conditions:

- The functor \( F \) is full on sections of every fibration \( p : E \to B \) in \( \mathcal{E} \).
- For every object \( Y \in \mathcal{E}' \) there exists an object \( X \in \mathcal{E} \) together with an anodyne map \( Y \to FX \).

If \( \mathcal{E} \) is a tribe and \( A, B \in \mathcal{E} \), then every section of the projection \( p_1 : A \times B \to A \) is of the form \( \langle 1_A, f \rangle : A \to A \times B \) for a map \( f : A \to B \). This defines a canonical bijection \( \Gamma(\mathcal{A} \times \mathcal{B}, p_1) \simeq \mathcal{E}(A, B) \).

**Lemma 3.6.13.** A generous morphism of tribes is full.

**Proof.** If \( F : \mathcal{E} \to \mathcal{E}' \) is a morphism of tribes and \( A, B \in \mathcal{E} \), then the following square commutes

\[
\begin{array}{ccc}
\Gamma(A \times B, p_1) & \to & \Gamma FA \times FB, F(p_1) \\
\downarrow & & \downarrow \\
\mathcal{E}(A, B) & \to & \mathcal{E}'(FA, FB)
\end{array}
\]

where the horizontal maps are induced by \( F \). The top map of the square is surjective, since \( F \) is generous by hypothesis. Hence the bottom map is surjective, since the vertical maps are bijective. This proves that \( F \) is full.

**Proposition 3.6.14.** If \( u : A \to B \) is an anodyne map in a tribe \( \mathcal{E} \), then the base change functor \( u^* : \mathcal{E}(B) \to \mathcal{E}(A) \) is generous.

**Proof.** Let us show that the map \( \Gamma(E, g) \to \Gamma(u^*E, u^*(g)) \) induced by \( u^* \) is surjective for any fibration \( g : (E, p) \to (C, q) \) in \( \mathcal{E}(B) \). The top square of the following diagram is cartesian by Lemma 5.3.1.

\[
\begin{array}{ccc}
u^*(E) & \to & E \\
\downarrow \quad \quad \quad \downarrow \quad \quad \quad \downarrow \\
u^*(g) & \to & g \\
\downarrow \quad \quad \quad \downarrow \\
u^*(C) & \to & C \\
\downarrow \quad \quad \quad \downarrow \\
A & \to & B
\end{array}
\]
The map $u_C$ is anodyne by base change, since $u$ is anodyne and $q$ is a fibration. If $s : u^*(C) \to u^*(E)$ is a section of the fibration $u^*(g)$, then the following square commutes, since $g \circ u_E \circ s = u_C \circ u^*(g) \circ s = u_C$.

\[
\begin{array}{ccc}
  u^*(C) & \xrightarrow{u_E \circ s} & E \\
  u_C \downarrow & & \downarrow g \\
  C & \xrightarrow{\iota} & C
\end{array}
\]

Hence the square has a diagonal filler $s' : C \to E$. We have $s' \in \Gamma(E,g)$ since $g \circ s' = 1_C$. Moreover, the following square commutes, since $u_C \circ s' = s \circ u_E$.

\[
\begin{array}{ccc}
  u^*(C) & \xrightarrow{u_E} & E \\
  s \downarrow & & \downarrow s' \\
  u^*(C) & \xrightarrow{u_C} & C
\end{array}
\]

Thus, $u^*(s') = s$. This shows that the map $\Gamma(E,g) \to \Gamma(u^*E, u^*(g))$ induced by $u^*$ is surjective. Let us show that for every object $(Y, q) \in \mathcal{E}(A)$ there exists an object $(X, p) \in \mathcal{E}(B)$ together with an anodyne map $(Y, q) \to u^*(X, p)$. For this, let us factor the map $uq : Y \to B$ as an anodyne map $v : Y \to X$ followed by a fibration $p : X \to B$.

\[
\begin{array}{ccc}
  Y & \xrightarrow{u} & X \\
  q \downarrow & & \downarrow p \\
  A & \xrightarrow{u} & B
\end{array}
\]

By pulling back the fibration $p : X \to B$ along $u$, we obtain the following diagram

\[
\begin{array}{ccc}
  Y & \xrightarrow{(q, v)} & u^*(X) \\
  q \downarrow & & \downarrow p_2 \\
  A & \xrightarrow{u} & B
\end{array}
\]

\[
\begin{array}{ccc}
  (q, v) & \xrightarrow{u^*(X)} & X \\
  q \downarrow & & \downarrow p \\
  A & \xrightarrow{u} & B
\end{array}
\]

The projection $p_2$ is anodyne by base change, since $u$ is anodyne and $p$ is a fibration. Hence the map $(q, v)$ is anodyne by Lemma 3.1.3. But the adjunction $\Sigma_A \dashv \Pi_A$ coincides with the canonical bijection $\Gamma(A \times B, p_1) \simeq \mathcal{E}(A, B)$. We shall denote by $\pi_0\Gamma(E,p)$ the quotient of $\Gamma(E,p)$ by the fibrewise homotopy relation.

**Lemma 3.6.15.** If $A$ and $B$ are two objects of a tribe $\mathcal{E}$, then the canonical bijection $\Gamma(A \times B, p_1) \simeq \mathcal{E}(A, B)$ respects the homotopy relation. It thus induces a bijection $\pi_0\Gamma(A \times B, p_1) \simeq \pi_0\mathcal{E}(A, B)$.

**Proof.** The functor $\Sigma_A : \mathcal{E}(A) \to \mathcal{E}$ is left adjoint to the functor $e_A : \mathcal{E} \to \mathcal{E}(A)$ and we have $\Sigma_A(1_A) = A$, where $1_A = (A, 1_A)$ is the terminal object of $\mathcal{E}(A)$. If $B \in \mathcal{E}$, then the bijection $\hom_A(1_A, e_A(B)) \simeq \hom(\Sigma_A(1_A), B)$ defined by the adjunction $\Sigma_A \dashv e_A$ coincide with the canonical bijection $\Gamma(A \times B, p_1) \simeq \mathcal{E}(A, B)$.

We say that two section $s,t \in \Gamma(E,p)$ of a fibration $p : E \to A$ are *fibrewise homotopic* if the morphism $s,t : (A, 1_A) \to (E, p)$ are homotopic in the tribe $\mathcal{E}(A)$. We shall denote by $\pi_0\Gamma(E,p)$ the quotient of $\Gamma(E,p)$ by the fibrewise homotopy relation.

**Lemma 3.6.15.** If $A$ and $B$ are two objects of a tribe $\mathcal{E}$, then the canonical bijection $\Gamma(A \times B, p_1) \simeq \mathcal{E}(A, B)$ respects the homotopy relation. It thus induces a bijection $\pi_0\Gamma(A \times B, p_1) \simeq \pi_0\mathcal{E}(A, B)$.

**Proof.** The functor $\Sigma_A : \mathcal{E}(A) \to \mathcal{E}$ is left adjoint to the functor $e_A : \mathcal{E} \to \mathcal{E}(A)$ and we have $\Sigma_A(1_A) = A$, where $1_A = (A, 1_A)$ is the terminal object of $\mathcal{E}(A)$. If $B \in \mathcal{E}$, then the bijection $\hom_A(1_A, e_A(B)) \simeq \hom(\Sigma_A(1_A), B)$ defined by the adjunction $\Sigma_A \dashv e_A$ coincide with the canonical bijection $\Gamma(A \times B, p_1) \simeq \mathcal{E}(A, B)$. But the adjunction $\Sigma_A \dashv e_A$ induces an adjunction $Ho(\Sigma_A) \dashv Ho(e_A)$ by Proposition 3.5.2. Hence the bijection $\hom_A(1_A, e_A(B)) \simeq \hom(\Sigma_A(1_A), B)$ induces a bijection $\pi_0\hom_A(1_A, e_A(B)) \simeq \pi_0\hom(\Sigma_A(1_A), B)$. This shows that the bijection $\Gamma(A \times B, p_1) \simeq \mathcal{E}(A, B)$ induces a bijection $\pi_0\Gamma(A \times B, p_1) \simeq \pi_0\mathcal{E}(A, B)$.
Lemma 3.6.16. Let \( F : \mathcal{E} \to \mathcal{E}' \) be a morphism of tribes. If the map
\[
\pi_0 \Gamma(E, p) \to \pi_0 \Gamma(FE, F(p))
\]
induced by \( F \) is surjective for every fibration \( p : E \to A \) in \( \mathcal{E} \), then the functor
\[
Ho(F) : Ho(\mathcal{E}) \to Ho(\mathcal{E}')
\]
is fully faithful.

Proof. The commutative square (48) induces a commutative square
\[
\pi_0 \Gamma(A \times B, p_1) \longrightarrow \pi_0 \Gamma(FA \times FB, F(p_1)) \\
\downarrow \quad \downarrow \\
\pi_0 \mathcal{E}(A, B) \longrightarrow \pi_0 \mathcal{E}'(FA, FB)
\]
The top map of the square is surjective by the hypothesis on \( F \). Hence the bottom map is surjective, since the vertical maps are bijective by Lemma 3.6.15. This shows that the functor \( Ho(F) \) is full. Let us show that it is faithful. Let \( f, g : A \to B \) be two maps in \( \mathcal{E} \) and suppose that the maps \( F(f), F(g) : FA \to FB \) are homotopic. If \((PB, \partial_0, \partial_1, \sigma)\) is a path object of \( B \), then the maps \( f \) and \( g \) are homotopic if and only if the fibration \( p_1 : E \to A \) defined by the following pullback square has a section
\[
\begin{array}{ccc}
E & \xrightarrow{p_2} & PB \\
\downarrow{p_1} & & \downarrow{\langle \partial_0, \partial_1 \rangle} \\
A & \xrightarrow{\langle f, g \rangle} & B \times B
\end{array}
\]
The image by the functor \( F \) of the square (49) is a pullback square of the same nature, since \( (F(PB), F(\partial_0), F(\partial_1), F(\sigma)) \) is a path object for \( FB \) by Lemma 3.3.9.

Hence the fibration \( F(p_1) : FE \to FA \) has a section, since the maps \( F(f), F(g) : FA \to FB \) are homotopic by hypothesis. But the map \( \pi_0 \Gamma(E, p_1) \to \pi_0 \Gamma(FE, F(p_1)) \) induced by \( F \) is surjective by the hypothesis on \( F \). Thus, \( \Gamma(E, p_1) \neq \emptyset \) and this shows that \( f \) is homotopic to \( g \). We have proved that the functor \( Ho(F) \) is faithful.

Proposition 3.6.17. A generous morphism of tribes is a weak equivalence.

Proof. Let \( F : \mathcal{E} \to \mathcal{E}' \) be a generous morphism of tribes. The functor \( Ho(F) : Ho(\mathcal{E}) \to Ho(\mathcal{E}') \) is fully faithful by Proposition 3.6.16. Let us show that it is essentially surjective. For every object \( Y \in \mathcal{E}' \) there exists an object \( X \in \mathcal{E} \) together with an anodyne map \( u : Y \to FX \), since \( F \) is generous. But \( u \) is invertible in the homotopy category \( Ho(\mathcal{E}') \) by 3.3.6. Hence the functor \( Ho(F) \) is essentially surjective.
Corollary 3.6.18. If \( u : A \to B \) is an anodyne map in a tribe \( \mathcal{E} \), then the base change functor \( u^* : \mathcal{E}(B) \to \mathcal{E}(A) \) is a weak equivalence of tribes.

**Proof.** This follows from Proposition 3.6.14 and Proposition 3.6.17.

Proposition 3.6.19. If \( f : A \to B \) is a map in a tribe \( \mathcal{E} \), then the functor \( \text{Ho}(f^*) : \text{Ho}(\mathcal{E}(B)) \to \text{Ho}(\mathcal{E}(A)) \) has a left adjoint
\[
\tilde{\Sigma}_f : \text{Ho}(\mathcal{E}(A)) \to \text{Ho}(\mathcal{E}(B))
\]

**Proof.** Let us choose an AF-factorisation \( f = pu : A \to C \to B \). Then the functor \( \text{Ho}(f^*) \) is isomorphic to the functor \( \text{Ho}(u^*)\text{Ho}(p^*) \), since the functor \( f^* \) is isomorphic to the functor \( u^*p^* \) by Proposition 1.1.14. The functor \( \text{Ho}(p^*) \) has a left adjoint \( \text{Ho}(\Sigma_p) \) by Proposition 3.5.2, since \( p \) is a fibration. The functor \( \text{Ho}(u^*) \) has has a pseudo-inverse \( W \) by Corollary 3.6.18, since \( u \) is anodyne. It follows that the functor \( \text{Ho}(f^*) = \text{Ho}(u^*)\text{Ho}(p^*) \) has a left adjoint \( \tilde{\Sigma}_f = \text{Ho}(\Sigma_p)W \).

Proposition 3.6.20. If \( f : A \to B \) and \( g : B \to C \) are two maps in a tribe, then \( \tilde{\Sigma}_{gf} \simeq \tilde{\Sigma}_g\tilde{\Sigma}_f \).

**Proof.** We have \( \text{Ho}((gf)^*) \simeq \text{Ho}(f^*)\text{Ho}(g^*) \), since we have \( (gf)^* \simeq f^*g^* \). The result follows from the adjunctions
\[
\tilde{\Sigma}_f \vdash \text{Ho}(f^*), \quad \tilde{\Sigma}_g \vdash \text{Ho}(g^*) \quad \text{and} \quad \tilde{\Sigma}_{gf} \vdash \text{Ho}((gf)^*)
\]

Proposition 3.6.21. If two maps \( f,g : A \to B \) in a tribe \( \mathcal{E} \) are homotopic, then the functors
\[
\text{Ho}(f^*),\text{Ho}(g^*) : \text{Ho}(\mathcal{E}(B)) \to \text{Ho}(\mathcal{E}(A))
\]
are isomorphic.

**Proof.** If \( PB = (PB,\partial_0,\partial_1,\sigma) \) be a path object for \( B \), then the following diagram of maps commutes:
Hence the following diagram of functors commutes up to natural isomorphisms by Proposition 3.6.14.

\[
\begin{array}{ccc}
\mathcal{E}(B) & \xrightarrow{\sigma^*} & \mathcal{E}(PB) \\
\downarrow{\partial^*_0} & & \downarrow{\partial^*_1} \\
\mathcal{E}(B) & \xrightarrow{\tau^*} & \mathcal{E}(B)
\end{array}
\]

This shows that \(\sigma^*\partial^*_0 \simeq Id \simeq \sigma^*\partial^*_1\). A fortiori we have \(Ho(\sigma^*)Ho(\partial^*_0) \simeq Ho(\sigma^*)Ho(\partial^*_1)\). But the functor \(Ho(\sigma^*)\) is an equivalence of categories by 3.6.17 since \(\sigma\) is anodyne. It follows that \(Ho(\partial^*_0) \simeq Ho(\partial^*_1)\). If \(h : A \to PB\) is a homotopy \(f \sim g\), then \(\partial_0 h = f\) and \(\partial_1 h = g\). Hence we have \(f^* \simeq h^*\partial^*_0\) and \(g^* \simeq h^*\partial^*_1\) by Proposition 1.1.14. It follows that

\[
Ho(f^*) \simeq Ho(h^*)Ho(\partial^*_0) \simeq Ho(h^*)Ho(\partial^*_1) \simeq Ho(g^*).
\]

\[\square\]

**Theorem 3.6.22.** A map \(f : A \to B\) is a homotopy equivalence if and only if the functor \(f^* : \mathcal{E}(B) \to \mathcal{E}(A)\) is a weak equivalence of tribes.

**Proof.** (\(\Rightarrow\)) The map \(f : A \to B\) has a homotopy inverse \(g : B \to A\) by hypothesis. By definition, we have \(gf \sim 1_A\) and \(fg \sim 1_B\). It then follows from Proposition 3.6.21 that we have \(Ho((gf)^*) \simeq Id\) and \(Ho((fg)^*) \simeq Id\). But we have

\[
Ho((gf)^*) \simeq Ho(f^*g^*) = Ho(f^*)Ho(g^*) \quad \text{and} \quad Ho((fg)^*) \simeq Ho(g^*f^*) = Ho(g^*)Ho(f^*)
\]

by Proposition 1.1.14. It follows that \(Ho(f^*)Ho(g^*) \simeq Id\) and \(Ho(g^*)Ho(f^*) \simeq Id\). This shows that the functor \(Ho(f^*)\) is an equivalence of categories. (\(\Leftarrow\)) Let us choose an \(AF\)-factorisation \(f = pu : A \to C \to B\). Then the functor \(Ho(f^*)\) is isomorphic to the functor \(Ho(u^*)Ho(p^*)\). But the functor \(Ho(\sigma^*)\) is an equivalence of categories by Corollary 3.6.18 since \(\sigma\) is anodyne. Hence the functor \(Ho(p^*)\) is an equivalence of categories by 3-for-2, since the functor \(Ho(w^*)Ho(p^*) \simeq Ho(f^*)\) is an equivalence of categories by hypothesis. The functor \(Ho(p^*) : Ho(\mathcal{E}(B)) \to (\mathcal{E}(C))\) has a left adjoint \(Ho(\Sigma_p) : Ho(\mathcal{E}(C)) \to Ho(\mathcal{E}(B))\) by Theorem 3.5.2 since \(p\) is a fibration. The functor \(Ho(\Sigma_p)\) is an equivalence of categories, since the functor \(Ho(p^*)\) is an equivalence of categories. Hence the object \(Ho(\Sigma_p)(C,1_C)\) is terminal in \(Ho(\mathcal{E}(B))\), since the object \((C,1_C)\) is terminal object of \(Ho(\mathcal{E}(C))\) by Proposition 3.3.15. This shows that the object \((C,p) = \Sigma_p(C,1_C)\) is contractible. It then follows by Proposition 3.5.7 that the map \(p : C \to B\) is a homotopy equivalence. But the map \(u : A \to C\) is a homotopy equivalence by Proposition 3.3.6 since \(\sigma\) is anodyne. It follows by 3-for-2 that \(f = pu\) is a homotopy equivalence. \[\square\]

**Definition 3.6.23.** We say that a morphism of tribes \(F : \mathcal{E} \to \mathcal{E}'\) is **homotopically conservative** (in short, **h-surjective**) if the functor \(Ho(F) : Ho(\mathcal{E}) \to Ho(\mathcal{E}')\) is conservative. Similarly we say that \(F\) is **homotopically surjective** (in short, **h-surjective**) if the functor \(Ho(F)\) is essentially surjective.

By definition, a morphism of tribes \(F : \mathcal{E} \to \mathcal{E}'\) is h-conservative if and only if it reflects homotopy equivalences. The morphism of tribes \(F\) is h-surjective if and only if for every object \(Y \in \mathcal{E}'\) there exists an object \(X \in \mathcal{E}\) together with a homotopy equivalence \(Y \to FX\).

Recall that if \(F : \mathcal{E} \to \mathcal{E}'\) is a morphism of tribes, then so is the functor \(F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA)\) induced by \(F\) for each object \(A \in \mathcal{E}\) by Proposition 3.1.14.
Lemma 3.6.24. If a morphism of tribes $F : \mathcal{E} \to \mathcal{E}'$ is h-conservative, then so is the morphism $F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA)$ for every object $A \in \mathcal{E}$.

Proof. We shall use the following commutative square of functors.

\[ \begin{array}{ccc} \mathcal{E}(A) & \xrightarrow{F(A)} & \mathcal{E}'(FA) \\ \Sigma_A \downarrow & & \downarrow \Sigma_{FA} \\ \mathcal{E} & \xrightarrow{F} & \mathcal{E}' \end{array} \]

The horizontal functors preserve homotopy equivalences by Corollary 3.3.11. The vertical functors preserve and reflect homotopy equivalences by Proposition 3.5.4. Hence the functor $F(A)$ reflects homotopy equivalences, since the functor $F$ reflects homotopy equivalences by hypothesis.

Proposition 3.6.25. If a morphism of tribes $F : \mathcal{E} \to \mathcal{E}'$ is generous, then so is the morphism of tribes $F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA)$ for every object $A \in \mathcal{E}$.

Proof. Let us show that the morphism of tribes $F(A)$ is full on sections of every fibration in $\mathcal{E}(A)$. Every fibration in $\mathcal{E}(A)$ is of the form $p : (E, fp) \to (B, f)$, where $p : E \to B$ and $f : B \to A$ are fibrations in $\mathcal{E}$. Every section $s : B \to E$ of $p : E \to B$ defines a section $s : (B, f) \to (E, fp)$ of $p : (E, fp) \to (B, f)$ and conversely. Moreover, the following square commutes by functoriality

\[ \begin{array}{ccc} \Gamma(E, p) & \xrightarrow{\Gamma(F(E, F(p)))} & \Gamma(F(E, F(p))) \\ \downarrow & & \downarrow \\ \Gamma((E, fp), p) & \xrightarrow{-} & \Gamma((FE, F(fp)), F(p)) \end{array} \]

The top map of the square is surjective, since $F$ is full on sections of every fibration. Hence the bottom map of the square is surjective. This shows that the morphism of tribes $F(A)$ is full on sections of every fibration. It remains to show that for every object $(Y, q) \in \mathcal{E}'(FA)$, there exists an object $(X, p) \in \mathcal{E}(A)$ together with an anodyne map $u : (Y, q) \to (FX, F(p))$. In other words, it remains to show that for every fibration $q : Y \to FA$ in $\mathcal{E}'$ there exists a fibration $p : X \to A$ in $\mathcal{E}$ together with an anodyne map $u : Y \to FX$ such that $F(p)u = q$. But there exists an object $E \in \mathcal{E}$ together with an anodyne map $v : Y \to FE$, since $F$ is generous. The map $q : Y \to FA$ can be extended along $v$ as a map $q' : FE \to FA$, since $v$ is anodyne. There is then a map $g : E \to A$ such that $F(g) = q'$, since $F$ is full. Let us choose an AF-factorisation $g = pw : E \to X \to A$. The map $F(w) : FE \to FX$ is anodyne, since $F$ is a morphism of tribes. Hence map $u = \text{def} \ F(w)v : Y \to FX$ is an anodyne, since $v$ is anodyne. Moreover, we have $F(p)u = F(p)F(w)v = F(pw)v = F(g)v = q'v = q$.

Corollary 3.6.26. If $F : \mathcal{E} \to \mathcal{E}'$ is generous, then for every fibration $q : Y \to FA$ in $\mathcal{E}'$, there exists a fibration $p : X \to A$ in $\mathcal{E}$ together with an anodyne map $u : Y \to FX$ such that $F(p)u = q$.

\[ \begin{array}{ccc} Y & \xrightarrow{u} & FX \\ \downarrow q & & \downarrow F(p) \\ FA & \xrightarrow{F(p)} & \end{array} \]

Proof. The functor $F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA)$ is generous by Lemma 3.6.23. Thus, for every object $(Y, q) \in \mathcal{E}'(FA)$, there exists an object $(X, p) \in \mathcal{E}(A)$ together with an anodyne map $u : (Y, q) \to (FX, F(p))$. 
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Theorem 3.6.27. A morphism of tribes $F : \mathcal{E} \to \mathcal{E}'$ is a weak equivalence if and only if the following two conditions are satisfied:

- $F$ is $h$-conservative;
- the morphism $F(A) : \mathcal{E}(A) \to \mathcal{E}'(FA)$ induced by $F$ is $h$-surjective for every object $A \in \mathcal{E}$.

Proof. ($\Rightarrow$) The functor $Ho(F)$ is conservative, since it is an equivalence of categories. Thus, $F$ $h$-conservative. Let us show that the functor $Ho(F(A))$ is essentially surjective for every object $A \in \mathcal{E}$. If $q : Y \to FA$ is a fibration in $\mathcal{E}'$, then there exists an object $E \in \mathcal{E}$ together with a homotopy equivalence $v : Y \to FE$, since the functor $Ho(F)$ is essentially surjective. If $v' : FE \to Y$ is homotopy inverse to $v$, then there is a map $g : E \to A$, such that $F(g)$ is homotopic to $qv' : FE \to FA$, since the functor $Ho(F)$ is full. The map $F(g)v : Y \to FA$ is then homotopic to $q$, since $F(g)$ is homotopic to $qv'$. Hence the following triangle commutes up to homotopy,

Let us choose a factorization $g = pw : E \to X \to A$ with $w$ a homotopy equivalence and $p$ a fibration.

The map $F(p)$ is a fibration, since $p$ is a fibration. The following triangle commutes up to homotopy, since $F(p)F(w)v = F(pw)v = F(g)v \sim q$.

It then follows from Lemma 3.4.5 that there exists a map $u : Y \to FX$ homotopic to $F(w)v$ such that $F(p)u = q$.

The map $F(w)$ is a homotopy equivalence, since $w$ is a homotopy equivalence. Thus, $F(w)v$ is a homotopy equivalence, since $v$ is a homotopy equivalence. It follows that $u$ is a homotopy equivalence, since $u$ is homotopic to $F(w)v$. Moreover,
the morphism \( u : (Y,q) \to (FX,F(p)) \) is a fibrewise homotopy equivalence in \( E'(FA) \) by \[ \text{Lemma 3.6.24} \] since \( u : Y \to FX \) is a homotopy equivalence in \( E' \). This shows that the functor \( Ho(F(A)) \) is essentially surjective. \((\Leftarrow)\) Let us show that the functor \( Ho(F) \) is an equivalence of categories. For this, let us first verify that the morphism of tribes \( F(A) : E(A) \to E'(FA) \) satisfies the same hypothesis as the functor \( F \) for every object \( A \in E \). The morphism of tribes \( F(A) \) is h-conservative by Lemma \[ \text{3.6.24} \] since \( F \) is h-conservative. For every object \( (E,p) \in E(A) \), we have \( (F(A))_{(E,p)} = F(E) \). Hence then the morphism of tribes \( (F(A))_{(E,p)} \) is h-surjective, since the morphism of tribes \( F(E) \) is h-surjective by the hypothesis on \( F \). This shows the morphism of tribes \( F(A) \) satisfies the same hypothesis as the functor \( F \). The functor \( Ho(F) \) is essentially surjective, since \( F \) is h-surjective by hypothesis. Let us show that the \( Ho(F) \) is full. We shall first prove that for every object \( A \in E \) and every element \( b : FA \), there exists an element \( a : A \) such that \( F(a) \sim b \). For this, let us choose a factorization \( b = qv : 1 \to Y \to FA \) with \( v \) a homotopy equivalence and \( q : Y \to FA \) a fibration. Then there exists a fibration \( p : X \to A \) in \( E \) together with a homotopy equivalence \( u : Y \to FX \) such that \( F(p)u = q \), since the functor \( F(A) \) is h-surjective,

\[
\begin{array}{c}
Y \\
v \downarrow \quad \downarrow u \\
1 \quad FX \\
\quad \downarrow b \downarrow F(p) \\
FA
\end{array}
\]

The map \( uv : 1 \to FX \) is a homotopy equivalence, since \( u \) and \( v \) are equivalence. Hence the object \( FX \) is contractible. It follows that \( X \) is contractible, since \( F \) reflects homotopy equivalences. Hence there exists an element \( x_0 : X \). Let us put \( a = px_0 \). The map \( F(x_0) : 1 \to FX \) is homotopic to the map \( uv : 1 \to FX \), since \( FX \) is contractible. Hence the element \( F(a) = F(px_0) = F(p)F(x_0) \) is homotopic to the element \( F(p)uv = b \). This shows that there exists an element \( a : A \) such that \( F(a) \sim b \). Let us now show that the functor \( Ho(F) \) is full. We saw above that the functor \( F(A) : E(A) \to E'(FA) \) satisfies the same hypothesis as the functor \( F \). If apply the result just proved to the functor \( F(A) \) instead of \( F \), we obtain that if \( p : E \to A \) is a fibration in \( E \) and \( b : FA \to FE \) is a section of \( F(p) : FE \to FA \), then there exist a section \( a : A \to E \) of the fibration \( p : E \to A \) such that \( F(a) \) is fibrewise homotopic to \( b \). It then follows from Proposition \[ \text{3.6.10} \] that the functor \( Ho(F) \) is fully faithful. \[ \square \]

**Corollary 3.6.28.** If \( F : E \to E' \) is a weak equivalence of tribes, then so is the morphism of clans \( F(A) : E(A) \to E'(FA) \) for every object \( A \in E \).

**Proof.** The morphism of clans \( F(A) : E(A) \to E'(FA) \) is h-conservative by Lemma \[ \text{3.6.24} \]. Moreover, the morphism of clans \( (F(A))_{(E,p)} = F(E) \) is h-surjective for every object \( (E,p) \in E(A) \) by Theorem \[ \text{3.6.27} \]. It then follows by the same theorem that \( F(A) \) is a weak equivalence. \[ \square \]

### 3.7 Truncated types

There is a notion of homotopy cartesian square in a tribe, since there is a notion of homotopy cartesian square in any Brown fibration category. See Definition \[ \text{6.2.1} \].

**Definition 3.7.1.** A map \( u : A \to B \) in a tribe is said to be a **homotopy monomorphism**, if the following square is homotopy cartesian

\[
\begin{array}{ccc}
A & \to & A \\
\downarrow & & \downarrow u \\
A & \to & B
\end{array}
\]

A fibration \( u : A \to B \) is homotopy monic if and only if its diagonal \( A \to A \times_B A \) is a homotopy equivalence.
Definition 3.7.2. An object $A$ in a tribe is say to be a mere proposition if the map $A \to 1$ is homotopy monic.

Proposition 3.7.3. If $(PA, \partial_0, \partial_1, \sigma)$ is a path object for $A$, then the following conditions are equivalent:

1. The object $A$ is a mere proposition;
2. the diagonal $\delta_A := (1_A, 1_A) : A \to A \times A$ is a homotopy equivalence;
3. The map $A \to 1$ is monic in the homotopy category;
4. the fibration $(\partial_0, \partial_1) : PA \to A \times A$ is trivial;
5. the fibration $(\partial_0, \partial_1) : PA \to A \times A$ has a section.

Proof. $(1 \iff 2 \iff 3)$ The map $A \to 1$ is homotopy monic if and only if the diagonal $\delta_A : A \to A \times A$ is a homotopy equivalence if and only if the map $A \to 1$ is monic in the homotopy category. $(2 \iff 4)$ The map $\sigma : A \to PA$ is a homotopy equivalence by 3.3.6, since it is anodyne. But we have $(\partial_0, \partial_1)\sigma = \delta_A$, so

$$
\begin{array}{ccc}
\sigma & \downarrow \scriptstyle{(\partial_0, \partial_1)} \\
A & \rightarrow & A \times A \\
\delta_A & \downarrow \\
A \times A & \end{array}
$$

It follows by 3-for-2 that $\delta_A$ is a homotopy equivalence if and only if the map $(\partial_0, \partial_1)$ is a homotopy equivalence $(4 \Rightarrow 5)$ A trivial fibration has a section by 3.4.7 $(5 \Rightarrow 3)$ A section $H : A \times A \to PA$ of the map $(\partial_0, \partial_1)$ is a homotopy between the projections $p_1, p_2 : A \times A \to A$. Thus, $[p_1] = [p_2]$ in the homotopy category. It follows that the map $A \to 1$ is monic in the homotopy category.

Definition 3.7.4. We shall say that a class $\mathcal{M}$ of maps in a category $\mathcal{E}$ is closed under right cancellation for every commutative triangle

$$
\begin{array}{ccc}
X & \overset{f}{\longrightarrow} & Y \\
\downarrow{\scriptstyle{h}} & & \downarrow{\scriptstyle{g}} \\
Z & \overset{g}{\longrightarrow} & W \\
\end{array}
$$

if $h \in \mathcal{M}$ and $g \in \mathcal{M}$, then $f \in \mathcal{M}$.

Proposition 3.7.5. The class of homotopy monomorphisms is closed under composition and right cancellation.

Proof. Left to the reader.

Proposition 3.7.6. A morphism of tribes $F : \mathcal{E} \to \mathcal{E}'$ takes homotopy monomorphisms to homotopy monomorphisms.

Proof. Left to the reader.

Obviously, every contractible object $A$ is a $(-1)$-truncated, since the map $A \to 1$ is invertible in the homotopy category.

Lemma 3.7.7. A mere proposition $A$ is contractible if and only if there exists a map $a : 1 \to A$. 
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Proof. The necessity is clear. Conversely, let us show that the maps \( a : 1 \to A \) and \( t_A : A \to 1 \) are mutually inverses in the homotopy category. We have \( t_A a = 1 \), since the object \( 1 \) is terminal. Hence we have \( t_A a t_A = t_A = t_A 1_A \).

Let \( e_A : \mathcal{E} \to \mathcal{E}(A) \) be the base change functor defined by putting \( e_A(X) = (X \times A, p_2) \).

Lemma 3.7.8. An object \( A \) in a tribe \( \mathcal{E} \) is a mere proposition if and only if the object \( e_A(A) = (A \times A, p_2) \) is contractible.

Proof. \((\Rightarrow)\) If \( A \) is a mere proposition, then so is the object \( e_A(A) \) by Proposition 3.7.6, since the functor \( e_A : \mathcal{E} \to \mathcal{E}(A) \) is a morphism of tribes by Proposition 3.1.13. But the diagonal \( \Delta_A : A \to A \times A \) is a map \( \delta_A : \top_A \to e_A(A) \). Thus, \( e_A(S) \) is contractible. \((\Leftarrow)\) If \( e_A(A) \) is contractible, then the map \( \delta_A : \top_A \to e_A(A) \) is a homotopy equivalence. It then follows by Theorem 3.5.4 that the map \( \Delta_A = \Sigma_A(\delta_A) \) is a homotopy equivalence.

Definition 3.7.9. We say that a class \( M \) of maps in a tribe \( \mathcal{E} \) is closed under homotopy base changes if for any homotopy cartesian square

\[
\begin{array}{ccc}
X & \longrightarrow & Y \\
\downarrow f & & \downarrow g \\
A & \longrightarrow & B
\end{array}
\]

with \( g \in M \), we have \( f \in M \).

Definition 3.7.10. We say that a class \( M \) of maps in a tribe \( \mathcal{E} \) is docile if the following two conditions hold:

1. Every homotopy equivalence belongs to \( M \);
2. \( M \) is closed under homotopy base changes;
3. If \( w \) is a homotopy equivalence and \( gw \in M \), then \( g \in M \)

For example, the class of homotopy equivalences is docile. We shall see below in 3.7.14 that the class of homotopy monomorphisms is docile.

Lemma 3.7.11. Let \( M \) be a docile class of maps in a tribe \( \mathcal{E} \). Suppose that the horizontal maps of the following commutative square are homotopy equivalences:

\[
\begin{array}{ccc}
A' & \longrightarrow & A \\
\downarrow f' & & \downarrow f \\
B' & \longrightarrow & B
\end{array}
\]

Then \( f' \in M \iff f \in M \)

Proof. \((\Rightarrow)\) The square is homotopy cartesian by Lemma 3.2.3 since the horizontal maps are homotopy equivalences. Thus, \( f \in M \Rightarrow f' \in M \), since \( M \) is closed under homotopy base changes. Conversely, if \( f' \in M \) let us show that \( f \in M \). We shall first consider the case where \( f \) is a fibration and the square \( 51 \) is cartesian. The map \( f' \) is then a
fibration, since $f$ is a fibration. The map $w$ has a homotopy inverse $h : B \to B'$, since it is a homotopy equivalence. Consider the following diagram of cartesian squares

$$
\begin{array}{ccc}
B \times_{B'} A' & \longrightarrow & A' \\
p_1 & \downarrow & \downarrow f \\
B & \longleftarrow & B'
\end{array}
\quad
\begin{array}{ccc}
A' & \longrightarrow & A \\
\downarrow v & & \downarrow u \\
B' \times_{B} E & \longrightarrow & E \\
p_1 & \downarrow & \downarrow g \\
B' & \longleftarrow & B
\end{array}
$$

We have $(wh)^*(A, f) = (B \times_{B'} A', p_1)$, since the composite of the two squares is cartesian. But $p_1 \in \mathcal{M}$, since $f' \in \mathcal{M}$ and the left hand square is (homotopy) cartesian. The map $wh : B \to B$ is homotopic to the identity, since $w$ and $h$ are homotopy inverses. Hence the functor $(wh)^* : Ho(E(B)) \to Ho(E(B))$ is isomorphic to the identity functor by Proposition 3.6.21. It follows that the object $(B \times_{B'} A', p_1)$ of $E(B)$ is homotopically equivalent to the object $(A, f)$. Hence there exists a homotopy equivalence $e : A \to B \times_{B'} A'$ such that $p_1 e = f$. Thus, $f \in \mathcal{M}$ by the part ($\Rightarrow$) of the proof, since $p_1 \in \mathcal{M}$. We can now prove the implication $f' \in \mathcal{M} \Rightarrow f \in \mathcal{M}$ in the general case by reducing it to the special case. For this, let us choose a factorisation $f = gu : A \to E \to B$, with $u$ a homotopy equivalence and $g$ a fibration. Consider the following diagram with a pullback square:

```
\begin{array}{ccc}
A' & \longrightarrow & A \\
\downarrow v & & \downarrow u \\
B' \times_{B} E & \longrightarrow & E \\
p_1 & \downarrow & \downarrow g \\
B' & \longleftarrow & B
\end{array}
```

The map $p_2$ is a homotopy equivalence by Corollary 3.5.7, since $w$ is a homotopy equivalence and $g$ is a fibration. Hence the map $(f', uv)$ is a homotopy equivalence by 3-for-2, since the top square of the diagram commutes and the maps $v, u$ and $p_2$ are homotopy equivalences. Thus, $p_1 \in \mathcal{M}$ since since $p_1(f', uv) = f' \in \mathcal{M}$ and the class $\mathcal{M}$ is docile. It then follows by the first part of the proof that $g \in \mathcal{M}$, since $g$ is a fibration and the bottom square of the diagram is a pullback. Thus, $f \in \mathcal{M}$ by the part ($\Rightarrow$) of the proof, since $f = gu$ and $u$ is a homotopy equivalence.

Recall that a fibrant replacement of a map $f : A \to B$ is the fibration $p : E \to B$ in a factorisation $f = pu$ with $u$ a homotopy equivalence and $p$ a fibration. The homotopy diagonal $^h \Delta(f)$ of $f : A \to B$ is defined to be diagonal $E \to E \times_{B} E$ of the fibration $p : E \to B$.

**Definition 3.7.12.** Let $\mathcal{M}$ be a docile class of maps in a tribe $\mathcal{E}$. We shall denote by $D(\mathcal{M})$ the class of maps $f : A \to B$ such that $^h \Delta(f) \in \mathcal{M}$. We shall say that $D(\mathcal{M})$ is the derived class of $\mathcal{M}$.

**Proposition 3.7.13.** The derived class $D(\mathcal{M})$ of a docile class $\mathcal{M}$ is docile. Moreover, $D(\mathcal{M})$ is closed under composition (resp. right cancellation) if $\mathcal{M}$ is closed under composition (resp. right cancellation).

**Proof.** Left to the reader.

**Corollary 3.7.14.** The class of homotopy monomorphisms is docile and it is closed under composition and right cancellation.

**Proof.** A map $f : A \to B$ is a homotopy monomorphism if and only if its homotopy diagonal $^h \Delta(f)$ is a homotopy equivalence. But the class $\mathcal{J}$ of homotopy equivalences is docile and closed under composition (resp. right cancellation). It follows by Proposition 3.7.13 that the class of homotopy monomorphisms is docile and closed under composition (resp. right cancellation).
The notion of $n$-truncated map is defined by induction on $n \geq -2$.

**Definition 3.7.15.** A map $f : A \to B$ in a tribe is said to be $(-2)$-truncated if it is a homotopy equivalence. If $n \geq -1$, a map $f : A \to B$ is said to be $n$-truncated if its homotopy diagonal $h\Delta(f)$ is $(n - 1)$-truncated. We say that an object $A$ is $n$-truncated if the map $A \to 1$ is $n$-truncated.

In particular, an object is $(-2)$-truncated if and only if it is contractible. An object is $(-1)$-truncated if and only if it is a mere proposition. A $0$-truncated object is said to be discrete. A map $f : A \to B$ is $(-1)$-truncated if it is a homotopy monomorphism.

**Corollary 3.7.16.** The class of $n$-truncated maps is docile and it is closed under composition and right cancellation.

**Proof.** This follows from Proposition 3.7.13.

**Proposition 3.7.17.** A morphism of tribes $F : \mathcal{E} \to \mathcal{E}'$ takes $n$-truncated maps to $n$-truncated maps.

**Proof.** Left to the reader.

Let $e_A : \mathcal{E} \to \mathcal{E}(A)$ be the base change functor defined by putting $e_A(X) = (X \times A, p_2)$.

**Lemma 3.7.18.** An object $A$ in a tribe $\mathcal{E}$ is $n$-truncated if and only if the map $\delta_A : \top A \to e_A(A)$ is $(n - 1)$-truncated.

**Proof.** Left to the reader.

### 3.8 $\pi$-tribes

**Definition 3.8.1.** We say that a $\pi$-clan $\mathcal{E}$ is a $\pi$-tribe if it is a tribe and the internal product functor

$$\Pi_f : \mathcal{E}(A) \to \mathcal{E}(B)$$

along a fibration $f : A \to B$ takes anodyne maps to anodyne maps.

**Lemma 3.8.2.** If $\mathcal{E}$ is a $\pi$-tribe, then so is the local tribe $\mathcal{E}(A)$ for every object $A \in \mathcal{E}$.

**Proof.** Left to the reader.

Examples of $\pi$-tribes:

- The category of groupoids $\text{Grpd}$ (Hofmann and Streicher);
- The category of Kan complexes $\text{Kan}$ (Awodey-Warren, Voevodsky);
- The syntactic category of type theory with the axiom of extensionality (Gambino and Garner).

**Lemma 3.8.3.** If $\mathcal{E}$ is a $\pi$-tribe, then the internal product functor

$$\Pi_f : \mathcal{E}(A) \to \mathcal{E}(B)$$

along a fibration $f : A \to B$ is a morphism of tribes. Moreover, the functor $[A, -] : \mathcal{E} \to \mathcal{E}$ is a morphism of tribes for every object $A \in \mathcal{E}$.
Proof. The functor \( \Pi_f \) is a morphism of clans by Proposition 3.3.13. It is thus a morphism of tribes, since it takes anodyne maps to anodyne maps. Let us shows that the functor \( [A, -] \) is a morphism of tribes. By Remark 3.1.13 the functor \( [A, -] \) is the composite of the functors

\[
\begin{array}{c}
\mathcal{E} \\
\downarrow e_A \\
\mathcal{E}(A) \\
\downarrow \Pi_A \\
\mathcal{E}
\end{array}
\]

where \( e_A \) is the base change functor along the map \( A \to 1 \). The functor \( e_A \) is a morphism of tribes by 3.1.13. The functor \( \Pi_A \) is a morphism of tribes by Lemma 3.8.3. Hence the composite \( [A, -] \) is a morphism of tribes.

**Proposition 3.8.4.** If \( f : A \to B \) is a fibration in a \( \pi \)-tribe \( \mathcal{E} \), then the adjunction \( f^* : \mathcal{E}(B) \leftrightarrow \mathcal{E}(A) : \Pi_f \) induces an adjunction

\[
Ho(f^*) : Ho(\mathcal{E}(A)) \leftrightarrow Ho(\mathcal{E}(B)) : Ho(\Pi_f)
\]

**Proof.** The functor \( f^* \) is a morphism of tribes by 3.1.13, and the functor \( \Pi_f \) is a morphism of tribes by Lemma 3.8.3. Hence the adjunction \( f^* \vdash \Pi_f \) induces an adjunction \( Ho(f^*) \vdash Ho(\Pi_f) \) by Proposition 3.8.4.

**Proposition 3.8.5.** The homotopy category \( Ho(\mathcal{E}) \) of a \( \pi \)-tribe \( \mathcal{E} \) is cartesian closed. Moreover, the canonical functor \( \mathcal{E} \to Ho(\mathcal{E}) \) is cartesian closed.

**Proof.** If \( A \in \mathcal{E} \), then the functor \( E(A) := [A, -] : \mathcal{E} \to \mathcal{E} \) is right adjoint to the cartesian product functor \((-) \times A : \mathcal{E} \to \mathcal{E} \). The functor \( E(A) \) induces a functor \( Ho(E(A)) : Ho(\mathcal{E}) \to Ho(\mathcal{E}) \) by Proposition 3.3.11 since it is a morphism of tribes by Lemma 3.8.3. The induced functor \( Ho(E(A)) \) is then right adjoint to the cartesian product functor \((-) \times A : Ho(\mathcal{E}) \to Ho(\mathcal{E}) \).

**Corollary 3.8.6.** If \( \mathcal{E} \) is a \( \pi \)-tribe, then the category \( Ho(\mathcal{E}(A)) \) is cartesian closed for every object \( A \in \mathcal{E} \).

**Proof.** This follows from Proposition 3.8.4 and Lemma 3.8.2.

**Proposition 3.8.7.** \( \mathcal{E} \) is a \( \pi \)-tribe, then the functor \( Ho(f^*) : Ho(\mathcal{E}(B)) \to Ho(\mathcal{E}(A)) \) has a right adjoint

\[
\Pi_f : Ho(\mathcal{E}(A)) \to Ho(\mathcal{E}(B))
\]

for any map \( f : A \to B \).

**Proof.** Let us choose an \( AF \)-factorisation \( f = pu : A \to C \to B \). Then the functor \( Ho(f^*) \) is isomorphic to the functor \( Ho(u^*) Ho(p^*) \), since the functor \( f^* \) is isomorphic to the functor \( u^* p^* \) by Proposition 3.3.12. The functor \( Ho(p^*) \) has a right adjoint \( Ho(\Pi_p) \) by Proposition 3.8.4 since \( p \) is a fibration. The functor \( Ho(u^*) \) has a pseudo-inverse \( W \) by Corollary 3.6.13 since \( u \) is anodyne. It follows that the functor \( Ho(f^*) = Ho(u^*) Ho(p^*) \) has a right adjoint \( \Pi_f := Ho(\Pi_p) W \).

When \( f \) is a fibration, we have \( \Pi_f = Ho(\Pi_f) \) by Proposition 3.8.3.

**Proposition 3.8.8.** If \( f : A \to B \) and \( g : B \to C \) are two maps in a tribe, then \( \Pi_{gf} \simeq \Pi_g \Pi_f \).

**Proof.** We have \( Ho((gf)^*) \simeq Ho(f^*) Ho(g^*) \), since we have \( (gf)^* \simeq f^* g^* \). The result follows by using the adjunctions:

\[
Ho(f^*) \vdash \Pi_f, \quad Ho(g^*) \vdash \Pi_g \quad \text{and} \quad Ho((gf)^*) \vdash \Pi_{gf}.
\]
Definition 3.8.9. We shall say that a morphism of $\pi$-tribes $F : \mathcal{E} \to \mathcal{E}'$ is an embedding if it is fully faithful and if it reflects fibrations and anodyne maps.

Lemma 3.8.10. If a morphism of $\pi$-tribes $F : \mathcal{E} \to \mathcal{E}'$ is fully faithful and reflects fibrations, then it is an embedding.

Proof. This follows from Lemma 3.6.6.

Definition 3.8.11. If $\mathcal{E}$ is a $\pi$-tribe, we say that a sub-tribe $L \subseteq \mathcal{E}$ is $\pi$-closed if $L$ is a $\pi$-tribe and the inclusion functor $L \to \mathcal{E}$ is $\pi$-closed.

Recall from Corollary 3.6.11 that if $\mathcal{E}$ is a tribe, then the full subcategory $\mathcal{E}^c$ of contractible objects of $\mathcal{E}$ is a sub-tribe.

Proposition 3.8.12. If $\mathcal{E}$ is a $\pi$-tribe, then the sub-tribe $\mathcal{E}^c$ is $\pi$-closed.

Proof. Left to the reader.

3.9 Contractibility in a $\pi$-tribe

Recall that an object $A$ is a tribe $\mathcal{E}$ is said to be contractible if and only if the map $t_A : A \to 1$ has a homotopy inverse. But a map $a : 1 \to A$ is a homotopy inverse of the map $t_A : A \to 1$ if and only if there exists a homotopy $h : at_A \sim 1_A$; the pair $(a, h)$ is called a contraction of the object $A$.

If $A$ is an object of a $\pi$-tribe, consider the functors

$$
\mathcal{E}(A \times A) \xrightarrow{\Pi_{p_1}} \mathcal{E}(A) \xrightarrow{\Sigma_A} \mathcal{E}
$$

If $PA = (PA, \partial_0, \partial_1, \sigma)$ is a path object for $A$, then the map $(\partial_0, \partial_1) : PA \to A \times A$ is a fibration. The functor $\Pi_{p_1}$ takes the object $PA = (PA, (\partial_0, \partial_1))$ to an object $(\Pi_{p_1}(PA), p)$ and the functor $\Sigma_A$ takes the object $(\Pi_{p_1}(PA), p)$ to the object $\Pi_{p_1}(PA)$. Let us put

$$
isCont(A) := \Sigma_A \Pi_{p_1}(PA).
$$

In type theoretic notation, we have

$$
isCont(A) := \sum_{x_1:A} \prod_{x_2:A} x_1 =_A x_2,
$$

where $x_1 =_A x_2$ denotes the fiber of the map $(\partial_0, \partial_1) : PA \to A \times A$ at $(x_1, x_2) : A \times A$.

Proposition 3.9.1. (Voevodsky) The object $isCont(A)$ is a mere proposition for every object $A$. An object $A$ is contractible if and only if the object $isCont(A)$ is inhabited.

Proof. Let us first show that the set of elements of $isCont(A)$ is in bijection with the set of contractions of $A$. If $p : \Pi_{p_1}(PA) \to A$ is the structure map, then to each element $c : 1 \to \Pi_{p_1}(PA)$ corresponds an element $a = p(c) : A$ and the following triangle commutes

$$
\begin{array}{c}
1 \\
\downarrow a \\
\Pi_{p_1}(PA) \\
\downarrow c \\
A \\
\end{array}
$$

85
Thus, $c$ is a map $(1, a) \to \Pi_{p_1}(PA)$ in the category $\mathcal{E}(A)$. But $c$ corresponds by the adjunction $p_1^* \dashv \Pi_{p_1}$ to a map $h : p_1^*(1, a) \to PA$ in $\mathcal{E}(A \times A)$. But the following square is cartesian, where $t_A$ is the map $A \to 1$,

\[
\begin{array}{ccc}
A & \longrightarrow & A \times A \\
\downarrow & & \downarrow \\
1 & \longleftarrow & A
\end{array}
\]

Thus, $h : A \to PA$ and $(\partial_0, \partial_1)h = (at_A, 1_A)$. This shows that $h : at_A \sim 1_A$. Hence the pair $(a, h)$ is a contraction of $A$. The map $c \mapsto (a, h)$ so defined is obviously bijective. It follows that object $A$ is contractible if and only if the object $\text{isCont}(A)$ is inhabited. Observe also that if $A$ is contractible, then so is the object $\text{isCont}(A) = \Sigma_A \Pi_{p_1}A$ by Proposition 3.8.12. Thus, the object $\text{isCont}(A)$ is inhabited if and only if it is contractible. It remains to show that the object $\text{isCont}(A)$ is a mere proposition for any object $A$. By Lemma 3.7.8, it suffices to show that the image of the object $K := \text{isCont}(A)$ by the base change functor $e_K : \mathcal{E} \to \mathcal{E}(K)$ is contractible. By 1.5.2, object $e_K(K)$ is inhabited by the element $\delta_K : \bot_K : e_K(K)$. We have $e_K(K) = e_K(\text{isCont}(A)) = \text{isCont}(e_K(A))$ since the functor $e_K$ is a morphism of $\pi$-tribes. Hence the object $\text{isCont}(e_K(A))$ is inhabited. It follows by the argument above that the object $\text{isCont}(e_K(A))$ is contractible. Thus, $e_K(K)$ is contractible. This proves that the object $K = \text{isCont}(A)$ is a mere proposition. 

4 Simplicial tribes

4.1 Simplicial clans

We shall denote the category of simplicial sets by $\text{sSet}$ and the full sub-category of finite simplicial sets by $\text{sSet}_f$.

For the notion of simplicial category see Appendix 6.2. We shall denote the underlying category of a simplicial category $\mathcal{C}$ by $\mathcal{C}_0$. Recall that a simplicial category $\mathcal{C}$ is said to be finitely cotensored if every object $X \in \mathcal{C}$ admits a cotensor product $X^K$ by every finite simplicial set $K$. For simplicity, we shall write $X^{[n]}$ instead of $X^\Delta[n]$ and write $X^{\partial[n]}$ instead of $X^{\partial\Delta[n]}$. In particular, $X^{[0]} = X$ and $X^{\partial[0]} = 1$. Moreover, we shall write $\partial_i := X^{d_i} : X^{[n]} \to X^{[n-1]}$ and $\sigma_j := X^{s_j} : X^{[n-1]} \to X^{[n]}$ for every $i \in [n]$ and $j \in [n-1]$.

**Definition 4.1.1.** Let $\mathcal{E}$ be a simplicial category. If $\mathcal{E}$ is finitely cotensored, then a simplicial clan structure on $\mathcal{E}$ is a clan structure on $\mathcal{E}_0$ such that the following conditions hold:

- the functor $(-)^{[n]} : \mathcal{E}_0 \to \mathcal{E}_0$ is a morphism of clans for every $n \geq 0$.
- if $f : X \to Y$ is a fibration, then so is the gap map $X^{[n]} \to Y^{[n]} \times_{Y^{\partial[n]}} X^{\partial[n]}$ of the following square

$$
\begin{array}{ccc}
X^{[n]} & \to & X^{\partial[n]} \\
\downarrow^{f^{[n]}} & & \downarrow^{f^{\partial[n]}} \\
Y^{[n]} & \to & Y^{\partial[n]}
\end{array}
$$

for every $n \geq 0$.

For example, the category $\text{sSet}^{\text{op}}$ has the structure of a simplicial clan, where a map $u^o : K^o \to L^o$ is a fibration if the map $u : L \to K$ is monic. Similarly, the category $(\text{sSet}_f)^{\text{op}}$ has the structure of a simplicial clan.

**Remark 4.1.2.** If $\mathcal{E}$ is a simplicial clan, then the terminal object $1 \in \mathcal{E}_0$ is $s$-terminal. In other words, we have $\mathcal{E}(Q, 1) = 1$ for every object $Q \in \mathcal{E}$. To see this, it suffices to show that we have $\mathcal{E}(Q, 1)_n = 1$ for every $n \geq 0$. But we have $\mathcal{E}(Q, 1)_n = \mathcal{E}_0(Q, 1^{[n]})$ by definition of the cotensor product. Moreover, we have $1^{[n]} = 1$ for every $n \geq 0$, since the funtor $(-)^{[n]} : \mathcal{E}_0 \to \mathcal{E}_0$ is a morphism of clans. Thus,

$$
\mathcal{E}(Q, 1)_n = \mathcal{E}_0(Q, 1^{[n]})_0 = \mathcal{E}_0(Q, 1)_0 = 1
$$

since the object 1 is terminal in $\mathcal{E}_0$.

**Remark 4.1.3.** In a simplicial clan $\mathcal{E}$ every fibration $f : X \to B$ is $s$-carrable. To see this, we have to show that the square

$$
\begin{array}{ccc}
A \times_B X & \xrightarrow{p_2} & X \\
\downarrow^{p_1} & & \downarrow^f \\
A & \xrightarrow{g} & B
\end{array}
$$

(52)
is $s$-cartesian for every map $g : A \to B$. In other words, we have to show that the square
\[
\begin{array}{ccc}
E(Q, A \times_B X)_n & \longrightarrow & E(Q, X)_n \\
\downarrow & & \downarrow \\
E(Q, A)_n & \longrightarrow & E(Q, B)_n \\
\end{array}
\]
is cartesian for every object $Q \in \mathcal{E}$ and every $n \geq 0$. But we have $E(Q, P)_n = E_0(Q, P[n])$ for every object $P \in E_0$ by definition of the cotensor product. Moreover, the following square is cartesian
\[
\begin{array}{ccc}
E_0(Q, (A \times_B X)_n) & \longrightarrow & E_0(Q, X[n]) \\
\downarrow & & \downarrow \\
E_0(Q, A[n]) & \longrightarrow & E_0(Q, B[n]) \\
\end{array}
\]
since the functor $(-)[n] : E_0 \to E_0$ is a morphism of clans.

Let us say that a monomorphism of simplicial sets $u : A \to B$ is elementary if it is the cobase change of an inclusion $i_n : \partial \Delta[n] \to \Delta[n]$. In which case we have a pushout square
\[
\begin{array}{ccc}
\partial \Delta[n] & \longrightarrow & A \\
\downarrow & & \downarrow \\
\Delta[n] & \longrightarrow & B \\
\end{array}
\] (53)

Every monomorphism in $\text{sSet}_f$ is the composite of a finite sequence of elementary monomorphisms.

**Lemma 4.1.4.** If $X$ is an object in a simplicial clan $\mathcal{E}$ and $u : A \to B$ is a monomorphism in $\mathcal{S}_f$, then the map $X^u : X^B \to X^A$ is a fibration.

**Proof.** If the proposition is true for two monomorphisms $u : A \to B$ and $v : B \to C$ in $\mathcal{S}_f$, then it is also true for the composite $vu : A \to C$. Hence it suffices to prove the proposition in the case where $u : A \to B$ is an elementary monomorphism. From the pushout square (52) we obtain a pullback square
\[
\begin{array}{ccc}
X^B & \longrightarrow & X[n] \\
X^a & \downarrow & \downarrow \\
X^A & \longrightarrow & X^{\partial[n]} \\
\end{array}
\]
Thus, it suffices to show that the map $X^{i_n}$ is a fibration. But $X^{i_n}$ is the gap map of the following square.
\[
\begin{array}{ccc}
X[n] & \longrightarrow & X^{\partial[n]} \\
\downarrow & & \downarrow \\
1[n] & \longrightarrow & 1^{\partial[n]} \\
\end{array}
\]
where $t$ is the map $X \to 1$. Thus, $X^{i_n}$ is a fibration, since $t$ is a fibration and $\mathcal{E}$ is a simplicial clan. \qed
Proposition 4.1.5. If \( f : X \to Y \) is a fibration in a simplicial clan \( \mathcal{E} \), then the following square

\[
\begin{array}{ccc}
X^B & \xrightarrow{X^u} & X^A \\
\downarrow{f^B} & & \downarrow{f^A} \\
Y^B & \xrightarrow{Y^u} & Y^A
\end{array}
\]

is Reedy fibrant for every monomorphism \( u : A \to B \) in \( S_f \).

Proof. The composite of two Reedy fibrant squares is Reedy fibrant by Lemma 1.7.4. Thus, if the proposition is true for two monomorphisms \( u : A \to B \) and \( v : B \to C \) in \( S_f \), then it is also true for their composite \( vu : A \to C \). Hence it suffices to prove the proposition in the case where \( u : A \to B \) is an elementary monomorphism. We may suppose that \( f^A \) is a fibration by induction on the number of (non-degenerate) cells of \( A \) (the map \( f^\emptyset : 1 \to 1 \) is a fibration, since it is invertible). We shall use the following commutative cube:

The top and bottom faces of the cube are pullback squares, since the square is a pushout. The maps \( X^u, X^{i_n}, Y^u \) and \( Y^{i_n} \) are fibrations by Lemma 4.1.4. The cartesian gap map of the front face of the cube is a fibration by the hypothesis on \( \mathcal{E} \). Let us show that the cartesian gap map of the back face is a fibration. Let \( S \) be the (diagonal) square obtained by composing the back face of the cube with the bottom face. The cartesian gap map of \( S \) is equal to the cartesian gap map of the back face of the cube, since the bottom face is cartesian. Hence it suffices to show that the cartesian gap map of \( S \) is a fibration. Observe that \( S \) is also the composite of the top and front faces, since the cube commutes. Hence the square \( S \) admits the following decomposition, where \( \gamma' \) is the cartesian gap map of \( S \) and \( \gamma \) is the cartesian gap map of the front face of the cube.

\[
\begin{array}{ccc}
X^B & \xrightarrow{\gamma'} & Y'[n] \times_{Y'[\partial[n]]} X^A \\
\downarrow{f[n]} & & \downarrow{p_1} \\
X'[n] & \xrightarrow{\gamma} & Y'[n] \times_{Y'[-\partial[n]]} X'[\partial[n]] \\
\downarrow{p_2} & & \downarrow{f'[\partial[n]]} \\
Y'[n] & \xrightarrow{Y'[i_n]} & Y'[\partial[n]]
\end{array}
\]
The composite of the top squares of this diagram is the top face of the cube. Hence the top square on the left is a pullback by Lemma 5.3.1, since the top face of the cube is a pullback. It follows that \( \gamma' \) is a fibration, since \( \gamma \) is a fibration. This shows that the cartesian gap map of \( S \) is a fibration. It follows that the cartesian gap map \( \gamma'' : X^B \to Y^B \times_{Y^A} X^A \) of the back face of the cube is a fibration. It remains to show that the map \( f^A \) is a fibration. But the map \( f^A \) is a fibration by induction hypothesis. Thus, the projection \( p_1 \) in the following diagram is a fibration by base change,

\[
\begin{align*}
X^B & \xrightarrow{\gamma''} Y^B \times_{Y^A} X^A \xrightarrow{p_2} X^A \\
\downarrow & \pdownarrow \quad \downarrow p_1 \\
Y^B & \xrightarrow{\gamma''} Y^A
\end{align*}
\]

This shows that \( f^B = p_1 \gamma'' \) is a fibration.

Recall that if \( A \) is an object of a simplicial category \( C \), then the slice category \( C/A \) is simplicial. By construction, an object of \( C/A \) is an object \( X \in C \) equipped with a map \( p : X \to A \). If \( X = (X, p) \) and \( Y = (Y, q) \) are two objects of \( C/A \), then the simplicial set \( (C/A)(X, Y) \) is defined by the following pullback square of simplicial sets:

\[
\begin{array}{ccc}
(C/A)(X,Y) & \xrightarrow{p} & C(X,Y) \\
\downarrow & & \downarrow_{c(X,q)} \\
1 & \xrightarrow{p} & C(X,A)
\end{array}
\]

If \( E \) is a simplicial clan, we shall denote by \( E(A) \) the full simplicial subcategory of \( E/A \) whose objects are fibrations \( p : X \to A \).

If \( E \) is a simplicial clan, then the category \( E(A)_0 =: E_0(A) \) has the structure of a clan for every object \( A \in E \).

**Proposition 4.1.6.** If \( E \) is a simplicial clan, then so is the simplicial category \( E(A) \) for every object \( A \in E \). A map \( f : (X, p) \to (Y, q) \) in \( E(A) \) is a fibration if \( f \) is a fibration in \( E \).

**Proof.** Let us show that the functor \( (\cdot)^{[n]} : E_0(A) \to E_0(A) \) is a morphism of clans for every \( n \geq 0 \). If \( (X, p) \in E(A)_0 \), then the object \( (X, p)^{[n]} \in E(A)_0 \) is constructed by the following pullback squares

\[
\begin{array}{ccc}
(X,p)^{[n]} & \xrightarrow{p^{[n]}} & X^{[n]} \\
\downarrow & & \downarrow \delta \\
A & \xrightarrow{\delta} & A^{[n]}
\end{array}
\]

where \( \delta \) is the diagonal map. A map \( (X, p) \to (Y, q) \) in \( E_0(A) \) is a map \( f : X \to Y \) such that \( qf = p \); let us denote \( f/A \) the map \( (X, p) \to (Y, q) \) defined by \( f \). Then the map \( (f/A)^{[n]} : (X, p)^{[n]} \to (X, p)^{[n]} \) in \( E_0(A) \) is constructed by
the following diagram with two pullback squares

\[
\begin{array}{c}
(X, p)^{[n]} \ar[r] \ar[d]_{(f/A)^{[n]}} & X^{[n]} \ar[d]^{f^{[n]}} \\
(Y, q)^{[n]} \ar[r] \ar[d] & Y^{[n]} \ar[d]^{q^{[n]}} \\
A \ar[r]^{\delta} & A^{[n]}
\end{array}
\]

If \( f : X \to Y \) is a fibration in \( \mathcal{E} \), then so is the map \( f^{[n]} : X^{[n]} \to Y^{[n]} \), since \( \mathcal{E} \) is a simplicial clan. Thus, \((f/A)^{[n]} : (X, p)^{[n]} \to (X, p)^{[n]} \) is a fibration in \( \mathcal{E}_0(A) \). We leave to the reader the verification that the functor \((-)^{[n]} : \mathcal{E}_0(A) \to \mathcal{E}_0(A) \) preserves base changes of fibrations and terminal objects. It remains to show that if \( f/A : (X, p) \to (Y, q) \) is a fibration, then so is the gap map

\[
(X, p)^{[n]} \to (Y, q)^{[n]} \times_{(Y, q)^{\partial[n]}} (X, p)^{\partial[n]}
\]

of the following square for every \( n \geq 0 \).

\[
\begin{array}{c}
(X, p)^{[n]} \ar[r]^{(X, p)^{\partial[n]}} \ar[d]_{(f/A)^{[n]}} & (X, p)^{\partial[n]} \ar[d]^{(f/A)^{\partial[n]}} \\
(Y, q)^{[n]} \ar[r]^{(Y, q)^{\partial[n]}} & (Y, q)^{\partial[n]}
\end{array}
\]  

The following commutative diagram

\[
\begin{array}{c}
X^{[n]} \ar[r]^{X^{\partial[n]}} \ar[d]^{f^{[n]}} & X^{\partial[n]} \ar[d]^{f^{\partial[n]}} \\
Y^{[n]} \ar[r]^{Y^{\partial[n]}} \ar[d]^{q^{[n]}} & Y^{\partial[n]} \\
A^{[n]} \ar[r]^{A^{\partial[n]}} \ar[d] & A^{\partial[n]}
\end{array}
\]

admits the following decomposition with three pullback squares:

\[
\begin{array}{c}
X^{[n]} \ar[r]^{\gamma_0} \ar[d]_{f^{[n]}} & C \ar[r]^{\gamma_1} \ar[d] & D \ar[r]^{d} \ar[d] & X^{\partial[n]} \ar[d]^{f^{\partial[n]}} \\
Y^{[n]} \ar[r]^{\gamma_2} \ar[d]^{q^{[n]}} & E \ar[r]^{e} \ar[d] & Y^{\partial[n]} \\
A^{[n]} \ar[r]^{A^{\partial[n]}} & A^{\partial[n]}
\end{array}
\]

The base change of the maps \( X^{\partial[n]} \to Y^{\partial[n]} \to A^{\partial[n]} \) along the diagonal \( A \to A^{\partial[n]} \) is equal to the base change of the maps \( D \to E \to A^{[n]} \) along the diagonal \( A \to A^{[n]} \), since the squares \((d)\) and \((e)\) are cartesian. It follows that the
square (57) is a base change along the map $A \to A[n]$ of the square $(f)$ in the following diagram

\[
\begin{array}{ccc}
X[n] & \xrightarrow{\gamma_1 \gamma_0} & D \\
\downarrow f[n] & & \downarrow (f) \\
Y[n] & \xrightarrow{\gamma_2} & E \\
\downarrow q[n] & & \downarrow \gamma_0 \\
A[n] & & \downarrow \gamma_2 \\
\end{array}
\]  

Hence the gap map of the the square (57) is a base change of the gap map of the square $(f)$. Hence it suffices to show that the gap map of the square $(f)$ is a fibration. But $\gamma_0$ is the gap map of the square $(f)$, since the square $(c)$ of diagram (58) is cartesian. The map $\gamma_0$ is also the gap map of the square $(a)$ in the diagram (58), since the square $(d)$ is cartesian. Thus $\gamma_0$ is a fibration, since $E$ is a simplicial clan. We have proved that the gap map of square (57) is a fibration.

**Definition 4.1.7.** If $E$ and $E'$ are simplicial clans, we say that a simplicial functor $F : E \to E'$ is a *morphism of simplicial clans* if it preserves finite cotensors and it is a morphism of of clans.

We shall denote by $\mathbf{sClan}$ the category of small simplicial clans and morphisms of simplicial clans. The category $\mathbf{sClan}$ has the structure of a 2-category where a 2-cell is a strong natural transformation.

**Proposition 4.1.8.** If $E$ is a simplicial clan, then the simplicial functor $(-)^K : E \to E$ is a morphism of simplicial clans for every finite simplicial set $K$.

If $E$ is a simplicial clan, then the base change functor $f^* : E_0(B) \to E_0(A)$ is simplicially enriched for every map $f : A \to B$ in $E$. We shall denote the resulting simplicial functor by $f^* : E(B) \to E(A)$.

**Proposition 4.1.9.** If $E$ is a simplicial clan, then the base change functor $f^* : E(B) \to E(A)$ is a morphism of simplicial clans for any map $f : A \to B$ in $E$.

### 4.2 Simplicial $\pi$-clans

Let $f : A \to B$ be a fibration in a clan $E$. Recall from Definition 2.4.1 that the *internal product* of an object $E = (E, p) \in E(A)$ along the map $f$ is defined to be an object $P = (P, q) \in E(B)$ equipped with a map $\epsilon : f^*(P) \to E$ in $E(A)$ which is cofree with respect to the functor $f^* : E/B \to E/A$.

**Definition 4.2.1.** Let $f : A \to B$ be a fibration in a simplicial clan $E$ and let $P \in E(B)$ be the internal product of an object $E = (E, p) \in E(A)$ along the map $f$ and let $\epsilon : f^*(P) \to E$ be the evaluation. We shall say that the pair $(P, \epsilon)$ is a *strong internal product* if the map $\epsilon : f^*(P) \to E$ is cofree with respect to the simplicial functor $f^* : E/B \to E/A$.

By definition, the pair $(P, \epsilon)$ is a strong internal product if the map

\[
(E/B)(Q, P) \xrightarrow{f^*} (E/A)(f^*Q, f^*P) \xrightarrow{\epsilon_0(-)} (E/A)(f^*Q, E)
\]

is an *isomorphism of simplicial sets* for every object $C = (C, g) \in E/B$.

Recall that a fibration in a simplicial clan is s-carrable.
Definition 4.2.2. We say that a simplicial clan \( \mathcal{E} \) is a simplicial \( \pi \)-clan if it is a \( \pi \)-clan and the internal product \( \Pi_f(E) = \Pi_f(E, p) \) of every object \( E = (E, p) \in \mathcal{E}(A) \) is strong for every fibration \( f : A \to B \).

Proposition 4.2.3. If \( \mathcal{E} \) is a simplicial \( \pi \)-clan, then so is the simplicial clan \( \mathcal{E}(A) \) for every object \( A \in \mathcal{E} \).

Lemma 4.2.4. If \( f : A \to B \) is a fibration in a simplicial \( \pi \)-clan \( \mathcal{E} \), then the simplicial functor

\[
\Pi_f : \mathcal{E}(A) \to \mathcal{E}(B)
\]

is right adjoint to the simplicial functor \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \) and it is a morphism of simplicial clans. Moreover, the functor \( [A, -] : \mathcal{E} \to \mathcal{E} \) is a morphism of simplicial clans for every object \( A \in \mathcal{E} \).

Definition 4.2.5. If \( \mathcal{E} \) and \( \mathcal{E}' \) are simplicial \( \pi \)-clans, we say that a morphism of simplicial clans \( F : \mathcal{E} \to \mathcal{E}' \) is \( \pi \)-closed, or that it is a morphism of simplicial \( \pi \)-clans, if it preserves internal products.

Proposition 4.2.6. If \( \mathcal{E} \) is a simplicial \( \pi \)-clan, then the simplicial functor \( (-)^K : \mathcal{E} \to \mathcal{E} \) is a morphism of simplicial \( \pi \)-clans for every finite simplicial set \( K \).

Proposition 4.2.7. If \( \mathcal{E} \) is a simplicial \( \pi \)-clan, then the base change functor \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \) is a morphism of simplicial \( \pi \)-clans for any map \( f : A \to B \) in \( \mathcal{E} \).

4.3 Simplicial tribes

Definition 4.3.1. We say that a simplicial clan \( \mathcal{E} \) is a simplicial tribe if it is a tribe and the map \( \sigma_0 : X \to X^{[1]} \) is anodyne for every object \( X \).

Lemma 4.3.2. If \( X \) is an object in a simplicial tribe \( \mathcal{E} \), then the quadruple \( PX = (X^{[1]}, \partial_0, \partial_1, \sigma_0) \) is a path object for \( X \).

Proof. We have \( (\partial_0, \partial_1)\sigma_0 = (1_X, 1_X) \) by the functoriality of the cotensor product \( K \to X^K \). The map \( (\partial_0, \partial_1) : X^{[1]} \to X \times X \) is a fibration by Corollary 4.1.4, since \( \mathcal{E} \) is a simplicial clan. Moreover, the map \( \sigma_0 : X \to X^{\Delta[1]} \) is anodyne by Definition 4.3.1. Thus, the quadruple \( PX = (X^{[1]}, \partial_0, \partial_1, \sigma_0) \) is a path object for \( X \) by Definition 3.1.15. \( \square \)

We saw in Proposition 4.1.6 that if \( \mathcal{E} \) is a simplicial clan, then so is the simplicial category \( \mathcal{E}(A) \) for every object \( A \in \mathcal{E} \). A map \( f : (X, p) \to (Y, q) \) in \( \mathcal{E}(A) \) is a fibration if \( f \) is a fibration in \( \mathcal{E} \).

Proposition 4.3.3. If \( \mathcal{E} \) is a simplicial tribe, then so is the simplicial clan \( \mathcal{E}(A) \) for every object \( A \in \mathcal{E} \).

Proof. The clan \( \mathcal{E}(A)_0 = \mathcal{E}_0(A) \) is a tribe, since the clan \( \mathcal{E}_0 \) is a tribe. If \( (X, p) \in \mathcal{E}(A) \), let us show that the diagonal \( \sigma : (X, p) \to (X, p)^{[1]} \) is anodyne. The map \( p^{[1]} : X^{[1]} \to A^{[1]} \) is a fibration in \( \mathcal{E}_0 \), since \( p : X \to A \) is a fibration in \( \mathcal{E}_0 \). The object \( (X, p)^{[1]} \in \mathcal{E}(A) \) and the map \( \sigma \) are constructed the following commutative diagram with a pullback square.
The map \( \sigma_0 : A \to A^{[1]} \) and \( \sigma_0 : X \to X^{[1]} \) are anodyne, since \( \mathcal{E} \) is a simplicial tribe. The map \( p_2 : (X, p)^{[1]} \to X^{[1]} \) is also anodyne by base change, since \( \sigma_0 : A \to A^{[1]} \) is anodyne. It then follows by Lemma 3.1.3 that \( \sigma \) is anodyne, since \( p_2 \sigma = \sigma_0 : X \to X^{[1]} \) is anodyne.

**Lemma 4.3.4.** A map \( u : A \to B \) in a simplicial tribe is anodyne if and only if there exists a pair of maps \( r : B \to A \) and \( h : B \to B^{[1]} \) such that \( ru = 1_A \) and the following diagram commutes

\[
\begin{array}{ccc}
A & \xrightarrow{\sigma_0} & A^{[1]} \\
\downarrow u & & \downarrow u^{[1]} \\
B & \xrightarrow{(ur, 1_B)} & B \times B
\end{array}
\]  

\[ (\partial_0, \partial_1) \]

\( (\partial_0, \partial_1)h = (ur, 1_B). \)

Proof. By proposition 3.4.12 a map \( u : A \to B \) in a tribe is anodyne if and only if it is a strong deformation retract. This means that there exists a map \( r : B \to A \) such that \( ru = 1_A \) together with a homotopy \( h : ur \sim 1_B \) such that the homotopy \( hu : u \sim u \) is the identity homotopy \( \sigma_0u : u \sim u \). The homotopy \( h : ur \sim 1_B \) is a map \( B \to B^{[1]} \) such that \( (\partial_0, \partial_1)h = (ur, 1_B) \). The condition \( hu = \sigma_0u \) is equivalent to the condition \( hu = u^{[1]}\sigma_0 \), since the following square commutes,

\[
\begin{array}{ccc}
A & \xrightarrow{\sigma_0} & A^{[1]} \\
\downarrow u & & \downarrow u^{[1]} \\
B & \xrightarrow{\sigma_0} & B^{[1]}
\end{array}
\]

**Lemma 4.3.5.** If \( \mathcal{E} \) and \( \mathcal{E}' \) are simplicial tribes, then any morphism of simplicial clans \( F : \mathcal{E} \to \mathcal{E}' \) preserves anodyne maps; it is therefore a morphism of tribes.

Proof. The functor \( F \) preserves cotensor products, since it is a morphism of simplicial clans. If \( u : A \to B \) is anodyne, then there exists a pair of maps \( r : B \to A \) and \( h : B \to B^{[1]} \) satisfying the conditions of Lemma 4.3.4. The pair of maps \( F(r) : F(B) \to A \) and \( F(h) : F(B) \to F(B)^{[1]} \) then satisfies the same conditions. Thus, \( F(u) \) is anodyne by Lemma 4.3.4.

**Definition 4.3.6.** If \( \mathcal{E} \) and \( \mathcal{E}' \) are simplicial tribes, we say that a simplicial functor \( F : \mathcal{E} \to \mathcal{E}' \) is a morphism of simplicial tribes if it is a morphism of simplicial clans.

We shall denote by \( \text{sTrib} \) the category of small simplicial tribes and morphisms between them. The category \( \text{sTrib} \) has the structure of a 2-category where a 2-cell is a strong natural transformation.

**Proposition 4.3.7.** If \( \mathcal{E} \) is a simplicial tribe, then the simplicial functor \( (-)^K : \mathcal{E} \to \mathcal{E} \) is a morphism of simplicial tribes for every finite simplicial set \( K \).

Proof. This follows from Proposition 4.1.8 since a morphism of simplicial clans between simplicial tribes is a morphism of simplicial tribes.

**Proposition 4.3.8.** If \( \mathcal{E} \) is a simplicial tribe, then the base change functor \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \) is a morphism of simplicial tribes for any map \( f : A \to B \) in \( \mathcal{E} \).

Proof. This follows from Proposition 4.1.9 since a morphism of simplicial clans between simplicial tribes is a morphism of simplicial tribes.
4.4 Simplicial $\pi$-tribes

Lemma 4.4.1. If a simplicial tribe $\mathcal{E}$ is a $\pi$-clan, then it is a $\pi$-tribe.

Proof. It suffices to show that if $f : A \to B$ is a fibration, then the functor $\Pi_f : \mathcal{E}(A) \to \mathcal{E}(B)$ takes anodyne maps to anodyne maps. But the simplicial functor $\Pi_f$ preserves cotensor products, since it is a right adjoint. It thus preserves anodyne maps by Lemma 4.3.4. □

Definition 4.4.2. We say that a simplicial tribe $\mathcal{E}$ is a simplicial $\pi$-tribe if it is a $\pi$-clan.

Proposition 4.4.3. If $\mathcal{E}$ is a simplicial $\pi$-tribe, then so is the simplicial tribe $\mathcal{E}(A)$ for every object $A \in \mathcal{E}$.

Lemma 4.4.4. If $f : A \to B$ is a fibration in a simplicial $\pi$-tribe $\mathcal{E}$, then the simplicial functor

$$\Pi_f : \mathcal{E}(A) \to \mathcal{E}(B)$$

is right adjoint to the simplicial functor $f^* : \mathcal{E}(B) \to \mathcal{E}(A)$ and it is a morphism of simplicial tribes. Moreover, the functor $[A,-] : \mathcal{E} \to \mathcal{E}$ is a morphism of simplicial tribes for every object $A \in \mathcal{E}$.

Lemma 4.4.5. If $\mathcal{E}$ and $\mathcal{E}'$ are simplicial $\pi$-tribes, then any morphism of simplicial $\pi$-clans $F : \mathcal{E} \to \mathcal{E}'$ preserves anodyne maps; it is therefore a morphism of $\pi$-tribes.

Proof. Similar to the proof of Lemma 4.3.5. □

Definition 4.4.6. If $\mathcal{E}$ and $\mathcal{E}'$ are simplicial $\pi$-tribes, we say that a simplicial functor $F : \mathcal{E} \to \mathcal{E}'$ is a morphism of simplicial $\pi$-tribes if it is a morphism of simplicial $\pi$-clans.

Proposition 4.4.7. If $\mathcal{E}$ is a simplicial $\pi$-tribe, then the simplicial functor $(-)^K : \mathcal{E} \to \mathcal{E}$ is a morphism of simplicial $\pi$-tribes for every finite simplicial set $K$.

Proposition 4.4.8. If $\mathcal{E}$ is a simplicial $\pi$-tribe, then the base change functor $f^* : \mathcal{E}(B) \to \mathcal{E}(A)$ is a morphism of simplicial $\pi$-tribes for any map $f : A \to B$ in $\mathcal{E}$. 
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5 Appendix on category theory

5.1 Grothendieck fibrations

We first recall the notion of Grothendieck fibrations. If $P : E \to B$ is a functor, and $f : S \to T$ is a map in $E$, then the following square commutes, where the vertical sides are the maps induced by $P$.

\[
\begin{array}{ccc}
\mathcal{E}(C,S) & \xrightarrow{\mathcal{E}(C,f)} & \mathcal{E}(C,T) \\
\downarrow & & \downarrow \\
\mathcal{B}(PC,PS) & \xrightarrow{\mathcal{B}(PC,P(f))} & \mathcal{B}(PC,PT)
\end{array}
\]

This means that for any map $u : PC \to PS$ and any map $g : C \to T$ such that $P(g) = P(f)u$, there exists a unique map $v : C \to S$ such that $P(v) = u$ and $g = fu$.

The functor $P$ is said to be a Grothendieck fibration if for every object $T \in \mathcal{E}$ and every arrow $u : A \to PT$ with target $PT$ there exist a cartesian arrow $f \in \mathcal{E}$ with target $T$ such that $P(f) = g$.

\[
\begin{array}{ccc}
C & \xrightarrow{g} & T \\
\downarrow & & \downarrow \\
S & \xrightarrow{f} & T \\
\downarrow & & \downarrow \\
PC & \xrightarrow{F(g)} & PT \\
\downarrow & & \downarrow \\
PS & \xrightarrow{P(f)} & PT
\end{array}
\]

We shall say that the arrow $f$ is a cartesian lift of the arrow $u$.

If $F : \mathcal{E} \to \mathcal{B}$ is a Grothendieck fibration, we shall denote by $F^{-1}A$ the fiber of $F$ at an object $A \in \mathcal{B}$. A map $f : X \to Y$ in $\mathcal{E}$ is over a map $u : A \to B$ in $\mathcal{B}$ if $F(f) = u$.

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow & & \downarrow \\
A & \xrightarrow{u} & B
\end{array}
\]

A map $f : X \to Y$ in $\mathcal{E}$ is said to be a $F$-unit, if $F(f)$ is a unit. Recall that for every map $u : A \to B$ in $\mathcal{B}$ and for every object $X \in F^{-1}(B)$, there exists a cartesian morphism $v : X' \to X$ over $u$. The pair $(X', v)$ is unique up to a
unique isomorphism in $F^{-1}(A)$, and we shall denote it by $(u^*(X), u_X)$.

$$
\begin{array}{ccc}
  u^*(X) & \xrightarrow{u_X} & X \\
  \downarrow & & \downarrow \\
  A & \xrightarrow{u} & B
\end{array}
$$

The base change functor $u^*: F^{-1}(B) \to F^{-1}(A)$ is obtained by choosing a cartesian morphism $u_X : u^*(X) \to X$ for each object $X \in F^{-1}(B)$. By construction, if $g : X \to Y$ is a map in $F^{-1}(B)$, then $u^*(g)$ is the unique map $u^*(X) \to u^*(Y)$ in $F^{-1}(A)$ such that the following square commutes

$$
\begin{array}{ccc}
u^*(X) & \xrightarrow{u_X} & X \\
  \downarrow & & \downarrow \\
u^*(g) & & g \\
u^*(Y) & \xrightarrow{u_Y} & Y
\end{array}
$$

(62)

The square is actually cartesian in the category $\mathcal{E}$. Every map $f : X \to Y$ in $\mathcal{E}$ admits a factorization $f = f^\sharp f^\flat$, with $f^\flat$ a $P$-unit and $f^\sharp$ a cartesian morphism.

$$
\begin{array}{ccc}
  X & \xrightarrow{f} & Y \\
  \downarrow & & \downarrow \\
  F(X) & \xrightarrow{F(f)} & FY \quad f^\sharp \\
  \downarrow & & \downarrow \\
  FX & \xrightarrow{F(f)} & FY \quad f^\flat
\end{array}
$$

5.2 Free and cofree objects

Let $F : \mathcal{C} \to \mathcal{D}$ be a functor between two categories. If $S \in \mathcal{C}$ and $X \in \mathcal{D}$ we shall say that a map $\epsilon : F(S) \to X$ is cofree with respect to the functor $F$, or $F$-cofree, if for very object $T \in \mathcal{C}$ and every map $v : F(T) \to X$ in $\mathcal{D}$ there exists a unique map $u : T \to S$ in $\mathcal{C}$ such $\epsilon F(u) = v$.

$$
\begin{array}{ccc}
  F(S) & \xrightarrow{\epsilon} & X \\
  \downarrow & & \downarrow \\
  F(T) & \xrightarrow{v} & X
\end{array}
$$

Suppose that for every object $X \in \mathcal{D}$, there exists an object $U(X) \in \mathcal{C}$ equipped with a $F$-cofree map $\epsilon_X : F(U(X)) \to X$. Then for every map $g : X \to Y$ in $\mathcal{D}$ there is a unique map $U(g) : U(X) \to U(Y)$ in $\mathcal{C}$ such that the following square commutes,

$$
\begin{array}{ccc}
  F(U(X)) & \xrightarrow{\epsilon_X} & X \\
  \downarrow & & \downarrow \\
  F(U(Y)) & \xrightarrow{\epsilon_Y} & Y \quad g
\end{array}
$$
This defines a functor $U : \mathcal{D} \to \mathcal{C}$ right adjoint to the functor $F$. The counit of the adjunction $F \dashv U$ is the natural transformation $\epsilon : FU \to Id$ defined by the maps $\epsilon_X : F(U(X)) \to X$. Hence the map

$$\theta : \text{Hom}_C(S, U(X)) \to \text{Hom}_D(F(S), X)$$

defined by putting $\theta(u) = \epsilon_X F(u)$ is bijective.

In type theory, the right adjoint $U$ to a functor $F : \mathcal{C} \to \mathcal{D}$ is usually described by the following set of rules:

- an operation $X \mapsto U(X)$ called the $U$-formation rule;
- an operation $\lambda : \text{Hom}_D(F(S), X) \to \text{Hom}_C(S, U(X))$ called the $U$-introduction rule;
- an operation which associates an object $X$ a morphism $\epsilon_X : FU(X) \to X$ called the $U$-elimination rule;
- the condition $\theta\lambda(u) = u$ called the $U$-computation rule;
- the condition $\lambda\theta(v) = v$ called the $U$-uniqueness principle.

Remark 5.2.1. A word about the terminology. The operation $\lambda$ is said to be an introduction rule because it takes a morphism $u : F(S) \to X$ to a morphism $\lambda(u) : S \to U(X)$ with target $U(X)$ ($\lambda(u)$ is introducing something in the object $U(X)$). Similarly, the operation $X \mapsto \epsilon_X$ is said to be an elimination rule because the map $\epsilon_X : FU(X) \to X$ is $FU(X)$ is eliminating something from the object $U(X)$.

For example, in a category $\mathcal{E}$ with binary cartesian product, the product functor $\sqcap : \mathcal{E} \times \mathcal{E} \to \mathcal{E}$ is right adjoint to the diagonal functor $\mathcal{E} \to \mathcal{E} \times \mathcal{E}$,

- the $\sqcap$-formation rule associates to a pair of objects $(A, B) \in \mathcal{E} \times \mathcal{E}$, an object $A \sqcap B$;
- the $\sqcap$-introduction rule associates to a pair of morphisms $f : C \to A$ and $g : C \to B$, a morphism $(f, g) : C \to A \times B$;
- the $\sqcap$-elimination rule associates to a pair of objects $(A, B)$, a pair of morphisms $p_1 : A \sqcap B \to A$ and $p_2 : A \sqcap B \to B$;
- the $\sqcap$-computation rule asserts that $p_1(f, g) = f$ and $p_2(f, g) = g$;
- $\sqcap$-uniqueness principle asserts that $(p_1 h, p_2 h) = h$ for every morphism $h : C \to A \times B$.

A carrable object $A$ in a category $\mathcal{C}$ is exponentiable if and only if the functor $(-) \times A : \mathcal{C} \to \mathcal{C}$ has a right adjoint $[A, -] : \mathcal{C} \to \mathcal{C}$. In type theory, the right adjoint $[A, -]$ is usually described by the following set of rules.

- the formation rule associates to each object $B \in \mathcal{E}$ an object $[A, B]$;
- the introduction rule associates to each map $f : C \times A \to B$ a new map $\lambda^A(f) : C \to [A, B]$;
- the elimination rule associates to each object $B$ a map $\epsilon_B : [A, B] \times A \to B$;
- the computation rule asserts that $\epsilon_B(\lambda^A(u) \times A) = u$;
- the uniqueness principle asserts that $v = \lambda^A(\epsilon_B(v \times A))$. 
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Dually, let $U : \mathcal{D} \to \mathcal{C}$ be a functor between two categories. If $S \in \mathcal{C}$ and $X \in \mathcal{D}$ we shall say that a map $\eta : S \to U(X)$ is $U$-free if for very object $Y \in \mathcal{D}$ and every map $u : S \to U(Y)$ in $\mathcal{C}$ there exists a unique map $v : X \to Y$ in $\mathcal{D}$ such $U(v)\eta = u$.

\[
\begin{array}{ccc}
S & \xrightarrow{\eta} & U(X) \\
\downarrow{u} & & \downarrow{U(v)} \\
U(Y) & & 
\end{array}
\]

Suppose that for every object $S \in \mathcal{C}$, there exists an object $F(S) \in \mathcal{D}$ equipped with a $U$-free map $\eta_S : S \to U(F(S))$. Then for every map $f : S \to T$ in $\mathcal{C}$ there is a unique map $F(f) : F(S) \to F(T)$ in $\mathcal{D}$ such that the following square commutes,

\[
\begin{array}{ccc}
S & \xrightarrow{\eta_S} & U(F(S)) \\
\downarrow{f} & & \downarrow{U(F(f))} \\
T & \xrightarrow{\eta_T} & U(F(T))
\end{array}
\]

This defines a functor $F : \mathcal{C} \to \mathcal{D}$ left adjoint to the functor $U$. The unit of the adjunction $F \dashv U$ is the natural transformation $\eta : Id \to UF$ defined by the maps $\eta_S : S \to UF(S)$. Hence the map

$$
\theta : Hom_\mathcal{D}(F(S), X) \to Hom_\mathcal{C}(S, U(X))
$$

defined by putting $\theta(v) = U(v)\eta_S$ is bijective.

In type theory the left adjoint $F$ to a functor $U : \mathcal{D} \to \mathcal{C}$ is normally described by a set of rules:

- a map $S \to F(S)$ called the $F$-formation rule;
- an operation $\sigma : Hom_\mathcal{C}(S, U(X)) \to Hom_\mathcal{D}(F(S), X)$ called the $F$-elimination rule;
- a family of morphism $\eta_S : S \to UF(S)$ called the $F$-introduction rule;
- the condition $\theta \sigma(u) = u$ called the $F$-computation rule;
- the condition $\sigma \theta(v) = v$ is called the $F$-uniqueness principle.

**Remark 5.2.2.** About the terminology. The operation $\sigma$ is said to be an *elimination* rule because it takes a morphism $u : S \to U(X)$ to a morphism $\sigma(u) : F(S) \to X$ (it is eliminating something from the object $F(S)$). Similarly, the operation $S \mapsto \eta_S$ is said to be an *introduction* rule because the map $\eta_S : S \to UF(S)$ is introducing something in the object $F(S)$.

For example, a category $\mathcal{E}$ has binary coproducts iff the diagonal functor $\Delta : \mathcal{E} \to \mathcal{E} \times \mathcal{E}$ has a left adjoint $\sqcup : \mathcal{E} \times \mathcal{E} \to \mathcal{E}$.

- the $\sqcup$-formation rule associates to a pair of objects $(A, B) \in \mathcal{E} \times \mathcal{E}$, an object $A \sqcup B$;
- $\sqcup$-introduction rule associates to a pair of objects $(A, B)$, a pair of morphisms $i_1 : A \to A \sqcup B$ and $i_2 : A \to A \sqcup B$;
- the $\sqcup$-elimination rule associates to a pair of morphisms $f : A \to C$ and $g : B \to C$, a morphism $\langle f, g \rangle : A \sqcup B \to C$;
- the $\sqcup$-computation rule asserts that $\langle f, g \rangle i_1 = f$ and $\langle f, g \rangle i_2 = g$;
- $\sqcup$-uniqueness principle asserts that $\langle hi_1, hi_2 \rangle = h$ for every morphism $h : A \sqcup B \to C$.  
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5.3 Cartesian squares

Recall that a diagram

\[
\begin{array}{ccc}
A & \xrightarrow{p} & C & \xleftarrow{q} & B \\
\end{array}
\]

in a category \( \mathcal{C} \), is said to exhibit the object \( C \) as the cartesian product of \( A \) with \( B \) if for every object \( K \in \mathcal{C} \) and every pair of maps \( a : K \to A \) and \( b : K \to B \), there exists a unique map \( c : K \to C \) such that \( pc = a \) and \( qc = b \).

In which case we often put \((A \times B, p_1, p_2) =_{def} (C, p, q)\), the map \( p_1 : A \times B \to A \) is called the first projection and the map \( p_2 : A \times B \to B \) the second projection. Moreover, the unique map \( c : K \to A \times B \) such that \( p_1c = a \) and \( p_2c = b \) is written as a pair \( c = (a, b) : K \to A \times B \).

Recall that a commutative square in a category \( \mathcal{C} \)

\[
\begin{array}{ccc}
C & \xrightarrow{q} & B \\
\downarrow{p} & & \downarrow{v} \\
A & \xleftarrow{u} & E
\end{array}
\]

(63)

can be viewed as a diagram

\[
(A, u) \xleftarrow{p} (C, w) \xrightarrow{q} (B, v)
\]

(64)
in the category \( \mathcal{C}/E \), where \( w =_{def} up = vq \). The square (63) is said to be cartesian, or to be a pullback, if (64) is a product diagram in \( \mathcal{C}/E \). This means that for every object \( K \in \mathcal{C} \) and every pair of maps \( a : K \to A \) and \( b : K \to B \) such that \( ua = vb \), there exists a unique map \( c : K \to C \) such that \( pc = a \) and \( qc = b \).

The object \( C \) in a cartesian square (63) is said to be the fiber product of the maps \( u : A \to E \) and \( v : B \to E \) and we my write that \((C, p, q) = (A \times_E B, p_1, p_2)\).

The map \( p_1 : A \times_E B \to A \) is said to be the base change of the map \( v : B \to E \) along the map \( u : A \to E \). Dually, the map \( p_2 : A \times_E B \to B \) is said to be the base change of \( u : A \to E \) along \( v : B \to E \).
Lemma 5.3.1. Suppose that we have a commutative diagram

\[
\begin{array}{ccc}
A' & \xrightarrow{u'} & B' & \xrightarrow{v'} & C' \\
\downarrow & & \downarrow & & \downarrow \\
A & \xrightarrow{u} & B & \xleftarrow{v} & C
\end{array}
\]

in which right hand square is cartesian. Then the left hand square is cartesian if and only if the composite square is cartesian,

\[
\begin{array}{ccc}
A' & \xrightarrow{v'w'} & C' \\
\downarrow & & \downarrow \\
A & \xleftarrow{vu} & C
\end{array}
\]

Proof. Left as an exercise to the reader. 

Lemma 5.3.2. Suppose that we have commutative cube

\[
\begin{array}{ccc}
A' & \xrightarrow{v'w'} & C' \\
\downarrow & & \downarrow \\
A & \xleftarrow{vu} & C
\end{array}
\]

Proof. The diagonal square $A'BC'D$ is cartesian by lemma 5.3.1 since the left vertical face and the front face are cartesian.
But the diagonal square is also the composite of the back face with the right vertical face:

![Diagram](image)

It then follows from lemma 5.3.1 that the back face is cartesian, since the right vertical face is cartesian.

### 5.4 Carrable objects and maps

**Definition 5.4.1.** We say that an object \( B \) in a category \( \mathcal{C} \) is **carrable** if the cartesian product \( A \times B \) exists for any object \( A \in \mathcal{C} \),

\[
A \xrightarrow{p_1} A \times B \xrightarrow{p_2} B.
\]

It is easy to see that an object \( B \) is carrable if and only if the forgetful functor \( \mathcal{C}/B \to \mathcal{C} \) has a right adjoint \( e_B : \mathcal{C} \to \mathcal{C}/B \); by construction, \( e_B(X) = (B \times X, p_1) \) for every \( X \in \mathcal{C} \).

**Definition 5.4.2.** We say that a map \( p : X \to B \) in a category \( \mathcal{C} \) is **carrable** if the object \((X, p)\) of the category \( \mathcal{E}/B \) is carrable.

A map \( p : X \to B \) is carrable if and only if the fiber product

\[
\begin{array}{ccc}
A \times_B X & \xrightarrow{p_2} & X \\
\downarrow{p_1} & & \downarrow{p} \\
A & \xrightarrow{f} & B
\end{array}
\]

exists for every map \( f : A \to B \).

Recall that a map \( f : A \to B \) in a category \( \mathcal{C} \) induces a **push-forward functor** \( f_! : \mathcal{C}/A \to \mathcal{C}/B \) defined by putting \( f_!(X, p) = (X, fp) \) for a map \( p : X \to A \).

**Proposition 5.4.3.** A map \( f : A \to B \) in a category \( \mathcal{C} \) is carrable if and only if the push-forward functor \( f_! : \mathcal{C}/A \to \mathcal{C}/B \) admits a right adjoint \( f^* : \mathcal{C}/B \to \mathcal{C}/A \).
If \( f : A \to B \) is carrable, then \( f^* : \mathcal{C}/B \to \mathcal{C}/A \) is the **base change functor** along \( f \). By construction \( f^*(Y) = (A \times_B Y, p_1) \) for \( Y = (Y, q) \in \mathcal{C}/B \). We shall put \( f^*(q) = \text{def} \ p_1 \) and \( f_Y = \text{def} \ p_2 \).

\[
\begin{array}{c}
  f^*(Y) \xrightarrow{f_Y} Y \\
  f^*(q) \downarrow \downarrow q \\
  A \xrightarrow{f} B
\end{array}
\]

The counit of the adjunction \( f_! \dashv f^* \) is given by the map \( f_Y : f_! f^*(Y) \to Y \) for \( Y = (Y, q) \in \mathcal{C}/B \).

**Proposition 5.4.4.** If \( u : (X, p) \to (Y, q) \) in \( \mathcal{E}/B \) is a map in \( \mathcal{E}/B \), then the following square is cartesian,

\[
\begin{array}{c}
  f^*(X) \xrightarrow{f_X} X \\
  f^*(u) \downarrow \downarrow u \\
  f^*(Y) \xrightarrow{f_Y} Y
\end{array}
\] \hspace{1cm} (65)

**Proof.** We have a commutative diagram

\[
\begin{array}{c}
  f^*(X) \xrightarrow{f_X} X \\
  f^*(u) \downarrow \downarrow u \\
  f^*(Y) \xrightarrow{f_Y} Y \\
  f^*(p) \downarrow \downarrow p \\
  A \xrightarrow{f} B
\end{array}
\]

where \( f^*(u) = \text{def} \ A \times_B u : A \times_B X \to A \times_B Y \). The top square of the diagram is cartesian by lemma \[5.3.1\] since the bottom square and the composite square are cartesian. \( \square \)

**Proposition 5.4.5.** Every isomorphism is carrable. The composite of two carrable maps is carrable. The base change of a carrable map along any map is carrable.

**Proof.** Let \( f : A \to B \) and \( g : B \to C \) be two carrable maps in a category \( \mathcal{C} \). The functor \( f_! : \mathcal{C}/A \to \mathcal{C}/B \) admits a right adjoint \( f^* \) by proposition \[5.4.3\] since \( f \) is carrable. Similarly, the functor \( g_! : \mathcal{C}/B \to \mathcal{C}/C \) admits a right adjoint \( g^* \). It follows that the functor \( (gf)_! = g_! f_! : \mathcal{C}/A \to \mathcal{C}/C \) admits a right adjoint \( f^* g^* \). Hence the map \( gf \) is carrable by proposition \[5.4.3\]. Let us show that the base change of a carrable map \( p : E \to C \) along any map \( g : B \to C \) is carrable. For this we have to show that the projection \( B \times_C E \to B \) in the following pullback square is carrable,

\[
\begin{array}{c}
  B \times_C E \xrightarrow{p} E \\
  B \xrightarrow{g} C
\end{array}
\]
If \( f : A \to B \), then the fiber product \( A \times_C E \) exists, since \( p \) is carrable. Moreover, the left hand square of the following diagram is cartesian by lemma 5.3.1.

\[
\begin{array}{ccc}
A \times_C E & \xrightarrow{f \times_C E} & B \times_C E \to E \\
\downarrow & & \downarrow \\
A & \xrightarrow{f} & B \ \xrightarrow{g} \ C
\end{array}
\]

This proves that the map \( B \times_C E \to C \) is carrable.

**Definition 5.4.6.** We shall say that a map \( p : E \to B \) in a category is a **cartesian projection**, if there exists a map \( q : E \to F \) such that the pair \((p, q)\) exhibits \( E \) as the cartesian product of \( B \) by \( F \).

Recall that a category with finite cartesian products is said to be **cartesian**.

**Proposition 5.4.7.** Cartesian projections are closed under composition. In a cartesian category, every cartesian projection is carrable and the base change of a cartesian projection is a cartesian projection.

**Proof.** Left to the reader.

**Proposition 5.4.8.** (Frobenius reciprocity law, first form) Let \( f : A \to B \) and \( g : B \to C \) be two maps in a category \( E \). If a map \( p : X \to C \) is carrable, then the map \( B \times_C X \to B \) is carrable and we have

\[
A \times_B (B \times_C X) = A \times_C X
\]

**Proof.** The right hand square of the following diagram is cartesian by construction,

\[
\begin{array}{ccc}
A \times_C X & \xrightarrow{f \times_C X} & B \times_C X \to X \\
\downarrow & & \downarrow \\
A & \xrightarrow{f} & B \ \xrightarrow{g} \ C
\end{array}
\]

The composite square is also cartesian for the same reason. It then follows from lemma 5.3.1 that the left hand square is cartesian.

Let \( p : X \to A \) and \( f : A \to B \) be two carrable maps in a category \( E \). Then the map \( f_p : X \to B \) is carrable and \( f_!(X) = (X, f_p) \). If \( Y = (Y, q) \in E/B \) then the fiber products \( f_!(X) \times_B Y \) and \( X \times_A f^*(Y) \) exists.

**Proposition 5.4.9.** (Frobenius reciprocity law, second form) With the hypothesis above, we have

\[
f_!(X \times_A f^*(Y)) = f_!(X) \times_B Y
\]

**Proof.** Consider the following diagram of cartesian squares,

\[
\begin{array}{ccc}
X \times_A f^*(Y) & \xrightarrow{f^*(Y)} & Y \\
\downarrow & & \downarrow \\
X & \xrightarrow{p} & A \ \xrightarrow{f} \ B
\end{array}
\]

The composite square is cartesian by lemma 5.3.1.
5.5 Lifting properties

Recall that a map $u : A \to B$ in a category $E$ is said to have the **left lifting property** with respect to a map $f : X \to Y$, and that $f$ is said to have the **right lifting property** with respect to $u$, if every commutative square

\[
\begin{array}{ccc}
A & \xrightarrow{a} & X \\
\downarrow{u} & & \downarrow{f} \\
B & \xrightarrow{b} & Y
\end{array}
\]

has a diagonal filler $d : B \to X$ ($fd = b$ and $du = a$),

\[
\begin{array}{ccc}
A & \xrightarrow{a} & X \\
\downarrow{u} & & \downarrow{f} \\
B & \xrightarrow{d} & Y
\end{array}
\]

We shall denote this relation by $u \pitchfork f$. A map $f \in E$ is invertible if and only if we have $f \pitchfork f$.

If $K$ is a class of maps in a category $E$, let us put

\[
K^{\pitchfork} = \{ f \in E : \forall u \in K \ u \pitchfork f \}
\]

\[
\downarrow K = \{ u \in E : \forall f \in K \ u \pitchfork f \}
\]

Recall a map $r : B \to A$ in a category $E$ is said be a retraction of a map $i : A \to B$ is $ri = 1_A$.

\[
\begin{array}{ccc}
A & \xrightarrow{i} & B \\
\xymatrix{A \ar@/^/[rr]^{r} & B}
\end{array}
\]

A map $i : A \to B$ is said to be a split monomorphism if it admits a retraction. An object $A$ is said to be a retract of an object $B$ if there exists a split monomorphism $i : A \to B$. A map $f$ is said to be a retract of a map $g$ if the object $f$ of the category of arrows $E^I$ is a retract of the object $g$. A map $f : A \to B$ is said to be a codomain retract of a map $g : A \to B$ if the object $(B, f)$ of the category $A \setminus E$ is a retract of the object $(B, g)$ Dually, a map $f : A \to B$ is said to be a domain retract of a map $g : C \to B$ if the object $(A, f)$ of the category $E / B$ is a retract of the object $(C, g)$.

Recall that a class $C$ of maps in a category $E$ is said to be closed under retracts if every retract of a map in $C$ belongs to $C$.

**Proposition 5.5.1.** The class $K^{\pitchfork}$ contains the isomorphisms, and is closed under composition, retracts and base changes. Dually, the class $\downarrow K$ contains the isomorphisms, and is closed under composition, retracts and base changes.

*Proof.* Left to the reader. 

\[\square\]
5.6  Simplicial categories

We shall denote by $\Delta$ the category whose objects are finite non-empty ordinals $[n] = \{0, \ldots, n\} \ (n \geq 0)$ and whose morphisms are order preserving maps. Recall that a simplicial set is a pre-sheaf on $\Delta$. We shall denote the category of simplicial sets by $\mathbf{sSet}$. The category $\mathbf{sSet}$ is cartesian closed. We shall denote by $[X, Y]$ the simplicial set of maps $X \rightarrow Y$ between two simplicial sets $X$ and $Y$. A simplicial category $\mathcal{C}$ is a category enriched over $\mathbf{sSet}$. We shall denote the category of simplicial categories by $\mathbf{sCat}$. Recall that if $\mathcal{C}$ and $\mathcal{D}$ are simplicial categories, then a natural transformation $\alpha : F \rightarrow G$ between simplicial functors $F, G : \mathcal{C} \rightarrow \mathcal{D}$ is said to be

$$
\begin{array}{ccc}
C & \xrightarrow{g} & D \\
\downarrow{u} & & \downarrow{v} \\
A & \xrightarrow{f} & B
\end{array}
$$

(68)

is in $\mathcal{C}_0$ is s-cartesian if the following square of simplicial sets is cartesian for every object $K \in \mathcal{C}$.

$$
\begin{array}{ccc}
\mathcal{C}(K, C) & \xrightarrow{\mathcal{C}(K,g)} & \mathcal{C}(K, D) \\
\downarrow{\mathcal{C}(K,u)} & & \downarrow{\mathcal{C}(K,v)} \\
\mathcal{C}(K, A) & \xrightarrow{\mathcal{C}(K,f)} & \mathcal{C}(K, B)
\end{array}
$$

(69)

Definition 5.6.1. We say that an object $\top$ in a simplicial category $\mathcal{C}$ is s-terminal if $\mathcal{C}(K, \top) = 1$ for every object $K \in \mathcal{C}$.

Definition 5.6.2. We say that a map $f : A \rightarrow B$ in a simplicial category $\mathcal{C}$ is s-carrable if $f$ is carrable and for every map $p : X \rightarrow B$ the cartesian square

$$
\begin{array}{ccc}
A \times_B X & \xrightarrow{X} & X \\
\downarrow{f} & & \downarrow{p} \\
A & \xrightarrow{p} & B
\end{array}
$$

(70)

is s-cartesian

If a map $f : A \rightarrow B$ in a simplicial category $\mathcal{E}$ is a strongly carrable, then the base change functor $f^* : \mathcal{E}/B \rightarrow \mathcal{E}/A$ is simplicial.

If $A$ is an object in a simplicial category $\mathcal{C}$, then the category $\mathcal{C}_0/A$ is simplicially enriched for every object $A \in \mathcal{C}$. If $p : X \rightarrow A$ and $q : Y \rightarrow A$, then the simplicial set $\text{Hom}((X, p), (Y, q))$ is defined by the following pullback square of simplicial sets:

$$
\begin{array}{ccc}
\text{Hom}((X, p), (Y, q)) & \xrightarrow{\text{Hom}((X, p), (Y, q))} & \mathcal{C}(X, Y) \\
\downarrow & & \downarrow{\mathcal{C}(X, q)} \\
1 & \xrightarrow{p} & \mathcal{C}(X, A)
\end{array}
$$

(71)

This defines a simplicial category $\mathcal{C}/A$ if we put $(\mathcal{C}/A)(X, Y) := \text{Hom}((X, p), (Y, q))$.

We shall denote by $\mathbf{sCat}$ the category of simplicial categories and simplicial functors. Recall that if $\mathcal{C}$ and $\mathcal{D}$ are simplicial categories, then a natural transformation $\alpha : F \rightarrow G$ between simplicial functors $F, G : \mathcal{C} \rightarrow \mathcal{D}$ is said to be
**strong** if the following square commutes for every pair of objects \( A, B \in \mathcal{C} \).

\[
\begin{array}{ccc}
  
\mathcal{C}(A, B) & \xrightarrow{F_{AB}} & \mathcal{D}(FA, FB) \\
\downarrow{G_{AB}} & & \downarrow{\mathcal{D}(FA, FB)} \\
\mathcal{D}(GA, GB) & \xrightarrow{\mathcal{D}(\alpha_A, GB)} & \mathcal{D}(FA, FB)
\end{array}
\]

The category \( s\text{Cat} \) has the structure of a 2-category in which a 2-cell is a strong natural transformation. An adjunction \( F \vdash G \) between two simplicial functors \( F : \mathcal{C} \leftrightarrow \mathcal{D} : G \) is said to be **strong** if its unit and counit are strong natural transformations. An adjunction \( F \vdash G \) between two simplicial functors \( F : \mathcal{C} \leftrightarrow \mathcal{D} : G \) is said to be **strong** if its unit and counit are strong natural transformations. A simplicial presheaf on a simplicial category \( \mathcal{C} \) is a simplicial functor \( \mathcal{C} \text{op} \rightarrow S \). The category of simplicial pre-sheaves on \( \mathcal{C} \) is a cartesian closed simplicial category \( [\mathcal{C} \text{op}, S] \). If \( F, G \in [\mathcal{C} \text{op}, S] \), then \( [F, G]_n \) is the set of strong natural transformations \( \Delta[n] \times F \rightarrow G \). The Yoneda functor \( y : \mathcal{C} \rightarrow [\mathcal{C} \text{op}, S] \) takes an object \( A \in \mathcal{C} \) to the simplicial functor \( y(A) = \mathcal{C}(\_, A) \). If \( F : [\mathcal{C} \text{op}, S] \rightarrow S \) is a simplicial presheaf and \( A \in \mathcal{C} \), then the map \( \eta : [y(A), F]_0 \rightarrow F(A)_0 \) defined by putting \( \eta(\alpha) = \alpha(1_A) \in F(A)_0 \) is a bijection between the set of strong natural transformations \( \alpha : y(A) \rightarrow F \) and the set \( F(A)_0 \) (Yoneda lemma). When \( \alpha : y(A) \rightarrow F \) is invertible, we say that the presheaf \( F \) is represented by the object \( A \) equipped with \( \alpha(1_A) \in F(A)_0 \). If \( X \) is an object of a simplicial category \( \mathcal{C} \) and \( K \) is a simplicial set, we say that an object \( X^K \in \mathcal{C} \) equipped with a map \( e : K \rightarrow \mathcal{C}(X^K, X) \) is the cotensor of \( X \) by \( K \) if the simplicial presheaf \( [K, \mathcal{C}(\_, X)] : \mathcal{C} \text{op} \rightarrow S \) is represented by \( X^K \) equipped with the map \( e : K \rightarrow \mathcal{C}(X^K, X) \). In which case the map \( e : K \rightarrow \mathcal{C}(X^K, X) \) is universal in the following sense: for every object \( Y \in \mathcal{C} \) and every map \( f : K \rightarrow \mathcal{C}(Y, X) \) there is a unique map \( g : Y \rightarrow X^K \) such that the following square diagram commutes

\[
\begin{array}{ccc}
  K & \xrightarrow{e} & \mathcal{C}(X^K, X) \\
  \downarrow{f} & & \downarrow{\mathcal{C}(g, X)} \\
  \mathcal{C}(Y, X)
\end{array}
\]

We say that the cotensor \( X^K \) is **finite** when \( K \) is finite. We say that a simplicial category \( \mathcal{C} \) is **finitely cotensored** if the cotensor \( X^K \) exists for any object \( X \in \mathcal{C} \) and any finite simplicial set \( K \). In which case the cotensor product \( (K, X) \mapsto X^K \) is a simplicial functor \( (S_f)^{\text{op}} \times \mathcal{C} \rightarrow \mathcal{C} \) where \( S_f \) denotes the category of finite simplicial sets.
6 Appendix on homotopy theory

6.1 Brown fibration categories

The following notion is originally due to Ken Brown [?][?].

**Definition 6.1.1.** A **fibration category** is a category \( \mathcal{E} \) equipped with a class of **acyclic maps** such that:

- Every isomorphism is acyclic;
- The class of acyclic maps has the 3-for-2 property;
- Every morphism can be factored as an acyclic map followed by a fibration;
- The class of acyclic fibrations is stable under base change.

We shall say that a fibration category is **degenerated** if every map is acyclic. Every tribe can be given the structure of a degenerated fibration category.

Examples of fibration categories:

- The category of fibrant objects of a model category has the structure of a fibration category in which the acyclic maps are the weak equivalences;
- We shall see in [6.1.3] that a \( h \)-tribe has the structure of a fibration category in which the acyclic maps are the homotopy equivalences.

If \( A \) is an object of a fibration category \( \mathcal{E} \), we shall denote by \( \mathcal{E}(A) \) the full subcategory of \( \mathcal{E}/A \) whose objects are the fibrations \( E \to A \).

**Proposition 6.1.2.** If \( \mathcal{E} \) is a fibration category, then so is the tribe \( \mathcal{E}(A) \) for every object \( A \in \mathcal{E} \), where a map \( f : (X,p) \to (Y,q) \) in \( \mathcal{E}(A) \) is acyclic iff the map \( f : X \to Y \) is acyclic in \( \mathcal{E} \).

**Proof.** Left to the reader.

**Definition 6.1.3.** An **exact functor** \( F : \mathcal{E} \to \mathcal{E}' \) between fibration categories is a morphism of tribes which preserves acyclic maps.

The fibration categories are the objects of a 2-category in which a 1-cell is an exact functor and a 2-cell is a natural transformation. We shall denote the 2-category of fibration categories by \( \text{FCat} \).

The **homotopy category** of a fibration category \( \mathcal{E} \) is the category of fractions

\[
\text{Ho}(\mathcal{E}) = \mathcal{W}^{-1}\mathcal{E}
\]

where \( \mathcal{W} \) is the class of acyclic maps. If \( F : \mathcal{E} \to \mathcal{E}' \) is an exact functor, then the following square of functors commutes by definition, where the vertical functors are canonical,

\[
\begin{array}{ccc}
\mathcal{E} & \xrightarrow{F} & \mathcal{E}' \\
\downarrow \scriptstyle{[-]} & & \downarrow \scriptstyle{[-]} \\
\text{Ho}(\mathcal{E}) & \xrightarrow{\text{Ho}(F)} & \text{Ho}(\mathcal{E}')
\end{array}
\]
Definition 6.1.4. We shall say that an exact functor $F : \mathcal{E} \to \mathcal{E}'$ between fibration categories is a weak equivalence if the induced functor $\text{Ho}(F) : \text{Ho}(\mathcal{E}) \to \text{Ho}(\mathcal{E}')$ is an equivalence of categories.

Proposition 6.1.5. A $h$-tribe has the structure of a fibration category in which the acyclic maps are the homotopy equivalences. A sharp functor between $h$-tribes is exact.

Proof. The class of acyclic maps in a $h$-tribe has the 3-for-2 property by 3.5.5. Moreover, every morphism can be factored as an anodyne map followed by a fibration, by definition of a $h$-tribe. Thus, every morphism can be factored as an acyclic map followed by a fibration, since an anodyne map is a homotopy equivalence by 3.3.6. Finally, the class of acyclic fibrations is stable under base change by 3.5.5. The first statement is proved. Let us prove the second statement. A sharp functor between $h$-tribes respects the homotopy relation by 3.3.11. It thus preserves homotopy equivalences.

Definition 6.1.6. A weak path object of an object $A$ in a fibration category is a commutative diagram

obtained by factoring the diagonal $A \to A \times A$ as an acyclic map $\sigma : A \to PA$ followed by a fibration $(\partial^0, \partial^1) : PA \to A \times A$.

The maps $\partial^0$ and $\partial^1$ are fibrations, since $\partial^0 = p_1(\partial^0, \partial^1), \partial^1 = p_2(\partial^0, \partial^1)$ and the projections $p_1, p_2 : A \times A \to A$ are fibrations. The maps $\delta^0$ and $\delta^0$ are acyclic by 3-for-2, since $\sigma$ is acyclic and we have $\delta^0 \sigma = 1_A$ and $\delta^1 \sigma = 1_A$.

Definition 6.1.7. A weak mapping path object of a map $f : A \to B$ in a fibration category is a diagram

obtained by factoring the map $(1_A, f) : A \to A \times B$ as an acyclic map $s : A \to P(f)$ followed by a fibration $(r, p) : P(f) \to A \times B$.

By construction, we have $f = ps$ and $rs = 1_A$. The maps $r$ and $p$ are fibrations, since the projections $p_1 : A \times B \to A$ and $p_2 : A \times B \to B$ are fibrations and we have $r = p_1(r, p)$ and $p = p_2(r, p)$. The map $r$ is acyclic by 3-for-2, since $rs = 1_A$ and $s$ is acyclic.

Lemma 6.1.8. Every map $f : A \to B$ in a fibration category admits a factorization $f = ps : A \to P \to B$ with $p$ a fibration and $s$ a section of an acyclic fibration $r : P \to A$. 
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Lemma 6.1.9. (Ken Brown’s lemma) Let \( \mathcal{E} \) be a fibration category and \( \mathcal{C} \) be a category equipped with a class of weak equivalences having the 3-for-2 property and containing the isomorphisms. If a functor \( F : \mathcal{E} \to \mathcal{C} \) takes acyclic fibrations to weak equivalences, then it takes acyclic maps to weak equivalences.

Proof. If a map \( f : A \to B \) in \( \mathcal{E} \) is acyclic, let us show that \( F(f) \) is a weak equivalence. By lemma 6.1.8 the map \( f : A \to B \) admits a factorization \( f = ps : A \to P \to B \), with \( p \) a fibration and \( s \) a section of an acyclic fibration \( r : P \to A \). The map \( F(r) \) is a weak equivalence by the hypothesis on \( F \). It follows that \( F(s) \) is a weak equivalence by 3-for-2, since \( F(r)F(s) = F(rs) = F(1_A) = 1_{F_A} \) and \( 1_{F_A} \) is a weak equivalence. The fibration \( p \) is acyclic by 3-for-2, since the maps \( f \) and \( s \) are acyclic and we have \( f = ps \). Thus, \( F(p) \) is a weak equivalence by the hypothesis on \( F \). It follows that \( F(f) \) is a weak equivalence by 3-for-2, since \( F(f) = F(ps) = F(p)F(s) \) and \( F(s) \) is a weak equivalence.

Proposition 6.1.10. A morphism of tribes \( F : \mathcal{E} \to \mathcal{E}' \) between fibration categories is exact if and only if it takes acyclic fibrations to acyclic fibrations.

Proof. This follows from Lemma 6.1.9.

Proposition 6.1.11. If \( \mathcal{E} \) is a fibration category, then the base change functor \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \) is exact for every map \( f : A \to B \).

Proof. Let us first verify that the base change functor \( f^* : \mathcal{E}(B) \to \mathcal{E}(A) \) preserves acyclic fibrations. If \( p : X \to Y \) is a fibration in \( \mathcal{E}(B) \), then \( f^*(p) \) is a base change of \( p \), since the following square is cartesian by 5.4.4,

\[
\begin{array}{ccc}
X & \xrightarrow{f_X} & X \\
\downarrow{f^*p} & & \downarrow{p} \\
Y & \xrightarrow{f_Y} & Y
\end{array}
\]

Thus, \( f^*(p) \) is an acyclic fibration when \( p \) is an acyclic fibration. It then follows from 6.1.10 that the functor \( f^* \) preserves acyclic maps.

We say that an object \( A \) in a fibration category is contractible if the map \( A \to 1 \) is acyclic.

Lemma 6.1.12. Let \( B \) a contractible object of a fibration category. If \( f^{-1}(b) \) is the fiber of a fibration \( f : A \to B \) at a point \( b : B \), then the inclusion \( i : f^{-1}(b) \to A \) is acyclic.

\[
\begin{array}{ccc}
f^{-1}(b) & \xrightarrow{i} & A \\
\downarrow{f} & & \downarrow{f} \\
1 & \xrightarrow{b} & B
\end{array}
\]

Proof. The projection \( p_1 : A \times B \to A \) is an acyclic fibration by base change, since the map \( B \to 1 \) is an acyclic fibration. Hence the map \( (1_A, f) : A \to A \times B \) is acyclic by 3-for-2, since \( p_1(1_A, f) = 1_A \) and \( 1_A \) is a weak equivalence. Observe that \( (1_A, f) \) is a map between two objects of \( \mathcal{E}(B) \), since \( p_2(1_A, f) = f \) and \( f \) is a fibration. The top square of the following diagram
is cartesian by lemma 5.3.1 since the composite square is cartesian,

\[
\begin{array}{c}
  f^{-1}(b) \downarrow \downarrow \downarrow \downarrow i \downarrow \downarrow \downarrow (1_A, f) \\
  A \times b \downarrow \downarrow \downarrow \downarrow i \downarrow \downarrow \downarrow A \times B \\
  1 \downarrow \downarrow \downarrow \downarrow b \downarrow \downarrow \downarrow B \\
\end{array}
\]

Hence we have \( b^*(1_A, f) = i \), where \( b^*: \mathcal{E}(B) \to \mathcal{E} \) is the base change functor along the map \( b: 1 \to B \). It then follows from proposition 6.1.11 that \( i \) is acyclic, since \( (1_A, f) \) is acyclic.

\[\square\]

**Proposition 6.1.13.** In a fibration category, the base change of an acyclic map along a fibration is acyclic.

**Proof.** Let \( w: C \to B \) be an acyclic map and \( f: A \to B \) be a fibration. We wish to show that the map \( w_A \) in the following cartesian square is acyclic,

\[
\begin{array}{c}
  w^*(A) \downarrow \downarrow \downarrow w_A \downarrow \downarrow \downarrow A \\
  w^*(f) \downarrow \downarrow \downarrow w \downarrow \downarrow \downarrow B .
\end{array}
\]

Let us first consider the case where \( w \) is the section \( s: C \to B \) of an acyclic fibration \( r: B \to C \).

\[
\begin{array}{c}
  s^*(A) \downarrow \downarrow \downarrow s_A \downarrow \downarrow \downarrow A \\
  s^*(f) \downarrow \downarrow \downarrow s \downarrow \downarrow \downarrow B .
\end{array}
\]

In this case, the square can be lifted to the category \( \mathcal{E}(C) \),

\[
\begin{array}{c}
  s^*(A) \downarrow \downarrow \downarrow s_A \downarrow \downarrow \downarrow A \\
  s^*(f) \downarrow \downarrow \downarrow s \downarrow \downarrow \downarrow B .
\end{array}
\]

The object \((B, r)\) of \( \mathcal{E}(C) \) is contractible, since the fibration \( r: B \to C \) is acyclic. Moreover, the object \( s^*(A) \) is the fiber of the map \( f: (A, rf) \to (B, r) \) at the point \( s: (C, 1_C) \to (B, r) \). It then follows from lemma 6.1.12 that the map \( s_A: s^*(A) \to A \) is acyclic. Let us now consider the general case of an acyclic map \( w: C \to B \). By lemma 6.1.8 the map \( w: C \to B \) admits a factorization \( w = ps: C \to P \to B \) with \( p \) a fibration and \( s \) a section of an acyclic fibration \( r: P \to A \). The map \( u \) is acyclic by 3-for-2, since \( r \) is acyclic and \( ru = 1_A \). The map \( p \) is also acyclic by 3-for-2, since
$w$ is acyclic and we have $ps = w$. The left hand square of following diagram is cartesian by lemma 5.3.1 since the right hand square and the composite square are cartesian by construction,

$$
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
C \times_B A \ar[d]^{w_A} \ar[r]_{s'} & P \times_B A \ar[d]^{p_1, p_2} \ar[r]^{f} & A \\
C \ar[r]^{s} & P \ar[r]^{p} & B
\end{array}
\end{array}
\end{array}
\end{array}
$$

The map $p_2$ is an acyclic fibration by base change, since $p$ is an acyclic fibration. Hence it suffices to show that the map $s'$ is acyclic, since $w_A = p_2's'$. But $s'$ is the base change of $s$ along $p_1$, since the left hand square is cartesian. The projection $p_1$ is a fibration by base change, since $f$ is a fibration. The map $s$ is the section of the acyclic fibration $p : P \to C$ by construction. It then follows by the first part of the proof that $s'$ is acyclic.

\[\square\]

### 6.2 Homotopy cartesian squares

The notion of homotopy cartesian square can be defined in any Brown fibration category

**Definition 6.2.1.** A commutative square in Brown fibration category

$$
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
C \ar[d]^{g} \ar[r]^{v} & D \\
A \ar[r]^{f} & B
\end{array}
\end{array}
\end{array}
$$

(73)

is said to be homotopy cartesian if the map $(u, v_0g) : C \to A \times_B D'$ in the following diagram is acyclic

$$
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
C \ar[d]^{g} \ar[r]^{v_0} & D \\
A \times_B D' \ar[d]^{v_1} \ar[r]^{f} & D' \\
A \ar[r]^{f} & B
\end{array}
\end{array}
\end{array}
$$

(74)

for a choice of factorisation $v = v_1v_0 : D \to D' \to B$ with $v_0$ an acyclic map and $v_1$ a fibration.

**Lemma 6.2.2.** If the square (73) is homotopy cartesian, then the map $(u, v_0g) : C \to A \times_B D'$ is acyclic for every factorisation $v = v_1v_0 : D \to D' \to B$ with $v_0$ an acyclic map and $v_1$ a fibration. Moreover, the transposed square

$$
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
C \ar[d]^{g} \ar[r]^{u} & A \\
D \ar[r]^{v} & B
\end{array}
\end{array}
\end{array}
$$

is homotopy cartesian:
Proof. By hypothesis, the map \((u, v_0g) : C \to A \times_B D'\) in the diagram \((74)\) is acyclic for a choice of factorisation \(v = v_1v_0 : D \to D' \to B\) with \(v_0\) an acyclic map and \(v_1\) a fibration. Consider a factorisation \(f = f_1f_0 : D \to D' \to B\) with \(f_0\) an acyclic map and \(f_1\) a fibration. Let us show that the map \((f_0u, g) : C \to A' \times_B D\) in the following diagram

\[
\begin{array}{ccc}
C & \xrightarrow{(f_0u, g)} & A' \times_B D \\
\downarrow & & \downarrow \\
A & \xrightarrow{f_0} & A' \\
\end{array}
\]

is acyclic. Consider the following commutative diagram with three pullback squares \((b), (c)\) and \((d)\).

\[
\begin{array}{ccc}
C & \xrightarrow{(f_0u, g)} & A' \times_B D \\
\downarrow & & \downarrow \\
A \times_B D' & \xrightarrow{f_0'} & A' \times_B D' \\
\downarrow & & \downarrow \\
A & \xrightarrow{f_0} & A' \\
\end{array}
\]

The map \(v'_0 : A' \times_B v_0 : A' \times_B D \to A' \times_B D'\) is a base change of the map \(v_0\) along the fibration \(f_1\). Hence the map \(v'_0\) is acyclic by Proposition 6.1.13 since \(v_0\) is acyclic. Similarly, the map \(f'_0 : f_0 \times_B D' : A' \times_B D' \to A' \times_B D'\) is acyclic since \(f_0\) is acyclic. It follows by 3-for-2 that the map \((f_0u, g)\) is acyclic, since the square \((a)\) commutes and the maps \((u, v_0g), f'_0\) and \(v'_0\) are acyclic.

The following three lemmas are classical.

**Lemma 6.2.3.** Suppose that the map \(f\) in the following a commutative square is acyclic.

\[
\begin{array}{ccc}
C & \xrightarrow{g} & D \\
\downarrow & & \downarrow \\
A & \xrightarrow{f} & B \\
\end{array}
\]

Then the square is homotopy cartesian if and only if the map \(g\) is acyclic.

**Proof.** Left as an exercise to the reader.

**Lemma 6.2.4.** Suppose that the right hand square of the following commutative diagram is homotopy cartesian:

\[
\begin{array}{ccc}
X & \xrightarrow{Y} & Z \\
\downarrow & & \downarrow \\
A & \xrightarrow{B} & C \\
\end{array}
\]

Then the left hand square is homotopy cartesian if and only if the composite square is homotopy cartesian.

**Proof.** Left as an exercise to the reader.
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Lemma 6.2.5. Suppose that we have commutative cube

\[
\begin{array}{c}
X' \rightarrow \rightarrow \rightarrow Y' \\
\downarrow \downarrow \downarrow \\
X \rightarrow \rightarrow \rightarrow Y \\
\downarrow \downarrow \downarrow \\
A' \rightarrow \rightarrow \rightarrow B' \\
\downarrow \downarrow \downarrow \\
A \rightarrow \rightarrow \rightarrow B
\end{array}
\]

in which both the left and the right hand faces are homotopy cartesian. If the front face is homotopy cartesian, then the back face is homotopy cartesian.

Proof. Left as an exercise to the reader. \qed
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