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The coherent superposition of two well separated Gaussian wavepackets, with defects caused by their imperfect preparation, is considered within the phase-space approach based on the Wigner distribution function. This generic state is called the defective Schrödinger cat state due to this imperfection which significantly modifies the interference term. Propagation of this state in the phase space is described by the Moyal equation which is solved for the case of a dispersive medium with a Gaussian barrier in the above-barrier reflection regime. Formally, this regime constitutes conditions for backscattering diffraction phenomena. Dynamical quantumness and the degree of localization in the phase space of the considered state as a function of its imperfection are the subject of the performed analysis. The obtained results allow concluding that backscattering communication based on the defective Schrödinger cat states appears to be feasible with existing experimental capabilities.

The principle of superposition of states, which is an inherent feature of quantum theory, constitutes the fact that the sum of any two or more states also describes a possible state of an isolated system\(^1\). In this spirit, the linear superposition of two states can be defined by the formula

\[
|\psi(t)\rangle = A \left\{ \sqrt{1 - \beta} |\phi_1(t)\rangle + \sqrt{\beta} e^{i\vartheta} |\phi_2(t)\rangle \right\},
\]

(1)

where \(|\phi_1(t)\rangle\) and \(|\phi_2(t)\rangle\) are eigenstates of some observable, \(A\) is the normalization factor, parameter \(\beta\) controls the amplitude ratio of the states, and \(\vartheta\) is the relative phase between them. This principle has been tested in numerous quantum interference experiments involving photons, electrons, neutrons, atoms or molecules, and currently there is no doubt that the superposition of such states exists at least at the microscopic scale\(^2\). Apart from this, in recent years more and more attention has been devoted to the experimental verification of basic ideas and predictions of quantum theory in order to get a better insight into the quantum properties of light and matter\(^3\). These experimental activities create new possibilities for generating, detecting, and measuring quantum states as well as controlling and steering them. The latter two are especially important for applications, and they are the subject of quantum engineering which is usually based on optical or solid-state solutions. One of the fundamental issues for applications in quantum information processing, including quantum computation, cryptography, metrology and teleportation, is the generation of highly non-classical states. A good example of such a state is the coherent superposition of two or more fairly well separated, distinguishable, localized states of a single system, which by analogy with the famous Schrödinger thought experiment is called the Schrödinger cat state\(^4\)–\(^6\). Preparation of a macroscopic superposition of states in real systems is a difficult task because they are very sensitive to interaction with the environment, and require highly sophisticated methods to minimize the impact of processes caused by the dissipative influence of the environment. Otherwise, uncontrolled interactions of the system with the environment lead to a decay of the initially prepared macroscopic superposition of states, and as a result a statistical mixture of states is formed\(^7\)–\(^8\). Nowadays, the non-classical states in the form of the Schrödinger cat states are created in systems such as laser-cooled trapped atoms and ions, photons in a microwave cavity, magnetic fluxes in SQUIDs, or nitrogen-vacancy centers in diamond mechanical resonators\(^9\). Moreover, effectively generated Schrödinger cat states can be used for studying complex systems on the basis of the coherent multidimensional spectroscopy\(^10\).

The possibility of creating non-classical states, e.g. the above mentioned Schrödinger cat states, raises natural questions about their dynamics in dispersive media and the accompanying effects. This problem is rarely analyzed in detail\(^11\)–\(^14\), although it seems to be important for applications in quantum communications\(^15\) and
problems related to a quantum state’s transmission or detection because of decoherence which destroys the quantum interference.

The aim of our work is to investigate the coherent dynamics of a defective superposition of two Gaussian wavepackets in the backscattering diffraction regime\textsuperscript{16,17} using the phase-space representation of the quantum theory\textsuperscript{18–24}. The considered regime is determined by the above-barrier reflection process\textsuperscript{4} and it does not have a counterpart in the classical mechanics. Motivated by the non-classical character of this phenomenon we perform the phase-space analysis of this issue by exploring the coherent dynamics of the above-mentioned non-classical states in the backscattering diffraction regime. The probability of the above-barrier reflection is determined for non-classical states which differ by defectiveness. The barrier is modelled by a Gaussian function since it leads to results which do not differ substantially from results obtained when different soft-shaped narrow barriers are assumed. Additionally, as the Gaussian function is a commonly used model of a barrier or scattering center, our results may be easily compared with other studies of the coherent dynamics of quantum states\textsuperscript{25–28} or their mixtures\textsuperscript{29,30}. However these two limiting cases explore properties of the tunnelling and reflection process below the barrier. On the other hand, the above-barrier tunnelling and reflection has been studied by Sokolowski\textsuperscript{27}, and Petersen and Pollak\textsuperscript{28} in terms of the Gaussian wavepacket. Therefore our approach can be regarded as a generalisation of these results. Apart from that we directly investigate the dynamical aspects of the quantumness corresponding to this state as well as its degree of localization in the phase space using the appropriate entropic measure\textsuperscript{31–34}. For these phase-space studies we have decided to choose the joint position-momentum distribution function in the form proposed by Lifshits and Petersen and Pollak\textsuperscript{28} because its negativity in some regions of the phase space is regarded as the hallmark of non-classicality of the state\textsuperscript{35–39}. Time-evolution of the Wigner distribution function (WDF) is governed by the Moyal equation of motion\textsuperscript{40,41} which describes, in the considered case, propagation of the constructed defective non-classical state in a one-dimensional dispersive medium with an obstacle modelled by the narrow Gaussian barrier. This model allows us to determine the above-barrier reflection regime and investigate the influence of the imperfection of the state preparation on backscattering diffraction. Additional aspect of this work is related to the application of the phase space formulation of quantum mechanics. This autonomous approach makes the quantum mechanics similar to statistical mechanics with ordinary c-functions which form the non-commutative algebra of observables on the phase space. This point of view permits a unified investigation of a variety of problems in classical and quantum systems and it yields deeper understanding of relations between the quantum and classical theories of dynamical systems.

Finally, it is also worth mentioning that one of the advantages of using the WDF is that it can be reconstructed from experimental data. This reconstruction allows one to visualize the WDF for different physical systems such as states of trapped light\textsuperscript{42}, states of the microwave field\textsuperscript{43}, molecular vibrational states, electrons and ions states\textsuperscript{44–46}, thermal states\textsuperscript{47,48} or states of the spin systems\textsuperscript{49}.

**Theoretical framework**

**Phase space approach.** In the phase-space formulation of quantum theory, a physical system is characterized by the Weyl symbol of the quantum-mechanical Hamiltonian, $\hat{H}(\hat{x}, \hat{p})$, which is a Hermitian operator acting on the Hilbert space. Here we assume that the Hamiltonian is taken in the one-particle form, i.e. $\hat{H} = \hat{p}^2 / 2m + U(\hat{x})$, where $m$ is the mass of a particle, $U(\hat{x})$ is the potential energy operator, while $\hat{x}$ and $\hat{p}$ are the non-commuting quantum-mechanical operators of position and momentum respectively. The explicit form of the Weyl symbol of the Hamiltonian is given by the formula\textsuperscript{20}

$$H_W(x, p) = \int dX \, \left\langle x + \frac{X}{2}, \hat{H}(\hat{x}, \hat{p}) \right| x - \frac{X}{2} \rangle \exp \left( -\frac{i p X}{\hbar} \right).$$

(2)

In the same way, other Hermitian operators, $\hat{Q}(\hat{x}, \hat{p})$, corresponding to dynamical variables, $\Omega(x, p)$, that characterize the system are represented by the appropriate Weyl symbols, $\Omega_W(x, p)$. In principle, the Weyl symbols of Hermitian operators can be regarded as real smooth functions acting on the phase space. These functions form a non-commutative algebra with respect to the Weyl–Groenewold product (star product) which is defined in the following way\textsuperscript{50,51}:

$$\ast = \exp \left[ \frac{i \hbar}{2} \left( \partial_{\hat{x}} \partial_p - \partial_{\hat{p}} \partial_x \right) \right].$$

(3)

where the arrows indicate in which direction the derivatives act. The star product of any two smooth functions $f$ and $g$ defined over the phase space can be expressed in the differential form by the shift formula

$$(f \ast g)(x, p) = f \left( x + \frac{i \hbar}{2} \, \partial_{\hat{p}}, p - \frac{i \hbar}{2} \, \partial_x \right) g(x, p).$$

(4)

Besides the Weyl symbols of dynamical variables, a description of the quantum system in phase space also requires the concept of the states of the system. Therefore the states are represented by joint distributions of canonically conjugate variables (position and momentum), known as quasi-distribution functions\textsuperscript{32–34}. One of them is the WDF, which is defined as the Weyl transform of the density operator $\hat{\rho}(t)$. The general form of the WDF is given by\textsuperscript{52}

$$\rho(x, p; t) = \frac{1}{2\pi \hbar} \int dX \left\langle x + \frac{X}{2}, \hat{\rho}(t) \right| x - \frac{X}{2} \rangle \exp \left( -\frac{i p X}{\hbar} \right).$$

(5)
The WDF is bounded\(^1\) by the relation \(|\rho (x, p; t)| \leq 1/\pi \hbar\), and satisfies the normalization condition in the form

\[
\int dx dp \ \rho (x, p; t) = 1. \tag{6}
\]

The side effect of the Weyl transform of the density operator is that the WDF can take negative values in some regions of the phase space. This negativity of the WDF indicates the quantumness of the state, as was mentioned in Introduction.

Additional properties which make the WDF a convenient tool for analysis of the states in phase space are its moments. Especially, the zeroth moments of the WDF give correct marginal distributions with respect to position,

\[
n(x; t) = \int dp \ \rho (x, p; t), \tag{7}
\]

and momentum,

\[
\tilde{n}(p; t) = \int dx \rho (x, p; t), \tag{8}
\]

which are interpreted as the probability densities in real and momentum space, respectively. Although the WDF is only a quasi-probability distribution, it can be applied to calculate the expectation value of any dynamical variable in the same way as in statistical mechanics,

\[
\langle \Omega (t) \rangle = \int dx dp \ \Omega_W (x, p) \rho (x, p; t). \tag{9}
\]

It means that the expectation value of the dynamical variable \(\Omega (x, p)\) represented by the corresponding Weyl symbol in an admissible state of the system is equal to the average of the Weyl symbol \(\Omega_W (x, p)\) weighted with the WDF on the phase space. The time dependence of the expectation value is a consequence of the time evolution of the WDF for which the equation of motion can be written in the Moyal form as

\[
\hbar \partial_t \rho (x, p; t) = \{H_W (x, p), \rho (x, p; t)\}, \tag{10}
\]

where the curly brackets \(\{,\}\) denote the skew-symmetric part of the star-product, \(\{f, g\}_* (x, p) := (f \ast g)(x, p) - (g \ast f)(x, p)\), which is referred to as the Moyal bracket. In general, the Moyal bracket is a power series in \(\hbar\),

\[
\{f, g\}_* (x, p) = \{f, g\} (x, p) + O(\hbar^2), \tag{11}
\]

where the bracket \(\{,\\}\) stands for the Poisson bracket. Therefore in the classical limit, as \(\hbar \to 0\), the Moyal bracket reduces to the Poisson bracket

\[
\lim_{\hbar \to 0} \{f, g\}_* (x, p) = \{f, g\} (x, p). \tag{12}
\]

Application of the shift formula to the RHS of Eq. (10) allows one to write the equation of motion in the form

\[
\hbar \partial_t \rho (x, p; t) = \left[ H_W \left( x + \frac{\hbar}{2} \partial_p, p + \frac{\hbar}{2} \partial_x \right) - H_W \left( x - \frac{\hbar}{2} \partial_p, p + \frac{\hbar}{2} \partial_x \right) \right] \rho (x, p; t), \tag{13}
\]

though after some algebraic manipulation it can be simplified to

\[
\hbar \partial_t \rho (x, p; t) = -i \hbar \frac{p}{m} \partial_x \rho (x, p; t) + \left[ U \left( x + \frac{\hbar}{2} \partial_p \right) - U \left( x - \frac{\hbar}{2} \partial_p \right) \right] \rho (x, p; t), \tag{14}
\]

which is more transparent for physical interpretation. Namely, if we expand the potential energy terms \(U(x \pm (\hbar/2)\partial_p)\) into power series about the point \(x\), then we can transform Eq. (14) to the form of the deformed Liouville equation,

\[
\partial_t \rho (x, p; t) + \frac{p}{m} \partial_x \rho (x, p; t) - [\partial_t U(x)] \partial_p \rho (x, p; t) = \sum_{r=1}^{\infty} \frac{1}{(2r + 1)!} \left( \frac{\hbar}{2i} \right)^{2r+1} U(x) \partial_p^{2r+1} \rho (x, p; t). \tag{15}
\]

Some important observations can be made about this equation. First of all, the RHS explicitly depends on the Planck constant and its even powers. In the classical limit, \(\hbar \to 0\), this term vanishes and Eq. (15) reduces to the classical Liouville equation. In this case the WDF evolves in time according to the classical equation of motion, and quantumness is included only in the prepared state. On the other hand, in the quantum limit \(\hbar \neq 0\) the RHS of Eq. (15) represents quantum corrections to the Liouville equation. Hence, the quantum dynamics is often regarded as a deformation of classical dynamics in phase space\(^2,3\). In this approach, the quantity \(\hbar/2\) is called the deformation parameter. Its meaning for the theory is twofold: firstly, the parameter enables one to proceed to the non-commutative regime of the phase space; secondly, it makes the dynamics of the WDF fully quantum.
with all of its attendant consequences. Finally, we note that the RHS of Eq. (15) vanishes if the potential is given by a polynomial of at most quadratic order. This has significant implications for the mathematical description of the WDF dynamics, because its quantum equation of motion is identical to the classical Liouville equation.

Computational method. The solution of the Moyal equation allows one to determine the time evolution of the WDF provided that the initial condition is known. On the other hand, because of the mathematical complexity of this equation analytical solutions can be found in just a few cases. Therefore, in many physically interesting situations a numerical approach is needed to solve the equation. Among the existing numerical schemes developed for this type of equation\[44\text{--}59\], the spectral split-operator method\[60\] seems to be highly efficient\[61\text{--}65\]. This method allows us to look at the Moyal equation (14) as an example of a continuous dynamical system in phase space for which there exists a unitary time evolution operator \(\hat{U}(t_1 - t_0)\) such that

\[
\rho(x, p; t_1) = \hat{U}(t_1 - t_0)\rho(x, p; t_0),
\]

where \(\rho(x, p; t_1)\) is the WDF at an arbitrary time instant \(t_1\), and \(\rho(x, p; t_0)\) corresponds to the WDF defined at the initial time \(t_0\). In turn, the explicit form of the time evolution operator is given by the following formula

\[
\hat{U}(t_1 - t_0) = \exp \left[ -\frac{i}{\hbar} \left( \hat{T} + \hat{U} \right) (t_1 - t_0) \right].
\]

In this notation, the operators \(\hat{T} = -i\hbar(p/m)\partial_x\) and \(\hat{U} = U(x + (i\hbar/2)\partial_x) - U(x - (i\hbar/2)\partial_x)\) represent the kinetic and potential parts of the WDF equation (14) respectively. In computer simulations we obtain the time evolution of the WDF by applying the operator \(\hat{U}\) \((\Delta t)\) repeatedly on the WDF, where \(\Delta t\) is the time increment corresponding to a single step of the computations. The main idea of the application of the spectral split-operator method to the Moyal equation is based on the observation that the operators \(\hat{T}\) and \(\hat{U}\) do not commute. Hence the operator expression \(\exp[-(i/\hbar)(\hat{T} + \hat{U})\Delta t]\) acting on the WDF is much harder to compute than the results of separate operators \(\exp[-(i/\hbar)\hat{T}\Delta t]\) and \(\exp[-(i/\hbar)\hat{U}\Delta t]\) acting on the same function. To bypass this difficulty, the symmetric Strang splitting formula is applied\[66\text{--}67\], i.e.

\[
\exp \left[ -\frac{i}{\hbar} \left( \hat{T} + \hat{U} \right) \Delta t \right] = \exp \left( -\frac{i}{2\hbar} \hat{T} \Delta t \right) \exp \left( -\frac{i}{2\hbar} \hat{U} \Delta t \right) \exp \left( -\frac{i}{2\hbar} \hat{T} \Delta t \right) + O(\Delta t^3).
\]

Although this basic splitting formula is sufficient for our needs, let us note that the high-order variants of the splitting formula are more precise, but also unavoidably more complicated when applied to the Moyal equation, as has been discussed in Ref.\[68\]. Going back to the symmetric Strang splitting formula (18), it can be noted that each operator is unitarily equivalent to some multiplication operator owing to the adequate Fourier transform, specifically

\[
\exp \left( -\frac{i}{2\hbar} \hat{T} \Delta t \right) = \mathcal{F}_{\lambda \rightarrow x} \exp \left( -\frac{i}{2m} \rho \lambda \Delta t \right) \mathcal{F}_{x \rightarrow \lambda},
\]

and

\[
\exp \left( -\frac{i}{\hbar} \hat{U} \Delta t \right) = \mathcal{F}_{p \rightarrow \theta} \exp \left\{ -\frac{i}{\hbar} \left[ U \left( x - \frac{\theta}{2} \right) - U \left( x + \frac{\theta}{2} \right) \right] \Delta t \right\} \mathcal{F}_{\theta \rightarrow p},
\]

where the symbol \(\mathcal{F}_{x \rightarrow \lambda}\) denotes the ordinary Fourier transform for the \(x\) variable with dual variable \(\lambda\). In turn, the symbol \(\mathcal{F}_{\lambda \rightarrow x}\) is the inverse Fourier transform for the \(\lambda\) variable with dual variable \(x\). A similar notion applies to variables \(\theta\) and \(p\). In both cases the symmetric convention of the Fourier transform is applied. Combining Eqs. (16) and (17), and taking into account the expressions given by Eqs. (19) and (20), we obtain the formula for a single step of the time evolution of the WDF in the form

\[
\rho(x, p; t_0 + \Delta t) = \mathcal{F}_{\lambda \rightarrow x} \exp \left( -\frac{i}{2m} \rho \lambda \Delta t \right) \mathcal{F}_{x \rightarrow \lambda} \rho \left( x, p; t_0 \right) \mathcal{F}_{\lambda \rightarrow x} \exp \left\{ -\frac{i}{\hbar} \left[ U \left( x - \frac{\theta}{2} \right) - U \left( x + \frac{\theta}{2} \right) \right] \Delta t \right\} \mathcal{F}_{\theta \rightarrow p}. \]

In order to perform numerical simulations of the time evolution of the WDF based on Eq. (21) we limit the phase space \(\mathbb{R} \times \mathbb{R}\) to the computational box of size \([-L_x, L_x] \times [-L_p, L_p]\) and discretize the phase space variables as

\[
x_m = -L_x + m\Delta x, \quad p_n = -L_p + n\Delta p,
\]

where \(\Delta x = 2L_x/N_x, \Delta p = 2L_p/N_p\), and the size of the computational grid is \(N_x \times N_p\). In our calculations, the Fourier transforms are approximated by the discrete Fourier transforms, efficiently computed using the fast Fourier transform (FFT) algorithm. Because of the properties of the discrete Fourier transform, the dual variables have to be shifted and therefore we use the following discretization,
\[
\dot{\rho}_k = \left\{ \begin{array}{ll}
-L\beta + \left\{ k + \frac{N_x}{2} \right\} \Delta \lambda, & k = 0, 1, \ldots, \frac{N_x}{2} - 1 \\
-L\beta + \left\{ k - \frac{N_x}{2} \right\} \Delta \lambda, & k = \frac{N_x}{2}, \ldots, N_x - 1
\end{array} \right.
\]

and

\[
\theta_l = \left\{ \begin{array}{ll}
-L\theta + \left\{ l + \frac{N_p}{2} \right\} \Delta \theta, & l = 0, 1, \ldots, \frac{N_p}{2} - 1 \\
-L\theta + \left\{ l - \frac{N_p}{2} \right\} \Delta \theta, & l = \frac{N_p}{2}, \ldots, N_p - 1
\end{array} \right.
\]

where \( \Delta \lambda = \pi / Lx, \Delta \theta = \pi / Lp, \) \( Lx = N_x \Delta \lambda / 2, \) and \( Lp = N_p \Delta \theta / 2. \)

The numerical calculations were performed in atomic units (a.u.), i.e., \( \hbar = e = m = 1. \) For these calculations we adopted the following parameters of the computational grid: \( N_x = N_p = 1024 \) as mesh points for the coordinate \( x \) and momentum \( p, \) respectively, with \( Lx = 1500 \) a.u., \( Lp = 0.5 \) a.u., and the time step \( \Delta t = 10 \) a.u.

**Preparation of the initial state and its properties.** According to Eq. (16), to proceed with the time evolution of the WDF we need to establish the initial condition. Because the WDF is the phase-space representation of the density operator we therefore construct the initial condition for the Moyal equation starting from the density operator, \( \dot{\rho}(t) = |\psi(t)\rangle \langle \psi(t)|, \) for the state given by Eq. (1). As a result we obtain the following expression

\[
\dot{\rho}(t) = A^2 \left\{ (1 - \beta)|\phi_1(t)\rangle \langle \phi_1(t)| + \beta(|\phi_2(t)\rangle \langle \phi_2(t)|) + \sqrt{\beta(1 - \beta)} \left( e^{i\theta} |\phi_2(t)\rangle \langle \phi_1(t)| + e^{-i\theta} |\phi_1(t)\rangle \langle \phi_2(t)| \right) \right\}.
\]

(25)

It is widely known that the last term in Eq. (25), related to quantum interference between states \( |\phi_1(t)\rangle \) and \( |\phi_2(t)\rangle, \) is easily affected by decoherence processes and is most often destroyed by them. This observation allows us to adopt a certain strategy, namely to parameterize the interference term using a scaling parameter \( \Gamma \) taken in the range \([0, 1]\). As a result, the density operator can be written as

\[
\dot{\rho}(t) = A^2 \left\{ (1 - \beta)|\phi_1(t)\rangle \langle \phi_1(t)| + \beta(|\phi_2(t)\rangle \langle \phi_2(t)|) + \Gamma \sqrt{\beta(1 - \beta)} \left( e^{i\theta} |\phi_2(t)\rangle \langle \phi_1(t)| + e^{-i\theta} |\phi_1(t)\rangle \langle \phi_2(t)| \right) \right\}.
\]

(26)

When \( \Gamma = 0, \) it corresponds to a statistical mixture of these two states, whereas in the case \( \Gamma = 1, \) it corresponds to the coherent superposition of the states.

Before we proceed, let us make some remarks about the efficiency of numerical algorithm based on the Schrödinger representation, which could be used as an alternative way of solving this problem. We start from the observation that diagonalization of the density operator in the form given by Eq. (25) leads to the following expression

\[
\dot{\rho}(t) \propto (1 + \Gamma) |\phi_{\text{even}}(t)\rangle \langle \phi_{\text{even}}(t)| + (1 - \Gamma) |\phi_{\text{odd}}(t)\rangle \langle \phi_{\text{odd}}(t)|,
\]

(27)

where \( |\phi_{\text{even/odd}}(t)\rangle = \sqrt{1 - \beta} |\phi_1(t)\rangle \pm \sqrt{\beta} \exp(i\theta) |\phi_2(t)\rangle \) can be called the even and odd Schrödinger cat states, respectively. In this case, the time-evolution of the diagonal form of the density matrix can be obtained by solving the Schrödinger equation for the even and odd states, separately. A single time step of such evolution has the complexity \( O(N_x \ln N_x) \) when the spectral split-operator method is used. It consists of element-wise one-dimensional array multiplications and the one-dimensional FFTs which have complexity \( O(N_x^2) \) and \( O(N_x \ln N_x), \) respectively. Such approach is therefore an effective method if we are interested only in characteristics which can be straightforwardly calculated from the wave functions in the position or momentum representation. Let us also note that the transformation between these representations can be computed with the one-dimensional FFT with computational complexity \( O(N_x \ln N_x). \) At first glance, this approach seems to be quite effective method of the solution of the dynamical problem. However, the obtained results do not allow direct investigation of the quantumness of the state which is one of the central issues of our research. It requires calculating the WDF (5) which can be expressed as

\[
\rho_r(x, p; t) = \rho_r(\sqrt{2}x, \sqrt{2}p; t),
\]

so it can be obtained in each time step from the density matrix \( \langle x | \dot{\rho}(t) | x' \rangle \) by three succeeding transformations, namely rotation by the angle \( \pi / 4, \) the partial Fourier transform in the second variable, and rescaling. The high quality rotation of 2D discrete grid can be calculated by FFT-based algorithms with the computational complexity \( O(N_x^2 \ln N_x). \) Simpler and less computationally demanding algorithms can be used like the nearest neighbour method, but it would lead to distortions especially in fine structures of the density matrix. Anyway, the next step of computing WDF is the partial Fourier transform in the second variable which can be computed using FFT with complexity \( O(N_x^2 \ln N_x), \) and rescaling can be achieved by simply reinterpreting the spacing between the grid points. On the other hand, a single time step of our method (21) has the computational complexity \( O(N_x^2 \ln N_x) \) as \( N_p = O(N_x) \) (in many applications \( N_x = N_p = N_x/2 \)) and the algorithm is composed of element-wise array multiplications and the two-dimensional partial FFTs which have complexities \( O(N_x^2) \) and \( O(N_x^2 \ln N_x), \) respectively. Hence, we can conclude that the complexities of both methods are similar when dynamical characteristics based directly on the knowledge of the WDF are required, as in the case of the
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which minimizes the Heisenberg uncertainty principle \( \delta x^2 \delta p^2 = (h/2)^2 \). Substituting Eq. (26) into Eq. (5) and taking into account Eq. (29) produces the WDF which amounts to two Gaussians and an oscillating term with the Gaussian envelope between them, that is

\[
\rho(x,p) = A_\Gamma^2 \left( \frac{1 - \beta}{\pi \hbar} \right) \exp \left\{ -\frac{(x-x_1)^2}{2\delta^2} - \frac{2\delta^2(p-p_0)^2}{\hbar^2} \right\} + A_\Gamma^2 \left( \frac{1 + \beta}{\pi \hbar} \right) \exp \left\{ -\frac{(x-x_2)^2}{2\delta^2} - \frac{2\delta^2(p-p_0)^2}{\hbar^2} \right\} \\
+ 2A_\Gamma^2 \Gamma \frac{\sqrt{\beta(1-\beta)}}{\pi \hbar} \cos \phi \left\{ \frac{p - p_0}{\hbar} (x_1 - x_2) \right\} \exp \left\{ -\frac{(x - (x_1+x_2)/2)^2}{2\delta^2} - \frac{2\delta^2(p-p_0)^2}{\hbar^2} \right\}.
\]

In the formula above, \( x_1 - x_2 = d \) represents the distance between the centers of mass of the Gaussians if \( x_1 > x_2 \), while the normalization factor \( A_\Gamma \) equals

\[
A_\Gamma = \left[ 1 + 2\Gamma \sqrt{\beta(1-\beta)} \exp \left( -\frac{d^2}{8\delta^2} \right) \cos \phi \right]^{-\frac{1}{2}}.
\]

We refer to the WDF given by Eq. (30) as the phase-space representation of the defective Schrödinger cat state (DSC-state). This state depends on five parameters: the distance \( d \), the initial width \( \delta \), the relative phase \( \phi \), the quality factor \( \Gamma \), and \( \beta \) which controls the amplitude ratio. For the further analysis we assume that the amplitudes of the Gaussians, their initial widths, as well as the distance between the Gaussians are fixed, with \( \beta = 0.5 \), \( \delta = 500 \text{ a.u.} \) and \( d = 200 \text{ a.u.} \). This choice of the parameters guarantees that the considered DSC-state corresponds to the superposition of two distinguishable localized Gaussians in real space. Additionally, we assume that the initial average momentum of each of the DSC-states equals \( p_0 = 0.15 \text{ a.u.} \). The influence of various values of the \( \Gamma \) and \( \phi \) parameters on the DSC-state is presented in Figs. 1 and 2.

The quality parameter \( \Gamma \), which influences the DSC-states as shown in Fig. 1, enters into the formula (30) in two ways: through the normalization factor \( A_\Gamma^2 \) and through the product \( A_\Gamma^2 \Gamma \). When \( \Gamma \) changes from 1 to 0 (and \( \phi \) remains constant), there is no significant change in the normalization factor \( A_\Gamma^2 \), while the product \( A_\Gamma^2 \Gamma \) approaches zero almost linearly. The consequences are different for different terms in Eq. (30), namely the Gaussians almost do not feel these changes, but the cross term related to the quantum interference processes is effectively destroyed. Hence we observe different intensities of the interference fringes for the DSC-state depending on the parameter \( \Gamma \), which is particularly evident in the limiting cases when the parameter \( \Gamma \) is 0 or 1 (cf. Figs 1a,c). It shows that \( \Gamma \) evidently regulates the strength of the interference fringes and therefore it can be used as a measure of the imperfection of the DSC-state.

Figure 1. Influence of the quality parameter \( \Gamma \) on the Wigner form of the initial DSC-state with \( \phi = 0 \). Marginal distributions (not to scale with WDF units) with respect to position and momentum are shown on the sidewalls with brown and green solid lines respectively.
The last parameter of the DSC-state to be considered is the relative phase \( \vartheta \). It has a notable influence only on the interference term of the DSC-state, which is a consequence of the cosine function in Eq. (30). This influence is evident in the probability density in momentum space,

\[
\tilde{n}(p; p_0) = \frac{2\alpha^2 \varphi^2}{\pi \hbar} \left\{ \pi - \frac{1}{2} \left[ \cos \left( \frac{\beta(x-x_0)^2}{2\delta^2} \right) + \beta \exp \left( - \frac{(x-x_0)^2}{2\delta^2} \right) + \alpha \right] \right\} \exp \left[ - \frac{2\delta^2 (p-p_0)^2}{\hbar^2} \right].
\]  

Figure 2 displays this marginal distribution in momentum space for the relative phase \( \vartheta \) and the quality parameter \( \Gamma \). The distance \( d \) between the Gaussians used to prepare the DSC-state affects the number of maxima of the probability density \( n(p; p_0) \) visible in Fig. 2a,b, whereas the positions of those maxima are given by the formula \( \vartheta + (1/\hbar) (p - p_0) d \leq \pm \pi n \) (where \( n \) is either a natural number or zero) and their heights (together with the amplitude of the probability density changes) are increased with larger values of \( \Gamma \). Additionally, if \( \vartheta \) is not an integer multiple of \( \pi \), the probability density \( \tilde{n}(p; p_0) \) is not symmetric with respect to the average initial momentum \( p_0 \).

It should also be mentioned that the relative phase \( \vartheta \), as well as the quality parameter \( \Gamma \), have no significant influence on the probability density in real space, \( n(x) \), given by

\[
n(x) = \frac{\alpha^2}{\sqrt{2\pi \delta^2}} \left\{ \left( 1 - \beta \right) \exp \left( - \frac{(x-x_0)^2}{2\delta^2} \right) + \beta \exp \left( - \frac{(x-x_0)^2}{2\delta^2} \right) + \alpha \right\} \exp \left( - \frac{d^2}{8\delta^2} \right) \exp \left( - \frac{(x-x_0)^2}{4\delta^2} \right),
\]

since for the used simulation parameters the numerical value of the prefactor \( \exp(-d^2/8\delta^2) \) is very small, approximately \( 0.45 \times 10^{-5} \). Finally, it is worth noting that for the assumed average initial momentum \( p_0 \), the expectation value of the kinetic energy (\( E_k \))

\[
E_k \simeq 0.0115 \ \text{a.u.}
\]

is almost independent of the relative phase \( \vartheta \) and the quality parameter \( \Gamma \).

**Characterization of the states.** Due to the non-classicality of the state in question, we determine the non-classicality parameter, \( \delta \), which is defined as

\[
\delta = \int dx dp \left[ |\rho(x, p)| - \rho(x, p) \right].
\]

According to this definition, a non-zero value of the parameter indicates the existence of non-classical properties of the state. We note that the parameter \( \delta(t) \) can also be expressed as a sum of the moduli of integrals over those regions of the phase space where the WDF is positive and negative. As a result, we can conclude that the non-classicality parameter equals double the area occupied by the negative part of the WDF.

Another basic quantity which characterizes the DSC-state is its time-dependent extent in phase space, which can be regarded as a degree of localization in that space. This property can be extracted from calculations of the differential Shannon entropy which is defined in general for any probability density distribution, \( P(r) \), of a dimensional continuous random variable, \( r \), as follows:

\[
S(r) = - \int dr \ P(r) \ln (P(r)u_r).
\]

where \( u_r \) is a fixed unit of the \( r \)-variable. In our case, the variable \( r \) may represent the position \( x \) or the wave vector (rescaled momentum) \( p \rightarrow p/\hbar = k \), with the corresponding probability distribution given by \( n(x; t) \) or \( \tilde{n}(k; t) \). In this way the differential entropies \( S^{\text{DSC}}(t) \) and \( S^{\text{DSC}}(t) \) can be regarded as dynamical measures of the degree of state localization in position and momentum space, respectively. The significance of these entropic measures for bi- or multi-modal distributions is explained by suggestive examples in Ref.\(^29\). In accordance with the argumentation presented there, we conclude that they are more than adequate to quantify the localization of multi-modal distributions than the more widely used standard deviation.
To perform the analysis of the degree of localization of the DSC-state in both phase-spaces, we can use the entropic uncertainty principle expressed by the formula:

\[ S(x(t)) + S(k(t)) = - \int dx \, n(x; t) \ln n(x; t) - \int dk \, \tilde{n}(k; t) \ln \tilde{n}(k; t) \geq \ln(e \pi). \] (36)

This expression is independent of the choice of the units since \( u_k = 1/u_0 \) holds for both pure and mixed states and is saturated by coherent Gaussian states, as in the case of the Heisenberg uncertainty relation. In fact, the entropic uncertainty relation is stronger, namely it satisfies the following double inequality:

\[ \sigma_x(t) \sigma_k(t) \geq \frac{1}{2 \pi e} \exp \left( S(x(t)) + S(k(t)) \right) \geq \frac{1}{2}. \] (37)

**Results and discussion**

The DSC-state discussed above [cf. Eq. (30)] is the initial condition for the Moyal equation of motion (14). It is solved numerically by applying the second-order split-operator method according to Eq. (18). By using this method we can investigate the dynamical properties of the considered state in a dispersive medium with an internal perturbation which breaks its homogeneity. This perturbation is taken in the form of a single obstacle which can mimic a structural defect or a dopant in a nanowire. We model this obstacle as a barrier in the form of the repulsive Gaussian potential,

\[ U(x) = U_0 \exp \left( -\frac{(x - X_B)^2}{2w^2} \right), \] (38)

where \( U_0 \) is the strength of the potential located at the position \( X_B \) and \( w \) determines the width of the barrier. We assume that the barrier is located in the middle of the simulation region, i.e., \( X_B = -200 \) a.u. and the other two parameters of the barrier are \( U_0 = 0.008 \) a.u. and \( w^2 = 50 \) a.u.

The asymptotical form of the probability density distribution in the momentum space after interacting with the barrier is given by

\[ \tilde{n}(p; p_0) = \tilde{n}_{\text{refl}}(p; p_0) + \tilde{n}_{\text{trans}}(p; p_0), \] (39)

where the first (second) part on the RHS corresponds to the reflected (transmitted) part of the wave packet. Both of them can be expressed via the initial probability density distribution in the momentum space \( \tilde{n}(p; p_0) \) before interaction with the barrier and either reflection or transmission coefficient as was presented in

\[ \tilde{n}_{\text{refl}}(-p; p_0) = \tilde{n}(p; p_0) R(p), \] (40)

and

\[ \tilde{n}_{\text{trans}}(p; p_0) = \tilde{n}(p; p_0) T(p), \] (41)

where the minus sign in \( \tilde{n}_{\text{refl}}(-p; p_0) \) is caused by the fact that this part of the wave packet changed direction of movement after interaction with barrier. Interaction with the potential barrier leads to the possibility of two non-classical effects. First, a particle approaching the barrier but with an energy below the top of the barrier may tunnel through it, which is called the below-barrier penetration (BBP). The momentum corresponding to the energy equal to the barrier height \( U_0 \) is \( p_B = \sqrt{2mU_0} \) and the probability of BBP is given by

\[ P_{\text{BBP}}(p_0) = \int_{p_B}^{\infty} dp \, \tilde{n}_{\text{trans}}(p; p_0) = \int_{p_B}^{\infty} dp \, T(p) \tilde{n}(p; p_0). \] (42)

The second non-classical effect is that a particle approaching the barrier with an energy above the top of the barrier may be reflected, which is called the above-barrier reflection (ABR) and generates backscattering diffraction.

The theoretical explanation of this classically forbidden reflection is based on the methods combining the perturbative and the WKB-semiclassical approaches. These results lead to the conclusion that the effective potential for the WKB wave function differs from the modeled potential, and the difference between them is responsible for the considered quantum reflection. The phase-space picture for this problem shows that the above-barrier reflection is indicated by a virtual trajectory parallel to the momentum axis connecting the phase-space trajectories corresponding to the opposite momenta. This effect is interpreted as the tunneling in the momentum space.

For the DSC-state, analogously to BBP, the probability of ABR is calculated as

\[ P_{\text{ABR}}(p_0) = \int_{p_B}^{\infty} dp \, \tilde{n}_{\text{refl}}(-p; p_0) = \int_{p_B}^{\infty} dp \, R(p) \tilde{n}(p; p_0). \] (43)

Probabilities of BBP and ABR for the considered Gaussian barrier and the DSC-state are presented in Fig. 3 as functions of the average momentum \( p_0 \), with the vertical green dashed line corresponding to the momentum \( p_B \).

We can see that the BBP effect is most significant for \( p_0 \) slightly below \( p_B \), while the ABR effect is at its most significant for \( p_0 \) slightly above \( p_B \). Since we are interested in the latter regime, it justifies our choice of the average momentum \( p_0 = 0.15 \) a.u. At this point let us note that the case under consideration corresponds to the situation
in which the expectation value of the kinetic energy of the initial DSC-state is greater than the maximum of the potential energy $U_0$. The proportion of this state which can be found above the barrier is calculated as follows, which means that approximately 20% of the state forms a low-energy tail that impinges on the barrier. As is shown in the inset of Fig. 3, the transmission coefficient $T(p)$ calculated for the Gaussian barrier reveals no resonances as it is monotonically increasing. Besides, for wider Gaussian barriers the transmission coefficient is more and more steep (the red and blue areas on embedded plot get smaller and smaller) which results in BBP and ABR effects being greatly suppressed. The initial DSC-state is located to the left of the barrier at a distance greater than its initial spatial dimension. The state moves to the right with the same momentum as in the previously discussed case, and its other parameters are also unchanged.

We performed a series of computational experiments based on the numerical solution of the Moyal equation in which the DSC-state interacts with the Gaussian barrier. As a result we obtained the phase-space picture of the DSC-state evolution during its interaction with the barrier for different values of the quality parameter $\hat{\Gamma}$. Sample phase-space snapshots of the state with the parameter $\hat{\Gamma} = 1$ at characteristic time instants are shown in Fig. 4 (a movie is available in the Supplemental Material). Here we can observe the process of formation of the secondary interference term near the barrier. Moreover, for this set of the simulation parameters, the interaction of the incoming DSC-state with the barrier generates the reflected and outgoing parts independently of the parameter $\hat{\Gamma}$. The dynamics of this process in real space are visualized in Fig. 5, where we present the spatio-temporal probability density for different values of the parameter $\hat{\Gamma}$.

Based on these patterns, we can characterize the process as follows. At large distances from the potential barrier the initial DSC-state moves along two well-separated channels which expand over time due to the dispersion properties of the Gaussian packets that form the state. In this case the influence of the quality parameter $\Gamma$ on the dynamics of the DSC-state can be neglected, because it corresponds to the first moments of the free propagation. However, the significance of the quality parameter manifests itself near the barrier. Careful analysis of Fig. 5 allows the observation not only of interference fringes, but also a cusp in the density $n(x; t)$ emerging between the channels due to the primary interference. Evidently, intensity and the place of formation of the cusp depend on the value of the quality parameter (cf. Fig. 5b,c), and the process of passing through the barrier does not destroy it. In turn, this effect is not observed in Fig. 5a where the time evolution of the statistical mixture of two Gaussians is presented. The performed simulations suggest that the primary quantum interference which

\[
\int_{p_B}^{\infty} dp \tilde{n}(p; p_0) \approx 0.8, \tag{44}
\]
is a part of the DSC-state, is enhanced by the secondary interference which stems from the interaction of the state with the barrier. Moreover, the primary quantum interference contributes to more and more pronounced interference fringes in front of the barrier and therefore we observe more and more clearly visible oscillations of the density in this region. Visualizations and details of the time evolution of both marginals are available as movies featured in the Supplemental Material.

Proceeding as before, we begin our analysis of the dynamical properties of the DSC-state in the presence of the Gaussian barrier with the investigation of the time dependence of the non-classicality parameter $\delta = \delta(t)$. It allows us to quantify the significance of the secondary interference during the interaction of the state with the barrier. Figure 6 displays the non-classicality parameter as a function of time for several values of the quality parameter $\hat{\mathcal{W}}$, and a fixed value of the relative phase $\vartheta = 0$.

The obtained results demonstrate that the non-classicality parameter increases in time. Moreover, this increase evidently depends on the preparation of the initial state through the parameter $\Gamma$. To analyze these changes it is convenient to divide the entire simulation time into four intervals. Interval I includes the time period from 0 to 1200 a.u. Therein the non-classicality parameter remains constant because the DSC-state does not feel the presence of the barrier, and therefore its time evolution corresponds to free propagation of the DSC-state. Interval II extends from 1200 to 2200 a.u. In this interval, the value of the non-classicality parameter gradually increases, which is caused by the interaction of the DSC-state with the barrier. As a result, the negative part of the corresponding WDF starts to increase and it makes additional contributions to the parameter $\delta$. This behavior should be understood as an announcement of the process of passing through the barrier. Interval III extends from 2200 to 4500 a.u. In this interval the non-classicality parameter shows some changes of the slope as one of the wave packets constituting the DSC-state is mainly behind the region of the potential barrier. Simultaneously, the reflected part emerges and starts to interact with the forthcoming second wave packet which is just starting to interact with the barrier. As a result, the quantum interference is enhanced or reduced depending on the relative phase. Finally, the interval IV extends from 4500 a.u. to the end of the simulation time. Therein the non-classicality parameter gradually decreases in time, and asymptotically approaches a constant value. In principle the process of passing the DSC-state through the barrier is completed.

The observed changes of the non-classicality parameter in the intervals II and III prompted us to check the influence of the relative phase on this parameter, all the more because the influence of the relative phase is clearly visible in the probability density distribution of momentum of the initial DSC-state (cf. Fig. 2). In addition, we note that the momentum components of the DSC-state are redistributed during the interaction of the state with the barrier. The influence of the relative phase on the non-classicality parameter is shown in Fig. 7.
(destructive interference). Let us also note that this phenomenon changes in time, causing visible oscillations of the non-classicality parameter in the considered interval. By changing the relative phase of the initial state, which is encoded in the interference component of the DSC-state, we shift instants of time when the constructive and destructive interference dominate. This is the reason of the observed phase shift in the above-mentioned oscillations of the non-classicality parameter in the interval II of the DSC-state time evolution. Besides, we determine the extent of the DSC-state in the phase space by calculating the time-dependence of the sum of the differential entropies from Eq. (36). Results of the calculations are presented in Fig. 8. As before, the sum of the differential entropies for the considered state is sensitive to the quality parameter $\hat{\mathcal{W}}$, and reveals two points where we can observe a deviation from a simple monotonic behavior due to the perturbation of the homogeneity of the isolated system which influences the DSC-state: a kink in the interval II, and a minimum placed in interval III. Both these time intervals correspond to the interaction of the DSC-state with the potential barrier, and the changes in the shape of the function are closely related to the passage of subsequent packets forming the DSC-state through the barrier. Let us note that on arrival at the barrier, the first packet is compressed so that the entire DSC-state occupies a smaller area in space. Simultaneously, the quantum interference begins to appear, causing the DSC-state to become more extended in space. The same explanation can be used when the second packet passes the barrier, but there is an additional complication here due to the generation of the clearly visible reflected part of the DSC-state. Thus the area occupied by the state in the phase space is larger than at the beginning of the simulation.

Concluding remarks
We have considered the dynamical properties of the family of non-classical states defined as the coherent superposition of two well separated Gaussian wavepackets, with a defect due to an imperfection in their preparation. This imperfection is described by a scaling parameter which controls the coherence of these states. The states created in this way are called defective Schrödinger cat states. The presented studies are based on the phase space formulation of quantum theory and the Wigner distribution function, and its equation of motion in the Moyal form. This approach is convenient for detecting non-classical effects which stem from the quantum corrections to the classical motion of the states of the isolated quantum system. It is also a well established method of research used for open quantum systems or hybrid systems, i.e., quantum-classical ones. Utilizing this approach we have shown that the quantumness of the considered states expressed by the negative part of the corresponding Wigner distribution function is sensitive to the scaling parameter. Quantitatively, this effect is examined by means of the time-dependent non-classicality parameter. Additionally, we have performed a complementary analysis investigating the localization degree of these non-classical states using the entropic measure expressed by the sum of differential entropies, which is a non symplectically-invariant measure of uncertainty in the phase
space. As a direct consequence of the used measure, the degree of localization of the defective Schrödinger cat states changes with time. This analysis was dictated by the fact that the considered states resemble bi-modal distributions. The application of this measure allows us to show that the degree of localization also depends on the scaling parameter. This is a crucial result because an analysis based on the standard deviations of position and momentum misses this observation.

The presented results concern a dispersive medium isolated from the environment with the Gaussian barrier which breaks the homogeneity. The analysis is concentrated on the backscattering diffraction caused by reflection above the potential barrier. The setup of the above-barrier reflection regime has been motivated by the investigation of the scaling parameter’s influence on the backscattering diffraction of defective Schrödinger cat states. Our first observation is that this phenomenon occurs for the considered non-classical states independently of the value of the scaling parameter. This observation has measurable importance for quantum backscattering communication, namely the obtained results show that independently of the value of the scaling parameter, the backscattering diffraction always occurs for the defective Schrödinger cat states. Moreover, this phenomenon can be intensified by a proper choice of the parameters of the barrier and the incoming state, as it results from the expression for the probability of the above-barrier reflection. One interesting result which stems from the presented studies is that the reflected part has a form of nearly bi-modal distribution in the real space when the scaling parameter is different from zero. A careful analysis of this result allows us to state that both the reflected and the transmitted parts of the Wigner distribution function resemble the initial Wigner function of the defective Schrödinger cat state up to a shearing transformation. The emergence of the real-space multi-mode distribution in the reflected part of the considered state, as well as the single-mode distribution of this part, are shown in the Supplemental Material, which also includes the illustration of the Wigner function dynamics.

Apart from that, we have shown that the non-classicality parameter and the localization degree of the non-classical state in phase-space, increase in time with respect to their initial values. However these two quantities achieve a local minimum in a time interval which corresponds to the time during which the considered state remains in the immediate vicinity of the barrier. These minima are a consequence of partial compression of the state due to the presence of the barrier.

This setup of the computer simulations is closely related to detecting the quantum interference of the bimodal states in electronic systems. The experimental realization of this setup can be based on the system consisting of two quantum dots separated by a barrier. However, such measurements seem to be extremely difficult. Perhaps, the difficulties can be overcome with the protocol based on an electronic Mach–Zehnder interferometer coupled electrostatically to two quantum point contacts.

Summarizing this discussion, we believe that the presented results have potential applications concerning the transfer of quantum states along dispersive media with defects and they may be inspiring for related experiments testing ideas of quantum communication. Moreover, these results allow for the development of the engineering of quantum backscattering communication, by controlling and steering of the reflected part of incoming non-classical states of light or matter, in the above-barrier reflection regime.
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