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**Abstract**

Series of experiments on tungsten (W) erosion and transport in Argon (Ar) plasma were conducted at the linear plasma device PSI-2. W erosion was measured with three independent methods: WI spectroscopy, mass loss and quartz micro-balance (QMB) deposition sensor. Consistent set of data produced in these experiments was interpreted using the 3D ERO code simulations, which have reproduced all the trends observed. Influence of the physical model assumptions (e.g. energy and angular distributions of sputtered particles) was demonstrated. The effect of WI effective quasi-metastable (MS) state population dynamics on spectroscopy measurements is shown; the characteristic relaxation time is determined. The measured physical sputtering yields for W are close to the simulated data obtained in the binary collision approximation (BCA) approach (SDTrimSP code). The remaining discrepancies between simulations and the experiment, mostly in spectroscopy, are accounted to the uncertainties in the plasma parameters and atomic data.
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1. Introduction

Plasma-surface interaction (PSI) determines the duty cycle of ITER to a large extent. Physical erosion limits the lifetime of plasma-facing components (PFC) and influences the retention of tritium due to the co-deposition. Tungsten (W) is of particular interest because it was chosen as the main material for the divertor area of ITER due to its high melting temperatures, low sputtering yield and low tritium retention \cite{1}. Linear devices such as PISCES-B \cite{2}, PILOT-PSI \cite{3} and PSI-2 \cite{4,5} have a number of advantages for investigating specific problems of PSI \cite{6}: continuous operation, compactness, straightforward geometry and facilitated control over the experimental parameters. Plasma parameters in these devices can be relevant to boundary and divertor areas of tokamaks.

Numerical simulations are the key for understanding of all variety of PSI processes in the experiment and their resulting interplay. 3D local impurity transport and PSI code ERO is an established tool for predictive modelling of ITER issues \cite{7}. It has already been applied for modelling of experiments at linear plasma devices including PISCES-B \cite{8}, PILOT-PSI \cite{9} and PSI-2 \cite{10}.

Several experiments dedicated for ERO and underlying erosion data benchmark were carried out recently at PSI-2 in which the physical sputtering of the W target by Ar plasma was characterized by passive optical emission spectroscopy, weight loss with spatial resolution and quartz micro balance (QMB) deposition sensor measurements serving as a movable witness plate. In combination these measurements are capable of giving a full picture of erosion and transport processes in linear plasmas, including relation between the net erosion, determined by QMB and weight loss, and the gross erosion, determined by spectroscopy. The energy of the sputtering Ar ions $E_{\text{in}}$ was scanned at various plasma conditions by applying the additional negative target biasing.

The focus of this work is ERO application for the interpretation of the PSI-2 experiments mentioned. A detailed comparison of numerical modelling results with the experiment provides an opportunity to study the particular effects and estimate uncertainties. The angular and energy distributions of sputtered particles in a parametric form were introduced into the code and shown to be essential for reproducing the spectroscopy results. An essential role of the introduced effective quasi-metastable states (MS) population dynamics for spectroscopy measurements is shown and their characteristic relaxation time is fitted by matching of ERO simulations with the experiment. Physical erosion yields were determined from the experiment using the ERO-based interpretation which allows
taking into account, i.e. substrate, the role of the W redeposition including prompt effects. The resulting yields were compared with the data based on the SDFtrimSP code calculations (in the binary collision approximation (BCA)) expressed in the form of an approximation formula [11,33] taking into account the dependence on $E_{in}$.

The paper is organized as follows. In Section 2 the PSI-2 experiments are described; Section 3 is dedicated to the ERO code description; in Section 4 modelling results are presented together with discussion of the underlying data and taken assumptions.

2. W erosion experiments at PSI-2

The linear plasma device PSI-2 [4] produces a plasma column confined by an axial magnetic field. Absolute value of the magnetic field B changes significantly along the main axis; however it can be easily determined from the known coil configuration and electrical current in those. A typical B field value in the target exposure region is 0.1 T.

In these particular experiments, which were dedicated to erosion data and model benchmark, the W target was irradiated with Ar plasma ($T_e \approx 2 - 4$ eV, $n_e \approx 10^{12}$ cm$^{-3}$). Later, to avoid uncertainties due to recombination and low temperature of Ar plasma, similar experiments were also performed in Ne plasma - weight loss measurements are presented later in the paper. Detailed information on the experiments can be found in [12].

The experiment setup is given in Fig. 1. Radial profiles of electron density and temperature were measured by means of a reciprocating Langmuir probe which was positioned 310 mm from the target surface along the installation axis [4]. One can see in Fig. 2 that both $n_e$ and $T_e$ profiles have clear minima at the plasma column centre. Such hollow plasma configuration is typical for PSI-2 due to the cylindrical cathode in the plasma source [4]. The rectangular 80 x 100 mm$^2$ W target was positioned at the installation axis perpendicularly to the magnetic field lines. The target was under negative bias voltage $U_b$ which was varying from $-50$ V to $-150$ V, controlling incident ions energies. Together with negative plasma potential $U_p \approx -10$ V this resulted in incident ions energies $E_{in} \approx 40 - 140$ eV. Ten 5 x 5 mm$^2$ polished W samples were imbedded into the target for weight loss measurements and post-mortem analyses.

Three independent measurement techniques were used in these experiments:

(a) spectroscopy profiles in two orthogonal directions providing the 2D emission intensity pattern and axial intensity profiles near the target surface;
(b) QMB in situ deposition sensor serving as a witness plate with a varying axial position with respect to the target;
(c) weight loss with spatial resolution;

However, for instance, the exposure for mass loss measurement cannot be combined with the target bias voltage scan affecting the erosion rate. It is also unreasonable to change the biasing and witness plate position (QMB) at the same time. The measurements and parameter scans performed during the experiments are summarized in the Table 1 for three plasma conditions characterised by the discharge power, determined by the arc discharge current in the plasma source $I_{disch} = 50$ A, 100 A, 150 A, referred later to as ‘low’, ‘medium’ and ‘high’ power, respectively.

The main difference between discharge power cases is the $n_e$ absolute value determining the ionization, local transport and spectroscopy of eroded W. There is also a much higher concentration of Ar$^{2+}$ ions in “high” discharge plasma than in “low” one. Ar$^{2+}$ concentration variations have already been detected in previous experiments at PSI-2 [13] with the in-situ mass-spectrometer of magnetized plasmas (see Table 2).

WI ($\lambda = 400.9$ nm) light emission intensity profiles along the installation axis $I_{WL}(z)$ (see Fig. 3) and perpendicularly to it $I_{WL}(r)$ in a 60 mm area from the surface were measured by the spectrometer for various discharge power cases and $U_b$ values. The set of radial intensity profiles taken every 5 mm from the target surface $I_{WL}(r)$ allows reconstructing the 2D emission intensity pattern (side view integrated along the line of sight from the vessel window perpendicular to the device axis (Fig. 1)); axial intensity profiles $I_{WL}(z)$ can contribute analysing the impurities penetration in plasma.

QMB deposition sensor was initially positioned at 345 mm from the target in axial direction. Later on the scan of the axial target position was performed ($R_{QMB}(L), L = 20 - 545$ mm) in order to analyse angular patterns of the sputtered particles. The radial position of QMB was constantly 175 mm. The QMB signal as a function of the target bias voltage $R_{QMB}(U_b)$ was measured for various pa-
Table 1
W erosion experiments at the PSI-2 facility [12].

| # | Plasma | Discharge power | $E_{\text{in}}$ | $n_e$ | $T_e$ | What was measured |
|---|---|---|---|---|---|---|
| 1 | Ar | "Low" "Medium" "High" | 40–140 eV step: 10 eV | $\approx 0.4–2.5 \times 10^{12} \text{ cm}^{-3}$ | $\approx 2–4$ eV | For each $U_0$ and each plasma power value: |
|   |   |   |   |   |   | $I_{\text{line}}(z)$ - WI line emission intensity profile along the z axis ($\lambda = 400.9$ Å); |
|   |   |   |   |   |   | $R_{\text{QMB}}(U_0)$ - QMB sensor signal value; |
| 2 | Ar | "High" (long irradiation) | $\approx 140$ eV | $\approx 2.0–2.5 \times 10^{12} \text{ cm}^{-3}$ | $\approx 3.5$ eV | 2D line emission patterns; |
|   |   |   |   |   |   | $M_{\text{Lx}}(r)$ - weight loss; |
| 3 | Ar | "Low" (long irradiation) | $\approx 140$ eV | $\approx 0.4–0.5 \times 10^{12} \text{ cm}^{-3}$ | $\approx 3.0$ eV | 2D line emission patterns; |
|   |   |   |   |   |   | $R_{\text{QMB}}(L)$ - QMB signal vs. distance between the target and the QMB; |
|   |   |   |   |   |   | $M_{\text{Lx}}(r)$ - weight loss; |
| 4 | Ne | "High" "Low" (long irradiation) | $\approx 140$ eV | $\approx 0.1–1.4 \times 10^{12} \text{ cm}^{-3}$ | $\approx 4–10$ eV | $M_{\text{Lx}}(r)$ - weight loss; |

Table 2
$\text{Ar}^{2+}$ relative concentration measurements at PSI-2 at the radial plasma density maximum [13].

| $I_{\text{QMB, A}}$, A | $\text{Ar}^{2+}$/$\text{Ar}^+$ |
|---|---|
| 50 | 0.015 |
| 100 | 0.14 |
| 150 | 0.39 |

Fig. 3. Axial WI ($\lambda = 400.9$ nm) intensity profiles – Ar experiment. "High" discharge power, $U_0 = 50–150$ V, experiment 1 (see Table 1).

parameter cases to understand the influence of the discharge power on the sputtering intensity.

3. ERO modelling

The 3D Monte-Carlo (MC) code ERO [14] is a tool for numerical simulation of impurity transport in plasma, PSI processes and the interpretation of experiments, e.g. it can simulate the spectroscopic patterns and the PFC surface composition. It is based on the test particle approximation: impurity species are tracked in a given background plasma, which is not influenced by the impurities. The background plasma parameters at each location ($n_e$, $T_e$, B, etc.) are taken as an input. It is possible to use simulated plasma backgrounds like for ITER [7]; however in the present work the experimental data were used. The initial parameters for the test particles, e.g. velocities and movement directions, are generated randomly with appropriate distributions. The elementary processes (e.g. ionization, recombination, elastic collisions with plasma particles, etc.) are also treated in the MC way. Test particles trajectories are calculated using the Boris method [15] taking into account 3D electromagnetic fields, perpendicular diffusion and plasma friction.

ERO utilizes Cartesian coordinates; for linear devices z axis is assumed to coincide with the installation axis. All simulated volume is divided into 3D rectangular space cells. Tracking of impurity particles allows calculating their density in any simulation volume cell and then to estimate corresponding light emission using photon emission coefficients – PEC [16] dependent on the local plasma parameters. Impurity particles start from the target surface as neutrals. Their amount, i.e. erosion rate, is calculated by the approximation formulas proposed by Eckstein [11]. The fits are based on SDTrimSP code (BCA) simulations.

Computer code ERO has already been applied for modelling of experiments at linear plasma devices (e.g. PISCES-B [8]). However, in order to use it for numerical simulation of the PSI-2 experiments some new features were implemented including the exact geometry of the target and observation system, experimental plasma parameters ($n_e$, $T_e$) and electromagnetic field configuration. The synthetic diagnostic features like the spectroscopy integration along the user-defined line of sight and the geometrical configuration of the QMB deposition sensor were provided.

Physical model modifications included a possibility to set different energy and angular distributions of sputtered particles as a function of incident ions energies. Another incorporated effect is the alterations of the $\text{Ar}^{2+}$ concentration with respect to the plasma discharge power, based on the data from [13]. The $E_{\text{in}}$ doubles for $\text{Ar}^{2+}$, which is critical for the sputtering rate. Metastable (MS) tracking introduced earlier in ERO [8] for Bel was adapted for the WI emission in this work, including matching the effective relaxation time from the experiment.

Plasma density variations in axial direction were calculated according to the P.C. Stangeby 1D flow model [17]. It was shown experimentally that this model is the best approximation of Mach number axial profile in the PISCES-B linear plasma facility [18]; the same was observed about $n_e$ axial profile in PISCES-B [19]. The same model is used in other ERO simulations for linear devices e.g. [37]. According to this model $n_e$ value decreases towards the target:

$$n_e = n_e \frac{L_{\text{conn}} - z}{2L_{\text{conn}} \left( \frac{L_{\text{conn}}}{L_{\text{conn}} - 2} \right)^2 - \left( \frac{L_{\text{conn}}}{L_{\text{conn}} - 2} \right)^4}$$

where $z$ is the distance from the target surface, $z < L_{\text{conn}}$. $L_{\text{conn}}$ – connection length symbolizing the distance where the $n_e$ starts to decrease, $n_e$ – plasma density value according to the Langmuir probe (assuming its position $z_{\text{probe}} > L_{\text{conn}}$). The connection length at PSI-2 was estimated by measuring plasma parameters profiles.
for different positions of the target with respect to the Langmuir probe (the target plays role of a neutralizer plate in this case since it covers all plasma column). During these measurements the connection length was estimated as $L = 1000$ mm. We assume that due to the measurement method the uncertainty can be large in this case. However, in the same time, ERO sensitivity scans have shown that increasing/decreasing this length by 200–300 mm should not change the final result significantly. Parallel electric field is calculated through the $n_e$ gradient. An additional sheath electric field caused by the voltage drop near the biased target is taken into account.

### 4. Results and discussion

The significant uncertainties in the simulations of the experiment are energy and angular distributions of sputtered particles. Strong influence of these factors is shown and discussed in our previous work [10]. For low energies of incident ions ($E_{in} = 40 \div 140$ eV) both energy and angular distributions have quite specific shapes (in comparison with high energy cases) which are sensitive for variations of $E_{in}$. Ionization and recombination cross-section values used in the code also bring a notable uncertainty, because for the temperature interval of $T_e = 2–4$ eV the data from different sources scatters significantly. Finally accounting for WI metastables plays a significant role in reproducing the shape of the axial WI line emission intensity profile.

By varying these parameters within reasonable ranges one can understand their influence on the final result and find a set of parameters giving the best agreement with all experimental data simultaneously. The extensive data set and independence of measurements techniques make this choice of parameters quite unique and unambiguous.

There are overall 6 experimental relations observed in the PSI-2 experiments which are useful for benchmarking of the ERO modelling (Table 1):

- $M_{loss}(r)$ - radially resolved weight loss measurements for “low” and “high” discharge power;
- $R_{QMB}(E)$ - dependence of QMB signal on the distance between the target and the sensor;
- $R_{QMB}(U_b)$ - dependence of QMB signal on the bias voltage $U_b$ applied to the target for different discharge power values;
- $I_{WL}(z)$ - axial WI line intensity ($\lambda = 400.9$ nm) profiles at various conditions;
- $I_{WL}(r)$ - vertical (orthogonal to axis) profiles of WI line emission intensity at different distances from the target surface (2D sputtering patterns can be reconstructed);

Below we consider in detail ERO simulations aimed to reproduce each of these relations. We are paying a particular attention to the assumptions made, related uncertainties in the underlying data and free parameters of the model.

#### 4.1. Angular distribution of sputtered particles

For low incident ion energies the angular distribution of sputtered particles has a characteristic shape in the polar coordinates called “butterfly-like” (Fig. 4), acquiring maximum sputtering at a certain angle from surface [20,22]. Angular distributions of sputtered atoms in this case can be expressed with an approximation formula [21]:

$$f(\theta) = A \cos^n(\theta) - B \cos^m(\theta)$$

(2)

Here $A$, $B$, $m$, $n$ - coefficients, different for various materials and influenced by irradiation parameters; It is known from the experiment [22] that under $Ar^+$ ions bombardment with different (though low: 50–200 eV) energies, angular distribution of sputtered $W$ atoms changes its shape with $E_{in}$. A decrease of particles incident energies leads to more shallow distribution of sputtered particles. Experimental angular distributions from [22] were approximated with (2):

$$f(\theta) = 1.14 \cos^{0.20}(\theta) - 1.05 \cos^{0.90}(\theta) \quad U_b = 50V$$

$$f(\theta) = 0.34 \cos^{1.65}(\theta) - 0.25 \cos^{2.05}(\theta) \quad U_b = 100V$$

$$f(\theta) = 0.41 \cos^{1.80}(\theta) - 0.34 \cos^{2.20}(\theta) \quad U_b = 150V$$

(3)

MD calculations using the PARCAS code [23–36] were also performed for Ar ions impinging on W. The MD simulations used several different W interatomic potentials, with different functional form and physical motivation [24]. They all gave very similar angular distributions, giving good confidence that the angular distribution is reliably predicted. The MD results could be also approximated with (2):

$$f(\theta) = 0.30 \cos^{1.80}(\theta) - 0.45 \cos^{4.00}(\theta)$$

(4)

All approximated distributions are shown in Fig. 4 and turn up to have quite similar shapes.

It was shown in our previous work [10] that the angular distribution of sputtered particles determines the decay rate of WI intensity along the $z$ axis to a large extent, because geometrical losses of W escaping the plasma column dominate over ionization as the loss term. Preliminary calculations with angular distribution dependent on the $E_{in}$ as in [22] have shown that the axial intensity profile changes its shape (to non-linear in logarithmic scale) with $U_b$ ($E_{in}$) alterations, which was not the case during the PSI-2 experiments (see Fig. 3). Small decay length alterations with $U_b$ in Fig. 3 are connected with energy distribution alteration with $E_{in}$ (see Section 4.2). This is an interesting issue for further investigation, however for this modelling we decided to use just the MD-based formula (4) for all impact energies because it has shown the best agreement with the experiment.

#### 4.2. Energy distribution of sputtered particles

The Thompson-Sigmund energy distribution is used for sputtered particles in ERO [25]:

$$f(E) = \alpha (E - 1)^{E_b - 1} \quad \left(\frac{E}{E_b}\right)^{\frac{1}{E_b - 1}}$$

(5)

where $\alpha$ - is the parameter of the distributions and $E_b$ is the surface binding energy of the sputtered material ($E_b = 11.4$ eV for W [26]). It is known from the literature [27] that for low energies
of incident ions the peak of the distribution narrows and moves closer to zero. It was discussed in our previous work [10] that this effect can be represented by variation of the parameter $\alpha$. Thus, for different $U_b$ applied to the target, the distribution of sputtered particles can be approximated with the Thompson distribution using corresponding parameter $\alpha > 2$ matched to reproduce the axial decay of the WI line intensity far from the target.

We used the value $E_b = 11.4$ eV [26] in all ERO calculations, which we believe to be the most accurate. However, all SDTrimSP calculations are conducted assuming $E_b = 8.68$ eV (corresponding just to vaporization energy). This has negligible influence on ERO results because it affects only the most probable initial energy of sputtered particles: $E_{\text{initial}} = E_b/\alpha$; in our case $\alpha = 5$–15 and $E_b \approx 11.4$ eV. Thus, the most probable initial energy is always between 0.75 and 2.5 eV in our case, which has little influence on the angular distribution. Energy distribution sensitivity scan is presented in [10].

4.3. Ionization/recombination coefficients

Existing data for excitation, photon emission, ionization, recombination rate coefficients and underlying cross-sections for WI and WII from the literature and databases are quite scattered [28,29,30] (see Fig. 5). Obviously these values, ionization in particular, play a crucial role for the simulation of the neutral tungsten radiation intensity $I_{\text{rad}}(z)$ plume in front of the target surface eroded by plasma. The ionization can have strong influence on the local transport of eroded particles including prompt effects just after the surface release. For W with large mass and respective Larmor radius and, from the other side, weak electron binding, it cannot be neglected a priori without proper investigation. In the present work ADAS [31] ionization/recombination coefficients [30,32] were used in the ERO simulations.

In [10] it was shown that in the case that all sputtered particles start perpendicularly to the target surface the intensity profile slope near the target depends linearly on the ionization rate. This relation is not so obvious in our case due to an angular distribution of sputtered particles; however the effect of ionization is similar. It is also important to note that on our temperature interval $T_e = 2$–$4$ eV the respective ionization rate changes by a factor of 10, which brings an additional uncertainty to the final result. However, on the $T_e = 4$–10 eV interval corresponding to the Ne plasma it changes just by a factor of 2–3, which reduces this uncertainty in Ne experiments.

Recombination effect is similar to ionization, however, according to ADAS data, recombination rates are at least by an order of magnitude smaller than the ionization ones for considered plasma parameters, which makes their influence negligible.

4.4. Metastability effect in WI

All experimentally obtained WI spectroscopy line intensity profiles along the installation axis have a rapid growth in a near-surface target region (up to $\approx 5$ mm) before the characteristic recession connected with WI ionization starts, which results in a maximum at $z \approx 5$ mm from the target surface.

The most probable explanation for this shape is that the internal state of the sputtered particles needs a certain time for excitation and eventual relaxation in the surrounding plasma. The neutral W has an unknown initial population just after the sputtering event. It can have a significantly larger emissivity for the WI $\lambda = 400.9$ nm line then it comes to the equilibrium population of its energy levels, which are determined mostly by the plasma temperature. The density can also have an influence on these populations and even more on the relaxation time. It is well imaginable that the intensity of the considered septet line can be weaker close to the target for instance due to the strong population of the quintet system just after sputtering (it should be mentioned that WI has a septet ground state).

Due to the complexity of the W ion the atomic data availability is quite poor, not mentioning the fine effects like MS populations. First attempts of such calculations are ongoing in ADAS. Still, the general effect is not new. The MS state tracking allowing considering the population relaxation between different spin systems has already been implemented into ERO for Bel [33]. As a very first approach aimed in the effect demonstration and feasibility check we can use the rates fitted from the experiment. Assuming that ionization rates from both ground and MS states are equal to the unresolved by MS values we need just to match the excitation/deexcitation rate, i.e. the system relaxation time, found to be $t_{\text{relax}} \approx 1.5 \times 10^{-5}$ s, from the WI axial profile maximum position (see Section 4.5).

4.5. Simulation results

Mass loss experiments were simulated in ERO for two available conditions (Table 1) and compared with the measurements.
Fig. 7. Ratio between SDTrimSp-calculated and experimentally obtained sputtering yields for Ar --> W experiments radial distribution. The redeposition of the impurities is counted out from the experimental yield based on the ERO calculations. a) “Low” discharge power case, \( U_b = 150 \text{ V} \), experiment 1 (see Table 1); b) “High” discharge power case, \( U_b = 150 \text{ V} \), experiment 2 (see Table 1).

Fig. 8. Ratio between SDTrimSp-calculated and experimentally obtained sputtering yields for Ne --> W experiments radial distribution. a) “Low” discharge power case, \( U_b = 165 \text{ V} \), experiment 4 (see Table 1); b) “High” discharge power case, \( U_b = 165 \text{ V} \), experiment 4 (see Table 1).

The simulation results are in a good qualitative agreement with the experiment – the spatial distribution mimics maximum plasma density and flux position. The radial distribution of the ratio of SDTrimSP sputtering yields to the experimental ones is presented in Fig. 7. They are in a quantitative agreement within 50% for the “high” discharge power; for the “low” power case, however, there is a deviation by the factor 1.0–2.3.

These discrepancies are most probably associated with the alterations of the Ar ion flux on the way from the Langmuir probe to the target due to an intensive plasma recombination on this interval. In the ERO calculations we have already taken into account overall flux decrease by a factor of 1.5–2.1 dependent on the discharge power. The shape of the flux radial profile also changes and can be quite diﬁcult to predict without speciﬁc measurements. Finally, the deviations can be caused by a relatively large uncertainties in the \( T_e \) measurements (\( T_e = 2–4 \text{ eV} \), \( \Delta T_e \approx 1.5 \text{ eV} \)).

The recombination eﬀects are much less prominent in the recent PSI-2 experiments on W irradiation with neon (Ne) plasmas. The mass loss measurements show a good quantitative agreement with the SDTrimSP predicted yields at least within 50% (see Fig. 8). Uncertainties in the \( T_e \) measurements and recombination do not play such crucial role here; however we cannot exclude them completely. The influence of Ne\(^{+2}\) ions is much less pronounced due to the considerably higher ionization energy of Ne\(^{+}\) (~40 eV) in comparison to Ar\(^{+}\) (~27 eV).

For the Ar experiments one should also note a strong redeposition of sputtered W mainly caused by the friction force experienced by the charged particle inside the plasma flowing towards the target [14]. This eﬀect was not measured in the experiment; however it was estimated using ERO calculations. ERO shows 25% of redeposited material for the “low” discharge power and 50% of it for the “high” power case. In Figs. 6 and 7 this eﬀect is already taken into account. Prompt redeposition contribution according to ERO estimations was negligible in our case and made up only 3–5% of the redeposited material.

Finally, it is important to note that all rates for elementary processes in ERO (ionization, recombination, etc.) are obtained with the assumption of the Maxwellian electron velocity distribution in plasma, which is most probably not the case for the PSI-2 facility due to features of plasma production in the source [18]. The detailed analysis of importance of this eﬀect, which probably demands dedicated experiments at PSI-2 is out of the scope of the present paper.

Experimental 2D side-view emission intensity patterns composed of 14 radial intensity proﬁles taken at every 5 mm from the target surface were reproduced in the ERO code for ‘low’ and ‘high’ discharge power cases (see Fig. 9). ERO reproduces well the 2D distribution of the emission intensity (side view) and its alterations with the plasma parameters. However, the intensity peak at 5 mm from the target surface in the modelling (Fig. 9, right) is not resolved in experimental 2D emission patterns due to their low resolution in axial direction. Therefore, we used high-resolution axial intensity proﬁles (Fig. 10) for this eﬀect analysis and corresponding ERO benchmarking.

Quantitatively the simulation results are in agreement with the experiment for the “low” discharge power and diﬀer by a factor of 5.8 for the “high” power case. Photon emission coefficients (PECs) used for intensity calculations in ERO are very sensitive for \( T_e \), as well as for the electron velocity distribution. Therefore, the ﬁnal result of quantitative intensity is a complex interplay of the input atomic and ionization data combined with the uncertain ﬂux alterations between the discharge power cases. Thus, one can expect a large uncertainty here, which can be diminished by choosing more optimal experimental parameters (e.g. higher \( T_e \)) and using improved PECs expected as a result of ongoing ADAS activity.
Emission intensity profiles along the installation axis integrated along the line of sight cross the plasma can be synthesized by ERO. Direction of profile extraction is marked with a black line in the Fig. 10, right. In the experiment these profiles were registered for every set of $U_b$ and discharge power value. We account the intensity maximum near the target surface for the presence of WI metastable energy levels (see Section 4.4) the characteristic relaxation time $t_{relax}$ of those determines its position. Sensitivity study using ERO have shown nearly linear dependence of the maximum position on the relaxation time $t_{relax}$, it was confirmed by analytical estimations of levels population with assumption of a system with one ground, one long-living excited and one ionized states. Fig. 10 demonstrates a reasonable agreement of the simulated and measured line intensity profiles.

QMB signal dependence (see Fig. 11) on the QMB-target axial distance $R_{QMB}(L)$ (Fig. 1) has a quite predictable form: the QMB signal comes to zero for both very large and very small distances and has a maximum (at $L \approx 10$ cm) determined most probably by the angular distribution of sputtered species, which was shown to have a “butterfly” shape (see Section 4.1). Rapid decrease of $R_{QMB}(L)$ at small distances represents the obvious geometrical influence: due to a radially shifted QMB sensor position only particles starting with a very large angle to the normal to the target surface are capable of reaching the sensor. The shape of the signal recession for larger distances represents the ionization influence: ions can reach QMB quite seldom because of trapping in the magnetic field co-directional with the installation axis. This effect however is minimal for the presented in Fig. 11 ‘low’ discharge power case since plasma density is too low for significant ionization. For this specific case experimental results are in a good agreement with the analytical estimations based on exclusively geometry factors:

$$R_{QMB}(z) = \frac{\int_{-a/2}^{a/2} \int_{-b/2}^{b/2} S_{QMB}(x, y, z) \cdot F(x, y) \cdot dx \cdot dy}{\int_{-a/2}^{a/2} \int_{-b/2}^{b/2} 2\pi \left( (x-x_{QMB})^2 + (y-y_{QMB})^2 + z_{QMB}^2 \right)^2 \sqrt{(x-x_{QMB})^2 + (y-y_{QMB})^2 + z_{QMB}^2}}, \quad (6)$$

where $x_{QMB}$, $y_{QMB}$, $z_{QMB}$ - sensor position, $a$, $b$ - sides of the rectangular target $(0;0;0)$ is at the centre of it), $Y$ - sputtering yield and $F(x,y)$ - plasma flux in a certain target point, $S_{QMB}$ is the area of the QMB’s circle contour projection on the plane perpendicular to the line connecting a particular point on the target surface and the sensor. The number of particles reaching the QMB sensor was estimated assuming uniform angular distribution of sputtered particles: in this case it is proportional to the solid angle calculated as $S_{QMB}$ divided by the distance from the target, ERO simulation results are in a good qualitative and quantitative, within 50%, agreement with the experiment and estimations mentioned (Fig. 11).

The ERO simulations also perfectly reproduce the qualitative dependence of the QMB signal on target biasing mimicking the W sputtering yields dependence on the ion impact energy $E_n$ (see Fig. 12). To reproduce the quantitative results during the scans at various discharge powers one should take into account the respective Ar$^{2+}$ to Ar$^+$ ions concentrations. Their indicative values are
specified in Section 2, Table 2. For the “high” discharge case, however, ERO underestimates the QMB sensor deposition rate, most probably due to the discussed uncertainties in $T_e$, ion flux, electron velocity distribution and ionization rates which affect strongly the species transport. These issues are likely to be minimized in the planned simulations of the experiments where Ne was used instead of Ar for W sputtering.

5. Conclusions

Recently conducted experiments on the W erosion and transport at PSI-2 were accompanied by the simulations by the 3D Monte-Carlo ERO code. Some modifications of the ERO physical model were performed for this modelling including the energy and angular distributions, WI metastables and Ar$^+$/Ar$^{2+}$ ion fraction accounting. These simulations help to interpret experimental results by taking into account the interplay of various processes and finally validating the sputtering yields which can be used for the predictions for ITER and other devices.

The ERO simulations reproduce well all experimentally observed trends including the good agreement of absolute values: the weight loss at various plasma conditions in Ar and Ne plasma, the target biasing, i.e. ion impact energy, influence on the deposition of eroded particles at the QMB witness plate, 2D spectroscopic views of the W emission plume close to the target etc.

The influence of several physical effects and related uncertainties were studied. The angular distribution of sputtered W atoms was determined by comparison of the modelled deposition on the QMB with the according experimental data and confirmed by the molecular dynamics calculations. An important role of W redeposition for weight loss measurements was shown with the ERO simulations. There is up to 50% of redeposited material according to ERO. It was demonstrated that WI metastable states can explain the WI intensity profiles shape with a maximum at a distance of $\approx 5$ mm from the target.

In general, our resulting sputtering yields are consistent with the SDDTrimSP simulations. The quantitative agreement is within 50% for all considered benchmark ERO applications but spectroscopy. Remaining discrepancies are associated with uncertainties in the atomic data, possible deviations of electron velocities in the PSI-2 plasma from the Maxwellian distribution, flux variations on the way from the Langmuir probe to the target due to recombination and uncertainties in $T_e$ measurements. Further experiments for instance with higher $T_e$ are necessary to eliminate the remaining uncertainties.
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