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Intact Planar Abstraction of Buildings via Global Normal Refinement from Noisy Oblique Photogrammetric Point Clouds
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Abstract: Oblique photogrammetric point clouds are currently one of the major data sources for the three-dimensional level-of-detail reconstruction of buildings. However, they are severely noise-laden and pose serious problems for the effective and automatic surface extraction of buildings. In addition, conventional methods generally use normal vectors estimated in a local neighborhood, which are liable to be affected by noise, leading to inferior results in successive building reconstruction. In this paper, we propose an intact planar abstraction method for buildings, which explicitly handles noise by integrating information in a larger context through global optimization. The information propagates hierarchically from a local to global scale through the following steps: first, based on voxel cloud connectivity segmentation, single points are clustered into supervoxels that are enforced to not cross the surface boundary; second, each supervoxel is expanded to nearby supervoxels through the maximal support region, which strictly enforces planarity; third, the relationships established by the maximal support regions are injected into a global optimization, which reorients the local normal vectors to be more consistent in a larger context; finally, the intact planar surfaces are obtained by region growing using robust normal and point connectivity in the established spatial relations. Experiments on the photogrammetric point clouds obtained from oblique images showed that the proposed method is effective in reducing the influence of noise and retrieving almost all of the major planar structures of the examined buildings.
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1. Introduction

The demand for the automatic three-dimensional modelling of large-scale urban environments, especially buildings, has triggered increasing research attention in recent years, for interactive mapping applications, urban planning and analysis and computational engineering [1]. Under this demand, the penta-view aerial oblique camera has acquired new popularity and soon provided the standard datasets for building reconstruction [2]. Various oblique camera systems have been developed, and massive airborne datasets have been collected. With advances in Structure From Motion (SFM) [3,4]
and Multiview Stereo (MVS) [5], aerial oblique images can now be processed automatically to produce tiled dense photogrammetric point clouds at the city scale.

The use of oblique photogrammetry for three-dimensional modelling seems promising, due to the capability to obtain occlusion-free outputs from multi-view data. Unfortunately, the obtained photogrammetric point clouds are also severely noise laden [6]. In addition, unlike common outliers that could be removed during preprocessing, noise generally reflects in small fluctuations of point clouds, which may lead to problems during plane segmentation but should be considered as inliers. Therefore, the aim of this paper is to abstract the buildings by planar segments with explicit handling of the conspicuous noise level, which is a fundamental step for further level-of-detail (LOD) reconstruction. In the following sections, we first provide a brief review on surface normal estimation and different approaches for planar segment extraction; and then discuss the aims and contributions of this paper.

1.1. Related Works

**Normal Estimation:** The normal vectors of point clouds are fundamental geometric shape properties (i.e., representation of the geometry around a specific point) for planar segmentation and many other applications [7] and are still under active study [8,9]. There are two core steps for satisfactory normal estimation: (1) determining the selected region around each point and (2) determining the geometric kernel to fit the tangent space for the above region as shown in Figure 1. For the first issue, the most intuitive and widely adopted region is the k-neighborhood (or r-ball), based on the k-dimensional tree (kd-tree) [10]. Local region selection and covariance estimation methods may be improved by considering density anisotropy using different weightings [11] and robust statistical information [12], respectively. For the second issue, the standard approach to normal estimation is based on principal component analysis (PCA) [13], for which the geometrical interpretation is to fit a thin ellipsoid, and the direction for the minor axis is the normal vector [14]. Jet fitting [15] is another popular method that uses a quadratic surface as the geometric kernel. Other geometric kernels, including spheres and splines, can also be adapted to the smooth surface for normal estimation and the determination of other geometrical properties [16]. Recently, research has even demonstrated that the geometric kernel can be learned from exemplar datasets using deep neural networks [16]. Although the above methods with sophisticated geometrical kernels are suitable for complex shapes, urban environments (especially buildings) have planes as the primary structure, and the problem caused by noise in a local region is more serious, which requires information in a larger context to alleviate its influences, as shown in Figure 1.

![Figure 1. Different region selection and geometric kernel for normal estimation. Principal component analysis (PCA) (a), jet fitting (b) and MLS Sphere fitting (c) generally use local regions, and select planes, quadratic surfaces, and spheres as the geometric kernel, respectively. In addition, the geometric kernel can also be learned from exemplar datasets (d). However, for noisy photogrammetric point clouds in urban environments, a large context should be selected to keep sharp features, such as the sharp edges of a building.](image)

**Model fitting:** Model fitting-based planar extraction methods can be categorized by the approaches used to determine the model, including the random sample consensus (RANSAC) [17,18]...
and Hough transform (HT) [19]. The HT has been used to detect various types of geometries, including planes [20] and L-shape structures [21] in point clouds. However, the time and memory required to perform a HT on a large data set are prohibitively high [22], which impedes its usage in a large scale urban environment. Although RANSAC-based methods are more robust and better at handling outliers, RANSAC generates a planar surface with a maximal number of points for every iteration, with many spurious planes that may be generated [23]. To prevent the detection of these spurious planes, follow-up works have extended RANSAC by considering local surface normal vectors [24] or combining it with a regional growing method [18]. However, as described above, the local surface property is sensitive to noise [25], which limits its usage for photogrammetric point clouds from oblique images.

**Region growing:** Region growing-based [26] planar extraction methods generally consist of three major factors: (1) the selection of the starting seed primitives; (2) the criteria to extend the seed region; and (3) the criteria to terminate growing. First, the choice of seed is not limited to points, but can also be triangles in a surface mesh [27] or initial planar primitives [28]. The most intuitive method to place a seed is random selection; however, if the seed primitive is located in areas with high noise, the growth regions may deviate from the expected regions. To overcome this problem, points with good planarity should be chosen for the seed points [29]. Second, for the growing criteria, the similarity of normal vectors and the distance between neighbor points and the current region are widely adopted [30–32]. Alternatively, neighboring patches can be applied to growing regions [33] based on minimizing the deformable energy. Third, as the region grows larger, the fitting error also monotonically increases, and the termination criteria are determined by the largest error. In an empirical evaluation, the region growing-based method has a higher recall rate on the retrieved primitive than the model fitting-based method [34], which is much slower. In addition, because only the local information in a small neighborhood context is used for growing in each iteration, the global context is ignored; therefore, the regional growing methods are intrinsically sensitive to noise and probably lead to the problem of crossing the object boundary.

**Supervoxel clustering:** Similar to the well-studied superpixel clustering, the clustering of points into supervoxels can also be used as an intermediate representation for further application and still remain in the developmental stage [35]. The most popular artificial method for supervoxel clustering is the Voxel Cloud Connectivity Segmentation (VCCS) [36]. VCCS first generates an adjacency graph using octree, and divides the space into a voxelized grid with a seed resolution and voxel resolution. Then, VCCS supervoxels are clustered by 39 dimensional local geometric features. VCCS supervoxels are reported to be highly efficient, and the results on RGB-D test data ensure no crossing over object boundaries. For further applications, such as object detection [37], classification [38] and segmentation [39], there are three advantages for point clouds being partitioned into supervoxels as basic entities in comparison to a single point. First, supervoxels provide more discernible structural features; second, the adjacency relationships are clearer; third, the computational complexity is significantly reduced, especially for large-scale urban scenes. Because of the advantage of reducing computational complexity and preserving boundaries, in this paper, the supervoxel is also adopted in the first stage and augmented with contextual information to overcome the noise problem.

### 1.2. Contributions

By aiming at overcoming the problem caused by noise and deformations in photogrammetric point clouds, the major contribution of this paper is: a global optimization technique for normal estimation, which gradually propagates the structural information from a single point gradually to a significantly larger context; region growing to extract planar segments is, therefore, also aware of the global structure. More specifically, this method proceeds in a hierarchical fashion: (1) points are merged into supervoxels, which are over-segmented representations of the point clouds and, more specifically, a planarity constraint is proposed to enforce the preservation of object boundaries; (2) the supervoxels are then expanded to collect support regions for normal estimation, which is denoted
as the maximal support region; (3) global optimization is used to obtain relatively consistent normal vectors from contextual information implied by the maximum support region; and (4) using the revised normal and contextual information, region growing is conducted based on the spatial relations and similarities of the features. Based on the above workflow, the proposed method is more resilient to the influences of noise and deformations of photogrammetric point clouds and generates more intact planar segmentation.

The remainder of this paper is structured as follows. In Section 2, global normal refinement and the planar surface extraction of buildings are described. Experiments on oblique photogrammetric point clouds and the results are demonstrated in Section 3. The conclusions are provided in Section 4.

2. Methods

Planar structures are common in urban areas, and coplanar points are assumed to share the same normal vector. However, for noisy photogrammetric point clouds, planar surfaces may not appear to be flat, leading to inaccurate segmentation. In this paper, a robust approach is presented to segment photogrammetric point clouds based on global normal estimation to overcome noise. As shown in Figure 2, the point clouds are preprocessed using supervoxel clustering, and a planarity constraint is proposed to enforce the preservation of object boundaries, and effectively reduce the number of inputs (from millions to thousands) without the loss of sharp features (Section 2.1). Then each supervoxel cluster grows to the size of the maximum planar support regions; this process is similar to regional growing, except that a strict termination condition is incorporated to further preserve the boundary (Section 2.2). Neighborhood connectivity is generated from all of the support regions, which is used as the observation during global optimization to reorient the initial normal vectors into consistent directions (Section 2.3). Finally, planar surfaces are segmented by region-growing, which combines the robust normal vectors and spatial relations between among those that are established in the previous steps (Section 2.4).

![Figure 2. Processing pipeline of the proposed method.](image-url)
2.1. Boundary-Preserved Supervoxel Clustering

The objective of supervoxel clustering is to (over-)segment the point cloud into small regions that are assumed to have uniform sizes, convex shapes, and connectivity information in a local region. Formally, given point clouds $P = \{p_1, p_2, \ldots, p_n\}$, this step splits $P$ into different clusters, $C = \{c_1, c_2, \ldots, c_m\}$, where each cluster $c_i$ contains a non-overlapping subset of $P$. Our proposed implementation is motivated by the VCCS [36], which is publicly available in the PCL (point cloud library) [40]. However, as the original method is designed in a sequential iterative way and the clustering is, in fact, the bottleneck of the whole pipeline, we propose a parallel extension of the original supervoxel clustering method and furthermore, a boundary constraint is enforced to preserve sharp features.

Supervoxel clustering begins with building an octree spatial index of point clouds, which explicitly generates a 26-adjacent connectivity graph in neighborhood of $3 \times 3 \times 3$ cubes [41]. Other than general purposing segmentation methods, which may produce elongated or non-convex regions, the objective of supervoxel clustering is to (over-)segment the point cloud into small regions that are assumed to have uniform sizes, convex shapes, and connectivity information in a local region. The seeds for the initial supervoxels are uniformly selected in the octree. The core step in clustering the supervoxels is to expand or exchange the leaves of the octree with their direct adjacent neighbors in each iteration. This step iterates several times and is determined by the search radius. The criteria for expansion are measured by the feature distances from the leaf points. Instead of using the original 39-dimensional features, we have found that a simpler 9-dimensional feature containing three categories of features is sufficient for each point $p_i$ in urban environments:

$$ f_i = [x, y, z, L, a, b, n_x, n_y, n_z]^T $$

where $[x, y, z]^T$ represents the spatial position, $[L, a, b]^T$ represents the color in CIE space, and $[n_x, n_y, n_z]^T$ represents the noisy normal vector estimated with the orientation determined from the viewpoint of the aerial oblique images of the SFM-MVS pipeline. Normal vectors are used instead of the FPFH (fast point feature histograms) feature [42], because they are more intuitive and efficient in constraining planar structures. The feature distance is also normalized and weighted from the three categories, as in the original method of Papon et al. [36]. For original implementation, the expansion of all of the leaf points is implemented sequentially and becomes the bottleneck for the whole pipeline. In this paper, this step is parallelized by caching the provisional testing results and updating all supervoxels after a whole epoch of expansion tests. In practice, we found no significant difference between the two strategies, but there was almost a linear speedup with respect to the number of parallel threads.

Because the expansion test uses noisy initial normal vectors, we have found that a certain amount of supervoxels may still cross the object boundary. To remedy this problem, a refinement step follows, which swaps the boundary-crossing points between two adjacent supervoxels. Based on the planar assumption, the spectral features of points are used to measure the planarity of each supervoxel, which can be calculated by the eigenvalues of the singular value decomposition (SVD) of the covariance matrix of the points [43]. We let the eigenvalues and eigenvectors be $\sigma_1 < \sigma_2 < \sigma_3$ and $\eta_1, \eta_2, \eta_3$, respectively. The following constraint is adopted:

$$ \begin{cases} \frac{\sigma_2}{\sigma_1} > \tau_1 \\ \frac{\sigma_3}{\sigma_2} < \tau_2 \end{cases} $$

where the top row enforces the planarity of the point clouds and the bottom row prevents the occurrence of elongated shapes, which we found common in the intersections of the two faces. The thresholds of 45 and 15 were selected as common values [38,44] for $\tau_1$ and $\tau_2$, respectively.

For the boundary-crossing supervoxels, they are again isolated into points and should be re-assigned to adjacent supervoxels. Thus, for each isolated point, we add it to the adjacent supervoxels.
separately and recalculate the covariance matrixes and planarity. Each point is sequentially tested against adjacent supervoxels and the simple winner-take-all strategy is adopted to assign the point. After refinement of the boundary-crossing supervoxels, the centroid of each supervoxel is updated, and a plane is fitted to the points; the normal vector of the plane can be regarded as the normal vector of the supervoxel. The adjacencies of the supervoxels are then estimated through a K-nearest neighbor (KNN) search of the centroids $c_i$, which improves the successive growth of the maximum planar support region, as described below.

### 2.2. Hierarchical Generation of the Maximum Planar Support Region

Although planarity can be internally preserved in each supervoxel, sufficient structural information cannot be retrieved from a single supervoxel. Therefore, in this step, each supervoxel grows to the adjacent supervoxels to enclose larger contextual information: the maximum planar support region. Specifically, we obtain a support region by enclosing adjacent supervoxels for each $c_i$, where $S_i = \{c_i, c_j \in C | j = 1, 2, \ldots, n, j \neq i\}$, and $S$ is assumed to be planar.

The support region for each supervoxel is generated in a region-growing manner. As described above, KNN is used for the adjacency search, which is conducted using a coarse-to-fine strategy by changing the value of $k$. (1) a larger neighbor set, $N_i \in C$, is created around the supervoxel $c_i$ ($k = 16$); (2) the success of the expansion is tested, as described later; (3) if the expansion fails, $k$ is decreased by a factor of two; and (4) steps (2) and (3) are repeated until no supervoxel is inserted, as shown in Figure 3c. In practice, the expansion may fail if the supervoxel is located around a sharp feature, because the neighbor set around the supervoxel may cross the sharp feature. Thus, a directional search strategy is used for this type of supervoxel, which is based on the fact that the shape of a supervoxel is generally abstracted by a quadrangle, and the expansion prefers to expand toward the direction with more consistent normal vectors. The two cores different from above strategy are (1) determining the four adjacent neighbors around the supervoxel $c_i$; (2) decreasing the thresholds of criteria, which are determined by the Equations (2) and (3), to half.

![Figure 3](image-url)

**Figure 3.** Directional expansion of the maximal support regions. (a) Photogrammetric point cloud, (b) supervoxels, (c) growing region of a supervoxel located in a plane, and (d) growing region of a supervoxel located in a sharp feature.
The most important issue in region growing is the criteria for accepting primitive proposals. In the proposed method, region growing is constrained by the three-dimensional shape features of point clouds and the deviations of normal vectors, as shown in Figure 4. Figure 4a shows a geometric representation of the spectral features, which can be calculated by Equation (2). The first constraint is designed to ensure planarity and the second prevents support regions crossing the object boundaries and alleviates the influence of noise, as shown in Figure 4b. After the generation of the three-dimensional shape features described above, the plane Σ, as shown in Figure 4b, is a geometrical representation of the PCA analysis and is identical to the least squares fitting of the points. By comparing the normal vectors of Γ and ci, rather than those of supervoxels ci and cj, the effects of noise are smoothed and reduced. A large range is specified for the angle between the plane and supervoxel, \( \theta(n_i, n) \), which is specified to prevent supervoxels on other planes from being accepted during the growing phase:

\[
\theta(n_i, n) < \tau_3
\]  

(3)

where \( n \) represents the normal vector of the primitives and a threshold of 15° [45] is selected for \( \tau_3 \).

To further reduce boundary crossing during region growing, only pairs of supervoxels that are mutually contained in their corresponding support regions are considered in subsequent global optimization as shown in Figure 5. Mutual validations can be computed efficiently using the set intersection algorithm on sorted arrays. The union of all of the mutually validated supervoxels can be formulated as a set of pairs, \( U = \{(i, j) | c_i \in S_j \text{ and } c_j \in S_i\} \), which are responsible for the observations during global optimization, as discussed below.

![Figure 4. Constraints used during region growing of the support region. (a) Planarity constraint determined from the spectral features. (b) Angle deviation in the supervoxels.](image)

![Figure 5. Mutual validation of the connectivity test. The dots represent supervoxels and the rounded rectangles represent support regions. (a) Only one side of the region is contained, \( c_j \in S_i \) but \( c_i \notin S_j \). (b) The shaded dots are mutually contained, \( c_i \in S_j \) and \( c_j \in S_i \).](image)
2.3. Global Optimization of Normal Vectors

The maximum planar support region may recover parts of the global structures in a scene. However, in a complex urban environment, the mutually contained support regions may not ideally intersect with each other, preventing the recovery of the whole structure. Global optimization using pairs of supervoxels in the set $U$, as described above, enables the use of multiple optimization techniques: robust estimation and outlier removal as shown in Equation (4). The purpose of global optimization is to reorient the normal vectors of the supervoxels, such that they are consistent with all of the pairs $U_{ij}$. Instead of directly enforcing the equality of normal vectors [46], because the constraint of a unit vector for the normal vectors may be violated in the iterative least-squares optimization, we indirectly optimize the rotation vector $r = [r_1, r_2, r_3]^T$ for each supervoxel. For each supervoxel, the normal vector should be normalized to a unit vector so that one degree of freedom is lost. However, this makes it difficult to determine the thresholds for robust estimation and outlier removal, as described below. The data term for optimization is described by the angle differences between each pair, $U_{ij}$, after reorientation, which is parametrized by the angle-axis notation as $r \in \mathbb{R}^3$. To remove the ambiguity of the rotation in the global model, and to ensure that the method is robust to outliers, a $L_2$-norm regularization term and a robust loss function $\rho(\bullet)$ are included in the optimization as described below:

$$
\min_r \frac{1}{|U|} \sum_{(i,j) \in U} \rho(\langle R_i n_i, R_j n_j \rangle) + \lambda \frac{1}{|S|} \sum_i \|r_i\|^2_2
$$

(4)

where $R \in \mathbb{R}^{3 \times 3}$ represents the rotation matrix from $r$ and $\lambda$ represents a weight parameter that balances the importance of the two terms. $|S|$ represents the number of supervoxels in maximum planar support region. The Rodrigues rotation [47], $\|r\|_2$ represents the angle of the rotation around a fixed axis $r$. The Rodrigues representation is used instead of Euler angles to increase the smoothness around the zero rotation. Both the data and regularization terms have the same physical meaning, which makes the weight parameters easy to determine; a value of $\lambda = 0.1$ is used in this study. The standard Huber loss [48] is used for loss evaluation. Huber loss requires the parameter $a$ ($15^\circ$ is selected) [49] to separate the inlier and outlier regions. For inliers, this is identical to the squared loss that grows quadratically; for outliers, it grows linearly to reduce influences, as in Equation (5). In the iterative solver, the $3\sigma$ law [50] is used to remove obvious outliers.

$$
\rho(s) = \begin{cases} 
   s^2/2, & |s| \leq a \\
   a|s| - a^2/2, & |s| > a 
\end{cases}
$$

(5)

The optimization problems defined in Equation (4) are sparse nonlinear least squares problems. Because each observation is only relevant to two supervoxels, an iterative solver is required after linearization. A standard library: the Ceres solver [51], is used to solve these problems. After obtaining the rotation vector $r$ for each supervoxel, the normal vectors are reoriented and assigned to the underlying point clouds for further segmentation. The obtained normal vectors of point clouds are robust not only to noise, but can also signal retain the sharp features of buildings, as shown in Figure 6. Besides, the RMSE (root mean squares error) is used to evaluate the results. $N$ represents the number of points, $n$ represents the estimated normal vector, and $n'^o$ represents the reference normal vector.

$$
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} < n_{ij}, n'^o_{ij} >^2}
$$

(6)
Normal vectors are essential parts for plane extraction. The robust normal estimation method proposed in this paper can effectively reduce the influence of noise and maintain sharp features. Although the proposed plane extraction is based on pointwise region growing, using robust normal vectors and spatial connectivity detected by the maximum planar support region, we can significantly accelerate the procedure. First, the seed point can now be selected more reliably from the center of a support region, which, to a certain extent, prevents the selection of sharp features. Second, other than the expansion of the seed point by only one point, we currently have three options: the whole region, a supervoxel, and a single point (from coarse to fine).

Specifically, two common criteria are used in this paper: the Euclidean distance and angle difference. The Euclidean distance can be applied to determine the spatial connectivity $\zeta$, as shown in Equation (7). If the distance $d(p_i, p_j)$ is less than the distance threshold $\tau_d$, then the seed point $p_i$ and its neighbor can be considered to be spatially connected. The threshold $\tau_d$ is determined by the average point spacing (1.5 times is used in this study).

$$
\zeta = \begin{cases} 
true, & d(p_i, p_j) < \tau_d \\
false, & d(p_i, p_j) > \tau_d 
\end{cases} \quad (7)
$$

To ensure surface smoothness, coplanar points should share similar normal vectors. If the angle between the normal vectors of a seed supervoxel and its neighbors is less than the angle threshold $\tau_\alpha$ ($15^\circ$ is used), then the seed and neighbor are assumed to belong to a smooth planar patch.

**Figure 6.** Visualization of normal vectors. (a) shows a cube model with 240,000 points. (c) shows the same model but with 0.5% noise. (b,d) show the results from the proposed method, the RMSE are 0.0022 and 0.0231 respectively. (c,f) show the results estimated by local information only, the RMSE are 0.0707 and 0.433 respectively. The proposed method produces more consistent normal vectors.
Although, the intact building surface can be extracted by region growing, the positions of the deformed point clouds need to be further modified. To overcome this problem, we use robust normal vectors and extracted regions to calculate the average normal vector of each extracted plane. Finally, the deformed points are projected onto the plane corresponding to the average normal vector, as shown in Equation (8). $P_{\text{proj}}$ represents the projected point on the plane, $Q$ represents a given point, $P$ represents the point that must be projected, and $n$ represents the normal vector of plane. The final new plane can be referred to as the plane abstraction.

$$P_{\text{proj}}(x, y, z) = Q(x, y, z) - ((Q(x, y, z) - P(x, y, z)) \cdot n) \times n$$  \hspace{1cm} (8)

3. Experimental Evaluations and Analysis

To verify the efficiency and robustness of the proposed method (denoted as IPA), several tests have been performed for comparison with previously published methods, such as classic region-growing based on normal vectors estimated by PCA (denoted as RG-PCA), efficient RANSAC [24] (denoted as RANSAC), LCCP (locally convex connected patches) [52], and the PLINKAGE (pairwise linkage) algorithm [53]. The experiments were conducted using photogrammetric point clouds obtained from aerial oblique images representing various landscapes of Shenzhen, China. The ground sample distance (GSD) of the nadir images is approximately 8 cm, and ranges from 6 to 16 cm for the oblique images. Each tile covers a square area of 250 × 250 m, with more than 10 million points for each tile. To prove the effectiveness of our method, both qualitative and quantitative analyses are carried out, as shown below.

3.1. Qualitative Evaluations

3.1.1. Evaluations of the Global Normal Optimization

Noise and deformation are inevitable for point clouds obtained from aerial oblique images by the MVS pipeline [2]. To verify the robustness of IPA, we first conducted robust normal vectors estimation on three types of buildings, as shown in Figure 7. Figure 7(a1) shows two common deformations: smoothed sharp features (Figure 7(a1), region A) and deformations on a plane (Figure 7(a1), region B). For the former situation, when simply considering local points information, the direction of the normal vector varies continuously, as shown in Figure 7(a3) (region A) and Figure 7(b3). As a result, the estimated normal vectors are ineffective in surface extraction. Differently from that above, there is an abrupt direction change in the normal vectors estimated by IPA in sharp features (Figure 7(a2), region A, and Figure 7(b2)). For the latter situation, deformations on the plane possess similar spatial properties (i.e., continuity and irregularity), which are significantly different from those of the structure of the building surface. The direction of the local normal vectors estimated by the PCA is variable and rough (Figure 7(a3), region B, and Figure 7(c3)), which results in these regions being over-segmented or un-segmented. In contrast, IPA is robust to noise, because the normal vectors of the deformations are optimized with their maximum planar support regions, which makes the normal vectors consistent with the global planar structure (Figure 7(a2), region B, and Figure 7(c2)).
3.1.2. Evaluations of Large-Scale Tilewise Planar Extraction

Three tiles are chosen as the experimental data for the comparison experiments. First, because only the RG-PCA and RANSAC are scalable to process large scale datasets, and they are the most popular for extracting building planes, IPA is first compared with these methods for large-scale tilewise planar extraction, as shown in Figures 8–10, respectively. For each tile, the subfigures in (a) show the original point clouds and the enlarged areas, and (b) and (c) show the plane extraction results, with points projected to the extracted plane, for the whole and enlarged areas, respectively. The performances in the three tiles are quite consistent for the three methods. It could be noted that for the small objects affiliated with a larger plane, the RG-PCA generally discards these points (i.e., the holes on the planes), and RANSAC detects them as individual objects, which is not the desired result. In addition, the RANSAC approach also ignores the connectivity constraint for planes (e.g., clustering distant points onto the same plane); on the other hand, RG-PCA explicitly enforces the neighbor connectivity in the extraction step. In addition, for large planes in the enlarged area of the three tiles, we also compute the completeness of the extracted points (i.e., projected area of the extracted points with the manually labelled reference, as shown in the captions for Figures 8–10). The average completeness values for the three areas are 99.8%, 87.6%, and 98.3% for IPA, RG-PCA, and RANSAC, respectively.
Figure 8. Comparison of planar surface extraction from the point cloud of tile 1.

Figure 9. Comparison of planar surface extraction from the point cloud of tile 2.
In addition, for large planes in the enlarged area of the three tiles, three metrics (i.e., surface coverage, the number of small holes and the number of fragments) are used for qualitative evaluations. The average surface coverage (i.e., projected area of the extracted points with the manually labelled reference) for the three tiles are 99.8%, 87.6%, and 98.3% for IPA, RG-PCA and RANSAC, respectively. The numbers of small holes and fragments are counted and recorded in Table 1. The numbers of fragments from IPA are close to that from RG-PCA, but the numbers of small holes from IPA are significantly smaller. Although RANSAC extracts more planes, it also produces more fragments, and the numbers of small holes are significantly larger than that of the IPA.

### Table 1. Qualitative evaluations for planar surface extraction results.

|       | Tile 1 | Tile 2 | Tile 3 |
|-------|--------|--------|--------|
|       | IPA    | RG-PCA | RANSAC | IPA    | RG-PCA | RANSAC | IPA    | RG-PCA | RANSAC |
| number of small holes | 3      | 69     | 29     | 15     | 172    | 43     | 2      | 46     | 24     |
| number of fragments    | 9      | 10     | 106    | 44     | 39     | 287    | 13     | 11     | 137    |

#### 3.1.3. Evaluations of the Abstraction Quality of a Single Building

Three typical buildings are chosen from three tiles as experimental data. Building 1 has sharp features that are noticeably smoothed, which can test the ability to handle sharp features. Building 2 has detailed structures and deformations on planes to evaluate the effect of alleviating deformations, while, at the same time, retaining detailed structures. Building 3 has features of both difficulties of the above.

To evaluate the ability of detecting the point cloud buildings shapes, all tested methods are applied to extract the planes for building 1, and the results show the superiority of IPA regarding the completeness of the extracted planes. As shown in Figure 11, IPA can extract intact planar surfaces, while the sharp features are over-segmented or under-segmented by the other methods, especially in...
the marked region, where the sharp feature is smoothed. The normal vectors used in the comparison methods are estimated by local points. The RG-PCA extracts building planes based on the similarity among the normal vectors; however, at the smoothed sharp features, the normal vectors change continuously, which indicates that these parts cannot be extracted. RANSAC extracts building planes by model fitting, but this method is unsuitable for sharp features being extracted as curved surfaces or piecewise planes, while smoothed sharp features are expressed by curved surfaces. PLINKAGE uses a hierarchical clustering algorithm, which is able to process obvious sharp features, however, when the sharp features are smoothed by noise, the extracted planes may be under-segmented. The LCCP extracts the planes by region growing using the locally convex connected relationships of supervoxels, but the lack of noise processing and the retention of sharp features lead to many over-segmentations and under-segmentations in the segmentation results. In contrast, IPA estimates global normal vectors based on maximum planar support regions, where the cross-border regions almost never exist because of the constraint of planarity. Thus, by using the global normal vectors to distinguish sharp features, which ensures that the sharp features are not under-segmented or over-segmented, plane extraction with IPA is shown to be exact.

In general, it is difficult to avoid smoothing out a detailed structure, while processing noise. However, for accessory structures with obvious building features, IPA also has the ability to retain its structure as the marked region shown in Figure 12. In addition, for deformations on building surfaces caused by noise and appendages, IPA can abstract the intact planar surface without the influence of deformations, while there are fragmented planar extractions in the comparison methods, as shown in Figure 12c. For example, spurious faces caused by RANSAC can result in many fragmentation faces, as shown in rectangular marked region in Figure 12; PLINKAGE extracts deformations as independent planes, which also results in many fragmentations.

![Figure 11. Comparison of the planar abstraction quality of building 1.](image-url)
Figure 12. Comparison of the planar abstraction quality of building 2. (a) Building point cloud, (b) planar abstractions, (c) extracted planes approximated by a set of planar polygons, and (d) magnified images of the circle marked regions in (c).

To evaluate the topology of the planar abstractions, all tested methods are applied to abstract the planes for building 3. As the marked region shown in Figure 13, planar abstraction from IPA can retain true direction and a tight relationship among adjacent planes. In contrast, there are many problems in planar abstraction results from other methods, such as the wrong direction of planes, the large gap between adjacent planes and the wrong adjacent planes. For RG-PCA, the poor ability of boundary handling makes points in sharp features cannot be assigned to corresponding planes, which creates a large gap between adjacent planes. For RANSAC, the spurious face generated between two planes which should be adjacent, changes the spatial relationship among these two adjacent planes during planar abstraction. For PLINKAGE, under-segmentation where multiple planes are segmented into one plane, makes the direction of abstracted plane deviates. In contrast, the global normal vectors from IPA are able to be distinguished in sharp features; therefore, the points in sharp features can be assigned to corresponding planes correctly, which makes the adjacent planes close
together. In addition, without under-segmentation or over-segmentation, the abstracted planes from IPA are intact and continuous.

Figure 13. Comparison of the planar abstraction quality of building 3. (a) Building point cloud, (b) planar abstractions, and (c) extracted planes approximated by a set of planar polygons.
3.2. Quantitative Analysis

To quantitatively evaluate the accuracies of IPA, four metrics are employed. **Completeness** and **Correctness** [54] are used to evaluate the quality of the extracted planes. **Completeness** is represented by the percentage of correctly segmented planes compared to the number of reference planes. **Correctness** is equivalent to the percentage of the correctly segmented planes compared to the segmentation results:

\[
\text{Completeness} = \frac{TP}{TP + FN}
\]

\[
\text{Correctness} = \frac{TP}{TP + FP}
\]

where \(TP\) (true positive) represents the number of planes correctly segmented, \(FN\) (false negative) represents the number of planes missed and \(FP\) (false positive) represents the number of planes incorrectly segmented. The **number of unassigned points** \(N_{up}\) is used to assess the robustness to noise. The final metric used is **points correctness** (PC), which is defined as follows:

\[
PC = \frac{P_{\text{Correctness}}}{P_{\text{total}}}
\]

where \(P_{\text{Correctness}}\) represents the number of points correctly segmented and \(P_{\text{total}}\) represents the total number of points.

We statistically analyzed our method, RG-PCA, LCCP and PLINKAGE. Considering that the number of points in the final result from PLINKAGE increases because of the interpolation involved, the value of \(N_{up}\) in PLINKAGE is not counted. The quantified indicators of the extracted planes are counted as shown in Table 2. For Building 1, the number of \(FP\) from our method is higher than that from RG-PCA. Because of the high noise level, many planes cannot be detected by the RG-PCA. Consequently, the segmentation results of IPA outperform the counterparts. Because of the large amounts of noise and deformation present in the point cloud data of Building 1 and Building 3, many of the points are unrecognized. Hence, a significant difference is observed between the \(N_{up}\) values of the different segmentation methods. Moreover, over-segmentation caused by noise results in low **Completeness** and **Correctness** values for the RG-PCA. IPA maintains a high **Completeness** rate, but the correction peak is approximately 50%. The errors in the results from IPA are mainly located at sharp features with serious deformation. For all three buildings tested, the time cost of IPA is acceptable as shown in Figure 14.

**Table 2.** Statistical analysis of surface extraction results.

| Number of Points | Methods  | \(N_{up}\) | TP | FN | FP |
|------------------|----------|-------------|----|----|----|
| building 1 127,665 | IPA 362 | 13 | 1 | 10 |
| RG-PCA 24,281 | 7 | 7 | 4 |
| RANSAC 4159 | 10 | 4 | 16 |
| LCCP 0 | 2 | 12 | 87 |
| PLINKAGE / | 9 | 5 | 35 |
| building 2 278,893 | IPA 227 | 15 | 0 | 0 |
| RG-PCA 19,323 | 10 | 5 | 10 |
| RANSAC 5705 | 11 | 4 | 22 |
| LCCP 0 | 2 | 13 | 106 |
| PLINKAGE / | 15 | 0 | 72 |
| building 3 258,245 | IPA 2356 | 24 | 0 | 22 |
| RG-PCA 30,553 | 17 | 7 | 29 |
| RANSAC 7805 | 23 | 3 | 26 |
| LCCP 0 | 3 | 21 | 397 |
| PLINKAGE / | 16 | 8 | 161 |
Figure 14. Efficiency analysis of algorithms.
4. Conclusions

Recent advances in MVS techniques and the new popularity of penta-view aerial oblique images have led to a revolution, which appears to have prompted a renaissance in three-dimensional reconstruction by photogrammetry. However, the noise inherent in photogrammetric point clouds has impeded the development of novel applications (e.g., building reconstruction and city scene representation). In the present study, we use optimization techniques to refine the normal vectors of photogrammetric point clouds by hierarchical clustering and careful handling of object boundaries. The normal vectors are not only robust to the noise in the plane, but also maintain sharp features. In combination with region-growing, integrated planes can be segmented accurately and efficiently. Since the proposed method can achieve strong robustness, almost all of the major planes of a building can be extracted; thus, the planar abstraction of a building can be produced from oblique images. These planar abstractions will be exploited further in the future for automatic or interactive building reconstruction methods. Furthermore, extraction of arbitrary geometrical primitives (e.g., spheres, cylinders, and cones), rather than planes, will also be investigated.
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