Predictive analytics over mobility data are of great importance since they can assist an analyst to predict events, such as collisions, encounters, traffic jams, etc. A typical example of such analytics is future location prediction, where the goal is to predict the future location of a moving object, given a look-ahead time. What is even more challenging is being able to accurately predict collective behavioural patterns of movement, such as co-movement patterns. In this paper, we provide an accurate solution to the problem of Online Prediction of Co-movement Patterns. In more detail, we split the original problem into two sub-problems, namely Future Location Prediction and Evolving Cluster Detection. Furthermore, in order to be able to calculate the accuracy of our solution, we propose a co-movement pattern similarity measure, which facilitates us to match the predicted clusters with the actual ones. Finally, the accuracy of our solution is demonstrated experimentally over a real dataset from the maritime domain.

Keywords  Machine Learning, Predictive Analytics, Co-movement Patterns, Trajectory Prediction

1 Introduction

The vast spread of GPS-enabled devices, such as smartphones, tablets and GPS trackers, has led to the production of large amounts of mobility related data. By nature, this kind of data are streaming and there are several application scenarios where the processing needs to take place in an online fashion. These properties have posed new challenges in terms of efficient storage, analytics and knowledge extraction out of such data. One of these challenges is online cluster analysis, where the goal is to unveil hidden patterns of collective behavior from streaming trajectories, such as co-movement patterns [5,2,6,8,33]. What is even more challenging is predictive analytics over mobility data, where the goal is to predict the future behaviour of moving objects, which can have a wide range of applications, such as predicting collisions, future encounters, traffic jams, etc. At an individual level, a typical and well-studied example of such analytics is future location prediction [32,27,23,24], where the goal is to predict the future location of a moving object, given a look-ahead time. However, prediction of future mobility behaviour at a collective level and more specifically Online Prediction of Co-movement Patterns, has not been addressed in the relevant literature yet.

Concerning the definition of co-movement patterns, there are several approaches in the literature, such as [5,8,2,6]. However, all of the above are either offline and/or operate at predefined temporal snapshots that imply temporal alignment and uniform sampling, which is not realistic assumptions. For this reason, we adopt the approach presented in [33], which, to the best of our knowledge, is the first online method for the discovery of co-movement patterns in mobility data that does not assume temporal alignment and uniform sampling. The goal in [33] is to discover co-movement patterns, namely Evolving Clusters, in an online fashion, by employing a graph-based representation. By doing so, the problem of co-movement pattern detection is transformed to identifying Maximal Cliques (MCs) (for spherical clusters) or Maximal Connected Subgraphs (MCSs) (for density-connected clusters). Figure 1 illustrates such an example, where in blue we have the historical evolving clusters and in orange the predicted future ones.
Several mobility-related applications could benefit from such an operation. In the urban traffic domain, predicting co-movement patterns could assist in detecting future traffic jams which in turn can help the authorities take the appropriate measures (e.g. adjusting traffic lights) in order to avoid them. In the maritime domain, a typical problem is illegal transshipment, where groups of vessels move together “close” enough for some time duration and with low speed. It becomes obvious that predicting co-movement patterns could help in predicting illegal transshipment events. Finally, in large epidemic crisis, contact tracing is one of the tools to identify individuals that have been close to infected persons for some time duration. Being able to predict groups of individuals that will be close to each other for some duration can help avoid future contacts with possibly infected individuals.

The problem of predicting the spatial properties of group patterns has only been recently studied [12]. In more detail, the authors in [12] adopt a spherical definition of groups, where each group consists of moving objects that are confined within a radius $d$ and their goal is to predict the centroid of the groups at the next timeslice. However, this approach is offline and cannot be applied in an online scenario. Furthermore, the group definition adopted in [12] is rather limited, since the identify only spherical groups, as opposed to [33] where both spherical and density-connected clusters can be identified. Finally, the authors in [12] predict only the centroids of the clusters and not the shape and the membership of each cluster.

Inspired by the above, the problem that we address in this paper is the **Online Prediction of Co-movement Patterns**. Informally, given a look-ahead time interval $\Delta t$, the goal is to predict the groups, i.e. their spatial shape (spherical or density-connected), temporal coverage and membership, after $\Delta t$ time. In more detail, we split the original problem into two sub-problems, namely **Future Location Prediction** and **Evolving Cluster Detection**. The problem of **Online Prediction of Co-movement Patterns** is quite challenging, since, apart from the inherent difficulty of predicting the future, we also need to define how the error between the actual and the predicted clusters will be measured. This further implies that a predicted cluster should be correctly matched with the corresponding actual cluster which is not a straightforward procedure. To the best of our knowledge, the problem of **Online Prediction of Co-movement Patterns**, has not been addressed in the literature yet. Our main contributions are the following:

- We provide an accurate solution to the problem of **Online Prediction of Co-movement Patterns**.
- We propose a co-movement pattern similarity measure, which helps us “match” the predicted with the actual clusters.
- We perform an experimental study with a real dataset from the maritime domain, which verifies the accuracy of our proposed methodology.

The rest of the paper is organized as follows. Section 2 discusses related work. In Section 3, we formally define the problem of **Online Prediction of Co-movement Patterns**. Subsequently, in Section 4 we propose our two-step methodology and in Section 5 we introduce a co-movement pattern similarity measure along with cluster “matching” algorithm. Section 6 presents our experimental findings and, finally, in Section 7 we conclude the paper and discuss future extensions.
2 Related Work

The work performed in this paper is closely related to three topics, (a) trajectory clustering and more specifically co-movement pattern discovery, (b) future location prediction and (c) co-movement pattern prediction.

Co-movement patterns. One of the first approaches for identifying such collective mobility behavior is the so-called flock pattern \([14]\), which identifies groups of at least \(m\) objects that move within a disk of radius \(r\) for at least \(k\) consecutive timepoints. Inspired by this, several related works followed, such as moving clusters \([11]\), convoys \([10]\), swarms \([16]\), platoons \([15]\), traveling companion \([30]\) and gathering pattern \([38]\). Even though all of these approaches provide explicit definitions of several mined patterns, their main limitation is that they search for specific collective behaviors, defined by respective parameters. An approach that defines a new generalized mobility pattern is presented in \([5]\). In more detail, the general co-movement pattern (GCMP), is proposed, which includes \(\text{Parallel Mining}\) and \(\text{Temporal Replication}\), a method that, as suggested by its name, splits a data snapshot spatially and replicates data when necessary to ensure full coverage, and \(\text{Star Partitioning}\) and \(\text{ApRriori Enumerator}\), a technique that uses graph pruning in order to avoid the data replication that takes place in the previous method. In \([8]\), the authors propose a frequent co-movement pattern (f-CoMP) definition for discovering patterns at multiple spatial scales, also exploiting the overall shape of the objects' trajectories, where at the same time it relaxes the temporal and spatial constraints of the seminal works (i.e. Flocks, Convoys, etc.) in order to discover more interesting patterns. The authors in \([2,6]\), propose a two-phase online distributed co-movement pattern detection framework, which includes the clustering and the pattern enumeration phase, respectively. During the clustering phase for timestamp \(t_s\), the snapshot \(S_t\) is clustered using Range-Join and DBSCAN.

Another line of research, tries to discover groups of either entire or portions of trajectories considering their routes. There are several approaches whose goal is to group whole trajectories, including T-OPTICS \([18,19]\), that incorporates a trajectory similarity function into the OPTICS algorithm. However, discovering clusters of complete trajectories can overlook significant patterns that might exist only for portions of their lifespan. To deal with this, another line of research has emerged, that of \(\text{Subtrajectory Clustering}\) \([21,20,28,29]\), where the goal is to partition a trajectory into subtrajectories, whenever the density of the composition and its neighbourhood changes “significantly”, then form groups of similar ones, while, at the same time, separate the ones that fit into no group, called outliers.

Another perspective into co-movement pattern discovery, is to reduce cluster types into graph properties and view them as such. In \([31,33]\), the authors propose a novel co-movement pattern definition, called \text{evolving clusters}, that unifies the definitions of flocks and convoys and reduces them to Maximal Cliques (MC), and Connected Components (MCS), respectively. In addition, the authors propose an online algorithm, that discovers several evolving cluster types simultaneously in real time using Apache Kafka®, without assuming temporal alignment, in constrast to the seminal works (i.e. flocks, convoys).

In the proposed predictive model, we will use the definition of \text{evolving clusters} \([33]\) for co-movement pattern discovery. The reason why this is the most appropriate, is that we can predict the course of several pattern types at the same time, without the need to call several other algorithms, therefore adding redundant computational complexity.

Future Location Prediction. The fact that the Future Location Prediction (FLP) problem has been extensivelly studied brings up its importance and applicability in a wide range of applications. Towards tackling the FLP problem, on line of work includes efforts that take advantage of historical movement patterns in order to predict the future location. Such an approach is presented in \([32]\), where the authors propose MyWay, a hybrid, pattern-based approach that utilizes individual patterns when available, and when not, collective ones, in order to provide more accurate predictions and increase the predictive ability of the system. In another effort, the authors in \([23,24]\) utilize the work done by \([29]\) on distributed subtrajectory clustering in order to be able to extract individual subtrajectory patterns from big mobility data. These patterns are subsequently utilized in order to predict the future location of the moving objects in parallel.

A different way of addressing the FLP problem includes machine learning approaches. Recurrent Neural Network (RNN) -based models \([26]\) constitute a popular method for trajectory prediction due to their powerful ability to fit complex functions, along with their ability of adjusting the dynamic behavior as well as capturing the causality relationships across sequences. However, research in the maritime domain is limited regarding vessel trajectory prediction and Gated Recurrent Units (GRU) \([3]\) models, which constitute the newer generation of RNN.

Suo et.al. \([27]\) presented a GRU model to predict vessel trajectories based on a) the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm to derive main trajectories and, b) a symmetric segmented-path distance approach to eliminate the influence of a large number of redundant data and to optimize incoming trajectories.
Ground truth data from AIS raw data in the port of Zhangzhou, China were used to train and verify the validity of the proposed model.

Liu et al. [17] proposed a trajectory classifier called Spatio-Temporal GRU to model the spatio-temporal correlations and irregular temporal intervals prevalently presented in spatio-temporal trajectories. Particularly, a segmented convolutional weight mechanism was proposed to capture short-term local spatial correlations in trajectories along with an additional temporal gate to control the information flow related to the temporal interval information.

Wang et al. [34] aiming at predicting the movement trend of vessels in the crowded port water of Tianjin port, proposed a vessel berthing trajectory prediction model based on bidirectional GRU (Bi-GRU) and cubic spline interpolation.

Co-movement pattern prediction. The most similar work to ours has only been recently presented in [12]. More specifically, the authors in [12], divide time into time slices of fixed step size and adopt a spherical definition of groups, where each group consists of moving objects that are confined within a radius $d$ and their goal is to predict the centroid of the groups at the next timeslice. However, this approach is offline and cannot be applied in an online scenario. Furthermore, the group definition adopted in [12] is rather limited, since the authors in [12] predict only the centroids of the clusters and not the shape and the membership of each cluster.

3 Problem Definition

As already mentioned, we divide the problem into two sub-problems, namely Future Location Prediction and Evolving Clusters Detection. Before proceeding to the actual formulation of the problem, let us provide some preliminary definitions.

**Definition 1.** (Trajectory) A trajectory $T = \{p_1, \ldots, p_n\}$ is considered as a sequence of timestamped locations, where $n$ is the latest reported position of $T$. Further, $p_i = \{x_i, y_i, t_i\}$, with $1 \leq i \leq n$.

**Definition 2.** (Future Location Prediction). Given an input dataset $D = \{T_1, \ldots, T_{|D|}\}$ of trajectories and a time interval $\Delta t$, our goal is $\forall T_i \in D$ to predict $p_{i}^{\text{pred}} = \{x_{i}^{\text{pred}}, y_{i}^{\text{pred}}\}$ at timestamp $t_{i}^{\text{pred}} = t_{i}^{n} + \Delta t$.

An informal definition regarding group patterns could be: “a large enough number of objects moving close enough to each other, in space and time, for some time duration”. As already mentioned, in this paper we adopt the definition provided in [33].

**Definition 3.** (Evolving Cluster). Given: a set $D$ of trajectories, a minimum cardinality threshold $c$, a maximum distance threshold $\theta$, and a minimum time duration threshold $d$, an Evolving Cluster $\langle C, t_{\text{start}}, t_{\text{end}}, tp \rangle$ is a subset $C \in D$ of the moving objects’ population, $|C| \geq c$, which appeared at time point $t_{\text{start}}$ and remained alive until time point $t_{\text{end}}$ (with $t_{\text{end}} - t_{\text{start}} \geq d$) during the lifetime $[t_{\text{start}}, t_{\text{end}}]$ of which the participating moving objects were spatially connected with respect to $\theta$ and cluster type $tp$.

**Definition 4.** (Group Pattern Prediction Online). Given: a set $D$ of trajectories, $G$ of co-movement patterns up to time-slice $T_{S}^{\text{now}}$ and a lookahead threshold $\Delta t$, we aim to predict all the valid co-movement patterns $G' \in (T_{S}^{\text{now}}, T_{S}^{\text{now}} + \Delta t)$.

Figure [1] provides an illustration of Definition [4]. More specifically, we know the movement of nine objects from $T_{S_1}$ until $T_{S_3}$ and via EvolvingClusters with $c = 3$ and $d = 2$ that they form four evolving clusters $P_1 = \{a, b, c, d, e, f, g, h, i\}$, $P_2 = \{a, b, c, d, e\}$, $P_3 = \{a, b, c\}$, $P_4 = \{b, c, d, e\}$, $P_5 = \{g, h, i\}$. Our goal is to predict their respective locations until $T_{S_5}$. Running EvolvingClusters with the same parameters for the predicted time-slices, reveals us (with high probability) that $P_2, P_3, P_4, P_5$ will continue to exist as well as the creation of a new pattern $P_6 = \{f, g, h, i\}$.

4 Methodology

In this section we present the proposed solution to the problem of Online Prediction of Co-movement Patterns, composed of two parts: a) the FLP method, and b) the Evolving Cluster Discovery algorithm. Also, an example is presented illustrating the approach operation.

4.1 Overview

Figure [2] illustrates the architecture of our proposed methodology. First we split the problem of Online Prediction of Co-movement Patterns into two parts, the FLP, and the Evolving Cluster Discovery. The FLP method is, also, divided
4.2 Future Location Prediction

Trajectories can be considered as time sequence data \[^{[37]}\] and thus are suited to be treated with techniques that are capable of handling sequential data and/or time series \[^{[25]}\]. Over the past two decades, the research interest on forecasting time series has been moved to RNN-based models, with the GRU architecture being the newer generation of RNN, which has emerged as an effective technique for several difficult learning problems (including sequential or temporal data-based applications) \[^{[4]}\]. Although, the most popular RNN-based architecture is the well-known Long Short-Term Memory (LSTM) \[^{[9]}\], GRU present some interesting advantages over the LSTM. More specifically, GRU are less complicated, easier to modify and faster to train. Also, GRU networks achieve better accuracy performance compared to LSTM models on trajectory prediction problems in various domains, such as on maritime \[^{[27]}\], on aviation \[^{[7]}\] and on land traffic \[^{[1]}\]. Hence, this work follows this direction and employs a GRU-based method.

GRU includes internal mechanisms called gates that can regulate the flow of information. Particular, the GRU hidden layer include two gates, a reset gate which is used to decide how much past information to forget and an update gate which decides what information to throw away and what new information to add. We briefly state the update rules for the employed GRU layer. For more details, the interested reader is referred to the original publications \[^{[3]}\]. Also, details for the BPTT algorithm, which was employed for training the model, can be found in \[^{[35]}\].

\[
z_k = \sigma(W_{pz} \cdot \tilde{p}_k + W_{hz} \cdot h_{k-1} + b_z) \tag{1}
\]
\[
r_k = \sigma(W_{pr} \cdot \tilde{p}_k + W_{hr} \cdot h_{k-1} + b_r) \tag{2}
\]
\[
\tilde{h}_k = \tanh(W_{ph} \cdot \tilde{p}_k + W_{hh} \cdot (r_k \cdot h_{k-1}) + b_h) \tag{3}
\]
\[
h_k = z_k \odot h_{k-1} + (1 - z_k) \odot \tilde{h}_k \tag{4}
\]

where \(z\) and \(r\) represent the update and reset gates, respectively, \(\tilde{h}\) and \(h\) represent the intermediate memory and output, respectively. Also, in these equations, the \(W\) variables are the weight matrices and the \(b\) variables are the biases. Moreover, \(p\) represents the input, which is composed of the differences in space (longitude and latitude), the difference in time and the time horizon for which we want to predict the vessel’s position; the differences are computed between consecutive points of each vessel.

Figure 2: Workflow for evolving clusters prediction via (singular) trajectory prediction

to two parts: a) the FLP-offline part, where the training procedure of the model is taking place, and b) the FLP-online part, where the trained FLP model is applied to streaming GPS locations to predict the next objects’ location.

Thus, our proposed approach is further divided in the offline phase and the online one. Particularly, at the offline phase, we train our FLP model by using historic trajectories. Afterwards, at the online phase we receive the streaming GPS locations in order to use them to create a buffer for each moving object. Then, we use our trained FLP model to predict the next objects’ location and apply EvolvingClusters to each produced time-slice.
In this work, a GRU-based model is employed to solve the future location prediction problem. The proposed GRU-based network architecture is composed of the following layers: a) an input layer of four neurons, one for each input variable, b) a single GRU hidden layer composed of 150 neurons, c) a fully-connected hidden layer composed of 50 neurons, and d) an output layer of two neurons, one for each prediction coordinate (longitude and latitude). A schematic overview of the proposed network architecture is presented in Figure 3. Also, details for the Backward Propagation Through Time algorithm and for the Adam approach, which were employed for the NN learning purposes, can be found in [36] and [13], respectively.

4.3 Evolving Clusters Discovery

After getting the predicted locations for each moving object, we use EvolvingClusters in order to finally present the predicted co-movement patterns. Because the sampling rate may vary for each moving object, we use linear interpolation to temporally align the predicted locations at a common time-slice with a stable sampling (alignment) rate \( sr \).

Given a timeslice \( TS_{now} \), EvolvingClusters works in a nutshell, as follows:

- Calculates the pairwise distance for each object within \( TS_{now} \), and drop the locations with distance less than \( \theta \);
- Creates a graph based on the filtered locations, and extract its Maximal Connected Components (MCS) and Cliques (MC) with respect to \( c \);
- Maintains the currently active (and inactive) clusters, given the MCS and MC of \( TS_{now} \) and the recent (active) pattern history; and
- Outputs the eligible active patterns with respect to \( c, t \) and \( \theta \).

The output of EvolvingClusters, and by extension of the whole predictive model, is a tuple of four elements, the set of objects \( o_{ids} \) that form an evolving cluster, the starting time \( st \), the ending time \( et \), and the type \( tp \) of the group pattern, respectively. For instance, the final output of the model at the example given at Section 3 would be a set of 4-element tuples, i.e., \( \{(P_2, TS_1, TS_5, 2), (P_3, TS_1, TS_5, 1), (P_4, TS_1, TS_4, 1), (P_5, TS_1, TS_5, 1)\} \cup \{(P_4, TS_1, TS_5, 2), (P_6, TS_5, TS_6, 1)\}, where \( tp = 1(2) \) corresponds to MC (respectively, MCS). We observe that, the first four evolving clusters are maintained exactly as found in the historic dataset. In addition to those, we predict (via the FLP model) the following:

- \( P_4 \) becomes inactive at timeslice \( TS_5 \), but it remains active as an MCS at timeslice \( TS_6 \)
- A new evolving cluster \( P_6 \) is discovered at timeslice \( TS_6 \)

In the Sections that will follow, we define the evaluation measure we use in order to map, each discovered evolving cluster from the predicted to the respective ones in the actual locations, as well present our preliminary results.
5 Evaluation Measures

The evaluation of a co-movement pattern prediction approach is not a straightforward task, since we need to define how the error between the predicted and the actual co-movement patterns will be quantified. Intuitively, we try to match each predicted co-movement pattern with the most similar actual one. Towards this direction, we need to define a similarity measure between co-movement patterns. In more detail, we break down this problem into three subproblems, the spatial similarity, the temporal similarity and the membership similarity. Concerning the spatial similarity this defined as follows:

\[
\text{Sim}^{\text{spatial}}(C_{\text{pred}}, C_{\text{act}}) = \frac{\text{MBR}(C_{\text{pred}}) \cap \text{MBR}(C_{\text{act}})}{\text{MBR}(C_{\text{pred}}) \cup \text{MBR}(C_{\text{act}})} \tag{5}
\]

where \( \text{MBR}(C_{\text{pred}}) \) (\( \text{MBR}(C_{\text{act}}) \)) is the Minimum Bounding Rectangle of the predicted co-movement pattern (actual co-movement pattern, respectively). Regarding the temporal similarity:

\[
\text{Sim}^{\text{temp}}(C_{\text{pred}}, C_{\text{act}}) = \frac{\text{Interval}(C_{\text{pred}}) \cap \text{Interval}(C_{\text{act}})}{\text{Interval}(C_{\text{pred}}) \cup \text{Interval}(C_{\text{act}})} \tag{6}
\]

where \( \text{Interval}(C_{\text{pred}}) \) (\( \text{Interval}(C_{\text{act}}) \)) is the time interval when the the predicted co-movement pattern was valid (actual co-movement pattern, respectively). As for the membership similarity, we adopt the Jaccard similarity:

\[
\text{Sim}^{\text{member}}(C_{\text{pred}}, C_{\text{act}}) = \frac{|C_{\text{pred}} \cap C_{\text{act}}|}{|C_{\text{pred}} \cup C_{\text{act}}|} \tag{7}
\]

Finally, we define the co-movement pattern similarity as:

\[
\text{Sim}^{*}(C_{\text{pred}}, C_{\text{act}}) = \begin{cases} 
\lambda_1 \cdot \text{Sim}^{\text{spatial}} + \\
\lambda_2 \cdot \text{Sim}^{\text{temp}} + \\
\lambda_3 \cdot \text{Sim}^{\text{member}} 
\end{cases} \quad \text{Sim}^{\text{temp}} \geq 0
\]

\[
0 \quad \text{Else}
\]

where \( \lambda_1 + \lambda_2 + \lambda_3 = 1 \), \( \lambda_i \in (0, 1) \), \( i \in \{1, 2, 3\} \).

This further implies that a predicted cluster should be correctly matched with the corresponding actual cluster which is not a straightforward procedure. Our methodology for matching each predicted co-movement pattern \( C_{\text{pred}} \) with the corresponding actual one \( C_{\text{act}} \) is depicted in Algorithm [1].

In more detail, we “match” each predicted co-movement pattern \( C_{\text{pred}} \) with the most similar actually detected pattern \( C_{\text{act}} \). After all predicted clusters get traversed we end up with \( EC_m \), which holds all the “matchings”, which subsequently will help us in evaluate the prediction procedure by quantifying the error between the predicted and the actual co-movement patterns.

6 Experimental Study

In this section, we evaluate our predictive model on a real-life mobility dataset from the maritime domain, and present our preliminary results.

6.1 Experimental Setup

All algorithms were implemented in Python3 (via Anaconda[2] virtual environments). The experiments were conducted using Apache Kafka[3] with 1 topic for the transmitted (loaded from a CSV file) and predicted locations, as well as 1 consumer for FLP and evolving cluster discovery, respectively. The machine we used is a single node with 8 CPU

[1] https://www.anaconda.com/
Algorithm 1: CLUSTERMATCHING. Matches the predicted with the actual evolving clusters

**Input:** Evolving Clusters discovered using the predicted $EC_p$; and actual $EC_a$ data-points; Measures’ weights $\lambda_i, i \in \{1, 2, 3\}$

**Output:** “Matched” Evolving Clusters $EC_m$

1. $EC_m \leftarrow \{\}$
2. **for** predicted pattern $C_{pred} \in EC_p$ **do**
   3. similarity_scores $\leftarrow \{\}$
   4. $topSim = 0$
   5. **for** actual pattern $C_{act} \in EC_a$ **do**
      6. calculate $Sim^*(C_{pred}, C_{act})$
      7. if $Sim^*(C_{pred}, C_{act}) \geq topSim$ then
         8. $topSim = Sim^*(C_{pred}, C_{act})$
         9. $match_{best} \leftarrow C_{act}$
   10. **end**
   11. **end**
   12. $EC_m \leftarrow EC_m \cup match_{best}$
3. **end**

cores, 16 GB of RAM and 256 GB of HDD, provided by okeanos-knossos\footnote{https://okeanos-knossos.grnet.gr/home/}, an IAAS service for the Greek Research and Academic Community.

### 6.2 Dataset

It is a well-known fact that sensor-based information is prone to errors due to device malfunctioning. Therefore, a necessary step before any experiment(s) is that of pre-processing. In general, pre-processing of mobility data includes data cleansing (e.g. noise elimination) as well as data transformation (e.g. segmentation, temporal alignment), tasks necessary for whatever analysis is going to follow\footnote{https://okeanos-knossos.grnet.gr/home/}.

In the experiments that will follow, we use a real-life mobility dataset\footnote{Kindly provided to us by https://www.marinetraffic.com/MarineTraffic.} from the maritime domain. The dataset, as product of our preprocessing pipeline, consists of 148,223 records from 246 fishing vessels organized in 2,089 trajectories moving within in Aegean Sea. The dataset ranges in time and space, as follows:

- Temporal range: 2\textsuperscript{nd} June, 2018 – 31\textsuperscript{st} August, 2018 (approx. 3 months)
- Spatial range: longitude in [23.006, 28.996]; latitude in [35.345, 40.999]

During the preprocessing stage, we drop erroneous records (i.e. GPS locations) based on a speed threshold $speed_{max}$ as well as stop points (i.e. locations with speed close to zero); afterwards we organize the cleansed data into trajectories based on their pair-wise temporal difference, given a threshold $dt$. Finally, in order to discover evolving clusters, we need a stable and temporally aligned sampling rate. For the aforementioned dataset, we set the following thresholds: $speed_{max} = 50$ knots, $dt = 30$ min., and alignment rate equal to 1 min.

The rationale behind these thresholds stems from the characteristics of the dataset which were unveiled after a statistical analysis of the distribution of the speed and $dt$ between successive points of the same trajectory.

### 6.3 Preliminary Results

In this section, we evaluate the prediction error of the proposed model with respect to the “ground truth”. We define as “ground truth”, the discovered evolving clusters on the actual GPS locations. For the pattern discovery phase, we tune EvolvingClusters, using $c = 3$ vessels, $d = 3$ timeslices, and $\theta = 1500$ meters. For the following experimental study, we focus – without loss of generality – on the MCS output of EvolvingClusters (density-based clusters).

Figure 4 illustrates the distribution of the three cluster similarity measures, namely $sim_{temp}$, $sim_{spatial}$, and $sim_{member}$, as well as the overall similarity $Sim^*$. We observe that the majority of the predicted clusters are very close to their “ground truth” values, with the median overall similarity being almost 88%. This is expected however, as the quality of EvolvingClusters’ output is determined by two factors; the selected parameters; and the input data.
Focusing on the latter, we observe that the algorithm is quite insensitive to prediction errors, as deviations from the actual trajectory has minor impact to $sim^{\text{spatial}}$.

![Figure 4: Distribution of Cluster Similarity Measures and Total Cluster Similarity](image)

Figure 4: Distribution of Cluster Similarity Measures and Total Cluster Similarity

Figure 5 illustrates the previous discussion. More specifically, for the predicted and corresponding actual MCS with similarity close to the median, we visualize the trajectory of each participating object on the map, as well as the MBRs for each respective timeslice, in order to visualize the clusters’ temporal and spatial similarity. It can be observed that deviations from the actual trajectories resulted in minor changes in the area of the points’ MBR, and consequently to the overall similarity.

![Figure 5: Trajectory of a predicted (blue) vs. an actual evolving cluster (orange)](image)

Finally, Table 1 presents the metrics on the Kafka Consumers used for the online layer of our predictive model, namely, Record Lag and Consumption Rate. Observing the Record Lag, we deduce that our algorithm can keep up with the

---

4The parameter sensitivity of EvolvingClusters is out of the scope of this paper. For more details see [33]
data-stream in a timely manner, while looking at Consumption Rate (i.e., the average number of records consumed per second) we conclude that our proposed solution can process up to almost 77 records per second, which is compliant with the online real-time processing scenario.

7 Conclusions and Future Work

In this paper, we proposed an accurate solution to the problem of Online Prediction of Co-movement Patterns, which is divided into two phases: Future Location Prediction and Evolving Cluster Detection. The proposed method is based on a combination of GRU models and Evolving Cluster Detection algorithm and is evaluated through a real-world dataset from the maritime domain taking into account a novel co-movement pattern similarity measure, which is able to match the predicted clusters with the actual ones. Our study on a real-life maritime dataset demonstrates the efficiency and effectiveness of the proposed methodology. Thus, based on the potential applications, as well as the quality of the results produced, we believe that the proposed model can be a valuable utility for researchers and practitioners alike. In the near future, we aim to develop an online co-movement pattern prediction approach that, instead of breaking the problem at hand into two disjoint sub-problems without any specific synergy (i.e. first predict the future location of objects and then detect future co-movement patterns), will combine the two steps in a unified solution that will be able to directly predict the future co-movement patterns.
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