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Abstract

The mixed equation, defined as a combination of the anti-self-duality equation in gauge theory and Cauchy-Riemann equation in symplectic geometry, is studied. In particular, regularity and Fredholm properties are established for the solutions of this equation, and it is shown that the moduli spaces of solutions to the mixed equation satisfy a compactness property which combines Uhlenbeck and Gromov compactness theorems. The results of this paper are used in a sequel to study the Atiyah-Floer conjecture.
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1 Introduction

The Cauchy-Riemann equation and the anti-self-duality equation provide two important geometric partial differential equations. For any Riemann surface $S$ and an almost complex manifold $M$, we may define the CR equation on the space of maps from $S$ to $M$. In the case that the target manifold $M$ is a symplectic manifold, the moduli of solutions of this equation admits a nice compactification known as stable map compactification. Such moduli spaces have been the essential ingredient in the development of various important tools in symplectic topology. For instance, Lagrangian Floer homology, which is a homology group associated to a pair of Lagrangians in a symplectic manifold $M$, is defined using the solutions of the CR equation for the space of maps from the strip $S = [-1, 1] \times \mathbb{R}$ with Lagrangian boundary condition [Flo88b, Oh93, FOO09a, FOO09b]. Given a vector bundle $V$ over a Riemannian 4-manifold $X$, the ASD equation can be defined on the space of connections on the vector bundle $V$. The moduli of solutions to this equation play a key role in the definition of Donaldson invariants [Don90, DK90] and instanton Floer homology [Flo88a, Don02] which are respectively powerful invariants of 4- and 3-manifolds.

Atiyah-Floer conjecture states that instanton Floer homology and Lagrangian Floer homology are related to each other (see [Ati88, Flo88a]). More specifically, the instanton Floer homology of a 3-manifold is isomorphic to Lagrangian Floer homology of appropriate Lagrangians in the space $M$ of flat connections on a vector bundle over a Riemann surface. One motivation for this conjecture is due to a relation between the ASD and CR equations. In fact, the CR equation with the target space $M$ can be regarded as an adiabatic limit of the ASD equation (see [Ati88]). This observation was used in the remarkable work [DS94] to prove an instance of the Atiyah-Floer conjecture for 3-manifolds which are mapping tori. In this paper and its companion, we follow a different approach toward the Atiyah-Floer conjecture. We study another geometric PDE, called the mixed equation, which is defined by combining the CR and ASD equations in the third author’s unpublished work [Lip14]. In the sequel, we use the results of the current paper on the analytical properties of the mixed equation to prove the generalization of [DS94] for admissible bundles on arbitrary 3-manifolds.

Mixed Equation

Suppose $X$ is a 4-manifold with boundary $\gamma \times \Sigma$ where $\Sigma$ is a possibly disconnected closed Riemann surface and $\gamma$ is an oriented connected 1-manifold. Thus, $\gamma$ is diffeomorphic to either $S^1$ or $\mathbb{R}$. Suppose $V$ is an SO(3)-bundle over $X$. For each connected component $\Sigma_0$ of $\Sigma$, we require that the restriction of $V$ to $\gamma \times \Sigma_0$ is the pull-back of the non-trivial SO(3)-bundle over $\Sigma_0$. In particular, the restriction of $V$ to $\gamma \times \Sigma$ is the pull-back of an SO(3)-bundle $F$ on $\Sigma$. We fix a Riemannian metric on $X$ such that the restriction of the metric to a collar neighborhood of the boundary is given by

$$ds^2 + d\theta^2 + g_\Sigma,$$

for a fixed metric $g_\Sigma$ on $\Sigma$. Here we identify a collar neighborhood of the boundary of $X$ with $(-1, 0] \times \gamma \times \Sigma$, and $s, \theta$ are respectively the coordinates on $(-1, 0], \gamma$.

Suppose $\mathcal{A}(\Sigma, F)$ denotes the space of connections on $F$. This space is an affine Banach space after Banach completion, and the automorphisms of $F$ acts on it by taking pullback. The moduli space...
\(M(\Sigma, F)\) is the quotient of flat connections in \(A(\Sigma, F)\) by the action of determinant one automorphisms of \(F\). The Hodge operator \(*_2\), defined using the conformal structure of \(\Sigma\), acts on the space of 1-forms and it gives rise to complex structures on \(A(\Sigma, F)\) and \(M(\Sigma, F)\). We denote the latter complex structure on \(M(\Sigma, F)\) by \(J_*\).

Define
\[
\mathcal{L}(\Sigma, F) = \{ (\alpha, [\beta]) \in A(\Sigma, F) \times M(\Sigma, F) \mid \alpha \text{ is flat and represents the class } [\beta] \}.
\]

The spaces \(A(\Sigma, F)\) and \(M(\Sigma, F)\) admit symplectic forms \(\Omega\) and \(\omega_{fl}\), and \(\mathcal{L}(\Sigma, F)\) defines a Lagrangian correspondence from \(A(\Sigma, F)\) to \(M(\Sigma, F)\). Motivated by this, \(\mathcal{L}(\Sigma, F)\) is called the matching Lagrangian correspondence.

Suppose \(S\) is a compact oriented Riemann surface whose boundary is
\[
\partial S = \eta_1 \cup \cdots \cup \eta_k \cup -\gamma,
\]
where \(\eta_i\) is a connected 1-manifold and \(-\gamma\) denotes \(\gamma\) with the reverse orientation. Throughout the paper, we use a similar notation to indicate reversing orientation on a manifold. For each boundary component \(\eta_i\) of \(S\), we fix a Lagrangian submanifold \(L_i\) of the moduli space of flat connections \(M(\Sigma, F)\). We write \(L\) for the collection \((L_1, \ldots, L_s, L(\Sigma, F))\).

Following [Lip14], the mixed equation is associated to any quintuple of the form

\[
(X, V, S, M(\Sigma, F), L) \quad (1.3)
\]

A pair of a connection \(A\) on the bundle \(V\) and a map \(u : S \to M(\Sigma, F)\) is a solution of the mixed equation if it satisfies the equations
\[
\begin{aligned}
F^+(A) &= 0, \\
\partial_{J_*} u &= 0,
\end{aligned}
\]
and the boundary and matching conditions
\[
\begin{aligned}
&u(x) \in L_i, &x \in \eta_i, \\
&(A|_{\{x\} \times \Sigma}, u(x)) \in \mathcal{L}(\Sigma, F), &x \in \gamma.
\end{aligned}
\]

The term \(F^+(A)\) in (1.4) is the self-dual part of the curvature \(F_A\) of the connection \(A\). That is to say, the first equation requires that \(A\) satisfies the ASD equation, which is also known as the instanton equation. The holomorphic curve equation \(\partial_{J_*} u = 0\) in (1.4) is defined using the conformal structure on \(S\) and the complex structure \(J_*\) on \(M(\Sigma, F)\). More generally, we may define the mixed equation when \(M(\Sigma, F)\) is replaced by an arbitrary symplectic manifold \((M, \omega)\) with a compatible almost complex structure \(J\), and \(\mathcal{L}(\Sigma, F)\) is replaced by a canonical Lagrangian correspondence \(L\) from \(A(\Sigma, F)\) to \(M\). We then call \((X, V, S, M, L)\) a quintuple, where \(L\) is the data of the canonical Lagrangian correspondence \(L\) and the Lagrangians \(L_i \subset M\) associated to the boundary component \(\eta_i\) of \(S\). A quintuple of the special form in (1.3) is called a matching quintuple. See Section 2 for more details.

**Regularity**

The solutions of the mixed equation enjoy regularity properties similar to those of the ASD equation and the Cauchy-Riemann equation. That is to say, if \((A, u)\) is a solution of the mixed equation satisfying
some initial regularity, then \((A, u)\) is \(C^\infty\) smooth. The precise statement of regularity requires some care because the mixed equation is invariant with respect to automorphisms of the \(SO(3)\)-bundle \(V\), and we may obtain a non-smooth solution by pulling back \(A\) using a non-smooth automorphism of \(V\). To avoid this issue, we assume that the connection \(A\) of the mixed pair \((A, u)\) is in Coulomb gauge with respect to a smooth connection \(A_0\) on \(V\), which means that it satisfies

\[
d^*_{A_0}(A - A_0) = 0, \quad *(A - A_0)|_{\partial X} = 0. \tag{1.6}
\]

Moreover, since regularity is a local phenomenon, we assume that \((A, u)\) is a solution to the mixed equation associated to the quintuple

\[
\Omega(r) := (D_{-}(r) \times \Sigma, D_{-}(r) \times F, D_{+}(r), M, \mathcal{L}). \tag{1.7}
\]

Let \(\mathbb{H}_+\) and \(\mathbb{H}_-\) denote the half planes \(s \geq 0\) and \(s \leq 0\) in the \((s, \theta)\) plane. Then \(D_{+}(r) \subset \mathbb{H}_+\), \(D_{-}(r) \subset \mathbb{H}_-\) in (1.7) are respectively the open subspaces \(B_{r}(0) \cap \mathbb{H}_+, B_{r}(0) \cap \mathbb{H}_-\) with \(B_{r}(z)\) being the ball of radius \(r\) centered at the point \(z \in \mathbb{R}^2\). For the statement of our regularity result, we may work with an arbitrary symplectic manifold \(M\) and a canonical Lagrangian correspondence \(\mathcal{L}\) from \(\mathcal{A}(\Sigma, F)\) to \(M\).

**Theorem 1.** Suppose \(p > 2\) and \((A, u)\) is an \(L_{1}^{p}\) solution of the mixed equation associated to \(\Omega(r)\). Suppose \(A\) satisfies (1.6) with respect to a smooth connection \(A_0\). Then \((A, u)\) is smooth.

In the case that \((A, u)\) is initially only in \(L_{1}^{p}\), then we can guarantee that \(A|_{\{x\} \times \Sigma}\) is an \(L^{p}\) connection for any \(x \in \gamma\). Thus, we need to take \(L^{p}\) completion of \(\mathcal{A}(\Sigma, F)\) to make sense of the second condition in (1.5). This in turn implies that, we are forced to define the the space of flat connections in \(\mathcal{A}(\Sigma, F)\) in the weak sense as in [Weh04a].

Theorem 1 can be used to prove regularity for solutions \((A, u)\) of the mixed equation for more general quintuples. By picking an appropriate smooth connection \(A_0\) which is close enough to \(A\) in the \(L_{1}^{p}\) norm, we may assume that \(A\) is in the Coulomb gauge with respect to \(A_0\) after applying a gauge transformation of the bundle \(V\). Then Theorem 1 can be used to prove regularity of \(A\) and \(u\) in a neighborhood of the boundary components \(\gamma \times \Sigma\) of \(X\) and \(\gamma\) of \(S\). Then standard regularity of the solutions of ASD equation and holomorphic curve equation can be employed to show interior regularity of \(A\) and \(u\).

There is a sequential version of Theorem 1 which shall be useful for our purposes.

**Theorem 2.** Suppose \(p > 2\) and \(\{(A_i, u_i)\}\) is a sequence of \(L_{1}^{p}\) solutions of the mixed equation associated to \(\Omega(r)\) which is \(L_{1}^{p}\)-convergent to \((A, u)\). Suppose \(A_0\) is a smooth connection on \(D_{-}(r) \times F\) and \(A_i\) is in Coulomb gauge with respect to \(A_0\). Then \((A_i, u_i)\) is \(C^\infty\) convergent to \((A, u)\).

**Compactness**

Solutions of the mixed equation for the matching quintuple satisfies a compactness property which generalizes the Uhlenbeck compactness for the solutions of ASD equation [Uhl82a, Uhl82b] and the Gromov compactness for holomorphic curves in the symplectic manifold \(\mathcal{M}(\Sigma, F)\) [Gro85].
Theorem 3. There is a constant \( h \) such that the following holds. Suppose \( \{(A_i, u_i)\} \) is a sequence of smooth solutions of the mixed equation for a matching quintuple \( q \) as in (1.3) such that

\[
|F_{A_i}|^2_{L^2(X)} + |du_i|^2_{L^2(S)} \leq \kappa
\]  

(1.8)

for a fixed constant \( \kappa \). Then there are

(i) a subsequence \( \{(A^\pi_i, u^\pi_i)\} \) of \( \{(A_i, u_i)\} \),

(ii) a solution of the mixed equation \( (A_0, u_0) \) for the quintuple \( q \),

(iii) finite sets \( \sigma_- \subset \text{int}(X), \sigma_\partial \subset \gamma \) and \( \sigma_+ \subset S \setminus \gamma \),

such that the following holds.

(i) The pair \( (A_0, u_0) \) satisfies the energy bound

\[
\|F_{A_0}\|^2_{L^2(X)} + |du_0|^2_{L^2(S)} \leq \kappa - h.
\]

(ii) \( u^\pi_i \) is \( C^\infty \)-convergent to \( u_0 \) on any compact subspace of \( S \setminus (\sigma_+ \cup \sigma_\partial) \).

(iii) There are gauge transformations \( g^\pi_i \) defined over \( X \setminus (\sigma_\partial \times \Sigma \cup \sigma_-) \) such that \( (g^\pi_i)^* A^\pi_i \) is \( C^\infty \) convergent to \( A_0 \) on any compact subspace of \( X \setminus (\sigma_\partial \times \Sigma \cup \sigma_-) \).

An important ingredient in the proof Theorem 3 is an a priori estimate in Subsection 4.1 which asserts that if we have a solution \( (A, u) \) of the mixed equation satisfying the \( L^2 \) bound in (1.8) for a constant \( \kappa \) less than \( h \), then for an appropriate choice of \( p \), the \( L^p_1 \) norm of \( (A, u) \) can be controlled. Another important input for Theorem 3 is a removability of singularity result in Subsection 4.2, which is the analogue of corresponding result for the solutions of the ASD and CR equations.

Theorem 4. Let \( (A, u) \) be a solution of the mixed equation for the quintuple

\[
((D_- (r) \setminus \{0\}) \times \Sigma, (D_- (r) \setminus \{0\}) \times F, D_+ (r) \setminus \{0\}, \mathcal{M}(\Sigma, F), \mathcal{L}(\Sigma, F))
\]

such that

\[
|F_A|^2_{L^2(X)} + |du|^2_{L^2(S)} < \infty.
\]

Then the followings hold.

(i) There exists a gauge transformation \( g \) over \( (D_- (r) \setminus \{0\}) \times \Sigma \) such that \( g^* A \) extends to a smooth connection \( \tilde{A} \) on \( D_- (r) \times \Sigma \).

(ii) \( u \) can be extended to a smooth map \( \tilde{u} : D_+ (r) \to \mathcal{M}(\Sigma, F) \).

In particular, \( (\tilde{A}, \tilde{u}) \) is a solution of the mixed solution associated to the quintuple

\[
(D_- (r) \times \Sigma, D_- (r) \times F, D_+ (r), \mathcal{M}(\Sigma, F), \mathcal{L}(\Sigma, F)).
\]
Fredholm theory

The moduli spaces of the solutions of the mixed equation generically are expected to be finite dimensional smooth manifolds once appropriate decay conditions are prescribed on the non-compact ends of $X$ and $S$. The routine approach to achieve this is to establish a Fredholm theory for the linearization of the mixed equation. Fredholm theory of the linearized operator can be turned into a local problem by a cut and paste method. Given the local nature of this property, we focus on the special case of the mixed equation associated to a cylinder quintuple

$$\mathcal{C}_I := (Y \times I, E \times I, [0, 1] \times I, M, \{\mathcal{L}, L\}).$$

(1.9)

where $I$ is an open interval in $\mathbb{R}$, $Y$ is a compact Riemannian 3-manifold with boundary $\Sigma$, $M$ is a symplectic manifold, $\mathcal{L}$ is a canonical Lagrangian correspondence from $\mathcal{A}(\Sigma, F)$ to $M$ and $L$ is a Lagrangian in $M$. The assumption on the topological types of the bundles imply that $\Sigma$ has even number of connected components. The Riemannian metric on $Y$ induces the product metric on $Y \times I$. We also fix a family of compatible almost complex structures $\{J_{s, \theta}\}_{(s, \theta) \in [0, 1] \times I}$ on $M$. The variable $\theta$ denotes the coordinate on the interval $I$ and $s$ denotes the coordinate on the factor $[0, 1]$ of the region $[0, 1] \times I$. We also orient $Y \times I$ using the volume form $d\text{vol}_X = d\text{vol}_Y \wedge d\theta$. Using the metric and the orientation on $Y \times I$, we define the first equation in (1.4), and the second part of the mixed equation is given by the CR equation defined with respect to domain dependent almost complex structures $J_{s, \theta}$.

Given a smooth mixed pair $(A, u)$ associated to $\mathcal{C}_I$, we may form an operator $\mathcal{D}_{(A, u)}$ which is called the mixed operator. If $(A, u)$ is the solution of the mixed equation, then the local behavior of the moduli of solutions to the mixed equation around $(A, u)$ is governed by the mixed operator $\mathcal{D}_{(A, u)}$. For any integer $k \geq 1$, the linearization operator can be regarded as a bounded linear map with the domain $E^k_{(A, u)}(I)$ consisting of pairs $(\zeta, \nu)$ where

$$\zeta \in L^2_k(Y \times I, \Lambda^1 \otimes E), \quad \nu \in L^2_k([0, 1] \times I, u^*TM),$$

(1.10)

such that

$$\ast \zeta|_{\Sigma \times I} = 0, \quad (\zeta|_{\Sigma \times \{\theta\}}, \nu(0, \theta)) \in TL, \quad \nu(1, \theta) \in TL.$$  

(1.11)

To be a bit more detailed, the middle condition, called the matching condition, asserts that $(\zeta|_{\Sigma \times \{\theta\}}, \nu(0, \theta))$ belongs to the tangent space of $\mathcal{L}$ at the points $(A|_{\Sigma \times \{\theta\}}, u(0, \theta))$ for any $\theta$. (See Section 5 for an elaboration on this condition, especially in the case that $k = 1$.) Similarly, the last condition, called the boundary condition, implies that for any $\theta$, the vector $\nu(1, \theta)$ is tangent to the Lagrangian $L$ at $u(1, \theta)$. The target of $\mathcal{D}_{(A, u)}$ consists of triples $(\mu, \xi, z)$ such that

$$\mu \in L^2_{k-1}(Y \times I, \Lambda^+ \otimes E), \quad \xi \in L^2_{k-1}(Y \times I, E), \quad z \in L^2_{k-1}([0, 1] \times I, u^*TM).$$

(1.12)

The map $\mathcal{D}_{(A, u)}$ is a degree one differential operator and an explicit formula for this operator is given in Section 5. This operator is defined by linearizing the mixed equation and then including a component that is related to the first equation in (1.6).

We can also consider the formal adjoint $\mathcal{D}^*_{(A, u)}$ of $\mathcal{D}_{(A, u)}$. The domain of $\mathcal{D}^*_{(A, u)}$, denoted by $K^k_{(A, u)}$, consists of triples $(\mu, \xi, z)$ as in (1.12) where $k - 1$ is replaced with $k$, and the following additional
conditions hold. Since $Y \times I$ is equipped with the product metric, the self-dual form $\mu$ has the form
\[ \frac{1}{2}(d\theta \wedge b - *_g b) \]
where $b$ is a section of the pullback of $T^*Y \otimes E$ to $Y \times I$. We have the following additional requirements on $(\mu, \xi, z)$:
\[ * b|_{\Sigma \times I} = 0, \quad (b|_{\Sigma \times \{0, \theta\}}, z(0, \theta)) \in TL, \quad z(1, \theta) \in TL. \] (1.13)
The target of the adjoint operator $D^*_k(A,u)$ consists of tuples as in (1.10), where $k$ is replaced with $k-1$. By definition, $D^*_k(A,u)$ is the unique operator which satisfies
\[ \langle D^*_k(A,u)(\mu, \xi, z), (\zeta, \nu) \rangle_{L^2} = \langle (\mu, \xi, z), D(A,u)(\zeta, \nu) \rangle_{L^2}, \] (1.14)
for any $(\mu, \xi, z) \in K^k_{A,u}$ and any smooth $(\zeta, \nu)$ where $\zeta$ is compactly supported in the interior of $Y \times I$ and $\nu$ is compactly supported in the interior of $[0,1] \times I$. As it is explained in more details in Section 5, $D^*_k(A,u)$ essentially has the same form as $D(A,u)$.

**Theorem 5.** For any open interval $J$ that its closure is a compact subset of $I$ the following holds.

(i) Suppose $(\zeta, \nu) \in E^1_{(A,u)}(I)$ and $D(A,u)(\zeta, \nu)$ is in $L^2_{k-1}$. Then $(\zeta, \nu) \in E^k_{(A,u)}(J)$. Moreover, there is a constant $C$, independent of $(\zeta, \nu)$, such that
\[ \| (\zeta, \nu) \|_{L^2_{k-1}(J)} \leq C \left( \| D(A,u)(\zeta, \nu) \|_{L^2_{k-1}(I)} + \| (\zeta, \nu) \|_{L^2(I)} \right). \] (1.15)
Similarly, suppose $(\mu, \xi, z) \in K^k_{A,u}(I)$ and $D(A,u)(\mu, \xi, z)$ is in $L^2_{k-1}$. Then $(\mu, \xi, z) \in K^k_{A,u}(J)$. Moreover, there is a constant $C$, independent of $(\mu, \xi, z)$, such that
\[ \| (\mu, \xi, z) \|_{L^2_{k}(J)} \leq C \left( \| D(A,u)(\mu, \xi, z) \|_{L^2_{k-1}(I)} + \| (\mu, \xi, z) \|_{L^2(I)} \right). \] (1.16)

(ii) Suppose $(\mu, \xi, z)$ is as in (1.12) for $k = 1$, and there is a constant $\kappa$ such that
\[ \left| \langle (\mu, \xi, z), D(A,u)(\zeta, \nu) \rangle \right| \leq \kappa \| (\zeta, \nu) \|_{L^2(I)} \]
for any smooth $(\zeta, \nu)$ in $E^1_{(A,u)}(I)$ with compact support. Then $(\mu, \xi, z) \in K^1_{A,u}(J)$. Moreover, there is a constant $C$, independent of $(\mu, \xi, z)$, such that
\[ \| (\mu, \xi, z) \|_{L^2_{1}(J)} \leq C \left( \| D(A,u)(\mu, \xi, z) \|_{L^2(I)} + \| (\mu, \xi, z) \|_{L^2(I)} \right). \] (1.17)
Similarly, suppose $(\zeta, \nu)$ is as in (1.10) for $k = 0$, and there is a constant $\kappa$ such that
\[ \left| \langle (\zeta, \nu), D(A,u)(\mu, \xi, z) \rangle \right| \leq \kappa \| (\mu, \xi, z) \|_{L^2(I)} \]
for any smooth $(\mu, \xi, z)$ in $K^1_{A,u}(I)$ with compact support. Then $(\zeta, \nu) \in E^1_{(A,u)}(J)$. Moreover, there is a constant $C$, independent of $(\zeta, \nu)$, such that
\[ \| (\zeta, \nu) \|_{L^2_{1}(J)} \leq C \left( \| D(A,u)(\zeta, \nu) \|_{L^2(I)} + \| (\zeta, \nu) \|_{L^2(I)} \right). \] (1.18)

Although Theorem 5 does not explicitly assert Fredholmness of any mixed operator, it is the key ingredient to show that mixed operators are Fredholm in various contexts. For instance, it is straightforward to use this theorem to show that the mixed operator is Fredholm if $X$ and $S$ are compact. (The definition of the mixed operator for cylinder quintuples adapts to more general quintuples in a obvious way.) In the sequel paper, we use Theorem 5 to obtain Fredholmness of the mixed operator in a case that $X$ and $S$ are non-compact but appropriate decay conditions are fixed on the non-compact ends.
Outline and Conventions

The precise definition of a canonical Lagrangian correspondence from \( \mathcal{A}(\Sigma, F) \) to a symplectic manifold is given in Section 2. We also review some technical results about such Lagrangians and the special case of the matching Lagrangian correspondence. The proof of the regularity and compactness results are respectively given in Sections 3 and 4. Our treatment here is essentially the same as the third author’s unpublished work \([\text{Lip14}]\) with some minor modifications, most of them in exposition. Section 5 of the paper is devoted to the proof of Theorem 5 on Fredholm property of the mixed equation. In Appendices A and B, we collect some mostly standard analytical results, which are used throughout the paper.

The mixed equation has two predecessors in the existing literature. This equation is closely related to the ASD equation with Lagrangian boundary conditions introduced and developed in \([\text{Weh05a, Weh05b, SW08}]\). In fact, the method of the current paper is inspired by these works and our treatment owes a great deal on these works on the analytical aspects of the ASD equation with Lagrangian boundary condition. An older relative of the mixed equation is introduced in \([\text{Fuk98}]\) by the second author, which is defined using the ASD equation with respect to a special degenerate metric. In fact, the mixed equation can be regarded as a limiting version of such equations. Although compactness and removability of singularity are already established for such equations \([\text{Fuk98}]\), the Fredholm property seems to be a technically more difficult problem.

Throughout the paper, we use the following conventions to denote SO(3)-bundles and connections on them unless otherwise stated. For any closed oriented 2-manifold \( \Sigma \), there is a unique (up to isomorphism) SO(3)-bundle on \( \Sigma \), whose restriction to each connected component of \( \Sigma \) is not trivializable. This bundle is denoted by \( F \). Connections on this bundle are denoted by greek letters such as \( \alpha \) and \( \beta \). We write \( E \) for a typical SO(3)-bundle on a 3-manifold \( Y \). A typical connection on this bundle is denoted by \( B \). Finally, an SO(3)-bundle on a 4-manifold is denoted by \( V \), and a typical notation for a connection on \( V \) is \( A \).

The Euclidean space \( \mathbb{R}^3 \) with the standard cross product defines a Lie algebra, which is equivariant with respect to the standard SO(3) action. This SO(3)-Lie algebra is isomorphic to \( \mathfrak{so}(3) \), linear space of skew-adjoint endomorphisms of \( \mathbb{R}^3 \), and \( \mathfrak{su}(2) \), the linear space of trace free skew-Hermitian endomorphisms of \( \mathbb{C}^2 \). Conjugation defines the SO(3) action on \( \mathfrak{so}(3) \) and \( \mathfrak{su}(2) \). Throughout this paper, we use this isomorphism to identify an SO(3) vector bundle \( V \) with the bundle of skew adjoint endomorphisms of \( V \). In particular, the curvature of a connection on \( V \) can be regarded as a 2-form with values in \( V \).

Let \( \text{tr} : \mathbb{R}^3 \times \mathbb{R}^3 \rightarrow \mathbb{R} \) be the bi-linear form given by \( -\frac{1}{2} \) of the standard inner product. Using the identification with \( \mathfrak{su}(2) \), this bi-linear form can be identified with \( \text{tr} : \mathfrak{su}(2) \times \mathfrak{su}(2) \rightarrow \mathbb{R} \) which maps a pair of a skew-Hermitian matrices \( A \) and \( B \) to \( \text{tr}(AB) \). The bi-linear form \( \text{tr} \) induces a bi-liner form on sections of any SO(3)-vector bundle \( V \), which is denoted by the same notation. If \( \alpha \) and \( \beta \) are two general \( k \)-forms on a Riemannian manifold \( M \) with values in an SO(3) vector bundle \( V \), we use

\[
\langle \alpha, \beta \rangle := -\int_M \text{tr}(\alpha \wedge *_M \beta)
\]

(1.19)

to define their inner products, where \( *_M \) is the Hodge \( * \)-operator on \( M \).
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2 Symplectic manifolds and canonical Lagrangian correspondences

The space of all connections on $F$ is an affine space modeled on $\Omega^1(\Sigma, F)$, the space of 1-forms with values in $F$. This space admits a symplectic form given by

$$\Omega(a, b) = -\int_\Sigma \text{tr}(a \wedge b), \quad \text{for } a, b \in \Omega^1(\Sigma, F).$$

For $p > 2$, let $\mathcal{A}^p(\Sigma, F)$ denote the completion of this affine space with respect to the $L^p$ norm. The symplectic form $\Omega$ clearly extends to $\mathcal{A}^p(\Sigma, F)$. There is also an action of a Banach Lie group $G^p(\Sigma, F)$ on $\mathcal{A}^p(\Sigma, F)$. The Lie group $SO(3)$ acts on $SU(2)$ by the conjugation action $\text{ad}$, and this action determines an action of $SU(2)$ on $\mathcal{A}^p(\Sigma, F)$.

The curvature of an element of $\mathcal{A}^p(\Sigma, F)$ is not necessarily well-defined. However, we can define the subspace $\mathcal{A}_0(\Sigma, F)$ of connections in $\mathcal{A}^p(\Sigma, F)$ which are weakly flat (see [Weh04a]). First fix a smooth flat connection $\alpha_0$. For $a \in L^p(\Sigma, \Lambda^1 \otimes F)$, the $L^p$-connection $\alpha_0 + a$ is an element of $\mathcal{A}_0(\Sigma, F)$, if

$$\int_\Sigma \text{tr}(a \wedge (d_{\alpha_0} \psi - \psi a)) = 0$$

holds for any smooth section $\psi$ of the bundle $F$. This space is invariant with respect to the action of $G^p(\Sigma, F)$ and determines a Banach submanifold of $\mathcal{A}^p(\Sigma, F)$. The curvature of $\mathcal{A}_0(\Sigma, F)$ naturally extends to $\mathcal{A}^p(\Sigma, F)$ and satisfies the Coulomb gauge fixing condition $d^*_\alpha(\alpha' - \alpha) = 0$, $|\alpha - \alpha'| < \varepsilon$, $g \in G^p(\Sigma, F)$ with $|\nabla_\alpha g|_{L^p} < \varepsilon$ and $\zeta \in L^4(\Sigma, F)$ with $|\nabla_\alpha \zeta|_{L^4} < \varepsilon$. The subspace $\zeta = 0$ of this open set describes the intersection with $\mathcal{A}_0(\Sigma, F)$. The Hodge $*$-operator on $\Sigma$, denoted by $*_2$, induces a $G^p(\Sigma, F)$-invariant complex structure on $\mathcal{A}^p(\Sigma, F)$. This complex structure is compatible with $\Omega$ and the induced metric on $\mathcal{A}^p(\Sigma, F)$ is the standard one.
The quotient $\mathcal{A}_\mathbb{H}(\Sigma, F)/\mathcal{G}_\mathbb{H}^p(\Sigma, F)$ can be identified with the moduli space of flat connections $\mathcal{M}(\Sigma, F)$. The symplectic form $\Omega$ on $\mathcal{A}^p(\Sigma, F)$ gives rise to the standard symplectic structure $\omega_\Omega$ on $\mathcal{M}(\Sigma, F)$. The tangent space of $\mathcal{M}(\Sigma, F)$ to the class of a flat connection $\alpha$ can be identified with
\[
\mathcal{H}^1(\Sigma; \alpha) = \{a \in \Omega^1(\Sigma, F) \mid d_\alpha a = 0, \; d_\alpha^* a = 0\},
\] (2.3)
The complex structure $*_2$ on $\mathcal{A}^p(\Sigma, F)$ induces a $\omega_\Omega$-compatible complex structure $J_\alpha$ on $\mathcal{H}^1(\Sigma; \alpha)$.

**Definition 2.4.** Suppose $(M, \omega)$ is a symplectic manifold. A Banach submanifold $\mathcal{L} \subset \mathcal{A}^p(\Sigma, F) \times M$ is called a canonical Lagrangian correspondence from $\mathcal{A}^p(\Sigma, F)$ to $M$ if it satisfies the following properties:

(i) $\mathcal{L}$ is invariant with respect to the action of the gauge group $\mathcal{G}_\mathbb{H}^p(\Sigma, F)$ on $\mathcal{A}^p(\Sigma, F) \times M$.

(ii) The first component of any element of $\mathcal{L}$ belongs to $\mathcal{A}_\mathbb{H}(\Sigma, F)$.

(iii) $\mathcal{L}$ is isotropic with respect to $(-\Omega) \oplus \omega$, i.e., if $a$ and $b$ are two tangent vectors to $\mathcal{L}$, then
\[
(((-\Omega) \oplus \omega)(a, b) = 0.
\]

(iv) $\mathcal{L}$ is co-isotropic with respect to $(-\Omega) \oplus \omega$, i.e., if $a$ is a tangent vector to $\mathcal{A}^p(\Sigma, F) \times M$ at a point $(\alpha, x)$ and $((-\Omega) \oplus \omega)(a, b) = 0$ for any $b \in T_{(\alpha, x)}\mathcal{L}$, then $a$ is tangent to $\mathcal{L}$.

There is a correspondence between canonical Lagrangian correspondences from $\mathcal{A}^p(\Sigma, F)$ to $M$ and Lagrangians in the (finite dimensional) symplectic manifold $\mathcal{M}(\Sigma, F) \times M$ equipped with the symplectic form $(-\omega_\Omega) \times \omega$. Given any canonical Lagrangian correspondences from $\mathcal{A}^p(\Sigma, F)$ to $M$, we may form a subspace of $\mathcal{M}(\Sigma, F) \times M$ by taking the quotient $\mathcal{L}/\mathcal{G}_\mathbb{H}^p(\Sigma, F)$. This subspace is in fact a Lagrangian in $\mathcal{M}(\Sigma, F) \times M$. This follows from the following standard lemma on Hodge decomposition associated to twisted Laplace operators.

**Lemma 2.5.** Suppose $k \geq 0$, $q > 1$ and $\alpha$ is a smooth flat connection on $F$. Then we have the following splitting of $L^q_k(\Sigma, \Lambda^1 \otimes F)$ into a sum of closed subspaces:
\[
L^q_k(\Sigma, \Lambda^1 \otimes F) = \mathcal{H}^1(\Sigma; \alpha) \oplus \text{image}(d_\alpha) \oplus \text{image}(d_\alpha^*),
\]
where $\text{image}(d_\alpha)$ and $\text{image}(d_\alpha^*)$ are the images of the operators
\[
d_\alpha : L^q_{k+1}(\Sigma, F) \to L^q_k(\Sigma, \Lambda^1 \otimes F), \quad *d_\alpha : L^q_{k+1}(\Sigma, F) \to L^q_k(\Sigma, \Lambda^1 \otimes F).
\]
**Proof.** This is a standard result which follows from the fact that the twisted laplacian
\[
d_\alpha d_\alpha^* + d_\alpha^* d_\alpha : L^q_{k+2}(\Sigma, \Lambda^1 \otimes F) \to L^q_k(\Sigma, \Lambda^1 \otimes F)
\]
is an elliptic operator with cokernel being $\mathcal{H}^1(\Sigma; \alpha)$.

The splitting (2.6) in the case that $q = p$ and $k = 0$ gives a splitting of the tangent space of $\mathcal{A}^p(\Sigma, F)$ at smooth elements of $\mathcal{A}_\mathbb{H}(\Sigma, F)$. The first two summands describe the tangent space to $\mathcal{A}_\mathbb{H}(\Sigma, F)$. For any canonical Lagrangian correspondence $\mathcal{L}$ and any $z = (\alpha, x) \in \mathcal{L}$, $T_z\mathcal{L}$ contains $\text{image}(d_\alpha)$ and is
\( L^2 \)-orthogonal to \( \text{image}(d_{\alpha}) \). Therefore, there is a subspace \( V_z \) of the finite dimensional symplectic vector space \( \mathcal{H}^1(\Sigma, \alpha) \oplus T_x M \) such that
\[
T_x \mathcal{L} = V_z \oplus \text{image}(d_{\alpha}) \subset L^p(\Sigma, \Lambda^1 \otimes F) \oplus T_x M.
\]
where the domain of \( d_{\alpha} \) is \( L^p(\Sigma, F) \). The definition of \( \mathcal{L} \) is equivalent to say that \( V_z \) is a Lagrangian subspace of \( \mathcal{H}^1(\Sigma; \alpha) \oplus T_x M \). Consequently, \( \mathcal{L} / \mathcal{G}_1(\Sigma, F) \) is a Lagrangian submanifold of \( \mathcal{M}(\Sigma, F) \times M \). This presentation also gives a useful description for the closure of \( (2.7) \) with respect to \( L^q \) norms with \( 1 < q < p \); this closure given by the same direct sum decomposition where \( d_{\alpha} \) should be regarded as a map acting on \( L^1_q(\Sigma, F) \). In particular, we will use this in Section 5 in the case that \( q = 2 \).

**Example 2.8.** Let \( \mathcal{L}(\Sigma, F) \) be the following Banach submanifold of \( \mathcal{A}^p(\Sigma, F) \times \mathcal{M}(\Sigma, F) \):
\[
\mathcal{L}(\Sigma, F) = \{(B, [B]) \mid B \in \mathcal{A}_i(\Sigma, F)\}.
\]

This space is diffeomorphic to \( \mathcal{A}_i(\Sigma, F) \) and defines a canonical Lagrangian correspondence from \( \mathcal{A}(\Sigma, F) \) to \( \mathcal{M}(\Sigma, F) \), which is called the *matching Lagrangian correspondence*. The corresponding Lagrangian in \( \mathcal{M}(\Sigma, F) \times \mathcal{M}(\Sigma, F) \) is the identity Lagrangian correspondence form \( \mathcal{M}(\Sigma, F) \) to itself.

Let \( J \) be an almost complex structure on \( M \) compatible with the symplectic form \( \omega \). This induces an almost complex structure \( J \) on \( \mathcal{A}^p(\Sigma, F) \times M \) which acts on \( (a, v) \in L^p(\Sigma, \Lambda^1 \otimes F) \oplus T_x M \) as
\[
J(a, v) = (-*_2 a, Jv).
\]

For any \( z = (\alpha, x) \in \mathcal{L} \), property (iii) of \( \mathcal{L} \) implies that \( T_x \mathcal{L} \cap J(T_x \mathcal{L}) \) is trivial. Moreover, (iv) implies that \( V_z \) and \( JV_z \) generate the finite dimensional symplectic space \( \mathcal{H}^1(\Sigma; \alpha) \oplus T_x M \). In particular, we have
\[
T_x \mathcal{L} \oplus J(T_x \mathcal{L}) = L^p(\Sigma, \Lambda^1 \otimes F) \oplus T_x M.
\]

The following lemma gives a suitable chart for the complex structure \( J \) in a neighborhood of a point in \( \mathcal{L} \).

**Lemma 2.10.** Suppose \( \mathcal{L} \) is a canonical Lagrangian correspondence from \( \mathcal{A}^p(\Sigma, F) \) to a symplectic manifold \( M \). Suppose an almost complex structure \( J \) on \( \mathcal{A}^p(\Sigma, F) \times M \) is defined as in \( (2.9) \). Suppose \( B_p \) is the Banach space \( L_1^p(\Sigma, F) \oplus \mathbb{R}^{n-\delta(x)}/2 \) where \( 2n \) is the dimension of \( M \). Then for any \( z = (\alpha, x) \in \mathcal{L} \), there is an open neighborhood \( U \) of the origin of \( B_p \oplus B_p \), and a diffeomorphism \( \Phi_p \) from \( U \) onto some open subspace of \( \mathcal{A}^p(\Sigma, F) \times M \) with \( \Phi_p(0) = z \) such that

(i) \( \Phi_p^{-1}(\mathcal{L}) \) is the intersection of \( 0 \oplus B_p \) with \( U \);

(ii) for any \( x \in \mathcal{L} \cap \text{im}(\Phi_p) \), the pullback of the almost complex structure \( J(x) \) is the standard complex structure
\[
(v_1, v_2) \rightarrow (-v_2, v_1);
\]

(iii) if \( q > p \), then \( \Phi_p \) maps \( (B_q \oplus B_q) \cap U \) to \( (\mathcal{A}^q(\Sigma, F) \times M) \cap \text{image}(\Phi_p) \).
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Proof. We may assume that the connection $\alpha \in A_{\mathbb{R}}(\Sigma, F)$ is smooth. Let $\bar{z} = ([\alpha], x)$ be obtained by projecting $z$ to $\mathcal{M}(\Sigma, F) \times M$. The quotient of $\mathcal{L}$ by $\mathcal{G}_1^0(\Sigma, F)$ determines a smooth submanifold $\bar{\mathcal{L}}$ of the finite dimensional manifold $\mathcal{M}(\Sigma, F) \times M$, which is in fact Lagrangian with respect to the symplectic form $(-\omega_H) \times \omega$. Using neighborhood theorems for Lagrangian submanifolds (of finite dimensional symplectic manifolds), there is a chart

$$\Phi : \bar{U} \to \mathcal{M}(\Sigma, F) \times M$$

such that $\bar{U}$ is an open neighborhood of the origin in $\mathbb{R}^{2n-3\chi(\Sigma)}$, $\bar{\Phi}(0) = \bar{z}$, $\Phi^{-1}(\bar{\mathcal{L}})$ is the intersection of $\bar{U}$ with $\{0\} \times \mathbb{R}^{n-3\chi(\Sigma)/2} \subset \mathbb{R}^{n-3\chi(\Sigma)/2} \times \mathbb{R}^{n-3\chi(\Sigma)/2}$. The pull back of the complex structure on $\mathcal{M}(\Sigma, F) \times M$, given as $(-\ast_2 a, Jv)$, determines a complex structure on $\bar{U}$, and we may pick $\Phi$ such that for any point in $\Phi^{-1}(\bar{\mathcal{L}})$ this complex structure is the standard one

$$(v_1, v_2) \in \mathbb{R}^{n-3\chi(\Sigma)/2} \times \mathbb{R}^{n-3\chi(\Sigma)/2} \to (-v_2, v_1).$$

The chart $(\Phi, \bar{U})$ can be used to define a chart for $A_{\mathbb{R}}^p(\Sigma, F) \times \mathcal{M}(\Sigma, F)$. Let $\Phi = (\Phi_1, \Phi_2)$ where $\Phi_1$ and $\Phi_2$ are respectively maps from $\bar{U}$ to $\mathcal{M}(\Sigma, F)$ and $M$. By shrinking the open set $\bar{U}$, we may assume that the elements in the image of $\Phi_1$ are lifted to smooth elements of $A_{\mathbb{R}}(\Sigma, F)$ which satisfy gauge fixing condition with respect to the flat connection $\alpha$. With a slight abuse of notation, this lift of $\Phi_1$ to a map with target $A_{\mathbb{R}}(\Sigma, F)$ is still denoted by $\Phi_1$. Define a map

$$L^p_1(\Sigma, F) \times L^p_1(\Sigma, F) \times \bar{U} \to A_{\mathbb{R}}^p(\Sigma, F) \times M,$$

as

$$(\zeta, \xi, v) \to \left(\exp(\zeta)^* \Phi_1(v) - \ast_2 \left(\left.\frac{d}{dt}\right|_{t=0} \exp(\zeta + t\xi)^* (\Phi_1(v))\right)\right), \Phi_2(v).$$

By taking $U$ to be a small enough neighborhood of the origin in $L^p_1(\Sigma, F) \times L^p_1(\Sigma, F) \times \bar{U}$ and $\Phi_p$ being the restriction of (2.11), inverse function theorem allows us to obtain the desired chart. \qed

3 Regularity

The main goal of this section is to prove Theorems 1 and 2 on regularity of solutions of the mixed equation. For $p > 2$, suppose $(A, u)$ is an $L^p_1$ solution of the mixed equation for the quintuple $\Sigma(r)$ in (1.7), which we copy here again:

$$(X := D_-(r) \times \Sigma, V := D_-(r) \times F, S := D_+(r), M, \mathcal{L}).$$

(3.1)

Here $M$ is a symplectic manifold with a symplectic form $\omega$ and a compatible almost complex structures $J$. The space $\mathcal{L}$ is a canonical Lagrangian correspondence from $A_{\mathbb{R}}^p(\Sigma, F)$ to $M$. The mixed equation for the pair $(A, u)$ has the form

\[
\begin{cases}
F^+(A) = 0, \\
\frac{d}{ds} - J(u) \frac{du}{ds} = 0.
\end{cases}
\]
We write $U_{\partial}(r)$ for the intersection of the half discs $D_+(r)$ and $D_-(r)$. We also assume that $A$ is in Coulomb gauge with respect to a smooth connection $A_0$: 

$$d_{A_0}^+(A - A_0) = 0, \quad *(A - A_0)|_{U_{\partial} \times \Sigma} = 0. \tag{3.3}$$

Then a more precise statement of Theorem 1 is given as follows.

**Theorem 3.4.** Any $(A,u)$ as above is smooth.

The proof of Theorem 3.4 is performed in several steps where the regularity of $(A,u)$ is improved in each step. The proof is slightly more involved in the case that $p < 4$. In this case, first we show that one can improve regularity by increasing the value of $p$. Let $\{q_i\}_{0 \leq i \leq N}$ be an increasing finite sequence of real numbers such that $q_0 = p, q_N > 4$ and

$$q_{i+1} = \frac{2q_i}{4 - q_i}, \quad \text{for } 0 \leq i \leq N - 1. \tag{3.5}$$

We shall show that if the assumptions of Theorem 3.4 hold for $p = q_i$, then it also holds for $p = q_{i+1}$. In the case that $p > 4$, we shall show that one can obtain $L^{p/2}$ regularity from $L^p$ regularity. In the case that $p > 2$ and $k \geq 2$, a similar argument as above shows that if $(A,u)$ is in $L^p_k$, then it also belongs to $L^{k+1}_k$. Subsection 3.1 is devoted to the proof of these claims.

The following theorem is a more detailed version of Theorem 2 and its proof will be discussed in Subsection 3.2.

**Theorem 3.6.** Any $\{(A_i, u_i)\}_i$ is a sequence of smooth solutions of (3.2) which satisfy (3.3). For $p > 2$, suppose $(A_i, u_i)$ is $L^p_1$ convergent to $(A,u)$. Then $(A_i, u_i)$ is $C^\infty$ convergent to $(A,u)$.

### 3.1 Proof of Theorem 1

Suppose $(A,u)$ is an $L^p_1$ solution of (3.2) associated to the quintuple $\Sigma(r)$ with $2 < p < 4$ that satisfies (3.3) for a smooth connection $A_0$. Suppose $A - A_0$ has the form 

$$A - A_0 = a + \phi ds + \psi d\theta$$

with respect to the coordinate system on $D_-(r) \times \Sigma$. Since the connection $A$ satisfies the ASD equation, we have

$$d_{A_0}^+(A - A_0) = -F(A_0)^+ + Q(A - A_0) \tag{3.7}$$

where $Q(A - A_0)$ is defined to be the quadratic term $-((A - A_0) \wedge (A - A_0))^+$.

We list some inequalities and identities here which will be used in various stages of the proof. For any $q < 4$, Sobolev embedding implies that

$$\|A - A_0\|_{L^{\frac{4q}{4q-1}}(X)} \leq C\|A - A_0\|_{L^q_1(X)}.$$ 

Since we have

$$\frac{4 - q}{4q} + 1 = \frac{8 - q}{4q},$$
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the Hölder inequality gives
\[ \|Q(A - A_0)\|_{L^q_1(X)} \leq C\|A - A_0\|_{L^q_1(X)}. \] (3.8)
Similarly, if we fix \( q \geq 1 \), then for any positive integer \( k \) with \( qk > 4 \) there is a constant \( C_k \) such that
\[ \|Q(A - A_0)\|_{L^q_k(X)} \leq C_k\|A - A_0\|_{L^q_k(X)}. \] (3.9)
For each \((s, \theta) \in D_-(r)\), let \( \beta(s, \theta) \) (respectively, \( \beta_0(s, \theta) \)) denote the restriction of \( A \) (respectively, \( A_0 \)) to \( \Sigma \times \{ (s, \theta) \} \). In particular, we have \( \beta = \beta_0 + a \). Since \( \beta(0, \theta) \) is flat, we have
\[
\frac{\partial}{\partial s} (\beta(0, \theta) - \beta_0(0, \theta)) = -F(\beta_0(0, \theta)) - (\beta(0, \theta) - \beta_0(0, \theta)) \land (\beta(0, \theta) - \beta_0(0, \theta)). \] (3.10)
We wish to use Lemma A.11 to improve regularity of the components \( \phi \) and \( \psi \) of \( A - A_0 \) over \( D_-(r') \) with \( r' < r \). Let \( \rho : D_-(r) \to \mathbb{R}^{\geq 0} \) be a compactly supported function which is equal to 1 on \( D_-(r'') \) where \( r' < r'' < r \). As the first step, note that the second identity of the Coulomb gauge condition (3.3) implies that for any \( \xi \) in \( \Gamma_c(D_-(r) \times \Sigma, V) \), the space of compactly supported smooth sections of \( V \) over \( X = D_-(r) \times \Sigma \), we have
\[
\int_X \langle \rho(A - A_0), d_{A_0} \xi \rangle = \int_X \langle d^\ast_{A_0} (\rho(A - A_0)), \xi \rangle
= \int_X \langle \nabla \rho \cdot (A - A_0), \xi \rangle. \] (3.11)
Here \( \nabla \rho \cdot (A - A_0) \) is an expression which is linear in \( A - A_0 \) and the derivative \( \nabla \rho \) of \( \rho \). In particular, we observe that the \( L^p_0 \) norm of \( \nabla \rho \cdot (A - A_0) \) is bounded by the \( L^1 \) norm of \( A - A_0 \).

For any \( \eta \) in \( \Gamma_c(D_-(r) \times \Sigma, V) \), the space of sections of \( V \) over \( D_-(r) \times \Sigma \) with vanishing restriction to \( U_\theta(r) \times \Sigma \), we have
\[
\int_X \langle \rho(A - A_0), d^\ast_{A_0} d_{A_0} (\eta ds) \rangle = 2 \int_X \langle \rho(A - A_0), d^\ast_{A_0} d^\ast_{A_0} (\eta ds) \rangle + \int_X \langle \rho(A - A_0), *[F(A_0), \eta ds] \rangle
= 2 \int_X \langle d^\ast_{A_0} (\rho(A - A_0)), d^\ast_{A_0} (\eta ds) \rangle + 2 \int_{\Sigma \times U_a} \text{tr}(\rho(A - A_0) \land d^\ast_{A_0} (\eta ds))
= 2 \int_X \langle \rho(A - A_0), *[F(A_0), \eta ds] \rangle
= 2 \int_X \langle d^\ast_{A_0} (\rho(A - A_0)), d_{A_0} (\eta ds) \rangle + \int_X \langle *[\rho(A - A_0), F(A_0)], \eta ds \rangle. \] (3.12)
where in the last identity we use the assumption on \( \eta \) that it vanishes on \( U_\theta \times \Sigma \) to drop the boundary term. The identity in (3.7) and the inequality in (3.8) imply that
\[
\|d^\ast_{A_0} (\rho(A - A_0))\|_{L^{p_1}_1(X)} \leq C(\|A - A_0\|_{L^{p_1}_1(X)}^2 + 1), \] (3.13)
where \( p_1 = \frac{4p}{8-p} \). Identities (3.11) and (3.12) and the inequality in (3.13) allow us to apply Lemma A.11 in the case that \( \alpha = \rho(A - A_0), k = 1, r = p_1 \) and the vector field \( \sigma \) equals \( \frac{\partial}{\partial x^s} \). This implies that
\[
|\rho \phi\|_{L^{p_1}_1(X)} \leq C(\|A - A_0\|_{L^{p_1}_1(X)}^2 + 1). \] (3.14)
In order to improve the regularity of $\psi$, let $\eta \in \Gamma_\nu(D_-(r) \times \Sigma, V)$ where $\Gamma_\nu(D_-(r) \times \Sigma, V)$ is the space of sections of $V$ over $D_-(r) \times \Sigma$ with vanishing normal covariant derivate on $U_0 \times \Sigma$ with respect to $A_0$. Then

$$
\int_X \langle \rho(A - A_0), d_{A_0}^* d_{A_0} (\eta d\theta) \rangle = 2 \int_X \langle \rho(A - A_0), d_{A_0}^* d_{A_0}^+ (\eta d\theta) \rangle + \int_X \langle \rho(A - A_0), *[F(A_0), \eta d\theta] \rangle
$$

$$
= \int_X \langle \rho(A - A_0), *[F(A_0), \eta d\theta] \rangle + 2 \int_X \langle d_{A_0}^+ (\rho(A - A_0)), d_{A_0}^+ (\eta d\theta) \rangle
$$

$$
+ 2 \int_{\Sigma \times U_0} \text{tr}(\rho(A - A_0) \wedge d_{A_0}^+ (\eta d\theta))
$$

$$
= \int_X \langle *[\rho(A - A_0), F(A_0)], \eta d\theta \rangle + 2 \int_X \langle d_{A_0}^+ (\rho(A - A_0)), d_{A_0} (\eta d\theta) \rangle
$$

$$
+ \int_{U_0} \int_{\Sigma} \text{tr}(\rho(\beta - \beta_0) \wedge d_{\beta_0} \eta) d\theta.
$$

By the Stokes theorem and (3.10), the last term can be rewritten as

$$
- \int_{U_0} \int_{\Sigma} \text{tr}(\rho F(\beta_0) \wedge \eta) d\theta - \int_{U_0} \int_{\Sigma} \text{tr}(\rho(\beta - \beta_0) \wedge (\beta - \beta_0) \wedge \eta) d\theta.
$$

As in (3.8), the quadratic term $(\beta - \beta_0) \wedge (\beta - \beta_0)$, regarded as a 2-form on the 4-manifold $X$, satisfies

$$
\|(\beta - \beta_0) \wedge (\beta - \beta_0)\|_{L^p(X)} \leq C \|A - A_0\|_{L^p(X)}^2.
$$

Thus, Lemma A.11 with $\sigma = \frac{\partial}{\partial \theta}$ and the same $\alpha$, $k$ and $r$ as in the previous case, together with (3.13) and (3.17) gives

$$
\|\rho \psi\|_{L^p(X)} \leq C(\|A - A_0\|_{L^p(X)}^2 + 1).
$$

Using Sobolev embedding theorem, we may assume that (3.14) and (3.18) hold if the $L^p_1$ norm on the left hand side is replaced with $L^q_1$ where $q_1 = \frac{2p}{4-p}$.

For each $(s, \theta) \in D_-(r)$, Coulomb gauge condition (3.3) implies that

$$
\|d_{\beta_0}^+ a\|_{L^p_1((s, \theta) \times \Sigma)} = \|\partial_s A_0 + \partial_\theta A_0 \psi\|_{L^p_1((s, \theta) \times \Sigma)}.
$$

We have

$$
d_{A_0}(A - A_0) = d_{\beta_0} a + (d_{\beta_0} \phi - \partial_s A_0) \wedge ds + (d_{\beta_0} \psi - \partial_\theta A_0) \wedge d\theta + (\partial_s A_0 \psi - \partial_\theta A_0 \phi) ds \wedge d\theta,
$$

where $d_{\beta_0} a$ denotes the exterior derivative of $a$ in the $\Sigma$ direction. This identity can be used to show

$$
\|d_{\beta_0} a\|_{L^p_1((s, \theta) \times \Sigma)} \leq C(\|d_{A_0}^+ (A - A_0)\|_{L^p_1((s, \theta) \times \Sigma)} + \|\partial_s A_0 \phi - \partial_\theta A_0 \psi\|_{L^p_1((s, \theta) \times \Sigma)}).
$$

Therefore, we can use Lemma A.26 and the inequalities (3.14) and (3.18) to show

$$
\|\nabla_\Sigma a\|_{L^p_1((s, \theta) \times \Sigma)} \leq C(\|A - A_0\|_{L^p_1(X)}^2 + 1).
$$
We may again assume that the same inequality holds if the $L^{p_1}_1$ norm on the left hand side is replaced with $L^{q_1}$ norm. In particular, $a$ belongs to the Sobolev spaces $L^{p_1}_2(\Sigma, \Lambda^1 \otimes L^{p_1}(D_-(r^m)))$ and $L^{q_1}_1(\Sigma, \Lambda^1 \otimes L^{q_1}(D_-(r^m)))$.

Next, we improve regularity of $\partial_s a$, $\partial_\theta a$ and $u$. Define $p : D_+(r^m) \to L^p(\Sigma, \Lambda^1 \otimes F) \times M$ as
\[
p(s, \theta) = (a(-s, \theta), u(s, \theta)). \tag{3.22}
\]

Following (2.9), the almost complex structures $J$ on $M$ induces an almost complex structure $\mathbf{J}$ on $L^p(\Sigma, \Lambda^1 \otimes F) \times M$ given as $(-\ast_2, J)$. Using the assumption $p > 2$ and by decreasing the value of $r$ if necessary, we may assume that $p$ takes values in a chart where the pullback of $\mathbf{J}$ has the special form given in Lemma 2.10. The ASD and CR equations in (3.2) implies that
\[
(\partial_{\theta} p - \mathbf{J}(p) \partial_s p)(s, \theta) = ((\partial_{\theta} a - \ast_2 \partial_s a)(-s, \theta), (\partial_{\theta} u - J_{s, \theta} \partial_s u)(s, \theta))
= ((d_{\beta_0} \psi - \ast_2 d_{\beta_0} \phi - [\psi + \psi_0, a] + \ast_2[\phi + \phi_0, a] + F^+_\theta(A_0))(-s, \theta), 0), \tag{3.23}
\]
where $\phi_0$ and $\psi_0$ are respectively the components of $A_0$ in the $s$ and $\theta$ directions (that is $A_0 = \phi_0 d\theta + \psi_0 d\theta$) and $F^+_\theta(A_0)$ is the projection of $2F^+(A_0)$ to the summand $F \otimes \Lambda^1(\Sigma) \wedge d\theta$ of $F \otimes \Lambda^2(X)$. Using (3.14), (3.18) and an application of Hölder inequality analogous to (3.8), we may conclude that the first entry of (3.23) is in $L^{p_1}_1(D_-(r^m) \times \Sigma)$, and hence in $L^{q_1}_1(D_-(r^m) \times \Sigma)$ by Sobolev embedding. Therefore, $\partial_{\theta} p - \mathbf{J}(p) \partial_s p$ is an element of
\[
L^{p_1}_1 \left(D_-(r^m), L^p(\Sigma, \Lambda^1 \otimes F) \right) \cap L^{q_1}_1(\Sigma, \Lambda^1 \otimes F) \right).
\]

Lemma 2.10 allows us to apply Proposition B.10 and conclude that $p$ is in $L^{q_1}_1(D_-(r'), L^p(\Sigma, \Lambda^1 \otimes F))$ and
\[
\|p\|_{L^{q_1}_1(D_-(r'), L^p(\Sigma, \Lambda^1 \otimes F))} \leq C \left(1 + |A - A_0|_{L^2_p(X)}^2 + \|du\|_{L^p(S)} \right). \tag{3.24}
\]

In summary, $(A, u)$ is in $L^{q_1}_1$, and in fact the $L^{q_1}_1$ norm of the restriction of $(A, u)$ to $D_-(r') \times \Sigma$ can be controlled using the inequalities in (3.14), (3.18), (3.21) and (3.24). By iterating this process, we can prove a similar result where $q_1$ is replaced with $q_i$ of (3.5). In particular, we can reduce the proof of the regularity to the case that $p > 4$.

The rest of the proof of regularity can be addressed in a similar way. For $p > 4$, we may obtain (3.14), (3.18), (3.21) where $p_1$ can be replaced with $p$ because we can use (3.9) with $k = 1$ in this case instead of (3.8). In particular, we obtain
\[
\phi, \psi \in L^p_2(D_-(r') \times \Sigma, F), \quad a \in L^p_2(\Sigma, \Lambda^1 \otimes L^p(D_-(r^m))). \tag{3.25}
\]

In the last step of the above proof where we improve the regularity of $p$, we need to use Proposition B.4 instead of Proposition B.10 to conclude that $p$ is in $L^{p/2}_2(D_-(r'), L^p(\Sigma, \Lambda^1 \otimes F))$. This in addition to (3.26) implies that $(A, u)$ is in $L^{p/2}_k$ (see B.1)). Thus the proof of regularity is reduced to the show that if $(A, u)$ is in $L^p_k$ with $p > 2$ and $k \geq 2$, then $(A, u)$ is in $L^p_{k+1}$. The proof of this claim follows the same strategy. Following the first three steps of the above proof, we obtain
\[
\phi, \psi \in L^p_{k+1}(D_-(r') \times \Sigma, F), \quad a \in L^p_{k+1}(\Sigma, \Lambda^1 \otimes L^p(D_-(r^m))). \tag{3.26}
\]

In the last step of the proof, Proposition B.4 allows us to conclude that $p \in L^p_2(D_-(r'), L^p(\Sigma, \Lambda^1 \otimes F))$. This completes the proof of smoothness of $(A, u)$. In each step of the proof, we can bound the given Sobolev norm of $(A, u)$ over any region $D_-(r') \times \Sigma$ with $r' < r$ using a polynomial function of $|A - A_0|_{L^p_1(X)}$ and $\|du\|_{L^p(S)}$ where the coefficients of this polynomial depend only on $A_0$ and $r'$. 
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3.2 Proof of Theorem 2

The proof of Theorem 2 can be verified with a similar argument as in the previous section. Given a sequence \((A_i, u_i)\) as in the statement of Theorem 3.6, let

\[ A_i - A_0 = a_i + \phi_i ds + \psi_i d\theta. \]

The instances of (3.7) for \(A_i\) and \(A_j\) imply that

\[ d_{A_0}^+(A_i - A_j) = Q(A_i - A_0) - Q(A_j - A_0) \]  

(3.27)

As an analogue of (3.8) and (3.9), we have

\[ \|Q(A_i - A_0) - Q(A_j - A_0)\|_{L^q_1(X)} \leq C\|A_i - A_j\|_{L^q_1(X)}(\|A_i - A_0\|_{L^q_1(X)} + |A_j - A_0|_{L^q_1(X)}) \]  

(3.28)

for \(q < 4\), and

\[ \|Q(A_i - A_j)\|_{L^q_1(X)} \leq C\|A_i - A_j\|_{L^q_1(X)}(\|A_i - A_0\|_{L^q_1(X)} + |A_j - A_0|_{L^q_1(X)}) \]  

(3.29)

when \(qk > 4\) and \(k\) is a positive integer. Similarly, if \(A_{\Sigma}(s, t)\) denotes the restriction of \(A \Sigma \times \{(s, \theta)\}\), then we have

\[ d_{A_0}^0(\beta_i(0, \theta) - \beta_j(0, \theta)) = (\beta_j(0, \theta) - \beta_0(0, \theta)) \wedge (\beta_j(0, \theta) - \beta_0(0, \theta)) \]

\[- (\beta_i(0, \theta) - \beta_0(0, \theta)) \wedge (\beta_i(0, \theta) - \beta_0(0, \theta)). \]  

(3.30)

Now, by following the steps of the previous section and replacing (3.7), (3.10), (3.8) and (3.9) with the above identities and inequalities, we can inductively show that the \(L^q_1\) convergence of \((A_i, u_i)\) can be improved to higher regularities. As the starting point, (3.11) implies that for any \(\xi \in \Gamma_c(D_-(r) \times \Sigma, V)\) we have

\[ \int_X \langle \rho(A_i - A_j), d_{A_0}\xi \rangle = \int_X \langle \nabla \cdot (A_i - A_j), \xi \rangle, \]  

(3.31)

(3.12) implies that for any \(\eta \in \Gamma_\tau(D_-(r) \times \Sigma, V)\) we have

\[ \int_X \langle \rho(A_i - A_j), d_{A_0}^\tau d_{A_0}(\eta ds) \rangle = 2 \int_X \langle d_{A_0}^\tau(\rho(A_i - A_j)), d_{A_0}(\eta ds) \rangle + \int_X \langle \ast[\rho(A_i - A_j), F(A_0)], \eta ds \rangle, \]  

(3.32)

and (3.15) and (3.16) imply that for any \(\eta \in \Gamma_\nu(D_-(r) \times \Sigma, V)\) we have

\[ \int_X \langle \rho(A_i - A_j), d_{A_0}^\nu d_{A_0}(\eta d\theta) \rangle = \int_X \langle \ast[\rho(A_i - A_j), F(A_0)], \eta d\theta \rangle + 2 \int_X \langle d_{A_0}^\nu(\rho(A_i - A_j)), d_{A_0}(\eta d\theta) \rangle \]

\[- \int_{U_\theta} \int_{\Sigma} \text{tr}(\rho((\beta_i - \beta_0) \wedge (\beta_i - \beta_0) - (\beta_j - \beta_0) \wedge (\beta_j - \beta_0)) \wedge d_{A_0}(\eta d\theta. \]  

(3.33)
We define \( p \) (resp. \( \beta_i \)). Recall that the Lagrangian correspondence \( L \). Proposition \( \Phi \) \( \Gamma \). This completes the proof of Theorem \( \theta \) and the restriction of \( p \) be used to show that the difference between the \( \beta \)). Similar inequalities can be obtained for the terms \( a_i - a_j \) and the distance between \( u_i \) and \( u_j \). First note that we have \( d_{\beta_0}^* (a_i - a_j) \). This completes the proof of Theorem \( \phi \). We define \( p_i \) using \( a_i \) and \( u_i \) as in \( (A, u) \). Thus by decreasing the value of \( r \) if necessary and for large enough values of \( i \), the map \( p_i \) takes values in a chart where the pullback of \( J \) has the special form given in Lemma 2.10. We may simplify \( \partial_\beta p_i - J(p_i) \partial_s p_i \) as in \( (3.23) \). In particular, a similar argument as in the previous steps can be used to show that the difference between the \( L^0(\Sigma, \Lambda^1 \otimes F) \)-coordinates of \( \partial_\beta p_i - J(p_i) \partial_s p_i \) and \( \partial_\beta p_j - J(p_j) \partial_s p_j \) is given by an \( L^0 \) section of the bundle \( \Lambda^1 \otimes F \) over \( D_-(r'' \times \Sigma) \) whose \( L^0 \) norm is bounded by the same term as in the right hand side of \( (3.34) \) if \( C \) is chosen appropriately. By applying Proposition \( B.10 \) to the sequence \( p'_i := \Phi_\beta^{-1} \circ p_i \) with \( \Phi_\beta \) being given by Lemma 2.10, we conclude that \( p_i \) is convergent to \( p \) as elements of \( L^0(\Sigma, \Lambda^1 \otimes F) \). Combining our results we conclude that the restriction of \( A_i \) (resp. \( u_i \)) to \( D_-(r') \times \Sigma \) (resp. \( D_+(r') \)) for any \( r' < r \) is \( L^0 \) convergent to \( A \) (resp. \( u \)). Analogous to the proof of Theorem 3.1, iterating this argument allows us to show that \( A_k \) (resp. \( u_k \)) to \( D_-(r') \times \Sigma \) (resp. \( D_+(r') \)) for any \( r' < r \) is \( L^0 \) convergent to \( A \) (resp. \( u \)) for any \( p \) and positive integer \( k \). This completes the proof of Theorem 3.2.

## 4 Compactness

In this section, we study compactness properties of the moduli space of mixed solutions. We specialize to the case that our target symplectic manifold for the mixed equation is the moduli space \( \mathcal{M}(\Sigma, F) \) of flat connections on \( F \) and consider the quintuples of the form

\[
\mathcal{Q}(r) := (D_-(r) \times \Sigma, D_-(r) \times F, D_+(r), \mathcal{M}(\Sigma, F), \mathcal{L}(\Sigma, F)).
\]

Recall that the Lagrangian correspondence \( \mathcal{L}(\Sigma, F) \) is given in Example 2.8. We fix a positive real number \( r_0 \) and we drop \( r \) from our notation if \( r = r_0 \) in the following. In this section \( C \) is a constant depending only on \( r_0 \) and the metric \( g \) on \( \Sigma \) such that its value might increase from each line to the next line.
4.1 Energy quantization

Suppose \((A,u)\) is an element of the configuration space associated to the quintuple \(\mathcal{P}(r_0)\). Let the energy density of \(u\), denoted by \(e_u : D_- \to \mathbb{R}_{\geq 0}\), and the 2-dimensional energy density of \(A\), denoted by \(e_A : D_- \to \mathbb{R}_{\geq 0}\), be defined as

\[
e_u(s,\theta) = |du|^2(-s,\theta), \quad e_A(s,\theta) = \int_{\{(s,\theta)\} \times \Sigma} |FA|^2,
\]

where \((s,\theta) \in D_-\). The energy density of \((A,u)\), denoted by \(e_{A,u} : D_- \to \mathbb{R}_{\geq 0}\) is defined as

\[e_{A,u} = e_A + e_u.\]

**Theorem 4.2.** There exist constants \(\kappa\) and \(\hbar\) such that the following holds. Let \((A,u)\) be a solution of the mixed equation associated to the quintuple \(\mathcal{P}(r_0)\). Let \(z \in U_-\) and \(r\) be given such that \(D_r(z) : = B_r(z) \cap \mathbb{H}_- \subset B_{r_0}(0)\). Let also

\[\int_{D_r(z)} e_{A,u} d\text{vol} \leq \hbar.
\]

Then we have:

\[e_{A,u}(z) \leq \kappa \frac{\int_{D_r(z)} e_{A,u} d\text{vol}}{r^2}.\] (4.3)

The following proposition allows us to obtain interior regularity for the energy densities of a solution \((A,u)\) of the mixed solution associated to the quintuple \(\mathcal{P}(r_0)\).

**Proposition 4.4.** A solution \((A,u)\) of the mixed equation associated to the quintuple \(\mathcal{P}(r_0)\) satisfies the inequalities

\[
\Delta_4(|FA|^2) \leq C(|FA|^2 + |F_A|^3), \quad \Delta_2(e_u) \leq C(e_u + e_u^2),
\]

\[
\Delta_2(e_{A,u}) \leq C(e_{A,u} + e_{A,u}^2 + e_{A,u}^\frac{3}{2} f_A),
\]

where \(\Delta_2\) is the Laplacian on \(D_-\), \(\Delta_4\) is the Laplace-Beltrami operator associated to \(D_- \times \Sigma\), and \(f_A : D_- \to \mathbb{R}_{\geq 0}\) is given by

\[f_A(z) = \left( \int_{\{z\} \times \Sigma} |FA|^4 d\text{vol} \right)^{\frac{1}{4}}.
\]

**Proof.** Let \(X\) be a Riemannian 4-manifold and \(E\) be a vector bundle over \(X\). Let \(A\) be a unitary connection on \(E\) and \(\phi\) be a 2-form with values in \(E\). Then the Weitzenböck formula states that

\[
\nabla_A^* \nabla_A \phi - (d_A d_A^* + d_A^* d_A) \phi = Q_1(R_X, \phi) + Q_2(F_A, \phi),
\]

where \(Q_1(R_X, \phi)\) (respectively, \(Q_2(F_A, \phi)\)) denotes a point-wise smooth bi-linear form of the Riemannian curvature \(R_X\) (respectively, the curvature of the connection \(A\)) and \(\phi\). (See [BL81, Theorem 3.2] for more details.) In particular, if we apply this identity to the case that \(\phi\) is equal to the curvature \(F_A\) of an ASD connection \(A\), then Bianchi identity implies that:

\[
\nabla_A^* \nabla_A F_A = Q_1(R_X, F_A) + Q_2(F_A, F_A)
\]

(4.9)
By taking the inner product of (4.9) with $F_A$, we can conclude that:

$$
\Delta_4 |F_A|^2 + 2|\nabla_A F_A|^2 = 2\langle \nabla_A^* \nabla_A F_A, F_A \rangle
\leq C(|F_A|^2 + |F_A|^3),
$$

(4.10)

This implies the first claimed inequality of (4.5).

An analogue of (4.8) holds for 1-forms on a Riemannian manifold $X$ for appropriate choices of $Q_1$, $Q_2$ (see, for example, [ABK+94, Remark 6.40]), and the second inequality in (4.5) can be also proved using this Weitzenböck identity, as we explain next. The differential $du$ of the holomorphic map $u$ can be regarded as a 1-form on $D_+$ with values in the bundle $u^*TM(\Sigma, F)$. Let $\nabla$ denote the Levi-Civita connection associated to the metric on $M(\Sigma, F)$ given as $\omega_{fl}(\cdot, J^*\cdot)$ by the symplectic form $\omega_{fl}$ and the complex structure $J^*$. It is useful to consider the $J^*$-linear connection on $TM(\Sigma, F)$

$$
\tilde{\nabla}(v) := \nabla(v) - \frac{1}{2} J^*(\nabla J^*)v
$$

(4.11)

which is compatible with the metric, and its torsion has vanishing $(1,1)$-component. Therefore, if we let $B$ be the pull back of this connection on $u^*TM(\Sigma, F)$, then $d_B(du) = 0$. Since $u$ satisfies the Cauchy-Riemann equation, it is also straightforward to check that $d_B^*(du) = 0$. We apply the 1-form version of (4.8) to $\phi = du$ and the connection $B$ on $u^*TM(\Sigma, F)$. As in the previous case, taking the inner product of the resulting identity with $du$ implies that:

$$
\Delta_2 e_u + 2|\nabla_B du|^2 = 2\langle \nabla_B^* \nabla_B du, du \rangle
= \langle Q_1(R_{D_+}, du), du \rangle + \langle Q_2(F_B, du), du \rangle
\leq C(e_u + e_u^2)
$$

(4.12)

Note that in the last inequality we use the fact that the norm of $F_B$ can be controlled by $|du|^2$.

Consider the function on $D_-$ that associates to $z \in D_-$ the integral of $|F_A|^2$ over $\{z\} \times \Sigma$. Inequality (4.10) and Cauchy-Schwarz inequality implies that the Laplacian of this function satisfies

$$
\Delta_2 \left( \int_{\{z\} \times \Sigma} |F_A|^2 \right) = \int_{\{z\} \times \Sigma} \Delta_4 |F_A|^2 + \int_{\{z\} \times \Sigma} d_\Sigma (d_\Sigma |F_A|^2)
\leq C \left( \int_{\{z\} \times \Sigma} |F_A|^2 + |F_A|^3 \right)
\leq C \left( \int_{\{z\} \times \Sigma} |F_A|^2 + \left( \int_{\{z\} \times \Sigma} |F_A|^2 \right)^{\frac{3}{2}} f_A(z) \right).
$$

Note that the Stokes’ theorem implies that the second integral on the right hand side of the first line vanishes. This inequality together with (4.12) verifies the final inequality of the proposition.

Proposition 4.13. For any point $z := (0, \theta) \in U_\partial$, the normal derivative of the mixed energy density satisfies the following inequality:

$$
\partial_n e_{A,u}(z) \leq C e_{A,u}(z)^{\frac{3}{2}}
$$

(4.14)
Proof. First we pick an appropriate gauge for the connection \( A \). Decompose the connection \( A \) as follows

\[
A = \beta(s, \theta) + \phi(s, \theta)ds + \psi(s, \theta)d\theta
\]

where \( \beta(s, \theta) \) is a connection on \( F \) over \( \Sigma \) and \( \phi(s, \theta) \), \( \psi(s, \theta) \) are sections of \( F \). Fix a gauge for \( A \) by firstly taking the parallel transport of a fixed frame at the point \((0, 0)\) along \( U_\beta \), and then extending the frames on \( U_\beta \) to \( D_- \) by parallel transport in the \( s \)-direction. Therefore, \( \phi \) and the restriction of \( \psi \) to \( U_\beta \) vanish. The ASD equation for the connection \( A \) implies that \( \beta \) and \( \psi \) satisfy

\[
* \Sigma F_\beta + \partial_s \psi = 0, \quad -\partial_\theta \beta + * \Sigma \partial_s \beta + d_\beta \psi = 0, \tag{4.15}
\]

where \( \partial_s \) and \( \partial_\theta \) are defined with respect to the chosen frame. Since \( F_\beta = 0 \) on \( U_\beta \), the first equation in (4.15) implies that \( \partial_s \psi \) on the matching line \( U_\beta \) vanishes. Using this and the second equation in (4.15), we can conclude that:

\[
\partial_\theta \beta = * \Sigma \partial_s \beta, \quad \partial_\theta \partial_\theta \beta = * \Sigma \partial_\theta \partial_s \beta = -\partial_s \partial_s \beta \quad \forall \theta \in U_\beta. \tag{4.16}
\]

The curvature of the connection \( A \) with respect to the above gauge has the following form:

\[
F_A = F_\beta + ds \wedge \partial_s \beta + d\theta \wedge \partial_\theta \beta + d_\beta \psi \wedge d\theta + \partial_s \psi ds \wedge d\theta.
\]

Thus we have

\[
\frac{1}{2} \partial_s e_A(0, \theta) = \int_{\{(0, \theta)\} \times \Sigma} (\partial_s \beta, \partial_s \partial_s \beta) + (\partial_\theta \beta, \partial_s \partial_\theta \beta)
\]

\[
= -2 \int_{\{(0, \theta)\} \times \Sigma} \operatorname{tr}(\partial_\theta \beta \wedge \partial_\theta \partial_\theta \beta),
\]

where the last identity follows from (4.16).

We follow a similar strategy to fix a representative for the map \( u : D_+ \to \mathcal{M}(\Sigma, F) \). For any \((0, \theta) \in U_\beta \), there is a unique connection \( \beta'(0, \theta) \) such that \( \beta'(0, 0) = \beta(0, 0), \beta'(0, \theta) \) represents the flat connection \( u(0, \theta) \) and \( d_{\beta'}(0, \theta) \partial_\theta \beta'(0, \theta) = 0 \). We extend this family of connections to \( D_+ \) by requiring that \( \beta'(s, \theta) \) represents the flat connection \( u(s, \theta) \) and \( d_{\beta'}(s, \theta) \partial_\theta \beta'(s, \theta) = 0 \). Since \( u \) is a holomorphic map, for each \((s, \theta) \in D_+ \), there is a section \( \psi'(s, \theta) \) of \( F \) such that

\[
-\partial_\theta \beta' + * \Sigma \partial_s \beta' + d_{\beta'} \psi' = 0. \tag{4.17}
\]

In particular, \( d_{\beta'} \partial_\theta \psi' = 0 \) on \( U_\beta \), which implies that \( \psi'(0, \theta) = 0 \). Taking the derivative of (4.17) along the \( \theta \)-direction on the matching line \( U_\beta \) implies that

\[
\partial_\theta \partial_\theta \beta' = * \Sigma \partial_\theta \partial_s \beta' \quad \forall \theta \in U_\beta. \tag{4.18}
\]

For \((0, \theta) \in U_\beta \), the exterior derivatives \( d_{\beta'}(0, \theta) \) and \( d_{\beta'}(0, \theta) \) act trivially on \( \partial_\theta \beta'(0, \theta) \), and hence we have

\[
|du|^2(0, \theta) = 2 \int_{\{(0, \theta)\} \times \Sigma} |\partial_\theta \beta'(0, \theta)|^2.
\]
This together with \( d^*_{\beta'(0,\theta)} \partial_\theta \beta'(0, \theta) = 0 \) gives rise to the following identity for the normal derivative of \( e_u : D_- \to \mathbb{R} \) on \( U_\theta \):

\[
\frac{1}{2} \partial_s e_u(0, \theta) = -2 \int_{\{(0,\theta)\} \times \Sigma} \langle \partial_s \partial_\theta \beta', \partial_\theta \beta' \rangle = 2 \int_{\{(0,\theta)\} \times \Sigma} \text{tr}(\partial_\theta \beta' \wedge \partial_\theta \partial_\theta \beta').
\]

The matching condition on \( U_\theta \) implies that there is \( g_\theta \in G(\Sigma, F) \) such that \( \beta'(0, \theta) = g_\theta^* \beta(0, \theta) \) for each \( \theta \). Moreover, \( g_\theta \) is smooth with respect to \( \theta \) and \( g_0 = 1 \). Let \( \zeta_\theta := g_\theta^{-1} \partial_\theta g_\theta \). Then we have

\[
\partial_\theta \beta(0, \theta) = g_\theta \partial_\theta \beta'(0, \theta) g_\theta^{-1} - g_\theta d_{\beta'(0, \theta)} \zeta_\theta g_\theta^{-1}
\]

Using the extension theorem of Sobolev spaces, we may find \( \tilde{\zeta}_\theta \in L^2_\Sigma([-1, 1] \times \Sigma, [-1, 1] \times F) \) such that

\[
\tilde{\zeta}_\theta |\{-1\} \times \Sigma = 0, \quad \tilde{\zeta}_\theta |\{1\} \times \Sigma = \zeta_\theta,
\]

and

\[
\|\tilde{\zeta}_\theta\|_{L^2_\Sigma([-1, 1] \times \Sigma, F)} \leq C \|\zeta_\theta\|_{L^2_\Sigma([-1, 1] \times F)}.
\]

Define \( \tilde{g}_\theta \in G([-1, 1] \times \Sigma, [-1, 1] \times F) \) by \( \partial_\theta \tilde{g}_\theta = \tilde{g}_\theta \tilde{\zeta}_\theta \). Then \( \tilde{g}_\theta |\{-1\} \times \Sigma = 1 \) and \( \tilde{g}_\theta |\{1\} \times \Sigma = g_\theta \).

Let \( \tilde{B}_\theta \) be the connection on \([-1, 1] \times \Sigma \) defined as \( \tilde{g}_\theta \beta(0, \theta) \). This connection restricts to \( \beta(0, \theta) \), \( \beta'(0, \theta) \) on \( \{-1\} \times \Sigma, \{1\} \times \Sigma \). Since \( \tilde{B}_\theta \) is flat for each \( \theta \), we have:

\[
d_{\tilde{B}^\Sigma}(\partial_\theta \tilde{B}_\theta) = 0 \quad d_{\tilde{B}^\Sigma}(\partial_\theta \partial_\theta \tilde{B}_\theta) = -2 \partial_\theta \tilde{B}_\theta \wedge \partial_\theta \tilde{B}_\theta
\]

(4.20)

Here the second identity is obtained by applying \( \partial_\theta \) to the first one. Stokes theorem and the identities in (4.20) imply that we have the following identities for each \( \theta \)

\[
\int_{\{(0,\theta)\} \times \Sigma} \text{tr}(\partial_\theta \beta' \wedge \partial_\theta \partial_\theta \beta') = \int_{\{(0,\theta)\} \times \Sigma} \text{tr}(\partial_\theta \beta \wedge \partial_\theta \partial_\theta \beta) = \int_{[-1, 1] \times \Sigma} d\text{tr}(\partial_\theta \tilde{B}_\theta \wedge \partial_\theta \partial_\theta \tilde{B}_\theta) = 2 \int_{[-1, 1] \times \Sigma} \text{tr}(\partial_\theta \tilde{B}_\theta \wedge \partial_\theta \tilde{B}_\theta \wedge \partial_\theta \tilde{B}_\theta)
\]

Thus for any \((0, \theta) \in U_\theta\), we have:

\[
\partial_s e_{A,u}(0, \theta) \leq C \|\partial_\theta \tilde{B}_\theta\|_{L^3([-1, 1] \times \Sigma)}^3
\]

(4.21)

Using the definition of \( \tilde{B}_\theta \) we can conclude that

\[
\|\partial_\theta \tilde{B}_\theta\|_{L^3([-1, 1] \times \Sigma)} \leq C \left( \|\partial_\theta \beta'(0, \theta)\|_{L^3(\Sigma)} + \|d_{\tilde{B}^\Sigma} \tilde{\zeta}_\theta\|_{L^3([-1, 1] \times \Sigma)} \right)
\]

\[
\leq C \left( \|\partial_\theta \beta'(0, \theta)\|_{L^2(\Sigma)} + \|d_{\tilde{B}^\Sigma} \tilde{\zeta}_\theta\|_{L^2_\Sigma([-1, 1] \times \Sigma)} \right)
\]

\[
\leq C \left( e_u(0, \theta) \frac{1}{\tau} + \|\tilde{\zeta}_\theta\|_{L^2_\Sigma([-1, 1] \times \Sigma)} \right).
\]

(4.21)
In addition to Sobolev embedding inequality, we use the fact that \( \partial_0 \beta'(0, \theta) \) belongs to the kernel of \( d\beta'(0, \theta) \) and \( d\beta'(0, \theta) \) to obtain the second inequality. Our choice of \( \tilde{\zeta}_0 \) allows us to conclude that its \( L^2_\Sigma \) norm is bounded by \( C|\zeta_0|L^2_\Sigma(\Sigma) \), which in turn is bounded by \( C|d\beta'(0, \theta)|\tilde{\zeta}_0|L^2_\Sigma(\Sigma) \). The last claim holds because the kernel of \( d\beta'(0, \theta) \) acting on the space of 0-forms is trivial, and \( \beta'(0, \theta) \) is a representative for an element of the compact space \( M(\Sigma, F) \). Since (4.19) implies that \( \|d\beta'(0, \theta)|\zeta_0|L^2_\Sigma(\Sigma) \), we conclude that the \( L^2_\Sigma \) norm of \( \tilde{\zeta}_0 \) is bounded by \( C e_{A,u}(0, \theta)^{\frac{1}{2}} \).

Therefore, this observation and (4.21) give us the inequality (4.14).

The following proposition is a weaker version of Theorem 4.2.

**Proposition 4.22.** There exist constants \( \kappa' \) and \( h' \) such that the following holds. Let \( (A, u) \) be a solution of the mixed equation associated to the quintuple \( \mathbf{F}(r_0) \). Let \( z \in D_- \) and \( r \) be given such that \( D_r(z) \subset B_{r_0}(0) \), and

\[
e_{A,u}(w) \leq h' r^{-2} \quad \forall w \in D_r(z) .
\]

Then we have

\[
e_{A,u}(z) \leq \kappa' \int_{D_r(z)} e_{A,u}d\text{vol} \frac{1}{r^2} .
\]

Before delving into the proof of Proposition 4.22, we show that the assumption of this proposition allows us to obtain appropriate \( L^1_\Sigma \) bounds on \( F_A \) and \( du \):

**Lemma 4.25.** There is a constant \( h_0 \) such that the following holds. Suppose \( (A, u) \) is a solution of the mixed equation associated to the quintuple \( \mathbf{F}(r_0) \), and \( z \in D_- \) and \( r \) are given such that \( D_r(z) \subset B_{r_0}(0) \) and (4.23) holds for \( h' = h_0 \). Then

\[
|\nabla_A F_A|^2_{L^2(D_{\Sigma}(z) \times \Sigma)} + |\nabla_B (du)|^2_{L^2(D^+_{\Sigma}(z))} \leq C \frac{\int_{D_r(z)} e_{A,u}d\text{vol}}{r^2} .
\]

where \( B \) is the connection introduced in the proof of Proposition 4.4 and \( D^+_{\Sigma}(z) \) denotes the reflection of \( D_{\Sigma}(z) \) with respect to \( U_\theta \).

**Proof.** Fix a smooth function on \( \rho : \mathbb{C} \to \mathbb{R} \) which is supported in \( B_1(0) \) and its value on \( B_1(0) \) is equal to 1. We also define \( \rho_r(w) := \rho(\frac{|w-z|}{r}) \). We have

\[
|\nabla_A (\rho_r F_A)|^2_{L^2(D_r(z) \times \Sigma)} = \int_{D_r(z) \times \Sigma} \left\langle d\rho_r \otimes F_A, d\rho_r \otimes F_A \right\rangle + \left\langle \nabla_A F_A, \nabla_A (\rho_r^2 F_A) \right\rangle
\]

\[
\leq C r^{-2} \|F_A\|^2_{L^2(D_r(z) \times \Sigma)} + \int_{D_r(z) \times \Sigma} \left\langle \nabla_A^* \nabla_A F_A, \rho_r^2 F_A \right\rangle
\]

\[
+ \int_{D_r^0(z)} \rho_r^2 \int_{\Sigma} \left\langle (\nabla_A)_{\partial_\Sigma} F_A, F_A \right\rangle .
\]

(4.27)
Here $D^\partial_r(z)$ denotes $D_r(z) \cap U_\partial$. Using the inequality in (4.10), the point-wise assumption (4.23), Cauchy-Schwarz and Sobolev embedding theorem we have:

$$\int_{D_r(z) \times \Sigma} \langle \nabla s \nabla A F_A, \rho_r^2 F_A \rangle \leq C \int_{D_r(z) \times \Sigma} \rho_r^2 |F_A|^2 + \rho_r^2 |F_A|^3$$

$$\leq C \left( \|F_A\|_{L^2(D_r(z) \times \Sigma)}^2 + \left( \int_{D_r(z) \times \Sigma} |F_A|^2 \right)^{\frac{1}{2}} \left( \int_{D_r(z) \times \Sigma} |\rho_r F_A|^4 \right)^{\frac{1}{4}} \right)$$

$$\leq C \left( \|F_A\|_{L^2(D_r(z) \times \Sigma)}^2 + h_0 \|\nabla_A (\rho_r F_A)\|_{L^2(D_r(z) \times \Sigma)}^2 \right).$$

Combining the above inequality and (4.27), we obtain:

$$\|\nabla_A (\rho_r F_A)\|_{L^2(D_r(z) \times \Sigma)}^2 \leq C \left( (r^{-2} + 1) \|F_A\|_{L^2(D_r(z) \times \Sigma)}^2 + h_0 \|\nabla_A (\rho_r F_A)\|_{L^2(D_r(z) \times \Sigma)}^2 \right)$$

$$+ \int_{D^\partial_r(z)} \rho_r^2 \int_{\Sigma} \langle (\nabla_A)_{\partial s} F_A, F_A \rangle.$$  

If the constant $h_0$ is small enough, then we can absorb the term containing $\|\nabla (\rho_r F_A)\|_{L^2(D_r(z) \times \Sigma)}^2$ on the right hand side and obtain

$$\|\nabla_A (\rho_r F_A)\|_{L^2(D_r(z) \times \Sigma)}^2 \leq C r^{-2} \|F_A\|_{L^2(D_r(z) \times \Sigma)}^2 + \int_{D^\partial_r(z)} \rho_r^2 \int_{\Sigma} \langle (\nabla_A)_{\partial s} F_A, F_A \rangle. \quad (4.28)$$

We follow a similar strategy to bound $|\nabla B (du)|_{L^2(D^+_r(z))}$.

$$|\nabla_B (\rho_r du)|_{L^2(D^+_r(z))}^2 = \int_{D^+_r(z) \times \Sigma} \langle d\rho_r \otimes du, d\rho_r \otimes du \rangle + \langle \nabla_B du, \nabla_B (\rho_r^2 du) \rangle$$

$$\leq C r^{-2} \|du\|_{L^2(D^+_r(z))}^2 + \int_{D^+_r(z)} \langle \nabla_B^* \nabla_B du, \rho_r^2 du \rangle - \int_{D^\partial_r(z)} \rho_r^2 \langle (\nabla_B)_{\partial s} du, du \rangle$$

$$\leq C \left( r^{-2} \|du\|_{L^2(D^+_r(z))}^2 + \int_{D^+_r(z)} \rho_r^2 (|du|^2 + |du|^4) \right) - \int_{D^\partial_r(z)} \rho_r^2 \langle (\nabla_B)_{\partial s} du, du \rangle$$

$$\leq C r^{-2} \|du\|_{L^2(D^+_r(z))}^2 - \int_{D^\partial_r(z)} \rho_r^2 \langle (\nabla_B)_{\partial s} du, du \rangle. \quad (4.29)$$

Here the second inequality is obtained using (4.12) and we use the point-wise assumption on $du$ in (4.23) to produce the last inequality.

Proposition 4.13 asserts that any point $(0, \theta) \in D^\partial_r(z)$, we have:

$$\left( \int_\Sigma \langle (\nabla_A)_{\partial s} F_A, F_A \rangle - \langle (\nabla_B)_{\partial s} du, du \rangle \leq C e_{A,u}(0, \theta)^{\frac{2}{3}} \right)$$

$$\leq C h_0^{\frac{2}{3}} r^{-1} e_{A,u}(0, \theta)$$

Therefore, we have:

$$\int_{D^\partial_r(z)} \rho_r^2 \left( \int_\Sigma \langle (\nabla_A)_{\partial s} F_A, F_A \rangle - \rho_r^2 \langle (\nabla_B)_{\partial s} du, du \rangle \leq C h_0^{\frac{2}{3}} r^{-1} \int_{D^\partial_r(z)} \rho_r^2 e_{A,u}(0, \theta) \quad (4.30)$$
Suppose \( f : D_r(z) \to \mathbb{R} \) is a compactly supported function. Then Sobolev embedding theorem implies that:
\[
\|f\|_{L^2(D^0_r(z))} \leq C_0 r^{\frac{1}{2}} \|df\|_{L^2(D_r(z))},
\]
where the constant \( C_0 \) is independent of \( r \). By applying this inequality to the functions \( f_+(s, \theta) := |\rho_r du|(-s, \theta) \) and \( f_-(s, \theta) := (\int_{\{(s, \theta)\} \times \Sigma} |\rho_r F_A|^2)^{\frac{1}{2}} \), we conclude that
\[
\int_{D^0_r(z)} |\rho_r du|^2 \leq C r \|\nabla_B(\rho_r du)\|_{L^2(D^+_{r}(z))}^2,
\]
and
\[
\int_{D^0_r(z) \times \Sigma} |\rho_r F_A|^2 \leq C r \|\nabla_A(\rho_r F_A)\|_{L^2(D_r(z) \times \Sigma)}^2.
\]
In order to derive the second inequality, we use the inequality
\[
|d(\int_{\{(s, \theta)\} \times \Sigma} |\rho_r F_A|^2)^{\frac{1}{2}}| \leq \left| (\int_{\{(s, \theta)\} \times \Sigma} |\nabla_A(\rho_r F_A)|^2)^{\frac{1}{2}}\right|.
\]
(4.31)
By adding up these two inequalities and using the inequality in (4.30), we conclude that
\[
\int_{D^0_r(z)} \rho_r^2 \left( \int_{\Sigma} ((\nabla_A)_{\partial s} F_A, F_A) \right) - \rho_r^2 \langle ((\nabla_B)_{\partial s} du, du) \rightangle \leq C h_0^{\frac{1}{2}} (\|\nabla_B(\rho_r du)\|_{L^2(D^+(z))}^2 + \|\nabla_A(\rho_r F_A)\|_{L^2(D_r(z) \times \Sigma)}^2).
\]
(4.32)
Summing up inequalities in (4.28), (4.29) and (4.32) gives rise to
\[
|\nabla_B(\rho_r du)|_{L^2(D^+(z))}^2 + |\nabla_A(\rho_r F_A)|_{L^2(D_r(z) \times \Sigma)}^2 \leq C \left(r^{-2} ||A_f||_{L^2(D_r(z) \times \Sigma)} + r^{-2} ||du||_{L^2(D^+_r(z))} \right) + h_0^{\frac{1}{2}} \left( ||\nabla_B(\rho_r du)||_{L^2(D_{r}^+(z))} + ||\nabla_A(\rho_r F_A)||_{L^2(D_r(z) \times \Sigma)} \right).
\]
Therefore, if \( h_0 \) is small enough, we can infer the claimed inequality in (4.26).

Proof of Proposition 4.22. We present the proof in 4 steps:

Step 1: Inverting the Laplacian. Let \( G(w) \) be the Green function \( -\frac{1}{2\pi} \ln(|w - z|) + \frac{1}{2\pi} \ln(|z|) \) of the Laplacian \( \Delta_2 \). Note that \( G(w) \) vanishes on \( \partial D_\frac{2}{\pi}(z) := \partial B_{\frac{2}{\pi}}(z) \cap \mathbb{R}_- \), the boundary of \( D_{\frac{2}{\pi}}(z) \). As before, \( D_{\frac{2}{\pi}}(z) \) denotes \( B_{\frac{2}{\pi}}(z) \cap U_\beta \). We multiply (4.6) in Proposition 4.4 by \( G(w) \) and integrate over \( D_{\frac{2}{\pi}}(z) \). Green’s identity implies that:
\[
e_{A,u}(z) \leq C \int_{D_{\frac{2}{\pi}}(z)} G(w)(e_{A,u} + e_{A,u}^2 + e_{A,u}^2 f_A) + \int_{\partial D_{\frac{2}{\pi}}(z) \cup D_{\frac{2}{\pi}}(z)} e_{A,u} \partial_\nu G - G \partial_\nu e_{A,u}
\]
(433)
\[
\leq C ||G||_{L^2(D_{\frac{2}{\pi}}(z))} \left(1 + ||e_{A,u}||_{L^\infty} \right) ||e_{A,u}||_{L^2(D_{\frac{2}{\pi}}(z))} + ||e_{A,u}||_{L^\infty} ||f_A||_{L^2(D_{\frac{2}{\pi}}(z))}
\]
(434)
\[+ C \left(r^{-1} ||e_{A,u}||_{L^1(\partial D_{\frac{2}{\pi}}(z))} + ||e_{A,u} \partial_\nu G||_{L^1(D_{\frac{2}{\pi}}(z))} + ||G||_{L^2(D_{\frac{2}{\pi}}(z))} ||e_{A,u}||_{L^2(D_{\frac{2}{\pi}}(z))} \right)||e_{A,u}||_{L^\infty} \]
Recall that $f_A$ in (4.33) is given in (4.7). Here $\|e_{A,u}\|_{L^\infty}$ is the $L^\infty$ norm of $e_{A,u}$ over $D_r(z)$, which is less than $h'r^{-2}$ by assumption. In order to bound the last term in (4.33), we use Proposition 4.13 and Cauchy-Schwarz inequality. A straightforward computation shows

$$|G|_{L^2(D_{\tau}^r(z))} \leq Cr, \quad |G|_{L^2(D_{\tau}^r(0))} \leq Cr^{\frac{1}{2}}.$$  

Thus we deduce from (4.34) that

$$e_{A,u}(z) \leq C \left( r^{-1}\|e_{A,u}\|_{L^2(D_{\tau}^r(z))} + r^{-1}\|e_{A,u}\|_{L^1(\partial D_{\tau}^r(z))} + r^{-\frac{1}{2}}\|e_{A,u}\|_{L^2(D_{\tau}^r(0))} \right) + \|f_A\|_{L^2(D_{\tau}^r(z))} + \|e_{A,u}\|_{L^1(\partial D_{\tau}^r(z))}. \tag{4.35}$$

**Step 2: Establishing the following bounds on various Sobolev norms of $e_{A,u}$:**

$$\|e_{A,u}\|_{L^2(D_{\tau}^r(z))} \leq C\int_{D_r(z)} \frac{e_{A,u}}{r}, \quad \|e_{A,u}\|_{L^2(D_{\tau}^r(z))} \leq C\int_{D_r(z)} \frac{e_{A,u}}{r^{\frac{1}{2}}}, \quad \|e_{A,u}\|_{L^1(\partial D_{\tau}^r(z))} \leq C\int_{D_r(z)} \frac{e_{A,u}}{r}. \tag{4.36}$$

Sobolev embedding and a straightforward change of variable imply that there is a constant $C_0$, independent of $r$, such that for any function $f : D_{\tau}^r(z) \to \mathbb{R}$

$$(\int_{D_{\tau}^r(z)} f^4)^{\frac{1}{2}} \leq C_0(r \int_{D_{\tau}^r(z)} |df|^2 + r^{-1} \int_{D_{\tau}^r(z)} f^2). \tag{4.37}$$

Applying (4.37) to the functions $f(s, \theta) := |du|(-s, \theta)$ and $g(s, \theta) := \left( \int_{\{(s,\theta)\} \times \Sigma} |F_A|^2 \right)^{\frac{1}{2}}$ implies that

$$(\int_{D_{\tau}^r(z)} |du|^4)^{\frac{1}{2}} \leq C(r \int_{D_{\tau}^r(z)} |d|du|^2 + r^{-1} \int_{D_{\tau}^r(z)} |du|^2), \tag{4.38}$$

$$(\int_{D_{\tau}^r(z)} \left( \int_{\{(s,\theta)\} \times \Sigma} |F_A|^2 \right)^{\frac{1}{2}} \leq C(r \int_{D_{\tau}^r(z)} \nabla A |F_A|^2 + r^{-1} \int_{D_{\tau}^r(z)} \Sigma |F_A|^2). \tag{4.39}$$

In order to obtain (4.39), we also used the inequality in (4.31). Using Lemma 4.25 and Kato’s inequality, we derive the first inequality in (4.36). The remaining inequalities in (4.36) can be verified in a similar way using the following variations of (4.37):

$$\int_{\partial D_{\tau}^r(z)} f^2 \leq C_0(r \int_{D_{\tau}^r(z)} |df|^2 + r^{-1} \int_{D_{\tau}^r(z)} f^2), \quad (\int_{D_{\tau}^r(z)} f^4)^{\frac{1}{2}} \leq C_0(r \int_{D_{\tau}^r(z)} |df|^2 + r^{-\frac{3}{2}} \int_{D_{\tau}^r(z)} f^2).$$
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Step 3: \( \| f_A \|_{L^2(D_{\frac{r}{4}}(z))} \leq C r^{-2} \int_{D_{r}(z)} e_{A,u} \).  

For \( r \leq r_0 \), let a function \( f : D_{\frac{r}{4}}(z) \times \Sigma \to \mathbb{R} \) be given. Then there is a constant \( C_0 \), independent of \( r \), such that
\[
\left( \int_{D_{\frac{r}{4}}(z) \times \Sigma} f^4 \right)^{\frac{1}{2}} \leq C_0 \left( \int_{D_{\frac{r}{4}}(z) \times \Sigma} |df|^2 + r^{-2} \int_{D_{\frac{r}{4}}(z) \times \Sigma} f^2 \right), \tag{4.40}
\]
This inequality can be verified by considering \( \rho_{\frac{r}{4}} \cdot f \) and applying the Sobolev embedding inequality for functions defined on \( D_{2r_0} \times \Sigma \). By definition, \( \| f_A \|_{L^2(D_{\frac{r}{4}}(z))} \) is equal to \( \| F_A \|_{L^4(D_{\frac{r}{4}}(z) \times \Sigma)} \). Thus we can employ (4.40) for \( f = |F_A| \) and Kato’s inequality to obtain the following inequality:
\[
\| f_A \|_{L^2(D_{\frac{r}{4}}(z))} \leq C \left( \int_{D_{\frac{r}{4}}(z) \times \Sigma} |\nabla_A F_A|^2 + r^{-2} \int_{D_{\frac{r}{4}}(z) \times \Sigma} |F_A|^2 \right) 
\leq C r^{-2} \int_{D_{r}(z)} e_{A,u}.
\]
The second inequality follows from Lemma 4.25.

Step 4: Completing the proof. We have appropriate bounds on all terms in (4.35) to obtain the desired result except the term \( \| e_{A,u} \partial_\nu G \|_{L^1(D_{r_0}^\partial(\tilde{z}))} \). In the case that \( z \in U_\partial \), this term vanishes. Therefore, we obtain the inequality in (4.24) for such choices of \( z \). This preliminary case, allows us to complete the proof because for a general \( z \) we have:
\[
\| e_{A,u} \partial_\nu G \|_{L^1(D_{r_0}^\partial(\tilde{z}))} \leq C \| e_{A,u} \|_{L^\infty(D_r^\partial(\tilde{z}))}.
\]

Theorem 4.2 is a consequence of Proposition 4.22 and the following elementary lemma.

Lemma 4.41. Suppose \( X \) is a compact metric space and \( f : X \to \mathbb{R}^{\geq 0} \) is a continuous function which satisfies the following properties for positive constants \( h' \) and \( k' \). For any \( z \in X \) and positive real number \( r \) satisfying
\[
f(w) \leq h' r^{-2} \quad w \in D_r(z),
\]we have
\[
f(z) \leq k' \frac{\int_{D_r(z)} f \, d\text{vol}}{r^2} \tag{4.42}
\]
Then there are constants \( h \) and \( k \) such that if for any \( z \in X \) and a positive \( r \) we have the inequality
\[
\int_{D_r(z)} f \, d\text{vol} \leq h,
\]then:
\[
f(z) \leq k \frac{\int_{D_r(z)} f \, d\text{vol}}{r^2}.
\]
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Proof. We claim that \( h = h'/(17 \kappa') \) and \( \kappa = 4\kappa' \) satisfy the required properties. To that end, we assume that \( z \) and \( r \) are given such that

\[
\int_{D_r(z)} f \leq \frac{h'}{17 \kappa'}. \tag{4.43}
\]

Define \( \phi : D_r(z) \to \mathbb{R}^{\geq 0} \) as

\[\phi(w) := (r - |w - z|)^2 f(w).\]

This continuous function extends to the boundary of \( D_r(z) \) by zero. Therefore, \( \phi \) achieves its maximum in an interior point \( w_0 \). First let \( \phi(w_0) \leq \frac{h'}{4} \). In this case, for any \( w \in D_{\frac{r}{2}}(z) \), we have:

\[
f(w) \leq f(w) \frac{(r - |w - z|)^2}{\left(\frac{r}{2}\right)^2} \\
\leq f(w_0) \frac{(r - |w_0 - z|)^2}{\left(\frac{r}{2}\right)^2} \\
\leq h' r^{-2}.
\]

Therefore, the assumption implies that

\[
f(z) \leq \kappa' \int_{D_{\frac{r}{2}}(z)} \frac{f}{\left(\frac{r}{2}\right)^2} \\
= 4 \kappa' \int_{D_{\frac{r}{2}}(z)} \frac{f}{r^2}.
\]

Next, let \( \phi(w_0) > \frac{h'}{4} \) and define \( s := \sqrt{\frac{h'}{16 f(w_0)}} \). Then we have

\[s < \frac{r - |w_0 - z|}{2}.
\]

This implies that \( D_{s}(w_0) \) is a subset of \( D_{r}(z) \). For any \( y \in D_{s}(w_0) \), we can also write

\[
f(y) \leq f(w_0) \frac{(r - |w_0 - z|)^2}{(r - |y - z|)^2} \\
\leq f(w_0) \frac{(r - |w_0 - z|)^2}{(r - (|w_0 - z| + s))^2} \\
\leq 4 f(w_0) \\
\leq h' s^{-2}.
\]
Consequently, (4.42) implies

\[ f(w_0) \leq \kappa \int_{D_+(w_0)} f \]

\[ = \frac{16\kappa^2 f(w_0)}{\hbar'} \int_{D_+(w_0)} f \]

\[ \leq \frac{16\kappa^2 f(w_0)}{\hbar'} \int_{D_+(z)} f \]

\[ \leq \frac{16}{17} f(w_0). \]

The last inequality, which leads to a contradiction, follows from (4.43).

\[ \square \]

4.2 Removability of singularities

The main goal of this subsection is to prove a removability of singularity result for the mixed solution. As before, we fix a positive real constant \( r_0 \). Let \((A,u)\) be a solution of the mixed equation associated to the quintuple \( \mathcal{P}(r_0) \) in (4.1) where the ASD connection \( A \) is defined on \((D_+ \setminus \{0\}) \times \Sigma\) and the pseudo-holomorphic map \( u \) is defined on \( D_+ \setminus \{0\}\). In particular, we assume that \( A \) and \( u \) satisfy the matching condition on \( U_\partial \setminus \{0\} \). Then the 2-dimensional energy density \( e_{A,u} \) is defined on \( D_+ \setminus \{0\} \).

For any \( r \leq r_0 \), define

\[ E_r(A,u) := \int_{D_+(r) \setminus \{0\}} e_{A,u}. \]

**Theorem 4.44.** For \((A,u)\) as above, let \( E_{r_0}(A,u) \) be finite. Then we have the followings.

(i) There exists \( g \in \mathcal{G}( (D_+ \setminus \{0\}) \times \Sigma, F) \) such that \( g^* A \) extends to a smooth connection \( \tilde{A} \) on \( D_- \times \Sigma \).

(ii) \( u \) can be extended to a smooth map \( \tilde{u} : D_+ \to \mathcal{M}(\Sigma, F) \).

In particular, \((\tilde{A}, \tilde{u})\) is a solution of the mixed equation associated to \( \mathcal{P}(r_0) \).

Recall that for an SO(3)-bundle \( V \) over a 4-manifold \( X \), \( \mathcal{G}(X,V) \) denotes the space of smooth sections of the fiber bundle \( \text{Fr}(V) \times_{\text{ad}} \text{SU}(2) \). Without loss of generality, we may decrease the value of \( r_0 \) as we wish. In particular, we we may assume that

\[ E_{r_0}(A,u) < h_0 \]

where \( h_0 \) is less than the constant \( h \) of Theorem 4.2, and \( r_0 \) is smaller than the injectivity radius of \( \Sigma \).

We use polar coordinates on \( B_{r_0}(0) = D_- \cup D_+ \) throughout this subsection. Polar coordinate of a typical point is denoted by \((r, \phi)\) where \( r \in (0, r_0] \) and \( \phi \in \mathbb{R} \), and it is related to our previous notation by the formula \((s, \theta) = (r \cos \phi, r \sin \phi)\). We also write \( S^1_r \) for the set of points in \( B_{r_0}(0) \) whose radial coordinate is equal to \( r \). The intersection of \( S^1_r \) with \( D_+ \) and \( D_- \) are denoted by \( S^1_{r,+} \) and \( S^1_{r,-} \).
4.2.1 Strategy of the proof

The key estimate for us is the following proposition.

**Proposition 4.46.** For \((A, u)\) as in the statement of Theorem 4.44, there exists a positive \(\beta\) such that

\[
\mathcal{E}_r(A, u) \leq C r^{2\beta}.
\]

The proof of this estimate, which follows a plan similar to [Weh05b, Sections 3 and 4], will be given in the next two subsections. In the remaining part of this subsection, we explain how Theorem 4.44 can be derived from Proposition 4.46.

**Corollary 4.47.** For any \(r \leq r_0/2\), we have:

(i) \[
\sup_{z \in S^1_{r,-}} \|F_A|_{\{z\} \times \Sigma}\|_{L^2(\Sigma)} \leq C r^{\beta-1};
\]

(ii) \[
\|F_A|_{\{(r \cos \phi, r \sin \phi)\} \times \Sigma}\|_{L^\infty(\Sigma)} \leq C (\cos \phi)^{-2} r^{\beta-2};
\]

(iii) \[
|du(z)| \leq C r^{\beta-1} \text{ for } z \in S^1_{r,+}.
\]

**Proof of Proposition 4.46 \Rightarrow Corollary 4.47.** Since \(\mathcal{E}_{r_0}(A, u) \leq \hbar\), Theorem 4.2 and Proposition 4.46 imply that for \(z \in S^1_{r,-} \) with \(2r \leq r_0\), we have the following sequences of inequalities

\[
\|F_A|_{\{z\} \times \Sigma}\|^2_{L^2(\Sigma)} \leq e_{A,u}(z) \leq \kappa \frac{\mathcal{E}_{2r}(A, u)}{4r^2} \leq C r^{2\beta-2} \tag{4.48}
\]

This verifies (i). To prove (ii), let \(p \in \Sigma\) and \(z = (r \cos \phi, r \sin \phi)\) with \(\phi \in (\pi/2, 3\pi/2)\). The ball of radius \(s = r \cos \phi|\) centered at \((z, p)\) is contained in \(D_{-}(r_0) \times \Sigma\). Moreover, the \(L^2\) norm of the curvature of \(A\) on this ball is estimated by \(C r^{\beta}\). Therefore, (ii) is a consequence of Uhlenbeck’s Theorem which is recalled as Lemma 4.50 below. Finally, (iii) is also a consequence of Theorem 4.2 and Proposition 4.46:

\[
|du(z)| \leq e_{A,u}(z')^{\frac{1}{2}} \leq \kappa^{\frac{1}{2}} \frac{\mathcal{E}_{2r}(A, u)^{\frac{1}{2}}}{2r} \leq C r^{\beta-1} \tag{4.49}
\]

where \(z = (s, \theta) \in S^1_{r,+}\) and \(z' = (-s, \theta)\).

**Lemma 4.50.** (Uhlenbeck) For a large enough positive integer \(k\), suppose a \(C^k\)-compact family of metrics on the 4-dimensional ball \(B_{r_0}(0)\) is given. There exists \(\hbar > 0\) such that the following holds. Suppose \(A\) is an ASD connection on \(B_r(0) \subset B_{r_0}(0)\) with \(\|F_A\|_{L^2(B_{r}(0))} \leq \hbar\). Then

\[
|F_A(0)| < C r^{-2}\|F_A\|_{L^2(B_{r}(0))}.
\]

**Proof.** By scaling we may assume \(r = 1\), where it is the standard Uhlenbeck compactness theorem.
**Proof of Corollary 4.47 ⇒ Theorem 4.44.** Let $p$ be a real number satisfying $2 < p < \frac{4}{2-\beta}$. Properties (i) and (ii) of Corollary 4.47 are the assumptions of [Whe05b, Theorem 5.3 (ii)]. Therefore, there is $g \in \mathcal{G}(D_+ \setminus \{0\}) \times \Sigma, F)$ such that $\tilde{A} := g^* A$ extends as an $L^p_D$ connection on $D_- \times \Sigma$. By continuity, $\tilde{A}$ is an ASD-connection. Using (iii) of Corollary 4.47, we may conclude that $u$ extends as a Holder continuous function $\tilde{u} : D_+ \rightarrow \mathcal{M}(\Sigma, F)$ and $d\tilde{u}$ belongs to $L^p$. Since $\tilde{A}$ and $\tilde{u}$ are continuous, they satisfy the matching condition. Now we can appeal to our regularity results of Section 3 to complete the proof of Theorem 4.44. \qed

### 4.2.2 Energy estimate via the Chern-Simons functional

Let $Y$ be a 3-manifold and $\beta_0$ be a flat connection on an $SO(3)$-bundle $E$ over $Y$. Let $B = \beta_0 + b$ be a connection on $E$ where $b$ is a section of $\Lambda^1(Y) \otimes E$. The Chern-Simons functional of $B$ is defined as

$$CS_{\beta_0}(B) := \int_Y \text{tr} \left( b \wedge F_B - \frac{1}{3} b \wedge b \wedge b \right).$$  \hfill (4.51)

Equivalently, if $A$ is an arbitrary connection on $[0,1] \times Y$ whose restrictions to $\{0\} \times Y$ and $\{1\} \times Y$ are equal to $\beta_0$ and $B$, then

$$CS_{\beta_0}(B) = \int_{[0,1] \times Y} \text{tr}(F_A \wedge F_A).$$  \hfill (4.52)

A consequence of (4.52), which shall be helpful for us, is that $CS_{\beta_0}(B) = CS_{\beta_1}(B)$, if $\beta_0$ and $\beta_1$ are connected to each other by a path of flat connections. It is also a well-known fact that

$$\frac{1}{8\pi^2}(CS_{\beta_0}(g^* A) - CS_{\beta_0}(A)) \in \mathbb{Z},$$  \hfill (4.53)

for any $g \in \mathcal{G}(Y, E)$.

We will be interested in the case that $Y = S^1 \times \Sigma$, $E = S^1 \times F$ and $\beta_0$ is the pull-back of a flat connection on $F$, which is also denoted by $\beta_0$. Let $B = \beta_0 + b$ be a connection on $E$ such that $b = \alpha + zd\phi$ where $z$ and $\alpha$ are sections of $E$ and $\Lambda^1(\Sigma) \otimes E$ over $Y$. Then the Chern-Simons function of $B$ is given as

$$CS_{\beta_0}(B) = \int_{S^1} \int_\Sigma \text{tr}(\partial_\phi \alpha \wedge \alpha + 2F(\beta_0 + \alpha)z) \wedge d\phi$$  \hfill (4.54)

We shall also need an analogue of (4.52) for a connection $A = \beta_0 + \alpha + wdr + zd\phi$ on the 4-manifold $X = [0,1] \times [0,1] \times \Sigma$ where $r$ and $\phi$ denote the coordinates on the first and the second intervals. In this case Stokes theorem implies that

$$\int_X \text{tr}(F_A \wedge F_A) = \int_{(\partial[0,1]) \times [0,1] \times \Sigma} \text{tr}(\partial_\phi \alpha \wedge \alpha + 2F(\beta_0 + \alpha)z) \wedge d\phi$$

$$- \int_{[0,1] \times (\partial[0,1]) \times \Sigma} \text{tr}(\partial_r \alpha \wedge \alpha + 2F(\beta_0 + \alpha)w) \wedge dr.$$  \hfill (4.55)

\footnote{Here we diverge from our convention that connections on 3-manifolds are denoted by the letter $B$ because soon we will focus on the case that $Y = S^1 \times \Sigma$ and $\beta_0$ is the pullback of a connection on $\Sigma$.}
Let \( (A, u) \) be as in Theorem 4.44. Suppose \( \beta_0^r \) denotes the flat connection on \( F \) given by \( A|_{\{(0,r)\} \times \Sigma} \). For \( z \in S^1_{r,+} \) with \( 2r < r_0 \), we can use Theorem 4.2 and (4.45) as in (4.49) to conclude

\[
|du(z)| \leq \kappa^2 \frac{E_{2r}(A,u)^{1/2}}{2r} \leq \frac{1}{2} \kappa^2 \ell_0^2 r^{-1}.
\]  

(4.56)

In particular, the diameter of \( u(S^1_{r,+}) \) is smaller than \( C\ell_0^{1/2} \). Thus by taking \( r_0 \) and \( \ell_0 \) small enough, we may assume that there is \( b_\infty^r(z) \in \Lambda^1(\Sigma) \otimes F \) for each \( z \in S^1_{r,+} \) such that the following conditions hold.

\( (u.1) \) \( [\beta_0^r + b_\infty^r(z)] = u(z) \).

\( (u.2) \) \( d_{\beta_0^r + b_\infty^r(z)} \partial_\phi b_\infty^r(z) = 0 \).

\( (u.3) \) \( b_\infty^r(r,0) = 0 \).

Let \( B_{r,+} \) be the connection on \( S^1_{r,+} \times F \) defined as \( \beta_0^r + b_\infty^r \) (with vanishing \( d\phi \) component).

By parallel transport along \( S^1_{r,-} \), we may define a connection \( B_{r,-} \) on \( S^1_{r,-} \times F \) which satisfies the following properties.

\( (A.1) \) \( B_{r,-} \) is gauge equivalent to the restriction of \( A \) to \( S^1_{r,-} \).

\( (A.2) \) For each \( z \in S^1_{r,+} \), there is \( b_\infty^r(z) \in \Lambda^1(\Sigma) \otimes F \) such that \( B_{r,-} = \beta_0^r + b_\infty^r(z) \). That is to say, \( B_{r,-} \) has a vanishing \( d\phi \) component.

\( (A.3) \) \( b_\infty^r(r,0) = 0 \).

Similar to (4.48), we have:

\[
\| \partial_\phi b_\infty^r(z) \|_{L^2(\Sigma)} \leq re_A(z)^{1/2} \leq \kappa^2 \frac{E_{2r}(A,u)^{1/2}}{2}.
\]  

(4.57)

**Lemma 4.58.** For any \( r \), we have:

\[
\| b_\infty^r(-r,0) \|_{L^2(\Sigma)} + \| b_\infty^r(-r,0) \|_{L^2(\Sigma)} \leq C r \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{1}{2} e_{A,u}(r,\phi).
\]  

(4.59)

In particular, the left hand side of the above inequality is smaller than \( C E_{2r}(A,u)^{1/2} \).

**Proof.** Using (\( u.2 \)), we conclude

\[
\| b_\infty^r(-r,0) \|_{L^2(\Sigma)} = \| \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \partial_\phi b_\infty^r(r,\phi) d\phi \|_{L^2(\Sigma)} \leq r \left| \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} |du(r,\phi)| d\phi \right| \leq C r \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{1}{2} e_{A,u}(r,\phi).
\]

Similarly, (4.57) implies that:

\[
\| b_\infty^r(-r,0) \|_{L^2(\Sigma)} \leq C r \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{1}{2} e_{A,u}(r,\phi).
\]

The second part of the lemma is a consequence of Theorem 4.2.
The matching condition implies that $\beta_0^r + b_+^r(-r, 0)$ is gauge equivalent to $\beta_0^r + b_-^r(-r, 0)$. Namely, there exists $g_r \in G(\Sigma, F)$ such that

$$\beta_0^r + b_0^r(-r, 0) = g_r^*(\beta_0^r + b_-^r(-r, 0))$$

The proof of the following lemma on the extension of the gauge transformation $g_r$ can be found in [Weh05b, Lemma 3.2 (ii)], which is proved based on the results of [HL02].

**Lemma 4.60.** There exists $\tilde{g}_r \in G([0, 1] \times \Sigma, [0, 1] \times F)$ such that:

(i) $\tilde{g}_r|\{0\} \times \Sigma$ is identity;

(ii) $\tilde{g}_r|\{1\} \times \Sigma$ is $g_r$;

(iii) let $b_0^r$ be the 1-form

$$\tilde{g}_r)^*(\beta_0^r + b_-^r(-r, 0)) - (\beta_0^r + b_-^r(-r, 0))$$

on $[0, 1] \times \Sigma$. Then $\|b_0^r\|_{L^3([0, 1] \times \Sigma)} \leq C\|b_0^r(r, 0) - b_0^r(r, 0)\|_{L^2(\Sigma)}$.

Since the connection $B_{r,0} := \tilde{g}_r^*(\beta_0^r + b_0^r(r, 0))$ on $[0, 1] \times \Sigma$ restricts to $\beta_0^r + b_0^r(r, 0)$ and $\beta_0^r + b_0^r(r, 0)$ on $\{0\} \times \Sigma$ and $\{1\} \times \Sigma$, we can glue $B_{r,-}$, $B_{r,0}$ and $B_{r,+}$ to define a connection $B_r$ on the closed 3-manifold

$$Y_r := S^1_{r,-} \times \Sigma \cup [0, 1] \times \Sigma \cup S^1_{r,+} \times \Sigma. \quad (4.61)$$

Although the connection $B_r$ is not smooth, it is clear from (4.54) that $CS_{\beta_0^r}(B_r)$ is well-defined.

**Lemma 4.62.** For any $r$, there is a constant $K$ such that:

$$|CS_{\beta_0^r}(B_r)| \leq Kr \frac{d}{dr}c_r(A, u).$$
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Proof. We firstly observe that
\[
\left| \int_{S^1_{r,+} \times \Sigma} \text{tr} \left( b^r_+ \wedge F_{B_{r,+}} - \frac{1}{3} (b^r_+)^3 \right) \right| = \left| \int_{S^1_{r,+} \times \Sigma} \text{tr} \left( b^r_+ \wedge \partial_\phi b^r_+ \right) \right| \\
\leq \int_{\Sigma} \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} \left| \partial_\phi b^r_+ \right| \left( \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} \left| \partial_\phi b^r_+ \right| d\psi \right) d\phi d\text{vol}_\Sigma \\
\leq \int_{\Sigma} \left( \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} \left| \partial_\phi b^r_+ \right| d\phi \right)^2 d\text{vol}_\Sigma \\
\leq Cr^2 \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} |d\mu(r, \phi)|^2 d\phi \leq Cr^2 \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} e_{A,u}(r, \phi) d\phi. \quad (4.63)
\]
In a similar way, we have
\[
\left| \int_{S^1_{r,-} \times \Sigma} \text{tr} \left( b^r_- \wedge F_{B_{r,-}} - \frac{1}{3} (b^r_-)^3 \right) \right| \leq Cr^2 \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} ||F_A(r, \phi)||^2_{L^2(\Sigma)} d\phi b^r_- \\
\leq Cr^2 \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} e_{A,u}(r, \phi) d\phi. \quad (4.64)
\]
Finally, Lemma 4.60 and flatness of $B_{r,0}$ give rise to the following estimates:
\[
\left| \int_{[0,1] \times \Sigma} \text{tr} \left( b^r_0 \wedge F_{B_{r,0}} - \frac{1}{3} (b^r_0)^3 \right) \right| = \left| \int_{S^1_{r,+} \times \Sigma} \text{tr} \left( a^r_+ \right) \right| \\
\leq ||b^r_+(r, 0) - b^r_-(r, 0)||^3_{L^2(\Sigma)} \leq Cr^3 \left( \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} e_{A,u}(r, \phi) d\phi \right)^3. \quad (4.65)
\]
For the last inequality we use Lemma 4.58. Since Theorem 4.2 implies that $r \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} e_{A,u}(r, \phi) d\phi$ is bounded by $C \mathcal{E}_{2 \pi}(A, u)^{1/2}$, we may assume that $r \int_{0}^{\pi} e_{A,u}(r, \phi) d\phi$ is smaller than 1 by picking $h_0$ to be small enough. In particular, as a consequence of (4.65) and the Cauchy–Schwarz inequality we have
\[
\left| \int_{[0,1] \times \Sigma} \text{tr} \left( b^r_0 \wedge F_{B_{r,0}} - \frac{1}{3} (b^r_0)^3 \right) \right| \leq Cr^2 \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} e_{A,u}(r, \phi) d\phi. \quad (4.66)
\]
The desired result follows by adding (4.63), (4.64) and (4.66). \qed

Lemma 4.67. $CS_{B_r}(B_r) = \mathcal{E}_r(A, u)$.

Proof. For $0 < \delta < r$, we define a 4-dimensional manifold
\[
X_{\delta,r} = [\delta, r] \times S^1_{r,-} \times \Sigma \cup [\delta, r] \times [0, 1] \times \Sigma \cup [\delta, r] \times S^1_{r,+} \times \Sigma, \quad (4.68)
\]
in the same way as in (4.61). (See Figure 2.) In particular, this 4-manifold is diffeomorphic to $[\delta, r] \times S^1 \times \Sigma$ and can be written as the union of 3-manifolds $Y_\rho$ for $\rho \in [\delta, r]$. The boundary components of
$\Sigma \times \{u\}$ represents the restriction of $A$ identified with $\text{Restrict}_A$ map. Applying the gauge transformation $\tilde{g}$ and $A$ extend it in the angular directions by parallel transport along the arcs with fixed radial coordinate. In particular, the connection $A$ restricts to $Y$ its restriction to $\delta,r$. We pick a gauge transformation in a similar way. The subspace $\{\delta,r\} \times S^1_{r,-} \times \Sigma$ of $X_{\delta,r}$ is identified with $\Sigma \times (D_-(r) \setminus D_-(\delta))$ and the restriction $A_{\delta,r,-}$ of $A_{\delta,r}$ to this region is gauge equivalent to the connection $A$. To define $A_{\delta,r,-}$, we firstly fix a gauge along the ray $\{(\rho,\pi/2)\}_{\delta \leq \rho \leq r}$ by parallel transport and then extend it in the angular directions by parallel transport along the arcs with fixed radial coordinate. In particular, the connection $A_{\delta,r,-}$ has vanishing $d\phi$ component. The region $\{\delta,r\} \times S^1_{r,+} \times \Sigma$ in $X_{\delta,r}$ is identified with $\Sigma \times (D_+(r) \setminus D_+(\delta))$, and analogous to $B_{r,+}$ we require that the restriction $A_{\delta,r,+}$ of $A_{\delta,r}$ to this region has vanishing $d\phi$ and $dr$ components, the restriction $A_{\delta,r}(z)$ of $A_{\delta,r,+}$ to $\Sigma \times \{z\}$ represents $u(z)$, $d^*_{A_{\delta,r}(z)} \partial_{\phi} A_{\delta,r}(z) = 0$ and the restriction of $A_{\delta,r,+}$ to $\{\delta,r\} \times \{\pi/2\} \times \Sigma$ agree with the restriction of $A_{\delta,r,-}$.

Next, we extend the above connection to the remaining region $\{\delta,r\} \times [0,1] \times \Sigma$ of (4.68). The restrictions of $A_{\delta,r,+}$ and $A_{\delta,r,-}$ to $\{\delta,r\} \times \{\pi/2\} \times \Sigma$ and $\{\delta,r\} \times \{3\pi/2\} \times \Sigma$ are gauge equivalent to each other. We pick a gauge transformation $\tilde{g}$ over $\{\delta,r\} \times [0,1] \times \Sigma$ such that

(i) $\tilde{g}(z) = 1$ for $z \in [\delta,r] \times \{1\} \times \Sigma$;
(ii) $\tilde{g}(\rho,0,x)^* A_{\delta,r,+}(\rho,\frac{\pi}{2},x) = A_{\delta,r,-}(\rho,\frac{3\pi}{2},x)$ for $(\rho,0,x) \in [\delta,r] \times \{0\} \times \Sigma$;
(iii) the restriction of $\tilde{g}$ to $\{r\} \times [0,1] \times \Sigma$ is equal to $\tilde{g}_r$ used in the definition of the connection $B_r$.

Restrict $A_{\delta,r,-}$ to $\{\delta,r\} \times \{0\} \times \Sigma$ and pull back this connection to $\{\delta,r\} \times [0,1] \times \Sigma$ via the projection map. Applying the gauge transformation $\tilde{g}$ gives rise to a connection $A_{\delta,r,0}$ which can be glued to $A_{\delta,r,+}$ and $A_{\delta,r,-}$ to form the desired connection $A_{\delta,r}$ on $X_{\delta,r}$. The restriction of $A_{\delta,r}$ to $Y$ agree with $B_r$ and its restriction to $Y_{\delta}$, denoted by $B'_\delta$, is gauge equivalent to $B_{\delta}$.
Although the connection $A_{\delta,r}$ is not smooth, its restriction to each of the three regions in (4.68) is smooth. We apply (4.55) to each of these regions and add the resulting identities. Since the connection $A_{\delta,r,\pm}$ satisfies the ASD equation, $A_{\delta, r, 0}$ is flat and $A_{\delta, r, +}$ represents the holomorphic map $u$, we have

$$\int_{(D_{+}(r)\setminus D_{+}(\delta)) \times \Sigma} |F_{A}|^2 + \int_{(D_{-}(r)\setminus D_{-}(\delta)) \times \Sigma} |du|^2 = CS_{\beta_{0}^{\rho}}(B_{r}) - CS_{\beta_{0}^{\delta}}(B_{\delta}).$$

Lemma 4.62 shows that $CS_{\beta_{0}^{\rho}}(B_{\rho})$ is less than a given positive real number if $\rho$ is small enough. The above identity shows that

$$CS_{\beta_{0}^{\delta}}(B_{\delta}') = CS_{\beta_{0}^{\rho}}(B_{r}) + \mathcal{E}_{r}(A, u) - \mathcal{E}_{\delta}(A, u).$$

Therefore, if $r$ is small enough, we can guarantee that $CS_{\beta_{0}^{\delta}}(B_{\delta}')$ is also less than any given real number. Since $B_{\delta}'$ is gauge equivalent to $B_{\delta}$, (4.53) implies that $CS_{\beta_{0}^{\delta}}(B_{\delta}') = CS_{\beta_{0}^{\delta}}(B_{\delta})$. Now the result follows by taking the limit of (4.69) as $\delta$ goes to zero.

**Proof of Proposition 4.46.** Let $\beta = \frac{1}{2K}$ where $K$ is given by Lemma 4.62. Lemmas 4.62 and 4.67 imply

$$\frac{d}{dr}(r^{-2\beta}\mathcal{E}_{r}(A, u)) = -\frac{1}{K}r^{-2\beta-1}\mathcal{E}_{r}(A, u) + r^{-2\beta} \frac{d}{dr}\mathcal{E}_{r}(A, u) \geq 0.$$

Consequently, we have

$$\mathcal{E}_{r}(A, u) \leq r^{2\beta} \mathcal{E}_{r_{0}}(A, u)$$

for $r \leq r_{0}$, which completes the proof of Proposition 4.46.

### 4.3 Gromov-Uhlenbeck compactness

Let $(A_{i}, u_{i})$ be a sequence of solutions of the mixed equation associated to the mixed pair in (1.3), which we copy here again:

$$\mathcal{P} := (X, V, S, \mathcal{M}(\Sigma, F), \mathbb{L}).$$

The surface $S$ has a distinguished boundary component $U_{\partial}$ and as usual a Lagrangian in $\mathcal{M}(\Sigma, F)$ is associated to each of the remaining boundary components. We also require that there is a uniform bound $K$ on the energy of the mixed pairs $(A_{i}, u_{i})$ given as

$$\mathcal{E}(A_{i}, u_{i}) = \int_{X} |F_{A_{i}}|^2 d\text{vol}_{X} + \int_{S} |du_{i}|^2 d\text{vol}_{S}.$$

**Lemma 4.72.** There are finite sets of points $\sigma_{-} \subset \text{int}(X)$, $\sigma_{+} \subset S \setminus U_{\partial}$, $\sigma_{\partial} \subset U_{\partial}$ and a subsequence of $\{(A_{i}, u_{i})\}$ such that the following holds. For any point $z \in U_{\partial} \setminus \sigma_{\partial}$ there is a positive real number $r_{z}$ such that

$$\int_{D_{z}(r_{z}) \times \Sigma} |F_{A_{i}}|^2 d\text{vol} + \int_{D_{z}(r_{z})} |du_{i}|^2 d\text{vol} \leq h,$$

for large enough values of $i$. Similarly for any $z \in \text{int}(X) \setminus \sigma_{-}$, there is $r_{z}$ such that

$$\int_{B_{z}(r_{z})} |F_{A_{i}}|^2 d\text{vol} \leq h,$$
if $i$ is large enough, and for any point $z \in S \setminus (\sigma_+ \cup U_\partial)$ there is a positive real number $r_z$ such that

$$\int_{B_{r_z}(z)} |du|^2 \, \text{dvol} \leq h, \quad (4.75)$$

if $i$ is large enough.

Proof. The boundary of $X$ can be identified with $U_\partial \times \Sigma$ and a tubular neighborhood of it is given as $U_- \times \Sigma$ where $U_- = (-1, 0] \times U_\partial$. Similarly a boundary component of $S$ is $U_\partial$ and we may take a regular neighborhood $U_+$ of this boundary component where $U_+ = [0, 1) \times U_\partial$. For each $i$, we may define a positive measure on $U_-$ where a continuous function $f : U_- \to \mathbb{R}$ with compact support integrates to

$$\int_{U_-} f(s, \theta) \left( |du|^2 (-s, \theta) + \int_{\{(s, \theta)\} \times \Sigma} |F_{A_i}|^2 \right) \, \text{dvol}$$

with respect to this measure. Standard compactness theorems for measures imply that there is a subsequence of these measures convergent to a positive measure $\mu_\partial$ on $X$ in the sense that for any continuous function $f$ with compact support, we have

$$\int_{U_-} f(s, \theta) \left( |du|^2 (-s, \theta) + \int_{\{(s, \theta)\} \times \Sigma} |F_{A_i}|^2 \right) \, \text{dvol} \to \int_{U_-} f \mu_\partial$$

In particular, the measure of $U_-$ with respect to $\mu_\partial$ is at most $K$, the uniform bound on (4.71). Let $\sigma_\partial$ be the set of points $z \in U_\partial$ such that the $\mu_\partial$-measure of the ball $D_r^- (z)$ for any $r$ is at least $h$. Since the measure of $U_-$ is at most $K$, the set $\sigma_\partial$ is finite and has at most $K/h$ elements. From the definition of $\mu_\partial$ it is clear that for any point $z \in U_\partial \setminus \sigma_\partial$, the inequality in (4.73) holds for an appropriate choice of $r_z$ and large enough values of $i$. The sets $\sigma_-$ and $\sigma_+$ can be obtained similarly by firstly defining positive measures $\mu_-$ and $\mu_+$ on $X$ and $S$, and then considering the points with concentrated measure density.

For $z \in U_\partial \setminus \sigma_\partial$, let $r_z$ be given as in the lemma, which we denote by $r$ for the ease of notation. Temporarily, we denote the restrictions of $A_i$ and $u_i$ to $D_r^- (z) \times \Sigma$ and $D_r^+ (z)$ with the same notation. Theorem 4.2 implies that

$$|du_i(w)|^2 \leq \frac{K}{r^2} \quad \text{for } w \in D_r^+ (z).$$

Thus, after passing to a subsequence, $u_i$ is $C^0$ convergent to $u_0 : D_r^- (z) \to \mathcal{M}(\Sigma, F)$. In fact, using Lemma 4.25 and Sobolev embedding, we may assume that for a given $p$, the subsequence is chosen such that it is convergent to $u_0$ in the $L^p_1$ norm.

We may use Theorem 4.2 and Lemma 4.25 to obtain the bounds

$$|\nabla A_i F_{A_i}|^2_{L^2 (D_r^- (z) \times \Sigma)} \leq \frac{K}{r^2}, \quad |F_{A_i}|^2_{L^2 ((w) \times \Sigma)} \leq \frac{K}{r^2} \quad \text{for } w \in D_r^- (z).$$

In particular, $|F_{A_i}|_{L^4 (D_r^- (z) \times \Sigma)}$ is uniformly bounded using Kato’s inequality and Sobolev embedding theorem. Therefore, we may apply the Uhlenbeck compactness theorem for the manifold $D_r^- (z) \times \Sigma$ to
conclude that there are $L^4_2$ gauge transformations $g_i$ such that $g_i^* A_i$, after passing to a subsequence, is weakly convergent to $A_0$ in $L^4_1$ [Uhl82a, Weh04b]. In particular, the $L^4_1$ norms of the connections $g_i^* A_i$ are uniformly bounded. For large enough values of $i$, we may put the connections $g_i^* A_i$ in the chosen subsequence in the Coulomb gauge with respect to a smooth connection $A_0'$ which is close enough to $A_0$ in the $L^4_1$ norm [Weh04b, Theorem F]. For the ease of notation, we denote $g_i^* A_i$ after applying the second gauge transformation by $A_i$. The Coulomb gauge condition on $A_i$ asserts that

$$d_{A_0'}^*(A_i - A_0') = 0, \quad *(A_i - A_0)|_{U_\partial \times \Sigma} = 0. \quad (4.76)$$

We claim that $d_{A_0'} A_i$ is uniformly bounded in $L^2_4$. First note that

$$d_{A_0'} A_i = d_{A_0'} A_0 - (A_i - A_0') \wedge (A_i - A_0') + F_{A_i} - F_{A_0'} \quad (4.77)$$

Since $|\nabla A_i F_{A_i}|_{L^2}$, $|F_{A_i}|_{L^4}$ and $|A_i|_{L^4}$ are all uniformly bounded, the term $F_{A_i}$ in (4.77) is uniformly bounded in $L^2_4$, too. Similarly, the term $(A_i - A_0') \wedge (A_i - A_0')$ is uniformly bounded in $L^2_4$ because there is a uniform bound on $|A_i|_{L^2}$. Thus our claim about $d_{A_0'} A_i$ follows. Sobolev embedding together with uniform boundedness of $\{d_{A_0'} A_i\}$, implies that for any $p < 4$, the sequence $\{d_{A_0'} A_i\}$ is $L^p$ convergent after passing to a subsequence. This together with (4.76) implies that $A_i$ are $L^p_4$ convergent to $A_0$ over $D_{r'}(z) \times \Sigma$ for $r' < r$. Now we use Theorem 2 to show that $(A_i, u_i)$ in fact $C^\infty$ convergent to $(A_0, u_0)$.

By applying a similar argument to each point $z$ in the complement of $\sigma_+ \cup U_\partial \times \Sigma$ in $X$, we may obtain gauge transformations for the restriction of $A_i$ to an open neighborhood $D_r(z) \subset X$ such that after applying these gauge transformations and passing to a subsequence the resulting connections are $C^\infty$ convergent to an ASD connection. On the symplectic side, for any point $z$ in the complement of $\sigma_+ \cup U_\partial$ in $S$, there is a disc neighborhood $D_r(z) \subset S$ such that the restriction of $u_i$ to this neighborhood is $C^\infty$ convergent to a holomorphic map from $D_r(z)$ to $\mathcal{M}(\Sigma, F)$. We may patch together these holomorphic maps together to define a holomorphic map $u_0 : S \setminus \mathcal{G}_+ \to \mathcal{M}(\Sigma, F)$ where $\mathcal{G}_+ = \gamma_+ \cup \gamma_\partial$. Then the maps $u_i$ are $C^\infty$ convergent on compact subspaces of $S \setminus \mathcal{G}_+$ to $u_0$.

We may also define a connection $A_0$ on $X \setminus \mathcal{G}_-$ where $\mathcal{G}_- = \gamma_- \cup \gamma_\partial \times \Sigma$. The patching argument of [DK90, Section 4.4.2] can be used to find a subsequence of $\{A_i\}$ and a gauge transformations $g_i$ defined on $X \setminus \mathcal{G}_-$ such that $g_i^* A_i$, after passing to the subsequence, is $C^\infty$ convergent to an ASD connection $A_0$ on any compact subspace of $X \setminus \mathcal{G}_-$. The pair $(A_0, u_0)$ defines a solution of the mixed equation for the quintuple

$$\mathcal{P}' := (X \setminus \mathcal{G}_-, V|_{X \setminus \mathcal{G}_-}, S \setminus \mathcal{G}_+, \mathcal{M}(\Sigma, F), \mathcal{L}(\Sigma, F)).$$

Since (4.71) is bounded by $K$, we have $\mathcal{E}(A_0, u_0) \leq K$. Moreover, if at least one of $\mathcal{G}_+$ and $\mathcal{G}_-$ is non-empty, then $\mathcal{E}(A_0, u_0) \leq K - h$. Applying the results of Subsection 4.2, removability of singularity for ASD connections [Uhl82b, DK90] and removability of singularity for holomorphic maps [MS12] implies that $(A_0, u_0)$ can be extended to a solution of the mixed equation for the quintuple

$$\mathcal{P}_0 := (X, V', S, \mathcal{M}(\Sigma, F), \mathcal{L}(\Sigma, F)). \quad (4.78)$$

where $V'$ is an $\text{SO}(3)$ bundle over $X$ whose restriction to $X \setminus \mathcal{G}_-$, is isomorphic to $V$. This completes the proof of Theorem 3 in the introduction.
5 Fredholm property

Our goal in this section is to address Theorem 5. In fact, it would be more convenient if we work on a slightly more generalized version of the theorem. First we write an explicit formula for the mixed operator \( D_{(A,u)} \) for a smooth mixed pair \((A,u)\) associated to the cylinder quintuple \(c_I\) in (1.9). For any \((\zeta, \nu)\), we have

\[
D_{(A,u)}(\zeta, \nu) := (d_A^+ \zeta, -d_A^* \zeta, \nabla_{\theta} \nu - J_{s,\theta}(u) \nabla_s \nu - (\nabla_{\nu} J_{s,\theta}) \frac{du}{ds}).
\]  

(5.1)

The first component is the linearization of the ASD equation \( F^+(A) = 0 \) at the connection \(A\) and the third term is the linearization of the Cauchy-Riemann equation

\[
\frac{du}{d\theta} - J_{s,\theta}(u) \frac{du}{ds} = 0.
\]

Here we use the Levi-Civita connection on \(M\) defined using a Riemannian metric on \(M\) (possibly the metric induced by a compatible almost complex structure) to define the covariant derivatives \(\nabla_s\) and \(\nabla_{\theta}\) in the \(s\) and \(\theta\) directions. The middle term in \(D_{(A,u)}(\zeta, \nu)\) is given by the Coulomb gauge fixing condition.

It is helpful to rewrite \(D_{(A,u)}\) in a from which makes use of the product structure of \(c_I\). By applying a gauge transformation, we may assume that the connection \(A\) on \(Y \times I\) is in temporal gauge and hence is determined by its restrictions \(B_\theta\) to \(Y \times \{\theta\}\) for \(\theta \in I\). The restriction of \(B_\theta\) to \(\Sigma = \partial Y\), which is a flat connection, is denoted by \(\alpha_\theta\). Any element \(\zeta\) of \(\Omega^1(X,E)\) can be written as \(\zeta = b + \varphi d\theta\). Thus we may identify \(\Omega^1(X,E)\) with maps from \(I\) to \(\Omega^1(Y,E) \oplus \Omega^0(Y,E)\). Using this presentation of \(\zeta\), we have

\[
d_A^+ \zeta = d_B^+ b - \frac{d\varphi}{d\theta},
\]

\[
d_A^* \zeta = \frac{1}{2} \left[d\theta \wedge (- *_3 d_B b + \frac{db}{d\theta} - d_B \varphi) - *_3(- *_3 d_B b + \frac{db}{d\theta} - d_B \varphi)\right].
\]

An element of \(\Omega^+(X,E)\) can be also identified with a map from \(I\) to \(\Omega^1(Y,E)\) by sending a self-dual 2-form \(\frac{1}{2}(d\theta \wedge b - *_3 b)\) to \(b\). Similarly, any element of \(\Omega^0(X,E)\) can be identified with \(\text{Map}(I, \Omega^0(Y,E))\) in the obvious way.

To study the last component of \(D_{(A,u)}\), fix a Hermitian isomorphism of \(u^*TM(\Sigma, F)\) with the trivial bundle with fiber \((\mathbb{R}^{2n}, J_0, \omega_0)\). Here \(J_0\) and \(\omega_0\) are standard complex and symplectic structures on the Euclidean space \(\mathbb{R}^{2n}\) with \(2n\) being the dimension of \(M\). Note that the almost complex structure on the fiber of \(u^*TM(\Sigma, F)\) over \((s, \theta)\) is given by \(J_{s,\theta}\). This reparametrization of \(u^*TM\) allows us to regard \(\nu\) as a map \([0,1] \times I \to \mathbb{R}^{2n}\), and then the third component of (5.1) can be written as

\[
\frac{d\nu}{d\theta} - J_0 \frac{d\nu}{ds} - S(\nu),
\]  

(5.2)

where \(S\) is a map from \([0,1] \times I\) to the space of endomorphisms of \(\mathbb{R}^{2n}\). Moreover, for any \(\theta \in I\), there is a family of Lagrangian subspaces \(L_\theta \subset \mathbb{R}^{2n}\) and subspaces \(\mathcal{L}_\theta\) of \(L^2(\Sigma, \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n}\) such that

\[
*_\Sigma \zeta|_{\Sigma \times I} = 0, \quad (\zeta|_{\Sigma \times \theta}, \nu(0, \theta)) \in \mathcal{L}_\theta, \quad \nu(1, \theta) \in L_\theta.
\]
Here $L_\theta$ is a canonical linearized Lagrangian correspondence from $\Omega^1(\Sigma, F)$ to $\mathbb{R}^{2n}$ compatible with $\alpha_\theta$, whose definition is given below.

**Definition 5.3.** Suppose $\alpha$ is a flat connection on $F$. A canonical linearized Lagrangian correspondence $\mathcal{L}$ from $\Omega^1(\Sigma, F)$ to $\mathbb{R}^{2n}$ compatible with $\alpha$ is determined by a Lagrangian subspace $V$ of $\mathcal{H}^1(\Sigma; \alpha) \times \mathbb{R}^{2n}$ with respect to the symplectic form $-\omega_\theta \oplus \omega$. The space $\mathcal{L}$ is the subspace of $L^2(\Sigma, \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n}$ given by elements of the form

$$v + (d_\alpha \zeta, 0)$$

where $\zeta \in L^2_1(\Sigma, F)$. We write $\mathcal{L}_{\alpha, V}$ for this Lagrangian correspondence if we want to clarify the choices of $\alpha$ and $V$.

Given $\mathcal{L}$ as in the above definition, the pairing of any two elements of $\mathcal{L}$ with respect to the symplectic form $-\Omega \oplus \omega_0$ vanishes and as a consequence of Lemma 2.5, an element of $L^2(\Sigma, \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n}$ belongs to $\mathcal{L}$ if its pairing with all elements of $\mathcal{L}$ vanish. The $L^2$ closures of the tangent spaces of a canonical Lagrangian correspondence from $\mathcal{A}^p(\Sigma, F)$ to $\mathbb{R}^{2n}$ give rise to instances of $\mathcal{L}$.

Motivated by the above discussion, we may slightly relax the definition of the mixed operator. Suppose $A$ is a smooth connection on $E \times I$ over $Y \times I$ such that the restriction $\alpha_\theta$ of $A$ to $\Sigma \times \{\theta\}$ is flat for any $\theta \in I$. Suppose $S$ is a smooth map from $[0, 1] \times I$ to the space of endomorphisms of $\mathbb{R}^{2n}$. Following the same convention as above, $A$ is in temporal gauge and its restriction to $Y \times \{\theta\}$ is denoted by $B_\theta$. Similarly, we write $S_\theta$ for the restriction of $S$ to $[0, 1] \times \{\theta\}$. For any $\theta \in I$, suppose $V_\theta$ is a Lagrangian subspace of $\mathcal{H}^1(\Sigma; \alpha_\theta) \times \mathbb{R}^{2n}$ with respect to the symplectic form $-\omega_\theta \oplus \omega$ and $L_\theta$ is a Lagrangian subspace of $\mathbb{R}^{2n}$ with respect to the symplectic form $\omega_0$. We assume that both of $V_\theta$ and $L_\theta$ depend smoothly on $\theta$. Let $\mathcal{L}_\theta = \mathcal{L}_{\alpha_\theta, V_\theta}$.

We define a differential operator $\mathcal{D}_{(A,S)}$ associated to $A$, $S$, $\mathcal{L} = \{\mathcal{L}_\theta, L_\theta\}_\theta$. Fix a positive integer $k$. Similar to $E^k_{(A,u)}(I)$, let $E^k_\Sigma(I)$ be the space of pairs

$$\zeta \in L^2_1(Y \times I, \Lambda^1 \otimes E), \quad \nu \in L^2_2([0, 1] \times I, \mathbb{R}^{2n}),$$

satisfying the boundary conditions

$$\star \zeta |_{\Sigma \times I} = 0, \quad (\zeta |_{\Sigma \times \{\theta\}}, \nu(0, \theta)) \in \mathcal{L}_\theta, \quad \nu(1, \theta) \in L_\theta. \quad (5.5)$$

Let $\mathcal{D}_{(A,S)}$ be the linear map with the domain $E^k_\Sigma(I)$ defined as

$$\mathcal{D}_{(A,S)} := \frac{d}{d\theta} - \mathcal{D}_{(B_\theta, S_\theta)}, \quad (5.6)$$

where

$$\mathcal{D}_{(B_\theta, S_\theta)}(\varphi; b, \nu) = (d_B b, \star d_B b + d_{B_\theta} \varphi + J_0 \frac{d\nu}{ds} + S_\theta(\nu)). \quad (5.7)$$

Here we use the presentation of $\zeta$ in (5.4) as $b + \varphi d\theta$ with $\varphi$ being a section of $E$ and $b$ being a 1-form on $Y$ with values in $E$. The target of the operator $\mathcal{D}_{(A,S)}$ is given as

$$L^2_{k-1}(Y \times I, \Lambda^1 \otimes E) \oplus L^2_{k-1}([0, 1] \times I, \mathbb{R}^{2n}). \quad (5.8)$$
A straightforward integration by parts shows that the formal adjoint of $D_{(A,S)}$, characterized by the analogue of (1.14), is equal to
\[
\frac{d}{d\theta} + D_{(B_\theta, S_\theta^*)}.
\]

**Theorem 5.9.** For any open interval $J$ that its closure is a compact subset of $I$, the following holds.

(i) For $k \geq 1$, suppose $(\zeta, \nu) \in E^1_k(I)$ and $D_{(A,S)}(\zeta, \nu)$ is in $L^2_{k-1}(I)$. Then $(\zeta, \nu) \in E^k_2(J)$. Moreover, there is a constant $C$, depending only on $(A, S)$ and $k$, such that
\[
\| (\zeta, \nu) \|_{L^2_k(J)} \leq C \left( \| D_{(A,S)}(\zeta, \nu) \|_{L^2_{k-1}(I)} + \| (\zeta, \nu) \|_{L^2(I)} \right). 
\]  

(ii) Suppose $(\zeta, \nu)$ is as in (5.8) for $k = 1$, and there is a constant $\kappa$ such that
\[
\langle (\zeta, \nu), D_{(A,S)}(\xi, \eta) \rangle_{L^2} \leq \kappa \| (\xi, \eta) \|_{L^2(I)}
\]
for any smooth and compactly supported $(\xi, \eta)$ as in (5.4) satisfying (5.5). Then $(\zeta, \nu)$ is in $E^1_2(J)$. Moreover, there is a constant $C$, depending only on $(A, S)$, such that
\[
\| (\zeta, \nu) \|_{L^2(J)} \leq C \left( \| D_{(A,S)}(\zeta, \nu) \|_{L^2(I)} + \| (\zeta, \nu) \|_{L^2(I)} \right). 
\]

Verifying Theorem 5.9 in the case that $S$ is replaced with $S + S^*$ is sufficient for proving the theorem in the general case. In particular, we can assume that $S$ takes values in self-adjoint transformations of $\mathbb{R}^{2n}$, and this is the assumption that we make for the rest of the section. As we shall see in Subsection 5.2, this assumption allows us to show that $D_{(B_\theta, S_\theta)}$ is an unbounded self-adjoint operator. Then we use general Fredholm property results about operators which have the form
\[
\frac{d}{d\theta} - D_{\theta}
\]
for a family of unbounded self-adjoint operators $D_{\theta}$. The additional layer of difficulty here is that the domain of the operators $D_{(B_\theta, S_\theta)}$ depends on $\theta$. To resolve this issue, we will have a closer look at the domain of these operators in Subsection 5.1 and show that the variation in the domains of these operators can be controlled in a nice way. Then we conclude Theorem 5.9 from the results of [SW08] about Fredholm property of operators of the form (5.12) where the domains of $D_{\theta}$ are not constant. Our discussion above shows that Theorem 5 follows from Theorem 5.9.

### 5.1 The Hilbert space $\mathcal{W}$

Let $\mathcal{H}$ be the Hilbert space given as the completion of smooth triples
\[
(\varphi, b, \nu) \in \Omega^0(Y, E) \oplus \Omega^1(Y, E) \oplus \Omega^0([0, 1], \mathbb{R}^{2n}),
\]
equipped with the $L^2$ inner product
\[
\langle (\varphi_0, b_0, \nu_0), (\varphi_1, b_1, \nu_1) \rangle_{L^2} := \int_Y \text{tr} (\varphi_0 \wedge \varphi_1 + b_0 \wedge b_1) + \int_0^1 \omega_0(\nu_0(s), J_0 \nu_1(s)) ds.
\]
In this subsection and the next one, we write $*$ for the 3-dimensional Hodge operator, and the Hodge operator on $\Sigma$ is denoted by $*_{2}$ as before. Suppose $B$ is a connection whose restriction $\alpha$ to $\Sigma$ is flat and $S$ is a map from $[0,1]$ to the space of self-adjoint linear transformations of $\mathbb{R}^{2n}$. In the last subsection, we introduced
\[ D_{(B,S)}(\varphi, b, \nu) = (d_{B}^{2}b, *d_{B}b + d_{B}\varphi, J_{0}\frac{d\nu}{ds} + S(\nu)), \quad (5.15) \]
which can be regarded as an unbounded operator on $\mathcal{H}$.

We fix a domain for $D_{(B,S)}$ using a Lagrangian $L \subset \mathbb{R}^{2n}$ and a canonical linearized Lagrangian correspondence $\mathcal{L}$ from $\Omega^{1}(\Sigma, F)$ to $\mathbb{R}^{2n}$ compatible with $\alpha$. Thus, $\mathcal{L} = \mathcal{L}_{\alpha,V}$ for a Lagrangian subspace $V$ of $\mathcal{H}^{1}(\Sigma; \alpha) \oplus \mathbb{R}^{2n}$. Let $\mathcal{W}$ denote the $L_{2}^{2}$ completion of the space of all triples $(\varphi, b, \nu)$ as in (5.13) such that
\[ *b|_{\Sigma} = 0, \quad (b|_{\Sigma}, \nu(0)) \in \mathcal{L}, \quad \nu(1) \in L. \quad (5.16) \]
Clearly, $\mathcal{W}$ is a dense subspace of $\mathcal{H}$ because any element of $\mathcal{H}$ can be obtained as the $L^{2}$ limit of a sequence of triples $(\varphi_{i}, b_{i}, \nu_{i})$ as in (5.13) such that such that $b_{i}$ vanishes in a neighborhood of the boundary $\Sigma$ of $Y$ and $\nu_{i}$ vanishes in a neighborhood of the boundary of $[0,1]$. We fix the $L_{2}^{2}$ inner product on $\mathcal{W}$ where the $L_{2}^{2}$ inner product on sections of $E$ and $\Lambda^{1} \otimes E$ are defined using the connection $B$ and the Levi-Civita connection associated to the metric on $Y$. Sobolev embedding implies that the inclusion of $\mathcal{W}$ into $\mathcal{H}$ is compact.

The Hodge decomposition in Lemma 2.5 allows us to give a useful description of the Hilbert spaces $\mathcal{H}$ and $\mathcal{W}$. Fix a tubular neighborhood $(-\varepsilon, 0] \times \Sigma$ of the boundary of $\Sigma$. Using (B.1), we have the identification
\[ L_{k}^{2}((-\varepsilon, 0] \times \Sigma, \Lambda_{1}^{1} \otimes E) = L_{k}^{2}((-\varepsilon, 0], L_{2}^{2}(\Sigma, \Lambda_{2}^{1} \otimes F)) \cap L_{k}^{2}((-\varepsilon, 0], L_{k}^{2}(\Sigma, \Lambda_{1}^{1} \otimes F)). \quad (5.17) \]
Lemma 2.5 asserts that we have the continuous splitting
\[ L_{k}^{2}(\Sigma, \Lambda_{1}^{1} \otimes F) \cong \mathcal{H}^{1}(\Sigma; \alpha) \oplus L_{k+1}^{2}(\Sigma, F) \oplus L_{k+1}^{2}(\Sigma, F), \]
for any non-negative integer $k$. Therefore, we have
\[ L_{k}^{2}((-\varepsilon, 0] \times \Sigma, \Lambda_{1}^{1} \otimes E) = L_{k}^{2}((-\varepsilon, 0], \mathcal{H}^{1}(\Sigma; \alpha)) \oplus Z_{k} \oplus Z_{k}, \quad (5.18) \]
where
\[ Z_{k} = L_{k}^{2}((-\varepsilon, 0], \Lambda_{1}^{1} \otimes F)) \cap L_{k}^{2}((-\varepsilon, 0], \Lambda_{1}^{1} \otimes F)). \quad (5.19) \]
Given the canonical Lagrangian correspondence $\mathcal{L}_{\alpha,V}$ from $\Omega^{1}(\Sigma, F)$ to $\mathbb{R}^{2n}$, an element of
\[ L_{k}^{2}((-\varepsilon, 0] \times \Sigma, \Lambda_{1}^{1} \otimes E) \oplus L_{k}^{2}([0, \varepsilon], \mathbb{R}^{2n}) \quad (5.20) \]
can be written as
\[ v + Jv' + (d_{\alpha}\zeta + *_{2}d_{\alpha}\zeta', 0), \]
where $v, v' \in L_{k}^{2}((-\varepsilon, 0], V)$, $\zeta, \zeta' \in Z_{k}$ and $J$ is defined as in (2.9) using $J_{0}$. For each $s \in (-\varepsilon, 0]$, $v(s), v'(s) \in V$ has a component in $\mathcal{H}^{1}(\Sigma; \alpha)$, and this component for different values of $s$ gives rise to an element of the first summand of (5.20). The components of $v(s), v'(s)$ in $\mathbb{R}^{2n}$ define an element of $L_{k}^{2}((-\varepsilon, 0], \mathbb{R}^{2n})$, which we identify with an element of the second summand of (5.20) by precomposing.
with the map \( s \to -s \) from \([0, \varepsilon)\) to \((-\varepsilon, 0]\). Moreover, the exterior derivative \( d_\alpha \) in the above expression is only taken in the \( \Sigma \) direction and hence \( d_\alpha \) maps an element of \( Z_k \) to an element of \((5.17)\).

Suppose \((\varphi, b, \nu) \in \mathcal{H}\). We focus on the restriction of \((\varphi, b)\) to the subspace \((-\varepsilon, 0] \times \Sigma \) of \( Y \) and the restriction of \( \nu \) to the interval \([0, \varepsilon)\) of \([0, 1]\), and by a slight abuse of notation use the same notations to denote these restrictions. Then the 1-form \( b \) has the form

\[
q + \tau ds,
\]

where \( s \) denotes the coordinate on \((-\varepsilon, 0]\), \( q \in L^2((-\varepsilon, 0] \times \Sigma, \Lambda^1_\Sigma \otimes E) \) and \( \tau \in L^2((-\varepsilon, 0] \times \Sigma, E) \).

Using the discussion of the previous paragraph, the pair \( q \) and \( b \) can be reparametrized by

\[
v, v' \in L^2((-\varepsilon, 0], V), \quad \zeta, \zeta' \in Z_0.
\]

Then \((\varphi, b, \nu) \in \mathcal{W}\) is equivalent to require that \( v, v' \) and \( \tau \) are in \( L^2_1 \), \( \zeta, \zeta' \) are in \( Z_1 \), \( \tau|_{\{0\} \times \Sigma} = 0 \), \( v'(0) = 0 \), \( \zeta'(0) = 0 \).

We shall use this discussion to construct isomorphisms between the Hilbert spaces \( \mathcal{W} \) associated to two different choices of \((\alpha, V, L)\) that are close to each other. First we need the following lemma which allows us to identify the vector spaces \( \mathcal{H}^1(\Sigma; \alpha) \) associated to choices of \( \alpha \) that are close to each other.

**Lemma 5.22.** Fix a flat connection \( \alpha_0 \) on \( F \). There is a positive constant \( \varepsilon \) such that if \( \|\alpha - \alpha_0\|_{L^2_1} < \varepsilon \), then there is an isomorphism \( \Phi_\alpha : \mathcal{H}^1(\Sigma; \alpha_0) \to \mathcal{H}^1(\Sigma; \alpha) \) and a constant \( C \) such that

\[
\|\Phi_\alpha(v) - v\|_{L^2_1} \leq C\|\alpha - \alpha_0\|_{L^2} \|v\|_{L^2}.
\]

More generally, there are positive constants \( \varepsilon_k \) and \( C_k \) such that if \( \|\alpha - \alpha_0\|_{L^2_k} < \varepsilon_k \), then

\[
\|\Phi_\alpha(v) - v\|_{L^2_k} \leq C\|\alpha - \alpha_0\|_{L^2_{k-1}} \|v\|_{L^2}.
\]

**Proof.** For any positive integer \( k \) and any flat connection \( \alpha \) on \( F \), the twisted Laplace operator

\[
\Delta_\alpha = d_\alpha^* d_\alpha : L^2_{k+1}(\Sigma, F) \to L^2_{k-1}(\Sigma, F)
\]

is invertible, and we denote the inverse by \( G_\alpha \). It is straightforward to see that there are positive constants \( \varepsilon_k \) and \( C_k \) such that if \( \|\alpha - \alpha_0\|_{L^2_k} < \varepsilon_k \), then we have

\[
\|d_\alpha \zeta\|_{L^2_k} \leq C_k \|\zeta\|_{L^2_{k+1}}, \quad \|G_\alpha(\zeta)\|_{L^2_{k+1}} \leq C_k \|\zeta\|_{L^2_{k-1}}.
\]

For any \( v \in \mathcal{H}^1(\Sigma; \alpha_0) \), define

\[
\Phi_\alpha(v) := v + d_\alpha G_\alpha(\ast_2[\alpha - \alpha_0, \ast_2 v]) + \ast_2 d_\alpha G_\alpha(\ast_2[\alpha - \alpha_0, v]).
\]

Then we have

\[
d_\alpha \Phi_\alpha(v) = d_\alpha v + d_\alpha \ast_2 d_\alpha G_\alpha(\ast_2[\alpha - \alpha_0, v])
\]

\[
= (d_\alpha v + [\alpha - \alpha_0, v]) - \ast_2 \Delta_\alpha G_\alpha(\ast_2[\alpha - \alpha_0, v])
\]

\[
= 0,
\]
where in the last identity we use the assumption that $d_{a_0} v = 0$. Using a similar argument we have
\[
d^*_a \Phi_{\alpha}(v) = d^*_a v + \Delta_{\alpha} G_{\alpha}(\ast_2 [\alpha - a_0, \ast_2 v]) \\
= \left( (d^*_a v - \ast_2 [\alpha - a_0, \ast_2 v]) + (\ast_2 [\alpha - a_0, \ast_2 v]) \right) \\
= 0.
\]

In particular, we have $\Phi_{\alpha}(v) \in H^1(\Sigma; \alpha)$. Using (5.25), we can conclude the following inequalities where in each line we might need to increase the value of $C_k$ in compare to the previous one:
\[
\| \Phi_{\alpha}(v) - v \|_{L^2_k} \leq \| d_{a} G_{\alpha}(\ast_2 [\alpha - a_0, \ast_2 v]) \|_{L^2_k} + \| \ast_2 d_{a} G_{\alpha}(\ast_2 [\alpha - a_0, v]) \|_{L^2_k} \\
\leq C_k \left( \| G_{\alpha}(\ast_2 [\alpha - a_0, \ast_2 v]) \|_{L^2_{k+1}} + \| G_{\alpha}(\ast_2 [\alpha - a_0, v]) \|_{L^2_{k+1}} \right) \\
\leq C_k \left( \| \ast_2 [\alpha - a_0, \ast_2 v] \|_{L^2_{k-1}} + \| (\ast_2 [\alpha - a_0, v]) \|_{L^2_{k-1}} \right) \\
\leq C_k \| \alpha - a_0 \|_{L^2_{k-1}} \| v \|_{L^2_k}.
\]

This, in particular, shows that after possibly decreasing the value of $\varepsilon_k$, $\Phi_{\alpha} : H^1(\Sigma; \alpha) \rightarrow H^1(\Sigma; \alpha)$ is an isomorphism of vector spaces.

Fix a triple $(\alpha_0, V_0, L_0)$, and let $U$ be the space of all triples $(\alpha, V, L)$ such that:

(i) $\| \alpha - \alpha_0 \|_{L^1_1}$ is less than the constant $\varepsilon$ provided by Lemma 5.22;

(ii) $V$ has a trivial intersection with $\Phi_{\alpha}(J_0(V_0))$ and $J V$ has trivial intersection with $\Phi_{\alpha}(V_0)$;

(iii) $L \cap J_0 L_0 = 0$.

In (ii), $J_0$ and $J$ are respectively the almost complex structures on $H^1(\Sigma; \alpha_0) \oplus \mathbb{R}^{2n}$ and $H^1(\Sigma; \alpha) \oplus \mathbb{R}^{2n}$ given as $(-J_*, J_0)$. For any $(\alpha, V, L) \in U$, there is a Linear map $R : L_0 \rightarrow J_0 L_0$ such that $L$ is given by the subspace of $\mathbb{R}^{2n}$ consisting of $x + R(x)$ with $x \in L_0$. We define the distance between $L$ and $L_0$, denoted by $d(L, L_0)$, to be the norm of the linear map $R$. Similarly, there is a Linear map $R' : V_0 \rightarrow J_0 V_0$ (resp. $R' : J_0 V_0 \rightarrow V_0$) such that $\Phi_{\alpha}^{-1}(V)$ (resp. $\Phi_{\alpha}^{-1}(J V)$) is given by the subspace of $H^1(\Sigma; \alpha_0) \oplus \mathbb{R}^{2n}$ consisting of $v + R(v)$ (resp. $v + R'(v)$) with $v \in V_0$ (resp. $v \in J_0 V_0$). We define the distance between $V$ and $V_0$, denoted by $d(V, V_0)$, to be the sum of the norms of the linear maps $R$ and $R'$.

**Proposition 5.27.** Suppose $\alpha_0, V_0$ and $L_0$ are given as above, and $W_0$ is the Hilbert space defined using $(\alpha_0, V_0, L_0)$. There is a positive constant $c_1$ such that for any $(\alpha, V, L) \in U$ with

\[
\| \alpha - \alpha_0 \|_{L^2_1} + d(V, V_0) + d(L, L_0) < c_1
\]

the following holds. There is an invertible bounded linear map $Q : H \rightarrow H$ which maps $W_0$ to $W$, defined using $(\alpha, V, L)$. There is a constant $C$, independent of $(\alpha, V, L)$, such that

\[
\| Q - Id \|_{L^2} \leq C(\| \alpha - \alpha_0 \|_{L^2_1} + d(V, V_0) + d(L, L_0))
\]
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For any \( k \), \( Q \) induces an isomorphism on the space of \( L_k^2 \) triples in \( L_k^2 \). There are positive constants \( c_k \) and \( C_k \) such that for any \((\alpha, V, L) \in \mathcal{U}\) with

\[
|\alpha - \alpha_0|_{L_k^2} + d(V, V_0) + d(L, L_0) < c_k
\]

then the operator norm of \( Q - \text{Id} \) as an operator, acting on the subspace of \( \mathcal{H} \) given by \( L_k^2 \) triples, satisfies

\[
\|Q - \text{Id}\|_{L_k^2} \leq C(|\alpha - \alpha_0|_{L_k^2} + d(V, V_0) + d(L, L_0)),
\]

and for any \((\varphi, b, \nu)\) in the subspace of \( L_k^2 \) triples of \( L_k^2 \), we have

\[
C_k^{-1}|(\varphi, b, \nu)|_{L_k^2} \leq \|Q(\varphi, b, \nu)\|_{L_k^2} \leq C_k\|\varphi, b, \nu\|_{L_k^2}.
\]

**Proof.** Let \( T_L : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n} \) be the isomorphism that its restriction to \( L_0 \) is the orthogonal projection to \( L \) and its restriction to \( J_0 L_0 \) (the orthogonal complement of \( L_0 \)) is orthogonal projection to \( J_0 L \). Similarly, let \( T_{\alpha, V} \) be the isomorphism \( \mathcal{H}^1(\Sigma; \alpha) \oplus \mathbb{R}^{2n} \rightarrow \mathcal{H}^1(\Sigma; \alpha) \oplus \mathbb{R}^{2n} \) that maps \( V_0 \) to \( V \) by the composition of \( \Phi_\alpha \) and the orthogonal projection to \( V \) and maps the orthogonal complement of \( V_0 \) in \( \mathcal{H}^1(\Sigma; \alpha) \oplus \mathbb{R}^{2n} \) to \( J_0 V \) by the composition of \( \Phi_\alpha \) and the orthogonal projection to \( J_0 V \). We extend \( T_{\alpha, V} \) into an isomorphism

\[
L^2(\Sigma; \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n} \rightarrow L^2(\Sigma; \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n}
\]

which maps an element \( z \in L^2(\Sigma; \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n} \) presented as

\[
z = v + (d_\alpha \zeta + *_2 d_\alpha \zeta', 0) \quad v \in \mathcal{H}^1(\Sigma; \alpha) \oplus \mathbb{R}^{2n},
\]

into

\[
T_{\alpha, L}(v) + (d_\alpha \zeta + *_2 d_\alpha \zeta', 0).
\]

By a slight abuse of notation, we denote this map with the same notation \( T_{\alpha, L} \). The key property of \( T_{\alpha, V} \) is that it maps \( \mathcal{L}_{\alpha_0, V_0} \) isomorphically onto \( \mathcal{L}_{\alpha, V} \). The operators \( T_{\alpha, V} \) and \( T_L \) satisfy the following operator norms with respect to the standard norms on \( L^2(\Sigma; \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n} \) and \( \mathbb{R}^{2n} \):

\[
\|T_{\alpha, V} - \text{Id}\| < C\left(|\alpha - \alpha_0|_{L_k^2} + d(V, V_0)\right), \quad \|T_L - \text{Id}\| \leq Cd(L, L_0).
\]

In fact, \( T_{\alpha, V} \) sends \( L_k^2(\Sigma; \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n} \) into itself, and the operator norm of \( T_{\alpha, V} \), as an operator acting on \( L_k^2(\Sigma; \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n} \) with respect to its standard norm satisfies

\[
\|T_{\alpha, V} - \text{Id}\|_{L_k^2} < C\left(|\alpha - \alpha_0|_{L_k^2} + d(V, V_0)\right).
\]

If \((\alpha, V, L)\) satisfies (5.29) for a small enough \( c_1 \), then (5.34) implies that for any \( s \in [0, 1] \), the operator \( sT_{\alpha, V} + (1 - s)I \) is invertible. Let

\[
T_{\alpha, V}^C : L^2(\Sigma; \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n} \rightarrow L^2(\Sigma; \Lambda^1 \otimes F), \quad T_{\alpha, V}^S : L^2(\Sigma; \Lambda^1 \otimes F) \oplus \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n},
\]

denote the composition of \( T_{\alpha, V} \) with projection maps to \( L^2(\Sigma; \Lambda^1 \otimes F) \) and \( \mathbb{R}^{2n} \).
We use the maps \( T_{\alpha,V} \) and \( T_L \) to define the desired \( Q : \mathcal{H} \to \mathcal{H} \). Fix a cutoff function \( \rho : [0,1] \to [0,1] \) that is equal to 1 on \([0,\varepsilon/3]\) and vanishes on \((\varepsilon/2,1]\). Let \((\varphi,b,\nu) \in \mathcal{H}\), and the restriction of \(b\) to \((-\varepsilon,0] \times \Sigma \subset Y\) is given as in (5.21). Then \(Q(\varphi,b,\nu) = (\varphi,c,\eta)\), where \(c\) is equal to \(b\) on the complement of \((-\varepsilon,0] \times \Sigma\), the restriction of \(c\) on \((-\varepsilon,0] \times \Sigma\) is given as

\[
\rho(-s)T^G_{\alpha,V}(q(s),\nu(-s)) + (1 - \rho(-s))q(s) + \tau ds,
\]

\(\eta = \nu\) on the complement of \([0,\varepsilon) \cup (1 - \varepsilon,1]\), the restriction of \(\eta\) on \([0,\varepsilon)\) is given as

\[
\rho(s)T^S_{\alpha,V}(q(s),\nu(-s)) + (1 - \rho(s))\nu(s),
\]

and the restriction of \(\eta\) to \((1 - \varepsilon,1]\) is given as

\[
\rho(1 - s)T_L(\nu(s)) + (1 - \rho(1 - s))\nu(s).
\]

The inequalities (5.34) and (5.35) can be used to verify (5.29) and (5.30). The inequalities in (5.31) is a consequence of (5.30).

5.2 The operator \(\mathcal{D}_{(B,S)}\)

In this subsection, we fix \(B, S, \mathcal{L}\) and \(L\) as in the previous subsection, and form the Hilbert spaces \(\mathcal{H}\) and \(\mathcal{W}\) and the operator \(\mathcal{D}_{(B,S)}\). Here we focus on the operator \(\mathcal{D}_{(B,S)}\), and our goal is to show that it is self-adjoint and satisfies some regularity properties.

**Lemma 5.36.** The operator \(\mathcal{D}_{(B,S)}\) is symmetric. That is to say, for any \((\varphi,b,\nu),(\psi,c,\eta) \in \mathcal{W}\), we have

\[
\langle (\varphi,b,\nu), \mathcal{D}_{(B,S)}(\psi,c,\eta) \rangle_{L^2} = \langle \mathcal{D}_{(B,S)}(\varphi,b,\nu), (\psi,c,\eta) \rangle_{L^2}.
\]

**Proof.** Using Stokes theorem we have

\[
\int_Y \text{tr}(d_B^* b \wedge \ast \psi) - \int_Y \text{tr}(b \wedge \ast d_B \psi) = - \int_\Sigma \text{tr}(\ast b \wedge \psi),
\]

(5.37)

and

\[
\int_Y \text{tr}(d_B^* c \wedge \ast \varphi) - \int_Y \text{tr}(c \wedge \ast d_B \varphi) = - \int_\Sigma \text{tr}(\ast c \wedge \varphi).
\]

(5.38)

Since \(\ast b|_\Sigma\) and \(\ast c|_\Sigma\) vanish, the above expressions are equal to zero. Another application of Stokes theorem implies that

\[
\int_Y \text{tr}(d_B b \wedge c) - \int_Y \text{tr}(b \wedge d_B c) = \int_\Sigma \text{tr}(b \wedge c),
\]

(5.39)

and

\[
\int_0^1 \omega_0 \left( \frac{d\nu}{ds}, \eta \right) ds - \int_0^1 \omega_0 \left( \frac{d\eta}{ds}, \nu \right) ds = \omega_0(\nu(1),\eta(1)) - \omega_0(\nu(0),\eta(0)).
\]

(5.40)

The first term on the right hand side of the above expression vanishes because \(\nu(1),\eta(1) \in L\) and the second term is equal to the negative of the right hand side of (5.39), because \(\langle b|_\Sigma, \nu(0) \rangle, \langle c|_\Sigma, \eta(0) \rangle \in \mathcal{L}\). These observations immediately yield the claim that \(\mathcal{D}_{(B,S)}\) is symmetric. \(\square\)
Lemma 5.41. There is a constant $C$ such that the following holds. Suppose $(\varphi, b, \nu) \in \mathcal{H}$ has the property that there exists a constant $\kappa$ with

$$\langle (\varphi, b, \nu), \mathcal{D}_{(B, S)}(\psi, c, \eta) \rangle_{L^2} \leq \kappa \| (\psi, c, \eta) \|_{L^2}$$

for any $(\psi, c, \eta) \in \mathcal{W}$. Then $(\varphi, b, \nu) \in \mathcal{W}$ and

$$\| (\varphi, b, \nu) \|_{L^2} \leq C(\kappa + \| (\varphi, b, \nu) \|_{L^2}).$$

Proof. Suppose $\rho_1 : Y \to \mathbb{R}$ and $\rho_2 : [0, 1] \to \mathbb{R}$ are smooth functions such that the restriction of $\rho_1$ to $\partial Y = \Sigma$ is the constant function with value $\rho_2(0)$. If (5.42) holds for $(\varphi, b, \nu)$, then it is also satisfied for $(\rho_1 \varphi, \rho_1 b, \rho_2 \nu)$. To see this, note that if $(\varphi, c, \eta) \in \mathcal{W}$, then $(\rho_1 \varphi, \rho_1 c, \rho_2 \eta) \in \mathcal{W}$, and the difference

$$\| (\rho_1 \varphi, \rho_1 b, \rho_2 \nu), \mathcal{D}_{(B, S)}(\psi, c, \eta) \rangle_{L^2} - \langle (\varphi, b, \nu), \mathcal{D}_{(B, S)}(\rho_1 \psi, \rho_1 c, \rho_2 \eta) \rangle_{L^2}$$

is bounded by $C\| (\varphi, b, \nu) \|_{L^2} \| (\psi, c, \eta) \|_{L^2}$ for a suitable constant $C$, which depends only on $\rho_1$ and $\rho_2$. Thus a partition of unity argument allows us to divide the proposition into three cases:

(i) $\nu = 0$ and $(\varphi, b)$ is compactly supported in the interior of $Y$;

(ii) $(\varphi, b) = 0$ and $\nu$ is compactly supported in $(0, 1]$

(iii) $(\varphi, b)$ is compactly supported in a collar neighborhood $(-\varepsilon, 0] \times \Sigma$ of the boundary of $Y$ and $\nu$ is compactly supported in $[0, \varepsilon)$. We use $s$ to denote the standard coordinate for the first factor of the collar neighborhood $(-\varepsilon, 0] \times \Sigma$. The metric in this neighborhood has the form $ds^2 + g_{\Sigma}$.

The first two cases are standard and we only need to address the third case. Let $b = q + \tau ds$ as in (5.21). We assume that the connection $B$ on $(-\varepsilon, 0] \times \Sigma$ is in temporal gauge with respect to the coordinate $s$, and for each $s \in (-\varepsilon, 0]$, we write $\beta_s$ (or simply $\beta$) for the restriction of the connection $B$ to $\{s\} \times \Sigma \subset (-\varepsilon, 0] \times \Sigma$. We prove the claim of (5.44) in four steps. In the following, $C$ is the desired constant in (5.44). Throughout the proof we might need to increase this constant from each line to the next one.

Step 1: The term $\varphi$ is in $L^2_1$ and the constant $C$ can be chosen such that

$$\| \varphi \|_{L^2_1} \leq C(\kappa + \| (\varphi, b) \|_{L^2}).$$

Suppose $\xi$ is a smooth section of $E$ such that the normal derivative $\partial_s \xi$ restricted to the boundary $\Sigma$ vanishes. This means that $\xi \in \Gamma_{\nu}(Y, E)$ in the notation of Appendix A. Then $(0, d_B \xi, 0)$ belongs to $\mathcal{W}$ with respect to the connection $B$. Applying (5.42) implies that the expression

$$\langle (\varphi, b, \nu), \mathcal{D}_{(B, S)}(0, d_B \xi, 0) \rangle_{L^2} = \langle \varphi, d_B^* d_B \xi \rangle_{L^2} + \langle b, *[F_B, \xi] \rangle_{L^2}$$
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is bounded by $\kappa \|d_B \xi\|_{L^2}$. In particular, we may pick $C$ such that

$$\langle \varphi, d_B^* d_B \xi \rangle_{L^2} \leq C(\kappa + \|b\|_{L^2}) \|\xi\|_{L^2}$$  \hspace{1cm} (5.46)

By working in charts on $(-\varepsilon,0] \times \Sigma$ and trivializing $F$ on each chart, we can bound $\langle \varphi, \Delta \xi \rangle_{L^2}$ by $C(\kappa + \|\varphi, b\|_{L^2}) \|\xi\|_{L^2}$. Therefore, we may apply part (ii) of Lemma A.1 to obtain (5.45).

**Step 2:** The component $\tau$ of $b = q + \tau ds$ is in $L^2_1$ and the constant $C$ can be chosen such that

$$\|\tau\|_{L^2_1} \leq C(\kappa + \|\varphi, b\|_{L^2}).$$  \hspace{1cm} (5.47)

If $\xi$ is a smooth section of $E$, then $(\xi,0,0)$ defines an element of $W$. Thus (5.42) implies that

$$\langle b, d_B \xi \rangle_{L^2} \leq \kappa \|\xi\|_{L^2}.$$  \hspace{1cm} (5.48)

Next, let $\gamma$ be a smooth section of $E$ that vanishes on $\Sigma$, that is to say $\gamma \in \Gamma_\tau(Y,E)$. We also assume that the support of $\gamma$ is contained in $(-\varepsilon,0] \times \Sigma$. Therefore, $d_B(\gamma ds)$ can be regarded as a 1-form on $Y$. Moreover, $(0,d_B(\gamma ds),0)$ belongs to $W$. Therefore, another application of (5.42) gives

$$\langle (\varphi, b, \nu), D_{(B,S)}(0,d_B(\gamma ds),0) \rangle_{L^2} = \langle b, d_B \ast d_B(\gamma ds) \rangle_{L^2} - \langle \varphi, \ast([F_B, \gamma] \wedge ds) \rangle_{L^2}$$

is bounded by $\kappa \|d_B \gamma\|_{L^2}$. Thus we can conclude that:

$$\langle b, d_B^* d_B(\gamma ds) \rangle_{L^2} \leq C(\kappa + \|\varphi\|_{L^2}) \|\gamma\|_{L^2}$$  \hspace{1cm} (5.49)

after possibly enlarging the value of $C$. Inequalities (5.48) and (5.49) are the necessary inputs to apply Lemma A.20, where $\alpha, r, \sigma$ and $A_0$ in the statement of this lemma are $b, 2, \partial_s$ and the smooth connection $B$. In particular, this shows that $\tau$ is in $L^2_1$ and

$$\|\tau\|_{L^2_1} = \|b(\partial_s)\|_{L^2_1} \leq C(\kappa + \|\varphi, b\|_{L^2}).$$

This gives us the inequality in (5.47).

**Step 3:** The section $\nabla_{\Sigma}(q)$ of $T^* \Sigma \otimes T^* \Sigma \otimes E$ on $(-\varepsilon,0] \times \Sigma$ given by the covariant derivatives of $q$ along $\Sigma$ with respect to the connection $B$ is in $L^2$. Moreover, the constant $C$ can be chosen such that

$$\|\nabla_{\Sigma}(q)\|_{L^2} \leq C(\kappa + \|\varphi, b\|_{L^2}).$$  \hspace{1cm} (5.50)

Let $\xi$ be a smooth section of $E$ that vanishes on the boundary of $Y$ and is supported in the collar neighborhood $(-\varepsilon,0] \times \Sigma$. Since $(0,\xi ds,0)$ is an element of $W$, the expression

$$\langle (\varphi, b, \nu), D_{(B,S)}(0,\xi ds,0) \rangle_{L^2} = \langle \varphi, d_B^* (\xi ds) \rangle_{L^2} + \langle b, d_B(\xi ds) \rangle_{L^2}$$

is bounded by $\kappa \|\xi\|_{L^2}$. Using Stokes’ theorem and Step 1, the first term on the right hand side of the above identity is bounded by $C(\kappa + \|\varphi, b\|_{L^2}) \|\xi\|_{L^2}$. Note that the assumption on the vanishing of $\xi$ on the boundary implies that there is no boundary term in the application of Stokes’ theorem. In summary, we have

$$\int_{-\varepsilon}^{0} \langle q_s, \ast_2 d_{\beta, s} \xi_s \rangle_{L^2(\Sigma)} ds \leq C(\kappa + \|\varphi, b\|_{L^2}) \|\xi\|_{L^2}.$$  \hspace{1cm} (5.51)
where \( q_s \) and \( \xi_s \) are restrictions of \( q \) and \( \xi \) to \( \Sigma \times \{ s \} \). In fact, the same inequality holds if we drop the assumption of the vanishing of \( \xi \) on the boundary. Let \( \rho : (-\infty, 0] \times \mathbb{R} \) be a smooth function that vanishes on \((-\varepsilon/3, 0]\) and is equal to 1 on \((-\infty, -\varepsilon/2]\). For any smooth section \( \xi \) of \( E \), we map apply (5.51) to \( \xi_i := \rho(is)\xi_i \), and by taking the limit \( i \to \infty \), we obtain a similar inequality for \( \xi \).

Suppose again \( \xi \) is a smooth section of \( E \) and follow Step 2 to show that

\[
\langle b, d_B \xi \rangle_{L^2} = \int_{-\varepsilon}^{0} \langle q_s, d_{\beta_s} \xi_{s} \rangle_{L^2(\Sigma)} + \int_{-\varepsilon}^{0} \langle \tau_s, \partial_s \xi_{s} \rangle_{L^2(\Sigma)}
\]

is bounded by \( \kappa \| \xi \|_{L^2} \). Integration by parts and Step 2 imply that the second term on the right hand side of the above identity is bounded by \( C(\kappa + \| (\varphi, b) \|_{L^2}) \| \xi \|_{L^2} \). We again use the vanishing of \( \xi \) on the boundary to show that there is no boundary term. Thus we obtain

\[
\int_{-\varepsilon}^{0} \langle q_s, d_{\beta_s} \xi_{s} \rangle_{L^2(\Sigma)} ds \leq C(\kappa + \| (\varphi, b) \|_{L^2}) \| \xi \|_{L^2}.
\]

We can again drop the assumption on the vanishing of \( \xi \) on the boundary as in the previous paragraph. Therefore, we can deduce from Lemma A.26 that \( \nabla_{\Sigma}(q) \) is in \( L^2 \) and the constant \( C \) can be chosen such that (5.50) holds.

**Step 4:** The derivatives of \( q \) and \( \nu \) with respect to \( s \) are in \( L^2 \), and the constant \( C \) can be chosen such that

\[
\| \partial_s q \|_{L^2} + \| \frac{d\nu}{ds} \|_{L^2} \leq C(\kappa + \| (\varphi, b, \nu) \|_{L^2}). \tag{5.52}
\]

Suppose \( c \) is a 1-form with values in \( E \) supported in \((-\varepsilon, 0] \times \Sigma \) which has a vanishing \( ds \) component and \( c|\Sigma = 0 \). We write \( *_2 c \) for the 1-form on \((-\varepsilon, 0] \times \Sigma \) given by the Hodge star of \( ds \land c \). Suppose also \( \eta : [0, 1] \to \mathbb{R}^{2n} \) is a smooth map supported in \([0, \varepsilon] \) such that \( \eta(0) = 0 \). Then \((0, *_{2c}, J_0 \eta) \in \mathcal{W} \) and (5.42) implies that

\[
\langle (\varphi, b, \nu), \mathcal{D}_{(B,S)}(0, *_{2c}, J_0 \eta) \rangle_{L^2} = \langle \varphi, *_{2d \beta} c \rangle_{L^2} - \langle q, \partial_s c \rangle_{L^2} - \langle \tau, d_{\beta} \nu \rangle_{L^2} + \int_{0}^{1} \langle \nu, \frac{d\eta}{ds} + S(J_0 \eta) \rangle ds
\]

is bounded by \( \kappa \| (c, \eta) \|_{L^2} \). Stokes’ theorem, Step 1 and Step 2 imply that the first and the third term on the right hand side of the above identity is bounded by \( C(\kappa + \| (\varphi, b) \|_{L^2}) \| c \|_{L^2} \). Therefore, we have

\[
|\langle q, \partial_s c \rangle_{L^2} + \int_{0}^{1} \langle \nu, \frac{d\eta}{ds} \rangle ds| \leq C(\kappa + \| (\varphi, b, \nu) \|_{L^2}) \| (c, \eta) \|_{L^2}.
\]

This shows that the derivative of \( q \) and \( \nu \) with respect to \( s \) exist in the weak sense and the claimed inequality in (5.52) holds.

**Step 5:** \( (\varphi, b, \nu) \in \mathcal{W} \).

Previous steps give us a control over the \( L^2 \) norm of \( (\varphi, b, \nu) \). Thus we just need to check the boundary conditions. This is a straightforward consequence of the identities produced by the Stokes theorem in (5.37), (5.38) and (5.39). In fact, these identities show that if \( (\psi, c, \eta) \in \mathcal{W} \), then

\[
\langle (\varphi, b, \nu), \mathcal{D}_{(B,S)}(\psi, c, \eta) \rangle_{L^2}
\]
is equal to the sum of
\[ \langle \mathcal{D}_{(B,S)}(\varphi, b, \nu), (\psi, c, \eta) \rangle_{L^2} \] (5.53)
and the boundary terms
\[ \int_{\Sigma} \text{tr}(\ast c \wedge \varphi) - \int_{\Sigma} \text{tr}(\ast b \wedge \psi) + \int_{\Sigma} \text{tr}(b \wedge c) + \omega_0(\nu(0), \eta(0)) - \omega_0(\nu(1), \eta(1)). \] (5.54)
The first and the last terms in (5.54) vanish because \((\psi, c, \eta) \in \mathcal{W}\) and \(\nu(1) = 0\). Previous steps show that (5.53) is bounded by \(C(\kappa + \| (\varphi, b, \nu) \|_{L^2}) \| (\psi, c, \eta) \|_{L^2}\). Therefore, (5.42) asserts that the same is true for (5.54). This implies that
\[ \ast b|_{\Sigma} = 0, \quad - \int_{\Sigma} \text{tr}(b \wedge \beta) = \omega_0(\nu(0), \eta), \quad \forall (\beta, \eta) \in \mathcal{L}. \] (5.55)
These identities show that \((\varphi, b, \nu)\) satisfy the conditions in (5.16).

\textit{Remark 5.56.} One might ask how the constant \(C\) in Lemma 5.41 depends on \((B, S)\). An examination of the proof shows that for an open neighborhood of \((B, S)\), defined using the \(L^2_i\) norm for some value of \(l\), we may find a constant \(C\) which works for all elements in this neighborhood. (In fact, we can work with \(l = 2\). But the precise value of \(l\) shall not be important for us.)

\textit{Remark 5.57.} It is worthwhile to observe that for the most part in the proof of Lemma 5.41 we can work with \((\psi, c, \eta)\) inside a smaller subspace of \(\mathcal{W}\) (compare [SW08, Lemma 3.5].) In Step 1, triples \((\psi, c, \eta) = (0, d_B \xi, 0)\) with \(\xi \in \Gamma_\nu(Y, E)\) suffices for our purposes and through Steps 2-4 of the proof, we need the inequality in (5.42) only for smooth \((\psi, c, \eta)\) such that \(\eta(0) = \eta(1) = 0\), \(\ast c|_{\Sigma} = 0\) and \(c|_{\Sigma} = 0\). It is only in the last step of the proof that we use the full strength of (5.42) to show that \((\varphi, b, \nu) \in \mathcal{W}\).

The following lemma concerns the generalization of (5.44) for higher Sobolev norms. This lemma is the counterpart of [SW08, Proposition 3.1].

\textbf{Lemma 5.58.} For any non-negative integer \(k\), there is a constant \(C_k\) such that if \((\varphi, b, \nu) \in \mathcal{W}\) and \(\mathcal{D}_{(B,S)}(\varphi, b, \nu)\) has finite \(L^2_k\) norm, then \((\varphi, b, \nu)\) is in \(L^2_{k+1}\) and
\[ \| (\varphi, b, \nu) \|_{L^2_{k+1}} \leq C_k(\| \mathcal{D}_{(B,S)}(\varphi, b, \nu) \|_{L^2_k} + \| (\varphi, b, \nu) \|_{L^2}). \]

\textit{Proof.} It is obvious from the definition that
\[ \| \nu \|_{L^2_{k+1}} \leq C_k(\| \mathcal{D}_{(B,S)}(\varphi, b, \nu) \|_{L^2_k} + \| \nu \|_{L^2}). \]
We prove the corresponding claim for \((\varphi, b)\) by induction on \(k\). We already verified the case that \(k = 0\). Suppose \(X_1, \ldots, X_k\) are smooth vector fields on \(Y\). We assume that the restriction of \(X_i\) to the boundary of \(Y\) is either tangential or is \(\partial_s\). To obtain the desired result, it suffices to show that for any such combination of vector fields, the inequality in (5.42) holds for any \((\psi, c, \eta)\) if we replace \((\varphi, b, \nu)\) with
\[ \mathcal{L}(\varphi, b, \nu) := (\mathcal{L}^k_X(\varphi), \mathcal{L}^k_X(b), 0). \] (5.59)
Here $L^k_X$ is the composition $L^i_X$ \ldots $L^i_X$ of Lie derivatives. This would be a straightforward application of integration by parts if there were no boundary terms. However, the boundary terms on $Y$ and the interval $[0,1]$ require a more careful analysis.

First we consider the case that all $X_i$ have tangential restriction to the boundary of $Y$. Let $(\psi,c,\eta) \in \mathcal{W}$ be chosen such that $c|_{\Sigma} = 0$. Since $b|_{\Sigma} = 0$ and the vector fields $X_i$ are tangential, we have $*L^k_X b|_{\Sigma} = 0$. For now, we also assume that $(\varphi,b,\nu)$ is a smooth triple. By replacing $\varphi$ and $b$ in (5.37), (5.38) and (5.39) with $L^k_X \varphi$ and $L^k_X b$, we have

$$\langle \mathcal{L}(\varphi,b), \mathcal{D}_{(B,S)}(\psi,c,\eta) \rangle_{L^2} = \langle \mathcal{D}_{(B,S)} \mathcal{L}(\varphi,b), (\psi,c,\eta) \rangle_{L^2}$$

$$\leq \langle |\mathcal{L} \mathcal{D}_{(B,S)}(\varphi,b), (\psi,c,\eta) \rangle_{L^2} + C \| (\varphi,b,\nu) \|_{L^2} \cdot \| (\psi,c,\eta) \|_{L^2}$$

$$\leq C \left( \| \mathcal{D}_{(B,S)}(\varphi,b) \|_{L^2} + \| (\varphi,b,\nu) \|_{L^2} \right) \| (\psi,c,\eta) \|_{L^2}$$

$$\leq C C_{k-1} \left( \| \mathcal{D}_{(B,S)}(\varphi,b) \|_{L^2} + \| (\varphi,b,\nu) \|_{L^2} \right) \| (\psi,c,\eta) \|_{L^2}.$$

The first inequality above is a consequence of the fact that $\mathcal{L}$ and $\mathcal{D}_{(B,S)}$ commute up to differential operators of degree at most $k$. We can drop the smoothness assumption on $(\varphi,b,\nu)$ by taking a sequence of smooth triples $\{(\varphi^j,b^j,\nu^j)\}$ which are $L^2_k$ convergent to $(\varphi,b,\nu)$. Repeating the above argument gives the inequality

$$\langle \mathcal{L}(\varphi^j,b^j,\nu^j), \mathcal{D}_{(B,S)}(\psi,c,\eta) \rangle_{L^2} \leq \langle |\mathcal{L} \mathcal{D}_{(B,S)}(\varphi^j,b^j,\nu^j), (\psi,c,\eta) \rangle_{L^2} \rangle_{L^2}$$

$$+ C \| (\varphi^j,b^j,\nu^j) \|_{L^2} \cdot \| (\psi,c,\eta) \|_{L^2}$$

Since all the vector fields involved in the definition of $\mathcal{L}$ are tangential, we can use integration by parts to move the operator of degree $k$ to the other side of the pairing without adding any boundary term:

$$\langle \mathcal{L} \mathcal{D}_{(B,S)}(\varphi^j,b^j,\nu^j), (\psi,c,\eta) \rangle_{L^2} = \langle \mathcal{D}_{(B,S)}(\varphi^j,b^j,\nu^j), \mathcal{L}^* (\psi,c,\eta) \rangle_{L^2}.$$  

This can be used to show that we can take the limit of the inequality in (5.60) as $j$ goes to infinity to obtain the desired inequality for $(\varphi,b,\nu)$.

According to Remark 5.57, in order to obtain (5.44) with $(\varphi,b,\nu)$ being replaced by $\mathcal{L}(\varphi,b,\nu)$, we need to control the following $L^2$-pairing where $\xi \in \Gamma_{\nu}(Y,E)$:

$$\langle \mathcal{L}(\varphi,b,\nu), \mathcal{D}_{(B,S)}(0,d_B\xi,0) \rangle_{L^2} = \langle L^k_X \varphi, d^*_B d_B \xi \rangle_{L^2} + \langle L^k_X b, *[F_B,\xi] \rangle_{L^2}$$

To estimate (5.61), we assume that $(\varphi,b,\nu)$ is smooth. Then a similar argument as in the previous case shows that the same estimate holds for the general case. First consider the first term on the right hand side, which is equal to $\langle d_B L^k_X \varphi, d_B \xi \rangle$ as a consequence of the Stokes theorem and $\xi \in \Gamma_{\nu}(Y,E)$:

$$\langle d_B L^k_X \varphi, d_B \xi \rangle \leq \langle |L^k_X d_B \varphi|, d_B \xi \rangle + C \| (\varphi,b,\nu) \|_{L^2} \cdot \| d_B \xi \|_{L^2}$$

$$\leq \langle |d_B \varphi + d^*_{\nu} b(b) L^k_X \varphi|, d_B \xi \rangle + \langle |d_B b, (L^k_X)^* d_B \xi| \rangle_{L^2} + C \| (\varphi,b,\nu) \|_{L^2} \cdot \| d_B \xi \|_{L^2}$$

$$\leq \langle |d_B b, (L^k_X)^* d_B \xi| \rangle + C C_{k-1} \left( \| \mathcal{D}_{(B,S)}(\varphi,b,\nu) \|_{L^2} + \| (\varphi,b,\nu) \|_{L^2} \right) \cdot \| d_B \xi \|_{L^2}$$

$$\leq \langle |d_B b, (L^k_X)^* d_B \xi| \rangle + C C_{k-1} \left( \| \mathcal{D}_{(B,S)}(\varphi,b,\nu) \|_{L^2} + \| (\varphi,b,\nu) \|_{L^2} \right) \cdot \| d_B \xi \|_{L^2}.$$
The first inequality is a consequence of the fact that $d_B \mathcal{L}_X^k - \mathcal{L}_X^k d_B$ is a differential operator of degree at most $k$. Similarly, to obtain the last inequality we observe that $(\mathcal{L}_X^k)^* d_B - d_B (\mathcal{L}_X^k)^*$ is a differential operator of degree at most $k$ such that each term has at most one derivative in the normal direction. Therefore, we can use integration by parts to obtain

$$\left| \langle *d_B b, (\mathcal{L}_X^k)^* d_B - d_B (\mathcal{L}_X^k)^* \rangle \xi \right| \leq C\|\varphi, b, \nu\|_{L^2_k} \cdot \|d_B \xi\|_{L^2},$$

To bound the term $\langle *d_B b, d_B (\mathcal{L}_X^k)^* \xi \rangle$, note that we have

$$\left| \langle *d_B b, d_B (\mathcal{L}_X^k)^* \xi \rangle \right| = \left| \langle b, [F_B, (\mathcal{L}_X^k)^*] \rangle \right| - \int_{\Sigma} \text{tr}(b \wedge d_B (\mathcal{L}_X^k)^* \xi)$$

$$\leq C\|\varphi, b, \nu\|_{L^2_{k-1}} \|d_B \xi\|_{L^2}. \quad (5.63)$$

The identity in (5.62) is a consequence of (5.39). To obtain (5.63), we use integration by parts and the fact that the integral over $\Sigma$ in (5.62) vanishes because $(b|_{\Sigma}, \nu(0))$ and $(d_B (\mathcal{L}_X^k)^* \xi, 0)$ belong to $L$. In summary, we have

$$\langle \mathcal{L}_X^k \varphi, d_B^* d_B \xi \rangle_{L^2} \leq CC_{k-1}(\|\mathcal{D}_{(B,S)}(\varphi, b, \nu)\|_{L^2_k} + \|\varphi, b, \nu\|_{L^2}) \cdot \|d_B \xi\|_{L^2}.$$ (5.64)

It is clear that the second term on the left hand side of (5.61) can be also bounded by a similar term as in the right hand side of the above inequality. Therefore, we can use Lemma 5.41 and Remark 5.57 to conclude that $\mathcal{L}(\varphi, b, \nu)$ is in $L^2_1$ norm and we have

$$\|\mathcal{L}(\varphi, b, \nu)\|_{L^2_1} \leq CC_{k-1}(\|\mathcal{D}_{(B,S)}(\varphi, b, \nu)\|_{L^2_k} + \|\varphi, b, \nu\|_{L^2}) \cdot \|d_B \xi\|_{L^2}$$ (5.64)

for an appropriate choice of $C$. This completes the proof in the case that all vector fields $X_i$ are tangential.

Let $b$ have the form $q + \tau ds$ in a collar neighborhood $(-\varepsilon, 0] \times \Sigma$ of the boundary of $Y$ and $\beta_s$ denotes the restrictions of $B$ to $\Sigma \times \{s\}$. Then we have

$$\begin{align*}
*d_B b + d_B \varphi &= (*2 \partial_s q - *2 d_{\beta_s} \tau + d_{\beta_s} \varphi) + (\partial_s \varphi + *2 d_{\beta_s} q) \, ds, \\
d_B^* b &= d_{\beta_s}^* q - \partial_s \tau.
\end{align*}$$

Thus, these identities can be used to replace each normal derivative with components of $\mathcal{D}_{(B,S)}(\varphi, b, \nu)$ and tangential derivatives. Our analysis in the tangential case allows us to conclude that (5.64) holds in the case that some of the vector fields $X_i$ are equal to $ds$ in a neighborhood of the boundary. This completes the proof of the lemma. \hfill \Box

**Remark 5.65.** An analogue of Remark 5.56 applies to Lemma 5.58. We may find a neighborhood of $(B, S)$, defined using an appropriate $L^2_1$ norm, such that Lemma 5.58 holds for all elements of this neighborhood using a universal constant $C$.

**Remark 5.66.**Lemma 5.41 implies that $\mathcal{D}_{(B,S)} : \mathcal{H} \rightarrow \mathcal{W}$ is a self-adjoint Fredholm operator because the inclusion of $\mathcal{W}$ in $\mathcal{H}$ is compact. In particular, for $\lambda \in \mathbb{R}$, the operator $\mathcal{D}_{(B,S)} - \lambda \cdot \text{Id}$ is invertible if and only if $\mathcal{D}_{(B,S)} - \lambda \cdot \text{Id}$ is injective. Moreover, spectral theory of self-adjoint compact operators implies that eigenvectors of $\mathcal{D}_{(B,S)}$ provide a basis for $\mathcal{H}$, and the intersection of any finite interval with the eigenvalues of $\mathcal{D}_{(B,S)}$ is finite. In particular, if $\delta$ is small enough, then the operator $\mathcal{D}_{(B,S)} - \delta \cdot \text{Id}$ is invertible.
5.3 **Fredholm theory on mixed cylinders**

Our next goal is to use the results of the previous two subsections to prove Theorem 5.9. Another key input is given by the results of [SW08] about spectral flows of self-adjoint operators with varying domains. In fact, our proof here is inspired by the proof of Fredholm theory results in [SW08]. We assume that \( I, J, A, S, \{ \mathcal{L}_\theta, L_\theta \}_{\theta \in I} \) are given as in Theorem 5.9. As before we denote the restriction of \( A \) and \( S \) to \( Y \times \{ \theta \} \) and \([0, 1] \times \{ \theta \}\) by \( B_\theta \) and \( S_\theta \). Let also \( \alpha_\theta \) denote the restriction of \( B_\theta \) to \( \Sigma \times \{ \theta \} \). Associated to \( \alpha_\theta, \mathcal{L}_\theta \) and \( \theta \), we have the Hilbert subspace \( \mathcal{W}_\theta \) of \( \mathcal{H} \), defined in Subsection 5.1. Then any element \((\zeta, \nu)\) in \( E^k(I) \), the domain of \( D(A, \omega) \), determines

\[
(\varphi_\theta, b_\theta, \nu_\theta) \in \mathcal{W}_\theta, \quad \theta \in I
\]

by restriction to \( Y \times \{ \theta \} \) and \([0, 1] \times \{ \theta \} \). (In the case that \( k = 1 \), this holds for almost every value of \( \theta \).) Moreover, the operator \( D(A, S) \) has the form \( d/d\theta - \mathcal{D}(B_\theta, S_\theta) \) as it is pointed out in (5.6).

Proposition 5.27 implies that for \( \theta_0 \in I \), there is an open neighborhood of \( \theta_0 \) such that for any point \( \theta \) in this neighborhood, there is an isomorphism \( Q_\theta : \mathcal{H} \to \mathcal{H} \) mapping \( \mathcal{W}_{\theta_0} \) to \( \mathcal{W}_\theta \). To prove Theorem 5.9, it suffices to consider the case that \( I \) equals this neighborhood of \( \theta_0 \), and then use compactness of the closure of \( J \) in \( I \) to extend the result to the general case. We also assume that \( \theta_0 = 0 \), and denote \( \mathcal{W}_0 \) by \( \mathcal{W}_0 \). The following lemma is a consequence of Proposition 5.27 and the definition of the operators \( Q_\theta \) given there.

**Lemma 5.67.** The map \( Q : I \to B(\mathcal{H}) \) given by \( \{ Q_\theta \}_{\theta \in I} \) is smooth. Furthermore, for any \( k \) and any \((\zeta, \nu) \in L^2(I, \mathcal{H}) \), we have

\[
(\zeta, \nu) \in L^2_k(Y \times I, \Lambda^1 \otimes E) \oplus L^2_k([0, 1] \times I, \mathbb{R}^{2n}) \iff Q(\zeta, \nu) \in L^2_k(Y \times I, \Lambda^1 \otimes E) \oplus L^2_k([0, 1] \times I, \mathbb{R}^{2n}),
\]

where \( Q(\zeta, \nu) \) is defined as follows. The restriction of \( Q(\zeta, \nu) \) to \( Y \times \{ \theta \} \) and \( I \times \{ \theta \} \) is given by the triple \( Q_\theta(\varphi_\theta, b_\theta, \nu_\theta) \) where \((\varphi_\theta, b_\theta, \nu_\theta)\) is given by the restriction of \((\zeta, \nu)\) to \( Y \times \{ \theta \} \) and \( I \times \{ \theta \} \). There is also a constant \( C_k \) such that for any \((\zeta, \nu)\) as above, we have

\[
C_k^{-1} \|Q(\zeta, \nu)\|_{L^2_k} \leq \|Q(\zeta, \nu)\|_{L^2_k} \leq C_k \|Q(\zeta, \nu)\|_{L^2_k}.
\]

The following lemma follows easily from Proposition 5.27 and Lemma 5.67.

**Lemma 5.68.** There is a constant \( C \) such that for any \( \theta \in I \), the operator

\[
D_\theta := Q^{-1}_\theta \mathcal{D}(B_\theta, S_\theta) Q_\theta : \mathcal{W}_0 \to \mathcal{H}
\]

satisfies

\[
\|D_\theta(\varphi, b, \nu)\|_{L^2} + \left\| \frac{dD_\theta}{d\theta}(\varphi, b, \nu) \right\|_{L^2} \leq C \|Q(\varphi, b, \nu)\|_{L^2_k} \quad (5.69)
\]

for \((\varphi, b, \nu)\in \mathcal{W}_0\).

In summary, we verify the following properties for the Hilbert spaces \( \mathcal{W}_\theta \), and the operators \( Q_\theta \).
(W1) (Proposition 5.27) The inclusion map from the Hilbert space $W_0$ to the Hilbert space $H$ is compact and has a dense image. The bounded maps $Q_\theta : H \to H$ defines a family of isomorphisms such that $Q_\theta(W_0) = W_\theta$.

(W2) (Proposition 5.27 and Lemma 5.67) $Q : J \to B(H)$ is $C^1$ and for any $k \geq 0$, there is a constant $C_k$ such that for any $(\varphi, b, \nu) \in W_0$ we have
\[
C_k^{-1} \| (\varphi, b, \nu) \|_{L^2_k} \leq \| Q_\theta(\varphi, b, \nu) \|_{L^2_k} \leq C_k \| (\varphi, b, \nu) \|_{L^2_k},
\]
\[
\left\| \frac{dQ_\theta}{d\theta} (\varphi, b, \nu) \right\|_{L^2} \leq C_0 \| (\varphi, b, \nu) \|_{L^2_k}.
\]

The following properties are also established for the operators $D_{(B_\theta, S_\theta)}$.

(A1) (Lemma 5.41 and Remark 5.56) The operators $D_{(B_\theta, S_\theta)} : H \to H$ is an (unbounded) self-adjoint operator with domain $W_\theta$, and they satisfy
\[
\| (\varphi, b, \nu) \|_{L^2_1} \leq C'_1 (\| D_{(B_\theta, S_\theta)}(\varphi, b, \nu) \|_{L^2} + \| (\varphi, b, \nu) \|_{L^2})
\]
where the constant $C'_1$ is independent of $\theta$.

(A2) (Lemma 5.68) For any $(\varphi, b, \nu) \in W_0$, we have
\[
\| D_\theta(\varphi, b, \nu) \|_{L^2} + \left\| \frac{dD_\theta}{d\theta} (\varphi, b, \nu) \right\|_{L^2} \leq C'_2 \| (\varphi, b, \nu) \|_{L^2_1},
\]
where the constant $C'_2$ is independent of $\theta$.

Now, we turn to the proof of Theorem 5.9. We first address the second part of the theorem. Fix
\[
(\zeta, \nu) \in L^2(Y \times I, A^1 \otimes E) \oplus L^2([0, 1] \times I, R^{2n}).
\]
Then $(\zeta, \nu)$ can be regarded as an $L^2$ map from $I$ to $H$, and we denote the value of this map at $\theta \in I$ by $(\varphi_\theta, b_\theta, \nu_\theta)$. Suppose for any compactly supported smooth $(\xi, \eta) \in E^1_{S}(I)$ the following inequality holds for a constant $\kappa$ independent of $(\xi, \eta)$:
\[
\langle (\zeta, \nu), D_{(A,S)}(\xi, \eta) \rangle_{L^2} \leq \kappa \| (\xi, \eta) \|_{L^2(I)}.
\]

Then (W1), (W2), (A1) and (A2) essentially imply that we may apply Theorem A.3 of [SW08] to show that $(\zeta, \nu)$ is in $E^1_J(J)$. One wrinkle is that the statement of Theorem A.3 of [SW08], a priori, applies to the case that $I = J = R$, and the operators $Q_\theta$ and $D_{(B_\theta, S_\theta)}$ satisfy the following additional assumptions.

(W3) There are Hilbert space isomorphisms $Q^\pm : H \to H$ such that $Q_\theta$ is convergent to $Q^\pm$ in $B(H)$ as $\theta \to \pm \infty$.

(A3) There are isomorphisms $D^\pm : W_0 \to H$ such that $D_\theta$ is convergent to $D^\pm$ in $B(W_0, H)$ as $\theta \to \pm \infty$.  
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We may modify our setup slightly such that the conditions (W3) and (A3) are satisfied. First we replace the interval $I$ with $J$ and the interval $J$ with a smaller interval around $0$. Pick a smooth map $f : \mathbb{R} \to I$ that is identity in a neighborhood $K$ of the closure of $J$ in $I$ and is a constant map on the complement of $I$ in the domain. Similarly, pick $g : \mathbb{R} \to \mathbb{R}$ such that $g(\theta) = 0$ if $\theta \in J$ and $g(\theta) = 1$ if $\theta \in K$. For any $\theta \in \mathbb{R}$, define
\[ W'_0 := W_{f(\theta)}, \quad Q'_\theta := Q_{f(\theta)}, \quad \mathcal{D}'(B_\theta, S_\theta) = \mathcal{D}(B_{f(\theta)}, S_{f(\theta)}) - \delta g(\theta) \cdot \text{Id}, \]
for a small positive real number $\delta$. As in Theorem 5.67, suppose also $Q' : \mathbb{R} \to B(\mathcal{H})$ is given by the operators $Q'_\theta$. Clearly the analogues of (W1), (W2), (A1) and (A2) are satisfied for these operators. Moreover, $Q'_\theta$ and $\mathcal{D}'(B_\theta, S_\theta)$ are constant with respect to $\theta$ once $|\theta|$ is large enough. In particular, (W3) clearly holds and Remark 5.66 implies that (A3) holds if $\delta$ is small enough. Suppose also

\[(\zeta', \nu') \in L^2(Y \times \mathbb{R}, A^1 \otimes E) \oplus L^2([0, 1] \times \mathbb{R}, \mathbb{R}^{2n}).\]
is such that its restriction to $Y \times \{\theta\}$ and $I \times \{\theta\}$, denoted by $(\varphi'_\theta, b'_\theta, \nu'_\theta)$, is given by
\[(\varphi'_\theta, b'_\theta, \nu'_\theta) := (1 - g(\theta)) \cdot (\varphi_{f(\theta)}, b_{f(\theta)}, \nu_{f(\theta)}).\]

As a consequence of (5.70), we have
\[ \int_{-\infty}^{\infty} ((\varphi'_\theta, b'_\theta, \nu'_\theta), (\frac{d}{d\theta} - \mathcal{D}'(B_\theta, S_\theta))(\psi_\theta, c_\theta, \eta_\theta))_{L^2} d\theta \leq \kappa \left( \int_{-\infty}^{\infty} \| (\psi_\theta, c_\theta, \eta_\theta) \|_{L^2}^2 \right)^{1/2} \]
where $\{(\psi_\theta, c_\theta, \eta_\theta) \in W'_0 \}_{\theta \in \mathbb{R}}$ is a 1-parameter family of triples such that the map $\theta \to Q'^{-1}_\theta(\psi_\theta, c_\theta, \eta_\theta)$ is an element of $L^2(\mathbb{R}, \mathcal{H}) \cap L^2(\mathbb{R}, W'_0)$. Then Theorem A.3 of [SW08] implies that $Q'(\zeta', \nu')$ belongs to $L^2(J, \mathcal{H}) \cap L^2(I, W'_0)$. In particular, $(\zeta, \nu) \in E^1_{\mathcal{L}}(J)$. Furthermore, (proof of) Lemma A.2 of [SW08] implies that
\[ \| (\zeta', \nu') \|_{L^2_{\mathcal{L}}} \leq C \left( \| \mathcal{D}'(A, S)(\zeta', \nu') \|_{L^2} + \| (\zeta', \nu') \|_{L^2} \right), \]
where $\mathcal{D}'(A, S)$ is the operator $\frac{d}{d\theta} - \mathcal{D}'(B_\theta, S_\theta)$ and the constant $C$ depends continuously on $C_0, C_1$ in (W2), $C'_1$ in (A1) and $C'_2$ in (A2). In fact, an explicit formula for $C$ can be found in the proof of Lemma A.2 of [SW08]. As an immediate consequence of (5.71), we have
\[ \| (\zeta, \nu) \|_{E^1_{\mathcal{L}}(J)} \leq C' \left( \| \mathcal{D}(A, S)(\zeta, \nu) \|_{L^2(I)} + \| (\zeta, \nu) \|_{L^2(I)} \right), \] where $C'$ is determined by $C$ and the intervals $K$ and $J$ through the choice of $g$.

Remark 5.73. The properties of the constants $C$ and $C'$ in the previous paragraph allow us to obtain an analogue of Remark 5.56 for the operator $\mathcal{D}(A, S)$, as an extension of Theorem 5.9. To be more detailed, there are neighborhoods of $A, S, \{ L_\theta, \theta \}_{\theta \in I}$, defined with respect to some Sobolev $L^2_I$ norm such that for any $A', S', \{ L'_\theta, \theta \}_{\theta \in I}$, the analogue of inequality (5.72) holds with the same constant $C'$.

We prove the first part of Theorem 5.9 by induction on $k$. We already addressed the case that $k = 1$. Now let $(\zeta, \nu) \in E^1_{\mathcal{L}}(I)$ and $(\zeta, \eta) := \mathcal{D}(A, S)(\zeta, \nu)$ is in $L^2_{\mathcal{L}, k - 1}$ for $k \geq 2$. In particular, the induction hypothesis implies that $(\zeta, \nu) \in E^k_{\mathcal{L}}(I)$ after shrinking the interval $I$, and we wish to show that $(\zeta, \nu) \in E^k_{\mathcal{L}}(J)$. First we consider
\[ (\bar{\zeta}, \bar{\nu}) := \frac{d}{d\theta}(Q^{-1}(\zeta, \nu)). \]
Then \((\bar{\zeta}, \bar{\nu}) \in E^k_{\mathbb{L}}(I)\), and if \(k \geq 3\), we have
\[
\mathcal{D}_{(A,S)}(\bar{\zeta}, \bar{\nu}) = \mathcal{Q} \frac{d}{dt}(\mathcal{Q}^{-1}\mathcal{D}_{(A,S)}(\zeta, \nu)) + \mathcal{P}(\zeta, \nu),
\tag{5.74}
\]  
where \(\mathcal{P}\) is the commutator of \(\mathcal{D}_{(A,S)}\) and \(\mathcal{Q} \circ \frac{d}{dt} \circ \mathcal{Q}^{-1}\). In particular, the properties of \(\mathcal{Q}\) and the fact that the commutator of \(\mathcal{D}_{(A,S)}\) and \(\frac{d}{dt}\) is a differential operator of degree 0 imply that \(\mathcal{P}\) is a bounded linear map
\[
\mathcal{E}^k_{\mathbb{L}}(I) \to L^2_{k-1}(Y \times \mathbb{R}, \Lambda^1 \otimes E) \oplus L^2_{k-1}([0,1] \times \mathbb{R}, \mathbb{R}^{2n})
\]  
for any \(k \geq 1\). Since \(\mathcal{D}_{(A,S)}(\zeta, \nu)\) is in \(L^2_{k-1}\), we conclude that \(\mathcal{D}_{(A,S)}(\bar{\zeta}, \bar{\nu})\) is in \(L^2_{k-2}\). Thus, the induction hypothesis implies that \((\bar{\zeta}, \bar{\nu}) \in E^k_{\mathbb{L}}(I)\). In the case that \(k = 2\), the right hand side of (5.74) is still well-defined and is in \(L^2\). We may use this to show that
\[
\langle (\bar{\zeta}, \bar{\nu}), \mathcal{D}^*_{(A,S)}(\xi, \eta) \rangle_{L^2} \leq \kappa \| (\xi, \eta) \|_{L^2(I)},
\tag{5.75}
\]  
for any compactly supported \((\xi, \eta) \in E^1_{\mathbb{L}}(I)\) where \(\kappa\) is the \(L^2\) norm of the right hand side of (5.74).

To see this, take a sequence \((\zeta_i, \nu_i)\) of elements of \(E^2_{\mathbb{L}}(I)\) converging to \((\zeta, \nu)\) in \(L^2_{\mathbb{L}}\). Let \((\bar{\zeta}_i, \bar{\nu}_i) := \mathcal{Q} \frac{d}{dt}(\mathcal{Q}^{-1}(\zeta_i, \nu_i))\), which is \(L^2\) convergent to \((\bar{\zeta}, \bar{\nu})\). Then \(\mathcal{D}_{(A,S)}(\zeta_i, \nu_i)\) is given by the analogue of (5.74), and hence we have
\[
\langle (\bar{\zeta}_i, \bar{\nu}_i), \mathcal{D}^*_{(A,S)}(\xi, \eta) \rangle = \langle \mathcal{D}_{(A,S)}(\bar{\zeta}_i, \bar{\nu}_i), (\xi, \eta) \rangle
\]
\[
= \langle \mathcal{Q} \frac{d}{dt}(\mathcal{Q}^{-1}\mathcal{D}_{(A,S)}(\zeta_i, \nu_i)) + \mathcal{P}(\zeta_i, \nu_i), (\xi, \eta) \rangle
\]
\[
= \langle \mathcal{D}_{(A,S)}(\zeta_i, \nu_i), (\mathcal{Q}^*)^{-1} \frac{d}{dt}(\mathcal{Q}^*(\xi, \eta)) \rangle_{L^2} + \langle \mathcal{P}(\zeta_i, \nu_i), (\xi, \eta) \rangle.
\]

Here \(\mathcal{Q}^*\) is the \(L^2\)-adjoint of the operator \(\mathcal{Q}\), and we use integration by parts to obtain the last identity. By taking the limit as \(i \to \infty\), we have
\[
\langle (\bar{\zeta}, \bar{\nu}), \mathcal{D}^*_{(A,S)}(\xi, \eta) \rangle = \langle \mathcal{D}_{(A,S)}(\zeta, \nu), (\mathcal{Q}^*)^{-1} \frac{d}{dt}(\mathcal{Q}^*(\xi, \eta)) \rangle_{L^2} + \langle \mathcal{P}(\zeta, \nu), (\xi, \eta) \rangle_{L^2},
\]
where in the last identity we use integration by parts and the assumption that \(\mathcal{D}_{(A,S)}(\zeta, \nu)\) is \(L^2_{\mathbb{L}}\). The inequality in (5.75) and the second part of Theorem 5.9 imply that \((\bar{\zeta}, \bar{\nu}) \in E^1_{\mathbb{L}}(I)\). (Strictly speaking, we need the second part of Theorem 5.9 for the formal adjoint \(\mathcal{D}^*_{(A,S)}\). As we explained there, Theorem 5.9 would be sufficient for this because \(\mathcal{D}^*_{(A,S)}\) has the form required for the application of Theorem 5.9.)

Our arguments in any of the above cases give rise to the following inequality
\[
\| (\bar{\zeta}, \bar{\nu}) \|_{E^{k-1}_{\mathbb{L}}(I)} \leq C \left( \| \mathcal{Q}^{-1} \frac{d}{dt}(\mathcal{Q} \mathcal{D}_{(A,S)}(\zeta, \nu)) \|_{L^2_{k-2}(I)} + \| \mathcal{P}(\zeta, \nu) \|_{L^2_{k-2}(I)} + \| (\bar{\zeta}, \bar{\nu}) \|_{L^2(I)} \right)
\]
\[
\leq C \left( \| \mathcal{D}_{(A,S)}(\zeta, \nu) \|_{L^2_{k-1}(I)} + \| (\zeta, \nu) \|_{L^2_{k-1}(I)} + \| (\bar{\zeta}, \bar{\nu}) \|_{L^2(I)} \right)
\]
\[
\leq C \left( \| \mathcal{D}_{(A,S)}(\zeta, \nu) \|_{L^2_{k-1}(I)} + \| (\zeta, \nu) \|_{L^2_{k-1}(I)} \right).
\]
Thus, to complete the proof we need to show that all derivatives of \((\zeta, \nu)\) up to order \(k\), that do not involve derivation with respect to \(\theta\), are in \(L^2\). That is to say, it suffices to show that \((\zeta, \nu) \in L^2(J, L^2_k)\). By assumption and the above argument, \(D_{(A,S)}(\zeta, \nu)\) and \(\frac{d}{d\theta}(\zeta, \nu)\) are both in \(L^2_{k-1}\). Since \(D_{(A,S)} - \frac{d}{d\theta}\) maps \((\zeta, \nu)\) to a pair in \(L^2_{k-1}\), we conclude that \(D_{B_\theta, S_\theta}(\varphi_\theta, b_\theta, \nu_\theta)\) is in \(L^2_{k-1}\) for almost every \(\theta \in J\). Lemma 5.58 implies that for these values of \(\theta\), \((\varphi_\theta, b_\theta, \nu_\theta) \in L^2_k\) and we have

\[
\|\varphi_\theta, b_\theta, \nu_\theta\|_{L^2_k} \leq C_{k-1}\|D_{(B,S)}(\varphi_\theta, b_\theta, \nu_\theta)\|_{L^2_{k-1}} + \|(\varphi_\theta, b_\theta, \nu_\theta)\|_{L^2_k}
\]

where the constant \(C_{k-1}\) can be chosen to be independent of \(\theta\) by Remark 5.65. Therefore, we can write

\[
\|(\zeta, \nu)\|^2_{L^2(J, L^2_k)} = \int_J \|D_{(B,S)}(\varphi_\theta, b_\theta, \nu_\theta)\|^2_{L^2_{k-1}} d\theta
\]

\[
\leq C_{k-1} \int_J \|D_{(B,S)}(\varphi_\theta, b_\theta, \nu_\theta)\|^2_{L^2_{k-1}} + \|(\varphi_\theta, b_\theta, \nu_\theta)\|^2_{L^2_k} d\theta
\]

\[
\leq C_{k-1} \|D_{(A,S)}(\zeta, \nu)\|^2_{L^2_{k-1}(I)} + \|(\zeta, \nu)\|^2_{L^2_{k-1}(I)}.
\]

As usual, we use the convention that the value of \(C_{k-1}\) might increase from a line to the next one. This completes the proof of Theorem 5.9.

Remark 5.76. One can see easily from the above proof that an extension of Remark 5.73 holds for higher Sobolev norms. That is to say, for any \(k \geq 1\), there is a neighborhood of \(A, S\), \(\{\mathcal{L}_\theta, L_\theta\}_{\theta \in J}\), defined with respect to some Sobolev norm \(L^2_k\) such that for any element of this neighborhood, the analogue of (5.10) holds with the same constant \(C\).

### 5.4 Infinite mixed cylinders

In this subsection, we consider the operator \(D_{(A,S)}\) in the case of an infinite cylinder, namely, \(I = \mathbb{R}\). We simplify the setup by assuming that \(A\) is the pull-back of a connection \(B\) on the bundle \(E\) over \(Y\) and \(S\) is constant in the \(\mathbb{R}\) direction. That is to say, \(S\) is the pull-back of a map from \([0, 1]\) to the space of self-adjoint operators, which is denoted by the same notation. In particular, the operator \(D_{(A,S)}\) has the form

\[
D_{(A,S)} = \frac{d}{d\theta} - D_{(B,S)}.
\]  

(5.77)

We also fix a Lagrangian \(L\) in \(\mathbb{R}^{2n}\) and a canonical linearized Lagrangian correspondence \(\mathcal{L}\) from \(\Omega^1(\Sigma)\) to \(\mathbb{R}^{2n}\) which is compatible with \(\alpha\), the flat connection obtained from the restriction of \(B\) to the boundary. Associated to \((\mathcal{L}, L)\), we have the Hilbert space \(\mathcal{W}\) and we regard the operator in (5.77) as a bounded Linear map from

\[
L^2_1(\mathbb{R}) \cap L^2_2(\mathcal{H}, \mathcal{W})
\]  

(5.78)

to the space of \(L^2\) pairs \((\zeta, \nu)\). Clearly, the space in (5.78) can be identified with \(E_{L_2}^1(\mathbb{R})\), defined using \((\mathcal{L}, L)\), which is regarded as a constant family with respect to \(\theta\). We wish to show that the operator in (5.77) is not just a Fredholm operator, but in fact an isomorphism at least in the case that \(D_{(B,S)}\) is invertible.
Proposition 5.79. Suppose $L : W \to H$ is an invertible bounded operator. Then the operator

$$\frac{d}{d\theta} - L : L^2_1(\mathbb{R}, \mathcal{H}) \cap L^2(\mathbb{R}, W) \to L^2(\mathbb{R}, \mathcal{H})$$

is an isomorphism.

Sketch of the proof. The proof is standard and we only sketch the main steps. See, for example, [RS95] or [Don02, Chapter 3] for more details. The composition of $L^{-1}$ and the inclusion of $W$ into $H$ determines a compact self-adjoint operator. Thus, there is a complete eigenspace decomposition \{$e_i\}_i$ associated to the operator $L$ which provides an orthonormal basis for $H$. Using this eigenspace decomposition, any element $(\zeta, \nu)$ of $L^2(\mathbb{R}, \mathcal{H})$ can be written as

$$(\zeta, \nu) = \sum_i f_i(t) e_i,$$

where $f_i(t) \in L^2(\mathbb{R}, \mathbb{R})$ and

$$\|(\zeta, \nu)\|_{L^2}^2 = \sum_i \|f_i(t)\|_{L^2}^2 < \infty.$$

The norm on (5.78) is equivalent to

$$\|(\zeta, \nu)\| = \sqrt{\sum_i \|f_i'(t)\|_{L^2}^2 + \lambda_i^2 \|f_i(t)\|_{L^2}^2}.$$

We have

$$\left(\frac{d}{d\theta} - L\right)(\sum_i f_i(t)e_i) = \sum_i (f_i'(t) + \lambda_i f_i(t)) e_i,$$

and one can write down an explicit inverse for this operator in terms of the eigenspace decomposition. \qed

Remark 5.80. As it is explained in Subsection 5.2, we may assume that $\mathcal{D}_{(B,S)}$ is invertible after adding a small multiple of the identity operator. Therefore Proposition 5.79 is applicable to such perturbations of $\mathcal{D}_{(B,S)}$. In fact, Proposition 5.79 can be used in a more general setup where $L = \mathcal{D}_{(B,S)} + h$ is an invertible operator for some bounded self-adjoint operator $h : \mathcal{H} \to \mathcal{H}$. Such perturbations of $\mathcal{D}_{(B,S)}$ appear in [DFL], where we have to consider perturbations of the mixed equation.

## A Elliptic regularity of bundle-valued 1-forms

In this appendix, first we review some well-known results about regularity of the Laplace-Beltrami operator. Then we consider slight variations to the case of bundle valued maps. Throughout this section, $M$ denotes a compact Riemannian manifold possibly with boundary. In this appendix, for any Riemannian manifold $M$ and differential $k$-forms $\alpha$ and $\beta$ on $M$, we slightly diverge from our notation in (1.19), and denote the inner product of $\alpha$ and $\beta$ by

$$\int_M \langle \alpha, \beta \rangle.$$
For any real number $r > 1$, we also write $r^*$ for the conjugate of $r$ which satisfies
\[ \frac{1}{r} + \frac{1}{r^*} = 1. \]

The following lemma is a standard fact about the Laplace-Beltrami operator (see [GT13, Theorems 9.14 and 9.15], [ADN59, Theorem 15.2] and [Whe04b, Chapters 3 and Appendix D].)

**Lemma A.1.** Let $k$ be a non-negative integer and $p > 1$ be a real number. Let $u$ be an $L^p_k$ function on $M$.

(i) If $k \geq 1$, suppose there is an $L^p_{k-1}$ function $F$ on $M$ such that for any smooth function $\varphi$ with $\varphi|_{\partial M} = 0$, we have
\[ \int_M \langle u, \Delta \varphi \rangle = \int_M \langle F, \varphi \rangle. \]  
Then $u$ is in $L^p_{k+1}(M)$, and there is a constant $C$, independent of $u$, such that
\[ \|u\|_{L^p_{k+1}(M)} \leq C(\|F\|_{L^p_{k-1}(M)} + \|u\|_{L^p(M)}). \]  

In the case that $k = 0$, the assumption (A.2) has to be replaced with
\[ |\int_M \langle u, \Delta \varphi \rangle| \leq \kappa \|\varphi\|_{L^p_{k}^*(M)}, \]  
and the conclusion (A.5) has to be modified to:
\[ \|u\|_{L^p_{k}(M)} \leq C(\kappa + \|u\|_{L^p(M)}). \]  

(ii) If $k \geq 1$, suppose there are functions $F$ and $G$ on $M$ such that for any smooth function $\varphi$ with $\partial_\nu \varphi|_{\partial M} = 0$ we have:
\[ \int_M \langle u, \Delta \varphi \rangle = \int_M \langle F, \varphi \rangle + \int_{\partial M} \langle G, \varphi \rangle. \]
If $F$ and $G$ are respectively in $L^p_{k-1}(M)$ and $L^p_k(M)$, then $u$ is in $L^p_{k+1}(M)$. Furthermore, there is a constant $C$, independent of $u$, such that
\[ \|u\|_{L^p_{k+1}(M)} \leq C(\|F\|_{L^p_{k-1}(M)} + \|G\|_{L^p_{k}(M)} + \|u\|_{L^p(M)}). \]

In the case that $k = 0$, the assumption (A.6) has to be replaced with:
\[ |\int_M \langle u, \Delta \varphi \rangle| \leq \kappa \|\varphi\|_{L^p_{k}^*(M)}, \]  
and the conclusion (A.9) has to be modified to:
\[ \|u\|_{L^p_{k}(M)} \leq C(\kappa + \|u\|_{L^p(M)}). \]

We recall the following definition from Subsection 3.1 about some functions spaces associated to the sections of a vector bundle.
Definition A.10. Suppose $U$ is a (possibly non-compact) manifold with boundary and $E$ is a vector bundle over $U$. Then the space of smooth sections of $E$ with compact support are denoted by $\Gamma_c(U, E)$. The space of compactly supported sections of $E$, which vanish on the boundary of $E$, are denoted by $\Gamma_c(U, E)$. Suppose a connection $A_0$ is fixed on $E$. Then $\Gamma_\nu(U, E)$ is the space of all compactly supported sections $s$ of $E$ such that the covariant derivative of $s$ in the normal directions to the boundary of $U$ vanish.

The following Lemma is a slightly generalized version of [Weh05a, Lemma A.2].

Lemma A.11. Let $k$ be a positive integer, and $r > 1$ be a real number. Let $M$ be a compact $n$-manifold with boundary and a Riemannian metric $g$, $U$ be an open subset of $M$, and $K$ be an open subspace of $U$ whose closure in $U$ is compact. Let $E$ be an $SO(3)$-vector bundle over $M$ equipped with a smooth connection $A_0$. Let $\sigma$ be a smooth vector field on $U$. Let $\Gamma_\nu(U, E)$ be one of the spaces $\Gamma^\nu(U, E)$ or $\Gamma_\nu(U, E)$, where $\Gamma_\nu(U, E)$ is defined using $A_0$. Then there is a constant $C$ such that the following holds. Let

$$f \in L^r_k(U, E), \quad \alpha, \xi \in L^r_k(U, \Lambda^1(M) \otimes E), \quad \zeta \in L^r_{k-1}(U, \Lambda^1(M) \otimes E), \quad \omega \in L^r_k(U, \Lambda^2(M) \otimes E),$$

and for any $\phi \in \Gamma_c(U, E)$, $\psi \in \Gamma_\nu(U, E)$ we have

$$\int_M \langle \alpha, dA_0 \phi \rangle = \int_M \langle f, \phi \rangle, \quad \text{(A.12)}$$

$$\int_M \langle \alpha, d^a_{A_0} dA_0 (\psi \cdot \iota_\sigma g) \rangle = \int_M \langle \omega, dA_0 (\psi \cdot \iota_\sigma g) \rangle + \int_M \langle \zeta, \psi \cdot \iota_\sigma g \rangle + \int_{\partial M} \langle \xi, \psi \cdot \iota_\sigma g \rangle. \quad \text{(A.13)}$$

Then $\alpha(\sigma)$ is an element of $L^r_{k+1}(K)$ and we have:

$$|\alpha(\sigma)|_{L^r_{k+1}(K)} \leq C(\|f\|_{L^r_k(U)} + \|\xi\|_{L^r_k(U)} + \|\zeta\|_{L^r_{k-1}(U)} + \|\omega\|_{L^r_k(U)} + \|\alpha\|_{L^r_k(U)}).$$

Proof. Without loss of generality, we may assume that $U$ is a precompact open subset of the half-space

$$\mathbb{H}^n := \{(x_1, \ldots, x_n) \in \mathbb{R}^n \mid x_1 \geq 0\},$$

$E$ is trivialized over $U$ and the connection $A_0$ is given by a 1-form with values in $\mathbb{R}^3$. We will denote this 1-form with $A_0$, too. We may pick this trivialization in a way that the normal covariant derivative with respect to the connection $A_0$ agrees with the ordinary derivative. That is to say, $\Gamma_\nu(U, \mathbb{R}^3)$ defined with respect to $A_0$ is the space of all compactly supported sections $\eta$ of $\mathbb{R}^3$ such that $\partial_\nu \eta$ vanishes along the boundary.

Fix a function $\rho : M \to \mathbb{R}$ which is supported in $U$ and is equal to 1 on $K$. Then we show that there are compactly supported maps $F$ and $G$ from $U$ to $\mathbb{R}^3$ such that for any $\eta \in \Gamma_\nu(U, \mathbb{R}^3)$ we have

$$\int_M \langle \rho \alpha(\sigma), \Delta \eta \rangle = \int_M \langle F, \eta \rangle + \int_{\partial M} \langle G, \eta \rangle \quad \text{(A.14)}$$

and $F$, $G$ respectively have finite $L^r_{k-1}, L^r_k$ norms.
First we claim that
\[
\int_M \langle \rho \alpha (\sigma), \Delta \eta \rangle = - \int_M \rho \langle \alpha, d \sigma d \eta \rangle - \int_M \langle \alpha, d^* (\rho \sigma g \land d \eta) \rangle - \int_M \rho \text{div}(\sigma) \langle \alpha, d \eta \rangle - \int_M \rho \langle B_g \alpha, d \eta \rangle - \int_M \langle \iota_\sigma (d \rho \land \alpha), d \eta \rangle,
\]
where \( B_g \) is defined by firstly taking the Lie derivative \( \mathcal{L}_g \) of the Riemannian metric \( g \) and then requiring \( B_g \) to satisfy the following identity for any pair of 1-forms \( \beta \) and \( \beta' \):
\[
\mathcal{L}_g(\beta, \beta') = \langle B_g \beta, \beta' \rangle.
\]
To see (A.15), we pick a sequence \( \{ \alpha_i \}_{i \in \mathbb{N}} \) of smooth 1-forms on \( U \) with values in \( \mathbb{R}^3 \) such that \( \alpha_i \) vanishes in a neighborhood of \( U \cap \partial \mathbb{H} \) and the sequence \( \{ \alpha_i \} \) is \( L^r \)-convergent to \( \alpha \). Then the left hand side of (A.15) is equal to
\[
\lim_{i \to \infty} \int_M \langle \rho \alpha_i (\sigma), d^* d \eta \rangle = \lim_{i \to \infty} \int_M \langle d \sigma (\rho \alpha_i), d \eta \rangle = \lim_{i \to \infty} \left[ \int_M \langle \mathcal{L}_g(\rho \alpha_i), d \eta \rangle - \langle \iota_\sigma d (\rho \alpha_i), d \eta \rangle \right]
\]
\[
= \lim_{i \to \infty} \left[ - \int_M \langle \rho \alpha_i, \mathcal{L}_g d \eta \rangle - \int_M \text{div}(\sigma) \langle \rho \alpha_i, d \eta \rangle - \int_M \mathcal{L}_g(g) \langle \rho \alpha_i, d \eta \rangle - \int_M \langle \iota_\sigma (d \rho \land \alpha_i), d \eta \rangle \right]
\]
\[
= \lim_{i \to \infty} \left[ - \int_M \langle \rho \alpha_i, d \sigma d \eta \rangle - \int_M \rho \text{div}(\sigma) \langle \alpha_i, d \eta \rangle - \int_M \rho \langle B_g \alpha_i, d \eta \rangle - \int_M \langle \iota_\sigma (d \rho \land \alpha_i), d \eta \rangle \right].
\]
Now by taking the limit in (A.16) we obtain the desired identity.

The assumption (A.12) can be used to rewire the first term in the right hand side of (A.15) as
\[
\int_M \rho \langle \alpha, d \sigma d \eta \rangle = \int_M \langle \alpha, d A_0 (\rho \sigma d \eta) \rangle - \int_M \langle \alpha, \rho [A_0, \iota_\sigma d \eta] \rangle - \int_M \langle \alpha, (d \rho) \cdot (\iota_\sigma d \eta) \rangle
\]
\[
= \int_M \langle \rho f - *[\rho \alpha, *A_0] - *(\alpha \land *d \rho), \iota_\sigma d \eta \rangle
\]
\[
= \int_M \langle (\rho f - *[\rho \alpha, *A_0] - *(\alpha \land *d \rho)) \iota_\sigma g, d \eta \rangle
\]
\[
= \int_M \langle d^* ((\rho f - *[\rho \alpha, *A_0] - *(\alpha \land *d \rho)) \iota_\sigma g), \eta \rangle
\]
\[
+ \int_{\partial M} \langle *_{n-1} ((\rho f - *[\rho \alpha, *A_0] - *(\alpha \land *d \rho)) \iota_\sigma g), \eta \rangle,
\]
where \(*_{n-1} \) in the last line denotes the Hodge operator on \( \partial M \).
We rewrite the second term in the right hand side of (A.15) as
\[
\int_M \langle \alpha, d^\ast (\rho \sigma g \wedge d\eta) \rangle = \int_M \langle \alpha, d^\ast (\eta d(\rho \sigma g)) \rangle - \int_M \langle \alpha, d^\ast d(\rho \sigma g\eta) \rangle
\]
\[
= \int_M \langle d\alpha, \eta d(\rho \sigma g) \rangle - \int_{\partial M} \langle *_{n-1}(\alpha \wedge \ast d(\rho \sigma g)), \eta \rangle
\]
\[
- \int_M \langle \omega, d_A0 d_A0 (\iota_\sigma g\eta) \rangle - \int_M \langle \xi, \iota_\sigma g\eta \rangle - \int_{\partial M} \langle \xi, \iota_\sigma g\eta \rangle
\]
\[
+ (-1)^{n-1} \int_M \langle \alpha, \ast [A_0, \ast d(\iota_\sigma g\eta)] \rangle + \int_M \langle \alpha, d^\ast [A_0, \iota_\sigma g\eta] \rangle
\]
\[
+ (-1)^{n-1} \int_M \langle \alpha, \ast [A_0, \ast [A_0, \iota_\sigma g\eta]] \rangle.
\] (A.18)

Therefore, we can use (A.13), to write
\[
\int_M \langle \alpha, d^\ast (\rho \sigma g \wedge d\eta) \rangle = \int_M \langle \ast (d\alpha \wedge \ast d(\rho \sigma g)), \eta \rangle - \int_{\partial M} \langle *_{n-1}(\alpha \wedge \ast d(\rho \sigma g)), \eta \rangle
\]
\[
- \int_M \langle \omega, d_A0 d_A0 (\iota_\sigma g\eta) \rangle - \int_M \langle \xi, \iota_\sigma g\eta \rangle - \int_{\partial M} \langle \xi, \iota_\sigma g\eta \rangle
\]
\[
+ (-1)^{n-1} \int_M \langle \alpha, \ast [A_0, \ast d(\iota_\sigma g\eta)] \rangle + \int_M \langle \alpha, d^\ast [A_0, \iota_\sigma g\eta] \rangle
\]
\[
+ (-1)^{n-1} \int_M \langle \alpha, \ast [A_0, \ast [A_0, \iota_\sigma g\eta]] \rangle.
\] (A.19)

Finally, the last three terms of (A.15) are equal to
\[
- \int_M \langle d^\ast (B_g + \text{div}(\sigma))\rho \alpha - \iota_\sigma (\alpha \wedge d\rho), \eta \rangle - \int_{\partial M} \langle *_{n-1} \ast (B_g + \text{div}(\sigma))\rho \alpha - \iota_\sigma (\alpha \wedge d\rho), \eta \rangle
\] (A.19)

By applying further integration by parts to the expressions in (A.18), we can find \( F \) and \( G \) satisfying (A.14), which are respectively in \( L^r_{k-1} \) and \( L^r_k \), and satisfy
\[
\|F\|_{L^r_{k-1}} + \|G\|_{L^r_k} \leq C'(\|f\|_{L^r_k} + \|\omega\|_{L^r_k} + \|\xi\|_{L^r_{k-1}} + \|\alpha\|_{L^r_k})
\]
for some constant \( C' \) depending only on \( A_0, g, \sigma, U \) and \( K \). Therefore, Lemma A.1 (part (i) or (ii) depending on whether \( \circ = \tau \) or \( \nu \)) implies that
\[
\|\rho \alpha(\sigma)\|_{L^r_{k+1}} \leq C(\|f\|_{L^r_k} + \|\omega\|_{L^r_k} + \|\xi\|_{L^r_{k-1}} + \|\alpha\|_{L^r_k}).
\]

This inequality proves the desired claim.

The following lemma is an extension of the previous lemma to the case that \( k = 0 \).

**Lemma A.20.** Let \( r, M, K, U, \sigma, E \) and \( A_0 \) be as in Lemma A.11. Let \( \circ \) be either \( \tau \) or \( \nu \). There is a constant \( C \) such that the following holds. Let \( \alpha \) be an \( L^r \) section of \( \Lambda^1 \otimes E \) over the open subset \( U \) of \( M \) such that for any \( \phi \in \Gamma_c(U, E) \) and \( \psi \in \Gamma_\circ(U, E) \):
\[
| \int_M \langle \alpha, d_A0 \phi \rangle | \leq C_1 \|\phi\|_{L^r(U)}, \quad | \int_M \langle \alpha, d^\ast_{A0} d_A0 (\psi \cdot \iota_\sigma g) \rangle | \leq C_2 \|\psi\|_{L^r(U)}.
\] (A.21)

Then \( \alpha(\sigma) \) belongs to \( L^r_1(K) \) and
\[
\|\alpha(\sigma)\|_{L^r_1(K)} \leq C(C_1 + C_2 + \|\alpha\|_{L^r(U)}).
\] (A.22)
Proof. In the following $C$ is a constant independent of $\alpha$ which might increase from each line to the next one. As in the proof of Lemma A.11, we can show that $\alpha$ satisfies (A.15). In particular, we have

\[
\begin{array}{c}
\left| \int_M \langle \rho \sigma, \Delta \eta \rangle \right| \leq \left| \int_M \rho \langle \alpha, d_{\sigma} \eta \rangle \right| + \left| \int_M \langle \alpha, d^* (\rho_{\sigma} g \wedge \eta) \rangle \right| + \left| \int_M \rho \text{div}(\sigma) \langle \alpha, d\eta \rangle \right| \\
+ \left| \int_M \rho \langle B_{\sigma}, d\eta \rangle \right| + \left| \int_M \langle \iota_{\alpha} (d(\rho) \wedge \alpha), d\eta \rangle \right|
\end{array}
\]

(A.23)

The first term on the left side of the above inequality can be estimated as in (A.17):

\[
\left| \int_M \rho \langle \alpha, d_{\sigma} \eta \rangle \right| \leq \left| \int_M \langle \alpha, d_{A_0} (\rho_{\sigma} d\eta) \rangle \right| + \left| \int_M \langle \alpha, \rho \langle A_0, \iota_{\sigma} d\eta \rangle \rangle \right| + \left| \int_M \langle \alpha, (d\rho) \cdot (\iota_{\sigma} d\eta) \rangle \right|
\]

\[
\leq C(C_1 + \|\alpha\|_{L^r(U)}) \left\| \eta \right\|_{L^r(U)}.
\]

(A.24)

To obtain the second inequality, we use the first assumption in (A.21). Next, we find an upper bound for the second term in (A.23) using the second inequality in (A.21) following an argument similar to the previous lemma:

\[
\left| \int_M \langle \alpha, d^* (\rho_{\sigma} g \wedge \eta) \rangle \right| \leq \left| \int_M \langle \alpha, d^* (\eta d(\rho_{\sigma} g)) \rangle \right| + \left| \int_M \langle \alpha, d^* A_0 \cdot A_0 (\iota_{\sigma} g \rho \eta) \rangle \right|
\]

\[
+ \left| \int_M \langle \alpha, \iota_{A_0} (\alpha, [A_0, \iota_{\sigma} g \rho \eta]) \rangle \right|
\]

\[
\leq C(C_2 + \|\alpha\|_{L^r(U)}) \left\| \eta \right\|_{L^r(U)}.
\]

(A.25)

It is straightforward to bound the remaining three terms in (A.23) with $C\|\alpha\|_{L^r(U)} \left\| \eta \right\|_{L^r(U)}$. Consequently, Lemma A.1 implies that $\alpha(\sigma)$ is in $L^r_1(K)$ and (A.22) holds. \(\square\)

Lemma A.26. Let $k$ be a non-negative integer and $r > 1$ is a real number. Suppose $M$ is a Riemannian manifold possibly with boundary. Suppose $\Sigma$ is a closed surface and $F$ is an $\text{SO}(3)$-bundle over $\Sigma$. Suppose $\beta = \{\beta_\alpha \}_{\alpha \in M}$ is a smooth family of connections on $F$ parametrized by $M$. Suppose $f$ is an $L^r_k$ section of the bundle $T^* \Sigma \otimes F$ over $\Sigma \times M$. If $k \geq 1$, suppose there are $L^r_k$ sections $\zeta_1$ and $\zeta_2$ of the pullback of $F$ over $\Sigma \times M$ such that for any smooth section $\xi$ of the pullback of $F$ over $\Sigma \times M$, we have

\[
\int_{M \times \Sigma} \left\langle f, d_\beta \xi \right\rangle = \int_{M \times \Sigma} \left\langle \zeta_1, \xi \right\rangle, \quad \int_{M \times \Sigma} \left\langle f, *_{\Sigma} d_\beta \xi \right\rangle = \int_{M \times \Sigma} \left\langle \zeta_2, \xi \right\rangle.
\]

(A.27)

where $d_\beta \xi$ denotes the section of $T^* \Sigma \otimes F$ over $\Sigma \times M$ given by the exterior derivatives of $\xi$ in the $\Sigma$ direction with respect to the family of connections $\beta$. Then $\nabla^\beta_\Sigma f$, the covariant derivative of $f$ in the $\Sigma$ direction with respect to $\beta$, is in $L^r_k$, and there is a constant $C$, independent of $f$, such that:

\[
\left\| \nabla^\beta_\Sigma f \right\|_{L^r_k(M \times \Sigma)} \leq C\left( \left\| \zeta_1 \right\|_{L^r_k(M \times \Sigma)} + \left\| \zeta_2 \right\|_{L^r_k(M \times \Sigma)} + \left\| f \right\|_{L^r_k(M \times \Sigma)} \right).
\]

(A.28)

In the case that $k = 0$, the assumption (A.27) has to be replaced with

\[
\left| \int_{\Sigma \times X} \left\langle f, d_\beta \xi \right\rangle \right| + \left| \int_{\Sigma \times X} \left\langle f, *_{\Sigma} d_\beta \xi \right\rangle \right| \leq \kappa \left\| \xi \right\|_{L^r(\Sigma \times X)}.
\]

(A.29)
In this case, \( \nabla^\beta f \) belongs to \( L^r(X \times \Sigma) \) and
\[
\| \nabla^\beta f \|_{L^r(X \times \Sigma)} \leq C(\kappa + \| f \|_{L^r(X \times \Sigma)}).
\] (A.30)

Lemma A.26 can be regarded as the family version of A.1 where we also replace the degree two elliptic operator \( \Delta \) with the degree one operator \( d_\beta \oplus d_\beta^* \). This proposition in the case that \( F \) is the trivial bundle and \( \beta \) is the trivial family of connections is proved in [Weh05a, Lemma 2.9]. Clearly, this implies the lemma for the case that \( F \) is trivial and \( B \) is arbitrary. The proof in the case that \( F \) is non-trivial is similar.

## B Regularity of holomorphic curves in a Banach space

Suppose \( B \) is a Banach space and \( M \) is a compact Riemannian manifold. In this appendix, we are interested in maps from \( M \) to \( B \). For \( 1 < p < \infty \) and any non-negative integer \( k \), we can define the Sobolev norm \( \| \cdot \|_{L^k_p} \) on the space of such maps in the usual way. The completion of space of smooth maps from \( M \) to \( B \) with respect to this Sobolev norm is denoted by \( L^k_p(M, B) \). As an example, let \( B = L^p(N) \) for a compact manifold \( N \). Any function in \( C^\infty(M \times N) \), determines an element of \( L^p(M, B) \). In fact, the space of smooth functions on \( M \times N \) is dense in \( L^p(M, B) \) (see [Weh04a] and [Lip14]). This gives us the following identifications of Sobolev spaces:
\[
L^p_p(M, L^p_p(N)) = L^p_p(N, L^p_p(M)) = L^p_p(M \times N).
\]

More generally, \( C^\infty(M \times N) \) is dense in \( L^k_p(M, L^p_p(\Sigma)) \) for any non-negative integer \( k \), and we have (see [Weh04a,Lip14]):
\[
L^k_p(M \times N) = L^k_p(M, L^p_p(N)) \cap L^k_p(N, L^p_p(M)), \quad L^k_p(M, L^p_p(N)) = L^p_p(N, L^k_p(M)). \tag{B.1}
\]

For the rest of this appendix, we fix \( B_p \) to be a Banach space that can be identified with a closed subspace of the space \( L^p(N) \) for a closed manifold \( N \). In particular, the intersection \( B_q := B_p \cap L^q_p(N) \) with \( q > p \) determines a closed subspace of \( L^q_p(N) \). For \( q < p \), \( B_q \) is the closure of \( B_p \) in \( L^q_p(N) \).

**Lemma B.2** ([Weh04a] and [Lip14]). Suppose \( M \) is a Riemannian manifold with boundary. Let \( k \) be a non-negative integer and \( p > 1 \) be a real number. Let \( u \in L^p_k(M, B_p) \). Then the same claims as in parts (i) and (ii) of Lemma A.1 hold if we assume that \( F, G \) and \( \varphi \) are \( B_p \)-valued.

**Sketch of the Proof:** Without loss of generality, we can assume that \( B_p = L^p_p(N) \). Using the identifications in (B.1), we can regard \( u \) as an \( L^p_k \) map from \( N \) to the Banach space \( L^p_p(M) \). Next, we can apply the properties of the Laplacian operator acting on \( L^p_k(M) \) to obtain the desired conclusions. For more details, we refer the reader to [Weh04a, Lemma 2.1] and [Lip14, Subsection 3.3].

The proof of the following proposition about regularity of Banach valued Cauchy-Riemann equation can be found in [Weh04a, Theorem 1.2] and [Lip14, Lemmas 27 and 28]. In this proposition, \( B_p \) denotes the direct sum \( B_p \oplus B_p \). This space admits an obvious complex structure \( J_0 \) given by
\[
J_0(v_0, v_1) = (-v_1, v_0).
\] (B.3)
The subspace $\mathcal{L} := 0 \oplus B_p$ defines a completely real subspace of $B_p$ with respect to $\mathcal{J}_0$.

**Proposition B.4.** Suppose $U$ is a bounded open subspace of

$$\mathbb{H}^2 := \{ (s, \theta) \in \mathbb{R}^2 \mid s \geq 0 \},$$

and $U_0$ denotes the intersection $\mathbb{H}^2 \cap U$. Suppose $\mathcal{J} : B_p \to \text{End}(B_p, B_p)$ is a smooth family of complex structures such that $\mathcal{J}(x) = \mathcal{J}_0$ for $x \in \mathcal{L}$. For $p > 2$ and $k \geq 2$, suppose $u : U \to B_p$ is an $L^p_k$ map that satisfies

$$\partial_\theta u - \mathcal{J}(u) \partial_s u = z \in L^p_k(U, B_p), \quad (B.5)$$

and the boundary condition

$$u|_{U_0} \subset \mathcal{L}. \quad (B.6)$$

Then for any open subspace $K \subset U$, whose closure in $U$ is compact, the map $u$ is in $L^p_{k+1}(K)$. Moreover, there is a constant $C$, depending only on $K$, such that

$$\|u\|_{L^p_{k+1}(K)} \leq C(\|z\|_{L^p_k(U)} + \|u\|_{L^p(U)}). \quad (B.7)$$

If $u_i : U \to B_p$ is a sequence of $L^p_k$ maps that satisfies

$$\partial_\theta u_i - \mathcal{J}(u_i) \partial_s u_i = z_i \in L^p_k(U, B_p), \quad (B.8)$$

such that $u_i$ and $z_i$ are respectively $L^p_k$-convergent to $u$ and $z$, then $u_i$ restricted to $K$ is $L^p_{k+1}$-convergent to the restriction of $u$ to $K$. In the case that $k = 1$, similar results hold if we replace $L^p_{k+1}$ with $L^{p/2}_{k+1}$.

**Sketch of the proof.** For $k \geq 2$, suppose $u$ is a map that satisfies (B.5) and (B.6). We apply $\partial_\theta + \mathcal{J}(u) \partial_s$ to (B.5). Then we have:

$$\partial_\theta^2 u + \partial_\theta \partial_s^2 u = \mathcal{J}(u) \partial_s (\mathcal{J}(u)) \partial_s u + \partial_\theta (\mathcal{J}(u)) \partial_s u + \partial_\theta z + \mathcal{J}(u) \partial_s z \quad (B.9)$$

Using the assumptions $k \geq 2$, $u \in L^p_k$ and $z \in L^p_k$, we can conclude that the left hand side of the above identity is an element of $L^p_{k-1}$. The maps $u$ and $z$ can be written as $(u_0, u_1)$ and $(z_0, z_1)$ with respect to the decomposition of $B_p$. The boundary condition (B.6) implies that $u_0|_{U_0} = 0$ and $\partial_s u_1|_{U_0} = z_0|_{U_0}$. Therefore, we can invoke Lemma B.2 to verify the claim. To be a bit more detailed, we use the assumption $k \geq 2$ to conclude that the products of two $L^p_{k-1}$ functions are still in $L^p_{k-1}$. In the case that $k = 1$, the products of two $L^p(U, B_p)$ functions is in $L^{p/2}(U, B_p)$, which in turn is a subspace of $L^{p/2}(U, B_{p/2})$. That allows us to use the same argument to prove the claim in this case. The sequential versions of these claims can be also treated similarly. \(\square\)

We need a slight improvement of Proposition B.4 to the case $k = 0$ [Lip14, Lemma 29].

**Proposition B.10.** Suppose $U$ is given as in Proposition B.4. Suppose $\mathcal{J} : B_p \to \text{End}(B_p, B_p)$ is a smooth family of complex structures such that $\mathcal{J}(x) = \mathcal{J}_0$ for $x \in \mathcal{L}$ and for any $x \in B_p$, the space $\mathcal{L}$ is totally real with respect to $\mathcal{J}(x)$, i.e., $B_p = \mathcal{L} \oplus \mathcal{J}(x) \mathcal{L}$. For $p > 2$, let $u : U \to B_p$ be in $L^p_1$. Suppose $q > p$ and $u$ is also an $L^q$ map from $U$ to $B_q$. Suppose $u$ satisfies

$$\partial_\theta u - \mathcal{J}(u) \partial_s u = z \in L^q(U, B_q), \quad (B.11)$$
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and the boundary condition (B.6). Then \( u \) is an \( L^q \) map from \( U \) to \( \mathbb{B}_q \) and
\[
\|u\|_{L^q_1} \leq C(\|z\|_{L^q} + \|u\|_{L^q}). \tag{B.12}
\]
Moreover, if \( u_i : U \to \mathbb{B}_p \) are \( L^q \) solutions of
\[
\partial \theta u_i - J(u_i) \partial s u_i = z_i \in L^q(U, \mathbb{B}_q), \tag{B.13}
\]
such that \( u_i \) is convergent to \( u \) in \( L^q_1 \inter L^q \) and \( z_i \) is convergent to \( z \) in \( L^q \), then \( u_i \) is convergent to \( u \) in \( L^q_1 \).

Proof. Given \( p > 2 \) and any bounded domain \( \Omega \) in \( \mathbb{R}^2 \) with smooth boundary, let \( L^p_1(\Omega, \mathbb{B}_p) \) be the space of \( L^p_1 \) maps \( u : \Omega \to \mathbb{B}_p \) such that the restriction of \( u \) to the boundary is in \( \mathcal{L} \). Then the Cauchy-Riemann operator
\[
\partial \theta - J_0 \partial s : L^p_1(\Omega, \mathbb{B}_p) \to L^p(\Omega, \mathbb{B}_p) \tag{B.14}
\]
is a surjective bounded operator with kernel being constant maps to \( \mathcal{L} \). This can be seen in the same way as in Lemma B.2.

Now suppose \( x \in \partial U \) and \( D_r(x) = B_r(x) \cap \mathbb{H}^2 \) is contained in \( U \). Suppose \( \Omega_r \) is the region given by rounding the corners of \( D_r(x) \) such that it is contained in \( D_r(x) \) and it contains \( D_{r/2}(x) \). Since \( J(u) : U \to \text{End}(\mathbb{B}_p, \mathbb{B}_p) \) is continuous and \( J(x) = J_0 \), the operator \( \partial \theta - J(u) \partial s : L^p_1(\Omega_r, \mathbb{B}_p) \to L^p(\Omega_r, \mathbb{B}_p) \) is surjective with kernel being constant maps to \( \mathcal{L} \) if \( r \) is small enough. This holds because the operator \( \partial \theta - J(u) \partial s \) is a deformation of the operator in (B.14) by a bounded operator of small norm for small values of \( r \). We assume that \( r \) is chosen such that the same claim holds if we replace \( q \) with \( p \). Now let \( \rho : \Omega_r \to \mathbb{R} \) be a smooth bump function that vanishes on the complement of \( D_{r/2}(x) \) and equals 1 on \( D_{r/3}(x) \). Then our assumption implies that \( \rho u \) is an element of \( L^p_1(\Omega_r, \mathbb{B}_p) \) and
\[
\partial \theta(\rho u) - J(u) \partial s(\rho u) = \rho z + \partial \theta(\rho) u - J(u) \partial s(\rho) u
\]
is in \( L^q \). Thus there is \( u' \in L^q_1(\Omega, \mathbb{B}_q) \) such that
\[
\partial \theta u' - J(u) \partial s u' = \rho z + \partial \theta(\rho) u - J(u) \partial s(\rho) u.
\]
This implies that \( u' - \rho u \) is a constant map to \( \mathcal{L} \). In particular, the restriction of \( u \) to \( D_{r/3}(x) \) is in \( L^q_1(\Omega, \mathbb{B}_q) \). For an interior point \( x \), we may apply a similar argument to show that the restriction of \( u \) to a neighborhood of \( x \) is in \( L^q_1(\Omega, \mathbb{B}_q) \). The only new point that we need is that we can find an isomorphism \( T : \mathbb{B}_p \to \mathbb{B}_p \) such that \( T^{-1} J(x) T = J_0 \). In fact, we may take \( T \) to be the linear map that sends \((v_0, v_1) \in \mathbb{B}_p \oplus \mathbb{B}_p \) to \((v_0, 0) + J(x)(v_1, 0) \). Since \( \mathcal{L} \) is totally with respect to \( J(x) \), \( T \) is an isomorphism.
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