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Abstract

A new formula for the probability that a standard Brownian motion stays between two linear boundaries is proved. A simple algorithm is deduced. Uniform precision estimates are computed. Different implementations have been made available online as R packages.
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1 Introduction

Let $W = \{W_t, \ t \geq 0\}$ be a standard Brownian motion defined on a filtered probability space $(\Omega, \mathcal{F}, \mathbb{P})$. The probability that $W_t$ remains in the planar region between two linear boundaries $-a_1 t - b_1$ and $a_2 t + b_2$ will be referred to as wedge probability, and denoted by $k(a_1, b_1; a_2, b_2)$:

$$k(a_1, b_1; a_2, b_2) = \mathbb{P}[-a_1 t - b_1 \leq W_t \leq a_2 t + b_2, \text{ for all } t \geq 0].$$

(1)

It is positive if and only if $a_1, b_1, a_2, b_2$ are all positive, which will be assumed from now on. Doob [8] expressed $k(a_1, b_1; a_2, b_2)$ as the sum of a convergent series. Since then, Doob’s formula has been extended or applied by many authors, including [3, 10, 16, 4, 14, 23]. One reason for its success is that many boundary crossing problems reduce to computing a wedge probability, through the representation of a certain Gaussian process in terms of $W$ [19, 6]. The earliest example is the standard Brownian bridge:

$$\{B_t, 0 \leq t < 1\} \overset{d}{=} \{(1-t)W_t/(1-t), 0 \leq t < 1\}.$$
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From this representation one gets:

\[ \mathbb{P}[ \sup_{t \in [0,1]} |B_t| \leq a ] = k(a, a; a, a) , \]  

which is the distribution function of the test statistic in the Kolmogorov-Smirnov two-sided test, computed by Kolmogorov [17]; see [24] for historical aspects. More generally, the probability that a (non necessarily standard) Brownian bridge stays between two linear segments is a wedge probability. This remark makes wedge probabilities a building block for more general boundary crossing problems, through the method of piecewise linear approximations.

The exit probability of a stochastic process from a region of the plane limited by two curves is called Boundary Crossing Probability (BCP). Applications of BCP’s can be found in many fields, from non-parametric statistics to biology or finance: see [27] and references therein. Explicit results are scarce [15]. A general approximation method has been proposed by Wang and Potzelberger [26] for single boundaries and Novikov et al. [18] for double boundaries; see also [21, 7, 27]. The idea is to replace the two (nonlinear) boundaries by piecewise linear approximations. Given its two values at the bounds of an interval, the conditional distribution of \( W \) is that of a Brownian bridge on that interval. Thus the probability that it stays between two linear segments is a wedge probability. Using the independent increment property of \( W \), the probability that the standard Brownian motion stays between two piecewise linear boundaries is written as a multidimensional Gaussian integral, the integrand being a product of wedge probabilities [18, Theorem 1]. The integral can be approximated either as a Gauss-Hermite quadrature [13] or by a Monte Carlo method [20]. In both cases, the integrand must be repeatedly evaluated, which implies that many wedge probabilities must be calculated for very different sets of values. The problem is that in Doob’s formula, as well as in all other equivalent formulas published since, the speed of convergence of the series depends on the parameters, and may be very slow for small values. This makes the BCP approximation algorithms numerically unstable.

The key to efficient computation of wedge probabilities has long been available: Jacobi’s theta functions and their double expression through Poisson’s summation formula. Kolmogorov [17] had already given two formulas for \( k(a, a; a, a) \), and remarked the interest for numerical computation: one converges fast for relatively large values of \( a \), the other for relatively small values. This is routinely used in statistical softwares implementing the Kolmogorov-Smirnov test. The connection of \( k(a_1, b_1; a_2, b_2) \) with theta functions has been pointed out by Salminen and Yor [23]. However, no alternative to Doob’s
formula has been deduced so far; this is the main contribution of this paper (Proposition 2.1). The algorithmic consequence is that computing at most three terms of the series either in Doob’s formula or in the new alternative suffices to approximate \( k(a_1, b_1; a_2, b_2) \) with precision smaller than \( 10^{-16} \). Uniform bounds on precision and algorithmic consequences are presented in section 3. Several implementations are compared in section 4. An R package \texttt{wedge} has been made available online [9]. Its companion \texttt{wedgeParallel} permits full use of a multicore structure.

## 2 Alternative to Doob’s formula

Doob [8] (formula (4.3) p. 398) expresses \( k(a_1, b_1; a_2, b_2) \) as follows:

\[
k(a_1, b_1; a_2, b_2) = 1 - \sum_{n=1}^{+\infty} e^{-2A_n} + e^{-2B_n} - e^{-2C_n} - e^{-2D_n},
\]

with:

- \( A_n = n^2a_2b_2 + (n-1)^2a_1b_1 + n(n-1)(a_2b_1 + a_1b_2) \),
- \( B_n = (n-1)^2a_2b_2 + n^2a_1b_1 + n(n-1)(a_2b_1 + a_1b_2) \),
- \( C_n = n^2(a_1b_1 + a_2b_2) + n(n-1)a_2b_1 + n(n+1)a_1b_2 \),
- \( D_n = n^2(a_1b_1 + a_2b_2) + n(n+1)a_2b_1 + n(n-1)a_1b_2 \).

Here is another expression.

**Proposition 2.1** For \( a_1, b_1, a_2, b_2 > 0 \), denote:

- \( a_\pm = \frac{a_1 \pm a_2}{2} \);
- \( b_\pm = \frac{b_1 \pm b_2}{2} \);
- \( c = \frac{a_1b_1 - a_2b_2}{2} \);
- \( d = \frac{a_1b_2 - a_2b_1}{2} \).

Then:

\[
k(a_1, b_1; a_2, b_2) = \sqrt{\frac{\pi}{2a_\pm b_\pm}} \frac{\pi^2}{2a_\pm b_\pm} \sum_{n=1}^{+\infty} \left( e^{-e^2(2n)^2 \frac{n}{2a_\pm b_\pm}} \left( \cos\left( \frac{n}{2a_\pm b_\pm} \pi \right) - \cos\left( \frac{(2n-1)c}{2a_\pm b_\pm} \right) \right) ight. \\
\left. + e^{-e^2(2n-1)^2 \frac{n}{2a_\pm b_\pm}} \left( \cos\left( \frac{n(2n-1)d}{2a_\pm b_\pm} \right) + \cos\left( \frac{(2n-1)c}{2a_\pm b_\pm} \right) \right) \right) .
\]

**Proof:** In terms of \( a_\pm, b_\pm, c, d \), the expressions of \( A_n, B_n, C_n, D_n \) are:

- \( A_n = (2n-1)^2a_\pm b_\pm - (2n-1)c + a_-b_- \),
- \( B_n = (2n-1)^2a_\pm b_\pm + (2n-1)c + a_-b_- \),
- \( C_n = (2n)^2a_\pm b_\pm + 2nd \),
- \( D_n = (2n)^2a_\pm b_\pm - 2nd \).
Hence:

$$k(a_1, b_1; a_2, b_2) = 1 + 2 \sum_{n=1}^{+\infty} \left( e^{-2(2n)^2a_+b_+} \cosh(2(2n)d) - e^{-2a-b} e^{-2(2n-1)^2a_+b_+} \cosh(2(2n-1)c) \right).$$  \hspace{1cm} (5)

Not meaning to add anything to the “bewildering variety of notations” for theta functions [1, p. 576], let us denote by $\theta$ the following function of two complex variables:

$$\theta(u, v) = \sum_{n=\infty}^{+\infty} e^{-2n^2u} \cosh(2nv).$$  \hspace{1cm} (6)

Observe that:

$$\theta(u, v + i\frac{\pi}{2}) = \sum_{n=\infty}^{+\infty} (-1)^n e^{-2n^2u} \cosh(2nv).$$  \hspace{1cm} (7)

By Poisson’s summation formula (see for instance formula (11) p. 236 of [25]), one gets:

$$\theta(u, v) = \sqrt{\frac{\pi}{2u}} e^{v^2/(2u)} \sum_{n=\infty}^{+\infty} e^{-\pi^2n^2/(2u)} \cos(\pi nv/u),$$  \hspace{1cm} (8)

and:

$$\theta(u, v + i\frac{\pi}{2}) = \sqrt{\frac{\pi}{2u}} e^{v^2/(2u)} \sum_{n=\infty}^{+\infty} e^{-\pi^2(n+\frac{1}{2})^2/(2u)} \cos(\pi(n+\frac{1}{2})v/u).$$  \hspace{1cm} (9)

From (5), (6), and (7):

$$k(a_1, b_1; a_2, b_2) = \frac{1}{2} \left( \theta(a_+, b_+, d) + \theta(a_+, b_+, d + i\frac{\pi}{2}) - e^{-2a-b} - \frac{1}{2} (\theta(a_+, b_+, c) - \theta(a_+, b_+, c + i\frac{\pi}{2})) \right).$$

Combining four evaluations of $\theta$ does not quite solve the numerical problem for small values of $a_+ b_+$. The terms of the four series need further rearrangement. It is obtained observing that:

$$e^2 - 4a_- b_- a_+ b_+ = d^2.$$
Hence:
\[ e^{-2a-b} - e^{2c^2} = e^{2d^2} . \]

From there, (4) follows. □

As remarked by Salminen and Yor [23], the symmetry and scaling properties of \( k \) can be read on Doob’s formula. They also appear on (4):

\[ k(a_1, b; a_2, b) = k(a_2, b; a_1, b_1) = k(b_1, a_1; b_2, a_2) = k(a_1, a_1; a_2, a_2) . \]

When slopes or intercepts are equal the expressions are simpler. If \( a_1 = a_2 = a \) then \( a_+ = a, a_- = 0, c = -d = ab_- \), and:

\[
k(a, b_1; a, b_2) = 1 + 2 \sum_{n=1}^{+\infty} (-1)^n e^{-2n^2ab_+} \cosh(2nab_-) \]
\[
= \sqrt{\frac{2\pi}{ab_+}} \sum_{n=1}^{+\infty} e^{-\frac{x^2(2n-1)^2}{8nab_+}} \cos(\pi(2n-1)\frac{b_-}{2\sqrt{\pi}}) .
\]

When both slopes and intercepts are equal one gets:

\[
k(a, b; a, b) = 1 + 2 \sum_{n=1}^{+\infty} (-1)^n e^{-2n^2ab} \]
\[
= \sqrt{\frac{2\pi}{ab}} \sum_{n=1}^{+\infty} e^{-\frac{x^2(2n-1)^2}{8nab}} .
\]

The first sum is formula (4.3’) of [8].

When slopes equal intercepts, the probability for a standard Brownian bridge to stay in a horizontal band is obtained, i.e. formula (4.9) p. 448 of [5]. If \( b_1 = a_1 \) and \( b_2 = a_2 \), then \( b_+ = a_+, c = 2a_+a_-, d = 0 \), and:

\[
k(a_1, a_1; a_2, a_2) = 1 + \sum_{n=1}^{+\infty} 2e^{-2n(a_1+a_2)^2} - e^{-(2n(a_1+a_2)-a_1)^2} - e^{-(2n(a_1+a_2)-a_2)^2} \]
\[
= \sqrt{\frac{\pi}{2a_+}} \sum_{n=1}^{+\infty} e^{-\frac{x^2(2n-1)^2}{8n^2a_+}} (1 - \cos(\pi(2n)\frac{a_-}{x}))
+ e^{-\frac{x^2(2n-1)^2}{8n^2a_+}} (1 + \cos(\pi(2n-1)\frac{a_-}{x})) .
\]

Finally, the case where all four parameters are equal is the probability for a standard Brownian bridge to stay in a horizontal band centered at 0, i.e. the
distribution function of the test statistic in the Kolmogorov-Smirnov two-sided test. The formulas were originally found by Kolmogorov [17]; Feller [12] gave a simpler proof. Both had remarked the double expression coming from theta functions, and its interest for numerical computation.

\[
\begin{align*}
k(a, a; a, a) &= 1 + 2 \sum_{n=1}^{+\infty} (-1)^n e^{-2n^2a^2} \\
&= \sqrt{\frac{2\pi}{a}} \sum_{n=1}^{+\infty} e^{-\frac{n^2}{8n^2a^2}}.
\end{align*}
\]

3 Algorithm and precision

Denote by \(K_{1,N}\) and \(K_{2,N}\) the partial sums up to \(N\) in formulas (3) and (4).

\[
K_{1,N} = 1 - \sum_{n=1}^{N} e^{-2A_n} + e^{-2B_n} - e^{-2C_n} - e^{-2D_n},
\]

\[
K_{2,N} = \sqrt{\frac{\pi}{2a+b}} e^{\frac{a^2}{2a+b}} \sum_{n=1}^{N} \left( e^{-\frac{\pi^2(2n)^2}{8a+b}} \left( \cos\left(\frac{\pi(2n)d}{a+b}\right) - \cos\left(\frac{\pi(2n)c}{a+b}\right)\right) \\
+ e^{-\frac{\pi^2(2n-1)^2}{8a+b}} \left( \cos\left(\frac{\pi(2n-1)d}{a+b}\right) + \cos\left(\frac{\pi(2n-1)c}{a+b}\right)\right) \right).
\]

The question is: for a given set of parameters \(a_1, b_1, a_2, b_2\), which of \(K_{1,N}\) and \(K_{2,N}\) should be computed, and which value of \(N\) ensures a given precision? Proposition 3.1 bounds remainders.

**Proposition 3.1** Denote by \(R_{1,N}\) and \(R_{2,N}\) the remainders:

\[
R_{1,N} = K_{1,\infty} - K_{1,N} \quad \text{and} \quad R_{2,N} = K_{2,\infty} - K_{2,N}.
\]

For \(N > 1\):

\[
R_{1,N} \leq \frac{1}{4a+b(N-1)} e^{-8a+b(N-1)^2},
\]

\[
R_{2,N} \leq (\frac{2}{\pi})^{3/2} \sqrt{\frac{\pi e}{2a+b}} e^{2a+b} e^{-\frac{\pi^2N^2}{8a+b}}.
\]

**Proof:** For both bounds, the following well known inequality is used: for any positive \(u\),

\[
\sum_{n=N+1}^{+\infty} e^{-un^2} \leq \frac{e^{-uN^2}}{2uN}.
\]
In $R_{1,N}$, all four terms $A_n, B_n, C_n, D_n$ are larger than $4(n-1)^2a_+b_+$. Hence:

$$R_{1,N} \leq 4 \sum_{n=N+1}^{+\infty} e^{-8(n-1)^2a_+b_+},$$

from where (12) follows by (14).

For $R_{2,N}$, notice first that $|d| \leq 2\sqrt{a_+b_+}$, by Schwarz inequality. Hence:

$$R_{2,N} \leq \sqrt{2\pi} e^{2a_+b_+} \sum_{n=N+1}^{+\infty} e^{-\frac{\pi^2(2n)^2}{8a_+b_+} + e^{-\frac{\pi^2(2n-1)^2}{8a_+b_+}}}.$$

Using again (14) leads to (13).

As expected, the bound on $R_{1,N}$ decreases with $a_+b_+$, the bound on $R_{2,N}$ increases. Denote by $\tau_N$ the value of $a_+b_+$ such that both bounds are equal, and by $\varepsilon_N$ their common value. Computing $K_{1,N}$ if $a_+b_+ \geq \tau_N$ and $K_{2,N}$ else ensures $\varepsilon_N$ precision at least, whatever $a_1, b_1, a_2, b_2$. The values of $\tau_N$ and $\varepsilon_N$ for $N = 2, \ldots, 8$ are given in Table 1. In particular, for $N = 3$ a precision $\varepsilon_3 = 1.8 \cdot 10^{-17}$ is obtained, which is below current machine double precision. Thus $N = 3$ was chosen as default value in our implementation.

Computing more than two terms is usually not necessary. To illustrate this a Monte Carlo study has been conducted, over $10^6$ four-tuples of independent random values drawn in the interval $[0,10]$ with cumulative distribution function $(x/10)^{1/2}$. That choice ensured that wedge probabilities covered the whole range of $[0,1]$, with higher mass on values close to 0 or 1. For both sums the number of terms to convergence was defined as the first value of $N$ such that the remainder is smaller than $\varepsilon = 10^{-16}$. As predicted by Proposition 3.1, in all $10^6$ cases either $K_{1,N}$ or $K_{2,N}$ reached $\varepsilon$ precision with $N = 3$ terms or less. Actually, in 2.5% of the cases, the result was smaller than $\varepsilon$ or larger than $1 - \varepsilon$: no summation was needed. In 73.8% of the cases $N = 1$ sufficed to get $\varepsilon$ precision, and in 20.6% of the cases $N = 2$ terms were necessary; only in 0.56% of the cases were $N = 3$ terms necessary. Experimental

| $N$ | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-----|-----|-----|-----|-----|-----|-----|-----|
| $\tau_N$ | 1.380 | 1.136 | 1.030 | 0.973 | 0.937 | 0.912 | 0.895 |
| $\varepsilon_N$ | $2.9 \cdot 10^{-6}$ | $1.8 \cdot 10^{-17}$ | $5.1 \cdot 10^{-34}$ | $5.6 \cdot 10^{-56}$ | $2.3 \cdot 10^{-83}$ | $3.5 \cdot 10^{-116}$ | $1.9 \cdot 10^{-154}$ |

Table 1: Threshold and precision per number of terms computed.
results evidenced the need for an alternative to \( K_{1,N} \). Indeed, in 442 out of the \( 10^6 \) cases, the number of terms to convergence of \( K_{1,N} \) was larger than 100, and in 1558 cases it was larger than 50. Figure 1 presents the numbers of terms to convergence as a function of \( \log(a_+,b_+) \), for all \( 10^6 \) random values, and both \( K_{1,N} \) and \( K_{2,N} \). As expected, the numbers decrease for \( K_{1,N} \); they increase for \( K_{2,N} \).

![Figure 1: Number of terms to convergence as a function of \( \log(a_+,b_+) \) for \( K_{1,N} \) and \( K_{2,N} \), over \( 10^6 \) simulated values of \( a_1,b_1; a_2,b_2 \). The dashed vertical line marks the theoretical threshold for \( N = 3 \) i.e. \( \tau_3 = 1.136 \).](image)

**4 Implementation**

The calculation of successive terms in \( K_{1,N} \) or \( K_{2,N} \) is easily vectorized. This makes the computation of a vector of wedge probabilities relatively fast in pure \( R \) [22]. Our objective was to explore gains in computing time, using existing \( R \) tools. The most widely used of these tools is \texttt{Rcpp} [11]. It uses (usually faster) compiled \texttt{C++} code, interfaced with the \( R \) environment. Most computers now have a multicore architecture. However by default, both \( R \) or \texttt{Rcpp} use only one core. Taking full advantage of a multicore structure can be done for example through \texttt{RcppParallel} [2].
Numerical experiments have been made using vectors of simulated entries with the same distribution as in section 3: independent entries on $[0,10]$ with cumulative distribution function $\frac{x}{10^{1/2}}$. Five implementations were considered: pure R, one-core Rcpp, RcppParallel with 4, 6, and 8 cores. Table 2 reports running times on a MacBookPro Retina 15. The running time for $10^6$ values in pure R (0.725 second), can be considered satisfactory. However, the gain in time goes up to twentyfold if an eight-core architecture is used. One of the known limitations of vectorized versions in pure R is memory space: ours cannot deal with vectors larger than $10^7$ entries.

| $n$  | R  | Rcpp | RcppParallel (4) | RcppParallel (6) | RcppParallel (8) |
|------|----|------|------------------|------------------|------------------|
| $10^6$ | 0.725 | 0.169 | 0.05 | 0.044 | 0.036 |
| $10^7$ | 5.854 | 1.785 | 0.471 | 0.417 | 0.353 |
| $10^8$ | —   | 17.607 | 4.725 | 4.266 | 3.987 |

Table 2: Times in second for calculating wedge probabilities over vectors of size $n = 10^6, 10^7, 10^8$, in pure R, Rcpp, RcppParallel with 4, 6, 8 threads. For $n = 10^8$, calculations exceed memory space in pure R.

An R package wedge has been made available online [9]. In order to address installation issues for users not interested by a parallel version, the companion package wedgeParallel has been left as an option.
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