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Abstract—Coverage and capacity are the important metrics for performance evaluation in wireless networks, while the coverage and capacity have several conflicting relationships, e.g., high transmit power contributes to large coverage but high inter-cell interference reduces the capacity performance. Therefore, in order to strike a balance between the coverage and capacity, a novel model is proposed for the coverage and capacity optimization of simultaneously transmitting and reflecting surfaces (STAR-RISs) assisted networks. To solve the coverage and capacity optimization (CCO) problem, a machine learning-based multi-objective optimization algorithm, i.e., the multi-objective proximal policy optimization (MO-PPO) algorithm, is proposed. In this algorithm, a loss function-based update strategy is the core point, which is able to calculate weights for both loss functions of coverage and capacity by a min-norm solver at each update. The numerical results demonstrate that the investigated update strategy outperforms the fixed weight-based MO algorithms.

I. INTRODUCTION

For supporting increasing heterogeneous quality-of-service requirements of future wireless networks, an emerging communication paradigm, i.e., simultaneously transmitting and reflecting RISs (STAR-RISs) [1] becomes appealing. In contrast to conventional RISs [2], STAR-RISs are able to transmit and reflect the incident signal simultaneously, to achieve full space coverage. Therefore, it is an ultra-interesting question how STAR-RISs perform in terms of coverage and capacity. Note that coverage and capacity optimization (CCO) is one of the typical operational tasks mentioned by the 3rd Generation Partnership Project (3GPP) [3]. Since the coverage and capacity have several conflicting relationships, simultaneously optimizing them is important. For example, high transmit power contributes to large coverage but high inter-cell interference reduces the capacity performance. To this end, multi-objective machine learning (MOML) [4] can be a potential solution.

Conventional performance optimization for STAR-RISs assisted networks focuses on a single objective: capacity or coverage. For capacity performance, there are some primary works. In [5], a partitioning algorithm was proposed to determine the proper number of transmitting/reflecting elements that need to be assigned to each user, and maximize the system sum-rate. In STAR-RISs assisted non-orthogonal multiple access systems, the authors of [6] proposed a suboptimal two-layer iterative algorithm to maximize the achievable sum rate. For coverage performance, only one recent work has discussed its optimization problem. The STAR-RISs assisted two-user communication networks were studied in [7], where the one-dimensional search-based algorithms were proposed to obtain the optimal coverage range. There are mainly three CCO methods based on MOML: 1) Keep one objective in the objective function and move the rest objectives to constraints, while the obtained results are usually sub-optimal. 2) Assign a fixed weight to each objective. This method achieves the optimal results in a single scenario, while it cannot be used in other weight combinations, i.e., other network operation designs. 3) Obtain a set of optimal solutions according to Pareto-based multi-objective optimization algorithms, where one of these solutions can be selected to meet any specific optimization requirement. For the first method, an reinforcement learning (RL)-based solution for coverage and capacity optimization using base station antenna electrical tilt in mobile networks was proposed in [8]. For the second method, in [9], a minimization of drive tests-driven deep RL algorithm was investigated to optimize coverage and capacity with fixed weights. For the third method, the authors in [10] developed and compared two RL-based approaches for maximizing coverage and capacity.

As can be seen from related works, the CCO of STAR-RISs assisted wireless networks is still at its early stage. Modeling the STAR-RISs assisted networks for coverage and capacity and exploring the RL-based solutions of simultaneously optimizing the coverage and capacity are still challenges. To solve these challenges and fully reap the advantages of STAR-RISs, in this paper, we propose a new ML-based on proximal policy optimization (PPO), named multi-objective PPO (MO-PPO), to provide the maximal coverage and capacity for STAR-RISs assisted networks. The main contributions of this paper can be summarized as follows: 1) We propose a new model for a narrow-band downlink STAR-RISs assisted network and formulates the CCO problem of STAR-RIS assisted networks by jointly optimizing the transmit power, the phase shift matrix to solve CCO problem. 2) We adopt a loss function-based update strategy for the MO-PPO algorithm, which is capable of simultaneously obtaining maximum coverage and capacity. 3) We demonstrated that the loss function-based update strategy MO-PPO algorithms are achieving higher benefits than the benchmarks.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider a narrow-band downlink STAR-RISs assisted network consisting of two single-antenna BSs and \( N_s \) STAR-RISs of the same size equipped with \( K = K_H K_V \) reconfigurable elements, where \( K_H \) and \( K_V \) denote the number of elements per row and column, respec-
Fig. 1: Illustration of considered STAR-RISs assisted networks. The serving range is defined as a square region with the length of the side \( R_a \). The BSs are located at the bottom left and bottom right corners with the same height \( h_b \), while STAR-RISs with the height \( h_a \) are deployed at designated locations in the square region. Assuming a three-dimensional (3D) Cartesian coordinate system, where the origin is set at the top-left corner. The locations of two BSs and \( n_s \)-th STAR-RISs are denoted by \( B_1 = (R_a, 0, h_b) \), \( B_2 = (R_a, R_a, h_b) \), and \( A_{n_s} = (x_{n_s}, y_{n_s}, h_a) \), respectively. Note that \( h_a \) is the height of each STAR-RISs module (including its stand and STAR-RISs), which is far lower than the height of BSs. Therefore, there is a direct link between each BS and any given sampling point. To characterize the coverage and capacity, the region is discretized into numerous square grids with the length of the side \( R_g \), while the center point of each grid acts as the sample point. Accordingly, the total number of grids is \( N = [R_a/R_g]^2 \), where the set of sample points can be denoted as \( s = \{s_1, s_2, \ldots, s_N\} \). In practical networks, in order to characterize the importance of each grid at each timestep \( t \), two time-related weights, \( w_{cov, i}(t) \) and \( w_{cap, i}(t) \), are assigned for coverage and capacity of each sample point \( s_i \) (\( i \in [1, N] \)), respectively. Moreover, the weights have been unified, i.e., \( \sum_{i=1}^{N} w_{cov, i}(t) = 1 \) and \( \sum_{i=1}^{N} w_{cap, i}(t) = 1 \). In this system model, we study to achieve long-term communication with a time period \( T \). For each sample point at any timestep, the weighted assignments \( w_{cov, i}(t) \) and \( w_{cap, i}(t) \) are influenced by the previous network performance and resource allocation strategy. Therefore, the considered problem can be regarded as a Markov Decision Process (MDP).

A. Spatially Correlated Channel Model

In this section, the fading channels from BSs to STAR-RISs, from STAR-RISs to sample points, and from BSs to sample points are introduced, as well as their spatial channel correlations. Denote \( \Phi_{\delta,n_s,a} \) as the coefficients of \( n_s \)-th STAR-RISs with mode \( \delta \), where \( \delta \in \{\text{Re}, \text{Tr} \} \) represents the reflection and transmission modes. Due to the high path loss, this work assume that signals are only reflected and transmitted by the STAR-RISs once. We consider the assumption of STAR-RISs with same constant amplitude and continuous phase shifters in each mode, where the phase shifters can be expressed as: \( \phi_{\delta,n_s,a} \in [0, 2\pi], \forall \delta \in \{1, 2, \ldots, K_\delta \} \), where \( K_\delta \) is the total number of elements of STAR-RISs with mode \( \delta \). The coefficients of \( n_s \)-th STAR-RISs are denoted as \( \Phi_{\delta,n_s,a} = \Phi_{\text{Re},n_s,a} \Phi_{\text{Tr},n_s,a} = \text{diag}(\sqrt{\beta_{\text{Re},n_s,a}}, \sqrt{\beta_{\text{Tr},n_s,a}}) \), where \( \sqrt{\beta_{\delta,n_s} \in (0, 1]} \). For each sample point at any timestep, the channel from \( a \)-th BS to \( s_i \)-th STAR-RISs, from \( n_s \)-th STAR-RISs to \( s_i \)-th sample point with mode \( \delta \), and from \( a \)-th BS to \( s_i \)-th sample point, respectively. Here, the channels \( h_{a,n_s,a} \), \( h_{\delta,n_s,a} \), and \( h_{a,s_i} \) can be modeled as Rician fading model, which are expressed as:

\[
\begin{align*}
\text{LOS} & \quad h_{a,n_s,a} = \sqrt{L_\text{aR}} \left( \frac{\alpha_{aR}}{1 + \alpha_{aR}} h_{a,n_s} + \frac{1}{1 + \alpha_{aR}} h_{n_s} \right), \\
\text{NLOS} & \quad h_{\delta,n_s,a} = \sqrt{L_\text{aR}} \left( \frac{\alpha_{\text{RP}}}{1 + \alpha_{\text{RP}}} h_{\delta,n_s,a} + \frac{1}{1 + \alpha_{\text{RP}}} h_{n_s} \right), \\
\text{C} & \quad h_{a,s_i} = \sqrt{L_\text{aP}} \left( \frac{\alpha_{\text{RP}}}{1 + \alpha_{\text{RP}}} h_{a,s_i} + \frac{1}{1 + \alpha_{\text{RP}}} h_{n_s} \right),
\end{align*}
\]

where \( L_\text{aR} \) and \( \alpha_{aR} \in \{\text{aR}, \text{RP}, \text{aP} \} \) denote the corresponding path loss and Rician factor, respectively. \( h_{a,s_i}^{\text{LOS}} \) denotes the deterministic LOS component of the channel from \( a \)-th BS to \( s_i \)-th sample point, whose values sampled as \( \sim \mathcal{CN}(0, 1) \). \( h_{a,s_i}^{\text{NLOS}} \) are the deterministic NLOS components for the channels from \( a \)-th BS to \( s_i \)-th STAR-RISs, and from \( n_s \)-th STAR-RISs to \( s_i \)-th sample point, respectively. Among them, \( h_{a,n_s}^{\text{LOS}} \) and \( h_{a,n_s}^{\text{NLOS}} \) denote 3D distance between \( a \)-th BS and \( n_s \)-th STAR-RISs, and 3D distance between \( n_s \)-th STAR-RISs and \( s_i \)-th sample point, while \( h_{\delta,n_s}^{\text{LOS}} \) and \( h_{\delta,n_s}^{\text{NLOS}} \) denote 2D distance between \( a \)-th BS and \( n_s \)-th STAR-RISs, and 2D distance between \( n_s \)-th STAR-RISs and \( s_i \)-th sample point. The \( x_{n_s} \), \( x_{s_i} \) indicate the \( n_s \)-th STAR-RISs, and \( s_i \)-th sample point, re-
respectively. $h_{n,t}^{\text{NLOS}} \sim \mathcal{CN}(0, E[h_{n,t}^{\text{NLOS}} (h_{n,t}^{\text{NLOS}})^H])$, $h_{n,s,t}^{\text{NLOS}} \sim \mathcal{CN}(0, E[h_{n,s,t}^{\text{NLOS}} (h_{n,s,t}^{\text{NLOS}})^H])$, and $h_{n,s,t}^{\text{NLOS}} \sim \mathcal{CN}(0, 1)$ are the non-line-of-sight (NLOS) components modeled as Rayleigh fading. Furthermore, for path loss $L_u$, it can be modeled as $L_u = C_0 d_0^{-\gamma}, \forall \in \{\{a, n_a\}, \{n_s, s\}, \{a, s\}\},$ where $C_0 = (c/4\pi d_0 f_c)$ denotes the path loss at the reference distance $d_0 = 1$ m under carrier frequency $f_c$, $c$ is the velocity of light, and $\gamma_v$ represents the path loss factor.

### B. Signal Model

Since the size of STAR-RISs module affects the direct link, the received signal $y_{a,n,s,t} \in \mathbb{C}$ from the $a$-th BS to the $s_i$-th sample point via $n_s$-th STAR-RISs is determined by $1_{n_s}$. Thus, the received signal $y_{a,n,s,t}$ can be written as:

$$y_{a,n,s,t} = \begin{cases} h_{n,s,t}^H \Phi_{n,s,t} h_{a,n,s} + h_{a,s,t} & \text{if } n_s = 1, 1_{n_s} = 1, \\ h_{n,s,t}^H \Phi_{n,s,t} h_{a,n,s} + \Phi_{n,s,t} h_{a,s,t} & \text{if } n_s = 1, 1_{n_s} = 0, \\ h_{n,s,t}^H \Phi_{n,s,t} h_{a,n,s} & \text{if } n_s = 0, \end{cases} \quad (7)$$

where the total transmit power $P_t = |x|^2$ and $n \sim \mathcal{CN}(0, \sigma^2)$ is the additive white Gaussian noise variance. $\pi$ is an indicator that characterizes the direct link between $a$-th BS and $s_i$-th sample point. $\pi = 1$ denotes that there is a direct link between $a$-th BS and $s_i$-th sample point, while $\pi = 0$ denotes the direct link between $a$-th BS and $s_i$-th sample point is blocked. Based on the received signal power, the reference signal receiving power (RSRP) can be defined as the maximal useful signal power from all possible sources. The RSRP at the sample point $s_i$ is given by:

$$\text{RSRP}_{s_i} = \max_{a \in \{1, \ldots, N_s\}, n_s \in \{1, \ldots, N_s\}} |y_{a,n,s,t} - n|^2. \quad (8)$$

The achievable signal-to-interference-plus-noise ratio (SINR) of $s_i$-th sample point is calculated as follows:

$$\text{SINR}_{a,n,s,t} = \frac{\sum_{a=1}^{N_s} \sum_{a'=1}^{N_s} |y_{a,n,s,t} - n|^2}{\sum_{a=1}^{N_s} \sum_{a'=1}^{N_s} (|y_{a',n',s,t} - n_{a',n'}|^2 + n^2)}, \quad (9)$$

where $a = 1, a' = 2$; and $a = 2, a' = 1$, otherwise. Assume the RSRP threshold for all sample points is $R_{th}$, the weighted coverage ratio at time step $t$ can be written as:

$$\text{Coverage}(t) = \frac{\sum_{s=1}^{N_s} w_{\text{cov},s}(t) \cdot s(t)}{B \log_2(1 + \text{SINR}_{a,n,s,t}(t))}, \quad (10)$$

where $s(t) = \{s_1(t), s_2(t), \ldots, s_N(t)\}$ is the set of the sample points at time $t$ that satisfy the condition $\text{RSRP}_{s_i(t)} \geq R_{th}, s_i(t) \in s(t)$. $w_{\text{cov},s}(t) = \{w_{\text{cov},s_1(t)}, w_{\text{cov},s_2(t)}, \ldots, w_{\text{cov},s_N(t)}\}$ is the normalized corresponding coverage weights for the sample points $s(t)$. For the network capacity, it is mainly determined by SINR, so at the time step $t$, the weighted capacity can be represented by:

$$\text{Capacity}(t) = \sum_{s=1}^{N_s} w_{\text{cap},s}(t) \cdot B \log_2(1 + \text{SINR}_{a,n,s,s}(t)),$$

where $B$ is the system bandwidth and $a^n_s = \arg\max_{a \in \{1, \ldots, N_s\}, n_s \in \{1, \ldots, N_s\}} |y_{a,n,s,t} - n|^2$. According to equation (8), when the transmit power $P_t(t)$ increases, the coverage will also increase with the increases of the RSRP.
state space $S$, and carries out an action $A_t$ from action space $A$. The received reward $R \subseteq \mathbb{R}$ is calculated by the current state and action, and determine the transition probability to the next state $S_{t+1}$. Additionally, since the locations of STAR-RISs are pre-determined, the distance between any BS and $n_s$-th STAR-RISs is fixed. The coverage and capacity are determined by the distance between STAR-RISs and $s_i$-th point and the corresponding phase shift of the STAR-RISs, according to the (10) and (11). Thus, the state $S_t$ can be defined symbolically as follows:

$$S_t = \{\beta_{Re,n_s}(t), \beta_{Tr,n_s}(t), \Phi_{Re,n_s}(t), \Phi_{Tr,n_s}(t), P_t(t)\}.$$  \hspace{1cm} (13)

For the action $A_t$, the $\beta_{Tr,n_s}$ of STAR-RISs is discretized with small step $z$ as numerous values between $(0,1)$, while the $\beta_{Re,n_s}$ is determined by $(1 - \beta_{Tr,n_s})$ based on the energy constraint policy. In the MO-PPO algorithm, the category distributions of available locations and phase shifts of STAR-RISs are constructed first. Then, the agent samples phase shifts as an action according to the probability determined by the actor network. The action $A_t$ can be expressed as follows:

$$A_t = \Delta \beta_{Re,n_s}, \Delta \beta_{Tr,n_s}, \Delta \Phi_{Re,n_s}, \Delta \Phi_{Tr,n_s}, \Delta P_t.$$  \hspace{1cm} (14)

where $\Delta \beta_{Re,n_s} \in \{z, 2z, \ldots, 1-z\}$, $\Delta \beta_{Tr,n_s} \in \{1 - z, 1 - 2z, \ldots, z\}$, and $\Delta \Phi_{Re,n_s} \in \{\phi_{n_s,1}, \phi_{n_s,2}, \ldots, \phi_{n_s,K}\}$ denote the possible values for the transmission amplitude, reflection amplitude, and possible phases for $n_s$-th STAR-RISs with mode $\delta$, respectively. The $\Delta P$ is chosen from $[0, zP_{max}, 2zP_{max}, \ldots, P_{max}]$. For $k$-th element, the phase is randomly selected from $[0, 2\pi]$. To obtain the maximum transmission coverage and capacity that BSs are able to achieve in the time period $T$, the reward is denoted as the difference of coverage $\Delta \text{Cov}_{t \rightarrow t+1}$ and capacity $\Delta \text{Cap}_{t \rightarrow t+1}$ in adjacent time steps, which can be expressed as:

$$R_t(S_t, A_t) = [\Delta \text{Cov}_{t \rightarrow t+1}, \Delta \text{Cap}_{t \rightarrow t+1}].$$  \hspace{1cm} (15)

In this work, we propose a novel framework for the MO-PPO algorithm, where two update strategies, i.e., AVUS and LFUS, are employed for the PO-based MO-PPO algorithms.

**B. Loss Function-based Update Strategy**

In this work, we consider an update strategy for the Pareto optimal-based MO-PPO algorithm, i.e., the loss function-based update strategy, where the multi-task learning (MTL) method is employed. Different from the conventional update strategy, here are multiple gradient policies that need to be updated simultaneously. In the MTL-based MO-PPO problem, the empirical risk minimization formulation is generally followed:

$$\min_{\mathbf{\theta}} \sum_{m=1}^{M} \varphi^m \hat{L}^m(\mathbf{\theta}),$$  \hspace{1cm} (16)

where $\varphi^m$ and $\hat{L}^m(\mathbf{\theta})$ denote the weights for $m$-th task and the empirical loss of $m$-th task. Consider two sets of solutions $\mathbf{\theta}_1$ and $\mathbf{\theta}_2$, if $\hat{L}^1(\mathbf{\theta}_1) > \hat{L}^1(\mathbf{\theta}_2)$ and $\hat{L}^2(\mathbf{\theta}_1) < \hat{L}^2(\mathbf{\theta}_2)$, it can be obtained that the two sets are mutually non-dominated, and therefore belong to the Pareto front. In this case, MTL problem can be formulated as MO optimization to explore the optimal results for conflicting objectives, where the vector-valued loss $L$ are employed as follows:

$$\min_{\mathbf{\theta}} L(\mathbf{\theta}) = \min_{\mathbf{\theta}} [\hat{L}^1(\mathbf{\theta}), \hat{L}^2(\mathbf{\theta}), \ldots, \hat{L}^M(\mathbf{\theta})]^T.$$  \hspace{1cm} (17)

Hence, the optimization of equation (17) is to find PO solutions. Define $\mathcal{F} = \{L(\mathbf{\theta})\}$, $\mathbf{\theta} \in \mathbf{\Theta}$ as the Pareto front, where $\mathbf{\Theta}$ and $\mathbf{\Theta}$ denote the any one set of optimal parameters and all possible sets of optimal parameters.

1) **Multiple Gradient Descent Algorithms (MGDA):** Multiple gradient descent algorithms (MGDA) [12] is a proper method to converge to the Pareto stationary solution problem. According to the Karush-Kuhn-Tucker (KKT) conditions, there exists $\nu_1, \nu_2, \ldots, \nu_M$ such that:

- $\nu_1, \nu_2, \ldots, \nu_M \geq 0$.
- $\sum_{m=1}^{M} \nu_m = 1$ and $\sum_{m=1}^{M} \nu_m \nabla L^m(\mathbf{\theta}) = 0$.

Before handling the MGDA algorithms, the objectives may have values of the different scales, while MGDA is sensitive to the different ranges. Thus, the following gradient normalization method is invoked to alleviate the value range:

$$\nabla_{\mathbf{\theta}} L(\mathbf{\theta}) = \frac{\nabla_{\mathbf{\theta}} L(\mathbf{\theta})}{L(\mathbf{\theta})},$$  \hspace{1cm} (18)

where $\mathbf{\theta}$ is the initial parameters of the model. Consequently, the range of loss function has been limited to $[0,1]$.

**Definition 1.** A solution $\mathbf{\theta}_1$ dominates a solution $\mathbf{\theta}_2$ if for all objectives satisfying $\hat{L}^m(\mathbf{\theta}_1) \leq \hat{L}^m(\mathbf{\theta}_2)$, while exists at least one objective satisfying $\hat{L}^m(\mathbf{\theta}_1) < \hat{L}^m(\mathbf{\theta}_2)$, $\forall m, n \in \{1,2,\ldots,M\}$.

**Definition 2.** A solution $\mathbf{\theta}_1$ is PO solution while there is no any other solution $\mathbf{\theta}_2$ dominates $\mathbf{\theta}_1$.

**Definition 3.** All non-dominated solutions $\mathbf{\theta}$ are Pareto set.

The solution that satisfies the conditions above is defined as a Pareto stationary solution, while the Pareto optimal solution is Pareto stationary solution. Since it has two objectives in problem (12), the optimization problem can be defined as follows:

$$\min_{\nu \in [0,1]} ||\nu \nabla_{\mathbf{\theta}} L^1(\mathbf{\theta}) + (1 - \nu) \nabla_{\mathbf{\theta}} L^2(\mathbf{\theta})||^2_2,$$  \hspace{1cm} (19)

where $|| \cdot ||^2_2$ and $\nabla_{\mathbf{\theta}}$ denote the L2 norm and gradient descent (GD) operator. Define $\nabla_{\mathbf{\theta}} L(\mathbf{\theta}) = \sum_{m=1}^{M} \nu_m \nabla_{\mathbf{\theta}} \hat{L}^m(\mathbf{\theta})$, we have that: if $\nabla_{\mathbf{\theta}} L(\mathbf{\theta}) = 0$, the solution is Pareto stationary; otherwise, it isn’t Pareto stationary and $\nabla_{\mathbf{\theta}} L(\mathbf{\theta})$ is the general GD vector. The optimization problem defined in (19) is equivalent to finding a minimum-norm point in the convex hull, which is a convex quadratic problem with linear constraints. Thus, an analytical solution to equation (19) can be expressed as:

$$\nu = \left\{ \nabla_{\mathbf{\theta}} L^2(\mathbf{\theta}) - \nabla_{\mathbf{\theta}} L^1(\mathbf{\theta}) \right\} \left\{ \nabla_{\mathbf{\theta}} L^1(\mathbf{\theta}) - \nabla_{\mathbf{\theta}} L^2(\mathbf{\theta}) \right\}^{-1},$$  \hspace{1cm} (20)

where $\{\nu\}_{[0,1]}$ represents clipping $\nu$ to $[0,1]$. Alternate optimization of GD vector and $\nu$ produces different $\nu$, which covers all Pareto optimal solutions under constraints to form Pareto front. According to the system model, it’s suitable to select one PO solution as the optimal result. Therefore, we select the worse objective value optimized by the Pareto optimal solution between two objectives for comparison, and the smaller one is the final desired optimal solution.

2) **Loss Function:** Our goal is to train one policy containing two sub-policies, where each objective has a specific loss
function and shares all parameters. Thus, combing with the PPO algorithm, the loss function for the MO-PPO algorithm based on the No clipping or penalty method, clipped method, and KL Penalty method can be expressed as (21), (22), and (23), where \( \hat{A}_t \) is an advantage estimator, it can be expressed as (24). The pseudo code of the algorithm is shown in Algorithm 1.

**Algorithm 1** Pareto optimal-based MO-PPO algorithm, loss function-based update strategy

**Input:**
- PPO network structure.

**Output:** The policy network.

1: **Initialize:** Hyperparameters of PPO network.
2: **for** iteration = 1, 2, \( \cdots \) **do**
3: **for** objective = 1, 2, \( \cdots \) **do**
4: **for** actor = 1, 2, \( \cdots \), N **do**
5: Run policy \( \pi_{\theta} \) in environment for \( T \) timesteps for each objective.
6: Compute advantage estimates \( \hat{A}_1, \cdots, \hat{A}_T \) for each objective.
7: **end for**
8: **end for**
9: Calculate loss function \( L \) wrt \( \theta \), with \( U \) epochs and minibatch size \( M \leq U \) update frequency, according to equation (21), (22), or (23).
10: Update \( \theta \) by min-norm solver.
11: **end for**

IV. Numerical Results

In this section, we provide numerical results to evaluate the performance of the proposed MO-PPO algorithm and the explored Pareto-optimal solution. Without loss of generality, a Poisson traffic model is employed to estimate the traffic flows or data sources in the proposed system model. The hyperparameters for algorithms training are denoted as the default of the original PPO algorithm [13]. Additionally, there are two cases are conceived to help evaluate the proposed update strategies: **Weights 0.3 and 0.7** and **Weights 0.6 and 0.4**, which indicates that the weights of coverage and capacity are fixed as 0.3 and 0.7, 0.6 and 0.4, respectively. Then, we discuss obtained approximate Pareto front (PF) by proposed strategy, the number of STAR-RISs, and the number of elements in STAR-RISs on the optimal coverage and capacity.

![Fig. 2: Approximate PFs, \( N_x = 2, K = 8 \).](image)

1) Approximate PF by Proposed Strategy: As shown in Fig. 2, we provide the approximate PF under LFUS with different signal frequency. Note that, the capacity and coverage are the cumulated results in a time period, where the optimized weights for coverage and capacity are dynamic in the proposed strategies. Compared to BM1 and BM2, the coverage and capacity of the solutions on the two fronts both satisfy the PO definition, where at least one of them is better than the benchmarks. It is obtained that a dynamic combination for

\[
L^{\text{NCIP}}(\theta) = \min_{\nu \in [0,1]} \left\| \nu E_t \left\{ \min \left[ \frac{\pi_{\theta}(S_t,A_t)}{\pi_{\theta}(S_t',A_t')} \hat{A}_{t}^\pi \right] \right\} + (1-\nu) E_t \left\{ \min \left[ \frac{\pi_{\theta}(S_t,A_t)}{\pi_{\theta}(S_t,A_t)} \hat{A}_{t}^\pi \right] \right\} \right\|_2^2
\]  
(21)

\[
L^{\text{CLIP}}(\theta) = \min_{\nu \in [0,1]} \left\| \nu E_t \left\{ \min \left[ \frac{\pi_{\theta}(S_t,A_t)}{\pi_{\theta}(S_t,A_t)} \hat{A}_{t}^\pi, \text{clip} \left( \frac{\pi_{\theta}(S_t,A_t)}{\pi_{\theta}(S_t,A_t)}, 1 - e, e \right) \hat{A}_{t}^\pi \right] \right\} 
+ (1-\nu) E_t \left\{ \min \left[ \frac{\pi_{\theta}(S_t,A_t)}{\pi_{\theta}(S_t,A_t)} \hat{A}_{t}^\pi, \text{clip} \left( \frac{\pi_{\theta}(S_t,A_t)}{\pi_{\theta}(S_t,A_t)}, 1 - e, e \right) \hat{A}_{t}^\pi \right] \right\} \right\|_2^2
\]  
(22)

\[
L^{\text{KL}}(\theta) = \min_{\nu \in [0,1]} \left\| \nu E_t \left\{ \min \left[ \frac{\pi_{\theta}(S_t,A_t)}{\pi_{\theta}(S_t,A_t)} \hat{A}_{t}^\pi, \beta \text{KL}(\pi_{\theta}(S_t),\pi_{\theta}(S_t)) \right] \right\} 
+ (1-\nu) E_t \left\{ \min \left[ \frac{\pi_{\theta}(S_t,A_t)}{\pi_{\theta}(S_t,A_t)} \hat{A}_{t}^\pi, \beta \text{KL}(\pi_{\theta}(S_t),\pi_{\theta}(S_t)) \right] \right\} \right\|_2^2
\]  
(23)

\[
\hat{A}_{t}^\pi = \sum_{t} Q_{\pi}(S_t,A_t) - V_{\pi}(S_t) = R_t + \gamma R_{t+1} + \gamma^2 R_{t+2} + \cdots + \gamma^{T-t+1} R_{T-1} + \gamma^{T-t} V_{\pi}(S_T) - V_{\pi}(S_t).
\]  
(24)
Fig. 3: The Optimized coverage and capacity for the MO-PPO algorithm with fixed weights, action value-based update strategy, and loss function-based update strategy with different number $N_e$ of STAR-RISs, $K = 8$ and with different elements $K$ of each STAR-RISs, $N_s = 2$.

C CO in a time period is better than the fixed assignment of coverage and capacity. Moreover, the performance of different frequencies on STAR-RIS is an interesting question. When the system bandwidth is the same, mmWave is able to provide better capacity due to channel and frequency characteristics, while sub-6 GHz provides better coverage. Here, the channel model of the mmWave signal only considers LoS component in (4) - (6). According to the proposed strategy, we randomly select one result from approximate PF based on LFUS for discussion.

2) Impact of the Number of STAR-RISs: Fig. 3 depicts the optimized coverage and capacity versus the different numbers of STAR-RISs. In this scenario, the elements $K$ are defined as: $K = 8$. As shown in Fig. 3(a), the coverage of all cases keeps growing steadily as the number of STAR-RISs increases. When the number of STAR-RISs $N_e$ reaches 4, the coverage of the Weights 0.3 and 0.7 and Weights 0.6 and 0.4 case can be promoted to over 0.4, and the proposed update strategy can arrive over 0.6. For the capacity depicted in Fig. 3(b), the gap between the loss function update strategy and Weights 0.4 and 0.6 case are enlarged from 0.39 bits/s/Hz to 11.88 bits/s/Hz as the number of STAR-RISs $N_e$ increasing. These are because, with the increase in the number of STAR-RISs, STAR-RISs can help to compensate the received RSRP of some sample points to reach $R_{th}$, where channels among these sample points and BS are severely attenuated by the distance. Thus, the proposed update strategy outperforms the benchmarks.

3) Impact of the Number of Element in Each STAR-RISs: Fig. 3 describes the optimized coverage and capacity versus the different number of elements in each STAR-RISs. In this scenario, the number of STAR-RISs $N_e$ is defined as: $N_e = 2$. It can be observed that the coverage shows a slight change in Fig.3(c), while the maximum gaps among the optimized capacity of three cases in Fig.3(d) keep increasing from 3.31 bits/s/Hz to 15.22 bits/s/Hz as the number of elements in each STAR-RISs upgrades. These are because the role of each element is to transmit the BS signal to each sampling point while increasing the number of elements of each STAR-RISs is adding multiple links to reduce loss. Compared with increasing the number of STAR-RISs, increasing the number of elements does not change the channel fast fading characteristics of distant sample points. Therefore, it can be obtained that the proposed update strategy outperforms the benchmarks.

In this paper, we proposed a new model for dynamic CCO in STAR-RISs assisted wireless networks, by optimizing the transmit power and the phase shift matrix. In order to simultaneously optimize the coverage and capacity, a loss function-based update strategy was investigated. The core idea of the proposed strategy was to consider the two-loss function for coverage and capacity, which was dynamically assigned the weights by a min-norm solver at each update. The numerical results proved that when considering the different number of STAR-RISs and the different number of elements in the STAR-RISs, the investigated update strategy outperforms the fixed weight-based MO algorithms.
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