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Abstract
A question proposed by Kimura and proved by Ruehr, Kimura and others in 1980 states that for any function $f$ continuous on $[-\frac{1}{2}, \frac{3}{2}]$ one has

$$\int_{-\frac{1}{2}}^{\frac{3}{2}} f(3x^2 - 2x^3) dx = 2 \int_{0}^{1} f(3x^2 - 2x^3) dx.$$

In his proof Ruehr indicates, without giving an explicit proof, that this identity, applied to $f(t) = t^n$, implies two identities involving binomial sums, namely (after correction of a misprint)

$$\sum_{0 \leq j \leq n} 3^j \binom{3n-j}{2n} = \sum_{0 \leq j \leq 2n} (-3)^j \binom{3n-j}{n}$$

and

$$\sum_{0 \leq j \leq n} 2^j \binom{3n+1-2n-j}{n-j} = \sum_{0 \leq j \leq 2n} (-4)^j \binom{3n+1}{n+1+j}.$$

Using two identities given in a book of Comtet we provide an easy explicit way of deducing these identities from the above equality between integrals. Our derivation shows a link with the incomplete beta function, the binomial distribution law, the negative binomial distribution law, and a lemma used in a proof of a very weak form of the $(3x + 1)$-conjecture.

1 The Kimura-Ruehr identity and its combinatorial consequences

In the section “Problems and Solutions” of a 1980 issue of the Monthly [8], Kimura proposed and Ruehr, Kimura and others proved, a curious result involving definite integrals, namely: if $f$ is continuous on $[-\frac{1}{2}, \frac{3}{2}]$, then

$$\int_{-\frac{1}{2}}^{\frac{3}{2}} f(3x^2 - 2x^3) dx = 2 \int_{0}^{1} f(3x^2 - 2x^3) dx.$$

In his (trigonometric) proof Ruehr writes that this equality is equivalent to all such equalities where $f(t) = t^n$, and $n$ any nonnegative integer. He then writes “The next natural step, introducing binomial expansions and integrating term by term, leads, however to several combinatorial identities such as (...) which are apparently new and no easier to prove than the original equations. Their validity, of course, follows from the trigonometric proof”. The combinatorial identities are indicated in the abstract above (after correction as indicated in [10], also see [4]). The author of the present paper tried to deduce the combinatorial identities from the identity between definite integrals, then he asked colleagues: no immediate proof was found. Other papers on these combinatorial identities give some generalizations, but none gives the “missing” proof. The purpose of the present paper is to provide an explicit reasonably simple proof that puts to light two exercises in the famous book of Comtet on Combinatorics. Furthermore it shows a relationship with the incomplete beta function, the binomial distribution law, the negative binomial distribution law, and a lemma used in a proof of... a very weak form of the $(3x + 1)$-conjecture.
2 Two exercises from Comtet’s book on combinatorics

The nice books of Comtet on Combinatorics exist in two versions, a French one in two volumes and an English one. Among the multitude of results in these books, there are in the French version [5] two exercises (Exercise 12 p. 91 and Exercise 35 p. 179) giving (classical?) equalities relating certain binomial sums and integrals. The first exercise is present in the English version [6] (Exercise 12 p. 76), while the second exercise seems to be missing (except for the particular case \( x = 1/2 \), see bottom of Page 72). We state these two exercises in the following proposition.

**Proposition 1**

\[
\sum_{0 \leq i \leq k} \binom{n}{i} n^{a - i} b^i = (n - k) \binom{n}{k} \int_b^{a+b} t^k(a + b - t)^{n-k-1} dt
\]

and

\[
\sum_{m \leq k \leq n} \binom{k-1}{m-1} x^m (1 - x)^{k-m} = \sum_{m \leq k \leq n} \binom{n}{k} x^k (1 - x)^{n-k}.
\]

**Proof.** To keep this paper self-contained we offer elementary proofs for these two equalities.

- Equality (1) is proved by induction on \( k \). It is clearly true for \( k = 0 \). Suppose it is true for \( k \), then, integrating by parts, one has

\[
(n - (k + 1)) \binom{n}{k + 1} \int_b^{a+b} t^k(a + b - t)^{n-(k+1)-1} dt
\]

\[
= \binom{n}{k + 1} (k + 1) a^n k - 1 + \int_b^{a+b} (k + 1) t^k(a + b - t)^{n-k-1} dt
\]

\[
= \binom{n}{k + 1} b^n k - 1 a^n k - 1 + (n - k) \binom{n}{k} \int_b^{a+b} t^k(a + b - t)^{n-k-1} dt
\]

\[
= \binom{n}{k + 1} b^n k - 1 a^n k - 1 + \sum_{0 \leq i \leq k} \binom{n}{i} a^n i b^i \quad \text{(from the induction hypothesis)}
\]

- In order to prove Equality (2) we first make on the first sum the change of index \( k = m + j \), on the second sum the change of index \( j = n - k \), and we define \( N = n - m \), so that Equality (2) becomes

\[
\sum_{0 \leq j \leq N} \binom{m - 1 + j}{m - 1} x^m (1 - x)^j = \sum_{0 \leq j \leq N} \binom{N + m}{N + m - j} x^{N + m - j} (1 - x)^j
\]

or, equivalently,

\[
\sum_{0 \leq j \leq N} \binom{m - 1 + j}{m - 1} (1 - x)^j = \sum_{0 \leq j \leq N} \binom{N + m}{j} x^{N - j} (1 - x)^j.
\]

Define, for \( m \geq 1 \),

\[
f(m, N) = \sum_{0 \leq j \leq N} \binom{m - 1 + j}{m - 1} (1 - x)^j \quad \text{and} \quad g(m, N) = \sum_{0 \leq j \leq N} \binom{N + m}{j} x^{N - j} (1 - x)^j.
\]

By using Pascal’s rule, we write for \( j \geq 1 \),

\[
\binom{j + k}{j} = \binom{j + k - 1}{j} + \binom{j + k - 1}{j - 1} \quad \text{and} \quad \binom{N + 1 + j}{j} = \binom{N + j}{j} + \binom{N + j}{j - 1},
\]
so that
\[ f(j + 1, N) = (1 - x)f(j + 1, N - 1) + f(j, N) \]
\[ g(j + 1, N) = g(j, N) + (1 - x)g(j + 1, N - 1). \]

This implies
\[
\sum_{1 \leq j \leq m} (f(j + 1, N) - f(j, N)) - \sum_{1 \leq j \leq m} (g(j + 1, N) - g(j, N)) = (1 - x) \sum_{1 \leq j \leq m} (f(j + 1, N - 1) - g(j + 1, N - 1)). \tag{4}
\]

But it is straightforward that
\[
f(1, N) - g(1, N) = \sum_{0 \leq j \leq N} \binom{j}{0} (1 - x)^j - \sum_{0 \leq j \leq N} \binom{N + 1}{j} x^{N-j} (1 - x)^j
= \frac{1 - (1 - x)^{N+1}}{x} - \left( \frac{1^{N+1} - (1 - x)^{N+1}}{x} \right) = 0.
\]

So that Equality (4) implies
\[
f(m + 1, N) - g(m + 1, N) = (1 - x) \sum_{1 \leq j \leq m} (f(j + 1, N - 1) - g(j + 1, N - 1)).
\]

An easy induction on \( N \) then shows that, for all \( N \geq 0 \) and for all \( m \geq 1 \), one has \( f(m, N) = g(m, N) \) (the initial case \( N = 0 \) is trivial), which proves Equality (3) hence Equality (2). \( \square \)

Two immediate corollaries are given below.

**Corollary 1** Let \( n \) be an integer \( \geq 0 \). Then
\[
\sum_{0 \leq j \leq n} 2^j \binom{3n + 1}{n-j} = (n+1) \binom{3n+1}{2n} \int_0^1 (3-2x)^n x^{2n} dx \tag{5}
\]
and
\[
\sum_{0 \leq j \leq 2n} (-4)^j \binom{3n + 1}{n + 1 + j} = \frac{1}{2} (n+1) \binom{3n+1}{2n} \int_{-1/2}^{3/2} (3-2x)^n x^{2n} dx. \tag{6}
\]

**Proof.** First replace in Equality (1) \( n \) by \( 3n + 1 \) and \( k \) by \( 2n \). Then take \( a = 2 \) and \( b = 1 \). Making in the sum the change of index \( i = n - j \) and in the integral the change of variable \( 3 - 2t = 2x \) yields Equality (5). Then take \( a = 4 \) and \( b = -1 \). Making in the sum the change of index \( j = 2n - i \) and in the integral the change of variable \( t = 2x \) yields Equality (6). \( \square \)

**Corollary 2** Let \( n \) be an integer \( \geq 0 \). Then
\[
\sum_{0 \leq j \leq n} \binom{3n - j}{2n} (1-x)^{n-j} = \sum_{0 \leq j \leq n} \binom{3n + 1}{n-j} x^j (1-x)^{n-j}. \tag{7}
\]
and
\[
\sum_{0 \leq j \leq 2n} \binom{3n - j}{n} (1-x)^{2n-j} = \sum_{0 \leq k \leq 2n} \binom{3n + 1}{n + 1 + k} x^k (1-x)^{2n-k}. \tag{8}
\]
Proof. In Equality (3) take \( m = 2N + 1 \). Now make in the first sum in this Equality the change of index \( \ell = N - j \), thus obtaining

\[
\sum_{0 \leq \ell \leq N} \binom{3N - \ell}{2N} (1-x)^{N-\ell} = \sum_{0 \leq \ell \leq N} \binom{3N + 1}{n - \ell} x^\ell (1-x)^{N-\ell}.
\]

Now replace in Equality (3) \( N \) by \( 2N \) and take \( m = N + 1 \), thus obtaining

\[
\sum_{0 \leq \ell \leq 2N} \binom{N + \ell}{N} (1-x)^{\ell} = \sum_{0 \leq \ell \leq 2N} \binom{3N + 1}{j} x^j (1-x)^{2N-j}.
\]

It remains to make in both sums the change of index \( j = 2N - k \) to obtain

\[
\sum_{0 \leq k \leq 2N} \binom{3N - k}{N} (1-x)^{2N-k} = \sum_{0 \leq k \leq 2N} \binom{3N + 1}{2N-k} x^k (1-x)^{2N-k}
\]

which is exactly Equality (3) since \( \binom{3N + 1}{2N-k} = \binom{3N + 1}{N + 1 + k} \).

Remark 1 In [4] the authors define four polynomials

\[
A_n(x) = \sum_{0 \leq j \leq n} \binom{3n - j}{2n} x^j, \quad B_n(x) = \sum_{0 \leq j \leq n} \binom{3n + 1}{n - j} x^j,
\]

\[
C_n(x) = \sum_{0 \leq j \leq 2n} \binom{3n - j}{n} x^j, \quad D_n(x) = \sum_{0 \leq j \leq 2n} \binom{3n + 1}{n + 1 + j} x^j.
\]

After proving recurrence relations for these polynomials, the authors obtain the identities \( A_n(x+1) = B_n(x) \) and \( C_n(x+1) = D_n(x) \) for which they also give direct proofs using a variant of the Vandermonde convolution.

If we compute the four quantities \((1+x)^{-n}A_n(x+1), (1+x)^{-n}B_n(x), (1+x)^{-2n}C_n(x+1)\) and \((1+x)^{-2n}D_n(x)\), and if we make the change of variables \( x = \frac{t}{1+t} \) in our Corollary [2] we obtain

\[
(1+x)^{-n}A_n(x+1) = \sum_{0 \leq j \leq n} \binom{3n - j}{2n} (1-t)^{n-j}.
\]

\[
(1+x)^{-n}B_n(x) = \sum_{0 \leq j \leq n} \binom{3n + 1}{n - j} t^j (1-t)^{n-j}.
\]

\[
(1+x)^{-2n}C_n(x+1) = \sum_{0 \leq j \leq 2n} \binom{3n - j}{n} (1-t)^{2n-j}.
\]

\[
(1+x)^{-2n}D_n(x) = \sum_{0 \leq j \leq 2n} \binom{3n + 1}{n + 1 + j} t^j (1-t)^{2n-j}.
\]

Thus the relations \( A_n(x+1) = B_n(x) \) and \( C_n(x+1) = D_n(x) \) are exactly our Equalities (7) and (8) in Corollary [2].

3 The “mysterious” relations given by Ruehr

In [8] the following result is proved.

Theorem 1 (Kimura-Ruehr) Let \( f \) be a function continuous on \([-1/2,3/2]\). Then

\[
\int_{-1/2}^{3/2} f(3x^2 - 2x^3)dx = 2 \int_{0}^{1} f(3x^2 - 2x^3)dx
\]
Applying the result to \( f(t) = t^a \), the paper announces that two combinatorial identities can be deduced, without giving any details. We show below that these equalities are consequences of Corollaries 1 and 2 above and of Theorem 1. Actually we even show that the four pairwise implied quantities are all equal (which was already proved by other authors 10 4).

**Theorem 2** We have the equalities

\[
\sum_{0 \leq j \leq n} 3^j \binom{3n-j}{2n} = \sum_{0 \leq j \leq n} 2^j \binom{3n+1}{n-j} = \sum_{0 \leq j \leq 2n} (-4)^j \binom{3n+1}{n+1+j} = \sum_{0 \leq j \leq 2n} (-3)^j \binom{3n-j}{n}. \tag{9}
\]

**Proof.** The first equality is obtained by taking \( x = 2/3 \) in Equality (7) of Corollary 1. The second equality is an immediate consequence of Corollary 1. The third equality is obtained by taking \( x = 4/3 \) in Equality (8) of Corollary 2. \( \square \)

4 Some more theory

Relations arising in the context of distribution laws and similar to those in Proposition 1 are certainly familiar to probabilists and statisticians: the binomial distribution and the negative binomial distribution are respectively defined by

\[
\Pr(X = k) = \binom{n}{k} p^k (1-p)^{n-k} \quad \text{thus} \quad \Pr(X \leq k) = \sum_{0 \leq i \leq k} \binom{n}{i} p^i (1-p)^{n-i}
\]

and

\[
\Pr(X = k) = \binom{k-1}{r-1} p^r (1-p)^{k-r} \quad \text{thus} \quad \Pr(m \leq X \leq n) = \sum_{m \leq k \leq n} \binom{k-1}{r-1} p^r (1-p)^{k-r}.
\]

The link with Proposition 1 is clear if one recalls the following two classical identities for the binomial and the negative binomial distributions (valid for \( p \in [0,1] \), \( n \geq 1 \), and \( a \in [1, n] \)), see for example 11 formulas 26.5.24, 26.5.26 on Page 945; and 6.6.1, 6.6.2 on Page 263.

**Proposition 2 (Abramowitz-Stegun)** The following equalities hold

\[
\sum_{s=a}^{n} \binom{n}{s} p^s (1-p)^{n-s} = I_p(a, n-a+1) = \frac{\int_{0}^{1} t^{a-1}(1-t)^{n-a} \, dt}{\int_{0}^{1} t^{a-1} \, dt}
\]

and

\[
\sum_{s=a}^{n} \binom{n+s-1}{s} p^n (1-p)^{s} = I_{1-p}(a, n) = \frac{\int_{0}^{1} (1-t)^{a-1}(1-t)^{n-1} \, dt}{\int_{0}^{1} (1-t)^{a-1} \, dt}.
\]

The reader can deduce from these equalities the statements of Proposition 1 using that, if \( x \) and \( y \) are positive integers, then

\[
\int_{0}^{1} t^{x-1}(1-t)^{y-1} \, dt = B(x, y) = \frac{x+y}{x} \left( \frac{x+y}{x} \right)^{-1}.
\]

The notation \( I_p(x, y) \) above stands for the regularized beta function

\[
I_p(x, y) = \frac{\int_{0}^{1} t^{x-1}(1-t)^{y-1} \, dt}{B(x, y)} = \frac{\int_{0}^{1} t^{x-1}(1-t)^{y-1} \, dt}{\int_{0}^{1} t^{x-1} \, dt}
\]

which is the ratio of the incomplete beta function \( B_p(x, y) = \int_{0}^{1} t^{x-1}(1-t)^{y-1} \, dt \) to the beta function \( B(x, y) = \int_{0}^{1} t^{x-1}(1-t)^{y-1} \, dt = B_1(x, y) \). To learn more about the incomplete beta function and its history (including formulas in Proposition 1), the reader can consult the nice paper 7.
5 A link with a proof of a very weak form of the \((3x+1)\)-conjecture

In this section we would like to point out an application to (a generalization of) the \((3x+1)\)-conjecture, aka. the Syracuse-Kakutani-Collatz-Thwaites conjecture. The generalization of this conjecture is the study of the function defined on the positive integers by

\[
g(\ell) = \begin{cases} 
\frac{\ell}{d} & \text{if } \ell \equiv 0 \mod d \\
\frac{n\ell - \varphi(n\ell)}{d} & \text{otherwise}
\end{cases}
\]

where \(n \geq 1\) and \(d \geq 2\) are given integers such that \(\gcd(d, n) = 1\), and where \(\varphi\) is the canonical surjection from the integers to a complete set \(R\) of residues modulo \(d\). The conjecture (still open, even in the classical case \(n = 3, d = 2, \) and \(R = \{0, -1\}\)) asserts that, if \(n < \frac{d - 1}{d}\), then there exists a finite set \(F\) of finite orbits under \(g\) such that for each integer \(\ell\), the orbit \(\{\ell, g(\ell), g(2)(\ell), \ldots\}\) of \(\ell\) under \(g\) is ultimately equal to an element of \(F\). In other words the set \(\{\ell; \exists k, g(k)(\ell) \geq \ell\}\) is conjectured to be finite. (There is an... ultimate book by Lagarias [9] about the \((3x+1)\) conjecture.) A very weak version of the conjecture has been proved, namely that the complement of this set has natural density zero. In one of the proofs [2] the author needs the following estimation [2, Lemma 4, page 9-11]

\[
\forall \varepsilon \in (0, 1), \exists \eta \in (0, 1), \frac{1}{d^x} \sum_{|i - \frac{d-1}{d}k| > \varepsilon} \binom{k}{i} (d-1)^i \leq \eta^k.
\]

In order to prove this claim, G. Tenenbaum [11] (I forgot to mention his name in [2]) suggested that I could use the equality

\[
\sum_{0 \leq i \leq m} \binom{k}{i} (d-1)^i = (k-m)\binom{m}{k} \int_{d-1}^{d} t^m (d-t)^{k-m-1} dt
\]

valid for \(m \geq 1\) and \(k \leq m - 1\). The reader will have recognized (up to notation) Comtet’s Equality [11] of Proposition [11].

6 Conclusion

The subject of sums involving binomial coefficients is huge. We have been interested here in a special type of sums that, although very particular, appear in many situations. Coming back to the initial question, namely how to deduce in a simple way the Ruehr identities with binomial sums from the Kimura-Ruehr identity for definite integrals, it would be interesting to see whether generalizations of the Kimura-Ruehr identity (see [3]) could provide new identities involving binomial sums.

References

[1] M. Abramowitz, I. Stegun, eds., *Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables*, National Bureau of Standards, Applied Mathematics Series 55 (1964).

[2] J.-P. Allouche, Sur la conjecture de “Syracuse-Kakutani-Collatz”, in *Sém. Théorie Nombres 1978–1979*, Exp. No. 9, 9-01–9-15, CNRS, Talence, 1979.

[3] J.-P. Allouche, A generalization of an identity due to Kimura and Ruehr, Preprint (2017). Preprint available at http://arxiv.org/abs/1706.08929 arXiv:1706.08929

[4] H. Alzer, H. Prodinger, On Ruehr’s identities, *Ars Combinatoria*, to appear. Preprint available at http://math.sun.ac.za/~hproding/pdf/AR.pdf
[5] L. Comtet, *Analyse combinatoire*, tome 1, Sup, Le mathématicien, Presses Universitaires de France, 1970.

[6] L. Comtet, *Advanced Combinatorics. The Art of Finite and Infinite Expansions*, D. Reidel, 1974.

[7] J. Dutka, The incomplete beta function—a historical profile, *Arch. Hist. Exact Sci.* 24 (1981), 11–29.

[8] N. Kimura, O. G. Ruehr, Change of variable formula for definite integral, Problems and Solutions: Solutions of Elementary Problems: E2765, *Amer. Math. Monthly* 87 (1980), 307–308.

[9] J. C. Lagarias (Ed.), *The ultimate challenge: the 3x + 1 problem*, American Mathematical Society, Providence, RI, 2010.

[10] S. Meehan, A. Tefera, M. Weselcouch, A. Zeleke, Proofs of Ruehr’s identities, *Integers* 14 (2014), Paper #A10.

[11] G. Tenenbaum, *Private communication*, 1978.