Out Domain Data Augmentation on Punjabi Children Speech Recognition using Tacotron
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Abstract. The performance of Automatic Speech Recognition (ASR) is directly proportional to the quality of the corpus used and the training data quantity. Data scarcity and more children’s speech variability degrades the performance of ASR systems. As Punjabi is a tonal language and low resource language, less data is available for Punjabi children’s speech. It leads to poor ASR performance for Punjabi children speech recognition. To overcome limited data conditions, in this paper, two corpora of different domains are evaluated for testing the feasibility of ASR performance. We have implemented Tacotron as an artificial speech synthesis system for Punjabi Language. The speech audios synthesized by Tacotron are merged with available speech corpus and tested on Punjabi children ASR using Mel Frequency Cepstral Coefficients (MFCC) + pitch feature extraction, and Deep Neural Network (DNN) acoustic modeling. It is noticed that the merged data corpus has shown reduced Word Error Rate (WER) of the ASR system with a Relative Improvement (RI) of 9-12%.
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1. Introduction

Speech is the most powerful and important source of communication among people. ASR is the widest field in human-machine interaction with the application area of a spoken language translator, speech to text, or dictation processes, YouTube kids [1]. The main objective of the ASR system is to understand speech as clearly as a human can. Some factors are associated with the speech which makes the ASR difficult and results in poor accuracy [2]. These factors are the expression of the speaker, noise from surroundings, continuous speaking which may cause skipping of some words, and the computer is not able to understand the continuity of the language. Speaker and channel variability is another cause of the decreased performance of ASR [3]. Despite adult speech, children's speech has more variability due to high pitch and improper pronunciation of words, which increase the complexity of the ASR system [4]. Researchers have worked upon removing variabilities of the speech signal and in return performance of the system has been increased. ASR systems are developed for international languages and have great success and applications, but the obstacle is, ASR systems have not developed for native languages. In India, there are 22 national
languages, from which only Hindi, English, and Marathi ASR systems are available and less work has been done on Punjabi speech [5]. All reported work in Punjabi speech is for adult ASR and children’s speech recognition is still a challenging task due to limited resources. Also, Children’s speech has more variability factors [3][4]. It is very difficult to obtain a phonetically balanced corpus in case of children. A quality corpus must have these attributes: consistency of corpus, phonetically rich, less variability, and quality of recording [6]. Temporal and spectral features vary in different age groups. The variability in children’s speech is due to less control on the articulatory or vocal tract geometry [7][8]. Our motivation behind this work is to develop the ASR system for children Punjabi Speech.

The next challenge for developing the ASR system is the collection of ASR speech data, as Punjabi is the native language and the ASR system is not developed yet, therefore no online data available for Punjabi children's speech. A proficient method should be used for enhancing the data of Punjabi speech artificially through data augmentation [9][10]. When the parameter of speech corpus is transformed and new speech corpus is augmented with existing corpus then augmentation is termed as in domain augmentation [11], else when the new corpus is merged with different technique or method, it is termed as out domain data augmentation. Tacotron is a text to speech (TTS) system which is used for producing natural-sounding speech. Tacotron can be used for designing new sounds from the text which will help us in the ASR system [12][13]. Tacotron handles everything as a single model. Text to speech machine has a text front end that extracts linguistic features, also has an acoustic prediction model, duration model, and a vocoder based on signal processing. TTS machines have errors from each component and have complexity [14]. Tacotron provides rich conditioning of parameters or attributes on features. Prosody features can also be varied and pitch can be given to particular utterances using tacotron [15]. The performance of the Tacotron system is measured through the Mean Opinion Score (MOS). Since speech is generated at the frame level, Tacotron is faster than sample level regressive methods.

In this paper, experiments have been performed related to out domain data augmentation using Tacotron and MFCC+ pitch feature extraction on Punjabi child speech and it is verified that the presented results have better performance. Section 2 will cover the literature review and then proceed with a theoretical background of tacotron in section 3. Section 4 elaborates the system overview which illustrates a block diagram of the ASR system implemented by augmentation of original children’s speech and pre-synthesized speech. Section 5 presents the experimental setup and results. Finally, the conclusion is discussed in the last section.

2. Related Work

ASR systems that were developed in the beginning were focusing on speech recognition of international languages. Punjabi is observed as an unreserved language and the ASR system of the Punjabi language has been in the development state and developed for isolated and continuous adult speech. Initially, an isolated Punjabi ASR system was implemented by Dua et al. [5]. The authors have performed MFCC feature extraction and has utilized Hidden Markov Model (HMM) technique which has shown 94-95% accuracy. Thereafter, the ASR system has been implemented on spontaneous Punjabi speech corpus by Kumar and Singh [16]. The implementation was done in java programming language and on the Sphinx framework. The system is tested in four phases and it has shown accuracy of 90-93%. Kadyan et al. [17] have proposed two-hybrid classifiers which outperformed the result of HMM and the computational complexity was also reduced by these classifiers.

Guglani and Mishra [18] implemented the Kaldi toolkit for Punjabi corpus using MFCC, and PLP feature extraction methods. To include temporal evaluation of MFCC, additional feature delta, and delta-delta values were computed and all are combined to form a single modality. Authors have tested the system on many models and concluded that the triphone model has shown the best accuracy than other models. Kaur and Kadyan [19] have implemented the children Punjabi ASR system using the bMMI (boosted Maximum
Mutual Information) discriminative technique. The authors have shown 22 to 26% relative improvement in accuracy. In 2020, Bhardwaj et al. [20] have implemented Subspace Gaussian mixture model (SGMM) acoustic modelling technique on children Punjabi ASR system. The accuracy of the experimented system is 83%.

It is evident from the abovementioned literature that a lot of work has been done in adult Punjabi speech, however very few work is being done in children Punjabi ASR system. Further, it's worth mentioning that the data used by researchers in case of children speech is quantitatively less.

Focusing on the challenges of data collection, Tacotron is implemented for removing the scarcity of data. Tacotron consists of three stages, these stages are text analysis front end, an acoustic model, and an audio synthesis module. In 2017, Wang et al. [12] have implemented an end-to-end model that produces synthetic speech. They represented key techniques to make frameworks that work sequentially. Their tacotron system got a 3.82 scale mean opinion from 5 on US English. In 2018, Skerry-Ryan et al. [14] presented an extended version of Tacotron which has latent embedding space of prosody. The synthesized speech matches the prosody of the given text’s speech. In 2018, Shen et al. [21] presented a neural TTS system. The system was combined as a sequence to sequence recurrent networks that predict the Mel spectrogram of given text. The system achieved a 4.53 MOS. In 2019, Yasuda et al. [15] suggested Tacotron 2 which outperforms classical systems. Tacotron was extended with self-attention which captured pitch related dependencies, enhanced audio quality.

Precise extraction of speech recognition is another important task for speech recognition. A number of techniques have been used for extracting features from speech signals. Gupta and Gupta [22] have represented the comparative studies of Linear Predictive Coding (LPC), RelAtiveSpecTrAl (RASTA), and MFCC. They concluded that LPC is not working well as the words with the same vowel sounds were not recognized. Performance of RASTA is enhanced when RASTA features are combined with perceptually based Linear Predictive (PLP) features. It is observed that MFCC is performing well but not in a noisy environment. Hachker et al. [23] have done a comparison of MFCC and PLP on the Arabic alphabet speech set and concluded that MFCC is performing slightly well as compared to PLP. The comparison of LPC, MFCC, PLP, and RASTA-PLP is done by Dave [24]. The author concluded that PLP and MFCC parameters carry the nature of speech whereas, on the basis of previous features, LPC predicts future features. LPC will not be chosen as the human voice is filled with nonlinearity. MFCC has better results. After feature extraction, the ASR system is processed for acoustic modeling. Gerosa et al. [25] have presented their work to a better understanding of temporal and spectral variability of children’s speech of different age groups and HMM is used. Further vocal tract length normalization (VTLN) has been adopted. Hinton et al. [26] have presented the results of HMM, Gaussian Mixture Model (GMM), and Deep Neural Network (DNN) acoustic modeling techniques and concluded that DNN outperforms among all. In 2020, Taniya et al. [27] have represented their work on DNN trained children Punjabi speech ASR. In their work, a number of hidden layers and dimensions are tweaked in DNN acoustic modelling, and authors have concluded that DNN with four hidden layers and 1024 hidden units is outperforming other existing techniques.

In this research paper, we have implemented a Tacotron system to generate synthesis speech. Thereafter, the synthesized corpus and original corpus pooled together to capture the high accuracy of the Children Punjabi ASR system.

3. Tacotron
The Tacotron model takes sequences of characters and induces waveforms of that sequence of characters. The Tacotron model consists of an encoder, a decoder, a post-processing net, and waveform synthesis. During encoding, the CBHG module is implemented [12][14].
3.1. CBHG module

The CBHG module has three layers which include 1-D Convolution filter Bank, Highway network, and bidirectional Gated recurrent unit (GRU). The CBHG module takes input sequences that are convolved with K sets using 1-D convolution filter banks. The output of the convolution layer is fed to highway networks. Highway networks extract high-level features. Sequential features are extracted through a third layer i.e. GRU Recurrent Neural Networks (RNN), using backward and forward context. The idea of the CBHG module is inspired by work in machine translation [28].

3.2. Encoder

Encoder extracts feature representation of text with high robustness. Input text embedded into a continuous vector matrix. A nonlinear transformation called pre-net is applied to each embedding. After this step, the CBHG module is applied to the pre-net, which produces a robust representation of text.

3.3. Decoder

Output generated from GRU RNN works as an input to the decoder. Stack of GRUs is used for decoding which has residual connections set up vertically. Convergence is high when we use residual connections. A post-processing network is used to convert the sequence-to-sequence target to the waveform. Decoder predicts non-overlapping output frames at each step of decoding. If r frames are predicted, then decoding steps are divided by r, reducing training time and model size. The reason behind that is each character represents multiple frames and neighboring speech frames are correlated. During the first decoding step, frames are all-zero, represented as a <GO> frame. On step t, the output of the t step is the input of the t+1 decoding step. The input frame is passed to pre-net (nonlinear transformation) as done in encoding.

3.4. Post Processing Net and Waveform synthesis

Postprocessor converts sequence to sequence target to synthesis waveform by using the Griffin-Lim algorithm [29]. The output of the post-processing is a sequence that is fully decoded. Post-processing runs in forward and backward direction and corrects the prediction error from each individual frame. Post-processing predicts alternative targets.

4. Experimental Setup and Procedure

As Punjabi is a low resource language, there is less corpus available for the Punjabi language. 4 hours 20 minutes of data was manually collected for developing continuous Punjabi children speech corpus. The audio recording was done in schools with the help of a microphone at a 16 kHz sampling rate. The age group of children for recording data is 8-14 years. Experiments were performed on the Kaldi toolkit using the Ubuntu operating system [30]. There are 1885 utterances in a training data set from 39 speakers which has 18 female and 21 male speakers. The test set has 485 utterances spoken by 6 speakers, having 3 male and 3 female speakers. The language model has a 5k unique lexicon that has been given to the system. At first, MFCC features are extracted from the system. The system is then tested on monophones and triphones by using DNN+HMM classifiers. A total of 13 feature coefficients are extracted using the MFCC technique which is the energy parameters of each frame. The size of each frame is 25 ms and the frame-shift is 10 ms. Hamming window has been used for frame extraction and a 23 channel Mel filter-bank was employed. Thereafter, logarithm and DCT are applied and feature coefficients are computed. MFCC features describe the instantaneous and spectral envelope shape of the speech signal. Speech has also some dynamic features i.e. trajectories of MFCC features over time. Thereafter, these trajectories are calculated and merged with 13 coefficients of MFCC and concatenation is done to enhance the ASR performance. Trajectories features are known as delta features (tri 1) and are computed as:
\[ d_t = \frac{\sum_{n=1}^{N} n(c_t - c_{t-n})}{2 \sum_{n=1}^{N} n^2} \]

where \( d_t \) is delta coefficients, computed on frame \( t \). \( c_t \) and \( c_{t-n} \) are static coefficients and the value of \( N \) is 2. After the computation of the delta feature, the total features are 26. Delta–delta features (tri2) are also extracted, which are the trajectories of delta features (tri 2) and are computed from the same formula:

\[ dd_t = \frac{\sum_{n=1}^{N} n(d_t - d_{t-n})}{2 \sum_{n=1}^{N} n^2} \]

where \( dd_t \) are delta-delta coefficient. These features are also known as the first and second derivative of a signal. There is a need for a reduction of coefficients, as coefficients are multiplied after delta and double delta. To convert smaller amounts of acoustically distinct units, Linear Discriminative Analysis (LDA) is implemented on the output of tri 2, which reduces the coefficient into feasible 40 dimensions. After estimating the probability, it is decided that a new set of inputs belong to the new class and the class with the highest probability will be considered as the output class. Next Maximum Likelihood Linear Transformation (MLLT) is obtained which is estimated over utterances and exclusion of speaker-specific information was done. LDA+MLLT is the tri 3 modeling of the system. Finally, the DNN–HMM classification is done. 1024 dimensions are utilized by 4 hidden layers and on input features, tanh nonlinearity function has been applied. Learning rate is used in the range of 0.005 to 0.0005 and 20 epochs are initialized by DNN. 10 extra epochs are fixed for constant learning rate (0.0005). The system is evaluated for performance enhancement. Evaluation of the ASR performance is done using Word Error Rate (WER) term. The error can be the substitution of words (S) or deletion of words (D) or can be the insertion of new words (I) [31]. WER is computed as:

\[ \text{WER} \% = \frac{S+I+D}{N} \times 100 \]

WER is computed by the system after DNN classification. Now, out domain augmentation is applied to the Punjabi children corpus. Pre-synthesized speech is computed from Tacotron and augmented with children’s speech and given to the ASR system. Augmentation leads to a speech corpus which has 2032 utterances. Augmented data again fed to the ASR system as shown in fig. 1 and MFCC features are extracted. Monophone and triphone models are also computed on features and finally DNN is implemented.
The efficiency of the system will be compared on both outputs; system without augmented data and system with augmented data. Another parameter used for performance evaluation is Relative Improvement (RI). RI is the absolute increase corresponding to a new value (N) with respect to the old value (O):

$$RI \% = \frac{N - O}{O} \times 10$$

Here, old value represents the result of baseline corpus and new value is the result of system having augmented data, and evaluation is done on RI that how much improvement has taken place after augmentation.

5. Results and Discussions
Initially, only children’s data has been given to the system, which acts as baseline data. Corpus is fed to the system for feature extraction using the MFCC technique, thereafter delta and double delta features are computed and LDA+MLLT are applied on features, then output is fed to DNN-HMM model. Further, the tacotron system is implemented and audios generated from tacotron are merged with children’s corpus. Two techniques of feature extraction have been implemented which are MFCC and MFCC with Pitch features. Robustness of the system has been seen when pitch features are used along with MFCC features. Table 1 shows the baseline result of children’s speech corpus using MFCC and MFCC + Pitch feature extraction and DNN acoustic modeling.

| Modeling of features | MFCC  | MFCC + Pitch |
|----------------------|-------|--------------|
| Mono                 | 19.3  | 20           |
| Tri 1                | 27.75 | 26.91        |
| Tri 2                | 27.19 | 27           |
| Tri 3                | 18.04 | 16.64        |
| DNN                  | 14.91 | 14.21        |

In Table 1, the WER generated by the ASR system is 14.21% after tri 1, tri 2 and tri 3 modeling of features. These results are termed as baseline results and are compared with augmented system’s results. After the synthesis of artificial speech through tacotron, synthesized speech is augmented with original speech corpus, and results after augmentation is shown in Table 2. The output WER of the system with augmentation of data is 12.87%.
Table 2. Result of Punjabi Children ASR after augmentation

| Modeling of features | MFCC  | MFCC + Pitch |
|----------------------|-------|--------------|
| Mono                 | 17.76 | 18.68        |
| Tri 1                | 16.88 | 16.25        |
| Tri 2                | 17.02 | 15.62        |
| Tri 3                | 13.86 | 14.49        |
| DNN                  | 13.33 | 12.87        |

Augmentation has shown an enhancement in the accuracy of the system by decreasing the WER%. Thereafter, augmentation results are compared with the baseline results and it is evaluated that the new system has shown 10% RI. It has been concluded after implementation of both systems, that data augmentation using tacotron has shown improved results and data scarcity is also improved by synthesis speech.

6. Conclusion

This paper represents the children Punjabi ASR system with improved performance. Novelty of our presented work lies in implementation of children Punjabi ASR system with improved performance using out domain data augmentation whereas the earlier works focus on English language. In this work, data augmentation is implemented by producing pre-synthesized speech. Two types of the corpus that are clean and synthesized are merged, thereafter a corpus with greater quantity is implemented on the ASR system. After the implementation, the system has shown improved accuracy than the baseline. The Accuracy of the Punjabi Children ASR system is nearly 88% and RI is 9 to 12% after extending data using pre-synthesized speech. Further work can be extended using in domain and out domain data augmentation on corpus for evaluating the enhanced performance of the ASR system.
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