SPECTRAL ANALYSIS OF A MIXED METHOD FOR LINEAR ELASTICITY∗
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Abstract. The purpose of this paper is to analyze a mixed method for linear elasticity eigenvalue problem, which approximates numerically the stress, displacement, and rotation, by piecewise \((k + 1)_\text{k}\) and \((k + 1)_\text{k}\)-th degree polynomial functions \((k \geq 1)\), respectively. The numerical eigenfunction of stress is symmetric. By the discrete \(H^1\)-stability of numerical displacement, we prove an \(O(h^{k+2})\) approximation to the \(L^2\)-orthogonal projection of the eigenspace of exact displacement for the eigenvalue problem, with proper regularity assumption. Thus via postprocessing, we obtain a better approximation to the eigenspace of exact displacement for the eigenproblem than conventional methods. We also prove that numerical approximation to the eigenfunction of stress is locking free with respect to Poisson ratio. We introduce a hybridization to reduce the mixed method to a condensed eigenproblem and prove an \(O(h^{2})\) initial approximation (independent of the inverse of the elasticity operator) of the eigenvalue for the nonlinear eigenproblem by using the discrete \(H^1\)-stability of numerical displacement, while only an \(O(h)\) approximation can be obtained if we use the traditional inf-sup condition. Finally, we report some numerical experiments.
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1. Introduction. In this paper, we consider a mixed finite element approximation of an eigenvalue problem in linear elasticity for two and three dimensional domains. The mixed method we use is introduced in [18, Section 6] on special grids presented in [18, Assumption 6.2]. It’s also well known that the mixed method allows us to deal safely with nearly incompressible materials.

The numerical approximation of eigenvalue problems has attracted extensive research interest, for instance, [13,24–32]. Particular interest in the mixed finite element analysis of elasticity eigenproblem can be found in [13,24,27–31]. In these references, they show that the proposed scheme provides a correct approximation of the spectrum. However, the underlying solution operators corresponding to their mixed formulations are not compact. So the analysis of the resulting discrete eigenproblems doesn’t fit in the standard spectral framework(see [9,34]). We recalled the eigenvalue problem of [24,28–30]: Find the stress \(\sigma: \Omega \rightarrow \mathbb{R}^{n \times n}_{\text{symmetric}}, \rho: \Omega \rightarrow \mathbb{R}^{n \times n}_{\text{skew symmetric}}\) and the corresponding natural frequencies \(\omega \in \mathbb{R}\) such that

\[
\begin{align*}
-\nabla (\rho S^{-1} \text{div} \sigma) &= \omega^2 (A\sigma + \rho) & \text{in } \Omega, \\
\text{div} \sigma &= 0 & \text{on } \Gamma_0, \\
\sigma n &= 0 & \text{on } \Gamma_1,
\end{align*}
\]

where \(\rho := \nabla u - \epsilon(u)\) is the rotation and \(u\) denotes the displacement, \(\epsilon(u) = \frac{1}{2} (\nabla u + (\nabla u)^t)\) the linearized strain tensor. \(\Omega \subset \mathbb{R}^n\) \((n = 2, 3)\) is a bounded and connected Lipschitz polyhedral domain occupied by an isotropic and linearly elastic solid. \(\partial \Omega\) is the boundary of the domain \(\Omega\), which admits a disjoint partition \(\partial \Omega = \Gamma_0 \cup \Gamma_1\).
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For simplicity, we also assume that $\Gamma_0$ has a positive measure. $\mathbf{n}$ is the outward unit normal vector to $\partial \Omega$. $\rho_S$ is the density of the material, which we assume a strictly positive constant. $\mathbf{A}$ is the inverse of the elasticity operator, which is given by

\begin{equation}
\mathbf{A} \mathbf{\tau} := \frac{1}{2\mu_S} \mathbf{\tau}^D + \frac{1}{n(n\lambda_S + 2\mu_S)(tr \mathbf{\tau})} \mathbf{I},
\end{equation}

where $\lambda_S$ and $\mu_S$ are the Lamé constants. $\mathbf{I}$ is the identity matrix of $\mathbb{R}^{n \times n}$. And we denote the deviatoric tensor $\mathbf{\tau}^D := \mathbf{\tau} - \frac{1}{n}(tr \mathbf{\tau}) \mathbf{I}$. For nearly incompressible materials, $\lambda_S$ is large in comparison with $\mu_S$.

Observing (1.1), the underlying solution operator is clearly non-compact since it acts on the stress $\mathbf{\sigma}$, which is defined in $H(\text{div}; \Omega)$. We recall that [29] utilizes the lowest order mixed finite element of the PEERS; [28,30] use the Arnold-Falk-Winther element; [24,27] analyze the elasticity eigenproblem by mixed DG methods. In these references, the displacement can be recovered and post-processed at the discrete level by using identity $\omega^2 \mathbf{u} = -\rho_S^{-1} \text{div} \mathbf{\sigma}$. By utilizing the techniques in [24,27–30], it is easy to show

\begin{equation}
\hat{\delta}(R(\mathbf{E}), R(\mathbf{E}_h)) \leq Ch^{\min\{1,k+1\}},
\end{equation}

where $R(\mathbf{E})$, $R(\mathbf{E}_h)$ are the eigenspaces of the exact and numerical displacements. $\hat{\delta}(R(\mathbf{E}), R(\mathbf{E}_h))$ is the gap between $R(\mathbf{E})$ and $R(\mathbf{E}_h)$ under $L^2$-norm. $k$ is the polynomial degree of numerical displacement and $t$ is a constant associated with the regularity. Moreover, under discrete $H^1$-norm(see (1.7)), we can only obtain $\hat{\delta}(\cdot, \cdot)$ is the gap under discrete $H^1$-norm

\begin{equation}
\hat{\delta}(P(R(\mathbf{E})), R(\mathbf{E}_h)) \leq Ch^{\min\{1,k\}},
\end{equation}

where $P$ is the $L^2$-orthogonal projection operator onto the finite element space for $\mathbf{u}_h$(i.e. the numerical eigenfunction of displacement).

Unlike [24,30], our formulation of the eigenvalue problem with natural frequencies $\omega > 0$ is given by

\begin{align}
(1.5a) \quad & \mathbf{A} \mathbf{\sigma} - \nabla \mathbf{u} + \rho \mathbf{u} = 0 \quad \text{in} \quad \Omega, \\
(1.5b) \quad & -\rho_S^{-1} \text{div} \mathbf{\sigma} = \omega^2 \mathbf{u} \quad \text{in} \quad \Omega, \\
(1.5c) \quad & \mathbf{\sigma} \mathbf{n} = 0 \quad \text{on} \quad \Gamma_1, \\
(1.5d) \quad & \mathbf{u} = 0 \quad \text{on} \quad \Gamma_0,
\end{align}

It’s clear that (1.5) is equivalent to (1.1) and we can obtain the corresponding source problem by replacing $\omega^2 \mathbf{u}$ with $\mathbf{f} \in L^2(\Omega)$. The underlying solution operator $T$ is compact from $L^2(\Omega)$ into itself: $\mathbf{u} = T\mathbf{f}$, which is analogous to the analyses in different or similar contexts (see, for instance, [6, Chapter 11.3] and [4,5,17]). Our mixed method approximates numerically the stress, displacement, and rotation, by piecewise $(k+1)$, $k$, and $(k+1)$-th degree polynomial functions ($k \geq 1$) on special grids(see section 4 for more details). Actually, we select this special grid sequence because the method yields exactly symmetric stress approximations.

More importantly, we utilize discrete $H^1$-stability of numerical displacement to analyze the linear elasticity eigenvalue problem, which doesn’t exist before. By this new way of analysis, we provide a better estimate for the eigenvalue problem:

\begin{equation}
\hat{\delta}(P(R(\mathbf{E})), R(\mathbf{E}_h)) \leq Ch^{\min\{1,k+2\}},
\end{equation}
where the gap $\delta(\cdot, \cdot)$ is defined under discrete $H^1$ norm (i.e. $||\cdot||_{1,h}$). $||u_h||_{1,h}$ is denoted as

\begin{equation}
||u_h||_{1,h}^2 := \sum_{K \in \mathcal{T}_h} \int_K |\nabla u_h|^2 \, dx + \sum_{F \in \mathcal{E}' \cup \mathcal{E}^0} \frac{1}{h_F} \int_F ||u_h||^2 \, dx,
\end{equation}

where $h_F$ denotes the size of the face $F$. For two adjacent elements $K$ and $K'$ sharing the same face $F$, the jump of $u_h$ across $F$ is defined by $[u_h] := u_h|_{\partial K \cap F} - u_h|_{\partial K' \cap F}$.

In the case of $F \in \partial K$ lying on $\partial \Omega$, we define $[u_h] := u_h|_{\partial K \cap F}$. $\mathcal{E}'$ is the set of all interior edges, $\mathcal{E}^D := \{ F : F \in \Gamma_0 \}$, $\mathcal{E}^N := \{ F : F \in \Gamma_1 \}$ and $\mathcal{E}_h = \mathcal{E}' \cup \mathcal{E}^D \cup \mathcal{E}^N$. Then by postprocessing,

\begin{equation}
\delta_1(R(E), R(\hat{E}_h)) \leq C h^{k+2}, \quad \delta(R(E), R(\hat{E}_h)) \leq C h^{k+3}
\end{equation}

with proper regularity assumption. Here $\delta_1(\cdot, \cdot)$ is the gap under the norm $(\sum_{K \in \mathcal{T}_h} ||\nabla(\cdot)||_{0,K}^2)^{1/2}$ and $R(\hat{E}_h)$ is the postprocessed eigenspace (see section 7 for more details). Comparing (1.3), (1.4) and (1.6), (1.8), our analysis based on discrete $H^1$-stability of numerical displacement provides a better convergence for the eigenfunction of displacement.

We also point out that our mixed formulation is equivalent to that of [24,30] (see Remark 4.1 for more details). Therefore, utilizing our analysis to the system of [24,30], we can obtain all results of [24,30] and get some better estimates than [24,30]: discrete $H^1$ stability properties and error estimates as (1.6), (1.8).

Another contribution of this paper is that we introduce a dimension-reduced implementation by hybridization and give a good initial approximation of the eigenvalue for the nonlinear eigenvalue problem. The mixed approximation in [24,30] is formulated by the stress tensor and the rotation. Our mixed method approximates numerically the stress, displacement, and rotation, by piecewise ($k+1$), $k$, and ($k+1$)-th degree polynomial functions ($k \geq 1$), respectively. Though the system looks more complicated, hybridization reduces the approximation to a condensed eigenproblem. The condensed eigenproblem is nonlinear, but much smaller than the original mixed approximation. A related hybridization was introduced in [11] for Poisson equations. We take advantage of the discrete $H^1$-stability of numerical displacement to obtain an $O(h^2)$ initial approximation of the eigenvalue for the nonlinear eigenproblem. All analyses here don’t depend on the inverse of $A$. We point out that if we use the analysis in [11], we can not obtain the approximation of the rotation because the rotation will be eliminated during the energy argument; Then by the traditional inf-sup condition, we can only obtain an $O(h)$ estimate. By contrast, “discrete $H^1$-stability of numerical displacement” helps to give a more detailed analysis (see Remarks 6.4 and 6.7 for more details).

The paper is organized as follows. In section 2, we introduce a mixed formulation with reduced symmetry of the eigenvalue elasticity problem and the corresponding solution operator. Section 3 is devoted to giving the spectrum of the compact solution operator. In section 4, we introduce the discrete eigenvalue problem, describe the spectrum of the discrete solution operator, and prove that the discrete solution operators converge to the compact solution operator in discrete $H^1$-norm by using the discrete $H^1$-stability of numerical displacement. In section 5, we approximate the $L^2$-orthogonal projection of the eigenspace of exact displacement in discrete $H^1$-norm. Asymptotic error estimates for the eigenvalues and the stress of the eigenvalue elasticity problem will be also established. In section 6, we present a hybridization for
the eigenvalue problem and give an $O(h^2)$ initial approximation of the eigenvalue for the nonlinear eigenproblem. In section 7, we provide a post-processing that gives an improved approximation to the eigenspace of exact displacement. Finally, we present in section 8 numerical experiments to confirm the theoretical results proved above.

We end this section with some notations. Given any Hilbert space $V$, let $V$ and $\mathbf{V}$ denote, respectively, the space of vector-valued and matrix-valued functions with entries in $V$. $\mathbb{C}$ represents the set of all complex numbers. In particular, $H(\text{div}; \Omega)$ is the space of matrix-valued functions such that each row belongs to $H(\text{div}; \Omega)$. Given $\tau := (\tau_{ij})$, we define as usual the transpose matrix $\tau^t := (\tau_{ji})$, the trace $tr\tau := \sum_{i=1}^n \tau_{ii}$, $(\zeta, \theta)_D$, $(\zeta, \theta)_D$ denote the integral over $D$ of $\zeta \cdot \theta$ ("\cdot" and "\cdot" denote the dot product and the Frobenius inner-product respectively). For $s > 0$, $\| \cdot \|_{s, \Omega}$ stands for the norm of the Hilbertian Sobolev spaces $H^s(\Omega)$, $H^s(\Omega)$, $H^s(\Omega)$, with the convention $H^0(\Omega) := L^2(\Omega)$. We also define for $s \geq 0$ the Hilbert space $H^s(\Omega)$ as $\{ \tau \in H^s(\Omega) \text{ : div}\tau \in H^s(\Omega) \}$, whose norm is given by $\| \tau \|_{H^s(\Omega)} := \| \tau \|_{s, \Omega}^2 + \| \text{div}\tau \|_{H^s(\Omega)}^2$, and let $H^0(\Omega) := H^0(\Omega)$. In addition, we denote generic constants $C$, taking different values at different places.

2. The spectral problem. In this section, we will introduce a mixed formulation with reduced symmetry of the eigenvalue elasticity problem and define the corresponding solution operator. We aim to employ a mixed approach to derive a variational formulation of this problem. The stress tensor $\sigma$ will be sought in $Y := \{ \tau \in H(\text{div}; \Omega) : \tau u = 0 \text{ on } \Gamma_1 \}$, a closed subspace of $H(\text{div}; \Omega)$. We also introduce the space of skew symmetric tensors $Q := \{ s \in L^2(\Omega) : s = -s^t \}$ and the rotation $\rho := \frac{1}{2}(\nabla u - (\nabla u)^t)$. In order to write the variational formulation of the spectral problem, we introduce the following bounded bilinear forms in $Y \times L^2(\Omega) \times Q$:

$$A((\sigma, u, \rho), (\nu, \omega, \eta)) = (A\sigma, \nu)_\Omega + (u, \text{div}\nu)_\Omega + (\rho, \nu)_\Omega + (\rho^{-1}_S \text{div}\sigma, \omega)_\Omega + (\sigma, \eta)_\Omega,$$

$$B((\sigma, u, \rho), (\nu, \omega, \eta)) = - (u, \omega)_\Omega.$$ For simplicity, we also write $B((\sigma, u, \rho), (\nu, \omega, \eta))$ as $B(u, \omega)$. We can write the variational eigenvalue problem in which $\lambda = \omega$ as

$$A((\sigma, u, \rho), (\nu, \omega, \eta)) = \lambda B(u, \omega), \quad \forall (\nu, \omega, \eta) \in Y \times L^2(\Omega) \times Q$$

For problem (2.1), we introduce the corresponding solution operator

$$T : L^2(\Omega) \to L^2(\Omega)$$

$$f \mapsto u^f$$

where $u^f$, also with $(\sigma^f, \rho^f) \in Y \times Q$ is the solution of the following source problem:

$$A(\sigma^f, \nu)_\Omega + (u^f, \text{div}\nu)_\Omega + (\rho^f, \nu)_\Omega = 0$$

$$- (\rho^{-1}_S \text{div}\sigma^f, \omega)_\Omega = (f, \omega)_\Omega$$

for all $(\nu, \omega, \eta) \in Y \times L^2(\Omega) \times Q$. Notice that $(\lambda, u) \in \mathbb{R} \times L^2(\Omega)$ solves (2.1) if and only if $(\mu, u)$, with $\mu = \lambda^{-1}$ is an eigenpair of $T$, i.e. if and only if $Tu = \lambda^{-1}u$ ($\lambda > 0$). In this case, $(\sigma^f, \rho^f) = \lambda^{-1}(\sigma, \rho)$. Clearly the linear operator $T$ is well defined and bounded.

3. Spectral characterization. In this section, the characterizations of the spectrum of $T$ will be given by Theorem 3.1 and proper regularity results will also be assumed in Assumption 3.1.
Given any \( f \in L^2(\Omega) \), we have \( T f = u^f \): By testing (2.2a) with \( v \in \mathcal{D}(\Omega) \cap \mathcal{Y} \), where \( \mathcal{D}(\Omega) = \{ \phi \in C^\infty(\Omega) \text{ supp}\phi \text{ is a compact subset of } \Omega \} \), we have that \( A \sigma^f - \nabla u^f + \rho^f = 0 \). Then we have \( u^f \in \overline{H^1_{0,\Gamma_0}(\Omega)} := \{ u \in H^1(\Omega) : u = 0 \text{ on } \Gamma_0 \} \), which is a closed subspace of \( H^1(\Omega) \). Problem (2.2) is the well-known dual-mixed formulation with weakly imposed symmetry of the classical elasticity source problem (i.e. (1.5) with \( (\omega^2(\sigma, u, \rho) \) replaced by \( (f, \sigma^f, u^f, \rho^f) \)). Clearly, \( T : L^2(\Omega) \rightarrow H^1_{0,\Gamma_0}(\Omega) \subset L^2(\Omega) \) is compact.

**Theorem 3.1.** The spectrum of \( T \) decomposes as follows: \( \text{sp}(T) = \{0\} \cup \{\mu_k\}_{k=1}^\infty \), where

(i) \( \{\mu_k\}_{k=1}^\infty \subset (0, \infty) \) is an infinite sequence of eigenvalues of \( T \) and there exists an infinite sequence \( \{p_n\}_{n=1}^\infty \) of corresponding eigenvectors in \( H^1_{0,\Gamma_0}(\Omega) \) that satisfy

\[
\mu_1 = \|T\|, \quad \mu_1 \geq \mu_2 \geq \cdots \geq \mu_n \geq \cdots, \quad \mu_n \neq 0 \text{ for all } n \geq 1, \quad \lim_{n \rightarrow \infty} \mu_n = 0.
\]

(ii) \( \mu = 0 \) is not an eigenvalue of \( T \).

**Proof.** Since \( T : L^2(\Omega) \rightarrow L^2(\Omega) \) is compact and self-adjoint (with respect to \( L^2 \)-norm), then by [9, Theorem 4.11-1], we obtain (i). Moreover, the ascent of each eigenvalue is 1 (see, for instance [34]). For (ii), since \( L^2(\Omega) \) is infinite-dimensional, then \( \mu = 0 \) is a spectrum of \( T \) (if \( 0 \notin \text{sp}(T) \), then \( 0 \) belongs to the resolvent set of \( T \). By the definition of resolvent set (see [1, p.90]), \( T^{-1} \) exists and is bounded from \( R(T) \) i.e. the range of \( T \) to \( L^2(\Omega) \). So \( TT^{-1} = I \) is compact. It’s a contradiction because \( L^2(\Omega) \) is infinite dimensional. Suppose \( \exists \mu = 0 \) and \( f \neq 0 \) such that \( u^f = T f = \mu f = 0 \). Then \( (\sigma^f, \rho^f) = \mu(\sigma, \rho) = 0 \). Thus \( f = -\rho_S^{-1} \text{div} \sigma^f = 0 \) by (2.2b), which is a contradiction. \( \Box \)

**Assumption 3.1.** (see [12, 20, 24]) \( \exists s_0 \in (0, 1] \) such that for all \( s \in (0, s_0] \): There exists a constant \( C^{\text{reg}} > 0 \), independent of \( \lambda_S \), such that for all \( f \in L^2(\Omega) \), if \( (\sigma^f, u^f, \rho^f) \in \mathcal{Y} \times L^2(\Omega) \times Q \) is the solution to (2.2), then \( \|\sigma^f\|_{s,\Omega} + ||u^f||_{1+s,\Omega} + ||\rho^f||_{s,\Omega} \leq C^{\text{reg}} \|f\|_{0,\Omega} \). Consequently, \( (\sigma^f, \rho^f) \in H^s(\Omega) \times H^s(\Omega) \), \( T(L^2(\Omega)) \subset H^{1+s}(\Omega) \).

4. The discrete problem. In this section, we will introduce the discrete eigenvalue problem. Based on Theorem 4.4 (discrete \( H^1 \)-stability of numerical displacement), we provide a better convergence of the discrete solution operators in Theorem 4.6. The spectrum of the discrete solution operator is presented in Theorem 4.7.

4.1. The discrete eigenvalue problem. We introduce the discrete counterpart of problem (2.1): Find \( \lambda_h \in \mathbb{R} \) and \( 0 \neq (\sigma_h, u_h, \rho_h) \in V^h \times W^h \times A^h \) such that

\[
\begin{align}
(A \sigma_h, \mathbf{u}_h)_{\Omega} + (\mathbf{u}_h, \text{div}\mathbf{u}_h)_{\Omega} + (\mathbf{p}_h, \mathbf{u}_h)_{\Omega} & = 0 \\
-\rho_S^{-1} \text{div} \sigma_h, \omega_h)_{\Omega} & = \lambda_h (\mathbf{u}_h, \omega_h)_{\Omega} \\
(\mathbf{u}_h, \eta_h)_{\Omega} & = 0
\end{align}
\]

for all \( (\mathbf{u}_h, \omega_h, \eta_h) \in V^h \times W^h \times A^h \). Here \( V^h := \{ \mathbf{v} \in \mathcal{V} : \mathbf{v}|_K \in V(K) \text{ for all } K \in T_h \} \), \( W^h := \{ \omega \in L^2(\Omega) : \omega|_K \in W(K) \text{ for all } K \in T_h \} \), \( A^h := \{ \mathbf{v} \in L^2(\Omega) : \mathbf{v}|_K \in A(K) \text{ for all } K \in T_h \} \). The local spaces are

\[
\begin{align}
V(K) := V^k(K) := p^{k+1}(K) \text{ on special grids}, \\
W(K) := W^k(K) := p^{k}(K), \quad A(K) := A^k(K) := \{ \eta \in p^{k+1}(K) : \eta + \eta' = 0 \},
\end{align}
\]
where the special grids on $T_h$ are defined by [18, Assumption 6.2]: In either the two-dimensional(triangular) or the three-dimensional(tetrahedral) case, assume the following.

(1) The grid is obtained from a quasi-uniform grid after splitting each of its elements into $n + 1$ elements (Here $n$ is the dimension) by connecting the vertices of the element to its barycentre.

(2) In the two-dimensional case assume $k \geq 0$; In the three-dimensional case assume $k \geq 1$.

Notice that $V^h \times W^h \times A^h$ is the mixed finite element of the family introduced for linear elasticity by J.Gopalakrishnan and J.Guzmán (see [18, section 6]).

Remark 4.1. We point out that we can obtain the same formulations as [30, Problem 4.1] by a simple algebraic operation in (4.1):

$$(\rho S^{-1} \text{div}\sigma_h + \text{div}\nu_h)_{\Omega} = \lambda_h((A\sigma_h, \nu_h)_{\Omega} + (\rho_h, \nu_h)_{\Omega})$$

for all $(\nu_h, \eta_h) \in V^h \times A^h$. We use the finite element on special grids described as above while [30] utilizes the lowest order AFW element on arbitrary quasi-uniform grids. However, based on the equivalence of the mixed formulations, the discrete $H^1$ stability properties and error estimates obtained by our mixed method can also be applied to [30].

Let us now recall some well-known approximation properties of the finite element spaces introduced above. Given $t > 0$, the tensorial version of the BDM-interpolation operator (see [7]) $\Pi_h : H^t(\Omega) \cap \mathcal{Y} \to V^h$ is characterized by the following identities:

$$\int_F (\Pi_h \tau) n_F \cdot p = \int_F \tau n_F \cdot p, \quad \forall p \in P^{k+1}(F), \text{ for all faces } F \text{ of } K,$$

$$\int_K \Pi_h \tau \cdot v = \int_K \tau \cdot v, \quad \forall v \in \mathcal{N}^k(K).$$

Here $\mathcal{N}^k(K)$ is defined by $\mathcal{N}^k(K) := P^{k-1}(K) + S^k(K)$, where $S^k(K) := \{ v \in P^k(K) : \mathbf{v} \mid K = 0 \}$ for $k \geq 1$. The entries of $P^k(K)$ are the homogeneous polynomials of degree $k$. The following commuting diagram property holds(see [7]):

$$\text{div}\Pi_h \tau = P\text{div}\tau, \quad \forall \tau \in H^t(\Omega) \cap H(\text{div}; \Omega)$$

where $P : L^2(\Omega) \to W^h$ is the $L^2$-orthogonal projector. In addition, it’s well known that there exists $C > 0$, independent of $h$, such that for each $\tau \in H^t(\Omega) \cap H(\text{div}; \Omega)$ (see [6]):

$$\|
\tau - \Pi_h \tau \|_{0, \Omega} \leq C h^{\min\{1, k+2\}} \|
\tau \|_{t, \Omega}, \quad \forall t > 1/2.$$

For less regular tensorial fields, we have the following error estimate (see [21, Theorem 3.16])

$$\|
\tau - \Pi_h \tau \|_{0, \Omega} \leq C h^t (\|
\tau \|_{t, \Omega} + \|
\text{div}\tau \|_{0, \Omega}), \quad \forall t \in (0, 1/2].$$

And we denote $P : Q \to A^h$ the orthogonal projector with respect to the $L^2(\Omega)$-norm. Then for any $t > 0$, we have

$$\|
\rho - PP \rho \|_{0, \Omega} \leq C h^{\min\{1, k+2\}} \|
\rho \|_{t, \Omega}, \quad \forall \rho \in H^t(\Omega) \cap Q.$$
(4.7) \[ ||u - Pu|| = C h^{\min\{1,k+1\}} ||u||_{t,\Omega} \quad \forall u \in H^1(\Omega). \]

For problem (4.1), the discrete version of the operator \( T \) is denoted as
\[
T_h : L^2(\Omega) \rightarrow W^h \\
\quad f \mapsto u^f_h
\]
where \( u^f_h, \) also with \( (\sigma_h^f, \rho_h^f) \) is the solution of the following discrete source problem:
\[
(4.8a) \quad (A\sigma^f_h, \nu)_\Omega + (u^f_h, \nabla \nu)_\Omega + (\rho^f_h, \nu)_\Omega = 0 \\
(4.8b) \quad - (\rho_s^{-1} \nabla \sigma^f_h, \omega)_\Omega = (f, \omega)_\Omega \\
(4.8c) \quad (\sigma^f_h, \eta)_\Omega = 0
\]
for all \((\nu, \omega, \eta) \in V^h \times W^h \times A^h.\)

By [18, Theorem 6.3], on the special grids, (Note that [18] gives the stability with a zero boundary condition, but combining the commuting diagram in [19], we can also obtain the stability with the mixed boundary conditions in this paper) we have
\[
\sup_{(\nu, \omega, \eta) \in V^h \times W^h \times A^h} \frac{A((\sigma, u, \rho), (\nu, \omega, \eta))}{||\nu, \omega, \eta||} \geq \beta ||(\sigma, u, \rho)||, \quad \forall (\sigma, u, \rho) \in V^h \times W^h \times A^h
\]
with \( \beta > 0 \) independent of \( h \) and \( \lambda_S, ||(\nu, \omega, \eta)||^2 = ||\nu||^2_{H(\text{div};\Omega)} + ||\omega||^2_{0,\Omega} + ||\eta||^2_{0,\Omega}. \)

Indeed,
(i) the discrete inf-sup condition: \( \exists \beta^* > 0, \) independent of \( h, \) such that
\[
(4.10) \quad \sup_{\tau \in \mathcal{V}^h} \frac{(\omega_h, \text{div} \tau)_\Omega + (\tau, s_h)_\Omega}{||\tau||_{H(\text{div};\Omega)}} \geq \beta^* (||s_h||_{0,\Omega} + ||\omega_h||_{0,\Omega}), \quad \forall (\omega_h, s_h) \in W^h \times A^h
\]
(ii) the coercivity in the kernel condition \( (A\tau, \tau)_\Omega \geq C ||\tau||^2_{H(\text{div};\Omega)}, \) for all \( \tau \) in the kernel given by \( K := \{ \tau \in \mathcal{V}^h : (\omega_h, \text{div} \tau)_\Omega + (s_h, \tau)_\Omega = 0 \text{ for all } \omega_h \in W^h \text{ and all } s_h \in A^h \}. \) Here the constant \( C \) doesn’t depend on \( \lambda_S. \) The lemma below explains the independence.

**Lemma 4.2.** There exists a constant \( C > 0, \) depending on \( \mu_S \) and \( \Omega \) (but not on \( \lambda_S)), \) such that \( (A\tau, \tau)_\Omega \geq C ||\tau||^2_{H(\text{div};\Omega)}, \) for all \( \tau \in K. \)

**Proof.** For any \( \tau \in \mathcal{V}^h, \) by (1.2), we have \( A\tau : \tau = \frac{1}{2\mu_S} \tau^D : \tau^D + \frac{1}{\mu} ||\tau^D||^2_{0,\Omega}. \) Let \( \tau_0 := \tau - \frac{1}{n(\Omega, \text{tr} \tau)} I. \) For \( n = 2, \) it is proved in [7, Proposition IV.3.1] that there exists a constant \( C > 0, \) such that
\[
(4.11) \quad ||\tau_0||^2_{0,\Omega} \leq C (||\tau^D||^2_{0,\Omega} + ||\text{div} \tau||^2_{0,\Omega}) \quad \forall \tau \in \mathcal{V}^h
\]
The same proof also runs for \( n = 3. \) On the other hand, in terms of [16, Lemma 2.2], we directly know that for a bounded and simply connected domain in \( \mathbb{R}^d \) with Lipschitz-continuous boundary, there exists \( C > 0, \) only depending on \( \Omega \) and \( \Gamma_1, \) such that
\[
(4.12) \quad ||\tau||^2_{H(\text{div};\Omega)} \leq C ||\tau_0||^2_{H(\text{div};\Omega)} \quad \forall \tau \in \mathcal{V}^h \subset \mathcal{Y}
\]
The same proof also runs for a bounded and connected Lipschitz-domain in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \). Then by (4.11), (4.12) and the fact that \( \text{div} \tau_0 = \text{div} \tau \), we obtain \( \| \tau \|_{L^2(\text{div};\Omega)}^2 \leq C(\| \tau_D \|^2_{L^2(\Omega)} + \| \text{div}\tau \|^2_{L^2(\Omega)}) \). Thus, for all \( \tau \in K \)(i.e. \( \text{div} \tau = 0 \), \( \tau \) is symmetric), we have \( \langle A\tau, \tau \rangle \geq \frac{1}{\mu_\omega} \| \tau_D \|^2_{L^2(\Omega)} \geq C \| \tau \|^2_{L^2(\text{div};\Omega)} \), where \( C \) depends on \( \mu_\omega \) and \( \Omega \), but not on \( \lambda_\omega \).

Therefore, (4.9) holds. As the continuous case, \((\lambda_h, \sigma_h, u_h, \rho_h) \in \mathbb{R} \times \mathbb{V}^h \times \mathbb{W}^h \times \mathbb{A}^h\) solves (4.1) if and only if \((\mu_h, u_h) \) with \( \mu_h = \frac{1}{\lambda_h^2} \) is an eigenpair of \( T_h \) and \((\sigma_h, \rho_h) = \frac{1}{\lambda_h^2} (\sigma_h, \rho_h)\). We define the operators \( T_M \) and \( T_{M,h} \) corresponding to \( T \) and \( T_h \) as follows:

\[
T_M : L^2(\Omega) \to L^2(\Omega) \times L^2(\Omega) \times Q
f \mapsto \{ \sigma^I, u^I, p^I \}
\]

Obviously, under proper regularity assumptions, \( T_M \) is compact. \( T_{M,h} \) is defined by \( T_{M,h} : L^2(\Omega) \to \mathbb{V}^h \times \mathbb{W}^h \times \mathbb{A}^h \)(i.e. \( T_{M,h} \mathbf{f} = (\sigma^I_h, u^I_h, p^I_h) \in \mathbb{V}^h \times \mathbb{W}^h \times \mathbb{A}^h \)).

4.2. Discrete \( H^1 \)-stability of numerical displacement. We recalled the definition of \( \| \mathbf{u}_h \|_{1,h} \) in (1.7), which is different from that in [15] since we discuss the mixed boundary conditions here. We will show in Theorem 4.4 that \( \| \mathbf{u}_h \|_{1,h} \) can be bounded by \( \| A\sigma_h^I \|_{0,\Omega} \). Before going further, we provide a lemma for the BDM element, which can be used in the later proof. A similar lemma is [15, Lemma 3.1] and hence we omit the proofs.

**Lemma 4.3.** For each element \( K \in T_h \), given \( \sigma \in L^2(K) \), \( q_i \in L^2(F_i) \) where \( \{F_i\} \subset \partial K \), there exists a unique \( \mathbf{v} \in \mathbb{V}^h(K) \) such that

\[
\begin{align}
\int_{F_i} \mathbf{v} \cdot n_{F_i} \mu ds &= \int_{F_i} q_i \cdot \mu ds \quad \forall \mu \in p^{k+1}(F_i), F_i \subset \partial K \\
\int_K \mathbf{v} \cdot \omega dx &= \int_K \sigma \cdot \omega dx \quad \forall \omega \in \mathbb{N}^h(K)
\end{align}
\]

Here \( \mathbb{N}^h(K) \) is defined under (4.2). More importantly, \( \| \mathbf{v} \|^2_{0,K} \leq C(\| \sigma \|^2_{0,K} + h \sum_{F_i \subset \partial K} \| q_i \|^2_{L^2(F_i)}) \), where \( C \) is independent of \( h \) and \( K \).

Next, we prove that \( \| \mathbf{u}_h \|_{1,h} \) can be controlled by \( \| A\sigma_h \|_{0,\Omega} \), which plays a key role in the proof of Theorem 4.6. Actually, a very simple example similar to this type of control relationship can be found in [15, Theorem 3.2] for the Poisson problem. However, the control relationship is not obvious in our case.

**Theorem 4.4.** For (4.8), there exists a constant \( C \) independent of \( A^{-1} \) and \( h \) such that \( \| \mathbf{u}_h \|^2_{1,h} \leq C(\| A\sigma_h \|^2_{0,\Omega}) \).

**Proof.** By using integration by parts for equation (4.8a), we have

\[
0 = \langle A\sigma_h, \mathbf{v} \rangle \Omega + \langle u_h^I, \text{div}\mathbf{v} \rangle \Omega + \langle \rho_h^I, \mathbf{v} \rangle \Omega
\]

\[
= \langle A\sigma_h, \mathbf{v} \rangle \Omega - \sum_{K \subset T_h} \langle \nabla u_h^I, \mathbf{v} \rangle_K + \sum_{F_i \subset \partial K} \left( \langle u_h^I, \mathbf{v} \rangle_F + \langle \rho_h^I, \mathbf{v} \rangle_F \right)
\]

On each element \( K \), let \( \mathbf{v}_1 \in \mathbb{V}^h \)(Notice that \( \mathbf{v}_1|_{\Gamma_1} = 0 \)) be the projection such that

\[
\begin{align}
\int_{F_i} \mathbf{v}_1 \cdot n_{F_i} \mu ds &= \int_{F_i} (-\frac{1}{h_{F_i}} \langle u_h^I \rangle_\Omega) \cdot \mu ds \quad \forall \mu \in p^{k+1}(F_i), F_i \subset \partial K \cap (\varepsilon^I \cup \varepsilon^D)
\end{align}
\]
\[ \sum_{K \in T_h} ||\mathbf{u}_h^j||^2_{0,K} + \sum_{F \in \partial K \cap (\mathcal{E} \cup \mathcal{D})} h^{-1} ||[\mathbf{u}_h^j]||^2_{L^2(F)} \leq C ||\mathbf{a}^j||^2_{0,\Omega}, \]

In the following we will directly use [18, (5.1); (5.2)] for all elements \( r \in L^2(\Omega) \): \( r|_K \in p^{k+1}(K) \), for all elements \( K \), \( S^h = \{ S \in H^1(\Omega) : S|_K \in p^{k+2}(K) \} \), for all elements \( K \). In the following we will directly use [18, (5.1); (5.2)] and notations in [18]. We recalled [18, (5.1)] which is shown in Figure 4.1 (Here \( \text{skw}(-) \) denotes the operator mapping matrices to their skew-symmetric parts. \( P \) denotes the \( L^2 \)-orthogonal projection onto \( R^h \). \( \mathbf{P} \) denotes the \( L^2 \)-orthogonal projection onto \( \mathbf{A}^h \). \( \mathbf{X}_2 \) is an isomorphic map between \( R^h \) and \( \mathbf{A}^h \). Notice that the diagram commutes generally hold for the space \( S^h \) with mixed boundary conditions (i.e. our case: \( \mathbf{\nabla}^h = \mathbf{\nabla}^h \)). And recall [18, (5.2)]: for all \( s^h \in S^h \),

\[ \frac{1}{2} \mathbf{X}_2 \mathbf{P} \text{div} s^h = \mathbf{P} \text{skwcurl} s^h, \]

By [3], on the special grids, for \( r^h = 2 \mathbf{X}_2^{-1} \mathbf{P}(-\text{skw}\mathbf{u}_1) \), we can find \( s^h \in S^h \) satisfying

\[ \frac{1}{2} \mathbf{X}_2 \mathbf{P} \text{div} s^h = \mathbf{P} \text{skwcurl} s^h, \]

Setting \( \mathbf{u}_2 = \text{curl} s^h \), and by (4.19), this implies that

\[ \mathbf{P} \text{skw}\mathbf{u}_2 = \mathbf{P}(-\text{skw}\mathbf{u}_1), \quad ||\mathbf{u}_2||_{L^2} \leq C ||\mathbf{u}_1||_{L^2}. \]

Above is the two-dimensional case. For the three-dimensional case, in terms of [37], we can obtain a similar result to (4.20). By analogous analysis, we can obtain the same results as the two dimension. So we omit the details of the three-dimensional case here. Finally, setting \( \mathbf{v} = \mathbf{u}_1 + \mathbf{u}_2 \). By using (4.21), (4.14), (4.17) and (4.18), we get

\[ \sum_{K \in T_h} ||\mathbf{u}_h^j||^2_{0,K} + \sum_{F \in \mathcal{E} \cup \mathcal{D}} h^{-1} ||[\mathbf{u}_h^j]||^2_{L^2(F)} \leq C ||\mathbf{a}^j||^2_{0,\Omega}, \]
where $C$ doesn’t depend on $h$ and $\lambda_S$. Then in terms of the well-known $H^1$ interpolation, we know that there exists $\tilde{u}_h \in \{ u \in H^1(\Omega) : u|_{\Gamma_0} = 0, |\Gamma_0| > 0 \} \cap p^k(T_h)$ such that
\begin{equation}
\sum_{K \in T_h} || \nabla u_h^f - \nabla \tilde{u}_h^f ||^2_{0,K} \leq C \sum_{F \in \mathcal{I} \cup \mathcal{U}_D} h_F^{-1} || [u_h^f] ||^2_{L^2(F)}
\end{equation}

Then, combining the triangle inequality, we immediately obtain
\begin{equation}
|| e(u_h^f) ||_{0,\Omega} \leq C \left( \sum_{K \in T_h} || e(u_h^f) ||^2_{0,K} + \sum_{F \in \mathcal{I} \cup \mathcal{U}_D} h_F^{-1} || [u_h^f] ||^2_{L^2(F)} \right)
\end{equation}

By (4.23), (4.24), the triangle inequality and Korn’s inequality (see [9]), we obtain
\begin{equation}
\sum_{K \in T_h} || \nabla u_h^f ||^2_{0,K} \leq C \left( \sum_{K \in T_h} || e(u_h^f) ||^2_{0,K} + \sum_{F \in \mathcal{I} \cup \mathcal{U}_D} h_F^{-1} || [u_h^f] ||^2_{L^2(F)} \right)
\end{equation}

Therefore, in terms of (4.22) and (4.25), we get the desired assertion. \hfill \square

Remark 4.5. In fact, in terms of the definition of $|| u_h ||_{1,h}$, we have the following discrete Sobolev embedding inequalities
\begin{equation}
\begin{cases}
|| u_h ||_{L^p} \leq C || u_h ||_{1,h} & \text{for } 1 \leq p < \infty, \text{ in two dimensional space}, \\
|| u_h ||_{L^p} \leq C || u_h ||_{1,h} & \text{for } 1 \leq p \leq 6, \text{ in three dimensional space},
\end{cases}
\end{equation}

where $C$ depends upon the domain $\Omega$, the polynomial degree $k$ and $p$ only. Indeed, for $u_h \in V^h$, by utilizing the general $H^1$-interpolation, there exists $\tilde{u}_h \in H^1(\Omega) : u|_{\Gamma_0} = 0, |\Gamma_0| > 0 \} \cap p^k(T_h)$ such that $\sum_{K \in T_h} || \nabla u_h - \nabla \tilde{u}_h ||^2_{0,K} \leq C \sum_{F \in \mathcal{I} \cup \mathcal{U}_D} \frac{1}{h_F} || [u_h] ||^2_{L^2(F)}$. Going through the same steps as (4.23)-(4.25), we have $|| \nabla \tilde{u}_h ||^2_{0,\Omega} \leq C \left( \sum_{K \in T_h} || e(u_h) ||^2_{0,K} + \sum_{F \in \mathcal{I} \cup \mathcal{U}_D} h_F^{-1} || [u_h] ||^2_{L^2(F)} \right)$. Then by the triangle inequality, conventional Sobolev inequalities and the two inequalities above
\begin{align*}
|| u_h ||_{L^p} & \leq C \left( || u_h - \tilde{u}_h ||_{L^p} + || \tilde{u}_h ||_{L^p} \right) \leq C \left( \sum_{K \in T_h} || \nabla (u_h - \tilde{u}_h) ||^2_{0,K} + C \|| \nabla \tilde{u}_h ||^2_{L^2(\Omega)} \right) \\
& \leq C \left( \sum_{K \in T_h} || e(u_h) ||^2_{0,K} + \sum_{F \in \mathcal{I} \cup \mathcal{U}_D} h_F^{-1} || [u_h] ||^2_{L^2(F)} \right) = C || u_h ||_{1,h}
\end{align*}

Therefore, (4.26) is proved. Now in terms of Theorem 4.4, we immediately have the following discrete Sobolev embedding inequality for $(\mathbf{u}_h^f, \mathbf{u}_h^g)$
\begin{equation}
\begin{cases}
|| u_h^f ||_{L^p} \leq C || A\mathbf{u}_h^f ||_{0,\Omega}, & \text{for } 1 \leq p < \infty, \text{ in two dimensional space,} \\
|| u_h^g ||_{L^p} \leq C || A\mathbf{u}_h^g ||_{0,\Omega}, & \text{for } 1 \leq p \leq 6, \text{ in three dimensional space},
\end{cases}
\end{equation}

where $C$ depends upon the domain $\Omega$, the polynomial degree $k$ and $p$.

4.3. Convergence of $\{ T_{M,h} \}$ to $T_M$ in discrete $H^1$-norm.

Theorem 4.6. Under Assumption 3.1, for all $s \in (0, s_0]$, there exists a constant $C > 0$ independent of $h$ and $\lambda_S$ such that
\begin{equation}
|| (T_{M,h} - T_M) f ||_{1,h} \leq Ch^s || f ||_{0,\Omega} \quad \forall f \in L^2(\Omega),
\end{equation}

where $|| (T_{M,h} - T_M) f ||_{1,h} = || A^{\frac{1}{2}} (\mathbf{u}_h^f - \mathbf{u}_h^g) ||_{0,\Omega}^2 + || Pf^f - \mathbf{p}_h^f ||_{0,\Omega}^2 + || Pf^g - \mathbf{p}_h^g ||_{0,\Omega}^2$ and $P$ is the $L^2$-orthogonal projection onto $W^h$, which immediately implies $|| (T_h - T) f ||_{0,\Omega} \leq Ch^s || f ||_{0,\Omega}$. 

\hfill \Box
Proof. In terms of (2.2) and (4.3), we can obtain that

(4.29a) \( (A(\Pi_h \sigma^f), \tau_h) + (P u^f, \text{div} \tau_h) + (P \rho^f, \tau_h) = (A(\Pi_h \sigma^f - \sigma^f), \tau_h) \)

(4.29b) \(- (\rho_s^{-1} \text{div} (\Pi_h \sigma^f), \omega_h) = - (\rho_s^{-1} P \text{div} \sigma^f, \omega_h) = (f, \omega_h) \)

(4.29c) \((\Pi_h \sigma^f, \eta_h) = (\Pi_h \sigma^f - \sigma^f, \eta_h) \)

for all \((\tau_h, \omega_h, \eta_h) \in V^h \times W^h \times A^h \). Recalling (4.8), we have that

(4.30) \( A((\Pi_h \sigma^f, u^f, P \rho^f), (\tau_h, \omega_h, \eta_h)) = B(f, \omega_h), \quad \forall (\tau_h, \omega_h, \eta_h) \in V^h \times W^h \times A^h \).

We define \( e_{\sigma^f} = \sigma^f_h - \Pi_h \sigma^f, \ e_{u^f} = u^f_h - P u^f, \ e_{\rho^f} = P \rho^f - P \rho^f \). Then by subtracting (4.29) from (4.30), we obtain that

(4.31a) \((A e_{\sigma^f}, \tau_h) + (e_{u^f}, \text{div} \tau_h) + (e_{\rho^f}, \tau_h) = (A(\sigma^f - \Pi_h \sigma^f), \tau_h) \)

(4.31b) \((\text{div} e_{\sigma^f}, \omega_h) = 0 \)

(4.31c) \((e_{\sigma^f}, \eta_h) = (\sigma^f - \Pi_h \sigma^f, \eta_h) \)

for all \((\tau_h, \omega_h, \eta_h) \in V^h \times W^h \times A^h \). We choose \( \tau_h = e_{\sigma^f}, \omega_h = e_{u^f}, \eta_h = e_{\rho^f} \), then

(4.32) \((A e_{\sigma^f}, e_{\sigma^f}) = (A(\sigma^f - \Pi_h \sigma^f), e_{\sigma^f}) - (\sigma^f - \Pi_h \sigma^f, e_{\sigma^f}) \)

By virtue of Theorem 4.4 and the system (4.31), we can directly have

(4.33) \( ||e_{u^f}||^2_{0, h} \leq C(||A e_{\sigma^f}||^2_{0, \Omega} + ||\sigma^f - \Pi_h \sigma^f||^2_{0, \Omega}) \)

where \( C \) is independent of \( \lambda_s \) and \( h \). By [18, Proposition 5.1], there exists \( \tilde{\tau}_1 \in V^h \) such that \( (\tilde{\tau}_1, e_{\sigma^f}) = (e_{\sigma^f}, e_{\sigma^f}) \) and \( ||\tilde{\tau}_1||_{0, \Omega} \leq C||e_{\sigma^f}||_{0, \Omega} \), where \( C \) only depends on the shape regularity of the grid. Substituting the test function \( \tilde{\tau}_1 \) into (4.31a), we obtain that \( ||e_{\rho^f}||^2_{0, \Omega} \leq C(||\sigma^f - \Pi_h \sigma^f||_{0, \Omega} + ||e_{u^f}||_{1, h} + ||A^2 e_{\sigma^f}||_{0, \Omega}) \cdot ||e_{\sigma^f}||_{0, \Omega} \).

Then, combining (4.33), we obtain

(4.34) \( ||e_{\rho^f}||_{0, \Omega} \leq C(||\sigma^f - \Pi_h \sigma^f||_{0, \Omega} + ||A^2 e_{\sigma^f}||_{0, \Omega}) \)

By using (4.32), (4.34), and an arithmetic-geometric mean inequality, we have

(4.35) \( ||A^2 e_{\sigma^f}||_{0, \Omega} \leq C||\sigma^f - \Pi_h \sigma^f||_{0, \Omega} \leq Ch^s ||f||_{0, \Omega} \)

where \( C \) is independent of \( \lambda_s \) and \( h \), and the estimates (4.4), (4.5), Assumption 3.1 have been used. Combining (4.33) and (4.35), we obtain

(4.36) \( ||e_{u^f}||_{1, h} \leq C||\sigma^f - \Pi_h \sigma^f||_{0, \Omega} \leq Ch^s ||f||_{0, \Omega} \)

where \( C \) is independent of \( \lambda_s \) and \( h \). Also, by (4.34), (4.35), the estimates (4.4)-(4.6) and the triangle inequality, we have

(4.37) \( ||A^2 (\sigma^f - \Pi_h \sigma^f)||_{0, \Omega} \leq Ch^s ||f||_{0, \Omega}, \quad ||P - P^h||_{0, \Omega} \leq Ch^s ||f||_{0, \Omega}, \)

where \( C \) is independent of \( \lambda_s \) and \( h \). Now combining (4.36) and (4.37), we easily find that (4.28) is well satisfied. Besides, \( ||T f - T_h f||_{0, \Omega} \leq ||u^f - P u^f||_{0, \Omega} + ||e_{u^f}||_{1, h} \leq Ch^{s+1} ||u^f||_{1, \Omega} + Ch^s ||f||_{0, \Omega} \leq Ch^s ||f||_{0, \Omega} \), where the triangle inequality, (4.7), Assumption 3.1 have been used and \( C \) is independent of \( \lambda_s \) and \( h \).
4.4. The spectrum of the discrete solution operator.

**Theorem 4.7.** The spectrum of \( T_h : L^2(\Omega) \to W^h \) consists of 0 and \( M := \dim W^h \) eigenvalues, repeated accordingly to their respective multiplicities. The spectrum decomposes as follows: \( \text{sp}(T_h) = \{0\} \cup \{\mu_k\}_{k=1}^M \). Moreover,

(i) \( \{\mu_k\}_{k=1}^M \) is \( M \) nonzero eigenvalues of \( T_h \) and there exist \( M \) corresponding eigenvectors \( \{p_i\}_{i=1}^M \in W^h \), that satisfy \( \mu_i = \|T_h\| \). \( \mu_1 \geq \mu_2 \geq \cdots \geq \mu_M > 0 \), \( T_h p_n = \mu_n p_n \), \( 1 \leq n \leq M \), and \( (p_k, p_l)_\Omega = \delta_{kl} \) for all \( 1 \leq k, l \leq M \). And the ascent of each eigenvalue is 1. (ii) \( \mu_h = 0 \) is not an eigenvalue of \( T_h \).

**Proof.** It’s enough to use [9, Theorem 4.11-2] to obtain (i). For (ii), \( 0 \) is in the spectrum of \( T_h \). If \( 0 \notin \text{sp}(T_h) \), then \( T_h : L^2(\Omega) \to W^h \subset L^2(\Omega) \) is injective. For any \( y \in W^h \), by (i), we can express \( y \) as \( y = \sum_{i=1}^M y_i p_i \), \( y_i \in \mathbb{R} \) for all \( 1 \leq i \leq M \). Let \( x := \sum_{i=1}^M y_i p_i \), then \( T_h x = T_h (\sum_{i=1}^M y_i p_i) = \sum_{i=1}^M y_i (\frac{1}{\mu_i} T_h p_i) = \sum_{i=1}^M y_i p_i = y \). So \( T_h \) is a linear operator. This is a contradiction because \( L^2(\Omega) \) and \( W^h \) is not isomorphic. However, \( \mu_h = 0 \) is not an eigenvalue. Suppose \( \exists h_k = 0 \) and \( 0 \neq f \in W^h \) such that \( u_h = T_h f = \mu_h f = 0 \). By the relation between (4.1) and (4.8), we have \( (\mathbf{g}_h^l, p^l_i) = \mu_h (\mathbf{g}_h, p_h) = (0, 0) \). Thus in terms of (4.8b), we have \( (f, \omega)_{\Omega} = 0 \), \( \forall \omega \in W^h \). That is, \( f = 0 \), which is a contradiction. 

**Remark 4.8.** We point out that the analyses in section 4 (i.e. Theorems 4.4, 4.6 and 4.7) can cover some other elements, for instance, the AFW element \([2]\), the elasticity element using the matrix bubble studied by Cockburn, Gopalakrishnan, Guzmán [10] and a second elasticity element using the matrix bubble \([18, \text{Section 2}] \). In addition, we emphasize that because we use the element given by \([18, \text{Section 6}] \), which removes the bubbles, our proof is much more difficult than before.

5. Spectral approximation. In this section, by virtue of the results obtained in the above sections, we will conclude that the numerical scheme provides a correct spectral approximation. We will approximate the \( L^2 \)-orthogonal projection of the eigenspace of exact displacement under discrete \( H^1 \)-norm in Theorem 5.6. Asymptotic error estimates for the eigenvalues will be also established. Then the approximation for the eigenspace of the stress tensor will be given in Theorem 5.7.

We recall some commonly used notations as follows (see [34]). For any complex number \( z \in \mathbb{C} \setminus \text{sp}(T) \), \( R_z(T) = (zI - T)^{-1} \) is the resolvent operator. Let \( \mu \) be an eigenvalue with finite multiplicity \( m \) of \( T \). The spectral projection associated with \( \mu \) and \( T \) is defined by \( E := \frac{1}{2\pi i} \int \gamma R_z(T)dz \), where \( \gamma \) is defined in (5.2a) below. \( E \) is a projection onto the space of generalized eigenvectors associated with \( \mu = \frac{1}{\lambda} \) and \( T \). We have known that \( T_h \to T \) in \( L^2 \)-norm, hence for \( h \) sufficiently small, \( \gamma \subset \mathbb{C} \setminus \text{sp}(T_h) \) and the spectral projection, \( E_h := \frac{1}{2\pi i} \int \gamma R_z(T_h)dz \) exists; \( E_h \) is the spectral projection associated with \( T_h \) and the eigenvalues of \( T_h \) which lie in \( \gamma \), and is a projection onto the direct sum of the spaces of generalized eigenvectors corresponding to these eigenvalues. There are \( m \) eigenvalues of \( T_h \) in \( \gamma \), denoted as \( \mu_{h1}, \mu_{h2}, \cdots, \mu_{hm} \) (repeated according to their respective multiplicities). We also define \( \frac{1}{\lambda_{hi}} = \mu_{hi}, i = 1, 2, \cdots, m \). \( R(E), R(E_h) \) are generalized eigenspaces, where \( R \) denotes the range. Let \( W(h) := W^h + H^1_{0,G} (\Omega) \). Given two closed subspaces \( M \) and \( N \) of \( W(h) \), for \( x \in W(h) \), we define \( \delta(x, M) := \inf_{y \in M} \|x - y\|_{1,h} \), \( \delta(M, N) = \sup_{y \in M, \|y\|_{1,h} = 1} \delta(y, N) \) and \( \hat{\delta}(M, N) = \max\{\delta(M, N), \delta(N, M)\} \). \( \delta(M, N) \) is called the gap between \( M \) and \( N \).

For convenience, we divide it into three cases in some analyses below (i.e. in
SPECTRAL ANALYSIS OF A MIXED METHOD FOR LINEAR ELASTICITY

(5.1a) **Case 1**: There exists a constant $M > 0$ such that $\lambda_S \leq M$.
(5.1b) **Case 2**: For any constant $M > 0, \lambda_S \geq M$ (i.e., $\lambda_S \to \infty$).
(5.1c) **Case 3**: $\lambda_S = \infty$.

To recall that $T$ actually depends on $\lambda_S$, we will denote it by $T_{\lambda_S}$ if we need to strictly tell the difference between $T_{\lambda_S}$ and $T_\infty$ (i.e., $\lambda_S = \infty$) below. Otherwise, we will use $T$ broadly. We also use the same notation convention for $T_h, E, E_h, \lambda, \mu, \lambda_h$ and $\mu_h$. We give the definition of $\gamma$ and $\gamma_\infty$:

(5.2a) $\gamma : \text{boundary of } D_\mu := \{ z \in \mathbb{C} : |z - \mu| \leq d_\mu, d_\mu = \frac{1}{2} \text{dist}(\mu, \text{sp}(T)\backslash\{\mu\}) \}$,
(5.2b) $\gamma_\infty : \text{boundary of } D_\infty := \{ z \in \mathbb{C} : |z - \mu_\infty| \leq d_\infty, d_\infty = \frac{1}{2} \text{dist}(\mu_\infty, \text{sp}(T_\infty)\backslash\{\mu_\infty\}) \}$.

Here $\mu_\infty$ is an eigenvalue of $T_\infty$ which is defined detailedly below. From (5.2a), we have $D_\mu \cap \text{sp}(T) = \{\mu\}$, and for all $z \in \gamma$, $\text{dist}(z, \text{sp}(T)) = \text{dist}(\gamma, \text{sp}(T)) = d_\mu$.

5.1. Spectral approximation. Before spectral analysis, we will give a spectral characterization for incompressible elasticity and the convergence analysis for solution operators. In the limit case $\lambda_S = \infty$, the bilinear forms $A$ and $B$ defined as before change since the term where $\lambda_S$ appears vanishes. Hence the limit eigenvalue problem reads as follows: Find $\lambda_\infty \in \mathbb{R}$ and $u_\infty \in L^2(\Omega)$ with corresponding $(\sigma_\infty, \rho_\infty) \in \mathcal{Y} \times Q$ such that

(5.3) $A_\infty((\sigma_\infty, u_\infty, \rho_\infty), (\nu, \omega, \eta)) = \lambda_\infty B_\infty(u_\infty, \omega), \quad \forall(\nu, \omega, \eta) \in \mathcal{Y} \times L^2(\Omega) \times Q$

with $A_\infty((\sigma_\infty, u_\infty, \rho_\infty), (\nu, \omega, \eta)) = \frac{1}{2\mu_S}(\sigma^D, \nu^D)\nu + (\sigma, \nu)\nu + (\rho^S, \nu)\omega + (\sigma_\infty, \nu)\omega + (\rho_\infty, \nu)\omega + (\sigma_\infty, \rho_\infty)\omega$.

The solution operator $T_\infty : L^2(\Omega) \to L^2(\Omega)$, defined for any $f \in L^2(\Omega)$ by

(5.4) $A_\infty((\sigma_\infty, u_\infty, \rho_\infty), (\nu, \omega, \eta)) = B_\infty(f, \omega), \quad \forall(\nu, \omega, \eta) \in \mathcal{Y} \times L^2(\Omega) \times Q$

where $u_\infty^f = T_\infty f$. It is easy to check that $(\lambda_\infty, u_\infty) \in \mathbb{R} \times L^2(\Omega)$ solves (5.3) if and only if $(\mu_\infty, u_\infty)$, with $\mu_\infty = \lambda_\infty^{\perp}$ is an eigenpair of $T_\infty$, i.e., if and only if $T_\infty u_\infty = \lambda_\infty^{\perp} u_\infty (\lambda_\infty > 0)$. In this case, we have $(\sigma_\infty^T, \rho_\infty^T) = \lambda_\infty^{\perp} (\sigma_\infty, \rho_\infty)$. In fact, using the same analysis and regularity assumption as before, we can obtain that $T_\infty : L^2(\Omega) \to H^1(\Omega)$ is compact and has similar characterizations of the spectrum to $T_{\lambda_S}$.

Let $m_\infty$ be the multiplicity of $\mu_\infty$. From (5.2b), we have $D_\infty \cap \text{sp}(T_\infty) = \{\mu_\infty\}$, and for all $z \in \gamma_\infty$, $\text{dist}(z, \text{sp}(T_\infty)) = \text{dist}(\gamma_\infty, \text{sp}(T_\infty)) = d_\infty$. The spectral projection associated with $\mu_\infty$ and $T_\infty$ is defined by $E_\infty := \frac{1}{2\pi i} \int_{\gamma_\infty} R_z(T_\infty) dz$. In fact, by Lemma 5.1 below, we know that for $\lambda_S \to \infty$, $\gamma_\infty \subset (\mathbb{C} \setminus \text{sp}(T_{\lambda_S}))$ and the spectral projection, $E_{\lambda_S} := \frac{1}{2\pi i} \int_{\gamma_\infty} R_z(T_{\lambda_S}) dz$ exists; $E_{\lambda_S}$ is the spectral projection associated with $T_{\lambda_S}$ and the eigenvalues of $T_{\lambda_S}$ which lie in $\gamma_\infty$, and is a projection onto the direct sum of the spaces of generalized eigenvectors corresponding to these eigenvalues. There are $m_\infty$ eigenvalues of $T_{\lambda_S}$ in $\gamma_\infty$, denoted as $\mu_{\lambda_S}^1, \mu_{\lambda_S}^2, \cdots, \mu_{\lambda_S}^{m_\infty}$ (repeated according to their respective multiplicities. We also define $1/\lambda_{\lambda_S} = \mu_{\lambda_S}^i, i = 1, 2, \cdots, m_\infty$).
LEMMA 5.1. There exists a constant $C > 0$ independent of $\lambda_S$ such that $\|(T_{\lambda_S} - T_\infty)f\|_{1, \Omega} \leq \frac{C}{\lambda_S}\|f\|_{0, \Omega}$, for all $f \in L^2(\Omega)$.

Proof. Let $f \in L^2(\Omega)$ and let $u^{f}_{\lambda_S} = T_{\lambda_S}f$ (the corresponding stress and rotation are denoted as $\sigma^{f}_{\lambda_S}$ and $\rho^{f}_{\lambda_S}$). Then in terms of (2.2) and (1.2), we have

$$
\begin{align*}
A_\infty((\sigma^{f}_{\lambda_S}, u^{f}_{\lambda_S}, \rho^{f}_{\lambda_S}), (\nu, \omega, \eta)) &= B_\infty(f, \omega) - \frac{1}{n(n\lambda_S + 2\mu_S)} I_{n\lambda_S + 2\mu_S}, \text{ for all } (\nu, \omega, \eta) \in \mathcal{Y} \times L^2(\Omega) \times Q. \text{ Combining (5.4), we have } \\
A_\infty((\sigma^{f}_{\lambda_S} - \sigma^{f}_{\infty}, u^{f}_{\lambda_S} - u^{f}_{\infty}, \rho^{f}_{\lambda_S} - \rho^{f}_{\infty}), (\nu, \omega, \eta)) &= -\frac{\text{tr}(\sigma^{f}_{\lambda_S}) \cdot \text{tr}(\nu)}{n(n\lambda_S + 2\mu_S)}. \text{ Then using the conventional inf-sup condition, we obtain (5.5)}
\end{align*}
$$

By Korn's inequality, (5.5) and (1.2), we have

$$
\begin{align*}
\|u^{f}_{\lambda_S} - u^{f}_{\infty}\|_{0, \Omega} &\leq C\|e(u^{f}_{\lambda_S} - u^{f}_{\infty})\|_{0, \Omega} = C\|\frac{1}{2\mu_S}(\sigma^{f}_{\lambda_S})^D + \frac{1}{n(n\lambda_S + 2\mu_S)} \text{tr}(\sigma^{f}_{\lambda_S})I \tfrac{1}{2\mu_S}(\sigma^{f}_{\lambda_S})^D\|_{0, \Omega} + C\|\sigma^{f}_{\lambda_S} - \sigma^{f}_{\infty}\|_{0, \Omega} + \frac{C}{\lambda_S}\|\sigma^{f}_{\lambda_S}\|_{0, \Omega} \leq \frac{C}{\lambda_S}\|f\|_{0, \Omega}.
\end{align*}
$$

That's, $\|(T_{\lambda_S} - T_\infty)f\|_{1, \Omega} \leq \frac{C}{\lambda_S}\|f\|_{0, \Omega}, \forall f \in L^2(\Omega)$. Then we have $\|(T_{\lambda_S} - T_\infty)f\|_{1, \Omega} \leq \frac{C}{\lambda_S}\|f\|_{0, \Omega}, \forall f \in L^2(\Omega)$.

LEMMA 5.2. There exists a constant $C > 0$ independent of $\lambda_S$ and $z$ such that

$$(5.6) \quad \|(zI - T)f\|_{1, \Omega} \geq C\text{dist}(z, sp(T))\|f\|_{1, \Omega}, \forall f \in H^1_{0, \Gamma_0}(\Omega),$$

where $z \in \gamma(\gamma$ is defined in (5.2a)) in Case 1 (i.e., (5.1a)); $z \in \gamma(\gamma$ is defined in (5.2b)) in Case 2 ((5.1b)) or Case 3 ((5.1c)). dist($z, sp(T)$) is the distance between $z$ and the spectrum of $T$ in the complex plane, which in principle depends on $\lambda_S$.

Proof. In Case 1, clearly we know $\mathbb{C}\setminus sp(T)$ is open, hence $\forall z \in \gamma \subset \mathbb{C}\setminus sp(T)$, $\exists \delta_0 > 0$ such that $z \in B(z_0, \delta_0) \subset \mathbb{C}\setminus sp(T)$. In terms of [35, Theorem 1.13(b)], we know for each $\delta \in (0, 1)$, $\|(zI - T)^{-1}\|_1 \leq \frac{\delta(2\mu_S^2)}{2\mu_S^2}$. Since $0 < \text{dist}(z, sp(T)) \leq |z| < |2z|$, then $0 < 1 - \frac{\text{dist}(z, sp(T))}{2|z|} < 1$. Thus if we set $\delta = 1 - \frac{\text{dist}(z, sp(T))}{2|z|}$, then we have $\|(zI - T)^{-1}\|_1 \leq C/\text{dist}(z, sp(T))$, where $C$ is independent of $\lambda_S$. Hence (5.6) is proved. The analysis in Case 3 is similar to Case 1. In Case 2, For $\lambda_S$ big enough, $\forall z \in \gamma(\subset \mathbb{C}\setminus sp(T_{\lambda_S}))$, combining Case 3, there exists a constant $C_1$ independent of $\lambda_S$ such that

$$
\begin{align*}
\|(zI - T_{\lambda_S})f\|_{1, \Omega} &\geq \|(zI - T_\infty)f\|_{1, \Omega} - \|(T_\infty - T_{\lambda_S})f\|_{1, \Omega} \\
&\geq C_1\text{dist}(z, sp(T_\infty))\|f\|_{1, \Omega} - \|(T_\infty - T_{\lambda_S})f\|_{1, \Omega}
\end{align*}
$$

From Lemma 5.1, we know for $\lambda_S$ big enough, $\|(T_\infty - T_{\lambda_S})f\|_{1, \Omega} \leq \frac{C}{\lambda_S}\text{dist}(z, sp(T_\infty))\|f\|_{1, \Omega}$. Then for all $z \in \gamma(\subset \mathbb{C}\setminus sp(T_\infty))\|f\|_{1, \Omega}$.
\[ \geq C(|z - \mu_1^h| - |\mu_{i,0}^h - \mu_\infty|)||f||_{1,\Omega}, \text{ for all } 1 \leq i \leq m_\infty. \]  
Since by Lemma 5.1 and [34, Theorem 6], we have \[ |\mu_{i,0}^h - \mu_\infty| \to 0 \text{ as } \lambda_S \to \infty, \]  
then for all \( \gamma \in \gamma_\infty \) and \( \lambda_S \) big enough, we can obtain the desired assertion.

**Lemma 5.3.** There exists a constant \( C > 0 \) independent of \( h \) and \( \lambda_S \) such that

\[ \|(zI - T)f\|_{1,h} \geq C\text{dist}(z, sp(T))\|z\|_{1,h} \forall f \in W(h), \]

where \( z \in \gamma(\gamma \text{ is defined in (5.2a)}) \) in Case 1 (i.e. (5.1a)); \( z \in \gamma_\infty(\gamma_\infty \text{ is defined in (5.2b)}) \) in Case 2 (5.1b) or Case 3 (5.1c).

**Proof.** We introduce \( f^* := Tf \in H_0^{1+\gamma}(\Omega) \), and notice that \( (zI - T)f^* = T(zI - T)f \). By virtue of Lemma 5.2, we have that

\[ C\text{dist}(z, sp(T))\|f^*\|_{1,\Omega} \leq \|(zI - T)f^*\|_{1,\Omega} = \|T(zI - T)f\|_{1,\Omega} \]

\[ \leq C\|f\|_{1,\Omega} \leq C\|f\|_{1,\Omega} \]

Finally, by the triangle inequality,

\[ \|f\|_{1,\Omega} \leq \frac{1}{|z|} \left( \|(zI - T)f\|_{1,\Omega} + \|f^*\|_{1,\Omega} \right) \leq \frac{1}{|z|} \left( 1 + \frac{C}{\text{dist}(z, sp(T))} \right) \|zI - T\|_{1,\Omega} \]

\[ = C + \frac{\text{dist}(z, sp(T))}{|z|\text{dist}(z, sp(T))} \|zI - T\|_{1,\Omega} \leq C \text{dist}(z, sp(T))\|f\|_{1,\Omega}, \]

where the boundedness of \( \text{dist}(z, sp(T)) \) in three cases have been used. \( \square \)

**Lemma 5.4.** There exists \( h_0 > 0 \) such that if \( h \leq h_0 \),

\[ \|(zI - T_h)f\|_{1,h} \geq C\text{dist}(z, sp(T))\|z\|_{1,h} \forall f \in W(h), \]

where \( z \in \gamma(\gamma \text{ is defined in (5.2a)}) \) in Case 1 (i.e. (5.1a)); \( z \in \gamma_\infty(\gamma_\infty \text{ is defined in (5.2b)}) \) in Case 2 (5.1b) or Case 3 (5.1c). \( C > 0 \) is independent of \( h \) and \( \lambda_S \).

**Proof.** By \( (zI - T_h)f = (zI - T)f + (T - PT)\Omega + (PT - T_h)f \) and Lemma 5.3,

\[ \|(zI - T_h)f\|_{1,h} \geq C\text{dist}(z, sp(T))\|z\|_{1,h} \]

Clearly we have \( \|Tf - P(Tf)\|_{1,h} \leq Ch^s\|Tf\|_{1+\gamma,\Omega} \leq Ch^s\|f\|_{0,\Omega} \leq Ch^s\|f\|_{1,h} \),

and by virtue of Theorem 4.6, we know that

\[ \|P(T - T_h)f\|_{1,h} \leq Ch^s\|f\|_{0,\Omega} \leq Ch^s\|f\|_{1,h} \]

Thus for \( h \) small enough, \( \|Tf - P(Tf)\|_{1,h} + \|P(T - T_h)f\|_{1,h} \leq \frac{C\text{dist}(z, sp(T))}{|z|\text{dist}(z, sp(T))}\|f\|_{1,h} \). Then we immediately obtain the desired assertion. \( \square \)

**Lemma 5.5.** There exists \( h_0 > 0 \) such that, for all \( h \leq h_0 \),

\[ \|(PE - E_h)f\|_{W(h)} \leq \frac{C}{d}\|P(T - T_h)f\|_{1,h}, \]

with \( C > 0 \) independent of \( h \) and \( \lambda_S \), where \( d = d_\mu(d_\mu \text{ is defined in (5.2a)}) \) for Case 1 (i.e. (5.1a)); \( d = d_\gamma^2/d_\infty \) with \( d_\gamma = \text{dist}(\gamma_\infty, sp(T_{\lambda_S})) \) (here \( d_\infty, \gamma_\infty \) are defined in (5.2b)) for Case 2 (i.e. (5.1b)); or \( d = d_\infty \) for Case 3 (i.e. (5.1c)). And \( ||(PE - E_h)|_{W(h)} ||_{1,h} \) denotes the restriction of \( PE - E_h \) to \( W(h) \).
Proof. We deduce from the identity $P((zI - T)^{-1} - (zI - T_h)^{-1})(T - T_h)(zI - T)^{-1} = (zI - T_h)^{-1}(PT - T_h)(zI - T)^{-1}$ that, in Case 1, for any $f \in W(h)$

\[(5.8)\]

\[\|(PE - E_h)f\|_{1,h} \leq \frac{1}{2\pi} \int_{\gamma} \|(zI - T_h)^{-1}(PT - T_h)(zI - T)^{-1}f\|_{1,h} \, dz\]

\[\leq d_{\mu} \frac{C}{d_{\mu}|z|} \|(PT - T_h)w(h)\|_{1,h} \leq \frac{C}{d_{\mu}} \|(PT - T_h)w(h)\|_{1,h} \|f\|_{1,h},\]

where Lemmas 5.3, 5.4 and the fact that for all $z \in \gamma$, $|z| \geq \mu - d_{\mu} \geq \frac{1}{2}\mu$ have been used. The analysis in Case 2 is similar to Case 1. Besides, in Case 2, for any $f \in W(h)$, \[\|(PE - E_h)f\|_{1,h} \leq \frac{1}{2\pi} \int_{\gamma} \|(zI - T_h)^{-1}(PT - T_h)(zI - T_h)^{-1}f\|_{1,h} \, dz\]

\[\leq \frac{C}{d_{\mu}} \|(PT - T_h)w(h)\|_{1,h} \|f\|_{1,h}.\]

THEOREM 5.6. Let $r > 0$ be such that $R(E) \subset H^{1+r}(\Omega)$ with the regularity assumption

\[(5.9)\]

\[\|\sigma\|_{r, \Omega} + \|u\|_{1+r, \Omega} + \|\rho\|_{r, \Omega} \leq C_{r, \phi}\|u\|_{0, \Omega}, \quad \forall u \in R(E)\]

where $C_{r, \phi}$ is independent of $\lambda_S$ and $(\sigma, \rho)$ together with $(\lambda, u)$ is the solution to (2.1). $R(E)$ is the eigenspace associated with $\mu$ in Case 1 (i.e., (5.1a)) or $\mu_\infty$ in Case 3 (5.1c), or it is the direct sum of eigenspaces corresponding to $\mu_1, \mu_2, \ldots, \mu_m$ contained in $\gamma_\infty$ (i.e., (5.2b)) in Case 2 (5.1b). Then $\exists C > 0$ independent of $h$ and $\lambda_S$ such that, for $h$ small enough,

\[(5.10)\]

\[\delta(P(R(E)), R(E_h)) \leq \frac{C}{d} h^{\min\{r, k+1\}},\]

where $d = d_{\mu}(d_{\mu}$ is defined in (5.2a)) for Case 1; $d = d_1/d_\infty$ with $d_1 = \text{dist}(\gamma_\infty, sp(T_S))$ (d_\infty is defined in (5.2b)) for Case 2; or $d = d_\infty$ for Case 3. Moreover,

\[(5.11)\]

\[|\lambda - \lambda_{hj}| \leq Ch^{2\min\{r, k+1\}} \text{ in Case 1, } \lambda_{h}^{\lambda} - \lambda_{h, h}^{\lambda} \leq Ch^{2\min\{r, k+1\}} \text{ in Case 2,}\]

for all $1 \leq i \leq m_\infty$, $1 \leq j \leq m$. $m$ is the multiplicity of $\lambda$ in Case 1 or $\lambda_S^i$ in Case 2. And in Case 3, $|\lambda - \lambda_\infty| \leq Ch^{2\min\{r, k+1\}}$, for all $1 \leq j \leq m_\infty$.

Proof. For $f \in R(E) \subset H^{1}_{0, \Omega}$ with $|f|_{1,h} = 1$, we have $\| Pf - E_h f \|_{1,h} = \|(PE - E_h)f\|_{1,h} \leq \|(PE - E_h)\|_{R(E)} \leq \|(PE - E_h)\|_{W(h)} \|f\|_{1,h}$. Hence we have $\delta(P(R(E)), R(E_h)) \leq \|(PE - E_h)\|_{W(h)} \|f\|_{1,h}$. For $f_h \in R(E_h) \subset W(h)$ with $|f_h|_{1,h} = 1$, we have $\| f_h - Pf_h \|_{1,h} \leq \|(PE - E_h)f_h\|_{1,h} \leq \|(PE - E_h)\|_{W(h)} \leq \|(PE - E_h)\|_{W(h), 1,h}$. Then by virtue of Lemma 5.5 and Theorem 4.6, we know that $\|(PE - E_h)\|_{W(h), 1,h}$ converges to 0 as $h \to 0$. Thus $\lim_{h \to 0} \delta(P(R(E)), R(E_h)) = 0$. Applying [23, Lemma 212, Lemma 213], we have for $h$ small enough, $\text{dim}(P(R(E))) = \text{dim}(R(E))$ and

\[(5.12)\]

\[\delta(R(E), \lambda) \leq \frac{\delta(P(R(E)), R(E_h))}{\|P(R(E))\|_{1,1} - \delta(P(R(E)), R(E_h))}\]

Since $\lim_{h \to 0} \delta(P(R(E)), R(E_h)) = 0$, by (5.12), we have $\delta(R(E), P(R(E)) \leq \delta(P(R(E)), R(E_h))$ for some constant $C$ and hence that

\[(5.13)\]

\[\delta(P(R(E)), R(E_h)) \leq (1 + C)\delta(P(R(E)), R(E_h))\]
Now for $f \in R(E)$ with $||f||_{1,h} = 1$, clearly $(zI - T)^{-1}f \in R(E)$, similar to the proof of Lemma 5.5, we have
\begin{equation}
(5.14) \quad ||Pf - E_hf||_{1,h} = ||(PE - E_h)f||_{1,h} \leq \frac{C}{d}||PT - T_h||_{R(E)} ||e_h||_{1,h}
\end{equation}
In terms of Theorem 4.6 and the regularity assumption 5.9, we easily obtain $||(PT - T_h)||_{R(E)} ||e_h||_{1,h} \leq Ch_{h_{\min}}^{r+k+2}$, where $C$ is independent of $h$ and $\lambda_S$. Thus combining (5.13) and (5.14), (5.10) is proved. By (5.10), it’s clear that $\delta(R(E), R(E_h)) \leq Ch_{h_{\min}}^{r+k+1}$, where $\delta(R(E), R(E_h))$ is the gap between $R(E)$ and $R(E_h)$ under $L^2$-norm. Then using similar analysis to [33], we easily know there is a double order for eigenvalues error estimates so (5.11) is proved. \hfill \square

5.2. Approximation of the eigenspaces of the stress and rotation for the eigenvalue problem.

**Theorem 5.7.** Let $u$ be an eigenfunction of $T$ associated with $\mu = \lambda^{-1}$ and let $u_{hi}$, $i = 1, 2, \ldots, m$ (m is the multiplicity of $\mu$) be the eigenfunctions corresponding to eigenvalues $\mu_{h1}, \mu_{h2}, \ldots, \mu_{hm}$ of $T_h$, where $\mu_{hi} = \lambda_{hi}^{-1}$. Let $r > 0$ be such that $R(E) \subset H^{1+r} (\Omega)$ with the regularity assumption
\begin{equation}
(5.15) \quad ||[\sigma]||_{r, \Omega} + ||u||_{1+r, \Omega} + ||[\rho]||_{r, \Omega} \leq C_{reg} ||u||_{0, \Omega}, \quad \forall u \in R(E)
\end{equation}
where $C_{reg}$ is independent of $\lambda_S$ and $(\sigma, \rho)$ together with $(\lambda, u)$ is the solution to (2.1). $R(E)$ is the eigenspace associated with $\mu$ in Case 1 (i.e. (5.1a)) or $\mu$ in Case 3 (i.e. (5.1c)), or it is the direct sum of eigenspaces corresponding to $\mu_{1\lambda}, \mu_{2\lambda}, \ldots, \mu_{m\lambda}$ contained in $\gamma_{\infty}$ (i.e. (5.2b)) in Case 2 (i.e. (5.1b)). And let $(\sigma_{hi}, \rho_{hi})$ together with $(\lambda_{hi}, u_{hi})$ be the approximation given by (4.1). For the eigenvalue problem, we have
\begin{equation}
(5.16) \quad \bar{\delta}(R(E\sigma), R(E_{\sigma_h})) \leq Ch_{h_{\min}}^{r+k+2} / d, \delta(R(E_{\rho}), R(E_{\rho_h})) \leq Ch_{h_{\min}}^{r+k+2} / d
\end{equation}
where $R(E\sigma)$, $R(E_{\sigma_h})$ are the eigenspaces of the exact and numerical stresses. And $\delta(R(E\rho), R(E_{\rho_h}))$ is the gap between $R(E\rho)$ and $R(E_{\rho_h})$ under $L^2$-norm. The notation $\bar{\delta}(R(E\sigma), R(E_{\sigma_h}))$ is defined similarly to $\delta(R(E\rho), R(E_{\rho_h})), d = d_\mu (d_u$ is defined in (5.2a)) for Case 1; $d = d^1 / d_\infty$ with $d_1 = dist(\gamma_{\infty}, sp(T_{\lambda_S}))$ ($d_\infty$ is defined in (5.2b)) for Case 2; or $d = d_\infty$ for Case 3. Here $C$ depends on the eigenvalue $\lambda$ and the exact solution but not on the grid size $h$ and the Lamé coefficient $\lambda_S$.

**Proof.** In terms of (2.1) and (4.3), we can obtain that
\begin{align}
(5.17a) \quad & (A(\Pi_h \sigma), \tau_h) + (Pu, \text{div} \tau_h) + (P\rho, \tau_h) = (A(\Pi_h \sigma - \sigma), \tau_h) \\
(5.17b) \quad & -(\rho_{S^{-1}} \text{div}(\Pi_h \sigma), \omega_h) = -(\rho_{S^{-1}} P \text{div} \sigma, \omega_h) + \lambda(u, \omega_h) = \lambda(Pu, \omega_h) \\
(5.17c) \quad & (\Pi_h \sigma, \eta_h) = (\Pi_h \sigma - \sigma, \eta_h)
\end{align}
for all $(\tau_h, \omega_h, \eta_h) \in V^h \times W^h \times A^h$. Recalling (4.1), we have that
\begin{equation}
(5.18) \quad A((\sigma_{hi}, u_{hi}, \rho_{hi}), (\tau_h, \omega_h, \eta_h)) = \lambda_{hi} B(u_{hi}, \omega_h), \forall (\tau_h, \omega_h, \eta_h) \in V^h \times W^h \times A^h
\end{equation}
Define $e_\sigma = \sigma_{hi} - \Pi_h \sigma, e_u = u_{hi} - Pu, e_\rho = \rho_{hi} - P\rho$. Then by subtracting (5.17) from (5.18), we obtain that
\begin{equation}
(5.19) \quad A((e_\sigma, e_u, e_\rho), (\tau_h, \omega_h, \eta_h)) = (\lambda Pu - \lambda_{hi} u_{hi}, \omega_h, \eta_h) + (A(\sigma - \Pi_h \sigma), \tau_h) + (\sigma - \Pi_h \sigma, \eta_h)
\end{equation}
In terms of (4.9), we obtain that there exists \( (\mathbf{\sigma}_h, \mathbf{\omega}_h, \mathbf{\bar{\omega}}_h) \in V^h \times W^h \times A^h \) such that
\[
\frac{A((\mathbf{\sigma}_h, \mathbf{\omega}_h, \mathbf{\bar{\omega}}_h), (\mathbf{\sigma}_h, \mathbf{\omega}_h, \mathbf{\bar{\omega}}_h))}{|h|^2/2 + \|\omega_h\|_{\Omega} + \|\mathbf{\bar{\omega}}_h\|_{\Omega}} \geq \beta(||\mathbf{e}_\mathbf{\sigma}||_{H(\text{div};\Omega)} + ||\mathbf{e}_u||_{0,\Omega} + ||\mathbf{e}_p||_{0,\Omega}),
\]
where \( \beta > 0 \) independent of \( h \) and \( \lambda_S \). Combining (5.19), we can obtain
\[
\beta(||\mathbf{e}_\mathbf{\sigma}||_{H(\text{div};\Omega)} + ||\mathbf{e}_u||_{0,\Omega} + ||\mathbf{e}_p||_{0,\Omega}) \leq (||A\mathbf{P} \mathbf{u} - \lambda_h_i \mathbf{u}_h_i||_{0,\Omega} + ||\mathbf{\bar{\omega}}_h||_{0,\Omega})
\[
+ C||\mathbf{\sigma} - \Pi_h \mathbf{\sigma}||_{0,\Omega} \cdot (||\mathbf{\bar{\omega}}_h||_{0,\Omega} + ||\mathbf{\bar{\omega}}_h||_{0,\Omega})/(||\mathbf{\bar{\omega}}_h||_{H(\text{div};\Omega)} + ||\mathbf{\bar{\omega}}_h||_{0,\Omega} + ||\mathbf{\bar{\omega}}_h||_{0,\Omega})
\]
where Cauchy-Schwarz inequality has been used. We estimate the terms in (5.20), (5.21)
\[
||A\mathbf{P} \mathbf{u} - \lambda_h_i \mathbf{u}_h_i||_{0,\Omega} \leq |\lambda||\mathbf{P} \mathbf{u} - \mathbf{u}_h_i||_{0,\Omega} + |\lambda - \lambda_h_i||(\mathbf{P} \mathbf{u} - \mathbf{u}_h_i)||_{0,\Omega} + ||\mathbf{P} \mathbf{u}||_{0,\Omega}
\]
\[
\leq |\lambda||C h^\min\{r, k+2\}/d + C h^\min\{r, 2(k+1)\}, h^\min\{r, k+2\}/d + C h^\min\{r, 2(k+1)\}||\mathbf{u}||_{0,\Omega}
\leq C h^\min\{r, k+2\}/d,
\]
where Theorem 5.6 and the triangle inequality have been used. Moreover, we have
\[
||\mathbf{\sigma} - \Pi_h \mathbf{\sigma}||_{0,\Omega} \leq C h^\min\{r, k+2\}||\mathbf{u}||_{0,\Omega} \leq C h^\min\{r, k+2\},
\]
where (4.4), (4.5), and the regularity assumption (5.15) have been used. Combining (5.20), (5.21), and (5.22), we can obtain that
\[
\beta(||\mathbf{e}_\mathbf{\sigma}||_{H(\text{div};\Omega)} + ||\mathbf{e}_u||_{0,\Omega} + ||\mathbf{e}_p||_{0,\Omega}) \leq C h^\min\{r, k+2\}/d,
\]
for all \( 1 \leq i \leq m \), and \( C \) doesn’t depend on \( h \) and \( \lambda_S \). We recalled (5.10) in Theorem 5.6, which approximates the \( L^2 \)-orthogonal projection of the eigenspace of exact displacement in terms of the gap of subspaces. Since the stress and displacement appear in one-to-one correspondence and the error analysis above is closely dependent on (5.10), then it’s natural to express (5.23) in terms of the gap of subspaces in the first inequality of (5.16). Similarly, we can also obtain the same estimate for the rotation in the second inequality of (5.16).

**Remark 5.8.** We point out that the spectral analyses in section 5(i.e. Lemmas 5.1-5.5 and Theorems 5.6-5.7) can cover all elements listed in Remark 4.8.

**6. Hybridization.** In this section, we will provide hybridization of the source problem and the eigenproblem. Different from a related hybridization introduced in [11] for Poisson equations, we utilize discrete \( H^1 \)-stability of numerical displacement to prove Lemmas 6.3 and 6.6. Then these lemmas are used to prove Theorems 6.2 and 6.5. In Theorem 6.5, we provide a good initial approximation of the eigenvalue for the nonlinear eigenproblem. The innovation can be found in Remarks 6.4 and 6.7. For simplicity, we assume \( A \) a piecewise constant.

**6.1. Hybridization for the source problem.** We enlarge the mixed method (4.8) to include an additional unknown \( \gamma_h^f \in M^h : \{ \mu \} : \mu|_F \in p^{k+1}(F) \) for all grid faces \( F \in \mathcal{E}_h \), and \( \mu|_{\Gamma_0} = 0 \), and expand the space \( V^h \) by removing \( H(\text{div};\Omega) \)-continuity constraints to obtain the space \( \tilde{V}^h := \{ \mathbf{v} \in L^2(\Omega) : \mathbf{v}|_K \in V(K) \) for all grid elements \( K \in \mathcal{T}_h \). The solution of the hybridized method, \( (\mathbf{\sigma}_h^f, \mathbf{u}_h^f, \mathbf{p}_h^f, \gamma_h^f) \in \).
\[ \nabla^h \times W^h \times A^h \times M^h, \]

satisfies

\begin{align}
(6.1a) & \quad (A \sigma_h^f, v)^{\gamma_h} + (u_h^f, \text{div} v)^{\gamma_h} + (p_h^f, v)^{\gamma_h} + \left\langle \gamma_h, vn \right\rangle_{\partial \gamma_h} = 0 \\
(6.1b) & \quad -(\rho^{-1}_S \text{div} \sigma_h^f, \omega)^{\gamma_h} = (f, \omega)^{\gamma_h} \\
(6.1c) & \quad (\sigma_h, \eta)^{\gamma_h} = 0 \\
(6.1d) & \quad \left\langle \sigma_h^f, n, \mu \right\rangle_{\partial \gamma_h} = 0
\end{align}

for all \((v, \omega, \eta, \mu) \in \nabla^h \times W^h \times A^h \times M^h\). (6.1) yields a “reduced” system. To state it, we need more notation. Define \(\nabla^h \times W^h \times A^h \times M^h\), and

6.2. Hybridization for the eigenproblem. In previous subsection, the source problem can be recovered by a reduced system, given by Theorem 6.1. It is natural to ask such a technique for the eigenvalue problem: Find \(\lambda_h \in \mathbb{R}\) and \(0 \neq \gamma_h \in M^h\)

\begin{align}
(6.2) & \quad A B C \\
(0 0 0) & \quad Q_1 \mu \\
(0 0 0) & \quad Q_3 \mu
\end{align}

where \(g = -P f\), for any \(\mu \in M^h\) and \(f \in L^2(\Omega)\). Then we have the following theorem for the source problem.

Theorem 6.1. The function \((\sigma_h^f, u_h^f, p_h^f, \gamma_h) \in \nabla^h \times W^h \times A^h \times M^h\) satisfy (6.1) if and only if \(\gamma_h^f\) is the unique solution of \(a_h(\gamma_h^f, \mu) = b_h(\mu) \forall \mu \in M^h\), where \(a_h(\mu_1, \mu_2) = (A Q_1 \mu_1, Q_2 \mu_2)^{\gamma_h} b_h(\mu) = (f, Q_2 \mu)^{\gamma_h} \forall \mu \in M^h\).

6.2.1. Reduction to a nonlinear eigenvalue problem. Recall that (6.1) represents the source problem, we turn to the interest for eigenproblem. This is to determine a nontrivial \((\sigma_h, u_h, p_h, \gamma_h) \in \nabla^h \times W^h \times A^h \times M^h\) and a number \(\lambda_h \in \mathbb{R}\) satisfying

\begin{align}
(6.4a) & \quad (A \sigma_h, v)^{\gamma_h} + (u_h, \text{div} v)^{\gamma_h} + (p_h^f, v)^{\gamma_h} + \left\langle \gamma_h, vn \right\rangle_{\partial \gamma_h} = 0 \\
(6.4b) & \quad -(\rho^{-1}_S \text{div} \sigma_h, \omega)^{\gamma_h} = \lambda_h (u_h, \omega)^{\gamma_h} \\
(6.4c) & \quad (\sigma_h, \eta)^{\gamma_h} = 0 \\
(6.4d) & \quad \left\langle \sigma_h, n, \mu \right\rangle_{\partial \gamma_h} = 0
\end{align}

We give the reduction to the nonlinear eigenvalue problem as the following theorem.
Theorem 6.2. There exists a constant $C^*$, independent of $h$ and $A^{-1}$ such that any number
\begin{equation}
\lambda_h \leq C^* h^{-2}
\end{equation}
satisfies
\begin{equation}
a_h(\gamma_h, \mu) = \lambda_h ((I - \lambda_h Q_h^L)^{-1} Q_h^2 \gamma_h, Q_h^2 \mu), \quad \forall \mu \in \mathbf{M}^h,
\end{equation}
with some nontrivial $\gamma_h$ in $\mathbf{M}^h$ if and only if the number $\lambda_h$ and the functions
\begin{equation}
\gamma_h, \quad u_h = (I - \lambda_h Q_h^L)^{-1} Q_h^2 \gamma_h, \quad \varrho_h = Q_h^2 \gamma_h + \lambda_h Q_h^L u_h \quad \text{and} \quad \rho_h = Q_h^3 \gamma_h + \lambda_h Q_h^L u_h
\end{equation}
together satisfy (6.4). Above, the operator $I$ denotes the identity on $W^h$ and the inverse in (6.6) exists whenever (6.5) holds.

Next, we provide some estimates for the local solution operators $Q_h^L$, $Q_h^2$, which is important to the proof of Theorems 6.2 and 6.5.

Lemma 6.3. Let $K$ be any grid element and let $f, g \in L^2(K)$. Then
\begin{equation}
\langle Q_h^L f, g \rangle_K = (\rho^{-1} A Q_h^L f, Q_h^L g)_K,
\end{equation}
\begin{equation}
\|Q_h^L f\|_{0,K} \leq C^K h^2 \|f\|_{0,K},
\end{equation}
where $C^K$ denotes a constant independent of $h_K$ and $A^{-1}$ in $K$.

Proof. Recall from (6.2) that the local solution operators $Q_h^L f$, $Q_h^2 f$ and $Q_h^3 f$ satisfy
\begin{align}
&\langle A Q_h^L f, \psi \rangle_K + \langle Q_h^L f, \text{div} \psi \rangle_K + \langle Q_h^L f, \psi \rangle_K = 0 \tag{6.10a} \\
&- \langle \rho^{-1} \text{div} Q_h^L f, \omega \rangle_K = (f, \omega)_K \tag{6.10b} \\
&\langle Q_h^L f, \eta \rangle_K = 0 \tag{6.10c}
\end{align}
for all $(\psi, \omega, \eta) \in \mathbf{V}^h \times W^h \times A^h$. The proof of (6.8) follows immediately from (6.10): $(\rho s f, Q_h^2 g)_K = - \langle \text{div} Q_h^2 f, Q_h^2 g \rangle_K = (A Q_h^2 g, Q_h^2 f)_K + (Q_h^2 g, Q_h^2 f)_K = (A Q_h^2 f, Q_h^2 f)_K$. To prove (6.9), first note that $A Q_h^2 f = - A Q_h^3 f = C^1 Q_h^L f$. Going through the same steps as [11, Lemma 3.1], we have
\begin{equation}
\|Q_h^2 f\|_{0,K}^2 \leq \frac{4}{9} h^2 \|B^1 Q_h^2 f\|_{0,K}^2 \leq \frac{4}{9} h^2 (\|A Q_h^1 f\|_{0,K}^2 + \|A^1 Q_h^L f\|_{0,K}^2)
\end{equation}
By (6.8), (6.10) and the boundedness of $A$, we have
\begin{equation}
\|A Q_h^1 f\|_{0,K}^2 \leq C (A Q_h^1 f, Q_h^4 f)_K = C (\rho s f, Q_h^2 f)_K \leq C \|Q_h^2 f\|_{0,K} \cdot \|f\|_{0,K},
\end{equation}
where $C$ is independent of $A^{-1}$ and $h$. Next, we estimate $\|C^1 Q_h^L f\|_{0,K}$. We denote the local discrete $H^1$ norm of $Q_h^L f$ on the element $K$ as $\|Q_h^L f\|_{1,h}^2 := \|\nabla Q_h^L f\|_{0,K}^2 + \frac{1}{h^2} \|Q_h^L f\|_{0,\partial K}^2$. Then by going through the similar proof to Theorem 4.4, we easily obtain
\begin{equation}
\|Q_h^L f\|_{1,h} \leq C \|A Q_h^1 f\|_{0,K},
\end{equation}
where $C$ is a constant independent of $A^{-1}$ and $h$. Hence, we have

$$
(6.14) \quad ||C' Q_2^t f||^2_{0,K} = (Q_2^t f, Q_2^t f)_K = (\nabla Q_2^t f, Q_2^t f)_K - \langle (Q_2^t f)n, Q_2^t f \rangle_{\partial K} \\
\leq ||Q_2^t f||_{0,K} ||\nabla Q_2^t f||_{0,K} + C h_K^{-2} ||Q_2^t f||_{0,\partial K} \leq C ||Q_2^t f||_{0,K} ||A Q_2^t f||_{0,K}
$$

where (6.10a), Cauchy-Schwartz, discrete trace inequality (for instance, see [14]) and (6.13) have been used. Then in terms of (6.14) and (6.12) we can obtain

$$
(6.15) \quad ||C' Q_3^t f||^2_{0,K} = ||Q_3^t f||^2_{0,K} \leq C ||A Q_3^t f||^2_{0,K} \leq C ||Q_2^t f||_{0,K} ||f||_{0,K}.
$$

where $C$ does not depend on $A^{-1}$ and $h$. Then in terms of (6.12), (6.15) and (6.11), we have $||Q_2^t f||_{0,K} \leq \frac{1}{8} C h_K^2 ||f||_{0,K}$. Let $C_1^K = \frac{1}{8} C$ from above inequality, then we obtain (6.9).

Remark 6.4. Note that in Lemma 6.3, by our analysis (mainly (6.13), (6.14)), we obtain the control relationship between $Q_2^t f$ and $Q_3^t f$. This result closely depends on the discrete $H^1$-stability of numerical displacement. Utilizing this relationship, we have $||C' Q_2^t f||^2_{0,K} \leq C ||A Q_2^t f||^2_{0,K} \leq C ||Q_2^t f||_{0,K} ||f||_{0,K}$. Hence we can eliminate a $||Q_2^t f||_{0,K}$ in (6.11) to obtain an $O(h^2)$ estimate, i.e. (6.9). If we use the analysis in [11], we cannot obtain the approximation of the rotation because the rotation will be eliminated during the energy argument: We can only obtain an $O(h)$ estimate. Indeed, by traditional inf-sup condition, we have $||Q_2^t f||_{0,K} \leq C ||f||_{0,K}$, by which we can only deduce $||Q_2^t f||_{0,K} \leq C h_K ||f||_{0,K}$.

Proof of Theorem 6.2. Using Lemma 6.3, it’s enough to follow [11, Theorem 3.1].

6.2.2. The perturbed eigenvalue problem. This subsection is devoted to comparing the mixed eigenvalues $\lambda_h$ with the eigenvalues $\lambda_h$ of (6.3). We will show that the easily computable $\lambda_h$ can be used as initial guesses in various algorithms to compute $\lambda_h$.

Theorem 6.5. Suppose $\lambda_h$ is an eigenvalue of (6.4) satisfying (6.5). Then there is an $h_0 > 0$ and a constant $C$ (independent of $h$ and $A^{-1}$) such that for all $h < h_0$, there is an eigenvalue $\tilde{\lambda}_h$ of (6.3) satisfying $|\lambda_h - \tilde{\lambda}_h| \leq C h^2 |\lambda_h| h^2$.

Before Theorem 6.5, we give an important lemma below.

Lemma 6.6. Let $\mu \in M^h$. There exists a constant $C_2$ independent of $h$ and $A^{-1}$ such that $||Q_2^* \mu||^2_{0,\Omega} \leq C_2 \sum_{K \in T_h} h_K ||\mu||^2_{0,\partial K}$.

Proof. Recall from (6.2) that the local solution operators $Q_1^*, Q_2^*,$ and $Q_3^*$ satisfy

$$
(6.16a) \quad (A Q_1^* \mu, \nu)_K + (Q_2^* \mu, \text{div} \nu)_K + (Q_3^* \mu, \nu)_K = - \langle \mu, \nu n \rangle_{\partial K} \\
(6.16b) \quad \langle \rho S^{-1} \text{div} (Q_1^* \mu), \omega \rangle_K = 0 \\
(6.16c) \quad (Q_1^* \mu, \eta)_K = 0
$$

for all $(\nu, \omega, \eta) \in \tilde{V}^h \times W^h \times A^h$. Clearly, we also have $A Q_1^* \mu + B^t Q_2^* \mu + C^t Q_3^* \mu = -D^t \mu$. Going through the same steps of [11, Lemma 3.1], we have

$$
(6.17) \quad ||Q_2^* \mu||_{0,K} \leq \frac{2}{3} h_K ||B^t Q_2^* \mu||_{0,K} \leq \frac{2}{3} h_K (||A Q_1^* \mu||_{0,K} + ||C^t Q_3^* \mu||_{0,K} + ||D^t \mu||_{0,K})
$$
Firstly, we estimate \( |A\mathcal{Q}_3\mu|_{0,K} \). Recall that we have assumed \( A \) a constant on \( K \), then we choose the test function \( v = A\mathcal{Q}_1\mu, \omega = \mathcal{Q}_2\mu, \eta = \mathcal{Q}_3\mu \) by (6.16), we have \( |A\mathcal{Q}_1\mu|_{0,K}^2 = (A\mathcal{Q}_1\mu, A\mathcal{Q}_1\mu)_K = -\langle \mu, (A\mathcal{Q}_1\mu)\rangle_{\partial K} \leq C h_{K}^{-\frac{1}{2}}|A\mathcal{Q}_1\mu|_{0,K} \cdot |\mu|_{0,\partial K} \). Therefore, there exists a constant \( C \) independent of \( A^{-1} \) and \( h \) such that

\[
|A\mathcal{Q}_1\mu|_{0,K} \leq Ch_{K}^{-\frac{1}{2}}|\mu|_{0,\partial K}.
\]

Denote the local discrete \( H^1 \) norm of \( \mathcal{Q}_2\mu \) on the element \( K \) as \( |\mathcal{Q}_2\mu|_{1,h,K}^2 := |\nabla \mathcal{Q}_2\mu|_{1,h,K}^2 + \frac{1}{h_K^2} |\mathcal{Q}_2\mu|_{0,\partial K}^2 \). Using the similar analysis to (6.13)-(6.15) (mainly by Theorem 4.4), we have

\[
|C^i \mathcal{Q}_3\mu|_{0,K} = |\mathcal{Q}_3\mu|_{0,K} \leq Ch_{K}^{-\frac{1}{2}}|\mu|_{0,\partial K},
\]

where \( C \) does not depend on \( A^{-1} \) and \( h \). For \( |D^i \mu|_{0,K} \), by the definition of \( D \), we have \( |D^i \mu|_{0,K} = (\mu, (D^i \mu)\eta)_{\partial K} \leq Ch_{K}^{-\frac{1}{2}}|D^i \mu|_{0,K} |\mu|_{0,\partial K} \). Then combining (6.18), (6.19) and (6.17), we have \( |\mathcal{Q}_2\mu|_{0,K} \leq Ch_{K}^{-\frac{1}{2}}|\mu|_{0,\partial K} \). Squaring and summing the estimate over all elements, we obtain the desired assertion.

**proof of Theorem 6.5.** Here we only emphasize that we mainly utilize Lemmas 6.3 and 6.6. Then it is enough to follow the steps of the proof of [11, Theorem 3.2].

**Remark 6.7.** Although some descriptions of this section (such as the statements of Theorems 6.1, 6.2, 6.5) are similar to those in [11], the main proofs (i.e., the proofs of Lemmas 6.3, 6.6 and Theorems 6.2, 6.5) and ideas are quite different from [11]. In detail, during the proofs of Lemmas 6.3 and 6.6, inequalities (6.13)-(6.15) and (6.19) closely depend on Theorem 4.4 (i.e., discrete \( H^1 \)-stability of numerical displacement). Then lemmas 6.3 and 6.6 are used to prove Theorems 6.2 and 6.5 to obtain an \( O(h^2) \) initial approximation of the eigenvalue for the nonlinear eigenproblem.

### 7. Postprocessing

In this section, we will discuss an accuracy-enhancing post-processing technique for the source problem in Theorem 7.1 and the eigenproblem in Theorem 7.2. Let us first define the local postprocessing operator \( \mathcal{L}(\sigma_h^l, u_h^l, p_h^l) \).

Given a pair of functions \( \sigma_h^l, u_h^l, p_h^l \), the operator gives a function \( u_h^* \equiv \mathcal{L}(\sigma_h^l, u_h^l, p_h^l) \) in \( p^{k+2}(K) \) defined element by element as follows:

\[
(\nabla u_h^*, \nabla w)_K = (A\sigma_h^l + p_h^l, \nabla w)_K, \quad \forall w \in p^{k+2}(K)
\]

\[
(u_h^*, v)_K = (u_h^l, v)_K, \quad \forall v \in p^k(K)
\]

for all elements \( K \in T_h \). Here \( p^{k+2}(K) \) denotes the \( L^2(K) \)-orthogonal complement of \( p^k(K) \) in \( p^{k+2}(K) \). The following theorem is the analysis of postprocessing for the source problem. We omit its proof as it proceeds along the same lines as a proof in [36].

**Theorem 7.1.** Suppose \( u^l \) is in \( H^{k+3}(\Omega) \), then \( (\sum_{K \in T_h} |\nabla (u^l - u_h^*)|_{0,K}^2) \leq Ch^{k+2} (|u^l|_{k+3,\Omega} + |\sigma^l|_{k+2,\Omega} + |p^l|_{k+2,\Omega}) + C |Pu^l - u_h^l|_{1,h} \). Besides, if we estimate \( |Pu^l - u_h^l|_{1,h,K} \) by a duality argument under proper regularity assumption (see [10, Theorem 5.1]), then \( |u^l - u_h^*|_{0,\Omega} \leq Ch^{k+3} (|u^l|_{k+3,\Omega} + |\sigma^l|_{k+2,\Omega} + |p^l|_{k+2,\Omega}) \).

The post-processed eigenfunctions are obtained by first computing a mixed eigenfunction \( u_h \) with corresponding \( (\sigma_h, p_h) \) and then applying \( \mathcal{L} \) to this pair: \( \tilde{u}_h = \mathcal{L}(\tilde{\sigma}_h, \tilde{p}_h) \).
\( \mathcal{L}(\sigma_h, u_h, \rho_h) \). We recall that if \( m \) is the multiplicity of \( \lambda \), then there are \( m \) linearly independent eigenfunctions \( u_{hi}, i = 1, 2, \ldots, m \), of \( T_h \), each corresponding to the eigenvalue \( \lambda_{hi} \). Then the post-processed eigenspace is defined by \( R(\tilde{E}_h) = \text{span}\{\tilde{u}_{h1}, \tilde{u}_{h2}, \ldots, \tilde{u}_{hm}\} \), where \( \tilde{u}_{hi} = \mathcal{L}(\tilde{\sigma}_{hi}, u_{hi}, \tilde{\rho}_{hi}) \). The following theorem shows that the post-processed eigenfunctions converge at a higher rate for sufficiently smooth eigenfunctions. Here for \( x \in R(E) \), we define \( \delta_1(x, R(\tilde{E}_h)) := \inf_{y \in R(E)} (\sum_{k \in \mathcal{T}_h} ||\nabla (x - y)||_{\tilde{\delta}_{0, h}})^{1/2}, \delta_1(R(E), R(\tilde{E}_h)) = \sup_{y \in R(E), ||y||_{1, h} = 1} \delta_1(y, R(\tilde{E}_h)) \), and \( \delta_1(R(E), R(\tilde{E}_h)) = \max\{\delta_1(R(E), R(\tilde{E}_h)), \delta_1(R(\tilde{E}_h), R(E))\} \). And recall that \( \tilde{\delta}(\cdot, \cdot) \) is the gap under \( L^2 \)-norm.

**Theorem 7.2.** Suppose \( R(E) \subset H^{k+3}(\Omega) \) and \( s_\lambda \) is the largest positive number such that

\[
||\sigma||_{s_\lambda, \Omega} + ||u||_{1+s_\lambda, \Omega} + ||\rho||_{s_\lambda, \Omega} \leq C \text{reg} ||f||_{0, \Omega}
\]

holds for all \( f \in R(E) \), where \( C \text{reg} \) is independent of \( \lambda_s \). If \( s_\lambda \geq k + 2 \), then there are positive constants \( h_0 \) and \( C \), depending on \( \lambda \), such that for all \( h < h_0 \), the post-processed eigenspace satisfies \( \delta_1(R(E), R(\tilde{E}_h)) \leq C h^{k+2}, \delta(R(E), R(\tilde{E}_h)) \leq C h^{k+3} \) where \( C \) does not depend on \( h \) and \( \lambda_s \).

Before going further, we give Lemma 7.3 below (we omit its proof since it’s enough to follow [11, Lemma 4.1]). Define \( T_h : L^2(\Omega) \to L^2(\Omega) \) by \( T_h f = \mathcal{L}(\sigma_h, u_h, \rho_h) \).

**Lemma 7.3.** The nonzero eigenvalues of \( T_h \) coincide with the nonzero eigenvalues of \( T_h \). Furthermore, if \( u_h \) is an eigenfunction of \( T_h \) such that \( T_h u_h = \beta u_h \), for some \( \beta > 0 \), then \( T_h u_h = \beta u_h \), where \( u_h = \mathcal{L}(\sigma_h, u_h, \rho_h) \) and \( (\sigma_h, u_h, \rho_h) \) together with \( u_h \) is the solution to the corresponding mixed method. The multiplicity of \( \beta \), as an eigenvalue of \( T_h \) or \( T_h \), is the same.

**Proof of Theorem 7.2.** By Lemma 7.3, the postprocessed functions are eigenfunctions of the operators \( T_h \). Hence going through the similar proof to Theorem 5.6, we have

\[
\delta_1(R(E), R(\tilde{E}_h)) \leq C \sup_{0 \neq f \in R(E)} \left( \sum_{K \in \mathcal{T}_h} ||\nabla (Tf - T_h f)||_{\tilde{\delta}_{0, K}}^2 / ||f||_{1, \Omega} \right)^{1/2}.
\]

\[
\tilde{\delta}(R(E), R(\tilde{E}_h)) \leq C \sup_{0 \neq f \in R(E)} ||Tf - T_h f||_{0, \Omega} / ||f||_{0, \Omega}.
\]

By Theorem 7.1, the regularity assumption (7.2), and Theorem 4.6, we easily get

\[
(\sum_{K \in \mathcal{T}_h} ||\nabla (u' - u_h')||_{0, K}^2)^{1/2} \leq C h^{k+2}(||u'||_{k+3, \Omega} + ||\sigma'||_{k+2, \Omega} + ||\rho'||_{k+2, \Omega}) + C ||Pu' - u_h'||_{1, \Omega} \leq C h^{k+3} + C ||u'||_{k+3, \Omega} + ||\sigma'||_{k+2, \Omega} + ||\rho'||_{k+2, \Omega} \leq C h^{k+3} ||f||_{0, \Omega}.
\]

Thus \( (\sum_{K \in \mathcal{T}_h} ||\nabla (Tf - T_h f)||_{\tilde{\delta}_{0, K}}^2)^{1/2} = (\sum_{K \in \mathcal{T}_h} ||\nabla (u' - u_h')||_{0, \Omega}^2)^{1/2} \leq C h^{k+2} ||f||_{1, \Omega} ||Tf - T_h f||_{0, \Omega} = ||u' - u_h'||_{0, \Omega} \leq C h^{k+3} ||f||_{0, \Omega} \) for all \( f \in R(E) \).

Using (7.3) and (7.4), we directly obtain the desired assertion.

8. Numerical results. In this section, we provide the results of a couple of numerical tests carried out with the method based on our element proposed in section 4 and with the analogue based on the conventional Arnold-Falk-Winther element, which confirm the theoretical results proved above.
In this paper, we aim to approximate numerically the stress, displacement and rotation, by piecewise \((k+1), k,\) and \((k+1)\)-th degree polynomial functions \((k \geq 1)\) on special grids for linear elasticity eigenvalue problem. For this purpose, one way is to introduce a large linear system of the type \(Ax = \lambda hBx\) (i.e., (4.1)) in section 4; The other way is to provide a condensed nonlinear, but smaller eigenproblem (6.6) via hybridization of (6.4) in section 6. With respect to the first way (described in section 4), we solve (4.1) by utilizing the Matlab command \(eigs(A \backslash B)\). We complete the matrix assembly under the package of iFEM [8] and the discrete eigenvalue problem is solved in MATLAB 2020a on a DELL Precision 3630 Tower with 32G memory. With respect to the second way (described in section 6), we solve the nonlinear eigenproblem (6.6) by the Newton’s method based on an accurate initial approximation. Algorithmic strategies of solving the nonlinear eigenvalue problem due to hybridization proposed in section 6 are presented in section 8.4.2 below.

The material constants have been chosen \(\rho_S = 1\) and Young Modulus \(E = 1\). Let the Poisson ratio \(\nu\) take different values in \((0, 1/2]\). We recall that the Lamé coefficients of a material are defined in terms of the Young’s modulus \(E\) and Poisson’s ratio \(\nu\) as \(\lambda_S := \frac{E\nu}{(1+\nu)(1-2\nu)}, \mu_S := \frac{E}{2(1+\nu)}\). We compute the eigenvalues and eigenfunctions considering different polynomial degrees in the unitary square and the classic L-shaped domain. We also report some numerical results in the unitary cube. We present in the following tables an estimate of the order of convergence and more accurate values of the vibration frequencies extrapolated from the computed ones by means of a least-squares fitting of the model \(\omega_{hi} \approx \omega_i + C_i h^{\alpha_i}\). This fitting has been done for each vibration mode separately. \(\omega_{hi} := \sqrt{\lambda_{hi}}\) is the computed vibration frequencies. The fitted parameters \(\omega_i\) and \(\alpha_i\) are the extrapolated vibration frequency and the estimated order of convergence, respectively.

8.1. Unitary square. We consider an elastic body occupying the domain \(\Omega := (0, 1)^2\), fixed at its top(\(\Gamma_0\)) and free at the rest of the boundary(\(\Gamma_1\)). We have used Hsieh-Clough-Toucher grids as shown in (a) of Figure 8.1. The refinement parameter \(N\) used to label each grid is the number of elements on each edge. With the boundary conditions considered in our model problem, it turns out that the values of the regularity exponents \(s_0\) in Assumption 3.1 are 0.6797, 0.5999, 0.5946 when \(\nu = 0.35, 0.49, 0.50\), respectively.(see [24] and the references therein).

![Hsieh-Clough-Toucher grids in different domains](image)

We report in Tables 8.1 and 8.2(corresponding to polynomial degrees \(k = 1, 2,\) respectively) the first two vibration frequencies computed on HCT grids for Poisson ratios \(\nu = 0.35, 0.49\) and 0.50 of AFW element and ours defined in section 4. Com-
Table 8.1

Computed lowest vibration frequencies and convergence order of AFW element and ours on HCT grids for $k=1$ in the unitary square.

| $\nu$ | $N=5$ | $N=10$ | $N=15$ | $N=20$ | $\alpha$ | Extra |
|-------|-------|--------|--------|--------|---------|-------|
|       |       |        |        |        |         |       |
| AFW   | 0.35  | 0.6805984 | 0.6807524 | 0.6807654 | 1.30  | 0.68084 |
|       | 1.6987527 | 1.6991041 | 1.6992042 | 1.6992482 | 1.29  | 1.69935 |
|       | 0.49  | 0.6987399 | 0.6991534 | 0.6992891 | 0.699357 | 1.16  | 0.69952 |
|       | 1.8356588 | 1.8365383 | 1.8368018 | 1.8369218 | 1.20  | 1.83722 |
|       | 0.50  | 0.7007181 | 0.7011933 | 0.7013345 | 0.7014042 | 1.17  | 0.70157 |
|       | 1.8469392 | 1.8478613 | 1.8481387 | 1.8482654 | 1.19  | 1.84858 |
| Ours  | 0.35  | 0.6796493 | 0.6803620 | 0.6805600 | 0.6806486 | 1.31  | 0.68084 |
|       | 1.6978382 | 1.6987575 | 1.6990658 | 1.6991143 | 1.37  | 1.69934 |
|       | 0.49  | 0.6969628 | 0.6983811 | 0.6988158 | 0.6990212 | 1.21  | 0.69951 |
|       | 1.8329877 | 1.8353825 | 1.8360905 | 1.8364175 | 1.21  | 1.83721 |
|       | 0.50  | 0.6988048 | 0.7003704 | 0.7008283 | 0.7010455 | 1.21  | 0.70156 |
|       | 1.8440948 | 1.8466189 | 1.8473703 | 1.8477188 | 1.20  | 1.84857 |

Comparing with the values of regularity exponents $s_0$ given above, we observe that there is a double order of convergence for the vibration frequencies on both AFW element and ours. That is, in all cases we have $\alpha \approx 2\min\{r, k+1\} \approx 2s_0$, which corresponds to the best possible order convergence for this problem. We point out that the method is clearly locking-free.

In the following test, we apply the method to a problem with smooth eigenfunctions. So the rate of convergence becomes $\alpha \approx 2\min\{r, k+1\} = 2(k+1)$. For this purpose, we consider a homogeneous Dirichlet condition on the whole boundary. We present in Tables 8.3 and 8.4 the lowest vibration frequencies computed using different Poisson ratios $\nu = 0.35$ and $0.50$ (for $\nu = 0.49$ the results are similar) on HCT grids of AFW element and ours when $k = 1$. In this case, it can be clearly seen that, when using degree $k$, the order of convergence is $2(k+1)$ as the theory predicts. We present in Figure 8.2 plots of the first, third and fourth eigenfunctions of the spectral problem obtained with our method for $\nu = 0.35$, $k = 1$ and $N = 20$ in the unit square. The colors represent the magnitude of the displacement $u$ of the elastic structure.

For completeness, next we compare the performance of the two schemes (AFW and Ours), where the AFW scheme is used on a more conventional mesh (for instance, Left panel of [38, Figure 1.]) and the number of degrees of freedom of the two methods are similar to each other. More precisely, we consider the AFW scheme on the conventional grids [38, Figure 1.(Left panel)] and our scheme (i.e. (4.1)) on HCT grids. Let $NE$, $NT$ denote the number of all grid edges and all elements in the unit square, respectively. A simple computation reveals the degrees of freedom of AFW scheme on the conventional grids [38, Figure 1.(Left panel)] is $6NE+15NT$ and the degrees of freedom of ours on HCT grids is $6NE+18NT$ when $k = 1$. Therefore, inspired by [17, Fig.4, Fig.7], to make sure the number of degrees of freedom of the two methods are similar to each other, we just need to let the number of all grid edges and all elements in the unit square be similar. Then we also apply the two methods to a problem with smooth eigenfunctions, as what have been done in Tables 8.3 and 8.4. We present in Tables 8.5 and 8.6 the lowest vibration frequencies computed on HCT grids for our scheme and on conventional grids ( [38, Figure 1.(Left panel)]) for AFW scheme, respectively. The two schemes have similar degrees of freedom at each refinement level. For simplicity, we consider $\nu = 0.35$ (for other values of $\nu$ the results are similar) and $k = 1$. In this case, it can be seen that the order of convergence of both schemes is $2(k+1)$ as the theory predicts.
### Table 8.2
Computed lowest vibration frequencies and convergence order of AFW element and ours on HCT grids for $k=2$ in the unitary square.

| $\nu$ | N=5 | N=10 | N=15 | N=20 | $\alpha$ | Extra  |
|-------|-----|------|------|------|---------|--------|
| AFW   |     |      |      |      |         |        |
| 0.35  | 0.6805874 | 0.6808241 | 0.6809177 | 0.6809213 | 1.31    | 0.68100 |
| 0.49  | 0.6992833 | 0.6998922 | 0.7002879 | 0.7003012 | 1.17    | 0.70059 |
| 0.50  | 0.7013035 | 0.7020556 | 0.7023866 | 0.7024011 | 1.16    | 0.70272 |
| Ours  |     |      |      |      |         |        |
| 0.35  | 0.6798383 | 0.6800750 | 0.6801686 | 0.6801704 | 1.33    | 0.68025 |
| 0.49  | 0.6975062 | 0.6982050 | 0.6985108 | 0.6985174 | 1.20    | 0.69880 |
| 0.50  | 0.6993902 | 0.7001423 | 0.7004732 | 0.7004805 | 1.19    | 0.70079 |

### Table 8.3
Computed lowest vibration frequencies and convergence order of AFW element on HCT grids for $k=1$ with smooth eigenfunctions in the unitary square.

| $\nu$ | N=5 | N=10 | N=15 | N=20 | $\alpha$ | Extrapolated |
|-------|-----|------|------|------|---------|--------------|
| 0.35  | 4.1931527 | 4.1931125 | 4.1931056 | 3.86 | 4.19310 |
| 4.195110 | 4.1932731 | 4.1931373 | 4.1931136 | 3.81 | 4.19310 |
| 4.377486 | 4.3722447 | 4.3721954 | 3.86 | 4.37217 |
| 5.943488 | 5.9338900 | 5.9332882 | 5.9331824 | 3.74 | 5.93312 |
| 6.1723016 | 6.1559710 | 6.1549785 | 6.1548066 | 3.81 | 6.15471 |
| 6.1818336 | 6.1566702 | 6.1551214 | 6.1548523 | 3.79 | 6.15471 |
| 0.50  | 4.1825398 | 4.1771847 | 4.1771324 | 3.83 | 4.17710 |
| 5.5571180 | 5.5426042 | 5.5417184 | 5.5415644 | 3.80 | 5.54148 |
| 6.5823754 | 6.5408166 | 6.5380437 | 6.5375519 | 3.67 | 6.53726 |
| 7.2318856 | 7.1723532 | 7.1686115 | 7.1679559 | 3.76 | 7.16759 |
| 7.5335711 | 7.4697774 | 7.4627546 | 7.4620126 | 3.74 | 7.46160 |

### 8.2. L-shaped domain.
In this subsection we consider a non-convex domain that we will call the L-shaped domain which is defined by $\Omega_L = (0,1)^2 \setminus [1/2,1]^2$. We also fixed at its top ($\Gamma_0$) and free at the rest of the boundary ($\Gamma_1$). The eigenfunctions of this problem may present singularities due to the reentrant angles of the domain. In this case, the theoretical order of convergence satisfies $2r \geq 1.08$ (see [22] and the references therein). In Tables 8.7, we report the first five vibration frequencies obtained with AFW element and ours, the respective order of convergence and extrapolated values for $\nu = 0.35$ (for other values of $\nu$ the results are similar) and $k = 1$.

We observe from Table 8.7 that both AFW element and ours provide a double order of convergence for the vibration frequencies. Namely, in all cases we have $\alpha \simeq 2\min\{r,k+1\}$, which corresponds to the the best possible order of convergence for this problem.

For completeness, we compare the performance of the two schemes (AFW and Ours), where the AFW scheme is used on a more conventional mesh (i.e. [38, Figure 1. (Middle panel)]) and the number of degrees of freedom of the two methods are similar to each other. We report in Tables 8.8 and 8.9 the first two lowest vibration frequencies of both schemes for $\nu = 0.35$ (for other values of $\nu$ the results are similar) and $k = 1$. In this case, it can be seen that $\alpha \simeq 2\min\{r,k+1\}$, which corresponds to the best possible order of convergence for this problem.
Table 8.4
Computed lowest vibration frequencies and convergence order of Our element on HCT grids for \( k=1 \) with smooth eigenfunctions in the unitary square.

| \( \nu \) | N=5         | N=10        | N=15        | N=20        | \( \alpha \) | Extrapolated         |
|--------|-------------|-------------|-------------|-------------|-------------|---------------------|
| 0.35   | 4.1933998   | 4.1931164   | 4.1931029   | 4.1931016   | 4.24        | 4.19310             |
|        | 4.1942253   | 4.1931663   | 4.1931101   | 4.1931028   | 4.05        | 4.19310             |
|        | 4.3754374   | 4.3724032   | 4.3722193   | 4.3721874   | 3.81        | 4.37267             |
|        | 5.9382535   | 5.9335228   | 5.9332037   | 5.9331513   | 3.66        | 5.93312             |
|        | 6.1657333   | 6.1555383   | 6.1548926   | 6.1547793   | 3.74        | 6.15472             |
|        | 6.1719278   | 6.1560049   | 6.1549882   | 6.1548098   | 3.73        | 6.15471             |
| 0.50   | 4.1803763   | 4.1773465   | 4.1771572   | 4.1771288   | 3.76        | 4.17711             |
|        | 5.5514705   | 5.5422260   | 5.5416434   | 5.5415407   | 3.75        | 5.54148             |
|        | 5.5574921   | 5.5426555   | 5.5417335   | 5.5415695   | 3.75        | 5.54148             |
|        | 6.5643373   | 6.5395799   | 6.5377965   | 6.5374736   | 3.55        | 6.53726             |
|        | 7.2115804   | 7.1708805   | 7.1683155   | 7.1678619   | 3.75        | 7.16761             |
|        | 7.5085037   | 7.4652999   | 7.4623984   | 7.4618995   | 3.71        | 7.46161             |

We end this subsection presenting plots of the second, third, and fourth eigenfunctions obtained with our method in the L-shaped domain in Figure 8.3. In particular, we show the eigenfunctions computed with \( \nu = 0.35, k = 1 \) and \( N = 20 \).

8.3. Unitary cube. In the following test, we consider the unitary cube \( \Omega = (0,1)^3 \) and the lowest order Arnold-Falk-Winther finite element spaces (i.e. \( p^1(K) \), \( p^0(K) \), \( A^0(K) \)). Notice that all analyses in section 4 and 5 can cover this case, see Remarks 4.8 and 5.8 for more details). The grids have been shown in (c) of Figure 8.1. In Table 8.10, we report the computed lowest vibration frequencies from \( N = 2 \) to \( N = 5 \) for different Poisson ratios. We cannot compute more refinement of the grids to make the convergence order stable because of the computer memory limitation.

Fig. 8.2. Eigenfunctions corresponding to the first (upper left), third (middle) and fourth (right) computed eigenvalues with \( \nu = 0.35 \), \( N = 20 \) and \( k = 1 \).

Table 8.5
Computed lowest vibration frequencies and convergence order of our scheme on HCT grids for \( k=1, \nu = 0.35 \) with smooth eigenfunctions in different degrees of freedom in the unitary square.

| degrees of freedom of our scheme on HCT grids | \( \alpha \) | Extrapolated |
|---------------------------------------------|-------------|-------------|
| 4110 (NE=235, NT=150)                      | 4.19310764  | 4.1931016   |
| 16320 (NE=920, NT=600)                     | 4.19310764  | 4.1931016   |
| 36630 (NE=2055, NT=1350)                   | 4.19310764  | 4.1931016   |
| 65040 (NE=3640, NT=2400)                   | 4.19310764  | 4.1931016   |
Table 8.6
Computed lowest vibration frequencies and convergence order of AFW scheme on conventional grids (i.e., [38, Figure 1.(Left panel)]) for $k=1, \nu = 0.35$ with smooth eigenfunctions in different degrees of freedom in the unitary square.

| degrees of freedom of AFW scheme on conventional grids | $\alpha$ | Extrapolated |
|--------------------------------------------------------|----------|--------------|
| 3996 (NE=261, NT=162)                                  | 0.7589797 0.7598993 0.7609046 0.7616218 | 1.15 0.76303 |
| 4.193429548 4.193161684 4.193105399 4.193103309 | 3.84 3.86 3.88 3.88 | 4.19310247 4.19310258 4.19310262 4.19310264 |
| 4.193748133 4.193148648 4.193118111 4.193105241 | 3.86 3.87 3.89 3.89 | 4.19310258 4.19310262 4.19310264 4.19310264 |
| 4.37476812 4.372255511 4.372187478 4.372176946 | 3.97 3.98 4.00 4.00 | 4.372172121 4.372172121 4.372172121 4.372172121 |
| 5.935976791 5.9332532 5.933172035 5.933143966 | 3.88 3.89 3.90 3.90 | 5.933132079 5.933132079 5.933132079 5.933132079 |
| 6.159325043 6.155024477 6.154752375 6.154742745 | 3.94 3.95 3.96 3.96 | 6.154725001 6.154725001 6.154725001 6.154725001 |
| 6.161835403 6.155188189 6.154817845 6.154752032 | 3.94 3.95 3.96 3.96 | 6.154724504 6.154724504 6.154724504 6.154724504 |

Table 8.7
Computed lowest vibration frequencies and convergence order of AFW element on HCT grids for $k=1, \nu = 0.35$ in the L-shaped domain.

| $\nu$ | N=8 | N=10 | N=14 | N=20 | $\alpha$ | Extrapolated |
|-------|-----|------|------|------|---------|--------------|
| AFW   | 0.2848491 0.2939103 0.2976808 0.3054181 | 1.11 0.31566 |
| 0.7589797 0.7598993 0.7609046 0.7616218 | 1.15 0.76303 |
| 1.5525942 1.5526532 1.5527219 1.5527684 | 1.13 1.55287 |
| 2.3258082 2.3262582 2.3267595 2.3271234 | 1.09 2.32789 |
| 2.9934912 2.9941597 2.9959462 2.9963987 | 1.11 2.99827 |
| Ours  | 0.2844861 0.2846356 0.2848004 0.2849184 | 1.13 0.28516 |
| 0.7562699 0.7577808 0.7594439 0.7606374 | 1.13 0.76303 |
| 1.5520395 1.5522592 1.5524828 1.5526288 | 1.41 1.55285 |
| 2.3232704 2.3244319 2.3256113 2.3264030 | 1.38 2.32764 |
| 2.9908387 2.9936368 2.9936368 2.9946699 | 1.18 2.99664 |

Table 8.8
Computed lowest vibration frequencies and convergence order of our scheme on HCT grids for $k=1, \nu = 0.35$ in different degrees of freedom in the L-shaped domain.

| degrees of freedom of our scheme on HCT grids | $\alpha$ | Extrapolated |
|---------------------------------------------|----------|--------------|
| 7872 (NE=448, NT=288)                       | 0.2848361 0.2846356 0.2848004 0.2849184 | 1.13 0.285155458 |
| 0.7562699 0.7577808 0.7594439 0.7606374 | 1.13 0.76303 |
| 2.3232704 2.3244319 2.3256113 2.3264030 | 1.38 2.32764 |
| 2.9908387 2.9936368 2.9936368 2.9946699 | 1.18 2.99664 |

Table 8.9
Computed lowest vibration frequencies and convergence order of AFW scheme on conventional grids (i.e., [38, Figure 1.(Middle panel)]) for $k=1, \nu = 0.35$ in different degrees of freedom in the L-shaped domain.

| degrees of freedom of AFW scheme on conventional grids | $\alpha$ | Extrapolated |
|--------------------------------------------------------|----------|--------------|
| 7224 (NE=469, NT=294)                                  | 0.284920877 0.284975711 0.285033671 0.285068764 | 1.08 0.285152955 |
| 47088 (NE=2988, NT=1944)                               | 0.76038081 0.761043364 0.761790094 0.762141729 | 1.12 0.763073773 |
8.4.1. Comparison of global degree freedom with different methods. In this subsection, we give the numerical comparison of global degree freedom for the element of [24, 30], our element described in section 4 and the condensed nonlinear eigenproblem in Tables 8.11 and 8.12. Observing Tables 8.11 and 8.12, we find though the global degree freedom of our element described in section 4 is larger than that in [24, 30], the degree freedom of the condensed nonlinear eigenvalue problem after hybridization is much smaller than the other two methods.

8.4.2. Algorithmic strategies. In this subsection, we discuss an algorithm for solution of the nonlinear eigenproblem (6.6) based on an accurate initial approximation. We obtain the accurate initial approximation by solving a standard eigenproblem, namely, the perturbed problem analyzed in section 6.2.2. Therefore, Newton’s method is well suited for solving (6.6), as discussed below. Similar algorithmic strategies have been shown in [11].

Hybridization of (6.4) gives rise to the nonlinear eigenproblem (6.6). We will recast this as a problem of finding the zero of a differentiable function and apply the Newton iteration. Define the operator $F : M^h \mapsto M^h$ ($M^h$ is defined in section 6) by

$$\langle F\mu, \gamma \rangle = a_h(\mu, \gamma),$$

for all $\mu, \gamma \in M^h$, where $\langle \cdot, \cdot \rangle$ denotes the $L^2(\varepsilon_h)$-innerproduct. Also, define $M(\lambda)$ to be the operator-valued function of $\lambda$ given by (see section 6 for the definitions of $Q_2, Q_2^L$)

$$\langle M(\lambda)\mu, \gamma \rangle = (I - \lambda Q_2^L)^{-1} Q_2 \mu, Q_2 \gamma).$$

(8.1)

The nonlinear eigenproblem then takes the following form: Find $\beta \in M^h$ and $\lambda > 0$
Table 8.11
Global degree freedom of trigonal finite element spaces with different methods.

| Method | Formula | \(k=1\) | \(k=2\) | \(k=3\) | \(k=4\) |
|--------|---------|---------|---------|---------|---------|
| \([24,30]([p^{k+1}(K), A^k(K)])\) | \(2(k + 3)(k + 2)+(k + 2)(k + 1)/2\) | 27 | 46 | 70 | 99 |
| Our element \((p^{k+1}(K), p^k(K), A^{k+1}(K))\) | \(2(k + 3)(k + 2)+(k + 2)(k + 1)+(k + 3)(k + 2)/2\) | 36 | 62 | 95 | 135 |
| Nonlinear eigenproblem \((p^k(F), F \in \partial K)\) | \(3(k + 2)\) | 9 | 12 | 15 | 18 |

Table 8.12
Global degree freedom of tetrahedral finite element spaces with different methods. Here \(p_k\) denotes \(\dim(p^{k+1}(K)) = 3(k + 4)(k + 3)(k + 2)/2\).

| Method | Formula | \(k=1\) | \(k=2\) | \(k=3\) | \(k=4\) |
|--------|---------|---------|---------|---------|---------|
| \([24,30]([p^{k+1}(K), A^k(K)])\) | \(p_k + (k + 3)(k + 2)(k + 1)/2\) | 102 | 210 | 375 | 609 |
| Our element \((p^{k+1}(K), p^k(K), A^{k+1}(K))\) | \(p_k + (k + 3)(k + 2)(k + 1)/2+(k + 4)(k + 3)(k + 2)/2\) | 132 | 270 | 480 | 777 |
| Nonlinear eigenproblem \((p^k(F), F \in \partial K)\) | \(2(k + 3)(k + 2)\) | 24 | 40 | 60 | 84 |

satisfying

\[
H(\beta, \lambda) = \begin{pmatrix} F\beta - \lambda M(\lambda)\beta \\ \langle \beta, \beta \rangle - 1 \end{pmatrix} = 0. 
\]

The first equation of above system is the same as (6.6), while the second is a normalization condition. We apply Newton’s method to solve (8.2). Calculating the Fréchet derivative of \(H\) at an arbitrary \((\beta, \lambda)\) and writing down the Newton iteration, we find that the next iteration \((\beta', \lambda')\) is defined by

\[
\begin{pmatrix} (F - \lambda M(\lambda))\beta' - (\lambda' - \lambda)N(\lambda)\beta \\ 2(\beta, \beta') \end{pmatrix} = -H(\beta, \lambda),
\]

where \(N(\lambda) = M(\lambda) + \lambda \frac{dM(\lambda)}{d\lambda}\). We also have \(\langle N(\lambda)\mu, \gamma \rangle = (I - \lambda Q_2^2)^{-2}Q_2\mu, Q_2\gamma\). Combining (8.2), (8.3) can be rewritten as

\[
\begin{align*}
(F - \lambda M(\lambda))\beta' &= (\lambda' - \lambda)N(\lambda)\beta, \\
\langle \beta', \beta \rangle &= 1
\end{align*}
\]  

Observe that (8.4a) implies that \(\beta'\) depends linearly on \(\lambda' - \lambda\). Hence we can decouple the above system and rearrange the computations, as stated in Algorithm 8.1. Step 1 of Algorithm 8.1 gives good initial approximations, as already established in Theorem 6.5. The value of \(\delta_\lambda\), equaling the difference of successive eigenvalue iterations, is determined by (8.4b).

8.5. Computational costs of the compared methods. Recall that we use MATLAB 2020a to compute on a DELL Precision 3630 Tower with 32G memory. We compare the computational costs of our element with that of the conventional AFW element for \(k = 1\) and different Poisson’s ratio \(\nu\) on HCT grids in the unitary square and L-shaped domain in Tables 8.13 and 8.14. Observing Tables 8.13 and 8.14, we
Algorithm 8.1 Newton’s method for solving the nonlinear eigenproblem

To solve for a nonlinear eigenvalue and eigenfunction satisfying (6.6), proceed as follows:

1. First obtain an initial approximation $\beta_0$ and $\lambda_0$ by solving the linear eigenproblem $F\beta_0 = \lambda_0 M(0)\beta_0$.
2. For $n = 0, 1, 2, \ldots$, until convergence, perform the steps as follows:
   (a) Compute $\hat{\beta}$ by solving the linear system
   \begin{equation}
   (F - \lambda_n M(\lambda_n))\hat{\beta} = N(\lambda_n)\beta_n.
   \end{equation}
   (b) Set $\delta_\lambda = 1 / \langle \hat{\beta}, \beta_n \rangle$.
   (c) Update the eigenvalue: $\lambda_{n+1} = \lambda_n + \delta_\lambda$.
   (d) Update the nonlinear eigenfunction: $\beta_{n+1} = \delta_\lambda \hat{\beta}$.

| $\nu$ | Method | N=5  | N=10 | N=15 | N=20 |
|-------|--------|------|------|------|------|
| 0.35  | AFW    | 2.346391 | 68.712579 | 405.645936 | 2167.479581 |
|       | Ours   | 2.936615 | 86.011346 | 518.568172 | 2527.466308 |
| 0.50  | AFW    | 4.237313 | 74.888092 | 475.002422 | 4371.372905 |
|       | Ours   | 5.289374 | 92.785181 | 621.320673 | 5788.094644 |

Table 8.13
Computational cost (times(s)) of AFW element and ours for $k = 1$ and different Poisson’s ratio in the unitary square

Table 8.14
Computational cost (times(s)) of AFW element and ours for $k = 1$ and different Poisson’s ratio in the L-shaped domain

find that the computational costs of both methods are similar but the computational cost of our element is a little larger than that of AFW element. In fact, this is to be expected since the global degree freedom of our element described in section 4($p^{k+1}, p^k, A^{k+1}$) is larger than that of AFW element($p^{k+1}, p^k, A^k$).
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