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Abstract

In Japan, the number of single-person households, particularly among the elderly, is increasing. Consequently, opportunities for people to narrate are being reduced. To address this issue, conversational agents, e.g., communication robots and smart speakers, are expected to play the role of the listener. To realize these agents, this paper describes the collection of conversational responses by listeners that demonstrate attentive listening attitudes toward narrative speakers, and a method to annotate existing narrative speech with responsive utterances is proposed. To summarize, 148,962 responsive utterances by 11 listeners were collected in a narrative corpus comprising 13,234 utterance units. The collected responsive utterances were analyzed in terms of response frequency, diversity, coverage, and naturalness. These results demonstrated that diverse and natural responsive utterances were collected by the proposed method in an efficient and comprehensive manner. To demonstrate the practical use of the collected responsive utterances, an experiment was conducted, in which response generation timings were detected in narratives.
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1. Introduction

The act of narration is a fundamental human requirement, and narrating can only be established when there is a listener. However, in Japan, the number of single-person households, particularly among the elderly, is increasing (Statistics Bureau of Japan, 2015; National Institute of Population and Social Security Research, 2018), and there are many situations that listeners cannot be present. Therefore, it is important to increase opportunities for people to narrate.

To address this issue, conversational agents, e.g., communication robots and smart speakers, are expected to listen to narratives. For these agents to be recognized as listeners of narratives, they have to be functionally able to

1. attentively listen to narratives, and
2. convey that they have attentively listened to the narratives.

Function 1 is realized using speech recognition and understanding technologies. An explicit means of realizing function 2 is providing responses to narratives. In particular, producing gestures and utterances to narrative is effective. Here, an utterance to realize function 2, i.e., an utterance made in response to a narrative to convey attentive listening, is referred to as an attentive listening response. Representative attentive listening responses are backchannels. In terms of backchannels, data collections and analyses have been performed (Ward and Tsukahara, 2000; Kamiya et al., 2010; Yamaguchi et al., 2016), and backchannel generation methods have been proposed (Noguchi and Den, 1998; Cathcart et al., 2003; Fujita et al., 2004; Kitaoka et al., 2005; Poppe et al., 2010; Morency et al., 2010; Yamaguchi et al., 2016; Ruede et al., 2017). In addition to the backchannel, there are diverse types of attentive listening responses (Nihongo Kijutsu Bunpo Kenkyukai, 2009). However, to our knowledge, methods to generate attentive listening responses that include responses other than backchannels have not been extensively investigated to date. To develop such generation methods, it is necessary to collect a wide range of actual responses and observe and analyze the collected response data.

Thus, in this study, we describe the collection of attentive listening responses to realize conversational agents that act as listeners of narratives. In the data collection process, we annotated prerecorded narratives with appropriate attentive listening response expressions and production timings. We obtained the attentive listening responses in an offline manner, and this collection process has the following advantages:

• Multiple attentive listening responses can be collected for a single narrative because the responses do not have any effect on the narratives.
• Only utterances to demonstrate attentive listen-
ing attitudes can be collected because the workers who annotate the narratives with attentive listening responses can focus on producing them.

The remainder of this paper is organized as follows: Section 2 describes the requirements of attentive listening response generation and discusses works related to attentive listening responses. Section 3 explains the attentive listening response collection process, describes the collection results, and classifies the collected responses. Section 4 evaluates the collected responses in terms of response frequency, diversity, coverage, and naturalness. Section 5 describes a response generation timing detection experiment conducted to demonstrate the practical use of the collected responses. Finally, this paper is concluded in Section 6, including suggestions for future work.

2. Attentive Listening Responses

In this study, we attempted to realize a function to convey the attentive listening of narratives to speakers by generating appropriate attentive listening responses.

2.1. Response Generation Requirements

To enable conversational agents to generate responses, it is necessary to select appropriate response expressions and determine effective response generation timings. In terms of enhancing the effect of the response generation, the requirements are summarized as follows:

- The response expressions must be natural and diverse.
- The response frequency is high, and the response generation timings are natural.

To our knowledge, there is no existing response generation method that satisfies these requirements: thus, it is important to collect real data of attentive listening responses and accumulate useful results through observations and analyses.

2.2. Related Work

Several previous dialogue system studies attempted to develop systems that function as a listener [Kobayashi et al., 2010; Meguro et al., 2011; Shitaoka et al., 2017; Lala et al., 2017]. In these systems, although the dialogue proceeds in a user-driven manner, it is assumed that the systems aggressively engage with user’s story line by asking questions and requesting information. However, in this study, we assume that the target systems do not take initiative in the dialogue and act only as a listener. Thus, the system’s utterances are limited to responses that exhibit attentive listening attitudes, and the users do not respond directly to the system’s utterances. Thus, our target communication form differs from that of these previous studies.

Table 1: Size of narrative speech data (left) and response speech data (right).

|            |            |            |            |            |
|------------|------------|------------|------------|------------|
| speakers   | 30         | annotators | 11         |
| speaking time | 8:43:55   | speaking time | 22:16:34  |
| utterance units | 13,234   | utterance units | 148,962   |
| morphemes  | 66,897     | morphemes  | 232,651    |

3. Data Collection

In order to realize automatic generation of attentive listening responses to narratives, we collect natural and diverse attentive listening response data.

3.1. Collection Policy

It is possible to record real time interactions between a speaker and a listener, and extract the attentive listening responses from the listener’s utterances. However, with this method, the versatility of the collected data is limited because the listener’s reactions possibly have an effect on the speaker’s behavior. Moreover, the diversity of the collected data is limited because only responses given by a single listener can be collected to one narrative. Therefore, in this study, we had workers annotate the narrative data with response data. Here, the workers produced attentive listening responses that were synchronized with the sound playback of narratives, and the narrative data were annotated with the produced response character data and time data. This collection process allows the workers to focus on producing attentive listening responses effectively because there are no two-way interactions. Furthermore, it is possible to improve the coverage of the collected data because it is relatively easy to record additional responses by additional workers to the same narrative data.

3.2. Data Collection Method and Results

In this study, we used Japanese Elder’s Language Index Corpus (JELiCo) (Aramaki, 2016) as narrative data. This corpus includes speech data acquired from 30 elders (average of 20 minutes per person). In this corpus, the elders speak their narratives as a monologue by answering 10 prepared questions. 11 workers with advanced communication skills produced attentive listening responses to the narrative speech data. Here, each worker produced responses to the same narrative data separately. The workers produced responses in real time to the narrative speech. Note that the narrative speech was played only once. The response speech was recorded using a close-talking microphone. The narrative and response data were manually annotated with the following five tags:

- (F): Filler
- (G): Interjection to express emotions
- (D): Disfluency
Moreover, narrative data were manually annotated with sentence boundaries. Table 1 shows the size of the narrative and collected response speech data. We defined the utterance units as units into which utterances were divided by human perceptible pauses. Moreover, morphological analysis was performed on the narratives and collected responses, and we provide the start and end times of each morpheme. Here, we used MeCab (Kudo et al., 2004) for morphological analysis and the phoneme segmentation kit in Julius (Lee et al., 2001) to identify the start and end times. IPADIC neologd and UniDic (Ver. 2.1.2) were used as narrative and response morphological dictionary, respectively. Figure 1 shows an example of the collected data.

| Narrative utterance | Responsive utterance |
|---------------------|---------------------|
| Japanese            | English translation |
| English translation | Japanese            | English translation |
| 01:07:20 – 01:11:09 | I enjoyed           | 01:08:99 – 01:09:25 | はい |
| イタリア旅行をし    | traveling to Italy  | yes                   |
| ことが一番楽しむ | the most          | はいそうですかね |
| かったです         | 10:02 – 01:11:55 | is it so?             |
| もう二度と行けな | I went there      | 11:55 – 01:12:85 | 素敵ですね |
| いかなる思いない | thinking that I   | 13:78 – 01:14:30 | うん |
| ら行ってきてしまった | could not go     | 14:30 – 01:15:04 | イタリア旅行 |
| けど              | again             | 16:54 – 01:18:04 | いいえええそんな |
|                    |                   | 18:52 – 01:19:77 | ああそうですか |

Figure 1: Example of narrative and responsive utterances.

Table 2: Types of attentive listening responses.

- (U): Pitch rise at the end
- (?) : Uncertainty in perception

3.3. Response Type
In this study, we classified the collected responses into 16 attentive listening response types in reference to the literature (Nihongo Kijutsu Bunpo Kenkyukai, 2009). Table 2 details the attentive listening response types considered in this study. All of the collected attentive listening responses were manually annotated with the corresponding types. In the collected data, backchannel, representative attentive listening response type, accounted for 67.96% of the total responses, and the proportion was the largest. The response types except the backchannel type accounted for 32.04% of the total, and the proportions were larger for admiration, echoic response, and evaluation in that order. Figure 2 shows a breakdown of the attentive listening response types (except backchannel type). Moreover, Figure 3 shows examples of narratives and responses for admiration, echoic response, and evaluation. Here, the string in the upper row for each response type show Japanese phrases, and the strings in parentheses show English translations of the Japanese phrases in the upper rows.

4. Evaluation of Collected Response Data
We analyzed and evaluated the collected response data in terms of frequency, diversity, coverage, and natural-
Table 3: Appearance rate (seconds) and entropy for each worker.

|       | W1  | W2  | W3  | W4  | W5  | W6  | W7  | W8  | W9  | W10 | W11 | average |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|---------|
| Appearance rate | 1.85 | 2.82 | 2.49 | 2.26 | 3.22 | 2.72 | 3.30 | 1.82 | 1.91 | 1.60 | 3.15 | 2.47    |
| Entropy   | 5.19 | 4.02 | 3.62 | 5.30 | 3.53 | 4.87 | 2.78 | 4.08 | 5.25 | 4.44 | 5.61 | 4.43    |

4.1. Response Frequency

We calculated the appearance frequency of the attentive listening responses in the collected data. The top row in Table 3 shows the appearance rate (the interval of attentive listening response generation) for each worker. Here, w₁ – w₁₁ represents the 11 workers. In the collected data, the average appearance rate per worker was 2.47 seconds, which is considered a high appearance rate. As reference data, we examined the appearance rate of utterances corresponding to attentive listening responses in Nagoya University Conversation Corpus (Fujimura et al., 2012), which is a representative spoken language resource that contains recorded Japanese chat conversations. The appearance rate in this corpus is 12.4 seconds. This result indicates that the response frequency in the collected data is high even though there were differences among the individual workers.

4.2. Response Diversity

To evaluate the diversity of the attentive listening responses, we measured the diversity index for the response string types, i.e., the types of strings comprising a response. Here, we adopted entropy per response, which is expressed as follows:

\[ H = - \sum_{i=1}^{S} p_i \log p_i \]  \hspace{1cm} (1)

where \( S \) is the number of the response string types in the collected data, and \( p_i \) is the proportion of the number of occurrences of response \( i \) in the total number of occurrences of all responses. The bottom row in Table 3 shows the entropy for each worker. Here, \( w₁ – w₁₁ \) represents the eleven workers. We reported that the average entropy per worker was 4.43. We measured entropy in Nagoya University Conversation Corpus in the same manner. The entropy in that corpus was 4.86. Despite the fact that the Nagoya University Conversation Corpus contains free conversations, the entropy in our collected data was slightly less than that of Nagoya University Conversation Corpus. This demonstrates that the diversity of the responses in our data was high.

4.3. Response Coverage

This section evaluates whether the collected response data covers timings that are appropriate in terms of producing effective attentive listening responses. As discussed in Section 3, we collected the response data by having 11 workers produce attentive listening responses in real time to the elder speech separately. Therefore, even if there were multiple responses to the same part of a narrative, their start times did not perfectly match. Here, we considered the bunsetsu boundaries in narratives as candidates for timings when responses can be produced, and we mapped the actual produced responses to the bunsetsu boundaries using the narratives and response start times. In particular, we mapped a response to the end boundary of the nearest bunsetsu to the response start time.

\(^{4}\)Bunsetsu is a linguistic unit in Japanese that roughly corresponds to a basic phrase in English. A bunsetsu comprises a single independent word and zero or more ancillary words.
The following procedure was used to divide the narrative into bunsetsus:

1. We removed the morphemes with (F), (G), (D) and (?) tags explained in Section 3.2.
2. We divided the morpheme sequence obtained in step 1 into bunsetsu sequences using CaboCha (Kudo and Matsumoto, 2002).
3. We inserted the morphemes removed in step 1 into the bunsetsu sequence in step 2. When the position of the inserted morpheme was a bunsetsu boundary defined in step 2, the inserted morpheme was considered to be a new bunsetsu. However, when the consecutive morphemes with the same tag type were inserted at the same bunsetsu boundary, they were grouped together and considered to be a new bunsetsu.

In the following, a bunsetsu boundary is referred to as a production timing candidate.

In this examination, the response data by 11 workers were used. As a result of the mapping, any workers produced attentive listening responses at 25,523 out of 29,969 production timing candidates in narrative data, i.e., 85.16% of all production timing candidates. In the following, the set of the timings when any workers produced attentive listening responses is denoted as $T^{(w_{all})}$. The following procedure was used to analyze the coverage of the timings appropriate to produce attentive listening responses:

1. One of the 11 workers was selected, we obtained the timings when the worker produced attentive listening responses, and we calculated the proportion of these timings in $T^{(w_{all})}$.
2. We selected one of the remaining workers, and we obtained the timings when the worker produced attentive listening responses.
3. We calculated the union of the timings when the previously selected workers produced attentive listening responses, and we calculated the proportion of this union in $T^{(w_{all})}$.
4. Steps 2 and 3 were repeated until all 11 workers were selected and processed.

However, there exist $11! (= 39,916,800)$ possible orders to select among the 11 workers. Thus, the above procedure was performed for the 11! orders of worker selection, and we calculated the average of the proportions in Step 1 and 3. The average of the proportions were then used to evaluate the coverage of the timings appropriate to produce attentive listening responses. Figure 4 shows the results of the coverage analysis. We confirmed that when seven of the 11 workers were used, $> 90\%$ of the timings in all $T^{(w_{all})}$ were covered. Furthermore, we confirmed that when 10 workers were used, $98.31\%$ of the timings were covered. In other words, only 1.69% of the timings were added by including the eleventh worker. Therefore, it is thought that the number of the response production timings which are newly found is very small even if additional responses by having new workers produce responses to the narrative data used in this study. These results indicate that the collected data covered most of the timings that are appropriate to produce effective attentive listening responses.

4.4. Response Naturalness

A subjective experiment was conducted to evaluate the naturalness of the expressions and production timings of the collected attentive listening responses. Here, stereo sounds of 53 narratives by five elders and 2,191 responses to these narratives were considered. For each narrative, one worker producing responses to the given narrative was randomly selected, and the stereo sound comprising that narrative and the corresponding responses by the selected worker was used. Here, five subjects, all students in their twenties, evaluated the naturalness of each response. As a result, the number of the responses judged unnatural was 47.60 on average per subject, and responses judged natural accounted for 97.75% of the total. Therefore, the naturalness of the collected response data was confirmed.

5. Use of Collected Response Data

Attentive listening responses are expected to encourage speakers to narrate; however, it is necessary for increasing the speaker’s narrative motivation to generate responses at appropriate timings. Therefore, to realize automatic generation of attentive listening responses, it is necessary to detect appropriate timings to generate responses. Thus, in this section, we describe an experiment conducted to detect appropriate response generation timings using attentive listening responses collected in this study.

5.1. Experimental Settings

There are individual differences in the production of attentive listening responses, and their production tim-
Timings vary from listener to listener. When one listener produces a response, another listener does not always produce a response in the same timing. In this study, the attentive listening responses of 11 workers to one narrative were collected. By using the collected responses of the 11 workers, it is possible to obtain the standardized production timings. It is thought that the data of this standard response production timings are useful for the development of an attentive listening response system that maintains generality. This section describes an experiment conducted to detect the standard response production timings, using the response data collected in this study.

In this experiment, we used the mapping results of the production timing candidates (Section 4.3). Note that the attentive listening responses were separately collected by having 11 listeners produce responses to the same narrative data. Therefore, the number of the listeners producing responses mapped to the production timing candidates was 12, ranging from zero to 11. In this experiment, the detection target timings were defined as the production timing candidates which the number of listeners producing responses mapped to was more than $N$. To realize a system that actively generates attentive listening responses, correct generation timings should be defined by setting $N$ to a small value. Moreover, to realize a system that passively generates attentive listening responses, correct generation timings should be defined by setting $N$ to a large value. In addition to maintaining the generality of the response generation system, it is possible to develop a system with various response generation strategies by changing the value of $N$ as mentioned above. This becomes possible because the response data were collected by having multiple workers produce responses individually to the same narrative speech data.

### 5.2. Experimental Data

In this experiment, $N$ was set based on the proportion of the attentive listening response production timings of humans. First, we investigated this proportion in the data collected from the 11 workers. Figure 5 shows the proportion of each worker’s response production timings among all production timing candidates. Here, $w_1 \sim w_{11}$ represents the 11 workers. Among the 11 workers, the smallest proportion was 28.68%, and the largest proportion was 55.25%. These two proportions correspond to the proportion of the workers who produced responses in the most active and passive manners, respectively. The average proportion among the 11 workers was 38.72%. Based on these findings, an experiment was conducted to detect timings to generate attentive listening responses for four settings of $N \in \{4, 5, 6, 7\}$. Figure 6 shows the proportion of correct response generation timings among all production timing candidates for each value of $N$, where $N = 4$, $N = 5$, 6, and $N = 7$ correspond to active, normal, and passive response generation strategies, respectively.

To construct and evaluate a method to detect effective timings to generate attentive listening responses to be explained in Section 5.3, the production timing candidates were divided into training, development, and test data. The training, development, and test data contained 17,479, 6,308, and 6,182 production timing candidates, respectively.

### 5.3. Method to Detect Response Generation Timings

A method to detect response generation timings in production timing candidates is outlined in the following: To detect generation timings, we solve binary classification problems to determine whether a production timing candidate is the generation timing. This problem is solved using the character strings immediately before a generation timing candidate. The purpose of this section is not to propose a new method to detect generation timings of attentive listening responses, but to demonstrate an example of using the collected response data. Therefore, a standard and simple method in the field of natural language processing is adopted as a method for detecting the generation timing. In this experiment, a model was constructed to solve the binary classification problem by fine-tuning a pre-trained BERT (Devlin et al., 2019).
Here, the character strings immediately before a production timing candidate in narratives were first split into tokens with the BERT tokenizer. [CLS] token and [SEP] token were added at the head and last of this token sequence, respectively. Then, the token sequence were encoded using the pre-trained BERT. The encoded representation corresponding to [CLS] token were input into a classification layer comprising linear transformation and softmax function, and the probability of a production timing candidate belonging to each class was obtained. Finally, if the probability of a production timing candidate belonging to the generation timing class was greater than another class, the candidate was detected as a generation timing.

5.4. Train and Test

Here, we describe the model used to detect generation timings. In this experiment, the character strings from five bunsetsus immediately before a production timing candidate were input to the BERT model. As the pre-trained BERT model, we used cl-tohoku/bert-base-japanese-v2 in huggingface/transformers. Moreover, the training loss was cross entropy loss, and Adam optimizer [Kingma and Ba, 2013] was used. The class weight based on the inverse class frequency in the training data was applied to the training loss. The batch size was set to 128, and the learning rate was set to 1e-5. The detection model was trained for 10 epochs. The model with the lowest development loss in 10 epochs was used for the test data to evaluate detection performance. For comparison, a detection method that randomly detects generation timings according to the correct generation timing proportion in the training data was prepared.

In this experiment, the generation timings were detected among production timing candidates. Here, the precision, recall, and f-measure (the harmonic mean of precision and recall) were used to evaluate detection performance on the test data. Precision $P$ and recall $R$ are calculated as follows:

$$P = \frac{\text{# detected correct generation timings}}{\text{# detected generation timings}}$$

(2)

$$R = \frac{\text{# detected correct generation timings}}{\text{# correct generation timings}}$$

(3)

5.5. Experimental Results

Table 4 shows the evaluation results for the detection methods. The f-measure values for the BERT-based detection method were 0.705 for $N = 4$, 0.695 for $N = 5$, 0.676 for $N = 6$, and 0.667 for $N = 7$. As can be seen, the BERT-based detection method outperformed the random detection method in terms of precision, recall, and f-measure for all $N$ values. Moreover, we found that the f-measure value decreased as $N$ became large. These results indicate that it was more difficult to detect response generation timings for the more passive response system. It is thought that the simple detection method using the BERT model did not sufficiently capture the characteristics of the generation timings corresponding to large $N$, i.e., the timings at which a lot of workers produce responses.

In this experiment, we focused on response generation timing detection using only character strings in narratives. However, it is considered that acoustic features, e.g., pitch and power, are also effective factors in this detection task. Moreover, it is necessary for appropriately generating attentive listening responses to consider the history of when previous responses were generated and what previous responses were generated. For example, the elapsed time from the last response generation timing should be considered. Although acoustic features and the response history were not considered in this experiment, it is possible to work on response timing detection considering them by using the collected data in this study. Thus, we would like to incorporate these factors into our work in future.

6. Conclusion

In this study, we describe a method to collect attentive listening responses to narratives. In this collection method, prerecorded narrative speeches were annotated with expressions and the production timings of attentive listening responses. We confirmed that our collection method can efficiently and comprehensively collect natural and diverse responses. Finally, we described a response generation timing detection experiment using the collected responses. In this experiment, the generation timings were detected using character strings in narratives. In future, we would like to detect generation timings using acoustic features extracted from narratives and the listener’s response history.

It is necessary for appropriately generating attentive listening responses to not only detect the generation timings, but also determine what response to generate. The response data collected in this study contain both response production timings and the response expres-

| $N$ | Precision | Recall | F-measure |
|-----|-----------|--------|-----------|
| 4   | 0.684     | 0.727  | 0.705     |
|     | 0.455     | 0.495  | 0.474     |
| 5   | 0.679     | 0.712  | 0.695     |
|     | 0.384     | 0.421  | 0.401     |
| 6   | 0.584     | 0.802  | 0.676     |
|     | 0.326     | 0.358  | 0.342     |
| 7   | 0.595     | 0.759  | 0.667     |
|     | 0.280     | 0.310  | 0.294     |

Table 4: Evaluation metrics for each setting and detection method.
sions by a listener. Moreover, all collected responses were labeled with a response type. In future, we would like to determine which response to generate using the response expressions and response types in the collected responses.
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