Bilayer Coulomb phase of two dimensional dimer models: Absence of power-law columnar order
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Using renormalization group (RG) analyses and Monte Carlo (MC) simulations, we study the fully-packed dimer model on the bilayer square lattice with fugacity equal to $z$ (1) for inter-layer (intra-layer) dimers, and intra-layer interaction $V$ between neighbouring parallel dimers on any elementary plaquette in either layer. For a range of not-too-large $z > 0$ and repulsive interactions $0 < V < V_c$ (with $V_c \approx 1.4$), we demonstrate the existence of a bilayer Coulomb phase with purely dipolar two-point functions, i.e., without the power-law columnar order that characterizes the usual Coulomb phase of square and honeycomb lattice dimer models. The transition line $z_c(V)$ separating this bilayer Coulomb phase from a large-$z$ disordered phase is argued to be in the inverted Kosterlitz-Thouless universality class. Additionally, we argue for the possibility of a tricritical point at which the bilayer Coulomb phase, the large-$z$ disordered phase and the large-$V$ staggered phase meet in the large-$z$, large-$V$ part of the phase diagram. In contrast, for the attractive case with $V_{ch} < V \leq 0$ ($V_{ch} \approx -1.2$), we argue that any $z > 0$ destroys the power-law correlations of the $z = 0$ decoupled layers, and leads immediately to a short-range correlated state, albeit with a slow crossover for small $V$. For $V_{c} < V < V_{ch}$ ($V_{c} \approx -1.55$), we predict that any small nonzero $z$ immediately gives rise to long-range bilayer columnar order although the $z = 0$ decoupled layers remain power-law correlated in this regime; this implies a non-monotonic $z$ dependence of the columnar order parameter for fixed $V$ in this regime. Further, our RG arguments predict that this bilayer columnar ordered state is separated from the large-$z$ disordered state by a line of Ashkin-Teller transitions $z_{cT}(V)$. Finally, for $V < V_{c}$, the $z = 0$ decoupled layers are already characterized by long-range columnar order, and a small nonzero $z$ leads immediately to a locking of the order parameters of the two layer, giving rise to the same bilayer columnar ordered state for small nonzero $z$.

PACS numbers:

I. INTRODUCTION

Dimer models on two and three dimensional bipartite lattices such as the square, the honeycomb, and the cubic lattice represent paradigmatic classical examples of long-wavelength physics controlled by the fluctuations of an emergent gauge field. Specifically, the long-distance correlations between dimers are well-described on the square/honeycomb (cubic) lattice in terms of the Gaussian fluctuations of a divergence-free two-component (three-component) “magnetic field” parameterized by the corresponding “vector potential”. This Coulomb phase phenomenology provides a simple classical example of the role of emergent degrees of freedom and entropic interactions in determining the long-wavelength properties of systems with a macroscopic degeneracy of low-energy configurations.

On the square and honeycomb lattice, the “vector potential” is nothing but a scalar height field $h$, and the two components $B_\mu$ of the magnetic field are given by transverse derivatives of this height field: $B_\mu = \epsilon_{\mu
u} \partial_\nu h$ (here $\epsilon_{\mu\nu}$ is the totally antisymmetric tensor in two dimensions, with $\epsilon_{xy} = +1$). On the square lattice, the resulting momentum-space structure factor $S_{\mu\nu}$ of dimers oriented in direction $\mu$ has a characteristic pinch-point singularity in the vicinity of wavevector $Q \equiv (\pi, \pi)$. The corresponding fluctuations of the dimer density $n_\mu$ (at $Q$ and nearby wavevectors) are represented in this effective theory by the long-wavelength fluctuations of $B_\mu$: $n_\mu(Q+q) \sim \tilde{B}_\mu(q)$ (where the hat represents the Fourier transform). The honeycomb lattice has similar pinch-point phenomenology, albeit with a different pinch-point wavevector $Q \equiv (\pi, 0)$.

On the cubic lattice, the dipolar fluctuations represented by the three-dimensional analog of this pinch-point structure provide the sole power-law contribution to the long-distance correlation. In contrast, the two-dimensional Coulomb phase of square and honeycomb lattice dimer models exhibits a second power-law contribution to the correlations of $n_\mu$, which can, in certain regimes (for instance with attractive interactions) dominate over the dipolar contribution of the pinch-point which always falls of as $1/r^2$ in two dimensions. This is understood in the height phenomenology to be a consequence of the compact nature of the height field, whereby $h(r) \rightarrow h(r) + 1$ represents a redundancy in the height description, which allows vertex operators like $\exp(2\pi i h)$ in the height description.

On the square lattice, this additional contribution has weight only in the vicinity of $K_x = (\pi, 0)$ ($K_y = (0, \pi)$) for $\mu = x$ ($\mu = y$). The corresponding exponent $\eta$ depends on the value of the stiffness to height fluctuations and can be tuned by the strength and nature of interactions between dimers. This power-law contribution to the two-point function of dimers signals the presence of power-law columnar order. On the honeycomb lat-
The analogous vertex operator contribution leads to power-law correlations at the three-sublattice wavevector of the underlying triangular Bravais lattice, and again signals the presence of power-law columnar order. This understanding leads to a natural and interesting question: Can two-dimensional dimer models support a different kind of stable Coulomb phase with purely dipolar long-distance correlations like in three dimensions, i.e. without the second contribution and associated nonuniversal exponent $\eta$?

On the square lattice, we thus write

\[
\begin{align*}
  n_x(r) - 1/4 &\sim (-1)^x A \cos(2\pi h(r)) + (-1)^{x+y} \partial_y h \\
  n_y(r) - 1/4 &\sim (-1)^y A \sin(2\pi h(r)) - (-1)^{x+y} \partial_x h
\end{align*}
\]

where the first term at the columnar wavevector arises from contributions of the vertex operator, and the second term represents the dipolar contribution of modes in the neighbourhood of wavevector $\mathbf{Q}$. A crucial aspect of this two-dimensional Coulomb phenomenology is thus the presence of two different power-law contributions to the long-distance correlations of $n_x$ ($n_y$): A dipolar contribution that falls off as $(-1)^{x+y}/r^2$ and another power-law contribution that falls off as $(-1)^{x}/r^\eta ((-1)^y/r^\eta)$, with tunable exponent $\eta$.

This understanding leads to a natural and interesting question: Can two-dimensional dimer models support a different kind of stable Coulomb phase with purely dipolar long-distance correlations like in three dimensions, i.e. without the second contribution and associated nonuniversal exponent $\eta$?

Here, we answer this question in the affirmative using a combination of classical Monte Carlo (MC) simulations and renormalization group (RG) analysis. Our work provides a simple realization of such a Coulomb phase of a two-dimensional dimer model. An appealing aspect of our construction is that this new kind of Coulomb phase is realized on a simple variant of the square lattice, namely the bilayer square lattice, and preserves much of the simplicity of the square lattice dimer model (with the exception of exact solvability).

More specifically, we study the fully-packed dimer model on the bilayer square lattice with fugacity equal
to $z$ (1) for inter-layer (intra-layer) dimers, and intra-layer interaction $V$ between neighbouring parallel dimers on any elementary plaquette in either layer. For weak repulsive interactions ($V > 0$) we present RG arguments and Monte Carlo results that establish the presence of this new bilayer Coulomb phase. For stronger repulsive interactions, our RG analysis also points to the possibility of realizing a novel multicritical point, which represents the confluence of three phases: a disordered large-$z$ phase, the bilayer Coulomb phase, and a phase with staggered dimer order in each layer.

Our analysis also predicts that a nonzero $z$ immediately destroys the critical state of the decoupled system when the system is noninteracting or has weak intralayer attractive interactions. In contrast, for a range of moderately strong attractive intralayer interactions $V < 0$, our RG analysis predicts the presence of a critical line of Ashkin-Teller transitions separating a bilayer columnar-ordered phase from a disordered phase. In part of this bilayer columnar-ordered phase, we predict that the columnar order parameter at fixed $V$ has an unusual non-monotonic dependence on the interlayer fugacity $z$, vanishing both at $z = 0$ and at the phase boundary $z_{\text{AT}}(V)$, and peaking for intermediate values of $z$. For stronger attractive interactions larger than a threshold, we predict that this nonmonotonic behaviour is eliminated by the presence of long range columnar order at $z = 0$ for the two decoupled layers. In this latter regime, a small nonzero $z$ merely causes these pre-existing columnar ordering patterns of each layer to line up with each other.

A detailed summary of these results appears for ready reference in the schematic phase diagram displayed in Fig. 1 as well as in Sec. II. The rest of this article, beyond Sec. II is devoted to a detailed discussion of this interesting physics: In Sec. III we develop the coarse-grained description that provides us the theoretical starting point for studying this system using renormalization group (RG) techniques. In Sec. IV we derive the general renormalization group flow equations for the coupling constants of the coarse-grained description, working in Coulomb gas language, and then specialize to linearized flows in the vicinity of a fixed-plane that controls much of the interesting physics.

In Sec. V we use these leading order flow equations to establish the presence of a novel bilayer Coulomb phase in the presence of small repulsive interactions $V$. We also explore the possibility of realizing a novel multicritical point in the large $V$, large $z$ part of the phase diagram. In Sec. VI we study the effect of a nonzero $z$ for weak attractive interactions, establishing the fact that any $z$ however small immediately drives the system to a large-$z$ disordered phase for nonzero but weak attractive interactions $V$. We also demonstrate very similar behaviour for the non-interacting problem. In Sec. VII we establish for moderately strong attractive interactions, the presence of an unusual regime in which the bilayer is columnar ordered at small nonzero $z$, although the decoupled layers at $z = 0$ are critical. We also analyze how this regime is continuously connected, at stronger attractive interactions, to a columnar ordered phase in which the columnar order goes to a nonzero limit at $z = 0$. In Sec. VIII we argue that the transition from this bilayer columnar ordered phase to the large-$z$ disordered phase is in the Ashkin-Teller universality class, and provides an unusual example of an Ashkin-Teller line.

Finally, in Sec. IX we provide detailed numerical evidence that supports our prediction of a bilayer Coulomb phase for weak repulsive interactions and small $z$, and also establishes the presence of a disordered phase even at small $z$ for weak attractive interactions. We close with a brief outlook section that discusses possibilities for additional work on closely related systems.

II. LATTICE MODEL AND SUMMARY OF RESULTS

We consider fully-packed dimer configurations of a bilayer square lattice, with partition function

$$Z = z^{N_v} e^{-VN_f}$$  \hspace{1cm} (3)

where $N_v$ is the number of interlayer “vertical” dimers, $N_f$ is the total number of “flippable” intra-layer plaquettes in either layer with two parallel dimers on links of the
FIG. 4: The probability distribution $\tilde{P}(s, L)$ for non-winding overlap loops of length $s$ in a $L \times L$ sample with periodic boundary conditions collapses well onto the postulated scaling form Eq. 59 for $V = 0.25, 0, -0.5$ at fugacity $z = 0$. Further, the scaling function $\Phi(x)$ is seen to have the expected power-law behaviour $x^{-\tau}$ with $\tau = 7/3$ for $x \ll 1$. The magenta lines with slope $7/3$ provide visual confirmation of this behaviour. This is behaviour characteristic of contour lines of the Gaussian free field that describes the long-wavelength physics of two-dimensional fully-packed dimer models. See Sec. V and Sec. IX for a detailed discussion.

plaque, and $V$ is the interaction between such parallel dimers.

At $z = 0$, this reduces to two statistically independent fully-packed square lattice dimer models which are in the usual two-dimensional Coulomb phase for a range of $V \in (V_c, V_s)$ straddling $V = 0$. Here, the values of $V_c$ and $V_s$ are known from the computational studies of Ref. 6, 7 and Ref. 10. $V_c \approx -1.55$, and $V_s \approx +1.4$.

On the other hand, in the limit $z \to \infty$ (with $V$ fixed to a finite value), the partition sum is dominated by a single configuration in which inter-layer vertical dimers cover all sites of the bilayer. Expanding about this limit in a systematic “strong-coupling” expansion in $1/z$, it is easy to see that this yields a stable large $z$ phase with short ranged correlations between dimers. For $V \in (V_c, V_s)$, the question then is whether the $z = 0$ Coulomb phase is separated from the large-$z$ short-range correlated phase by an intermediate bilayer phase, or whether the system is in this short-range correlated phase for any $z > 0$ however small.

In our work, we address this by formulating an RG analysis starting with the $z = 0$ Coulomb phase for $V \in (V_c, V_s)$. For repulsive interactions $0 < V < V_s$, we conclude (as advertised earlier) that a small $z > 0$ leads to the purely dipolar bilayer Coulomb phase. As noted in the introduction, we find that this is expected to undergo an inverted Kosterlitz-Thouless transition at $z_{\text{inv}} = \frac{\pi}{\nu} > 0$ to the large-$z$ short-range correlated phase. For $V > V_s$, the decoupled layers at $z = 0$ undergo a first-order transition to a phase with staggered long-range order. This, in conjunction with our RG analysis strongly suggests the possibility of an interesting multicritical point in the large $z$, large positive $V$ part of the phase diagram, at which the large-$z$ short-range correlated phase, the bilayer Coulomb phase, and the staggered phase all meet.

For small $V$ on the attractive side, i.e. for $V_{cb} < V \leq 0$, our RG analysis predicts that a small $z > 0$ leads immediately to the short-range correlated phase, albeit with a slow crossover. Combining the results of an earlier numerical study of the single layer system with our own RG analysis, we estimate $V_{cb} \approx -1.2$. For stronger attractive interactions $V \in (V_c, V_{cb})$, our RG analysis predicts the existence of a bilayer columnar ordered phase for nonzero $z$ so long as $z < z_{\text{AT}}(V)$, where $z_{\text{AT}}(V)$ represents a critical line of Ashkin-Teller transitions from this bilayer columnar ordered phase to the short-range correlated large-$z$ phase. Another outcome of our RG analysis is that the columnar order parameter is predicted to vanish both at $z = 0$ and at $z = z_{\text{AT}}(V)$ in this regime, implying an interesting nonmonotonic $z$ dependence of the columnar order parameter for fixed $V$ in this regime.
possibility of a multicritical point in the large
of it for strong attractive interactions, or the intriguing
do not pursue here a detailed numerical study of either
phase with its unusual purely dipolar correlations, we
all finite $V$ character of the phase boundary remains unchanged for
stronger attractive interactions. One possibility is that
z
nature of the phase transition from the bilayer Coulomb
ers, leading again to the same bilayer Coulomb phase as
ately lock together the order parameters of the two lay-
decoupled layer at $z = 0$ develops long-range columnar
order. A small nonzero $|z| = 0$ develops long-range columnar
of the coarse-grained height action for two independent
action and this re-discretized version of the coarse-grained action $S$ reads:
\begin{align}
S &= \pi g \sum_{\bf r} [\Delta_\mu h_1(\bf r) + C_\mu(\bf r)]^2 + (\Delta_\mu h_2(\bf r) + C_\mu(\bf r))^2 \\
&- 2\pi g_{12} \sum_{\bf r} [\Delta_\mu h_1(\bf r) + C_\mu(\bf r)] \cdot [\Delta_\mu h_2(\bf r) + C(\bf r)] \\
&- \log y_c \sum_{\bf r} n^2(\bf r) - \lambda \sum_{\bf r} [\cos(8\pi h_1(\bf r)) + \cos(8\pi h_2(\bf r))] \\
&- \lambda_+ \sum_{\bf r} \cos(2\pi (h_1(\bf r) - h_2(\bf r))) \\
&- \lambda_+ \sum_{\bf r} \cos(4\pi (h_1(\bf r) + h_2(\bf r))) + \ldots
\end{align}
where $\Delta_\mu$ denotes the $\mu$ component of the lattice gradient, $C_\mu$ is an integer-valued vector field on links of the
the square lattice, which satisfies $e_{\mu\nu}\Delta_\nu C_\mu = m(\bf r)$ and
can be chosen for instance to be nonzero only on the $y$
links of the lattice. Note that both layers are described
by the same site coordinate $\bf r$, and thus $C_\mu$ and $m$ are
common to both layers. Here $m(\bf r)$ is an integer-valued
field on the faces of a square lattice, which, by a slight
abuse of notation, we represent as $m(\bf r)$.

Before we proceed, it is useful to understand the micro-
scopic origin of various terms included here. General-
izing from the discussion of a single layer in Refs.\[7,11,12\]
we first note that the quadratic terms in $(\Delta_\mu h_\alpha + C_\mu)$
proportional to $g$ simply represent the quadratic part of the coarse-grained height action for two independent
dimer model on two uncoupled layers, both of which allow
monomers to exist, but only if the monomers are at
exactly the same locations on both layers; this constraint
is reflected in the fact that exactly the same field $C_\mu$ enters
both terms proportional to $g$. It models the fact that vertical
interlayer dimers of our bilayer are “seen” as monomers by the intra-layer dimers of each layer. The

FIG. 5: Density of interlayer dimers as a function of their fugacity $z$ (for the definition of the model parameters, see Sec.\[II\]). Note that this is monotonically increasing as expected, and the data shown for $L = 128$ is already saturated to the thermodynamic limit. This $z$ dependence shows no indication of the different phases that exist in the phase diagram of the bilayer (see Sec.\[IX\] for a discussion).

For even stronger attractive interactions $V < V_c$, each decoupled layer at $z = 0$ develops long-range columnar order. A small nonzero $z$ is then predicted to immediately lock together the order parameters of the two layers, leading again to the same bilayer Coulomb phase as above. Our analysis does not directly shed light on the nature of the phase transition from the bilayer Coulomb phase to the large-$z$ disordered phase in this regime of stronger attractive interactions. One possibility is that the line of Ashkin-Teller transitions ends in a tricritical point, beyond which the phase boundary has first-order character. Another possibility is that the Ashkin-Teller character of the phase boundary remains unchanged for all finite $V$.

Since the focus of the computational part of our work here is the predicted existence of the bilayer Coulomb phase with its unusual purely dipolar correlations, we do not pursue here a detailed numerical study of either the bilayer columnar ordered phase and transitions out of it for strong attractive interactions, or the intriguing possibility of a multicritical point in the large $V > 0$, large $z$ part of the phase diagram.

Instead, our computational study focuses mainly on relatively small $|V|$ of either sign. Using Monte Carlo simulations, we study the dimer structure factor and correlation functions, the correlation function of test monomers, as well as the random geometry of fully-packed loops defined by the overlap of upper and lower layer dimer configurations in equilibrium. Our results for these observables are seen to be consistent with expectations from our RG analysis, confirming the predicted presence of a stable bilayer Coulomb phase with purely dipolar correlations $z < z_{\text{inv-KT}}(V)$ for small $V > 0$.

III. COARSE-GRAINED DESCRIPTION

We begin by generalizing the coarse-grained height description of the square lattice dimer model to the bilayer case. This is written in terms of two height fields $h_{1/2}(\bf r)$, and generalizes the well-known single-layer effective theory\[39\] to the bilayer case by adding the leading-order coupling terms allowed by symmetries and consistent with the microscopic features of our system. Thus, we write
\begin{equation}
Z \propto \int D\!h_1 D\!h_2 \exp(-S)
\end{equation}

where $D\!h_{1/2}$ denotes the functional integral over configurations of $h_1(\bf r)$ and $h_2(\bf r)$ defined on a square lattice (which hosts a convenient re-discretization of the coarse-grained continuum action) and this re-discretized version of the coarse-grained action $S$ reads:

\begin{align}
\pi g \sum_{\bf r} &\left[ (\Delta_\mu h_1(\bf r) + C_\mu(\bf r))^2 + (\Delta_\mu h_2(\bf r) + C_\mu(\bf r))^2 \right] \\
- 2\pi g_{12} &\sum_{\bf r} [\Delta_\mu h_1(\bf r) + C_\mu(\bf r)] \cdot [\Delta_\mu h_2(\bf r) + C(\bf r)] \\
- \log y_c &\sum_{\bf r} n^2(\bf r) - \lambda \sum_{\bf r} [\cos(8\pi h_1(\bf r)) + \cos(8\pi h_2(\bf r))] \\
- \lambda_+ &\sum_{\bf r} \cos(2\pi (h_1(\bf r) - h_2(\bf r))) \\
- \lambda_+ &\sum_{\bf r} \cos(4\pi (h_1(\bf r) + h_2(\bf r))) + \ldots
\end{align}
monomer fugacity parameter $y_\nu$ is thus related to the microscopic fugacity of interlayer dimers, and expected to be linear in $z$ for small $z$.

Additionally, the quadratic term proportional to $g_{12}$ has a simple interpretation that follows from the operator correspondence Eqs. [1,2] discussed in the Introduction. Generalizing this correspondence to our bilayer case, we see that $\Delta_\nu h_\alpha + C_\nu$ represents the “dipolar” (composed of Fourier modes near $Q$) part of the dimer density $n_\mu^{(\alpha)}$ in layer $\alpha$. Thus, this term tries to align the dipolar part of the dimer density in both layers. What about a similar tendency of the “columnar” part of the dimer density fields $n_\mu^{(\alpha)}$ to align with each other? From the operator correspondence, we see that this is clearly represented by the cosine term proportional to $\lambda_\nu$. Thus $g_{12}$ and $\lambda_\nu$ together represent a tendency for dimers in the two layers to line up. The underlying reason for this tendency to align is entropic: Clearly, there are many more choices for the positions of interlayer dimers if the intralayer dimer configurations of the two layers match up. Therefore, we expect both $g_{12} > 0$ and $\lambda_\nu > 0$ to turn on as soon as $z$ becomes nonzero, since these terms correctly encode this entropic advantage. Since the underlying entropic attraction has its roots in the fact that two interlayer dimers on adjacent links can be traded in for a pair of intralayer dimers on identical links of both layers, we expect both $g_{12}$ and $\lambda_\nu$ to scale as $z^2$ for small $z$.

Next we note that the symmetry analysis of Ref. [37, 1112] goes through unchanged, so long as the symmetry operations considered are applied to both layers simultaneously. This means that the heights of both layers must transform simultaneously for the transformation to be a symmetry of the coupled bilayer. In other words, the relevant symmetry operations are: i) $h_1 \rightarrow -h_1$ and $h_2 \rightarrow -h_2$ simultaneously, ii) $h_1 \rightarrow h_1 + 1/4$ and $h_2 \rightarrow h_2 + 1/4$ simultaneously. Additionally, we note that the operator correspondence described in Sec. [1] that relates microscopic dimer density operators to operators in the coarse-grained height theory naturally remains essentially unchanged when using the height description to analyze the properties of the bilayer.

These symmetry transformations allow the cosine terms proportional to $\lambda$ which exist in the single-layer system as well. As in Ref. [37,1112] these represent the entropic advantage of configurations that are proximate to perfectly columnar ordered states in each layer. One expects $\lambda$ to be positive, although our analysis does not rely on this in any crucial way. The parameter $\lambda_\nu$ controls the strength of an additional cosine interaction, which has been included because it is the leading allowed term of this type.

We close by explicitly reiterating an important symmetry distinction between the couplings $\lambda$ and $g$ on the one hand, and the couplings $g_{12}$, $\lambda_\nu$, $y_\nu$ and $\lambda_\nu$ on the other hand. These latter four couplings can only exist at nonzero $z$, i.e. only when the two layers are coupled by interlayer dimers. This is because the decoupled system has a larger symmetry (of independent translations of $h_1$ and $h_2$) which forbids these additional term. Indeed, as
we have already argued, we have:

\begin{align}
  y_v & \propto z \\
  \lambda_- & \propto z^2 \\
  g_{12} & \propto z^2 \\
  \lambda_+ & \to 0
\end{align}  

(7)

as \( z \to 0 \).

IV. RG FLOWS OF COARSE-GRAINED THEORY

With this out of the way, we now proceed to analyse the perturbative stability of the Gaussian fixed plane described by the quadratic terms in the action. This is motivated by the following considerations: First we note that each decoupled layer at \( z = 0 \) remains in a two-dimensional Coulomb phase for \( V \in (V_c, V_z) \) (with \( V_c \approx -1.55 \) and \( V_s \approx +1.45 \)). This Coulomb phase is described by a line of Gaussian fixed points parametrized by the value of \( g \), with the \( \lambda \) term being an irrelevant perturbation of this Gaussian fixed line. In this Gaussian action, \( g_{12} = 0 \) and \( C_{\mu} = 0 \). Turning on a nonzero but small \( z \) corresponds to turning on the couplings \( \lambda_-, y, g_{12} \) and \( \lambda_+ \). Therefore, to study the effect of a small interlayer dimer fugacity \( z \), one must analyze the perturbative stability of the Gaussian fixed line. In fact, one may incorporate \( g_{12} \) in the Gaussian theory exactly, and then study the renormalization group flows of the other couplings in the vicinity of the Gaussian fixed points parametrized by \( g \) and \( g_{12} \). However, it must be remembered that \( g_{12}(z) \to 0 \) as \( z \to 0 \), while \( g \) is tuned by the intralayer interaction \( V \).
L′C(8) configurations of D where rewrite the effective theory in Villain form for V = 0.1 again scales as C Coulomb phase when dimer correlations are purely dipolar in cosine terms, and our ‘magnetic’ charge corresponds to the equivalent electromagnetic Coulomb gas formula-

FIG. 9: (a) The dipolar component of intralayer dimer correlations (as defined in Eq. 51) for V = 0.25 fits to the expected form aL−2. (b) The corresponding columnar component at V = 0.25 (as defined in Eq. 55) is seen to decay with a power law of r−2.8(1) at z = 0. However, for z > 0, it decays to zero much more rapidly, falling off as ∼ L−6. As explained in Sec. IX this is the expected behaviour of C′(rL) in the bilayer Coulomb phase when dimer correlations are purely dipolar in nature. (c) This columnar component C′(rL) given by Eq. 55 for V = 0.1 again scales as ∼ L−6 for nonzero z, while (d) an alternate definition of columnar component, C(rL) given by Eq. 52 scales as ∼ L−4 for the same nonzero z. This is consistent with the absence of power-law columnar order in the bilayer Coulomb phase (see Sec. IX for details).

A. Coulomb-gas formulation

This RG analysis is greatly facilitated by going over to the equivalent electromagnetic Coulomb gas formulation (in which our ‘electric’ charges correspond to the cosine terms, and our ‘magnetic’ charge corresponds to the monomer numbers m). As a prelude to this, we first rewrite the effective theory in Villain form

Z ∝ \sum_{\{m,u,l,q,p\}} \int Dh_1 D\theta_+ e^{-S_{\text{Villain}}} \tag{8}

where Dh_1/2 again denotes the functional integral over configurations of h_1 and h_2 defined on a square lattice, the sum is over configurations \{m, u, l, q, p\} of integer-valued fields m(r), u(r), l(r), q(r), and p(r) and the coarse-grained action S_{\text{Villain}} reads:

S_{\text{Villain}} =

\pi g \sum_r (\Delta_{\mu} h_1(r) + C_\mu(r))^2 + (\Delta_{\mu} h_2(r) + C_\mu(r))^2

− 2\pi g_12 \sum_r [\Delta_{\mu} h_1(r) + C_\mu(r)] \cdot [\Delta_{\mu} h_2(r) + C(r)]

− \sum_r \log(Y_v[m(r)]) − 2\pi i \sum_r q(r) (h_1(r) − h_2(r))

− 4\pi i \sum_r p(r) (h_1(r) + h_2(r))

− 8\pi i \sum_r (u(r) h_1(r) + l(r) h_2(r))

− \sum_r \log(Y_−[q(r)]) − \sum_r \log(Y_+[p(r)])

− \sum_r \log(Y_−[u(r)]) − \sum_r \log(Y_+[l(r)]) \tag{10}

where \epsilon_{\text{2\mu}} \Delta_{\mu} C_\nu = m(r)

\log(Y_v[m]) = m^2 \log y_v \quad \log(Y_−[q]) = q^2 \log(\lambda−/2)

\log(Y_−[x]) = x^2 \log(\lambda−/2) \quad (x = u, l)

\log(Y_+[p]) = p^2 \log(\lambda+/2) \tag{11}

Defining

\begin{align*}
\theta_− &= \pi (J + K) = g + g_12 \frac{z}{2} \quad \theta_+ = 2\pi (h_1 − h_2) \tag{12} \\
\theta_+ &= \pi (J − K) = g − g_12 \frac{z}{2} \quad \theta_+ = 2\pi (h_1 + h_2) \tag{13}
\end{align*}

we may rewrite this as

S_{\text{Villain}} =

\frac{g_\pi}{4\pi} \sum_r (\Delta_{\mu} \theta_+(r) + 4\pi C_\mu(r))^2 + \frac{g_\pi}{4\pi} (\Delta_{\mu} \theta_−(r))^2

− i \sum_r q(r) \theta_−(r) − 2i \sum_r p(r) \theta_+(r) − \sum_r \log(Y_v[m(r)])

− 2i \sum_r (u(r) + l(r)) \theta_+(r) − 2i \sum_r (u(r) − l(r)) \theta_−(r)

− \sum_r \log(Y_−[q(r)]) − \sum_r \log(Y_+[p(r)])

− \sum_r \log(Y_−[u(r)]) − \sum_r \log(Y_+[l(r)]) \tag{15}

Thus the angular variable \theta_+(r) has 2-fold anisotropy and doubled vortices, whereas the angular variable \theta_−(r) has external field and 2-fold anisotropy.

Following the standard procedure (described for instance in Ref. [13] for switching to a Coulomb gas representation in the continuum, we now arrive at:

Z ∝ \sum_{\{m,u,l,q,p\}} C_{\{m,u,l,q,p\}} e^{-S_{\text{Coulomb}}} \tag{16}

where the sum is over configurations of the integer-valued charges, C_{\{m,u,l,q,p\}} is the usual combinatorial factor that
FIG. 10: The monomer-antimonomer correlation function (normalized to be unity at separation $r = 0$) at separation $r = (\frac{1}{4}, 0)$ for repulsive interaction $V = 0.25$ fits well to a power law form $L^{-\eta_m}$, with best-fit values of $\eta_m(z)$ extracted in this way shown in the legend for various values of small but nonzero $z$. Our theoretical expectation is that $\eta_m = g_\infty^z$, thus allowing us obtain an estimate of $g_\infty^z(z)$ from this measurement. In contrast, the data at larger $z$ shows faster-than-power-law decay (right panel). See Sec. [I] and Sec. [II] for a detailed discussion.

accounts for the fact that all charges of a particular type are indistinguishable particles, and the action reads:

$$S_{\text{Coulomb}} =$$

$$-\frac{1}{2g_-} \sum_{i \neq j} \left( q_i + 2\tilde{Q}_i \right) \log \left( \frac{r_i - r_j}{a} \right) \left( q_j + 2\tilde{Q}_j \right)$$

$$-\frac{1}{2g_+} \sum_{i \neq j} \left( 2p_i + 2\tilde{P}_i \right) \log \left( \frac{r_i - r_j}{a} \right) \left( 2p_j + 2\tilde{P}_j \right)$$

$$-\frac{g_+}{2} \sum_{i \neq j} \left( 2m_i \right) \Phi(r_i - r_j) \left( 2p_j + 2\tilde{P}_j \right) - \sum_i \log(Y_c[m_i])$$

$$-\sum_i \log(Y_c[q_i]) - \sum_i \log(Y_c[p_i])$$

$$-\sum_i \log(Y_c[u_i]) - \sum_i \log(Y_c[l_i])$$

(18)

with $\Phi(r) = \text{Im}(\log(x + iy))$, $\tilde{P} = u + l$, $\tilde{Q} = u - l$. This is a multi-component electromagnetic Coulomb gas, with one magnetic charge $m$, and four kinds of electric charges $V, l, q,$ and $p$, all of which can take on any integer value. The interactions of these charges however have a very specific structure, which dictates the outcome of much of the subsequent analysis.

To proceed further, we first note that the form of the interactions implies three global charge-neutrality condi-

$$E_{\text{tot}} = q_{\text{tot}} + 2\tilde{Q}_{\text{tot}} = 0,$$

$$F_{\text{tot}} = p_{\text{tot}} + \tilde{P}_{\text{tot}} = 0,$$

$$m_{\text{tot}} = 0$$

(19)

Guided by the form of the interactions in this action, we now switch to an equivalent formulation in terms of the charge-vector $(E, F, m)$, where $E_j = q_j + 2\tilde{Q}_j$ and $F_j = p_j + \tilde{P}_j$:

$$Z \propto \sum_{(E, F, m)} C_{(E, F, m)} e^{-S_{\text{Coulomb}}}$$

(20)

where the action has the form:

$$S_{\text{Coulomb}} =$$

$$-\frac{1}{2g_-} \sum_{i \neq j} E_i \log \left( \frac{r_i - r_j}{a} \right) E_j$$

$$-\frac{1}{2g_+} \sum_{i \neq j} \left( 2F_i \right) \log \left( \frac{r_i - r_j}{a} \right) \left( 2F_j \right)$$

$$-\frac{g_+}{2} \sum_{i \neq j} \left( 2m_i \right) \Phi(r_i - r_j) \left( 2F_j \right) - \sum_i \log(Y(E, F, m))$$

(21)

(22)

Here, the partition sum is now over configurations of integer-vector charges $(E, F, m)$, and $C_{(E, F, m)}$ denotes the usual combinatorial factor that accounts for the in-
distinguishability of charges with identical charge vec-
tors $(E, F, m)$. The charge neutrality condition that is operative in the thermodynamic limit is of course $E_{\text{tot}} = F_{\text{tot}} = m_{\text{tot}} = 0$.

In formulating it in this manner, we have attempted to be somewhat more general than strictly necessary for the bare theory we started with, in which the charge vec-
tors $(E, F, m)$ are of just five types, which represent five “rays” in the three-dimensional charge lattice labeled by the coordinates $(E, F, m)$: $(2u, u, 0), (-2l, l, 0), (q, 0, 0), (0, p, 0),$ and $(0, 0, m)$ with corresponding fugacities given by $Y(2u, u, 0) = Y_+(u), Y(-2l, l, 0) = Y_+(l), Y(q, 0, 0) = Y_-(q), Y(0, p, 0) = Y_+(p),$ and $Y(0, 0, m) = Y_c(m)$. This is the initial condition for the flow equations we derive below.

B. General flow equations

The RG flow equations for $S_{\text{Coulomb}}$ can be derived in a fairly straightforward manner using Kosterlitz’s ren-
normalization group procedure (see for instance the review by Nienhuis[[13]], adapted suitably to account for the un-
usual features of our Coulomb gas, which consists of two flavours of electric charges, and a single flavour of mag-
netic charge that is conjugate to one of these two electric
charges. Equivalent results can presumably be obtained by working instead with the corresponding coupled sine-Gordon field theory, but we have not checked this directly for this particular problem. Since the structure of the interactions in $S_{\text{Coulomb}}$ is somewhat unusual and does not appear to have been studied earlier, we first display the full RG flow equations obtained within this approach, before focusing on the behaviour of the couplings

$$Y(2u, u, 0) \equiv Y_{\xi}(u), \quad Y(-2l, l, 0) = Y_{\lambda}(l), \quad Y(q, 0, 0) = Y_{\gamma}(q), \quad Y(0, p, 0) = Y_{\kappa}(p), \quad \text{and } Y(0, 0, m) = Y_{\gamma}(m)$$

of particular interest to us.

As is well-known, the basic idea in Kosterlitz’s RG procedure is to increase slightly the microscopic cutoff length scale from $a$ to $a e^{\delta l}$, so that $a e^{\delta l}$ represents the minimum separation between two charges of the renormalized Coulomb gas after one step of the RG procedure, and work out how the form of $S_{\text{Coulomb}}$ changes if we re-express the partition function only in terms of effective charges that now have a minimum separation $a e^{\delta l}$. There are two processes that change the configuration of charges under this operation: Either a charge can combine with another charge to give rise to an effective charge with a different charge vector, or two charges with equal and opposite charge vectors can annihilate each other. Apart from keeping track of these two possibilities, one must also account for the change of length scale in the dimensionless arguments of the logarithms that govern the interaction between charges. In effect, this is a low-density expansion, valid in the vicinity of the charge vacuum, i.e. the Gaussian fixed plane parameterized by $g_{\pm}$.

The leading contribution to the flow of $g_{-}$ comes from the annihilation of a pair of charges with charge vectors of the form $(E, F, 0)$ or $(E, 0, m)$ with nonzero $E$. Similarly, the leading contribution to the flow of $g_{+}$ comes from the annihilation of charge vectors which are either of the form $(E, F, 0)$ with nonzero $F$, or of the form $(E, 0, m)$ with nonzero $m$. Finally, the fugacity $Y(E, F, m)$ flows at leading order due to just the rescaling of $a$. Higher order contributions to the flow of $Y$ come from the merger of two charges, as well as the annihilation of two charges. Keeping track of all these processes, one arrives at flow equations that control the scale dependence of $g_{-}$, $g_{+}$ and the fugacities $Y(E, F, m)$.

The equation for $g_{-}$ reads

$$\frac{dg_{-}}{dt} = 2\pi^{2} \left[ \sum_{(E_{p}, 0, m_{p})} E_{p}^{2} Y(E_{p}, 0, m_{p}) Y(-E_{p}, 0, -m_{p}) + \sum_{(E_{p}, F_{p}, 0)} E_{p}^{2} Y(E_{p}, F_{p}, 0) Y(-E_{p}, -F_{p}, 0) \right]$$

where charge vectors of the type $(E_{p}, 0, 0)$ are by convention included only in the first sum, and the prime on both summations indicate a restriction to terms with $E_{p} > 0$. As is evident from the structure of the right hand side of this equation, the flow of $g_{-}$ is controlled by the annihilation of charges of the type $(E, 0, m)$ or $(E, F, 0)$ (with nonzero $E$) as the cutoff length scale is progressively increased. Similarly, the flow equation for $g_{+}$ reads

$$\frac{dg_{+}}{dt} = 2\pi^{2} \left[ \sum_{(E_{p}, F_{p}, 0)} 4E_{p}^{2} Y(E_{p}, F_{p}, 0) Y(-E_{p}, -F_{p}, 0) - 4g_{+}^{2} \sum_{(E_{p}, 0, m_{p})} m_{p}^{2} Y(E_{p}, 0, m_{p}) Y(-E_{p}, 0, -m_{p}) \right]$$

This flow is controlled by the annihilation of charges with vectors that have one of $F$ or $m$ nonzero, and the prime on the summations again denotes a restriction to the relevant half-plane ($F_{p} > 0$ in the first sum and $m_{p} > 0$ in the second).

FIG. 11: The monomer-antimonomer correlation function (normalized to be unity at separation $r = 0$) for separation $r = (\frac{4}{5}, 0)$ over a range of interaction strengths $V \geq 0$ at fugacity $z = 0$ (left panel) and $z = 0.1$ (right panel). Data in both panels fits well to a power law form $L^{-\eta_{m}}$, with best-fit values of $\eta_{m}(z = 0, V)$ (left panel) and $\eta_{m}(z = 0, 1, V)$ (right panel) extracted in this way shown in the legend for various values of $V$. Our theoretical expectation is that $\eta_{m}(z = 0, V) = \eta_{m}^{*}(V)$, where $\eta_{m}^{*}(V)$ is the long-wavelength value of the stiffness of the decoupled layers. Similarly, our theory predicts that $\eta_{m}(z = 0, V) = \eta_{m}^{v}(V)$ for nonzero $z$ in the bilayer Coulomb phase; here $\eta_{m}^{v}(V)$ is the long-wavelength stiffness that characterizes a point in the bilayer Coulomb phase. Note that $\eta_{m}(z = 0, V)$ obtained here obeys the approximate relation $\eta_{m}(z = 0, 1, V) \approx \eta_{m}(z = 0, V)/2$ consistent with the theoretical expectation that $g_{m}^{*} \rightarrow g_{m}^{*}/2$ in the $z \rightarrow 0$ limit. This seems to also be the case at $V = 0$ when the data is fit over our range of accessible sizes, although we expect an eventual crossover from the bilayer Coulomb phase to the disordered large-$z$ phase in this case at inaccessibly large length scales. See Sec. VII and Sec. IX for a detailed discussion.
Finally, the flow of the fugacities is governed by
\[
\frac{dY(E, F, m)}{dl} = \left( \frac{2}{2g} - \frac{4F^2}{2g} - \frac{g_\pm}{2}(4m^2) \right) Y(E, F, m) + \pi \sum_{E', F', m'} Y(E', F', m')Y(E - E', F - F', m - m') \times \\
\delta(mF' + m'F - 2mF') - CY(E, F, m) \left[ \sum_{(E', F')} Y(E', F', 0)Y(-E', -F', 0) + \sum_{(E', m')} Y(E', 0, m')Y(-E', 0, -m') \right]
\]
(25)

where the double primes on the sum indicate that \((0,0,0)\) and \((E, F, m)\) are to be left out of its ambit, the single primes indicate that the corresponding sum is over the appropriate half-plane, and \(C = \sqrt{3\pi} + 8\pi^2/3\). Here, the first term is simply the leading change in the fugacities due to a rescaling of the cutoff, the second term captures the effect of the merger of two charges, while the third term accounts for the renormalization due to the annihilation of two charges.

\(\text{C. Leading order flow equations near fixed plane}\)

In order to develop a scaling theory for the behaviour of the system and use it to understand the physical picture at large length scales, we begin with the observation that all points on the \((g^*_+, g^*_-)\) plane, i.e. with all renormalized fugacities \(Y^*\) set to zero, are fixed points of the RG flows. The microscopic tuning parameters \(V\) and \(z\) and the geometry of the square lattice control the bare values \(g_+, g_-\) as well as all the bare fugacities \(Y\) that determine the initial conditions for this flow.

At \(V = z = 0\), which corresponds to two decoupled square lattice dimer models, we have a bare theory with \(g_+ = g_- = g/2\). The only nonzero fugacity in the bare theory is \(Y_0 > 0\). This is because symmetry dictates that \(g_{12}, Y_+\) and \(Y_-\) can only be nonzero for nonzero \(z\), i.e. only when the two layers are coupled by interlayer dimers: The decoupled system at \(z = 0\) has a larger symmetry (of independent translations of \(h_1\) and \(h_2\) by a 1/4, and independent changes of sign of \(h_1\) and \(h_2\)) which forbids these terms. In this noninteracting \(z = 0\) system, one expects \(Y_0(z)\) to flow to zero, and \(g\) to flow to a fixed point value \(g^* = 1/2\), corresponding to the known behaviour of the square lattice dimer model without interactions.\[11\]

Further, one expects the bare values of \(g\) and hence \(g_+ = (g + g_{12})/2\) to increase if an attractive interaction \(V < 0\) is turned on, and decrease if a repulsive \(V > 0\) is ramped up. Indeed, as \(V\) varies in the range \((V_c, V_\lambda)\), the decoupled layers at \(z = 0\) are expected to be described by a fixed point with \(g^*_+ = g^*_+ = g^*/2\), where \(g^*(V)\) is a decreasing function of \(V\) that takes values in the range \((0, 4)\), with \(g^* \rightarrow 0\) as \(V \rightarrow V_\lambda\) and \(g^* \rightarrow 4\) as \(V \rightarrow V_c\).

Turning on the interlayer fugacity \(z\) is expected to lead
to an increase in the bare value of \( g_\tau \) and a concomitant decrease in \( g_\tau \) (since a nonzero \( z \) is expected to give rise to a bare \( g_\tau > 0 \) of order \( \mathcal{O}(z^2) \)). A nonzero \( z \) also gives rise in general to nonzero fugacities \( Y_\tau (m) \), \( Y_\tau (p) \), and \( Y_\tau (q) \) in the bare theory (in addition to the \( Y_\lambda (x) \) that is already present at \( z = 0 \)). More precisely, we expect the bare values of the \( Y_\pm \) to be of order \( \mathcal{O}(z^2) \), while the bare value of the \( Y_\tau \) is expected to be of order \( \mathcal{O}(z) \), as already noted in Eq. \( 7 \).

Next, we note from the structure of the quadratic terms in the general flow equations Eq. \( 20 \) that no such quadratic terms can arise in the flow equations for the leading-order couplings of each symmetry class, i.e. for \( y_\tau \equiv Y_\tau (m = \pm 1) \), \( y_\tau \equiv Y_\tau (q = \pm 1) \), \( y_\tau \equiv Y_\tau (p = \pm 1) \), and \( y_\lambda \equiv Y_\lambda (x = \pm 1) \), so long as we do not include the effects of additional couplings corresponding to new types of charge vectors that are generated by the renormalization flows. Since these effects, and the effects of the cubic terms, are both systematically small in the vicinity of the fixed-plane, we can develop a scaling picture for the behaviour of the system by working with the linearized flow equations for \( y_\tau \), \( y_\tau \), \( y_\tau \), and \( y_\lambda \), in conjunction with the leading-order flow equations for the two stiffnesses \( g_\tau \) and \( g_\tau \), in which we only include the contributions of \( y_\tau \), \( y_\tau \), \( y_\tau \), and \( y_\lambda \) to the flow of \( g_\pm \).

These observations motivate the following leading-order flow equations:

\[
\begin{align*}
\frac{dy_\tau}{dt} &= (2 - 2g_\tau) y_\tau, \\
\frac{dy_\tau}{dt} &= (2 - 1) y_\tau, \\
\frac{dy_\tau}{dt} &= (2 - 2g_\tau) y_\tau, \\
\frac{dy_\lambda}{dt} &= (2 - \frac{2}{g_\tau}) y_\lambda \\
\frac{dy_\tau}{dt} &= 2\pi^2 \left[ y_\tau^2 + 8y_\tau^2 \right] \\
\frac{dy_\tau}{dt} &= 2\pi^2 \left[ 8y_\lambda^2 + 4y_\tau^2 - 4g_\tau^2 y_\tau^2 \right]
\end{align*}
\]

These leading order equations are valid as long as all the fugacities remain small enough.

These leading order equations are valid as long as all the fugacities remain small enough. This is indeed the case for the fugacities of order \( z = 0.2 \) and \( z = 0.4 \) and for the fugacity \( z = 0 \) in the case of the bare values of the fugacities at small \( z \), as we have noted in Eq. \( 7 \). The linear ('tree-level') terms in these equations could have of course been obtained simply by working out the power-law exponents that govern the long-distance behaviour of the correlation functions of the corresponding operators in the Gaussian theory. The more elaborate analysis sketched in the foregoing is however needed to obtain the form of the higher order terms in the full flow equations written down earlier, as well as the leading second order contributions to the flow of the stiffnesses \( g_\pm \).

In our subsequent analysis, we use this system of flow equations and the information about the initial condi-
tions for these flows summarized above to determine the asymptotic behaviour of the system. This analysis separates quite naturally into three parts, corresponding to systems with attractive interactions $V < 0$, noninteracting systems with $V = 0$, and systems with repulsive interactions $V > 0$. Below, we consider each in turn.

V. SCALING PICTURE: $V > 0$

In this case, the decoupled layers at $z = 0$ are described by a fixed point with $g^* < 1/2$, which translates to fixed-point values $g^*_+ = g^*_x < 1/4$ at $z = 0$. Turning on a small $z$ leads to a correspondingly small value for $g_{12}$, resulting in a small increase in the bare value of $g_-$, and a corresponding reduction in the bare value of $g_+$. It also leads to nonzero bare values for $y_+$, $y_+$, and $y_-$ since the symmetries of the $z > 0$ system permit these terms. In addition, we also have a nonzero $y_\Lambda$ in the bare theory even at $z = 0$.

A. $V \in (0,V_{c1}); z < z_c(V)$: Bilayer Coulomb phase

From the leading order scaling equations, it is clear that $y_+$ is strongly irrelevant and flows rapidly to zero in this regime, which corresponds to $g^*$ in the range $(0,1/2)$. Thus, it does not directly influence long-distance behaviour. This is also true of $y_\Lambda$, which is strongly irrelevant and flows rapidly to zero, thereby decoupling the $\theta_+$ sector of the theory from the $\theta_-$ sector as far as the long-wavelength physics is concerned. The coupling $y_-$ induced by nonzero $z$ is also irrelevant, but flows to zero more slowly than $y_+$, scaling as $y_- \sim z^2 \exp((2 - 1/g^*)l)$ as a function of the RG scale $l$. In contrast, $y_\nu$ induced by small nonzero $z$ is relevant, and scales as $y_\nu \sim z \exp((2 - g^*)l)$. This flow of $y_\nu$ to strong coupling implies that $\theta_+$ is disordered beyond the length scale $\xi_\nu \sim (1/z)^{1/(2-g^*)}$. Likewise, beyond a length scale $\xi_\nu \sim z^{-1/(1-1/2g^*)}$, $y_-$ is negligible, implying that long-wavelength fluctuations of $\theta_-$ continue to be described by the Gaussian fixed point form of the action for $\theta_-$, albeit with a slightly altered value of $g^*_\nu$, which is induced by these flows. This signals the existence of an entirely new kind of Coulomb phase, which we dub the bilayer Coulomb phase. This bilayer Coulomb phase is characterized by the striking absence of power-law columnar order for the dimers in either layer, and an altered pattern of coefficients for the pinch-point singularities at the dipolar wavevector.

To see this, we recall, from Eq. [1] and Eq. [2] that the dimer density operators $\eta_{\mu a}(r)$ (where $\mu = x,y$ denotes orientation of dimer and $a = 1,2$ the layer index) have a representation consisting of two terms, one oscillating at the columnar wavevector and proportional to the real or imaginary parts of $\exp(\i \theta_a(r))$, and the other oscillating at the dipolar wavevector and proportional to $\epsilon_{\mu \nu} \partial_{\mu} \theta_\nu$. In this description, the power-law columnar order which characterizes the decoupled $z = 0$ limit of our bilayer is a consequence of power-law correlations of $\exp(\i \theta_1)$ and $\exp(\i \theta_2)$ in the effective field theory. To analyze
the correlators of these vertex operators when \( z \) becomes nonzero in this regime, it is useful to write \( \theta_{1/2} \) as linear combinations of \( \theta_+ \) and \( \theta_- \) since the \( \theta_+ \) sector is decoupled from the \( \theta_- \) sector at long-wavelengths when \( z > 0 \).

In this manner, we immediately see that the correlation functions \( e^{i\theta_a(r)e^{-i\theta_b(0)}} \) for \( a, b = 1, 2 \) all factorize into a product of two factors: a short-ranged factor contributed by correlations of \( \exp(i\theta_+/2) \), and power-law decay with a floating exponent \( \eta_- = 1/4g_-^2 \) contributed by correlations of \( \exp(i\theta_-/2) \). In spite of this power-law contribution, the short-ranged nature of the other factor causes the product to remain short-ranged. In sharp contrast, the dimer density correlations in the vicinity of the dipolar wavevector remain of the dipolar form since these correlations are a sum of two terms, a short-ranged piece arising from the \( \theta_+ \) sector, and a dipolar power-law arising from the \( \theta_- \) sector. As a result of this additive structure, the dipolar contribution arising from the \( \theta_- \) sector controls the long-distance behaviour of these correlations in the vicinity of the dipolar wavevector. This also leads to an altered pattern of coefficients for the pinch-point singularities in the structure factors of \( n_1 \) and \( n_2 \), which we characterise presently. Thus, this regime represents a qualitatively distinct bilayer Coulomb phase characterized by purely dipolar power-law correlation functions of the dimer density operators of each layer.

A long-wavelength description of this physics is readily obtained from the fixed-point description in the \( \theta_- \) sector, augmented by a simple phenomenological description of the short-ranged correlations in the \( \theta_+ \) sector. For the \( \theta_- \) sector, this fixed-point description of a bilayer dimer system with periodic boundary conditions on a \( L_x \times L_y \) torus may be summarized as follows:

\[
Z = \int Dh_- (r) \exp \left( -\pi g_- \int d^2x (\nabla h_-)^2 \right),
\tag{29}
\]

where the functional integral is over field configurations \( h_- (r) \) with “winding boundary conditions” on the torus. To see this, we note that periodic boundary conditions on the bilayer dimer system do not translate simply to periodic boundary conditions on \( h_- (r) \). Instead, they translate to a sum over winding sectors labeled by winding numbers \( W_x \) and \( W_y \). In any particular winding sector, the path integral is over field configurations \( h_- (r) \) that obey winding boundary conditions:

\[
\begin{align*}
h_- (L_x, 0) &= W_x + h_- (0, 0) \\
h_- (0, L_y) &= W_y + h_- (0, 0).
\end{align*}
\tag{30}
\]

We now change variables

\[
h (r) = \tilde{h} (r) + W_x x / L_x + W_y y / L_y,
\tag{31}
\]

where \( \tilde{h} (r) \) now has periodic boundary conditions regardless of winding sector. With this change of variables, we can conveniently rewrite the partition sum as

\[
Z = Z (g_-) \int D\tilde{h}_- (r) \exp \left( -\pi g_- \int d^2x (\nabla \tilde{h}_-)^2 \right),
\tag{32}
\]

where the functional integral is now over field configurations \( \tilde{h}_- (r) \) with periodic boundary conditions on the torus, and we have used an integration by parts to arrive at this factorized description. Here, the first factor \( Z \) accounts for the sum over winding sectors:

\[
Z (g_-) = \sum_{W_x, W_y} e^{-\pi g_- (W_x^2 + W_y^2)}
\tag{33}
\]

Thus, we see that the mean square winding \( \langle W^2 \rangle = \langle W_x^2 + W_y^2 \rangle / 2 \), which can be measured in Monte Carlo simulations, can be readily obtained from this fixed-point description as:

\[
\langle W^2 \rangle = J (g_-) - \frac{1}{2\pi} \frac{\partial \log Z (g_-)}{\partial g_-}.
\tag{34}
\]

This fixed point description also implies (see Appendix for details) the usual dipolar form of Coulomb-phase correlations for \( n_- \), valid for nonzero but small \( q \):

\[
\langle \hat{n}_{\mu, -} (-Q - q) \hat{n}_{\nu, -} (Q + q) \rangle = \frac{1}{2\pi g_-} \langle \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \rangle.
\tag{35}
\]

Additionally, we see that this structure factor at \( Q \) is given exactly by the mean square winding \( J (g_-) \).

As described in detail in the Appendix, this may be supplemented by a simple phenomenological description of the correlations of \( n_+ \) in the vicinity of pinch-point wavevector \( Q \), to arrive at the following prediction:

\[
\langle \hat{n}_{\mu, +} (-Q - q) \hat{n}_{\nu, +} (Q + q) \rangle = \frac{1}{2\pi g_+} \delta_{\mu\nu},
\tag{36}
\]

that reflects the short-ranged non-singular nature of \( n_+ \) correlations. Putting this together, we see that the bilayer Coulomb phase is expected to have an altered singularity structure in the layer-resolved structure factor for nonzero but small \( q \):

intralayer: \( \langle \hat{n}_{\mu, a} (-Q - q) \hat{n}_{\nu, a} (Q + q) \rangle \)
\[
= \frac{1}{4} \left[ \frac{1}{2\pi g_+} \delta_{\mu\nu} + \frac{1}{2\pi g_-} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) \right]
\tag{37}
\]

interlayer: \( \langle \hat{n}_{\mu, a} (-Q - q) \hat{n}_{\nu, b} (Q + q) \rangle \)
\[
= \frac{1}{4} \left[ \frac{1}{2\pi g_+} \delta_{\mu\nu} - \frac{1}{2\pi g_-} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) \right]
\tag{38}
\]

Note that these expressions do not carry over smoothly to \( z = 0 \), since the \( z \to 0 \) limit does not commute with the \( q \to 0 \) limit.

Our fixed-point description of the bilayer Coulomb phase also has interesting implications for the random geometry of overlap loops, which we now discuss. If one superimposes the dimer configuration of one layer on to
the corresponding configuration of the second layer (leaving out interlayer dimers), this defines a configuration of non-intersecting fully-packed loops (including loops of length 2, corresponding to two intralayer dimers on corresponding links of the two layers) on a square lattice with annealed vacancy disorder (which encodes the fluctuating locations of the interlayer dimers). This is depicted in the example shown in Fig. 2. Thought of in this way, this is an apparently complicated lattice model of non-intersecting fully-packed loops on a lattice with annealed vacancy disorder, with each loop configuration having weight $2^{N_{\text{loop}}}$, where $N_{\text{loop}}$ is the number of distinct loops of length larger than 2.

However, in the bilayer Coulomb phase, we can think in terms of the Gaussian fixed point action for the coarse-grained height field $h_x$. In this language, these loops correspond to contour lines of a Gaussian free field with stiffness $g^\ast$. This insight allows us to connect the geometry of these overlap loops to that of contour lines of a Gaussian free field in two dimensions, which represents the height fluctuations of a Gaussian random surface. This has been studied in earlier work by Henley and Kondev. To understand what to expect for the statistics of loop lengths $s$ in a finite $L \times L$ sample, we may use the results of Ref. [14] for the power-law distribution of loop lengths and the fractal dimension $D_f$ of these loops. As argued by Henley and Kondev, one expects that the distribution of lengths $l$ of such contour lines scales as $\hat{P}(s) \sim 1/s^\tau$ where $\tau = 7/3$. Also, the fractal dimension of these contour lines is given by $D_f = 3/2$.

Here, we use finite-size scaling ideas to build on these results to arrive at a prediction for the corresponding finite-size behaviour:

$$\hat{P}(s, L) = C \frac{l^{D_f - \tau}}{s^{D_f}} \Phi \left( \frac{s}{l^{D_f}} \right)$$

where $\tau = 7/3$, $D_f = 3/2$, $\Phi(x) \sim x^{-\tau}$ for $x \ll 1$, and $\Phi(x)$ decays rapidly for $x \gg 1$. This finite-size scaling ansatz assembles information about both exponents $\tau$ and $D_f$ into a finite-size scaling form that provides a potentially useful framework for analysing the statistics of these overlap loops.

B. Phases and transitions at large $V$ and $z$

As $V$ increases, $g^\ast$ for each decoupled layer at $z = 0$ is expected to decrease monotonically, until it finally goes to zero at $V_s \approx 1.4$—this signals a freezing transition into a staggered state, as noted in previous work.[10]

As we turn on $z$ for our bilayer in this vicinity, we expect this $z = 0$ transition to continue into the $V - z$ plane as a line of transitions from the bilayer Coulomb phase to the staggered phase. Since we expect that the fixed-point value $g^\ast$ increases with increasing $z$ for small $z$, we expect at a qualitative level that this phase boundary will tilt upwards in the $V - z$ plane. This is depicted in Fig. 14. Further, we note that a large enough $z$ will of course lead to a large-$z$ disordered phase even in this regime. Thus, there are three distinct phases in this region of parameter space, with large $V$ and large $z$: a bilayer Coulomb phase below a threshold value $V_s(z)$, a large-$z$ disordered phase above a threshold value $z_\ast(V)$ and a frozen staggered phase above $V_s(z)$ for not-too-large $z$.

This points to the interesting possibility of a multicritical point at which these three phases meet. We leave further study of this possibility to future work, and turn next to the case of attractive interactions.
The picture at the strong coupling fixed point to which the system flow is therefore of two layers whose configurations lock together and have short-ranged correlations due to proliferation of interlayer dimers. The $z$ dependence of the length scale beyond which this description applies can be obtained by using an estimate for the bare value of $y_-$ and $y_v$ in conjunction with their RG eigenvalues.

The argument is as follows: As noted earlier, $y_v$ is expected to have a bare value that is linear in $z$ since each interlayer dimer behaves as a double-vortex in $\theta_+$. In contrast, the entropic advantage represented by $y_-$ comes from the fact that two interlayer dimers on neighboring links can be replaced by a pair of intralayer dimers on identical links in each layer. Thus, we expect the bare value of $y_-$ to scale as $z^2$. At RG scale $l$, these couplings thus scale as $y_- \sim z^2 \exp((2g^*-1)/g^*)$ and $y_v \sim z\exp((2-g^*)\lambda))$ respectively in the small $z$ limit.

Thus, the $z = 0$ power-law columnar order in each layer is expected to be disrupted for nonzero $z$ beyond a length scale $\xi_0 \sim z^{-1/(2-g^*)}$. This is the length-scale beyond which $\theta_-$ is disordered. On the other hand, the dimers in the two layers align with each other beyond a length scale $\xi_- \sim z^{-1/(1-1/2g^*)}$. This is the length-scale beyond which $\theta_-$ is frozen to 0 due to the relevance of the interlayer interaction corresponding to the fugacity $y_v$. For small $|V|$, $\xi_- \gg \xi_0$ since $g^*$ is close to $g^* = 1/2$. Thus, for very weak attractive interactions, Gaussian fluctuations of $\theta_-$, which are responsible for the dipolar correlations in the bilayer Coulomb phase, are not frozen out until one goes beyond the parametrically large length-scale $\xi_-$. On the other hand, $\xi_- \ll \xi_v$ for $V$ in the vicinity of $V_{cb}$, since $g^*$ approaches $g^* = 2$ in this limit.

This strong-coupling description can be understood directly in a complementary large $z$ expansion as well, which confirms that the two regimes are continuously connected. For instance, the fact that configurations of the two layers lock together is not at all surprising at large $z$. Indeed, it can be understood very simply in a large-$z$ strong-coupling expansion: At $z = \infty$, there are no intralayer dimers in either layer, and all sites of both layers have interlayer dimers touching them. The leading $O(1/z^2)$ corrections arise from configurations in which two dimers removed from a pair of nearest-neighbour vertical links, and the corresponding pair of intralayer links are occupied by a pair of intralayer dimers. Thus, the only terms that contribute at leading order in the $1/z$ expansion correspond to perfectly locked intralayer configurations, providing a simple picture for this limit.

Next, we consider the noninteracting bilayer. In this case, the decoupled $z = 0$ system flows to the $g^* = 1/2$ fixed point, i.e. with $g_-^* = g_+^* = 1/4$. One might conclude that a nonzero bare $y_-$ of order $O(z^2)$ is now...
VII. $|V| > |V_{cb}|$ AND $z$ SMALL

Next we consider stronger attractive interactions $|V| > |V_{cb}|$ and small $z$. Our analysis splits naturally into two cases: $|V| \in ([|V_{cb}|, |V_c|])$, for which the $z=0$ decoupled system flows to fixed points with $2 < g^* < 4$, and $|V| > |V_c|$, for which the $z=0$ system flows to fixed points with $g^* > 4$. The significance of the fixed point value $g^* = 4$ is simply the following: For $g^* > 4$, $y_A$ (whose bare value is nonzero even at $z=0$) becomes relevant at the $z=0$ fixed point labeled by $g^*$. This signals the transition of each decoupled layer to a $z = 0$ columnar ordered state for $|V| > |V_c|$, which has been studied at length in earlier work.

A. $|V| \in ([|V_{cb}|, |V_c|])$; $z < z_{KT}(V)$: Bilayer columnar order

In this regime $2 < g^* < 4$, a nonzero $z$ again induces nonzero values of $y_{-}$, $y_0$ and $y_+$. As noted above, $y_-$ remains irrelevant in this regime, and therefore not considered further in our discussion of this regime. However, $y_-$ remains strongly relevant and flows to strong coupling. On the other hand, $y_v$ is irrelevant in this regime, and expected to renormalize to zero, while $y_+$, which is now relevant, flows to strong coupling.

This might at first sight appear somewhat paradoxical, since $y_v$ cannot be nonzero in the absence of interlayer dimers, and a vanishing $y_v$ suggests the absence of interlayer dimers. However, the resolution of this apparent paradox is in fact quite clear: If $y_v$ renormalizes to 0, it merely implies that interlayer dimers on opposite sublattices must be bound on a short length scale into neutral complexes which have no net vorticity (for instance, a pair of interlayer dimers on nearest neighbour links between the two layers). This is for instance the picture of the previously studied columnar-ordered states in mixture of dimers, hard-squares and holes, or mixtures of holes and dimers, with attractive interactions between dimers. In those cases too, the hole density is nonzero, but the net vorticity at large length scales renormalizes to zero.

In this regime, the scaling picture for the $z > 0$ bilayer is therefore as follows: The dimer configurations of the two layers are expected to be locked together due to the flow of $y_-$ to strong coupling. In effect, this implies that $h_1 - h_2 = 0$, i.e. $h_1 = h_2 = h$ in this limit. As a consequence, the $\lambda_-$ term in Eq. 1 is minimized by $h = n/4$. Since the Coulomb-gas fugacity $y_+$ that corresponds to $\lambda_-$ also flows to strong coupling in this regime, this implies columnar order for the bilayer (with order parameters in the two layers locked to each other), since the strong-coupling theory now demands that $h_1 = h_2 = n/4$.

Thus, for nonzero $z$ in this range of attractive $V$ (which corresponds to $2 < g^* < 4$ for individual layers in the decoupled limit), the two layers lock together to behave as

Marginal. However, a nonzero $z$ also leads to a nonzero bare value of $g_{12}$ which is of order $O(z^2)$. This implies that the bare value of $g_-$ receives a positive $O(z^2)$ correction. This renders $y_-$ relevant at small nonzero $z$, with a positive RG eigenvalue that is $O(z^2)$ in magnitude. Moreover, $y_v$ is again strongly relevant.

Thus the scaling picture in the noninteracting case is expected to be broadly the same as for the previous case with not-too-strong attractive interactions. The runaway flow of $y_v$ to strong coupling implies that $\theta_+\sim z^{-2/3}$ for small $z$. However, the $O(z^2)$ RG eigenvalue of $y_-$ implies the presence of a long crossover in the behaviour of $\theta_+$, controlled by the large length-scale $\xi_-$. Using the flow equations and our estimate $g_- = 1/4 + O(z^2)$ for the bare value of $g_-$, we estimate this length-scale to grow very rapidly as $\xi_- \sim z^{-1/\alpha z^2}$ for small $z$, where $\alpha$ is a positive constant.

For finite-size systems accessible to our numerics, this implies that it would be very hard to distinguish the behaviour of the noninteracting system at small $z$ from the phenomenology of the stable bilayer Coulomb phase described in the previous section for bilayers with a repulsive interaction $V > 0$. 

FIG. 20: Comparison of $g^*$ extracted from two different analyses: (1) fitting monomer correlations to a power law, $M(r) = Ar^{-y^*L}$, and (2) fitting histograms of $W^x$ and $W^y$ to a common functional form $P(W^2) = Ce^{-\pi g^* L^2}$ for $V=0$. The actual Gaussian fits are shown in the left panel. The monomer power law exponent has been extracted from fits to monomer-antimonomer correlations at separation $r = L/4,0$ over a range of sizes up to $L = L_{max}$. The right panels display a comparison between the values of $g^*$ obtained in these two ways, for a range of choices of $L_{max}$. The legends $M(r)L=L_{max}$ in the right panels give the value of $L_{max}$ in each case. As is clear from the right panels, these estimates of $g^*$ are not entirely consistent with each other for nonzero $z$. This is consistent with our theoretical expectation that there is no stable bilayer Coulomb phase at nonzero $z$ for the noninteracting $V = 0$ case. See Sec. VII and Sec. IX for further details.
FIG. 21: The probability distribution $\tilde{P}(s)$ of overlap loop lengths $s$ appears to have a power-law decay for small nonzero $z$ at $V = 0$ for the range of sizes accessible to our numerical work, although our theoretical prediction is that there is no stable bilayer Coulomb phase in the non-interacting case. We ascribe this to a very slow crossover, predicted by our RG analysis for small $z$ at $V = 0$, from bilayer Coulomb behaviour to disordered behaviour characteristic of the large-$z$ disordered phase. See Sec. VI and Sec. IX for a detailed discussion.

a single layer that is columnar ordered in spite of the presence of a nonzero density of vertical dimers (which, in the simplest picture, come in nearest-neighbour pairs with no net vorticity). However, at $z = 0$ in this regime, each decoupled layer remains in a critical state with power-law correlations of the columnar order parameter: $C_\psi(r) \sim 1/r^{1/g^4}$.

Physically, the presence of bound pairs of interlayer dimers provides an entropic advantage to columnar ordering of the bilayer as a whole, and drives the system to a bilayer columnar state as soon as $z$ becomes nonzero. Naturally, in this range of $V$, we also expect that this columnar ordered state undergoes a transition to the large-$z$ disordered phase as $z$ is increased further beyond some critical value $z_{AT}(V)$. Since the columnar order parameter must vanish both at $z = 0$ and at $z = z_{AT}(V)$ for fixed $V$ in this range of $V$, we see that this regime is characterized by an interesting nonmonotonic $z$ dependence of the columnar order parameter.

In the next section, we argue that the long-wavelength properties of the system in the vicinity of this phase boundary $z_{AT}(V)$ are described by an Ashkin-Teller critical line.

\section*{B. $|V| > |V_c|$; $z < z_{AT}(V)$: Columnar order}

The final regime to consider for attractive interactions is $|V| > |V_c|$. In this regime, each decoupled layer is individually in the columnar-ordered state even at $z = 0$; this ordering is driven by $y_*$, which is relevant for $g^4 > 4$ and flows to strong coupling. As a result, we cannot discuss the perturbative effect of a nonzero $z$ by an analysis in the vicinity of the fixed line labeled by $g^4$.

In this regime, the appropriate analysis is in terms of the perturbative effect of interlayer dimers on each columnar-ordered layer. This may be understood as follows: Each vertical dimer corresponds to a monomer from the point of view of a single layer. Two such monomers can be accommodated at nearest-neighbour locations by removing a single dimer from a layer, which minimizes the disruption of the columnar order. However, since this is true in both layers, pairs of vertical dimers at nearest-neighbour locations are energetically favoured when there is a dimer each on the corresponding links of both layers.

Thus, a nonzero fugacity $z$ for vertical dimers is expected to align the columnar ordering patterns that exist in both layers even at $z = 0$. Thus, for small nonzero $z$, we again have a bilayer columnar-ordered phase in which both layers have columnar ordering patterns that line up. However, unlike in the columnar-ordered phase for $|V| < |V_c|$, the columnar order parameter of any one layer does not in this case go to zero as $z \to 0$. Instead, it goes to a nonzero constant, corresponding to the columnar order parameter of the square lattice dimer model at this value of $V$.

Although we have made a terminological distinction between the bilayer columnar ordered regime and the columnar ordered regime, we emphasize that the two regimes are continuously connected, and there is no sharp phase transition separating the two. Rather, the distinction is in terms of the $z$ dependence of the columnar order parameter at small nonzero $z$: In the bilayer columnar ordered regime, one expects a nonmonotonic dependence, since the columnar order parameter vanishes at both $z = 0$ and at $z_{AT}(V)$, peaking somewhere in the middle. Whereas, in the columnar ordered regime, the columnar order parameter is nonzero even at $z = 0$.

\section*{VIII. \textit{z = z_{AT}(V)}: Ashkin-Teller Criticality}

Next we argue that the transition line $z_{AT}(V)$ that separates the small $z$ columnar-ordered phase and the disordered large-$z$ phase provides an unusual realization of an Ashkin-Teller (AT) critical line that terminates at $z = 0$, $V = V_{\phi}$ in the $(z, V)$ plane. This terminus corresponds to a fixed point value of $g^4 = 2$ for each decoupled layer at $z = 0$. This is a different realization of Ashkin-Teller criticality from that found in the square lattice dimer model with attractive interactions and holes, or the corresponding critical line in a mixture of hard squares, dimers and holes. In these cases, the AT line of transitions terminates in a Kosterlitz-Thouless transition of the fully-packed system corresponding to $g^4 = 4$. In the present case, the terminus is a decoupled system of two fully-packed layers, each described by a $g^4 = 2$ fixed point that does not correspond to a Kosterlitz-Thouless transition at full-packing, but instead lies within the power-law
ordered critical phase of each fully-packed layer.

To see how this comes about, we note that in this regime, i.e. with \( g^* = 2 + 2\delta \) \((|\delta| \ll 1)\), \( y_+ \) is strongly relevant and flows rapidly to strong coupling, while \( y_\Lambda \) is strongly irrelevant and flows rapidly to zero. Thus, beyond a relatively small crossover lengthscale \( \xi \sim z^{-1/(1-2g^*)} \sim 1/z \) (to leading order in \( z \)), \( \theta_- \) is frozen to 0, with the configurations in both layers locked together in terms of their coarse-grained properties. Moreover, the effective value of \( y_\Lambda \) rapidly renormalizes to zero, and its effects can therefore be neglected in our analysis of asymptotic behaviour.

Indeed, since \( \theta_- \) is effectively frozen to \( \theta_- = 0 \) beyond the scale \( \xi \), this asymptotic behaviour is controlled entirely by the fluctuations of \( \theta_+ \). These have a description that is controlled by the competition between \( y_+ \) and \( y_v \), both of which are nearly marginal when \(|\delta| \ll 1\). This competition is responsible for the phase transition between the bilayer columnar ordered phase and the large-\( z \) disordered phase, and our goal is to analyze this asymptotic behaviour in the vicinity of \( z_{AT}(V) \) for small \( z \) and \( V \) close to \( V_{cb} \). The long-wavelength behaviour of both layers in this regime is therefore entirely determined by the theory in the \( \theta_+ \) sector, which is what we focus on in this discussion.

To this end, we write \( g_{12} = 2\epsilon_{12} \) with \( \epsilon_{12} \) being \( O(z^2) \) in the bare theory at small \( z \), and focus on the flows in the \( \theta_+ \) sector of the theory. These flows in the \( \theta_+ \) sector decouple from the \( \theta_- \) sector at large length scales due to the rapid renormalization of \( y_\Lambda \) to zero (since \( y_\Lambda \) is the only term that fugacity that couples the two sectors in our analysis). This simplifies the equations for the flows in the \( \theta_+ \) sector since we can set \( y_\Lambda \) to zero.

To analyze the flows in this \( \theta_+ \) sector, we write \( g_+ = (2 + 2\delta - 2\epsilon_{12})/2 = 1 - \Delta/2 \) and \( y_v = \epsilon_v \), where \( \epsilon_v \) is \( O(z) \) in the bare theory for small \( z \). Similarly, the bare value of \( y_+ \) scales to the small \( z \) limit, although it is not entirely clear how rapidly. Therefore we set \( y_+ = \epsilon_+ \) to remind us that we are interested in a regime with a very small bare value for \( y_+ \).

Making these substitutions, setting the renormalized \( y_\Lambda = 0 \), and expanding to second order in \( \epsilon_+, \Delta \), and \( \epsilon_v \), we obtain the coupled equations:

\[
\begin{align*}
\frac{d\Delta}{dl} & = 16\pi^2 \left( \epsilon_v^2 - \epsilon_+^2 \right) \\
\frac{d\epsilon_v}{dl} & = +\Delta \epsilon_v \\
\frac{d\epsilon_+}{dl} & = -\Delta \epsilon_+
\end{align*}
\]  
(40)

Defining

\[
\begin{align*}
\tilde{\epsilon}_a & = 4\pi(\epsilon_v - \epsilon_+) \\
\tilde{\epsilon}_s & = 4\pi(\epsilon_v + \epsilon_+)
\end{align*}
\]  
(41)

we obtain the system of equations

\[
\begin{align*}
\frac{d\Delta}{dl} & = \tilde{\epsilon}_a \\
\frac{d\epsilon_v}{dl} & = \Delta \tilde{\epsilon}_a \\
\frac{d\epsilon_+}{dl} & = \Delta \tilde{\epsilon}_s.
\end{align*}
\]  
(42)

These are readily recognized as being of exactly the form obtained by Kadanoff in his analysis of the Ashkin-Teller critical line within the renormalization group approach to multicritical behaviour in the vicinity of the Kosterlitz-Thouless point. As we have already emphasized, our analysis here finds a similar Ashkin-Teller fixed line, which, however, is not in the vicinity of the \( g^* = 4 \) KT point of each individual layer. Instead, this line starts at the \( g^* = 2 \) point in the middle of the power-law columnar ordered phase of each layer.

Interesting consequences flow immediately from this proposed identification: For instance, the anomalous exponent \( \eta \) for the columnar order parameter remains fixed at \( \eta = 1/4 \) for all nonzero \( z \) along this Ashkin-Teller line, although \( \eta = 1/2 \) precisely at \( z = 0 \). To see that this is the case, we note that \( \eta \) is expected to remain fixed along the line \( z = 1 \), and it therefore suffices to obtain the value of \( \eta \) by considering nonzero but small \( z \). For such \( z, \theta_- \) is frozen to \( \theta_- = 0 \) beyond the scale \( \xi \). Therefore \( \theta_1 = \theta_2 = \theta_+ \), yielding \( \eta = 1/4 \) for small but nonzero \( z \) along the Ashkin-Teller line. However, it is important to note that \( \eta = 1/2 \) for the decoupled layers at \( z = 0 \).

Additionally, the correlation length exponent \( \nu \) for the columnar-disordered transition is expected to vary continuously along this phase boundary \( z_{AT}(V) \). As noted in previous computational studies of similar behaviour, this serves as a universal coordinate for the position of the system along this line. The anomalous exponent \( \eta_2 \) for the secondary nematic order parameter of each layer is expected to be determined entirely in terms of this universal coordinate by the Ashkin-Teller relation: \( \eta_2 = 1 - 1/(2\nu) \). The behaviour of the anomalous exponent \( \eta_2 \) in the \( z \to 0 \) limit also encodes the key difference between this realization of the Ashkin-Teller line, and previously studied Ashkin-Teller phase boundaries in single-layer systems.

To see all of this from Eq.\(^{12}\) we start by noting that these flows have three different fixed lines: i) \( \Delta = \epsilon_v = 0 \), ii) \( \Delta = \tilde{\epsilon}_a = 0 \), and iii) \( \tilde{\epsilon}_a = 0, \tilde{\epsilon}_s \neq 0 \). Of these, iii) represents the fixed line corresponding to the power-law ordered phase of the decoupled bilayer system at \( z = 0 \), while i) is unphysical in our context since all bare fugacities are positive. However, ii) is physical, and represents a fixed line along which the vorticity \( y_v \) of interlayer dimers is balanced by the fugacity \( y_\Lambda \), that represents a coupling between the two layers, which is allowed by symmetry considerations for nonzero \( z \). This fixed line is clearly the destination of flows starting from a critical point along the phase boundary \( z_{AT}(V) \).
In the vicinity of this fixed line, the flows have the structure shown in Fig. 3. The relevant direction away from the fixed line corresponds to runaway flows that take the system either to the disordered fixed point describing the large-\(z\) disordered phase (when \(y_+\) dominates over \(y_-\), or the ordered fixed point that describes the columnar ordered phase (when \(y_+\) dominates over \(y_-\)). The RG eigenvalue corresponding to this relevant direction is easily seen to be \(\tilde{\epsilon}_s\), implying a continuously varying correlation length exponent \(\nu = 1/\tilde{\epsilon}_s\). Since we expect \(\tilde{\epsilon}_s \sim z\) as \(z \rightarrow 0\), this implies that \(\nu\) scales as
\[
\nu \propto 1/z \quad (43)
\]
as the phase boundary \(z_{AT}(V)\) is crossed at successively smaller values of \(z\) approaching \(z = 0\). This implies that \(\eta_2 = 1 - 1/2\nu\) has the limit:
\[
\eta = 1/4 \quad \text{for } z \neq 0
\]
\[
\eta_2 \rightarrow 1 \quad \text{for } z \rightarrow 0 \quad (z \neq 0) \quad (44)
\]
This encodes the key difference between our realization of the Ashkin-Teller line and other examples in the literature.38 Unlike these other examples in which the behaviour of \(\eta_2\) is nonsingular, here we have a singular limit: In the limit of vanishing but nonzero \(z\), we have argued here that \(\eta_2 \rightarrow 1\). However, the value of \(\eta_2\) at \(z = 0\), i.e. in the problem with two decoupled layers, is given by
\[
\eta = 1/g^* = 1/2 \quad \text{for } z = 0
\]
\[
\eta_2 = 4/g^* = 2 \quad \text{for } z = 0 \quad (45)
\]
since the \(z = 0\) terminus of \(z_{AT}(V)\) corresponds to \(g^* = 2\).

\section{IX. MONTE CARLO STUDY}

In the remainder of this article, we describe the results of our Monte Carlo study of the bilayer dimer model in the \(V-z\) plane, focusing specifically on tests that establish the broad features of the phase diagram for small \(z\) and \(V\), i.e. the predicted existence of a bilayer Coulomb phase for nonzero but not-too-large \(z\) and \(V\), and the instability towards a large-\(z\) disordered phase for not-too-large \(V \leq 0\) as soon as \(z\) becomes nonzero.

\subsection{A. MC Details and Observables}

For our computational work, we use the dimer worm algorithm13 to update Monte Carlo configurations. This allows us efficient computational access to the equilibrium properties of bilayer square lattices with periodic boundary conditions and size up to \(L = 1024\), i.e. with \(1024 \times 1024 \times 2\) sites.

The dimer number \(n_{\mu,a}(r)\) is defined as the following: \(n_{\mu,a}(r) = 1\) if an intralayer dimer is present at site \(r\) in layer number \(a\) in the direction \(+e_\mu\), otherwise \(n_{\mu,a}(r) = 0\). Here \(\mu = x, y\) and \(a = 1, 2\). Along with \(n_{\mu,a}(r)\), we also consider the following linear combinations:
\[
n_{\mu,\pm} = n_{\mu,1}(r) \pm n_{\mu,2}(r) \quad (46)
\]
We also track locations of interlayer dimers at site \(r\) via the variable \(n_z(r)\) in a similar manner.

We probe equilibrium correlations via the connected intralayer dimer correlation function
\[
C_{\mu\mu}(r) = \langle (n_{\mu,a}(r) - \langle n_{\mu,a}(r) \rangle) (n_{\mu,a}(0) - \langle n_{\mu,a}(0) \rangle) \rangle \quad (47)
\]
This decays to zero as \(r \rightarrow \infty\). In the Coulomb phase of the usual square lattice dimer model, we expect the corresponding correlation function to have the form:
\[
C_{\mu\mu}(r) = (-1)^r \epsilon^r f_\mu(r) + (-1)^r f_\psi(r) \quad (48)
\]
where we expect the asymptotic behaviors:
\[
f_\mu(r) \sim \frac{1}{r^2} \quad (49)
\]
\[
f_\psi(r) \sim \frac{1}{r^\eta} \quad (50)
\]
in the limit \(r \rightarrow \infty\).

For a direct real-space test of our prediction that correlations in the bilayer Coulomb phase will be purely dipolar in their long-distance behaviour, we measure \(C_{\mu\mu}(r)\) defined in Eq. 47 and perform a numerical decomposition aimed at separating the long-distance asymptotics of our data into two parts, corresponding to the decomposition of the usual Coulomb correlator displayed in Eq. 48. Having isolated these two pieces, we can compare the long-distance asymptotics of these individual pieces to the asymptotics expected from Eqs. 48 and 50. We have in fact explored two ways of separating the long-distance asymptotics of our data into a “columnar part” and a “dipolar part” to implement this test. As we now detail, together these two analyses provide fairly conclusive evidence in favour of the unusual pattern of correlations predicted by our analysis of the bilayer Coulomb phase.

First, we make the linear combinations \(C_{d}(r_L)\) and \(C_{\psi}(r_L)\), where \(r_L\) lies on the \(x\)-axis and \(|r_L|\) scales linearly with the system size (in the results we display, \(r_L = (L/8, 0)\)):
\[
C_{d}(r_L) = (-1)^r [C_{xx}(r_L) - C_{xx}(r_L + e_y)] \quad (51)
\]
\[
C_{\psi}(r_L) = (-1)^r [C_{xx}(r_L) + C_{xx}(r_L + e_y)] \quad (52)
\]
To see what to expect for the long-distance behaviour of these linear combinations, we assume that \(C_{xx}\) has a decomposition of the form Eq. 48 and expand the smooth functions \(f_\mu\) and \(f_\psi\) in a Taylor series to obtain the leading result:
\[
C_{d}(r_L) = 2f_\mu(r_L) + \ldots \quad (53)
\]
\[
C_{\psi}(r_L) = 2f_\psi(r_L) + \ldots \quad (54)
\]
where the subleading contributions denoted by ellipses arise from second (y)-derivatives of the smooth functions $f_d$ and $f_y$, since we have chosen $r_L$ to lie on the x-axis. More precisely, we see that the subleading contributions in Eqs. \[53\] and \[54\] will fall off as $1/L^p$ and $1/L^o$ where $p_y = p_y = \min(4, \eta + 2)$ if the asymptotic behaviour of both pieces $f_d$ and $f_y$ is of the respective power-law form displayed in Eqs. \[49\] and \[50\]. On the other hand, if columnar correlations are not critical (which is what we expect in the bilayer Coulomb phase from RG considerations for small $z$ in the repulsive regime), i.e. if $f_y$ is short-ranged and falls off exponentially, then the long-distance behavior of $C_y$ will be dominated by the sub-leading term that scales as $1/r^p_y$ with $p_y = 4$.

An alternative approach to isolating the columnar part can also be used, and serves as a check on the approach outlined above. This alternate approach uses a slightly different linear combination:

$$C'_y(r_L) = \frac{1}{8} \left[ C_{xx}(r_L) + C_{xx}(r_L + e_y) \right]$$

$$- \frac{1}{8} \left[ C_{xx}(r_L) + C_{xx}(r_L + 3e_y) \right].$$

(55)

Here, the coefficients are arranged to cancel off the subleading term arising from the second (y)-derivatives of $f_d$ and $f_y$. As a result, if $f_y$ is rapidly decaying, we expect $C'_y$ to scale as the fourth (y)-derivative of the dipolar piece $f_d$, and therefore fall off as $1/L^6$: This linear combination has the asymptotic behavior

$$C'_y(r_L) \sim 2f_y(r_L) + O(|r_L|^{-6})$$

(56)

Thus, if we find that $C_y(r_L)$ falls off as $1/L^4$ and $C'_y(r_L)$ falls off as $1/L^6$ at large $L$, and $C_d(r_L)$ scales as $1/L^2$ at large $L$ for small $z \neq 0$, while $C_y$ and $C'_y$ both scale as $1/L^6/g_y$ at $z = 0$ for a range of $V > 0$, we may take this as essentially conclusive evidence in favour of the predicted bilayer Coulomb phase with purely dipolar dimer correlations.

In reciprocal space, we measure the structure factors of the dimers defined as the expectation value

$$S_{\mu\nu,aa}(k) \equiv \langle \hat{n}_{\mu,a}(-k)\hat{n}_{\nu,a}(k) \rangle$$

(57)

where $\hat{n}_{\mu,a}(k) \equiv 1/2 \sum_r n_{\mu,a}(r)e^{ikr}$, $\mu \in \{x,y\}$ and $a \in \{+, -\}$. In the bilayer Coulomb phase, we expect to see a pinch-point singularity in the vicinity of the dipolar vector $Q = (\pi, \pi)$ for $S_{xx,-,-}$, whereas $S_{xx,+,+} = \pi$ is expected to be smooth and singularity-free in this vicinity.

We also measure the test monomer-antimonomer correlation function $M(r)$, where $r$ is separation between the lattice locations of a monomer and an antimonomer introduced into an otherwise fully-packed bilayer, with the monomer and the antimonomer (a site at which two dimers touch) located on the same (opposite) sublattice if they are in the same (opposite) layer (here, we are using a convention whereby two sites connected by an interlayer link both have the same sublattice index). This can be measured without any reweighting in worm algorithm simulation[18,19] and therefore provides a convenient way of measuring vortex-antivortex correlations of the effective field theory. We use this procedure since the more well-known method[7] which keeps track of monomer-antimonomer correlators during worm algorithm simulations, involves a reweighting (see for instance Sec. IVA of Ref. [7] which we wish to avoid. Since both approaches measure the vortex-antivortex correlations in the effective field theory for $\theta_-$, we expect the long-distance behaviour obtained in both approaches to be the same. As noted in Sec. [V] this vortex-antivortex correlator is expected to fall off as $1/r^{9-}$ in the bilayer Coulomb phase, providing us a way of measuring the fixed-point stiffness constant $g_-^*$ directly.

We also measure the statistics of the winding numbers $W_z$ and $W_y$ of the height field $h_{-}(r) = h_1(r) - h_2(r)$ corresponding to dimer configurations obtained in our Monte Carlo simulation. We define the mean square winding $\langle W^2 \rangle = \langle W_y^2 + W_y^2 \rangle/2$, where the windings $W_z$ and $W_y$ are given by the corresponding fluxes of the divergence-free field $B_{\mu,-} = B_{\mu,1} - B_{\mu,2}$ in the $\hat{x}$ and $\hat{y}$ directions. As we have seen in our discussion of the bilayer Coulomb phase in Sec. [V A] a nonzero value for this mean-square winding in the thermodynamic limit is indicative of a Coulomb phase. As noted there, we expect this Coulomb phase to give way to a large-$z$ disordered phase when $g_-^*(z)$ increases beyond the critical value $g_{\text{inv,KT}}^* \equiv 1/4$, at which $y_-$ becomes relevant and drives the system to the disordered large-$z$ phase. As noted earlier, $\langle W^2 \rangle$ can be computed within the fixed point description of the bilayer Coulomb phase to yield a prediction

$$\langle W^2 \rangle = J(g_-^*)$$

(58)

with $J(g_-^*)$ given by Eq. [34]. As we have already emphasized in Sec. [V A] $\langle W^2 \rangle$ thus provides a second convenient way to measure the fixed point stiffness constant $g_-^*$. In particular, the transition to the large-$z$ disordered phase is signalled by $\langle W^2 \rangle$ decreasing to the critical value of $\langle W^2 \rangle_{\text{inv,KT}} = J(1/4)$.

In addition, we study another geometric quantity: As already reviewed in Sec. [V] if one superimposes the dimer configuration of one layer on to the corresponding configuration of the second layer (leaving out interlayer dimers), this defines a configuration of non-intersecting fully-packed loops. In our Monte Carlo simulations, we keep track of the statistics of these loops. In fact, since the overlap loops can also be classified according to their winding number, we separately study the statistics of overlap loops of a given winding number. Since our estimate of the distribution of loop lengths $s$ in the zero winding sector is statistically the most reliable (since most loops do not wind around the sample), we focus in our numerical work on this sector. In other words, we test whether our measured histograms of lengths of non-winding loops for samples of various size $L$ exhibit data-collapse when scaled as predicted by the finite-size
scaling ansatz discussed in Sec. V:

\[ \tilde{P}(s, L) = \frac{C}{LD_\tau^\gamma} \Phi \left( \frac{s}{LD_\tau^\gamma} \right) \]  

(59)

where \( \tau = 7/3, D_f = 3/2, \) and \( \Phi(x) \sim x^{-\tau} \) for \( x \ll 1. \)

Parenthetically, we note that part of our motivation for this analysis comes from the fact that these scaling ideas do not appear to have been subjected to any previous numerical tests in the Coulomb phase of a two-dimensional dimer or spin model. Since this appears to be the case, we have tested this for the \( z = 0 \) decoupled layers for a variety of values of \( V. \) The results are shown in Fig. 4. As is clear from this figure, we find that this scaling form provides an excellent account of the data for the noninteracting case, as well as in the presence of attractive or repulsive interactions that place the system within the Coulomb phase of each layer. Below, in our discussion of our numerical results for \( z > 0, \) we will return to the statistics of these overlap loops and discuss their behaviour again.

B. Results

We begin our discussion of the numerical results by first noting that the density of interlayer dimers \( n_z \) remains oblivious to the complexities of the phase diagram. Indeed, as the interlayer dimer fugacity is increased, the density \( n_z \) of interlayer dimers increases smoothly from zero. From the data displayed in Fig. 5 we see that this evolution of \( n_z \) is quite featureless for the three values of interactions shown, increasing monotonically with the fugacity \( z \) as expected.

In sharp contrast to this, our results for \( \langle W^2 \rangle \) provide a bird’s eye view of the phase diagram for repulsive, attractive and non-interacting bilayers: In Fig. 6 we display the \( L \) and \( z \) dependence of the mean square winding \( \langle W^2 \rangle = \langle (W_x^2) + (W_y^2) \rangle/2, \) where the windings \( W_x \) and \( W_y \) are given by the corresponding flux of the divergence free field \( B_{\mu,1} = B_{\mu,1} - B_{\mu,2}. \) For the repulsive \( V > 0 \) case (left panel), we clearly see that \( \langle W^2 \rangle \) extrapolates to a nonzero thermodynamic limit for small \( z. \) However, as \( z \) is increased beyond a threshold value, \( \langle W^2 \rangle \) vanishes in the thermodynamic limit. The separatrix that signals the transition is seen to match quite closely with the expected value of \( \tilde{J}(1/4) = 0.636 \ldots. \)

On the other hand for the attractive case, we see very clearly that any nonzero \( z \) leads to a vanishing \( \langle W^2 \rangle \) in the thermodynamic limit. Finally, in the noninteracting case, the data seems to indicate the presence of a slow crossover to disordered behaviour, signalled by a \( \langle W^2 \rangle \) that is always below \( \tilde{J}(1/4) = 0.636 \ldots, \) but does not readily extrapolate to zero at accessible sizes. This is consistent with our theoretical prediction in Sec. VTB of an extremely slow crossover to disordered behaviour, expected for the bilayer system at arbitrarily small nonzero \( z. \)

1. Repulsive \( V > 0 \)

We now present numerical results that provide compelling evidence for a bilayer Coulomb phase at small nonzero \( z \) and not-too-large \( V > 0. \) The structure factor \( S_{\mu,-} \) in this regime is shown in Fig. 7. The left panel of Fig. 7(a) shows the characteristic bow-tie-like structure arising from the dipolar pinch-point singularity of the structure factor in Coulomb systems in the vicinity of \( Q, \) i.e. \( k = Q + q \) for small \( q. \) This pinch-point singularity is explored further in the right panel of Fig. 7(a) along the indicated path in the Brillouin zone. Note that the value of the structure factor at \( Q \) is identical to \( \langle W^2 \rangle, \) as is evident from the definitions of both quantities. In the vicinity of \( Q, \) the \( q \)-dependence of this structure factor is seen in Fig. 7(b) to be fit well by a lattice-discretized finite-size version (see Appendix A) of the asymptotic prediction for the pinch-point singularity obtained in Sec. V for small nonzero \( q:\)

\[ \frac{1}{2\pi g^*} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) \]  

(60)

obtained from the fixed-point effective action (Eq. 29).

Also shown in Fig. 7(c) is the corresponding data for structure factor of \( n_{\mu,1}. \) As is clear from the right panel, this is fit well by the form derived in Appendix A from a simple phenomenology for the short-range correlations of \( n_{\mu,1} \) at nonzero \( z \) in this regime.

As already noted in Sec. V, this implies unusual singular structure in the vicinity of \( Q \) in the interlayer and intralayer structure factors \( S_{\mu,11}(Q) = \langle \hat{n}_{\mu,1}(-k)\hat{n}_{\nu,1}(k) \rangle \) and \( S_{\mu,12}(Q) = \langle \hat{n}_{\mu,1}(-k)\hat{n}_{\nu,2}(k) \rangle \) in the vicinity of the pinch-point at \( Q. \) As noted there, since \( g^* \rightarrow g^*/2 \) as \( z \rightarrow 0, \) the strength of the pinchpoint singularity of \( S_{\mu,11}(Q) \) in the limit of small but nonzero \( z \) tends to a value that is exactly half the corresponding \( z = 0 \) result for decoupled layers. On the other hand, the pinch-point singularity in \( S_{\mu,12}(Q) \) has the same magnitude in this limit as the corresponding singularity of \( S_{\mu,11}(Q), \) but is opposite in sign. Data for this is shown in Fig. 8 and we see that these predictions are borne out by the data.

We have also implemented the strategy outlined in the previous section to test for the purely dipolar nature of intralayer dimer correlations in the bilayer Coulomb phase, and found that our data conforms to these predictions. As is clear from Fig. 9(a), b), the dipolar and columnar linear combinations \( C_d(r_L) \) and \( C_p(r_L) \) (see Eqs. 51, 52, 55) indeed follow the expected power-law forms \( 1/L^\eta \) and \( 1/L^\rho \) respectively at nonzero \( z, \) while \( C_d(r_L) \) at \( z = 0 \) has a power-law decay with exponent \( \eta = 1/g^*. \) In Fig. 9(c), d), we also see that \( C_p(r_L) \) falls off as expected, with a slower decay \( 1/L^\rho, \) whenever \( C_d(r_L) \) falls off as \( 1/L^\rho. \) All of this provides compelling
evidence for the unusual nature of dimer correlations in the bilayer Coulomb phase.

Turning to the monomer correlation function, we see in Fig. 10 that the monomer-antimonomer correlations for small $z$ have a clear power-law behavior with a floating exponent, consistent with our predictions for the bilayer Coulomb phase. In contrast, they fall off much more rapidly at large $z$, as expected in the large-$z$ disordered phase. A curious feature of the power-law exponent for these monomer correlations in the bilayer Coulomb phase is the fact that this exponent $\eta_m$ is predicted to have a singular form $\sigma - 2\Delta$ at $z = 0$. To see this, note that $\eta_m = \gamma^+ (V, z)$ for $z > 0$ in the bilayer Coulomb phase, while $\eta_m = \gamma^+ (V)$ at $z = 0$. Since $\gamma^+ \propto \mathcal{O} (z^2)$ in the $z \to 0$ limit, we expect $\gamma^+ \to \gamma^+ / 2$ as $z \to 0$, implying that $\lim_{z \to 0} \eta_m (V, z) = \eta_m (V) / 2$. As is clear from the comparison shown in Fig. 11 of the best-fit values of $\eta_m$ for $z = 0$ and $z = 0.1$ over a range of $V > 0$, our data is entirely consistent with this expectation.

The value of $g^*$ extracted from such fits to the monomer correlation function can be directly compared with fits of the distribution of winding numbers to a Gaussian form, as in the summand in Eq. 33. This is shown in Fig. 12. The values of $g^*$ from the monomer correlations and the winding data are seen to agree with each other rather well for a range of not-too-large $z$ for nonzero $V > 0$. Thus, all of our computational results in this regime have a quantitatively consistent and natural explanation in terms of the fixed point action (Eq. 32) that governs the long-wavelength behavior of the bilayer Coulomb phase. This conclusively establishes the central claim made earlier, regarding the presence of a bilayer Coulomb phase in this part of the $(z, V)$ plane.

In Fig. 13 we display the $L$ dependence of $\langle W^2 \rangle$ near the transition out of bilayer Coulomb phase. We see that the lowest nonzero value to which $\langle W^2 \rangle$ extrapolates in the thermodynamic limit is rather close to $J (1/4)$, which is the expected value of $\langle W^2 \rangle$ at the inverted Kosterlitz-Thouless transition separating the bilayer Coulomb phase from the large-$z$ disordered phase. This also provides compelling evidence in favour of our scaling theory for this transition.

Finally, we turn to the distribution of the lengths $s$ of overlap loops defined earlier. As noted in the previous section, this distribution is expected to have the same tail at large loop sizes as the distribution of contour lines of a scalar Gaussian free field that represents the height fluctuations of a random surface. From the work of Henley and Kondor, this is expected to have a power-law form, with power-law exponent $\tau = 7/3$. As we have already noted, this prediction, along with the value of $D_f = 3/2$ for the corresponding fractal exponent, can be tested in a convenient way by asking if our data for the histogram of the lengths of these overlap loops collapses onto the scaling ansatz displayed in Eq. 59. In Fig. 14 we see that this form indeed provides a very good description of our data for non-winding loops. The properties of winding loops also deserve a more detailed study, which we defer to follow-up work.

2. Attractive $V < 0$

Our numerical results for not-too-large attractive interactions $V < 0$ provide a clear contrast to these earlier results on the repulsive side. Since the quantities being studied and our methods of analysis remain the same, we now summarize these results in brief: First, from a study of the dipolar and the columnar components ($C_d (r_L)$ and $C_c (r_L)$) of the dipolar correlators, we observe immediately that any nonzero $z$ leads immediately to a dipolar component that decays faster than $1/L^2$, and has a downward curvature on the log-log plot, consistent with our prediction that any nonzero $z$ leads immediately to the destruction of the $z = 0$ Coulomb phase. Likewise, any nonzero $z$ also leads to a similar faster-than-power-law decay for the columnar part. This is displayed in Fig. 15. Note that the length-scale beyond which this destruction of Coulomb phase power-laws is visible in Fig. 15 can be correlated with the sample-size beyond which winding fluctuations are visibly suppressed in Fig. 6.

The destruction of Coulomb correlations at nonzero $z$ is also reflected in monomer correlations and overlap loop size histograms shown in Fig. 16 and 17 which show clear faster-than-power-law decays.

3. Non-interacting $V = 0$

We finally come to the case of zero interactions which is hardest to interpret numerically. We believe this is related to the presence of a very slow crossover at small nonzero $z$, from intermediate-scale physics that looks Coulomb-like, to asymptotically-large length-scale physics characteristic of the disordered large-$z$ phase. As noted in Sec. VII the crossover length-scale $\xi_c$ corresponding to this is parametrically large at small $z$, with $z$ dependence given as: $\log (z_c) \sim (\log (1/2)/z^2$ in the limit $z \ll 1$. Indeed, we note parenthetically that our detailed renormalization group analysis presented in previous sections, and our detailed study of the repulsive and attractive cases, were both motivated by the conundrum presented by our original data on non-interacting bilayers, to which this section is devoted.

Some indications of the difficulties involved are easily gleaned from our results for winding fluctuations, shown in Fig. 6 earlier. From the non-interacting panel of this figure, we see that although $\langle W^2 \rangle$ does not get appreciably suppressed for small nonzero $z$ over the range of sizes $L$ available to us, its value is always lower than $J (1/4) = 0.636$. On the other hand, our RG analysis implies that the smallest possible value for $\langle W^2 \rangle$ is $J (1/4)$, since this value, corresponding to $g^* = 1/4$ is characteristic of the inverted Kosterlitz-Thouless transition point separating the bilayer Coulomb phase from the large-$z$ disordered phase. This is seen more clearly in the
non-interacting panel of Fig. 13 as well. Thus, although the measured winding fluctuations over the range of sizes accessible to numerics “look Coulomb-like”, our RG analysis suggests that no consistent Coulomb description of the full data set would be possible.

This effect is also visible in the dipolar correlations shown in Fig. 18. The disappearance of power-law behaviors is eventually seen for those fugacities ($z > 0.6$) for which the winding fluctuations have been suppressed enough at the finite sizes studied. Thus, in the columnar correlations, we see initial trends quite similar to the repulsive case for small fugacities. Again, this is consistent with our RG prediction of a long crossover.

The difficulty in data interpretation at finite sizes is also reflected in the monomer correlations as shown in Fig. 19. For the smaller values of $z$, the data can be fit to a power-law form over the range of sizes studied. However, when we extract $g^*$ from this fit, and compare this estimate of $g^*$ to the value of $g^*$ extracted from winding data as shown in the right panel of Fig. 20, we find that the agreement is strongly system-size dependent, with the discrepancy increasing if we use data from larger system sizes. This should be contrasted with the system-size independent and consistent values of $g^*$ obtained via a similar procedure in the repulsive case (Fig. 12). Finally, the measured histograms of the overlap loop sizes in our finite-size systems are shown in Fig. 21. We see that these too can be fit to power-law forms even at non-zero $z$ as large as $z = 0.4$.

This confusing-at-first-glance state of affairs underscores the importance of the systematic RG analysis presented in previous sections, as well as our results for bilayers with a non-zero value for the interaction $V$. With the perspective provided by these additional inputs, we see that all these results in the non-interacting case can be explained in terms of a long crossover from bilayer Coulomb behaviour at intermediate length scales to behaviour characteristic of a large-$z$ disordered phase in the asymptotic long-distance limit, which, however, is not accessible to us.

X. OUTLOOK

Our RG analysis predicts that very similar physics can be realized on the bilayer honeycomb lattice, although we have not pursued this in our computational work. Finally, our RG analysis also provides an interesting perspective on bilayer variants of a system of hard-squares and rods studied earlier. It would also be of interest to construct a quantum dimer model whose ground state wavefunction maps on to the classical model studied here.

Note:

After completion of this work and during the writing of this manuscript, we became aware of work by Wilkins and Powell on bilayer square and honeycomb lattice dimer models with interactions between the layers instead of interlayer dimer fugacities. Although their models are quite different from that studied here, some of their effective field theory considerations appear to have a similar flavour.
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Appendix A: Structure Factor Formulae

In order to obtain predictions that can be directly compared with our Monte Carlo results, we re-discretize the fixed point action back onto a square lattice to write

$$S = \pi g_- \sum_r |\Delta h_-(r)|^2 \quad (A1)$$

where $\Delta h_-(r)$ represents the lattice approximation to $\partial_\mu h_-$ in terms of the difference of $h_-$ between $r$ and its neighbour in the $\mu$ direction, and we use periodic boundary conditions on $h$ after separating out the winding part as discussed in Sec. V.

Transforming to reciprocal space via a discrete Fourier transform, this Gaussian theory gives us the lattice-level structure factor for $q \neq 0$:

$$\langle \hat{n}_{x,-}(Q-q)\hat{n}_{x,-}(Q+q) \rangle = \frac{1}{2\pi g_+} \frac{\sin^2 \frac{q_y}{2}}{\sin^2 \frac{q_x}{2} + \sin^2 \frac{q_y}{2}} \quad (A2)$$

$$\langle \hat{n}_{y,-}(Q-q)\hat{n}_{y,-}(Q+q) \rangle = \frac{1}{2\pi g_+} \frac{\sin^2 \frac{q_x}{2}}{\sin^2 \frac{q_y}{2} + \sin^2 \frac{q_x}{2}} \quad (A3)$$

$$\langle \hat{n}_{x,-}(Q-q)\hat{n}_{y,-}(Q+q) \rangle = \frac{1}{2\pi g_+} \frac{f(q_y)^* f(q_x)}{4\sin^2 \frac{q_y}{2} + 4\sin^2 \frac{q_x}{2}}$$

$$= \langle \hat{n}_{y,-}(Q-q)\hat{n}_{x,-}(Q+q) \rangle^* \quad (A4)$$

where $f(x) = 1 - \exp(ix)$ at $q = 0$, i.e. at the pinch-point wavevector $Q$, the first two of these reduce to the mean-square winding $\tilde{\mathcal{J}}(y^+_\ast)$, while the third is zero. These are the functional forms used for fitting in the structure factor data displayed in the main text (Fig. 7).

For the $h_+$ sector, we do not have an asymptotically exact fixed-point description within a renormalization group framework. However, since $y_+$ flows to strong coupling, we may model the short-ranged correlations of $h_+$ by a simple phenomenological action that correctly encodes the fact that our description of this strong-coupling regime must be in terms of an action that contains the effects of a nonzero density of mobile double vortices. Denoting this density of mobile vortices by $\rho(r)$, we thus write:

$$F = \sum_r \left[ \pi g_+ |B_+(r)|^2 - \log y_0 \rho(r) \right]^2 \quad (A5)$$

where again $\Delta_\mu h_+(r) = B_{\mu,+}(r) = B_{\mu,1}(r) + B_{\mu,2}(r)$ and we have the constraint

$$\Delta_\mu B_{\mu,+}(r) = 2\rho(r) \quad (A6)$$

that encodes the fact that each interlayer dimer is seen as a double-vortex in $B_{\mu,+}(r)$. After transforming Eq. A6 to reciprocal space, we arrive at

$$\tilde{B}_{x,+}(q)f(q_x) + \tilde{B}_{y,+}(q)f(q_y) = 2\tilde{\rho}(q) \quad (A7)$$

Thus, the action can now be written as

$$\sum_q \left( \tilde{B}_{x,+}(-q) \tilde{B}_{y,+}(-q) \cdot A(q) \cdot \begin{pmatrix} \tilde{B}_{x,+}(q) \\ \tilde{B}_{y,+}(q) \end{pmatrix} \right) \quad (A8)$$

where $A(q) = \begin{pmatrix} \pi g_+ + \frac{\log(1/y_0)}{4} |f(q_x)|^2 & \frac{\log(1/y_0)}{4} f(q_x)^* f(q_y) \\ \frac{\log(1/y_0)}{4} f(q_x) f(q_y)^* & \pi g_+ + \frac{\log(1/y_0)}{4} |f(q_y)|^2 \end{pmatrix}$, and consequently the $n_+$ correlators have the fol-
following expressions:

\[
\langle \hat{n}_{\mathbf{x},+}(\mathbf{Q} - \mathbf{q}) \hat{n}_{\mathbf{x},+(Q + \mathbf{q})} \rangle = \frac{1}{2\pi g_+} \left( \frac{1 + \log(1/y_0)}{4\pi g_+} \right) \frac{1 + \log(1/y_0)}{4\pi g_+} |f(q_x)|^2 \\
\langle \hat{n}_{\mathbf{y},+}(\mathbf{Q} - \mathbf{q}) \hat{n}_{\mathbf{y},+(Q + \mathbf{q})} \rangle = \frac{1}{2\pi g_+} \left( \frac{1 + \log(1/y_0)}{4\pi g_+} \right) \frac{1 + \log(1/y_0)}{4\pi g_+} |f(q_x)|^2 \\
\langle \hat{n}_{\mathbf{x},+}(\mathbf{Q} - \mathbf{q}) \hat{n}_{\mathbf{y},+(Q + \mathbf{q})} \rangle = \frac{1}{2\pi g_+} \left( \frac{1 + \log(1/y_0)}{4\pi g_+} \right) \frac{1 + \log(1/y_0)}{4\pi g_+} f(q_x)^* f(q_x) \\
\langle \hat{\rho}(\mathbf{q}) \hat{\rho}(\mathbf{q}) \rangle = \frac{1}{2\pi g_+} \left( \frac{1 + \log(1/y_0)}{4\pi g_+} \right) \frac{1 + \log(1/y_0)}{4\pi g_+} (|f(q_x)|^2 + |f(q_y)|^2) \\
\langle \hat{\rho}(\mathbf{q}) \hat{\rho}(\mathbf{q}) \rangle = \frac{1}{2\pi g_+} \left( \frac{1 + \log(1/y_0)}{4\pi g_+} \right) \frac{1 + \log(1/y_0)}{4\pi g_+} (|f(q_x)|^2 + |f(q_y)|^2)
\]

(A9)

In the main text, we have used these expressions to fit the \( n_+ \) correlators and extract the effective parameters \( g_+ \) and \( \log(1/y_0) \) by using these expressions; these fits also work well and correctly capture the short-ranged correlations of \( n_+ \) (Fig. 2) in the bilayer Coulomb phase.

In the limit \( q \to 0 \), these reduce to the more transparent expressions quoted in Sec. V for the altered pattern of singular behaviour which is characteristic of the pinch-point phenomenology of the bilayer Coulomb phase. To see this, we note that in this limit, we have for nonzero but small \( q \):

\[
\langle \hat{n}_{\mu,-}(\mathbf{Q} - \mathbf{q}) \hat{n}_{\mu,-}(Q + \mathbf{q}) \rangle = \frac{1}{2\pi g_-} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) \\
\langle \hat{n}_{\mu,+}(\mathbf{Q} - \mathbf{q}) \hat{n}_{\mu,+}(Q + \mathbf{q}) \rangle = \frac{1}{2\pi g_+} \delta_{\mu\nu} \\
\langle \hat{\rho}(\mathbf{q}) \hat{\rho}(\mathbf{q}) \rangle = \frac{q^2}{8\pi g_+}
\]

(A10) (A11) (A12)

which implies the following altered singularity structure in the layer-resolved structure factor for nonzero but small \( q \):

- **intralayer:** \( \langle \hat{n}_{\mu,a}(\mathbf{Q} - \mathbf{q}) \hat{n}_{\mu,a}(Q + \mathbf{q}) \rangle \)
  \[
  = \frac{1}{4} \left[ \frac{1}{2\pi g_+} \delta_{\mu\nu} + \frac{1}{2\pi g_-} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) \right]
  \]
  (A13)
- **interlayer:** \( \langle \hat{n}_{\mu,b}(\mathbf{Q} - \mathbf{q}) \hat{n}_{\mu,b}(Q + \mathbf{q}) \rangle \)
  \[
  = \frac{1}{4} \left[ \frac{1}{2\pi g_+} \delta_{\mu\nu} - \frac{1}{2\pi g_-} \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right) \right]
  \]
  (A14)

As already noted in Sec. V, these expressions do not carry over smoothly to \( z = 0 \), since the \( z \to 0 \) limit does not commute with the \( q \to 0 \) limit.