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Abstract

The existing algorithms for approximate Bayesian computation (ABC) assume that it is feasible to simulate pseudo-data from the model at each iteration. However, the computational cost of these simulations can be prohibitive for high dimensional data. An important example is the Potts model, which is commonly used in image analysis. The dimension of the state vector in this model is equal to the size of the data, which can be millions of pixels. We introduce a preparatory computation step before model fitting to improve the scalability of ABC. The output of this pre-computation can be reused across multiple datasets. We illustrate this method by estimating the smoothing parameter for satellite images, demonstrating that the pre-computation step can reduce the average runtime required for model fitting from 46 hours to only 21 minutes.

1 Introduction

For many important problems, the computational cost of approximate Bayesian computation (ABC) is dominated by simulation of pseudo-data. This is particularly the case for the Potts model, for which an ABC algorithm was developed by [Grelaud et al. 2009]. The latent state vector of this model has the same dimension as the observed data, which in image analysis can often be millions of pixels. These latent states are highly correlated, requiring algorithms such as [Swendsen and Wang 1987] to simulate efficiently from the generative model. In his comparison of sequential Monte Carlo (SMC-ABC) with a particle MCMC algorithm, [Everitt 2012] found in both cases that the computational requirements were dominated by simulation of this state vector.
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Adaptive ABC algorithms have been developed to reduce the number of iterations required through more efficient exploration of the posterior. Various particle-based methods have been proposed by Sisson et al. [2007], Beaumont et al. [2009], Toni et al. [2009]; and Drovandi and Pettitt [2011]. The SMC-ABC algorithm of Del Moral et al. [2012] adapts both the ABC tolerance $\epsilon$ and the Metropolis-Hastings (MH) proposal bandwidth $\sigma_{\text{MH}}^2$. This algorithm also has the advantage that the computational cost of the importance weights is linear in the number of particles.

Beaumont et al. [2002] post-processed the ABC output by fitting a local linear regression. By modelling the relationship between the simulated parameter values and the corresponding summary statistics, they improved the estimate of the posterior density even with large values of the ABC tolerance. Blum and François [2010] took a similar approach, except that they used a nonlinear, heteroskedastic regression. They then performed a second ABC run, using the estimate of the posterior to draw parameter values.

In this paper, we propose a pre-processing step to calculate the expectation and variance of the summary statistic for fixed values of the parameter. This enables our ABC algorithm to map directly from the proposed parameter value to an approximate summary statistic. The output of the pre-processing can be reused for multiple datasets that share the same parameter space.

The rest of the paper is organised as follows. The ABC rejection sampler and SMC-ABC are reviewed in section 2. Our proposed method is described in section 3. In section 4, we illustrate how the method can be applied to the hidden Potts model. Section 5 contains results from a simulation study as well as real imaging data from the Landsat 7 satellite. The article concludes with a discussion.

2 Approximate Bayesian Computation

The ABC rejection sampler introduced by Pritchard et al. [1999] draws values of the parameter from its prior distribution $\pi(\theta)$, then simulates pseudo-data $\mathbf{x}$ from the model. One or more summary statistics $\rho(\mathbf{x})$ are calculated from the pseudo-data and compared to the values of those statistics in the observed data, $\rho(\mathbf{y})$. If the difference between the statistics is within the ABC tolerance threshold, then the proposed parameter is accepted.

The simulation of pseudo-data from the generative model is the most computationally intensive step in this process. The ABC rejection sampler works best when prior information about the distribution of the parameter is available. The acceptance rate under a sparse or uninformative prior can be extremely low, requiring many pseudo-datasets to be generated for each parameter value that is accepted. The ABC tolerance is a tunable parameter, since a large tolerance means a higher acceptance rate but also increases the error in the estimate of the posterior distribution. If the summary statistic is sufficient for the parameter, then the distribution of the samples approaches the true posterior as $\epsilon$ approaches zero. However, the number of samples that are rejected also in-
Algorithm 1 ABC rejection sampler

1: for all iterations $t \in 1 \ldots T$ do
2: Draw independent proposal $\theta' \sim \pi(\theta)$
3: Generate $x \sim f(\cdot|\theta')$
4: if $|\rho(x) - \rho(y)| < \epsilon$ then
5:    set $\theta_t \leftarrow \theta'$
6: else
7:    set $\theta_t \leftarrow \theta_{t-1}$
8: end if
9: end for

Increases, to the point that almost none are accepted. Adaptive ABC methods have been developed to address this inefficiency.

2.1 Sequential Monte Carlo

The SMC-ABC algorithm of [Del Moral et al. 2012] involves four major stages: initialisation, adaptation, resampling, and mutation.

Initialisation The algorithm is initialised by drawing a population of $N$ parameter values from the prior. These values, known as particles, are each associated with $M$ replicates of the summary statistics calculated from pseudo-data. The generation of multiple sets of pseudo-data $x_{i,m,t}$ for each particle increases the computational cost relative to other ABC methods, but it better handles the situation where there is sizeable variability in the value of the summary statistic for a given parameter. This is the case for the hidden Potts model, as we explain in section 4.

Adaptation At each iteration, the particles are assigned importance weights using a backward Markov kernel:

$$w_{i,t} \propto w_{i,t-1} \frac{\sum_{m=1}^{M} I(\delta(x_{i,m,t-1}) < \epsilon_t)}{\sum_{m=1}^{M} I(\delta(x_{i,m,t-1}) < \epsilon_{t-1})}$$

where $I(\cdot)$ is the indicator function and $\delta(x)$ is the absolute distance between the sufficient statistics of the pseudo-data and the observed data, $|\rho(x) - \rho(y)|$. These weights are normalised so that $\sum_{i=1}^{N} w_{i,t} = 1$. The computational cost of updating the weights is linear in the number of replicates of the summary statistics, $N \times M$. Also note that the weights only depend on $\{x_{\cdot,t-1}\}$, which means that the pseudo-data is not updated for particles with zero weight. These weights gradually degenerate over successive iterations, which is measured by the effective sample size [ESS; Liu 2001, pp. 34–36]:

$$ESS_t = \left( \sum_{i=1}^{N} w_{i,t}^2 \right)^{-1}$$
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Algorithm 2 SMC-ABC

**Initialisation:**
1: \( t \leftarrow 0, \epsilon_0 \leftarrow \infty \)
2: Draw \( \theta_{i,0} \sim \pi(\theta) \, \forall i \in 1 \ldots N \)
3: Generate \( x_{i,m,0} \sim f(\cdot|\theta_{i,0}) \, \forall i \in 1 \ldots N, \forall m \in 1 \ldots M \)
4: \( w_{i,0} \leftarrow \frac{1}{N} \forall i \in 1 \ldots N \)
5: repeat
6: \( t \leftarrow t + 1 \)

**Adaptation:**
7: Update \( \epsilon_t \) by solving equation (3)
8: Update \( w_{i,t} \forall i \in 1 \ldots N \) according to equation (1)
9: if \( ESS_t < N_{\text{min}} \) then
10: Resample \( \theta_{i,t} \forall i \in 1 \ldots N \)
11: \( w_{i,t} \leftarrow \frac{1}{N} \forall i \in 1 \ldots N \)
12: end if

**Resampling:**
13: \( n_{\text{accept}} \leftarrow 0 \)
14: for all \( i \in 1 \ldots N \) do
15: if \( w_{i,t} > 0 \) then
16: Draw \( \theta_{i}^{t} \sim q_t(\cdot|\theta_{i,t-1}) \)
17: Generate \( x_{i,m}^{t} \sim f(\cdot|\theta_{i}^{t}) \forall m \in 1 \ldots M \)
18: Calculate \( \rho_t \) according to equation (4)
19: Draw \( u \sim U(0,1) \)
20: if \( u < \rho_t \) then
21: \( (\theta_{i,t}, x_{i,.t}) \leftarrow (\theta_{i}^{t}, x_{i}^{t}) \)
22: \( n_{\text{accept}} \leftarrow n_{\text{accept}} + 1 \)
23: else
24: \( (\theta_{i,t}, x_{i,.t}) \leftarrow (\theta_{i,t-1}, x_{i,.t-1}) \)
25: end if
26: end if
27: end for
28: until \( \frac{n_{\text{accept}}}{N} < 0.015 \) or \( \epsilon_t = 0 \)
The ABC tolerance $\epsilon_t$ is updated adaptively according to the desired rate $\alpha \in (0, 1)$ of the reduction in the $ESS$

$$ESS_t = \alpha ESS_{t-1}$$

This equation must be solved iteratively, e.g. by interval bisection, since $ESS_t$ depends on the weights $w_{i,t}$, which in turn depend on $\epsilon_t$ according to equation (1).

**Resampling** If $ESS_t$ falls below a threshold value $N_{\text{min}}$ then the particles are all resampled. The new population of $N$ particles can either be drawn from a multinomial distribution with weights $\lambda_i = w_{i,t}$ or more complicated schemes can be used. [Del Moral et al] employed the systematic resampling scheme of Kitagawa [1996]. Once the particles have been resampled, all of the importance weights are set to $N^{-1}$ and thus the $ESS$ is equal to $N$.

**Mutation** Finally, the particles with nonzero weight are updated using a random walk proposal $q_t(\theta' | \theta_{t-1})$. The bandwidth $\sigma^2_{\text{MH}}$ can be chosen adaptively using an SMC approximation of the variance of $\theta$ under $\pi_{t-1}(\theta | y)$, as in Beaumont et al. [2009]. The pseudo-data is also updated using $q(x' | \theta')$ and jointly accepted with probability $\min(1, \rho_i)$ according to the MH acceptance ratio:

$$\rho_i = \frac{\sum_{m=1}^{M} I(\delta(x'_{i,m}) < \epsilon_i) \cdot q_t(\theta_{i,t-1} | \theta_i') \cdot \pi(\theta_i')} {\sum_{m=1}^{M} I(\delta(x_{i,m,t-1}) < \epsilon_i) \cdot q_t(\theta_i' | \theta_{i,t-1}) \cdot \pi(\theta_{i,t-1})}$$

A summary of this method is presented in algorithm 2.

### 2.2 Stopping criterion

The accuracy of the ABC rejection sampler improves as the number of iterations increases, since this results in a greater number of accepted proposals for a fixed value of $\epsilon$. Conversely, if the rejection rate is held at a fixed quantile of the sampled parameters, then it enables a smaller value of $\epsilon$ to be used. The same is not true of algorithm 2 since the effective sample size cannot exceed the number of particles. The set of alive particles is filtered at each iteration, therefore it is important to define a suitable stopping criterion. Running SMC-ABC for too many iterations can lead to over-adaptation, resulting in a posterior distribution that is highly concentrated, or even to collapse of the SMC sampler.

In our simulation study of section 5.1 we found that the MH acceptance rate almost never fell below 1.5%, the stopping criterion employed by Del Moral et al. [2012]. In most cases, the use of an adaptive bandwidth for the random walk proposals $\theta_i'$ led to a stabilisation of the acceptance rate. This is illustrated in figure 1a where the acceptance rate oscillates between 0.3 and 0.6. The stopping criterion of 0.015 is indicated by the horizontal line. The large jumps in the plotted acceptance rate correspond to iterations when the particles were resampled. We used the recommended number of $N = 10,000$ particles, $M = 50$ summary statistics per particle, and $\alpha = 0.95$. 
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Figure 1: Problems with convergence of the SMC-ABC algorithm for the hidden Potts model when the stopping criterion is based on the MH acceptance rate.
Figure 1b shows the SMC estimate of the empirical standard deviation at each iteration. This value is calculated in order to derive the MH bandwidth for the mutation step. The variance of the particles increases between iteration 52 and 53, which indicates that the SMC-ABC algorithm has reached the point where reducing $\epsilon$ no longer improves the posterior estimate of $\pi_t(\theta|y)$.

3 Precomputation of the Summary Statistic

Model fitting with ABC can be decomposed into two separate stages: learning about the summary statistic, given the parameter $(\rho(x)|\theta)$; and choosing parameter values, given the summary statistic $(\theta|\rho(y))$. The first stage is achieved by simulating pseudo-data from the generative model, while the second stage involves either accept/reject in the case of algorithm 1 or SMC for algorithm 2. In the case of latent models there is a third stage, which involves learning about the summary statistic given the data $(\rho(z)|y, \theta)$. ABC for latent models will be discussed further in section 4.2.

Our proposed method splits the computation of these stages into two separate parts, a pre-processing step followed by model fitting. The pre-processing step involves simulating pseudo-data for fixed values of the parameter. The results of these simulations are used to create an approximate mapping function from the parameter to the corresponding summary statistic. This function can then be used during model fitting to evaluate $\hat{\rho}(x)$ given $\theta'$, instead of simulating pseudo-data from the model for every proposed value of the parameter. Since the simulation of pseudo-data is usually the most computationally-intensive step of an ABC algorithm, our method can greatly improve the speed of model fitting. This is particularly the case when fitting the same model to multiple datasets because the output of the pre-processing step can be reused, thus amortising its computational cost.

The degree of complexity required for the mapping function is dependent on the dimensionality of the parameter space, the number of summary statistics, and the properties of the relationship between them. These factors will also influence how much pseudo-data must be simulated in order to achieve sufficiently good fit. The nonlinear, heteroskedastic regression that was applied by Blum and François [2010] would be a good choice in many cases, although simpler mapping functions could also be used.

Essentially we are fitting two models, one for the mapping function $\theta \mapsto \hat{\rho}(x)$ and the other for posterior inference on $\pi(\theta|y)$. The auxiliary model that is employed for the mapping function introduces an additional level of approximation, since it is used as a replacement for the generative model in evaluating the fit between the proposed parameter values and the data.

Precomputation for the ABC Rejection Sampler  The use of an approximate mapping function means that many more parameter values can be proposed and evaluated for the same computational cost. The mapping function could also be used to tune the ABC tolerance based on the variance of the
summary statistic. This would be particularly useful in heteroskedastic models where the amount of variance depends on the parameter value. In some cases, this will enable the ABC rejection sampler to be used for applications where it was previously infeasible due to its inefficiency.

**Precomputation for SMC-ABC** The benefit of using a mapping function in SMC-ABC is that a greater number of particles, and summary statistics per particle, could be used. It is much faster to draw $M$ summary statistics from $f(\hat{\rho}(x)|\theta')$ than to simulate pseudo-data from the model. Our method also reduces the memory requirements for each particle, since the pseudo-data does not need to be generated and stored. This in turn has advantages for massively parallel implementation of SMC-ABC. If each particle requires its own independent copy of the state space, then the scalability of the algorithm is limited by the available memory. The mapping function provides a more compact representation, enabling all of the particles to be updated in parallel.

4 Hidden Potts Model

We illustrate our method using a hidden Potts model. The Potts model is a Markov random field with discrete states $z \in 1 \ldots k$. It is defined in terms of its conditional probabilities:

$$p(z_i|z_{i-\ell}, \beta) = \frac{\exp \{\beta \sum_{\ell} \delta(z_i, z_{i})\}}{\sum_{j=1}^{k} \exp \{\beta \sum_{\ell} \delta(j, z_{i})\}}$$

(5)

where $i \in 1 \ldots n$ are the nodes in the image lattice, also known as pixels, $\beta$ is a scale parameter known as the inverse temperature, $i \sim \ell$ are the neighbouring pixels of $i$, and $\delta(u, v)$ is the Kronecker delta function. In this paper we use the first-order neighbourhood, so $i \sim \ell$ are the four pixels immediately adjacent to an internal node of the lattice. Pixels on the image boundary have less than four neighbours.

The inverse temperature parameter governs the strength of spatial association. A value of zero corresponds with spatial independence, while values greater than zero increase the probability of adjacent neighbours having the same state. The full conditional distribution of the inverse temperature is given by

$$p(\beta|z) = C(\beta)^{-1} \pi(\beta) \exp \{\beta S(z)\}$$

(6)

where $C(\beta)$ is an intractable normalising constant. It involves a sum over all $k^n$ possible combinations of the labels $z \in \mathcal{Z}$:

$$C(\beta) = \sum_{z \in \mathcal{Z}} \exp \{\beta S(z)\}$$

(7)

A sufficient statistic is available for this model since it belongs to the exponential family, as noted by Grelaud et al. [2009]. If $\mathcal{E}$ is the set of all unique
Figure 2: Distribution of the sufficient statistic of the Potts model for increasing values of the inverse temperature hyperparameter $\beta$, the number of pixels $n$, and the number of unique labels $k$. The expectation and standard deviation of $S(z)$ were calculated exactly, using a brute force method.
neighbour pairs, or edges in the image lattice, then the sufficient statistic is

$$S(z) = \sum_{i \sim \ell \in \mathcal{E}} \delta(z_i, z_\ell)$$  \hspace{1cm} (8)$$

Thus, this statistic represents the total number of like neighbor pairs in the image. As $\beta$ approaches infinity, all of the pixels in the image are almost surely assigned the same label, thus the expectation of $S(z)$ approaches the total number of edges $|\mathcal{E}|$ asymptotically, while the variance approaches zero. When $\beta = 0$, the probability of any pair of neighbours being assigned the same label follows an independent Bernoulli distribution with $p = k^{-1}$, thus $S(z)$ follows a Binomial distribution with expectation $|\mathcal{E}|/k$ and variance $|\mathcal{E}| \times k^{-1} \times (1 - k^{-1})$. The distribution of $S(z)$ changes smoothly between these two extremes, as illustrated by figure 2, but its computation is intractable for nontrivial images. The expectations and variances in figure 2 were calculated for $k$ up to 4 unique labels and $n$ up to 12 pixels, much less than required for any practical application.

The maximum variance of $S(z)|\beta$, which corresponds to the steepest gradient in the expectation, occurs at the critical temperature. This is the point at which the Potts model transitions from a disordered to an ordered state. The phase transition behaviour has analogies in physical systems, such as the Curie temperature in ferromagnetic materials. When $\beta > \beta_{\text{crit}}$, the values of the labels begin to exhibit long-range dependence and coalesce into clusters of similar values. Potts [1952] showed that this critical point can be calculated exactly for a two-dimensional regular lattice by $\beta_{\text{crit}} = \log\{1 + \sqrt{k}\}$, so $\beta_{\text{crit}} \approx 0.881$ for $k = 2$ and $\beta_{\text{crit}} \approx 1.099$ for $k = 4$. The nonlinearity and heteroskedasticity evident in figure 2 will need to be accounted for in our choice of mapping function $f(S(z)|\beta)$.

4.1 Precomputation of $S(z)$

Since it is impossible to sample from $\beta | z$ directly, we use ABC methods. This requires simulating pseudo-data from the Gibbs distribution $z_i | z_{-i}, \beta$ defined by equation (5). It is difficult to simulate from this distribution because neighbouring pixels are highly correlated with each other, particularly for $\beta > \beta_{\text{crit}}$. We use the algorithm of Swendsen and Wang [1987], which updates clusters of pixels simultaneously. Nevertheless, simulating pseudo-data remains computationally expensive, which is why we approximate $S(z)|\beta$ offline using a pre-processing step.

To fit the mapping function for the Potts model, we use 61 values of $\beta$, evenly spaced between 0 and 3. We choose to space these values evenly because we use a uniform prior for $\beta$, even though the distribution of $S(z)|\beta$ is far from uniform, as figure 2 shows. We perform 1000 iterations of Swendsen-Wang for each value of $\beta$, discarding the first 500 as burn-in. The remaining 500 iterations are used to compute the expectation and variance of the sufficient statistic. It should be noted that this operation is embarrassingly parallel, since the computation for each value of $\beta$ is completely independent. The results of this pre-processing step are stored in a matrix, which can then be used to fit the same model to multiple
Estimate of the expectation $E\{S(\mathbf{z})|\beta\}$

Estimate of the standard deviation $\sigma\{S(\mathbf{z})|\beta\}$

Figure 3: Approximation of the expectation and standard deviation of the sufficient statistic for the Potts model with $n = 125 \times 125$ and $k = 3$. 
datasets. During model fitting, these pre-computed values are interpolated to estimate $E[S(z)|\beta']$ and $\text{Var}\{S(z)|\beta'\}$, then the conditional distribution of the sufficient statistic is approximated by a Gaussian with these parameters.

Figure 3 shows the estimated mapping function using linear interpolation between the observed values of the mean and standard deviation for a regular lattice with $n = 125 \times 125$ pixels and $k = 3$, which corresponds to the simulation study in section 5.1. We have also plotted 1000 points that were computed using Swendsen-Wang, but for values drawn from $\beta \sim \mathcal{N}(\beta_{\text{crit}}, (\beta_{\text{crit}}/2)^2)$. These values are more concentrated in the neighbourhood of the critical temperature to illustrate the heteroskedastic behaviour in that region. The value of $\beta_{\text{crit}}$ is indicated by the vertical line. The mapping function provides a very good fit for the distribution of the expected values, but there is a larger approximation error in the estimate of the standard deviation. This is particularly evident at the critical point, where the variance of the sufficient statistic is much larger than estimated. Nevertheless, this simple function appears to be adequate for our purposes, as demonstrated in section 5.

4.2 Additive Gaussian noise

In the hidden Potts model, the observed data $y$ are independently distributed conditional on the latent labels $z$. Under the assumption of additive Gaussian noise, the observation process is characterised by

$$y_i|z_i = j \overset{iid}{\sim} \mathcal{N}(\mu_j, \sigma^2_j)$$  \hspace{1cm} (9)

Since each unique label value corresponds to the mean and variance of a Normal distribution, this model can be viewed as a spatially-correlated generalisation of the mixture of Gaussians.

When the parameters of these mixture components are unknown, they must be estimated as part of the model fitting procedure. This can be problematic for SMC-ABC because the value of the sufficient statistic depends on both the current likelihood of the data as well as the distribution of the particles, while the particles in turn depend on the current value of $S(z)$:

$$p(\beta|y) = p(\beta|z)p(z|y)$$  \hspace{1cm} (10)

where the intractable posterior $p(\beta|z)$ is estimated using ABC methods.

The posterior distribution of the latent labels can be decomposed into the observation equation and the spatial model:

$$p(z_i|y_i) = p(y_i|z_i, \mu, \sigma^2)p(\mu)p(\sigma^2)p(z_i|z_{i-\ell}, \beta)p(\beta)$$  \hspace{1cm} (11)

where

$$p(y_i|z_i, \mu, \sigma^2) = \frac{\phi\left(y_i|\mu_{z_i}, \sigma^2_{z_i}\right)}{\sum_{j=1}^{k}\phi\left(y_i|\mu_j, \sigma^2_j\right)}$$  \hspace{1cm} (12)

and $p(z_i|z_{i-\ell}, \beta)$ is given by equation (5). This is the third stage of ABC estimation for latent models that was mentioned in section 5.
Figure 4: Change in the value of the sufficient statistic according to the current distribution of $\pi_t(\beta|z)$. 
One approach to overcoming this circular dependency would be to include the noise parameters $\mu_j, \sigma_j^2$ in the state vector for each SMC particle. Updating these parameters would require generating latent labels from equation (11), which would severely limit the scalability of the algorithm. Simulating from the distribution of $z|\mathbf{y}$ is even more difficult than drawing pseudo-data from $x|\beta$ [Hurn, 1997, Higdon, 1998]. It is simply infeasible to do this for each particle individually.

An alternative is to use a single copy of the latent state vector to calculate $S(z)$ at each SMC iteration, as well as the sufficient statistics of the Gaussian components $\bar{y}_j|z$ and $s_j^2|z$. This is the approach that we have implemented in this paper. Values of $\beta$ are drawn at random from $\pi_t(\beta|z)$ according to the importance weights of the particles, then $z$ is updated using multiple iterations of chequerboard sampling [Winkler, 2003, chap. 8]. Figure 4 illustrates how the value of $S(z)$ changes between SMC iterations. As the distribution of the particles becomes more precise, the variance in the sufficient statistic narrows accordingly.

5 Illustration

For comparison, we have implemented both the SMC-ABC algorithm of Del Moral et al. as well as our own method for SMC-ABC with a pre-computed mapping function. An R source package containing this implementation is provided in Online Resource 1. The computational engine is implemented in C++ using RcppArmadillo [Eddelbuettel and Sanderson, 2014] with OpenMP for parallelism.

We fit the model to each image using $N = 10,000$ SMC particles with $M = 50$ summary statistics per particle. We used $\alpha = 0.95$ and resampled the particles using residual resampling [Douc et al., 2005]. The algorithm terminated when the weighted empirical variance of the particles fell below a threshold of 0.012. As explained in section 2.2, we found that the usual stopping criterion based on the Metropolis-Hastings acceptance rate was unsuitable for this application.

The elapsed times were recorded on 2.66GHz Intel Xeon processors. We used 8 parallel cores for fitting the model to each image and the precomputation was performed on a dual-CPU computer with 16 parallel cores. Memory usage varied depending on the number of pixels and the degree of parallelism. Approximate memory requirements for each computation are reported below.

5.1 Simulation Study

Since the inverse temperature cannot be directly observed, we have used a simulation study to evaluate the accuracy of our method where the true value of $\beta$ is known. Following a similar methodology to that introduced by [Cook et al., 2006], we first simulated 20 values of $\beta$ from the prior, then generated 20 images from the model that corresponded to those parameter values. Each image had $125 \times 125$ pixels with $k = 3$ unique labels. We used a uniform prior on the
Figure 5: Distribution of CPU times (left) and elapsed (wall clock) times for model fitting with pseudo-data in comparison to precomputed $S(z)$. 
Figure 6: Results for the simulation study of 20 images. The $x$ axis is the true value of $\beta$ and the $y$ axis shows the posterior samples from $\pi_t(\beta|z)$.
Figure 7: Distribution of posterior sampling error for $\beta$, comparing 10,000 particles with pseudo-data to 50,000 particles using pre-computation.
interval $[0, 1.005]$ for $\beta$ and natural conjugate priors $\pi(\mu_j) \sim \mathcal{N}(0, 100^2)$ and $\pi(\sigma^2_j) \sim \mathcal{IG}(1, 0.01)$ for the additive Gaussian noise.

Precomputation of the mapping function took under 6 minutes for 61 values of $\beta$, using a thousand iterations of Swendsen-Wang for each. The mapping function is illustrated in figure 3. Total CPU time for all 16 parallel threads was 1 hour 17 minutes, indicating about 70% utilisation of the available capacity. Memory usage was less than 1.3GB. Since the same mapping function was reused for all 20 images, this 6 minutes could be amortised across the entire corpus. Thus, the cost of precomputation was almost negligible.

Across the 20 simulated images, our algorithm took an average of 21 minutes per image for between 39 and 70 SMC iterations. Using pseudo-data to compute the sufficient statistic took an average of 46.5 hours for 44 to 85 SMC iterations. Figure 4 illustrates that this two orders of magnitude difference in the distribution is consistent for both elapsed (wall clock) time and CPU time. This shows that the gain in performance is due to computational efficiency, not because of any increase in parallelism.

Figure 6 shows that both versions of the SMC-ABC algorithm produced erroneous estimates of $\beta$ for some of the images, with a large difference between the posterior distribution of the particles and the true value of the inverse temperature. This is most likely due to problems with simultaneously estimating the sufficient statistic $S(z|y)$ as well as $\pi_t(\beta|z)$, as explained in section 4.2. We also ran our algorithm with 50,000 particles and this did seem to show an improvement in the accuracy of the posterior estimate. The violin plot in figure 7 is a comparison of the error in the posterior estimate between 10,000 particles with pseudo-data on the left and 50,000 particles with pre-computation on the right. The distribution of the errors appears to be equivalent. Even with a much larger number of particles, our algorithm was still considerably faster with an average runtime of 1.7 hours.

### 5.2 Satellite Remote Sensing

We have also illustrated our method on real data, using a satellite image of Brisbane, Australia. The pixel values correspond to the Normalized Difference Vegetation Index (NDVI), which was calculated according to equation (13):

$$\text{NDVI} = \frac{NIR - VIS}{NIR + VIS}$$

In Landsat 7 images, the visible red ($VIS$) band corresponds to light wavelengths of $(0.63 \ldots 0.69)\mu m$ and the near-infrared ($NIR$) band corresponds to $(0.76 \ldots 0.90)\mu m$ [NASA, 2011].

The image was cropped to a region of interest that was approximately 40km east to west and 20km north to south, containing a total of 978,380 pixels. Precomputation of the mapping function took 50 minutes. Total CPU time for all 16 parallel threads was 10 hours 38 minutes, indicating 81% utilisation of the available capacity. Memory usage was approximately 6.5GB.
We used weakly informative priors $\pi(\beta) \sim U[0, 3]$, $\pi(\mu_j) \sim N(y, 5)$, and $\pi(\sigma^2_j) \sim IG(1, 0.01)$ for the hidden Potts model with $k = 6$ unique labels. Model fitting took 5 hours 36 minutes using our algorithm. CPU time for 8 parallel threads was 39 hours, indicating 88% utilisation. The 95% posterior credible interval for $\beta$ was $[1.243; 1.282]$.

Running the original SMC-ABC algorithm of Del Moral et al. [2012] on this dataset is clearly infeasible, due to the cost of simulating pseudo-data. It takes 89 hours to perform a single SMC iteration on our hardware. We also found that the exchange algorithm of Murray et al. [2006] was unable to scale to data of this dimension, even when using 500 iterations of Gibbs sampling for the auxiliary variable as recommended by Cucala et al. [2009]. It took 97 hours for 10,000 MCMC iterations. Discarding the first 5,000 as burn-in left an effective sample size of only 390 due to auto-correlation of the Markov chain.

We were able to obtain results using path sampling [Gelman and Meng, 1998], which is another algorithm that uses pre-computation to approximate the relationship between $\beta$ and the sufficient statistic. We ran path sampling for 100,000 iterations, which took 2.5 hours. We discarded the first 10,000 iterations as burn-in, which left an effective sample size of 11,526. The 95% highest posterior density (HPD) interval for $\beta$ was $[1.249; 1.251]$, which overlaps with our estimate from SMC-ABC although it has a smaller posterior variance.

6 Discussion

We have demonstrated that the scalability of ABC (and SMC-ABC in particular) can be dramatically improved by replacing the simulation of pseudo-data with a pre-computed mapping function. We observed two orders of magnitude improvement in runtime in our simulation study, from an average of 46.5 hours down to only 21 minutes. Simulating pseudo-data from the generative model is the most computationally intensive step in ABC and can render the algorithm infeasible for high-dimensional data, such as satellite imagery.

This improvement in scalability comes at the cost of adding an extra layer of approximation, since the mapping function introduces another source of error into the algorithm. We showed that it is possible to compensate for the loss of accuracy by increasing the number of SMC particles and that the cost of doing this is relatively small.

Our approach bears some similarities to path sampling, another method that uses a pre-computation step. The main difference is that path sampling is a MCMC algorithm that uses thermodynamic integration to approximate the Metropolis-Hastings ratio. This places restrictions on the form that the mapping function can take, since this integral must be computed at each iteration. Our SMC-ABC method could be adapted for multivariate problems, such as simultaneously estimating $k$ as well as $\beta$. Our method also accounts for the heteroskedasticity in the distribution of $S(z) | \beta$ by sampling multiple values of the sufficient statistic for each particle. Like most MCMC algorithms, path sampling suffers from auto-correlation, which reduces its efficiency in comparison to
Once the mapping function has been computed, it can be reused to fit the same model to multiple datasets. This is an advantage in many applications such as satellite imaging, where there are a large number of images with approximately the same dimensions. In a longitudinal setting it would also be possible to update the mapping function sequentially as each image is processed.

Acknowledgements

The authors would like to thank the organisers and attendees of the MCMSki conference for their interest and feedback. M. T. Moores acknowledges the financial support of Queensland University of Technology and the Australian federal government Department of Education, Science and Training. C.P. Robert’s research is supported by the Agence Nationale de la Recherche (ANR 2011 BS01 010 01 projet Calibration) and an Institut Universitaire de France senior grant 2010-2016. Landsat imagery courtesy of NASA Goddard Space Flight Center and U.S. Geological Survey. Computational resources and services used in this work were provided by the HPC and Research Support Group, Queensland University of Technology, Brisbane, Australia.

References

Mark A. Beaumont, Wenyang Zhang, and David J. Balding. Approximate Bayesian computation in population genetics. *Genetics*, 162(4):2025–2035, 2002.

Mark A. Beaumont, Jean-Marie Cornuet, Jean-Michel Marin, and Christian P. Robert. Adaptive approximate Bayesian computation. *Biometrika*, 96(4):983–990, 2009. doi: 10.1093/biomet/asp052.

Michael G. B. Blum and Olivier François. Non-linear regression models for approximate Bayesian computation. *Stat. Comput.*, 20(1):63–73, 2010. doi: 10.1007/s11222-009-9116-0.

Samantha R. Cook, Andrew Gelman, and Donald B. Rubin. Validation of software for Bayesian models using posterior quantiles. *J. Comput. Graph. Stat.*, 15(3):675–692, 2006. doi: 10.1198/106186006X136976.

Lionel Cucala, Jean-Michel Marin, Christian P. Robert, and D. Michael Titterington. A Bayesian reassessment of nearest-neighbor classification. *J. Am. Stat. Assoc.*, 104(485):263–273, 2009. doi: 10.1198/jasa.2009.0125.

Pierre Del Moral, Arnaud Doucet, and Ajay Jasra. An adaptive sequential Monte Carlo method for approximate Bayesian computation. *Stat. Comput.*, 22(5):1009–1020, 2012. ISSN 0960-3174. doi: 10.1007/s11222-011-9271-y.
Randal Douc, Olivier Cappé, and Éric Moulines. Comparison of resampling schemes for particle filtering. In Proc. 4th Int. Symp. Image and Signal Processing and Analysis (ISPA), pages 64–69, Zagreb, Croatia, September 2005. IEEE. doi: 10.1109/ISPA.2005.195385.

Christopher C. Drovandi and Anthony N. Pettitt. Estimation of parameters for macroparasite population evolution using approximate Bayesian computation. Biometrics, 67(1):225–233, 2011. doi: 10.1111/j.1541-0420.2010.01410.x.

Dirk Eddelbuettel and Conrad Sanderson. RcppArmadillo: Accelerating R with high-performance C++-linear algebra. Comput. Stat. Data Anal., 71:1054–63, 2014. doi: 10.1016/j.csda.2013.02.005.

Richard G. Everitt. Bayesian parameter estimation for latent Markov random fields and social networks. J. Comput. Graph. Stat., 21(4):940–960, 2012. doi: 10.1080/10618600.2012.687493.

Andrew Gelman and Xiao-Li Meng. Simulating normalizing constants: from importance sampling to bridge sampling to path sampling. Statist. Sci., 13 (2):163–185, 1998. doi: 10.1214/ss/1028905934.

Aude Grelaud, Christian P. Robert, Jean-Michel Marin, François Rodolphe, and Jean-François Taly. ABC likelihood-free methods for model choice in Gibbs random fields. Bayesian Analysis, 4(2):317–336, 2009. doi: 10.1214/09-BA412.

David M. Higdon. Auxiliary variable methods for Markov chain Monte Carlo with applications. J. Am. Stat. Assoc., 93(442):585–595, 1998. doi: 10.1080/01621459.1998.10473712.

Merrilee A. Hurn. Difficulties in the use of auxiliary variables in Markov chain Monte Carlo methods. Stat. Comput., 7:35–44, 1997. doi: 10.1023/A:1018505328451.

Genshiro Kitagawa. Monte Carlo filter and smoother for non-Gaussian nonlinear state space models. J. Comput. Graph. Stat., 5(1):1–25, 1996. doi: 10.1080/10618600.1996.10474692.

Jun S. Liu. Monte Carlo Strategies in Scientific Computing. Springer, New York, NY, 2001.

Iain Murray, Zoubin Ghahramani, and David J. C. MacKay. MCMC for doubly-intractable distributions. In Proc. 22nd Conf. UAI, pages 359–366, Arlington, VA, 2006. AUAI Press.

NASA. Landsat 7 science data users handbook. Technical report, National Aeronautics and Space Administration, 2011. URL http://landsathandbook.gsfc.nasa.gov/
Renfrey B. Potts. Some generalized order-disorder transformations. *Proc. Camb. Philos. Soc.*, 48:106–109, 1952. doi: 10.1017/S0305004100027419.

Jonathan K. Pritchard, Mark T. Seielstad, Anna Perez-Lezaun, and Marcus W. Feldman. Population growth of human Y chromosomes: a study of Y chromosome microsatellites. *Mol. Biol. Evol.*, 16(12):1791–1798, 1999.

Scott A. Sisson, Yanan Fan, and Mark M. Tanaka. Sequential Monte Carlo without likelihoods. *Proc. Natl Acad. Sci.*, 104(6):1760–1765, 2007. doi: 10.1073/pnas.0607208104.

Robert H. Swendsen and Jian-Sheng Wang. Nonuniversal critical dynamics in Monte Carlo simulations. *Phys. Rev. Lett.*, 58:86–88, 1987. doi: 10.1103/PhysRevLett.58.86.

Tina Toni, David Welch, Natalja Strelkowa, Andreas Ipsen, and Michael P. H. Stumpf. Approximate Bayesian computation scheme for parameter inference and model selection in dynamical systems. *J. R. Soc. Interface*, 6(31):187–202, 2009. doi: 10.1098/rsif.2008.0172.

Gerhard Winkler. *Image Analysis, Random Fields and Markov Chain Monte Carlo Methods: A Mathematical Introduction*. Springer-Verlag, Berlin Heidelberg, 2nd edition, 2003.