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Abstract—Drug development is an expensive and time-consuming process where thousands of chemical compounds are being tested in order to find those possessing drug-like properties while being safe and effective. One of key parts of the early drug discovery process has become virtual drug screening - a method used to narrow down search for potential drugs by running computer simulations of drug-target interactions. As these methods are known to demand huge amounts of computational power to get accurate results, prediction models based on machine learning techniques became a popular solution requiring less computational power as well as offering the ability to generate novel chemical structures for further research. Deep learning is to stay in drug discovery but has a long way to go. Only in the past few years with increases in computing power have researchers really started to embrace the potential of neural networks in various stages of the drug discovery process. While prediction methods promise great perspective in the future development of drug discovery they open new questions and challenges that still have to be solved.

Index Terms—virtual screening, deep learning, drug discovery

I. INTRODUCTION

Virtual screening (VS) is a computational field that has emerged in the past two decades as an aid to conventional experimental drug discovery by using statistics to estimate unknown bio-interaction between compounds and biological targets, usually proteins [1]. VS is a search for compounds with a defined biological activity using a computation model. Molecular compounds are filtered through a progressive series of tests which determine their physio-chemical properties, bioactivity, effectiveness and toxicity for later stages of drug discovery process. “With the emergence of supercomputers, we can analyze in more depth the natural laws of life on Earth, including the metabolic processes of complex diseases like cancer. We can analyze data obtained from high-throughput genomic and proteomic tools, solve systems with millions of linear equations, and analyze graphs that represent thousands of genes and proteins” [2]. There are numerous examples where drug discovery systems can be seen as complex adaptive systems with nonlinear emergent behaviour that is hard to predict [3] due to its sensitivity to small structural modifications having hugely different effect (“activity cliff”) or unknown interdependencies and gene expression influences. This is inherently also a limitation and challenge for virtual screening methods, along with others that will be mentioned in this review. Methods of virtual screening use structural models of compounds and target proteins, their physio-chemical properties, bioactivity and experimentally verified bio-interaction data to leverage predictive behavior. Although the drug production process still remains expensive and time-consuming due to a high proportion of failures in clinical trials [4] (in 2020, FDA didn’t approve 42% of drugs for rare diseases and 58% for substantial improvements for serious diseases) some impressive technological leaps were seen during the past few years. Mostly powered by artificial intelligence(AI) and ever-growing omics databases, new computational methods for early phase drug discovery that are developed will be presented in this article. One of key challenges in comparing different AI methods is lack of universal benchmarking datasets by which the scientific community can more precisely compare performance results. Another limitation of deep learning models is that most training/validation sets are still based on handcrafted features or predefined descriptors which makes structural information extraction more difficult from raw inputs. Besides that, most deep model architectures are not initially suited for molecular data representation so researchers have to transform data into more appropriate forms [5] or develop novel architectures for more accurate molecular representation(e.g. graph neural network [6]). Deep learning methods have improved different aspects of drug discovery like molecular design, chemical synthesis planning, macro-molecular target identification or protein structure prediction [7].

Fig. 1. Computational prediction of biological activity is still a very challenging task with high rates of false positives and negatives. Some compounds that can be developed into drugs are never identified as drug-like or lead-like compounds. On the other hand, some compounds that have very strong biological activity do not possess drug-like properties, for example they are toxic for humans.
Molecules or new chemical entities (NCEs) with low or medium affinity are referred to as “hit” compounds and compounds with sub-optimal target binding affinity are “lead” compounds. Lead compounds are just first iterations of a molecule that is going to be further researched and possibly approved as a drug. To be chosen for further development a lead compound show have following properties: (i) relatively simple chemical features (e.g. suitable for combinatorial/medicinal chemistry optimization, no or few chiral centres), (ii) well-established structure-activity relationship (property where similar compounds or chemical groups share similar biological activity), (iii) favourable absorption, distribution, metabolism, excretion, and toxicity (ADME) [8] properties and favourable patent situation for commercialization of discover compounds [9].

II. VIRTUAL SCREENING

During the hit discovery phase of drug development there are two main approaches: identification of novel bioactive compounds for a target protein and identification of new targets for known bioactive compounds, which are mostly drugs but not exclusively [10]. Identification and validation of disease-causing genes that are viable as drug targets are key challenges of drug discovery [11]. On the other side is development of novel compounds that are targeting disease-related protein or repurposing currently approved drugs for treatment of different diseases.

In the drug discovery pipeline, virtual screening comes before an experimental screening procedure, reducing a set of researched chemicals to only potentially active and drug-like combinations. This is where VS has great potential to reduce the time and cost required for high-throughput screening [12]. It is a knowledge based method for which prior knowledge about data is necessary. Based on used input features VS methods can be grouped into three categories: structure-based, ligand-based and proteochemometric modeling (PCM) [7] which just recently advanced so much it can be considered a standalone category. Structure based VS methods use 3D structure of targets and compounds to model target-compound interactions while ligand-based VS methods use molecular properties of compounds, which are mostly non-structural descriptors [10]. Ligand-based VS is based on the hypothesis that structurally similar compounds have similar biological activities [13], usually expressed as quantitative structure-activity relationship (QSAR). Its approach consists of finding a compound that is active against some target and using similarity-based techniques to find similar compounds from a library of compounds or by searching chemical space [14] in case of de-novo drug design to identify candidates for further screening process. On the other hand, PCM approach models the interaction by combining non-structural descriptors of both compounds and targets at the input level.

III. DESCRIPTORS AND FEATURES

Each VS method uses different biological, topological and physio-chemical properties of compounds and targets combined with the experimentally validated bioactivity data to predict biological activities [10]. For the task of VS it is important to vectorize compounds and targets to get their appropriate computational representation. For quantum mechanical and biophysical datasets, the use of physics-aware featurizations can be more important than the choice of a particular machine learning algorithm [15]. A well defined descriptor should faithfully represent intrinsic physical and chemical properties of the corresponding molecule. This kind of representation enables statistical models and neural networks to learn and generalize the shared properties among the molecules that lead to the interaction between compounds and targets [10]. Molecular descriptors are numerical vectors representing compound’s features which are generated by algorithms based on geometrical, structural and physio-chemical properties of those molecules. Descriptors are categorized based on the dimensionality of information describing the molecule, which can get very large as there are more than a thousand different types of molecular descriptors in literature [16]. These extremely high dimensional vectors can be very challenging to work with, creating computational overhead and reducing prediction accuracy. It is known that adding features can improve prediction performance up to a certain point after
which it only decreases performance as more features are added to the model. This is known as a curse of dimensionality [17]. In order to cope with that drawback usually various dimensionality reduction techniques are employed.

3D structure models of proteins and compounds carry important information for determining their bioactivity and function. Currently there is only a small fraction of experimentally known 3D structures of compounds (small molecules) and human proteins, some structures partially and some completely known or predicted. One of the most complete and publicly available databases of such structures is RCSB Protein Data Bank (PDB) [18]. Most protein structures are predicted from their amino acid sequence with certain accuracy, and some popular methods for protein structure prediction are SWISS-MODEL [19] and I-TASSER [20]. Recently Google’s company DeepMind has released their neural network AlphaFold 2 for which they state that it solves the structure prediction component of the ‘protein folding problem’ [21]. They show that AlphaFold 2 can predict protein structures with atomic accuracy even when there are no known similar structures [22]. They have built AlphaFold Protein Structure Database where they provide open access to protein structure prediction of human proteome and some other usually studied organisms. Currently this is the most complete database of predicted 3D structures of human proteins, containing almost the entire human proteome (98.5% of proteins found in humans) [23]. Another project RoseTTA Fold inspired by DeepMinds network architecture incorporated a three-track neural network of (i) the 1D sequence level, (ii) the 2D distance map level and (iii) 3D coordinate level information [24]. RoseTTA Fold can also generate accurate protein-protein complex models from sequence information alone, without the need for a traditional docking of two proteins. Compound structures are much easier to obtain and most of them are available in public databases like DrugBank [25] while the rest is in private databases usually held by pharmaceutical companies.

Often researchers use already developed tools for other purposes to solve a drug-target interaction (DTI) prediction problem or use a different representation of their input data. For example, using natural language processing (NLP) methods [26] to represent molecular descriptors like DeepCPI [27] where they exploit latent features from large-scale unlabeled compound and protein data by combining feature embedding and deep learning methods. NLP techniques were used to extract useful features of compounds and proteins by representing compounds as “documents” and their basic structures as “words”, whereas protein sequences are represented as “sentences” and all possible three non-overlapping amino acid residues are “words”. After preparing compounds and proteins as language constructs they feed it to multimodal DNN classifiers to make DTI predictions.

IV. DRUG DISCOVERY AND DESIGN

A. De-novo drug design

Method of creating new chemicals with desired drug-like properties with the assistance of computational methods and artificial intelligence. Process of de-novo drug design can be formulated as data mining of chemical space, which is a descriptor space of all possible compounds. This process usually starts with a molecular fragment of low molecular weight that is screened against macromolecular targets, which are usually proteins. Molecular fragments can bind at one or more sites on the target protein and that is determined with the help of docking tools like AutoDock Vina [28]. Depending on their binding affinity these fragments can be a starting point for development of “lead” compounds. Molecular fragments which are chosen as “lead” compounds usually possess favourable physical, pharmacokinetics and toxicity (ADMET—absorption, distribution, metabolism, excretion, and toxicity) properties. While developing a molecular fragment into a production-ready drug, or fragment-to-lead optimization, fragment-based methods [29] use strategies like hot spot analysis, druggability prediction, structure-activity relationship (SAR) and applications of various machine learning methods for synthesising new compounds from drug-like fragments.

Largest in silico ligand–receptor docking run through the chemical library has recently been performed in 2019, for 170 million virtual compounds assembled from 130 chemical reactions [30]. Just to put that in perspective, the estimated cardinality of a chemical space is in the order of $10^{18}$ to $10^{200}$ molecules [31], depending on the set of constraints, and drug-like space is estimated between $10^{25}$ and $10^{60}$ molecules [32]. Largest publicly available chemical library is ZINC containing 2 billion compounds [33]. There are many proprietary and commercial databases with compound cardinality up to $10^{20}$ and $10^{9}$ respectively. Those libraries mostly contain distinct molecules because intellectual property laws imply that only newly-found molecules can be under commercial ownership. Data-handling on libraries this size is very challenging even in a cloud or HPC parallel environment as memory requirements...
and search times are increasing with the number of molecules in a library. For example, disk size required to save \(10^{20}\) molecules as SMILES is 200 000 TB in compressed format [34]. Techniques aimed at optimizing data-handling in large libraries are beyond the scope of this article and an interested reader can find more information about it from Merck’s Accessible Inventory (MASSIV) [35] which is currently one of the largest virtual molecule pools known to the public.

B. Drug repurposing

Besides discovering new drug candidates, another application of VS is repurposing current drugs for different treatments. Main advantage of screening approved compounds for potential target proteins is that their drug-likeness, bioactivity and non-toxicity are clinically confirmed [36]. Recent approaches to drug repurposing besides conventional chemical similarity and molecular docking use novel approaches in the spirit of systems biology. This means incorporating genomic, proteomic and transcriptomic data in construction of datasets and workflows. Researches now use disease networks which scrape data from various sources to create multilayer networks of known disease interactions (KEGG pathways, text mining) [37], create Connectivity Map gene expression signatures from mRNA expressions [38] and transcriptomic data [39].

V. MACHINE LEARNING APPROACHES

Most machine learning approaches can on a high level be described through four steps: data cleaning and preprocessing, feature extraction, model fitting and evaluation of results [40]. Some of those steps are more complex than the others, depending on the approach and problem that is trying to be solved. For example, feature extraction is very challenging in computational biology and chemistry because chemical reactions and atomic structures are hard to describe using numerical vectors. More on features and their numerical encoding can be found in chapter Features and descriptors.

Authors in [16] have divided VS methods based on the methodological utilization of the input properties in two groups: similarity-based methods and feature-based methods. Although there are multiple methods in the literature that are using both methodologies this still represents a valid description of general directions for machine learning approaches in VS. Similarity-based methods rely on the assumption that biologically, topologically and chemically similar molecules probably have similar bioactivity and biological functions, therefore, they have similar target molecules [41]. This assumption is only partially correct and should be regarded as such because sometimes very small structural changes can have a large effect on bioactivity and properties of those compounds. Similarity between two compounds is calculated by searching shared molecular substructures and isomorphism. Compound molecules are usually represented as SMILES [42] strings and targets are represented as genome sequences where alignment methods are used to calculate similarity. These methods are used to generate similarity matrices which are then used for machine learning models. Similarity methods are especially useful for clustering compounds with similar structure and biological properties. Similarity-based methods are suitable when problems involve heterogeneous data since they can combine different similarity matrices in the same model (e.g. similarity fusion). They are relatively simple to model but require a high number of similarity calculations so they are not computationally always feasible, especially on large datasets. Also, most existing similarity-based methods need to be retrained each time new drugs are approved and they can’t be directly used for novel drug discovery or when adding new targets. There are some novel methods like Weighted k-Nearest Neighbor with Interaction Recovery (WKNNIR) [43] that aim to solve those problems by using ensemble of DTI methods with different sampling strategies and interaction recovery to perform prediction upon a completed interaction matrix without the necessity of retraining and ability to detect previous false negatives.

Feature-based VS methods are based on numerical vector representation of compounds where each compound is mapped to a high dimensional vector which represents different physico-chemical and molecular properties of that compound. Typical workflow of feature-based VS consists of several steps: determining researched targets, finding appropriate compounds from databases of known interactions, generating feature vectors for targets and compounds and finally feeding those vectors to machine learning models to train it for prediction of target interactions. Generated feature vector of unknown compound is used as an input to ML model and output is either active or inactive against targets this predictive model was trained on [44]. Feature-based methods are more interpretable than similarity-based methods as they can reveal intrinsic properties of targets and compounds leading, making it easier to identify which features play critical roles in DTIs [10]. Problem specific features can also be determined (computationally or heuristically) and selected for prediction models to get more accurate results.

It should be noted that the downside of feature-based methods, and generally most machine learning methods in DTI prediction, is the very difficult construction of a negative training set with negative samples. Databases mentioned in this article contain experimentally validated DTIs which are interacting and they are substantially more numerous than non-interacting pairs. This can lead to a class imbalance problem which results in a bias towards class with most training samples, so DTI prediction models often suffer from a high number of false positive (FP) predictions [10]. Researchers very often create negative training sets by randomly selecting pairs from sets excluding interacting pairs. It is obvious that this method is inherently problematic as some of those pairs can be interacting but their interaction is not yet known. There are some datasets in literature [45] of negative example sets for protein-protein interactions where they build two different subsets: (i) unbiased subset for cross-validated testing and predictive performance estimation which should generalize population level and (ii) subset for training predictive algorithms which is constructed to gain best predictive performance of algorithm,
to predict potential pharmacological similarity for any drug candidate in a unified way by integrating chemical, genomic and pharmacological data and combining it with known DTIs.

Another example of research that is utilizing biological networks for DTI is an in silico model of cancer called VINI. Tomić et al. [54] have developed a virtual screening framework which transforms the metabolic pathways of cancer from Kyoto Encyclopedia of Genes and Genomes [51] into the binding energy matrices. VINI is able to search libraries containing 3D structures and FASTA drug sequences of small molecules and protein-based drugs, to identify those with the highest binding energy to target molecules. The VINI model uses Autodock Vina software in the process of calculating binding free energy (ΔG) between receptors and small molecules, and molecular dynamics tools to calculate ΔG between receptors and protein-based drugs. By definition, ΔG has always negative values expressed in kcal/mol units, or zero value in case there is no binding between receptor and ligand. The lower are these negative values, the greater the inhibition of the receptor by ligand is. Although receptors can be any kind of chemical compounds, most common receptors in KEGG pathways are proteins. Unlike receptors, most researched drug candidates are usually small molecules composed of several to several dozen atoms with low molecular weight. In literature only a few protein drugs (1000-2000 atoms) were screened against KEGG pathways due to the extremely high computational resources demand of molecular dynamic tools (e.g. GROMACS [55]) needed to perform in silico protein-protein docking and calculation of their binding free energies and high complexity of producing drugs of such complicated molecular configuration.

Another example is the computational method DDR [56] where authors use a heterogeneous graph containing known DTIs with multiple similarities between drugs and between target proteins. They integrate a heuristic optimization process to obtain the best subset of similarity combinations for a nonlinear similarity fusion method. Similarity fusion is a process of combining selected similarity measures into one final composite similarity that contains information from its components.

As already stated, network-based models are very suitable for integrating heterogeneous data from different network models, sequencing data and various proteomic analysis into a single model capable of significantly improving personalized and precision medicine [57]. Those models are able to more faithfully represent a single patient’s biological environment and predict drug efficiency for that patient with significantly improved accuracy. There is an increasing gap between what is technically possible and what is allowed by privacy laws [58]. Labeled medical data of patients is subject to very strict privacy legislation so prediction systems should include confidentiality by design. One example of such a system is Swarm Learning [59] where authors are uniting decentralized machine-learning, edge computing and blockchain-based-peer-to-peer networking for detection of heterogeneous illness while maintaining confidentiality with the need for a central
interactions. InterPep [69] which is a tool for predicting protein-peptide groups of proteins to gain better prediction accuracy, like There are also studies that focus specifically on some sub-shortest path between homologous proteins in a PPI network. interacting protein pairs and sum of edge weights along the interacting protein pair, statistical propensities of observed sequence based features: sequence similarities to a known for homology-based PPI prediction use combination of three and free docking. Authors of web based service PSOPIA [68] docking based on a hybrid model of template-based modeling and free docking. Authors of web based service PSOPIA [68] for homology-based PPI prediction use combination of three sequence based features: sequence similarities to a known interacting protein pair, statistical propensities of observed interacting protein pairs and sum of edge weights along the shortest path between homologous proteins in a PPI network. There are also studies that focus specifically on some subgroups of proteins to gain better prediction accuracy, like InterPep [69] which is a tool for predicting protein-peptide interactions.

VI. DEEP LEARNING METHODS

Deep learning (DL) is a computational model composed of multiple processing layers capable of learning data representations with multiple levels of abstraction. Term “deep” defines a subset of machine learning methods that use multiple hidden neural network layers in their architecture layers [70]. DL models can detect intricate relationships and structure in large datasets by using the backpropagation algorithm [10]. Deep neural networks (DNNs) is an artificial computational architecture inspired by networks of neurons formed in the brain, a multilayer network that is represented as a graph with nodes representing neurons and edges representing neural connections. Basic example of feedforward DNN is multilayer perceptron - MLP but there are many other implementations and variations in literature. For example, deep convolutional nets and deep recurrent nets are improving state-of-the-art in speech and visual objects recognition, text analysis and also biological domains like drug discovery and genomics [71].

Most commonly used machine learning techniques for DTI prediction in literature past few years were variations of DNNs with multiple hidden layers [72] because of their ability to make better prospective predictions than random forest (RF) [73] or support vector machine (SVM) [74] which were commonly used methods in the early 2000s. This is actually a revival of neural networks because they were superseded by RF and SVM as more robust back at that time. Each layer of DNN captures specific features from multidimensional, often heterogeneous, data. They are capable of detecting higher-level abstractions from complex sets of features and identifying unknown structures and relationships from raw data in a hierarchical manner. Convolutional neural networks (CNNs) have gone a long way in image classification [75] so they are often used in VS when input data can be represented as an image or object with image-like features. In the next chapters of this review, deep learning models are categorized by the neural network architecture they implement.

A. Feedforward deep neural networks

Feedforward deep neural networks (FF-DNNs) are the first and simplest type of neural networks. Their nodes never form a cycle so information moves in only one direction, forward from input nodes, through hidden layer(s) to output nodes. Architectures like a single or multi layer perceptron are most common although there are architectures implementing a directed acyclic graph which means some input can skip hidden layers. Authors in [76] have used feedforward DNN to discover a molecule from the Drug Repurposing Hub [77] that is structurally as different as possible from conventional antibiotics while keeping the same biological activity so it can be used against a wide spectrum of resistant bacteria. Variation of FF-DNN called message passing neural network (MPNN) [78] was used to predict quantum properties of organic molecules which are otherwise computationally expensive to calculate because of a density functional theory (DFT) [79] modeling. Three different optimizations were used on MPNN architecture: adding additional molecule-level features from RDKit for large molecules, ensembling with different initial weights and hyperparameter optimization. This speed-up allowed authors to screen multiple chemical libraries in search for structurally distant molecules from known antibiotics.

B. Pairwise input neural networks

Pairwise input neural networks (PINNs) are a variation of neural networks where the input vector is a combination of both target and compound description vectors. There are some PINNs where a combination of input vectors is processed by the same connected neurons while others use separate groups of neurons for processing target and compound input vectors before they are merged together in a fully connected layer. Pairwise representation is inherently convenient for prediction of pairwise relations like DTI [10]. Authors in [5] used unsupervised learning to extract low-dimensional representation of input features which they embedded to a fixed low dimensional space. Amino acid triplets in proteins and compounds molecular structure were represented as word-
embeddings so natural language processing (NLP) techniques could be applied to extract hidden structures and relationships.

C. Convolutional neural networks

Convolutional neural network (CNN) is a neural network modeling approach inspired by neuroscience to imitate images within the visual cortex. In the visual cortex neurons respond to stimuli in their receptive fields, with some neurons overlapping their parts of their receptive fields. CNN architecture is especially adapted to multidimensional input obtained from image pixels, where each hidden layer is recognizing certain critical features such as lines or objects. CNNs ability to exploit spatial or temporal correlation in data makes CNN techniques very suitable for usage in computer vision and voice recognition [80]. Facebook’s Mask R-CNN has outperformed all single-model entries on every task in image instance segmentation, bounding-box object detection and person keypoint detection [75]. Several studies have employed already developed image recognition CNN models for the purpose of virtual screening, biology activity or toxicity predictions, representing input data as images. Authors in [81] represented each compound as an 80x80 pixel image based on their 2D drawing from chemical databases. These images coupled with their biological properties were fed as input to CNN for classification. Model was used for prediction of toxicity, biological activity and solvation free energy. In other research, authors represented drug molecules as 2D graphs with atom features and fed it to CNN to learn molecular features from molecular graphs. These molecular features were used as a dataset for training other prediction models [82]. Their motivation was to significantly lower the amount of data required to make meaningful predictions in drug discovery applications. It was implemented as one-shot learning architecture combining iterative refinement long short-term memory and graph convolutional neural network, which is described in more detail in a separate section. Besides the need for large amounts of training data CNN’s main drawback is its inability to model potential relationships between distant atoms in a raw molecule sequence. Authors in [83] have used a combination of CNN and self-attention mechanism [84] (concept initially developed for natural language representation learning) to overcome short backs of CNN for prediction of commercially available antiviral drugs that could act on SARS-CoV-2 virus. In another example, authors used atom and amino acid embeddings in creating vector representation of protein-ligand complexes further processed by CNN [85]. Here they are using CNN to boost the docking process for virtual screening, which is usually performed by docking software like AutoDock Vina or Dock.

D. Recurrent neural networks

Recurrent neural networks (RNN) is a type of deep learning architecture designed specifically to handle sequential data which has achieved great success in fields like NLP and voice recognition. Main difference between FF-DNNs and RNN is that in deep learning methods that follow feedforward architecture there is no connection between nodes in the same hidden layer, only between nodes of different adjacent layers. In RNN architectures there is also a connection between nodes in the same hidden layer which enables them to process sequential information by affiliating adjacent hidden nodes with each other and capturing the calculated information from previous time slices and storing it for the subsequent processing. Authors in [86] used RNN containing long short-term memory (LSTM) cells for de novo drug design. It captured SMILES string molecular representation and learned probability patterns that were used for generation of new SMILES strings. By employing transfer learning this RNN architecture can be fine-tuned for specific molecular targets. In transfer learning the model is keeping information from the previous target while tasked to solve a different but related and yet unseen target. Authors in [87] are using RNN to generate novel molecules with some desirable properties, fine-tuning it through augmented episodic likelihood. NN was tested through three step assignment: (i) generating sulfur-free molecules, (ii) generating analogues of the drug Celecoxib and finally (iii) generating novel compounds against an assigned target with 95% of them predicted to be active.

E. Restricted Boltzmann machine (RBM)/Deep belief networks (DBN)

Restricted Boltzmann machine is a variation of the single-layer model Boltzmann machine [88] in which neurons from visible and hidden layers must form a bipartite graph. “Restricted” implies that they have symmetric connection between them but there are no connections between nodes inside the same layer which allows usage of more efficient training algorithms like gradient-based contrastive divergence algorithm or likelihood gradient [89]. By “stacking” RBMs into a deep belief network (DBN) they can be used in deep learning, where usually gradient descent and backpropagation are used for fine-tuning the results. Authors in [90] trained individual RMB for each target and integrated them together into a final model. Main goal of this architecture was to incorporate a heterogeneous set of compounds and targets with different DTIs into a single multidimensional prediction model. They divided interactions as direct and indirect, where physical binding of a compound molecule to a protein is considered direct interaction and all other interactions are considered indirect, for example changing expression levels of genes responsible for encoding target proteins. On the other hand, authors in [70] grouped all target proteins in the same group to train a single predictive model. They only later after training decoupled their model to test the ability of DBN in abstracting of the input data and generating more informative representation in each succeeding hidden layer. They used each layer’s representation to train a simple logistics regression model to predict DTIs. Accuracy of the logistic regression model was getting higher as the hidden layer used for training was deeper in DBNs architecture. This indicated that each hidden layer in DBN was generating more informative and meaningful representation of input data.
Graph convolutional neural networks (GCN) achieved remarkable success during the past 10 years in various domains of bioinformatics. They were developed through efforts to generalize a convolution operator on non-Euclidean structured data, which are in this case graphs. Authors in [91] point out that graph-based representation of molecules has several advantages over descriptor-based molecule representations: it extracts features with respect to structure of the data and it can automatically extract features from raw input instead of hand picking features and thus potentially leaving out important information or creating bias. GCN found their applications in molecular property and activity prediction, interaction prediction, synthesis prediction and de-novo drug design [1]. Two main approaches to building GCN for virtual drug screening are distinguished by their definition of convolution: spatial and spectral GCN. Spatial GCN formulates convolution in spatial domain by summing up all features vectors of neighborhood nodes in a graph, while spectral defines convolution in the graph spectral domain [92]. Spatial convolution constructs convolution explicitly in the vertex domain. Representation of a single node is updated by recursively aggregating information from its neighborhood nodes. Spectral convolution takes variation of Fourier transformation as the basis for signals defined on a graph, typically focusing on the properties of the graph Laplacian matrix. Authors in [93], [94] used GCNs to overcome common challenges of traditional machine learning used for DTI prediction which are: (i) extensively large chemical space on which search for drug-like compounds is performed, (ii) interaction prediction is usually defined as binary classification problem (e.g. compound is either active or inactive for a single target) making it ineffective for screening against new targets and (iii) lack of biological interpretation.

Generative deep neural networks

Besides processing labeled data in supervised learning, DNNs can be used for analyzing non labeled data in an unsupervised learning process. This is usually achieved with two NNs (e.g. DBN) which act like encoder and decoder, where former maximizes its classification accuracy and latter is maximizing its discrimination accuracy. Most often seen generative neural networks in literature are variational autoencoder (VAE) and adversarial autoencoder (AAE). Main difference between these two approaches is in the way they compute loss in latent representations. VAE relies on Kullback–Leibler divergence [95] between distribution obtained from the encoder and prior distribution of input data - we would like to get latent distribution as close to gaussian prior as possible. On the other hand, adversarial AE uses a different approach for getting the term minimized adversarially. AAE achieves the same result by sending samples from latent (“fake”) distribution and samples from a gaussian distribution (“real” samples) to a discriminator which should learn to produce samples similar to prior gaussian distribution. Authors in [96] have used deep generative adversarial network (GAN) [97] called druGAN to demonstrate a proof-of-concept for adversarial autoencoder (AAE) used to identify new molecular fingerprints with predefined anticancer and drug-like properties. They show improvement over variational autoencoder (VAE) in terms of adjustability and capacity of processing large molecular sets. Autoencoders have been commonly used for molecular feature extraction purposes while building prediction models for DTI. Various types of autoencoders have capabilities of extracting important features from high dimensional feature space describing targets and compounds, allowing researchers to get better results with sparse datasets [98]. There are many examples in recent literature [99] [100] of researchers using autoencoders to extract favourable features from molecular descriptors which they later use for synthesis of novel compounds with the same features through generative adversarial networks. Authors in [101] used generative adversarial autoencoders (AAE) for generating novel molecular fingerprints with a defined set of parameters. NCI-60 cell line was used to train AAE with input and output defined as a combination of binary fingerprint vector and log concentration of the molecule. Additional neuron was added to control growth inhibition (GI) percentage which indicates reduction in the number of tumor cells if its value is negative. AEE was trained on MCF-7 cell line assay data for 6252 compounds based on their log concentration, molecular fingerprint and GI data. AEE and decoder were used to generate 32 descriptor vectors containing molecular fingerprint, GI value and concentration. This set of vectors was later screened against 72 million compounds from Pubchem [102] where top 10 hits with maximum likelihood function were filtered. Pubchem BioAssay database [103] was used to identify compounds with biological and medical relevance and it was discovered that trained AEE generated some very similar compounds to those that are known to have anticancer activities, mostly similar to anthracyclines.

Explainable AI in drug discovery

DNNs are often limited in their usability due to their black-box nature so different model interpretations were developed for better understanding of the inner-process of training NN and their prediction results [104]. Explainable, or sometimes referred to as interpretable, artificial intelligence is a collection of methods developed to gain better insight in the training and prediction process of deep learning algorithms. There are several properties of explainable artificial intelligence that are favourable in drug discovery process: (i) transparency (knowing how certain result was reached, e.g. which features play major role), (ii) justification (reasoning why that answer was provided by the model), (iii) informativeness (ability to provide additional, previously unknown, information for human operators) and (iv) uncertainty estimation (quantified measure of how reliable is models prediction) [105]. There are many domain-specific challenges in building explainable AI for drug discovery - first of all, drug discovery has inherently problematic modeling of raw data. Unlike image recognition or natural language processing, molecules don’t have complete and raw data representation. It is still not clear which is the best molecule representation and
often it is very dependent on the domain of application. This choice of molecular representation becomes a limiting factor in performance and explainability of the model. Molecular representation determines which properties can be explained and which chemical information can be retained (for example, if we represent a molecule with its physicochemical properties then the model can only be interpretable in a regard to those specific properties) [106].

VII. CONCLUSION AND FUTURE CHALLENGES

Appeal of applying artificial intelligence in the drug discovery process is in its potential to build data-driven models from vast datasets generated from high throughput screening (where hit rates are only 0-0.1%) and to prioritize alternative variations. In the beginning this implies synergy of machine and human intelligence in a specific domain where machines augment capabilities of medicinal chemists in early phases of drug design and selection. Ultimately, the goal is to develop a model capable of autonomously generating new chemical entities (NCEs) of desired properties without the need for human intervention and expensive high throughput screenings. From Schneider et al. [107] perspective AI-aidered drug design should provide questions to five ‘grand challenges’ in order to be successful in its mission. Those grand challenges are: “obtaining appropriate datasets, generating new hypotheses, optimizing in a multi-objective manner, reducing cycle times and changing the research culture and creating appropriate mindset”. Authors point out that input dataset are key factors when evaluating predictive models and whether those dataset were collected with the final goal in mind. In most cases the relationship between in vitro and in vivo tests for animal and human patients is not clearly established so models built on surrogate data have inherent limitations. This extends to designing high-throughput screening datasets, protein structure prediction and appropriate meta-data and annotations in databases. There is a lot of work ahead for researchers, with high necessity for interdisciplinary collaboration in order to harvest the full potential of new predictive methods in drug discovery.
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