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Abstract

The overheads of classical decoding for quantum error correction grow rapidly with the number of logical qubits and their correction code distance. Decoding at room temperature is bottle-necked by refrigerator I/O bandwidth while cryogenic on-chip decoding is limited by area/power/thermal budget.

To overcome these overheads, we are motivated by the observation that in the common case (over 90% of the time), error signatures are fairly trivial with high redundancy / sparsity, since the error correction codes are over-provisioned to be able to correct for uncommon worst-case complex scenarios (to ensure substantially low logical error rates). If suitably exploited, these trivial signatures can be decoded and corrected with insignificant overhead, thereby alleviating the bottlenecks described above, while still handling the worst-case complex signatures by state-of-the-art means.

Our proposal, targeting Surface Codes, consists of:

1. A lightweight decoder for decoding and correcting trivial common-case errors, designed for the cryogenic domain. The decoder is implemented for SFQ logic.
2. A statistical confidence-based technique for off-chip decoding bandwidth allocation, to efficiently handle rare complex decodes that are not covered by the on-chip decoder.
3. A method for stalling circuit execution, for the worst-case scenarios in which the provisioned off-chip bandwidth is insufficient to complete all requested off-chip decodes.

In all, our proposal enables 70-99+\% off-chip bandwidth elimination across a range of logical and physical error rates, without significantly sacrificing the accuracy of state-of-the-art off-chip decoding. By doing so, it achieves 10-10000x bandwidth reduction over prior off-chip bandwidth reduction techniques. Furthermore, it achieves a 15-37x resource overhead reduction compared to prior on-chip-only decoding.

1. Introduction

Quantum computation is a revolutionary information processing model that takes advantage of quantum mechanical phenomena. Quantum computers leverage superposition, interference, and entanglement, and this potentially gives them a significant computing advantage in solving intractable problems in domains of critical interest.

In today’s Noisy Intermediate-Scale Quantum (NISQ) [33] era of quantum computing, machines suffer from high error rates in the form of state preparation and measurement (SPAM) errors, gate errors, qubit decoherence, crosstalk, etc. While in the near-term we will continue to target NISQ-favorable applications such as variational quantum algorithms [18, 31], the long-term goal is to achieve quantum advantage on large-scale
quantum algorithms like Shor’s Factoring [36] and Grover Search [21]. While quantum devices will continue to improve, qubit error rates, even in the farther future, will be insufficient to directly run these large scale applications which demand high accuracy. Therefore, they will require fault-tolerant systems [28] via quantum error correction (QEC), in which logical qubits are constructed from a collection of physical qubits in a way that the former performs many orders of magnitude better than the latter [19].

The crux of QEC lies in qubit redundancy and classical support via error detection, decoding and correction. Qubit redundancy, via mapping a large number of physical qubits to a single logical qubit, means that for physical qubits with reasonable error rates, the qubits with physical errors are fairly sparse in space and time. When errors are sparse, the corresponding error signatures for each logical qubit are often trivial (i.e., low Hamming weight) and can be accurately deciphered by a classical decoder with relative ease, far from utilizing its full decoding capabilities, and the appropriate corrections can be added to the erring qubits. On the rare occasion when physical errors inopportune congregate, the resulting complex error signatures can be more difficult to decode (and sometimes impossible for a given error code specification), thus requiring the decoder to use its decoding capabilities to the fullest. Accounting for these rare cases is still critical because incorrect error signature handling will result in logical errors that condemn the quantum computation, and likely the entire application. Thus, to avoid the costly worst-case ramifications of failed application executions, it is expected that a) qubit redundancy will be set as high as possible so that complicated errors are rare, and b) decoders will be designed for highest accuracy, at correspondingly high resource cost, to near-perfectly decipher the even the rare complicated error signatures. But designing for the extremely scarce worst-case, while clearly important (as discussed above), means that there is significant under-utilization of QEC resources and their capabilities in the more common trivial scenarios, thus presenting opportunity for optimizations and improvements. Inspired by Better Than Worst-Case (BTWC) designs in the classical computing world [2, 10], this work utilizes BTWC for quantum error correction to leverage the aforementioned opportunity.

Now, we dive deeper into the resource constraints of QEC decoding, which is traditionally pursued via two alternate approaches. The first, and more thoroughly studied, approach is off-chip decoding, in which the decoding is performed at room temperature via software [15], FPGAs [12] or custom hardware [13]. Off-chip decoding, shown in blue in Fig.1, can require multiple Gbps of off-chip error data transmission per logical qubit [13], due to high coded qubit redundancy coupled

---

1Coined by reputed computer architec Bob Colwell of Pentium fame.
with execution latency constraints [22]. Provisioning for such considerable bandwidth at the quantum-classical interface (i.e., between the cryogenic refrigerator and room temperature) is a serious scalability challenge due to limited I/O wiring. The second approach, which has been more recently proposed, is on-chip decoding [22, 45] at cryogenic temperatures. While this alleviates the I/O bandwidth constraint, cryogenic classical controllers located inside the refrigerator are subject to area, power and thermal dissipation constraints. To meet these constraints, on-chip decoding is limited in its accuracy — thus, achieving the target logical error rates for long-term quantum goals, via on-chip decoding alone, will be challenging.

Both these approaches suffer from the bottlenecks discussed above because they are provisioned to handle the rarely occurring / worst-case complex error signatures (albeit with different accuracy). The fundamental insight in our proposal, inspired by BTWC philosophy, is to decouple the handling of the common trivial error signatures from the handling of the rare complex error signatures. We propose a low overhead on-chip ‘Clique’ decoder tailored to Surface Codes [6] that will identify and handle trivial errors, which are a high fraction of the total error signatures (over 90% in most scenarios). Surface Codes, which are among the most promising QEC codes due to their high error thresholds, are particularly amenable to trivial-case lightweight decoding due to their high locality [19]. In addition to the Clique decoder, we propose optimizations that gracefully hand over the rare complex error signatures to any highly accurate state-of-the-art off-chip decoder (we use Minimum Weight Perfect Matching [15]), in a manner such that the provisioned off-chip transfer bandwidth is minimized while accounting for other execution constraints. As shown in Fig.1, our proposal is uniquely positioned to mitigate both the I/O bandwidth bottleneck as well as the chip power/area/thermal bottleneck, and is thus a critical step towards a practical scalable future for quantum error correction.

In summary, we propose Better Than Worst-Case (BTWC) Decoding for Quantum Error Correction, targeting Surface Codes, consisting of three components that are described below and illustrated summarily in Fig. 2:

1. **On-chip Clique Decoder:** An extremely lightweight decoder to detect, decode and correct the common-case isolated errors, designed for the cryogenic domain. We implement and evaluate the decoder for SFQ logic.

2. **Statistical Off-chip Bandwidth Allocation:** A statistical confidence-based technique for off-chip decoding bandwidth allocation, to efficiently handle the rare complex codes that are not covered by the Clique Decoder.

3. **Decode-Overflow Execution Stalling:** A method for stalling circuit execution, by means of idle gate insertion, for the worst-case scenarios in which the provisioned off-chip bandwidth is insufficient to complete all requested off-chip decodes.

Key results and insights:

1. In all, BTWC Decoding enables 70-99+% off-chip bandwidth elimination across a range of logical and physical error rates, without significantly sacrificing the accuracy of state-of-the-art off-chip decoding.

2. By doing so, it achieves 10-10000x bandwidth reduction over prior off-chip bandwidth reduction technique AFS [13].

3. Furthermore, it achieves a 15-37x resource overhead reduction compared to prior on-chip only decoding NISQ+ [22].

4. Most importantly, we showcase that BTWC design is a critical step towards a practical scalable future for quantum error correction. While we focus on decoding for surface codes, this work opens new directions of research to design new decoders, handle different coding schemes, managing on-chip vs. off-chip trade-offs, and so forth.

2. Background

2.1. QEC Overview

We refer the reader to prior resources on general quantum computing background [16, 27], and limit ourselves to Quantum Error Correction (QEC) overview here. QEC uses redundancy along with fast and accurate classical processing capability to improve the observed error rates of qubits, thereby improving the fidelity of quantum applications which execute on them. QEC encodes each logical qubit into a block of physical data qubits. Further, ancilla qubits are appropriately entangled with each block of data qubits to obtain information about the errors on the data qubits. The ancilla qubits are repeatedly measured to produce classical error signature bits (called ‘syndromes’), without destroying the quantum state of the corresponding data qubits. In fact, the act of ancilla measurement discretizes the data qubit errors into a set of Pauli errors — i.e., the errors on the data qubits will be an X (bit-flip), Z (phase-flip), Y (both bit and phase flips), or I (no change). A decoder is then used to try to decipher the error signature and identify the location and types of errors occurring on the data qubits. This information is then used to add the appropriate corrections to the data qubits. If the decoding is performed accurately, then the quantum execution will continue error-free, potentially allowing large-scale quantum problems to be effectively tackled. If the physical qubit error rates are lower than some threshold (which depends on the error code and the decoder), then increasing the size of the physical data qubit block, which maps to a logical qubit, will monotonically decrease the logical error rates [1].

2.2. Surface Codes

Surface codes are among the most promising QEC codes, at least for the immediate future, since they have high thresholds allowing for nearly 1% physical qubit error [19]. Further, they require only nearest neighbor physical connectivity — they encode each logical qubit into a 2-dimensional lattice of alternating physical data and parity (ancilla) qubits, and are therefore amenable to the practical quantum topologies of today [12]. The number of physical data and parity qubits...
Figure 3: Distance 3 rotated surface code detecting a Z error on the central data qubit D (highlighted in red) by flipping the neighboring X ancillas (highlighted in yellow).

per logical qubit grows quadratically with the code distance ‘d’. The code distance is instrumental in setting logical error rates, since the shortest physical error chain that fundamentally cannot be corrected in surface codes is a sequence of ‘d’ errors. Note that chains shorter than length ‘d’ could also lead to errors if the decoding is performed incorrectly which motivates the use of highly accurate heavy-weight decoders.

An example of surface code for a code distance of ‘d=3’ is shown in Fig.3. The white circles ‘D’ represent the data qubits, while the green ‘X’s and blue ‘Z’s are parity/ancilla qubits. An error which discretizes to a ‘Z’ error on the highlighted red qubit D would be detected by the diagonally adjacent ‘X’ parity qubits, which are highlighted in yellow. Similarly, ‘X’ errors will be detected on the ‘Z’ parity qubits, and ‘Y’ errors will be detected on both. These errors are detected through stabilizer circuits, which entangle the parity qubits with the data qubits - more details can be found in previous work [19].

Some points to note: First, the surface code shown in the figure is known as the rotated surface code, which is a more compact representation and reduces the total physical qubit and gate overheads and is thus preferred. Second, the corner data qubits and some edge parity qubits have fewer connections compared to other data / parity qubits respectively, which leads to some minimal differences in how they are processed. Third, the parity qubits can produce incorrect error signatures if other errors such as temporally transient measurement flips occur. Additional redundancy over time (by combining multiple rounds of measurement) is required for robustness against these measurement error scenarios.

2.3. Online QEC Decoding Scalability Constraints

Decoding and error correction should be performed in real-time primarily for two reasons. First, even though errors can be commuted through many gates (refer Fig. 12 in [19] for examples), meaning that those corrections can be applied after the fact, errors cannot commute through T-gates without some conditional S-gate corrections. And these corrections are dependent on the history of error signatures before the T gate (Fig. 30 in [19]). Second, even in the absence of T gates, the logging of syndrome bits and their frequent updates is an arduous task with high memory overheads for larger circuits. Thus, error decoding is expected to be performed in real time and corrections are to be applied every cycle or at least on every cycle prior to T-gates.

It is worth pointing out that quantum computations can technically be stalled prior to T gate execution but unless decoding bandwidth is provisioned to be sufficiently greater than the average rate of syndrome generation, the decoding backlog [22] will continue to accumulate every cycle. We dive deeper into this in Section 5.

Thus, on the one hand, online decoding has tight latency constraints. On the other hand, the amount of error signature data which needs to be processed per-qubit, every cycle, can grow cubically with the code distance (d² with qubits, and an additional d with measurement rounds). Thus, there is clearly a scalability challenge. Not only does the error signature data grow considerably for more qubits and lower logical error rates, but the decoder complexity to accurately decipher these signatures also has high resource cost.

Off-chip decoding, in which the decoding is performed at room temperature will suffer a bandwidth bottleneck due to the multiple Gbps of syndrome transmission bandwidth required per logical qubit [13]. Provisioning for such considerable bandwidth is a serious scalability challenge due to limited I/O wiring. Over-clustering of I/O wires can lead to thermal and leakage issues which will further worsen error rates. While prior work [13] proposes compression techniques to reduce decoding bandwidth, the scope / benefits can be limited and implementation can be challenging (detailed and quantified in Section 7.2).

On-chip decoding [22, 45] at cryogenic temperatures alleviates the bandwidth bottleneck, but cryogenic classical controllers located inside the dilution refrigerator suffer from a resource bottleneck in terms of area, power and thermal constraints and thus, they will have to be limited in their decoding capabilities. We show detailed cost comparisons in Section 7.4.

2.4. Cryogenic Classical Control

Quantum devices within dilution refrigerators require cryogenic classical control to perform numerous functions. The controllers handle signal generation to run pulses on each qubit as well as qubit measurement readout and their propagation out of the fridge.

One technology suited to the cryogenic environment is Single Flux Quantum (SFQ), which (despite its name) is classical logic implemented in superconducting hardware. SFQ logic has been touted as a good candidate for achieving energy efficient and high performance circuits [29]. They are made of Josephson Junctions, which are superconducting devices that
exhibit the Josephson effect — indefinitely long current without any applied voltage. More recent versions of SFQ logic family include (Energy-efficient Rapid) ERSFQ [23]. The propagation delay through these devices is in pico-seconds, while each switching action consumes 2-3 orders of magnitude lower than that of the cryo-CMOS devices. Synthesizing for SFQ has different challenges and constraints compared to CMOS and therefore requires its own family of EDA tools [29].

3. Motivation: BTWC for QEC Decoding

Better Than Worst-Case design is a design philosophy that decouples design for correctness and design for performance and is often pursued in both research and industry, especially in the context of handling classical errors such as those stemming from process variation, timing guard bands and thermal fluctuations [2]. Traditional worst-case design constructs systems with guarantees of correctness and robust operation, which often results in other limitations, such as performance or high resource overhead. Better Than Worst-Case designs, on the other hand, achieve high performance and/or low resource cost in the common / average-case and can be designed to gracefully fall back onto the robust worst-case design for the uncommon / worst-case.

We find this philosophy directly applicable to quantum error correction, simply because the quantum error codes and decoders are provisioned to be robust against very rarely occurring errors so that the target logical error rate is achieved (which is often many orders of magnitude lower than the physical error rate). In these designs, failure is expected to occur only in scenarios which are beyond the capability of the code or the decoder, such as when a chain of errors occurs with length longer than code distance ‘d’ (as discussed in Section 2). It is intuitive that if the physical error rate per qubit is ‘p’, then the probability of a chain of ‘k’ errors occurring is proportional to $p^k$ which is clearly $p^{1-k}$ times less likely than a single error.

This is reflected in Fig. 4 which shows QEC error signature distributions obtained over a billion trials for various target physical and logical error rates for one logical qubit (the noise model and simulation methodology are discussed later in Section 6). The columns in the figure show a particular combination of a physical qubit error rate, a target logical error rate, and the code distance required to achieve this. We show two logical error rates: 1E-5 and 1E-12. The former is suited to near-term advantage in applications like variational algorithms for molecular chemistry, while the latter is suited to long-term targets like search and factorization. The physical error rates chosen are: 5E-3, 1E-3 and 5E-4. The first is just below the error threshold for surface codes while the others are improvements we would expect to see over the next decade. Clearly the code distance needed at the higher physical error rates are high and vice-versa. Each column shows a breakdown of the error signature distributions, which are described below:

![Figure 4: QEC error signature distributions for various physical and logical error rates (for one logical qubit). When physical error rates are low and/or when code distance is low, the All-0s error signature fraction is generally high. The trivial Local-1s error signatures are fairly significant except in scenarios when physical error rates are low but target logical error rates are very high. The Complex error signatures are fairly rare except when physical error rates are very high and target logical error rates very low.]

① The green portions are the error signatures which are all zeroes, i.e. no error was detected in those cycles. When physical error rates are low and/or when code distance is low, the All-0s fraction is higher since errors are less likely to occur and/or there are a lesser number of physical qubits in the qubit block and thus lower errors in the block.

⑥ The blue portions (Local-1s) are the error signatures in which errors occur, but there are no error chains with length $\geq 2$ — all errors are isolated, making decoding fairly trivial (more on this in Section 4). The blue portions are fairly significant, except in Columns 3 and 5, which are scenarios in which physical error rates are low but target logical error rates are rather high (which is not very likely to be the case as we try to push the quantum frontiers). The relative ratios between the different instances can be inferred similar to the All-0s scenario.

⑧ The red portions (Complex) are the syndromes in which chains of errors occur — these are more complicated to decode and can require the full capabilities / resources of complex decoders. Note that the red fraction is fairly low (almost negligible in 4 out of 6 scenarios) except in Column 2, which showcases a rather impractical physical-logical error ratio conversion and code distance.

The takeaway from the above is that, in most practical scenarios, a high fraction of the syndromes ($> 90\%$) have error signatures that are trivial to decode and do not exercise the (full) capabilities of the decoder (i.e., the green and blue portions). This clearly motivates a BTWC system design to handle these trivial QEC decodes.

4. Clique Decoder

An overview of the Clique Decoder, as part of the overall BTWC QEC architecture, was shown in Fig. 2. In this section, we dive into its functionality and design, and illustrate some
4.2. Design for Detections, Decisions and Decodes

To achieve this functionality, the Clique decoder simply analyzes the syndromes from every local clique of ancilla qubits, as shown in Fig.5. The figure shows a \( d = 7 \) physical mapping for a single logical qubit. Observe the ancilla qubits highlighted in yellow and labeled ‘a’, ‘p’, ‘q’, ‘r’, ‘s’. For every such ancilla qubit ‘a’ that detects an error (creating an ‘active’ clique), the clique decoder checks the parity of errors on the surrounding neighbor ancilla qubits of the same type (i.e., ‘p’-‘s’). If the parity of the neighbors is even (i.e., none of them are set or two of them are set) for any active clique, then the decoder deems this to be a complex decode that should be sent off-chip. If the parity of the neighbors set is odd (i.e., one or three of them are set) for all active cliques, then the decoder deems this to be a trivial decode which can be handled on-chip. For example, in the event that only the ancillas ‘a’ and ‘p’ are set and ‘q’-‘s’ are not, then the data qubit ‘w’, which is their neighbor, has to be corrected. The logic performed is described in the pseudocode at the bottom of Fig.5.

A couple of points to note. First, the discussion above focuses on blue ‘Z’ type ancillas, but the same applies for green ‘X’ type ancillas as well. Second, the corner and edge qubits are treated a bit differently depending on their neighborhoods. Two examples of this are shown in the figure. The respective ‘a’ parity qubits in these examples have a thicker outline. For the example at the top right, the clique has only one neighbor (i.e., 1+1). This clique is a special case and is always trivial to decode, even if the neighborhood parity is even. An even parity here (i.e., neighbor is unset, indicated by hatch) will simply mean that the data qubit in pink, adjacent to the active syndrome, has to be corrected and complex decode is not required. For the example at the center right, the clique has two neighbors (i.e., 1+2). This clique is also a special case and is trivial to decode if both neighbors are unset (even though it would mean even parity), apart from the usual odd parity case. If both neighbors are unset (indicated by hatch), then one of the two data qubits in pink, adjacent to the active syndrome, has to be corrected and complex decode is not required. Interestingly, flipping either of the two data qubits in pink is equivalent and sufficient to correct the error! This is because two corrections are equivalent if they differ by a stabilizer. We leave interested readers to learn more about such scenarios from [19] (Fig.3 in the paper and related text). Other instances such as these are distributed over the corners and edges.

The Clique decoder is especially favorable for on-chip implementation due to its lightweight hardware - it is simply requires a few combinational logic gates per clique. The gate-level decision logic to decide whether a syndrome is trivial or complex is shown in Fig.6. The XOR gates are used to find the parity of the neighborhood and this is combined with the check on whether the clique is active or not. This logic is performed on each clique. Note that if even a single clique raises a COMPLEX output, then the syndromes are passed off-chip.
4.3. Handling Measurement Errors

Next, we discuss how measurement errors are handled. In Fig. 6, if we were not concerned about measurement errors, then ‘a’, ‘p’, ‘q’, ‘r’, ‘s’ in the figure would simply be the syndromes directly measured from the ancilla parity qubits. But in the presence of measurement errors, particular qubits could randomly flip on some measurement cycles as briefly noted in Section 2.2 (and illustrated in Fig. 2 in [19]). To avoid this, parity qubits are measured over multiple measurement rounds and those errors which stick across these rounds are considered data errors, while those which disappear are ignored as measurement errors (or self-corrected data errors). Clearly, the more rounds of measurement the better, similar to the spatial code distance argument. For the Clique decoder, our primary design uses two rounds of measurement but more rounds can be added at additional hardware cost. This is illustrated in Fig.7. In the figure, the subscript ‘i’ indicate the cycles over which the measurements are captured and logically combined together. The XOR is indicative of a syndrome flip over a cycle, and the overall logic checks if the initial flipped state persists across the rounds. If the flip has persisted over the rounds, then the error is likely to be interpreted as complex — the intuition for this is discussed in Section 4.4.

4.4. Decoding Intuition and Examples

Before we discuss the decoding decisions made by Clique, we first provide some decoding intuition that is fundamental to any decoder. There are usually multiple error configurations possible (caused by data, measurement, etc.) that could have produced a particular error signature. Any decoder usually chooses the error configuration with the minimum number of errors that could have produced the particular error signature. The reason for this follows the discussion in Section 3, that the occurrence of ‘n’ errors is roughly \( r \times (n-m) \) orders of magnitude less likely to occur than ‘m’ errors for \( n > m \), under the reasonable assumption that all qubits have similar error rates roughly equal to \( 10^{-7} \). If ties occur in terms of multiple error configurations with the same number of errors, then ties can be broken with more specific information about per-qubit error rates.

With the above intuition, we now show different error scenarios in Fig.8 and justify that the decisions made by Clique for trivial error signatures are equivalent to those made by a heavy-weight robust decoder, and for more complex scenarios, Clique accurately hands over to the robust decoder.

First, Fig.8.a and Fig.8.b show the same error signature with two sets of paired erring ancillas, which are shown in yellow. Fig.8.a shows a corresponding error configuration with two data errors (shown in red), while Fig.8.b shows an error configuration with six data errors. Any decoder would be expected to select the error configuration in Fig.8.a which is 8 orders of magnitude more likely to occur for a physical error rate of \( 10^{-2} \). Clique decides that this error signature is trivial since the two active cliques (i.e., those with ‘a’ ancilla set) both have an odd neighborhood parity. Then, within each clique, the decoder directs the fix on the data qubit which is a neighbor to the erring ancilla, as described in Fig.5. Thus, Clique achieves the same decoding and correction as a high-cost complex decoder.

Next, Fig.8.c shows a scenario with two stand-alone erring ancillas in yellow. The most likely error configuration here is a chain of 4 erring data qubits (assuming that the possibility of measurement errors have been eliminated over the measurement rounds) as shown in red in the figure. This is the likely configuration chosen by a complex decoder. Clique is unable to handle this decode, but correctly detects this and passes it over to the complex decoder. It is able to do so because it identifies that there exists at least one active clique with an even neighborhood parity, as described in Fig.5. Importantly, note that the Clique decoder is not required to know that there is more than a single active clique — all its decodes are local to a clique — this is key to its lightweight design.

Finally, Fig.8.d shows a scenario with a single erring ancilla, which is likely caused by a long-lasting measurement error (there is no ancilla pairing that can lead to a chain of data
Figure 8: Different error scenarios and their decoding. (a) A trivial error signature in which two local data qubit errors have occurred (red) and are reflected in the nearby ancillas. The Clique decoder detects this and applies the appropriate correction. This is the same correction that would be applied by a complex decoder. It is possible that the same error signature was caused by a more complicated coordinated sequence of data qubit errors. However, this is extremely unlikely - this scenario would cause both Clique as well as complex decoders to fail. (c) A complex error signature caused by a shorted sequence of coordinated data qubit errors. Clique will detect this complex signature and hand it over to the complex decoder. (d) An error signature caused by a measurement error. If the error persists beyond the measurement rounds, then Clique will detect this to be a complex error signature and again hand it over to the complex decoder.

5. Bandwidth Allocation and Overflow Stalling

The Clique Decoder can handle common-case trivial decodes, and more complex decodes are handed over to the off-chip decoder. This requires appropriate provisioning of per-logical-qubit off-chip bandwidth, as well as a fail-safe mechanism in case the provisioning is exceeded. This was illustrated in Fig.2 and is discussed in detail next.

5.1. Statistical Off-chip Bandwidth Allocation

Consider a scenario in which the Clique decoder has a decode coverage of around 95%. This means that only about 5% of the decodes, per logical-qubit, will have to be transferred off-chip for complex decoding. For a quantum device with 1000 logical qubits, this means that roughly 50 off-chip decodes are generated every cycle. However, it is insufficient to provision the off-chip bandwidth for this average case scenario which is depicted in the top graph in Fig.9. The graph shows the 1000 logical qubit system over 100 decode cycles. If off-chip decode bandwidth is provisioned for around the 50th percentile (= 55 decodes per cycle), then there are many cycles in which the number of newly produced off-chip decodes in that cycle exceed this provisioning — this is indicated by the height of the blue bar exceeding the red line which represents off-chip provisioning. Minimally, this means that the next cycle has to be stalled so that the corrections can be applied before subsequent gates are performed on the qubits; a stall cycle is shown via hatched bars in the graph. However, the stall cycle itself is not free of errors, since qubits are still free to decohere etc. Thus, new errors, and potentially new off-chip decodes, are produced even in the stall cycle. Now the stall cycle has to perform off-chip decoding for both the carryover decodes from the previous cycle (since they will again be avoided errors). Clique views this decode exactly as it viewed Fig.8.c. Clique identifies that there exists at least one active clique that has an even neighborhood parity, and thus passes to the complex decoder. Note that, with its myopic local view, Clique cannot differentiate between Fig.8.c and Fig.8.d (i.e., that one was caused by a sequence of data errors and the other was caused by a measurement error). But importantly in both cases, Clique detects its decoding incapability and allows more robust handling off-chip.
We construct a simulation environment in which errors are stochastically injected onto the qubits. The effect of data and measurement errors is then reflected in the per-cycle syndrome measurements from the ancilla qubits. The error signatures are then sent to the Clique decoder simulator, which decides if it can decode the syndrome or not and, if so, returns the appropriate correction. If not, corrections are obtained from an implementation of the state-of-the-art Maximum Weight Perfect Matching (MWPM) decoder [15]. The correction is then applied, and the surface is checked for logical errors. The effectiveness of the decoder is evaluated on the basis of its coverage and error rates. The above simulation is performed for one logical qubit, with varying code distances and physical error rates.

To evaluate the bandwidth allocation and stalling optimizations, simulation similar to the above is performed for 1000 logical qubits, over a million random execution cycles, again for varying code distances and physical error rates. In this scenario, the fraction of decodes which are avoided by Clique is captured per logical qubit, per cycle. This is then used to evaluate the trade-off between different statistical provisioning of off-chip bandwidth and the number of stalls required for the off-chip decoding to keep up with the rate of error generation.

6.2. Noise model

Noise is introduced in the simulation framework described above based on the phenomenological noise model for both data qubit errors and measurement errors [13]. X-type and Z-type errors are corrected independently, so focusing on either one is sufficient for modeling purposes. Our noise model is parameterized by ‘p’ — each cycle introduces errors on the data qubits with a probability of ‘p’ and errors on the syndrome measurement with the same ‘p’ probability. This is a standard model used to study decoders and QEC [12, 13].

6.3. Cryogenic Implementation

The lightweight resource requirements of the Clique decoder make it well suited to cryogenic implementation. While there are no fundamental constraints that limit Clique implementation to a specific cryogenic technology, we implement with ERSFQ technology [23] in this work. The ERSFQ cell library used is shown in Table 1. Specific details on how SFQ logic synthesis is performed can be found in previous work [22, 29].

Table 1: ERSFQ cell library used for decoder synthesis

| Gate  | Delay (ps) | Area ($\mu m^2$) | JJ Count |
|-------|------------|------------------|----------|
| XOR2  | 6.2        | 7000             | 18       |
| AND2  | 8.2        | 7000             | 16       |
| OR2   | 5.4        | 7000             | 14       |
| NOT   | 12.8       | 7000             | 12       |
| DFF   | 8.6        | 5600             | 10       |
| SPLIT | 7.0        | 3500             | 4        |
7. Evaluation

7.1. Clique On-Chip Coverage

First, we evaluate the coverage of the Clique decoder, in terms of the fraction of decodes that can be handled by Clique without having to go off-chip. This is evaluated for different physical error rates and code distances and is shown in Fig.11. The first takeaway is that the Clique coverage is high (70%) even at high physical error rates and high code distances. This is the scenario that is relatively more challenging for Clique. For example, at a code distance of 21, there are roughly 1000 sources of error (X/Z data errors and measurement errors) per logical qubit. At a physical error rate of 1%, this would mean that an average of 10 errors would occur every cycle. But many of these errors are still trivial since a coordinated chain of errors is still very unlikely to occur, thus the coverage is still nearly 70%. As physical error rate decreases and/or as code distance decreases then the Clique coverage increases further to nearly (but still under) 100%. This is intuitive because errors, in general, and complicated coordinated errors, in particular, become increasingly more rare in these scenarios. But note that complicated errors do exist and must be corrected to achieve the target logical error rates.

Next, we evaluate the fraction of decodes that are actually errors, but are trivially handled by Clique. This is important because, if the error signatures were (nearly) all zeros, then on-chip handling could potentially be simpler than Clique. Fig.12 shows this evaluation for the same physical error rates and code distances as before. Clearly the fraction of non All-0s decodes that are handled on-chip is nearly 100% near the surface code error threshold (i.e., highest physical error rates), especially at high code distances. Thus, going off-chip for all errors that are not all-0s is not sufficient for significant decoding bandwidth reduction, and a better decoder like Clique is required. Note that most of the decodes can be All-0s for very low physical error rates - but it is debatable whether surface codes would actually be the code of choice at physical error rates lower than, say, 0.01% — other schemes such as Steane codes and Bacon-Shor codes could be better options [19]. But in the foreseeable future of error rates, the benefits of Clique are abundantly clear.

7.2. Comparison against AFS Syndrome Compression

The decoding bandwidth from error signatures with sparse errors (i.e., less number of 1s) can also be reduced through syndrome compression which has been pursued in prior work [13]. However, we argue that the Clique decoder is a more attractive solution for multiple reasons.

First, syndrome compression is most attractive when error signatures are entirely (or almost all) zeroes. This is because compression techniques usually have high cost to represent the bits that are not zeroes. For example, AFS adopts a Sparse Representation technique (their most effective technique) that uses a Sparse Representation Bit to indicate if all the syndrome bits are 0s, which achieves \(O(N)\) reduction for an All-0 N-bit syndrome. However, it uses the indices for all non-zero bits, which grows as \(O(k \times \log(N))\) where ‘k’ is the number of non-zero bits. At low code distances, benefits can be limited because N is low, whereas at higher error rates, benefits can again be limited because ‘k’ is high. On the other hand, Clique obtains 100% bandwidth elimination on all instances of error signatures with All-0s or Local-1s. Quantitative comparison of off-chip data reduction between AFS and Clique (on a log scale) is shown in Fig.13. Observe that Clique provides many orders of magnitude improvement over AFS (10x-10,000x) for the reasons discussed. Note that for a given error rate, AFS
benefits will increase with code distance but Clique benefits decrease but both eventually saturate. The Clique saturation benefit is at least an order of magnitude higher than that of AFS. AFS’s benefits grow initially due to its inherent limitation at lower code distances as discussed prior.

Second, syndrome compression is not a trivial task and still has to be performed on chip. To our knowledge, AFS [13] does not provide a hardware implementation of the proposed compression technique. These techniques, while effective in theory (and in software), can have high hardware cost. Sparse Representation hardware cost grows quickly with the number of bits in the syndrome. AFS, in fact, proposes to implement these techniques and choose between them dynamically based on compression ratios. This can be substantially complicated for on-chip implementation. On the other hand, Clique hardware costs are substantially low and are discussed in Section 7.4 in comparison to other work on on-chip implementation.

7.3. Logical Error Rates

Next, we compare the accuracy of the Clique decoder to a traditional MWPM baseline in Fig. 14. Note that we assume that the our proposal uses the baseline decoder in the complex scenario while Clique is used in the trivial scenarios. The complex vs. trivial decision is also made by Clique. The comparison is shown for 5 different code distances, for a range of physical error rates and corresponding logical error rates.

Clearly, the Clique+Baseline setup performs almost exactly equivalent to the baseline for code distances d=3/5/7. The accuracy of the Clique+Baseline is marginally worse compared to the baseline for higher code distances d=9/11. The reason for the marginal worsening comes from Clique using only two rounds for measurement to achieve measurement error robustness. Therefore, measurement error which stick for greater than two cycles and occur in a locally coordinated manner to look similar to a within-clique data qubit error, cause the Clique decoder to incorrectly assume this to be a trivial decode. This is a fairly rare occurrence and thus Clique’s deviation from the baseline is only evident for large code distances, since the MWPM baseline is tolerant to measurement errors that stick for up to ‘d’ cycles. If more rounds are used in Clique, then measurement error robustness can be achieved, reaching accuracy even closer to the baseline at high code distances. Considering that the Clique hardware overheads are 30x lower than prior on-chip decoders (discussed next), additional measurement rounds can easily be added at negligible cost, if required.

7.4. Decoder Overheads

Next, we evaluate power, area, and latency overheads for the SFQ implementation of Clique, for different code distances in Fig. 15. SFQ synthesis library details are provided in Table 1. We also compare against prior work NISQ+ with available data.

The power consumed per logical qubit for Clique varies from 10μW to 500μW for code distance ranging from 3 to 21. Typical dilution refrigerators are capable of cooling up to 1 Watt of power at 4K temperature, so Clique should be able to support up to 2000 logical qubits at a code distance of 21 or 100,000 logical qubits at a code distance of 3. Furthermore, at a code distance of 9, it is 37x more power efficient than the SFQ implementation of NISQ+. Even though NISQ+ is an approximate decoder, it is provisioned to tackle worst case scenarios and is thus far more complicated than the simple Clique design.

In terms of area, Clique takes up under 100mm² per logical qubit even at a high code distance of 21. Similar to power, it is 25x more area efficient than the NISQ+ design at a code distance of 9. The Clique decoder only employs a few combinational logic gates, local to each clique, whereas NISQ+ requires more complicated communication between the many physical qubits in each logical qubit block.

Clique has a latency of 0.1 to 0.3 ns, and the latency is fairly fixed across all Clique decoding scenarios. At a code distance of 9, the NISQ+ average latency is 15x higher than Clique. Note that NISQ+ latency can be another 6x (multiplicative) worse in the worst-case decoding scenarios.

Thus, it is evident that Clique is a substantially more lightweight implementation compared to prior on-chip decoder implementations, due to its BTWC philosophy of tackling the trivial but very common decoding scenarios.

7.5. Bandwidth Allocation vs. Stalling Trade-offs

Finally, we evaluate the trade-off between off-chip bandwidth provisioning and execution stalling. Fig. 16 shows the evaluation for three different combinations of physical error rate / code distance. In all three instances, it is evident that provisioning for maximum bandwidth reduction (i.e., by setting the
bandwidth strictly as per the average Clique decoding coverage) is not practical since this will lead to an infinite amount of stalling and the application will never complete execution due to the accumulating decode backlog. This was discussed with an illustrative example in Section 5. Note that the increased execution time is not primarily a functional correctness issue since errors can be corrected, but a practical issue of the application execution never going to completion. This is, of course, not limited to Clique and is true for any optimization that improves the average case and not the worst case (including the syndrome compression in AFS [13]).

On the other hand, more conservative bandwidth provisioning is practical. For example, in the three instances shown, bandwidth reductions of 15x, 150x, and 8.5x can be achieved if the application / user is willing to tolerate an execution time increase of 10% which is definitely practical, since the primary goal is fidelity and not performance. These benefits are 1.5x, 2x, and 1.25x relatively lower than the maximum benefits respectively, but can be achieved realistically. It is also evident that the shape of the curve varies with physical error rates and code distance, so analyzing for the target system is important before making statistical trade-offs. But at any point along the curve, the overwhelming benefits of the BTWC design are evident.

8. Discussion

8.1. Future Work

While the Clique decoder specifically targets on-chip decoding for surface codes, BTWC opportunities can be explored beyond this scope:

1. The Clique decoder could be designed as an off-chip first-level decoder to handle the trivial common case decodes. This allows more flexibility in the implementation of the Clique decoder. While this is not beneficial from the bandwidth reduction perspective, it can help reduce decoding latency and/or improve energy efficiency. The reduced usage of the complex decoder would trivially reduce the power and energy requirements. Alternatively, the complex decoder could be run aggressively under looser power + thermal constraints, which would reduce decoding latency. Further, due to its reduced and more specialized usage, the complex decoder could be specifically designed for non-trivial scenarios.

2. Especially in the off-chip scenario (but also for on-chip) there is opportunity to implement a deeper hierarchy of decoders with more specialization. Caching can also be explored in conjunction.

3. The Clique decoder is proposed to be implemented on-chip with classical hardware. Due to its trivial structure, it could potentially be implemented as a quantum circuit itself, using Toffoli gates. While this could have interesting implications, care should be taken since the decoder itself could then be prone to quantum errors.

4. While this work targets surface codes, BTWC decoding could have suitability to other QEC codes. The Clique decoder specifically exploits sparsity and locality, both of which are high for surface codes at reasonable physical error rates. Other codes from the LDPC (Low-Density Parity-Check [8]) family often have sparsity but are not necessarily local (but provide other scalability benefits). However, suitable codes from the LDPC family for near-term QEC, might, in general, have to be designed with good locality due to the limited connectivity in quantum devices. This locality requirement could bode well in extending the Clique decoder to suit these LDPC codes. The implementation specifics of the decoder will change with the structure of the code, but the wiring overheads could be kept under check if there is reasonable locality. In this regard, it should also be noted that the current Clique design has extremely low overheads — some additional communication cost could easily be tolerated, especially as cryogenic technology continues to improve. Other codes such as Color codes [4], especially for trapped-ion quantum technologies, are also worth exploring.

8.2. Related Work

Today’s quantum devices are error-prone and up to around 100 qubits in size [33]. Error mitigation strategies include, but are not limited to, noise-aware compilation [25,42], scheduling for crosstalk [17,26], 1Q gate scheduling in idle windows [37], dynamical decoupling [32, 39, 46], zero-noise extrapolation [20, 24,43], readout error mitigation [7,41], exploiting quantum reversibility [30,37] and many more [3,5,11,20,24,34,40,43,47].

State-of-the-art QEC decoding is achieved via Minimum Weight Perfect Matching (MWPM) [15] which is a graph pairing algorithm. Recently, on-chip decoders have been proposed [22,45] to perform online decoding but suffer from challenging trade-offs of accuracy vs area/power budgets. Off-chip decoders have been implemented via FPGAs [12], LUTs [44], special hardware designs [13] etc.

Prior work [14] took first steps towards handling trivial error decodes with a ‘local’ decoder that could also be used in a hierarchical setting. We differ from this work in multiple ways. First, our work specifically proposes an on-chip hardware decoder which can be trivially implemented in the cryogenic domain with a simple array of gates. [14] proposes a (decoding) graph reduction approach which iteratively runs over all the graph edges. As is, this would be implemented as a
multi-step state machine, which is less suited to the cryogenic domain due to its state retention / memory requirements (to our knowledge, they target off-chip implementation). This is an important distinction because our goal is specifically to reduce off-chip bandwidth — we do so by adding on-chip classical hardware, which is extremely lightweight and combinational, well suited to the cryogenic domain. Second, they do not handle measurement errors — our design can incorporate any number of measurement rounds, though we show evaluation results for two rounds. Third, while they discuss decoding bandwidth and differentiate between the common-case and the worst-case, our proposal implements a practical end-to-end approach to handle the common, rare, and worst-case scenarios.

Concurrent to our work, [38] propose a local ‘pre-decoder’ based on cellular automata, which makes greedy corrections to reduce the amount of syndrome data sent to a standard matching decoder. In addition, [9] propose a neural network decoder that works as a local decoder that corrects errors arising from a constant number of faults, with longer error chains left to be corrected by a global decoder. Although clearly reducing the workload for the complex decoder in the off-chip setting, cryogenic on-chip hardware implementations of these proposals seem unclear but definitely worth abundant exploration.

While our work has focused on decoding for surface codes, real time decoding for other codes have been studied. For example, software decoders have been used to achieve real-time decoding for color codes [4] on trapped-ion systems [35] but have latencies less suited to superconducting devices.

9. Conclusion

The overheads of classical decoding for quantum error correction grow rapidly with the number of logical qubits and their correction code distance. Decoding at room temperature is bottle-necked by refrigerator I/O bandwidth while cryogenic on-chip decoding is bottle-necked by power/thermal budget.

We proposed Better Than Worst-Case Decoding for Quantum Error Correction, targeting Surface Codes, consisting of an On-chip Clique Decoder, Statistical Off-chip Bandwidth Allocation and Decode-Overflow Execution Stalling, which exploit trivial common QEC decode scenarios and achieve significant reduction in off-chip decode bandwidth at extremely low on-chip resource costs.

Importantly, we showcase that BTWC design is a critical step towards a practical scalable future for quantum error correction with tremendous potential beyond the specific scope of this paper targeting decoding for surface codes.
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