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Abstract

We consider the infinite-dimensional Lie group $\mathfrak{G}$ which is the semidirect product of the group of compactly supported diffeomorphisms of a Riemannian manifold $X$ and the commutative multiplicative group of functions on $X$. The group $\mathfrak{G}$ naturally acts on the space $\mathcal{M}(X)$ of Radon measures on $X$. We would like to define a Laplace operator associated with a natural representation of $\mathfrak{G}$ in $L^2(\mathcal{M}(X), \mu)$. Here $\mu$ is assumed to be the law of a measure-valued Lévy process. A unitary representation of the group cannot be determined, since the measure $\mu$ is not quasi-invariant with respect to the action of the group $\mathfrak{G}$. Consequently, operators of a representation of the Lie algebra and its universal enveloping algebra (in particular, a Laplace operator) are not defined. Nevertheless, we determine the Laplace operator by using a special property of the action of the group $\mathfrak{G}$ (a partial quasi-invariance). We further prove the essential self-adjointness of the Laplace operator. Finally, we explicitly construct a diffusion process on $\mathcal{M}(X)$ whose generator is the Laplace operator.
1 Introduction

In the representation theory, so-called quasi-regular representations of a group $G$ in a space $L^2(\Omega, \mu)$ play an important role. Here $\Omega$ is a homogeneous space for the group $G$ and $\mu$ is a (probability) measure which is quasi-invariant with respect to the action of $G$ on $\Omega$. However, in the case studied in this paper as well as in similar cases, the measure is not quasi-invariant with respect to the action of the group, so that one cannot define a quasi-regular unitary representation of the group. Hence, the problem of construction of a representation of the Lie algebra, of a Laplace operator and other operators from the universal enveloping algebra is highly non-trivial. Moreover, we will deal with the situation in which the representation of the Lie algebra cannot be realized but, nevertheless, the Laplace operator may be defined correctly.

An important example of a quasi-regular representation is the following case. Let $X$ be a smooth, noncompact Riemannian manifold, and let $G = \text{Diff}_0(X)$, the group of $C^\infty$ diffeomorphisms of $X$ which are equal to the identity outside a compact set. Let $\Omega$ be the space $\Gamma(X)$ of locally finite subsets (configurations) in $X$, and let $\mu$ be the Poisson measure on $\Gamma(X)$. Then the Poisson measure is quasi-invariant with respect to the action of $\text{Diff}_0(X)$ on $\Gamma(X)$, and the corresponding unitary representation of $\text{Diff}_0(X)$ in the $L^2$-space of the Poisson measure was studied in [39], see also [11]. Developing analysis associated with this representation, one naturally arrives at a differential structure on the configuration space $\Gamma(X)$, and derives a Laplace operator on $\Gamma(X)$, see [1]. In fact, one gets a certain lifting of the differential structure of the manifold $X$ to the configuration space $\Gamma(X)$. Hereby the Riemannian volume on $X$ is lifted to the Poisson measure on $\Gamma(X)$, and the Laplace–Beltrami operator on $X$, generated by the Dirichlet integral with respect to the Riemannian volume, is lifted to the generator of the Dirichlet form of the Poisson measure. The associated diffusion can be described as a Markov process on $\Gamma(X)$ in which movement of each point of configuration is a Brownian motion in $X$, independent of the other points of the configuration, see [18,31,32].

Let $C_0(X \to \mathbb{R}_+)$ denote the multiplicative group of continuous functions on $X$ with values in $\mathbb{R}_+ := (0, \infty)$ which are equal to one outside a compact set. (Analogously, we could have considered $C_0(X)$, the additive group of real-valued continuous functions on $X$ with compact support.) The group of diffeomorphisms, $\text{Diff}_0(X)$, naturally acts on $X$, hence on $C_0(X \to \mathbb{R}_+)$. In this paper, we will consider the group

$$G = \text{Diff}_0(X) \rtimes C_0(X \to \mathbb{R}_+),$$

the semidirect product of $\text{Diff}_0(X)$ and $C_0(X \to \mathbb{R}_+)$. This group and similar semidirect products and their representations play a fundamental role in mathematical physics and quantum field theory. Even more important than $G$ are the semidirect products in which the space $C_0(X \to \mathbb{R}_+)$ is replaced by a current space, i.e., a space of functions on $X$ with values in a Lie group. Note that, in our case, this Lie group, $\mathbb{R}_+$, is com-
mutative. The case of a commutative group, studied in this paper, is also important and it is interesting to find relations with the theory of random fields and with infinite dimensional dynamical systems.

A wide class of representations of a group like \( G \) is obtained by considering a probability measure on a space of locally finite configurations. These studies were initiated in [39], and almost at the same time in [11], but in less generality. See also [8, 20, 38, 40].

The group \( G \) naturally acts on the space \( \mathbb{M}(X) \) of Radon measures on \( X \). So a natural question is to identify a class of laws of random measures (equivalently, probability measures on \( \mathbb{M}(X) \)) which are quasi-invariant with respect to the action of the group \( G \) and which allow for corresponding analysis, like Laplace operator, diffusion in \( \mathbb{M}(X) \), etc. We will search for such random measures within the class of laws of measure-valued Lévy processes whose intensity measure is infinite. Each measure \( \mu \) from this class is concentrated on the set \( \mathbb{K}(X) \) of discrete Radon measures of the form \( \sum_{i=1}^{\infty} s_i \delta_{x_i} \), where \( \delta_{x_i} \) is the Dirac measure with mass at \( x_i \) and \( s_i > 0 \). Furthermore, \( \mu \)-almost surely, the configuration \( \{x_i\}_{i=1}^{\infty} \) is dense in \( X \), in particular, the set \( \{x_i\}_{i=1}^{\infty} \) is not locally finite.

A noteworthy example of a measure from this class is the gamma measure. In the case where \( X \) is compact, it was proven in [34] that the gamma measure is the unique law of a measure-valued Lévy process which is quasi-invariant with respect to the action of the group \( C_0(X \to \mathbb{R}_+) \) and which admits an equivalent \( \sigma \)-finite measure which is projective invariant (i.e., invariant up to a constant factor) with respect to the action of \( C_0(X \to \mathbb{R}_+) \). The latter (\( \sigma \)-finite) measure was studied in [35] and was called there the infinite dimensional Lebesgue measure. See also the references in [35] and [36, 37]. We also note that, in papers [8, 34, 38, 40], the gamma measure was used in the representation theory of the group \( SL(2, F) \), where \( F \) is an algebra of functions on a manifold.

In this paper, we first single out a class of laws of measure-valued Lévy processes \( \mu \) which are quasi-invariant with respect to the action of the group \( C_0(X \to \mathbb{R}_+) \), compare with [21, 28]. However, since the intensity measure of \( \mu \) is infinite, the measure \( \mu \) is not quasi-invariant with respect to the action of the diffeomorphism group \( \text{Diff}_0(X) \), and, consequently, it is not quasi-invariant with respect to the action of the group \( G \). Thus, we do not have a quasi-regular representation of \( G \) on \( L^2(\mathbb{K}(X), \mu) \).

Nevertheless, the action of the group \( \mathfrak{G} \) on \( \mathbb{K}(X) \) allows us to introduce the notion of a directional derivative on \( \mathbb{K}(X) \), a tangent space, and a gradient. Furthermore, we introduce the notion of partial quasi-invariance of a measure with respect to the action of a group. We show that the measure \( \mu \) is partially quasi-invariant with respect to \( \mathfrak{G} \), and this essentially allows us to construct an associated Laplace operator.

We note that, for each measure \( \mu \) under consideration, we obtain a quasi-regular representation of the group \( C_0(X \to \mathbb{R}_+) \) on \( L^2(\mathbb{K}(X), \mu) \) and a corresponding integration by parts formula. Furthermore, there exists a filtration \( (\mathcal{F}_n)_{n=1}^{\infty} \) on \( \mathbb{K}(X) \) such that the \( \sigma \)-algebras \( \mathcal{F}_n \) generate the \( \sigma \)-algebra on which the measure \( \mu \) is defined, and
hence the union of the spaces $L^2(\mathbb{K}(X), \mathcal{F}_n, \mu)$ is dense in $L^2(\mathbb{K}(X), \mu)$. The action of the group $\text{Diff}_0(X)$ on $\mathbb{K}(X)$ transforms each $\sigma$-algebra $\mathcal{F}_n$ into itself, and the restriction of $\mu$ to $\mathcal{F}_n$ is quasi-regular with respect to the action of $\text{Diff}_0(X)$. This implies a quasi-regular representation of $\text{Diff}_0(X)$ in $L^2(\mathbb{K}(X), \mathcal{F}_n, \mu)$, and we also obtain an integration by parts formula on this space. It should be stressed that the $\sigma$-algebras $\mathcal{F}_n$ are not invariant with respect to the action of $C_0(\mathbb{R}^+ \to \mathbb{R})$. Despite the absence of a proper integration by parts formula related to the Lie algebra $\mathfrak{g}$ of the Lie group $G$, using the above facts, we arrive at a proper Laplace operator related to the Lie algebra $\mathfrak{g}$, and this Laplace operator is self-adjoint in $L^2(\mathbb{K}(X), \mu)$.

We next prove that the Laplace operator is essentially self-adjoint on a set of test functions. Assuming that the dimension of the manifold $X$ is $\geq 2$, we then explicitly construct a diffusion process on $\mathbb{K}(X)$ whose generator is the Laplace operator.

Finally, we notice that a different natural choice of a tangent space leads to a different, well defined Laplace operator in $L^2(\mathbb{K}(X), \mu)$. Using the theory of Dirichlet forms, we can prove that the corresponding diffusion process in $\mathbb{K}(X)$ exists. However, its explicit construction is still an open problem, even at a heuristic level.

2 Partial quasi-invariance

2.1 The group $\mathfrak{G}$

Let $X$ be a connected, oriented $C^\infty$ (non-compact) Riemannian manifold. Recall that $\text{Diff}_0(X)$ denotes the group of diffeomorphisms of $X$ which are equal to the identity outside a compact set, and $C_0(X \to \mathbb{R}^+)$ denotes the multiplicative group of continuous functions on $X$ with values in $\mathbb{R}^+$ which are equal to one outside a compact set. The group $\text{Diff}_0(X)$ acts on $C_0(X \to \mathbb{R}^+)$ by automorphisms: for each $\psi \in \text{Diff}_0(X),
\begin{align*}
C_0(X \to \mathbb{R}^+) \ni \theta &\mapsto \alpha(\psi) \theta := \theta \circ \psi^{-1} \in C_0(X \to \mathbb{R}^+).
\end{align*}

We denote

$$\mathfrak{G} := \text{Diff}_0(X) \ltimes C_0(X \to \mathbb{R}^+),$$

the semidirect product of $\text{Diff}_0(X)$ and $C_0(X \to \mathbb{R}^+)$ with respect to $\alpha$. Thus, as a set, $\mathfrak{G}$ is equal to the Cartesian product of $\text{Diff}_0(X)$ and $C_0(X \to \mathbb{R}^+)$, and the multiplication in $\mathfrak{G}$ is given by

$$g_1g_2 = (\psi_1 \circ \psi_2, \theta_1(\theta_2 \circ \psi_2^{-1})) \quad \text{for} \quad g_1 = (\psi_1, \theta_1), \quad g_2 = (\psi_2, \theta_2) \in \mathfrak{G}.$$

Let $\mathcal{B}(X)$ denote the Borel $\sigma$-algebra on $X$. Let $\mathcal{M}(X)$ denote the space of all Radon measures on $(X, \mathcal{B}(X))$. The space $\mathcal{M}(X)$ is equipped with the vague topology.

The group $\mathfrak{G}$ naturally acts on $\mathcal{M}(X)$: for any $g = (\psi, \theta) \in \mathfrak{G}$ and any $\eta \in \mathcal{M}(X)$, we define the Radon measure $g\eta$ by

$$d(g\eta)(x) := \theta(x) d(\psi^* \eta)(x). \quad (1)$$
Here $\psi^* \eta$ is the pushforward of $\eta$ under $\psi$. In particular, each $\psi \in \text{Diff}_0(X)$ acts on $\mathcal{M}(X)$ as $\eta \mapsto \psi^* \eta$, while each $\theta \in C_0(X \to \mathbb{R}_+)$ acts on $\mathcal{M}(X)$ as $\eta \mapsto \theta \cdot \eta$.

We recall that a probability measure $\mu$ on $(\mathcal{M}(X), \mathcal{B}(\mathcal{M}(X)))$ is called (the law of) a random measure, see e.g. [15]. If a random measure $\mu$ is quasi-invariant with respect to the action of $\mathfrak{G}$ on $\mathcal{M}(X)$, then we get a so-called quasi-regular (unitary) representation of $\mathfrak{G}$ in $L^2(\mathcal{M}(X), \mu)$, given by

$$(U_g F)(\eta) = F(g^{-1} \eta) \sqrt{\frac{d\mu^g}{d\mu}}(\eta), \quad g \in \mathfrak{G}.$$ 

Here $\mu^g$ is the pushforward of $\mu$ under $g$. Clearly, the quasi-regularity of $\mu$ with respect to the action of $\mathfrak{G}$ is equivalent to the quasi-regularity of $\mu$ with respect to the action of both groups $\text{Diff}_0(X)$ and $C_0(X \to \mathbb{R}_+)$. 

We will search for quasi-regular measures $\mu$ within the following class of measures.

### 2.2 Measure-valued Lévy processes

**Definition 1.** Let $\lambda$ be a measure on $\mathbb{R}_+$ which satisfies

$$\int_{\mathbb{R}_+} \min\{1, s\} \, d\lambda(s) < \infty. \quad (2)$$

The law of a measure-valued Lévy process on $X$ with intensity measure $\lambda$ is defined as the unique probability measure $\mu_\lambda$ on $(\mathcal{M}(X), \mathcal{B}(\mathcal{M}(X)))$ which has the Fourier transform

$$\int_{\mathcal{M}(X)} e^{i \langle \varphi, \eta \rangle} \, d\mu_\lambda(\eta) = \exp \left[ \int_X \int_{\mathbb{R}_+} (e^{is\varphi(x)} - 1) \, d\lambda(s) \, dx \right], \quad \varphi \in C_0(X). \quad (3)$$

Here, $C_0(X)$ denotes the space of continuous functions on $X$ with compact support, and $\langle \varphi, \eta \rangle := \int_X \varphi \, d\eta$.

The existence of the measure $\mu_\lambda$ from Definition 1 follows from Kingman [16]. Note that the measure $\mu_\lambda$ has the property that, for any mutually disjoint sets $A_1, \ldots, A_n \in \mathcal{B}_0(X)$, the random variables $\eta(A_1), \ldots, \eta(A_n)$ are independent. Furthermore, for any $A_1, A_2 \in \mathcal{B}_0(X)$ in $X$ such that $\int_{A_1} dx = \int_{A_2} dx$, the random variables $\eta(A_1)$ and $\eta(A_2)$ have the same distribution. Here and below, $\mathcal{B}_0(X)$ denotes the collection of all sets $A \in \mathcal{B}(X)$ whose closure is compact.

**Remark 2.** Note that $\mu_\lambda$ belongs to the class of probability measures on $\mathcal{D}'(X)$—the dual of the nuclear space $\mathcal{D}(X) = C_0^\infty(X)$—which are called **generalized stochastic processes with independent values at every point**. (Evidently, $\mathcal{M}(X) \subset \mathcal{D}'(X)$.) These probability measures were studied by Gelfand and Vilenkin in [9].
Below, we will heavily use the following explicit construction of the measure $\mu_\lambda$. We define a metric on $\mathbb{R}_+$ by

$$d_{\mathbb{R}_+}(s_1, s_2) := |\log(s_1) - \log(s_2)|, \quad s_1, s_2 \in \mathbb{R}_+.$$ 

Then $\mathbb{R}_+$ becomes a locally compact Polish space, and any set of the form $[a, b]$, with $0 < a < b < \infty$, is compact. We denote $\hat{X} := \mathbb{R}_+ \times X$ and define the configuration space over $\hat{X}$ by

$$\Gamma(\hat{X}) := \{ \gamma \subset \hat{X} \mid |\gamma \cap \Lambda| < \infty \text{ for each compact } \Lambda \subset \hat{X} \}.$$ 

Here $|\gamma \cap \Lambda|$ denotes the cardinality of the set $\gamma \cap \Lambda$. The space $\Gamma(\hat{X})$ is endowed with the vague topology (after identification of $\gamma \in \Gamma(\hat{X})$ with the Radon measure $\sum_{(s, x) \in \gamma} \delta(s, x)$ on $\hat{X}$). We denote by $\pi_\kappa$ the Poisson measure on $(\Gamma(\hat{X}), \mathcal{B}(\Gamma(\hat{X})))$ with intensity measure

$$d\kappa(s, x) := d\lambda(s) dx,$$ 

see e.g. [15].

We denote by $\Gamma_{\text{pf}}(\hat{X})$ the measurable subset of $\Gamma(\hat{X})$ which consists of all configurations $\gamma$ which satisfy:

(i) if $(s_1, x_1), (s_2, x_2) \in \gamma$ and $(s_1, x_1) \neq (s_2, x_2)$, then $x_1 \neq x_2$;

(ii) for each $A \in \mathcal{B}_0(X)$,

$$\sum_{(s, x) \in \gamma \cap (\mathbb{R}_+ \times A)} s < \infty.$$ 

Then, by the properties of the Poisson measure, $\pi_\kappa(\Gamma_{\text{pf}}(\hat{X})) = 1$. We construct a measurable mapping $\mathcal{R} : \Gamma_{\text{pf}}(\hat{X}) \to \mathcal{M}(X)$ by setting

$$\Gamma_{\text{pf}}(\hat{X}) \ni \gamma = \{(s_i, x_i)\} \mapsto \mathcal{R}\gamma := \sum_i s_i \delta_{x_i} \in \mathcal{M}(X),$$ 

see [12, Theorem 6.2]. Then the measure $\mu_\lambda$ is the pushforward of the Poisson measure $\pi_\kappa$ under $\mathcal{R}$.

We denote by $\mathbb{K}(X)$ the cone of discrete Radon measures on $X$:

$$\mathbb{K}(X) := \left\{ \eta = \sum_i s_i \delta_{x_i} \in \mathcal{M}(X) \mid s_i > 0, x_i \in X \right\}.$$ 

Here, the atoms $x_i$ are assumed to be distinct and their total number is at most countable. We denote $\tau(\eta) := \{x_i\}$, i.e., the set on which the measure $\eta$ is concentrated. For $\eta \in \mathbb{K}(X)$ and $x \in \tau(\eta)$, we denote by $s_x$ the mass of $\eta$ at point $x$, i.e., $s_x := \eta(\{x\})$.

Thus, each $\eta \in \mathbb{K}(X)$ can be written in the form $\eta = \sum_{x \in \tau(\eta)} s_x \delta_x$. As shown in [12],
\( \mathbb{K}(X) \in \mathcal{B}(\mathbb{M}(X)) \). We denote by \( \mathcal{B}(\mathbb{K}(X)) \) the trace \( \sigma \)-algebra of \( \mathcal{B}(\mathbb{M}(X)) \) on \( \mathbb{K}(X) \). It follows from (5) that \( \mathcal{R} \) is a bijective mapping between \( \Gamma_{\mu_1}(X) \) and \( \mathbb{K}(X) \), thus \( \mu_\lambda(\mathbb{K}(X)) = 1 \), i.e., we can consider \( \mu_\lambda \) as a probability measure on \( (\mathbb{K}(X), \mathcal{B}(\mathbb{K}(X))) \).

In the case where \( \lambda(\mathbb{R}_+) < \infty \), \( \mu_\lambda \) is, in fact, a marked Poisson measure. Indeed, in this case, \( \mu_\lambda \) is concentrated on a subset of \( \mathbb{K}(X) \) which consists of all \( \eta \in \mathbb{K}(X) \) such that \( \tau(\eta) \) is a locally finite configuration in \( X \), i.e., \( |\tau(\eta) \cap A| < \infty \) for each compact \( A \subset X \). The Laplace operator related to the marked Poisson measures was studied in [20]. So, in this paper, we will be interested in the (much more complicated) case where

\[
\lambda(\mathbb{R}_+) = \infty.
\]  

(6)

In this case, it can be shown that, with \( \mu_\lambda \)-probability one, \( \tau(\eta) \) is a dense subset of \( X \).

Furthermore, we will assume that the measure \( \lambda \) is absolutely continuous with respect to the Lebesgue measure, and let

\[
d\lambda(s) = \frac{l(s)}{s} \, ds,
\]

(7)

where \( l : \mathbb{R}_+ \to [0, \infty) \). Under this assumption, condition (2) becomes

\[
\int_{\mathbb{R}_+} l(s) \min\{1, s^{-1}\} \, ds < \infty.
\]

(8)

**Example 3.** By choosing \( l(s) = e^{-s} \), one obtains the gamma measure \( \mu_\lambda \). The Laplace transform of this measure is given by

\[
\int_{\mathbb{R}_+} e^{\langle \varphi, \eta \rangle} \, d\mu_\lambda(\eta) = \exp \left[ -\int_X \log(1 - \varphi(x)) \, dx \right], \quad \varphi \in C_0(X), \ \varphi < 1.
\]

2.3 Quasi-invariance with respect to \( C^\infty_0(X \to \mathbb{R}_+) \)

We will now single out those measures \( \mu_\lambda \) which are quasi-invariant with respect to the action of \( C^\infty_0(X \to \mathbb{R}_+) \).

**Theorem 4.** Assume that (7) and (8) hold. Further assume that

\[
l(s) > 0 \quad \text{for all } s \in \mathbb{R}_+,
\]

(9)

and for each \( n \in \mathbb{N} \), there exists \( \varepsilon > 0 \) such that

\[
\sup_{r \in [1/n, n]} \int_{(0, \varepsilon)} |l(rs) - l(s)| s^{-1} \, ds < \infty.
\]

(10)

Then the measure \( \mu_\lambda \) is quasi-invariant with respect to all transformations from \( C^\infty_0(X \to \mathbb{R}_+) \). More precisely, each \( \theta \in C_0(X \to \mathbb{R}_+) \) maps \( \mathbb{K}(X) \) into itself, and
the pushforward of \( \mu_\lambda \) under \( \theta \), denoted by \( \mu^0_\lambda \), is equivalent to \( \mu_\lambda \). Furthermore, the corresponding density is given by

\[
\frac{d\mu^0_\lambda}{d\mu_\lambda}(\eta) = \exp \left[ \int_X \log \left( \frac{l(\theta^{-1}(x)s_x)}{l(s_x)} \right) s_x^{-1} d\eta(x) + \int_X \int_{\mathbb{R}^+} (l(s) - l(\theta^{-1}(x)s)) s^{-1} ds \, dx \right].
\]  

(11)

Proof. We first note that, by (8) and (10),

\[
\sup_{r \in [1/n, n]} \int_{\mathbb{R}^+} |l(rs) - l(s)| s^{-1} ds 
\leq \sup_{r \in [1/n, n]} \left( \int_{(0,\epsilon)} |l(rs) - l(s)| s^{-1} ds + \int_{[\epsilon, \infty)} l(rs) s^{-1} ds + \int_{[\epsilon, \infty)} l(s) s^{-1} ds \right) 
\leq \sup_{r \in [1/n, n]} \left( \int_{(0,\epsilon)} |l(rs) - l(s)| s^{-1} ds \right) + 2 \int_{[\epsilon/n, \infty)} l(s) s^{-1} ds < \infty.
\]

(12)

Recall the bijective mapping \( \mathcal{R} : \Gamma_{pf}(\hat{X}) \rightarrow \mathbb{K}(X) \) and the Poisson measure \( \pi_\nu \) on \( \Gamma_{pf}(\hat{X}) \). Fix \( \eta = \sum_i s_i \delta_{x_i} \in \mathbb{K}(X) \). Then \( \mathcal{R}^{-1}(\theta \eta) = \{(\theta(x_i)s_i, x_i)\} \). Let \( \pi^\theta_\nu \) denote the pushforward of the measure \( \pi_\nu \) under the transformation \( \{(s_i, x_i)\} \mapsto \{(\theta(x_i)s_i, x_i)\} \). Calculating the Fourier transform of the measure \( \pi^\theta_\nu \), we easily see that \( \pi^\theta_\nu \) is the Poisson measure over \( \hat{X} \) with intensity measure

\[
d\nu^\theta(s, x) := \frac{l(\theta^{-1}(x)s)}{s} ds \, dx.
\]

Note that the measures \( \nu^\theta \) and \( \nu \) are equivalent, and

\[
\frac{d\nu^\theta}{d\nu}(s, x) = \frac{l(\theta^{-1}(x)s)}{l(s)} > 0.
\]

(13)

By (12), we have, for the total variation of the signed measure \( \nu^\theta - \nu \),

\[
\int_{\hat{X}} \left| \frac{d\nu^\theta}{d\nu} - 1 \right| d\nu = \int_X \int_{\mathbb{R}^+} |l(\theta^{-1}(x)s) - l(s)| \frac{1}{s} ds \, dx < \infty.
\]

(14)

Hence, we can apply Skorohod’s result [30] on equivalence of Poisson measures, see also [33, Lemma 1] where this result is extended to a rather general underlying space. Thus, by (13) and (14), the Poisson measures \( \pi^\theta_\nu \) and \( \pi_\nu \) are equivalent and

\[
\frac{d\pi^\theta_\nu}{d\pi_\nu}(\gamma) = \exp \left[ \left\langle \log \left( \frac{d\nu^\theta}{d\nu} \right), \gamma \right\rangle + \int_{\hat{X}} \left( 1 - \frac{d\nu^\theta}{d\nu} \right) d\nu \right],
\]

(15)

with \( \log(d\nu^\theta/d\nu) \in L^1(\hat{X}, \gamma) \) for \( \pi_\nu \)-a.a. \( \gamma \in \Gamma(\hat{X}) \). Noting that the measure \( \mu^0_\lambda \) is the pushforward of \( \pi^\theta_\nu \) under \( \mathcal{R} \), we immediately get the statement of the theorem.
Thus, for each measure $\mu_\lambda$ as in Theorem 4, we get a quasi-regular representation of $C_0^\infty(X \to \mathbb{R}_+)$ in $L^2(\mathbb{R}(X), \mu_\lambda)$.

**Corollary 5.** Assume that (7)–(9) hold. Further assume that, for some $\rho > 0$, $l(s) = l_1(s) + l_2(s)$ for $s \in (0, \rho)$. Here, the function $l_1$ is differentiable on $(0, \rho)$ and for each $n \in \mathbb{N}$

$$
\int_{(0, \rho/n)} \sup_{u \in [s/n, sn]} |l_1'(u)| \, ds < \infty,
$$

while $l_2 \in L^1((0, \rho), s^{-1} \, ds)$. Then condition (10) is satisfied, and so the conclusion of Theorem 4 holds.

**Remark 6.** Note that (16) is a bit stronger condition than $\int_{(0, \rho)} |l_1'(s)| \, ds < \infty$.

**Proof of Corollary 5.** We only need to check that condition (10) is satisfied. But for the function $l_1$, the fulfillment of such a condition easily follows from Taylor’s formula and (16), while for the function $l_2$, the proof is similar to the arguments used in (12). \(\square\)

**Example 7.** In the case of the gamma measure, the function $l(s) = l_1(s) = e^{-s}$ clearly satisfies the conditions of Corollary 5. Formula (11) now becomes

$$
\frac{d\mu_\lambda^\theta}{d\mu_\lambda}(\eta) = \exp \left[ \int_X (1 - \theta^{-1}(x)) \, d\eta(x) - \int_X \log(\theta(x)) \, dx \right],
$$

compare with [34, Theorem 3.1].

**Example 8.** By analogy with [21, Comment 2 to Theorem 1], let us consider a function $l(s)$ such that, for some $\rho \in (0, 1)$, and $\alpha > 0$

$$
l(s) = (-\log s)^{-\alpha}, \quad s \in (0, \rho),
$$

(9) holds and $\int_{[\rho, \infty)} l(s)s^{-1} \, ds < \infty$. Since $l(s)$ is bounded on $(0, \rho)$, we get $\int_{(0, \rho)} l(s) \, ds < \infty$. For each $n \in \mathbb{N}$,

$$
\int_{(0, \rho/n)} \sup_{u \in [s/n, sn]} |l'(u)| \, ds = \int_{(0, \rho/n)} \sup_{u \in [s/n, sn]} (\alpha(-\log u)^{-\alpha-1} u^{-1}) \, ds
$$

$$
\leq \alpha n \int_{(0, \rho/n)} (-\log(sn))^{-\alpha-1} s^{-1} \, ds < \infty.
$$

Hence, $l$ satisfies the assumptions of Corollary 5. Note also that, for $\alpha \in (0, 1]$, we get $\lambda(\mathbb{R}_+) = \infty$. 

9
2.4 Partial quasi-invariance with respect to \( \mathcal{G} \)

Analogously to the proof of Theorem 4, we conclude that a measure \( \mu_\lambda \) is quasi-invariant with respect to the action of \( \text{Diff}_0(X) \) if and only if, for each \( \psi \in \text{Diff}_0(X) \), we have 
\[ \sqrt{J_\psi(x)} - 1 \in L^2(X, d\lambda(s) \, dx) \]
where \( J_\psi(x) \) is the Jacobian determinant of \( \psi \) (with respect to the Riemannian volume \( dx \)). Obviously, this condition is satisfied if and only if \( \lambda(\mathbb{R}_+) < \infty \). So, in the case where (6) holds, \( \mu_\lambda \) is not quasi-invariant with respect to \( \text{Diff}_0(X) \) and \( \mathcal{G} \). Because of this, we will now introduce a weaker notion of partial quasi-invariance.

**Definition 9.** Let \( (\Omega, \mathcal{F}, P) \) be a probability space, and let \( \mathcal{G} \) be a group which acts on \( \Omega \). We will say that the probability measure \( P \) is partially quasi-invariant with respect to transformations \( g \in \mathcal{G} \) if there exists a filtration \( (\mathcal{F}_n)_{n=1}^\infty \) such that:

(a) \( \mathcal{F} \) is the minimal \( \sigma \)-algebra on \( \Omega \) which contains all \( \mathcal{F}_n, n \in \mathbb{N} \);

(b) For each \( g \in \mathcal{G} \) and \( n \in \mathbb{N} \), there exists \( m \in \mathbb{N} \) such that \( g \) maps \( \mathcal{F}_n \) into \( \mathcal{F}_m \);

(c) For any \( n \in \mathbb{N} \) and \( g \in \mathcal{G} \), there exists a measurable function \( R_g^{(n)} : \Omega \to [0, \infty] \) such that, for each \( F : \Omega \to [0, \infty] \) which is \( \mathcal{F}_n \)-measurable,
\[ \int_{\Omega} F(g\omega) \, dP(\omega) = \int_{\Omega} F(\omega) \, R_g^{(n)}(\omega) \, dP(\omega). \]

**Remark 10.** Note that, if \( \mathcal{F}_n \) is a proper subset of \( \mathcal{F} \), the function \( R_g^{(n)} \) is not uniquely defined. It becomes unique (\( P \)-almost surely) if we additional require \( R_g^{(n)} \) to be \( \mathcal{F}_n \)-measurable.

**Remark 11.** Clearly, if a probability measure \( P \) is quasi-invariant with respect to \( \mathcal{G} \), then it is partially quasi-invariant. Indeed, we may choose \( \mathcal{F}_n = \mathcal{F} \) for all \( n \in \mathbb{N} \), and set \( R_g = R_g^{(n)} = \frac{dP^g}{dP} \), where \( P^g \) is the pushforward of \( P \) under \( g \in G \).

**Remark 12.** In the case where a probability measure \( P \) is only partially quasi-invariant with respect to a Lie group \( \mathcal{G} \), we have no true unitary representation of \( \mathcal{G} \), and, consequently, no representation of the Lie algebra and its universal enveloping algebra. However, we may have an integration by parts formula for the measure \( P \) in a weak form, see Section 3 below.

**Theorem 13.** Let (6) hold and let the conditions of Theorem 4 be satisfied. Then, the measure \( \mu_\lambda \) is partially quasi-invariant with respect to the action of the group \( \mathcal{G} \).

**Proof.** The Borel \( \sigma \)-algebra \( \mathcal{B}(\Gamma_{pf}(\hat{X})) \) may be identified as the minimal \( \sigma \)-algebra on \( \Gamma_{pf}(\hat{X}) \) with respect to which each mapping of the following form is measurable:
\[ \Gamma_{pf}(\hat{X}) \ni \gamma \mapsto |\gamma \cap \Lambda|, \quad \Lambda \in \mathcal{B}_0(\hat{X}), \]
see e.g. [15]. For each \( n \in \mathbb{N} \), we denote by \( \mathcal{B}_n(\Gamma_{pf}(\hat{X})) \) the minimal \( \sigma \)-algebra on \( \Gamma_{pf}(\hat{X}) \) with respect to which each mapping of the form (18) is measurable, with \( \Lambda \) being a subset of \( [1/n, \infty) \times X \). Clearly, \( \left( \mathcal{B}_n(\Gamma_{pf}(\hat{X})) \right)_{n=1}^{\infty} \) is a filtration and \( \mathcal{B}(\Gamma_{pf}(\hat{X})) \) is the minimal \( \sigma \)-algebra on \( \Gamma_{pf}(\hat{X}) \) which contains all \( \mathcal{B}_n(\Gamma_{pf}(\hat{X})) \). Next, we denote by \( \mathcal{B}_n(\mathbb{K}(X)) \) the image of \( \mathcal{B}_n(\Gamma_{pf}(\hat{X})) \) under the mapping \( \mathcal{R} \). By [12, Theorem 6.2],

\[
\mathcal{B}(\mathbb{K}(X)) = \{ \mathcal{R} A \mid A \in \mathcal{B}(\Gamma_{pf}(\hat{X})) \}. 
\]

Hence, \( \left( \mathcal{B}_n(\mathbb{K}(X)) \right)_{n=1}^{\infty} \) is a filtration and \( \mathcal{B}(\mathbb{K}(X)) \) is the minimal \( \sigma \)-algebra on \( \mathbb{K}(X) \) which contains all \( \mathcal{B}_n(\mathbb{K}(X)) \).

Let \( n \in \mathbb{N} \) and \( g = (\psi, \theta) \in \mathbf{G} \). Choose \( m \in \mathbb{N} \) such that \( \frac{1}{m} \leq \frac{1}{n} \inf_{x \in X} \theta(x) \). Then \( g \) maps \( \mathcal{B}_n(\mathbb{K}(X)) \) into \( \mathcal{B}_m(\mathbb{K}(X)) \). Furthermore, let \( F : \mathbb{K}(X) \to [0, \infty] \) be measurable with respect to \( \mathcal{B}_n(\mathbb{K}(X)) \). By (1),

\[
\int_{\mathbb{K}(X)} F(g\eta) \, d\mu_\lambda(\eta) = \int_{\mathbb{K}(X)} F(\theta \cdot \eta) \, d\mu_\lambda^\psi(\eta) \tag{19}
\]

where \( \mu_\lambda^\psi \) is the pushforward of \( \mu_\lambda \) under \( \psi^* \). The function \( \eta \mapsto F(\theta \cdot \eta) \) is \( \mathcal{B}_m(\mathbb{K}(X)) \)-measurable. As easily seen, \( \psi^* \) maps \( \mathcal{B}_m(\mathbb{K}(X)) \) into itself, the restriction of the measure \( \mu_\lambda^\psi \) to \( \mathcal{B}_m(\mathbb{K}(X)) \) is absolutely continuous with respect to the restriction of \( \mu_\lambda \) to \( \mathcal{B}_m(\mathbb{K}(X)) \), and the corresponding density is given by \( \prod_{x \in \tau(\eta); s_x \geq \frac{1}{m}} J_\psi(x) \). Hence, by (19) and Theorem 4,

\[
\int_{\mathbb{K}(X)} F(g\eta) \, d\mu_\lambda(\eta) = \int_{\mathbb{K}(X)} F(\theta \cdot \eta) \prod_{x \in \tau(\eta); s_x \geq \frac{1}{m}} J_\psi(x) \, d\mu_\lambda(\eta)
\]

\[
= \int_{\mathbb{K}(X)} F(\eta) \prod_{x \in \tau(\eta); s_x \geq \frac{\theta(x)}{m}} J_\psi(x) \, d\mu_\lambda^\theta(\eta)
\]

\[
= \int_{\mathbb{K}(X)} F(\eta) R_g^{(n)}(\eta) \, d\mu_\lambda(\eta),
\]

where

\[
R_g^{(n)}(\eta) = \prod_{x \in \tau(\eta); s_x \geq \frac{\theta(x)}{m}} J_\psi(x) \cdot \frac{d\mu_\lambda^\theta}{d\mu_\lambda}(\eta), \tag{20}
\]

with \( \frac{d\mu_\lambda^\theta}{d\mu_\lambda}(\eta) \) being given by (11).

\[ \square \]

### 3 Integration by parts

Let us first make a general observation about partial quasi-invariance. Assume that \( \mathcal{G} \) is a Lie group which acts on \( \Omega \) and assume that a probability measure \( P \) on \( \Omega \) is partially
quasi-invariant with respect to \( \mathcal{G} \). Let \( \mathfrak{g} \) be the Lie algebra of \( \mathcal{G} \). Fix any \( v \in \mathfrak{g} \) and let \( (g^v_t)_{t \in \mathbb{R}} \) be the corresponding one-parameter subgroup of \( \mathcal{G} \). For a function \( F : \Omega \to \mathbb{R} \), we may now introduce a derivative of \( F \) in direction \( v \) by \( \nabla^\mathfrak{g}_v F(\omega) := \frac{d}{dt} \big|_{t=0} F(g^v_t \omega) \). Fix any \( n \in \mathbb{N} \), and assume that there exists \( m \geq n \) such that, for all \( t \) from a neighborhood of zero, \( g^v_t \) maps \( \mathcal{F}_n \) to \( \mathcal{F}_m \). Then, at least heuristically, we get, for \( \mathcal{F}_n \)-measurable, differentiable functions \( F, G : \Omega \to \mathbb{R} \):

\[
\int_\Omega \nabla^\mathfrak{g}_v F(\omega) G(\omega) \, dP(\omega) = \frac{d}{dt} \big|_{t=0} \int_\Omega F(g^v_t \omega) G(g^v_t g^{-v}_{-t} \omega) \, dP(\omega)
= \frac{d}{dt} \big|_{t=0} \int_\Omega F(\omega) G(g^v_{-t} \omega) R^{(m)}_{g^v_t}(\omega) \, dP(\omega)
= - \int_\Omega F(\omega) \nabla^\mathfrak{g}_v G(\omega) \, dP(\omega) - \int_\Omega F(\omega) G(\omega) B^{(m)}_v(\omega) \, dP(\omega),
\]

(21)

where

\[
B^{(m)}_v(\omega) := - \frac{d}{dt} \big|_{t=0} R^{(m)}_{g^v_t}(\omega).
\]

(22)

Thus, we get an integration by parts formula in a weak form. We will now rigorously derive such a formula in the case of the group \( \mathfrak{G} \).

The Lie algebra of the Lie group \( \text{Diff}_0(X) \) is the space \( \text{Vec}_0(X) \) consisting of all \( C^\infty \)-vector fields (i.e., smooth sections of \( T(X) \)) which have compact support. For \( v \in \text{Vec}_0(X) \), let \( (\psi^v_t)_{t \in \mathbb{R}} \) be the corresponding one-parameter subgroup of \( \text{Diff}_0(X) \), see e.g. [3]. The corresponding derivative of a function \( F : \mathcal{M}(X) \to \mathbb{R} \) in direction \( v \) will be denoted by \( \nabla^\mathcal{M}_v F(\eta) \).

As the Lie algebra of \( C_0(X \to \mathbb{R}_+) \) we may take the space \( C_0(X) \). For each \( h \in C_0(X) \), the corresponding one-parameter subgroup of \( C_0(X \to \mathbb{R}_+) \) is given by \( (e^{th})_{t \in \mathbb{R}} \). The corresponding derivative of a function \( F : \mathcal{M}(X) \to \mathbb{R} \) in direction \( h \) will be denoted by \( \nabla^\mathcal{M}_h F(\eta) \).

Next, \( \mathfrak{g} := \text{Vec}_0(X) \times C_0(X) \) can be thought of as a Lie algebra that corresponds to the Lie group \( \mathfrak{G} \). For an arbitrary \( (v, h) \in \mathfrak{g} \), we may consider the curve \( \{(\psi^v_t, e^{th}), t \in \mathbb{R}\} \) in \( \mathfrak{G} \). (Note that this curve does not form a subgroup of \( \mathfrak{G} \).) The corresponding derivative of a function \( F : \mathcal{M}(X) \to \mathbb{R} \) in direction \( (v, h) \) will be denoted by \( \nabla^\mathcal{M}_{(v,h)} F(\eta) \).

We clearly have:

\[
(\nabla^\mathcal{M}_{(v,h)} F)(\eta) = (\nabla^\mathcal{M}_v F)(\eta) + (\nabla^\mathcal{M}_h F)(\eta)
\]

(23)

(at least, under reasonable assumptions on \( F \)). Note that, in the above definitions we may take a function \( F : \mathcal{K}(X) \to \mathbb{R} \).

Let us now introduce a set of ‘test’ functions on \( \mathcal{K}(X) \) such that each function \( F \) from this set is measurable with respect to \( B^0_n(\mathcal{K}(X)) \) for some \( n \in \mathbb{N} \). Denote by \( C^\infty_0(\hat{X}) \) the space of all infinitely differentiable functions on \( \hat{X} \) which have compact support in \( \hat{X} \). We denote by \( \mathcal{FC}(\Gamma(\hat{X})) \) the set of all cylinder functions \( G : \Gamma(\hat{X}) \to \mathbb{R} \) of the form

\[
G(\gamma) = g((\varphi_1, \gamma), \ldots, (\varphi_N, \gamma)), \quad \gamma \in \Gamma(\hat{X}),
\]

(24)
where $g \in C^\infty_b(\mathbb{R}^N)$, $\varphi_1, \ldots, \varphi_N \in C^\infty_b(\hat{X})$, and $N \in \mathbb{N}$. Here $C^\infty_b(\mathbb{R}^N)$ is the set of all infinitely differentiable functions on $\mathbb{R}^N$ which, together with all their derivatives, are bounded. Next, we define

$$\mathcal{FC}(\mathbb{K}(X)) := \{ F : \mathbb{K}(X) \to \mathbb{R} | F(\eta) = G(\mathcal{R}^{-1}\eta) \text{ for some } G \in \mathcal{FC}(\Gamma(\hat{X})) \}.$$ 

For $\varphi \in C^\infty_0(\hat{X})$ and $\eta \in \mathbb{K}(X)$, we denote

$$\langle \varphi, \eta \rangle := \langle \varphi, \mathcal{R}^{-1}\eta \rangle = \sum_{x \in \tau(\eta)} \varphi(s_x, x) = \int_X \varphi(s_x, x) \, d\tilde{\eta}(x). \tag{25}$$

Here $d\tilde{\eta}(x) := \frac{1}{s_x} d\eta(x)$, i.e., $\tilde{\eta} = \sum_{x \in \tau(\eta)} \delta_x$. (Note that $\tilde{\eta}$ is not a Radon measure.) Then, each function $F \in \mathcal{FC}(\mathbb{K}(X))$ has the form

$$F(\eta) = g(\langle \varphi_1, \eta \rangle, \ldots, \langle \varphi_N, \eta \rangle), \quad \eta \in \mathbb{K}(X), \tag{26}$$

with $g, \varphi_1, \ldots, \varphi_N$ and $N$ as in (24). Let $n \in \mathbb{N}$ be such that the support of each $\varphi_i \ (i = 1, \ldots, N)$ is a subset of $[1/n, \infty) \times X$. Then the function $F$ is $\mathcal{B}_n(\mathbb{K}(X))$-measurable.

**Theorem 14.** Assume that (6)–(9) hold. Assume that the function $l$ is continuously differentiable on $\mathbb{R}_+$ and $l' \in L^1(\mathbb{R}_+, ds)$. Assume that $F, G \in \mathcal{FC}(\mathbb{K}(X))$ are measurable with respect to $\mathcal{B}_n(\mathbb{K}(X))$. Then, for each $(v, h) \in \mathfrak{g}$,

$$\int_{\mathbb{K}(X)} (\nabla^M_{(v,h)} F)(\eta) G(\eta) \, d\mu_\lambda(\eta) = - \int_{\mathbb{K}(X)} F(\eta)(\nabla^M_{(v,h)} G)(\eta) \, d\mu_\lambda(\eta)$$

$$- \int_{\mathbb{K}(X)} F(\eta) G(\eta) B_{(v,h)}^{(n)}(\eta) \, d\mu_\lambda(\eta), \tag{27}$$

where

$$B_{(v,h)}^{(n)} = B_v^{(n)} + B_h,$$

$$B_v^{(n)}(\eta) = \sum_{x \in \tau(\eta): s_x \geq 1/n} \text{div}^X v(x),$$

$$B_h(\eta) = \int_X l'(s_x) h(x) \, d\eta(x) + l(0) \int_X h(x) \, dx. \tag{28}$$

Here, $l(0) := \lim_{s \to 0} l(s)$ and $\text{div}^X v(x)$ denotes the divergence of $v(x)$ on $X$.

**Proof.** At least heuristically, formulas (27), (28) may be easily derived from Theorem 13 and its proof, see, in particular, (11) and (20) and compare with formulas (21) and (22). In fact, for some measures $\mu_\lambda$, like for example the gamma measure, one may rigorously justify these calculations. However, in the general case, such a justification
seems to be quite a difficult problem. So below, we will present an alternative proof, which is based on the Mecke formula for the Poisson measure, see e.g. [15].

Using the Mecke formula satisfied by the Poisson measure \( \pi_x \) and the measurable bijective mapping \( \mathscr{R} : \Gamma_{\mathfrak{p}}(\hat{X}) \to \mathbb{K}(X) \), we conclude that, for each measurable function \( G : \mathbb{K}(X) \times X \to [0, \infty] \),

\[
\int_{\mathbb{K}(X)} d\mu_\lambda(\eta) \int_X d\eta(x) G(\eta, s_x, x) = \int_{\mathbb{K}(X)} d\mu_\lambda(\eta) \int_X dx \int_{\mathbb{R}_+} ds l(s) G(\eta + s\delta_x, s, x).
\]  

(29)

Let \( F : \mathbb{K}(X) \to \mathbb{R}, \eta \in \mathbb{K}(X), \) and \( x \in \tau(\eta) \). We define

\[
(\nabla^X_F)(\eta) := \nabla^X \bigg|_{y=x} F(\eta - s_x \delta_x + s_x \delta_y),
\]

(30)

\[
(\nabla^R_F)(\eta) := s_x \frac{d}{du} \bigg|_{u=s_x} F(\eta - s_x \delta_x + u \delta_x),
\]

(31)

provided the derivatives exist. Here the variable \( y \) is from \( X \), \( \nabla^X \) denotes the gradient on \( X \) in the \( y \) variable, and the variable \( u \) is from \( \mathbb{R}_+ \). An easy calculation shows that, for each function \( F \in \mathcal{FC}(\mathbb{K}(X)) \) and \( (v, h) \in \mathfrak{g} \),

\[
(\nabla^M_v F)(\eta) = \int_X \langle (\nabla^X_F)(\eta), v(x) \rangle_{T_x(X)} d\tilde{\eta}(x) = \sum_{x \in \tau(\eta)} \langle (\nabla^X_F)(\eta), v(x) \rangle_{T_x(X)},
\]

\[
(\nabla^M_h F)(\eta) = \int_X (\nabla^R_F)(\eta) h(x) d\tilde{\eta}(x) = \sum_{x \in \tau(\eta)} (\nabla^R_F)(\eta) h(x).
\]

(32)

Here, \( T_x(X) \) denotes the tangent space to \( X \) at point \( x \).

By (29) and (32),

\[
\int_{\mathbb{K}(X)} (\nabla^M_{(v, h)} F)(\eta) G(\eta) d\mu_\lambda(\eta)
\]

\[
eq \int_{\mathbb{K}(X)} d\mu_\lambda(\eta) \int_{\mathbb{R}_+} d\lambda(s) \int_X dx \langle \nabla^X_F(\eta + s\delta_x), v(x) \rangle_{T_x(X)} G(\eta + s\delta_x)
\]

\[
+ \int_{\mathbb{K}(X)} d\mu_\lambda(\eta) \int_X dx \int_{\mathbb{R}_+} ds l(s) \left( \frac{d}{ds} F(\eta + s\delta_x) \right) h(x) G(\eta + s\delta_x).
\]

(33)

Note that, since the function \( l \) is continuously differentiable on \( \mathbb{R}_+ \) and \( l' \) is integrable, we get \( \lim_{s \to \infty} l(s) = 0 \) and \( \lim_{s \to 0} l'(s) ds = l(0) \). By the definition of \( \mathcal{FC}(\mathbb{K}(X)) \), for any fixed \( \eta \in \mathbb{K}(X) \) and \( x \in X \), the function \( \mathbb{R}_+ \ni s \mapsto F(\eta + s\delta_x) \) is bounded, smooth, and its derivative has a compact support in \( \mathbb{R}_+ \). Furthermore, for any fixed \( \eta \in \mathbb{K}(X) \) and \( s \in \mathbb{R}_+ \), the function \( X \ni x \mapsto F(\eta + s\delta_x) \) is smooth and its gradient is identically equal to zero if \( s < \frac{1}{n} \). Hence, integration by parts in (33) gives

\[
\int_{\mathbb{K}(X)} (\nabla^M_{(v, h)} F)(\eta) G(\eta) d\mu_\lambda(\eta)
\]
\[
= \int_{\mathbb{X}(X)} d\mu_{\lambda}(\eta) \int_{[\frac{1}{\rho}, \infty)} d\lambda(s) \int_X dx F(\eta + s\delta_x) \\
\times \left( -\langle \nabla^X G(\eta + s\delta_x), v(x) \rangle_{\Gamma(\mathfrak{X}(X))} - G(\eta + s\delta_x) \text{div}^X v(x) \right) \\
+ \int_{\mathbb{X}(X)} d\mu_{\lambda}(\eta) \int_X dx h(x) \int_{\mathbb{R}_+} ds l(s) F(\eta + s\delta_x) \left( -\frac{d}{ds} G(\eta + s\delta_x) - G(\eta) \frac{l'(s)}{l(s)} \right) \\
- \int_{\mathbb{X}(X)} d\mu_{\lambda}(\eta) \int_X dx h(x)l(0)F(\eta)G(\eta).
\]

(34)

Applying (29) to (34), we get the statement.

Example 15. For the gamma measure,

\[ B_h(\eta) = -\langle h, \eta \rangle + \int_X h(x) dx. \]

If \( l(s) \) is satisfies (17) (with \( \alpha \in (0, 1] \)), we get \( l(0) = 0 \) and

\[ \frac{l'(s)}{l(s)} = -\frac{\alpha}{s\log s}, \quad s \in (0, \rho). \]

4 Laplace operator

Our next aim is to construct a Laplace operator associated with the measure \( \mu_{\lambda} \). The definition of such an operator depends on the choice of a tangent bundle.

Recall that we constructed the measure \( \mu_{\lambda} \) by taking the pushforward of the Poisson measure \( \pi_{\kappa} \) under the mapping \( \mathcal{R} \). According to [1], a tangent space to \( \Gamma(\hat{X}) \) at \( \gamma \in \Gamma(\hat{X}) \) is defined by

\[ T_\gamma(\Gamma) = L^2(\hat{X} \to T(X) \times \mathbb{R}, \gamma). \]

Note that, for each \( \gamma \in \Gamma_{pf}(\hat{X}) \),

\[ T_\gamma(\Gamma) = \bigoplus_{(s, x) \in \gamma} (T_x(X) \times \mathbb{R}) = \bigoplus_{x \in \tau(\mathfrak{M}_\gamma)} (T_x(X) \times \mathbb{R}). \]

So, it is natural to introduce a tangent space to \( \mathbb{K}(X) \) at \( \eta \in \mathbb{K}(X) \) by

\[ T_\eta(\mathbb{K}) := L^2(X \to T(X) \times \mathbb{R}, \tilde{\eta}) = L^2(X \to T(X), \tilde{\eta}) \oplus L^2(X, \tilde{\eta}). \]

(35)

We then define a gradient of a differentiable function \( F : \mathbb{K}(X) \to \mathbb{R} \) at \( \eta \) as the element \( (\nabla^\mathbb{K}F)(\eta) \) of \( T_\eta(\mathbb{K}) \) which satisfies

\[ (\nabla^\mathbb{M}_{(v, h)} F)(\eta) = \langle (\nabla^\mathbb{K}F)(\eta), (v, h) \rangle_{T_{\eta}(\mathbb{K})} \quad \text{for all} \ (v, h) \in \mathfrak{g}. \]
Note that, by (32), for each $F \in \mathcal{FC}(\mathbb{K}(X))$,
\[(\nabla^X F)(\eta,x) = \langle (\nabla^X F)(\eta), (\nabla^\mathbb{R}_+ F)(\eta) \rangle, \quad \eta \in \mathbb{K}(X), \ x \in \tau(\eta).\] (36)

Let us assume that conditions (7), (8) are satisfied. We consider the Dirichlet integral (or the Dirichlet form)
\[\mathcal{E}_\lambda^X(F,G) := \frac{1}{2} \int_{\mathbb{K}(X)} \langle \nabla^X F, \nabla^X G \rangle_{T(\mathbb{K})} d\mu_\lambda, \quad F,G \in \mathcal{FC}(\mathbb{K}(X)).\] (37)

It can be easily seen from (29) and (36) that the function under the sign of integral in (37) is indeed integrable. Furthermore, $\mathcal{E}_\lambda^X$ is a well defined, symmetric bilinear form on $L^2(\mathbb{K}(X),\mu_\lambda)$.

For a function $F \in \mathcal{FC}(\mathbb{K}(X)), \ \eta \in \mathbb{K}(X)$, and $x \in \tau(\eta)$, we denote
\[\begin{align*}
(\Delta^X_f)(\eta) & := \Delta_y^X|_{y=x} F(\eta - s_2 \delta_x + s_x \delta_y), \quad (38) \\
(\Delta^\mathbb{R}_+ F)(\eta) & := \Delta^\mathbb{R}_+|_{u=s_x} F(\eta - s_x \delta_x + u \delta_x). \quad (39)
\end{align*}\]

Here, for a twice differentiable function $f : \mathbb{R}_+ \to \mathbb{R}$,
\[(\Delta^\mathbb{R}_+ f)(s) := s^2 f''(s) + s f'(s) + s^2 \frac{l'(s)}{l(s)} f'(s), \quad s \in \mathbb{R}_+, \quad (40)\]
and $\Delta^X = \text{div}^X \nabla^X$ is the Laplace–Beltrami operator on $X$.

**Theorem 16.** Assume that (7)–(9) hold. Assume that the function $l$ is continuously differentiable on $\mathbb{R}_+$. For each $F \in \mathcal{FC}(\mathbb{K}(X))$, we define
\[\begin{align*}
(L^X_\lambda F)(\eta) & := \frac{1}{2} \int_X \left[ (\Delta^X_f)(\eta) + (\Delta^\mathbb{R}_+ F)(\eta) \right] d\tilde{\eta}(x), \quad \eta \in \mathbb{K}(X). \quad (41)
\end{align*}\]

Then $(L^X_\lambda, \mathcal{FC}(\mathbb{K}(X)))$ is a symmetric operator in $L^2(\mathbb{K}(X),\mu_\lambda)$ which satisfies
\[\mathcal{E}_\lambda^X(F,G) = (-L^X_\lambda F,G)_{L^2(\mathbb{K}(X),\mu_\lambda)}, \quad F,G \in \mathcal{FC}(\mathbb{K}(X)).\] (42)

The bilinear form $(\mathcal{E}_\lambda^X, \mathcal{FC}(\mathbb{K}(X)))$ is closable on $L^2(\mathbb{K}(X),\mu_\lambda)$, and its closure is denoted by $(\mathcal{E}_\lambda^X, D(\mathcal{E}_\lambda^X))$. The operator $(L^X_\lambda, \mathcal{FC}(\mathbb{K}(X)))$ has Friedrichs' extension, denoted by $(L^X_\lambda, D(L^X_\lambda))$—the generator of the closed symmetric form $(\mathcal{E}_\lambda^X, D(\mathcal{E}_\lambda^X))$.

**Remark 17.** Let $L^\mathbb{X}$ denote the operator acting on functions on $\mathbb{X}$ as follows:
\[\begin{align*}
(L^\mathbb{X} f)(s,x) & := \frac{1}{2}(\Delta^X_f)(s,x) + \frac{1}{2}(\Delta^\mathbb{R}_+ f)(s,x). \quad (43)
\end{align*}\]

Then, the following informal formula holds:
\[\begin{align*}
(L^X_\lambda F) \left( \sum_i s_i \delta_{x_i} \right) & = \sum_j L^\mathbb{X}_{(s_j,x_j)} F \left( \sum_i s_i \delta_{x_i} \right),
\end{align*}\]
where $L^\mathbb{X}_{(s_j,x_j)}$ is the $L^\mathbb{X}$ operator acting in the $(s_j,x_j)$ variable.
Remark 18. Compared with the integration by parts formula from Theorem 14, in the definition of the operator $L^K_\lambda$ we do not use the cut-off condition $s_x \geq 1/n$ for some $n$. This is actually due to the fact that, for a function $F \in \mathcal{FC}(\mathbb{K}(X))$, we get, for some $n \in \mathbb{N}$,

$$\nabla_y^X F(\eta - s_x \delta_x + s_x \delta_y) = 0 \quad \text{if} \quad s_x < 1/n.$$  

Hence, if $s_x < 1/n$,

$$\Delta_y^X F(\eta - s_x \delta_x + s_x \delta_y) = \text{div}_y^X \nabla_y^X F(\eta - s_x \delta_x + s_x \delta_y) = 0.$$  

Thus, although the integration by parts formula for the measure $\mu_\lambda$ holds only in a weak sense, we get a proper Laplace operator $L^K_\lambda$ relative to the measure $\mu_\lambda$.

Proof of Theorem 16. Formulas (41), (42) can be derived from Theorem 14. Alternatively, we may give a direct proof of these formulas by analogy with the proof of Theorem 14. Indeed, by (29)–(30), and (35)–(37), we get, for any $F, G \in \mathcal{FC}(\mathbb{K}(X))$,

$$E^K_\lambda(F, G) = \frac{1}{2} \int_{\mathbb{K}(X)} d\mu_\lambda(\eta) \int_X dx \int_{\mathbb{R}^+} ds \frac{l(s)}{s} \left[ \langle \nabla_x^X F(\eta + s\delta_x), \nabla_x^X G(\eta + s\delta_x) \rangle_{T_x(\mathbb{X})} + \left( s \frac{d}{ds} F(\eta + s\delta_x) \right) \left( s \frac{d}{ds} G(\eta + s\delta_x) \right) \right].$$  

From here, using integration by parts and (29), formulas (41), (42) follow.

Let us show that, for each $F \in \mathcal{FC}(\mathbb{K}(X))$, $L^K_\lambda F \in L^2(\mathbb{K}(X), \mu_\lambda)$. It follows from the definition of $\mathcal{FC}(\mathbb{K}(X))$, formulas (39)–(40), and the assumption of the theorem that, for each $F \in \mathcal{FC}(\mathbb{K}(X))$, there exist a compact set $\Lambda \subset \hat{X}$ and a constant $C_1 > 0$ such that

$$|\Delta_x^X F(\eta)| + |\Delta_{x^+}^R F(\eta)| \leq C_1 \chi_\Lambda(s_x, x), \quad \eta \in \mathbb{K}(X), \quad x \in \tau(\eta),$$

where $\chi_\Lambda$ denotes the indicator function of $\Lambda$. Thus, by (41), it suffices to show that

$$\int_{\mathbb{K}(X)} \left( \int_X \chi_\Lambda(s_x, x) d\tilde{\eta}(x) \right)^2 d\mu_\lambda(\eta) < \infty$$

This can be easily deduced from (29).

The statements that the bilinear form $(E^K_\lambda, \mathcal{FC}(\mathbb{K}(X)))$ is closable on $L^2(\mathbb{K}(X), \mu_\lambda)$ and that the operator $(L^K_\lambda, \mathcal{FC}(\mathbb{K}(X)))$ has Friedrichs’ extension are now standard, see e.g. [27].

Theorem 19. Let the assumptions of Theorem 16 be satisfied. Then the operator $(L^K_\lambda, \mathcal{D}(L^K_\lambda))$ is essentially self-adjoint on $\mathcal{FC}(\mathbb{K}(X))$. 

Proof. Consider the symmetric operator \((\frac{1}{2}\Delta^+, C_0^\infty(\mathbb{R}^+))\). We construct a unitary operator

\[
U : L^2(\mathbb{R}^+, \frac{l(s)}{s} ds) \to L^2(\mathbb{R}, l(e^u) du),
\]

\[
(Uf)(u) = f(e^u), \quad u \in \mathbb{R}.
\] (45)

Then \(UC_0^\infty(\mathbb{R}^+) = C_0^\infty(\mathbb{R})\) and for any \(g \in C_0^\infty(\mathbb{R})\)

\[
(L^R g)(u) := (U \frac{1}{2} \Delta^+ U^{-1} g)(u) = \frac{1}{2} g''(u) + \frac{1}{2} \left( \frac{d}{du} \log(l(e^u)) \right) g'(u), \quad u \in \mathbb{R}.
\] (46)

Hence, by [41, Theorem 2.3], the operator \((\frac{1}{2}\Delta^+, C_0^\infty(\mathbb{R}^+))\) is essentially self-adjoint in \(L^2(\mathbb{R}^+, \frac{l(s)}{s} ds)\). Furthermore, it is well known that the symmetric operator \((\frac{1}{2}\Delta^X, C_0^\infty(X))\) is essentially self-adjoint in \(L^2(X, dx)\). Therefore, the operator \((L^X, C_0^\infty(X))\), defined by (43), is essentially self-adjoint in \(L^2(\hat{X}, \kappa)\).

For a real separable Hilbert space \(\mathcal{H}\), we denote by \(\mathcal{F}(\mathcal{H})\) the symmetric Fock space over \(\mathcal{H}\):

\[
\mathcal{F}(\mathcal{H}) := \bigoplus_{n=0}^{\infty} \mathcal{H}^{\otimes n} n!.
\]

Here \(\otimes\) stands for symmetric tensor product. Let \((\mathcal{A}, \mathcal{D})\) be a densely defined symmetric operator in \(\mathcal{H}\). We denote by \(\mathcal{F}_{\text{alg}}(\mathcal{D})\) the subset of \(\mathcal{F}(\mathcal{H})\) which is the linear span of the vacuum vector \(\Psi = (1, 0, 0, \ldots)\) and vectors of the form \(\varphi_1 \otimes \varphi_2 \otimes \cdots \otimes \varphi_n\), where \(\varphi_1, \ldots, \varphi_n \in \mathcal{D}\) and \(n \in \mathbb{N}\). The differential second quantization \(d \text{Exp}(\mathcal{A})\) is defined as the symmetric operator in \(\mathcal{F}(\mathcal{H})\) with domain \(\mathcal{F}_{\text{alg}}(\mathcal{D})\) which acts as follows:

\[
d \text{Exp}(\mathcal{A}) \Psi := 0,
\]

\[
d \text{Exp}(\mathcal{A}) \varphi_1 \otimes \varphi_2 \otimes \cdots \otimes \varphi_n := \sum_{i=1}^{n} \varphi_1 \otimes \varphi_2 \otimes \cdots \otimes (\mathcal{A} \varphi_i) \otimes \cdots \otimes \varphi_n.
\] (47)

By e.g. [2, Chap. 6, subsec. 1.1], if the operator \((\mathcal{A}, \mathcal{D})\) is essentially self-adjoint in \(\mathcal{H}\), then the differential second quantization \((d \text{Exp}(\mathcal{A}), \mathcal{F}_{\text{alg}}(\mathcal{D}))\) is essentially self-adjoint in \(\mathcal{F}(\mathcal{H})\). Hence, \((d \text{Exp}(L^X), \mathcal{F}_{\text{alg}}(C_0^\infty(\hat{X})))\) is essentially self-adjoint in \(\mathcal{F}(L^2(\hat{X}, \kappa))\).

Let

\[
I : L^2(\Gamma(\hat{X}), \pi_\mu) \to \mathcal{F}(L^2(\hat{X}, \kappa))
\] (48)

denote the unitary operator which is derived through multiple stochastic integrals with respect to the centered Poisson random measure with intensity measure \(\kappa\), see e.g. [32]. Let \(\mathcal{P}\) denote the set of functions on \(\Gamma(\hat{X})\) which are finite sums of \(\langle \varphi_1, \cdot \rangle \cdots \langle \varphi_n, \cdot \rangle\) with \(\varphi_1, \ldots, \varphi_n \in C_0^\infty(\hat{X})\), \(n \in \mathbb{N}\), and constants. Thus, \(\mathcal{P}\) is a set of polynomials on \(\Gamma(\hat{X})\). Using the properties of \(I\), one shows that

\[
I^{-1} \mathcal{F}_{\text{alg}}(C_0^\infty(\hat{X})) = \mathcal{P}.
\]
For each \((s, x) \in \hat{X}\), we define an annihilation operator at \((s, x)\) acting on \(\mathcal{F}_{\text{alg}}(C^\infty_0(\hat{X}))\) by the formula

\[
\partial_{(s, x)} \Psi := 0, \quad \partial_{(x, s)} \phi_1 \odot \phi_2 \odot \cdots \odot \phi_n := \sum_{i=1}^n \phi_i(s, x) \phi_1 \odot \phi_2 \odot \cdots \odot \tilde{\phi}_i \odot \cdots \odot \phi_n,
\]

where \(\tilde{\phi}_i\) denotes absence of \(\phi_i\). We will preserve the notation \(\partial_{(s, x)}\) for the operator \(I\partial_{(s, x)}I^{-1} : \mathcal{P} \to \mathcal{P}\). This operator admits the following explicit representation:

\[
\partial_{(s, x)} \mathcal{F}(\gamma) = \mathcal{F}(\gamma + \delta_{(s, x)}) - \mathcal{F}(\gamma)
\]

for \(\pi_\kappa\)-a.a. \(\gamma \in \Gamma(\hat{X})\), see e.g. [14, 26].

Denote \(L := I^{-1}d\exp(L\hat{X})I\). Then \((L, \mathcal{P})\) is the generator of the bilinear form

\[
\mathcal{E}(F, G) = \frac{1}{2} \int_{\Gamma(\hat{X})} d\pi_\kappa(\gamma) \int_{\hat{X}} d\kappa(s, x) \left[ \langle \nabla_x^X \partial_{(s, x)} F(\gamma), \nabla_x^X \partial_{(s, x)} G(\gamma) \rangle_{T(\hat{X})} + \left( s \frac{d}{ds} \partial_{(s, x)} F(\gamma) \right) \left( s \frac{d}{ds} \partial_{(s, x)} G(\gamma) \right) \right].
\]

Note that, by (49),

\[
\nabla_x^X \partial_{(s, x)} F(\gamma) = \nabla_x^X F(\gamma + \delta_{(s, x)}), \quad \frac{d}{ds} \partial_{(s, x)} F(\gamma) = \frac{d}{ds} F(\gamma + \delta_{(s, x)}).
\]

Since \((L, \mathcal{P})\) is essentially self-adjoint in \(L^2(\Gamma(\hat{X}), \pi_\kappa)\), by (44), (50), and (51), to prove the theorem, it suffices to show that, for any polynomial \(p : \mathbb{R}^N \to \mathbb{R}\) of \(N\) variables, and any \(\phi_1, \ldots, \phi_N \in C^\infty_0\), the function

\[
F(\eta) = p\left( \langle \phi_1, \eta \rangle, \ldots, \langle \phi_N, \eta \rangle \right), \quad \eta \in \mathbb{K}(X),
\]

belongs to the closure of the symmetric operator \((L^X_\lambda, \mathcal{F}(\mathbb{K}(X)))\) in \(L^2(\mathbb{K}(X), \mu_\lambda)\) (compare with (25), (26)). But this can be easily done by approximation.

Let us recall the notion of a second quantization in a symmetric Fock space. Let \(B\) be a bounded linear operator in a real separable Hilbert space \(\mathcal{H}\). Assume that the norm of \(B\) is \(\leq 1\). One defines the second quantization of \(B\) the bounded linear operator \(\exp(B)\) in \(\mathcal{F}(\mathcal{H})\) which satisfies \(\exp(B)\Psi := \Psi\) and for each \(n \in \mathbb{N}\), the restriction of \(\exp(B)\) to \(\mathcal{H}^{\otimes n}\) coincides with \(B^{\otimes n}\).

Recall the unitary operator \(I\), see (48). In view of the mapping \(\mathcal{R}\), we can equivalently treat \(I\) as a unitary operator

\[
I : L^2(\mathbb{K}(X), \mu_\lambda) \to \mathcal{F}(L^2(\hat{X}, \kappa)).
\]
Corollary 20. Let the assumptions of Theorem 16 be satisfied. Then
\[ I^{-1} \exp(tL^K_X)I^{-1} = \text{Exp} (\exp(tL^X)) , \ t \geq 0. \]

Here \((L^\hat{X}, D(L^\hat{X}))\) is the self-adjoint operator in \(L^2(\hat{X}, \kappa)\) defined as the closure of \((L^\hat{X}, C_0^\infty(\hat{X}))\), see (43).

Proof. The result follows from the proof of Theorem 19 and the properties of a second quantization (cf. e.g. [2, Chap. 6, subsec. 1.1]). \qed

5 Diffusion processes

Let us assume that the dimension of the manifold \(X\) is \(\geq 2\). By using the theory of Dirichlet forms [22, 23], it can be shown [17] that there exists a conservative diffusion process on \(\mathbb{K}(X)\) (i.e., a conservative strong Markov process with continuous sample paths in \(\mathbb{K}(X)\)) which has \(\mu_\lambda\) as its symmetrizing measure and its \(L^2(\mathbb{K}(X), \mu_\lambda)\)-generator is \((L^K_X, D(L^K_X))\). Unfortunately, the theory of Dirichlet forms gives rather little information apart from the very existence of the process. In the following subsection, under a little bit stronger assumptions on the manifold \(X\) and the function \(l\), we will present an explicit construction of (a version of) this Markov process. To this end, we will use ideas from [19].

5.1 Explicit construction of the process

We introduce a metric \(d_\lambda\) on \(\mathbb{R}_+\) which is associated with the measure \(\lambda\): for any \(s_1, s_2 \in \mathbb{R}_+\) with \(s_1 < s_2\), we set
\[ d_\lambda(s_1, s_2) = d_\lambda(s_2, s_1) := \lambda((s_1, s_2)). \]
We then define a metric on \(\hat{X}\) by
\[ d_X((s_1, x_1), (s_2, x_2)) := \max \{d_\lambda(s_1, s_2), d_X(x_1, x_2)\}, \]
where \(d_X\) is the Riemannian metric on \(X\). We fix a point \(x_0 \in X\) and denote by \(B^{\hat{X}}_X(r)\) an open ball in \(\hat{X}\) which is centered at \((1, x_0)\) and of radius \(r\) (with respect to the metric \(d_\hat{X}\)).

We define the following measurable subset of \(\mathbb{K}(X)\):
\[ \Theta := \{\eta \in \mathbb{K}(X) \mid |\tau(\eta)| = \infty \quad \text{and} \quad \exists K \in \mathbb{N} \forall r \in \mathbb{N} : |(\mathcal{R}^{-1}\eta) \cap B^{\hat{X}}_X(r)| \leq K \kappa(B^{\hat{X}}_X(r))\}. \]

(Recall that the measure \(\kappa\) on \(\hat{X}\) and the mapping \(\mathcal{R}\) are defined by (4) and (5), respectively.) It follows from the explicit construction of the measure \(\mu_\lambda\) in subsec. 2.2
and e.g. [25] that $\mu_\lambda(\Theta) = 1$. We denote by $B(\Theta)$ the trace $\sigma$-algebra of $B(\mathbb{K}(X))$ on $\Theta$. Thus, we may consider $\mu_\lambda$ as a probability measure on $(\Theta, B(\Theta))$. We also equip $\Theta$ with the topology induced by the topology on $\mathbb{K}(X)$. So, our aim now is to construct a continuous Markov process on $\Theta$ with generator $L^\mathbb{K}_\lambda$.

About the function $l$ we will assume below that $l \in C^2_\infty(\mathbb{R}^+_0)$, \hspace{1cm} (54)

$l' \in L^1(\mathbb{R}^+, ds)$, \hspace{1cm} (55)

$\sup_{s \in \mathbb{R}^+_0} \frac{l'(s)s}{l(s)} < \infty$, \hspace{1cm} (56)

$\sup_{s \in (0,1)} \frac{l'(s)s}{l(s) \log(s)} < \infty$. \hspace{1cm} (57)

One can easily check that these conditions are satisfied for the functions $l$ from Examples 3 and 8.

Let us consider the following stochastic differential equation on $\mathbb{R}$:

$$dY(t) = dW(t) + \frac{l'(e^{Y(t)})e^{Y(t)}}{2 l(e^{Y(t)})} dt$$

with initial condition $Y(0) = y_0$. Here $W(t)$ is a Brownian motion on $\mathbb{R}$. Note that (56) and (57) imply existence of a constant $C_2 > 0$ such that

$$\frac{s l'(e^s)e^s}{2 l(e^s)} \leq C_2(1 + s^2), \quad s \in \mathbb{R}.$$ 

Hence, by Theorem 3 and Remark 3 in Section 6 of [10], the stochastic differential equation (58) has a unique strong solution. As follows from the proof of Theorem 19, the operator $L^\mathbb{R}$, defined by formula (46), is essentially self-adjoint on $C^\infty_0(\mathbb{R})$ in $L^2(\mathbb{R}, l(e^s) ds)$. Denote by $(L^\mathbb{R}, D(L^\mathbb{R}))$ the closure of this operator. Then, by using e.g. Chapter 1 of [6], we conclude that the conservative Markov process $Y = (Y(t))_{t \geq 0}$ has $l(e^s) ds$ as symmetrizing measure and $(L^\mathbb{R}, D(L^\mathbb{R}))$ is its $L^2$-generator. Hence, by (45) and (46), the conservative Markov process $Z = (Z(t))_{t \geq 0}$ with $Z(t) := e^{-Y(t)}$ has $\lambda$ as symmetrizing measure and $(\frac{1}{2} \Delta^\mathbb{R}, D(\Delta^\mathbb{R}))$ is its $L^2$-generator. Here $(\frac{1}{2} \Delta^\mathbb{R}, D(\Delta^\mathbb{R}))$ is the closure of the operator $(\frac{1}{2} \Delta^\mathbb{R}, C^\infty_0(\mathbb{R}))$ in $L^2(\mathbb{R}^+, \lambda)$.

**Theorem 21.** Assume the function $l$ satisfies (54)–(57). Let the dimension of the manifold $X$ be $\geq 2$. Furthermore, assume that $X$ satisfies the following conditions:

(C1) There exist $m \in \mathbb{N}$ and $C_3 \in \mathbb{R}$ such that, for all $r > 0$ and $\beta \geq 1$

$$\int_{B_X(\beta r)} dx \leq C_3 \beta^m \int_{B_X(r)} dx.$$ 

Here $B_X(r)$ denotes the open ball in $X$ of radius $r$, centered at $x_0$. 

\[ 21 \]
(C2) The manifold $X$ is stochastically complete, i.e., for any $x_0 \in X$, the Brownian motion $(B_t)_{t \geq 0}$ on $X$ starting at $x_0$ has infinite lifetime.

(C3) Let $p(t, x, y)$ be the heat kernel on $X$. $p(t, x, y)$ satisfies the Gaussian upper bound for small values of $t$:

$$p(t, x, y) \leq C_4 t^{-n/2} \exp \left[ -\frac{d_X(x, y)^2}{Dt} \right], \quad t \in (0, \varepsilon], \ x, y \in X,$$

where $n \in \mathbb{N}$, $\varepsilon > 0$ and $C_4$ and $D$ are positive constants.

Then the following statements hold.

(i) For any $\eta = \sum_{i=1}^{\infty} s_i \delta_{x_i} \in \Theta$, let $(Z_i(t))_{t \geq 0}$ and $(B_i(t))_{t \geq 0}$, $i \in \mathbb{N}$, be independent stochastic processes such that $Z_i(t) = e^{Y_i(t)}$, where $Y_i(t)$ is the strong solution of the stochastic differential equation (58) with initial condition $Y_i(0) = \ln(s_i)$ and $B_i(t)$ is a Brownian motion on $X$ with initial condition $B_i(0) = x_i$. For $t \geq 0$, denote

$$\mathfrak{X}(t) := \sum_{i=1}^{\infty} Z_i(t) \delta_{B_i(t)}.$$

In particular, $\mathfrak{X}(0) = \eta$. Then, with probability one, $\mathfrak{X}(t) \in \Theta$ for all $t \geq 0$ and the sample path $[0, \infty) \ni t \mapsto \mathfrak{X}(t) \in \Theta$ is continuous.

(ii) Denote $\Omega := C([0, \infty) \to \Theta)$ and let $\mathcal{F}$ be the corresponding cylinder $\sigma$-algebra on $\Omega$. For each $\eta \in \Theta$, denote by $\mathbb{P}_{\eta}$ the probability measure on $(\Omega, \mathcal{F})$ which is the law of the stochastic process $(\mathfrak{X}(t))_{t \geq 0}$ from (i) starting at $\eta$. Assume now that $\mathfrak{X}(t)$ is chosen canonically, i.e., for each $t \geq 0$ we have $\mathfrak{X}(t) : \Omega \to \Theta$, $\mathfrak{X}(t)(\omega) = \omega(t)$. Furthermore, for each $t \geq 0$, denote $\mathcal{F}_t := \sigma(\mathfrak{X}(u), 0 \leq u \leq t)$ and let $(\zeta_t)_{t \geq 0}$ be the natural time shifts: $\zeta_t : \Theta \to \Theta$, $(\zeta_t \omega)(u) := \omega(t + u)$. Then

$$M = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (\zeta_t)_{t \geq 0}, (\mathfrak{X}(t))_{t \geq 0}, (\mathbb{P}_{\eta})_{\eta \in \Theta})$$

is a time homogeneous Markov process on the state space $(\Theta, \mathcal{B}(\Theta))$ with continuous paths and transition probabilities $(\mathbb{P}_t(\eta, \cdot))_{t \geq 0, \eta \in \Theta}$, where $\mathbb{P}_t(\eta, \cdot)$ is the distribution of $\mathfrak{X}(t)$ under $\mathbb{P}_\eta$.

(iii) For each $t > 0$ and $F \in L^2(\Theta, \mu_\lambda)$, the function

$$\Theta \ni \eta \mapsto \int_{\Theta} F(\xi) \mathbb{P}_t(\eta, d\xi)$$

is a $\mu_\lambda$-version of $e^{t\mathcal{L}_{\lambda}^X} F \in L^2(\Theta, \mu_\lambda)$.

Remark 22. If $X$ has a nonnegative Ricci curvature, condition (C1) is satisfied with $C_3 = 1$ and $m$ being equal to the dimension of $X$, see e.g. [4, Proposition 5.5.1].
Proof. (i) We divide the proof of this statement into several steps.

Step 1. For \( x \in X \), we denote by \( P_x \) the law of the Brownian motion \((B(t))_{t \geq 0}\) starting at \( x \), and for \( t > 0 \) and \( A \in \mathcal{B}(X) \), we denote

\[
p_t(x, A) := \int_A p(t, x, y) \, dy,
\]

the transition probabilities of the Brownian motion. For \( A \subset X \), we denote by \( T(A) \) the hitting time of \( A \) by the Brownian motion. By [18, Lemma 1], or [24, Appendix A, Lemma 4] in the special case \( X = \mathbb{R} \), we have for any \( x \in X \) and \( r > 0 \),

\[
P_x(T(B_X(x, r)^c) \leq \varepsilon) \leq 2 \sup_{t \in (0, \varepsilon]} \sup_{y \in X} p_t(y, B_X(y, r/4)^c). \tag{59}
\]

Here and below \( B_X(x, r) \) denotes the open ball in \( X \), centered at \( x \) and of radius \( r \), and the index \( c \) over a set denotes taking the compliment of this set. By [18, Lemma 8.2], (C3) implies existence of \( C_5 > 0 \) such that

\[
\sup_{t \in (0, \varepsilon]} \sup_{y \in X} p_t(y, B_X(y, r)^c) \leq C_5 e^{-r}, \quad r > 0, \tag{60}
\]

where \( \varepsilon \) is as in from (C3). By (59) and (60), for any \( \delta > 0 \) and \( \alpha > 0 \),

\[
\sum_{n=1}^{\infty} \sup_{x \in X} P_x(T(B_X(x, \delta n^\alpha)^c) \leq \varepsilon) < \infty. \tag{61}
\]

Step 2. For \( s \in \mathbb{R}_+ \) and \( r > 0 \), we denote

\[
R(s, r) := \{ u \in \mathbb{R}_+ \mid u > s, d_X(s, u) \geq r \}.
\]

Note that this set might be empty. Let \( P_s \) denote the law of \((Z(t))_{t \geq 0}\) starting at \( s \). We denote by \( T(R(s, r)) \) the hitting time of \( R(s, r) \) by \((Z(t))_{t \geq 0}\). (In the case where the set \( R(s, r) \) is empty, we set \( T(R(s, r)) := +\infty \).) We state that, for any \( \delta > 0 \) and \( \alpha > 0 \),

\[
\sum_{n=1}^{\infty} \sup_{s \in \mathbb{R}_+} P_s(T(R(s, \delta n^\alpha)) \leq \varepsilon) < \infty. \tag{62}
\]

Indeed, denote by \( C_6 \) the value of the supremum in (56). By [13, Chap. VI, Sec. 1], the stochastic process \((Y(t))_{t \geq 0}\) solving the stochastic differential equation (58) with initial condition \( Y(0) = y_0 \) satisfies with probability one:

\[
Y(t) \leq W(t) + y_0 + C_6 t, \quad t \geq 0 \tag{63}
\]

where \( W(0) = 0 \).
As noted in the proof of Theorem 14, (54) and (55) imply that the function \( l \) has a finite limit at zero, hence it is bounded on \((0, 1]\) by a constant \( C_7 > 0 \). Hence, for any \(-\infty < z_1 < z_2 \leq 0\),

\[
d_\lambda(e^{z_1}, e^{z_2}) = \int_{e^{z_1}}^{e^{z_2}} \frac{l(s)}{s} \, ds = \int_{z_1}^{z_2} l(e^z) \, dz \leq C_7(z_2 - z_1). \tag{64}
\]

By (63) and (64), formula (62) follows from the formula (61) applied to the case \( X = \mathbb{R} \), \( B(t) = W(t) \).

Step 3. By (52), for each \( r > 0 \),

\[
B_{\hat{X}}(r) = B_\lambda(r) \times B_X(r), \tag{65}
\]

where \( B_\lambda(r) \) is the open ball in \( \mathbb{R}_+ \) with respect to metric \( d_\lambda \), centered at 1 and of radius \( r \). Hence, by (C1), for any \( r > 0 \) and \( \beta \geq 1 \),

\[
\kappa(B_{\hat{X}}(r)) \leq C_3 \beta^{m+1} \kappa(B_{\hat{X}}(1)). \tag{66}
\]

Step 4. For \((s, x) \in \hat{X} \), we denote \(|(s, x)|_{\hat{X}} := d_{\hat{X}}((s, x), (1, x_0))\) and \(|s|_\lambda := d_\lambda(s, 1), |x|_X := d_X(x, x_0)\). Let \( \eta = \sum_{i=1}^{\infty} s_i \delta x_i \in \Theta \), and without loss of generality, we may assume that \(|(s_{i+1}, x_{i+1})|_{\hat{X}} \geq |(s_i, x_i)|_{\hat{X}} \) for all \( i \). We define

\[
r(i) := \max_{n \in \mathbb{N}} \left\{ n \in \mathbb{N} \mid n < \left( \frac{i}{KC_3 \kappa(B_{\hat{X}}(1))} \right)^{\frac{1}{m+1}} \right\}, \tag{67}
\]

where \( K > 0 \) is the constant from (53), depending on \( \eta \). (We assumed that \( i \) is sufficiently large, so that the set on the right hand side of (67) is not empty.) Then, by (66),

\[
|(\mathcal{R}^{-1}\eta) \cap B_{\hat{X}}(r(i))| \leq K \kappa(B_{\hat{X}}(r(i))) \leq KC_3 r(i)^{m+1} \kappa(B_{\hat{X}}(1)) < i.
\]

Hence, \((s_i, x_i) \not\in B_{\hat{X}}(r(i))\). Therefore, for all sufficiently large \( i \),

\[
\max\{|s_i|_\lambda, |x_i|_X\} = |(s_i, x_i)|_{\hat{X}} \geq r(i) \geq \left( \frac{i}{KC_3 \kappa(B_{\hat{X}}(1))} \right)^{\frac{1}{m+1}} - 1 \geq \delta i^{\frac{1}{m+1}} \tag{68}
\]

for some \( \delta > 0 \).

Step 5. Denote

\[
I := \{ i \in \mathbb{N} \mid |x_i|_X \geq |s_i|_\lambda \}, \quad J := \mathbb{N} \setminus I.
\]
By (68), for each \( i \in I \) sufficiently large, we have \(|x_i|_X \geq \delta i^{\frac{1}{m+1}}\). Hence, by (61), for some \( C_8 \geq 0 \),
\[
\sum_{i \in I} P_{x_i}(T(B_X(x_i, |x_i|_X/2)^c) \leq \varepsilon) \leq C_8 + \sum_{i \in I} P_{x_i}(T(B_X(x_i, \delta i^{\frac{1}{m+1}}/2)^c) \leq \varepsilon) < \infty. \tag{69}
\]

Hence, by the Borel–Cantelli lemma, with probability one, for all but a finite number of \( i \in I \), we have \( B_i(t) \subseteq B_X(x_i, |x_i|_X/2) \) for all \( t \in [0, \varepsilon] \), and so \( B_i(t) \not\subseteq B_X(|x_i|_X/2) \) for all \( t \in [0, \varepsilon] \). This, in turn, implies that, with probability one, for all but a finite number of \( i \in I \), we have
\[
(Z_i(t), B_i(t)) \not\subseteq B_X((s_i, x_i)|_X/2), \quad t \in [0, \varepsilon]. \tag{70}
\]

Analogously to (69), using (62), we get
\[
\sum_{j \in J} P_{x_j}(T(R(s_j, |s_j|_X/2)) \leq \varepsilon) < \infty.
\]

Therefore, by the Borel–Cantelli lemma, with probability one, for all but a finite number of \( j \in J \), the process \( Z_j(t) \) does not reach the set \( R(s_j, |s_j|_X/2) \) for all \( t \in [0, \varepsilon] \), hence \( Z_j(t) \not\subseteq B_X(|s_j|_X/2) \). Consequently, for all but a finite number of \( j \in J \), formula (70) holds with \( i \) replaced by \( j \).

Thus, with probability one, there exists a finite subset \( K \subseteq \mathbb{N} \) (depending on \( \omega \)) such that, for all \( i \in \mathbb{N} \setminus K \), formula (70) holds. Let \( k \) denote the number of the elements of \( K \), \( k \) being a random variable. Using (66), we conclude that, with probability one, for each \( r \in \mathbb{N} \) and for all \( t \in (0, \varepsilon) \),
\[
\mathbb{P} \left( \{ (Z_i(t), B_i(t)) \mid i \in \mathbb{N} \} \cap B_X(r) \right) \leq \mathbb{P} \left( \{ (s_i, x_i) \mid i \in \mathbb{N} \} \cap B_X(2r) \right) + k \leq K \mathcal{X}(B_X(2r)) + k \leq KC_3 2^{m+1} \mathcal{X}(B_X(r)) + k \leq K' \mathcal{X}(B_X(r)) \tag{71}
\]

for some \( K' > 0 \).

Step 6. Since the dimension of \( X \) is \( \geq 2 \), with probability one, \( B_i(t) \neq B_j(t) \) for all \( t \geq 0 \) and \( i \neq j \), see e.g. (8.29) in [18].

Step 7. Consider any set \( \{ (u_i, y_i) \mid i \in \mathbb{N} \} \subseteq \tilde{X} \) such that \( y_i \neq y_j \) for \( i \neq j \) and there exists a constant \( K' > 0 \) for which
\[
\mathbb{P} \left( \{ (u_i, y_i) \mid i \in \mathbb{N} \} \cap B_X(r) \right) \leq K' \mathcal{X}(B_X(r)), \quad r \in \mathbb{N}.
\]

We state: \( \sum_{i=1}^{\infty} u_i \delta y_i \in \Theta \).

Indeed, we only have to prove that \( \sum_{i=1}^{\infty} u_i \delta y_i \in \mathcal{M}(X) \). Without loss of generality, we may assume that \( |(u_{i+1}, y_{i+1})|_{\tilde{X}} \geq |(u_i, y_i)|_{\tilde{X}} \) for all \( i \). Just as in Step 4, we get \( |(u_i, y_i)|_{\tilde{X}} \geq \delta' i^{\frac{1}{m+1}} \) for all sufficiently large \( i \). Here \( \delta' > 0 \) depends on \( K' \).
Fix any compact $A \subset X$. Since $A$ is bounded, for all sufficiently large $i \in \mathbb{N}$ such that $y_i \in A$, we then have $|u_i|_\lambda \geq \delta'_i \frac{1}{m+1}$. Hence, by (64),

$$\delta'_i \frac{1}{m+1} \leq C_7 (-\log(u_i)),$$

and so

$$u_i \leq \exp \left[ -\frac{\delta'_i}{C_7} \frac{1}{m+1} \right].$$

Thus, $\sum_{i: y_i \in A} u_i < \infty$, which implies the statement.

Step 8. By Steps 5–7, with probability one, we have $X(t) = \sum_{i=1}^{\infty} Z_i(t)\delta_{B_i(t)} \in \Theta$ for all $t \in [0,\varepsilon]$. Furthermore, by the dominated convergence theorem, for each $f \in C_0(X)$, the mapping

$$[0,\varepsilon] \ni t \mapsto \langle f, X(t) \rangle = \sum_{i=1}^{\infty} Z_i(t) f(B_i(t))$$

is continuous with probability one. Therefore, the $\Theta$-valued stochastic process $(X(t))_{t \in [0,\varepsilon]}$ has a.s. continuous sample paths. By the Markov property, the statement (i) of the theorem immediately follows.

(ii) This statement immediately follows from the construction of the stochastic process $(X(t))_{t \geq 0}$ and part (i) of the theorem.

(iii) This statement can be easily derived from Corollary 20 analogously to the proof of Theorem 5.1 in [18], see also the proof of Theorem 2.2 in [19].

5.2 An open problem: another diffusion process

Let us recall that our definition of a tangent space $T_{\eta}(\mathbb{K})$ at $\eta \in \mathbb{K}(X)$ was inspired by the mapping (5) and the differential structure on the configuration space $\Gamma(\hat{X})$. Alternatively, we may give a definition of a tangent space to $\mathcal{M}(X)$ at a generic Radon measure $\eta \in \mathcal{M}(X)$. So, for each $\eta \in \mathcal{M}(X)$, we define

$$T_{\eta}(\mathcal{M}) := L^2(X \to T(X) \times \mathbb{R}, \eta) = L^2(X \to T(X), \eta) \oplus L^2(X, \eta)$$

(compare with (35)). We then define a gradient of a differentiable function $F : \mathcal{M}(X) \to \mathbb{R}$ at $\eta \in \mathcal{M}(X)$ as the element $(\nabla^\mathcal{M} F)(\eta)$ of $T_{\eta}(\mathcal{M})$ which satisfies

$$(\nabla^\mathcal{M} F)(\eta, v, h) = \langle (\nabla^\mathcal{M} F)(\eta), (v, g) \rangle_{T_{\eta}(\mathcal{M})} \text{ for all } (v, h) \in \mathfrak{g}.\)$$

Then, analogously to (36), we get, for each $F \in \mathcal{FC}(\mathbb{K}(X))$,

$$\nabla^\mathcal{M} F(\eta, x) = \left( \frac{1}{s_x} (\nabla^X_x F)(\eta), \frac{1}{s_x} (\nabla^R_x F)(\eta) \right), \quad \eta \in \mathbb{K}(X), \quad x \in \tau(\eta).$$
This leads us to the Dirichlet form
\[ E_M^\lambda(F,G) := \frac{1}{2} \int_{\mathcal{F}(\mathbb{K}(X))} \langle \nabla M F, \nabla M G \rangle_{T(M)} d\mu_\lambda, \quad F, G \in \mathcal{F}(\mathbb{K}(X)). \]

Then one can prove a counterpart of Theorem 16. The generator of this Dirichlet form acts as follows: for each \( F \in \mathcal{F}(\mathbb{K}(X)) \),
\[ (L^M_F)(\eta) = \int_X \left[ \frac{1}{2s_x}(\Delta^X_x F)(\eta) + (L^R_x F)(\eta) \right] d\tilde{\eta}(x), \]
where \((L^R_x F)(\eta)\) is defined analogously to \(\Delta^R_x\) (see formulas (39), (40)) by using the operator
\[ (L^R_x f)(s) = \frac{1}{2} \left( (s f''(s) + s f'(s)) \right). \]

Furthermore, by using the theory of Dirichlet forms, it can be shown that, under the assumption that the dimension of \( X \) is \( \geq 2 \), there exists a conservative diffusion process on \( \mathbb{K}(X) \) which is properly associated with \((E_M^\lambda, D(E_M^\lambda))\).

One could expect that this Markov process has the form \( \sum_{i=1}^{\infty} s_i(t) \delta_{x_i(t)} \), \( t \geq 0 \), in which the pairs \( ((s_i(t), x_i(t)))_{i=1}^{\infty} \) are independent, and the generator of each Markov process \((s_i(t), x_i(t))\) in \( \tilde{X} \) is given by
\[ (L^\tilde{X} g)(s, x) = (L^R_x g)(s, x) + \frac{1}{2s}(\Delta^X_x g)(s, x). \]

However, let us consider the special case of the gamma measure, \( l(s) = e^{-s} \). Then
\[ (L^R_x f)(s) = \frac{s}{2} (f''(s) - f'(s)). \]

Using e.g. [29, Chap. XI], we conclude that \( L^R_x \) is the generator of the Markov process \( \mathcal{Z}(t) \) on \([0, \infty)\) given by
\[ \mathcal{Z}(t) = e^{-t} Q((e^t - 1)/2), \]
where \( Q(t) \) is the square of the 0-dimensional Bessel process. Note that, for each starting point \( s > 0 \), the process \( \mathcal{Z}(t) \) is at 0 with probability \( \exp(-s/(1 - e^{-t/2})) \), and once \( \mathcal{Z}(t) \) reaches zero it stays there forever. Thus, \( \mathcal{Z}(t) \) is not a conservative process on \( \mathbb{R}_+ \). Hence, it is natural to suggest that the Markov process on \( \tilde{X} \) with generator \( L^\tilde{X} \) is also non-conservative. If this is indeed the case, then the explicit construction of a Markov process on \( \tilde{X} \) with generator \( L^M_\lambda \) is not clear to the authors even at a heuristic level, compare with [31].
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