SPI-GAN: Denoising Diffusion GANs with Straight-Path Interpolations
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Abstract

Score-based generative models (SGMs) show the state-of-the-art sampling quality and diversity. However, their training/sampling complexity is notoriously high due to the highly complicated forward/reverse processes, so they are not suitable for resource-limited settings. To solving this problem, learning a simpler process is gathering much attention currently. We present an enhanced GAN-based denoising method, called SPI-GAN, using our proposed straight-path interpolation definition. To this end, we propose a GAN architecture i) denoising through the straight-path and ii) characterized by a continuous mapping neural network for imitating the denoising path. This approach drastically reduces the sampling time while achieving as high sampling quality and diversity as SGMs. As a result, SPI-GAN is one of the best-balanced models among the sampling quality, diversity, and time for CIFAR-10, and CelebA-HQ-256.

1 Introduction

Generative models are one of the most popular research topics for deep learning. In particular, the diffusion models (Song & Ermon, 2019; Ho et al., 2020), which progressively corrupt original data and revert the corruption process to generate an image, have recently shown good performance. Song et al. (2021b) proposed a stochastic differential equation (SDE)-based mechanism that embraces all those models and coined the term, score-based generative models (SGMs).

Although SGMs show good performance in terms of sampling quality and sampling diversity, they take a lot of time for sampling, which is one of the generation task trilemmas. This problem becomes more problematic in resource-limited environments, and for this reason, reducing the complexity of SGM during sampling is gathering much attention. There exist two different directions for this: i) learning a simpler process than the complicated forward/reverse process of SGMs (Das et al., 2023), and ii) letting GANs imitate SGMs (Xiao et al., 2021; Wang et al., 2022).

Our method can be considered a hybrid of the previous works. Inspired by them, we propose a GAN-base hybrid method that approximates the linear interpolation. Our method imitates a denoising process following the straight-path interpolation guided by \( u x_0 + (1 - u) x_T \), where \( 0 \leq u \leq 1 \) (cf. Figure 1(d)). Therefore, we call our method straight-path interpolation GAN (SPI-GAN).

One may consider that SPI-GAN is similar to Denoising Diffusion GAN (DD-GAN) and Diffusion-GAN (Wang et al., 2022) effectively reduces the number of denoising steps by letting its GAN approximate the shortcuts. In Diffusion-GAN (Wang et al., 2022), image augmentation is performed by injecting noisy images following the forward path of SGMs, and the standard adversarial training is conducted for its GAN. However, our SPI-GAN is technically different and more sophisticated in the following points:

- Our straight-path interpolation is as simple as Eq. 2 is much easier to learn. It is also possible to derive its ordinary differential equation (ODE)-based formulation, which we call the straight-path interpolation process.

\[ u x_0 + (1 - u) x_T \]

1 Let \( x_0 \) be a clean original sample and \( x_T \) be a noisy sample that follows a Gaussian prior under the context of SGMs. These imitation methods learn a denoising process following the reverse SDE path by training their conditional generators to read \( x_t \) and output \( x_{t-j} \). Typically, a large \( j > 0 \) is preferred to reduce the denoising step (see Section 3 for a detailed explanation).
(a) The SDE-based workflow of SGMs. The reverse SDE is a generation process.
(b) Approximating the reverse SDE with $K$ shortcuts by DD-GAN, e.g., $K = \delta$ in this example.
(c) Augmentation following the forward SDE of Diffusion-GAN.
(d) Our proposed denoising method, SPI-GAN, with straight-path interpolations.

Figure 1: The comparison among four models: i) the original formulation of SGMs in (a), ii) DD-GAN’s learning the shortcuts of the reverse SDE in (b), iii) Diffusion-GAN’s augmentation method in (c) and iv) SPI-GAN’s learning the straight path in (d). The red paths in (b), (c), and (d) are used as the discriminators’ input.

- In DD-GAN, the generator learns $K$ shortcuts through the reverse path of SGMs, whereas SPI-GAN learns the straight-interpolation path.
- Diffusion-GAN’s discriminator is trained with the augmented noisy images without being conditioned on time — in other words, it is non-time-dependent. SPI-GAN’s time-dependent discriminator learns the straight-path information, being conditioned on time.
- In order to learn a simple process, i.e., our straight-path interpolation, SPI-GAN uses a special neural network architecture, characterized by a mapping network.
- After all these efforts, SPI-GAN is a GAN-based method that imitates the straight-path interpolation. However, our mapping network is designed for this purpose, allowing SPI-GAN to generate fake images directly without recursion.

DD-GAN, Diffusion-GAN, and SPI-GAN attempt to address the trilemma of the generative model using GANs. Among those models, our proposed SPI-GAN, which learns a straight-path interpolation, shows the best balance in terms of the overall sampling quality, diversity, and time in two different resolution benchmark datasets: CIFAR-10, and CelebA-HQ-256.

2 RELATED WORK AND PRELIMINARIES

Neural ordinary differential equations (NODEs). Neural ordinary differential equations (Chen et al., 2018) use the following equation to define the continuous evolving process of the hidden vector $h(u)$:

$$h(u) = h(0) + \int_0^u f(h(t), t; \theta_f)dt,$$

where the neural network $f(h(t), t; \theta_f)$ learns $\frac{dh(t)}{dt}$. To solve the integral problem, we typically rely on various ODE solvers. The explicit Euler method is one of the simplest ODE solvers. The 4th order Runge–Kutta (RK4) method is a more sophisticated ODE solver and the Dormand–Prince (Dormand & Prince, 1980) method is an advanced adaptive step-size solver. The NODE-based continuous-time models (Chen et al., 2018; Kidger et al., 2020) show good performance in processing sequential data.

Letting GANs imitate SGMs. Among the ways to solve the SGMs trilemma, letting GANs imitate SGMs shows the best-balanced performance in terms of the generative task trilemma. Figure 1 (b) shows the key idea of DD-GAN, which proposed to approximate the reverse SDE process with $K$ shortcuts. They internally utilize a GAN-based framework conditioned on time (step) $t$ to learn the shortcuts. A generator of DD-GAN receives noise images as input and denoises it. In other words, the generator generates clean images through denoising $K$ times from the noise images. To this end, DD-GAN uses a conditional generator, and $x_t$ is used as a condition to generate $x_{t-1}$. It repeats this $K$ times to finally create $x_0$. For its adversarial learning, the generator can match $p\theta(x_{t-1}|x_t)$ and $q(x_{t-1}|x_t)$. Figure 1 (c) shows the overall method of Diffusion-GAN. In contrast to DD-GAN, Diffusion-GAN directly generates clean images and its discriminator is trained after augmenting real images with noisy images that follow the forward SDE from the generated images. The noisy images are used as input to the discriminator to prevent mode-collapse in GANs.
This mapping network learns the continuous-time dynamics of $h(u)$.

Mapping network based on NODEs

Figure 2: The architecture of our proposed SPI-GAN. $h(u)$ is a latent vector which generates an interpolated image $i(u)$ at time $u$. Therefore, $i(1)$ is an original image and $i(0)$ is a noisy image. We perform this adversarial training every time $u$ but generate images with $u = 1$. The constant noise $c$ and the layer-wise varying noise $s$ enable the stochasticity of the generator.

3 Proposed Method

Before describing our proposed method, the notations in this paper are defined as follows: i) $i(u) \in \mathbb{R}^{C \times H \times W}$ is an image with a channel $C$, a height $H$, and a width $W$ at interpolation point $u$. ii) $i(u) \in \mathbb{R}^{C \times H \times W}$ is a generated fake image at interpolation point $u$. iii) $h(u) \in \mathbb{R}^{\dim(h)}$ is a latent vector at interpolation point $u$. iv) $r(h(t), t; \theta_r) \in \mathbb{R}^{\dim(h)}$ is a neural network approximating the time derivative of $h(t)$, denoted $\frac{dh(t)}{dt}$. Our proposed SPI-GAN consists of four parts, each of which has a different color in Figure 2.

3.1 Diffusion through the Forward SDE

In the first part highlighted in blue, $\sigma^2$ can be different for $i(0) \sim \mathcal{N}(0, \sigma^2 I)$ depending on the type of the forward SDE. Unlike the reverse SDE, which requires step-by-step computation, the forward SDE can be calculated with one-time computation for a target time $t$. Therefore, it takes $O(1)$ in the first part. We note that $i(0) = x_T$ and $i(1) = x_0$ are the two ends of the straight-path interpolation which will be described shortly.

3.2 Straight-path Interpolation

SPI-GAN has advantages over SGMs since it learns a much simpler process than the SDE-based path of SGMs. Our straight-path interpolation (SPI) is defined as follows:

$$i(u) = ux_0 + (1 - u)x_T,$$  

(2)

where $u \in (0, 1]$ is an intermediate point and therefore, $i(1) = x_0$ and $i(0) = x_T$. We use a straight-path between $i(1)$ and $i(0)$ to learn the shortest path with the minimum Wasserstein distance. Therefore, Our straight-path interpolation process is simpler and thus more suitable for neural networks to learn. During our training process, we randomly sample $u$ every iteration.

3.3 Mapping Network

The mapping network, which generates a latent vector $h(u)$, is the most important component in our model. The mapping network consists of an initial embedding network, denoted $o$, that generates the initial hidden representation $h(0)$ from $i(0)$, and a NODE-based mapping network. The role of network $o$ is to reduce the size of the input to the mapping network for decreasing sampling time. In addition, the NODE-based mapping network generates the latent vector for a target interpolation point $u$, whose initial value problem (IVP) is defined as follows:

$$h(u) = h(0) + \int_0^u r(h(t), t; \theta_r) dt,$$  

(3)

where $\frac{dh(t)}{dt} = r(h(t), t; \theta_r)$, and $r$ has multiple fully-connected layers in our implementation. In general, $h(0)$ is a lower-dimensional representation of the input. One more important point is that we maintain a single latent space for all $u$ and therefore, $h(u)$ has the information of the image to generate at a target interpolation time $u$. For instance, Figure 3 shows that a noisy image is generated from $h(0)$ but a clean image from $h(1)$.
3.4 Generator

We customize the generator architecture of StyleGAN2 (Karras et al., 2020b) for our purposes. Our generator takes $c, s$ as input and mimics the stochastic property of SGMs. However, the biggest difference from StyleGAN2 is that our generator is trained by the continuous-time mapping network which generates latent vectors at various interpolation points while maintaining one latent space across them. This is the key point in our model design to generate the interpolated image $\hat{i}(u)$ with various $u$ settings.

3.5 Discriminator

The discriminator of SPI-GAN is time-dependent, unlike the discriminator of traditional GANs. It takes $\hat{i}(u)$ and the embedding of $u$ as input and learns to classify images from various interpolation points. As a result, it i) learns the data distribution which changes following the straight-path interpolation, and ii) solves the mode-collapse problem that traditional GANs have, since our discriminator sees various clean and noisy images. DD-GAN and Diffusion-GAN also use this strategy to overcome the mode-collapse problem. They give noise images following the reverse (forward) SDE path as input to the discriminator. As shown in Figure 4, however, the straight-path interpolation method maintains a better balance between noisy and clean images than the case where we sample following the SDE path. Therefore, our discriminator learns a more balanced set of noisy and clean images than that of DD-GAN and Diffusion-GAN.

3.6 How to Generate

In order to generate samples with SPI-GAN, we need only $h(1)$ from the mapping network. Unlike other auto-regressive denoising models that require multiple steps when generating samples, e.g., DD-GAN (cf. Figure 1(b)), SPI-GAN learns the denoising path using a NODE-based mapping network. After sampling $z \sim \mathcal{N}(0, \sigma^2 I)$, we feed them into the mapping network to derive $h(1)$ — we solve the initial value problem in the Eq. 3 from 0 to 1 — and our generator generates a fake image $\hat{i}(1)$. In other words, it is possible to generate latent vector $h(1)$ directly in our case, which is later used to generate a fake sample $\hat{i}(1)$.

4 Experiments

For evaluating our proposed method, SPI-GAN, we use different resolution benchmark datasets. CIFAR-10 (Krizhevsky et al., 2014) has a resolution of 32x32. CelebA-HQ-256 (Karras et al., 2018) contains high-resolution images of 256x256. We use 5 evaluation metrics to quantitatively evaluate fake images. The inception score (Salimans et al., 2016) and the Fréchet inception distance (Heusel et al., 2017) are traditional methods to evaluate the fidelity of fake samples. The improved recall (Kynkäänniemi et al., 2019) reflects whether the variation of generated data matches the variation of training data. Finally, the number of function evaluations (NFE).

4.1 Main results
Table 1: Results of the generation on CIFAR-10.

| Model                        | IS    | FID    | Recall | NFE  |
|------------------------------|-------|--------|--------|------|
| SPI-GAN (ours)               | 10.2  | 3.01   | 0.66   |      |
| Diffusion Diffusion GAN       | 9.84  | 3.59   | 0.58   |      |
| Deming Diffusion GAN          | 9.66  | 3.75   | 0.57   | 4    |
| Score SDE MLE V.P. Wang et al. | 9.98  | 2.41   | 0.59   | 2000 |
| DDPM He et al.                | 9.46  | 3.21   | 0.57   | 1000 |
| NCNSN Jing & Zhou 2020       | 8.97  | 2.20   | 0.59   | 2000 |
| Score Diffusion GAN           | 8.87  | 2.10   | 0.56   | 50   |
| LGSM Xiao et al.              | 8.78  | 4.67   | 0.53   | 50   |
| DDIM Xiao et al.              | 8.98  | 3.41   | 0.56   | 50   |
| Recovery EBM                  | 8.30  | 2.90   | 0.61   | 4000 |
| StyleGAN2 w/o ADA Karras et al.| 9.18  | 8.32   | 0.41   |      |
| StyleGAN2 w/ ADA Karras et al. | 9.83  | 2.92   | 0.49   | 1    |
| StyleGAN2 w/ Diffaug Zhao et al.| 9.40  | 5.79   | 0.42   | 1    |

Table 2: Results on CelebA-HQ-256.

| Model                        | FID    |
|------------------------------|--------|
| SPI-GAN (ours)               | 6.62   |
| DD-GAN                       | 7.64   |
| Score SDE                    | 7.23   |
| LGSM                         | 7.22   |
| UDM                          | 7.16   |
| PGGAN Arras et al.           | 8.03   |
| DV LA Padhirovsy et al.      | 19.2   |
| VQ-GAN Liu et al.            | 10.2   |
| DC-AE Parmar et al.          | 15.8   |

In this subsection, we evaluate our proposed model quantitatively and qualitatively. For CIFAR-10, we perform the unconditional image generation task for fair comparisons with existing models. The quantitative evaluation results are shown in Table 1. Although our Fréchet inception distance (FID) is 0.6 worse than that of the Score SDE (VP), it shows better scores in all other metrics. However, our method has a better FID score than that of DD-GAN and Diffusion-GAN, which are the most related methods. Diffusion-GAN, which follows the reverse SDE path using GAN, is inferior to our method for all those three quality metrics. LGSM also shows high quality for FID. However, its inception score (IS) and improved recall (Recall) scores are worse than ours.

Even for high-resolution images, our model shows good performance. In particular, our method shows the best FID score for CelebA-HQ-256 in Table 2, which shows the efficacy of our proposed method. As shown, our method is able to generate visually high-quality images.

4.2 ADDITIONAL STUDIES

**Sampling time analyses.** Our model shows outstanding performance in all evaluation metrics compared to DD-GAN and Diffusion-GAN. In particular, SPI-GAN, unlike DD-GAN, does not increase the sample generation time — in fact, our method only affects the training time because we train our method with $u \in (0, 1]$. However, we always use $u = 1$ for generating a clean image $\hat{i}(1)$.

Therefore, our method is fast in generating images after being trained, which is one good characteristic of our method. We measure the wall-clock runtime 10 times for CIFAR-10 with a batch size of 100 using an A5000 GPU to evaluate the sampling time. We applied the same environment for fair comparisons. As a result, our method’s sample generation time in Table 3 is almost the same as that of StyleGAN2, which is one of the fastest methods. In summary, SPI-GAN not only increases the quality of samples but also decreases the sampling time.

5 CONCLUSIONS AND DISCUSSIONS

Score-based generative models (SGMs) now show the state-of-the-art performance in image generation. However, the sampling time of SGMs is significantly longer than other generative models, such as GANs, VAEs, and so on. Therefore, we presented the most balanced model by reducing the sampling time, called SPI-GAN. Our method is a GAN-based approach that imitates the straight-path interpolation. Moreover, it can directly generate fake samples without any recursive computation (or step). Our method shows the best sampling quality in various metrics and faster sampling time than other score-based methods. All in all, one can see that SPI-GAN is one of the most balanced methods among the generative task trilemma’s criteria: sampling quality, diversity, and time.
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