Segment-wise Quality Evaluation for Identification of Face Spoofing
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Abstract—Non-intrusive nature of the face-based recognition technology makes it more popular among hand held devices. Spoof detection in face-based recognition systems has been an important topic of the research in the last decade. Among several techniques available in the literature for liveness detection, image quality measure (IQM) based technique are particularly attractive due to their computational efficiency. In this paper, an approach based on segment-wise computation of image quality measures is proposed to improve the accuracy of detection. Two types of the non-overlapping segments are considered here: 1) rectangular segments of identical sizes, 2) segment based on neighborhood variance. It is found that both approaches exhibit better performance in comparison with other techniques without increasing too much computational complexity. The experiments are carried out with well-known Replay-Attack database to prove its robustness under different conditions.

Index Terms—Image Quality Measures; Segmentation; face-antispoofing.

I. INTRODUCTION

In the modern age, the technology has become an essential part of the life. In the era of laptops, tabs, and smart phones, people keep the sensitive information in their personal devices, which generally employs electronic locks such as number combination or pattern recognition to secure the informative data [1]. With the availability of ample power of computation, hacking of the devices poses a serious threat [2]. Therefore, to overcome these threats, the device-makers are compelled to make the devices with better security features [3]. The biometric authentication mechanisms are considered to be very effective for this purpose. The biometric authentication mechanisms mainly involve fingerprint and iris recognition as they tend to be almost invulnerable. These methods, however, require additional sensors along with the user cooperation. The non-intrusive behavior of face recognition based biometric authentication system has recently drawn the attention of the research community towards it [4]. It can be noted that, now-a-days, many smart phones employ face recognition systems to provide sound security to the personal information.

Moving towards better security does not resolve the problem completely as the eavesdroppers have found new ways of spoofing the biometric systems [5-7]. Here, spoofing implies presenting a replica of an authentic biometric trait to the sensor to dodge the system. Generally, with the silica gel, copy of the fingerprint is created, whereas face-based recognition systems are spoofed by using recaptured images [5]. This paper focuses on the detection of the liveness of the samples acquired from camera without using any other information of the liveness.

Fig. 1 presents some samples of real and fake (recaptured) images from Replay-Attack database, which are captured under different luminance conditions. It can be observed that the images in these samples have different quality due to different luminance conditions (different luminance intensity, source angle, and resulting reflection). Thus this change in image quality caused by variation in luminance conditions is used as a basis for detection of liveness of face images.

The paper is organized as follows. In section II, the related literature is discussed which is followed by the proposed methodology in section III. The results and comparisons with other techniques are presented in section IV and conclusion and scope for future work is discussed in section V.

II. RELATED WORK

The spoof detection has been part of the research for years in fingerprint-based systems [6], and has become popular in face-based systems in this decade [7]. The importance of the spoof detection has been highlighted by...
several studies [11-13]. The spoofing in the face-based recognition systems is done primarily by presenting before the camera either the printed photo of the authentic person or the video. It is easier to detect the print-spoof with the techniques that employ motion estimation; however, these techniques are not equally effective against video replay attack. There are several anti-spoofing techniques available in the literature. In [8], eye-blinks are effectively detected by graphic framework and employed to discriminate between the photo and the real face. Bharadwaj et al [9] detected the lip movement along with the head rotation to discriminate between real and recaptured faces. Although, these methods are quite effective, however, need users’ cooperation and are computationally expensive. In [10], the authors presented a Replay-Attack database with the technique, which is based on LBP (Local Binary Pattern).

It is well known that the quality of the image will always differ from its replica. On the same hypothesis, Marcel et al [11] presented a novel approach that computes the image quality in terms of different quality measures and uses LDA (Local Discriminant Analysis) for the classification. In [12], two additional measures are introduced to make the discrimination more effective. The frequency domain analysis is also done to measure different amount of noise present in the image as they possess different amount of high and low frequency components [13]. This paper is based on the evaluation of the quality of the input image through different image quality measures (IQMs) to differentiate the real and recaptured face images and employs SVM (support vector machine) in the classification process. The focus of our work is to reduce overall computational cost of the system as the quality evaluation is done with the help of just a few frames instead of a long video sequence. Motivation behind this work can be summarized in following points:

1. Reduction of overall computational cost would lead to enhanced battery life of hand held devices that includes phones, tabs, etc.
2. The spoof detection technique should ensure that the performance of the system is maintained at satisfactory level without any additional power consumption.
3. Considering a reduced size image for computation of quality measures facilitates reduction in computational complexity.

### III. PROPOSED WORK

As described earlier, the paper attempts to efficiently use the IQMs and, hence, induces higher discrimination ability in the feature vectors. Fig. 2 shows the basic model of the proposed work. This approach involves three types of feature vectors that have 10, 20 and 40 dimensions at one time. The IQMs used in the present work to construct a feature vector are presented in the next subsection.

---

**Fig. 1.** Different face images from Replay-Attack database under different illumination conditions; (a) Real training samples, (b) Attack training samples, (c) Real test samples, and (d) Attack test samples

**Fig. 2.** Basic flow of the proposed work
A. Image Quality Measures

Let, \( I \) be an input image having size \( M \times N \), which is passed through a Gaussian filter to create the distorted version of this image \( \hat{I} \). Now, the quality measure is computed by treating \( I \) as the reference image. The most popular way to evaluate the signal quality is by its SNR (Signal to Noise Ratio). The SNR is defined with the use of MSE (Mean Square Error), which is computed by equation (1). In image processing, the PSNR (Peak Signal to Noise Ratio) is used to describe the quality of the image, which is defined by equation (3). The Gaussian blur affects the edges most and leads to structural dissimilarity. In order to utilize this information, the GME (Gradient Magnitude Error), GPE (Gradient Phase Error), and SC (Structural Content) are also considered here and defined by equation (4), (5), & (6) respectively. As mentioned in [13], the real and recaptured images have different levels of high and low frequency components, hence, the difference is observed in the form of SME (Spectral Magnitude Error) and SPE (Spectral Phase Error) defined by equations (7), and (8), respectively. The effect of blurring under cosine domain is captured by equation (9).

\[
MSE = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (I_{i,j} - \hat{I}_{i,j})^2 \tag{1}
\]

\[
SNR = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} I_{i,j}^2 \tag{2}
\]

\[
PSNR = 20 \log \left( \frac{255}{\sqrt{MSE}} \right) \tag{3}
\]

\[
SC = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} (I_{i,j})^2}{\sum_{i=1}^{M} \sum_{j=1}^{N} (\hat{I}_{i,j})^2} \tag{4}
\]

\[
GME = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} \left( |G_{i,j}| - |\hat{G}_{i,j}| \right)^2 \tag{5}
\]

\[
GPE = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} \left| \arg(G_{i,j}) - \arg(\hat{G}_{i,j}) \right| \tag{6}
\]

\[
SME = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} \left( |F_{i,j}| - |\hat{F}_{i,j}| \right)^2 \tag{7}
\]

\[
SPE = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} \left| \arg(F_{i,j}) - \arg(\hat{F}_{i,j}) \right| \tag{8}
\]

\[
DCD = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} \left( |C_{i,j}| - |\hat{C}_{i,j}| \right)^2 \tag{9}
\]

where, \( C_{i,j} \) and \( F_{i,j}, \hat{C}_{i,j} \) and \( \hat{F}_{i,j} \) are cosine and Fourier coefficients of 2D cosine and Fourier transform of \( I \) and \( \hat{I} \), respectively. The gradient \( G \) is first computed from image \( I \) by computing the gradients in horizontal and vertical directions, denoted by \( G_h \) and \( G_v \), respectively. Then the gradient \( G \) is defined as \( G = G_h + iG_v \). The similar process is followed for \( \hat{I} \). \( |G_{i,j}| \) denotes the magnitude of \( G \) at location \( (i,j) \). The last parameter, SSIM, as described in [14], which is one of the most widely used parameter in image processing, is defined by equation (10), where \( \mu \) and \( \sigma^2 \) are the mean and the variance of the image, and \( C_1 \) and \( C_2 \) are constants.

\[
SSIM = \frac{(2\mu_I\mu_{\hat{I}} + C_1)(2\sigma_I\sigma_{\hat{I}} + C_2)}{(\mu_I^2 + \mu_{\hat{I}}^2 + C_1)(\sigma_I^2 + \sigma_{\hat{I}}^2 + C_2)} \tag{10}
\]

B. The Segmentation

The above-mentioned quality measures are computed to form feature vector of dimension 10. The segmentation is done in two ways. First, the image is divided in non-overlapping rectangular segments of identical sizes, named as Type-A. In the second method, named as Type-B, a group of disjoint segments of varying shape and size, is obtained on the basis of local variance. These disjoint segments are formed on the basis of variance of pixel in a predefined neighborhood. Fig. 3 illustrates these segmentation schemes. The Type-A segmentation is considered to incorporate the behavior of the light source under which the image is captured as the reflection plays an important role in the image quality. The second type of the segmentation is included because different parts of the face image carry different types of information such as edges, smoothness, corners, or the texture information which manifests in terms of change in local variance. Under Type-A segmentation, image is divided in two equal parts, horizontally and vertically, denoted as Type-AH and Type-AV, respectively. When the image is divided in four equal parts, the partitioning scheme is termed as Type-AF. Type-B segmentation is further classified as Type-B1 and Type-B2, which has two and four groups of segments, respectively. When the image is partitioned in two parts and four parts, the feature extraction process yields a feature vector of dimension 20 and 40, respectively. The Type-B1 and Type-B2 are divided according to the rule presented in equation (11) and (12), respectively.

Let, \( v_{i,j} \) be the variance of a neighborhood of size \( 5 \times 5 \), centered at pixel \( p_{i,j} \), of the image \( I \). The pixels are then grouped as:

\[
p_{i,j} \in \begin{cases} 
    \text{Group1} & v_{i,j} < v_2 \\
    \text{Group2} & v_{i,j} \geq v_2 
\end{cases} \tag{11}
\]
\[
\begin{align*}
Groupl & v_{ij} < v_1 \\
Group2 & v_1 \leq v_{ij} < v_2 \\
Group3 & v_2 \leq v_{ij} < v_3 \\
Group4 & v_{ij} \geq v_3
\end{align*}
\]

Here, \( v_1, v_2, \) and \( v_3 \) are the threshold values of variance used to segment the image variance-wise. The values of these thresholds are made adaptive according to the variance of the image. The values \( \{v_1, v_2, v_3\} \) are in ascending order and given by equation (13)

\[
\begin{bmatrix}
  v_1 \\
v_2 \\
v_3
\end{bmatrix} = \begin{bmatrix} 1 \\ 5 \\ 10 \end{bmatrix}
\]

For each of the above-mentioned groups, all previously defined measures are computed and concatenated to make the feature vectors of size 20, and 40 as shown in Table-I. As the training set plays an important role in machine learning, therefore, mixing of true and fake samples becomes important to ensure a reliable performance of the classifier. In order to make the classifier efficient, a study is presented here, which explores the role of the probability at which a true sample is present in the training set. Results of the study are presented in Table II and Table III. It can be observed from these results that more the true samples in the training data, greater is the possibility of recognition of a spoof sample as true one. Similarly, lesser number of true samples in the training data leads to a higher rejection of true samples. Therefore, it is important to have sufficient samples (true and spoof) to achieve a reasonable true recognition ratio and with a minimal false acceptance rate.

For each of these groups, two binary maps are formed. These maps are then elementwise multiplied with the image under consideration to create a new image for subsequent processing. For the computation of the IQMs in the case of such processed images, the multiplier \( \frac{1}{K} \) is used rather than \( \frac{1}{MN} \), where, \( K \) is the total number of one’s in the respective map.

### C. Formation of Training Set

As mentioned in above section, the training sets are separately formed for both types of segmentation. Accordingly, there are training sets of feature length 20 and 40 as shown in Table-I. As the training set plays an important role in machine learning, therefore, mixing of true and fake samples becomes important to ensure a reliable performance of the classifier. In order to make the classifier efficient, a study is presented here, which explores the role of the probability at which a true sample is present in the training set. Results of the study are presented in Table II and Table III. It can be observed from these results that more the true samples in the training data, greater is the possibility of recognition of a spoof sample as true one. Similarly, lesser number of true samples in the training data leads to a higher rejection of true samples. Therefore, it is important to have sufficient samples (true and spoof) to achieve a reasonable true recognition ratio and with a minimal false acceptance rate.

For each of the above-mentioned groups, all previously defined measures are computed and concatenated to make the feature vectors of size 20, and 40, to form training sets for various groups. After building the feature vector, the SVM is applied to make the final decision about the liveness of the image. The performance is observed in terms of TRR (True Recognition Rate), FAR (False Acceptance Rate), and HTER (Half of Total Error Rate), that signify the number of samples that includes accepted recaptured samples and rejected true samples by the classifier.

### IV. EXPERIMENTAL RESULTS

The proposed work is simulated in the Matlab 2013a environment on a system having core i5 processor with 4GB RAM.

#### A. Simulation Prerequisites

The experiment is carried out with the Replay-Attack database that has 1300 video clips defined under four main groups - Train, Test, Enroll and Devel, used for training, testing, evaluating, and defining thresholds for the classifier, respectively. The analysis of the video is done on the basis of a single frame i.e. each frame is treated as a new entity. To ensure the reliability of the results, 10,000 random frames are considered in testing while 300 frames are taken to train the classifier. The model presented here doesn’t emphasize the attack type such as print media, low quality, and high-quality video;
rather the results are accumulated from all the groups that are defined by the database. The frames, used in the experiment, are first cropped according to the face information given in the database, and then, facial part is resized to $64 \times 64$. The rest of the processing is done only with these dimensions. The neighborhood size, used to compute the local variance, is taken as $5 \times 5$. The values of $C_1$ and $C_2$, used in evaluating SSIM, are kept same and equal to 0.5.

Table 2. True recognition rate for different feature sets under different probabilities of the true input being present in the training set.

| Segmentation Type | $p_r$ | Training | | | | | Testing | | | |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| AH | AV | AF | B1 | B2 | AH | AV | AF | B1 | B2 |
| 0.01 | 42.92 | 39.01 | 33.85 | 37.92 | 32.96 | 48.23 | 50.93 | 45.1 | 47.34 | 44.33 |
| 0.05 | 76.52 | 76.08 | 69.64 | 75.98 | 69.69 | 76.38 | 79.31 | 71.78 | 75.01 | 72.49 |
| 0.1 | 81.86 | 86.64 | 83.29 | 87.42 | 86.78 | 78.85 | 84.41 | 79.92 | 82.06 | 84.12 |
| 0.2 | 90.12 | 89.44 | 87.13 | 88.41 | 91.99 | 83.95 | 83.81 | 80.58 | 83.8 | 86.61 |
| 0.25 | 90.55 | 89.31 | 90.23 | 89.13 | 93.07 | 84.1 | 86.54 | 82.29 | 84.63 | 87.65 |
| 0.3 | 90.57 | 90.15 | 91.48 | 89.92 | 92.53 | 83.97 | 86.83 | 82.35 | 84.95 | 87.81 |
| 0.4 | 90.98 | 90.58 | 92.48 | 90.95 | 92.7 | **84.36** | 86.41 | 83.33 | 86.16 | 86.77 |
| 0.5 | 90.23 | 90.47 | 92.13 | 90.77 | 92.8 | 83.98 | 85.41 | 83.16 | **86.42** | **87.82** |
| 0.6 | 89.94 | 90.04 | 92.5 | 89.96 | 92.1 | 83.86 | 85.58 | **84.18** | 85.81 | 86.76 |
| 0.7 | 89.97 | 90.23 | 91.88 | 90.35 | 91.73 | 83.15 | 85.52 | 83.84 | 85.4 | 86.43 |
| 0.75 | 90.32 | 89.45 | 91.21 | 90.58 | 90.55 | 82.79 | 85.58 | 84.08 | 84.57 | 85.64 |
| 0.8 | 89.68 | 88.3 | 90.35 | 89.7 | 90.48 | 80.73 | 84.35 | 82.97 | 83.66 | 84.08 |
| 0.9 | 88.1 | 87.06 | 88.24 | 87.13 | 88.56 | 80.62 | 81.02 | 81.88 | 80.77 | 81.86 |
| 0.95 | 82.93 | 83.13 | 83.77 | 81.58 | 82.82 | 71.08 | 77.01 | 78.77 | 75.86 | 75.96 |
| 0.99 | 62.58 | 68.84 | 69.08 | 66.13 | 66.54 | 45.33 | 49.2 | 51.98 | 48.77 | 49.08 |

Table 3. False acceptance rate for different feature sets under different probabilities of the true input being present in the training set.

| Segmentation Type | $p_r$ | Training | | | | | Testing | | | |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| AH | AV | AF | B1 | B2 | AH | AV | AF | B1 | B2 |
| 0.01 | 0.84 | 0.28 | 0.15 | 0.74 | 0.32 | 1.22 | 0.75 | 0.48 | 1.1 | 0.36 |
| 0.05 | 2.61 | 1.49 | 0.72 | 3.23 | 1.22 | 3.97 | 2.46 | 1.72 | 4.43 | 1.39 |
| 0.1 | 4.51 | 3.68 | 1.7 | 6.14 | 2.16 | 7.13 | 5.17 | 3.3 | 8.33 | 2.89 |
| 0.2 | 5.32 | 5.04 | 2.9 | 6.66 | 2.5 | 8.83 | 7.07 | 4.84 | 8.76 | 3.88 |
| 0.25 | 5.78 | 5.15 | 3.96 | 6.15 | 3 | 9.5 | 6.87 | 6.19 | 7.0 | 4.24 |
| 0.3 | 6.14 | 5.69 | 3.91 | 5.51 | 3.29 | 9.34 | 7.11 | 6.17 | 5.89 | 4.49 |
| 0.4 | 5.63 | 6.00 | 3.88 | 4.78 | 3.41 | 9.09 | 7.84 | 6.88 | 5.92 | 4.81 |
| 0.5 | 6.62 | 6.81 | 4.43 | 4.81 | 4.27 | 9.91 | 8.8 | 7.29 | 6.54 | 5.57 |
| 0.6 | 6.98 | 7.06 | 5.33 | 5.97 | 5.42 | 10.63 | 9.03 | 7.97 | 7.52 | 6.47 |
| 0.7 | 6.61 | 6.71 | 5.74 | 6.07 | 6.34 | 10.53 | 8.68 | 8.13 | 6.84 | 6.85 |
| 0.75 | 6.93 | 6.87 | 6.56 | 5.53 | 7.82 | 10.97 | 7.94 | 7.92 | 5.92 | 8.16 |
| 0.8 | 7.19 | 8.33 | 7.39 | 6.39 | 8.29 | 11.46 | 8.97 | 7.72 | 7.39 | 9.48 |
| 0.9 | 8.77 | 10.64 | 10.19 | 10.01 | 10.57 | 13.37 | 11.58 | 10.51 | 11.42 | 12.93 |
| 0.95 | 15.13 | 14.59 | 15.51 | 17.3 | 16.94 | 18.47 | 16.47 | 15.41 | 18.56 | 19.09 |
| 0.99 | 34.28 | 27.48 | 28.11 | 30.93 | 30.8 | 34.51 | 29.58 | 27.73 | 31.92 | 32.29 |
Table 4. The table presents the HTERs with corresponding feature vector length for different conventional methods along with the proposed method for all groups on the grandtest set of the replay-attack database.

| Sr. | Method                        | Length of the feature vector | HTER (%) |
|-----|-------------------------------|------------------------------|----------|
| 1.  | LBP-based [10]                | 59                           | 15.2     |
| 2.  | LBP-based [19]                | 59                           | 13.9     |
| 3.  | IQA-LDA based [18]            | 25                           | 36.8     |
| 4.  | Radon-transform based [20]     | 180                          | 8.5      |
| 5.  | IQA-BOB based [11]            | 14                           | 15.2     |
| 6.  | Motion-based SVM [25]         | 128                          | 17.2     |
| 7.  | IQA-SVM                       | 10                           | 11.5     |
| 8.  | Type-AH                       | 20                           | 10.5     |
| 9.  | Type-AV                       | 20                           | 9.5      |
| 10. | Type-B1                       | 20                           | 10.0     |
| 11. | Type-AF                       | 40                           | 8.8      |
| 12. | Type-B2                       | 40                           | 8.2      |

Fig. 4. False acceptance rate and true recognition rate vs the probability $p_T$ of presence of true samples in the training data. (a) Training scenario, and (b) Testing scenario.
B. Effect of training set on classification

In this section, a comparison of values of false acceptance rate (which is required to be minimum) is presented by computing them for different probabilities of true samples being present in the training set. Typically, a classifier will be biased towards the class, which appears more frequently during the training. Therefore, if the probability of true sample will increase in the training set, the false acceptance rate increases. As given in above section, only 300 frames, consisting of true and fake samples, are used to train the classifier, therefore, to form the training set, true samples are selected with probability $p_T$. In Figure 4, the FAR is plotted against the probability of true sample in the training set. Inclusion of more true inputs in the training set leads to increase the FAR significantly, which can be easily interpreted from the figure. In the similar manner, lower the number of true samples in the training set, higher will be the true rejection ratio. The prime requirement of the face anti-spoofing is to reduce the FAR yet maintaining a good TRR. In the same figure, the FAR and TRR are plotted for different values of $p_T$. From this figure, it is easily seen that keeping $p_T$ between $0.25$ to $0.75$, produces the TRR approximately same. However, for higher $p_T$, FAR also increased. FAR is seen to increase from $4.24\%$ to $8.16\%$ when $0.25 \leq p_T < 0.75$. Therefore, in order to ensure an FAR below $5\%$, the $p_T$ must be kept below $0.5$. Table II and table III show different values of TRR and FAR, respectively, for different values of probability $p_T$.

C. Comparison with other techniques

The results of the experiments performed for comparison of various methods are presented in Table IV. It is shown that with the SVM, this image quality-based method outperforms the other methods. It is further noticed that the LBP-based method produces $15.2\%$ HTER with the feature vector of dimension 59, whereas the proposed work yields HTER of $8.2\%$ and $8.8\%$ with the reduced feature vector length i.e. $40$, for the group Type-AF, and Type-B2, respectively. It is also concluded from this table, that although the adon transform based anti-spoofing method has similar error rates as that of the proposed work, but it requires a very high dimensional feature vector i.e. $180$, implying a significant increase in the complexity. Whereas in the present approach the groups Type-AH, Type-AV, and Type-B1 yield approximately $10\%$ HTER with feature dimension $20$. The improvement in the performance of the proposed method is attributed to the segment-wise computation of image quality measures which can effectively capture the variation caused by the luminance conditions affecting different parts of the image in different manners. This brings out the difference between real and fake image one clearly even with limited number of frames taken from the video maintaining low complexity.

V. CONCLUSION AND FUTURE SCOPE

The paper presents a simple and effective technique to distinguish between real and recaptured face images. The novelty of the proposed work lies its computational efficiency as the size of the image is small, in comparison to other state-of-the-art methods, and only basic mathematical operations have to be performed to implement this method. From the experiments, it can be seen that the proposed work not only provides a computationally efficient mechanism to discriminate between real and recaptured face images, but also enhances the performance of the system in terms of HTER. The total error rate is improved by almost $10\%$ with the existing systems that are based on LBP and quality evaluation. The main findings of the work lead to the conclusion that 1) image quality is a powerful tool in this scenario, 2) the quality of the images vary from region-to-region, and 3) employing quality measures to different regions separately enhances the performance and, therefore, studying this problem and carrying out further investigations from this new perspective holds a lot of promise. For example, selection of IQMs on the basis of the region characteristic and inclusion of some new image quality measures may be explored to realize an efficient, robust and economic system.
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