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ABSTRACT
Document image binarization is often a challenging task due to various forms of degradation. Although there exist several binarization techniques in literature, the binarized image is typically sensitive to control parameter settings of the employed technique. This paper presents an automatic document image binarization algorithm to segment the text from heavily degraded document images. The proposed technique uses a two band-pass filtering approach for background noise removal, and Bayesian optimization for automatic hyperparameter selection for optimal results. The effectiveness of the proposed binarization technique is empirically demonstrated on the Document Image Binarization Competition (DIBCO) and the Handwritten Document Image Binarization Competition (H-DIBCO) datasets.
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1 INTRODUCTION
Document image binarization aims to segment the foreground text in a document from the noisy background during the preprocessing stage of document analysis. Document images commonly suffer from various degradations over time, rendering document image binarization a daunting task. Typically, a document image can be heavily degraded due to ink bleed-through, faded ink, wrinkles, stains, missing data, contrast variation, warping effect, and noise due to lighting variation during document scanning.

Though document image binarization has been extensively studied, thresholding of heavily degraded document images remains a largely unexplored problem due to difficulties in modelling different types of document degradations. The Document Image Binarization Competition (DIBCO), and the Handwritten Document Image Binarization Competition (H-DIBCO), held from 2009 to present aim to address this problem by introducing challenging benchmarking datasets to evaluate the recent advancement in document image binarization. However, competition results so forth indicate a scope for improvement in the binarized image quality.

The performance of binarization techniques significantly depends on the associated control parameter values [11], i.e., the hyperparameters. Despite the significance of optimal hyperparameter selection for document image binarization, automatic binarization has still not been sufficiently explored. This paper presents an automatic document image binarization technique that uses two band-pass filters for background noise removal, and Bayesian optimization [33] for automatic thresholding and hyperparameter selection. The band-pass filtering method uses a high frequency band-pass filter to separate the fine detailed text from the background, and subsequently a low frequency band-pass filter as a mask to remove noise. The parameters of the two band-pass filtering algorithm include a threshold for removing noise, the mask size for blurring the text, and the window size to be set dynamically depending upon the degree of degradation. Bayesian optimization is used to automatically infer the optimal values of these parameters.

The proposed method is simple, robust and fully automated for handling heavily degraded document images. This makes it suitable for use by, e.g., librarians and historians for quick and easy binarization of ancient texts. Since optimum parameter values are selected on-the-fly using Bayesian optimization, the average binarization performance is improved. This is due to each image being assigned its respective ideal combination of hyperparameter values instead of using a global sub-optimal parameter setting for all images. To the best of authors’ knowledge, this is the first work in the community that uses Bayesian optimization on binarization algorithm for selecting multiple hyperparameters dynamically for a given input image.

2 DOCUMENT BINARIZATION METHODS
Numerous document image binarization techniques have been proposed in literature, and are well-documented as part of the DIBCO reports [6, 24, 26–30]. Under normal imaging conditions, a simple global thresholding approach, such as Otsu’s method [25], suffices for binarization. However, global thresholding is not commonly used for severely degraded document images with varying intensities. Instead, an adaptive thresholding approach that estimates a local threshold for each pixel in a document is popular [2, 23, 32]. In general, the local threshold is estimated using the mean and standard deviation of the pixels in a document image within a local neighborhood window. However, the prime disadvantage of using
adaptive thresholding is that the binarization performance depends upon the control parameters such as the window size, that cannot be accurately determined without any prior knowledge of the text strokes. Moreover, methods such as Niblack’s thresholding [23] commonly introduce additional noise, while Sauvola’s thresholding [32] is highly sensitive to contrast variations.

Other popular methods in literature include [7, 10, 11, 15, 16, 37, 39]. The binarization algorithms of the winners of competitions are sophisticated, and achieve high performance partially due to thresholding, but primarily by modelling the text strokes and the background to enable accurate pixel classification. Lu et al. [16] modelled the background using iterative polynomial smoothing, and a local threshold was selected based on detected text stroke edges. Lelore and Bouchara [15] proposed a technique where a coarse threshold is used to partition pixels into ink, background, and unknown groups. The method is based on a double threshold edge detection approach that is capable of detecting fine details along with being robust to noise. However, these methods combine a variety of image related information and domain specific knowledge, and are often complex [39]. For example, methods proposed in [7, 37] made use of document specific domain knowledge. Gatos et al. [7] estimated the document background based on the binary image generated using Sauvola’s thresholding [32]. Su et al. [37] used image contrast evaluated based on the local maximum and minimum to find the text stroke edges.

Although there exist several document thresholding methods, automatic selection of optimal hyperparameters for document image binarization has received little attention. Gatos et al. [7] proposed a parameter-free binarization approach that depends on detailed modelling of the document image background. Dawoud [5] proposed a method based on cross-section sequence that combines results at multiple threshold levels into a single binarization result. Badekas and Papamarkos [1] introduced an approach that performs binarization over a range of parameter values, and estimates the final parameter values by iteratively narrowing the parameter range. Howe [11] proposed an interesting method that optimizes a global energy function based on the Laplacian image, and automatically estimates the best parameter settings. The method dynamically sets the regularization coefficient and Canny thresholds for each image by using a stability criterion on the resultant binarized image. Mesquita et al. [18] investigated a racing procedure based on a statistical approach, named I/F-Race, to fine-tune parameters for document image binarization. Cheriet et al. [4] proposed a learning framework for automatic parameter optimization of the binarization methods, where optimal parameters are learned using support vector regression. However, the limitation of this work is the dependence on ground truth for parameter learning.

This work uses Bayesian optimization [12, 33] to efficiently infer the optimal values of the control parameters. Bayesian optimization is a general approach for hyperparameter tuning that has shown excellent results across applications and disciplines [33, 35].

3 Proposed Binarization Technique

The overall pipeline of the proposed automatic document image binarization technique is presented in Fig. 1 using an example image from H-DIBCO 2016 dataset. The binarization algorithm is discussed in detail as follows.

3.1 Document Image Binarization

Given a degraded document image, adaptive thresholding using median filters is first performed that separates the foreground text from the background. The output is a grayscale image with reduced background noise and distortion. The grayscale image is then passed through two band-pass filters separately for further background noise removal. A high frequency band-pass filter is used to separate the fine detailed text from the background, and a low frequency band-pass filter is used for masking that image in order to remove great parts of the noise. Finally, the noise reduced grayscale image is converted into a binary image using Kittler’s minimum error thresholding algorithm [14].

Figure 1 illustrates the overall binarization algorithm for a given degraded document image. The image output generated at each filtering step is presented for better understanding of the background noise removal algorithm. It can be observed from Fig. 1 that the input document image is heavily degraded with stains, wrinkles and contrast variation. After performing adaptive median filtering, the image becomes less noisy, and is enhanced further using the two band-pass filtering approach. The final binarized image represents the document image with foreground text preserved and noisy background removed. However, the performance of the binarization algorithm depends upon six hyperparameter values that include two control parameters required by the adaptive median filter, namely the local threshold and the local window size; and four control parameters required by the band-pass filters, namely...
the mask size for blurring the text, a local threshold and two window size values for high frequency and low frequency band-pass filters. The value of these hyperparameters must be chosen such that quality metrics corresponding to the binarized image (e.g., F-measure, Peak Signal-To-Noise Ratio (PSNR), etc. [6]) are maximized (or error is minimized). This corresponds to an optimization problem that must be solved to arrive at the best combination of hyperparameters. For example, the following optimization problem finds optimal values of \( d \) hyperparameters \( \mathbf{x} = (x_1, x_2, \ldots, x_d) \) with respect to maximizing the F-measure [6],

\[
\begin{align*}
\text{maximize} & \quad f_{\text{measure}}(\mathbf{x}) \\
\text{subject to} & \quad \min_{x_1} \leq x_1 \leq \max_{x_1}, \min_{x_2} \leq x_2 \leq \max_{x_2}, \ldots, \min_{x_d} \leq x_d \leq \max_{x_d},
\end{align*}
\]

where \( \min_{x_i} \) and \( \max_{x_i} \) span the search space for parameter \( x_i \). No-reference image quality metrics [19] can be optimized in place of metrics such as F-measure in applications where ground truth reference images are not available.

Techniques like grid search, cross-validation, evolutionary optimization, etc. can be used to find optimal values of the hyperparameters in the \( d \)-dimensional search space. For large values of \( d \), such approaches tend to be slow. Bayesian optimization [33] efficiently solves such hyperparameter optimization problems as it aims to minimize the number of evaluations of the objective function (e.g., F-measure in this case) required to infer the hyperparameters, and is used in this work in the interest of computational efficiency.

### 3.2 Bayesian Optimization

Bayesian optimization is a model based approach involving learning the relationship between the hyperparameters and the objective function [12]. A model is constructed using a training set known as an initial design that covers the hyperparameter space in a space-filling manner. Statistical designs such as Latin hypercubes and factorial designs [34] can be used for this purpose. The initial design may also be random. The goal is to gather initial information about the parameter space in absence of any prior knowledge.

After the model is trained using the initial design, an iterative sampling approach follows. The sampling algorithm uses the information offered by the model to intelligently select additional samples in regions of the hyperparameter space that are likely to lead to the optimal solution (i.e., good binarization performance as quantified by metrics such as F-measure). The model is then refined by extending the training set with the selected samples. Bayesian optimization involves using a Bayesian model such as Gaussian process models [31], and the sampling scheme exploits the mean and variance of prediction offered by the model to select additional samples iteratively. This work considers Gaussian process models in the context of Bayesian optimization. A detailed explanation of Gaussian processes can be found in [31].

### 3.3 Gaussian Processes

A Gaussian process (GP) is the multivariate Gaussian distribution generalized to an infinite-dimensional stochastic process where any finite combination of dimensions are jointly-Gaussian [31]. A Gaussian process \( f \) is completely described by its mean \( \mu \) and covariance \( k \) functions, \( f(\mathbf{x}) \sim \mathcal{GP}(\mu(\mathbf{x}), k(\mathbf{x}, \mathbf{x}')) \).

The mean function incorporates prior domain-specific knowledge, if available. The mean function \( m(\mathbf{x}) = 0 \) is a popular choice without loss of generality in absence of any prior knowledge about the problem at hand. The covariance function \( k \) incorporates variation of the process from the mean function and essentially controls the expressive capability of the model.

Numerous covariance functions exist in literature including squared exponential (SE) function [35] and the Matérn kernels [31]. The SE kernel is a good general-purpose kernel and is used for experiments in this paper. The SE kernel is described as, \( k(x_i, x_j) = \exp\left(-\frac{1}{2\theta} \|x_i - x_j\|^2\right) \), with \( \theta \) being a hyperparameter that controls the width of the kernel.

Let \( D = (X, y) \) be a \( n \)-point training set. Let \( K \) be the kernel matrix holding the pairwise covariances between points in \( X \),

\[
K = \begin{bmatrix}
k(x_1, x_1) & \cdots & k(x_1, x_n) \\
\vdots & \ddots & \vdots \\
k(x_n, x_1) & \cdots & k(x_n, x_n)
\end{bmatrix}.
\]

Let \( y_{n+1} = \hat{y}(x_{n+1}) \) be the predicted value of a query sample \( x_{n+1} \) using the GP model \( \hat{y} \). Since \( y \) and \( y_{n+1} \) are jointly-Gaussian by definition of Gaussian processes,

\[
\begin{bmatrix}
y_{n+1}
\end{bmatrix} \sim \mathcal{N}\left(0, \begin{bmatrix} K & k \\ k^T & k^TK^{-1}k \end{bmatrix}\right),
\]

with \( k = \begin{bmatrix} k(x_{n+1}, x_1), \ldots, k(x_{n+1}, x_n) \end{bmatrix} \). The posterior distribution is calculated as \( p(y_{n+1}|T, x_{n+1}) = \mathcal{N}(\mu_n(x_{n+1}), \sigma_n^2(x_{n+1})) \), where,

\[
\begin{align*}
\mu_n(x_{n+1}) &= k^TK^{-1}y, \\
\sigma_n^2(x_{n+1}) &= k(x_{n+1}, x_{n+1}) - k^TK^{-1}k.
\end{align*}
\]

The mean and variance of prediction is used by the sampling process to solve the optimization problem, and described as follows.

### 3.4 Sampling Algorithms

A sampling scheme must make a trade-off between exploration of the hyperparameter space, and exploitation of sub-spaces with a high likelihood of containing the optima. The variance estimates provided by the GP offer insight on unexplored regions, while the mean predictions point towards estimates of the behavior of the objective function in a region of interest. Therefore, the model can be an effective tool to select a set of samples from a large number of candidates (e.g., generated randomly), that either enrich the model itself (by sampling unexplored regions), or drive the search towards the optima (by exploiting regions with optimal predicted objective function values).

Popular sampling schemes in literature include the expected improvement criterion, the probability of improvement criterion and upper/lower confidence bounds [33] (UCB/LCB). Sampling algorithms are also known as acquisition functions in the context of Bayesian optimization [33]. The upper and lower confidence bounds offer a good mix of exploration and exploitation. The probability of improvement favors exploitation much more than exploration, while expected improvement lies in between the two. This work uses the UCB criterion for its balanced sampling characteristics in absence of any problem-specific knowledge. Let \( \mu(x) \) and \( \sigma(x) \) be the posterior mean and variance of prediction provided by the Gaussian process (GP) model. The value of the UCB criterion corresponding
4 EXPERIMENTS

The following section demonstrates the proposed approach on benchmark datasets and compares it to existing approaches.

4.1 Experimental setup

The proposed binarization method has been tested on the images from the DIBCO dataset [6, 27, 29] that consists of machine-printed and handwritten images with associated ground truth available for validation and testing, and the H-DIBCO [24, 26, 28, 30] dataset that consists of handwritten document test images. The performance of the proposed method is compared with the state-of-the-art binarization methods such as [2, 11, 23, 25, 32, 37]. Six hyperparameters of the binarization algorithm are automatically selected using Bayesian optimization. These include a local threshold $r_1$ and local window size $ws$ for adaptive median filtering; local threshold
\[
\tau_2, \text{ mask size for blurring the text } m_s, \text{ window size } w_{s_h} \text{ and } w_{s_l} \text{ for high frequency and low frequency band-pass filters respectively. The corresponding optimization problem is formulated as,}
\]
\[
\begin{align*}
\text{maximize } & f_{\text{measure}}(x) \\
\text{subject to} & \quad 0.05 \leq \tau_1 \leq 0.2, \ 35 \leq w_s \leq 95, \ 0.05 \leq \tau_2 \leq 0.5, \\
& \quad 0 \leq m_s \leq 10, \ 200 \leq w_{s_h} \leq 400, \ 50 \leq w_{s_l} \leq 150,
\end{align*}
\]
where \( x = (\tau_1, w_s, \tau_2, m_s, w_{s_h}, w_{s_l}) \). This work uses the Bayesian optimization framework available as part of MATLAB (R2017a). The parameter \( \beta \) of UCB criterion was set to 2.

### 4.2 Experimental results

The evaluation measures are adapted from the DIBCO reports [6, 24, 26–30], and include F-measure, Peak Signal-to-Noise Ratio (PSNR), Distance Reciprocal Distortion metric (DRD), Negative Rate Metric (NRM) and Misclassification Penalty Metric (MPM). The binarized image quality is better with high F-measure and PSNR values, and low DRD, MPM and NRM values. For details on the evaluation measures, the reader is referred to [6, 30].

The experimental results are presented in Table 1. The proposed method is compared to several popular binarization methods on competition datasets from 2009 to 2014. Table 2 illustrates the evaluation results on the most recent H-DIBCO 2016 dataset, and a comparison is drawn with the top five ranked methods from the competition, and the state-of-the-art methods. Figure 2 highlights the document binarization results for sample test images from the H-DIBCO 2016 dataset and compares with the results obtained from the algorithm of the competition winner. Finally, Table 3 presents the average F-measure, PSNR and DRD values across different dataset combinations. In Tables 1-3, \( \uparrow \) implies that a higher value of F-measure and PSNR is desirable, while \( \downarrow \) implies a lower value of DRD, NRM and MPM is desirable. The * indicates a case where the result of an existing method is better than the proposed method.

It is observed from Table 2 and Figure 2 that the proposed method achieves higher scores with respect to F-measure, PSNR and DRD, as compared to other methods. However, on closely inspecting Table 1, it can be seen that there are instances where existing methods outperform the proposed method by a close margin (marked as *). Nevertheless, with reference to all datasets used in the experiments, the proposed method is found to be most consistent and stable with high F-measure and PSNR, and low DRD, NRM and MPM scores. Table 3 empirically evaluates the performance of the proposed method with respect to all 86 images from DIBCO 2009–2016. On an average, the proposed method achieves 90.99% F-measure and 19.00 PSNR for all test images under the experimental settings. For DIBCO 2009-2013, the top ranked method [37] from the competition achieves 89.15% F-measure, and the proposed method outperforms it by achieving 90.21% accuracy. The top ranked method [11] in DIBCO 2011-2014 competition obtains 91.88% accuracy, which is marginally higher (by 0.72%) than the accuracy achieved using the proposed method (91.16%). The proposed method produces least visual distortions (DRD) in comparison to other methods.

Figure 3 conveys the accuracy of the GP model trained as part of the Bayesian optimization process. The estimated objective refers to the value of F-measure predicted by the GP model trained as part of the optimization process. The model accurately tracks the value of the objective function. The objective values are negative since the implementation followed the convention of minimizing the objective function rather than maximizing. Therefore, the objective function here is \(-1 \times F - \text{Measure}. \) Figure best viewed in color.
5 CONCLUSIONS

A novel binarization technique is presented in this paper that efficiently segments the foreground text from heavily degraded document images. The proposed technique is simple, robust and fully automated using Bayesian optimization for on-the-fly hyperparameter selection. The experimental results on challenging DIBCO and H-DIBCO datasets demonstrate the effectiveness of the proposed method. On an average, the accuracy of the proposed method for all test images is found to be 90.99% (F-measure). As future work, the ideas presented herein will be scaled to perform preprocessing of images in word spotting algorithms, and hybridization of the proposed technique with existing state-of-the-art binarization methods will be explored.

ACKNOWLEDGMENTS

This work was supported by the Swedish strategic research programme eCSENSE, the Riksbankens Jubileumsfond (Dnr N814-2068:1), and the Göran Gustafsson foundation.

REFERENCES

[1] E Badekas and N Papamarkos. 2008. Estimation of proper parameter values for document binarization. In International Conference on Computer Graphics and Imaging, 600–607.
[2] John Bernsen. 1986. Dynamic thresholding of grey-level images. In Proc. 8th International Conference on Pattern Recognition, 1986 1251–1255.
[3] Eric Brochu, Vlad M Cora, and Nando De Freitas. 2010. A tutorial on Bayesian Optimization of Expensive Cost Functions, with Application to Active User Modeling and Hierarchical Reinforcement Learning. arXiv:1012.2599 (2010).
[4] Mohamed Chemiet, Reza Farrahi Moghaddam, and Rachaie Hedjam. 2013. A learning framework for the optimization and automation of document binarization methods. Computer vision and image understanding 117, 3 (2013), 269–280.
[5] Amer Dawoud. 2007. Iterative cross section sequence graph for handwritten character segmentation. IEEE Transactions on Image Processing 16, 8 (2007), 2150–2154.
[6] Basilis Gatos, Konstantinos Nitrogiannis, and Ioannis Pratikakis. 2009. ICDAR 2009 document image binarization contest (DIBCO 2009). In Document Analysis and Recognition, 2009. 10th International Conference on. IEEE, 1375–1382.
[7] Basilios Gatos, Ioannis Pratikakis, and Stavros J Perantonis. 2006. Adaptive degraded document image binarization. Pattern recognition 39, 3 (2006), 317–327.
[8] Abdelahi Hassaine, Somaya Al-Maadeed, and Ahmed Bourdiane. 2012. A set of geometrical features for writer identification. In Neural Information Processing. Springer, 584–591.
[9] Abdelahi Hassaine, Etienne Decencière, and Bernard Bessrer. 2011. Efficient restoration of variable area soundtracks. Image Analysis & Stereology 28, 2 (2011), 113–119.
[10] Nicholas R Howe. 2011. A laplacian energy for document binarization. In Document Analysis and Recognition, 2011 International Conference on. IEEE, 6–10.
[11] Nicholas R Howe. 2013. Document binarization with automatic parameter tuning. International Journal on Document Analysis and Recognition 16, 3 (2013), 247–258.
[12] Donald R Jones. 2001. A taxonomy of global optimization methods based on response surfaces. Journal of global optimization 21, 4 (2001), 345–383.
[13] Sagi Katz, Ayellet Tal, and Ronen Basri. 2007. Direct visibility of point sets. In ACM Transactions on Graphics, Vol. 26. ACM, 24.
[14] Josef Kittler and John Illingworth. 1986. Minimum error thresholding. Pattern recognition 19, 1 (1986), 41–47.
[15] Thibault Lelore and Frederic Bouchara. 2011. Super-resolved binarization of text based on the fair algorithm. In Document Analysis and Recognition, 2011 International Conference on. IEEE, 839–843.
[16] Shijuan Lu, Bolan Su, and Chew Lim Tan. 2010. Document image binarization using background estimation and stroke edges. International journal on document analysis and recognition 13, 4 (2010), 303–314.
[17] Rafael G Mesquita, Carlos AB Mello, and LIEVE Almeida. 2014. A new thresholding algorithm for document images based on the perception of objects by distance. Integrated Computer-Aided Engineering 21, 2 (2014), 133–146.
[18] Rafael G Mesquita, Ricardo MA Silva, Carlos AB Mello, and Pérelics BC Miranda. 2015. Parameter tuning for document image binarization using a racing algorithm. Expert Systems with Applications 42, 5 (2015), 2595–2603.
[19] Anish Mittal, Anush Krishna Moorthy, and Alan Conrad Bovik. 2012. No-reference image quality assessment in the spatial domain. IEEE Transactions on Image Processing 21, 12 (2012), 4695–4708.
[20] Reza Farrahi Moghaddam and Mohamed Cheriet. 2010. A multi-scale framework for adaptive binarization of degraded document images. Pattern Recognition 43, 6 (2010), 2186–2198.
[21] Reza Farrahi Moghaddam, Ferredhoun Farrahi Moghaddam, and Mohamed Cheriet. 2013. Unsupervised ensemble of experts (EoE) framework for automatic binarization of document images. In Document Analysis and Recognition, 2013 12th International Conference on. IEEE, 705–707.
[22] Hossein Ziaei Nafchi, Reza Farrahi Moghaddam, and Mohamed Cheriet. 2012. Historical document binarization based on phase information of images. In Asian Conference on Computer Vision. Springer, 1–12.
[23] Wayne Niblack. 1985. An introduction to digital image processing. Strandberg Publishing Company.
[24] Konstantinos Nitrogiannis, Basilis Gatos, and Ioannis Pratikakis. 2014. ICFHR2014 competition on handwritten document image binarization (H-DIBCO 2014). In Frontiers in Handwriting Recognition, 2014 14th International Conference on. IEEE, 809–813.
[25] Nobuyuki Otsu. 1975. A threshold selection method from gray-level histograms. Automatica 11, 285-296 (1975), 23–27.
[26] Ioannis Pratikakis, Basilis Gatos, and Konstantinos Nitrogiannis. 2010. H-DIBCO 2010-handwritten document image binarization competition. In Frontiers in Handwriting Recognition, 2010 International Conference on. IEEE, 727–732.
[27] Ioannis Pratikakis, Basilis Gatos, and Konstantinos Nitrogiannis. 2011. ICDAR 2011 Document Image Binarization Contest (DIBCO 2011). In Document Analysis and Recognition, 2011. 11th International Conference on. IEEE, 1506–1510.
[28] Ioannis Pratikakis, Basilis Gatos, and Konstantinos Nitrogiannis. 2012. ICFHR 2012 competition on handwritten document image binarization (H-DIBCO 2012). In Frontiers in Handwriting Recognition, 2012 International Conference on. IEEE, 817–822.
[29] Ioannis Pratikakis, Basilis Gatos, and Konstantinos Nitrogiannis. 2013. ICDAR 2013 document image binarization contest (DIBCO 2013). In Document Analysis and Recognition, 2013 12th International Conference on. IEEE, 1471–1476.
[30] Ioannis Pratikakis, Konstantinos Zagoros, George Barlas, and Basilis Gatos. 2016. ICFHR2016 Handwritten Document Image Binarization Contest (H-DIBCO 2016). In Frontiers in Handwriting Recognition, 2016 15th International Conference on. IEEE, 619–623.
[31] Carl Edward Rasmussen and Christopher KI Williams. 2006. Gaussian processes for machine learning. Vol. 1. MIT press Cambridge.
[32] Jaakko Sauvola and Matti Pietikäinen. 2000. Adaptive document image binarization. IEEE Transactions on Image Processing 9, 7 (2000), 135–144.
[33] Bogah Shalibri, Kevon Swersky, Ziya Wang, Ryan P Adams, and Nando de Freitas. 2016. Taking the human out of the loop: A review of bayesian optimization. Proc. IEEE 104, 1 (2016), 148–175.
[34] Prashant Singh. 2016. Design experiments for models based on optimization. Ph.D. Dissertation, Ghent University.
[35] Jasper Snoek, Hugo Larochelle, and Ryan P Adams. 2012. Practical bayesian optimization of machine learning algorithms. In Advances in neural information processing systems. 2951–2959.
[36] Nitinjan Srinivas, Andreas Krause, Sham M Kakade, and Matthias W Seeger. 2010. Information-theoretic regret bounds for gaussian process optimization in the bandit setting. IEEE Transactions on Information Theory 56, 6 (2010), 2862–2883.
[37] Bolan Su, Shijuan Lu, and Chew Lim Tan. 2010. Binarization of historical document images using the local maximum and minimum. In Proceedings of the 9th IAPR
[38] Bolan Su, Shijian Lu, and Chew Lim Tan. 2012. A learning framework for degraded document image binarization using Markov random field. In *Pattern Recognition, 2012 21st International Conference on*. IEEE, 3200–3203.

[39] Bolan Su, Shijian Lu, and Chew Lim Tan. 2013. Robust document image binarization technique for degraded document images. *IEEE transactions on image processing* 22, 4 (2013), 1408–1417.