Performance of Lung Cancer Prediction Methods Using Different Classification Algorithms
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Abstract: In 2018, 1.76 million people worldwide died of lung cancer. Most of these deaths are due to late diagnosis, and early-stage diagnosis significantly increases the likelihood of a successful treatment for lung cancer. Machine learning is a branch of artificial intelligence that allows computers to quickly identify patterns within complex and large datasets by learning from existing data. Machine-learning techniques have been improving rapidly and are increasingly used by medical professionals for the successful classification and diagnosis of early-stage disease. They are widely used in cancer diagnosis. In particular, machine learning has been used in the diagnosis of lung cancer due to the benefits it offers doctors and patients. In this context, we performed a study on machine-learning techniques to increase the classification accuracy of lung cancer with 32 × 56 sized numerical data from the Machine Learning Repository web site of the University of California, Irvine. In this study, the precision of the classification model was increased by the effective employment of pre-processing methods instead of direct use of classification algorithms. Nine datasets were derived with pre-processing methods and six machine-learning classification methods were used to achieve this improvement. The study results suggest that the accuracy of the k-nearest neighbors algorithm is superior to random forest, naïve Bayes, logistic regression, decision tree, and support vector machines. The performance of pre-processing methods was assessed on the lung cancer dataset. The most successful pre-processing methods were Z-score (83% accuracy) for normalization methods, principal component analysis (87% accuracy) for dimensionality reduction methods, and information gain (71% accuracy) for feature selection methods.
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1 Introduction

An estimated 9.6 million people worldwide died of various types of cancer in 2018 and lung cancer was the leading cause of death among cancer patients (Tab. 1) [1]. Lung cancer often progresses silently. The disease cannot be detected even in late stages which significantly reduces...
the chances of successful treatments for patients. Therefore, it is vital to know the symptoms of lung cancer as an early-stage diagnosis significantly increases the survival rate for patients. Computational methods and techniques such as machine learning are often used in medical applications to overcome some of these challenges and to provide dependable information for diagnoses. Machine learning is the generic name for computer algorithms that model a problem according to the data of that problem. It can improve the estimation of results with classification techniques that are based on the organized data in predetermined categories [2,3]. Machine-learning classification algorithms are focused on the most economical use of the maximum possible amount of data to achieve the highest success and performance [4]. The architecture of machine-learning methods and the statistical distributions of the observed data typically lead to the training of classification models realized by minimizing a loss of function [5]. The classification algorithm is subsequently trained on the dataset to find the connection between input variables and the output. The training is considered complete when the algorithm reaches an adequate level of accuracy and the algorithm is next applied to a new dataset.

Table 1: Cases and deaths for different cancer types in 2018 [1]

| Cancer types       | Cases     | Death    |
|--------------------|-----------|----------|
| Lung               | 2,090,000 | 1,760,000|
| Colorectal         | 1,800,000 | 862,000  |
| Stomach            | 1,030,000 | 783,000  |
| Liver              | –         | 782,000  |
| Breast             | 2,090,000 | 627,000  |
| Prostate           | 1,280,000 | –        |
| Skin (non-melanoma)| 1,040,000 | –        |

The combinatorial use of different machine-learning algorithms in medical applications provides effectiveness and efficacy by making use of the specific advantages of each algorithmic technique while avoiding their disadvantages [6]. Aliferis et al. [7], for example, reported that gene expression data combined with machine-learning algorithms can lead to excellent diagnostic models of different types of lung cancer even with very modest sample sizes and very low sample-to-feature ratios. Similarly, linear regression, decision trees, gradient increasing machines, support vector machines, and community learning techniques have been successfully applied to estimate the survival time of patients to classify lung cancer patients [8]. A diagram that summarizes the overall approach of machine learning for this study is shown in Fig. 1.

The purpose of the data pre-processing is to simplify the training and testing process by appropriately transforming the entire dataset. This is done by bringing outliers and scaling properties into an equivalent range. Pre-processing is an important stage before training machine-learning models since pre-processing applications allow machine learning to deliver better results [9]. The most used pre-processing applications are normalization, dimensional reduction of data, and feature selection. Normalization and dimensional reduction of data provide efficient, quick, and effective classifications through input and output of the prediction model in a single order in machine learning [4].
The Minimum–Maximum (min–max) normalization technique executes a linear transformation on the data. The minimum is the smallest value that data can accept and the maximum is the largest value that the data can receive. The data are usually in the range of 0–1 [10]. The Z-score normalization method uses the average and standard deviation values of the data under consideration. It is typically utilized to perform the operations with the data at normal intervals with normalized values and to obtain more meaningful and easily interpreted results [11].

Principal component analysis (PCA) is a transformation technique that reduces the size of the $p$-dimensional dataset that contains associated variables to a lower-dimensional space that contains uncorrelated variables. It maintains the variability of the dataset as much as possible. The variables obtained by transformation are called basic components of the original variables. The first principal component captures the maximum variance in the dataset, and the other components capture the remaining variance in descending order [12,13]. The goal of the linear discriminant analysis (LDA) is to avoid over-alignment and also to project a dataset into a lower-dimensional space with good class separability to reduce computational costs. In addition, LDA is used to maximize the distance between classes. There is no class concept in PCA because it only reduces the feature size by maximizing the distance between data points. Likewise, LDA reduces the size of the dataset by maximizing the difference between classes. LDA is used for classification problems while PCA is used for clustering problems. LDA approximates the distance of the projections on the geometric plane of the observations in the same classes in an educational sample. It can be used to create more classifying models by normalizing the data in the training sample [14,15].

Feature selection is applied to reduce the number of features in many applications where the data have hundreds or thousands of properties. The main idea is to find globally the least reduction or, in other words, the smallest set of features that represent the most important characteristics of the original set of features [16].

The choice of methods for the machine-learning prediction system is important because there are many machine-learning algorithms used in practice for particular purposes. For instance, random forest (RF) works with the logic of increasing the accuracy of results by deriving multiple decision trees while k-nearest neighbors (k-NN) uses similarities to find neighbors when classifying by majority vote. Naïve Bayes (NB) maintains the most appropriate classification by preserving the

**Figure 1:** General diagram of machine learning
dependence of the qualifications on a particular class. Logistic regression (LR) finds the dependent and independent relationships between the variables affected by the dependent variables. Decision tree (DT) is the preferred learning method with a created tree structure since it is faster, easier to interpret, and is more effective. Support vector machines (SVMs) work with hyperplanes to separate data classification into a multidimensional space [4,17]. k-NN has been reported to give the best results for machine-learning algorithms applied to the histopathological classification of non-small cell carcinomas. The DT algorithm was reported to give the least favorable results [18].

This study aims to develop predictive models to diagnose lung cancer disease based on a customized machine-learning framework. This approach involves examining the different degrees of success of these models and analyzes their generally valid classification performances according to measurement metrics. In this context, this study consists of three modules. The first module is based on the application of the data pre-processing techniques (dimensionality reduction methods, normalization techniques, and feature selection methods) to the lung cancer dataset (LCDS), which is taken from the Machine Learning Repository website of the University of California, Irvine (UCI). The second module focuses on the demonstration and discussion of the performance of the machine-learning algorithms (RF, k-NN, NB, LR, DT, and SVMs). The third module looks at the results of all the performance measurement metrics and performs validation analysis. The aforementioned methods are widely used in diagnosis and analysis to make decisions in different areas of medicine and research.

2 Materials and Methods

2.1 Dataset

Machine learning has many advantages. However, the process results can be affected by factors such as the dataset, the features, the determination of the learning algorithm, and the parameters of the algorithm. The lung cancer dataset used in this study was taken from the Machine Learning Repository web site of the University of California, Irvine [19]. The LCDS includes records of 56 features of 32 samples (patients) and is thus composed of 32 * 56 sized numerical data. The dataset comprises many features including age, gender, alcohol use, genetic risk, chronic lung disease, balanced diet, obesity, smoking, passive smoking, chest pain, blood cough, weight loss, shortness of breath, difficulty swallowing, snoring, and others. The massive data have been restructured by assigning the column averages of the sample to the N/A (null) value(s) in the dataset. The first column contains a classification label (category) for each sample. Three values are given for the classification in lung cancer data: 1 for malignant tumor (cancerous), 2 for risky, and 3 for benign (not cancerous).

The dataset was randomly split into 80% for training and 20% for the test in this study to give the best results from the machine-learning applications. The tested data were used to determine the success of the system, namely, how close the values from the model obtained with the training data are to the actual values.

2.2 Normalization and Dimensional Reduction of Data

One of the fundamental problems encountered in machine learning applications is the regulation of the data. All numerical values in the dataset may not be in same range and for this reason an imbalance between the values can dominate the target values. Normalization methods are applied to eliminate possible problems of this type. The most commonly used min–max and Z-score normalization techniques were used to observe the effect of normalization techniques on
prediction of machine-learning methods in diagnosis of lung cancer disease and to determine the most appropriate normalization technique in the study.

A high number of attributes increases the data dimensionality but brings with it problems of analysis and classification. Therefore, this type of approach requires a dimensionality reduction. The most preferred methods for dimensionality reduction are PCA and LDA [20]. PCA and LDA reduction methods were used in the present study.

2.3 Feature Selection

The features in the datasets are one of the most important factors affecting the performance of the classification. Sometimes, the low number of features causes the classes to not separate properly. In the case of many features, there are problems such as an increase in training time and a decrease in the accuracy rate of the many noise-related features [16]. Feature selection is aimed at finding individually the best features that maximize the ability for classification from a large group of features [21]. Feature selection is critical for machine-learning in cancer diagnosis. Therefore, four feature selection methods were used within the scope of the application to determine the prediction properties: Chi-square, information gain, forward selection, and relief.

Chi-square ($\chi^2$) is based on statistics and is widely used in feature selection processes. The $\chi^2$ test is based on whether the difference between observed frequencies (O) and expected frequencies (E) is statistically significant. The $\chi^2$ test uses data specified as qualitative or ordinal variables. Furthermore, $\chi^2$ can be applied by qualifying continuous variables specified by measurement as more or less than a certain degree. The test is not possible if the data are expressed as percentages or percentages [22]. The $\chi^2$ formula is as follows:

$$\chi^2 = \sum_{i=1}^{n} \frac{(O_i - E_i)^2}{E_i}. \quad (1)$$

Abbreviations: $\chi^2$ = Chi-square, $n$ = The number of attributes in the dataset, $O_i$ = An observed frequency for $i$’th attribute, $E_i$ = An expected frequency affirmed by the null hypothesis for the $i$’th attribute.

Information gain (IG) is one of the most popular feature selection techniques. The principle of selecting a feature is based on finding the most set of features for the classes. It is an entropy-based feature selection algorithm and the IG coefficient is calculated for each attribute. The feature sets with the highest IG coefficient are selected [23]. This method is represented as follows:

$$IG(X, Y) = H(X) - H(X | Y). \quad (2)$$

Abbreviations: IG = Information gain, H = Entropy, X = Band, Y = Class.

The purpose of the forward selection (F) is to find features that maximize the objective function. There is an objective function $J$, for which an attempt is made to maximize its value, and this function depends on a subset of the $F\theta$ properties. The algorithm starts by initializing $F\theta$ to an empty set, and the method requires several features to select (k) and the original feature set (F). Let $X_j$ be a random parameter for feature $j$ and $Y$ be the parameter that decides the class label (e.g., cancerous vs. not cancerous). The first step is to find the feature $X_j$ that maximizes the aim function $J$ that takes in arguments $X_j$, $Y$, and $F\theta$. Feature $X_j$ that maximizes the aim objective function is added to $F\theta$ and removed from F. This process is repeated until the cardinality of $F\theta$ is $k$ [24].
Relief (W) finds the value of properties by trying to reveal the dependencies between properties in binary classification problems [25]. Each feature in the dataset is scaled to the range [0 1]. The algorithm is repeated \( m \) times and each time the weight vector is updated as in Eq. (3):

\[
W_i = W_i - (x_i - \text{nearHit}_i)^2 + (x_i - \text{nearMiss}_i)^2.
\]  

Abbreviations: \( W_i \) = Weight vector, \( X_i \) = Feature vector, nearHit\(_i\) = The closest instance of the same class, nearMiss\(_i\) = The closest instance of the different class.

2.4 Machine Learning Classification

In the classification process, RF, k-NN, NB, LR, DT, and SVM algorithms were applied to the dataset. Python 3.6 programming language was used for software “Anaconda,” a data science platform that supports the Python language, was used in the study. The ‘numpy’ and ‘pandas’ libraries were preferred during the build-up of all modules for practicing on the enormous data. The model parameters of the six machine-learning algorithms and their values were assigned as in Tab. 2.

| Method     | Parameter      | Parameter values |
|------------|----------------|------------------|
| RF         | Random_state   | 0                |
| Criterion  | Gini           |                  |
| k-NN       | \( k \)        | 5                |
| NB         | useKernel      | FALSE            |
| LR         | Solver         | Lbfgs            |
| Multi_class| Multinominal   |                  |
| DT         | Random_state   | 0                |
|            | Min_samples_leaf| 1                |
| SVMs       | Kernel         | Linear           |

Abbreviations: RF, Random forest; k-NN, k-nearest neighbors; NB, Naïve Bayes; LR, Logistic regression; DT, Decision tree; SVMs, Support vector machines.

The flow diagram for the research study is shown in Fig. 2. The raw data were pre-processed and an attempt was made to use the first module to determine the prominent features and criteria for lung cancer. These applied pre-processing techniques were used to make an appropriate analysis and see if they were suitable for classification of collected data. They gave better accuracy for classification. In the second module, the datasets created by going through the different pre-processes were classified with machine-learning algorithms. The results obtained were analyzed and evaluated for accuracy in the third module.

The logic behind RF is to increase the accuracy of the results by deriving multiple decision trees. k-NN uses similarities to find neighbors when classifying by majority vote. NB maintains the most appropriate classification by preserving the dependence of the qualifications on a particular class. LR finds the dependent and independent relationship between the variables affected by the dependent variables. DT is the preferred learning method with a created tree structure owing to its faster, easier to interpret, and more effective results. SVM works with hyperplanes to separate data classification in multidimensional space [4,17].
The model performance criteria used are root mean square error (RMSE) and mean absolute error (MAE). The formulations of these are given in Eqs. (4) and (5), respectively:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} e_i^2},$$

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |e_i|$$

RMSE is an indicator used to determine the error rate between the measured values and the values estimated by a model. Therefore, the closer RMSE approaches to zero the more it indicates that the predictive power of the model has increased. MAE is used to indicate the absolute error between the measured values and the values predicted by the model. Like RMSE, the closer MAE approaches to zero the more it indicates that the predictive power of the model has increased [13,26].
3 Results and Discussion

There are two important steps for the prediction: one is to prepare the data to estimate; the other is to compare the predictive models. The criteria for the comparison of the models include accuracy, speed, robustness, scalability, interpretability, and performance.

The accuracy values of RF, k-NN, NB, LR, DT, and SVM algorithms were calculated as 0.14, 0.71, 0.71, 0.57, 0.71, and 0.43, respectively. These values were obtained in calculations made with the raw data. The best results were obtained with k-NN, NB, and DT algorithms, while the worst results were found with the RF algorithm. Similarly, other researchers have achieved successful results with machine-learning algorithms in a wide range of studies including, for example, the following: cancer prognosis and prediction [27], leukemia, colon, and lymphoma [28], breast cancer diagnosis and prognosis [29–31], prediction of future gastric cancer [32], gene selection for cancer classification [33], skin cancer detection [34], cervical cancer diagnosis [35], pancreatic cancer [36], prostate cancer [37,38], precision medicine for cancer [39], and classification of lung cancer stages [40]. The research results show that k-NN, NB, and DT algorithms can predict lung cancer with increased precision and success.

The raw data were compared for min–max and Z-scores (Tab. 3). Min–max and Z-scores returned better results in LR, SVM, and k-NN calculations compared to the raw data. However, the performance in NB and DT calculations for min–max and Z-scores was decreased.

| Classifiers | Raw data set Accuracy | RMSE | MAE | Min–max Accuracy | RMSE | MAE | Z-score Accuracy | RMSE | MAE |
|-------------|-----------------------|------|-----|------------------|------|-----|-----------------|------|-----|
| RF          | 0.14                  | 0.93 | 0.86| 0.57             | 0.66 | 0.43| 0.33            | 0.82 | 0.67|
| k-NN        | 0.71                  | 0.54 | 0.29| 0.57             | 0.66 | 0.43| 0.83            | 0.41 | 0.17|
| NB          | 0.71                  | 0.54 | 0.29| 0.29             | 0.85 | 0.71| 0.67            | 0.58 | 0.33|
| LR          | 0.57                  | 0.66 | 0.43| 0.71             | 0.54 | 0.29| 0.50            | 0.71 | 0.50|
| DT          | 0.71                  | 0.54 | 0.29| 0.57             | 0.66 | 0.43| 0.33            | 0.82 | 0.67|
| SVMs        | 0.43                  | 0.76 | 0.57| 0.71             | 0.54 | 0.29| 0.50            | 0.71 | 0.50|

Abbreviations: RF, Random forest; k-NN, k-nearest neighbors; NB, Naïve Bayes; LR, Logistic regression; DT, Decision tree; SVMs, Support vector machines; RMSE, Root mean square error; MAE, Mean absolute error.

The best results were an accuracy of 0.83 and an MAE value of 0.17 for k-NN, which calculates using the properties of the Z-score. The worst results were an accuracy of 0.29 and an MAE value of 0.71 for NB, which calculates using min–max properties. The accuracy level of normalization techniques and the raw dataset is given in Fig. 3. Jain et al. [41] reported that Z-score gives positive results on the data complexity measures. Nonetheless, Z-score performed successfully for leukemia [28]. In addition, Z-score has increased performance at 0.12 compared with the raw dataset for the k-NN algorithm used in the study.
Fifty-six features in LCDS were reduced to 30 features using PCA and LDA, which thus saved processing time. Overall, there was an increase in the accuracy of the calculations made by PCA, and the best result of 0.87 was found for NB, and the worst result of 0.57 was found for DT. The accuracy levels of all the calculations made with LDA decreased according to the calculations made with the raw data (Tab. 4).

**Table 4:** Accuracy, RMSE, and MAE values of machine-learning classifiers using PCA and LDA

| Classifiers | Raw data set |    |    | PCA |    |    | LDA |    |
|-------------|--------------|----|----|-----|----|----|-----|----|
|             | Accuracy     | RMSE | MAE | Accuracy | RMSE | MAE | Accuracy | RMSE | MAE |
| RF          | 0.14         | 0.93 | 0.86 | 0.71 | 0.54 | 0.29 | 0.14 | 0.93 | 0.86 |
| k-NN        | **0.71**     | 0.54 | 0.29 | 0.70 | 0.54 | 0.29 | 0.29 | 0.85 | 0.71 |
| NB          | **0.71**     | 0.54 | 0.29 | **0.87** | 0.37 | 0.14 | 0.15 | 0.93 | 0.85 |
| LR          | 0.57         | 0.66 | 0.43 | 0.86 | 0.38 | 0.14 | 0.14 | 0.93 | 0.86 |
| DT          | **0.71**     | 0.54 | 0.29 | 0.57 | 0.93 | 0.43 | **0.30** | 0.85 | 0.71 |
| SVMs        | 0.43         | 0.76 | 0.57 | 0.86 | 0.38 | 0.14 | 0.28 | 0.84 | 0.70 |

Abbreviations: RF, Random forest; k-NN, k-nearest neighbors; NB, Naïve Bayes; LR, Logistic regression; DT, Decision tree; SVMs, Support vector machines; RMSE, Root mean square error; MAE, Mean absolute error; LDA, Linear discriminant analysis; PCA, Principal component analysis.

The accuracy level for the dimensional reduction methods and the raw dataset are given in Fig. 4. PCA provided a high degree of accuracy in tumor, glioma, lung, colon, and breast cancer datasets [42]. The classification performance was increased in the lung cancer study using PCA although the number of attributes decreased more than one and a half times. In this way, the computational cost and complexity of the classification process were greatly reduced with PCA [43]. Bhaskar et al. [21] reported that PCA gives superior results with NB than k-NN. Similarly, the best accuracy level was found for the NB algorithm with PCA in the present study.
The order of importance of the new dataset and features is given in Tab. 5. The results were obtained by reordering the features according to their importance and by applying the feature selection techniques to the original dataset.

**Table 5:** Feature selection techniques and the importance order of features

| Selection techniques | Importance order of features                          |
|----------------------|------------------------------------------------------|
| $\chi^2$             | 15, 16, 56, 2, 47, 48, 55, 7, 8, 10, 1, 51, 45, 53, 23, 24, 25, 6, 50, 26, 27, 28, 54, 52, 33, 34, 35, 31, 32, 49, 36, 37, 38, 39, 3, 4, 5, 11, 12, 13, 14, 9, 46, 0, 42, 40, 41, 21, 22, 17, 18, 19, 20, 43, 29, 30, 44 |
| IG                   | 39, 56, 13, 51, 48, 54, 31, 34, 27, 35, 38, 47, 52, 44, 30, 32, 36, 5, 6, 55, 53, 19, 11, 20, 49, 28, 29, 43, 7, 22, 24, 50, 41, 42, 17, 45, 46, 25, 40, 14, 9, 37, 33, 2, 21, 8, 10, 0, 1, 3, 4, 18, 15, 16, 26, 12, 23 |
| F                    | 0, 1, 2, 4, 5, 9, 10, 14, 15, 16, 19, 20, 21, 22, 26, 31, 32, 37, 38, 40, 42, 44, 45, 46, 48, 50, 51, 52, 54, 55 |
| W                    | 14, 1, 7, 13, 16, 5, 10, 12, 3, 8, 15, 17, 11, 9 |

Abbreviations: $\chi^2$, Chi-square; IG, Information gain; F, Forward selection; W, Relief.

$\chi^2$ and IG were used to select and analyze the first 28 features after ranking the importance of features in the dataset. IG performed the best with an accuracy of 0.71 for the k-NN algorithm. $\chi^2$ yielded the best result with an accuracy of 0.57 for RF, k-NN, and NB algorithms (Tab. 6).
Table 6: Accuracy, RMSE, and MAE values of machine-learning classifiers using $\chi^2$, IG, F, and W

| Classifiers | Raw data set | $\chi^2$ Accuracy | RMSE | MAE | IG Accuracy | RMSE | MAE | F Accuracy | RMSE | MAE | W Accuracy | RMSE | MAE |
|-------------|--------------|-------------------|------|-----|-------------|------|-----|------------|------|-----|------------|------|-----|
| RF          | 0.14         | 0.93              | 0.86 | 0.57| 0.65        | 0.43 | 0.57| 0.65       | 0.43 | 0.43| 1          | 0.71 | 0.57|
| k-NN        | 0.71         | 0.54              | 0.29 | 0.57| 0.65        | 0.43 | 0.43| 0.71       | 0.54 | 0.29| 0.42       | 0.76 | 0.57|
| NB          | 0.71         | 0.54              | 0.29 | 0.57| 0.65        | 0.43 | 0.43| 0.71       | 0.54 | 0.42| 0.43       | 0.76 | 0.57|
| LR          | 0.57         | 0.66              | 0.43 | 0.43| 0.76        | 0.57 | 0.43| 0.57       | 0.76 | 0.66| 0.43       | 1.07 | 0.86|
| DT          | 0.71         | 0.54              | 0.29 | 0.43| 0.76        | 0.57 | 0.57| 0.71       | 0.71 | 0.71| 0.43       | 1.13 | 1   |
| SVMs        | 0.43         | 0.76              | 0.57 | 0.28| 0.85        | 0.71 | 0.14| 0.93       | 0.86 | 0.57| 0.66       | 0.43 | 0.14|

Abbreviations: $\chi^2$, Chi-square; IG, Information gain; F, Forward selection; W, Relief; RF, Random forest; k-NN, k-nearest neighbors; NB, Naïve Bayes; LR, Logistic regression; DT, Decision tree; SVMs, Support vector machines; RMSE, Root mean square error; MAE, Mean absolute error.

F ranked the features in the dataset according to their importance and reduced the number to 30 features, which were subsequently used. Similarly, W used 14 features. F with the NB, LR, and SVM algorithms and W with the RF and k-NN algorithms performed the best with an accuracy of 0.57. The accuracy level of the feature selection methods and the raw dataset is given in Fig. 5.

![Figure 5](image_url)

Figure 5: Accuracy level of dimensional reduction methods and raw dataset (Abbreviations: IG, Information gain; F, Forward selection; W, Relief; RF, Random forest; k-NN, k-nearest neighbors; NB, Naïve Bayes; LR, Logistic regression; DT, Decision tree; SVM, Support vector machine)

It is known that most of the exhaustive search and sequential search methods on high-dimensional datasets are not possible with feature selection. Such features that appear important in training data may not provide such good results for test data [21]. In this study, the best accuracy value was found for the k-NN algorithm with IG, namely, an accuracy value of 0.71. This value is equal to the value obtained with the raw data. The study results for feature selection are consistent with the results of Bhaskar et al. [21]. The processing load for feature selection methods can be reduced by selecting the feature that can be used in classification. In this way, the processing time can be shortened. However, the classification accuracy must be acceptable for this to work.
4 Conclusion

k-NN, NB, and DT algorithms performed effectively for classification tasks in our study. However, the performance of the RF algorithm was not at the desired level. The most successful pre-processing methods in terms of the performance of classification algorithms on LCDS were as follows: (1) Z-score for normalization methods, (2) principal component analysis (PCA) for dimensionality reduction methods, and (3) information gain for feature selection methods. However, selected feature selection methods did not give acceptable levels of accuracy. The ability to effectively diagnose lung cancer was increased with machine-learning methods according to the findings derived from this study. Our study provides evidence that the proposed diagnosis framework has significant potential for the treatment of lung cancer patients and it may assist oncologists by providing early intervention and early diagnosis. The effectiveness of novel machine-learning approaches demonstrated in this study also motivates new research that will focus on computer-aided learning methods for medical applications.
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