Numerical quasi-conformal transformations for electron dynamics on strained graphene surfaces
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The dynamics of low energy electrons in general static strained graphene surface is modelled mathematically by the Dirac equation in curved space-time. In Cartesian coordinates, a parametrization of the surface can be straightforwardly obtained, but the resulting Dirac equation is intricate for general surface deformations. Two different strategies are introduced to simplify this problem: the diagonal metric approximation and the change of variables to isothermal coordinates. These coordinates are obtained from quasi-conformal transformations characterized by the Beltrami equation, whose solution gives the mapping between both coordinate systems. To implement this second strategy, a least square finite-element numerical scheme is introduced to solve the Beltrami equation. The Dirac equation is then solved via an accurate pseudo-spectral numerical method in the pseudo-Hermitian representation that is endowed with explicit unitary evolution and conservation of the norm. The two approaches are compared and applied to the scattering of electrons on Gaussian shaped graphene surface deformations. It is demonstrated that electron wave packets can be focused by these local strained regions.

1. INTRODUCTION

Graphene is a material made of carbon atoms arranged on a 2D honeycomb lattice. This atomic configuration confers this material with unique electronic, mechanical and thermal properties. In particular, its charge carriers can be described by a massless Dirac equation at low energy (\( \lesssim 2 \) eV), promoting graphene to the rank of Dirac materials. Thanks to these interesting and intriguing properties, graphene has been considered for many applications, ranging from quantum electrodynamics simulators to field effect transistors.

A little more than a decade ago, it has been realized that electronic properties of charge carriers can be modified by the introduction of mechanical deformations (strain) in graphene samples. This gave birth to the field of strain engineering or “straintronics”. This phenomenon has spurred many theoretical and experimental investigations, in part because strain is responsible for very large pseudo-magnetic fields and because straintronics may pave the way towards technological and scientific applications. For instance, the low energy charge carriers of corrugated graphene have a similar behavior to electrons in strong gravitational fields, providing a bridge between condensed matter and quantum gravity.

The workhorse of straintronics is the Dirac equation in curved space-time, which gives a theoretical description of low energy charge carriers in deformed graphene. This equation can be obtained as the low energy limit of the nearest neighbor tight-binding model with a space-dependent hopping parameter and nearest neighbor vectors. This space-dependence arises from the modification of the inter-atomic distance, which in turns, changes the hopping integrals. As long as these deformations are not too large, the ensuing metric and other differential geometry variables in the Dirac equation can be linked to the strain tensor and elasticity theory.

Recently, the dynamics of electrons propagating in strained graphene samples has been studied numerically and analytically. Remarkably, it was demonstrated that electrons can be confined by scattering on strained regions, allowing for electronic wave packet guiding. These investigations have been performed using simple strain field configurations having symmetries, simplifying the theoretical approaches. However, for controlling electrons in more complex applications, a framework for general surfaces is required. The main goal of this article is to provide theoretical strategies to study the dynamics of electrons in general strained surfaces using the Dirac equation in curved space-time.

Starting from the Dirac equation in curved space-time expressed in covariant notation, a comprehensive derivation of the Dirac equation in Cartesian coordinate for a general static graphene deformation is first presented. The non-trivial steps leading to an explicit equation are detailed, in particular when the system has no symmetry. Despite the apparent geometrical simplicity of such systems, consisting of a 2D arbitrary surface embedded in a 3D space, the resulting Dirac equation becomes quite intricate and challenging to solve analytically or numerically. Two strategies are introduced to simplify this prob-
lem: the diagonal metric approximation and the change of variables to isothermal coordinates. It is demonstrated that for both strategies, the Dirac equation has a simple form, reminiscent of the Dirac equation in flat space. However, they both have their own challenges: the diagonal approximation is valid only for a certain restricted class of surfaces while another equation, the Beltrami partial differential equation, needs to be solved to obtain the required quasi-conformal transformations, adding another layer of complexity. In this article, both approaches are described and analyzed. In addition, some specific examples and benchmark simulations are considered where both approaches are compared. The main outcome is a set of tools that can be applied for the computation of electron transport in deformed graphene samples.

This paper is organized as follows. Section 2 is devoted to a general presentation of the mathematical tools and framework required for the derivation of isothermal coordinates from a general 2D surface, including a definition of quasi-conformal transformations. In Section 3, we propose a comprehensive derivation and analysis of the Dirac equation modeling graphene lattices in curved space. A simplified version of the Dirac equation is also explicitly devoted to the numerical approximation to the Beltrami equation modeling graphene lattices in curved space. A class of surfaces while another equation, the Beltrami equation more tedious. In particular, the expression of Christoffel’s symbols and the vielbein, required in the application of wave packets on local deformation is considered. We conclude in Section 4.

2. SOME ELEMENTS OF DIFFERENTIAL GEOMETRY FOR 2D SURFACES

In this article, graphene is treated as a 2D curved surface embedded in a 3D Euclidean space. Therefore, before proceeding to the derivation of the Dirac equation, some important differential geometry results for surfaces are reviewed as they will be necessary in subsequent sections.

Let us consider a 2D surface \( S \) embedded in a 3D Euclidean ambient space \( \mathbb{R}^3 \). Define a Cartesian coordinate chart \( x, y, z \) on the ambient space. Then, the surface can be parametrized by

\[
S = \left\{ (X(x, y, z), Y(x, z)) / x \in D \right\},
\]

with \( X, Y, Z \in C^1(D; \mathbb{R}) \) and \( x = (x, y) \in D \subset \mathbb{R}^2 \). Denoting the vector in the ambient space \( \mathbf{r}(x) = (X(x), Y(x), Z(x)) \in \mathbb{R}^3 \), the Jacobian matrix of the transformation from the global to the local representation \( J^x_r := \frac{\partial \mathbf{r}}{\partial x} \) reads

\[
J^x_r = \begin{bmatrix}
X_x(x) & Y_x(x) & Z_x(x) \\
X_y(x) & Y_y(x) & Z_y(x)
\end{bmatrix},
\]

where the notation \( \Theta_i(x) := \partial_i \Theta(x) \) (for \( \Theta = X, Y, Z \) and \( i = x, y \)) has been introduced for simplicity.

Hence the naturally induced metric tensor \( g_S \) describing the surface locally is simply given by

\[
g_S(x) = J^x_r (J^x_r)^T 
= \begin{bmatrix}
X_x^2 + Y_x^2 + Z_x^2 & X_x X_y + Y_x Y_y + Z_x Z_y \\
X_y X_x + Y_y Y_x + Z_y Z_x & Y_y^2 + Z_y^2
\end{bmatrix}.
\]

To follow the traditional notation introduced by Gauss, the metric tensor in the frame \( (\partial_x, \partial_y) \), is written as

\[
g_S(x) = \begin{bmatrix}
E(x) & F(x) \\
F(x) & G(x)
\end{bmatrix},
\]

while the ensuing first fundamental form (metric tensor field) is given by

\[
ds^2 = E(x) dx^2 + 2F(x) dx dy + G(x) dy^2.
\]

This metric describes locally a general surface in terms of the \( x \)-coordinates, the original Cartesian coordinates of the plane \( z = 0 \) in the ambient space. For general surface deformations, the non-diagonal term is non-zero (\( F \neq 0 \)), implying that coordinates are not orthogonal over the whole domain. In addition, the presence of this non-diagonal term makes the calculations for the Dirac equation more tedious. In particular, the expression of Christoffel’s symbols and the vielbein, required in the Dirac equation in curved space-time, has many terms and becomes complicated. For these reasons, it can be convenient to perform a change of variables to isothermal coordinates that diagonalizes the metric.

Definition 2.1 Let \( S \) be a 2D surface embedded in a 3D Euclidean ambient space. Isothermal coordinates \( u = (u, v) \) are local orthogonal coordinates on \( S \) in which the metric is given by

\[
ds^2 = \rho(u) \left[ du^2 + dv^2 \right].
\]

Using these coordinates entails the calculation of the function \( \rho(u) \), as detailed below. Nevertheless, because the metric is diagonal in this coordinate system, many equations such as the Dirac equation have a simpler form. Remarkably, it has been proven that for 2D surfaces, there always exists a (non-unique) coordinate change that allows for transforming the metric in the form of Eq. (7) \[32, 33\] with a specific expression for \( \rho \) in terms of the induced metric \( g_S \) in other coordinates (here, the Cartesian coordinates), the so-called quasi-conformal transformations \[34\].

Definition 2.2 Let the coordinates be expressed in the complex plane as \( z = x + iy \in \mathbb{C} \) and \( w = u + iv \in \mathbb{C} \). A mapping from the Cartesian to isothermal coordinates \( z \to w \) is said quasi-conformal if it is a solution to the Beltrami equation:

\[
w_z = \mu(z) w_z,
\]

where \( \| \mu \|_{\infty} < 1 \) is the Beltrami coefficient.
The solution to the Beltrami equation is a homeomorphism which preserves the orientation between Riemann surfaces with a bounded conformality distortion \[24\].

The specific quasi-conformal transformation satisfied by isothermal coordinates, i.e. the expression for \(\mu\), can be obtained explicitly. Introducing Wirtinger’s derivatives

\[
\partial_z = \frac{1}{2} [\partial_x - i \partial_y], \quad \partial_\bar{z} = \frac{1}{2} [\partial_x + i \partial_y],
\]

and using the chain rule, the metric \[6\] can be written as

\[
d\bar{s}^2 = \lambda |dz + \mu d\bar{z}|^2,
\]

where

\[
\lambda = \frac{1}{4} \left(E + G + 2\sqrt{\Delta}\right), \quad \mu = \frac{E - G + 2iF}{4\lambda},
\]

\[11\] and \(\Delta = \det(g_{ij})\). On the other hand, the metric in isothermal coordinates \[7\] is given by

\[
d\bar{s}^2 = \rho |dz + \frac{w_z}{w} d\bar{z}|^2.
\]

Identifying Eqs. \[10\] and \[13\], one can deduce that the mapping \(z \rightarrow w\) produces isothermal coordinates as long as \(\mu = w_{\bar{z}}/w_z\), i.e. as long as the mapping obeys the Beltrami equation. In addition, the comparison yields

\[
\rho(z) = \frac{\lambda(z)}{|w_z(z)|^2}.
\]

Therefore, isothermal coordinates \(w\) and their corresponding metric can be found explicitly by solving the Beltrami equation.

3. DIRAC EQUATION IN CURVED SPACE AND STRAINED GRAPHENE

Applying an external force to a graphene sample produces a strain and deforms its atomic structure. The relative positions of carbon atoms in the lattice are modified, which in turns, changes the behavior of the electrons travelling in the material. In a flat graphene sample, the low energy electrons are described in quantum mechanics by a massless Dirac equation, analogous to relativistic electrons \[35\]. Obviously, as graphene is subjected to mechanical constraints, one expects a different theoretical framework that takes strain into account. Remarkably, the quantum dynamical behavior of low energy electrons in a deformed graphene sheet is given by the Dirac equation in curved space \[5, 6, 24–27\]. This important result has been obtained from the tight-binding model low energy limit \[25\] and from general symmetry principles \[36\].

In this section, the Dirac equation describing strained graphene is stated, starting from the general covariant notation and specializing to some relevant cases for applications.

A. Dirac equation in covariant notation

In this section, the Dirac equation in curved space-time describing strained graphene is given in covariant notation \[37\]. Every tensor is expressed in terms of its components, with upper and lower indices denoting contravariant and covariant vector components, respectively. Einstein’s summation convention on component indices is used hereafter. Three kinds of indices are used: Greek indices are general (local) curved space indices is used hereafter. Three kinds of indices are used hereafter. Three kinds of indices are used: Greek indices are general (local) curved space Lorentz coordinates, while lower-case latin indices are the spatial coordinates of the general curved space \(i,j = 1,2\). This formalism the metric \(g\) can be written \(g : TS \times S \rightarrow \mathbb{R}\), with \(g_q = g_{\mu\nu} (dx^\mu dx^\nu)\), where \(g_{\mu\nu} = g_{\mu
u}(\partial_{\mu}, \partial_{\nu})\) and \(g_q : T_q S \times T_q S \rightarrow \mathbb{R}\) with \(q = (t, q)\) and \(q \in S\).

In covariant notation, the curved space-time Dirac equation describing electrons in graphene in general curvilinear coordinates \(q = (q^1, q^2, q^3) = (t, \mathbf{q})\) has a particularly simple form, which reads (in units where \(\hbar = 1\))

\[
\bar{\gamma}^\mu(q) D_\mu \psi(q) = 0,
\]

where \(\psi\) is the two-components wave function, \(D_{\mu}\) is the covariant derivative (defined below) and \(\bar{\gamma}^\mu(q) = (\bar{\gamma}^0(q), \bar{\gamma}^\nu(q))\), with \(v_F\) the Fermi velocity, are the generalized gamma matrices. Introducing the metric tensor \(g^{\mu\nu}(q)\) describing the surface locally, the generalized gamma matrices can be defined via their Clifford algebra \[38\] as

\[
\{\bar{\gamma}^\mu(q), \bar{\gamma}^\nu(q)\} = 2g^{\mu\nu}(q),
\]

where \(\{\cdot, \cdot\}\) is the anticommutator. Finding an explicit expression of these matrices can be performed in a local frame field by using the vielbein formalism. This permits a connection between generalized gamma matrices and flat space gamma matrices, given by

\[
\bar{\gamma}^\mu(q) = \gamma^A e_A^\mu(q),
\]

where \(e_A(q) = e_A^\mu(q) \partial_\mu\) and \(e_A = \partial x^\mu / \partial x^A\), is the vielbein (spanning \(T_q S\) for any \(q \in S\)). Similarly, orthonormal coordinates on the cotangent bundle \(T^*_q S\) are denoted \(e_A(q) = e_\mu^A(q) dx^\mu\). Some properties of the vielbein are summarized in Appendix A.

The symbol \(\gamma^A\) represents gamma matrices in flat space-time, obeying the usual relation

\[
\{\gamma^A, \gamma^B\} = 2\eta^{AB},
\]

where \(\eta = \text{diag}(1, -1, -1)\) is the Minkowski metric for flat 2D space in Cartesian coordinates. An explicit representation of these matrices is given by the Dirac representation, where

\[
\gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \gamma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}.
\]

(19)
This representation is used throughout this article.

One critical component of Eq. 15 is the covariant derivative
\[ D_\mu = \partial_\mu + \Omega_\mu(q) - ieA_\mu(q), \]
where \( \Omega_\mu(q) \) is the spinorial affine connection and \( A_\mu \) is the four vector electromagnetic potential. The latter is included when an external electromagnetic field is coupled to electrons. On the other hand, the spinorial affine connection \( \Omega_\mu(q) \) is introduced in the covariant derivative to preserve the covariance of the Dirac equation on curved space-time. In order to satisfy invariance by local Lorentzian transformations \((D_A \psi = L_A U(L) D_B \psi, \) where \( U(L) \) is the matrix representation of the Lorentz group), we get
\[ \Omega_\mu(q) = -\frac{i}{4} \omega_\mu^{AB}(q) \sigma_{AB}, \]
where \( \sigma_{AB} = i[\gamma_A, \gamma_B]/2 \) is the commutator of the gamma matrices while the spin connection is
\[ \omega_\mu^{AB}(q) = e^A_B(q) \left[ \partial_\mu e^B(q) + \Gamma^\nu_{\mu\sigma}(q) e^B(q) \right], \]
where the Christoffel symbols
\[ \Gamma^\nu_{\mu\sigma}(q) = \frac{g^{\rho\nu}(q)}{2} \left[ \partial_\rho g_{\mu\sigma}(q) + \partial_\mu g_{\rho\sigma}(q) - \partial_\sigma g_{\rho\mu}(q) \right], \]
were introduced.

This completes the description of the covariant Dirac equation in curved space-time. Each term of this equation can be evaluated from the metric and therefore, its explicit form depends on the surface deformation, and thus on the coordinate basis which is used.

**B. Static metric**

The Dirac equation 15 applies to a general space-time and thus, includes effects from time-like deformation of the surface, when it is deformed dynamically. In this article, we restrict our analysis to static space-time curved surfaces. Then, the metric satisfies the conditions \( \partial_\mu g_{\mu\nu}(q) = 0, \) \( g_{ii} = 0 \) for \( i = 1, 2, \) and \( g_{00} = 1. \) In the following we denote by \( g \) the static metric tensor (different from the general metric \( g \)). It becomes
\[ g(q) = \begin{pmatrix} 1 & 0 \\ 0 & -g_s(q) \end{pmatrix}, \]
where the minus sign ensures that \( g \) reduces to the Minkowski metric \( \eta \) in the limit of zero curvature. For static metric of this form, the time-like gamma matrix is \( \gamma^0(q) = \gamma^0 \) and the Dirac equation can be written in Schrödinger-like form, as
\[ i\partial_t \psi(t, q) = H(t, q) \psi(t, q), \]
where \( H(t, q) \) is the Dirac Hamiltonian operator in static curved space. It is defined as
\[ H(t, q) = -\frac{1}{2} v_F \bar{\gamma}^i(q) \left[ \partial_i + \Omega_i(q) - ieA_i(t, q) \right] - i\bar{e} A_0(t, q), \]
where the generalized Dirac matrices are (for \( i = 1, 2 \))
\[ \bar{\alpha}^i(q) := \gamma^0 \gamma^i(q). \]

Eq. 25 is the starting point of this article as it describes the quantum dynamics of electrons on curved static graphene surfaces. The deformed surface is characterized locally by the metric and thus, the expression of the covariant derivative and the generalized gamma matrices can be obtained from \( g \).

**C. Dirac equation in Cartesian coordinates**

In Cartesian coordinates \( q = (t, x) = (t, x, y), \) according to Eqs. 5 and 24, the full space-time metric is
\[ g(x) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -E(x) & -F(x) \\ 0 & -F(x) & -G(x) \end{pmatrix}. \]

To get an explicit expression of the Dirac equation, the vielbein has to be evaluated from Eq. A1. Because the metric is not diagonal, this equation cannot be solved straightforwardly: first, it has to be written in matrix form and then diagonalized, as demonstrated in Appendix A.

The non-zero Christoffel symbols can be calculated from 23, they are shown here for completion (where we have denoted \( E_x, E_y \) etc, the partial derivatives of \( E \) with respect to \( x, y \)):
\[ \Gamma^1_{11}(x) = \frac{FE_x + GE_y - 2FF_x}{2\Delta}, \]
\[ \Gamma^1_{12}(x) = \Gamma^2_{11}(x) = \frac{EG_v - FE_y}{2\Delta}, \]
\[ \Gamma^1_{22}(x) = \frac{2GF_y - FG_v - GG_x}{2\Delta}, \]
\[ \Gamma^2_{22}(x) = \frac{EG_v + FG_x - 2FF_y}{2\Delta}, \]
\[ \Gamma^1_{12}(x) = \Gamma^2_{11}(x) = \frac{GE_y - FG_x}{2\Delta}, \]
\[ \Gamma^1_{11}(x) = \frac{2EF_x + EE_y - FE_x}{2\Delta}. \]

Finally, the last ingredient is the affine spin connection. Noticing that for a stationary (time-independent) surface, we have \( g_{0i} = \tilde{g}_{0i} = 0 \) and \( \Gamma^0_{ij} = \Gamma^i_{0j} = 0, \) we hence obtain the following spin connection
\[ \omega_1^{AB} = e_1^A \partial_t e_1^B + e_2^A \partial_1 e_2^B + e_3^A \partial_1 e_3^B + e_4^A \partial_1 e_4^B, \]
\[ + e_2^A \partial_2 e_2^B + e_3^A \partial_2 e_3^B + e_4^A \partial_2 e_4^B, \]
\[ + e_2^A \partial_3 e_2^B + e_3^A \partial_3 e_3^B + e_4^A \partial_3 e_4^B, \]
\[ + e_2^A \partial_4 e_2^B + e_3^A \partial_4 e_3^B + e_4^A \partial_4 e_4^B. \]
However, only the components $\omega_{12}^2$, $\omega_{21}^2$, $\omega_{11}^1$ and $\omega_{21}^1$ are required in the calculation of $\Omega$, because the Dirac matrix structure of the affine spin connection fulfills $\sigma_{11} = \sigma_{22} = 0$. As a matter of fact, the non-zero components are

$$\sigma_{12} = i \frac{1}{2}(\gamma_1, \gamma_2) = \gamma^0 = -\sigma_{21}. \quad (37)$$

The expression of the vielbein and the spin connection can then be reported in Eqs. (25) and (26) to obtain the Dirac equation for a general static surface. Using results from the analysis of hyperbolic equations along with some assumptions on the regularity of the coefficients, one can show that the Cauchy problem of the resulting equation has a unique and regular solution (see Appendix C).

The Dirac equation in Cartesian coordinates is not shown here for simplicity, but can be evaluated using a computer algebra system. However, going through this procedure is a tedious task and implementing the resulting Dirac equation numerically is very error-prone. For these reasons, two different strategies are now introduced to simplify this problem. In the first one, the non-diagonal terms in the metric are neglected while in the second one, a change of coordinates to isothermal coordinates (defined in Section 2) is performed.

**D. Diagonal approximation in Cartesian coordinates**

In this section, non-diagonal terms $F$ of the metric tensor in Cartesian coordinates are neglected, allowing for a drastic simplification of the Dirac equation. The justification and conditions for this approximation are presented in Subsection 3 D 2.

1. Dirac equation

Intuitively, the diagonal approximation can be performed when Cartesian coordinates are quasi-orthogonal everywhere on the surface, occurring when $|F| \ll \min(|E|, |G|)$. In this case and under some continuity assumptions, it can be proven that the solution of the Dirac equation using the full metric is close to the solution obtained with the diagonal metric (see Section 3 D 2). Then, the approximate metric simply becomes

$$g(x) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -E(x) & 0 \\ 0 & 0 & -G(x) \end{bmatrix}. \quad (38)$$

For diagonal metrics, the expression of the vielbein can be easily determined from Eq. (A1). In this coordinate system, the natural local vielbein is also diagonal and is given by

$$e(x) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \sqrt{E(x)} & 0 \\ 0 & 0 & \sqrt{G(x)} \end{bmatrix}. \quad (39)$$

Using these expressions of the metric and vielbein where it is assumed that non-diagonal terms of the metric $g$ on surface $S$ (1) are neglected, the Dirac equation modelling electrons on the graphene surface $S$ reads

$$i \partial_t \psi(t, x) = \left\{ -i \frac{v_F}{\sqrt{E(x)}} \alpha^1 [\partial_1 + \Omega_1(x) - ie \cdot A_1(t, x)] \\
- i \frac{v_F}{\sqrt{G(x)}} \alpha^2 [\partial_2 + \Omega_2(x) - ie \cdot A_2(t, x)] \\
- i \Omega_0(t, x) \right\} \psi(t, x), \quad (40)$$

where the Dirac matrices in flat space are the Pauli matrices ($\alpha^i = \sigma^i$) and

$$\Omega_1 = \frac{i}{4} \frac{E_y}{\sqrt{EG}} \gamma_0, \quad (41)$$

$$\Omega_2 = \frac{i}{4} \frac{G_x}{\sqrt{EG}} \gamma_0, \quad (42)$$

and where $(A_0, A_i)$ represents an external electromagnetic field.

This form is similar to the Dirac equation in flat space, the only difference residing in the appearance of the $1/\sqrt{E}$ and $1/\sqrt{G}$ prefactors on the right-hand-side. This makes this approach very attractive from the computational point of view because the resulting equation can be straightforwardly evaluated from the surface.

The expression of the Dirac equation is naturally much simpler when non-diagonal terms of the metric can be neglected. In the following subsection, we rigorously study the limits of the diagonal approximation of the metric tensor. However, there exist surfaces where this approximation fails and the full metric, including non-diagonal terms, has to be taken into account. When this happens, it is convenient to perform a change of coordinates to isothermal coordinates, defined in Section 2.

2. Diagonal approximation

Some analytical arguments are now given to justify the diagonal approximation in Cartesian coordinates described in Subsection 3 D 1. Starting from Eq. (25), the full Dirac equation in curved space without approximation, for $(t, x) \in [0; T] \times S$, can be written as (neglecting the electromagnetic field)

$$\partial_t \psi(t, x) = -\left\{ \left( e_1^1(x) \alpha^1 + e_2^1(x) \alpha^2 \right) (\partial_1 + \Omega_1(x)) \\
+ \left( e_1^2(x) \alpha^1 + e_2^2(x) \alpha^2 \right) (\partial_2 + \Omega_2(x)) \right\} \psi(t, x). \quad (43)$$

On the other hand, from the approximate diagonal metric tensor in Eq. (38), now written as $g^{Diag}_{ij}$, we obtain the
following Dirac equation, for \((t, x) \in [0; T] \times \mathcal{S}\):

\[
\partial_t \psi(t, x) = -\left\{ \bar{e}^1_1(x) \partial^1 (\partial_1 + \Omega_1(x)) + \bar{e}^2_2(x) \partial^2 (\partial_2 + \Omega_2(x)) \right\} \psi(t, x). \tag{44}
\]

For \(i \in \{1, 2\}\), we define the following perturbation parameters \(\partial, \varepsilon\) by writing

\[
\Omega_i(x) = \bar{\Omega}(x) + \partial_i(x),
\]

\[
e^i_A(x) = \left\{ \begin{array}{ll}
\bar{e}^i_A(x) + \varepsilon^i_A(x), & \text{if } i = A, \\
\varepsilon^i_A(x), & \text{if } i \neq A,
\end{array} \right. \tag{45}
\]

where we assume that \(\varepsilon, \partial, \bar{\Omega}\) belong to \(L^2(\mathbb{R}^2, \mathbb{C}) \cap L^\infty(\mathbb{R}^2, \mathbb{C}^{2 \times 2})\), and that there exists \(\delta \in \mathbb{R}\) small enough, such that

\[
|||\partial||| < \delta, |||\varepsilon||| < \delta. \tag{47}
\]

**Proposition 3.1** We denote \(\psi\) and \(\tilde{\psi}\) the respective solutions to \(\mathbf{(43)}\) and \(\mathbf{(44)}\) with the same smooth initial data. Then under the conditions \(\mathbf{(45)-(47)}\), there exists \(C_T > 0\) such that

\[
\sup_{t \in [0; T]} \|\psi(t, \cdot) - \tilde{\psi}(t, \cdot)\|_\infty \leq C_T \delta. \tag{48}
\]

**Proof.** We set

\[
\chi(t, x) := \psi(t, x) - \tilde{\psi}(t, x), \tag{49}
\]

and

\[
\phi(t, x) := \left\{ \begin{array}{ll}
\bar{e}^1_1(x) \partial^1 (\partial_1 + \Omega_1(x)) + \bar{e}^2_2(x) \partial^2 (\partial_2 + \Omega_2(x)) + \bar{e}^1_1(x) \partial_1(x) + \bar{e}^2_2(x) \partial_2(x)
\end{array} \right\} \psi(t, x). \tag{50}
\]

Then, it is straightforward to show that \(\chi\) satisfies

\[
\begin{cases}
\partial_t \chi(t, x) = -\bar{e}^1_1(x) \partial^1 (\partial_1 + \Omega_1(x)) \chi(t, x) - \bar{e}^2_2(x) \partial^2 (\partial_2 + \Omega_2(x)) \chi(t, x) - \bar{e}^1_1(x) \partial_1(x) - \bar{e}^2_2(x) \partial_2(x) \chi(t, x), \\
\chi(0, x) = 0
\end{cases} \tag{51}
\]

where \(\phi \propto \varepsilon, \partial\) contains all the terms proportional to the perturbation parameters. Next, because the solution \(\psi\) to the Dirac equation is in \(H^1(\mathbb{R}^2, \mathbb{C}^2)\), there exists \(C_1 > 0\), such that \(|||\phi||| \leq C_1 \delta\), where \(||| \cdot |||\) is the \(H^1\)-norm. We simply conclude using Gronwall’s lemma on the characteristic surface for \(\mathbf{(41)}\), which then allows us to deduce that \(|||\chi||| \leq C_2 \delta\) for some \(C_2 > 0\). □

These arguments based on perturbation theory allow us to conclude that the diagonal approximation of the metric is relevant whenever \(\\|\|g^{(D)}_S - g^{(D)}_G)||\) is small enough, occurring when \(|F| \ll |E|\) and \(|F| \ll |G|\).

**E. Dirac equation in isothermal coordinates**

Isothermal coordinates have been defined in Section 2 as coordinates where the metric is diagonal. A mapping from any coordinate system to these coordinates always exists for 2D surface embedded in a 3D Euclidean space and can be obtained from a solution of the Beltrami equation \(\mathbf{(8)}\). Therefore, starting from Cartesian coordinates for which the surface parametrization is more natural, we switch to isothermal coordinates, where the Dirac equation has a simpler form. The latter is now given explicitly.

In isothermal coordinates \(q(t, u) = (t, u, v)\), the spatial part of the line element is given by \(\mathbf{(7)}\). Therefore, the corresponding metric is diagonal and its matrix representation is

\[
g(u) = \begin{bmatrix}
1 & 0 & 0 \\
0 & -\rho(u) & 0 \\
0 & 0 & 0
\end{bmatrix}. \tag{52}
\]

Just like in the diagonal approximation, an expression of the natural vielbein can be easily found:

\[
e(u) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \sqrt{\rho(u)} & 0 \\
0 & 0 & \sqrt{\rho(u)}
\end{bmatrix}. \tag{53}
\]

Because both the metric and vielbein are diagonal in isothermal coordinates, the Dirac equation can then be simplified to

\[
\mathbf{i} \partial_t \psi(t, u) = \left\{ -\mathbf{i} \frac{\mathbf{v}_F}{\sqrt{\rho(u)}} \chi(t, u) - \mathbf{i} e A_1(t, u) \right\} \psi(t, u), \tag{54}
\]

where the affine spin connection is

\[
\Omega_1(u) = \frac{1}{4} \frac{\rho(u)}{|\rho(u)|} \gamma_0. \tag{55}
\]

\[
\Omega_2(u) = -\frac{1}{4} \frac{\rho(u)}{|\rho(u)|} \gamma_0. \tag{56}
\]

Again, this equation in curved space is similar to the Dirac equation in flat space, making isothermal coordinates very attractive from the computational point of view as they minimize the number of terms in the equation.

The formulation in isothermal coordinates can be applied to general surfaces and leads to a greatly simplified expression of Christoffel’s symbols and spin connections, similar to the cartesian case when the non-diagonal terms of the metric are neglected. The main challenge however lies in the solution to the Beltrami equation, required to construct the mapping \(x \rightarrow u\) and the function \(\rho(u)\). There exists a few analytical solutions to the Beltrami equation for simple configurations, but for general surfaces, it has to be obtained numerically. A numerical scheme for solving the Beltrami equation is presented in Section 4.13.
4. NUMERICAL SCHEMES

It is very challenging to solve analytically the time-dependent Dirac equation in curved space-time. The existing solutions are for mostly for highly symmetric and static systems. Therefore, to study the electronic dynamics in general configuration, we now resort to an accurate numerical approach.

A. Numerical method for the Dirac equation

In this section, a numerical scheme is presented to solve the Dirac equation for strained graphene given in Eqs. [39] and [54]. To reach this goal, it is convenient to consider the corresponding Dirac Hamiltonian:

\[
H = -i \frac{v_F}{\sqrt{E(x)}} \gamma^1 \left[ \partial_0 + \Omega_1(x) - i e A_1(t, x) \right] \\
- i \frac{v_F}{\sqrt{G(x)}} \gamma^2 \left[ \partial_2 + \Omega_2(x) - i e A_2(t, x) \right] \\
- \mathbb{I}_2 e A_0(t, x).
\]

(57)

Strictly speaking, this Hamiltonian is not Hermitian \((H^\dagger \neq H)\), stemming from the fact that the self-conjugation of the affine spin connection is not Hermitian: it can be demonstrated that \(\Omega_1^\dagger = -\gamma^0 \Omega_2 \gamma^0\), a property that breaks the hermiticity of the Hamiltonian operator. Nevertheless, it is known that \(H\) is self-adjoint \((\langle \phi | H^\dagger | \psi \rangle_g = \langle \phi | H | \psi \rangle_g)\) with respect to the \(g\)-scalar product

\[
\langle \phi | \psi \rangle_g = \int dx \sqrt{det(g)} \phi^\dagger(x) \psi(x).
\]

(58)

Of course, one recovers the \(L^2\) product in flat space when \(det(g) = 1\). The corresponding \(g\)-norm \(\| \psi \|_g = \langle \psi | \psi \rangle_g\) is conserved by the time-evolution given by the Dirac equation in curved space [39]. However, it is not straightforward to develop a numerical scheme that explicitly conserves the \(g\)-norm because the Hamiltonian is not Hermitian. As a consequence, the discrete time evolution operators in usual strategies like operator splitting or the Crank-Nicolson method, will not be unitary and thus, will not conserve the norm.

This problem can be cured by noticing that the Hamiltonian is a pseudo-Hermitian operator [40]. Such operators can be transformed as

\[
H_\eta = \eta H \eta^{-1},
\]

(59)

such that \(H_\eta^\dagger = H_\eta\). This \(\eta\)-representation incurs a transformation of the norm, which becomes the usual \(L^2\)-norm while the wave function becomes \(\psi_\eta = \eta \psi\). Then, it can be demonstrated that the scalar products are identical:

\[
\langle \phi | \psi \rangle_g = \langle \phi \eta | \psi \eta \rangle_{L^2},
\]

(60)

as long as the time evolution is performed by \(H\) for \(\phi, \psi\) and by \(H_\eta\) for \(\phi_\eta, \psi_\eta\). Given that \(H_\eta\) is Hermitian, usual techniques can thus be used and should preserve the norm explicitly.

The transformation that Hermiticizes the Hamiltonian is \(\eta = (\det g)^{\frac{1}{4}}\) [40], yielding

\[
H_\eta = (\det g)^{\frac{1}{4}} H (\det g)^{-\frac{1}{4}}
\]

\[
= -i \frac{v_F}{\sqrt{E(x)}} \alpha^1 \left[ \partial_0 - \frac{\partial_1 \sqrt{det g}}{2 \sqrt{det g}} + \Omega_1(x) - i e A_1(t, x) \right] \\
- i \frac{v_F}{\sqrt{G(x)}} \alpha^2 \left[ \partial_2 - \frac{\partial_2 \sqrt{det g}}{2 \sqrt{det g}} + \Omega_2(x) - i e A_2(t, x) \right] \\
- \mathbb{I}_2 e A_0(t, x).
\]

(61)

The numerical scheme will thus solve the equation

\[
i \partial_t \psi_\eta = H_\eta \psi_\eta.
\]

(63)

For this purpose, the Pseudo-spectral Crank-Nicolson (PSCN) method introduced in Ref. [41, 42] is used. Introducing a set of discrete times given by \(t_n = t_0 + n \Delta t\) for \(n \in \mathbb{Z}^+\), where \(t_0\) is the initial time and \(\Delta t\) is the time step, the Crank-Nicolson update is written as

\[
\left(1 + i \frac{\Delta t}{2} H_\eta\right) \psi_\eta^{n+1} = \left(1 - i \frac{\Delta t}{2} H_\eta\right) \psi_\eta^n,
\]

(64)

where \(\psi_\eta^n = \psi_\eta(t_n)\).

The space discretization is performed by introducing a 2D grid where each point is given by \((x_k, y_l) = (x_0 + k \Delta x, y_0 + l \Delta y)\) for \(k, l \in \mathbb{Z}^+\), where \(x_0, y_0\) are the position of the boundary and \(\Delta x, \Delta y\) are the spatial steps. The wave function is projected on the grid, \(\psi_{\eta, kl}^n = \psi(t_n, x_k, y_l)\), yielding a linear system of the form

\[
L \psi_\eta^{n+1} = b,
\]

(65)

whose solution gives the updated wave function \(\psi_\eta^{n+1}\).

The gist of the PSCN method is the construction of the matrix \(L\) and the vector \(b\) by using a spectral method to evaluate spatial derivatives. In particular, the derivative are projected on the grid via

\[
[\partial_i \psi_\eta^{n+1}]_{kl} = \mathcal{F}_i^{-1} [1 k_i \mathcal{F}_i [\psi_\eta^n]]_{kl},
\]

(66)

where \(k_i\) are the discrete Fourier modes in axis \(i\) while \(\mathcal{F}_i\) is the partial discrete Fourier transform operator that performs a Fourier transform in the \(i\)-direction. Armed with this notation, the right-hand-side of Eq. [64] can be evaluated straightforwardly, assuming that \(\psi_\eta^{n+1, kl}\) is known. The left-hand-side is more challenging: the solution is defined implicitly and therefore, the operation \([\partial_i \psi_\eta^{n+1}]_{kl}\) is not known \textit{a priori}. The strategy introduced in [42] consists of using a Krylov iterative technique, such as GMRES or Conjugate Gradient, to solve the linear system. This is interesting for two main reasons:
In these methods, an initial guess is chosen and improved iteratively towards the solution. Here, the initial guess is chosen as \( \psi^n \) which is close to \( \psi^{n+1} \) for small \( \Delta t \) and on which the discrete spectral derivative can be evaluated.

These methods allow for matrix-free solution of the linear system, where the matrix \( L \) is not constructed explicitly nor stored in memory. Rather, a linear operator is defined which yield the vector \( v = L \psi^{n,m} \), where \( \psi^{n,m} \) is the \( m \)-th iteration of the Krylov method. Most implementation of Krylov methods allows for defining such operators.

The PSCN scheme has second order convergence in time and spectral convergence in space. In addition, when the fast Fourier transform (FFT) is used to compute the imaginary parts of the Beltrami equation are separated as the need for working on unbounded domains. Going beyond these restrictions, the most natural alternative is the least-square finite-element method based on a variational formulation of the Beltrami equation.

To obtain this variational formulation, the real and imaginary parts of the Beltrami equation are separated and formulated as a system of partial differential equations. Assuming that \( |\mu| < 1 \) over \( \Omega \subset \mathbb{C} \), the Beltrami equation (8) is rewritten as

\[
\nabla u(x) = JA \nabla v(x),
\]

where \( A \) and \( J \) are defined as

\[
A = \frac{1}{1 - |\mu|^2} \times \begin{bmatrix} (\text{Re}(\mu) - 1)^2 + \text{Im}(\mu)^2 & -2\text{Im}(\mu) \\ -2\text{Im}(\mu) & (1 + \text{Re}(\mu))^2 + \text{Im}(\mu)^2 \end{bmatrix},
\]

\[
J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]

Recall that there is no unique choice of isothermal coordinates as they depend on the choice of boundary values. The Beltrami equation is solved in Cartesian coordinates on a rectangular domain given by \( \Omega = [x_{\min}, x_{\max}] \times [y_{\min}, y_{\max}] \). To obtain a unique solution, the following mixed Dirichlet and Neumann boundary conditions are considered:

\[
u |_{\partial \Omega} = x_{\min}, \quad u |_{\partial \Omega} = x_{\max},
\]

\[
u |_{\partial \Omega^d} = 0, \quad u |_{\partial \Omega^d} = 0,
\]

\[
u |_{\partial \Omega^e} = y_{\min}, \quad v |_{\partial \Omega} = y_{\max},
\]

where \( \partial \Omega^{d,e,t} \) are the left, right, down and top boundaries of the rectangular domain, respectively. These boundary conditions allow for mapping the rectangular domain \( \Omega \) to the same domain in isometric coordinates (\( \Omega \rightarrow \Omega \)), such that \( u \in \Omega \) in isothermal coordinates. It also ensures that for a flat metric, we have \( x = u \) and \( y = v \). Finally, it assumes that the deformation has a support such that \( \mu |_{\partial \Omega} = 0 \). These boundary conditions can be written in the form

1. Numerical solution to the Beltrami equation

A convergent numerical scheme to solve the Beltrami equation (5) numerically is now discussed. It is assumed that the complex dilation \( \mu \) given in (8) is such that \( \mu \in L^\infty(\mathbb{C}) \) with \( \|\mu\|_\infty < 1 \). According to [32, 34], there exists a unique quasiconformal mapping \( w \) satisfying the Beltrami equation with values fixed at \( z = 0, 1 \) and at infinity. For \( \mu \) analytic, one of the most standard, simple and efficient methods is the one derived by Daripa [44, 45], based on numerical approximation of Hilbert’s and Cauchy’s transforms. However, the downside of this approach is the required strong regularity of \( \mu \) as well as the need for working on unbounded domains. Going beyond these restrictions, the most natural alternative is the least-square finite-element method based on a variational formulation of the Beltrami equation.

In Sections 2 and 3, it was argued that using isothermal coordinates requires a solution to the Beltrami equation. The latter gives the mapping between Cartesian coordinates, where a natural parametrization of the surface exists, and the isothermal coordinates, where the Dirac equation has a simple form. However, explicit solutions to the Beltrami equation are usually challenging to find due to the mathematical complexity of the system of equations. As a consequence, those calculations need to be performed numerically. In this section, a numerical scheme to perform this task is presented.

The overall strategy/algorithm is now summarized:
1. Parametrization of the surface \( S \) in Cartesian coordinates, then explicit construction of \( E, F, G, \) and \( G \).
2. Evaluation of the Beltrami coefficient \( \mu \) via Eq. (11).
3. Numerical computation of \( w_h \), an approximate solution to the Beltrami equation.
4. Computation of \( \rho_h \) via Eq. (14).
5. Evaluation of \( \rho_h \) as a function of \( u \) and \( v \), which requires the inverse of \( w = u + iv \).
6. Estimation of the Dirac equation in isothermal coordinates thanks to a then diagonal metric tensor.

Each step is relatively straightforward, except the third one, which is now detailed.
\( \mathcal{R}u = \mathbf{h} \) on \( \partial \Omega \), where \( \mathcal{R} \) is a differential operator and \( \mathbf{h} \) is a set of constants. Similar boundary conditions have been considered in Refs. [47, 48].

This equation can hence be solved using different approaches. In this work, a standard least square finite element method is considered, which is well-suited for PDE with first order differentials [49]. Using the properties of \( A \) and \( J \), the least square functional is written as

\[
\mathcal{L}(u, v; \mu) = \|P\nabla u + J P\nabla v\|_{L^2_\Omega}^2 + \|\mathcal{R}u - \mathbf{h}\|_{L^2_\Omega}^2, \tag{72}
\]

where:

1. The function \((u, v)\) belongs to \( V \), defined as

\[
V = \left\{ w \in H^1(\Omega; \mathbb{R}) \times w \in H^1(\Omega; \mathbb{R}) \right\}. \tag{73}
\]

2. The norm \( \| \cdot \|_{L^2_\Omega} \) is a norm on \((L^2(\Omega; \mathbb{C}))^2\).

3. The matrix \( P \) satisfies \( P^TP = A \) and is explicitly given by [46]

\[
P = \frac{1}{\sqrt{1 - |\mu|^2}} \begin{bmatrix} 1 - \text{Re}(\mu) & -\text{Im}(\mu) \\ -\text{Im}(\mu) & 1 + \text{Re}(\mu) \end{bmatrix}. \tag{74}
\]

The functional \( \mathcal{L} \) is minimized when \((u, v) \in V \) is solution to Eq. (8) with boundary conditions [70, 71]. Following [49], the corresponding Euler-Lagrange equation is

\[
(P\nabla \tilde{u} + J P\nabla \tilde{v}, P\nabla u + J P\nabla v)_{L^2_\Omega}^2 + (\mathcal{R} \tilde{u}, \mathcal{R} u)_{L^2_\Omega}^2 = (\mathcal{R} \tilde{u}, \mathbf{h})_{L^2_\Omega}, \tag{75}
\]

where \( \tilde{u}, \tilde{v} \) are test functions in \( \mathcal{H}^1(\Omega; \mathbb{R}) \). Then, the discretization proceeds as usual for finite element methods:

1. A triangulation of \( \Omega \) is introduced.

2. The functions \( u, v \) are expanded on a piecewise polynomial basis.

3. A gradient descent-like method is used to solve the resulting linear system of equations.

In this work, a finite element method and piecewise continuous second order polynomials is chosen as basis functions. More specifically, \( u, v \) are approximated by piecewise continuous quadratic polynomials \((P_2 - P_2)\):

\[
u_h = \sum_{i \in \tau_i} c_i u_i, \tag{76}
\]

\[
v_h = \sum_{i \in \tau_i} d_i v_i, \tag{77}
\]

where \( \{c_i\}, \{d_i\} \) are expansion coefficients and \( \{(u_i, v_i)\}_{i} \in P_2 \) are the polynomial basis. This is performed on a conformal triangular finite element mesh \( \tau_h = \tau_h(\Omega) \) whose elements are indexed by a finite set \( I = \{1, \ldots, \dim(V_h)\} \), and such that \( V_h \subset V \). In order to minimize a finite dimensional version of \( \min_{(u_h, v_h) \in V} \mathcal{L}(u, v; \mu) \), we apply a least square method on \((u_h, v_h) \in V_h \), that is we minimize

\[
\min_{(u_h, v_h) \in V_h} \left( \|P_h \nabla u_h + J P_h v_h\|_{L^2_\Omega}^2 + \|\mathcal{R} u_h - v_h\|_{L^2_\Omega}^2 \right) \tag{78}
\]

where \( \| \cdot \|_{L^2_\Omega} \) denotes the \( L^2 \)-norm on \( \tau_h \). This leads to finding a non-trivial solution to \( L \mathbf{x} = \mathbf{f} \) with matrix \( L = (L_{ij})_{ij} \) and vectors \( \mathbf{f} = \{f_i\}_i \) constructed from [75], that is for

\[
L_{ij} = (P \nabla \tilde{u}_i, P \nabla \tilde{v}_j)_{L^2_\Omega} + (\mathcal{R} \tilde{u}_i, \mathcal{R} \tilde{v}_j)_{L^2_\Omega}, \tag{79}
\]

\[
f_i = (\mathcal{R} \tilde{u}_i, \mathbf{h})_{L^2_\Omega}, \tag{80}
\]

for basis functions \((u_i, v_i)\) of \( V_h \) and \((\tilde{u}_i, \tilde{v}_i)\) of \( V_h \) dense in \((\mathcal{H}^1(\Omega; \mathbb{R}))^2\).

Our implementation of this numerical method is based on the finite element package FEniCS [50], which has a simple interface allowing for a symbolic definition of the functional [74], along with the possibility of using many element types and discretization. In particular, the mesh and the linear system are generated automatically from the specification of the domain and the functional. Also, the resulting code is parallelized using the message passing interface (MPI), allowing for good performance on large problems. Finally, the linear system is solved using a Krylov iterative method (GMRES).

C. Convergence of the Beltrami and Dirac solvers

The analysis of convergence of the Beltrami equation solver is standard, we hence only provide the main results. Let us first notice that the operator \( \mathcal{L} (72) \) is continuous and coercive with respect to \( u \) and \( v \) in \( \mathcal{H}^1(\Omega) \) such that for some constants \( c(\mu) > 0 \) and \( \alpha(\mu; \Omega) > 0 \)

\[
|\mathcal{L}(u, v; \mu)| \leq c(\mu) \|u\|_{\mathcal{H}^1(\Omega)} \|v\|_{\mathcal{H}^1(\Omega)} \tag{81}
\]

\[
|\mathcal{L}(u, v; \mu)| \geq \alpha(\mu; \Omega)(\|u\|_{\mathcal{H}^1(\Omega)} + \|v\|_{\mathcal{H}^1(\Omega)}) \tag{82}
\]

Continuity is a consequence of the fact that \( \mu \) belongs to \( \mathcal{L}^\infty(\Omega) \) while coercivity comes from Poincaré’s inequality on \( \Omega \) bounded [51]. By Lax-Milgram’s theorem we deduce the existence of a unique solution to the Beltrami equation in \( \mathcal{H}^1(\Omega) \times \mathcal{H}^1(\Omega), [52] \). Assuming that \( u \) and \( v \) belong to \( \mathcal{H}^{s+1}(\Omega) \), the least square finite element solution \((u_h, v_h)\) is such that (see [53])

\[
\|u - u_h\|_{L^2(\Omega)} + \|v - v_h\|_{L^2(\Omega)} \leq c(\mu; \Omega) h^{s+1}(\|u\|_{\mathcal{H}^{s+1}(\Omega)} + \|v\|_{\mathcal{H}^{s+1}(\Omega)}), \tag{83}
\]

and

\[
\|u - u_h\|_{\mathcal{H}^1(\Omega)} + \|v - v_h\|_{\mathcal{H}^1(\Omega)} \leq c(\mu; \Omega) h^s(\|u\|_{\mathcal{H}^s(\Omega)} + \|v\|_{\mathcal{H}^s(\Omega)}). \tag{84}
\]
In numerical experiments presented in the next section, we are using $P^2$ finite elements, and we indeed observe a third order convergence.

Regarding the Dirac equation solver, let us recall some basic facts about the pseudo-spectral method used in this paper. First, because $H_\eta$ is hermitian, the $L^2$-norm of the numerical solution $\psi_h$ is trivially conserved using a trapezoidal rule: \[ \|\psi_h\|_{L^2}^2 = \|\psi_h^0\|_{L^2}^2. \]

Regarding pseudo-spectral methods, let us recall that for $\psi$ smooth enough and a pseudo-spectral approximation on a $N$-point grid $\psi_h$, we have

\[ \|\psi_h - \psi\| \lesssim N^{s-r}\|\psi\|_{H^s}, \text{ for } s > r > d/2 \in \mathbb{R}. \tag{85} \]

We do not provide an analysis of the convergence of the Dirac equation solver, as it would require very important technical effort and is outside the scope of this article. However, we recall a standard result on first order one-dimensional linear hyperbolic equations, which provides interesting information regarding the accuracy of the overall pseudo-spectral approach used in our paper. Let us recall that the studied Dirac equation is a linear hermitian hyperbolic system but a priori non-conservative. It was proven in [34, 55], that for $\partial_t v + \partial_x (q(x)v) = 0$ with $v(0, \cdot) = v_0$, a pseudo-spectral method in space leads to the following error estimate

\[ \|v_h(t, \cdot) - v(t, \cdot)\|_{L^2} \leq e^{\|v\|_{\infty,t}}\left( (N^{1-s}\|\psi_0\|_{H^s} + N^{2-s}\max_{\tau \in t}\|v(\tau, \cdot)\|_{H^s}) \right). \tag{86} \]

Interestingly, it is shown in [34] that the pseudo-spectral scheme loses one order of convergence compared to a full spectral method. Overall, we expect the same typical convergence accuracy in space for the Dirac equation solver, as long as their coefficients are smooth and bounded. In time, as we use a trapezoidal rule, we trivially have a second order convergence.

We then conjecture that the error on the pseudo-spectral approximation of $\psi$ is bounded by (for $s > 1 + d/2$):

\[ \|\psi_h(t, \cdot) - \psi(t, \cdot)\|_{L^2} \leq e^{2Q_\infty t}\left( (N^{-2s}\|\psi_0\|_{H^s} + N^{1-s+d/2}\max_{\tau \in t}\|\psi(\tau, \cdot)\|_{(H^s)^s}) \right), \tag{87} \]

where

\[ Q_\infty := \max \left\{ \|\nabla A\|_{\infty}, \|\nabla B\|_{\infty}, \|\nabla C\|_{\infty} \right\}. \tag{88} \]

5. NUMERICAL RESULTS

In this section, some numerical experiments are presented to test the numerical approaches presented earlier.

### A. Isothermal coordinates

The first numerical results are focused on the solution of the Beltrami equation. We consider two different numerical tests in which the convergence of the solver is assessed empirically.

#### 1. Convergence of the Beltrami solver

To verify the numerical method and the implementation of the Beltrami equation least-square finite element solver, a simple test case is introduced. This is performed via the method of manufactured solution [52], where an explicit solution is selected while the parameters in the partial differential equation are fixed from this solution. For the Beltrami equation given in Eq. (8), the particular solution considered in this article is

\[ u_p(x, y) = x - x_0 + C_u \sin^2 \left( \frac{\pi x}{L_x} \right) \sin^2 \left( \frac{\pi y}{L_y} \right), \tag{89} \]

\[ v_p(x, y) = y - y_0 + C_v \sin^2 \left( \frac{\pi x}{L_x} \right) \sin^2 \left( \frac{\pi y}{L_y} \right), \tag{90} \]

where $C_u, C_v \lesssim 1$ are arbitrary constants, $x_0 = x_{\min} + L_x/2$ and $y_0 = y_{\min} + L_y/2$, where we defined $L_x = |x_{\max} - x_{\min}|$ and $L_y = |y_{\max} - y_{\min}|$. This particular solution obeys the boundary conditions in Eqs. (70)-71. The Beltrami coefficient is obtained from the solution via

\[ \mu_p(x, y) = \frac{u_{p, x} - v_{p, y} + i(v_{p, x} + u_{p, y})}{u_{p, x} + v_{p, y} + i(v_{p, x} - u_{p, y})}, \tag{91} \]

which is just a rewriting of $\mu = w_z/w_z$ using real quantities.

The Beltrami equation is solved numerically using the least-square method described in Section 4B. The Beltrami coefficient is set to $\mu_\infty$, and the constants are fixed to $C_u = C_v = 0.5$, ensuring that $||\mu_p||_{\infty} \approx 0.121 < 1$ and that the mapping $u_p, v_p$ is a quasiconformal transformation. The domain is chosen as $\Omega = [-2, 2] \times [-2, 2]$ and the equation discretized with a homogeneous finite element mesh of size $h$. To verify the convergence rate of the numerical method, we make $h$ vary from 0.0325 to 1.0. Usual Lagrange second order finite elements ($P^2$) are used.

The $L^2$-norm of the error is evaluated as a function of the element size and the results are displayed in Fig. [17]. These results demonstrate that the numerical method reproduces the exact solution with a high accuracy and that the least-square finite element method is well-suited for solving the Beltrami equation. By fitting the numerical data, we determine that the order of convergence is 3.08, as expected from the order of Lagrange polynomials used and the analysis presented in the last section.
2. An explicit example: the Gaussian surface

As an illustration, a numerical experiment for the computation of \( \rho(\mathbf{u}) \) is proposed. We consider a physically relevant configuration where a graphene surface is subjected to a local Gaussian deformation with a surface \( S \) parameterized as follows:

\[
\begin{align*}
X(\mathbf{x}) &= x, \quad Y(\mathbf{x}) = y, \\
Z(\mathbf{x}) &= C \exp \left( -\frac{|\mathbf{x}|^2}{\alpha^2} \right),
\end{align*}
\]

for some given amplitude \( C = 20 \text{ nm} \) and width \( \alpha = 10 \text{ nm} \). The domain is \( \Omega = (-50 \text{ nm}, 50 \text{ nm})^2 \). A deformation like this could be implemented experimentally by placing graphene on top of nanopillars or nanostructures \([57–59]\).

The solution to the Beltrami equation is obtained using the least square finite element numerical method described in the last section. We consider a real space triangulation of the rectangular domain with \( N_x = N_y = 128 \) elements of equal size in the \( x \)- and \( y \)-direction, respectively. The solution is displayed in Fig. \( 2 \) along with the difference with \( u_{\text{flat}} \) and \( v_{\text{flat}} \), where \( u_{\text{flat}}, v_{\text{flat}} \) are the solution to the Beltrami equation in flat space. They are obtained by setting \( \mu = 0 \), in which case the Beltrami equation becomes the Cauchy-Riemann equation. The contours in Fig. \( 2 \) demonstrate clearly that the coordinates \( u \) and \( v \) correspond to Cartesian coordinates far from the deformation. However, they are deformed close to the region where the curvature is maximal. The difference with flat solutions allows for describing the relative effect of curvature on the Beltrami equation solution. Again, it is seen that far from the deformation, isothermal coordinates are flat while they display the effect of curvature in the vicinity of the deformation.

Once \( u \) and \( v \) are calculated, it is possible to evaluate \( \rho(\mathbf{x}) \) via Eq. (14). It is displayed on the left of Fig. 3. Finally, we report in Fig. 3 (right) the function \( \rho(u) \) in isothermal coordinates. The latter is obtained by interpolating the function \( \rho(x) \) in Cartesian coordinates and by using the mapping \( u(x) \) and \( v(x) \). As expected, we observe that \( \rho(u) \) is equal to 1 everywhere but in a small region centered at \( (u,v) = (0,0) \).

The most important function for the time-dependent solver is \( \rho(x) \) given by (14), because it appears explicitly in the curved-space Dirac equation in isothermal coordinates. However, this function depends on the derivative of the Beltrami solution. Here, the convergence of this function is verified as the number of elements is increased from \( N_x = N_y = 16 \) to \( N_x = N_y = 512 \). The solution of approximation is approximated by setting \( N_x = N_y = 1024 \) and the \( L^2 \)-norm of the error is calculated. The results are displayed in Fig. 4. The order of convergence is numerically evaluated from the linear fit and is given by 1.799, an order lower than for the solution. This is expected because the function \( \rho \) depends on the derivative of the solution. These derivatives are evaluated by taking the derivative of the polynomial basis functions, thus reducing the polynomial order. As a consequence, the order of convergence of \( \rho \) is also reduced by one. This demonstrates the importance of choosing finite elements of type \( P_n \) with \( n \geq 2 \) in these calculations.

B. Scattering on deformations

This section is devoted to numerical tests and benchmarks for the pseudo-spectral method. For this purpose, we consider a simple configuration where an initial Gaussian wave packet is evolved in time and scatters on two Gaussian surface deformations. As in the last section, these local deformations could be implemented experimentally by using nanopillars or nanostructures \([57–59]\). Similar configurations have been analyzed in the static regime in Refs. \([60–62]\) while the dynamics have been considered in Ref. \([63]\) for homogeneously strained graphene inducing pseudo-magnetic potentials and in Refs. \([29, 30]\) for local but symmetric deformations.

Throughout, the initial state is a Gaussian wave packet given by

\[
\psi_+^0(\mathbf{x}) = N e^{-\frac{x^2}{2\beta^2}} e^{ik \cdot x},
\]

\[
\psi_-^0(\mathbf{x}) = 0,
\]

where \( \beta \) is the width of the wave packet and \( k \) is its momentum. The normalization constant \( N \) is chosen such that the norm of the wave function is unity. The dynamics of similar wave packets in flat graphene and the Zitterbewegung effect have already been investigated in Ref. \([64]\).

The graphene surface, on the other hand, is
FIG. 2. Graph of the (a) solution to the Beltrami equation, with $u(x, y)$ on the left and $v(x, y)$ on the right, and (b) the difference with the flat solutions $u_{\text{flat}}(x, y)$ and $v_{\text{flat}}(x, y)$.

parametrized by

\begin{align}
X(x) &= x, \quad Y(x) = y, \\
Z(x) &= \sum_{\ell=1}^{n_G} C_\ell \exp \left( -\frac{|x - a_\ell|^2}{\alpha_\ell^2} \right),
\end{align}

(95)

(96)

corresponding to a set of $n_G$ Gaussian deformations, centered on $\{a_\ell\}_{\ell=1,\cdots,n_G}$ with widths $\{\alpha_\ell\}_{\ell=1,\cdots,n_G}$ and amplitudes $\{C_\ell\}_{\ell=1,\cdots,n_G}$.

Before investigating the properties of the numerical scheme, such as convergence, the validity of the diagonal approximation and the conservation of the norm, typical simulation results are displayed for illustration purpose and as subsequent analysis will be performed on similar configurations. The values of the simulation parameters are given in Table I. In addition, the domain is a square centered at the origin with sides of 200 nm, discretized with $N_x = N_y = 1024$ grid points. The Dirac equation in curved space is solved numerically using the Crank-Nicolson pseudo-spectral method in isothermal coordi-
FIG. 3. Graph of (left) the function $\rho(x)$ for a Gaussian surface and (right) its corresponding function in isothermal coordinates $\rho(u)$.

FIG. 4. Numerical $L^2$ error as a function of element size for $\rho(x, y)$ obtained from the solution of the Beltrami equation using the least-square finite element method with $P_2$ elements.

TABLE I. Simulation parameters for the initial wave packet and the surface deformation for a typical scattering simulation.

| Parameters                     | Value     |
|--------------------------------|-----------|
| Gaussian width ($\beta$)       | 10 nm     |
| Wave packet momentum $k_x$     | $3.12 \times 10^{-7}$ eV |
| Wave packet momentum $k_y$     | 0         |
| Number of deformation ($n_G$)  | 2         |
| Gaussian widths ($\alpha_1 = \alpha_2$) | 10 nm |
| Deformation position ($a_1$)   | (-40 nm, 0) |
| Deformation position ($a_2$)   | (40 nm, 0) |

The solution is mapped back to Cartesian coordinates for visualization. The final time is set to $t_{\text{final}} = 80$ fs and the number of time step is $N_t = 1000$, making for a time step $\Delta t \approx 0.08$ fs. Isothermal coordinates are obtained numerically by solving the Beltrami equation. For this purpose, the domain is discretized with a large number of elements $N_{el,x} = N_{el,y} = 1024$, ensuring that the solution is converged.

The initial state and the final solution are displayed in Fig. 6. They are compared to the solution in flat space, where $C_1 = C_2 = 0$. Clearly, the presence of the deformation has an important effect on the dynamics of the wave packet, which proceeds as follow. When an initial momentum is given to the wave packet, the latter splits in two counterpropagating parts. After the free propagation in the first 50 fs, both parts reach deformed regions and scatter on Gaussian deformations. Remarkably, the scattering induces a focusing effect: the wave packet is squeezed and then starts to diverge (shown in the figure). This effect is reminiscent of gravitational lensing in general relativity, where the propagation of waves and particles is distorted by the presence of large mass objects that curve space [65]. In more details, as it propagates on deformed graphene, the center of the wave packet has to travel a longer distance than its sides because graphene is stretched more on the principal axis. The difference of propagation distances along the Gaussian deformation induces a phase difference that changes the wave front from planar to spherical and that focuses the wave packet like a lens. Analogously, the gravitational field around massive objects stretches space-time and particles that travel closer to these objects have to
cover larger distances. In turn, this effect produces a wave front distortion and a focusing of particles. In both cases, the phase difference is due to the stretching of the space where particles are propagating, in contrast to an optical lens, where the phase difference comes from a modification in the optical path length. Physical implications of this electronic focusing phenomenon and its use for controlling the dynamics of electron in graphene will be investigated in more details in a subsequent article.

2. Diagonal approximation versus isothermal coordinates

To empirically compare the diagonal approximation to the use of isothermal coordinates, a benchmark test is considered in which a wave packet is initialized at the center of the domain. It is given a certain momentum and thus, evolves for a small time in flat space before it is scattered on a deformation. The parameters used in simulations are the same as for Section 5 B 1, except for the amplitude of the Gaussian deformation that we make vary between 0.1 nm and 20.0 nm. Also, the Dirac equation in curved space is solved numerically using both the diagonal approximation and isothermal coordinates. The difference between the final solution in the diagonal approximation \( \psi_{\eta, \text{diag}}(t_{\text{final}}) \) and the one using isothermal coordinates \( \psi_{\eta, \text{iso}}(t_{\text{final}}) \) is quantified by evaluating the \( L^2 \)-norm in Cartesian coordinates (the solution in isothermal coordinates is mapped to Cartesian coordinates): \( \Delta = \frac{1}{2} \left\| \psi_{\eta, \text{diag}}(t_{\text{final}}) - \psi_{\eta, \text{iso}}(t_{\text{final}}) \right\|_{L^2} \). Defined in this way, \( \Delta \) takes its values in the interval \( \Delta \in [0, 1] \), where the largest value corresponds to when the two solutions do not overlap (assuming they are normalized to 1). The result of this procedure is displayed in Fig. 7.

As expected, the final solution in the diagonal approximation is different from the one obtained with isothermal coordinates when the deformation is larger. In our configuration, it reaches a maximum value of 0.65 when \( C_1 = C_2 = 20 \) nm, implying that the overlap of the two functions is very small in this case. These results are expected because the non-diagonal components of the metric become important for such deformations. However, for small deformation, the difference between the two methods becomes negligible. Given that graphene can sustain a maximum strain of 25\%, it is possible that for many relevant physical configurations, the diagonal approximation may be accurate enough.
In this section, the conservation of the norm is empirically analyzed. In Section 3, the pseudo-Hermitian Hamiltonian was transformed to the \( \eta \)-representation in order to ensure that the Crank-Nicolson method remains unitary at every time step and that the \( L^2 \)-norm is explicitly conserved by the numerical scheme. To verify the consequence of this transformation on the conservation of the norm, we first solve the Dirac equation numerically in the usual representation \( i\partial_t \psi = H \psi \). As mentioned earlier, the \( g \)-norm \( \| \psi \|_g \) is conserved by the dynamics in this case. This is compared to solving the Dirac equation in the \( \eta \)-representation given by Eq. (63). In this case, the \( L^2 \)-norm is conserved \( \| \psi_\eta \|_{L^2} \). In both cases, the pseudo-spectral Crank-Nicolson scheme is used while their corresponding norms are evaluated at every time step. The simulation parameters are given in Table I. The absolute numerical error on the norm, defined as \( \varepsilon = \| \psi \|_g - 1 \) and \( \varepsilon_\eta = \| \psi_\eta \|_{L^2} - 1 \) in the usual- and \( \eta \)-representation, respectively, is displayed in Fig. 8 for different grid sizes: \( N_x = N_y = 128, 256, 512 \). All the calculations are performed in the diagonal approximation in a square domain with 400 nm sides. The initial wave packet is evolved using 200 time steps to a final time of 160 fs.

In all the studied cases, the norm is accurately conserved, with numerical errors never exceeding \( O(10^{-2}) \). Also, the error on the norm is reduced considerably as the number of grid points is increased, as expected. The error in the \( \eta \)-representation is always lower than in the usual representation, especially when the surface deformations are more important. The difference naturally occurs when the wave packet reaches the region in the vicinity of the deformation, at an approximate time of \( t \approx 60 \) fs. At earlier times, the wave packet is essentially propagating in flat space, in which case the two representations are equivalent and give similar errors on the norm. At later times, the difference in the error between the \( \eta \) and usual representation reaches at most two orders of magnitude, but is reduced further for larger grids. As a matter of fact, for the finest grid \( 512 \times 512 \), the two representations are equivalent. At this point, the accumulated truncating errors and the numerical error of the linear solver are possibly more important than the error due to the lack of unitarity, explaining the similarity between the two representations. To conclude this study, the \( \eta \)-representation maintains a slight advantage over the usual representation because its norm is better conserved. However, at convergence, both representation can lead to accurate results.

### 6. CONCLUSION

In this paper, two numerical approaches have been proposed to solve the Dirac equation in curved space for describing the dynamics of charge carriers in corrugated graphene: the diagonal approximation and isothermal coordinates. Using these strategies, it was possible to construct a diagonal metric and as a consequence, obtain a relatively simple Dirac equation, having a very convenient form from the computational point of view. To obtain the quasi-conformal transformation allowing for a change of variable between Cartesian and isothermal coordinates, a least square numerical scheme was introduced to solve the Beltrami equation. This was tested numerically using some benchmark tests.

The resulting Dirac equations were solved in the pseudo-Hermitian representation using the PSCN scheme. Several experiments were performed to illustrate the efficiency of the proposed methodologies for the simulation of electron dynamics on arbitrary graphene surfaces. In particular, we applied the numerical schemes to the the scattering of wave packets on local Gaussian deformations. Using these numerical tests, it was possible to conclude that the norm is better conserved in the

![FIG. 7. Difference between the final solution obtained using the diagonal approximation and isothermal coordinates, as a function of the Gaussian deformation amplitude.](image-url)
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Appendix A: Some properties of the vielbein

The vielbein is a concatenation of three vector fields that define a local orthonormal basis. It obeys a number of important properties. First, it can be used to express the metric in the local frame fields via

\[ e_A^\mu(q) e_B^\nu(q) \eta_{AB} = g_{\mu\nu}(q). \]  

(A1)

Second, it is orthonormal:

\[ e_A^\mu(q) e_A^\nu(q) = \delta^\nu_\mu \]  

(A2)

\[ e_A^\mu(q) e_B^\nu(q) = \delta^\nu_A \delta^\mu_B, \]  

(A3)

where \( \delta^\nu_A \) is the Kronecker delta. Finally, the general and Minkowski indices can be lowered/raised using the general and Minkowski metric, respectively:

\[ e^{\mu A}(q) = g^{\mu\nu}(q) e_A^\nu(q), \]  

(A4)

\[ e^{\mu A}(q) = \eta^{AB} e_B^\nu(q). \]  

(A5)

Appendix B: Computing the vielbein in Cartesian coordinates

In this appendix, the vielbein is evaluated from Eq. (A1), rewritten as a matrix equation:

\[ g = e^T \eta e, \]  

(B1)
where \( g \), \( e \) and \( \eta \) are the 3-by-3 matrix representation of \( g_{\mu\nu}, e_\mu^A \), and \( \eta_{AB} \), respectively. To evaluate the vielbein, it can be useful to transform the equation in the basis with non-zero components:

\[
g' = P^\top g P = (P^\top e P)\eta(P^\top e P) = e'^\top \eta e'. \tag{B2}
\]

The similarity transformation yields a new diagonal metric

\[
g'(x) = \begin{bmatrix}
1 & 0 & 0 \\
0 & -A^-(x) & 0 \\
0 & 0 & -A^+(x)
\end{bmatrix}, \tag{B3}
\]

where the diagonal entries are the eigenvalues of the metric \( g \):

\[
A^{(\pm)}(x) = \frac{\text{Tr}(g) \pm H(x)}{2}, \tag{B4}
\]

where \( H(x) = \sqrt{\text{Tr}(g^2) - 4\Delta} \). As usual, the transition matrix is constructed from the eigenvectors of \( g \):

\[
P = \begin{bmatrix}
1 & 0 & 0 \\
0 & \frac{\sqrt{2}F}{|F|} & \frac{\sqrt{2}F}{|F|} \\
0 & \frac{H\mathcal{W}(-)}{|F|\mathcal{W}(+)} & \frac{H\mathcal{W}(+)}{|F|\mathcal{W}(-)}
\end{bmatrix}, \tag{B5}
\]

where

\[
\mathcal{W}(\pm) = \sqrt{H \pm (G - E)}. \tag{B6}
\]

Once the metric has been diagonalized, it is straightforward to evaluate the vielbein. It gives

\[
e' = \begin{bmatrix}
1 & 0 & 0 \\
0 & \sqrt{A^-(x)} & 0 \\
0 & 0 & \sqrt{A^+(x)}
\end{bmatrix}. \tag{B7}
\]

Going back in the canonical basis yields the following non-zero components:

\[
e_0^0 = 1, \tag{B8}
\]

\[
e_1^0 = \frac{2F^2}{H} \left[ \frac{\sqrt{A^+(x)}}{\mathcal{W}(+)^2} \right] , \tag{B9}
\]

\[
e_2^0 = \frac{\mathcal{W}(+)^2 \sqrt{A^+(x)} + \mathcal{W}(-)^2 A(-)}{H}, \tag{B10}
\]

\[
e_1^1 = \frac{e_1^2}{H} \left[ \sqrt{A^+(x)} - \sqrt{A^-(x)} \right]. \tag{B11}
\]

In the particular case where the surface is stretched uniformly in the \( x \) and \( y \)-coordinates, and deformed in the \( z \)-coordinates, the technique used here to evaluate the vielbein yields the same results as Ref. [68].

**Appendix C: About the regularity and uniqueness of solutions**

The well-posedness of the Dirac equation in curved space relies on relatively standard results in the theory of first order hyperbolic systems [69]. For technical reasons, we here consider the infinite surface \( \mathcal{S} = \{(x,y),(X(x),Z(x))/x \in \mathbb{R}^2 \} \), where we assume that i) \( X, Y, Z \) are smooth, and ii) \( X_i, Y_i, Z_i \) are \( L^\infty(\mathbb{R}^2) \). Under these assumptions, the Cauchy problem for the Dirac equations considered earlier [25, 50] and [51] is well-posed. More specifically, we rewrite the Dirac equation in the form

\[
\partial_t \psi(t, q) = A(q)\partial_1 \psi(t, q) + B(q)\partial_2 \psi(t, q) + C(q)\psi(t, q),
\]

\[
\psi(0, \cdot) = \psi_0 := (\psi_0^0, \psi_0^1)^T, \tag{C1}
\]

where \( A, B, C \) are matrices related to the vielbein and the affine spin connection. They are given by

\[
A(q) = -\left\{ e_1^0(q)\alpha^1 + e_2^0(q)\alpha^2 \right\}, \tag{C2}
\]

\[
B(q) = -\left\{ e_1^2(q)\alpha^1 + e_2^2(q)\alpha^2 \right\}, \tag{C3}
\]

\[
C(q) = -\left\{ (e_1^1(q)\alpha^1 + e_2^1(q)\alpha^2)\Omega_1(q) + (e_1^2(q)\alpha^1 + e_2^2(q)\alpha^2)\Omega_2(q) \right\}. \tag{C4}
\]

A theorem of existence and uniqueness can then be stated for equations of this form [70, 71]. Denoting by \( C^s_0 \) the set of \( s \) times continuously differentiable (matrix) functions with bounded derivatives, we have

**Theorem C.1** Assume that \( A, B, \) and \( C \) belong to \( C^{s+1}_0(\mathbb{R}^2) \), with \( s > 2 \) and that \( \psi_0 \in H^s(\mathbb{R}^2) \), then there exists a unique solution \( \psi \in C^1([0, \infty); H^s(\mathbb{R}^2)) \cap C^2([0, \infty); H^{s-1}(\mathbb{R}^2)) \). This theorem guides the development of numerical methods and ensure that the latter will converge towards the solution.
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