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Abstract: Deep-learning (DL) network has emerged as an important prototyping technology for the advancements of big data analytics, intelligent systems, biochemistry, physics, and nanoscience. Here, we used a DL model whose key algorithm relies on deep neural network to efficiently predict circular dichroism (CD) response in higher-order diffracted beams of two-dimensional chiral metamaterials with different parameters. To facilitate the training process of DL network in predicting chiroptical response, the traditional rigorous coupled wave analysis (RCWA) method is utilized. Notably, these T-like shaped chiral metamaterials all exhibit the strongest CD response in the third-order diffracted beams whose intensities are the smallest, when comparing up to four diffraction orders. Our comprehensive results reveal that by means of DL network, the complex and nonintuitive relations between T-like metamaterials with different chiral parameters (i.e., unit period, width, bridge length, and separation length) and their CD performances are acquired, which owns an ultrafast computational speed that is four orders of magnitude faster than RCWA and a high accuracy. The insights gained from this study may be of assistance to the applications of DL network in investigating different optical chirality in low-dimensional metamaterials and expediting the design and optimization processes for hyper-sensitive ultrathin devices and systems.
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1 Introduction

A renewed research interest has been focused on optical chirality, whose structure shape cannot be superimposed on its mirror image [1, 2], inspiring a plethora of interesting and intriguing phenomena [3]. It has been evidenced that the immense and promising application prospects of optical chirality involve the fields of chemistry [4], life science [5], pharmaceutical synthesis [6], spectroscopy [7], spintronics [8], quantum computing [9, 10], sensitive detection and imaging [11]. Circular dichroism (CD) spectroscopy is one of the most successful approaches to efficiently characterize the chiroptical response of chiral materials, which measures the differential absorption between the right-circularly (RCP) and left-circularly polarized (LCP) light [12]. Notably, the enantiomers of chiral materials would interact differently with LCP and RCP light, determined by the structure handedness [13]. Though the chirality is an omnipresent part of nature, the chiroptical response of these natural materials is generally very weak, caused by the small electromagnetic interaction volume [14], creating difficulties in its high sensitivity detection and hindering the
future perspectives. Thanks to the recent progress of modern nanofabrication techniques, it is feasible to alter the chirality parameters of different artificial chiral materials and equip them with superior optical chirality than their natural counterparts [15]. One salient example is the chiral metamaterial [16], in which the localized surface plasmon (LSP) resonances would greatly boost the light-matter interaction and then largely enhance the chiroptical responses [17, 18]. When compared with the three-dimensional chiral metamaterials, the two-dimensional (2D) ones seem to be a better candidate for the exploration of optical chirality, considering their exceptional intrinsic properties that benefit the manufacturing of nano-devices requiring small optical losses, compact size, and high compatibility with the complementary metal-oxide-semiconductor (CMOS) foundries [19–22]. Equally important, the diffractive chiral metamaterials have also emerged as significant platforms to study optical chirality, whose CD responses at higher-order diffracted beams are usually far larger than the case of zeroth-order [3, 23]. However, the complete investigation of diffractive metamaterials with plenty of geometry parameters is rarely found in literature [24]. A key issue in this context, which has yet to be explored, is the study of 2D chiral metamaterials with numerous chiral parameters via a highly-accurate and significantly-fast approach, as the simple cases of optical chirality in 2D chiral metamaterials with fixed dimensions have been previously addressed [3, 25].

Recent trends in artificial intelligence have led to a proliferation of studies on deep learning (DL) algorithm and its utilization in diverse fields, such as biology [26–28], chemistry [29–31], and physics [32–34]. In particular, one important aspect pertaining to DL is its capability of characterizing and predicting the physical properties for photonic structures [35–37], including the reconstruction of ultrashort pulses [38, 39], the wave-front sensing [40], and the design of metasurfaces [41], chiral metamaterials [42, 43] and electromagnetic nanostructures [44–47]. Furthermore, the DL scheme has also penetrated into computational physics, covering the areas of estimating stress distribution [48], assisting computational mechanics [49], capturing nonlinear material behaviors [50] and predicting plasmonic colors [51], whose main advantages over the conventional finite element method are that it not only speeds up the investigation process, but also creates many nonintuitive designs with distinguished performance. It is worth noticing that DL model is a supervised form in machine learning (ML) that usually adopts backpropagation to train its network [52]. In the above studies, DL can perform end-to-end learning [53], extract features automatically [54], discover hidden features [55] and improve model accuracy [56]. The category of DL algorithms includes the deep neural network (DNN) containing fully-connected layer [57], recurrent neural network commonly used in contextual data [58], convolutional neural network most used in image recognition [59], stacked autoencoder frequently used in feature mining [60], and generative adversarial network regularly used in sample generation [61].

In this work, a DL network based on the DNN algorithm, namely the fully connected neural network (FC-NN), is proposed to automatically study and predict the chiroptical response of 2D diffractive chiral metamaterials with various geometry parameters. In the metamaterials, a gold array of T-like shaped molecules in the left handedness are fabricated and then deposited on the oxidized silicon (Si) substrate. To detailly study the influence of chiral parameters comprising the unit period, width, bridge length, and separation length, on the CD characteristics of the T-like metamaterials, both the rigorous coupled wave analysis (RCWA) method and the FC-NN approach are employed. Particularly, by calculating the CD spectra for 7358 intermediate geometries via the RCWA method, the FC-NN network is well trained and capable of predicting the chiroptical response of T-like metamaterials with different chiral parameters. Our work reveals that the T-like chiral metamaterials show the strongest CD performances in the third-order diffracted beams when considering up to four diffraction order beams, although the scattered intensities at third-order beams are far smaller than the second-order case. Furthermore, the CD spectra’s bisignate feature, which represents the positive and negative signs of CD response, varies nonlinearly with the chiral parameters including the unit period, width, bridge length, and separation length, opening up new possibilities for the engineering of optical chirality. More importantly, the FC-NN network is confirmed to be a promising and powerful technique that can characterize the chiroptical response of diffractive chiral nanostructures with different geometry in a high accuracy and an ultrafast computational speed. This study set out to assess the feasibility of DL network in the characterization and engineering of 2D chiral metamaterials for the next generation hyper-sensitive detecting nano-devices.

2 Computational methods

The intensity of higher order diffracted beams for the T-like chiral metamaterials under LCP and RCP light irradiation are numerically calculated via the RCWA method implemented in Synopsys RSoft DiffractMOD. Notably, the
wavelength-dependent permittivity of Au, Cr, SiO₂, and Si is fully incorporated in the RCWA calculations. The four geometric parameters, including the gold length, gold width, bridge length, and separation length, exhibit uniform distributions in the selected ranges. The investigated incident light is in the wavelength region of \(0.2 – 1.775\) μm, which is discretised uniformly into 64 points. Next, the CD response prediction of the chiral metamaterial can be switched to a regression problem, the purpose of which is to associate the \(1 \times 4\) structure parameter vector with the \(2 \times 64\) spectra vector. Using the RCWA method, we have gathered 7358 samples and used 5886 of them for training, with the left 1472 for testing. The model is built under the open-source DL framework of TensorFlow.

3 Results and discussion

3.1 2D chiral metamaterials samples

The schematic illustration and optical properties of the T-like chiral metamaterials are shown in Figure 1. To begin with, the schematics of T-like metamaterials under the circularly polarized light excitation are presented in Figure 1(a), in which the higher order diffraction beams are observed. Next, one can see the unit cell of the T-like metamaterials in Figure 1(b), where its dimensions are evidently illustrated: the T-like sample is in a gold length of \(l\), a gold width of \(w\), a bridge length of \(l_s\), and a separation length of \(g\), resulting in a unit period of \(a = 2l + 2g\). It is important to mention that the other three geometric parameters (i.e., \(w, l_s, g\)) will be represented by the gold length \(l\) in what follows, leaving the unit period \(a\) in a certain proportion to \(l\). This simplifies the investigation of the influence of unit period on the CD performance to the dependence of CD on the gold length. In addition, the depth profiles of the T-like metamaterials are declared here: the 30 nm gold arrays are fabricated and then transferred to an oxidized Si substrate whose SiO₂ layer is 200 nm in thickness. Additionally, a 10 nm Cr film is inserted between the gold layer and SiO₂ layer, operating as the spacer. It is noticeable that the left-handed T-like metamaterials possess the LSP resonances, which can dramatically enlarge the optical chirality of metamaterials.

Figure 1(c) describes the normalized intensities of the \(n = 1–4\) diffracted beams, irradiated by LCP light. Notably, all the traditional numerical simulations in the work are conducted via the RCWA approach. It is apparently seen from this figure that the second-order diffraction beam exhibits the largest normalized intensity, whereas the intensity is the smallest in third-order beam. The corresponding CD responses in cases of up to four diffraction order beams are presented in Figure 1(d). Surprisingly, it is found that the third-order diffraction beam exhibits the strongest CD response, in spite that this diffraction order owns the weakest normalized intensity. Thus, it is
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foreseeable that the CD characteristics can be engineered with an additional flexibility by changing the chirality parameters of T-like metamaterials. We propose two crucial concepts in this context: (1) the spatial distribution of diffraction order beams, satisfying the grating diffraction equation of \( \sin \theta = n \lambda \), where \( \theta \) is the diffraction angle and \( n \) is the diffraction order [3]; (2) the normalized CD, denoted as \( CD = \frac{I_{RCP} - I_{LCP}}{I_{LCP} + I_{RCP}} \), represents the relative difference between the intensities of third-order diffracted beams irradiated by LCP \( I_{LCP} \) and RCP \( I_{RCP} \).

### 3.2 Deep learning network

The FC-NN model is constructed to study the correlation between the four chiral parameters of the T-like metamaterials and their chiroptical response. Firstly, we collect 7358 pairs of LCP/RCP spectra obtained via the RCWA method as the dataset. Then we pre-process the dataset and shuffle it randomly. More details about the first two steps are provided in the in Supplementary Material (SM) section. Finally, we divide it into the training dataset and test dataset with the ratio of 4:1 randomly. The schematic illustration of the FC-NN is demonstrated in Figure 2(a), which consists of six layers, namely an input layer, an output layer and four hidden layers. Specially, the gold length, gold width, bridge length, and separation length of the metamaterials are the input data to be fed into the input layer, corresponding to the four neurons in the left green box. Next, the output layer contains 128 neurons, with the first 64 neurons representing predicted LCP results and the other ones standing for the predicted RCP spectra (see the right green box). In this work, we denote the number of neurons in ith hidden layer as \( N_i \), where \( i = 1, 2, 3 \) or 4, corresponding to the hidden layer. Notably, \( N_1, N_2, N_3, \) and \( N_4 \) \((N_0 \in \{128, 256, 512, 1024, 1536, 2048, 3072, 4096 \}) \), \( i = 1,2,3,4 \) are viewed as the hyperparameters. The activation layer with a leaky ReLU activation function (alpha = 0.2) is inserted between every two adjacent hidden layers and behind the output layer. The mean absolute error (MAE) is used as the loss function for our regression task, which is mathematicaly expressed as,

\[
\text{loss} = \frac{1}{m} \sum_{i=1}^{m} \left| \text{spec}_{\text{pred}}^i - \text{spec}_{\text{real}}^i \right|
\]  

where \( \text{spec}_{\text{pred}}^i \) and \( \text{spec}_{\text{real}}^i \) are the predicted spectra performed by the neural network and the labeling spectra simulated by RCWA of the outcome \( i \), respectively, and \( m = 16 \) is the size of batch data.

Before proceeding to the training process of the FC-NN network, it is important to stress that the four hyperparameters, \( N_1, N_2, N_3, \) and \( N_4 \), are optimized through the Genetic Algorithm (GA) [62], whose flow diagram is depicted in Figure 2(b). Notably, the construction of GA is detailly presented in SM section. These four parameters are treated as chromosomes of the population, which means that each population has four chromosomes. The gene length of chromosomes is set to three, since a chromosome has eight different possible values. To balance the global optimization and computational complexity, the size of population is selected to be 30. The fitness value of the population is defined as,
fitness = loss_{so} \tag{2}

where loss is defined in Equation (1), and the subscript ‘so’ indicates that the loss is obtained after the model undergoes 10 epochs of training. Under the optimization of GA, the optimal values of N1, N2, N3 and N4 are extracted to be 512, 1024, 2048, and 1024, respectively. During the running of the GA, we find that the FC-NN tends to spend more time to reach the low MAE with a smaller value of N, As for a larger N, that usually induces more complexity for the neural network, it is more likely to overfit though less computational time is required. Here, the TensorFlow framework is utilized to build the regression network. The training, GA optimization and prediction processes were performed using a graphic card (NVIDIA GeForce GTX 2080Ti) with CUDA 10.0 on the Win10 OS.

3.3 Estimation of FC-NN model

After the construction of the FC-NN model, we start to evaluate the performance of this network in predicting the chiroptical response of 2D chiral metamaterials, with the results shown in Figure 3. Firstly, the CD properties of T-like nanostructures with different gold length (1–2μm) and bridge length (0.4–0.8μm) are calculated by using both the RCWA and FC-NN methods, as demonstrated in Figures 3(a)–(i). It is clearly seen that the predicted spectra by DL model coincide well with the RCWA simulated results (i.e., the labeling spectra) in all cases. Additionally, the LCP/RCP excited resonant wavelength increases with the unit period (or gold length), which is determined by the selective excitation of available modes. Furthermore, these T-like left-handed metamaterials can be excited by either LCP or RCP light. In particular, the modes that are excited by LCP light dominate in Figure 3(i), whereas in other figures the modes irradiated by RCP play a key role. Thus, it is safely concluded that the geometry or incident wavelength rather than the structure handedness is responsible for the above phenomenon. This provides excellent potentials for the optical chirality engineering at a specific electromagnetic mode, enabling the applications of the chiral metamaterials in sensitive chiroptical detectors. Conversely, it is found that large normalized CD responses are not necessarily contributed by large diffracted intensity irradiated by LCP/RCP light. For instance, with the gold length being 1.5 μm, the maximum CD of T-like metamaterials is obtained to be about 0.93, 0.9, and 0.84 at 0.95 μm, 0.73 μm, and 0.7 μm, respectively, whose resonance locates around 1.15 μm.

We use the Adam optimization algorithm [63] with an initial learning rate of 0.001 to train our FC-NN network. The learning rate decays to 0.0003, 0.0001, and 0.00003 at epoch of 200, 500, and 1000, respectively. Finally, our FC-NN network converges at MAE of 0.02 for the train dataset, whose value slightly increases to 0.03 for the test dataset, after the training process of 2000 epochs with the batch size of 16. Here, we use the mean absolute percentage error (MAPE) [64, 65] whose definition is given in SM section and the Pearson product moment correlation coefficient (R) between the labeling spectra and the predicted spectra to evaluate the accuracy of the FC-NN model, as shown in Figure 3(j) and (k). Importantly, the predicted spectra with MAPE <5% and R > 99% are usually assumed to be of high accuracy. The most striking observation from Figure 3(j) is that the portion of MAPE<5% (red bar) is above 95%, which occupies most of the test data. Meanwhile, as shown in Figure 3(k), the portion of R > 99% (see red bar) is found to take up nearly 97%, indicating the high correlation between the predicted spectra and the labeling spectra. On the other hand, we compare the FC-NN network with RCWA and other ML methods, including k-Nearest Neighbor (KNN) [66], Decision Tree [67], Random Forest [68], and generalized regression neural network (GRNN) [69], to estimate their efficiency and accuracy. The brief description for these four ML methods is presented in SM section. As presented in Table 1, although RCWA has obvious advantage on MAPE, but it is such time-consuming that needs about 5.5 h to generate 100 samples. Though the entire ML model have a good performance on the minimum MAPE, our FC-NN network exhibits the best index with the mean MAPE of 1.07%. Regarding the computational time, our proposed FC-NN only requires 1 ms to generate 100 sample, which is four orders of magnitude faster than RCWA and at least 2-fold faster than other ML methods. Thus, FC-NN is proved to be a better choice considering the accuracy and the computational time. To verify that FC-NN has learned the rules instead of memorizing the training spectra, we utilize the lookup tables (i.e., Lagrange interpolation) to make predictions for CDs, which turns to break down on our dataset, with the comparison illustrated in Table 1.

3.4 Prediction of CD response

By means of the FC-NN model, it is feasible to study the nonintuitive dependence of CD response from chiral metamaterials on the incident wavelength and chiral parameters in an efficient and accurate manner. In order to quantify the contribution of the geometric parameters to the CD effect, we first investigate the influence of unit period on CD response. Importantly, by changing unit period of 2D metamaterials, it is able to alter its resonant wavelength and diffraction angle following a simple
A relation of \( a \sin \theta = n \lambda \). More specifically, we consider the T-like chiral metamaterials with the separation length of \( g = 0.2l \), the bridge length of \( l_b = 0.5l \), and four different widths (0.15\( l \), 0.2\( l \), 0.25\( l \), 0.3\( l \)), whose period is \( a = 2.4l \), and utilize the DL network to predict the CD response for different values of wavelength and gold length \( l \). These results are summarized in Figure 4. One significant finding is that a series of gold widths of the T-like nanostructures would induce different CD behaviors. Precisely, much stronger CD responses are exhibited in cases of \( w = 0.15l \) and \( w = 0.2l \) compared to the other two widths. In addition, one can acquire the bisignate CD feature for almost every \( l \) in these four cases, indicating the highly nonlinear dispersion of chiroptical responses with the gold length or unit period. Especially for the case of \( w = 0.2l \), though comprising more red-dominant modes than that in Figure 4(a), its CD signals show multiple-bisignate characteristics. Alternatively, it is achievable to control and tailor the spatial properties of higher order diffraction beams by changing the unit period of T-like metamaterials.

We now consider the CD performance at different separation length for T-like nanostructures via the FC-NN network.
The aim of “italics” values is to emphasize the key parameters obtained by using our FC-NN model.

The minimum, maximum, and mean of MAPE are calculated among the test dataset.

The time is equal to 100/1472 of the time to generate all the test dataset.

Except for the proposed FC-NN, the MAPE of the other algorithms or models is acquired by conducting the postprocess for the raw data. The detailed information is depicted in the SM section.

An important term, space ratio = \( g/l \), is introduced here to characterize the quantity of separation length, enabling the unit period \( a \) written in form of \( l \). We investigate CD spectra of T-like metamaterials with different space ratios and other fixed parameters \((l = 2 \mu m, l_s = 0.4 l, w = 0.15 l-0.3 l)\), as presented in Figure 5. It is found from this figure that, as expected, smaller separation lengths between two adjacent nanoparticles lead to stronger CD responses. This indicates that optical chirality of metamaterials originates from the chiral coupling of all individual molecules. Moreover, the bisignate feature is discovered for most space ratios in all cases, implying that this behavior is not determined by the separation length.

Surprisingly, the large positive CD responses seem to shift to the parameter space with smaller space ratios and \( \lambda \) when increasing the width \( w \). This may be explained by the fact that T-like metamaterials with larger widths support different electromagnetic modes when compared with the case of small width, considering that the chiroptical response in third-order diffracted beams is determined by the superposition of all excited electromagnetic modes. Also, there are more large negative values of CDs in parameter space with larger space ratios and \( \lambda \), indicating that the modes irradiated by LCP dominate under these conditions.

Another key parameter that influences the CDs in the third-order diffracted beams is the bridge length, as it partially determines the shape of T-like nanostructures. Therefore, by using the FC-NN algorithm, we investigate the dependence of the CD responses on the normalized \( l_s \), which is denoted as the ratio between the bridge length \( l_s \) and gold length \( l \), under the conditions of \( l = 1.6 \mu m, g = 0.2 l \) and four different \( w \), as shown in Figure 6. It is seen that T-like metamaterials with \( w = 0.2 l \) (see Figure 6(b)) present the maximum CDs at each normalized \( l_s \), accompanied by the most complicated bisignate characteristics. Additionally, the negative CD responses seem to dominate over the whole parameter space in gold width of \( w = 0.15 l \), whereas the opposite is true for \( w = 0.25 l \). The positive and negative CD values in Figure 6(d) suggest that the modes in T-like metamaterials at \( w = 0.3 l \) can be excited by both LCP and RCP light. Furthermore, it can be concluded that the CD responses vary nonlinearly with the normalized \( l_s \) in all cases. Here, the unit period is fixed at \( a = 2.4l \) \((l = 1.6 \mu m)\), which indicates that the wavelength of resonances between the incident LCP/RCP light and the electromagnetic response.
modes of T-like chiral metamaterials are smaller than 1.3 μm, causing that their CD responses are also below this wavelength. An alternative important observation is that some wavelengths (e.g., 800 nm) present the bisignate CD performance, while other wavelengths only exhibit one sign of CDs. This makes possible for tailoring the CD response at a specific wavelength and then optimizing chiral metamaterials, shedding new light on sensitive chiroptical detecting devices.

Aiming at gaining a deeper insight into the chiroptical responses of the T-like nanostructures, we determine the values of the gold length $l$ and normalized $l_s$ for which the CD characteristics are in the near-infrared region. The results of this investigation are summarized in Figure 7. In this analysis, we consider the T-like nanostructures with four different $w$ and the separation length of $g = 0.3l$, under the excitation of circular polarized light at $\lambda = 0.8 \mu m$. One conclusion derived from these contour CD maps predicted by the FC-NN model is that the CD responses exhibit a nonlinear variation with the gold length $l$. Additionally, the dispersion diagram of the CD response with the normalized $l_s$ is also not in a linear relation. Precisely, Figure 7(a) presents the strongest CD responses both in positive and negative values, with the electromagnetic modes excited

Figure 5: The dispersion of the third-order diffracted CD response in terms of the space ratio and wavelength, calculated by the DL network. Here, four widths of the T-like structure are included, namely (a) $w = 0.15l$, (b) $w = 0.2l$, (c) $w = 0.25l$, and (d) $w = 0.3l$. In all cases, the length of a separate gold nanoparticle is $l = 2 \mu m$, and the bridge length is $l_s = 0.4l$.

Figure 6: Contour maps of the third-order diffracted CD performance versus the normalized $l_s$ and wavelength, predicted by the FC-NN model. (a–d) correspond to the T-like structure with four widths of $w = 0.15l$, $w = 0.2l$, $w = 0.25l$, and $w = 0.3l$, respectively. Here, the length of a separate gold nanoparticle $l = 1.6 \mu m$, and the separation length between two adjacent nanoparticles is fixed at $g = 0.2l$. 
by LCP light determining in parameter area of \((l = 1.3–1.5 \, \mu m, \text{normalized } l_s = 0.6–1.0)\), leaving the RCP modes dominant in the rest space. However, the influence of LCP modes on the CD responses decreases dramatically when the gold width of the T-like metamaterials turns larger. Especially for the case of \(w = 0.2l\) (see Figure 7(b)), the negative values of the CD are only observed in small regions, such as the area of \((l = 1.3–1.4 \, \mu m, \text{normalized } l_s = 0.48–0.52)\), indicating the significant degradation of bisignate feature at \(\lambda = 0.8 \, \mu m\). On the other hand, the CD performance with negative values occurs at the bottom space of Figure 7(c) and Figure 7(d), which may suggest that stronger LCP modes exist under these circumstances.

Since both the gold length and the separation length between two adjacent nanoparticles determines the unit period of the T-like metamaterials, a pertinent question is how the CD responses are affected by the changes of these two parameters. To answer this question, we consider the T-like metamaterials with different \(l\) and \(g\), irradiated by the LCP and RCP light at a wavelength of \(\lambda = 0.8 \, \mu m\), with the results being shown in Figure 8. One interesting finding is that when increasing the gold width \(w\), the large negative CD responses seem to gradually decrease. Moreover, in case of \(w = 0.15l\), the negative values of CD response appear below the limit of space ratio = 0.35, whereas for the other widths the negative CD responses can push the limitation.
and occur at the upper parameter spaces of Figure 8(b)–(d). A reasonable explanation for the above phenomena is that the electromagnetic modes induced by LCP light are highly likely to be excited in these dimensions of T-like metamaterials. Additionally, it is obvious that larger absolute values of CD are acquired when the space ratio is smaller than 0.5 in four cases, which is due to the fact that a larger separation length cause a weaker coupling effect between the gold nanoparticles. On the other hand, for most l the bispagite feature of CD performance is discovered, exhibiting a nonlinear dependence on the gold length. Particularly, at the space ratio of 0.2 in Figure 8(b), the strength of CD response seems to turn larger with a larger l. To conclude, this figure offers a clear picture of how the change of CD response is associated with unit period, providing a new understanding of chiroptical response engineering in chiral metamaterials via DL network.

4 Conclusion

In summary, we have proposed and utilized a DNN-based DL model to investigate the optical chirality of various 2D chiral metamaterials in the higher diffraction order beams. Both the traditional RCWA method and the DL model are employed to characterize the CD responses of T-like metamaterials with different chirality parameters, with the former algorithm assisting the training process for the latter. Particularly, we have addressed the sophisticated nonlinear dispersion of CD responses on the unit period, width, bridge length, and separation length of the chiral metamaterials using the DL network. It should be stressed that our proposed DL model is capable of predicting and optimizing the CD responses of diffractive chiral molecules in an ultrafast, highly-efficient, and exceedingly-accurate manner, which dramatically reduces the computational resources spent on numerically solving the electromagnetics equations regarding optical chirality, and switches this solution into a data-driven approach. These findings reported here shed new light on the future perspectives of DL network in accelerating the development of metamaterials and nanophotonic devices with complicated light–matter interactions involved.

Acknowledgments: Z. T., J. Z. and J. Y. contributed equally to this work. The authors are grateful for financial support from the National Natural Science Foundation (NSF) of China (Grant Nos.11804387, 11802339, 11805276, 61805282, 61801498, and 11902358); the Scientific Researches Foundation of National University of Defense Technology (Grant Nos. ZK18-03-22, ZK16-03-59, ZK18-01-03 and ZK18-03-36); the NSF of Hunan Province (Grant No. 2016J1021); the Open Director Fund of State Key Laboratory of Pulsed Power Laser Technology (Grant No. SKL2018ZMR05); the Open Research Fund of Hunan Provincial Key Laboratory of High Energy Technology (Grant No. GNJGJS03); the Opening Foundation of State Key Laboratory of Laser Interaction with Matter (Grant No. SKLLIM1702); and The Youth Talent Lifting Project (Grant No. 17-JCJQ-QT-004).

Employment or leadership: None declared.

Honorarium: None declared.

Conflict of interest statement: The authors declare no conflicts of interest regarding this article.

Reference

[1] V. E. Bochenkov, G. Klös, and D. S. Sutherland, “Extrinsic chirality of non-concentric plasmonic nanorings,” Opt. Mater. Express, vol. 7, pp. 3715–3721, 2017.
[2] Y. Li, Y. Xu, M. Jiang, et al., “Self-Learning Perfect Optical Chirality via a Deep Neural Network,” Phys. Rev. Lett., vol. 123, 2019, Art no. 213902.
[3] C. Kuppe, C. Williams, J. You, et al., “Circular Dichroism in Higher-Order Diffraction Beams from Chiral Quasiplanar Nanostructures,” Adv. Opt. Mater., vol. 6, 2018, Art no. 1800098.
[4] Y. Zhang, L. Wang, and Z. Zhang, “Circular dichroism in planar achiral plasmonic L-shaped nanostructure arrays,” IEEE Photon. J., vol. 9, pp. 1–7, 2017.
[5] K. Yao and Y. Zheng, “Near-ultraviolet dielectric metasurfaces: from surface-enhanced circular dichroism spectroscopy to polarization-preserving mirrors,” J. Phys. Chem. C, vol. 123, pp. 11814–11822, 2019.
[6] C. K. Savile, J. M. Janey, E. C. Mundorff, et al., “Biocatalytic asymmetric synthesis of chiral amines from ketones applied to sitagliptin manufacture,” Science, vol. 329, pp. 305–309, 2010.
[7] N. J. Greenfield, “Using circular dichroism spectra to estimate protein secondary structure,” Nat. Protoc., vol. 1, p. 2876, 2006.
[8] R. Farshchi, M. Ramsteiner, J. Herfort, A. Tahraoui, and H. T. Grahn, “Optical communication of spin information between light emitting diodes,” Appl. Phys. Lett., vol. 98, 2011, Art no. 162508.
[9] C. Wagenknecht, C. M. Li, A. Reinguber, et al., “Experimental demonstration of a heralded entanglement source,” Nat. Photon., vol. 4, p. 549, 2010.
[10] Z. Chen, S. Chen, Y. Wang, and L. Xiao, “Tunable atom-trapping based on a plasmonic chiral metamaterial,” Nanophotonics, vol. 8, pp. 1739–1745, 2019.
[11] L. Kang, S. P. Rodrigues, M. Taghinejad, et al., “Preserving spin states upon reflection: linear and nonlinear responses of a chiral meta-mirror,” Nano Lett., vol. 17, pp. 7102–7109, 2017.
[12] L. Torsi, G. M. Farinola, F. Marinelli, et al., “A sensitivity-enhanced field-effect chiral sensor,” Nat. Mater., vol. 7, pp. 412–417, 2008.
[13] R. Quidant and M. Kreuzer, “Biosensing: Plasmons offer a helping hand,” Nat. Nanotechnol., vol. 5, p. 762, 2010.
Z. Wang, F. Cheng, T. Winsor, and Y. Liu, “Optical chiral metamaterials: a review of the fundamentals, fabrication methods and applications,” *Nanotechnology*, vol. 27, 2016, Art no. 412001.

S. Zu, T. Han, M. Jiang, F. Lin, X. Zhu, and Z. Fang, “Deep-subwavelength resolving and manipulating of hidden chirality in achiral nanostructures,” *ACS Nano*, vol. 12, pp. 3998–3916, 2018.

Z. Li, D. Rosenmann, D. A. Czaplewski, X. Yang, and J. Gao, “Strong circular dichroism in chiral plasmonic metasurfaces optimized by micro-genetic algorithm,” *Optics Express*, vol. 27, pp. 28331–28332, 2019.

J. Liu, L. Yang, and Z. Huang, “Chiroptically Active Plasmonic Nanoparticles Having Hidden Helicity and Reversible Aqueous Solvent Effect on Chiroptical Activity,” *Small*, vol. 12, pp. 5902–5909, 2016.

V. K. Valev, J. J. Baumberg, C. Sibilia, and T. Verbiest, “Chirality and chiroptical effects in plasmonic nanostructures: fundamentals, recent progress, and outlook,” *Adv. Mater.*, vol. 25, pp. 2517–2534, 2013.

G. Li, S. Zhang, and T. Zentgraf, “Nonlinear photonic metasurfaces,” *Nat. Rev. Mater.*, vol. 2, pp. 1–14, 2017.

T. Jiang, K. Yin, C. Wang, et al., “Ultrafast fiber lasers mode-locked by two-dimensional materials: review and prospect,” *Photon. Res.*, vol. 8, pp. 78–90, 2020.

Y. Hu, T. Jiang, J. Zhou, et al., “Ultrafast terahertz transmission/ group delay switching in photoactive WSe2-functionalized metaphotonic devices,” *Nano Energy*, 2019, Art no. 104280.

Y. Hu, J. You, M. Tong, et al., “Pump-color selective control of ultrafast all-optical switching dynamics in metaphotonic devices,” *Adv. Sci.*, In press, 2020. https://doi.org/10.1002/advs.202000799.

C. Kuppe, X. Zheng, C. Williams, et al., “Measuring optical activity in the far-field from a racemic nanomaterial: diffraction spectroscopy from plasmonic nanorattles,” *Nanoscale Horiz.*, vol. 4, pp. 1056–1062, 2019.

J. T. Collins, X. Zheng, N. V. Braz, et al., “Enantiomorphing chiral plasmonic nanostructures: a counterintuitive sign reversal of the nonlinear circular dichroism,” *Adv. Opt. Mater.*, vol. 6, 2018, Art no. 1800153.

K. E. Chong, I. Staude, A. James, et al., “Polarization-independent silicon metadevices for efficient optical wavefront control,” *Nan Lett.*, vol. 15, pp. 5369–5374, 2015.

D. Ravi, C. Wong, F. Deligianni, et al., “Deep learning for health informatics,” *IEEE J. Biomed. Health Inf.*, vol. 21, pp. 4–21, 2016.

S. Webb, “Deep learning for biology,” *Nature*, pp. 554–555, 2018, https://doi.org/10.1038/d41586-018-02174-z.

Y. Park and M. Kellis, “Deep learning for regulatory genomics,” *Nat. Biotechnol.*, vol. 33, p. 825, 2015.

G. B. Goh, N. O. Hodos, and A. Vishnu, “Deep learning for computational chemistry,” *J. Comput. Chem.*, vol. 38, pp. 1291–1307, 2017.

D. Fooshee, A. Mood, E. Gutman, et al., “Deep learning for chemical reaction prediction,” *Mol. Syst. Des. Eng.*, vol. 3, pp. 442–452, 2018.

A. Lusci, G. Pollastrli, and P. Baldi, “Deep architectures and deep learning in chemoinformatics: the prediction of aqueous solubility for drug-like molecules,” *J. Chem. Inf. Model.*, vol. 53, pp. 1563–1575, 2013.

P. Baldi, P. Sadowski, and D. Whiteson, “Searching for exotic particles in high-energy physics with deep learning,” *Nat. Commun.*, vol. 5, p. 4308, 2014.

G. Carleo and M. Troyer, “Solving the quantum many-body problem with artificial neural networks,” *Science*, vol. 355, pp. 602–606, 2017.

M. Raissi, “Deep hidden physics models: Deep learning of nonlinear partial differential equations,” *J. Mach. Learn. Res.*, vol. 19, pp. 932–955, 2018.

J. Wu, I. Yildirim, J. J. Lim, B. Freeman, and J. Tenenbaum, “Galileo: perceiving physical object properties by integrating a physics engine with deep learning,” *Advances in Neural Information Processing Systems 28. Curran Associates, Inc.*, pp. 127–135, 2015.

J. N. Kutz, “Deep learning in fluid dynamics,” *J. Fluid Mech.*, vol. 814, pp. 1–4, 2017.

J. Wu, J. J. Lim, H. Zhang, J. B. Tenenbaum, and W. T. Freeman, “Physics 101: Learning Physical Object Properties from Unlabeled Videos,” in *BMVC*, vol. 2, 2016, p. 7.

T. Zahavy, A. Dikopoltsev, D. Moss, et al., “Deep learning reconstruction of ultrashort pulses,” *Optica*, vol. 5, pp. 666–673, 2018.

R. Ziv, A. Dikopoltsev, T. Zahavy, et al., “Deep learning reconstruction of ultrashort pulses from 2D spatial intensity patterns recorded by an all-in-line system in a single-shot,” *Optics Express*, vol. 28, pp. 7528–7538. https://doi.org/10.1364/OE.383217.

Y. Nishizaki, M. Valdivia, R. Horisaki, et al., “Deep learning wavefront sensing,” *Optic Express*, vol. 27, pp. 240–251, 2019.

J. Jiang and J. A. Fan, “Simulator-based training of generative neural networks for the inverse design of metasurfaces,” *Nanophotonics*, In press, 2019. https://doi.org/10.1515/nanoph-2019-0330.

W. Ma, F. Cheng, and Y. Liu, “Deep-learning-enabled on-demand design of chiral metamaterials,” *ACS Nano*, vol. 12, pp. 6326–6334, 2018.

Z. Tao, J. You, J. Zhang, X. Zheng, H. Liu, and T. Jiang, “Optical circular dichroism engineering in chiral metamaterials utilizing a deep learning network,” *Optic Lett.*, vol. 45, pp. 1403–1406, 2020.

Y. Kiarashinejad, S. Abdollahramezani, and A. Adibi, “Deep learning approach based on dimensionality reduction for designing electromagnetic nanostructures,” *Comput. Mater.*, vol. 6, pp. 1–12, 2020.

Y. Kiarashinejad, S. Abdollahramezani, T. Fan, and A. Adibi, “Mitigating inverse design complexity of nano-antennas using a novel dimensionality reduction approach (conference presentation),” *Photonic and Phononic Properties of Engineered Nanostructures IX*, International Society For Optics And Photonics, San Francisco, 2019, Art no. 109270C.

S. So, T. Badloe, J. Noh, J. Rho, and J. Bravo-Abad, “Deep learning enabled inverse design in nanophotonics,” *Nanophotonics*, vol. 1, 2020. https://doi.org/10.1515/nanoph-2019-0474.

S. So and J. Rho, “Searching for exotic particles in high-energy physics with deep learning,” *Nat. Commun.*, vol. 5, p. 4308, 2014.
A. Oishi and G. Yagawa, “Computational mechanics enhanced by deep learning,” Comput. Methods Appl. Mech. Eng., vol. 327, pp. 327–351, 2017.

Y. M. A. Hashash, S. Jung, and J. Ghaboussi, “Numerical implementation of a neural network based material model in finite element analysis,” Int. J. Numer. Methods Eng., vol. 59, pp. 989–1005, 2004.

J. Baxter, A. C. Lesina, J. M. Guay, A. Weck, P. Berini, and L. Ramunno, “Plasmonic colours predicted by deep learning,” Sci. Rep., vol. 9, pp. 1–9, 2019.

Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, pp. 436–444, 2015.

M. Bojarski, D. Del Testa, D. Dworakowski, et al., “End to end learning for self-driving cars,” arXiv preprint arXiv:1604.07316, 2016.

Y. Lin, Z. Nie, and H. Ma, “Structural damage detection with automatic feature-extraction through deep learning,” Comput. Aided Civ. Infrastruct. Eng., vol. 32, pp. 1025–1046, 2017.

H. I. Suk and D. Shen, “Deep learning-based feature representation for AD/MCI classification,” International Conference on Medical Image Computing and Computer-Assisted Intervention, Springer, Nagoya, 2013, pp. 583–590. https://doi.org/10.1007/978-3-642-40763-5_72.

S. Wang, S. Sun, Z. Li, R. Zhang, and J. Xu, “Accurate de novo prediction of protein contact map by ultra-deep learning model,” PLoS Comput. Biol., vol. 13, 2017, Art no. e1005324.

D. P. Kingma and J. Lei, “Adam: A method for stochastic optimization,” arXiv Preprint, vol. 41, 2014, https://arxiv.org/abs/1412.6980.

Y. Goldberg, “Neural network methods for natural language processing,” Synth. Lect. Hum. Lang. Technol., vol. 10, pp. 1–309, 2017.

K. Chellapilla, S. Puri, and P. Simard, High Performance Convolutional Neural Networks for Document Processing, in Tenth International Workshop on Frontiers in Handwriting Recognition, La Baule (France), Suvisoft, 2006. https://hal.inria.fr/inria-00112631.

J. Zabalza, J. Ren, J. Zheng, et al., “Novel segmented stacked autoencoder for effective dimensionality reduction and feature extraction in hyperspectral imaging,” Neurocomputing, vol. 185, pp. 1–10, 2016.

I. Goodfellow, J. Pouget-Abadie, M. Mirza, et al., “Generative adversarial nets,” Advances in Neural Information Processing Systems, pp. 2672–2680, 2014.

J. H. Holland, Adoption in Natural and Artificial Systems: An Introductory Analysis with Applications to Biology, Control, and Artificial Intelligence, Cambridge, Massachusetts, United States, MIT Press, 1992. https://dl.acm.org/doi/book/10.5555/531075.

D. P. Kingma and J. Lei, “Adam: A method for stochastic optimization,” arXiv Preprint, vol. 41, 2014, https://arxiv.org/abs/1412.6980.

A. de Myttenaere, B. Golden, B. Le Grand, and F. Rossi, “Mean Absolute Percentage Error for regression models,” Neurocomputing, vol. 192, pp. 38–48, 2016.

A. De Myttenaere, B. Golden, B. Le Grand, and F. Rossi, “Using the mean absolute percentage error for regression models,” Proceedings, Presses Universitaires De Louvain, 2015, p. 113.

T. Cover and P. Hart, “Nearest neighbor pattern classification,” IEEE Trans. Inf. Theor., vol. 13, pp. 21–27, 1967.

J. R. Quinlan, “Induction of decision trees,” Mach. Learn., vol. 1, pp. 81–106, 1986.

L. Breiman, “Random forests,” Mach. Learn., vol. 45, pp. 5–32, 2001.

D. F. Specht, “A general regression neural network,” IEEE Trans. Neural Network., vol. 2, pp. 568–576, 1991.

Supplementary material: The online version of this article offers supplementary material (https://doi.org/10.1515/nanoph-2020-0194).