On the Circular Orbit Approximation for Binary Compact Objects In General Relativity

Mark Miller
238-332 Jet Propulsion Laboratory, 4800 Oak Grove Drive, Pasadena, CA 91109
(Dated: October 23, 2018)

One often-used approximation in the study of binary compact objects (i.e., black holes and neutron stars) in general relativity is the instantaneously circular orbit assumption. This approximation has been used extensively, from the calculation of innermost circular orbits to the construction of initial data for numerical relativity calculations. While this assumption is inconsistent with generic general relativistic astrophysical inspiral phenomena where the dissipative effects of gravitational radiation cause the separation of the compact objects to decrease in time, it is usually argued that the timescale of this dissipation is much longer than the orbital timescale so that the approximation of circular orbits is valid. Here, we quantitatively analyze this approximation using a post-Newtonian approach that includes terms up to order \((Gm/(rc^2))^{9/2}\) for non-spinning particles. By calculating the evolution of equal mass black hole / black hole binary systems starting with circular orbit configurations and comparing them to the more astrophysically relevant quasicircular solutions, we show that a minimum initial separation corresponding to at least 6 (3.5) orbits before plunge is required in order to bound the detection event loss rate in gravitational wave detectors to < 5% (20%). In addition, we show that the detection event loss rate is > 95% for a range of initial separations that include all modern calculations of the innermost circular orbit (ICO).

PACS numbers: 04.25.Dm, 04.30.Db, 04.40.Dg, 02.60.Cb

I. INTRODUCTION

The construction of astrophysically relevant initial data is a crucial prerequisite to using numerical relativity as a predictive tool in gravitational wave astronomy, i.e. in producing gravitational waveform templates to be used in searches for signals in modern interferometric gravitational wave detectors such as LIGO, VIRGO, GEO600, and TAMA300. After all, the comparison between results from a numerical relativity evolution code and any observed astrophysical phenomena would be meaningless unless the initial data used in the numerical evolution corresponds to an astrophysically realistic situation. In particular, numerical relativists are interested in constructing astrophysically realistic initial data corresponding to the late stages of the inspiral process of compact objects (black holes and neutron stars), so that the transition from the final few orbits to the subsequent coalescence and formation of the final merged object can be numerically simulated using the full nonlinear theory of general relativity to accurately detail these highly nonlinear phenomena. To date, all initial data constructed for this purpose employ some sort of circular orbit assumption in the construction of the initial data. For instance, many quasiequilibrium studies assume the existence of a helical Killing vector field in the construction of configurations that correspond to compact object binaries that are instantaneously in circular motion \(\mathcal{I}\). Other methods employ turning point techniques to arrive at circular orbit configurations \(\mathcal{I}\). It is typically argued that because the timescale of the gravitational radiation is longer than the orbital timescale of the binary, the assumption of quasiequilibrium is a good one. However, as the orbital separation of the compact objects decreases during the evolutionary progression of the binary, the timescale of the gravitational radiation process increases while the orbital timescale decreases. In other words, quasiequilibrium assumptions become increasingly inaccurate as the compact objects get closer. It is therefore imperative to assess, in an astrophysically meaningful way, at what point during the inspiral process the quasiequilibrium approximation breaks down. In this paper, we present a method for calculating a lower bound on the error of the quasiequilibrium approximation for inspiraling binaries. This method is demonstrated by calculating this lower bound for equal mass black hole / black hole binaries and neutron star / neutron star binaries.

One specific aspect of the quasiequilibrium approximation is the circular orbit assumption, and it is precisely this aspect which we analyze in this paper. Our analysis is carried out within a post-Newtonian non-spinning point particle approximation. Using initial data corresponding to two particles in circular orbit, we solve the post-Newtonian equations of motion to find the resulting evolution of the binary system. The purpose of this calculation is twofold. First, we seek to quantitatively assess the circular orbit assumption in the construction of initial data in full general relativity. We do this by computing the correlation function of the gravitational wave signal produced from the evolution starting with particles in circular orbit with the gravitational wave signal from the true quasicircular evolution (i.e., the unique, “fully circularized” evolution of the binary system within the post-Newtonian approximation). This gives us a meaningful measure of the error introduced by the circular orbit assumption in the initial data. Second, we wish to have a
baseline with which to compare fully general relativistic calculations (i.e., calculations in numerical relativity) using initially circular orbiting compact objects as initial data.

We find that, as expected, the initial circular orbit assumption becomes progressively worse as the initial separation of the compact objects decreases. Specifically, we find that for equal mass black hole binaries, the initial separation must exceed a separation such that 6.3 (3.5) orbits remain before plunge in order to bound the detection event loss rate in gravitational wave detectors to < 5% (20%). This method is less efficient in calculating the lower bound of the error induced by the initial circular orbit approximation for neutron stars, due to the fact that hydrodynamical effects will become important earlier in the evolution of the binary. As a result, the lower bound in the detection event loss rate for equal mass neutron stars that we calculate are never larger than several percent.

The remainder of the paper is organized as follows. In section II, we describe the post-Newtonian equations of motion for two particles. We solve these equations for very large initial separation, thus producing the unique, “fully circularized” solution corresponding to the last 1000 quasicircular orbits of the binary inspiral. In section II, we formulate initial data corresponding to compact objects in initially circular orbits for various initial separations and compare the resulting gravitational wave signals to the true quasicircular gravitational wave signals. In section IV, we introduce a local definition of eccentricity which we find useful for comparisons to numerical relativity calculations, and compute the expected eccentricity as a function of initial separation that one can expect to find in numerical relativity calculations using initial data corresponding to initially circular orbiting compact binaries. We compare these results with a fully consistent numerical relativity calculation of a neutron star binary inspiral using circular orbit initial data. In the conclusions, section V, we comment on the implications our results have on the astrophysical relevance of current innermost circular orbit (ICO) calculations.

II. QUASICIRCULAR BINARY EVOLUTION

The general relativistic equations of motion for non-spinning point particles can be written in a post-Newtonian expansion as

\[
\frac{d^2 \vec{x}}{dt^2} = - \frac{m}{r^2} \hat{\vec{n}} + \frac{m}{r^2} \left[ \hat{\vec{n}} (A_{1PN} + A_{2PN} + A_{3PN} + \ldots) + \hat{\vec{v}} (B_{1PN} + B_{2PN} + B_{3PN} + \ldots) \right] + \frac{8}{5} \frac{m}{r^2} \hat{\vec{v}} \hat{\vec{n}} (A_{2.5PN} + A_{3.5PN} + A_{4.5PN} + \ldots) - \hat{\vec{v}} (B_{2.5PN} + B_{3.5PN} + B_{4.5PN} + \ldots),
\]

where \( \vec{x} = \vec{x}_2 - \vec{x}_1 \) is the relative separation of the particles, \( \vec{v} = \vec{v}_2 - \vec{v}_1 \) is the relative velocity between the particles, \( r = |\vec{x}| \), \( \hat{\vec{n}} = \vec{x}/r \), \( m = m_1 + m_2 \), \( \eta = m_1 m_2 / m^2 \), and \( \dot{r} = dr/dt \). The post-Newtonian expansion is carried out in powers of \( \epsilon \sim m/r \sim v^2 \) (here, we have set \( c = 1 \)).

Of the non-radiative terms in the expansion (i.e., terms that are of integer order powers in the post-Newtonian expansion), only the 1PN and 2PN terms have been completely determined [16-17-18]; the 3PN terms have been calculated up to one numerical parameter [16-20]. Of the radiative terms (e.g., 5.5PN terms) in the expansion, only the 2.5PN [16-17-18] and 3.5PN [18] terms have been completely determined. Employing an energy and angular momentum balance technique, the 4.5PN terms have been determined modulo 12 free “gauge” parameters [21]. Here, we numerically solve Eq. (1) using all post-Newtonian terms up to and including the first radiation reaction terms (i.e. up to and including the 2.5PN terms) for orbiting binaries. In order to obtain information regarding the error introduced by truncating the post-Newtonian expansion, we also calculate solutions which include the radiative 3.5PN and 4.5PN terms. We hereafter refer to this system of equations (i.e. up to and including the 2.5PN terms, plus the 3.5PN and 4.5PN terms) as the “4.5PN” equations, acknowledging that we are not including the conservative 3.0PN and 4.0PN terms. We have found empirically that the solutions to these 4.5PN equations of motion are highly insensitive to the 12 “gauge” parameters in the 4.5PN terms [21]. More specifically, the differences in the solutions to the 4.5PN equations of motion when the 12 parameters are randomly varied between \(-100\) and \(100\) are orders of magnitude smaller than the differences in solutions obtained where the 4.5PN terms are dropped altogether.

As shown in [22], the effect of the radiation reaction terms in the post-Newtonian equations of motion for highly separated compact binaries (\( r > 1000 \) m) is to circularize the orbit of the binary. We refer to this state, and its subsequent solution to the post-Newtonian equations of motion as the unique (up to rotations) “quasicircular” solution. For an arbitrary binary separation \( r_i \), initial data which corresponds to this quasicircular orbit scenario is given at 2PN order (see [22]) as \( \dot{r}_i = 0 \) with the square of the initial angular velocity \( \dot{\phi}_i \) satisfying the cubic equation

\[
0 = \left( \frac{r_i^2 \dot{\phi}_i^2}{r_i} \right)^3 - \frac{m}{r_i} \left( \frac{r_i^2 \dot{\phi}_i^2}{r_i} \right)^2 + (3 \eta) \frac{m}{r_i} \left( \frac{r_i^2 \dot{\phi}_i^2}{r_i} \right) - (15 + \frac{17}{4} \eta + 2 \eta^2) \left( \frac{m}{r_i} \right)^5. \tag{2}
\]

Since this initial data does not give a true quasicircular evolution when considering equations of motion of order 2.5PN or higher, we use it as initial data for numerical integrations starting with large initial separations \( r_i \) (typically \( r_i > 1000 \) m), and allow the equations of motion to fully circularize the orbit, after which we refer to the
solution as the unique (up to spatial rotations) quasicircular solution.

In Fig. 1 we plot the binary separation \( r \) as a function of \( \phi \) for the quasicircular solution of the 2.5PN and 4.5PN equations of motion for both the equal mass \( (m_1 = m_2) \) case as well as the case where the mass ratio \( m_1/m_2 = 10 \). We easily use enough resolution so that the truncation error, if plotted as error bars on all curves in this paper, would be smaller than the thickness of the curves. We see that the 4.5PN solution displays a somewhat weaker radiation damping than the 2.5PN solution, in the sense that if one starts from a specific initial separation, there are more orbits until plunge for the 4.5PN solution as compared to the 2.5PN solution. For example, the bottom panel of Fig. 1 shows that for a circularized binary with orbital separation \( r = 15 \) m, the 2.5PN solution evolves for approximately 9 orbits until plunge (which, for definiteness, we define here as \( r = 2 \) m), whereas the 4.5PN quasicircular solution evolves for approximately 16 orbits until plunge. In Fig. 2 the ratio of the radial velocity \( |\dot{r}| \) to the tangential velocity \( r \dot{\phi} \) as a function of separation \( r \) for the 2.5PN and 4.5PN quasicircular solutions is plotted, again for both the equal mass case and the mass ratio \( m_1/m_2 = 10 \) case. In both cases, we see that for separations \( r > 4 \) m, the ratio of the radial velocity to the tangential velocity is smaller for the 4.5PN solution than for the 2.5PN solution; once the separation reaches \( 4 \) m, the merger is a fraction of an orbit away for both the 2.5PN and 4.5PN solutions.

**III. CIRCULAR INITIAL DATA AND SUBSEQUENT BINARY EVOLUTION**

The particular aspect of the quasiequilibrium approximation used in constructing initial data for binary systems of compact objects in numerical relativity that we analyze here is the circular orbit assumption. In practice, this assumption can take the form of an assumption of the existence of a helical Killing vector field; alternatively, turning point methods can be used to find approximate circular orbit configurations. The assumption of a circular orbit configuration as initial data in general relativity, while fully consistent from a mathematical point of view, is certainly questionable from an astrophysical point of view. A casual inspection of Figs. 1 and 2 reveals that a circular orbit assumption in the initial data for a realistic binary system (which we effectively define as a fully circularized binary; we ignore here any capture scenarios and/or dynamically driven scenarios where the binary could have high eccentricities all the way down to the plunge phase) will be increasingly inaccurate as the initial separation decreases. We note that considerations of computational resources alone will limit accurate simulations performed by numerical relativity codes in the coming decades to timescales of roughly 10 orbital peri-
FIG. 3: The angular velocity $\dot{\phi} = d\phi/dt$ is plotted as a function of binary separation $r$ for the quasicircular solution to the 2.5PN and 4.5PN equations of motion. Also shown is the angular velocity corresponding to instantaneously circular orbits ($\dot{r} = 0$ and $\dot{\phi} = 0$), see Eq. (3) at separation $r$.  

methods. From Fig. 1 this translates to initial binary separations $r_i < 20 m$. The relevant question is therefore: at what initial orbital separation $r_i$ does the circular orbit approximation break down? In other words, will gravitational waveforms produced from an evolution code using initial data corresponding to compact objects in exactly circular orbit be, in some sense, close enough to waveforms produced from the more astrophysically relevant quasicircular case? Here, we answer this question quantitatively using the PN approximation described in the previous section.

For an arbitrary initial separation $r_i$, we construct initial data at time $t_i = 0$ corresponding to exact circular orbits by requiring the vanishing of the first and second time derivatives of the separation, $\dot{r}_i \equiv (dr/dt)|_{t=0}$ and $\ddot{r}_i \equiv (d^2r/dt^2)|_{t=0}$. Assuming $\dot{r}_i = 0$, the expression for the instantaneous radial acceleration $\ddot{r}_i$ is given by the equations of motion, Eq. (1) as

$$\ddot{r}_i = r_i \dot{\phi}_i^2 + \frac{m}{r_i^2} \left[ -1 + (1 + 3\eta) \frac{r_i^2 \dot{\phi}_i^2}{1 + 2\eta} + \frac{m}{r_i} \right] - \eta(3 - 4\eta) \frac{r_i^4 \dot{\phi}_i^4}{1 + 2\eta} + 1 + 2\eta \frac{(13 - 4\eta)m r_i \dot{\phi}_i^2}{1 + 2\eta} - \frac{3}{4} \left( \frac{12 + 29\eta}{1 + 2\eta} \right) \frac{m}{r_i}^2. \quad (3)$$

We note that the radiation reaction terms (the n.5PN terms) do not enter in the prescription for circular data in the post-Newtonian approximation. Using the completely determined post-Newtonian $A_{1PN}$ and $A_{2PN}$ terms (see, e.g., [18]), the expression for the instantaneous radial acceleration, Eq. (3) can be written explicitly as

$$\ddot{r}_i = r_i \dot{\phi}_i^2 + \frac{m}{r_i^2} \left[ -1 - (1 + 3\eta) r_i^2 \dot{\phi}_i^2 + 2(2 + \eta) \frac{m}{r_i} \right] - \eta(3 - 4\eta) r_i^4 \dot{\phi}_i^4 + \frac{1}{2} \eta(13 - 4\eta) m r_i \dot{\phi}_i^2 - \frac{3}{4} \left( 12 + 29\eta \right) \frac{m}{r_i} \left( \frac{m}{r_i} \right)^2. \quad (4)$$

We see that, to 2PN order, the equation $\ddot{r}_i = 0$ (assuming $\dot{r}_i$ is also zero) becomes a quadratic equation for the square of the initial angular velocity $\dot{\phi}_i$. The initial circular orbit assumption, $\dot{r}_i = 0$ and $\dot{\phi}_i = 0$, thus completely specifies the initial configuration for any arbitrary initial separation $r_i$. The initial angular velocity $\dot{\phi}_i$ for this circular condition is plotted in Fig. 3 as a function of initial separation $r_i$ for the equal mass binary case. For comparison, the circular velocity for the 2.5PN and 4.5PN quasicircular solution is also shown. We see that the circular orbit approximation induces an artificial increase in the angular velocity as compared to the more astrophysically relevant quasicircular solutions. Differences between the two become apparent at roughly $r = 6 m$, and by $r = 3 m$ the angular velocity for the circular orbit approximation is double that of the quasicircular solutions.

In Fig. 4 we plot solutions to the 2.5PN and 4.5PN equations of motion, using the initially circular conditions $\dot{r}_i = 0$ and $\dot{\phi}_i = 0$ as initial data, with the initial separation $r_i = 12 m$. Here, we show the equal mass case, $m_1 = m_2$. For comparison, the quasicircular solutions to the 2.5PN and 4.5PN equations of motion, where we have set $t = 0$ when $r = 12 m$, are also shown. We see that the circular orbit approximation in the initial data induces oscillations (with a period of roughly 380 m) in the separation $r$, but that the evolutionary track of the two evolutions are similar. We see that for both the 2.5PN and 4.5PN circular initial data cases, the orbit is slightly eccentric, with $t = 0$ corresponding to an apastron point in the orbit. Similar surveys of solutions starting with different initial binary separation parameter $r_i$ reveal the expected result that the oscillations in the evolved separation $r$ using circular initial data decrease monotonically as the initial separation $r_i$ increases; i.e., the “error” induced by assuming circular initial data decreases with increasing initial binary separation $r_i$. The fact that the circular orbit approximation induces an eccentricity in the orbit is not unexpected. It was shown in [23] that allowing for eccentric orbits provided a better match be-
nary separation of motion. We use the post-Newtonian formalism presented in [22, 24, 25, 26] which give the two polarization states \( h_i \) and \( h_x \) for our solutions as a function of observer distance \( R \) and observation directions \( \Theta \) and \( \Phi \). In Fig. 3 we show gravitational waveforms for solutions to the post-Newtonian equations of motion using initial data starting at \( r_i = 10 \) m. We see explicitly that the 2.5PN solution plunges within approximately two orbits, while the 4.5PN solution plunges within approximately four orbits (one orbital period is twice the period of the waveform). We also see that the phase of the waveform corresponding to the circular initial data slightly lags the phase of the more astrophysically realistic quasicircular solution in both the 2.5PN and 4.5PN cases. The effect is less pronounced in the 4.5PN case.

To quantify the difference between the gravitational waveform \( h_c(t) \) obtained from circular initial data and the gravitational waveform \( h_{qc}(t) \) obtained from the quasicircular solution, we define the correlation \( C[h_c(t), h_{qc}(t)] \) of the waveforms as

\[
C[h_c(t), h_{qc}(t)] = \max_{\tau} \left\{ \frac{\int_0^{t_f} h_c(t) h_{qc}(t - \tau) \, dt}{\sqrt{\left(\int_0^{t_f} (h_c(t))^2 \, dt\right)\left(\int_0^{t_f} (h_{qc}(t - \tau))^2 \, dt\right)}} \right\}
\]

(6)

Notice that the quantity inside the braces in the definition of the correlation \( C[h_c(t), h_{qc}(t)] \) depends on both the lag time \( \tau \) and the cutoff time \( t_f \) for the time integrations. In our case, we specify the cutoff time \( t_f \) as the earliest time when either of the waveforms corresponds to some “final” binary separation \( r_f \). For black hole binaries, we expect tidal effects to become important as \( r < 3 \) m, so we set \( r_f = 3 \) m. For neutron star equal mass binaries, hydrodynamical effects will become im-

FIG. 5: The time averaged phase difference, \( \Delta \theta \) (Eq. 5), between the quasicircular solution and the solution using instantaneously circular initial data for evolutions starting with initial binary separation \( r_i \). The solid curve corresponds to solutions to the 2.5PN equations of motion and the dashed curve corresponds to solutions to the 4.5PN equations of motion.

In order to get an idea of the phase errors induced by the circular orbit approximation, we calculate \( \Delta \theta \), defined by

\[
\Delta \theta = \sqrt{\frac{\int_0^{t_f} dt \left( \theta_c(t) - \theta_{qc}(t) \right)^2}{t_f}},
\]

(5)

which is a measure of the time averaged phase difference between the two solutions to the post-Newtonian equations of motion; \( \theta_c(t) \) corresponding to the phase angle of the solution using circular orbit initial data and \( \theta_{qc}(t) \) corresponding to the phase angle of the quasicircular solution, where each solution has an initial separation \( r_i \) \( \Delta \theta \) is therefore an implicit function of initial separation \( r_i \). Here, we introduce a cutoff time \( t_f \), which we choose to be the time when either of the solutions reaches a binary separation of \( r = 3m \), since finite size effects become important for separations smaller than \( r = 3m \) for black holes (recall that in harmonic coordinates, the horizon of a static non-rotating black hole is located at \( r = M \), where \( M \) is the mass of the black hole). In Fig. 5 we plot \( \Delta \theta \) as a function of initial binary separation \( r_i \) in the equal mass black hole case for both the 2.5PN and 4.5PN solutions. We see that a maximum is reached for initial binary separations of \( r_i = 8.8m \) and \( r_i = 8.1m \) for the 2.5PN and 4.5PN solutions, respectively. These separations correspond to roughly 1.5 orbital periods before the final plunge.

From a gravitational wave detection point of view, the relevant measure of how “close” the solutions starting with circular initial data are to the more astrophysically realistic quasicircular solutions is determined by examining the gravitational wave signal associated with each solution. We use the post-Newtonian formalism presented in [22, 24, 25, 26] which give the two polarization states \( h_i \) and \( h_x \) for our solutions as a function of observer distance \( R \) and observation directions \( \Theta \) and \( \Phi \). In Fig. 3 we show gravitational waveforms for solutions to the post-Newtonian equations of motion using initial data starting at \( r_i = 10 \) m. We see explicitly that the 2.5PN solution plunges within approximately two orbits, while the 4.5PN solution plunges within approximately four orbits (one orbital period is twice the period of the waveform). We also see that the phase of the waveform corresponding to the circular initial data slightly lags the phase of the more astrophysically realistic quasicircular solution in both the 2.5PN and 4.5PN cases. The effect is less pronounced in the 4.5PN case.

To quantify the difference between the gravitational waveform \( h_c(t) \) obtained from circular initial data and the gravitational waveform \( h_{qc}(t) \) obtained from the quasicircular solution, we define the correlation \( C[h_c(t), h_{qc}(t)] \) of the waveforms as

\[
C[h_c(t), h_{qc}(t)] = \max_{\tau} \left\{ \frac{\int_0^{t_f} h_c(t) h_{qc}(t - \tau) \, dt}{\sqrt{\left(\int_0^{t_f} (h_c(t))^2 \, dt\right)\left(\int_0^{t_f} (h_{qc}(t - \tau))^2 \, dt\right)}} \right\}
\]

(6)

Notice that the quantity inside the braces in the definition of the correlation \( C[h_c(t), h_{qc}(t)] \) depends on both the lag time \( \tau \) and the cutoff time \( t_f \) for the time integrations. In our case, we specify the cutoff time \( t_f \) as the earliest time when either of the waveforms corresponds to some “final” binary separation \( r_f \). For black hole binaries, we expect tidal effects to become important as \( r < 3 m \), so we set \( r_f = 3 m \). For neutron star equal mass binaries, hydrodynamical effects will become im-

FIG. 6: The “plus” (+) polarization gravitational waveform for coalescing, equal mass binaries. The top panel shows the radiation from solutions of the 2.5PN equations of motion and the bottom panel shows the radiation from solutions of the 4.5PN equations of motion. Both panels show the waveform for the solution starting with circular initial data and the quasicircular solution. The initial separation in each case is \( r_i = 10 \) m. The observation direction is in the orbital plane, with \( \Theta = \pi/2 \) and \( \Phi = 0 \).
portant (depending on details of the equation of state) at around $r = 9 \, m$, in which case we set $r_f = 9 \, m$. Once the cutoff time $t_f$ is determined, the quantity inside the braces in Eq. (3) is a function of the lag time $\tau$; the final correlation $C[h_c(t), h_{qc}(t)]$ is determined by varying the lag time $\tau$ and finding the maximum value of the expression in braces. It is important to note that by introducing a cutoff of the gravitational waveform (which is necessary in a practical sense, due to the fact that the post-Newtonian approximation we are using breaks down when tidal effects become important), we are computing a lower bound of the error induced by using circular initial data for inspiral simulations; a more realistic calculation of the error would include all of the nonlinear phenomena occurring after tidal effects become important, which we are necessarily neglecting.

In Fig. 7, we plot the cube of the correlation function $C[h_c(t), h_{qc}(t)]$, Eq. (6) between the waveform computed using circular initial data and the waveform of the quasicircular solution as a function of initial binary separation $r_i$, where we have set $r_f = 3 \, m$. This gives us an estimate of the lower bound of the event loss rate induced by using circular initial data instead of the more astrophysically correct quasicircular initial data in the case where the compact objects are black holes. For each initial separation $r_i$, we can find the minimum of the correlation over all observation polar angles $\Phi$, and take this to be the measure of the lower bound of the error induced by the circular orbit approximation in the initial data. This curve is labeled “4.5PN” in Fig. 7. The oscillations in this curve, which have a period of slightly more than one additional orbit in the evolution of the binary, correspond precisely to additional oscillations in the $r$ vs. $t$ curves (see Fig. 1). That is, as the initial binary separation $r_i$ increases, more oscillations in the $r$ vs. $t$ curve are allowed before the binary plunges, and the oscillations in Fig. 7 occur as a result. These oscillations are also evident in the time averaged phase difference, $\Delta \theta$ (Fig. 5), and occur for the same reason.

TABLE I: The minimum initial binary separation $r_i$ for specific event loss rates due to errors in the initial data introduced by the circular orbit approximation for black holes ($r_f = 3 \, m$), as predicted by the 2.5PN and 4.5PN equations of motion. In brackets are the number of orbits remaining until plunge, starting at this initial binary separation (see Figs. 4 and 5).

| Event loss rate | minimum initial separation $r_i$ (2.5PN) | minimum initial separation $r_i$ (4.5PN) |
|-----------------|------------------------------------------|------------------------------------------|
| 1%              | $15.7 \, m$ [9.8 orbits] | $13.8 \, m$ [11.9 orbits] |
| 5%              | $12.7 \, m$ [4.7 orbits] | $11.6 \, m$ [6.3 orbits] |
| 20%             | $11.3 \, m$ [3.1 orbits] | $10.0 \, m$ [3.5 orbits] |
| 50%             | $9.6 \, m$ [1.7 orbits] | $8.8 \, m$ [1.9 orbits] |
| 80%             | $9.2 \, m$ [1.5 orbits] | $8.6 \, m$ [1.7 orbits] |

We see from Fig. 7 that, for any given initial separation $r_i$, the correlation between the waveform obtained from circular initial data and the waveform obtained from the quasicircular solution is larger for the 4.5PN solutions than for the 2.5PN solutions. However, recall from Fig. 1 that, for a given initial separation $r_i$, there is quite a large difference in the number of orbits before final plunge between the 2.5PN case and the 4.5PN case. From the standpoint of numerical relativity, the number of orbits before plunge is perhaps the more important criterion in parameterizing the orbital separation of the binary. In Fig. 8 we recast the results in Fig. 7 plotting the cube of the correlation function $C[h_c(t), h_{qc}(t)]$, Eq. (6) between the waveform computed using circular initial data and the waveform of the quasicircular solution as a function of the number of orbits until final plunge. We see that the profile of this event capture rate is similar for both the 2.5PN and 4.5PN cases, the major difference between the two being the phase of the oscillations. This gives us confidence that the post-Newtonian approximation has converged sufficiently to provide us with an accurate estimate of the lower bound of the error induced by the circular orbit assumption in the construction of initial data. The results of Figs. 7 and 8 are summarized in tabular form in Table I. We can see that using circular initial data with configurations that have 2 orbits until plunge or less will result in a 50% or more event loss rate, and that one must start with configurations of $r_i > 10 \, m$ (with more than 3.5 orbits until plunge) in order to have a chance of bounding the event loss rate to below 20%.

For neutron stars, we expect tidal effects to become important at binary separations $r$ of between $7 \, m$ and $9 \, m$, depending on the equation of state of the nuclear matter. As a result, the point particle approximation...
breaks down much earlier for neutron star models than for black hole models. This will necessarily result in a corresponding decrease in sensitivity when determining the errors induced by using circular orbit initial data. However, this does not necessarily imply that the errors induced by assuming initially circular orbits is less for neutron star binaries than those for black hole binaries at similar separations, but instead is simply an artifact that this particular model (spinless point particle model) is worse for neutron star binaries than for black hole binaries; after all, we are only computing lower bounds to these errors.

In Fig. 9, we set the cutoff separation \( r_f \) to 9 m (i.e., assuming neutron star binaries) and plot the cube of the correlation function \( C(\tau) \) between the waveform computed using circular initial data and the waveform of the quasicircular solution as a function of initial binary separation \( \tau \). As expected, we observe a notable decrease in sensitivity to errors induced by assuming initially circular data as compared to the black hole case \( r_f = 3 \) m, see Figs. 7 and 8. In the case of equal mass binary neutron stars, the lower bound on the event loss rate that we compute is lower than 2%.

IV. CIRCULAR INITIAL DATA: COMPARING POST-NEWTONIAN AND FULL NUMERICAL RELATIVITY CALCULATIONS

Numerical relativity has progressed to the point where stable, multiple orbit numerical simulations of compact objects are now possible. In [27], we present fully general relativistic simulations of binary neutron stars using conformally flat, quasiequilibrium initial data corresponding to an equal mass, corotating binary. The construction of the initial data, in addition to being a solution of the constraint equations of general relativity, assumed the existence of a timelike helical Killing vector field. That is, the binary is assumed to be instantaneously in a circular orbit. We wish to compare the numerical relativity calculations obtained in [27] with the post-Newtonian formulation from the previous sections. One difficulty in performing any such comparison is due to the fact that each calculation was performed in different coordinate systems. The post-Newtonian calculations are performed in a harmonic gauge \( g^\alpha\beta \Gamma^\mu_{\alpha\beta} = 0 \), whereas numerical relativity simulations typically use a variety of other (both local and elliptic-type) gauge conditions to specify the coordinates. In particular, the relativistic calculations of binary neutron stars presented in [27] used a quasi-isotropic coordinate system; the initial spatial slice is conformally flat, but the subsequent evolution of the full Einstein field equations drives the 3-metric away from conformal flatness. Nevertheless, we can attempt a comparison between the harmonic coordinate post-Newtonian calculations with the quasi-isotropic coordinate numerical relativity calculation by using a simple coordinate transformation that takes the single, stationary, non-rotating black hole solution of the Einstein equations written in harmonic coordinates to the same solution written in isotropic coordinates. Let \((t_{\text{har}}, r_{\text{har}})\) and \((t_{\text{iso}}, r_{\text{iso}})\) be the (time,radial) coordinate pair for the harmonic and isotropic coordinatizations, respectively. They are re-
FIG. 10: The isotropic separation of binary evolution calculations as a function of the number of orbits. Each calculation uses a circular orbit assumption as initial data. The solid curve refers to a fully consistent numerical relativity calculation of binary neutron stars using conformally flat, quasiequilibrium initial data (NS-A from reference [27]). The dotted and dashed curves correspond to 2.5PN and 4.5PN calculations, respectively, starting with the same initial isotropic separation as that of NS-A, assuming initially circular orbits.

FIG. 11: An example of the definition of $\Delta r_{1,2}$, used in the definition of the generalized eccentricity, Eq. (6). Here, $r(t)$ represents the 2.5PN solution using circular initial data at an initial binary separation of $r_0 = 14$ m. The general apastron points are denoted by circles, and $r_0(t)$ is the line connecting the generalized apastron points.

The post-Newtonian approximation we are using does not take spin into account. Thus, any spin-orbit coupling in the NS-A calculation will not be present in the post-Newtonian approximation. Finally, the numerical errors in the calculation NS-A still could be large enough to explain the difference.

However, the magnitudes of the oscillations in the separations shown in Fig. 11, which are a measure of the eccentricity of the orbits, are comparable. Notice that the separation $r$ is a monotonically decreasing function of time for all three calculations presented in Fig. 11. We note that this is universally true for post-Newtonian calculations using circular initial data. We therefore generalize the concept of an apastron point (typically defined as a local maximum of separation $r$) for monotonically decreasing binary separation functions $r(t)$ as follows: if $r(t)$ is monotonically decreasing, then we define a generalized apastron point to be those points where $dr/dt$ attains a local maximum. We note that the numerical relativity calculation NS-A, as well as the 2.5PN and 4.5PN solutions using circular initial data, are initially ($t = 0$ corresponds to 0 orbits in Fig. 11) at generalized apastron points. Given any two consecutive generalized apastron points of a separation function $r(t)$ at, say, times $t_1$ and $t_2$, we can define the eccentricity $e_{1,2}$ as follows. Let $\langle r \rangle_{1,2}$ be the time averaged value of the binary separation $r$ between the two generalized apastron points:

$$\langle r \rangle_{1,2} = \frac{\int_{t_1}^{t_2} dt \, r(t)}{t_2 - t_1}. \quad (8)$$

Let $r_0(t)$ be a linear function of time that intersects the points $r(t_1)$ and $r(t_2)$. We define $\Delta r_{1,2}$ to be the range of $r(t) - r_0(t)$ within the interval $t = [t_1, t_2]$ (see Fig. 11).
The generalized eccentricity $e$ is then defined as

$$e = \frac{\Delta r_{1,2}}{2 \langle r \rangle_{1,2}}.$$  \hspace{1cm} (9)

The advantages of this particular definition of the generalized eccentricity are twofold. In the first place, Eq. (9) reduces to the usual definition of eccentricity in the Newtonian limit. Secondly, it is defined in terms of quantities local to the binary, as opposed to quantities defined at spatial infinity. This makes it particularly useful in numerical relativity, where invariant measures of the binary separation can be straightforwardly computed.

In Fig. 12 we plot the generalized eccentricity $e$ (Eq. 9) for initially circular orbiting equal mass binaries as a function of initial binary separation $r_i$. The first generalized apastron point used in each calculation is at the initial time $t = 0$. Shown are calculations using both the 2.5PN and 4.5PN equations of motion. At small values of initial separation $r_i$ (less than $r_i = 10.07m$ for the 2.5PN equations of motion and $r_i = 9.18m$ for the 4.5PN equations of motion) the solutions $r(t)$ have monotonically decreasing first derivatives $dr/dt$, and thus do not exhibit multiple generalized apastron points (one could define the generalized apastron points in this case to be points where $d^2r/dt^2$ obtain local maxima, thereby further generalizing the definition of apastron points, but we have not done so here). For comparison, we show as a solid triangle in Fig. 12 the results from numerical relativity simulation NS-A from reference [27] of equal mass binary neutron stars NS-A from reference [27].

Finally, we comment on the astrophysical relevance of recent innermost circular orbit (ICO) calculations (for a review, see [15, 29]). We note that all current calculations of ICO configurations for equal mass black holes have an angular velocity $m\phi$ of as low as 0.06 and as high as 0.18. From Fig. 3 we see that this range corresponds to binary separations of $r = 6m$ or less. Also, all current ICO calculations are based on the circular orbit approximation. However, we have shown in this paper that the circular orbit approximation has completely broken down for equal mass black holes with separations of $r \leq 8.5m$. This calls into question the astrophysical significance of ICO calculations based on circular orbit assumptions. Certainly, any gravitational waveforms produced from numerical relativity codes using initial data that corresponds to ICO configurations computed from circular orbit assumptions will be of little or no astrophysical significance.

V. CONCLUSIONS

In this paper, we have performed an analysis of the circular orbit approximation which is often used in the analysis of binary compact objects in general relativity. Using astrophysically relevant measures of the errors induced by the circular orbit approximation, we have shown that for equal mass binary black holes, the approximation has completely broken down for binary separations of $r \leq 8.5m$, which correspond to separations where roughly 2 orbits or less remain before the final plunge. We conclude that numerical relativity evolution codes using circular orbit initial data configurations will be required to perform at least 3.5 orbits (or more, depending on the accuracy required, see Table I) in order to produce astrophysically meaningful waveforms to be used as search templates in modern interferometric gravitational wave detectors.
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