Sedimentation of particles acted upon by a vertical, time-oscillating force
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Abstract. We analyse a spatially restricted one-dimensional diffusion process occurring in a half-space under the influence of a harmonically oscillating and space-homogeneous driving force. The force possesses a dc component which points against the reflecting boundary. Our approach is based on an exact time-asymptotic solution of the underlying non-convolution integral equation. It yields the full time- and space-resolved density profile in the asymptotic non-equilibrium regime. We identify scaling laws for the complex amplitudes which control the nonlinear response. The time-averaged density profile exhibits surprising features. At the boundary, it equals the equilibrium value in the corresponding problem without modulation. However, farther from the boundary, it is smaller and then bigger in comparison with its static counterpart. It can even develop a well-pronounced partially depleted region in the vicinity of the boundary which is then followed by a region of increased concentration. The time-averaged mean position always exceeds the equilibrium mean position. Their difference, viewed as a function of the temperature, displays a resonance-like maximum.
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1. Introduction

It is now eighty years since Jean Baptiste Perrin summarized in his Nobel lecture (11 December 1926), among other topics, the sedimentation experiments which adduced the decisive points in the discussion concerning the reality of molecules. We take liberty to cite several sentences from his clear and widely accessible description [1]. At first I worked on granules of gamboge of radius approximately equal to 0.14 µm, which were studied in a cell having a height of 110 µm.

The concentrations of the granules were determined in five equidistant planes, the lowest plane being taken 5 µm above the bottom of the preparation (to eliminate the possible influence of the boundary), the distance between two consecutive planes being 25 µm, so that the uppermost plane was 5 µm below the surface. The numbers found were between themselves as 100, 116, 146, 170, 200, whereas the numbers 100, 119, 142, 169, 201, which do not differ from the preceding by more than the limits of experimental error, are in geometrical progression. The distribution of the granules is thus quite exponential, as is the case for a gas in equilibrium under the influence of gravity. Only the diminution of the concentration to one-half, which for the atmosphere is produced at a height of about 6 km, is produced here at a height of 100 µm.

The recent historical overview entitled 100 Years of Brownian Motion [2] presents, in an interesting and readable form, more details on Perrin’s work and on the related history of the Avogadro–Loschmidt number. During the decades following Perrin’s investigations, the dynamical behaviour of an overdamped Brownian particle acted upon by the thermal force and moving in a fixed potential landscape became a well understood classical problem [3, 4]. But what happens if the granules are charged and if they are acted upon by a vertically homogeneous and time-oscillating electric field? This fairly oversimplified question guides us to an interesting problem within the diffusion theory. The long-time asymptotic analysis of the emerging concentration profile turns out to be a surprisingly subtle theoretical problem. Its discussion forms the main objective of the present paper.

The diffusion dynamics in harmonically driven potentials plays a central role in the phenomenon of stochastic resonance [5–7], in physics of Brownian motors [8–12], and in the recent discussion concerning the energetics of the diffusion process [13–19]. From the mathematical side, the underlying dynamical equations are notoriously difficult [20]. The field is full of interesting nonintuitive effects.

Unfortunately, there is only a limited number of nontrivial exactly solvable diffusion problems which would include a time-dependent potential, cf for example [21–27].
The known solutions mostly concern the spatially unlimited diffusion, i.e. they do not incorporate absorbing and/or reflecting barriers. On the other hand, spatially restricted diffusion processes are important in many situations in physics, chemistry and biology. Moreover, the problems with a static boundary and a time-dependent potential can be mapped on to the settings with a static potential and a *moving* boundary [28]. The most interesting regime occurs if the boundary motion competes with the diffusive spreading of the probability density. The moving-boundary formulation has been addressed in the mathematical literature [29]–[31].

Our main interest here concerns the one-dimensional (1D) diffusion problem with a static reflecting boundary and with a harmonically oscillating external driving force. In our previous paper [32], the analysis of the same setting has been based on the numerical solution of the emerging integral equation (cf equation (3) below). The equation is not of the convolution type and it has a weakly singular kernel. Employing the product-integration method [33, 34], the approach was oriented towards the description of the initial transitory stage of the evolution. On the other hand, the transitory effects are seldom interesting—the physically relevant features emerge in the time-asymptotic (still periodically time dependent, but after the decay of transitory effects) regime. We now propose a new method which is directly focused on the long-time dynamics *per se* and which reveals several of its non-intuitive features.

### 2. Green function for the restricted diffusion

We are interested in the solution of the Langevin equation

\[ \frac{d}{dt} x(t) = - \frac{\partial}{\partial x} V(x, t) + F_L(t), \]  

for an overdamped Brownian particle moving in the time-dependent potential \( V(x, t) \), where \( V(x, t) = -xF(t) \), if \( x \geq 0 \), and \( V(x, t) = \infty \), for \( x < 0 \). Here \( F_L(t) \) is the \( \delta \)-correlated Langevin force, and \( \Gamma \) equals the particle mass times the viscous friction coefficient. Differently speaking, while localised on the positive half-line, the particle is acted upon by the Langevin force \( F_L(t) \) and by the spatially-homogenous, time-dependent force \( F(t) \). Additionally, we assume a reflecting barrier at the origin, i.e. the diffusion is restricted on the positive half-line.

As an auxiliary problem, consider first the *spatially unrestricted* 1D diffusion in the field of a spatially-homogenous and time-dependent force \( F(t) \). The time-evolution of the probability density for the position of the diffusing particle reads [21]–[23]

\[ G(x, t; x', t') = \frac{1}{\sqrt{4\pi D(t-t')}} \exp \left\{ -\frac{1}{4D(t-t')} \left[ x - x' - \int_{t'}^{t} v(t'') dt'' \right]^2 \right\}. \]  

The Green function yields the solution of the Smoluchowski diffusion equation for the initial condition \( \pi(x) = \delta(x - x') \) imposed at time \( t' \). Qualitatively, it represents the gradually spreading Gaussian curve whose centre moves in time, the drift being controlled by the protocol (time-dependent scenario) of the external force. The momentary value of the mean particle position is given by the expression \( x' + \int_{t'}^{t} ds v(s) \), where \( v(t) = F(t)/\Gamma \) is the time-dependent drift velocity. The spreading of the Gaussian curve is controlled by the thermal-noise strength parameter \( D = k_B T/\Gamma \).
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Returning to our central problem, we now assume that the particle is initially (i.e. at time zero) fully localized at a fixed point \( x' > 0 \), and we place at the origin of the coordinate system the reflecting boundary. The Green function which corresponds to the problem with the reflecting boundary, say \( U(x, t; x', t', 0) \), can be constructed in two steps (cf the detailed derivation in our previous paper [32]). First, one has to solve the Volterra integral equation of the first kind

\[
D \int_0^t G(0, t; 0, t') U(0, t'; x', 0) \, dt' = \int_{-\infty}^0 G(x, t; x', 0) \, dx. \tag{3}
\]

Here both the kernel and the right-hand side follow directly from equation (2). The integral equation should be solved for the unknown function \( U(0, t; x', 0) \) which represents, as the designation suggests, the time evolution of the probability density for the restricted diffusion at the boundary. Therefore, the solution must be a non-negative function of time. It represents the first orientation when considering the full space-resolved probability density in the restricted diffusion problem. As a matter of fact, having obtained the probability density at the boundary, the final space-resolved solution emerges after performing just one additional quadrature. We have proved the formula [32]

\[
U(x, t; x', 0) = G(x, t; x', 0) - D \int_0^t \frac{\partial}{\partial x} G(x, t; 0, t') U(0, t'; x', 0) \, dt'. \tag{4}
\]

The resulting function is properly normalized, i.e. we have \( \int_0^\infty U(x, t; x', 0) \, dx = 1 \) for any \( t \geq 0 \) and for any fixed initial position \( x' > 0 \).

Up to now, our reasoning is valid for any form of the external driving force \( F(t) = \Gamma v(t) \). A negative instantaneous force pushes the particle to the left, i.e. against the reflecting boundary at the origin. In this case, the force acts against the general spreading tendency stemming from the thermal Langevin force. A positive instantaneous force amplifies the diffusion in driving the particle to the right. In the present paper, we focus on the case of a harmonically oscillating driving force. Specifically, we insert into equation (2) the drift velocity

\[
v(t) = v_0 + v_1 \sin(\omega t). \tag{5}
\]

The three parameters, \( v_0, v_1, \) and \( \omega \) occurring in this formula together with the diffusion constant \( D \) represent the full description of our setting and they form a firm frame for the complete discussion of the results. Having a static force, i.e. if \( v_1 = 0 \), the explicit solution of the integral equation (3) is well known, cf the formula (29) in [32]. \( U(0, t; x', 0) \) approaches in this case either zero, if \( v_0 \geq 0 \), or the value \( |v_0|/D \), if \( v_0 < 0 \). Having the oscillating force, the most interesting physics emerges if the symmetrically oscillating component superposes with a negative static force, i.e. if \( v_1 > 0 \), and \( v_0 < 0 \). This case is treated in the rest of the paper.

3. Probability density at the boundary

Considering the integral equation (3), the basic difficulty is related with the non-convolution structure of the integral on the left-hand side. It may appear that any attempt to perform the Laplace transformation must fail. But we shall show that this need not be the case. We start with an appropriate scaling of the time variable. After any such scaling, the four model parameters
will form certain dimensionless groups. However, there are just two ‘master’ combinations of the four model parameters which control the substantial features of the long-time asymptotic solution. These combinations emerge after we introduce the dimensionless time \( \tau = [v_0^2/(4D)] t \) (we assume \( D > 0 \)). If we insert the scaled time into equation (2), the exponent will include solely the combinations \( \kappa = [v_0] \nu / (2\omega D) \) and \( \theta = 4\omega D/v_0^2 \). The first of them measures the scaled amplitude of the oscillating force, the second one its scaled frequency.

Another remark concerns the square in the exponent on the right-hand side of equation (2). We can get rid of the square at the price of introducing the Fourier transformation of the whole expression. Accomplishing the transformation, the Green function (2) reads

\[
G(x, t; x', t') = \frac{|v_0|}{2D} \int_{-\infty}^{\infty} du \exp \left\{ - (\tau - \tau') [u^2 + 2iu] - iu\kappa \cos (\theta\tau) \right\}
\]

where \( \tau = \text{def} \) in the text above. In the next step, we make use of the well known formula \( \exp [\beta \cos (\alpha)] = \sum_{k=-\infty}^{+\infty} I_k(\beta) \exp (ika) \) [35], where \( I_k(\beta) \) is the modified Bessel function of order \( k \) with argument \( \beta \). In other words, we expand the expressions \( \exp [-iu\kappa \cos (\theta\tau)] \) and \( \exp [+iu\kappa \cos (\theta\tau')] \) into Fourier series. As a result, we acquire a double infinite summation involving products of the modified Bessel functions \( I_m(-iu\kappa) I_n(+iu\kappa) \), and also two exponential factors \( \exp (im\theta \tau) \), \( \exp (in\theta \tau) \), \( m, n = 0, \pm 1, \pm 2, \ldots \).

After these preparatory steps, we insert the function \( G(0, t; 0, t') \) into the integral equation (3). Two important observations are in order. Firstly, for any \( v_0 < 0 \), the right-hand side of the integral equation (3) approaches unity. Hence we can represent it as \( 1 + \tilde{r}(x', t) \), with \( \lim_{t\to\infty} \tilde{r}(x', t) = 0 \). Secondly, after the transitory components die out, the probability density at the boundary will lose its dependence on \( x' \) and it will oscillate with the fundamental frequency \( \omega \). Therefore we can write \( U(0, t; x', 0) = (|v_0|/D) [f_a(t) + \tilde{f}(x', t)] \), where again \( \lim_{t\to\infty} \tilde{f}(x', t) = 0 \). The reduced time-asymptotic form of the probability density at the boundary \( f_a(t) \) can be represented by the Fourier series

\[
f_a(t) = \sum_{k=-\infty}^{+\infty} f_k \exp (-ik\theta \tau), \quad \text{i.e.} \quad f_a(z) = \sum_{k=-\infty}^{+\infty} \frac{f_k}{z + ik\theta}.
\]  

Here and below, the Laplace-transformation variable \( z \) already corresponds to the scaled-time variable \( \tau \). The complex numbers \( f_k, k = 0, \pm 1, \pm 2, \ldots \), will be referred to as the complex amplitudes. If \( \kappa = 0 \), we must get \( f_k = \delta_{0k} \), where \( \delta_{mn} \) is the Kronecker delta.

We now perform the Laplace transformation of the integral equation (3). The exponentials \( \exp (im\theta \tau) \) and \( \exp (in\theta \tau') \) will induce shifts in the Laplace variable \( z \). The resulting equation reads

\[
2 \sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} \int_{-\infty}^{\infty} du \frac{I_n(-iu\kappa)I_n(+iu\kappa)}{[u - u_+(z_m)][u - u_-(z_m)]} [f_a(z_{m+n}) + \tilde{f}(x', z_{m+n})] = \frac{1}{z} + \tilde{r}(x', z), \quad (8)
\]

where \( z_m = z - im\theta \) for an integer \( m \). On the left-hand side, the integrated function possesses first-order singularities at \( u_{\pm}(z_m) = \pm i[\sqrt{1+z_m} \mp 1] \). Using the residue theorem, we can now carry out the \( u \)-integration. We close the integration path in the upper half of the complex
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u-plane and take into account the singularities within the integration contour, i.e. at \( u_*(z_m) \). Accomplishing the integration, we arrive at the relation

\[
\sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} \frac{I_m(+\kappa\sqrt{1+z_m} - \kappa) I_n(-\kappa\sqrt{1+z_m} + \kappa)}{\sqrt{1+z_m}} [f_a(z_{m+n}) + \tilde{f}(x', z_{m+n})] = \frac{1}{z} + \tilde{r}(x', z). \tag{9}
\]

We are now able to recognize the terms which survive in the time-asymptotic limit. We multiply the above equation by the Laplace variable \( z \) and take the limit \( z \to 0 \). As noted above, the function \( \tilde{f}(x', t) \) relaxes to zero. Hence we have \( \lim_{z \to 0} z \tilde{f}(x', z_{m+n}) = 0 \) for any two integers \( m \) and \( n \). Similarly, on the right-hand side, we apply \( \lim_{z \to 0} z \tilde{r}(x', z) = 0 \). The limit \( \lim_{z \to 0} z f_a(z_{m+n}) \) yields the complex amplitude \( f_{k=m+n} \). Otherwise, e.g. in the arguments of the modified Bessel functions, we put \( z = 0 \). Summing up, in the time-asymptotic limit, the integral equation (3) implies the difference equation

\[
\sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} \frac{I_m(+\kappa\sqrt{1-\im\theta} - \kappa) I_n(-\kappa\sqrt{1-\im\theta} + \kappa)}{\sqrt{1-\im\theta}} f_{m+n} = 1, \tag{10}
\]

for the unknown complex amplitudes \( f_k \).

In order to get further insight into the structure of this difference equation, we introduce three infinite matrices \( L_{+\rightarrow} \), \( D_{+\rightarrow} \), and \( R_{+\rightarrow} \), their matrix elements being

\[
\langle m | L_{+\rightarrow} | n \rangle = I_{|m-n|}(+\kappa\sqrt{1-\im\theta} - \kappa), \tag{11}
\]

\[
\langle m | D_{+\rightarrow} | n \rangle = \frac{\delta_{mn}}{\sqrt{1-\im\theta}}, \tag{12}
\]

\[
\langle m | R_{+\rightarrow} | n \rangle = I_{|m-n|}(-\kappa\sqrt{1-\im\theta} + \kappa), \tag{13}
\]

where \( m \) and \( n \) are integers (in these expressions and below we use the bra-ket notation, to make the algebraic operations more transparent). Notice that the matrix elements depend solely on the dimensionless combinations \( \kappa \) and \( \theta \). Invoking the substitution \( m+n = k \) in the summation index \( n \) and using the above matrices, equation (10) assumes the compact form

\[
\sum_{k=-\infty}^{+\infty} \langle 0 | D_{+\rightarrow} R_{+\rightarrow} | k \rangle f_k = 1. \tag{14}
\]

The matrix \( D \) is diagonal and its diagonal matrix element which corresponds to the zeroth row equals one. As for the matrices \( L_{+\rightarrow} \) and \( R_{+\rightarrow} \), the modified Bessel functions along a diagonal which is parallel with the main diagonal have the same index. Notice, however, that the arguments of the modified Bessel functions in the matrix \( L_{+\rightarrow} \) are specified solely by the column index. Further, the argument of the modified Bessel functions in the zeroth column of the matrix \( L_{+\rightarrow} \) is zero and hence all matrix elements in this column vanish except of the zeroth diagonal element which equals to one, \( \langle k | L_{+\rightarrow} | 0 \rangle = \delta_{0k} \). In other words, we can write \( L_{+\rightarrow} | 0 \rangle = 0 \). Similarly, the arguments of the modified Bessel functions in the matrix elements of the matrix \( R_{+\rightarrow} \) are specified by the row index. The zeroth row is simply \( \langle 0 | R_{+\rightarrow} | k \rangle = \delta_{0k} \), i.e. we can write \( \langle 0 | R_{+\rightarrow} = \langle 0 | \).
We are now approaching the last step of our heuristic procedure. Assuming the uniqueness of the solution, the complex amplitudes must necessarily be given by the expressions
\[ f_k = \langle k | R_{-+}^{-1} D^{-1} L_{-+}^{-1} | 0 \rangle, \quad k = 0, \pm 1, \pm 2, \ldots . \] (15)

Actually, substituting the proposed solution back into equation (14), the proof can be completed by invoking the resolution of the identity matrix in the form \( \sum_{k=-\infty}^{+\infty} |k\rangle\langle k| = I \). Let us now consider the zeroth column of the inverse matrix \( L_{-+}^{-1} \). Forming the fractions of the algebraical complements and the determinant of the matrix \( L_{-+} \), we readily ascertain that the zeroth column of the inverse matrix \( L_{-+}^{-1} \) equals that of the original matrix \( L_{-+} \). A similar observation holds true for the inverse matrix \( R_{-+}^{-1} \). Its zeroth row is simply \( \langle 0 | R_{-+}^{-1} \rangle \).

Using these properties in equation (15), the complex amplitudes are given by the expressions
\[ f_k = \langle k | R_{-+}^{-1} | 0 \rangle, \quad k = 0, \pm 1, \pm 2, \ldots , \] (16)

that is, they form the zeroth column of the matrix \( R_{-+}^{-1} \). Moreover, the zeroth complex amplitude \( f_0 \) equals one. Analysing the matrix elements of the inverse matrix, one can prove that the amplitudes \( f_k \) and \( f_{-k} \) are complex conjugated numbers. Generally, their absolute value \( |f_k| \) decreases with increasing the index \( k \). The even (odd) amplitudes are even (odd) in the parameter \( \kappa \).

Let us summarize the main results of the present section. Asymptotically, the probability density at the origin reads
\[ U(0, t; x', 0) \sim U_a(0, t) = \frac{|v_0|}{D} \left\{ 1 + 2 \sum_{k=1}^{\infty} a_k(\kappa, \theta) \cos \left[ k \omega t + \phi_k(\kappa, \theta) \right] \right\}. \] (17)

Here the amplitudes of the higher harmonics and their phase shifts relate to the complex amplitudes through the standard formulae
\[ a_k(\kappa, \theta) = \frac{|f_k|}{|v_0|}, \quad \phi_k(\kappa, \theta) = -\arctan \left( \frac{\text{Im} f_k}{\text{Re} f_k} \right), \quad k = 1, 2, 3, \ldots . \] (18)

We have emphasized their dependence on the parameters \( \kappa \) and \( \theta \). Except for the multiplicative factor \( |v_0|/D \), the asymptotic form of the probability density at the boundary is controlled solely by these two parameters. For example, changing the diffusion constant \( D \) and, at the same time, keeping a constant value of the product \( D\omega \), the time-asymptotic form of the reduced function \( f_a(t) = (D/|v_0|)U_a(0, t) \) will not change. For any value of the parameters \( \kappa \) and \( \theta \), the time average of the probability density at the boundary equals the equilibrium value of this quantity in the problem without driving force. In symbols, we have
\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t dt' U(0, t'; x', 0) = \frac{|v_0|}{D}. \] (19)

Turning to the numerical analysis of the results, the complex amplitudes (16) have been calculated via a direct numerical inversion of the matrix \( R_{-+} \) defined in (13). Of course, the infinite-order matrix \( R_{-+} \) must be first reduced onto its finite-order central block. The matrix elements of the reduced matrix are again given by equation (13); presently, however, \( m, n = 0, \pm 1, \pm 2, \ldots, \pm N \). The integer \( N \) has been taken large enough such that its further
Figure 1. Time dependence of the reduced probability density at the origin \( f_a(t) = (D/|v_0|)U_a(0, t) \). The upper-left subplot shows the negative driving force \((-v(t))\) within two periods. Below, we observe the output \( f_a(t) \), exhibiting non-harmonic oscillations, and a delay after the input. In the upper-right panel, we plotted the amplitudes of higher harmonics of the function \( f_a(t) \), and the lower-right panel presents the corresponding phase shifts. The parameters used are: \( v_0 = -0.1 \text{ m s}^{-1}, v_1 = 4.0 \text{ m s}^{-1}, \omega = 2.0 \text{ rad s}^{-1}, \) and \( D = 1.0 \text{ m}^2 \text{ s}^{-1} \). These parameters yield the values \( \kappa = 0.1 \) and \( \theta = 800 \).

increase does not change the results, within a predefined precision. In this sense, all numerical results in the present paper represent the exact long-time solution of the problem in question. Figure 1 illustrates the reduced probability density at the boundary in the asymptotic regime together with the amplitudes and phase shifts as introduced in equation (17). We have chosen in the following section a particular set of parameters which yields interesting effects.

4. Space-resolved probability density

Up to now, we have only discussed the time dependence of the probability density at the boundary. As a matter of fact, the knowledge of the complex amplitudes \( f_k \) allows for a rather detailed discussion of many other features of the emerging diffusion process. First of all, in this section, we focus on the time- and space-resolved probability density for the particle coordinate. We
Afterwards, the second term on the right-hand side of equation (4) yields the expression

We already know that the value of this function at the origin is the gradual constitution of the unique equilibrium density \( \pi_{\text{eq}}(x) = (|v_0|/D) \exp \left[ -x|v_0|/D \right] \), \( x \geq 0 \).

Assuming again the oscillating drift \( v(t) = v_0 + v_1 \sin(\omega t) \) with \( v_0 < 0 \) and \( v_1 > 0 \), we are primarily interested in the time-asymptotic dynamics. In the regime, the probability density \( U(x, t; x', 0) \) does not depend on the initial condition (as represented by the variable \( x' \)), and it exhibits at any fixed point \( x \geq 0 \) oscillations with the fundamental frequency \( \omega \). Similarly as in the preceding section, we expand the asymptotic density into the Fourier series

\[
U(x, t; x', 0) \sim U_a(x, t) = \sum_{k=-\infty}^{+\infty} u_k(x) \exp(-iku\omega t).
\] (20)

Presently, however, the Fourier coefficients \( u_k(x) \) depend on the coordinate \( x \). An interesting quantity will be the time-averaged value of the density in the asymptotic regime. This is simply the dc component of the above series and can be written as the time average

\[
uo(x) = \lim_{t \to \infty} \frac{1}{t} \int_0^t dt' U(x, t'; x', 0), \quad x \geq 0.
\] (21)

We already know that the value of this function at the origin is \( \nuo(0) = |v_0|/D \), i.e. it equals the value of the equilibrium density at the origin, \( \nuo(0) = \pi_{\text{eq}}(0) \). In other words, if we generically call the difference between the stationary value of a quantity and the corresponding equilibrium value of this quantity as ‘dynamical shift’, there is no dynamical shift of the density profile at the origin. But what happens for \( x > 0 \)?

Assume that the complex amplitudes \( f_k \) are known. Hence we know also the time-asymptotic solution of the integral equation (3) and the subsequent analysis can be based on the expression (4). The first term on the right-hand side of equation (4) does not contribute to the stationary regime. Actually, for any fixed \( x \), the function \( G(x, t; x', 0) \) exhibits damped oscillations and vanishes finally . As for the second term on the right-hand side of equation (4), we use the explicit form (6) and perform the required \( x \)-derivative. Further, we insert into this term the solution of the integral equation equation (3) in the form \( U(0, t; x', 0) = (|v_0|/D)[f_a(t) + \tilde{f}(x', t)] \), where \( f_a(t) \) is given in equation (7). We now proceed along similar lines as in the preceding section. Namely, we introduce the modified Bessel functions and carry out the Laplace transformation. Afterwards, the second term on the right-hand side of equation (4) yields the expression

\[
-\frac{|v_0|}{2D} \sum_{m,n=-\infty}^{+\infty} \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{I_n(-iu)\exp \left( -iu|x|/2D \right) I_n(iku)}{[u - u_+(z_m)][u - u_-(z_m)]} \times \left[ \sum_{k=-\infty}^{+\infty} \frac{f_k}{z_m + ik\theta} + \tilde{f}(x', z_m) \right],
\] (22)

where \( z_m \) and \( u_{\pm}(z_m) \) have been introduced below equation (8). Notice the \( u \)-dependent term \((-iu) \exp \left[ -iu|x|/2D \right] \) which originates from the above-mentioned \( x \)-derivative. Owing to the condition \( x > 0 \), this term enforces the subsequent integration in the lower half of the
Figure 2. Time- and space-resolved probability density in the time-asymptotic regime. For any fixed \( x \), the function \( U_a(x, t) \) is a periodic function, the period being \( 2\pi/\omega \). For the sake of transparency, we have plotted it for two periods. We have used the same set of parameters as in figure 1.

complex \( u \)-plane. Inside the integration contour, the singularities of the integrand are located at \( u_-(z_m) = -i[\sqrt{1} + z_m + 1] \). At the same time, the above \( u \)-dependent factor must be taken into account when calculating the residues; it eventually produces the matrix elements (24) below. After the \( u \)-integration, we can already identify the terms which survive in the stationary regime.

Leaving out the details, the \( x \)-dependent Fourier coefficients in equation (20) are given by the expression

\[
    u_k(x) = \frac{|v_0|}{D} \langle k | L_{--} E(x) R_{++} | f \rangle, \quad k = 0, \pm 1, \pm 2, \ldots .
\]  

(23)

Here \( |f\rangle \) is the column vector of the complex amplitudes, i.e. \( f_k = \langle k | f \rangle \). Moreover, we have introduced the diagonal matrix \( E(x) \) with the complex, \( x \)-dependent diagonal elements

\[
    \langle m | E(x) | n \rangle = \frac{\delta_{mn}}{2} \left[ 1 + \frac{1}{\sqrt{1 - i m \theta}} \right] \exp \left[-x \frac{|v_0|^2}{2D} (\sqrt{1 - i m \theta} + 1) \right],
\]  

(24)

and the two matrices \( L_{--}, R_{++} \) with the matrix elements

\[
    \langle m | L_{--} | n \rangle = I_{|m-n|} (\kappa \sqrt{1 - i m \theta} - \kappa),
\]  

(25)

\[
    \langle m | R_{++} | n \rangle = I_{|m-n|} (\kappa \sqrt{1 - i m \theta} + \kappa),
\]  

(26)

where \( m \) and \( n \) are integers.

Let us now focus on the numerical analysis of the main result (23). As described in the preceding section, we have to reduce both the vector of the complex amplitudes \( |f\rangle \) and the matrices \( L_{--}, E(x), \) and \( R_{++} \). Except for this controllable approximation, we can already reconstruct the full time- and space-resolved nonlinear ‘waves’ of the probability density, as represented by the function \( U_a(x, t) \). We simply use the Fourier coefficients \( u_k(x) \) in equation (20).

Figure 2 illustrates the time-asymptotic density within two periods of the external driving force.
Figure 3. Stationary value $u_0(x)$ of the probability density as the function of the coordinate $x$. We have used the same set of parameters as in figure 1. For comparison, we give also the equilibrium probability density $\pi_{eq}(x) = (|v_0|/D) \exp[-x|v_0|/D], x \geq 0,$ in the corresponding static problem. The arrows mark the stationary mean position of the particle $\mu_0$, cf equation (29) below, and the equilibrium mean position $\mu_{eq} = D/|v_0|$. The difference of their positions $\sigma = \mu_0 - \mu_{eq}$ represents the dynamical shift of the mean position, as discussed in the section 5.

Surprising features emerge provided both $\kappa \ll 1$, and $\theta \gg 1$. Under these conditions, the time-averaged probability density $u_0(x)$ exhibits in the vicinity of the boundary a strong dependence on the $x$-coordinate. It can even develop a well-pronounced minimum close to the boundary and, simultaneously, a well-pronounced maximum localized farther from the boundary. In between the two extreme values, there exists a spatial region where the time-averaged gradient of the concentration points against the time-averaged force. The situation is depicted in figure 3 where we have used the same parameters as in figures 1 and 2.

5. Dynamical shift of the mean position

Figure 3 reveals still another interesting feature of the time-asymptotic dynamics: the positive dynamical shift of the mean coordinate. In this section, we shall elaborate on this point. Let us first recall that the function

$$\mu(t, x') = \int_0^{\infty} dx xU(x, t; x', 0),$$

(27)
describes the motion of the ‘centre of mass’ of the diffusing particles or, equivalently, the mean position of a representative particle within its probabilistic description. This function is intimately related to the mean energy of the particle, to the work done by the external agent, and to the heat released to the reservoir [15, 32]. In the static case, i.e. if \( v_1 = 0 \), the function \( \mu(t, x') \) either diverges, if \( v_0 \geq 0 \), or approaches the value \( \mu_{eq} = D/|v_0| \), if \( v_0 < 0 \).

The oscillatory driving force keeps the particle permanently in a non-equilibrium state and, of course, there is no time-asymptotic value of the mean position. In the asymptotic regime, we can again write

\[
\mu(t, x') \sim \mu_a(t) = \sum_{k=-\infty}^{+\infty} \mu_k \exp(-i\kappa t),
\]

and we can first inquire what is the stationary mean position

\[
\mu_0 = \lim_{t\to\infty} \frac{1}{t} \int_0^t dt' \mu(t, x').
\]

In the following, the difference \( \sigma = \mu_0 - \mu_{eq} \) will be referred to as the dynamical shift of the mean coordinate. It is depicted in figure 3 by the horizontal arrow and it is also illustrated in figure 4 for a wider range of the model parameters. The main result of the present section expresses the dynamical shift through the complex amplitude \( f_1 \); we shall show that \( \sigma = (v_1/\omega) \text{Re} f_1 \). Except for a trivial multiplicative factor, the shift depends on the combinations \( \kappa \) and \( \theta \).

We start the proof by inserting the Green function (4) into the definition (27). Hence we have

\[
\mu(t, x') = \int_0^\infty dx' G(x, t; x', 0) + D \int_0^t dt' \left\{ (-1) \int_0^\infty dx' G(x, t; 0, t') \right\} U(0, t'; x', 0) dt'.
\]

The first term on the right-hand side is simply the (conditional) mean position for the unrestricted diffusion, under the condition of \( x \geq 0 \). This term exhibits damped nonlinear oscillations and it finally vanishes. Actually, considering the unrestricted diffusion (without boundary) with a negative value of the parameter \( v_0 \), the particle will eventually glide towards \( -\infty \). As for the second term on the right-hand side, it is tempting to carry out the \( x' \)-integration in the curly brackets. However, this step would preclude any further time-asymptotic analysis of the ensuing non-convolution time integral.

Instead, we shall treat the curly-bracketed expression in equation (30) using the steps delineated in section 3. Namely, we first use the expression (6) with \( x' = 0 \) and then perform the \( x \)-derivation and \( x \)-integration in the curly brackets in equation (30). During the \( x \)-integration, we assume that the variable \( u \) in equation (6) has an infinitesimal negative imaginary part. Secondly, we perform the Laplace transformation. After these two steps, the second term in equation (30) yields the expression

\[
4 \frac{D}{|v_0|} \sum_{m,n=-\infty}^{+\infty} \frac{1}{2\pi} \int_{-\infty}^{\infty} du \frac{I_m(-i\kappa)I_n(+i\kappa)}{(u - i\epsilon)(u - u_+(z_m))(u - u_-(z_m))} \left[ f_a(z_{m+n}) + \tilde{f}(x', z_{m+n}) \right],
\]

where \( z_m \) and \( u_{\pm}(z_m) \) have been introduced below equation (8). Notice the additional singularity of the integrand at \( u = i\epsilon \). Precisely speaking, the variable \( u \) in the denominator represents a
Figure 4. The dynamical shift of the mean position $\sigma = \mu_0 - \mu_{eq}$ as a function of the temperature (represented by the diffusion constant $D$), and the amplitude of the ac component of the drift velocity $v_1$. We have taken $\Gamma = 1.0 \text{ kg s}^{-1}$, and hence the diffusion constant $D$ is numerically equal to the thermal energy $k_B T$. Further, we have set $v_0 = -2.0 \text{ m s}^{-1}$, and $\omega = 2.0 \text{ rad s}^{-1}$. Notice the resonance-like maximum of the dynamical shift if it is considered as a function of the temperature.

true singularity only if both summation indexes $m$ and $n$ are zero. Otherwise, it cancels with the variable $u$ incorporated in the modified Bessel functions of nonzero order. We therefore perform the $u$ integration separately in the summand with $m = n = 0$, and in the rest of the sum. The result reads

$$
+ 4 \frac{D}{|v_0|} \left[ \frac{1}{z} + \frac{I_0(\kappa \sqrt{1 + z} - \kappa)I_0(-\kappa \sqrt{1 + z} + \kappa)}{(2\kappa \sqrt{1 + z}[\sqrt{1 + z} - 1])} \right] [f_a(z) + \tilde{f}(x', z)]
$$

$$
- 2 \frac{D}{|v_0|} \left( \sum_{m,n=-\infty}^{+\infty} \right) \frac{I_m(\kappa \sqrt{1 + z_m} - \kappa)I_n(-\kappa \sqrt{1 + z_m} + \kappa)}{\sqrt{1 + z_m}[\sqrt{1 + z_m} - 1]} [f_a(z_m+n) + \tilde{f}(x', z_{m+n})],
$$

where the prime denotes the excluded summand with $m = n = 0$.

The last expression forms the starting point for the time-resolved asymptotic analysis of the mean position (27). However, we are primarily interested in the time-averaged mean position (29). In other words, we need to identify the terms which survive if we multiply the expression (32) by the variable $z$ and then take the limit $z \to \infty$. A careful evaluation of the limit yields the result

$$
\mu_0 = \frac{D}{|v_0|} (1 + 2\kappa \text{Re } f_1),
$$

(33)
where \( f_1 \) is the complex amplitude given in equation (16). The proof is completed by subtracting the static equilibrium mean position \( \mu_{eq} = D/|v_0| \), and using the definition \( \kappa = |v_0|v_1/(2\omega D) \). Notice that the small-\( v_1 \) expansion of the dynamical shift \( \sigma = (v_1/\omega)\text{Re}f_1 \) starts with the term \( v_1^2 \). In the case where we had used a variant of the linear response theory, the dynamical shift would escape our attention.

6. Concluding remarks

Returning to the physical setting as mentioned in the introduction, the approach elaborated in the present paper yields a rather complete picture of the time-asymptotic motion of the suspended particles. Depending on their distance from the impenetrable boundary, they exhibit non-harmonic oscillations which can be represented as a linear combination of several higher harmonics. The amplitudes and the phases of the harmonics are strongly sensitive to the distance from the boundary.

Our approach is directly focused on the properties of the long-time regime and it is not based on any small-parameter expansion. In our numerical analysis, we have tested many combinations of the four governing parameters \( v_0, v_1, D, \) and \( \omega \). The most interesting dynamics emerges if, simultaneously, the following three condition apply: \( \kappa \ll 1, \theta \gg 1, \) and \( \kappa \theta \gg 1 \). Here again \( \kappa = |v_0|v_1/(2\omega D), \theta = 4\omega D/v_0^2 \), i.e. \( \kappa \theta = 2v_1/|v_0| \). In other words, we assume the strong driving, low temperature and/or slow modulation, and a small regressive force \( F_0 = \Gamma v_0 \). In this domain of the model parameters, the formation of a spatial region exhibiting an increased particle concentration, as discussed in the fourth section, represents an interesting feature of the emerging stationary regime. Within our formulation, the feature is an exact, purely dynamical consequence of the governing Langevin equation. It is an interesting question whether the feature implies specific extremal properties of e.g. the heat dissipated over one period of the time-asymptotic non-equilibrium dynamics.

Although we have discussed only purely kinetic quantities, several words concerning the energetics are in order [32]. In the time-asymptotic regime, the system exhibits periodic changes of its state. With the time-dependent potential \( V(x, t) = -xF(t) \), the internal energy

\[
E(t, x') = \int_0^\infty dx V(x, t)U(x, t; x', 0) = -\Gamma[v_0 + v_1 \sin(\omega t)]\mu(t, x'),
\]

is also periodic. The work done on the system during one period must be equal to the heat dissipated during the period. But an interesting quantity is the stationary value of the internal energy

\[
E_0 = \lim_{t \to \infty} \frac{\omega}{2\pi} \int_t^{t+2\pi/\omega} dt' E(t', x').
\]

It is obviously controlled by the first and the second Fourier coefficient in the expansion (28). We can show that \( E_0 \) is always bigger then the equilibrium internal energy \( E_{eq} = D\Gamma = k_B T \). In other words, in the time-averaged sense, the external driving enforces a permanent increase of the internal energy, as compared to its equilibrium value.

The external agent does work on the system by increasing the potential \( V(x, t) \), while the position of the particle is fixed. Thus the work done at a given instant depends on the momentary
position of the particle. Summing over all possible positions and over the time period, we get [32]

$$W = \int_0^{2\pi/\omega} dt' \int_0^\infty dx \left[ \frac{\partial}{\partial t'} V(x, t') \right] U_a(x, t') = -F_1 \omega \int_0^{2\pi/\omega} dt' \cos(\omega t') \mu_a(t').$$  \hspace{1cm} (36)

This quantity must be positive. Otherwise, the system in contact with the single heat bath at one fixed temperature would produce positive work during the cyclic process in question. The average work equals the area enclosed by the hysteresis curve which represents the parametric plot of the oscillating force $F_1(t)$ versus the mean coordinate $\mu_a(t)$. Hence the work done on the system during a definite time interval within the period can be both positive and negative. The work is positive (negative) within two quarter-periods when the slope of the potential increases (decreases). But its actual value depends on the localization of the particles, within a given quarter-period. The absolute value of the work is bigger if the particles are farther from the boundary.

Turning to a different issue, it is sometimes argued [28] that, in the slow-driving limit, one can invoke the so-called adiabatic approximation. One first calculates the equilibrium quantities for the static force $F$. Afterwards, one performs the substitution $F \rightarrow F(t)$ directly in the results of the previous equilibrium calculation. Let us translate this prescription literally into our setting. In the first step, we consider the equilibrium density at the boundary: it is zero, if $F \not\geq 0$, and it assumes the value $|F|/(\Gamma D) = |v|/D$, if $v = F/\Gamma < 0$. Following the prescription for the adiabatic approximation, we should write

$$\pi_{eq}(0) = \frac{1}{2D} [ |v| - v ] \rightarrow U(a)_{ad}(0, t) = \frac{1}{2D} [ |v_0 + v_1 \sin(\omega t)| - [v_0 + v_1 \sin(\omega t)] ].$$  \hspace{1cm} (37)

The resulting function equals zero in time intervals where $v_0 + v_1 \sin(\omega t) > 0$. If $|v_0| \geq v_1$, this case never occurs and $U(a)_{ad}(0, t)$ harmonically oscillates around the value $|v_0|/D$. Hence its time average is again $|v_0|/D$. On the other hand, if $|v_0| < v_1$, there exists a time interval within the period, where the instantaneous drift velocity assumes positive values. Within this interval, the function $U_{ad}(0, t)$ vanishes. Its averaging over the period yields a value which exceeds $|v_0|/D$. Recall that the exact treatment in the third section gives the value $|v_0|/D$ irrespective of the magnitude of the parameters $v_0$ and $v_1$. Here we observe a qualitative failure of the adiabatic approximation. The disagreement exists for any value of the driving frequency $\omega$. Formally speaking, the observation is related with the fact that the limits $t \rightarrow \infty$ and $\omega \rightarrow 0^+$ are not interchangeable. The proper slow-driving time-asymptotic dynamics emerges if we order the two limits as $\lim_{\omega \rightarrow 0^+} \lim_{t \rightarrow \infty} \ldots$. On the other hand, the above described adiabatic ‘results’ are based on the double limit $\lim_{t \rightarrow \infty} \lim_{\omega \rightarrow 0^+} \ldots$. More physically, if the frequency is small but still finite, the exact solution still contains all higher harmonics. Their summary effect can survive even in the limit $\omega \rightarrow 0^+$ and it still influences the time-asymptotic periodic motion. For example, all higher harmonics are needed to guarantee, that probability density at the origin is positive for any time.

In our last remark, we would like to attract the attention of the mathematically oriented reader to the ‘magic’ matrices (11), (13), (25), and (26). A retrospection of the present paper reveals a possible improvement of our procedure. Namely, instead of resorting to numerical inversion of the matrix $R_{\rightarrow \leftarrow}$ (remind that the inverse is an important step as it yields, via equation (16), the complex amplitudes $f_k$), one could consider the problem of an analytic calculation of the
The inverse matrix in question. The matrix $R^{-1}$ exhibits interesting properties. For example, we can write $R^{-1} = R^{-1}B$, where $\langle m| R^{-1} |n \rangle = I_{m-n}(\kappa \sqrt{1 - i m \theta})$, and $\langle m|B|n \rangle = I_{m-n}(\kappa)$. Series of the form $\sum_{n=-\infty}^{\infty} c_n I_n(\kappa \sqrt{1 - i n \theta})$ occur in the quantum mechanical problem of the multiphoton ionisation in a short-range (delta) potential [36, 37]. They are called the Berson series and they differ both from the Kapteyn series and from the Neumann series [38]. In a purely mathematical context, they were studied in [38].

In conclusion, we have pointed out several interesting features of the spatially restricted diffusion driven by a time-oscillating force. It is our belief that the present analysis can be helpful in problems which deal with more complicated potential profiles, e.g. in the problem including two reflecting boundaries. We have not exhausted the possible applications of the general method as outlined in the third section. At present, we are concerned with a detailed entropic and energetic analysis of the diffusion process in question.

Acknowledgments

Support of this study by the Ministry of Education of the Czech Republic (project no. MSM 0021620835), and by Deutsche Forschungsgemeinschaft (Sonderforschungbereich 569) is gratefully acknowledged. PCh expresses his gratitude for the hospitality extended to him at the Department of Theoretical Physics, University Ulm.

References

[1] Knight D M (ed) 1968 Classical Scientific Papers: Chemistry (Amsterdam: Elsevier)
[2] Hänggi P and Marchesoni F 2005 Chaos 15 026101
[3] Gardiner C W 1985 Handbook of Stochastic Methods 2nd ed (Berlin: Springer)
[4] Risken H 1989 The Fokker-Planck Equation (Springer)
[5] Gammaitoni L, Hänggi P, Jung P and Marchesoni F 1998 Rev. Mod. Phys. 70(1) 223
[6] Anishchenko V S, Astakhov V V, Neiman A B, Vadivasova T E and Schimansky–Geier L 2002 Nonlinear Dynamics of Chaotic and Stochastic Systems Tutorial and Modern Developments (Berlin: Springer)
[7] Hänggi P 2002 Chem. Phys. Chem. 3 285
[8] Reimann P, Bartussek R, Häussler R and Hänggi P 1996 Phys. Lett. A 215 26
[9] Astumian R D and Bier M 1996 Biophys. J. 70 637
[10] Reimann P 2002 Phys. Rep. 361 57
[11] Astumian R D and Hänggi P 2002 Phys. Today 55 33
[12] Hänggi P, Marchesoni F and Nori F 2005 Ann. Phys. Lpz. 14 51
[13] Parrondo J M R and De Cisneros B J 2002 Appl. Phys. A 75 179
[14] Sekimoto K 1997 J. Phys. Soc. Japan 66 1234
[15] Takagi T and Hondou T 1999 Phys. Rev. E 60 4954
[16] Jarzynski C 1997 Phys. Rev. Lett. 78 2690
[17] Crooks G E 2000 Phys. Rev. E 61 2361
[18] Ritort F 2003 Poincaré Sémin. 2 195
[19] Machura L, Kostur M, Talkner P, Luczka J, Marchesoni F and Hänggi P 2004 Phys. Rev. E 70 061105
[20] Martinez D F 2003 J. Phys. A: Math. Gen. 36 9827
[21] Hänggi P and Thom H 1975 Z. Phys. B 22 295
[22] Hänggi P and Thom H 1977 Z. Phys. B 26 85
[23] Wolf F 1988 J. Math. Phys. 29 305
[24] Jung P and Hänggi P 1990 Phys. Rev. A 41 2977

New Journal of Physics 9 (2007) 2 (http://www.njp.org/)
[25] Jung P and Hänggi P 1991 Phys. Rev. A 44 8032
[26] Chvosta P and Reineker P 2003 J. Phys. A: Math. Gen. 36 8753
[27] Chvosta P and Reineker P 2003 Phys. Rev. E 68 066109
[28] Krapivski P L and Redner S 1996 Am. J. Phys. 64 546
[29] Daniels J 1969 J. Appl. Probab. 6 399
[30] Durbin J 1971 J. Appl. Probab. 8 431
[31] Durbin J 1992 J. Appl. Probab. 29 291
[32] Chvosta P, Schulz M, Paule E and Reineker P 2005 New. J. Phys. 7 190
[33] Weiss R and Anderssen R S 1972 Numer. Math. 18 442
[34] Anderssen R S, De Hoog F R and Weiss R 1973 J. Appl. Probab. 10 409
[35] Abramowitz M and Stegun I A (ed) 1970 Handbook of Mathematical Functions (New York: Dover)
[36] Berson I J 1975 J. Phys. B: At. Mol. Phys. 8 3078
[37] Susskind S M, Cowley C V and Valeo E J 1990 Phys. Rev. A 42 3090
[38] Langer H, Mennicken R, Möller M and Sattler A 1993 Results Mat. 24 129