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Abstract. In this paper, we study the Cauchy problem of the nonlinear Schrödinger equation with a nontrivial potential \( V(x) \). Especially, we consider the case where the initial data is close to a superposition of \( k \) solitons with prescribed phase and location, and investigate the evolution of the Schrödinger system. We prove that over a large time interval, all \( k \) solitons will maintain the shape, and the solitons dynamics can be regarded as an approximation of \( k \) particles moving in \( \mathbb{R}^N \) with their accelerations dominated by \( \nabla V \), provided these solitons are not too close to each other.

1. Introduction

We will consider the following Cauchy problem of the nonlinear Schrödinger equation (NSE) in \( \mathbb{R}^1 \times \mathbb{R}^N \):

\[
\begin{cases}
i\varepsilon \partial_t \psi = -\varepsilon^2 \Delta \psi + V(x)\psi - f(\psi), \\
\psi(0, x) = \psi_0(x),
\end{cases}
\] (1.1)

where \( i = \sqrt{-1} \) is the imaginary unit, \( \varepsilon \) denotes the Planck constant, \( \psi : \mathbb{R}^1 \times \mathbb{R}^N \to \mathbb{C} \), \( V(x) \) is a real-valued potential function, \( f(\psi) \) is the nonlinear term mapping the complex Sobolev space \( H^1(\mathbb{R}^N, \mathbb{C}) \) to \( H^{-1}(\mathbb{R}^N, \mathbb{C}) \) satisfying \( f(0) = 0 \) and \( f(e^{i\theta}u) = e^{i\theta}f(u) \). Over last decades, the NSE was investigated by many mathematicians since it arises in the theory of Bose-Einstein condensation, nonlinear optics, theory of water waves and in many other areas.

For simplicity, we will first study a version of (1.1) and (1.2):

\[
\begin{cases}
i\partial_t \psi = -\varepsilon^2 \Delta \psi + V(x)\psi - f(\psi), \\
\psi(0, x) = \psi_0(x),
\end{cases}
\] (1.3)

where we do not scale the time parameter. Then, we can scale on time to revisit the property of solitons to Cauchy problem (1.1) and (1.2). The suitable \( H^1(\mathbb{R}^N, \mathbb{C}) \) norm for this problem is given by

\[
||u||_{H^1}^2 := \int_{\mathbb{R}^N} \frac{1}{\varepsilon^N} (\varepsilon^2 |\nabla u|^2 + |u|^2) dx,
\] (1.4)

with \( |z|^2 = (\text{Re} z)^2 + (\text{Im} z)^2 \) for a complex number \( z \). By classical regularity theory of the NSE, when \( f \) has the following form:

\[
f(\psi) = \lambda |\psi|^{p-1}\psi
\] (1.5)
with $0 < p < 1 + \frac{4}{N}$ and $\lambda > 0$, the nonlinear Schrödinger equation has a global solution $\psi(x, t) \in C(\mathbb{R}^N; H^1(\mathbb{R}^N, \mathbb{C})) \cap C(\mathbb{R}^N; H^{-1}(\mathbb{R}^N, \mathbb{C}))$, provided the initial data $\psi(0, x) = \psi_0(x)$ is in $H^1(\mathbb{R}^N, \mathbb{C})$. Readers can consult [7, 19] for more results on the Cauchy problem of the nonlinear Schrödinger equation. In the next section, we will impose proper constraints on potential $V$ and nonlinearity $f$.

When $V(x) \equiv 0$, if $f$ is given by (1.5) and $\lambda$ is large enough, (1.3) can have a stable solitary wave solution of the form

$$
\psi(x, t) = e^{i(\frac{1}{2}v \cdot x + \frac{1}{5}vt + \gamma)} \eta_{\mu, \varepsilon}(x - a),
$$

where $v \in \mathbb{R}^N$ denotes the velocity of solitary wave, $a = vt + a_0$ with the initial location $a_0 \in \mathbb{R}^N$, $\gamma = \mu t + \frac{1}{4}v^2 t + \gamma_0$ with the initial phase $\gamma_0$, $\eta_{\mu, \varepsilon}$ is a radially symmetric solution of following nonlinear eigenvalue problem

$$
-\varepsilon^2 \Delta u + \mu u - f(u) = 0, \quad x \in \mathbb{R}^N
$$

with $\mu > 0$. In this case, solitary waves travel with a constant velocity $v$ and an oscillatory phase $\mu t - \frac{1}{4}v^2 t + \gamma_0$. From [16] we know that $\eta_{\mu, \varepsilon} > 0$ satisfies

$$
\lim_{\mu, \varepsilon \to \infty} \eta_{\mu, \varepsilon}(x) e^{\alpha \frac{x^2}{\varepsilon^2}} = 0
$$

with some $\alpha > 0$. Thus as $\varepsilon \to 0^+$, the mass of the solitary wave, which is denoted by the $L^2$ norm, will concentrate and behave like a particle.

Solitary waves with this concentrating property are usually called solitons, and the process $\varepsilon \to 0^+$ is known as semiclassical limit of the nonlinear Schrödinger equation. In [4], using a finite dimensional reduction method, Cao et al. construct standing wave solutions with solitons located near nondegenerated and isolated critical points of $V(x)$. For equations with a nonsymmetric nonlinear term $Q(x)|\psi|^{p-1}\psi$, multi-peak solutions are constructed by a similar method in [23, 25]. However, in this case, the location of solitons is determined by $Q(x)$ instead of the potential $V(x)$. For relevant result we refer to [23, 27], in which mathematicians construct different kinds of steady soliton solutions.

Now, we turn to soliton evolution in general case where $V(x) \neq 0$. Inspired by above observation, for the case where initial data is close to a single soliton with given velocity and phase, researchers guess that the soliton will maintain its shape, and move under the action of potential $V(x)$. In [11], for nonlinearity given by (1.5), Bronski and Jerrard proved that if the initial data satisfies foresaid condition (be a small perturbation of $\psi$ given by (1.6)), as $\varepsilon \to 0^+$, the solution $\psi(x, t)$ of (1.1) and (1.2) satisfies

$$
\frac{1}{\varepsilon^N} |\psi((x, t) / \varepsilon)| dx \to ||\eta_{\mu, \varepsilon}||^2_{L^2(\mathbb{R}^N)} \delta_{a(t)}
$$

in the $C^{1s}(\mathbb{R}^N)$, which is the dual to $C^1(\mathbb{R}^N)$. They have shown that $a(t)$, the centre of soliton, satisfies $\frac{1}{2} \ddot{a} = \nabla V(\frac{a}{\varepsilon}) + o(\varepsilon)$. Then Keraani [20, 21] developed their method and gave a more precise estimate for the dynamics. In [8, 10], Benci, Ghimenti and Micheletti also work on this problem. By analysis of total energy and a classical concentration-compactness lemma [23, 24, 25, 26], they obtained similar dynamics of single soliton.
However, in order to ensure the global existance of stable solitons, they gave a blow up to the nonlinearity term so that the energy is dominated by \( f(\psi) \).

Above results were obtained on the basis of orbital stability of NLS solitary waves, which was first proven by Cazenave and Lions for trivial potential \( V(x) \equiv 0 \) in [6]. For \( V(x) \in C^2 \) with a nondegenerate minimum point \( x_0 \), Grillakis et al. [17, 18] proved the orbital stability of standing solitary wave whose center is located near \( x_0 \). To obtain solitons dynamics in an external potential, researchers need a further uniqueness result, which claims a function \( \psi \in H^1(\mathbb{R}^N) \) is close to a ground state solution in \( H^1 \) sense, if and only if its energy is near the minimal energy. Weinstein [28, 29] proved this uniqueness property of ground state solutions in 1 and 3 space dimensions. In [22], Kwong combined with Weinstein’s arguments and proved the same result in all space dimensions.

It is worth mentioning that all relevant studies are on the dynamics of a single soliton with nontrivial potential so far. We may ask following questions: If we put \( k \) solitons in \( \mathbb{R}^N \) and let them enolve under the domination of (1.1) and (1.2), then how will their trajectories be like? And will these solitons influence each other? In this paper, we will exactly focus on this topic and give the dynamics formula of multi-peak evolution under appropriate assumptions. In particular, we will prove the fact that if these \( k \) solitons are not too close to each other, the solitons dynamics are mainly determined by \( \nabla V \), while the interplay among the solitons can be ignored.

To study the solitons dynamics of multi-peak type, traditional method is invalid since we can not use a minimization argument on energy, which is crucial in [8, 9, 10, 11]. We will carry out a new method, which is inspired by Fröhlich et al. [12, 13] investigating the Hartree equations, and [14, 15] on the dynamics of solitary waves. The main idea of this paper is to decompose the solution \( \psi(x,t) \) as \( \Phi(x,t) + \omega(x,t) \), where \( \Phi(x,t) \) is on the multi-soliton manifold \( M_k \) (defined in Section 4 and 5), and \( \omega(x,t) \) is the perturbation term. In order to obtain the dynamic for each single soliton, we will make smooth truncations on \( \psi \) to separate each soliton from others and regard the truncated function as an approximation of solitons. These truncations will cause great difficulty since the conservation of mass and momentum doesn’t hold any longer, and there are gross parts from other \( k - 1 \) solitons in every truncated function. Thanks to the transport formula for mass and momentum in NSE (introduced in Section 3) and the exponential decay rate of ground state solutions (1.8), we can give a precise estimate for each truncated part of \( \psi \) and prove that the interplay among \( k \) solitons is indeed a small term. Compared to [14, 15] mainly concerned with the manifold for a single soliton, our another innovation is to decompose \( \psi \) along the multi-soliton manifold and in its skew orthogonal direction, which is necessary for our purpose to derive the modulation formula from equation of motion. To our knowledge, this is the very first result on the multi-peak evolution of nonlinear Schrödinger equation with nontrivial potential. Sadly, our result does not cover the case where solitons collide with each other. This phenomenon of solitons superposition still needs further research, which is rather difficult.

Our paper is organized as follows: After giving the definition of multi-soliton manifold \( M_k \) and parameters we need in Section 3 and 4, we will prove that the skew orthogonal decomposition is unique for \( \psi \) satisfying a couple of assumptions in Section 5.
we calculate time derivative of each variable to give the modulation formula for solitons dynamics in Section 6. The necessary estimate for time derivative of Lyapunov functional is given in Section 7. In Section 8, we finish our proof by showing that the $H^1$ norm of $\omega(x,t)$ is small for every $t$ such that $\psi$ is in the neighborhood $U_\delta$ of $M_k$.

2. Assumptions and statement of the main result

In this section, we first formulate a couple of assumptions on the potential $V(x)$, the nonlinearity $f$ and the initial data $\psi_0$. These assumptions are important since even a small change of variables can bring great influence to the solitons dynamics.

(A) (Potential) The external potential $V(x) \in C^2(\mathbb{R}^N)$ is bounded and slowly varying, that is,

$$|\partial^\alpha V(x)| \leq C_\alpha \varepsilon^{|\alpha|}_\nu \quad \forall \alpha > 0,$$

where $\varepsilon_\nu$ is a small parameter satisfying $\varepsilon_\nu = O(\varepsilon^h)$ for $h > 1$, which claims that the rate of $\varepsilon_\nu \to 0$ is of polynomial order of $\varepsilon$.

(B) (Nonlinearity) $f(s) = \lambda |s|^{p-1}s$, with $1 < p < 1 + \frac{4}{N}$ and $\lambda > 0$.

(C) (Initial data) Denote

$$\sigma_i(t) := (a_i, v_i, \gamma_i, \mu_i) \in (\mathbb{R}^N, \mathbb{R}^N, \mathbb{R}/[0, 2\pi], \mathbb{R})$$

with $a_i, v_i, \gamma_i, \mu_i$ dependent on $t$ only, and

$$\Psi_{\sigma_i, \varepsilon} := e^{i\frac{1}{\varepsilon}(\frac{x-a_i}{\varepsilon}+\gamma_i)}\eta_{\mu_i, \varepsilon}(x-a_i)$$

with $i = 1, \cdots, k$. The initial data $\psi(0, x) = \psi_0(x)$ satisfies

$$||\psi_0(x) - \sum_{i=1}^k \Psi_{\sigma_i, \varepsilon}(0, x)||_{H^1}^2 \leq c\varepsilon^2_\nu,$$

where $\varepsilon_\nu$ is defined in assumption (A). Moreover, for $\sigma_i(0)$ with $i = 1, \cdots, k$ we impose following constraints: $|a_j(0) - a_i(0)| > 4L$ with $j \neq i$ and $L > 0$ a constant; $|v_i(0)| \leq K$ with $K > 0$ a constant; $\mu_i(0) \subset I$ with $I \subset (\mu_{\min}, \mu_{\max})$ a bounded interval and $0 < \mu_{\min} < \mu_{\max} < +\infty$.

We give a brief explanation to these assumptions. Assumption (A) states that the length scale of potential $V(x)$ is of higher order to the size scale of $\psi$, namely, the potential $V(x)$ varies little over the support of solitons. This guarantees that the velocity change of each soliton is small compared to their initial velocity, so that we can obtain the solitons dynamics over a large time interval.

By assumption (B), the Cauchy problem (1.1) and (1.2) is well-posed in $H^1$ and $H^2$. There exists an energy functional $F : H^1(\mathbb{R}^N, \mathbb{C}) \to \mathbb{R}$ corresponding to the nonlinearity $f$, which can be written in an explicit form:

$$F(\psi) = \int_{\mathbb{R}^N} |\psi|^{p+1} dx. \quad (2.1)$$

Obviously, $F(\psi)$ is maintained by a translation $T_a^{tr} : \psi(x) \to \psi(x-a) \ \forall a \in \mathbb{R}^N$, a rotation $T_R : \psi(x) \to \psi(R^{-1}x)$, a gauge transform $T_{\gamma} : \psi(x) \to e^{i\gamma}\psi(x) \ \forall \gamma \in \mathbb{R}/[0, 2\pi]$, a boost
transform $T^b_v : \psi(x) \rightarrow e^{\frac{i}{2}v \cdot x} \psi(x) \quad \forall v \in \mathbb{R}^N$, and a complex conjugation $T^c : \psi(x) \rightarrow \bar{\psi}(x)$. Since $p < 1 + \frac{4}{n}$, the linearized operator $L_{\eta_{\mu, \varepsilon}}$ at $\eta_{\mu, \varepsilon}$ has only one negative eigenvalue, which can be found in the appendix of [14]. In [17, 18], researchers used this fact to prove that solitons to (1.1) and (1.2) generated by $\eta_{\mu, \varepsilon}$ are orbital stable. In Section 4, we will also show that the null space of $L_{\eta_{\mu, \varepsilon}}$ has exact $N + 1$ bases under this assumption.

Assumption (C) claims that the initial data $\psi_0(x)$ is sufficiently close to the superposition of $k$ solitons, and the order of the difference in $H^1$ is $O(\varepsilon v)$. Moreover, $k$ peaks can not get too close to each other at beginning, so that the energy caused by the interaction of two peaks is a small term of exponential decay rate. We also require that the initial velocity has an upper bound $K$, and the parameters $\mu_i > 0$ are in a common range in $\mathbb{R}^+$. Now, we are prepared to state our main result:

**Theorem 2.1.** Assume that assumptions (A) (B) and (C) are satisfied. Then there is a constant $T_0 > 0$ (independent of $\varepsilon$ and $\varepsilon v$ but possibly dependent on constants $L, K$ in assumption (C)), such that for $t \leq \min\{T_0, \frac{L}{K}\}$, the solution to (1.1) and (1.2) has the form

$$\psi(x, t) = \sum_{l=1}^{k} \Psi_{\sigma_l \varepsilon} + w,$$  

(2.2)

where $||w||_{H^1} = O(\varepsilon v)$ and the parameters $a_i, v_i, \gamma_i, \mu_i$ in $\sigma_i$ satisfy the differential equations

$$\frac{1}{2} \ddot{a}_i = -\nabla V(a_i) + O(\frac{\varepsilon^2 v}{\varepsilon}),$$  

(2.3)

$$\dot{a}_i = v_i + O(\varepsilon v),$$  

(2.4)

$$\varepsilon \dot{\gamma}_i = \mu_i - V(a_i) - \frac{1}{4} v_i^2 + O(\varepsilon v),$$  

(2.5)

$$\dot{\mu}_i = O(\frac{\varepsilon^2 v}{\varepsilon}),$$  

(2.6)

with $i = 1, \ldots, k$.

As a consequence of Theorem 2.1, we obtain the integral from of solitons dynamics:

**Corollary 2.2.** Assume that assumptions (A) (B) and (C) are satisfied. Then for $t \leq \min\{T_0, \frac{L}{K}\}$ the same as in Theorem 2.1, the velocity $v_i(t)$, location $a_i(t)$ and phase $\gamma_i(t)$ of soliton $\Psi_{\sigma_i \varepsilon}$ satisfy the integral equations

$$v_i(t) = v_i(0) + 2 \int_0^t \nabla V(a_i(t)) dt + O(\frac{\varepsilon^2 v}{\varepsilon^2}),$$  

(2.7)

$$a_i(t) = a_i(0) + \int_0^t v_i(t) dt + O(\frac{\varepsilon^2 v}{\varepsilon}),$$  

(2.8)

$$\gamma_i(t) = \gamma_i(0) + \frac{1}{\varepsilon} \int_0^t (\mu_i(t) - V(a_i(t)) - \frac{1}{4} v_i(t)^2) dt + O(\frac{\varepsilon^2 v}{\varepsilon^2}),$$  

(2.9)
with $i = 1, \cdots, k$, and it holds
\[
\mu_i(t) = \mu_i(0) + O\left(\frac{\varepsilon^2}{\varepsilon^2}\right) \quad \forall i = 1, \cdots, k. \tag{2.10}
\]

**Remark 2.3.** If these $k$ solitons grow apart from each other at the beginning, namely, the intial velocity and location satisfy additional conditions:
\[
v_i(0) \cdot (a_i(0) - a_j(0)) \geq 0 \quad \forall i, j = 1, \cdots, k, \tag{2.11}
\]
then we can use a bootstrap method to extend the maximum time to $T_0$, which means for this case the solitons dynamics (2.3)-(2.10) can hold for $\forall t \in (0, T]$ with $T \to +\infty$ as $T_0 \to \infty$.

3. Variational structure and conserved quantities of NLS equations

We consider the modified nonlinear Schrödinger equation (1.3) with time parameter not scaled:
\[
\begin{aligned}
&i \partial_t \psi = -\varepsilon^2 \Delta \psi + V(x) \psi - f(\psi), \\
&\psi(0, x) = \psi_0(x),
\end{aligned}
\]
and study its solution in the space $H^1(\mathbb{R}^N, \mathbb{C})$, which can be considered as a direct sum of two real space $H^1(\mathbb{R}^N, \mathbb{R}) \oplus H^1(\mathbb{R}^N, \mathbb{R})$ under the identification $\psi \to (\text{Re} \psi, \text{Im} \psi)$. We equip this complex Sobolev space with the symplectic form
\[
\omega(\psi, \phi) := \text{Im} \int_{\mathbb{R}^N} \frac{1}{\varepsilon^N} \overline{u} \psi \overline{v} dx. \tag{3.1}
\]
The space $H^1(\mathbb{R}^N, \mathbb{C})$ also has a real inner product:
\[
\langle u, v \rangle \varepsilon := \text{Re} \int_{\mathbb{R}^N} \frac{1}{\varepsilon^N} u \overline{v} dx, \tag{3.2}
\]
which induces the $L^2$ norm $||u||_{L^2}^2 = \langle u, u \rangle \varepsilon$. With the identification $\psi \to (\text{Re} \psi, \text{Im} \psi)$, the operator of multiplication by $i^{-1}$ is identified with the operator
\[
J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \tag{3.3}
\]
Thus we have $\omega(\psi, \phi) = \langle u, J^{-1} v \rangle \varepsilon$.

The Hamiltonian functional related to (1.3) on $H^1(\mathbb{R}^N, \mathbb{C})$ is
\[
\mathcal{H}_{\psi, \varepsilon}(\psi) := \frac{1}{2} \int_{\mathbb{R}^N} \left( \frac{1}{\varepsilon^{N-2}} |\nabla \psi|^2 + \frac{1}{\varepsilon^N} V|\psi|^2 \right) dx - \frac{1}{\varepsilon^N} F(\psi) dx, \tag{3.4}
\]
where $F(\psi)$ is defined in Condition (B) in Section 2. Since the Hamiltonian $\mathcal{H}_{\psi, \varepsilon}(\psi)$ is autonomous and invariant under the gauge transformation $(\mathcal{H}_{\psi, \varepsilon}(e^{i\gamma} \psi) = \mathcal{H}_{\psi, \varepsilon}(\psi))$, under the evolution of (1.3) we have conservation of energy:
\[
\frac{d}{dt} \mathcal{H}_{\psi, \varepsilon} = 0. \tag{3.5}
\]
and conservation of mass
\[ \frac{d}{dt} \left( \frac{1}{2} \int_{\mathbb{R}^N} \frac{1}{\varepsilon} |\psi|^2 dx \right) = 0. \]  
(3.6)

Notice that we do not scale the time parameter in (1.3), so the initial velocity condition for the Cauchy problem (1.3) is
\[ |v_i(0)| \leq K\varepsilon \quad \forall i = 1, \cdots, k. \]  
(3.7)

For the potential term \( \int_{\mathbb{R}^N} \frac{1}{\varepsilon} V |\psi|^2 dx \), we have
\[ \frac{1}{\varepsilon} \frac{d}{dt} \left( \frac{1}{2} \int_{\mathbb{R}^N} \frac{1}{\varepsilon} V |\psi|^2 dx \right) = \langle (\nabla V) i\psi, \varepsilon \nabla \psi \rangle, \]  
(3.8)

which can be found in [14]. And for \( D \subset \mathbb{R}^N \) whose boundary is smooth, the rate of mass exchange on \( \partial D \) is dominated by a flux term, which can be rewritten as an interior divergent form by Green’s theorem:
\[ \frac{1}{\varepsilon} \frac{d}{dt} \left( \frac{1}{2} \frac{1}{\varepsilon} |\psi|^2 \right) = -\nabla \cdot \text{Re}(\varepsilon^{-1} i\psi \nabla \psi). \]  
(3.9)

Similarly, for momentum we have
\[ \frac{1}{\varepsilon} \frac{d}{dt} \left( \text{Re}(\varepsilon^{-1} i\psi \cdot \varepsilon \nabla \psi) \right) = -\frac{1}{\varepsilon^N} \nabla V |\psi|^2 + \frac{1}{\varepsilon^N} \nabla \cdot T, \]  
(3.10)

where \( T \) is the stress tensor with the property
\[ |T| \leq C(\varepsilon^2 |\nabla \psi|^2 + \varepsilon^2 \Delta |\psi|^2 + |\psi|^2 + |\psi|^{p+1}), \]  
(3.11)

see [9]. For more information about conserved quantities of NSE, we refer to [11] and the references therein.

Solutions to the NSE are various with different physical explanations. In particular, we are concerned with \( \eta_{\mu,\varepsilon} \), which is radial decreasing and described as local minimizers of the Hamiltonian \( \mathcal{H}_{\mu=0,\varepsilon}(\psi) \) restricted to the spheres
\[ \{ \psi \in H^1(\mathbb{R}^N, \mathbb{C}) : \frac{1}{2} \int_{\mathbb{R}^N} \frac{1}{\varepsilon} |\psi|^2 dx = m \}, \]  
(3.12)

for \( m > 0 \). Thus \( \eta_{\mu,\varepsilon} \) is a critical point of
\[ \mathcal{E}_{\mu,\varepsilon} := \frac{1}{2} \int_{\mathbb{R}^N} (\frac{1}{\varepsilon^{N-2}} |\nabla \psi|^2 + \frac{1}{\varepsilon^N} \mu |\psi|^2 dx - \frac{1}{\varepsilon^N} F(\psi)) dx \]  
(3.13)

with \( \mu = \mu(m) \) the Lagrange multiplier, known as the ground state solution. The linearized operator corresponding to \( \eta_{\mu,\varepsilon} \) possesses very good properties such as non-degeneracy and coercivity, which we will discuss in following sections.

We end this section by giving an estimate to Taylor expansion of \( F(\psi) \) at \( \eta \). If we define
\[ R^{(2)}_{\eta}(w) := \frac{1}{\varepsilon^n} F(\eta + w) - \frac{1}{\varepsilon^n} F(\eta) - \langle F'(\eta), w \rangle_\varepsilon, \]  
(3.14)

\[ R^{(3)}_{\eta}(w) := \frac{1}{\varepsilon^n} F(\eta + w) - \frac{1}{\varepsilon^n} F(\eta) - \langle F'(\eta), w \rangle_\varepsilon - \frac{1}{2} (F''(\eta) w, w)_\varepsilon, \]  
(3.15)

\[ N_{\eta}(w) := F'(\eta + w) - F'(\eta) - F''(\eta) w, \]  
(3.16)
with \( \eta \in H^2(\mathbb{R}^N, \mathbb{C}) \) and \( w \in H^1(\mathbb{R}^N, \mathbb{C}) \), then we have
\[
|R^{(2)}_\eta(w)| \leq C||w||^2_{H^1}, \quad |R^{(3)}_\eta(w)| \leq C||w||^3_{H^1}, \quad ||N_\eta(w)||_{H^{-1}} \leq C||w||^2_{H^1},
\]
where \( C \) is a constant dependent only on \( ||\eta||_{H^1} \) provided \( ||w||_{H^1} \leq 1 \).

4. The Manifold of Solitons

To introduce the manifold of solitons, we first focus on the linearized operator:
\[
\mathcal{L}_{\eta, \varepsilon} := -\varepsilon^2 \Delta + \mu - f'(\eta_{\mu, \varepsilon}).
\]
According to the Appendix C of [14], \( \mathcal{L}_{\eta, \varepsilon} \) has only one negative eigenvalue, and the null space of \( \mathcal{L}_{\eta, \varepsilon} \) is spanned by \( N + 1 \) vectors:
\[
N(\mathcal{L}_{\eta, \varepsilon}) = \text{span}\{i\eta_{\mu, \varepsilon}, \partial_{x_1}\eta_{\mu, \varepsilon}, \ldots, \partial_{x_N}\eta_{\mu, \varepsilon}\}. \tag{4.2}
\]
We will show that the tangent space of soliton manifold are spanned by these \( N + 1 \) zero modes and other \( N + 1 \) symplectically associated zero modes.

Using those transforms defined in Section 2, we can give the combined symmetry transform \( \mathcal{T}_{av\gamma} \):
\[
\psi(x) \to \mathcal{T}_{av\gamma}\psi(x) = \mathcal{T}_a^{\tau_\gamma} \tau_\gamma^b \mathcal{T}_v \psi(x) = e^{\frac{i}{2} \int_{\gamma} \omega_a a - \gamma \psi(x - a). \tag{4.3}
\]
Recall that \( \Psi_{\sigma, \varepsilon} := \mathcal{T}_{av\gamma}\eta_{\mu, \varepsilon}. \) We define the manifold of a single soliton as
\[
M := \{ \Psi_{\sigma, \varepsilon} : a, v, \gamma, \mu \in \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}/[0, 2\pi) \times I \}, \tag{4.4}
\]
We calculate the derivatives of \( \mathcal{T}_{av\gamma}\eta_{\mu, \varepsilon} \) at origin to give the tangent space to \( M \) at \( \Psi_{\sigma_0, \varepsilon} \) with \( \sigma_0 = (0, 0, 0, \mu) \):
\[
\mathbf{T}_{\Psi_{\sigma_0, \varepsilon}} M = \text{span}\{z_t, z_b, z_g, z_s\}, \tag{4.5}
\]
where
\[
z_t := \nabla_a \mathcal{T}_a^{\tau_\gamma} \eta_{\mu, \varepsilon} \big|_{a=0} = -\nabla \eta_{\mu, \varepsilon}, \tag{4.6}
\]
\[
z_b := 2\nabla_v \mathcal{T}_v \eta_{\mu, \varepsilon} \big|_{v=0} = \frac{i}{\varepsilon} \eta_{\mu, \varepsilon}, \tag{4.7}
\]
\[
z_g := \partial_{\gamma} \mathcal{T}_\gamma \eta_{\mu, \varepsilon} \big|_{\gamma=0} = i\eta_{\mu, \varepsilon}, \tag{4.8}
\]
\[
z_s := \partial_{\mu} \eta_{\mu, \varepsilon}. \tag{4.9}
\]
According to [12], we have
\[
\mathcal{L}_{\eta, \varepsilon} z_t = 0 \quad \text{and} \quad \mathcal{L}_{\eta, \varepsilon} z_g = 0. \tag{4.10}
\]
By taking the derivatives of equation \( \mathcal{E}_{\mu, \varepsilon}(\mathcal{T}_v \eta_{\mu, \varepsilon}) = 0 \) with respect to \( v \) and \( \mu \), we have
\[
\mathcal{L}_{\eta, \varepsilon} z_b = 2iz_t \quad \text{and} \quad \mathcal{L}_{\eta, \varepsilon} z_s = iz_g. \tag{4.11}
\]
Thus \( z_b \) and \( z_s \) are zero modes for the operator \((i\mathcal{L}_{\eta, \varepsilon})^2\):
\[
i\mathcal{L}_{\eta, \varepsilon} (i\mathcal{L}_{\eta, \varepsilon} z_b) = 0 \quad \text{and} \quad i\mathcal{L}_{\eta, \varepsilon} (i\mathcal{L}_{\eta, \varepsilon} z_s) = 0. \tag{4.12}
\]
The tangent space \( \mathbf{T}_{\Psi_{\sigma_0, \varepsilon}} M \) then inherits a symplectic from \((H^1, \omega_\varepsilon)\), which is determined by the operator
\[
\omega_\varepsilon(u, v) := \langle u, \Omega_{\eta, \varepsilon}(v) \rangle_\varepsilon, \quad \forall u, v \in \mathbf{T}_{\Psi_{\sigma_0, \varepsilon}} M \tag{4.13}
\]
where $\Omega_{\eta,\varepsilon}$ is a $(2N+2) \times (2N+2)$ matrix whose component is given by $\Omega^{i,j}_{\eta,\varepsilon} = \langle z_i, J^{-1}z_j \rangle_{\varepsilon}$ with \( \{z_1, \ldots, z_{2d+2}\} := \{z_1, z_b, z_g, \varepsilon\} \). We are going to show this symplectic form is non-degenerate. For this purpose, we denote

\[
m(\mu) := \frac{1}{2} \int_{\mathbb{R}^N} \frac{1}{\varepsilon N} |\eta_{\mu,\varepsilon}|^2 dx.
\]

Lemma 4.1. If $\mu \in I$, then $\Omega_{\eta,\varepsilon}$ is invertible. Consequently $\forall z \in T_{\Psi_{\sigma,\varepsilon}} M$ with $\sigma_0 = (0,0,0,\mu)$, there exists at least one element $z' \in T_{\Psi_{\sigma,\varepsilon}} M$, such that $\omega_{\varepsilon}(z, z') \neq 0$.

Proof. We compute each component $\Omega^{m,n}_{\eta,\varepsilon} = \langle z_m, J^{-1}z_n \rangle$, $1 \leq m, n \leq 2N + 2$, so the matrix $\Omega_{\eta,\varepsilon}$ can be written as

\[
\Omega_{\eta,\varepsilon} = \begin{pmatrix}
0 & -m1 & 0 & 0 \\
-m1 & 0 & 0 & 0 \\
0 & 0 & 0 & m'(\mu) \\
0 & 0 & -m'(\mu) & 0
\end{pmatrix}
\]

with $1$ the $N \times N$ matrix where the elements on diagonal are 1, while others are 0. By assumption (B) in Section 2, $\forall \mu \in I \subset \mathbb{R}^+$ we have

\[
m'(\mu) = \partial_{\mu} \int_{\mathbb{R}^N} \frac{1}{\varepsilon N} \eta^{2}_{\mu,\varepsilon} dx = \partial_{\mu} \left( \mu_{p-1}^2 \int_{\mathbb{R}^N} \frac{1}{\varepsilon N} \eta_{\mu,\varepsilon} (\sqrt{\mu}x)^2 dx \right)
\]

\[
\quad = \partial_{\mu} \left( \mu_{p-1}^2 \int_{\mathbb{R}^N} \frac{1}{\varepsilon N} \eta_{\mu,\varepsilon} (x')^2 dx' \right)
\]

\[
\quad = \partial_{\mu} \left( \mu_{p-1}^2 \right) \int_{\mathbb{R}^N} \frac{1}{N} \eta_{\mu,\varepsilon} (x')^2 dx'
\]

\[
\quad > 0
\]

since $p < 1 + \frac{4}{N}$. Hence the matrix $\Omega_{\eta,\varepsilon}$ is invertible and the corresponding symplectic form is non-degenerate. The rest part of this lemma follows as a consequence. \( \Box \)

When the transform $T_{av,\gamma}$ acts on the soliton $\eta_{\mu,\varepsilon}$, the tangent space $T_{\Psi_{\sigma,\varepsilon}} M$ at $\Psi_{\sigma,\varepsilon}$ is given by

\[
T_{\Psi_{\sigma,\varepsilon}} M := \text{span}\{ \nabla_a \Psi_{\sigma,\varepsilon}, 2\nabla_v \Psi_{\sigma,\varepsilon}, \partial_\mu \Psi_{\sigma,\varepsilon}, \partial_{\mu} \Psi_{\sigma,\varepsilon} \},
\]

where

\[
\nabla_a \Psi_{\sigma,\varepsilon} = -T_{av,\gamma}(\nabla \eta_{\mu,\varepsilon}) - \frac{v}{2\varepsilon} T_{av,\gamma}(i\eta_{\mu,\varepsilon}) = T_{av,\gamma} z_t - \frac{v}{2\varepsilon} T_{av,\gamma} z_g,
\]

\[
2\nabla_v \Psi_{\sigma,\varepsilon} = T_{av,\gamma}(\frac{ix}{\varepsilon} \eta_{\mu,\varepsilon}) = T_{av,\gamma} z_b,
\]

\[
\partial_\gamma \Psi_{\sigma,\varepsilon} = T_{av,\gamma}(i\eta_{\mu,\varepsilon}) = T_{av,\gamma} z_g,
\]

\[
\partial_{\mu} \Psi_{\sigma,\varepsilon} = T_{av,\gamma}(\partial_{\mu} \eta_{\mu,\varepsilon}) = T_{av,\gamma} z_s.
\]

Note that the operator $T_{av,\gamma}$ is canonical, which leaves $\langle \cdot, J^{-1} \cdot \rangle_{\varepsilon}$ unchanged, that is

\[
\langle T_{av,\gamma} u, J^{-1} T_{av,\gamma} v \rangle_{\varepsilon} = \langle u, J^{-1} v \rangle_{\varepsilon}.
\]

So the matrix $\Omega_{\Psi_{\sigma,\varepsilon}}$ induced by (4.18)-(4.21) is related to $\Omega_{\eta,\varepsilon}$ by a similarity transform.
5. SKew ORTHOGONAL DECOMPOSITION

In this section, we will introduce the skew orthogonal decomposition of \( \psi \) along the multi-soliton manifold \( \mathbf{M}_k \) and the skew orthogonal direction, and prove this decomposition is unique when \( \psi \) is sufficiently close to \( \mathbf{M}_k \) (see Arnol’d [1]).

We define the \( \delta \)-neighborhood

\[
U_\delta = \{ \psi \in H^1(\mathbb{R}^N, \mathbb{C}) : \inf_{\sigma \in \Sigma} ||\psi - \sum_{l=1}^{k} \Psi_{\sigma_l, \epsilon}||_{H^1} \leq \delta \}
\]

of the multi-soliton manifold \( \mathbf{M}_k = \{ \sum_{l=1}^{k} \eta_{\sigma_l, \epsilon} : \sigma \in \Sigma \} \), where

\[
\sigma = \{ \sigma_1, \cdots, \sigma_k \}, \quad \Sigma = \Sigma_1 \times \cdots \times \Sigma_k.
\]

and

\[
\Sigma_j := B_L(a_j(0)) \times B_{K\epsilon}(0) \times \mathbb{R}/(0, 2\pi) \times I
\]

for \( j = 1, \cdots, k \) by assumption (C) in Section 2 and (3.7).

For simplicity, we use the notations

\[
\sigma_j := \{ \sigma_{j,1}, \cdots, \sigma_{j,2N+2} \} := \{ a_j, v_j, \gamma_j, \mu_j \},
\]

\[
\{ z_{j,1}, \cdots, z_{j,2N+2} \} = \{ -\mathcal{T}_{a_j,v_j,\gamma_j}(\nabla \eta_{\mu_j, \epsilon}), \mathcal{T}_{a_j,v_j,\gamma_j}(\frac{ix}{\epsilon}), \mathcal{T}_{a_j,v_j,\gamma_j}(i\eta_{\mu_j, \epsilon}), \mathcal{T}_{a_j,v_j,\gamma_j}(\partial \mu \eta_{\mu_j, \epsilon}) \}
\]

with \( j = 1, \cdots, k \). We have following lemma, which claims that the interplay among \( k \) solitons is a small term.

**Lemma 5.1.** For two bases \( z_{i,m} \) and \( z_{j,n} \) satisfying \( i \neq j \), it holds

\[
|\omega_\epsilon(z_{i,m}, z_{j,n})| = O(e^{-\frac{c}{\epsilon}}),
\]

with \( c \) a positive constant.

**Proof.** According to (1.8), we have

\[
|z_{i,m}| \leq C e^{-\frac{c_1|x-a_i|}{\epsilon}} \quad \text{and} \quad |z_{j,n}| \leq C e^{-\frac{c_2|x-a_j|}{\epsilon}},
\]

where \( a_i \in B_L(a_i(0)) \) and \( a_j \in B_L(a_j(0)) \). By assumption (C) in Section 2, it holds \( |a_i - a_j| \geq L \). If we denote \( x' = (x - a_i)/\epsilon \), we can deduce that

\[
|\omega_\epsilon(z_{i,m}, z_{j,n})| \leq C \int_{\mathbb{R}^N} \frac{1}{\epsilon} e^{-\frac{c_1|x-a_i|}{\epsilon}} e^{-\frac{c_2|x-a_j|}{\epsilon}} dx = C \int_{\mathbb{R}^N} e^{-c_1x'} e^{-c_2|x'-a_j|/\epsilon} dx' \leq C e^{-\frac{c}{\epsilon}}
\]

Hence the proof is complete. \qed
The next proposition is the main result of this section, which shows the skew orthogonal decomposition is unique in $U_\delta$ provided $\delta$ is small enough.

**Proposition 5.2.** If $\delta \ll \inf_{\mu \in I} m'(\mu)$, then there exists a unique $\sigma = \sigma(\psi) \in C^1(U_\delta, \Sigma)$ such that

$$\omega_\varepsilon(\psi - \sum_{l=1}^k \Psi_{\sigma_j, \varepsilon, z} M) = 0, \quad \forall z \in T_{\psi_{\sigma_j, \varepsilon}} M \quad l = 1, \cdots, k \quad (5.9)$$

**Proof.** We denote

$$\partial_{i,n} = \partial_{\sigma_{i,n}} + \frac{v_i}{2\varepsilon} \partial_{\sigma_{i,N+1}} \text{ for } i = 1, \cdots, k, \quad n = 1, \cdots, N \quad (5.10)$$

and

$$\partial_{i,n} = \partial_{\sigma_{i,n}} \text{ for } i = 1, \cdots, k, \quad n = N + 1, \cdots, 2N + 2. \quad (5.11)$$

Then we can apply the implicit function theorem for $G : H^1(\mathbb{R}^N, \mathbb{C}) \to \mathbb{R}^{k(2N+2)}$ defined by

$$G_{j,m}(\psi, \sigma) := \langle \psi - \sum_{l=1}^k \Psi_{\sigma_l, \varepsilon, J^{-1}z_{j,m}} \varepsilon, \forall j = 1, \cdots, k \text{ and } \forall m = 1, \cdots, 2N + 2. \quad (5.12)$$

Since both $\eta_{\sigma_l, \varepsilon}$ and $z_{j,m}$ are $C^1$, and $G$ is linear in $\psi$, we deduce $G$ is $C^1$ in $\sigma$. It is obvious that $G_{j,m}(\sum_{l=1}^k \Psi_{\sigma_l, \varepsilon, \sigma_0}) = 0$ for any $\sigma_0 = \{\sigma_1, \cdots, \sigma_k\} \in \Sigma$. We only need to verify that $\partial_{i,n} G_{j,m}(\sum_{l=1}^k \Psi_{\sigma_l, \varepsilon, \sigma})|_{\sigma = \sigma_0}$ is invertible.

By $(5.10)$ $(5.11)$, it holds

$$\partial_{i,n} G_{j,m}(\sum_{l=1}^k \Psi_{\sigma_l, \varepsilon, \sigma})|_{\sigma = \sigma_0} = -\langle z_{i,n}, J^{-1}z_{j,m} \varepsilon \rangle \quad (5.13)$$

Using the canonical property $(4.22)$ of $T_{av\gamma}$, we have

$$\langle z_{i,n}, J^{-1}z_{j,m} \varepsilon \rangle = \Omega_{\eta_{\sigma_l, \varepsilon}}^{m,m}. \quad (5.14)$$

By Lemma 5.1. For $i \neq j$ we have

$$\langle z_{i,n}, J^{-1}z_{j,m} \varepsilon \rangle = O(e^{-\varepsilon}). \quad (5.15)$$

($z_{i,n}$ and $z_{j,m}$ with $i \neq j$ are skew orthogonal in an asymptotic sense.) Thus using Lemma $(4.1)$, we have shown $\partial_{i,n} G_{j,m}(\sum_{l=1}^k \Psi_{\sigma_l, \varepsilon, \sigma})|_{\sigma = \sigma_0}$ is invertible for all $\sigma_0$ when $\varepsilon$ is sufficiently small. The implicit function theorem implies that there exist $\delta \ll \inf_{\mu \in I} m'(\mu)$ and a unique $C^1$ map $\sigma = \sigma(\psi)$ such that $G(\psi, \sigma(\psi)) = 0$ in a neighborhood $V_{\sigma_0}$ of $\sum_{l=1}^k \Psi_{\sigma_0, \varepsilon, \sigma}$.

Since $\Sigma$ is connected and $\sigma_0$ is chosen arbitrarily in $\Sigma$, we can take $V_\sigma \cap V_{\sigma_0} \neq \emptyset$ and expand $V_{\sigma_0}$ to cover the whole neighborhood $U_\delta$ of $M$. This completes the proof of Proposition 5.2. □
We have already known that for given initial data in Section 2, the Cauchy problem (1.3) has a solution in \( C(\mathbb{R}^N; H^1(\mathbb{R}^N, \mathbb{C})) \cap C(\mathbb{R}^N; H^{-1}(\mathbb{R}^N, \mathbb{C})) \). So for \( 0 \leq t \leq T \), if \( \psi \) stay in the neighborhood \( U_\delta \) of \( M_k \), then the \( C^1 \) trajectory \( \sigma(\psi(t)) \) traced out by \( \sigma \) is unique. In the rest part of this paper, we may always assume \( \varepsilon_v \ll \delta \).

6. Equation of motion

To study the dynamics of solitons, we should split \( \psi \) into \( k \) peaks, which is accomplished by making some smooth truncation near each soliton. To simplify notation, let \( T_j = T_{\sigma_j, \psi_j, \varepsilon} \), and define

\[
    u_j := T_j^{-1}(\varphi_j \cdot \psi), \quad j = 1, \ldots, k - 1
\]

and

\[
    u_k := T_k^{-1}(\psi - \sum_{l=1}^{k-1} T_l u_l),
\]

where \( \varphi_j \in C_c^\infty \) are truncating functions satisfying

\[
    \varphi_j(x) = \begin{cases} 
        1 & x \in B_{L}(a_j(0)), \\
        0 & x \in \mathbb{R}^N \setminus B_{2L}(a_j(0))
    \end{cases}
\]

with \( j = 1, \ldots, k - 1 \). According to Proposition 5.2, for \( \psi \in U_\delta \), it has a skew orthogonal decomposition:

\[
    \psi = \sum_{l=1}^{k} T_l \eta_{l, \varepsilon} + w.
\]

Define \( w_j \) as

\[
    w_j := T_j^{-1}(\varphi_j \cdot (\psi - T_j \eta_{j, \varepsilon})) = T_j^{-1}(\varphi_j \cdot (\sum_{l \neq j} T_l \eta_{l, \varepsilon} + w))), \quad j = 1, \ldots, k - 1
\]

and

\[
    w_k := T_k^{-1}(w - \sum_{l=1}^{k-1} T_l w_l).
\]

Since \( |a_i(0) - a_j(0)| > 2L \) and \( |v_j| \leq K \varepsilon \), by the definition of \( H^1 \) norm (1.4), it holds for every fixed time \( t \) that

\[
    \left( \frac{1}{2} - \sup_{l \neq j} |v_l| \right) \sum_{l=1}^{k} ||w||_{H^1} + O(e^{-\frac{\varepsilon}{\varepsilon}}) \leq ||w||_{H^1} \leq (1 + \sup |v_j|) \sum_{l=1}^{k} ||w_l||_{H^1} + O(e^{-\frac{\varepsilon}{\varepsilon}}),
\]

provided that \( \psi \in U_\delta \). From (6.5) and (6.6), we also know that

\[
    T_j u_j(x) - T_j w_j(x) = \begin{cases} 
        \Psi_{\sigma_j, \varepsilon} + O(\sum_{l \neq j} e^{-\frac{|x-a_l|}{\varepsilon}}) & \forall x \in B_{2L}(a_j(0)), \\
        0 & \forall x \in \mathbb{R}^N \setminus B_{2L}(a_j(0)),
    \end{cases}
\]

\( \forall x \in \mathbb{R}^N \setminus B_{2L}(a_j(0)), \)
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for \( j = 1, \ldots, k - 1 \), and

\[
\mathcal{T}_k u_k(x) - \mathcal{T}_k w_k(x) = \begin{cases} 
\Psi_{\sigma_k, \epsilon} + O \left( \sum_{j=1}^{k-1} e^{-\frac{c|x-a_j|}{\epsilon}} \right) & \forall x \in \mathbb{R}^N \setminus \bigcup_{j=1}^{k-1} B_L(a_j(0)), \\
0 & \forall x \in \bigcup_{j=1}^{k-1} B_L(a_j(0)).
\end{cases}
\tag{6.9}
\]

We introduce the generators

\[
\mathcal{K}_{j,m} = -T_j \partial_m, \quad \mathcal{K}_{j,N+m} = \frac{(x - a_j)_m}{\epsilon} i T_j, \quad \mathcal{K}_{j,2N+1} = i T_j, \quad \mathcal{K}_{j,2N+2} = T_j \partial_{\mu_j},
\]

and following coefficients corresponding to the basis \( z_{j,m} \) defined in (5.5)

\[
\beta_{j,m} = \dot{a}_{j,m} \frac{1}{\epsilon} - v_{j,m}, \quad j = 1, \ldots, k, \quad m = 1, \ldots, N,
\tag{6.10}
\]

\[
\beta_{j,N+m} = \frac{1}{2} \dot{v}_{j,m} + \epsilon \partial_{x_m} V(a_j), \quad j = 1, \ldots, k, \quad m = 1, \ldots, N,
\tag{6.11}
\]

\[
\beta_{j,2N+1} = \gamma - \frac{\dot{a}_j}{2\epsilon} \cdot v_j - \mu_j + \frac{|v_j|^2}{4} + V(a_j), \quad j = 1, \ldots, k,
\tag{6.12}
\]

\[
\beta_{j,2N+2} = \mu_j, \quad j = 1, \ldots, k,
\tag{6.13}
\]

where \( a_{j,m} \) and \( v_{j,m} \) are \( m \)-th component of \( a_j \) and \( v_j \). Denote

\[
\beta_j \cdot \mathcal{K}_j := \sum_{m=1}^{2N+2} \beta_{j,m} \cdot \mathcal{K}_{j,m} \quad \text{and} \quad \tilde{\beta}_j \cdot \tilde{\mathcal{K}}_j := \sum_{m=1}^{2N+1} \beta_{j,m} \cdot \mathcal{K}_{j,m}.
\tag{6.14}
\]

We have following theorem, which reparameterize the NSE (1.3) into the form we needed.

**Theorem 6.1.** If \( \psi \in U_\delta \) satisfies (1.3), then it holds

\[
\sum_{i=1}^{k} \tilde{\beta}_i \cdot \tilde{\mathcal{K}}_i u_i + \sum_{i=1}^{k} \mathcal{T}_i u_i = \sum_{i=1}^{k} J \mathcal{T}_i (-\varepsilon^2 \Delta u_i + \mu_i u_i) + \sum_{i=1}^{k} J \mathcal{R}_i \cdot \mathcal{T}_i u_i - J f(\psi).
\tag{6.15}
\]

where

\[
\mathcal{R}_i = V(x) - V(a_i) - \nabla V(a_i) \cdot (x - a_i) = O((\varepsilon^2 x)^2),
\tag{6.16}
\]

and \( J \) is the operator of multiplication by \( i^{-1} \) defined in (3.3).

**Proof.** We can rewrite the first equation of (1.3):

\[
i \partial_t \psi = -\varepsilon^2 \Delta \psi + V(x) \psi - f(\psi),
\]

as

\[
\sum_{i=1}^{k} \partial_t (\mathcal{T}_i u_i) = \sum_{i=1}^{k} J (-\varepsilon^2 \Delta \mathcal{T}_i u_i + V(x) \mathcal{T}_i u_i) - J f(\psi).
\tag{6.17}
\]
Since $T_j v = e^{\frac{j}{\varepsilon} v\cdot \frac{x-a_j}{\varepsilon}} + \gamma_j v(x-a_j)$, for the left side of (6.17), we have

$$
\sum_{l=1}^{k} \partial_t (T_l u_l) = \sum_{l=1}^{k} \left( \frac{1}{2} \dot{v} \cdot \frac{x-a_l}{\varepsilon} - \frac{1}{2} v \cdot \frac{\dot{a}}{\varepsilon} + \dot{\gamma} \right) T_l u_l 
+ \sum_{l=1}^{k} \dot{a}_l \left( -T_l \nabla u_l \right) + \sum_{l=1}^{k} T_l \dot{u}_l, \tag{6.18}
$$

While the right side of (6.17) can be rewritten as

$$
\sum_{l=1}^{k} J(-\varepsilon^2 \Delta T_l u_l + V(x) T_l u_l) - J f(\psi)
= \sum_{l=1}^{k} \left( J T_l (-\varepsilon^2 \Delta u_l) + v_l (-T_l \nabla u_l) - \frac{v^2}{4} (\dot{T_l} u_l) + JV(x)(T_l u_l) \right) - J f(\psi). \tag{6.19}
$$

We add

$$
\sum_{l=1}^{k} \left( \mu_l (-i T_l u_l) - JV(a_l) T_l u_l - J \nabla V(a_l)(x-a_l) T_l u_l \right) \tag{6.20}
$$
to each side of (6.17). By using notations (6.10)-(6.14) to collect parameters into $\tilde{\beta}$, we conclude (6.15).

We want to derive the modulation formula for solitons dynamics. To split the nonlinear term $f(\psi)$, using the definition of $u_j$ and $w_j$, we deduce that

$$
f(\psi) = \sum_{l=1}^{k} T_j f(u_j) + \zeta(w) + O(e^{-\frac{c}{\varepsilon}}), \tag{6.21}
$$

where $\zeta(w) \in H^1_0(\mathbb{R}^N)$ is the boundary term with $\text{supp}\{\zeta(w)\} \subset \bigcup_{l=1}^{k-1} (B_{2L}(a_l(0)) \setminus B_L(a_l(0)))$. Thus for the right side of (6.15), we have

$$
\sum_{l=1}^{k} J T_l (-\varepsilon^2 \Delta u_l + \mu_l u_l) + \sum_{l=1}^{k} J R_l \cdot T_l u_l - J f(\psi)
= \sum_{l=1}^{k} J \mathcal{E}'_{\mu_l,\varepsilon}(u_l) + \sum_{l=1}^{k} J R_l \cdot T_l u_l - J \zeta(w) + O(e^{-\frac{c}{\varepsilon}}).
$$

From (6.8), we obtain

$$
\mathcal{E}'_{\mu_j,\varepsilon}(u_j) = \mathcal{E}'_{\mu_j,\varepsilon}(\eta_{\mu_j,\varepsilon} + w_j) + O(e^{-\frac{c}{\varepsilon}}) = \mathcal{L}_{\eta_{\mu_j,\varepsilon}}(w_j) + N_{\eta_{\mu_j,\varepsilon}}(w_j) + O(e^{-\frac{c}{\varepsilon}}), \tag{6.22}
$$
Since $\eta_{\mu_j,\varepsilon} = \mu_j \partial_{\mu_j} \eta_{\mu_j,\varepsilon}$, we can rewrite (6.13) as
\[
\sum_{l=1}^{k} \left( \beta_l \cdot K\eta_{\mu_l,\varepsilon} + \tilde{\beta}_l \cdot \tilde{K}w_l + T_l \dot{w}_l \right) = \sum_{l=1}^{k} \left( J T_l L_{\eta_{\mu_l,\varepsilon}}(w_l) + J T_l N_{\eta_{\mu_l,\varepsilon}}(w_l) + J R_l \cdot T_l u_l \right)
\]
\[
+ J \zeta(w) + O(e^{-\varepsilon}).
\] (6.23)

If we denote
\[
W(w) := \sum_{l=1}^{k} \left( J T_l L_{\eta_{\mu_l,\varepsilon}}(w_l) + J T_l N_{\eta_{\mu_l,\varepsilon}}(w_l) + J R_l \cdot T_l w_l - \tilde{\beta}_l \cdot \tilde{K}w_l \right) + J \zeta(w),
\] (6.24)

and
\[
Q(\sigma) := \sum_{l=1}^{k} \left( J R_l \cdot T_l \eta_{\mu_l,\varepsilon} - J T_l L_{\eta_{\mu_l,\varepsilon}}(\eta_{\mu_l,\varepsilon}) \right),
\] (6.25)

we obtain
\[
\sum_{l=1}^{k} T_l \dot{w}_l = W(w) + Q(\sigma) + O(e^{-\varepsilon}).
\] (6.26)

We will let $J z_j$ act on (6.23), and hope that the surplus variables can be eliminated by the skew orthogonal condition. For this purpose, we give some useful facts for $z_j \in T_{\Psi_{\sigma_j,\varepsilon}} M$ with $j = 1, \cdots, k$. Using the definition of decomposition in Proposition 7.2, we have $\langle J z_j, J L_{\eta_{\mu_j,\varepsilon}}(w) \rangle_\varepsilon = 0$. By the smooth truncation as we have done in (6.1) and (6.5), it holds
\[
\langle J z_j, J T_j L_{\eta_{\mu_j,\varepsilon}}(w_j) \rangle_\varepsilon = O(e^{-\varepsilon}).
\] (6.27)

Similarly, for $z_i \in T_{\Psi_{\sigma_i,\varepsilon}} M$ and $i \neq j$, we have
\[
\langle J z_i, J T_j L_{\eta_{\mu_j,\varepsilon}}(w_j) \rangle_\varepsilon = O(e^{-\varepsilon}).
\] (6.28)

Then, we consider the time derivatives. For $\bar{z}_j \in T_{\Psi_{\sigma_0,j,\varepsilon}} M$ where $\sigma_{0,j} = (0,0,0,\mu_j)$, and $j = 1, \cdots, k$, it holds
\[
0 = \partial_t \langle J z_j, T_j^{-1} w \rangle_\varepsilon = \langle J z_j, \partial_t (T_j^{-1} w) \rangle_\varepsilon + \mu_j \langle J \partial_{\mu_j} z_j, T_j^{-1} w \rangle_\varepsilon
\]
\[
= \langle J z_j, T_j \partial_t (T_j^{-1} w) \rangle_\varepsilon + \mu_j \langle J \partial_{\mu_j} z_j, w \rangle_\varepsilon,
\] (6.29)

where $z_j = T_j \bar{z}_j \in T_{\Psi_{\sigma_j,\varepsilon}} M$. We can use (6.3). Again to deduce
\[
\langle J z_j, T_j \dot{w}_j \rangle_\varepsilon = -\mu_j \langle J \partial_{\mu_j} z_j, T_j w_j \rangle_\varepsilon + O(e^{-\varepsilon})
\]
\[
= \beta_{j,2N+2} \langle J z_j, K_{j,2N+2} w_j \rangle_\varepsilon + O(e^{-\varepsilon})
\] (6.30)

While for $z_i \in T_{\Psi_{\sigma_i,\varepsilon}} M$ and $i \neq j$ it holds
\[
\langle J z_i, T_j \dot{w}_j \rangle_\varepsilon = O(e^{-\varepsilon}).
\] (6.31)

Now, we let $J z_{i,n}$ act on both sides of (6.23). Since the support of $J \zeta(w)$ is contained in $\cup_{l=1}^{k-1} (B_{2L}(a_l(0)) \setminus B_L(a_l(0)))$, we have $\langle J z_{i,n}, J \zeta(w) \rangle_\varepsilon = O(e^{-\varepsilon})$ for $i = 1, \cdots, k$ and
\( n = 1, \cdots, 2N + 2 \). Recalling that \( K_{j,m}\eta_{\mu_j,\varepsilon} = z_{j,m} \) are exactly the skew orthogonal bases of \( T_{y_{\mu_j,\varepsilon}}M \), we can obtain

\[
\sum_{j=1}^{k} \sum_{m=1}^{2N+2} \Omega_{j,m}^{i,n} \beta_{j,m} = \langle z_{i,n}, \sum_{l=1}^{k} (T_l N_{\eta_{\mu_l,\varepsilon}}(w_l) + R_l \cdot T_l(\eta_{\mu_l,\varepsilon} + w_l)) \rangle \varepsilon
\]

(6.32)

\[
- \sum_{l=1}^{k} \beta_l \langle Jz_{i,n}, K_l w_l \rangle \varepsilon + O(e^{-\frac{2}{\varepsilon}}),
\]

where

\[
\Omega_{j,m}^{i,n} = \langle z_{i,n}, J^{-1}z_{j,m} \rangle \varepsilon = \begin{cases} 
\Omega_{\eta_{\mu_j,\varepsilon}}^{m,n} & i = j, \\
O(e^{-\frac{2}{\varepsilon}}) & i \neq j.
\end{cases}
\]

(6.33)

Thus, using the notations (6.10)-(6.13) and the expression (4.15) of matrix \( \Omega_{\eta_{\mu,\varepsilon}} \), we can rewrite (6.32) into four equations:

\[
\dot{a}_{j,m} = v_{j,m} + (m(\mu_j))^{-1} \langle z_{j,N+m}(T_j N_{\eta_{\mu_j,\varepsilon}}(w_j) + R_j \cdot T_j(w_j)) \rangle \varepsilon - \beta_j \langle Jz_{j,N+m}, K_j w_j \rangle \varepsilon + O(e^{-\frac{2}{\varepsilon}}),
\]

(6.34)

\[
\frac{1}{2} \dot{v}_{j,m} = -\varepsilon \partial x_m V(a_j) - (m(\mu_j))^{-1} \langle z_{j,m}(T_j N_{\eta_{\mu_j,\varepsilon}}(w_j) + R_j \cdot T_j(w_j)) \rangle \varepsilon + \langle z_{j,m}, R_j \cdot T_j(\eta_{\mu_j,\varepsilon}) \rangle \varepsilon \beta_j \langle Jz_{j,m}, K_j w_j \rangle \varepsilon + O(e^{-\frac{2}{\varepsilon}}),
\]

(6.35)

\[
\dot{\gamma}_j = \mu_j + \frac{v_j}{2} \cdot \frac{\dot{a}_j}{\varepsilon} - \frac{|v_j|^2}{4} - V(a_j) - (m'(\mu_j))^{-1} \langle z_{j,2N+2}(T_j N_{\eta_{\mu_j,\varepsilon}}(w_j) + R_j \cdot T_j(w_j)) \rangle \varepsilon + \langle z_{j,2N+2}, R_j \cdot T_j(\eta_{\mu_j,\varepsilon}) \rangle \varepsilon \beta_j \langle Jz_{j,2N+2}, K_j w_j \rangle \varepsilon + O(e^{-\frac{2}{\varepsilon}}),
\]

(6.36)

\[
\dot{\mu}_j = (m'(\mu_j))^{-1} \langle z_{j,2N+1}(T_j N_{\eta_{\mu_j,\varepsilon}}(w_j) + R_j \cdot T_j(w_j)) \rangle \varepsilon - \beta_j \langle Jz_{j,2N+1}, K_j w_j \rangle \varepsilon + O(e^{-\frac{2}{\varepsilon}}),
\]

(6.37)

where \( m(\mu_j), m'(\mu_j) \) are given in (1.11) (1.16), and we use the facts \( \langle J\eta_{\mu_j,\varepsilon}, R_j \eta_{\mu_j,\varepsilon} \rangle \varepsilon = 0, \langle \frac{\partial}{\partial x_m} \eta_{\mu_j,\varepsilon}, R_j \eta_{\mu_j,\varepsilon} \rangle \varepsilon = 0 \) for \( j = 1, \cdots, k \) and \( m = 1, \cdots, N \).

If we denote \( \mathbf{a}_j = (\frac{a_j}{\varepsilon}, v_j, \gamma_j, \mu_j) \) and \( \mathbf{a} = (\mathbf{a}_1, \cdots, \mathbf{a}_k) \), we can abbreviate (6.34)-(6.37) as

\[
\dot{\mathbf{a}} = X(\mathbf{a}) - X_\beta(\mathbf{a}, w) + O(e^{-\frac{2}{\varepsilon}}),
\]

(6.38)

where

\[
X_{j,m}(\mathbf{a}) = \dot{\mathbf{a}}_{j,m} - \beta_{j,m}
\]

(6.39)
and
\[
X^{i,n}_{\delta}(\sigma, w) = \sum_{j=1}^{k} \sum_{m=1}^{2N+2} (\Omega_{j,m}^i)^{-1} \left( \langle z_{i,n} \rangle \sum_{l=1}^{k} \left( T_l N_{\eta_{\mu,l}}(w_l) + R_l \cdot T_l(\eta_{\mu,l} + w_l) \right) \right) - \sum_{l=1}^{k} \beta_l \langle Jz_{i,n}, K_j w_l \rangle. 
\]

Notice that the last term on the right side of (6.40) is of order \( O(|\beta| k \sum_{l=1}^{k} ||w_l||_{L^2}) \) by the Green’s theorem. On the other hand, it holds \( R_j \leq C \varepsilon_v^2 \) and \( N_{\eta_{\mu,l}}(w_j) \leq C ||w_j||_{H^1}^2 \) for \( j = 1, \ldots, k \). Thus we have
\[
X_{\delta}(\sigma, w) = O(|\beta| \sum_{l=1}^{k} ||w_l||_{L^2} + \varepsilon_v^2 + \sum_{l=1}^{k} ||w_l||_{H^1}^2), \quad (6.41)
\]
provided \( ||w||_{H^1} \leq 1 \). We conclude above calculation as following proposition:

**Proposition 6.2.** \( \sigma \) and perturbation \( w_j \) satisfy
\[
\dot{\sigma} = X(\sigma) - X_{\delta}(\sigma, w) + O(e^{-\frac{c}{\varepsilon}}) \quad (6.42)
\]
and
\[
\sum_{l=1}^{k} T_l \dot{w}_l = W(w) + Q(\sigma) + O(e^{-\frac{c}{\varepsilon}}), \quad (6.43)
\]
where \( W(w) \) and \( Q(\sigma) \) are defined in (6.24) and (6.25). Furthermore, we have the following estimate for the vector field \( X_{\delta} \):
\[
X_{\delta} = O(|\beta| \sum_{l=1}^{k} ||w_l||_{L^2} + \varepsilon_v^2 + \sum_{l=1}^{k} ||w_l||_{H^1}^2), \quad (6.44)
\]
provided \( ||w||_{H^1} \leq 1 \).

In the rest part of this paper, we are going to show \( \sup_{t \in (0, T]} ||w_l||_{H^1} = O(\varepsilon_v) \) for \( T = \frac{T_0}{\varepsilon^2} \) with \( T_0 \) a positive constant, from which \( \sup_{t \in (0, T]} |X_{\delta}| = O(\varepsilon_v^2) \) and the main result follows.

### 7. Time derivative of energy

By the definition of \( u_j \), we observe that \( u_j \) is very close to \( \eta_{\mu_j, \varepsilon} \). In this section, we are going to prove that \( \sum_{l=1}^{k} \partial_t E_{\mu_l, \varepsilon}(u_l) - \sum_{l=1}^{k} \partial_t E_{\mu_l}(\eta_{\mu_l, \varepsilon}) \) is a small term, so that we are able to control \( \sum_{l=1}^{k} ||w_l||_{H^1} \) in a large time interval. We have following lemma, which gives the time derivative of energy functional \( \sum_{l=1}^{k} E_{\mu_l, \varepsilon}(u_l) \):
Lemma 7.1. It holds

\[
\sum_{l=1}^{k} \partial_{t} \mathcal{E}_{\mu, \varepsilon}(u_{l}) = \frac{1}{2} \sum_{l=1}^{k} \dot{\mu}_{l} ||u_{l}||_{L^2}^2 - \sum_{l=1}^{k} \left( \frac{\dot{\varepsilon}_{l}}{2} + \varepsilon \nabla V_{a_{l}} \right) u_{l}, \varepsilon \nabla u_{l} \varepsilon \\
+ C\varepsilon^2 \sum_{l=1}^{k} \cdot ||u_{l}||_{H^1}^2 + O(e^{-\frac{c}{\varepsilon}}),
\]

where \( V_{a}(x) := V(x + a) \).

Proof. According to the definition of \( \mathcal{H}_{v, \varepsilon} \) in (3.4), and the definition of \( \mathcal{E}_{\mu, \varepsilon}(\eta_{\mu, \varepsilon}) \) in (3.5), we have

\[
2\mathcal{H}_{v, \varepsilon}(\psi) = 2\mathcal{H}_{v, \varepsilon}(\sum_{l=1}^{k} \mathcal{T}_{l} u_{l}) \\
= 2 \sum_{l=1}^{k} \mathcal{E}_{\mu, \varepsilon}(u_{l}) - \sum_{l=1}^{k} \left( \frac{|v_{l}|^2}{4} + \mu_{l} \right) ||T_{l} u_{l}||_{L^2}^2 + \sum_{l=1}^{k} v_{l} \cdot \langle \mathcal{T}_{l} u_{l}, \varepsilon \nabla (T_{l} u_{l}) \rangle_{\varepsilon} + \int_{\mathbb{R}^N} V|\psi|^2dx
\]

We calculate the time derivative of each individual term in (7.2). Since \( \partial_{t} \left( |\psi|^2 \right) = 0 \) and \( |v_{j}| \leq K\varepsilon \) for \( j = 1, \cdots, k \), we use condition (C) in Section 2 and (3.9) to deduce that

\[
\sum_{l=1}^{k} \left( \frac{|v_{l}|^2}{4} + \mu_{l} \right) \partial_{t} \left( ||T_{l} u_{l}||_{L^2}^2 \right) \leq \sum_{l=1}^{k} \left( \frac{k\varepsilon^2}{4} + C \right) \partial_{t} \left( ||T_{l} u_{l}||_{L^2}^2 \right) \\
= C\varepsilon \text{Re} \sum_{l=1}^{k-1} \int_{B_{2L}(a_l(0)) \setminus B_{L}(a_l(0))} \frac{i}{\varepsilon^{N-1}} w \cdot \nabla w \cdot \nabla (\varphi_{l}^2)dx + O(e^{-\frac{c}{\varepsilon}}) \\
\leq C\varepsilon \sum_{l=1}^{k-1} \int_{B_{2L}(a_l(0)) \setminus B_{L}(a_l(0))} \frac{1}{\varepsilon^{N-1}} |w|^2 |\nabla^2 (\varphi_{l})|dx + O(e^{-\frac{c}{\varepsilon}}) \\
\leq C\varepsilon^2 \sum_{l=1}^{k} ||u_{l}||_{H^1}^2 + O(e^{-\frac{c}{\varepsilon}}),
\]
Similarly, by (3.10) we have
\[ \partial_t (i T_j u_j, \varepsilon \nabla (T_j u_j)) = \varepsilon (\nabla V) T_j u_j, T_j u_j \varepsilon \]
where the second step is by (3.9) and the smooth truncation we have made in (6.1).

Similarly, by (3.10) we have
\[
\partial_t (i T_k u_k, \varepsilon \nabla (T_k u_k)) = \varepsilon (\nabla V) T_k u_k, T_k u_k \varepsilon
\]
with \( C_2 \) to obtain

\[
\langle \partial_t \psi, \varepsilon \nabla (\psi) \rangle \eta \leq \langle \partial_t \psi, \varepsilon \nabla (\psi) \rangle \eta - \varepsilon (\nabla V) \psi, \varepsilon \nabla \psi \rangle \varepsilon
\]
where we have used the assumption \( |v_i| \leq K \varepsilon \) for \( l = 1, \ldots, k \). By the definition of \( T_j \) and the smooth truncation (6.3), we have

\[
2 \varepsilon (\nabla V) \psi, \varepsilon \nabla \psi \rangle \varepsilon = \sum_{l=1}^{k} \langle \varepsilon (\nabla V) i T_l u_l, \varepsilon \nabla (T_l u_l) \rangle \varepsilon + C \varepsilon \cdot \varepsilon \sum_{l=1}^{k} ||u_i||^2_{H^1} + O(\varepsilon^{-\frac{3}{2}}).
\]

Notice that according to the right side of (6.7), we have

\[
\langle \partial_t \psi, \varepsilon \nabla (\psi) \rangle \eta \leq \langle \partial_t \psi, \varepsilon \nabla (\psi) \rangle \eta - \varepsilon (\nabla V) \psi, \varepsilon \nabla \psi \rangle \varepsilon
\]
Suppose \( ||w||_{H^1} \leq 1 \). Notice that according to the right side of (6.7), we have

\[
||w||_{H^1}^2 \leq C \sum_{l=1}^{k} ||u_l||_{H^1}^2,
\]

with \( C \) a positive constant.

Now using (3.8), (3.10), (7.3), (7.4) and \( \partial_t \mathcal{H}_v, \varepsilon (\psi) = 0 \), we take time derivative of (7.2) to obtain

\[
2 \sum_{l=1}^{k} \partial_t \mathcal{E}_{i \varepsilon l} (u_l) = \sum_{l=1}^{k} \langle \dot{v}_l \cdot \frac{v_l}{2} + \dot{\mu}_l ||T_l u_l||_{L^2}^2 - \sum_{l=1}^{k} \dot{v}_l \cdot \langle i T_l u_l, \varepsilon \nabla (T_l u_l) \rangle \varepsilon - 2 \varepsilon (\nabla V) i \psi, \varepsilon \nabla \psi \rangle \varepsilon
\]

\[
+ \sum_{l=1}^{k} v_l \cdot \langle \varepsilon (\nabla V) T_l u_l, T_l u_l \rangle \varepsilon + C \varepsilon \sum_{l=1}^{k} ||u_l||_{H^1}^2,
\]

provided \( ||w||_{H^1} \leq 1 \). Notice that according to the right side of (6.7), we have
Since $\varepsilon_v = o(\varepsilon)$, we can collect terms of the form $v_j + 2\varepsilon \nabla V_{a_j}$ to give

$$2 \sum_{l=1}^{k} \partial_t \mathcal{E}_{\mu|\varepsilon}(u_l) = \sum_{l=1}^{k} \mu_l||u_l||_{L^2}^2 - \sum_{l=1}^{k} \langle (\dot{v}_l + 2\varepsilon \nabla V_{a_l})i u_l, \varepsilon \nabla u_l \rangle$$

$$+ C \varepsilon^2 \sum_{l=1}^{k} ||w_l||_{H^1}^2 + O(e^{-\frac{\varepsilon}{2}}),$$

which is the desired result. \hfill \Box

By now we can state the main result of this section, which claims the time derivative of energy difference $\sum_{l=1}^{k} \mathcal{E}_{\mu|\varepsilon}(u_l) - \sum_{l=1}^{k} \mathcal{E}_{\mu|\varepsilon}(\eta_{\mu|\varepsilon})$ is a small term depending on $\beta$ and the $H^1$ norm of $w_j$ with $j = 1, \cdots, k$.

**Proposition 7.2.** It holds

$$\sum_{l=1}^{k} \partial_t \mathcal{E}_{\mu|\varepsilon}(u_l) - \sum_{l=1}^{k} \partial_t \mathcal{E}_{\mu|\varepsilon}(\eta_{\mu|\varepsilon}) = O(|\beta| \sum_{l=1}^{k} ||w_l||_{H^1}^2 + \varepsilon^2 \sum_{l=1}^{k} ||w_l||_{H^1}^2 + \varepsilon^2 \sum_{l=1}^{k} ||w_l||_{H^1} + e^{-\frac{\varepsilon}{2}}).$$

(7.6)

**Proof.** Since $\eta_{\mu|\varepsilon}$ is a critical point of $\mathcal{E}_{\mu|\varepsilon}$, we have

$$\partial_t \mathcal{E}(\eta_{\mu|\varepsilon}) = \frac{1}{2} \dot{\mu}_j ||\eta_{\mu|\varepsilon}||_{L^2}^2.$$  (7.7)

From Lemma [7.4] we can divide $\sum_{l=1}^{k} \partial_t \mathcal{E}_{\mu|\varepsilon}(u_l) - \sum_{l=1}^{k} \partial_t \mathcal{E}_{\mu|\varepsilon}(\eta_{\mu|\varepsilon})$ into three parts:

$$I_1 = \frac{1}{2} \sum_{l=1}^{k} \dot{\mu}_l (||u_l||_{L^2}^2 - ||\eta_{\mu|\varepsilon}||_{L^2}^2),$$

(7.8)

$$I_2 = - \sum_{l=1}^{k} \langle (\frac{\dot{v}_l}{2} + \varepsilon \nabla V_{a_l})i u_l, \varepsilon \nabla u_l \rangle,$$

(7.9)

$$I_3 = C \varepsilon^2 \sum_{l=1}^{k} ||w_l||_{H^1}^2 + O(e^{-\frac{\varepsilon}{2}}).$$

(7.10)

Using the decomposition $\psi = \sum_{l=1}^{k} T_{\eta_{\mu|\varepsilon}} + w$ to find $0 = \langle T_\beta \eta_{\mu|\varepsilon}, w \rangle = \langle \eta_{\mu|\varepsilon}, T_{\beta}^{-1} w \rangle$, and by the smooth truncation [6.1], we have

$$\langle \eta_{\mu|\varepsilon}, w_j \rangle = O(e^{-\frac{\varepsilon}{2}}).$$

(7.11)

Recall $\dot{\mu}_j = \beta_{j,2N+2}$. Hence for the first part $I_1$, it holds

$$I_1 = \frac{1}{2} \sum_{l=1}^{k} \dot{\mu}_l ||w_l||_{L^2}^2 + O(e^{-\frac{\varepsilon}{2}}) = O(|\beta| \sum_{l=1}^{k} ||w_l||_{H^1}^2 + e^{-\frac{\varepsilon}{2}}).$$

(7.12)
Similar to (7.11), we can prove
\[
\langle i \eta_{\mu_j, \epsilon} \partial \nabla w_j \rangle_{\epsilon} = O(e^{-\frac{\epsilon}{\mu_j}})
\] (7.13)
and
\[
\langle i \epsilon \partial \nabla w_j, \eta_{\mu_j, \epsilon} \rangle_{\epsilon} = O(e^{-\frac{\epsilon}{\mu_j}}).
\] (7.14)
Notice that \( \nabla V_a - \nabla V(a) = O(\epsilon^2 |x|) \) and \( |x| \eta_{\mu_j, \epsilon}, \epsilon |x| \nabla \eta_{\mu_j, \epsilon} \in L^2 \) for \( j = 1, \ldots, k \). Combining (7.13) and (7.14) with \( \epsilon \partial \nabla V_{\alpha_j} = \beta_{j,N+1} \), we can estimate the second part \( I_2 \) as follows:
\[
I_2 = - \sum_{l=1}^{k} \langle (\partial_l ^{2} + \epsilon \nabla V_{a_l}) i w_l, \nabla \eta_{\mu_j, \epsilon} \rangle_{\epsilon} - \sum_{l=1}^{k} \langle \epsilon (\nabla V_{a_l}) i \eta_{\mu_j, \epsilon} \rangle_{\epsilon} - \sum_{l=1}^{k} \langle (\epsilon (\nabla V_{a_l} - \nabla V(a_l))) i w_l, \nabla \eta_{\mu_j, \epsilon} \rangle_{\epsilon}
\]
\[
= - \sum_{l=1}^{k} \langle (\partial_l ^{2} + \epsilon \nabla V(a_l)) i w_l, \nabla \eta_{\mu_j, \epsilon} \rangle_{\epsilon} - \sum_{l=1}^{k} \langle (\epsilon (V_{a_l} - \nabla V(a_l))) i w_l, \nabla \eta_{\mu_j, \epsilon} \rangle_{\epsilon}
\]
\[
= O(\| \beta \| \sum_{l=1}^{k} \| w_l \|_{H^1}^2 + \epsilon \cdot \epsilon \sum_{l=1}^{k} \| w_l \|_{H^1}^2 + \epsilon \cdot \epsilon \sum_{l=1}^{k} \| w_l \|_{H^1}^2 + e^{-\frac{\epsilon}{\mu_j}})
\] (7.15)

From condition (A) in Section 2, we have \( \epsilon_v = o(\epsilon) \). Thus we complete our proof by adding up (7.10) (7.12) and (7.15).

8. Proof of the main result

The next lemma is a well-known result about coercivity of \( \mathcal{L}_{\eta_{\mu, \epsilon}} \), whose proof can be found in [14] and [29]. It relies on the fact that \( \mathcal{L}_{\eta_{\mu, \epsilon}} \) has only one negative eigenvalue and the structure of its null space.

Lemma 8.1. For \( w \in H^1(\mathbb{R}^N, \mathbb{C}) \) satisfying \( \omega_{\epsilon}(w, z) = 0, \forall z \in \mathbf{T}_{\Psi_{\sigma_0, m}} M \) with \( \sigma_0 = (0, 0, 0, \mu) \) and \( \mu \in I \), it holds
\[
\langle \mathcal{L}_{\eta_{\mu, \epsilon}} w, w \rangle_{\epsilon} \geq \rho \| w \|_{H^1}^2
\] (8.1)
where the linearized operator \( \mathcal{L}_{\eta_{\mu, \epsilon}} \) is defined in (4.1), and \( \rho > 0 \) is a constant.

Unfortunately, Lemma 8.1 cannot be applied directly for this multi-peak case. Thus we introduce following corollary:

Corollary 8.2. For \( u_j \) and \( w_j \) defined in (6.1) (6.2) (6.3) (6.6), it holds
\[
\mathcal{E}_{\mu_j, \epsilon}(u_j) - \mathcal{E}_{\mu_j, \epsilon}(\eta_{\mu, \epsilon}) \geq \frac{\rho_j}{2} \| w_j \|_{H^1}^2 - C \| w_j \|_{H^1}^3 + O(e^{-\frac{\epsilon}{\mu_j}}) \quad \text{for } j = 1, \ldots, k,
\] (8.2)
where $E_{\mu,\varepsilon}$ is defined in (3.12), and $\rho_j, c$ are two positive constants.

**Proof.** We will use Lemma (8.1). Define $\tilde{w}_j = u_j - \eta_{\mu_j, \varepsilon}$, then by (6.8) and (6.9) we have

$$||\tilde{w}_j - w_j||_{H^1} = O(e^{-\frac{\varepsilon}{2}}) \quad \text{for} \quad j = 1, \cdots, k.$$  

(8.3)

Moreover, since $\omega_{\varepsilon}(w, T_j z) = \omega_{\varepsilon}(T_j^{-1} w, z) = 0$, $\forall z \in T_{\Psi_{\sigma_0, j, \varepsilon}} M$ with $\sigma_{0, j} = (0, 0, \mu_j)$, it holds

$$\omega_{\varepsilon}(\tilde{w}_j, z) = O(e^{-\frac{\varepsilon}{2}}) \quad \forall z \in T_{\Psi_{\sigma_0, j, \varepsilon}} M.$$  

(8.4)

Thus we can write $\tilde{w}_j$ as

$$\tilde{w}_j = \hat{w}_j + \sum_{m=1}^{2N+2} r_{j,m} z_{j,m},$$

(8.5)

where $\hat{w} \in H^1(\mathbb{R}^N, \mathbb{C})$ is the function such that

$$\omega_{\varepsilon}(\hat{w}_j, z) = 0, \quad \forall z \in T_{\Psi_{\sigma_0, j, \varepsilon}} M,$$

and $|r_{j,m}| = O(e^{-\frac{\varepsilon}{2}})$ for $m = 1, \cdots, 2N + 2$. By (8.1) (8.3) (8.5), and using the fact that $\eta_{\mu_j, \varepsilon}$ is a radial ground state solution, we have

$$2E_{\mu_j, \varepsilon}(u_j) - 2E_{\mu_j, \varepsilon}(\eta_{\mu_j, \varepsilon}) = \langle L_{\eta_{\mu_j, \varepsilon}} \tilde{w}_j, \tilde{w}_j \rangle_{\varepsilon} - C||\tilde{w}_j||_{H^1}^3$$

$$= \langle L_{\eta_{\mu_j, \varepsilon}} \hat{w}_j, \hat{w}_j \rangle_{\varepsilon} - C||\hat{w}_j||_{H^1}^3 + O(e^{-\frac{\varepsilon}{2}})$$

$$\geq \rho||\hat{w}_j||_{H^1}^2 - C||w_j||_{H^1}^3 + O(e^{-\frac{\varepsilon}{2}})$$

$$\geq \rho||w_j||_{H^1}^2 - C||w_j||_{H^1}^3 + O(e^{-\frac{\varepsilon}{2}}).$$

(8.6)

Hence we have proved (8.2). \qed

To study the change of $H^1$ norm for the perturbation term $w$, we define the norm

$$|||w|||_t = \sup_{s \in (0,t]} ||w(s)||_{H^1}$$

(8.7)

We are going to prove $|||w|||_t \leq c_{\varepsilon, c}$ for $t = \min\left\{ \frac{T_0}{\varepsilon^2}, \frac{L}{K} \right\}$ with $T_0$ some positive constant dependent on $\rho_0 := \min\{\rho_1, \cdots, \rho_k\}$.

**Proposition 8.3.** There are positive constants $T_0, c, c'$ independent of $\varepsilon$ and $\varepsilon_v$ such that for $0 < t \leq \min\{ \frac{T_0}{\varepsilon^2}, \frac{L}{K\varepsilon} \}$, it holds

$$||w||_{H^1} \leq c_{\varepsilon, c}$$

(8.8)

and

$$|\beta| \leq c'_{{\varepsilon, c}^2},$$

(8.9)

where $\beta$ is defined in (6.10)-(6.13).

**Proof.** By condition (C) in Section 2, we have $||w(0)||_{H^1} \leq c_{\varepsilon, c}$, which implies

$$\sum_{j=1}^{k} ||w_j(0)||_{H^1} \leq c_{\varepsilon, c}$$

(8.10)
from (6.7). So for radial ground state solutions \( \eta_{\mu_j, \varepsilon} \) where \( j = 1, \cdots, k \), we have
\[
2 \sum_{l=1}^{k} (\mathcal{E}_{\mu_l, \varepsilon}(u_l(0)) - \mathcal{E}_{\mu_l, \varepsilon}(\eta_{\mu_l, \varepsilon}(0))) = 2 \sum_{l=1}^{k} (|\varepsilon \nabla w_l(0)|^2_{L^2} + \mu_l |w_j(0)|^2_{L^2} - R^{(2)}_{\eta_{\mu_l, \varepsilon}}(w_l(0))).
\]

(8.11)

According to (3.16), it holds
\[
\sum_{l=1}^{k} |\varepsilon| |w_l(0)|^2_{L^2} = \min_{\mu_l} \left\{ \varepsilon |w_l(0)|^2_{L^2} \right\}.
\]

(8.12)

So we have
\[
2 \sum_{l=1}^{k} (\mathcal{E}_{\mu_l, \varepsilon}(u_l(0)) - \mathcal{E}_{\mu_l, \varepsilon}(\eta_{\mu_l, \varepsilon}(0))) \leq c \varepsilon^2_v.
\]

(8.13)

On the other hand, from Corollary 8.2 we know that
\[
2 \sum_{l=1}^{k} (\mathcal{E}_{\mu_l, \varepsilon}(u_l(0)) - \mathcal{E}_{\mu_l, \varepsilon}(\eta_{\mu_l, \varepsilon}(0))) \geq \rho_0 \sum_{l=1}^{k} |w_l|_{H^1}^2 + C \sum_{l=1}^{k} |w_l|_{H^3}^3 + O(e^{-\frac{\beta}{2}}),
\]

(8.14)

where \( \rho_0 = \min \{\rho_1, \cdots, \rho_k\} \). Then we can use Proposition 7.2 to get the integral energy from 0 to \( t \), and deduce that for \( s \in (0, t] \) it holds:
\[
\rho_0 \sum_{l=1}^{k} |w_l(s)|_{H^1}^2 - C \sum_{l=1}^{k} |w_l(s)|_{H^3}^3 + O(e^{-\frac{\beta}{2}})
\]
\[
\leq 2 \sum_{l=1}^{k} (\mathcal{E}_{\mu_l, \varepsilon}(u_l(0)) - \mathcal{E}_{\mu_l, \varepsilon}(\eta_{\mu_l, \varepsilon}(0))) + 2t \partial_t \left( \sum_{l=1}^{k} \mathcal{E}_{\mu_l, \varepsilon}(u_l) - \sum_{l=1}^{k} \mathcal{E}_{\mu_l}(\eta_{\mu_l, \varepsilon}) \right)
\]
\[
\leq c \varepsilon^2_v + c'' t (|\beta| \cdot ||w||_{L^2}^2 + \varepsilon^2 ||w||_{L^2}^2 + \varepsilon \cdot \varepsilon_v \cdot ||w||_{L^2} + O(e^{-\frac{\beta}{2}})),
\]

(8.15)

where we have used (6.7) and (8.13) in the last inequality. Thus by (6.7) and Cauchy-Schwarz inequality, we have
\[
\sum_{l=1}^{k} |w_l(s)|_{H^1}^2 \geq \frac{1}{k} (\sum_{l=1}^{k} |w_l(s)|_{H^1}^2)^2 \geq \frac{1}{4k} |w(s)|_{H^1}^2
\]
and
\[
\sum_{l=1}^{k} |w_l(s)|_{H^3}^3 \leq (\sum_{l=1}^{k} |w_l(s)|_{H^3}^3)^{\frac{1}{3}} \leq C |w(s)|_{H^3}^3.
\]

For \( t \) satisfying \( e'' t (|\beta| + \varepsilon^2) = \rho_0/8k \), we take the sup\( \sup_{s \in (0, t]} \) of \( |w(s)|_{H^1} \) to obtain
\[
\frac{\rho_0}{8k} ||w||_{L^2}^2 \leq c \varepsilon^2_v + O(1) \cdot \varepsilon_v ||w||_{L^2} + C ||w||_{L^2}^3 + O(e^{-\frac{\beta}{2}}),
\]

(8.16)

which implies that for \( t = \rho_0(8ke''(\varepsilon^2_v + \varepsilon^2))^{-1} \), it holds
\[
||w||_{L^2}^2 \leq c \varepsilon^2_v
\]

(8.17)
provided \( ||w||_{H^1} \leq \rho_0/16kC \) and \( \varepsilon \) is sufficiently small. Since \( \psi \in U_\delta \), it is always true that \( ||w||_{t} \leq \delta \) and we can let \( \delta \leq \rho_0/16kC \). From (6.42) we have \( \beta_{j,m} = X_{\delta}^{j,m} + O(e^{-\frac{\pi}{4}}) \). Combining this and (8.17), we can deduce that

\[
|\beta| \leq C\varepsilon^2
\]

for \( t \leq \rho_0(8k\varepsilon''(\varepsilon_v^2 + \varepsilon^2))^{-1} \). According to condition (A) in Section 2 we have \( \varepsilon_v = o(\varepsilon) \), while \( \psi \in U_\delta \) requires that \( t \leq \frac{L}{K\varepsilon} \). Thus (8.8) and (8.9) hold over the time interval

\[
0 < t \leq \min\{\frac{T_0}{\varepsilon^2}, \frac{L}{K\varepsilon}\},
\]

with \( T_0 = \rho_0/16k\varepsilon'' < \infty \) a positive constant, which completes the proof of this proposition.

\[\Box\]

**Proof of Theorem 2.1:** From (6.34)-(6.37) and Proposition 8.3 for \( t \in (0, \min\{\frac{T_0}{\varepsilon^2}, \frac{L}{K\varepsilon}\}) \) and \( i = 1, \cdots, k \) we have

\[
\frac{1}{2}\dot{v}_i = -\varepsilon \nabla V(a_i) + O(\varepsilon_v^2),
\]

\[
\dot{a}_i = v_i + O(\varepsilon_v^2),
\]

\[
\dot{\gamma}_i = \mu_i - V(a_i) - \frac{1}{4}v_i^2 + O(\varepsilon_v^2),
\]

\[
\dot{\mu}_i = O(\varepsilon_v^2)
\]

Note that all the estimates we have done are about the solutions to Equation (1.3). However, we want to derive the corresponding result for Cauchy problem (1.1) and (1.2). For this purpose, we can let \( t' \) be the time parameter in (1.1) and (1.2) and deduce

\[
t' = \varepsilon t \quad \text{and} \quad \varepsilon \partial_{t'} = \partial_t,
\]

where \( t \) is the time parameter in (1.3), so that we can rewrite (8.20)-(8.23) to get the asymptotic estimates for Cauchy problem (1.1) and (1.2) over the time interval \( (0, \min\{\frac{T_0}{\varepsilon^2}, \frac{L}{K\varepsilon}\}) \]. In conclusion, we have

\[
||w||_{H^1} = O(\varepsilon_v)
\]

and

\[
\frac{1}{2}\dot{v}_i = -\nabla V(a_i) + O(\frac{\varepsilon_v^2}{\varepsilon}),
\]

\[
\dot{a}_i = v_i + O(\varepsilon_v^2),
\]

\[
\varepsilon \dot{\gamma}_i = \mu_i - V(a_i) - \frac{1}{4}v_i^2 + O(\varepsilon_v^2),
\]

\[
\varepsilon \dot{\mu}_i = O(\varepsilon_v^2),
\]

with \( i = 1, \cdots, k \), and the proof of Theorem 2.1 is complete.  \[\Box\]
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