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Abstract

We define Jacobi forms of indefinite lattice index, and show that they are isomorphic to vector-valued modular forms also in this setting. We also consider several operations of the two types of objects, and obtain an interesting bilinear map between vector-valued modular forms arising from the product operation.

Introduction

Jacobi forms play a significant role in the theory of modular forms. One place where they naturally show up is as the Fourier–Jacobicoefficients of Siegel modular forms. They were systematically studied, in the classical case (of integer index) in [8], where in particular they were shown to have theta decompositions. This essentially means that unary theta functions are the most basic Jacobi forms, and all the others can be constructed from them using modular forms of weight $\frac{1}{2}$ less. The theta decomposition thus establishes an isomorphism between holomorphic Jacobi forms and holomorphic vector-valued modular forms, involving the Weil representation dual to that of a positive definite lattice of rank 1. The latter are also known to be related to the Kohnen plus-spaces of modular forms from [12,13], and others (see also [14] for generalizations of this connection). Indeed, some initial special cases of what is now known as the Borcherds lift were stated in terms of Jacobi forms, and this connection lies underneath the translation to this interpretation (after adding copies of the lattice $\mathbb{H}_{1,1}$).

The notion of Jacobi forms has been generalized in several directions. First, Fourier–Jacobi coefficients of Siegel modular forms of higher rank are Jacobi forms in which both variables are now taken from higher-dimensional varieties: $\tau$ from a Siegel upper half-plane of a larger degree, and $\zeta$ from a space of complex matrices. The paper [26] considers some of the properties of the classical Jacobi forms, and shows how they extend to this more general setting. Closely related objects are Jacobi forms (with $\tau$ in the usual upper half-plane $\mathbb{H}$ again) in which the index is no longer an integer, but rather a positive definite lattice (see, e.g., [2]). These are the subject of several recent papers, including the Hecke theory developed in one thesis [1], and later in another, [16].

Another type of Jacobi forms is related to the fact that sometimes the Kohnen plus-space is not related to the space of modular forms with the required Weil representation, but rather with its dual. The space of Jacobi forms that was seen to be isomorphic to modular forms with these representations is the space of skew-holomorphic modular forms.
forms, see, e.g., [19]. They are no longer holomorphic in \( \tau \) (though they are in \( \zeta \)), and even their functional equations are not holomorphic, as they contain the absolute value, or equivalently the complex conjugate, of the factor of automorphy. They are, however, annihilated by an appropriate differential operator. Note that as modules over scalar-valued modular forms, they involve conjugation of the variable. The extension of this notion to the positive definite lattice case appears in, e.g., [11].

One may therefore ask whether there are Jacobi forms that are isomorphic to vector-valued modular forms with (dual) Weil representations that are associated with lattices that are not necessarily positive definite. Note that while it is true that every discriminant form can be obtained from a positive definite lattice, we consider the lattice as part of the data. We answer this question to the affirmative, once the lattice is supplemented with the choice of an element of its Grassmannian. The construction is based on a Jacobi version of the Siegel theta function defined in, e.g., Section 4 of [3], and indeed, once the correct theta function is defined, the proofs work like in the classical setting. Let \( L_\mathbb{R} \) and \( L_\mathbb{C} \) denote the real and complex spaces \( L \otimes \mathbb{R} \) and \( L \otimes \mathbb{C} \) respectively, let \( \Theta_L \) be the theta function defined in Eq. (7), and let \( \Delta^h_\nu \) stand for the holomorphic complexification, defined before Proposition 1.3, of the Laplacian associated the negative definite space \( \nu_- \subseteq L_\mathbb{R} \) associated with the Grassmannian element \( \nu \). The main result, which appears as Theorem 2.5 and Proposition 2.7, is as follows.

**Theorem** Let \( L \) be an even lattice of signature \((b_+, b_-)\), take \( \nu \) in the Grassmannian of \( L_\mathbb{R} \), and let \( \Theta_L(\tau, \zeta; \nu) \) denote the value at \( \tau \in \mathbb{H} \) and \( \zeta \in L_\mathbb{C} \) of the Jacobi–Siegel theta function of \( L \) and \( \nu \). Then the map taking a modular form \( F \) with representation \( \rho^*_L \) to its pairing with \( \Theta_L \) defines an isomorphism between Jacobi forms of weight \((k, l)\) and index \((L, \nu)\) and modular forms \((k - \frac{b_+}{2}, l - \frac{b_-}{2})\) and representation \( \rho^*_L \). Moreover, \( F \) is weakly holomorphic if and only if its associated Jacobi form is annihilated by the operator \( 4\pi i \partial_\tau - \Delta^h_\nu \), where \( \Delta^h_\nu \) operates on the variable \( \zeta \).

We remark that all of our Jacobi forms are holomorphic in \( \zeta \), and the fact that \( \nu \) is included in the index affects their functional equations (both the modular and the “periodic” ones). Our examples are therefore different from those from [7] and [21], that are also isomorphic to the same vector-valued modular forms (in particular, the theta functions from the latter reference have singularities, while our theta functions do not). Moreover, the operator \( \Delta^h_\nu \) disappears when \( L \) is positive definite, so that the differential equation is equivalent to holomorphicity in this case. The precise definition is given in Definition 2.3.

Note that we allow linear exponential growth of our modular forms at the cusp, so that the appropriate analogue might be some version of weak Jacobi forms, but altering the growth conditions would produce analogues of the usual Jacobi forms in the same manner. In addition, the dependence of our Jacobi forms on the Grassmannian variable \( \nu \) may lead to interesting results.

Note that the skew-holomorphic Jacobi forms of [19] and [11] are not covered in this setting, in particular because the differential operator defining them involves \( \partial_\tau \) rather than \( \partial_\tau \). However, the vector-valued version of the conjugation of the variable combines with our result to generalize these Jacobi forms as well (see Proposition 3.3).

We then establish the behavior of several operations on vector-valued modular forms and Jacobi forms, and relate them via this connection: Direct sums, arrow operators to and from a sub-lattice of finite index, partial substitution of 0 (which is related to an operation
called theta contraction, introduced in [15] and generalized in [25]), and products of Jacobi forms. Note that the latter action, which was very natural when the indices were integers, becomes more complicated to define when the index is a lattice, and even more delicate when this lattice is indefinite. On the level of the vector-valued modular forms it produces interesting maps, which are related to a special case of theta contraction.

We remark that the relation involving one of the arrow operators cannot be phrased in terms of our theta functions and Jacobi forms alone. We thus make use of the “generalized modularity” of the theta functions from Theorem 4.1 of [3] for establishing an analogue of theta functions with characteristics (see, e.g., Section 1.3 of [9] for their definition in general), and an appropriate combination of those gives the answer for the missing arrow operator.

This paper is divided into four sections. Section 1 defines the Jacobi–Siegel theta functions that we work with, and proves some of its properties. Section 2 contains the definition of our Jacobi forms, and establishes the main correspondence. Section 3 investigates the behavior of the operations on both types of objects, and Sect. 4 considers the theta functions with characteristics.

I would like to thank B. Williams for an interesting discussion, mainly around Theorem 3.10, as well as to M. Raum for referring me to [21] and [7]. I am also very grateful to the two referees, for many valuable suggestions that improved the presentation of this paper.

1 Jacobi–Siegel theta functions

A lattice is a free \( \mathbb{Z} \)-module \( L \) of finite rank, with a non-degenerate bilinear map taking \( \lambda \) and \( \mu \) in \( L \) to their pairing \( (\lambda, \mu) \in \mathbb{Z} \). The signature of \( L \) is the signature \((b_+, b_-)\) of the corresponding real quadratic space \( L_{\mathbb{R}} \). We say that \( L \) is even if the pairing \( \lambda^2 := (\lambda, \lambda) \) is even for every \( \lambda \in L \), or equivalently if the associated quadratic form \( \lambda \mapsto \frac{\lambda^2}{2} \) is \( \mathbb{Z} \)-valued on \( L \).

The pairing produces a canonical isomorphism

\[
L^* := \text{Hom}(L, \mathbb{Z}) \cong \{ \lambda \in L_{\mathbb{R}} \mid (\lambda, L) \subseteq \mathbb{Z} \} \subseteq L_{\mathbb{R}},
\]

so that the dual lattice \( L^* \) contains \( L \). The quotient \( D_L := L^*/L \) is a finite group, called the discriminant group of \( L \). It carries the non-degenerate bilinear and quadratic forms with values in \( \mathbb{Q}/\mathbb{Z} \) arising from those of \( L \), and we denote them by the same symbols for those on \( L \).

Theta functions of positive definite lattices are functions of the variable \( \tau \) in the upper half-plane \( \mathcal{H} := \{ \tau = x + iy \in \mathbb{C} \mid y > 0 \} \). If \( L \) is indefinite (i.e., when \( b_+ b_- > 0 \)), then the theta function depends on another parameter, coming from the Grassmannian of \( L_{\mathbb{R}} \).

This is the real (connected) manifold of dimension \( b_+ b_- \) that is defined by

\[
\text{Gr}(L_{\mathbb{R}}) := \left\{ L_{\mathbb{R}} = v_+ \oplus v_- \mid v_+ \gg 0, \ v_- \ll 0, \ v_+ \perp v_- \right\},
\]

namely the set of decompositions of \( L_{\mathbb{R}} \) as the orthogonal direct sum of a positive definite subspace with a negative definite one. It is clear that for every element \( v \in \text{Gr}(L_{\mathbb{R}}) \) we have \( \dim v_{\pm} = b_\pm \), and that each \( v_{\pm} \) determines the other vector space as \( v_{\mp} = v_{\pm}^\perp \). It is not hard to verify that the Lie group \( O(L_{\mathbb{R}}) \), as well as its connected component \( \text{SO}^+(L_{\mathbb{R}}) \), act transitively on the Grassmannian \( \text{Gr}(L_{\mathbb{R}}) \) from Eq. (1) with maximal compact stabilizers. The latter is thus the symmetric space of these groups. The former group contains the
group $O(L)$ of automorphisms of $L$ as a discrete subgroup, and we denote the intersection $O(L) \cap SO^+(L_\mathbb{R})$ by $SO^+(L)$. A natural discrete group associated with $L$ is its discriminant kernel, or stable orthogonal group, which is defined by

$$\Gamma_L := \ker\left( SO^+(L) \to O(D_L) \right) = \{ A \in SO^+(L) | A\lambda - \lambda \in L \ \forall \lambda \in L^* \}. \quad (2)$$

Finally, given a vector $\lambda \in L_\mathbb{R}$, we shall denote its orthogonal projection onto the spaces $v_\pm$ associated with an element $v \in \text{Gr}(L_\mathbb{R})$ by $\lambda_{v_\pm}$.

The upper half-plane $\mathcal{H}$ carries a natural action of the group $SL_2(\mathbb{R})$, in which the element $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ operates as $\tau \mapsto A\tau := \frac{ax + b}{cx + d}$. The denominator $j(A, \tau) := ct + d$ is called the factor of automorphy for this action, and it satisfies the cocycle condition

$$j(AB, \tau) = j(A, B\tau)j(B, \tau). \quad (3)$$

This allows one to have an explicit description of the unique non-trivial double cover of that group: It is denoted by

$$\text{Mp}_2(\mathbb{R}) := \{(A, \phi) | A \in SL_2(\mathbb{R}), \phi: \mathcal{H} \to \mathbb{C} \text{ holomorphic, } \phi^2(\tau) = j(A, \tau) \}, \quad (4)$$

and called the (real) metaplectic group, in which the product rule is

$$(A, \phi) \cdot (B, \psi) := (AB, (\phi \circ B) \cdot \psi).$$

It is used for the natural definitions in the theory of modular forms of half-integral weight. The uniqueness of $\text{Mp}_2(\mathbb{R})$ follows from the fact that topologically $SL_2(\mathbb{R})$ is the product of $\mathcal{H}$ with the stabilizer $SO(2)$, implying that its fundamental group is infinite cyclic and thus has a unique subgroup of index 2.

The integral metaplectic group is the inverse image $\text{Mp}_2(\mathbb{Z})$ of $SL_2(\mathbb{Z})$ inside $\text{Mp}_2(\mathbb{R})$. It contains the three special elements

$$T := \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right), \quad S := \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right), \quad \sqrt{\tau} \in \mathcal{H} \quad \text{and} \quad Z := (-I, I),$$

which generate it modulo the relations $S^2 = (ST)^3 = Z$ and the triviality of $Z^4$. To the discriminant group $D_L$ (or directly to the lattice $L$) one associates a Weil representation $\rho_L$ of $\text{Mp}_2(\mathbb{Z})$ on the space underlying the group ring $\mathbb{C}[D_L]$, which becomes unitary if we endow that space with the inner product in which the natural basis, which we denote by $\{ \varepsilon_{\gamma} \}_{\gamma \in D_L}$, is orthonormal. The explicit formulæ for the action of the generators are

$$\rho_L(T)\varepsilon_{\gamma} = e\left( \frac{\gamma^2}{2} \right) \varepsilon_{\gamma}, \quad \rho_L(S)\varepsilon_{\gamma} = \frac{e\left( \frac{b-c}{8} \right)}{\sqrt{|D_L|}} \sum_{\delta \in D_L} e\left( -\left( \gamma, \delta \right) \right) \varepsilon_{\delta},$$

and $\rho_L(Z)\varepsilon_{\gamma} = i^{b-\gamma} \varepsilon_{-\gamma}$, where we write $e(w)$ for $e^{2\pi i w}$ for every $w$ in $\mathbb{C}$ or in $\mathbb{C}/\mathbb{Z}$. For the explicit expression for $\rho_L(A, \phi)$ for every $(A, \phi) \in \text{Mp}_2(\mathbb{Z})$, consult [18,20], or [23].

The Siegel theta function associated with $L$ is the function taking the variables $\tau \in \mathcal{H}$ and $v \in \text{Gr}(L_\mathbb{R})$ to

$$\Theta_L(\tau; v) := \sum_{\lambda \in L^*} e\left( \frac{\lambda^2_v}{2} + \frac{\lambda^2_{v^+}}{2} \right) \varepsilon_{\lambda + L} = \sum_{\gamma \in D_L} \left[ \sum_{\lambda \in L + \gamma} e\left( \frac{\lambda^2_{v^+}}{2} + \frac{\lambda^2_{v^+}}{2} \right) \right] \varepsilon_{\gamma}, \quad (6)$$

where the scalar-valued function multiplying $\varepsilon_{\gamma}$ in Eq. (6) is denoted by $\theta_{L + \gamma}(\tau; v)$. For the well-known convergence of the series from Eq. (6), as well as that from Eq. (7) below, recall that the majorant associated with $v$ is the positive definite bilinear form on $L_\mathbb{R}$ with respect to which the pairing of $\lambda \in L_\mathbb{R}$ with itself is $\lambda^2_{v^+} - \lambda^2_{v^+}$. Then the absolute value of
the term associated with $\lambda$ has absolute value $\exp(-\pi y(\lambda^2_{v_+} - \lambda^2_{v_-}))$, and the discreteness of cosets of $L$ inside $L_\mathbb{R}$ makes the convergence clear. Theorem 4.1 of [3] states that the function $\tau \mapsto \Theta_L(\tau; v)$, with $v$ fixed, is a (typically non-holomorphic) modular form of weight $(\frac{b_+}{2}, \frac{b_-}{2})$ and representation $\rho_L$ (see Eq. (13) below for the precise definition). It is also clear that for fixed $\tau$, the value of $\Theta_L(\tau; v)$ remains invariant under the action of the group $\Gamma_L$ from Eq. (2) on the variable $v$.

Jacobi forms involve another variable $\xi$, where in case the index is the lattice $L$ it is taken from $L_\mathbb{C}$. We recall that our extension of the pairing on $L_\mathbb{C}$ is bilinear, and the quadratic form extends as well (neither involve complex conjugations). Adapting the definitions from the positive definite lattice index case from, e.g., Definition 3.32 of [4] or Definition 2.3.2 of [1] (among others), we define the Jacoby–Siegel theta function that is associated with $L$ by

$$\Theta_L(\tau, \xi; v) := \sum_{\gamma \in D_L} \left[ \sum_{\lambda \in L + \gamma} e\left( \tau \frac{\lambda^2_{v_+}}{2} + \frac{\lambda^2_{v_-}}{2} + \langle \lambda, \xi \rangle \right) \right] \epsilon_\gamma,$$

where the coefficient in front of $\epsilon_\gamma$ in Eq. (7) is denoted by $\theta_{\gamma + v}(\tau, \xi; v)$. It satisfies the following "periodicity" property in $\xi$, generalizing the one given in Eq. (2.32) of [1].

**Proposition 1.1** Consider $\tau \in \mathcal{H}$ and $v \in \text{Gr}(L_\mathbb{R})$ as fixed, and take two elements $\sigma$ and $\nu$ from $L$. Then the Jacobi–Siegel theta function from Eq. (7) satisfies, as a function of $\zeta \in L_\mathbb{C}$, the equality

$$\Theta_L(\tau, \zeta + \sigma \nu_+ + \tau \sigma \nu_- + v; v) = e\left(-\frac{\sigma^2_{v_+}}{2} - \frac{\sigma^2_{v_-}}{2} - (\sigma, \nu)\right) \Theta_L(\tau, \zeta; v).$$

**Proof** Adding $\tau \sigma_{v_+} + \tau \sigma_{v_-} + v$ to $\xi$ in the summand associated with $\lambda$ in Eq. (7) multiplies it by $e(\tau(\lambda_{v_+}, \sigma_{v_+}) + \tau(\lambda_{v_-}, \sigma_{v_-}))$ (because the projections are orthogonal) as well as by $e((\lambda, v)) = 1$ (since $v \in L$ and $\lambda \in L^*$). Then the multipliers of $\tau$ and of $\tau$ in the exponent are $\frac{\lambda^2_{v_+}}{2} + (\lambda_{v_+}, \sigma_{v_+}) = \frac{(\lambda, \sigma^2_{v_+})}{2} - \frac{\lambda^2_{v_+}}{2}$, and we write $(\lambda, \xi)$ as $(\lambda + \sigma, \xi) - (\sigma, \zeta)$. This gives the desired multiplier, and since adding $\sigma \in L$ to the summation index $\lambda$ leaves the set $L + \gamma$ invariant for every $\gamma \in D_L$, we indeed obtain the original function from Eq. (7). This proves the proposition. $\square$

We fix the Haar measure on $L_\mathbb{R}$ to be product of the usual Lebesgue measures in the coordinates with respect to an orthogonal basis with norms $\pm 1$. Then, given a Schwartz function $f$ on $L_\mathbb{R}$, our normalization of its Fourier transform is defined to be $\hat{f}(\mu) = \int_{L_\mathbb{R}} f(\lambda) e((\lambda, \mu)) d\lambda$. Then the Poisson Summation Formula, as cited, for example, in the proof of Theorem 4.1 of [3], states that $\sqrt{|D_L|} \sum_{\lambda \in L} f(\lambda) = \sum_{\mu \in L^*} \hat{f}(\mu)$. Moreover, if $f(\lambda) = g(\lambda + \xi)$ for some element $\xi \in L_\mathbb{R}$, then we have $\hat{f}(\mu) = \hat{g}(\mu) e(- (\mu, \xi))$ as in, e.g., part 1 of Lemma 3.1 of [3], while part 2 of that lemma implies that if $g(\lambda) = h(\lambda) e((\lambda, \eta))$ for another element $\eta \in L_\mathbb{R}$ then $\hat{g}(\mu) = \hat{h}(\mu + \eta)$ (note that we use the opposite normalization to that of [3]). This produces the more general form

$$\sum_{\lambda \in L} h(\lambda + \xi) e((\lambda + \xi, \eta)) = \frac{1}{\sqrt{|D_L|}} \sum_{\mu \in L^*} e(- (\mu, \xi)) \hat{h}(\mu + \eta),$$

where both sides are clearly determined by the image of $\xi$ in $L_\mathbb{R}/L$. We shall apply Eq. (8) only to the function $h(\lambda) = e\left(-\frac{\lambda^2_{v_+}}{2} - \frac{\lambda^2_{v_-}}{2}\right)$ for fixed $\tau \in \mathcal{H}$ and $v \in \text{Gr}(L_\mathbb{R})$, with varying
values of $\xi$, $\eta$, and $\gamma$. Corollary 3.5 of [3] shows (among earlier, simpler results) that its Fourier transform is given by $\hat{h}(\nu) = e\left(\frac{b_{-h}}{8}\right) e^{b_{+}/2\tau} e\left(\frac{v_{+}^{2}}{2\tau} + \frac{v_{-}^{2}}{2\tau}\right)$.

Following the proof of Theorem 4.1 of [3] or Theorem 3.1 on page 82 of [4], we also establish the following result, in which we recall that the derivative $j'_{A}$ of the function $j_{A}(\tau) := j(A, \tau)$ is a (real) constant, which is the lower left entry of the matrix $A$.

**Theorem 1.2** For every $(A, \phi) \in Mp_{2}(\mathbb{Z})$ we have the equality

$$\Theta_{L}(A\tau, \frac{\xi_{v_{+}}}{\sqrt{\tau}}, + \frac{\xi_{v_{-}}}{\sqrt{\tau}}; \nu) = \phi(\tau)^{j'_{A}} e\left(\frac{j'_{A}^{2}}{2\tau} + \frac{j'_{A}^{2}}{2\tau}\right) \rho_{\mu}(A, \phi) \Theta_{L}(\tau, \nu).$$

Note the complex conjugation in the denominators under $\xi_{v_{+}}$ and $\xi_{v_{-}}^{2}$.

**Proof** The usual argument, using Eq. (3) and its logarithmic derivative, shows that if the asserted equality holds for two metaplectic elements and every value of $\tau$ and $\xi$ then it holds for their product, again for every $\tau$ and $\xi$. It therefore suffices to verify the desired equality for $T$, $T^{-1}$, and $S$ (the latter being of finite order). For $T^{\pm 1}$ we only add $\pm 1$ to $\tau$ on the left hand side, with $\xi$ fixed. But this only multiplies the summand associated with $\lambda$ in Eq. (7) by $e\left(\pm \frac{\xi_{v_{+}}^{2}}{2\tau}\right)$, and this is the same as $e\left(\pm \frac{\xi_{v_{+}}^{2}}{2\tau}\right)$ in case $\lambda \in L + \gamma$ with $\gamma \in D_{L}$. We thus obtain just $\rho_{L}(T^{\pm}) \Theta_{L}(\tau, \nu; \xi)$, which is the desired result since $\phi = 1$ and $j'_{T^{\pm}} = 0$.

Considering now the left hand side with $A = S$, the multiplier $\theta_{L+\gamma}$ in front of $\nu_{v_{+}}$ in the corresponding Eq. (7) is

$$\sum_{\lambda \in L+\gamma} e\left(-\frac{\lambda v_{+}}{2\tau} + \frac{(\lambda v_{+})^{2}}{2\tau} + \frac{(\lambda v_{-})^{2}}{2\tau} - \frac{\lambda v_{-}}{2\tau} \right),$$

which we can write as

$$e\left(\frac{\xi_{v_{+}}^{2}}{2\tau} + \frac{\xi_{v_{-}}^{2}}{2\tau}\right) \sum_{\lambda \in L+\gamma} e\left(-\frac{(\lambda - \xi_{v+})^{2}}{2\tau} - \frac{(\lambda - \xi_{v-})^{2}}{2\tau}\right).$$

When $\xi \in L_{R}$ we apply Eq. (8) with $\xi = \gamma - \xi$ and $\eta = 0$, which transforms Eq. (9) into $e\left(\frac{b_{-h}}{8}\right) e^{b_{+}/2\tau} e\left(\frac{\xi_{v_{+}}^{2}}{2\tau} + \frac{\xi_{v_{-}}^{2}}{2\tau}\right)/\sqrt{D_{L}} \sum_{\mu \in L^{+}} e\left(\frac{\mu v_{+}}{2\tau} + \frac{\mu v_{-}}{2\tau} + (\mu, \xi) - (\gamma, \mu)\right).$ Recalling that $j'_{S} = 1, j(S, \tau) = \tau$, and $\phi(\tau) = \sqrt{\tau}$, this gives the multiplier on the required right hand side as well as the external coefficient in the definition of $\rho_{L}(S)$ in Eq. (5).

By separating the sum over $L^{*}$ into the sums over the different cosets of $L$, it produces $\sum_{\delta \in D_{L}} e\left((\gamma, \delta)\right) \theta_{L+\delta}(\tau, \nu)$, as desired. Since both sides are, for fixed $\tau$, holomorphic functions of $\xi \in L_{C}$ that coincide on $L_{R}$, they are the same function. This proves the theorem.

One of the most useful properties of holomorphic Jacobi theta functions is that they are solutions of the (holomorphic) heat equation. For non-holomorphic Jacobi forms there is a variety of differential operators, which act as weight changing operators—see, e.g., [6, 7, 21], and [17]. We shall shorthand the partial derivative $\frac{\partial}{\partial z}$ to $\partial_{z}$ for every variable $z$, and given a real quadratic space $V$ of some dimension $d$, we denote by $\Delta_{V}$ the Laplacian operator on functions on $V$ (this means that if $\bar{\xi}_{l}, 1 \leq l \leq d$ a set of variables associated with a basis for $V$, and $\xi_{l}^{*}, 1 \leq l \leq d$ correspond to the basis that is dual to the previous one by the pairing, then $\Delta_{V} = \sum_{l=1}^{d} \partial_{\bar{\xi}_{l}} \partial_{\xi_{l}^{*}}$, and this is independent of the choice of basis). We shall write $\Delta_{V}^{*}$ for the holomorphic Laplacian operator on functions on $V_{C}$, that is obtained from $\Delta_{V}$ by replacing each real derivative by its complex holomorphic
counterpart. We remark that there are analogous operators $\Delta^R_V$ and $\Delta^F_V$, in which one or both of the real derivatives are replaced by an anti-holomorphic one (as in, e.g., [24]), but since all the functions considered in this paper will be holomorphic in $\zeta$, only the Laplacian $\Delta^h_V$ will be of interest.

We can now determine some useful differential equations that are satisfied by our Jacobi–Siegel theta functions.

**Proposition 1.3** The theta function from Eq. (7) is annihilated by the differential operators $4\pi i \partial_t - \Delta^h_{V_+}$, $4\pi i \partial_\tau - \Delta^h_{V_-}$, and $\partial_{\zeta^l}$ for $1 \leq l \leq b_+ + b_-$. 

**Proof** We shall consider the action of each operator on the summand associated with a fixed element $\lambda \in L^*$ in Eq. (7). On one hand, the derivatives $\partial_t$ and $\partial_\tau$ multiply this summand by $\pi i \lambda^2 \pm$. On the other hand, consider an orthonormal basis for $\nu_{\pm}$, in which the coordinates of $\lambda_{\pm}$ are $\lambda_l$ with $1 \leq l \leq b_{\pm}$, and the coordinates of the projection of $\zeta$ onto the complexification of $\nu_{\pm}$ (in the natural complex bilinear form) are $\zeta_l$, $1 \leq l \leq b_{\pm}$. Then $\Delta^h_{V_{\pm}} = \pm \sum_{l=1}^{b_{\pm}} \partial_l^2$, the action of $\partial_\zeta$ on the summand in question multiplies it by $\pm 2\pi i \lambda_{\pm}$, and thus $\Delta^h_{V_{\pm}}$ multiplies it by $(2\pi i)^2 \sum_{l=1}^{b_{\pm}} \lambda_{2l}^2 = \lambda_{2}^2$. The vanishing under the first two operators now follows from a simple subtraction, and the vanishing under the last operators is just the holomorphicity of $\Theta_L$ as a function of $\zeta$. This proves the proposition.

Recall that the Laplacian $\Delta_{L_{\mathbb{R}}}$ is the sum $\Delta_{V_+} + \Delta_{V_-}$ for every $\nu \in Gr(L_{\mathbb{R}})$, and that the difference $\Delta_{V_+} - \Delta_{V_-}$ is the operator, that we denote by $\Delta_{L_{\mathbb{R}},V}$ following [25] and others, that corresponds to the space $L_{\mathbb{R}}$ endowed with the quadratic structure coming from the majorant associated with $\nu$. The equalities $\partial_x = \partial_t + \partial_\tau$ and $\partial_y = i(\partial_t - \partial_\tau)$ allow us to write the first two differential equations also as the vanishing under $4\pi i \partial_x - \Delta^h_{L_{\mathbb{R}}}$ and $4\pi \partial_y - \Delta^h_{L_{\mathbb{R}},V}$, as indeed, the actions of $\partial_x$ and $\partial_y$ multiply the summand associated with $\lambda$ by $\pi i \lambda^2$ and $-\pi (\lambda_{V_+}^2 - \lambda_{V_-}^2)$.

2 Jacobi forms

We begin with some observations about Fourier expansions.

**Lemma 2.1** A function of $(\tau, \zeta) \in \mathcal{H} \times L_{\mathbb{C}}$ that, for fixed $\tau \in \mathcal{H}$, is holomorphic and $L$-periodic in $\zeta$, admits a formal Fourier expansion of the form $\sum_{\lambda \in L^{*}} f_{\lambda}(\tau) e^{\left(\tau \frac{\lambda_{2}^2}{2} + \tau \frac{\lambda_{2}^2}{2} + (\lambda, \zeta)\right)}$. In case it satisfies the functional equation in $\zeta$ from Proposition 1.1 (or Eq. (11) in Definition 2.3 below), the function $f_{\lambda}$ depends only on the coset $\lambda + L \in D_{L}$. 

**Proof** Holomorphicity and $L$-periodicity allow us to expand, for every $\tau$, the function in question as $\sum_{\lambda \in L^{*}} f_{\lambda}(\tau) e^{(\lambda, \zeta)}$. By writing each function $f_{\lambda}(\tau)$ as $e^{\left(\tau \frac{\lambda_{2}^2}{2} + \tau \frac{\lambda_{2}^2}{2} \right)}$ times another function $f_{\lambda}(\tau)$, we establish the first assertion. For the second one we fix $\sigma \in L$, consider a function with an expansion as in the first assertion, and substitute this expansion into the two sides of an equality like that from Proposition 1.1 or Eq. (11). This gives

$$\sum_{\lambda \in L^{*}} f_{\lambda}(\tau) e^{\left(\tau \frac{\lambda_{2}^2}{2} + \tau \frac{\lambda_{2}^2}{2} + (\lambda, \zeta) + \tau (\lambda_{V_+}, \sigma_{V_+}) + \tau (\lambda_{V_-}, \sigma_{V_-})\right)}$$
on the left hand side, while the right hand side becomes
\[
\sum_{\mu \in L^*} f_{\mu}(\tau)e\left(\tau \frac{\mu \omega_{\nu}^2}{2} + \frac{\mu \omega_{\nu}^2}{2} + (\mu, \zeta) - \tau \frac{\sigma_{\nu}^2}{2} - \tau \frac{\sigma_{\nu}^2}{2} - (\sigma, \zeta)\right).
\]
Since by substituting \( \mu = \lambda + \sigma \) the exponent on the latter expression becomes that from the former, the uniqueness of Fourier expansions yields \( f_{\lambda+\sigma} = f_{\lambda} \) as functions of \( \tau \), which implies the required assertion. This proves the lemma.

For presenting the consequence of Lemma 2.1 in convenient terms, we recall that the lattice \( L(-1) \), in which the signs of the quadratic and bilinear forms are inverted, produces the discriminant group \( D_{L(-1)} = D_L(-1) \), the basis for which we write as \( \{ e_\gamma \}_{\gamma \in D_L} \). Identifying the space \( C[D_L(-1)] \) with the dual to \( \{ e_\gamma \}_{\gamma \in D_L} \), we obtain a canonical identification of the representation \( \rho_{L(-1)} \) with the representation \( \rho_L^* \) dual to \( \rho_L \). We denote the resulting bilinear pairing \( C[D_L] \times C[D_L(-1)] \to \mathbb{C} \) by \( \langle \cdot, \cdot \rangle_L \), so that the meaning of this duality is that the equalities
\[
\langle \rho_L(A, \phi)U, V \rangle_L = \langle U, \rho_L^*(A, \phi)^{-1}V \rangle_L \quad \text{and} \quad \langle \rho_L(A, \phi)U, \rho_L^*(A, \phi)V \rangle_L = \langle U, V \rangle_L
\]
hold for every \( L \in C[D_L], V \in C[D_L(-1)], \) and \( (A, \phi) \in \text{Mp}_2(\mathbb{Z}) \).

We now obtain the following consequence of Lemma 2.1.

**Corollary 2.2** Given a smooth function \( \Phi : \mathcal{H} \times L_C \to \mathbb{C} \) satisfying the functional equation from Proposition 1.1, as in Eq. (11) below, there exists a unique smooth function \( F : \mathcal{H} \to C[D_L(-1)] \) such that the equality \( \Phi(\tau, \zeta) = \langle \Theta_L(\tau, \zeta; v), F(\tau) \rangle_L \) holds for every \( (\tau, \zeta) \in \mathcal{H} \times L_C \).

**Proof** Lemma 2.1 allows us to define \( f_{\gamma} \) for \( \gamma \in D_L \) to be \( f_{\lambda} \) for any \( \lambda \in L^* \) with \( \lambda + L = \gamma \), and we set \( F(\tau) = \sum_{\gamma \in D_L} f_{\gamma}(\tau)e_\gamma^* \). Then the expansion of \( \Phi \) given in that lemma becomes, using \( f_{\lambda} \) with \( \lambda + L = \gamma \), just \( \sum_{\gamma \in D_L} f_{\gamma}(\tau) \sum_{\lambda \in L^*} e\left(\tau \frac{\omega_{\nu}^2}{2} + \frac{\omega_{\nu}^2}{2} + (\lambda, \zeta)\right) \), which amounts to the asserted pairing by Eq. (7) and the definition of the pairing. The uniqueness of \( F \) follows from the fact that its components are determined from the Fourier expansion of \( \Phi \) in \( \zeta \). This proves the corollary.

We can now define the main object of this paper.

**Definition 2.3** Let \( \Gamma \) be a finite index subgroup of \( \text{Mp}_2(\mathbb{Z}) \), and take \( k \) and \( l \) in \( \frac{1}{2} \mathbb{Z} \). Then a *Jacobi form of weight \((k, l)\) and index \((L, v)\) with respect to \( \Gamma \)* is a smooth function \( \Phi : \mathcal{H} \times L_C \to \mathbb{C} \) satisfying the following four conditions: First, the functional equation
\[
\Phi(\tau, \zeta + \tau \sigma_\nu + \tau \sigma_{\nu'}, + \nu) = e\left(-\tau \frac{\sigma_\nu^2}{2} - \tau \frac{\sigma_{\nu'}^2}{2} - (\sigma, \zeta)\right) \Phi(\tau, \zeta)
\]
for every \( \tau \in \mathcal{H}, \zeta \in L_C, \) and \( \sigma \) and \( \nu \) in \( L \); Second, the functional equation
\[
\Phi(A\tau, \frac{\sigma_\nu}{A} + \frac{\sigma_{\nu'}}{A}) = \phi(\tau)^{2l} \phi(\tau)^{2k} e\left(\frac{f_\lambda^2 \omega_{\nu}^2}{2j(A, \tau)} + \frac{f_\lambda^2 \omega_{\nu'}^2}{2j(A, \tau)}\right) \Phi(\tau, \zeta)
\]
for such \( \tau \) and \( \zeta \) and for \( (A, \phi) \in \Gamma \); Third, the function \( \zeta \mapsto \Phi(\tau, \zeta) \) is holomorphic for fixed \( \tau \in \mathcal{H} \); And fourth, the functions \( f_\lambda \), from Lemma 2.1 have at most linear exponential growth toward each cusp. The Jacobi form is called *pseudo-holomorphic* if it is annihilated by the operator \( 4\pi i \partial_\tau - \Delta^h_\nu \) from Proposition 1.3. It is called *skew-holomorphic* in case it is annihilated by the other operator \( 4\pi i \partial_\nu - \Delta^h_{\nu'} \) from that proposition.
Remark 2.4 As in [6,17], and others, one can consider the Heisenberg group covering \( L^2_{\mathbb{R}} \) (with kernel \( \mathbb{R} \) or \( S^1 = e(\mathbb{R}/\mathbb{Z}) \)) and the real Jacobi group in which \( SL_2(\mathbb{R}) \) (or \( Mp_2(\mathbb{R}) \)) operates on this Heisenberg group. Then Eqs. (11) and (12) can be viewed as invariance under the corresponding slash operators, when one reduces attention to \( \Gamma \) acting on the integral Heisenberg group of \( L \) (which is either \( L \times L \) or an extension of \( L \times L \) by \( \mathbb{Z} \)).

Note that while the extension to the Heisenberg group from Remark 2.4 has a trivial action in the integral setting, it does not happen in the real one. The resulting facts are related to the functions appearing in Sect. 4 below.

We define a modular form of weight \((k,l)\) and representation \( \rho^*_L \) with respect to \( \Gamma \) to be a smooth function \( F : \mathcal{H} \rightarrow \mathbb{C}[D_L(-1)] \) satisfying

\[
F(A\tau) = \phi(\tau)^{2k}\overline{\phi(\tau)}^{2l} \rho^*_L(A,\phi)F(\tau)
\]

for every \( \tau \in \mathcal{H} \) and \((A,\phi) \in \Gamma\), and having at most linear exponential growth at the cusps. We can now state the first main theorem of this paper.

Theorem 2.5 Consider the map taking a Jacobi form \( \Phi \) of weight \((k,l)\) and index \((L,v)\) with respect to \( \Gamma \), as given in Definition 2.3, to the smooth function \( F : \mathcal{H} \rightarrow \mathbb{C}[D_L(-1)] \) from Corollary 2.2. On the other hand, we define the map taking a modular form of weight \((k - b/2, l - b/2)\) and representation \( \rho^*_L \) with respect to \( \Gamma \) to the function \( \Phi^F_{L,v} : \mathcal{H} \times \mathcal{L}_C \rightarrow \mathbb{C} \) defined by \( \Phi^F_{L,v}(\tau, \xi) := (\Theta_L(\tau, \xi; v), F(\tau))_L \). Then these maps are inverse isomorphisms between the space of Jacobi forms of such weight and index and the space of modular forms of such weight and representation, both with respect to \( \Gamma \).

Proof Once we show that the first map takes Jacobi forms to modular forms and the second one takes modular forms to Jacobi forms, it will be clear that the two maps are inverse linear isomorphisms.

Assume thus that \( \Phi \) is as in Definition 2.3, and then Eq. (11), Lemma 2.1, and Corollary 2.2 indeed produce the unique smooth function \( F \) such that \( \Phi \) is its pairing with \( \Theta_L \) from Eq. (7). As \( F \) has the required growth conditions by Definition 2.3, we need to check its modularity. We therefore fix \( \tau \in \mathcal{H}, \xi \in \mathcal{L}_C \), and \((A,\phi) \in Mp_2(\mathbb{Z})\), and expand both sides of Eq. (12) using the pairing from Corollary 2.2. The right hand side is thus just

\[
\phi(\tau)^{2k}\overline{\phi(\tau)}^{2l} e \left( \int A \xi^2 \overline{\xi}_{v,} \right) (\Theta_L(\tau, \xi; v), F(\tau))_L,
\]

while Theorem 1.2 and the bilinearity of the pairing transform the left hand side of Eq. (12) into

\[
\phi(\tau)^{b} \overline{\phi(\tau)}^{b} e \left( \int A \xi^2 \overline{\xi}_{v,} \right) (\rho_L(A,\phi)\Theta_L(\tau, \xi; v), F(A\tau))_L.
\]

Comparing and applying Eq. (10), we deduce that

\[
\left\{ (\Theta_L(\tau, \xi; v), \phi(\tau)^{2k}\overline{\phi(\tau)}^{2l-b} F(\tau))_L = (\Theta_L(\tau, \xi; v), \rho_L(A,\phi)^{-1} F(A\tau))_L \right\}
\]

as functions on \( \mathcal{H} \times \mathcal{L}_C \), from which the uniqueness of Fourier expansions (as in the proof of Corollary 2.2) produces the desired modularity from Eq. (13), with the asserted weights.

Conversely, assume that \( F \) satisfies the required modularity condition, and define \( \Phi^F_{L,v} \) as above. Proposition 1.1, the bilinearity, and the fact that \( F \) does not depend on \( \xi \) imply...
that \( \Phi = \Phi_{L,v}^F \) satisfies Eq. (11). Next, given \((A, \phi) \in \text{Mp}_2(\mathbb Z)\), Theorem 1.2 and Eq. (13) express the left hand side of Eq. (12) (with \( \Phi = \Phi_{L,v}^F \)) as

\[
e \left( j_A \xi_A - \frac{j_A \xi_A}{2j(A, \tau)} + \frac{j_A \xi_A}{2j(A, \tau)} \right) \phi(\tau)^{2k} \Theta_1(\tau, \xi_A; v), \rho_{L}^1(A, \phi) F(\tau) \right)_L.
\]

As this becomes the right hand side of the latter equation by Eq. (10) and the definition of \( \Phi_{L,v}^F \), this functional equation is also established. Since the holomorphicity in \( \xi \) and the growth condition of \( F \) are clear, we deduce that \( \Phi_{L,v}^F \) has the required properties from Definition 2.3. This proves the theorem. \( \square \)

**Remark 2.6** As the group \( \Gamma \) contains some power \( T^N \) of \( T \), for which \( j_{T^N} = 0 \), Eq. (12) implies that every Jacobi form \( \Phi \) as in Definition 2.3 is also \( N \)-periodic in \( \tau \). Then the convenient form for the Fourier expansion from Lemma 2.1 is

\[
\sum_{m \in \mathbb Z} \sum_{h \in L^*} c_{m, \lambda}(y) e(mx + (\lambda, \xi)) \right)_L.
\]

The consequence of Eq. (11) is the equality \( c_{m, \lambda} = c_{m + (\sigma, \lambda) + \frac{\lambda}{\sigma}, \lambda + \sigma} \) (as functions of \( y \)) for all \( \sigma \in L \), which is more familiar from the classical theory of Jacobi forms. It follows that if we define \( a_{n, \lambda} \) for \( n \in \mathbb Q \), to be the function \( c_{m + \frac{\lambda}{\sigma}, \lambda} \) (and 0 when the first index is not in \( \frac{1}{N} \mathbb Z \)), then for every \( n \) the function \( a_{n, \lambda} \) depends only on the image of \( \lambda \) in \( D_L \), hence we can write it as \( a_{n, \gamma} \) for \( \gamma \in D_L \). We can thus express \( c_{m, \lambda} \) as \( a_{m - \frac{\lambda}{\sigma}, \lambda + \lambda} \), replace \( m \) by \( n = m - \frac{\lambda}{\sigma} \), and the summand associated with \( \lambda \) and \( n \) becomes \( a_{n, \lambda + \lambda} e^{(nx + (\lambda, \xi))} \) for \( \gamma \) appearing in front of \( e_{\gamma} \) in Eq. (7), the remaining expansion, namely \( \sum_{\gamma \in D_L} \sum_{x \in \mathbb Q} c_{m, \lambda}(x^2) e^{(\lambda^2 - \lambda^2_\xi) y} \). Since for \( \gamma \in D_L \) the sum over \( \lambda \) with \( \lambda + L = \gamma \) is the coefficient \( \theta_{L+y}(\tau, \xi; v) \) appearing in front of \( e_{\gamma} \), the remaining expansion, namely \( \sum_{\gamma \in D_L} \sum_{x \in \mathbb Q} c_{m, \lambda}(x^2) e^{(\lambda^2 - \lambda^2_\xi) y} \), is the Fourier expansion of \( F \) from Corollary 2.2, i.e., the modular form \( F \) such that \( \Phi = \Phi_{L,v}^F \) as in Theorem 2.5. However, for avoiding the question of convergence of such series, it was easier to begin with \( F(\tau) \) itself, rather than its Fourier expansion.

Theorem 2.5 produces the desired isomorphism on the analytic level. The relation to holomorphicity on the level of vector-valued modular forms is as follows.

**Proposition 2.7** Given a modular form \( F \) of weight \((k - \frac{b_1}{\tau}, l - \frac{b_2}{\tau})\) and representation \( \rho_{L}^1 \) with respect to \( \Gamma \), let \( \Phi_{L,v}^F \) be the Jacobi form corresponding to \( \Phi \) via Theorem 2.5. Then \( F \) is weakly holomorphic if and only if \( \Phi_{L,v}^F \) is pseudo-holomorphic. In particular, pseudo-holomorphic Jacobi forms exist only in weights \((k - \frac{b_1}{\tau}, l - \frac{b_2}{\tau})\).

**Proof** The fact that \( F \) does not depend on \( \xi \), the bilinearity of the pairing, and the action of \( \partial_\tau \) on products shows that applying the operator \( 4\pi i \partial_\tau - \Delta_{\psi_L}^h \) from Definition 2.3 to the definition of \( \Phi_{L,v}^F \) expresses \((4\pi i \partial_\tau - \Delta_{\psi_L}^h)\Phi_{L,v}^F(\tau, \xi) \) as

\[
\left((4\pi i \partial_\tau - \Delta_{\psi_L}^h)\Theta_1(\tau, \xi; v), F(\tau) \right)_{L} + 4\pi i \left(\Theta_1(\tau, \xi; v), \partial_\tau F(\tau) \right)_{L}.
\]

Since the first term vanishes by Proposition 1.3, the uniqueness of Fourier expansions in \( \xi \) implies that \( \Phi_{L,v}^F \) is pseudo-holomorphic if and only if \( \partial_\tau F = 0 \). The fact that \( F \) is smooth on \( \mathcal H \) and has at most linear exponential growth at \( \infty \) implies that the latter equality is equivalent to the weak holomorphicity of \( F \). The fact that weakly holomorphic modular forms cannot have weights \((k, l)\) with \( l \neq 0 \) (indeed, if \( F \) is weakly holomorphic then the left hand side of Eq. (13) is holomorphic on \( \mathcal H \), but the right hand side will not be holomorphic when \( l \neq 0 \)) now immediately implies the last assertion. This proves the proposition. \( \square \)
Remark 2.8 In terms of the Fourier expansions from Remark 2.6, holomorphicity is easier to check if the Fourier expansion of F is in terms of holomorphic exponentials. We therefore write the function $\tilde{a}_{m,y}(\tau)$ from that expansion as $\tilde{a}_{m,y}(\tau)e^{-2\pi ny}$ (so that it indeed multiplies $e(m\tau)$, which means that the function $\tilde{c}_{m,\lambda}(\tau) = \tilde{a}_{m,-\frac{1}{2}L,\lambda}(\tau)$ is $e^{-2\pi ny + \pi \lambda^2 y}$ times $\tilde{c}_{m,\lambda}(\tau) = \tilde{a}_{m,-\frac{1}{2}L,\lambda}(\tau)$. Recalling that $\lambda^2 = \lambda^2 + \lambda^2$, the corresponding expansion of $\Phi^{\bar{F}}_{LV}(\tau, \xi)$ is as $\sum_{m\in \frac{1}{2}Z} \sum_{\lambda \in L^{\ast}} \tilde{c}_{m,\lambda}(\tau)e(\lambda \xi) e^{2\pi \lambda y}$. This makes Proposition 2.7 a bit more visible, since $F$ is weakly holomorphic if and only if the functions $\tilde{c}_{m,\lambda}$ are constant. Indeed, this is equivalent to the operator $4\pi i\partial_\tau$ from Definition 2.3 operating only on the latter exponentials, in the same way that $\Delta^0_{\lambda}$ acts on the exponential of $(\lambda, \xi)$.

Note that the last formula in Remark 2.8 is in correspondence with $F$ and $\Phi$ being holomorphic together in the positive definite case, since then the exponentials in $y$ all become trivial.

We conclude with the following remark.

Remark 2.9 In the indefinite case, we obtain the isomorphisms from Theorem 2.5 and Proposition 2.7 for every $v \in \text{Gr}(L_{\mathbb{R}})$. Therefore, for a fixed modular form $F$, we obtain a function on $\mathcal{H} \times L^\infty \times \text{Gr}(L_{\mathbb{R}})$, namely the one taking $\tau, \xi$, and $v$ to $\Phi^{\bar{F}}_{LV}(\tau, \xi)$ (perhaps better written as $\Phi^{\bar{F}}(\tau, \xi; v)$, or just $\Phi(\tau, \xi; v)$, for this point of view). It is clear that this function is smooth, but it also has an additional invariance property. Recall that $\Gamma_L \subseteq \text{SO}^+(L)$ operates on $\text{Gr}(L_{\mathbb{R}})$, and by extending scalars from $L$ or $L^\infty$ to $L_{\mathbb{C}}$ it operates both on the variables $v$ and $\xi$. Since one easily checks that the Jacobi–Siegel theta function from Eq. (7) is invariant under the diagonal action of the discriminant kernel $\Gamma_L$ from Eq. (2) on these two variables, we deduce that the equality $\Phi(\tau, \xi; v) = \Phi(\tau, A\xi; Av)$ holds for every such variables and $A$ in the latter group (in particular, in the definite case, all our Jacobi forms are invariant under the action of the finite group $\Gamma_L$ on the variable $\xi$).

It will be interesting to see what other properties do the functions from Remark 2.9 have.

3 Some operations

It is clear that the Grassmannians associated with $L$ and with $L(-1)$ are canonically isomorphic (with $v_+$ and $v_-$ interchanged for every $v$ in the common Grassmannian). Moreover, if complex conjugation is defined to take $\bar{\tau} \in \mathbb{C}[D_L]$ to $\bar{\tau}$, then we get the canonical identification of $\rho_{L(-1)} = \rho_L^*$ with the complex conjugate representation $\bar{\rho}_L$.

This shows that for $U \in \mathbb{C}[D_L]$ and $V \in \mathbb{C}[D_L(-1)]$ we have $\langle U, V \rangle_L = \langle \bar{U}, \bar{V} \rangle_{L(-1)}$. It also follows that if $F$ is a modular form of weight $(k - \frac{b}{2}, l - \frac{b}{2})$ and representation $\rho_k^*$ then the complex conjugate function $\bar{F}$ is modular of weight $(l - \frac{b}{2}, k - \frac{b}{2})$ and representation $\bar{\rho}_L$. Let $\Phi^{\bar{F}}_{L, v}$ be the Jacobi form of weight $(k, l)$ and index $(L, v)$ that is associated with $F$ by Theorem 2.5, and similarly $\Phi^{\bar{F}}_{L(-1), v}$ is the Jacobi form of weight $(l, k)$ index $(L(-1), v)$ corresponding to $\bar{F}$. Then conjugating Eq. (7) and the formula from Corollary 2.2 yields the equalities

$$\Theta_{L(-1)}(\tau, \xi; v) = \overline{\Theta_{L}(\bar{\tau}, \bar{\xi}; v)} \quad \text{and} \quad \Phi^{\bar{F}}_{L(-1), v}(\tau, \xi) = \overline{\Phi^{F}_{L, v}(\bar{\tau}, \bar{\xi})}$$
(note that the double conjugation on $\zeta$ is in correspondence with the requirement that all our Jacobi forms, including the Jacobi–Siegel theta functions, be holomorphic in this variable).

However, the relation to skew-holomorphic Jacobi forms, as defined in Definition 2.3 (the special cases from the literature will be explained below), is not obtained by complex conjugation of the modular forms. For describing it we need the following lemma.

**Lemma 3.1** For $(A, \phi) \in \text{Mp}_2(\mathbb{R})$, with $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, set $\tilde{A} = \begin{pmatrix} a & -b \\ c & d \end{pmatrix}$, and let $\tilde{\phi}$ be the function $\tau \mapsto \tilde{\phi}(-\tau)$. Then the map $(A, \phi) \mapsto (\tilde{A}, \tilde{\phi})$ is a group involution of $\text{Mp}_2(\mathbb{R})$.

Moreover, if $\omega_L : \mathbb{C}[D_L] \to \mathbb{C}[D_L(-1)]$ is the $\mathbb{C}$-linear map sending $\varepsilon_\gamma$ to $\varepsilon_\gamma^*$ for every $\gamma \in D_L$, then the equality $\rho_L^*(A, \phi) \circ \omega_L = \omega_L \circ \rho_L(\tilde{A}, \tilde{\phi})$ holds for every $(A, \phi) \in \text{Mp}_2(\mathbb{Z})$.

**Proof** The first assertion follows from the fact that the definition of $\text{Mp}_2(\mathbb{R})$ in Eq. (4) can be extended to a double cover of $\text{GL}_2(\mathbb{R})$, and the operation in question is just conjugation by the element $((1 \ 0)^T, 1)$, which is of order 2 and acts as $\tau \mapsto -\tau$ on $H$, inside this larger group. Next, we note that $\tilde{T} = T^{-1}$ and $\tilde{S} = S^{-1}$, and then the equality for $T$ holds because $\varepsilon_\gamma$ and $\varepsilon_\gamma^*$ are eigenvectors of $\rho_L(T)$ and $\rho_L^*(T)$, with multiplicative inverse eigenvalues. As the formula for $S$ is verified by a direct comparison, and these elements generate $\text{Mp}_2(\mathbb{Z})$, the assertion follows for every element of that group. This proves the lemma.

We remark that the relation $(ST)^3 = S^2$ defining the braid group covering $\text{SL}_2(\mathbb{Z})$ and $\text{Mp}_2(\mathbb{Z})$, which is equivalent to $(TS)^3 = S^2$ by conjugation, is preserved under taking the generators $S$ and $T$ to their inverses, as in the proof of Lemma 3.1. The last equality in that lemma may also be verified using the formulae from [18, 20], and [23], but our argument seems to be shorter.

**Corollary 3.2** For a subgroup $\Gamma$ of finite index in $\text{Mp}_2(\mathbb{Z})$, let $\tilde{\Gamma}$ be its image under the involution from Lemma 3.1, and take a modular form $G$ of weight $(k, l)$ and representation $\rho_L$ with respect to $\tilde{\Gamma}$. Then the function defined by $\tilde{G}(\tau) = \omega_L(G(-\tau))$ is a modular form of weight $(l, k)$ and representation $\rho_L^*$ with respect to $\Gamma$.

**Proof** We have the equality $-\overline{\tilde{A}\tau} = \tilde{A}(-\tau)$ using the map from Lemma 3.1 (this is essentially the definition using the conjugation in the extended group in the proof of that lemma), and since $(A, \phi) \in \Gamma$ if and only if $(\tilde{A}, \tilde{\phi}) \in \tilde{\Gamma}$, Eq. (13) implies that

$$\tilde{G}(A\tau) = \omega_L[G(-\overline{\tilde{A}\tau})] = \omega_L[G(\overline{\tilde{A}(-\tau)})] = \omega_L[\rho_L(\tilde{A}, \tilde{\phi})\bar{\phi}(-\tau)^{2l}\phi(-\tau)^{2k}G(-\tau)].$$

But using the last equality from that lemma and the fact that $\bar{\phi}(-\tau) = \phi(\tau)$ by definition, the right hand side here is $\phi(\tau)^{2l}\overline{\phi(\tau)}^{2k}$ times $\rho_L^*(A, \phi)$ acting on $\omega_L(G(-\tau)) = \tilde{G}(\tau)$, thus yielding the corresponding Eq. (13). This proves the corollary.

In fact, the extension of Eq. (4) sometimes involves complex conjugation in the definition of $\phi$ for matrices of negative determinant (for their action to preserve $H$), which is in correspondence with the picture arising from Corollary 3.2.

We can now prove the following result.

**Proposition 3.3** Let $G$ be a modular form of weight $(k - \frac{b}{2}, l - \frac{b}{2})$ and representation $\rho_L$ with respect to the group $\tilde{\Gamma}$ from Corollary 3.2. Then if $\tilde{G}$ is the modular form from
that corollary, write \( \hat{\Phi}_{L,v}^G \) for the Jacobi form \( \Phi_{L,v}^G \) which is of weight \((l,k)\) and index \((L,v)\) with respect to \( \Gamma \). Then the map taking \( G \) to \( \hat{\Phi}_{L,v}^G \) is an isomorphism between the space of modular forms of such weight and representation and that of Jacobi forms of that weight and index, and \( \hat{\Phi}_{L,v}^G \) is skew-holomorphic if and only if \( G \) is weakly holomorphic, a case which can occur only if \( l = \frac{b_+}{b_-} \).

The case of positive definite \( L \), with \( b_- = 0 \), indeed reproduces the definition from [11], and in case \( b_+ = 1 \) we obtain the skew-holomorphic Jacobi forms from [5,19] and others. Note that the transformation formula of Skew-holomorphic Jacobi forms of weight \( b \) and index \((l,k)\) involves the factor \( j^{1/2} \pi^{3/2} \), so in our convention its weight is \((\frac{1}{2}, k - \frac{1}{2})\), whence the chosen notation for the weight in Proposition 3.3.

**Proof** Since the map \( G \mapsto \hat{G} \) from Corollary 3.2 is clearly an isomorphism between the vector spaces of modular forms appearing there, the fact that the map \( G \mapsto \hat{\Phi}_{L,v}^G \) is an isomorphism follows directly from Theorem 2.5. Next, as in the proof of Proposition 2.7, we can write \((4\pi i \partial_{\tau} - \Delta_{L,v}^b)\hat{\Phi}_{L,v}^G(\tau, \zeta)\) as

\[
\{(4\pi i \partial_{\tau} - \Delta_{L,v}^b)\Theta_L(\tau, \zeta; v), \hat{G}(\tau)\}_L + 4\pi i \partial_{\tau} \Theta_L(\tau, \zeta; v), \partial_{\tau} \hat{G}(\tau),
\]

and the first term again vanishes by Proposition 1.3. Therefore the skew-holomorphicity of \( \hat{\Phi}_{L,v}^G \) is equivalent to \( \hat{G} \) being annihilated by \( \partial_{\tau} \), i.e., being anti-holomorphic. But the definition of \( \hat{G} \) and the growth conditions in Definition 2.3 again imply that this is the case if and only if \( G \) is weakly holomorphic, and the restriction on \( l \) is again as in Proposition 2.7. This proves the proposition. \( \square \)

Let \( \Lambda \) be a finite index sub-lattice of \( L \), a case in which \( L \) is called an *over-lattice* of \( \Lambda \), and \( D_L \) is the quotient \( H^\perp/H \) for the isotropic subgroup \( H = L/\Lambda \) of \( D_L \). Then the Grassmannians \( \text{Gr}(L) \) and \( \text{Gr}(\Lambda) \) are clearly the same. Recall from [15] and others that there are two maps \( \uparrow_L^\Lambda : \mathbb{C}[D_L] \rightarrow \mathbb{C}[\Lambda] \) and \( \downarrow_L^\Lambda : \mathbb{C}[\Lambda] \rightarrow \mathbb{C}[D_L] \), that are defined by

\[
\uparrow_L^\Lambda \epsilon_V := \sum_{\delta \in H^\perp, \delta + H = \nu} \epsilon_\delta \quad \text{and} \quad \downarrow_L^\Lambda \epsilon_\delta := \begin{cases} \epsilon_{\delta + H}, & \text{in case } \delta \in H^\perp, \\ 0, & \text{when } \delta \notin H^\perp, \end{cases}
\]

respectively. Viewing \( \mathbb{C}[D_L] \) and \( \mathbb{C}[\Lambda] \) as the representation spaces of \( \rho_L \) and \( \rho_{\Lambda} \), respectively, Lemma 2.1 and Corollary 2.2 of [15] show that both maps are maps of \( Mp_2(\mathbb{Z}) \)-representations, and they thus take modular forms with each representation (with respect to any subgroup of \( Mp_2(\mathbb{Z}) \)) to modular forms with the other representation, with the same weight. One relation between these operators and the maps from Theorem 2.5 and Proposition 3.3 is the following one.

**Proposition 3.4** Let \( F \) and \( G \) be modular forms with the parameters from Theorem 2.5 and Proposition 3.3 respectively, and consider the lattice \( L \) as an over-lattice of the lattice \( \Lambda \). We then have the equalities

\[
\Phi_{\Lambda,v}^{L(-1)} F = \Phi_{L,v}^F \quad \text{and} \quad \Phi_{\Lambda,v}^{\uparrow_L^\Lambda G} = \hat{\Phi}_{L,v}^G.
\]

**Proof** We first observe that the Jacobi–Siegel theta functions from Eq. (7) satisfy the equality \( \Theta_L(\tau, \zeta; v) = \downarrow_L^\Lambda \Theta_{\Lambda}(\tau, \zeta; v) \) (Lemma 1.5 of [25] shows it for the theta functions from Eq. (6), and the proof works here exactly in the same manner). Therefore the first
equality follows directly from the well-known relation \( \{ U, \frac{\iota L(-1)}{\Lambda(-1)} V \}_L = \{ \frac{\iota L}{\Lambda} U, V \}_L \)
for \( U \in \mathbb{C}[D_L] \) and \( V \in \mathbb{C}[D_{\Lambda(-1)}] \) (see, e.g., Lemma 2.2 of [25]). Now, we have the immediate commutation relation \( \omega_{\Lambda} \circ \frac{\iota L}{\Lambda} = \omega_{\Lambda(-1)} \circ \omega_L \), and therefore if \( \tilde{G} \) is the modular form associated with \( G \) in Corollary 3.2, then the one associated with \( \frac{\iota L}{\Lambda} G \) is \( \tilde{G} \)
(changing the variable to \(-\tau\) is not affected by these operations). Therefore the second equality follows from the first. This proves the proposition. \( \square \)

The relation involving \( \frac{\iota L(-1)}{\Lambda(-1)} \) \( F \) (or \( \frac{\iota L}{\Lambda} G \)) will require theta functions with characteristics, and will be proved in Proposition 4.4 below.

Consider now another lattice \( K \), of signature \((a_+, a_-)\), and the orthogonal direct sum \( L \oplus K \), of signature \((a_+ + b_+, a_- + b_-)\). Then we have the equalities \( D_{L\oplus K} = D_L \oplus D_K \), \( \mathbb{C}[D_{L\oplus K}] = \mathbb{C}[D_L] \oplus \mathbb{C}[D_K] \), and \( \rho_{L\oplus K} = \rho_L \otimes \rho_K \), and analogous identities after dualizing. Given elements \( v \in \text{Gr}(L_B) \) and \( w \in \text{Gr}(K_B) \), the pair of spaces \( v_+ \otimes w_+ \) and \( v_- \otimes w_- \) represent an element of \( \text{Gr}(L_B \oplus K_B) \), that we denote, following [25], by \( v \oplus w \). If \( F \) is a modular form of weight \((k, l)\) and representation \( \rho_L^* \) with respect to a subgroup \( \Gamma \) of \( \text{Mp}_2(\mathbb{Z}) \), and \( H \) is a modular form of some other weight \((\kappa, \mu)\) and representation \( \rho_K^* \) with respect to the same group \( \Gamma \), then \( F \otimes H \) is a modular form of weight \((k + \kappa, l + \mu)\) and representation \( \rho_{L\oplus K}^* \) with respect to \( \Gamma \). We then obtain the following result.

**Proposition 3.5** With \( \tau \in \mathcal{H} \), and writing elements of \((L \oplus K)_C \) as sums of pairs of elements \( \zeta \in L_C \) and \( \xi \in K_C \), we obtain the equality

\[
\Phi_{L\oplus K, v\oplus w}^F(\tau, \zeta + \xi) = \Phi_{L,v}^F(\tau, \zeta) \cdot \Phi_{K,w}^H(\tau, \xi).
\]

**Proof** The Jacobi–Siegel theta functions from Eq. (7) satisfy

\[
\Theta_{L\oplus K}(\tau, \zeta + \xi; v \oplus w) = \Theta_L(\tau, \zeta; v) \otimes \Theta_K(\tau, \xi; w)
\]

(as a simple modification of the proof of the analogous statement in Lemma 1.2 of [25] for the functions from Eq. (6) shows). The result now follows from the definition of these Jacobi forms in Theorem 2.5, since given \( U \in \mathbb{C}[D_L] \) and \( V \in \mathbb{C}[D_{\Lambda(-1)}] \), \( X \in \mathbb{C}[D_K] \), we clearly have the equality \( \langle U \otimes X, V \otimes Y \rangle_{L\oplus K} = \langle U, V \rangle_L \cdot \langle X, Y \rangle_K \)
(indeed, for \( X = \epsilon_\gamma, Y = \epsilon_\delta, U = \epsilon_\alpha, Y = \epsilon_\beta \) both sides equal 1 when \( \gamma = \delta \) and \( \alpha = \beta \) and 0 otherwise, and extend by linearity). This proves the proposition. \( \square \)

**Remark 3.6** If the lattice \( K \) is the trivial lattice, of rank 0, then \( \rho_K^* \) is trivial, and so is the theta function \( \Theta_K \) (also the Jacobi–Siegel one, since the variable \( \xi \) in the corresponding Eq. (7) is taken from the trivial space \( K_C \)). Then both maps in Theorem 2.5 are the identity map on the space of scalar-valued modular forms \( h \) (the Jacobi forms are also modular forms, since \( \xi \) is trivial). Therefore this special case of Proposition 3.5 reduces to the statement that the maps from Theorem 2.5, when combined over all the possible weights, are maps of algebras over the ring of scalar-valued modular forms with respect to \( \Gamma \) (with the analytic properties that one wishes to consider).
orthogonal direct sum of $\zeta_{u_\pm}$ and $\xi_{u_\pm}$ for each sign $\pm$. In analogy with Proposition 1.6 of [25], we have the equality
\[
\Theta_L(\tau, \xi; v) = \sum_{\lambda \in \Lambda} \sum_{\pi(\lambda) = \delta} e\left(\frac{\lambda^2}{2} + \frac{\lambda^2}{2} + (\lambda, \xi, \eta)\right) \varphi_{\lambda + L} \otimes \xi^\delta
\]
(because we have already established the analogues of Lemmas 1.2 and 1.5 from that reference for our Jacobi–Siegel theta functions).

However, there is another expression for $\Theta_L(\tau, \xi; v)$ in this case. Denote by $\pi_\lambda$ the composition of the surjective projections from $L^*= M^*$ and from $M^*$ onto $D_M$, and observe that the projection onto $M^*_\perp$, hence also onto $u^\perp$, are well-defined for elements of $L^*/M$. Following Eq. (8) of [25] we define, for $\eta \in M^*_\perp$ and $\tau$ and $u^\perp$ as above, the function
\[
\Theta_{L,M}(\tau; \eta; u^\perp) := \sum_{\lambda \in \Lambda} \sum_{\pi(\lambda) = \delta} e\left(\frac{\lambda^2}{2} + \frac{\lambda^2}{2} + (\lambda, \eta)\right) \varphi_{\lambda + L} \otimes \xi^\delta
\]
with values in $\mathbb{C}[D_L] \otimes \mathbb{C}[D_M(-1)]$, and obtain the following result.

**Theorem 3.7** The theta function $\Theta_{L,M}$ from Eq. (14) satisfies the functional equation from Proposition 1.1 for $\sigma$ and $\nu$ from $M^*_L$, as well as that from Theorem 1.2, with the weight being $\left(\frac{b_\nu - c_\nu}{2}, \frac{b_\nu - c_\nu}{2}\right)$ and the representation $\rho_L \otimes \rho_M^\delta$. In particular, the function $\tau \mapsto \Theta_{L,M}(\tau; u^\perp) := \Theta_{L,M}(\tau; 0; u^\perp)$ is a modular form of weight $\left(\frac{b_\nu - c_\nu}{2}, \frac{b_\nu - c_\nu}{2}\right)$ and representation $\rho_L \otimes \rho_M^\delta$. In addition, for every $\tau \in \mathcal{H}$ and $\xi \in L_M$ we have the equality
\[
\Theta_L(\tau, \xi; v) = \langle \Theta_{L,M}(\tau, \xi_M; u), \Theta_{L,M}(\tau, \xi_M^*_L; u^\perp) \rangle_{M^*}.
\]

**Proof** The third assertion follows from the proof of Proposition 1.8 of [25], mutatis mutandis. Now, the analogue of Lemma 1.9 of that reference presents $\Theta_{L,M}$, in the case where $L = M \oplus M^*_L$, as $\Theta_{M^*_L}$ (with the same variables), to which Proposition 1.1 and Theorem 1.2 give the desired properties, tensored with $\sum_{\delta \in D_M} \xi_\delta \otimes \xi_\delta^\delta$. In the general case the presentation from Lemma 1.10 of that reference, using the operator $\downarrow_{\Lambda}^{L} \otimes \downarrow_{\Lambda}^{M(-1)}$ for $\Lambda = M \oplus M^*_L$, is valid here as well. Thus the first assertion is proved like Theorem 1.11 there (where the analogue of Lemma 1.4 of that reference is not required for the equation from Proposition 1.1 and is replaced by $\downarrow_{\Lambda}^{L}$ being a map of representations for that from Theorem 1.2), and the second one is an immediate consequence of the first (or of the latter theorem). This proves the theorem.

The paper [15] defines an operation called theta contraction, which was generalized in [25] to the following notion. For a modular form $F$ of weight $(k, l)$ and representation $\rho_L^*$, a primitive non-degenerate sub-lattice $M$ of $L$, and an element $\nu \in \text{Gr}(M_R)$ which is the direct sum of $u \in \text{Gr}(M_R)$ and $u^\perp \in \text{Gr}(M_R^*)$, we define the theta contraction of $F$ with respect to $u^\perp$ to be
\[
\Theta_{(L,M)}(F; u^\perp) : \mathcal{H} \rightarrow \mathbb{C}[D_M(-1)], \quad \Theta_{(L,M)}(F; u^\perp) : \tau \mapsto \langle \Theta_{L,M}(\tau; u^\perp), F(\tau) \rangle_L.
\]

The second assertion of Theorem 3.7 implies that $\Theta_{(L,M)}(F; u^\perp)$ is a modular form of weight $\left(\frac{b_\nu - c_\nu}{2}, \frac{b_\nu - c_\nu}{2} + \frac{b_\nu - c_\nu}{2}\right)$ and representation $\rho_M^\delta$. We then obtain the following result.
Theorem 3.8 Let \( \Phi \) be a Jacobi form of weight \((k, l)\) and index \((L, v)\) with respect to \( \Gamma \), and decompose \( L_C \) as \( M_C \oplus M_C^\perp \). Then the map

\[
\text{Res}_{L}^M \Phi : \mathcal{H} \times M_C \to \mathbb{C}, \quad \text{Res}_{L}^M \Phi(\tau, \xi) = \Phi(\tau, \xi + 0) \quad \text{with} \quad 0 \in M_C^\perp
\]

is a Jacobi form of weight \((k, l)\) and index \((M, u)\) with respect to \( \Gamma \). Moreover, if we write \( \Phi \) as \( \Phi_{M, u}^F \) for \( F \) as in Theorem 2.5 then \( \text{Res}_{L}^M \Phi \) is \( \Phi_{M, u}^{L, M}(Fw^\nu) \).

Proof Restricting Eq. (11) for \( \Phi \) to \( \sigma \) and \( v \) in \( M \) and recalling that \( \sigma_{v^\pm} = \sigma_{M^\pm} \) and \( (\sigma, \xi) = (\sigma, \xi + 0) \) for such \( \sigma \) yields the same equation for \( \text{Res}_{L}^M \Phi \). Eq. (12) also transforms easily, using the fact that the \( M_C^\perp \)-part of \( \xi + 0 \) vanishes. Since the resulting combinations of the Fourier coefficients of \( \Phi \), which grow at most linearly exponentially, also grows at most linearly exponentially, this proves the first assertion. For the second one, write \( \Phi = \Phi_{L, v}^F \) as in Corollary 2.2 and Theorem 2.5, and express \( \theta_{L}(\tau, \xi + 0; v) \) as in Theorem 3.7. But now Lemma 2.2 of [25] expresses the resulting pairing as \( (\Theta_{M}(\tau, \xi; u), \Theta_{L,M}(\tau, 0; u^\perp)) \), and as in the proof of Theorem 2.6 of that reference, the internal pairing is \( \Theta_{L,M}(F; u^\perp) \) by Eq. (15). We thus obtain the desired result by Theorem 2.5 again. This proves the proposition. \( \Box \)

Note that for a general element \( \zeta \in L_C \), namely \( \zeta = \xi + \eta \) for such \( \xi \) and some \( \eta \in M_C^\perp \), the proof of Proposition 3.8 expresses \( \Phi_{L, v}^F(\tau, \xi + \eta; v) \) as the \( M \)-pairing of \( \Theta_{M}(\tau, \xi; u) \) with the function \( (\Theta_{L,M}(\tau, \eta; u^\perp), F(\tau)) \), which we may consider as a generalized theta contraction. The latter, viewed as a function on \( \mathcal{H} \times M_C^\perp \), is a (vector-valued) Jacobi form, of weight \((k + \frac{k - 1}{2}, l + \frac{l - 1}{2})\), index \((M_C^\perp, u^\perp)\), and representation \( \rho_{M}^\nu \). It will be interesting to see which properties do such functions have, especially in relation to \( \Phi_{L, v}^F(\tau, \xi + \eta; v) \).

We recall that in the classical case, where the index is a number (rather than a lattice), the product of Jacobi forms is a Jacobi form, where both the weights and the indices are added. With lattices one cannot expect such a formula in general, since the variable \( \zeta \) is taken from two different spaces (sometimes in different dimensions). In the positive definite lattice index case, a formula can be obtained by representing lattices using Gram matrices. However, working in the terminology of abstract lattices, and extending to our more general situation, this definition takes the following form.

Proposition 3.9 Let \( L, K, v, \) and \( w \) be as in Proposition 3.5. Assume that there is a group isomorphism \( \iota : L \to K \) such that its extension \( \iota_R : L_R \to K_R \) takes each of the spaces \( v_\pm \) onto the respective space \( w_\pm \), so that in particular \( a_+ = b_+ \) and \( a_- = b_- \). We define \( L_+, K \) to be \( L \) as a group, endowed with the quadratic form \( \lambda \mapsto \frac{1}{2}(\lambda_+^2 + \lambda_-^2) \). Let \( v_+, w \) be the vector space decomposition of \((L_+, K)_R = L_R \oplus v_- \). Then \( L_+, K \) is a (non-degenerate) lattice of the same signature \((b_+, b_-)\) as \( L \) and \( K \), \( v_+ \) represents an element of \( \Gr((L_+, K)_R) \), and for a Jacobi form \( \Phi \) of weight \((k, l)\) and index \((L, v)\) and a Jacobi form \( \Psi \) of weight \((k, \mu)\) and index \((K, w)\), the map \( \Phi \Psi \) taking \( \tau \in \mathcal{H} \) and \( \zeta \in L_C \) to \( \Phi(\tau, \xi)\Psi(\tau, \iota_C \xi) \) is a Jacobi form of weight \((k + \kappa, l + \mu)\) and index \((L_+, K, v_+ + w)\).

Proof Checking non-degeneracy and the signature can be carried out on the level of the real quadratic spaces, where it is clear from the assumption that the \((L_+, K)_R\)-norm of any non-zero element of \((v_+, w)_+ = v_+\) (resp. \((v_+, w)_- = v_-\)) is positive (resp. negative). Moreover, the \((L_+, K)_R\)-pairing of two elements there are the sum of their \(L_R\)-pairings and the \(K_R\)-pairing of their \(i_R\)-images, so that if one is in \((v_+, w)_+\) and the other is in \((v_+, w)_-\)
then the pairing vanishes. Therefore \((L +_1 K)_\mathbb{R}\) is indeed the orthogonal direct sum of the \(b_+\)-dimensional positive definite space \((v +_1 w)_+\) and the \(b_-\)-dimensional positive definite space \((v +_1 w)_-\), yielding the non-degeneracy, the signature, and the identification of \(v +_1 w\) as a Grassmannian element. Moreover, applying Eqs. (11) and (12) for \(\Phi\) and \(\Psi\) and the same considerations produce these equalities for the product \(\Phi\Psi\), and since the coefficient multiplying each Fourier coefficient from Lemma 2.1 in each of \(\Phi\) and \(\Psi\) satisfies the growth condition from Definition 2.3, the same happens in the product.

This proves the proposition. \(\square\)

A typical case for Proposition 3.9 is the case where \(L\) is the lattice \(M(m)\) obtained from a lattice \(M\) by multiplying the forms by the integer \(m > 0, K = M(n)\) for another integer \(n > 0, \iota = \text{Id}_M\), and \(w\) and \(v\) come from the same element \(u \in \text{Gr}(M\mathbb{R})\). Then \(L+K = M(m+n)\) and \(v+w = u\), and we obtain the expected addition of the indices. Note that in the positive definite case the Grassmannians are trivial, the isomorphism \(\iota\) from Proposition 3.9 takes the form of choosing bases for \(L\) and \(K\) and expressing the bilinear forms in terms of positive definite integral-valued symmetric matrices (with even diagonal entries). Then \(L+K\) is represented by the sum of these matrices, and Proposition 3.9, in the holomorphic case, reproduces the product rule from Corollary 1.7 of [26] and others (such a product rule also holds in the vector-valued setting, as appearing in Remark 3 of [22]).

Combining Proposition 3.9 with Theorem 2.5, we obtain the following operation on pairs of vector-valued modular forms.

**Theorem 3.10** Take two lattices \(L\) and \(K\) of the same signature \((b_+, b_-)\), and fix a group isomorphism \(\iota: L \to K\), with real extension \(\iota_{\mathbb{R}}\). Assume that \(\iota_{\mathbb{R}}\) takes the spaces \(v_\pm\) associated with an element \(v \in \text{Gr}(L\mathbb{R})\) onto the respective spaces \(v_\pm\) corresponding to \(w \in \text{Gr}(K\mathbb{R})\), and take \(L+K\) and \(v+w\) to be as in Proposition 3.9. Then the image of the map taking \(\lambda \in L\) to \((\lambda, \iota\lambda) \in L \oplus K\) presents \(L+K\) as a primitive sub-lattice of \(L \oplus K\), and \((v+w)_\pm\) is the intersection of the spaces \(v_\pm \oplus w_\pm\) associated with \(v \oplus w \in \text{Gr}(L\oplus K\mathbb{R})\) with \((L+K)\mathbb{R}\). Take a modular form \(F\) of weight \((k-b_1/2, l-b_2/2)\) and representation \(\rho^F_\mathbb{R}\) and a modular form \(H\) of weight \((k-b_1/2, \mu-b_2/2)\) and representation \(\rho^H_\mathbb{R}\), both with respect to the same subgroup \(\Gamma\) of \(\text{Mp}_2(\mathbb{Z})\), and let \(\Phi^F_{L,v}\) and \(\Phi^H_{K,w}\) be the corresponding Jacobi forms from Theorem 2.5. Then the modular form that is associated with the product \(\Phi^F_{L,v}\Phi^H_{K,w}\) defined in Proposition 3.9 is the theta contraction \(\Theta_{(L \oplus K, L+K)}(F \otimes H; (v+w)^\perp)\) from Eq. (15).

**Proof** The fact that \(\{\lambda, \iota\lambda\} | \lambda \in L\) is isomorphic to \(L+K\), its primitivity in \(L \oplus K\), and the relation between \(v \oplus w \in \text{Gr}(L\oplus K\mathbb{R})\) and \(v+w \in \text{Gr}((L+K)\mathbb{R})\) are clear from the definitions in Proposition 3.9. Now, Proposition 3.5 allows us to write

\[
(\Phi^F_{L,v}\Phi^H_{K,w})(\tau, \xi) = \Phi^F_{L,v}(\tau, \xi)\Phi^H_{K,w}(\tau, \iota\xi) = \Phi^{F \otimes H}_{L \oplus K, v \oplus w}(\tau, \xi + \iota\xi)
\]

for \(\tau \in \mathcal{H}\) and \(\xi \in L_{\mathbb{C}}\), and note that \((L+K)\mathbb{C}\), as a subspace of \(L_{\mathbb{C}} \oplus K_{\mathbb{C}}\), is just \(\{\xi + \iota\xi | \xi \in L_{\mathbb{C}}\}\), with orthogonal complement \(\{\xi - \iota\xi | \xi \in L_{\mathbb{C}}\}\). Therefore the right hand side is \(\text{Res}_{L+K} \Phi_{L \oplus K \oplus \mathbb{R}}(\tau, \xi)\) for \(\xi + \iota\xi \in (L+K)\mathbb{C}\) in the notation from Proposition 3.8, which also gives that the associated modular form is the asserted one. This proves the theorem. \(\square\)

The explicit formulae from the theta contraction involved in Theorem 3.10 are not so trivial. We consider the most classical case, where \(L\) and \(K\) are positive definite of
rank 1. Denoting by $A_2$ the lattice $\mathbb{Z}$ with a generator of quadratic value 1, we write $L = A_2(m)$ and $K = A_2(n)$ for positive integers $m$ and $n$. The discriminants $D_L$ and $D_K$ are $\mathbb{Z}/2m\mathbb{Z}$ and $\mathbb{Z}/2n\mathbb{Z}$ respectively, the Grassmannians are trivial, the corresponding theta functions and Jacobi theta functions from Eqs. (6) and (7) are just the holomorphic functions

$$\theta_{r+2m\mathbb{Z}}(\tau, \xi) := \sum_{h \in \mathbb{Z} + \frac{r}{mn}} e(mh^2 \tau + 2m\xi)$$

(with $\xi \in \mathbb{C}$) as components, and the same for $K$, $L + i$, $K = A_2(m+n)$, and any other such lattice. The latter lattice is the “diagonal” image inside the rank 2 lattice $L \oplus K$, and the components of the function $\Theta_{L \oplus K}$ from Theorem 3.7 appearing in the theta contraction from Eq. (15) are based, via Eq. (14), on the orthogonal complement of $L + i$, $K$ inside $L \oplus K$. But this rank 1 lattice is generated by an element of quadratic value $\frac{mn(m+n)}{d^2}$ for $d := \gcd(m, n)$, and we get that for $r \in \mathbb{Z}/2m\mathbb{Z}$ and $s \in \mathbb{Z}/2n\mathbb{Z}$ there are $\frac{m+n}{d}$ classes $t \in \mathbb{Z}/2(m+n)\mathbb{Z}$ that are congruent to $r + s$ modulo $2d$. Moreover, for each such $t$ there exists some $l(r, s, t) \in \mathbb{Z}/\frac{mn(m+n)}{d^2}\mathbb{Z}$, which is congruent to $\frac{m+n}{d}$ modulo $\frac{2mn}{d^2}$, such that

$$F = \sum_{r \in \mathbb{Z}/2m\mathbb{Z}} F_r \epsilon_r^*$$

and $H = \sum_{s \in \mathbb{Z}/2n\mathbb{Z}} H_s \epsilon_s^*$ then the operation from Theorem 3.10 produces

$$\sum_{r \in \mathbb{Z}/2m\mathbb{Z}, s \in \mathbb{Z}/2n\mathbb{Z}} F_r H_s \theta_{l(r, s, t) + \frac{mn(m+n)}{d^2}} \epsilon_r^* \epsilon_s^*$$

Applying this to the constant functions, and going over to the associated Jacobi forms, we obtain for each such $r$ and $s$, the equality

$$\theta_{r+2m\mathbb{Z}}(\tau, \xi) \theta_{s+2n\mathbb{Z}}(\tau, \xi) = \sum_{t \in \mathbb{Z}/2(m+n)\mathbb{Z}} \theta_{l(r, s, t) + \frac{mn(m+n)}{d^2}}(\tau) \theta_{l+2(m+n)\mathbb{Z}}(\tau, \xi).$$

For an explicit example, take $m = n = d = 1$, so that $m + n = \frac{mn(m+n)}{d^2} = 2$, and write $\theta(\tau)$ and $\tilde{\theta}(\tau)$ for $\theta_{0+2\mathbb{Z}}(\tau)$ and $\theta_{1+2\mathbb{Z}}(\tau)$ respectively. Then with the index 2, the functions $\theta_{0+4\mathbb{Z}}(\tau)$ and $\theta_{2+4\mathbb{Z}}(\tau)$ are just $\theta(2\tau)$ and $\tilde{\theta}(2\tau)$ respectively, and the remaining functions $\theta_{1+4\mathbb{Z}}(\tau)$ and $\theta_{3+4\mathbb{Z}}(\tau)$ coincide to a single function, which we denote by $\tilde{\theta}(\tau)$. The corresponding map from Theorem 3.10 is then defined by

$$\begin{align*}
\epsilon_{0+2\mathbb{Z}} \otimes \epsilon_{0+2\mathbb{Z}} & \mapsto \theta(2\tau) \epsilon_{0+4\mathbb{Z}} + \tilde{\theta}(2\tau) \epsilon_{2+4\mathbb{Z}}, \\
\epsilon_{1+2\mathbb{Z}} \otimes \epsilon_{1+2\mathbb{Z}} & \mapsto \tilde{\theta}(2\tau) \epsilon_{0+4\mathbb{Z}} + \theta(2\tau) \epsilon_{2+4\mathbb{Z}}, \\
\epsilon_{0+2\mathbb{Z}} \otimes \epsilon_{1+2\mathbb{Z}} \otimes \epsilon_{0+2\mathbb{Z}} \otimes \epsilon_{1+2\mathbb{Z}} & \mapsto \tilde{\theta}(\tau)(\epsilon_{0+4\mathbb{Z}} + \epsilon_{3+4\mathbb{Z}}).
\end{align*}$$

It would be interesting to relate the generalization of these formulae appearing in the previous paragraph to the theory of theta blocks from, e.g., [10].

We conclude this section by remarking that formulae similar to those from Propositions 3.5 and 3.8 and Theorem 3.10 hold for the Jacobi forms from Proposition 3.3, with $F$ (resp. $H$) replaced by a modular form with the representation $\rho_L$ (resp. $\rho_K$). Combining this with Remark 3.6 explains why in the isomorphisms involving skew-holomorphic Jacobi forms, in [19] and others, the algebra structure involves multiplying by $\tilde{h}(\tau)$ (which is the formula for $\tilde{h}(\tau)$ from Corollary 3.2 in the case of the trivial representation).

4 Jacobi forms with characteristics

Recall that Section 4 of [3] concerns theta functions that are more general than those from Eq. (6). We take, in addition to the parameters from that equation, two vectors $\alpha$ and $\beta$
from $L_\mathbb{R}$, and set
\[
\Theta_L (\tau; (\lambda_\beta)^\sharp; v) := \sum_{\lambda \in L^*} e\left( \left( \frac{\lambda + \beta}{2} \right) v + \frac{\lambda + \beta}{2} \right) \epsilon_{\lambda + L}.
\]
Recall that the group $\text{SL}_2(\mathbb{Z}) \subseteq \text{SL}_2(\mathbb{R})$, hence also $\text{Mp}_2(\mathbb{Z}) \subseteq \text{Mp}_2(\mathbb{R})$, acts on such column vectors (more naturally, it acts on $\mathbb{R}^2$ and we view these vectors as elements of $\mathbb{R}^2 \otimes_{\mathbb{R}} L_\mathbb{R}$). Then Theorem 4.1 of [3] states that
\[
\Theta_L (A \tau; (\lambda_\beta)^\sharp; v) = \phi (\tau)^{b_+} \phi (\tau)^{b_-} \rho_L (A, \phi) \Theta_L (\tau; (\mu_\beta)^\sharp; v)
\]
for every $(A, \phi) \in \text{Mp}_2(\mathbb{Z})$. We combine this generalization with Eq. (7) and set
\[
\Theta_L (\tau, \xi; (\lambda_\beta)^\sharp; v) := \sum_{\lambda \in L^*} e\left( \frac{\lambda + \beta}{2} v + \frac{\lambda + \beta}{2} \right) \epsilon_{\lambda + L}
\]
(16)
for which we prove the following extension of Theorem 4.1 of [3] and of our Propositions 1.1 and 1.3 and Theorem 1.2.

**Theorem 4.1** Take $\tau \in \mathcal{H}$, $\nu \in \text{Gr}(L_\mathbb{R})$, $\xi \in L_C$, and $\alpha$ and $\beta$ from $L_\mathbb{R}$. Then if $\sigma$ and $\nu$ are in $L$ then $\Theta_L (\tau, \xi + 2\nu + 2 \nu; (\alpha_\beta); v)$ equals
\[
e\left( -\frac{\sigma^2}{2} - \frac{\tau^2}{2} - (\sigma, \xi) + (\nu, \beta) + (\sigma, \alpha) \right) \Theta_L (\tau, \xi; (\nu_\beta); v),
\]
and if $(A, \phi) \in \text{Mp}_2(\mathbb{Z})$ then $\Theta_L (A \tau, \xi + 2\nu + 2 \nu; (\alpha_\beta); v)$ equals
\[
\phi (\tau)^{b_+} \phi (\tau)^{b_-} e\left( \frac{f_\Lambda (\nu_\beta)}{2 (\Lambda, \tau)} + \frac{f_\Lambda (\nu_\beta)}{2 (\Lambda, \tau)} \right) \rho_L (A, \phi) \Theta_L (\tau, \xi; (\nu_\beta); v).
\]
The differential operators $4 \pi i \partial_\nu - \Delta^h_{\nu_+}, 4 \pi i \partial_\nu - \Delta^h_{\nu_-}$, and $\partial_\xi$, for $1 \leq i \leq b_+ + b_-$ from Proposition 1.3 annihilate these theta functions as well.

**Proof** For the first equality we follow the proof of Proposition 1.1, with adding $\beta$ to each $\lambda$, where we have the additional term with $(\nu, \beta)$, and the index change from $\lambda$ to $\lambda + \sigma$ produces $(\sigma, \alpha)$ as well. Proving the second one for $T^{\pm 1}$ and $S$ suffices, where for the former element the term associated with $\lambda$ is multiplied by $e\left( \frac{\pm (\lambda + \beta)^2}{2} \right)$ because of adding $\pm 1$ to $\tau$, but also by $e\left( \pm (\lambda + \frac{\gamma}{2}, \beta) \right)$ because we have added $\pm \beta$ to $\alpha$. As this combines to $e\left( \pm \frac{\gamma^2}{2} \right)$ once again, the equality for $T^\pm$ is proved, and as in the proof of Theorem 1.2, we can restrict attention to the equality for $S$ with $\xi \in L_\mathbb{R}$ by holomorphicity. Because the vector is now $(-\frac{\xi}{2}, \beta)$, applying the argument leading to Eq. (9) and writing $\lambda + \frac{\xi}{2}$ as the sum of $\lambda + \alpha - \xi$ and $\xi - \frac{\alpha}{2}$ shows that the coefficient multiplying $\epsilon_\gamma$ on the left hand side is the desired exponent $e\left( \frac{\xi^2}{2\tau} + \frac{\gamma^2}{2\tau} \right)$ times
\[
\sum_{\lambda \in L^*} e\left( -\frac{(\lambda + \alpha - \xi)^2}{2\tau} - \frac{(\lambda + \alpha - \xi)^2}{2\tau} + (\lambda + \alpha - \xi, \beta) + (\xi - \frac{\alpha}{2}, \beta) \right).
\]
An application of Eq. (8), with $\xi = \gamma - \xi + \alpha$ and $\eta = \beta$, transforms the total expression into $e\left( \frac{\xi - \frac{\beta}{2}}{8} \right)^{b_+} / 2^{b_+} e\left( \frac{\xi^2}{2\tau} + \frac{\gamma^2}{2\tau} \right) / \sqrt{D_L}$ times
\[
\sum_{\mu \in L^*} e\left( \frac{(\mu + \beta)^2}{2} + \frac{(\mu + \beta)^2}{2} + (\mu, \xi) - (\gamma, \mu) - (\alpha, \mu) + (\xi - \frac{\alpha}{2}, \beta) \right).
\]
and once again decomposing the sum over \( L^* \) into the cosets of \( L \) produces the required external coefficient and the terms coming from \( \rho_L(S) \). As the summand associated with \( \mu \in L + \delta \) is easily seen to be the one appearing in \( \Theta_L(\tau, \zeta; (\beta; \rho); v) \), this indeed gives the desired right hand side. The action of the differential operators is verified exactly as in the proof of Proposition 1.3. This proves the theorem. \( \square \)

Following Lemma 2.1 and Corollary 2.2, we now obtain the following result.

**Proposition 4.2** For every \( \alpha \) and \( \beta \), the map taking a real-analytic function \( F : \mathcal{H} \to \mathbb{C}[D_L(-1)] \) to the function \( (\tau, \zeta) \mapsto (\Theta_L(\tau, \zeta; (\alpha; \beta); v), F(\tau))_L \) is an isomorphism onto the space of smooth functions \( \Phi \) on \( \mathcal{H} \times L_\mathbb{C} \) that are holomorphic in \( \zeta \) and satisfy

\[
\Phi(\tau, \zeta + \tau \sigma_v + \overline{\tau} \sigma_{\nu_v} + v) = e \left( -\frac{\sigma_v^2}{2} - \frac{\overline{\tau} \sigma_{\nu}}{2} - (\sigma, \zeta) + (v, \beta) + (\sigma, \alpha) \right) \Phi(\tau, \zeta)
\]

for every \( \tau \in \mathcal{H}, \zeta \in L_\mathbb{C} \), and \( \sigma \) and \( v \) in \( L \).

**Proof** The fact that \( \Theta_L(\tau, \zeta; (\beta; \rho); v) \) satisfies this functional equation, established in Theorem 4.1, implies that its pairing with any function \( F \) satisfies it as well. Conversely, if \( \Phi(\tau, \zeta) \) satisfies this equation then \( \Phi(\tau, \zeta)e(-\beta, \zeta) \) is invariant under translations from \( L \). Thus, as in the proof of Lemma 2.1 (but in which we now write \( f_\lambda(\tau) \) as \( e \left( \frac{\lambda^2}{2} + \frac{\overline{\tau} \lambda^2}{2} - (\lambda + \frac{\beta}{2}, \alpha) \right) \) times \( f_\lambda(\tau) \)), we can write \( \Phi(\tau, \zeta) \) as \( \sum_{\lambda \in L^*} f_\lambda(\tau) e \left( \frac{\lambda^2}{2} + \frac{\overline{\tau} \lambda^2}{2} - (\lambda + \beta, \zeta) - (\lambda + \frac{\beta}{2}, \alpha) \right) \). Still following the proof of Lemma 2.1, we fix \( \sigma \in L \) and substitute this expansion of \( \Phi \) into both sides for the functional equation and applying a translation of \( \sigma \) between the two summation indices shows that it depends only on \( \lambda + L \). The desired result now follows as in the proof of Corollary 2.2. This prove the proposition. \( \square \)

**Remark 4.3** As in Proposition 2.7, the isomorphism from Proposition 4.2 takes the holomorphic functions \( F : \mathcal{H} \to \mathbb{C}[D_L(-1)] \) onto those functions \( \Phi \) that are also annihilated by the operator \( 4\pi i \overline{\sigma}_\tau - \Delta_\mathbb{C}^h \) from Proposition 1.3 and Theorem 4.1. Moreover, combining the isomorphism from Proposition 4.2 with the map \( G \mapsto \hat{G} : \tau \mapsto \omega_L(G(-\tau)) \) from Corollary 3.2 gives an isomorphism between the functions on \( \mathcal{H} \times L_\mathbb{C} \) satisfying the condition from that proposition and real-analytic functions \( G : \mathcal{H} \to \mathbb{C}[D_L] \). Under this isomorphism, the function \( G \) is holomorphic on \( \mathcal{H} \) if and only if \( \Phi \) is annihilated by \( 4\pi i \overline{\sigma}_\tau - \Delta_\mathbb{C}^h \), as in Proposition 3.3.

Note, however, that modularity properties of \( F \) and the pairing from Proposition 4.2 are no longer related, because of the action of \( \text{Mp}_2(\mathbb{Z}) \) on the column vectors \( (\beta; \rho) \). The same applies to \( G \) as appearing in Remark 4.3.

The theta functions from Eq. (16) closely resemble theta functions with characteristics, as defined in, e.g., Definition 1.7 of [9], among earlier references. For this we shall define \( \tilde{\Theta}_L(\tau, \zeta; (\alpha; \beta); v) \) to be \( e \left( -\frac{\alpha \beta}{2} \right) \Theta_L(\tau, \zeta; (\alpha; \beta); v) \), as with this normalization the following properties are better-behaved. To put it in a broader context, if \( L \) is positive definite of rank \( g \), with a Gram matrix \( \mathcal{M} \) using some basis of \( L \) over \( \mathbb{Z} \), then the Grassmannian is trivial, and \( \tau \mapsto \tau \mathcal{M} \) is an embedding of \( \mathcal{H} \) into the Siegel upper half-plane of degree \( g \). Then we can consider \( \alpha \) and \( \beta \) as the corresponding elements of \( \mathbb{R}^g \), view \( D_L \) as a subgroup of \( L_{\mathbb{R}} / L \cong \mathbb{R}^g / \mathbb{Z}^g \) via the basis, and by lifting each \( v \in D_L \) to an appropriate element of \( \mathbb{R}^g \), the coefficient \( \hat{\beta}_{L+\gamma}(\tau, \zeta; (\alpha; \beta)) \) is the theta function \( \theta^{(2\beta+2\gamma)}(\mathcal{M} \zeta, \tau \mathcal{M}) \) in the notation of
\[9\). Hence our functions \(\hat{\Theta}_{L+\nu}(\tau, \xi; \langle \alpha \rangle, \nu)\) are a generalization of this restriction of theta functions with characteristics to the indefinite case.

Indeed, the usual arguments show that the theta function \(\hat{\Theta}_L(\tau, \xi; \langle \beta \rangle; \nu)\) satisfies the following properties of theta functions with characteristics: The parity formula

\[
\hat{\Theta}_L(\tau, \xi; \langle \beta \rangle; \nu) = \hat{\Theta}_L(\tau, -\xi; \langle -\beta \rangle; \nu),
\]

the periodicity relation

\[
\hat{\Theta}_L(\tau, \xi; \langle \beta+\sigma \rangle; \nu) = e(-\nu)e(\sigma-\alpha)e(\sigma-\alpha-\nu)\hat{\Theta}_L(\tau, \xi; \langle \beta \rangle; \nu) \quad \text{for } \nu \text{ and } \sigma \text{ in } L
\]

(by a summation index change), and the general relation

\[
\hat{\Theta}_L(\tau, \xi; \langle \alpha+\nu \rangle; \nu) = e\left(\frac{\sigma^2}{2} + \tau\nu + \sigma + \xi^2 + \xi\nu + \xi\sigma - \nu\right)\hat{\Theta}_L(\tau, \xi; \langle \alpha \rangle; \nu)
\]

with respect to changing the variable, in which \(\sigma\) and \(\nu\) are arbitrary in \(L_r\) (the proof is similar to that of the first equality in Theorem 4.1). In particular it follows from Eq. (17) that if \(\beta \in L^*\) then the theta function is defined with characteristics coming from cosets modulo \(L\). Then, for \(\alpha\) and \(\beta\) in \(D_L\) the function \(\hat{\Theta}_{L+\nu}(\tau, \xi; \langle \beta \rangle; \nu)\) is just \(e(-\alpha, \beta + \gamma)\) times the initial component \(\theta_{L+\nu+\beta}(\tau, \xi; \nu)\) of Eq. (7). This shows, in fact, that in this setting the vector-valued nature of \(\hat{\Theta}_L\) contains no more information than any single scalar-valued component.

While the lack of modularity of the functions from Proposition 4.2 makes their applicability less evident, we can present the following application, which complements Proposition 3.4.

**Proposition 4.4** Assume that \(L\) is an over-lattice of another lattice \(\Lambda\), and set \(H = L/\Lambda \subseteq D_\Lambda\). Take \(\tau \in \mathcal{H}, \nu \in \mathcal{C}\) in the common Grassmannian of \(L_r\) and \(\Lambda_r\), and \(\xi \in L_\mathbb{C} = \Lambda_\mathbb{C}\). Then \(\uparrow^H \Theta_L(\tau, \xi; \nu) = \left\{ \uparrow^H \Theta_L(\tau, \xi; \nu) \right\}_H\).

**Proof** The definition of \(\uparrow\) and the fact that \(\Theta_L(\tau, \xi; \nu) = \uparrow^H \Theta_L(\tau, \xi; \nu)\) implies that for \(\gamma \in D_\Lambda\), the coefficient of \(e_{\nu}^\gamma\) in \(\uparrow^H \Theta_L(\tau, \xi; \nu)\) is \(\sum_{\beta \in H} \theta_{\Lambda+\gamma+\beta}(\tau, \xi; \nu)\) when \(\gamma \in H^\perp\) and 0 otherwise. Moreover, as \(\sum_{\alpha \in H} e(-\alpha, \gamma)\) equals \(|H|\) when \(\gamma \in H^\perp\) and 0 otherwise, and \(H\) is isotropic, we can express our coefficient as \(\frac{1}{|H|} \sum_{\alpha \in H} \sum_{\beta \in H} e(-\alpha, \beta + \gamma)\) \(\theta_{\Lambda+\gamma+\beta}(\tau, \xi; \nu)\). The fact that the summand associated with \(\alpha \) and \(\beta\) was seen above to be \(\theta_{L+\nu+\beta}(\tau, \xi; \langle \beta \rangle; \nu)\) thus establishes the first assertion. For the second one, we note that the definition of the left hand side in Theorem 2.5 combines with Lemma 2.2 of [25] to express the left hand side as \(\Phi^F_{L,v}(\tau, \xi) := \left\{ \uparrow^H \Theta_L(\tau, \xi, \nu), F(\tau) \right\}_L\), and substituting the expression from the first assertion produces the desired right hand side. This proves the proposition.

As for Propositions 3.5 and 3.8 and Theorem 3.10, combining Proposition 4.4 with Proposition 3.3 and the commutation relation \(\omega_{L^*} \downarrow^L \omega_{L-1} \circ \omega_{\Lambda} \) also yields, for a modular form \(G\) of weight \((k, l)\) and representation \(\rho_{\Lambda}\) with respect to the group \(\hat{\Gamma}\) from Corollary 3.2, the equality

\[
\hat{\Theta}_{L,v}^\dagger(\tau, \xi) = \frac{1}{|H|} \sum_{\alpha \in H} \sum_{\beta \in H} \left\{ \hat{\Theta}(\tau, \xi; \langle \beta \rangle; \nu), \omega_{\Lambda}(G(-\tau)) \right\}_L.
\]
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