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Abstract—In this paper we propose a generative adversarial network (GAN) framework to enhance the perceptual quality of compressed videos. Our framework includes attention and adaptation to different quantization parameters (QPs) in a single model. The attention module exploits global receptive fields that can capture and align long-range correlations between consecutive frames, which can be beneficial for enhancing perceptual quality of videos. The frame to be enhanced is fed into the deep network together with its neighboring frames, and in the first stage features at different depths are extracted. Then extracted features are fed into attention blocks to explore global temporal correlations, followed by a series of upsampling and convolution layers. Finally, the resulting features are processed by the QP-conditional adaptation module which leverages the corresponding QP information. In this way, a single model can be used to enhance adaptively to various QPs without requiring multiple models specific for every QP value, while having similar performance. Experimental results demonstrate the superior performance of the proposed PeQuENet compared with the state-of-the-art compressed video quality enhancement algorithms.

Index Terms—perceptual quality enhancement, attention mechanism, QP-conditional adaptation, generative adversarial network, video coding.

I. INTRODUCTION

RECEN\text{\textendash}TE years have witnessed the rapid development in video services. Due to the limitation of bandwidth, video compression algorithms and video coding formats such as H.264/AVC [1] and H.265/HEVC [2] have been indispensable to remove the spatial and temporal redundancy in videos and reduce bit-rates. However, lossy video compression also degrades the quality of compressed videos and introduces various compression artifacts, such as blocking and blurring, which inevitably lead to the deterioration of the quality of experience (QoE) of the final user [3]. Thus, effective algorithms for video quality enhancement are important for both effective human and machine use.

With the tremendous development of convolution neural networks (CNNs) in recent years, a large number of learning-based works have been proposed aiming at enhancing quality of compressed videos. Some of them [4]–[10] focus on enhancing the objective quality which is most commonly measured by peak signal to noise ratio (PSNR). Although the improvement of PSNR indicates the decrease of the objective distortion (e.g., mean square error (MSE)), it does not necessarily improve the visual experience [11]. Networks trained with adversarial loss, generative adversarial networks (GANs) [12], are typically able to generate high-quality details and have significantly developed in the past few years, some algorithms [13]–[16] focus on enhancing the perceptual quality of compressed videos with the help of GANs. However, they have not fully employed the global temporal information between consecutive frames to improve the perceptual quality of compressed videos.

Different from images, videos consist of consecutive frames. So in additional to spatial information, temporal information can be used for frame enhancement. How to make full use of global temporal information is a key issue in the perceptual quality enhancement of compressed videos. One of the most common methods to employ temporal information is motion compensation with estimated optical flows [8] [9]. However, estimated optical flows can hardly be accurate due to various artifacts in compressed frames, which penalizes the performance of temporal alignment. Another popular method to employ temporal information is to use deformable convolutions [17] [18] to achieve temporal alignment [10]. Compared with optical flows, deformable convolutions are more flexible and have potential to achieve better performance. However, both optical flows and deformable convolutions are based on
motions between consecutive frames. In this case, only local temporal information can be employed due to the limited range of motion. As shown in Fig. 1 (middle), only local temporal information can be employed to enhance the pixel on given object (a horse, in this example). Although networks using optical flows and deformable convolutions to capture local temporal information are relatively fast, in specific use cases such as in video production or archiving, it is more important to get as high quality as possible, despite possible complexity increase. Since local areas will suffer from similar artifacts in video compression, it is of great importance to capture global information. Correlated pixels in the adjacent frame should be considered even though they are not in the reach of optical flow (which is coming from different tasks that do not look for such long range correlations), as shown in Fig. 1 (right). For this reason, the proposed network employs non-local attention modules to fully capture global temporal correlations in the consecutive frames and pave the way for the higher perceptual quality enhancement.

Additional challenge for processing compressed videos is that at different quantization parameters (QPs) the videos have different characteristics. Intuitively, if one wants to process compressed videos at multiple QPs, multiple models will need to be correspondingly trained, stored and transmitted to adapt the characteristics of videos compressed at multiple QPs, which is extremely expensive in practical applications. To train only one model to adapt to multiple QPs with negligible performance loss, many QP-conditional adaptation mechanisms [27] [28] [30] [31] have been proposed for deep networks that address different problems. The strategy proposed in this paper is the first to successfully apply QP-conditional adaptation to perceptual quality enhancement of compressed videos, saving multiple sets of model parameters with almost the same enhancement performance compared to using the models trained for specific QPs.

In this paper, we proposed an adaptation- and attention-based GAN, which is referred to as PeQuENet, to enhance the perceptual quality of compressed videos at various QPs by fully employing global temporal information in the consecutive frames. The proposed PeQuENet consists of four main parts: the pre-trained feature extraction module, the attention module, the progressive decoder module and the QP-conditional adaptation module.

Our main contributions are summarized as:

1) With the goal to increase capability of learned solutions for perceptual quality enhancement of compressed videos, we integrate simplified non-local attention modules for conditional attention (i.e., fusing multi-dimensional features from two input sources - target and reference) with the aim of enhancing the target frame with the most relevant (or similar) parts of the reference frame and propose a set up where it outperforms previously used methods (i.e., optical flow and deformable convolution).

2) For the first time, we successfully apply QP-conditional adaptation to compressed video perceptual quality enhancement network by feeding encoded QP information to the network to save model parameters without performance loss.

3) We compare the proposed PeQuENet with state-of-the-art compressed video quality enhancement networks quantitatively and qualitatively. Experimental results demonstrated that the proposed PeQuENet consistently provides better quality frames.

The remainder of the paper is organized as follows. Related work is summarized in Section II. The proposed PeQuENet for the perceptual quality enhancement of compressed videos is detailed in Section III. Experimental results are shown in Section IV to verify expected improvements when the proposed PeQuENet is deployed. Finally, Section V concludes the paper.

II. RELATED WORK

A. Quality Enhancement of Compressed Videos

In the past few years, extensive works have been focused on the objective quality enhancement of compressed videos. Wang et al. [4] proposed a deep CNN with ten convolution layers and a residual structure to improve coding efficiency measured by BD-rate for HEVC. Dai et al. [5] employed a four-layer CNN with variable filter size and residual learning to improve performance of pose-processing in HEVC with low memory cost. Yang et al. [6] proposed models, referred to as QE-CNN-I and QE-CNN-P, to enhance the objective quality of I frames and P/B frames in compressed videos, respectively. To apply in time-constrained scenarios, they further proposed a scheme named TQEO to maximize the quality enhancement and meet the requirement of the complexity at the same time. Yang et al. [7] developed a detector based on Support Vector Machine (SVM) to recognize frames in peak quality and used them to improve neighboring frames in low quality. By employing local temporal information, they also alleviated quality fluctuation in compressed videos. Lu et al. [8] proposed a deep Kalman model to enhance quality of compressed videos. Instead of exploring temporal information in consecutive compressed frames, they used temporal information in consecutive restored frames in a recursive way, which ensured to reduce compression artifacts effectively. Guan et al. [9] further improved the algorithm in [7]. By using a Bidirectional Long Short-Term Memory (BiLSTM)-based detector, multi-scale feature extraction and densely connected mapping construction, they outperformed the methods in [4]–[8]. Deng et al. [10] proposed a fast quality enhancement network for compressed videos by incorporating deformable convolutions. With more flexibility, their proposed network achieves the state-of-the-art performance in terms of enhancing PSNR. Due to the high performance of the methods in [9] and [10], they are used for comparison with the proposed network in experiments.

However, enhancing the objective quality of compressed videos does not necessarily improve visual experience of humans [11]. To improve QoE, many works have been proposed to enhance the perceptual quality of compressed videos. Wang et al. [13] proposed a multi-level wavelet-based GAN to enhance the perceptual quality of compressed videos. By
recovering high-frequency sub-bands in the wavelet domain, their proposed network achieved enhanced perceptual quality. Wang et al. [14] proposed a simple perceptual quality enhancement network for HEVC compressed videos with the help of GAN and residual blocks. Jin et al. [15] proposed a multi-level progressive refinement network to enhance the perceptual quality for intra coding at the decoder end. By employing a coarse-to-fine refinement manner, their proposed network achieved trade-off between the quality and computational complexity. Zhang et al. [16] proposed a deformable convolution-based GAN to improve the perception of compressed videos. After the current frame and its adjacent frames aligned with deformable convolutions, the perceptual quality of compressed videos was enhanced by a complex quality enhancement module. [15]–[16] are also used for comparison with the proposed network in experiments.

B. Non-Local Attention Mechanism

Non-local attention mechanism [19] has been widely used in various applications to capture long-range correlations. Chen et al. [20] proposed an end-to-end deep image compression network based on non-local attention modules. By generating attention masks, they weighted features to achieve bit-rate allocation. Hu et al. [21] proposed a learning-based video compression network performing major operations in the feature space. With non-local attention blocks embedded in their proposed multi-frame feature fusion module, the coding efficiency has been greatly improved. Li et al. [22] proposed a pose-guided non-local attention-based GAN to achieve human pose transfer. Tan et al. [23] proposed a real-time Siamese tracking network. By exploring long-range dependencies between the target branch and the search branch, they captured important features in the target branch which were regarded as reliable guidance to the search branch. Wen et al. [24] proposed a medical image classification network using non-local attention mechanism to capture global information for better understanding the visual scene and identifying the tiny lesions. Li et al. [25] proposed a network for fashion landmark detection. With the help of the spatial-aware non-local attention mechanism, they utilized global spatial and semantic information to improve the detection performance. Blanch et al. [26] proposed an exemplar-based colorization network. By capturing global correlations between the target image and the reference image with attention modules at different resolutions, they achieved advanced style transfer.

C. QP-Conditional Adaption Mechanism

Compressed videos encoded at different QPs have different characteristics, such as different degrees of artifacts. It is hard to achieve satisfactory performance for the network trained at one QP while employed at another. One way that seems straightforward is to train multiple models to adapt to various QPs. However, it inevitably requires large memory to store all model parameters at the decoder end. To save memory without performance loss, QP-conditional adaptation mechanism has been applied to deep networks addressing different problems. Liu et al. [27] proposed a QP-adaptive method and applied it to CNN-filters in video coding, improving coding efficiency with only 25% of the parameters (typically the reduction in research papers is to 25% because only four QPs are considered. But that with even more QPs which may be needed in practice, the number of models would be even bigger). Huang et al. [28] proposed a QP variable CNN-based in-loop filter for intra-coding of Versatile Video Coding (VVC) [29]. A QP attention module was designed and embedded into the residual block. With less model parameters, their proposed model achieved even better performance than that of QP-separate models. Song et al. [30] also proposed a CNN-based in-loop filter for intra-coding with QP-conditional adaptation. As one of inputs, normalized QP map was fed into the network to make it adaptive to various QPs. Zhang et al. [31] proposed a residual highway CNN for in-loop filtering in HEVC. By dividing the entire QP range into multiple QP bands, they trained one model for each band to save model parameters and maintain good performance.

III. THE PROPOSED PEQUENET

The structure of the proposed PeQuENet is shown in Fig. 2. The proposed PeQuENet includes a generator (consisting of the pre-trained feature extraction module (fixed during the training), the attention module, the progressive decoder module and the QP-conditional adaptation module) and a discriminator. The generator and the discriminator are trained in an adversarial manner. The details of the architectures of the proposed PeQuENet is shown in our Supplemental Material. The codes are available at https://github.com/SaipingZhang/PeQuENet.

To capture the temporal information in consecutive frames, we take the preceding frame \( x_{t-1} \) and the succeeding frame \( x_{t+1} \) as temporal reference frames to help enhance the perceptual quality of the target frame \( x_t \). Since we improve each compressed frame separately, a sliding-window strategy is employed to process the entire video. The proposed model can be expressed as

\[
\hat{x}_t = f_\theta (x_{t-1}, x_t, x_{t+1}),
\]

where \( \hat{x}_t \) is the enhanced target frame (i.e., the output of the proposed PeQuENet). \( f_\theta (\cdot) \) represents the proposed perceptual quality enhancement. \( \theta \) is the set of the learnable model parameters. \( x_{t-1}, x_t \) and \( x_{t+1} \) are three consecutive compressed frames (i.e., the inputs of the proposed PeQuENet). It should be noted that if \( x_{t+1} = x_t \) when \( x_t \) is the first frame, and that \( x_{t+1} = x_t \) when \( x_t \) is the last frame in the video.

A. Generator

1) Pre-Trained Feature Extraction Module: Considering the strong ability of feature extraction of the VGG-19 network [32] pre-trained on ImageNet [33], we employ it as the pre-trained feature extraction module in the proposed PeQuENet.

Three consecutive compressed frames \( x_{t-1}, x_t \) and \( x_{t+1} \) are separately fed into the pre-trained VGG-19 model to obtain features from multiple layers. Specifically, features of the target frame \( x_t \) are extracted from six layers of the
pre-trained VGG-19 model, i.e., the first convolution layer before the \( i \)-th max-pooling \((l_i^1, l_i^1)\), for \( i = 1, \ldots, 5 \), and the fourth convolution layer before the fifth max-pooling \((l_5^1, l_4^1)\). Corresponding features are represented by \( f_i^1 \), \( f_i^1 \), \( f_i^1 \), \( f_i^1 \), \( f_i^1 \), and \( f_i^1 \). Features of the adjacent frame \( x_j, j \in \{ t-1, t+1 \} \) are extracted from the \( l_3^1 \), \( l_4^1 \) and \( l_5^1 \) layers, represented by \( f_j^1 \), \( f_j^1 \), and \( f_j^1 \).

As shown in Fig. 2, six feature pairs, i.e., \( \left( f_i^1, f_i^1 \right) \), for each combination of \( j \in \{ t-1, t+1 \} \) and \( i \in \{ 3, 4, 5 \} \) are fed into six attention blocks, to capture temporal correlations at different resolutions in the feature space. Furthermore, extracted features \( f_i^1, i = 1, \ldots, 4 \), and \( f_i^5 \) are transmitted to the proposed progressive decoder module to prevent the loss of information caused by downsampling at some extent.

2) Attention Module: As shown in Fig. 2, there are six attention blocks in the proposed attention module. Three of them receive feature pairs from the frames \( x_t \) and \( x_{t-1} \) as inputs, and the other three receive feature pairs from the frames \( x_t \) and \( x_{t+1} \) as inputs. Taking the attention block receiving \( f_i^1 \) and \( f_i^1 \) as inputs as an example, we show its structure in Fig. 3.

Specifically, \( f_i^1 \) and \( f_i^1 \) are dimensions of feature maps at given level \( i \) are fed into \( 1 \times 1 \) convolution layers. Then they are reshaped to change the dimensions. After multiplication and softmax operation, the correlation map in \( h \times w \) is obtained to indicate the temporal correlation between \( f_i^1 \) and \( f_i^1 \). Through multiplying the correlation map by the reshaped \( f_i^1 \), the temporal information highly correlated to \( f_i^1 \) in \( f_i^1 \) are amplified while the other information are suppressed. Finally, there is a reshaping operation to restore the dimension of the output, which prepares for adding the output to the corresponding features of the target frame \( x_t \) in the proposed progressive decoder module.

Note that we integrate the simplified non-local attention mechanism for conditional attention (i.e., fusing multi-dimensional features from two input sources - target and reference). This differs from other papers (e.g. [19]) which use the same mechanism as a self-attention block. Specifically, the one in [19] substitutes convolution operations with self-attention blocks to capture long-range dependencies and hence, improve the performance of the original CNN for a particular task. However, our attention block in the proposed PeQuENet operates over pairs of consecutive frames and is used to compute analogies between target and reference frames with the aim of enhancing the target frame with the most relevant (or similar) parts of the reference frame. Besides, our attention block is simpler since features of just two frames (rather than a volume) are input as 2D spatial matrices (3D if considering channels) and used differently as key, value and query where the adjacent frame used as reference, and our attention block directly combines reference samples without the need of being projected, thus saving computational cost.

3) Progressive Decoder Module: The proposed progressive decoder module takes extracted features of the target frame \( x_t \)
and the outputs of attention blocks as the inputs. As shown in Fig. 2, this module has two branches. The first branch is designed for the frames \( x_t \) and \( x_{t+1} \), and the second branch is designed for the frames \( x_t \) and \( x_{t-1} \). Specifically, taking the first branch as an example, the output of the attention block is added to \( f_t^{a1} \). In this case, the temporal information highly correlated to the target frame \( x_t \) in the frame \( x_{t+1} \) is provided to the target frame \( x_t \) in the feature space. After that, the sum is fed into a 3x3 convolution layer. By Bilinear upsampling, the width and the height of feature maps are both doubled to cater for the resolution of \( f_t^{a1} \). After concatenating the upsampled feature maps and \( f_t^{a1} \) in the dimension of the channel, they are fed into another 3x3 convolution layer. As mentioned before, \( f_t^{a1} \) can compensate lost information due to downsampling in the pre-trained feature extraction module at some extent. It should be noted that we employed Bilinear upsampling instead of the strided-deconvolution to increase the resolution of feature maps. This is because the strided-deconvolution has uneven overlap in the horizontal and vertical when the size of “kernel” is not divisible by the “stride”, which sometimes results in severe checkerboard artifacts [34]. Similar operations are repeated until we obtain feature maps in the same resolution as that of the input frame. After two sets of feature maps from the first branch and the second branch are concatenated, they are fed into the QP-conditional adaptation module.

4) QP-Conditional Adaptation Module: The structure of the QP-conditional adaptation module is shown in Fig. 4. QP value \( q \) is fed into a one-hot encoding layer and a fully connected layer to be mapped into an encoded vector \( v \in \mathbb{R}^{C \times 1 \times 1} \). Softplus is used as the activation function, as in [28], since it ensures the positive outputs which are regarded as weights of features along the dimension of the channel. After performing element-wise multiplication between features \( f \in \mathbb{R}^{C \times H \times W} \) and the encoded vector \( v \), the weighed features are obtained and fed into the convolution layer. It should be noted that encoded \( q \) is repeatedly embedded into three convolution layers in the QP-conditional adaptation module to guarantee the proposed PeQuENet is successfully modulated by QP.

B. Discriminator

Considering the perceptual quality enhancement of compressed videos mostly relies on the recovery of high-frequencies, it is sufficient for the discriminator to focus on local image patches to decide whether the generated high-frequencies are correct. In this case, the PatchGAN [35] is employed to assist in training the network to produce perceptually enhanced frames. Since the PatchGAN consists of convolution layers only, as shown in Fig. 2, its output is an array where each element represents the realness of the corresponding patch. After averaging the fidelity of all patches, the realness of the image is obtained. The advantage of the PatchGAN is that it processes each patch identically and independently, which indicates the PatchGAN has fewer parameters and lower computational complexity.

Such approach is mathematically equivalent to cropping an image into multiple overlapping patches with appropriate sizes (i.e., the receptive fields of the PatchGAN) and employing a regular discriminator to process each of them independently.

C. Loss Functions

The total loss \( L_G \) of the generator of the proposed PeQuENet is the mixed loss which is formulated as the weighted sum of the adversarial loss \( L_{adv} \), the VGG loss \( L_{vgg} \) [36] and the feature matching loss \( L_{fm} \) [37]:

\[
L_G = L_{adv} + \alpha L_{vgg} + \beta L_{fm},
\]

where \( \alpha \) and \( \beta \) are the corresponding weights. We employ \( \alpha = \beta = 10 \) in this paper.

The adversarial loss is referred to that proposed in LSGAN [38]:

\[
L_{adv} = \mathbb{E}_{(y,q)} \left( (D(G(y,q)) - 1)^2 \right),
\]

where \( y = (x_{t-1}, x_t, x_{t+1}) \) is the sequence of three consecutive input frames. \( q \) is the corresponding QP value. \( G(\cdot) \) is the output of the generator. \( D(\cdot) \) is the output of the discriminator.

The VGG loss is computed as

\[
L_{vgg}(G) = \mathbb{E}_{(y,q)} \sum_{i=1}^{N_f} \frac{1}{M_f} \sum_{j=1}^{M_f} \left\| f_j^i(x) - f_j^i(G(y,q)) \right\|_1,
\]

where \( f_j^i(\cdot) \) represents the \( j \)-th spatial element of the output tensor of the \( i \)-th layer from a pre-trained VGG-19 model. \( M_f \) and \( N_f \) are the number of spatial elements and the number of layers, respectively. \( x \) is the corresponding raw frame, i.e., the original frame before compression.

Similarly, the feature matching loss is computed as

\[
L_{fm}(G,D) = \mathbb{E}_{(y,q)} \sum_{i=1}^{N_g} \frac{1}{M_g} \sum_{j=1}^{M_g} \left\| g_j^i(x) - g_j^i(G(y,q)) \right\|_1,
\]

Fig. 3: The attention block.

Fig. 4: The QP-conditional adaptation module.
TABLE I: Overall Performance on LPIPS and DISTS of JCT-VC Standard Test Sequences of H.265/HEVC

| QP | Sequences | Compressed MIFE 2.0 [9] | STDF [10] | MW-GAN [13] | VPE-GAN [14] | MPRNet [15] | DCNGAN [16] | Proposed |
|----|-----------|------------------------|----------|-------------|-------------|-------------|-------------|----------|
|    |           | LPIPS | DISTS | LPIPS | DISTS | LPIPS | DISTS | LPIPS | DISTS | LPIPS | DISTS | LPIPS | DISTS | LPIPS | DISTS | LPIPS | DISTS |
| 22 | Traffic   | 0.070 0.012 0.014 0.010 0.012 0.016 | 0.057 0.009 0.010 0.008 | 0.068 0.011 0.012 0.010 | 0.086 0.013 0.014 0.012 | 0.070 0.010 0.011 0.008 | 0.068 0.010 0.011 0.008 | 0.068 0.010 0.011 0.008 |
| 27 | PeopleOnStreet | 0.124 0.028 0.022 0.016 | 0.118 0.022 0.021 0.019 | 0.130 0.024 0.023 0.021 | 0.148 0.027 0.026 0.024 | 0.128 0.024 0.023 0.021 | 0.140 0.027 0.026 0.024 | 0.140 0.027 0.026 0.024 |
| 32 | ParkScene | 0.170 0.034 0.036 0.031 | 0.164 0.037 0.038 0.036 | 0.185 0.040 0.041 0.040 | 0.203 0.043 0.044 0.043 | 0.186 0.039 0.040 0.039 | 0.203 0.043 0.044 0.043 | 0.203 0.043 0.044 0.043 |

where \( g_{ij}(\cdot) \) represents the \( j \)-th spatial element of the output tensor of the \( i \)-th layer selected from the discriminator. \( M_g \) and \( N_g \) are the number of spatial elements and the number of layers, respectively.

The loss of the discriminator of the proposed PeQuENet is also referred to that proposed in LSGAN:

\[
L_D = \frac{1}{2} \mathbb{E}_{(y,q)} \left[ (D(G(y,q)))^2 \right] + \frac{1}{2} \mathbb{E}_x \left[ D((x) - 1)^2 \right].
\]

The generator and the discriminator are trained in an adversarial manner, which indicates that \( L_G \) and \( L_D \) are minimized alternatively.

IV. EXPERIMENTAL RESULTS

A. Datasets

108 sequences representing various content types and resolutions introduced in [9] are employed for training. All sequences are compressed by H.265/HEVC reference software HM16.5 under Low Delay P (LDP) configuration with QPs set to be 22, 27, 32 and 37. It should be noted that our training dataset includes compressed sequences at all of the four QPs to give the proposed PeQuENet the ability of QP-conditional adaptation. Raw sequences and compressed sequences are cropped into non-overlapping clips in \( 128 \times 128 \) as training samples. Before fed into the network, all training samples are shuffled.

For evaluating the performance, tests are performed on Joint Collaborative Team on Video Coding (JCT-VC) [39] standard test sequences. All test sequences are also compressed by HM 16.5 under LDP configuration at the four QPs.

B. Implementation Details

Adam optimizer [40] with \( \beta_1 = 0.9, \beta_2 = 0.999 \) and \( \epsilon = 10^{-8} \) is adopted to train the model. Learning rate is set to be \( 10^{-4} \) thorough out the training process. Batch size is 32. For fair comparison with previous work, we only train our model on luminance component, but the proposed algorithm can be also extended to chrominance component. Perceptual quality metrics, i.e., LPIPS [41] and DISTS [42], are used to evaluate the performance of the proposed PeQuENet. Smaller LPIPS/DISTS values correspond to better performance. It should be noted that we only train one model to adapt to videos compressed at multiple QPs.

C. Evaluation of Video Quality Enhancement

We compare the proposed PeQuENet with the state-of-the-art compressed video quality enhancement networks, i.e., the MIFE 2.0 [9], STDF [10] [45], MW-GAN [13], VPE-GAN [14], MPRNet [15] and DCNGAN [16]. Among them, the MIFE 2.0 and STDF were proposed to enhance the objective quality (i.e., PSNR) of compressed videos while the MW-GAN, VPE-GAN, MPRNet and DCNGAN were trained with the help of GANs to enhance the perceptual quality of compressed videos. For fair comparison, all networks are trained on the same dataset (including the MW-GAN detailed in [13]). The only difference is that the DCNGAN and

1Since our retrained MW-GAN has not achieved the performance presented in [13] and their pre-trained models for the four QPs have not been published, the performance of the MW-GAN shown in TABLE I is directly taken from [13] for fair comparison. It should be noted that the performance shown in [13] is measured on \( \Delta \text{LPIPS} \) which is the difference between the LPIPS of the output and the LPIPS of the input. For better illustration, we simply further calculate LPIPS of the output of MW-GAN by adding the \( \Delta \text{LPIPS} \) to the LPIPS of the input (the input of the MW-GAN is the same as that of the proposed PeQuENet) and show the results in TABLE I.
the proposed PeQuENet are trained only once with samples compressed at the four QPs, while the other networks use samples compressed at a single QP to train individual models. It should be noted that, when compared with the STDF, we choose their proposed model taking seven consecutive frames as inputs since it achieved better performance than that of their proposed model fed with three consecutive frames by leveraging more temporal information.

Specifically, the MFQE 2.0, which was designed for the objective quality enhancement, fails to improve the perceptual quality of compressed videos measured with both LPIPS and DISTS. The STDF achieves perceptual quality enhancement although it was originally also proposed for the objective quality enhancement. Note that this discrepancy between subjective and objective results for the MFQE 2.0 and the STDF indicates the inconsistency between subjective quality and objective

Fig. 5: Qualitative comparison of the proposed PeQuENet with the other video enhancement algorithms.
TABLE II: LPIPS Performance of Four Models Independently Trained for Four Different QPs

| Sequences   | Trained_QP22 | Trained_QP27 | Trained_QP32 | Trained_QP37 |
|-------------|--------------|--------------|--------------|--------------|
| Class A     |              |              |              |              |
| Traffic     | 0.018        | 0.036        | 0.069        | 0.117        |
| PeopleOnStreet | 0.021        | 0.044        | 0.094        | 0.148        |
| Kimono      | 0.069        | 0.088        | 0.117        | 0.159        |
| ParkScene   | 0.039        | 0.076        | 0.134        | 0.205        |
| Class B     |              |              |              |              |
| Cactus      | 0.043        | 0.075        | 0.103        | 0.143        |
| QTertrace   | 0.033        | 0.078        | 0.109        | 0.145        |
| BasketballDrive | 0.048       | 0.078       | 0.109        | 0.146        |
| RaceHorses  | 0.026        | 0.048        | 0.081        | 0.143        |
| Class C     |              |              |              |              |
| PartyScene  | 0.006        | 0.023        | 0.054        | 0.117        |
| BasketballDrill | 0.014       | 0.037       | 0.087        | 0.134        |
| RaceHorses  | 0.009        | 0.024        | 0.068        | 0.144        |
| Class D     |              |              |              |              |
| BQSquare    | 0.006        | 0.025        | 0.064        | 0.103        |
| BlowingBubbles | 0.006       | 0.018       | 0.054        | 0.128        |
| BasketBallPass | 0.012       | 0.033       | 0.071        | 0.136        |
| FourPeople  | 0.028        | 0.040        | 0.057        | 0.087        |
| Class E     |              |              |              |              |
| Johnny      | 0.031        | 0.044        | 0.059        | 0.085        |
| KristenAndSara | 0.040       | 0.056       | 0.069        | 0.096        |
| Average     | 0.026        | 0.048        | 0.081        | 0.130        |

quality metrics. On the other hand, although the VPE-GAN can enhance the perceptual quality at higher QPs (i.e., QP 32 and QP 37) to some extent, it fails at lower QPs (i.e., QP 22). As for the MW-GAN, MPRNet and DCNGAN, they can enhance the perceptual quality at all tested QPs with the help of GANs, but their performance is unsatisfactory in terms of slight decrease of LPIPS and DISTS. With QP-conditional adaptation, one trained model of the proposed PeQuENet is tested on the four QPs achieving the best performance and saving 75% model parameters at the same time.

Taking four frames in test sequences compressed at QP 37 as examples, we show qualitative comparison of video enhancement algorithms in Fig. 5. Overall, the MFQE 2.0 and the STDF produce overly smooth results. While smoothness can be desirable in the background, as shown in Fig. 5 (b), but it penalizes the perceptual quality of the areas with complex texture, as shown in Fig. 5 (a), (c) and (d). The VPE-GAN tends to generate severe artifacts in the areas with simple texture to combat with over-smoothness, as shown in Fig. 5 (b), which leads to visual experience deterioration. The MPRNet and the DCNGAN can enhance perceptual quality to some extent, but the problem of over-smoothness has not been solved completely, as shown in Fig. 5 (c) and (d). Compared with the other video enhancement algorithms, the proposed PeQuENet not only generates more realistic details in the areas with complex texture to eliminate over-smoothness, but also avoids the appearance of artifacts in the areas with simple texture, which illustrates the best performance of the proposed PeQuENet.

To further evaluate the subjective quality of the proposed method, a mean opinion score (MOS) test is also conducted at QP 37. Specifically, 15 subjects have rated scores from 1 to 5 following [46] on 18 JCT-VC standard test sequences of H.265/HEVC enhanced by the VPE-GAN, MPRNet, DCNGAN and the proposed PeQuENet. Higher scores correspond to better subjective quality. Average MOS results of all methods are compared in Fig. 6. As can be seen, the proposed PeQuENet achieves the highest average MOS.

GANs help improve the QoE by training the network to generate high-frequency information. Hence, when GANs are employed in the video perceptual quality enhancement networks, the temporal consistency should be examined in case that generated details in each frame are inconsistent. Compared with three perceptual quality enhancement algorithms utilizing GANs, i.e., the VPE-GAN, MPRNet and DCNGAN, temporal consistency performance of the sequence BQSquare compressed at QP 37 is shown in Fig. 7 as an example. There is significant noise in the VPE-GAN and the DCNGAN, which indicates flicking artifacts in the enhanced videos. As for the MPRNet, it performs better but still contains temporal inconsistency. By fully employing global temporal information in the consecutive frames, the proposed PeQuENet shows the smoothest temporal transition in the output videos.

D. QP-Conditional Adaptation Evaluation

Since the proposed PeQuENet can achieve the QP-conditional adaptation, we only train one model to enhance the perceptual quality of compressed videos at the four
different QPs. The performance of this model, referred to as “Trained_4QPs”, has been shown in TABLE I (at the last two columns). To validate the effectiveness of the QP-conditional adaptation strategy, we train the four models, named “Trained_QP22”, “Trained_QP27”, “Trained_QP32” and “Trained_QP37”, for the four QPs. It should be noted that the training dataset for each of these models contains only samples compressed at the corresponding single QP. The performance of the four models tested on the four QPs is shown in TABLE II. To highlight the advantage of the QP-conditional adaption strategy used in the proposed PeQuENet, the average LPIPS performance and the number of parameters of the model with or without QP-conditional adaptation are compared in TABLE III. Besides, the the average LPIPS comparison between “Trained_4QPs” and the other four models is shown in Fig. 8.

Specifically, the model trained at a single QP performs the best when tested on this QP since the model can learn the characteristics of videos compressed at the corresponding QP in the training process. For instance, the model “Trained_QP37” (i.e., the green line in Fig. 8) shows its best performance compared with the other models (especially “Trained_QP22”) when tested on the QP 37. This is because “Trained_QP37” have learned specific characteristics of videos compressed at the QP 37 after training while the other models do not have access to such characteristics. However, “Trained_QP37” has the worst performance when tested on the QP 22. It is not only because it has not learned the characteristics of videos compressed at the QP 22, but also because the differences of characteristics between videos compressed at the QPs 22 and 37 are significant. On the other hand, with training dataset containing samples compressed at the four QPs and encoded QP information fed into the model, “Trained_4QPs” achieves similar results compared to the models trained for specific QPs, which illustrates the effectiveness of the used QP-conditional adaption strategy.

### Table III: Ablation Studies of QP-Conditional Adaptation Strategy Tested on JCT-VC Standard Test Sequences of H.265/HEVC at Four QPs

| Models               | Average LPIPS | Number of Parameters |
|----------------------|---------------|----------------------|
| with QP-conditional adaptation | 0.059          | 26329                |
| without QP-conditional adaptation | 0.059          | 105316               |

### Table IV: Average Performance Comparison of Different Alignment Modules on JCT-VC Standard Test Sequences of H.265/HEVC

| Deformable Convolution | Optical Flow | Attention | LPIPS | DISTS | LPIPS | DISTS | LPIPS | DISTS |
|------------------------|--------------|-----------|-------|-------|-------|-------|-------|-------|
| Average               | 0.1149       | 0.0648    | 0.1119| 0.0568| 0.1059| 0.0565|

### E. Visualization of Global Temporal Correlations

The non-local attention module aims at leveraging global temporal correlations in consecutive frames to enhance the perceptual quality of compressed videos in the proposed PeQuENet. In this section, taking the leftmost attention block drawn in Fig. 2 (six attention blocks in total) as an example, we visualize its captured global temporal correlations, as shown in Fig. 9. It should be noted that, due to down-sampling operations, the resolution of the input of this attention block is a quarter of that of an input frame. To cater for the resolution, frames shown in Fig. 9 are also down-sampled in the same way.

Specifically, the frames shown in the first row are the third frame in the corresponding video sequences compressed at QP 37, and other frames are the corresponding preceding frame (i.e., the second frame). Four cases are selected in each frame to illustrate the captured global temporal correlations. For example, when the pixel is located at the vertical line on the wall (i.e., the red pixel emphasized by a red circle in Fig. 9 (a)), its correlated pixels in the preceding frame are all located at vertical lines. While the pixel is located at the horizontal line on the wall (i.e., the blue pixel emphasized by a blue circle in Fig. 9 (a)), its correlated pixels in the preceding frame are all located at the horizontal line. Moreover, these correlated pixels are distributed globally and not limited by the range of the motion, which provides more temporal information to achieve advanced and robust performance in the perceptual quality enhancement of compressed videos.
(a) BasketballPass  (b) BQSquare  (c) RaceHorses

Fig. 9: Captured global temporal correlations.

Fig. 10: The deformable convolution (DCN) block.

Fig. 11: The optical flow block. ↓x4 means downsampling by the factor 4.

F. Global Alignment vs. Local Alignment

In this section, we compare the global alignment, i.e., attention maps, with two common local alignment operations, i.e., deformable convolutions and optical flows, to emphasize the importance of leveraging global temporal information in the perceptual quality enhancement of compressed videos. Note that the deformable convolution is applied in the STDF and DCNGAN, and the optical flow is applied in the MFQE 2.0 and MW-GAN. These four quality enhancement networks have been compared with our proposed PeQuENet in TABLE I and Fig. 5.

Keeping the framework of the network unchanged, we replace attention blocks with deformable convolution blocks or optical flow blocks. For example, the leftmost attention block shown in Fig. 2 is replaced by the deformable convolution block shown in Fig. 10 or the optical flow block shown in Fig. 11. After aligned features are obtained, they are concatenated with the output of the corresponding layer in the progressive decoder module to provide temporal information for the target frame. Full structures of the networks incorporating deformable convolutions and optical flows are shown in Fig. 16 and Fig. 17 in our Supplemental Material. It should be noted that the structure of the deformable convolution block is referred to that in the PCD module in [43], and that optical flow estimation in the optical flow block is achieved by the pre-trained model of SPynet [44]. The average performance tested on all JCT-VC standard test sequences compressed at QP 37 is compared in TABLE IV.

Essentially, deformable convolutions and optical flows are local temporal alignment operations since the range of the temporal information they captured is determined by the range of the motion. Limited by being relatively local, deformable convolutions and optical flows penalize the robustness of the perceptual quality enhancement, which results in some artifacts, e.g., blocking and ringing, in the output videos, as shown in Fig. 12. On the other hand, the attention performs non-local temporal alignment and averaging. It has access to global temporal information, which ensures its success in the perceptual quality enhancement task.

We also compare the computational complexity of three

| Sequences         | Deformable Conv. | Optical Flow | Attention |
|-------------------|------------------|--------------|-----------|
| Class A           |                  |              |           |
| Traffic           | 0.48             | 0.36         | 0.36      |
| PeopleOnStreet    | 0.47             | 0.37         | 0.36      |
| Kimono            | 0.94             | 0.71         | 0.76      |
| ParkScene         | 0.94             | 0.72         | 0.76      |
| Class B           |                  |              |           |
| Cactus            | 0.93             | 0.71         | 0.75      |
| BQTerrace         | 0.94             | 0.72         | 0.76      |
| BasketballDrive   | 0.93             | 0.71         | 0.76      |
| RaceHorses        | 4.68             | 3.47         | 3.71      |
| Class C           |                  |              |           |
| BQ Mall           | 4.71             | 3.52         | 3.68      |
| PartyScene        | 4.66             | 3.49         | 3.67      |
| BasketballDrive   | 6.68             | 3.49         | 3.71      |
| RaceHorses        | 16.01            | 10.77        | 20.00     |
| BQTerrace         | 16.28            | 11.07        | 19.82     |
| Class D           |                  |              |           |
| BlowingBubbles    | 16.27            | 10.96        | 19.76     |
| BasketballPass    | 15.64            | 10.83        | 18.80     |
| BQ Square         | 20.00            | 11.07        | 19.82     |
| Class E           |                  |              |           |
| Johnny            | 2.10             | 1.59         | 1.81      |
| KristenAndSara    | 2.65             | 1.60         | 1.81      |
| Average           | 5.27             | 3.70         | 5.73      |

TABLE V: Overall Speed (frames per second, fps) on JCT-VC Standard Test Sequences of H.265/HEVC Measured on Nvidia GeForce GTX 2080 Ti GPU
models utilizing the three alignment modules respectively, as shown in TABLE V. The model with the attention module achieves the fastest speed (almost twice as fast as the model with the optical flow module) on sequences in Class D, which illustrates the highest efficiency of attention maps for sequences in low resolution. While deformable convolutions have advantages in processing sequences in high resolution with a speed faster than that of attention maps. In summary, the speed of the model with the attention module is the fastest averaged on all standard test sequences. It should be noted that we split frames into parts and process each part independently if sequences in high resolution cannot be fed into the model with the attention module at once due to the limitation of memory. After enhancement, we merge enhanced parts into a whole frame. The computational complexity shown in the last column in TABLE V is the complexity of the whole process. Fortunately, there are no artifacts caused by splitting and merging operations.

For better illustration, the relations between the performance (LPIPS) and the runtime (second) of the models with the three alignment modules are shown in Fig. 13. The model with the attention module achieves the advanced performance while maintaining efficiency to some extent.

G. Performance-Speed Tradeoff

1) Downsampled Attention Maps: Although the attention mechanism helps the proposed PeQuENet achieve advanced performance, the attention map which is in $hw \times hw$ resolution (i.e., complete attention maps), as shown in Fig. 3, requires a great number of multiplication operations and large memory to store especially for high-resolution sequences. To prompt the proposed PeQuENet to be more efficient, the inputs of attention blocks are downsampled by factors 2, 4 and 6, to obtain attention maps in reduced resolutions. In this case, the proposed PeQuENet can achieve faster speed with limited
TABLE VI: Ablation Studies on JCT-VC Standard Test Sequences of H.265/HEVC at QP 37 on Nvidia GeForce GTX 2080 Ti GPU

| Components | A  | B  | C  | D  | E  | F  | G  | H  | I  | PeQuENet (Proposed) |
|------------|----|----|----|----|----|----|----|----|----|---------------------|
|            | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Target Frame | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Preceding Frame | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Succeeding Frame | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Feature Extraction | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Attention Block 1 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Attention Block 2 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Attention Block 3 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Attention Block 4 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Attention Block 5 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Attention Block 6 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| First Branch    | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| Second Branch   | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| QP-conditional adaptation | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓                   |
| LPIPS          | 0.176 | 0.174 | 0.164 | 0.162 | 0.161 | 0.125 | 0.107 | 0.107 | 0.106 |                      |
| Speed (fps)     | 17.99 | 16.51 | 9.57  | 9.40  | 9.36  | 7.57  | 5.83  | 5.76  | 5.73  |                      |

*As shown in Fig. 2, attention blocks are sorted from the left to the right, represented by “Attention Block 1”, “Attention Block 2”,...and “Attention Block 6”. “First Branch” is the upper branch in the progressive decoder module, and “Second Branch” is the lower branch in the progressive decoder module. LPIPS and speed are averaged on all standard test sequences of JCT-VC. Note that one convolution layer is utilized to change channels when QP-conditional adaptation module is removed.

TABLE VII: Ablation Studies on JCT-VC Standard Test Sequences of H.265/HEVC at QP 37

| Loss     | A  | B  | C  (Proposed) |
|----------|----|----|---------------|
| $L_G$    | ✓  | ✓  | ✓             |
| $L_{vgg}$ | ✓  | ✓  |               |
| $L_{fm}$ | ✓  | ✓  |               |
| LPIPS    | 0.227 | 0.108 | 0.106         |

performance loss. For better comparison, we also test the performance and speed when the attention mechanism is removed from the proposed PeQuENet (i.e., w/o attention maps). The average performance and speed trade-off on all JCT-VC standard test sequences at QP 37 is shown in Fig. 14.

2) Ablation Studies of Components: Ablation studies are performed to better understand the contribution and the complexity of each component in the proposed PeQuENet. We start from a baseline and gradually add components on it. The LPIPS performance and speed of each configuration (from A to I) are shown in TABLE VI. It is apparent that each component brings performance improvement (i.e., LPIPS ranging from 0.176 to 0.106) with additional computational complexity (i.e., speed ranging from 17.99 fps to 5.73 fps). By choosing different configurations, the proposed PeQuENet can achieve trade-off between the performance and speed, as shown in Fig. 15.

In theory, the proposed PeQuENet can be extended to take more temporal neighboring frames as input and add more attention blocks and decoded branches. However, considering the considerable performance gain when using two adjacent frames and high computational complexity introduced by adding more neighboring frames, we keep the temporal reference frames to two.
Optimized only under the guidance of the adversarial loss improvement of perceptual quality is shown in TABLE VII.

H. Ablation Studies of Components in Total Loss

The contribution of each component in total loss to the improvement of perceptual quality is shown in TABLE VIII. Optimized only under the guidance of the adversarial loss (i.e., $L_{cL}$), the network tends to randomly generate artifacts, which penalizes the perceptual quality of compressed videos. By incorporating a perceptual loss (i.e., $L_{peg}$), the network training becomes more stable, and the perceptual quality of compressed videos is improved significantly. This is because the generator learns to match intermediate representations extracted by the VGG model from the ground truth and the generated frames. Similarly, the feature matching loss (i.e., $L_{fm}$) helps the generator understand what the natural features extracted by the discriminator from the ground truth frames are like and promotes the generator to produce frames that look real. After adding the $L_{fm}$, we further obtain a slight performance gain (i.e., an LPIPS decrease from 0.108 to 0.106). In the proposed PeQuENet, we use the total loss composed of all of the three loss components to achieve the best performance. Although the total loss seems complex, it will not increase the complexity of the inference stage.

1. Comparison of the Number of Model Parameters

The comparison of the number of model parameters is shown in TABLE VIII. The models of the MFQE 2.0, STDF, and MPRNet have fewer parameters due to simple network architectures. But the models of the proposed PeQuENet, VPE-GAN, DCNGAN and MW-GAN are relatively heavy. However, the proposed PeQuENet can significantly enhance the perceptual quality of compressed videos and achieve the best performance compared with other methods. Thus, the proposed PeQuENet is suitable to be applied in specific use cases such as video production or archiving where it is more important to get as high quality as possible, despite possible complexity increase.
We trained the proposed PeQuENet at four different QPs, i.e., QP 22, 27, 32 and 37, and tested the performance at these four QPs, as shown in TABLE I. To further verify the generalization capability of the proposed PeQuENet, we also test on the video sequences compressed at other QPs (i.e., QP 24 and 35) without fine-tuning. The performance on both LPIPS and DIATS is shown in TABLE X where “Compressed” indicates the compressed videos (i.e., the input of the proposed PeQuENet) while “Proposed” indicates the videos enhanced by the proposed method (i.e., the output of the proposed PeQuENet). As can be seen, the perceptual quality of compressed videos is improved significantly, which implies the strong generalization ability of the proposed method.

K. More Results Under H.264/AVC and H.266/VVC

We also evaluate the performance of the proposed PeQuENet on the standard test sequences of H.264/AVC and H.266/VVC and compare it with the other GAN-based video enhancement methods, i.e., the VPE-GAN, MPRNet and DC-NGAN, to further study the effectiveness of our proposed method. Note that we directly use models trained with HEVC without fine-tuning. Specifically, standard test sequences are compressed with the relevant test models (i.e., JM [47] and VTM [48]) under the LDP configuration at QP 27 and 37. The performance is compared in TABLE XI and TABLE XII in our Supplemental Material. As can be seen, the proposed PeQuENet can always achieve the best performance in terms of the average LPIPS and DIATS on the standard test sequences of both H.264/AVC and H.266/VVC compressed at both QPs.

L. Evaluation of Distortion

The proposed PeQuENet aims to enhance the perceptual quality of compressed videos and is trained with only perceptual losses. Thus, its performance measured by PSNR/SSIM is degraded because of the perception-distortion tradeoff [11]. We further evaluate the objective qualities of videos enhanced by the proposed PeQuENet and other compressed video enhancement methods and compare them in TABLE IX. As expected, the MFQE 2.0 and STDF improve PSNR and SSIM to different degrees while the other methods penalize both of them. Compared with the MW-GAN, VPE-GAN, MPRNet and DC-NGAN, the proposed PeQuENet achieves the best PSNR/SSIM performance, which indicates the proposed PeQuENet achieves the best perception while having less influence on the distortion. However, the other methods, especially the VPE-GAN, enhance the perception with significantly penalizing the distortion.

V. CONCLUSIONS

In this paper, PeQuENet is proposed to enhance the perceptual quality of compressed videos based on the non-local attention and QP-conditional adaptation modules. By fully leveraging global temporal information between consecutive frames, the proposed PeQuENet can provide enhanced frames in higher perceptual quality consistently. With QP-conditional adaptation, we are the first to successfully train one single model to enhance perceptual quality of videos compressed at various QPs, saving multiple sets of model parameters without performance loss. Experimental results have demonstrated that the proposed PeQuENet outperformed the state-of-the-art compressed video quality enhancement networks quantitatively and qualitatively.
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