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Abstract—Sparse code multiple access (SCMA) is a new multiple access technique which supports massive connectivity. Compared with the current Long Term Evolution (LTE) system, it enables the overloading of active users on limited orthogonal resources and thus meets the requirement of the fifth generation (5G) wireless networks. However, the computation complexity of existing detection algorithms increases exponentially with $d_f$ (the degree of the resource nodes). Although the codebooks are designed to have low density, the detection still takes considerable time. The parameter $d_f$ must be designed to be very small, which largely limits the choice of codebooks. In this paper, a new detection algorithm is proposed by discretizing the probability distribution functions (PDFs) in the layer nodes (variable nodes). Given $M$ as the size of one codebook, the detection complexity of each resource node (function node) is reduced from $O(d_f M^{d_f})$ to $O(d_f^2 \ln(d_f))$. Its detection accuracy can quickly approach that of the previous detection algorithms with the decrease of sampling interval in discretization.

I. INTRODUCTION

The upcoming 5G wireless networks are supposed to support at least 100 billion devices, for which one fundamental requirement is the capability for massive connectivity [1]. Since the spectrum resource is limited, it is hard for current LTE systems to handle so many active users simultaneously. Hoshyar et al. have proposed an overloaded system called low-density signature (LDS) [2] which can serve more active users than the number of orthogonal resources. In LDS, each user’s bits will spread over the orthogonal resources according to his signature. To keep the detection complexity feasible, the signature should contain only a few number of nonzero elements. Based on LDS, SCMA [3] was proposed with extra coding gain, which results in better performance than LDS. With its technical advantage, SCMA is very likely to play an important role in 5G wireless networks.

SCMA prefers multi-dimensional codebooks rather than signatures to non-orthogonally spread the transmitted bits. The access points for users in SCMA are called layers and each layer has a codebook. When a user transmits some bits on one layer, the bits are mapped into multi-dimensional complex codewords according to the corresponding codebook. Different layers can work simultaneously and their codewords are superposed in the time domain. Comparing with the QAM modulation in LDS, the multi-dimensional modulation in SCMA is more efficient to utilize the constellation, which brings coding gains [4].

The performance of SCMA is mainly determined by the codebooks [5] and the detection algorithm. The complexity of the detection algorithm is very important because it not only determines the delay in detection but also affects the choice of codebooks. Until now, the most efficient detection method is the message passing algorithm (MPA) [3] which takes advantage of the low density of the codebooks. By using MPA, the receiver can perform a maximum a posterior (MAP) detection [6] with computation complexity $O(d_f M^{d_f})$ per resource node. There are already some optimizations on the detection [2], [7], but the complexity is still exponential.

It may seem hard to reduce the order of detection complexity. In each iteration, the message from one resource node to one layer node is computed depending on the messages from the rest $d_f - 1$ layer nodes which are connected to that resource node. As each layer has $M$ possible values, there are $M^{d_f-1}$ combinations need to be considered. In the previous works, the optimizations mainly focus on how to deal with each combination quickly. For example, the log-likelihood ratio (LLR) [2], [8] replaces the multiplication operations by addition operation.

In this paper, the update of messages is investigated from a new perspective. Actually, each layer node is not treated as $M$ candidate values but a random variable on complex field. The PDFs of the $d_f$ random variables are discretized and convolved to get the new message. As a result, the complexity to update one message becomes the complexity of the 2-dimensional fast fourier transform (2-D FFT) algorithm, which is $O(d_f^2 \ln(d_f))$ as the involved region grows linearly with $d_f$. When the real part in the system is independent of the imaginary part, the complexity order to update one message is further reduced to $d_f \ln(d_f)$, and the original MPA is reduced to $M^{d_f/2}$ [9]. Note that the increase of codebook size $M$ won’t largely affect the time consumption in the proposed method. For sake of simplicity, hereinafter we use discretized message passing algorithm (DMPA) to denote the proposed algorithm.

This paper is organized as follows. Section II gives the motivation of this work and the SCMA system model. Then the DMPA is proposed in Section III. Firstly the original MPA in SCMA is briefly described. Secondly it is compared with the MPA in LDPC codes and demonstrated in another perspective. Thirdly the detailed procedure of DMPA is presented based on the demonstration. In Section IV, we give the theoretical...
analysis for DMPA on computation complexity and detection accuracy, which shows the advantages of the new method. The theoretical analysis is confirmed by simulations in Section V. Finally Section VI concludes this paper. We use $x$, $x_i$ and $X_i$ to represent a scalar, a vector and a set, respectively.

II. PRELIMINARIES

A. Motivation

Comparing with orthogonal multiple access techniques, the non-orthogonal techniques can support much more active users simultaneously but always need detection to separate different users' messages. Because of the increasing requirement for massive connectivity and limited spectrum resources, SCMA, a typical non-orthogonal technique, is very likely to become one key technique in the future 5G systems. However, the high detection complexity will increase the latency and limit the design of codebooks, which may be an important bottleneck.

SCMA and LDPC codes are similar in factor graph representation and the corresponding MPA detection. In each resource node (or check node), to update the message to one variable node they both need to use the messages from the rest connected variable nodes. However, the complexity of MPA in LDPC codes is far more less than that in SCMA. The reason is that in LDPC codes the new message can be computed by FFT (See Subsection III-B in [10]) while it is near brute-force in SCMA. Inspired by LDPC codes, we believe that there should be some methods far more efficient than the exponential time complexity method. The problem is that the method in LDPC codes cannot be directly applied on SCMA as the variable nodes in [10] only have two possible values and the operations are all on $\mathbb{F}_2$ field. This paper solves the problem by discretizing the PDFs of variable nodes, which largely reduces the detection complexity of SCMA.

B. System Model

An SCMA system consists of its encoder, channel and receiver. The transmitted bits are encoded into SCMA codewords in encoder and multiplexed in the channel. The receiver near-optimally detects the SCMA codewords by MPA over the corresponding factor graph.

The SCMA encoder contains $J$ separate layers and each layer has a codebook $X_j$. We assume every codebook contains $M$ complex codewords, i.e., $X_j = \{x_{j1}, \ldots, x_{jM}\}$. Let $\{x_i\}_{i=1}^J$ denote the vector $(x_1, \ldots, x_J)^T$, then the $n$th codeword can be written as $x_{jm} = \{x_{km}\}_{k=1}^K$. Although the length of the codewords is $K$, each codebook has $K - N$ positions on which its codewords are all zero. In each layer, every $\log_2 M$ bits will be mapped into one codeword. The $J$ layers can work simultaneously, which produces $J$ codewords.

Corresponding with the length of the codewords, the SCMA channel has $K$ orthogonal resources such as OFDMA tones or MIMO spatial layers. The $J$ codewords from the layers are multiplexed over the $K$ resources and the $j$th codeword will be affected by the channel vector $h_j = \{h_{kj}\}_{k=1}^K$. Let $\text{diag}(h_j)$ denote the diagonal matrix where its $n$th diagonal element is the $n$th element of $h_j$. If the channel is a complex additive white Gaussian noise (AWGN) channel, the received signal $y$ can be expressed as

$$y = \sum_{j=1}^J \text{diag}(h_j)x_j + n, \quad (1)$$

where $x_j = (x_{j1}, \ldots, x_{j4})^T$ is the $j$th codeword and $n \sim \mathcal{C}\mathcal{N}(0, N_0 I)$ is the complex Gaussian noise. The overloading factor is defined as $\lambda := J/K$.

![Fig. 1. Factor graph representation of an SCMA system with $J = 6$, $K = 4$, $N = 2$ and $d_f = 3$](image)

The receiver detects the transmitted codewords according to the received signal $y$ and the channel knowledge. Up to now, the most efficient detector is the MPA detector which is based on factor graph. As is shown in Fig. 1, the factor graph is formed by the relation between layers and resources. In each codebook, the codewords are only nonzero on $N$ positions. It means that bits from each layer will only spread in $N$ resources. In this paper, we assume the $K$ resource nodes in the factor graph have the same degree $d_f$. Under this assumption the update of each message from resource nodes has the complexity order $M^{d_f}$. Since the degree of resource nodes is $d_f$, the complexity in each resource node is $O(d_f M^{d_f})$.

III. DISCRETIZED MESSAGE PASSING ALGORITHM

This section proposes a new detection method DMPA which reduces the complexity per resource node from $O(d_f M^{d_f})$ to $O(d_f^3 \ln(d_f))$. Subsection III-A briefly describes the original MPA detector for reference. Then it is compared with MPA in LDPC codes in Subsection III-B. Finally Subsection III-C presents the basic idea and detailed procedure of DMPA.

A. Original MPA for SCMA

There are already some optimizations on the MPA detector for SCMA. But as the original one can better reflect its basic idea, we choose the original MPA (See Algorithm 1 in [7]) as the referenced method.

In SCMA, each codebook contains $M$ codewords and everyone has a probability to be the transmitted codeword. The probability distribution is computed as the messages in MPA according to the received signal $y$, the channel knowledge, and the factor graph. Actually, the structures of factor graphs represent some constraints and the messages are updated based on the constraints. For example, in the system depicted in Fig. 1 the three edges connected with the first resource node implies the constraint $h_{11}x_1 + h_{23}x_2 + h_{31}x_3 + n = y_1$ where $h_{11}$ is an element of channel vectors and $x_i$ is the first element
of the corresponding codeword which has $M$ possible values $\{x_{im}\}_{m=1}^M$. In each iteration the MPA detector will deduce the probability distribution of $x_1$ according to $x_{2}, x_{3}$ and the value of $y_1$. Let $[N]$ denote the set $\{1, 2, \ldots, N\}$, the detailed procedure is shown in Algorithm 1.

Algorithm 1 MPA detection for SCMA

Input: $y$, $\{h_{ij}\}_{j=1}^J$, $\{X_{ij}\}_{j=1}^J$, $N_0$

Initialize: $V_j^{(0)}(x_{jm}) = 1/M$, $(j \in [J], k \in [K], m \in [M])$

for $t = 1$ to itrNum do

{update messages from resource nodes}

for all $j \in [J], k \in [K], m \in [M]$ such that Edge(j,k) exists in factor graph do

$$U_{k \rightarrow j}^{(t)}(x_{jm}) = \sum_{c \in \text{com}} \frac{1}{N_0} \exp[-\frac{1}{N_0}|y_k - h_{kj}x_{jm}|^2] \prod_{i \in \partial(k \cup j)} V_i^{(t-1)}(c_i). \quad (2)$$

$\text{com} = X_{ij_1} \times \ldots \times X_{id_{j-1}}$ is the Cartesian Product of the codebooks of the rest $d_j-1$ variable nodes connected to the $j$th function node, i.e., $i_k \in \partial(k \cup j)$. $c = (c_{i_1}, \ldots, c_{id_{j-1}})$ is one element of $\text{com}$ and $c_i = \{c_{ik}\}_{k=1}^K$

end for

{update messages from layer nodes}

for all $j \in [J], k \in [K], m \in [M]$ such that Edge(j,k) exists in factor graph do

$$V_{j \rightarrow k}^{(t)}(x_{jm}) = \prod_{l \in \partial(j) \setminus k} U_{l \rightarrow j}^{(t)}(x_{jm}). \quad (3)$$

end for

Normalize the probabilities to keep numerical stable:

for all $j \in [J], k \in [K], m \in [M]$ such that Edge(j,k) exists in factor graph do

$$V_{j \rightarrow k}^{(t)}(x_{jm}) = V_{j \rightarrow k}^{(t)}(x_{jm})/\sum_{m'=1}^M V_{j \rightarrow k}^{(t)}(x_{jm'}) \quad (4)$$

end for

end for

{make decision after some iterations}

for $j = 1, \ldots, J; m = 1, \ldots, M$ do

$$V_j(x_{jm}) = \prod_{k \in \partial(j)} U_{k \rightarrow j}^{(itrNum)}(x_{jm}). \quad (5)$$

end for

Finally, the one in $\{x_{jm}\}_{m=1}^M$ which maximizes $V_j(\cdot)$ is regarded as the transmitted codeword in the $j$th layer.

In Algorithm 1 the dominant cost operation is to compute Equation (2), which calculates the probability distribution of the $j$th layer node according to the $k$th resource node and the rest $d_j-1$ adjacent layer nodes. In Equation (2), the first part $\sum_{c \in \text{com}} \exp[-\frac{1}{N_0}|y_k - h_{kj}x_{jm}|^2] \prod_{i \in \partial(k \cup j)} V_i^{(t-1)}(c_i)$ computes the probability that the transmitted codeword in $j$th layer is $x_{jm}$ in the condition that the rest $d_j-1$ layers are according to $c$, i.e., $P(x_{jm}|c)$. The last part $V_{i \rightarrow k}(c_i)$ is the probability that the codeword from $i$th layer is $c_i$, i.e., $P(c_i)$. The product of the two parts is the joint probability $P(x_{jm}, c)$. So the whole equation is a traversal on the set $\text{com}$ to compute $P(x_{jm})$.

The traversal is near brute-force, which causes exponential complexity. The decoding of LDPC codes computes probability distributions in a much smarter way. In binary LDPC codes, the constraint $x_1 + x_2 + x_3 = 0$ can lead to $x_1 = x_2 + x_3$, which means the PDF of $x_1$ is the convolution of PDFs of $x_2$ and $x_3$. As $x_i$ only has two possible values 0 and 1, the convolution of $x_1$ can be calculated by Fourier transform on $\mathbb{F}_2$ field [10]. In SCMA, the constraint is like $h_{11}x_1 + h_{21}x_2 + h_{12}x_3 + n = y_1$, where $n$ is the noise and $y_1$ is a constant. It seems that the probability distribution of $x_1$ can be obtained by computing convolution in a similar way. However, if $x_1$ is seen as a random variable whose sampling space consists of $M$ individual numbers, the Fourier transform cannot be directly applied to the convolution since the numbers from different layers are even not aligned. Our key point to solve the problem is to regard the layer nodes as random variables on the whole complex field and do discretization (See Subsection III-C).

C. DMPA

This subsection gives the procedure to solve Equation (2) efficiently. Firstly, (2) is proved to be equivalent to computing a convolution. Secondly, the convolution is solved by discretization and FFT. Finally, the DMPA on real field is extended to the complex field.

To better demonstrate our basic idea, we assume the elements of channel vectors are all 1 and the real part of codebooks is designed independent with the imaginary part. Under this assumption, the real part and the imaginary part in the SCMA system are independent. Therefore we further assume the random variables are all on real field [9]. If $f(t)$ is a function, let $f$ denote its sampling sequence and the $f[n]$ is the n-th element in the sequence.

Equation (2) is equivalent to the convolution of $d_j$ PDFs at the point $x_{km}$. For simplicity, assume the constraint to update message is $x_1 + x_2 + \ldots + x_{d_j} + n = y$, and the corresponding PDFs are $f_1(t), \ldots, f_{d_j}(t), \eta(t)$. The PDF $f_1(t)$ is all zero except $M$ impulses, i.e.,

$$f_1(t) = \sum_{m=1}^M P(x_i = x_{im}) \delta(t - x_{im}). \quad (6)$$

Note that the convolution of the impulse $\delta(t-a)$ with any function $f(t)$ is a shift on $f(t)$, i.e., $f(t-a)$. Let $g(t)$ denote
the PDF of \( x_2 + \ldots + x_{d_f} + n \). Then it follows that

\[
(f_2 \ast \ldots \ast f_{d_f})(t) = \sum_{m_2, \ldots, m_{d_f} \in [M]} \left[ \delta(t - \sum_{i=2}^{d_f} x_{im_i}) \prod_{i=2}^{d_f} P(x_i = x_{im_i}) \right], \tag{7}
\]

and

\[
g(t) = (f_2 \ast \ldots \ast f_{d_f})(t) * \eta(t) = \sum_{m_2, \ldots, m_{d_f} \in [M]} \left[ \eta(t - \sum_{i=2}^{d_f} x_{im_i}) \prod_{i=2}^{d_f} P(x_i = x_{im_i}) \right]. \tag{8}
\]

Equation (7), (8) shows that \( (f_2 \ast \ldots \ast f_{d_f})(t) \) is the summation of \( M^{d_f-1} \) impulses and \( g(t) \) is the superposition of \( M^{d_f-1} \) noise PDFs.

\[\text{Fig. 2. The convolution of impulses}\]

in Fig. 2 visually describes the convolution in (7). Its complexity can be largely reduced under some conditions. Suppose the impulses in the left are all integral multiples of 0.01, then the \( M^{d_f-1} \) impulses in the right will overlap on the integral multiples of 0.01 within an interval whose length increases linearly with \( d_f - 1 \). The DMPA first shifts impulses to the sampling positions by discretization, then it only needs to deal with the sampling points in the interval instead of the \( M^{d_f-1} \) impulses. Since the number of sampling points grows linearly with \( d_f - 1 \), the complexity is largely reduced.

In Equation (8), \( M_{m_2, \ldots, m_{d_f} \in [M]} \) is actually a traversal on the set \( \text{com} \). The \( \eta(t - \sum_{i=2}^{d_f} x_{im_i}) \) and \( \prod_{i=2}^{d_f} P(x_i = x_{im_i}) \) are corresponding with the \( \frac{1}{n_0} \exp[-] \) and \( \prod_{i \in \partial k \cup \{1\}} V_{1 \rightarrow k}^{(t-1)}(c_i) \) in (8), respectively. When the \( f_{1}(x) \) is updated according to the constraint, it can be expressed as

\[
f_1(x_{k_{1m}}) = g(y_k - x_{k_{1m}}) = \sum_{c \in \text{com}} \eta(y_k - x_{k_{1m}} - \sum_{i \in \partial k \setminus 1} c_{ik}) \cdot \prod_{i \in \partial k \setminus 1} V_{1 \rightarrow k}^{(t-1)}(c_i). \tag{9}
\]

Equation (9) is the same with Equation (4) with all 1 channel vectors, and it can be easily extended to the cases with general channel vectors. Therefore the Equation (2) is actually to compute the convolution in \( x_{k_{jm}} \), i.e., \( U_{k ightarrow j}(x_{jm}) = f_j(x_{k_{jm}}) \).

The convolution can be efficiently computed by discretization and FFT. Still consider the constraint \( x_1 + x_2 + \ldots + x_{d_f} + n = y \). Suppose the possible values of \( x_j \) \( (j \in [d_f]) \) are all in the interval \([-\text{w}, \text{w}]\) and \( \eta(t) \) is negligible outside \([-\text{w}, \text{w}]\). Let \( w \) denote the precision of discretization which is an exact division of \( \text{w} \) and \( \text{w} \). The discretization for \( f_i(x) \) and \( \eta(x) \) goes as follows:

\[
f_i[n] = \int_{-\text{w}+\frac{1}{2}w}^{-\text{w}+\frac{1}{2}w} f_i(x) dx,
\]

where \( n = \{0, 1, \ldots, (2\text{w})/w\} \), and

\[
\eta[n] = \eta(-n\text{w} + n \cdot w),
\]

where \( n = \{0, 1, \ldots, (2\text{w})/w\} \). Equation (10) means that the integral of each impulse is distributed to the nearest sampling point, and Equation (11) is simply sampling on the PDF of noise. After the discretization, the impulses in Fig. 2 will be all on the sampling positions. This step brings detection accuracy loss which is analyzed in Subsection IV-B.

The linear discrete convolution of two discrete sequence, such as \( f_1 \) and \( f_2 \), is defined as

\[
(f_1 * f_2)[n] = \sum_{k=-\infty}^{\infty} f_1[k]f_2[n-k], \tag{12}
\]

where \( n = \{0, 1, \ldots, (4\text{w})/w\} \) and the excess index gets 0. In linear discrete convolution, every non-zero bit of \( f_1 \) will obtain a shift of \( f_2 \) and the whole result \( f_1 * f_2 \) is actually the superposition of several shifted \( f_2 \), which is a good approximation of the continuous convolution with impulses. The accuracy of this approximation is analyzed in Subsection IV-B. It is obvious that the linear discrete convolution cannot be computed by FFT directly since the length of \( f_1, f_2 \) is different with the length of \( f_1 * f_2 \). However, the linear discrete convolution is easy to compute using circular discrete
convolution, which can be computed by FFT. Let \( f_2' \) denote the periodic summation of \( f_2 \), i.e.,
\[
f_2'[n] = \sum_{p=0}^{\infty} f_2[n + p \cdot \text{length}(f_2)] \mod \text{length}(f_2).
\]
(13)
Then the circular discrete convolution of \( f_1 \) and \( f_2 \) can be expressed as
\[
(f_1 * f_2')[n] = \sum_{k=-\infty}^{\infty} (f_1[k] \sum_{p=0}^{\infty} f_2[n-k+p \cdot \text{length}(f_2)]),
\]
(14)
where \( n = \{0, 1, \ldots, (2\text{wid})/w\} \). By padding \( (2\text{wid})/w \) zeros to \( f_1 \) and \( f_2 \), the result of circular convolution is the same with the linear convolution.

Lemma 1 (Circular convolution theorem). The circular convolution of two finite sequences with same length can be obtained as the inverse Fourier transform of the Hadamard product of the individual Fourier transforms.

According to the circular convolution theorem, the sampling sequence of \( g(t) \) can be approximately computed by
\[
g = \mathcal{F}^{-1} [\mathcal{F}(\text{pad}(f_2)) \cdot \cdots \cdot \mathcal{F}(\text{pad}(f_d)) \cdot \mathcal{F}(\text{pad}(\eta))],
\]
(15)
where \( \cdot \) denote the Hadamard product. The function value \( g(t_0) \) is regarded as the value of the nearest sampling point, i.e.,
\[
g(t_0) = \text{round}((t_0 + \text{wid}(df - 1)/n\text{Wid})/w),
\]
(16)
where round is the Matlab function to get the nearest integer.

The previous two paragraphs shows that the Equation (16) can be solved approximately by FFT. Since the complexity of other parts in Algorithm 1 is negligible compared with the Equation (2), the proposed method largely reduces the whole complexity. The procedure of the DMPA is different with MPA only in the part that updates messages from resource nodes, as shown in Algorithm 2.

The analysis in this subsection is based on the assumption that the random variables are all on real field, but it is easy to generalize them to complex field. Without the assumption, \( f_i(t) \) in (6) becomes \( M \) impulses on complex field and the noise PDF \( \eta(t) \) becomes the complex Gaussian distribution in AWGN channels. Their discretization are 2-D matrix which can be handled by the 2-D FFT. Besides, we assumed that the elements of the channel vectors are all 1. Note that a general system can be seen as having all 1 channel vectors when \( \{h_j \cdot x_{jm}\}_{j \in [J], m \in [M]} \) are regarded as the codewords. The DMPA is easy to extended to general cases.

IV. PERFORMANCE ANALYSIS

The idea and detailed procedure of DMPA are presented in Section III. However, it still needs to demonstrate that whether the discretization works and how many benefits the new method brings. In this section, the complexity of DMPA is analyzed in Subsection IV-B, which shows its advantage.

Algorithm 2 DMPA detection for SCMA

\{The previous part is the same with Algorithm 1\}
\{update messages from resource nodes\}

for all \( j \in [J], k \in [K] \) such that Edge \((j,k)\) exists do

1. Get \( \{f_m\}_{m=1}^{d_j-1} \) from \( V^{(t-1)}(\cdot) \) according to (6).

2. Discretize \( \{f_m\}_{m=1}^{d_j-1} \) and \( \eta(t) \) according to (10) and (11).

3. Pad zeros to \( \{f_m\}_{m=1}^{d_j-1} \) and \( \eta(t) \) to obtain sequences with length \( N \) as follows:

\[
N = \text{pow2}(\text{nextpow2}(2((df-1)\text{wid}+n\text{Wid})/w+1)),
\]
(17)
where \( \text{pow2} \) and \( \text{nextpow2} \) are matlab functions.

4. Get sequence \( g \) according to (15).

for \( m \in [M] \) do

Compute Equation (2) according to (16):

\[
U_{k ightarrow j}(x_{jm}) = g(y_k - x_{jm}),
\]
(18)
end for

end for

\{The following part is the same with Algorithm 1\}

Then Subsection IV-B analyzes the detection accuracy loss caused by discretization.

A. Computation Complexity of DMPA

In each iteration of the MPA detection, messages are updated and sent along every edge in the factor graph. Equation (3) shows that the complexity to update one message from layer nodes is \( O(\partial_j) \), which is negligible compared with (2) and (15). So the complexity orders of MPA and DMPA are determined by messages updating in resource nodes. This subsection first presents the complexity orders of MPA and DMPA. Then they are realanalyzed in the condition that the real part is independent with the imaginary part.

In Equation (6), the part \( y_k - h_{kj}x_{jm} - \sum_{\ell \in \partial_k \setminus j} h_{k\ell}c_{ik} \) and \( \prod_{\ell \in \partial_k} V^{(t)}_{i \rightarrow k}(c_{\ell}) \) are precomputed and stored. Then each item of the summation has complexity \( O(1) \) and therefore the whole summation is \( O(Md_j^{-1}) \). Since the message updating in each edge needs to apply (2) on \( M \) codewords and each resource node has \( df \) edges, the complexity order of MPA in each resource node is \( d_j^2 M d_j^{-1} \).

The complexity order of DMPA is determined by (15). The length of the sequences in (15) after zero-padding is computed by (17) and has the property:

\[
N < 2[2((df-1)\text{wid}+n\text{Wid})/w+1].
\]
(19)
The complexity order of (15) is the same as the 2-D FFT for \( N \)-length sequence, i.e., \( d_j^2 \ln d_j \). Therefore the whole complexity order of DMPA for the \( d_j \) edges in each resource node is \( d_j^3 \ln d_j \).

When the real part is independent with the imaginary part in the SCMA system, the two parts can be detected individually, which largely reduces the complexity. In individual detection,
Lemma 2. Assume \( g \) points. It can be seen as shifts on the impulses and hence (10), the impulses are distributed to the nearest sampling complex field. be on real field, and finally the analysis result is extended to discretization. Secondly, the upper bounds of error are derived 0 DMPA is analyzed by considering the approximation error. but also brings approximation error, which causes detection accuracy loss. In this subsection, the detection accuracy of DMPA is analyzed by considering the approximation error. Firstly, the error is proved to be 0 when there is no shift in discretization. Secondly, the upper bounds of error are derived when the length of shift is not 0 but limited by sampling interval. In previous two steps the variables are assumed to be on real field, and finally the analysis result is extended to complex field.

The sequence \( g \) in (15) is the exact sampling sequence of \( g(t) \) when the elements of codewords are all on sampling positions. The elements are reflected as impulses in the corresponding PDFs \( \{ f_i(t)\}_{i=1}^{d_f} \). In discretization procedure (10), the impulses are distributed to the nearest sampling points. It can be seen as shifts on the impulses and hence the resulting sequence \( f_1 \) is not the real sampling sequence of \( f_1(t) \). But when the impulses are exactly on some sampling positions, the \( g \) is not an approximation but the real sampling sequence of \( g(t) \).

**Proof.** The function \( f_1(t) \) can be denoted by

\[
f_1(t) = \sum_{n=0}^{N-1} p_n \delta(t - (t_1 + n \cdot w)).
\]

The sequences \( f_1 \) and \( f_2 \) are

\[
f_1[n] = p_n \quad (n = \{0, 1, \ldots, N - 1\}),
\]

and

\[
f_2[n] = f_2(t_2 + n \cdot w) \quad (n = \{0, 1, \ldots, M - 1\}).
\]

The convolution of \( f_1(t) \) and \( f_2(t) \) is

\[
(f_1 * f_2)(t) = \sum_{n=0}^{N-1} p_n f_2(t - (t_1 + n \cdot w)).
\]

It follows that

\[
(f_1 * f_2)(t_1 + t_2 + m \cdot w) = \sum_{n=0}^{m} p_n f_2(t_2 + (m - n) \cdot w)
\]

\[
= \sum_{n=0}^{m} f_1[n] f_2[m - n]
\]

\[
= (f_1 * f_2)[m],
\]

where \( m = \{0, 1, \ldots, N + M - 2\} \). Therefore \( f_1 * f_2 \) is the sampling sequence of \( f_1(t) \).

According to Lemma 2 \( g = f_2 * f_3 * \ldots * f_{d_f} * \eta \) is the sampling sequence of \( g(t) \) when the impulses in \( f_i(x) \) are not shifted in discretization.

The approximation error of \( g(y_k - x_{kjm}) \) is limited by the sampling interval. The previous paragraphs have shown that the approximation error is caused by shifts in discretization. Suppose the sampling interval is \( w \), then the impulses in \( f_k(t) \) are shifted less than \( w/2 \). As is shown in Fig. 2 the position of each impulse in the right is the summation of \( d_f - 1 \) positions from the left. Therefore, the \( M^{d_f - 1} \) noise PDFs in Fig. 3 are shifted less than \( (d_f - 1)w/2 \). Suppose the \( \eta \)th point in sequence \( g \) is corresponding to the position \( t_0 \) in \( g(t) \) and is the nearest sampling point of position \( t_0 \). Let \( g'[n], g'[t_0] \) respectively denote the approximate solution of \( g[n] \) and \( g(t_0) \), which are computed by (15) and (16). It follows that

\[
g[n] = g(t_0) = \sum_{i=1}^{M^{d_f - 1}} p_i \eta(t_0 - t_i),
\]

and

\[
g'[n] = \sum_{i=1}^{M^{d_f - 1}} p_i \eta(t_0 - t_i - \Delta d_i),
\]

where \( p_i, t_i, \Delta d_i \) are the integral, position and shift of the \( i \)th impulse in \( (f_2 * \ldots * f_{d_f})(t) \), respectively. Assume the noise is white Gaussian noise with variance \( \sigma^2 \), then \( \eta(t) \) has the property that

\[
\left| \frac{d\eta}{dt}(t) \right| = \frac{1}{\sqrt{2\pi} \sigma^2} e^{-x^2/2\sigma^2} \leq \frac{1}{\sqrt{2\pi} \sigma^2} e^{-1/2}.
\]
The absolute difference of \( g[n] \) and \( g'[n] \) is
\[
|g[n] - g'[n]| = \left| \sum_{i=1}^{M_f - 1} p_i (\eta(t_0 - t_i) - \eta(t_0 - t_i - \Delta d_i)) \right|
\]
\[
\approx \left| \sum_{i=1}^{M_f - 1} p_i \Delta d_i \frac{\partial t_0}{\partial t} (t_0 - t_i) \right|
\]
\[
\leq \sum_{i=1}^{M_f - 1} p_i \Delta d_i \frac{1}{\sigma^2 \sqrt{2\pi}} e^{-1/2}
\]
\[
\leq \frac{1}{2\sigma^2 \sqrt{2\pi}} (d_f - 1) \epsilon^{-1/2}. \tag{28}
\]
Similarly, the absolute difference of \( g(t_0) \) and \( g'(t_0) \) satisfies
\[
|g(t_0) - g(t_0')| \leq \left| \sum_{i=1}^{M_f - 1} p_i (t_0 - t_0') \right| \frac{1}{\sigma^2 \sqrt{2\pi}} e^{-1/2}
\]
\[
\leq \frac{1}{2\sigma^2 \sqrt{2\pi}} \epsilon^{-1/2}. \tag{29}
\]
The DMPA finally returns \( g'[n] \) as \( g'(t_0') \) in Equation (16), then the approximation error can be upper bounded.

**Proposition 1 (Upper Bound 1).** For an arbitrary \( t_0' \), the approximation error satisfies
\[
|g'(t_0') - g(t_0')| \leq |g'[n] - g[n]| + |g(t_0) - g(t_0')|
\]
\[
\leq \frac{1}{2\sigma^2 \sqrt{2\pi}} d_f \epsilon^{-1/2}. \tag{30}
\]
It is obvious that \( g'(t_0') - g(t_0') \) tends to 0 with the decrease of \( \epsilon \). The approximation error can also be estimated in a relative way. The \( \eta(t) \) has the property that
\[
\frac{d \eta}{dt}(t_0) = \frac{t_0}{\sigma^2} \eta(t_0). \tag{31}
\]
It follows that
\[
|\frac{g[n] - g'[n]}{g(t_0')}| \approx \frac{|g[n] - g'[n]|}{g(t_0')}
\]
\[
\leq \sum_{i=1}^{M_f - 1} p_i \frac{\Delta d_i}{\sigma^2} \frac{dn}{dt}(t_0 - t_i).
\]
\[
\leq \sum_{i=1}^{M_f - 1} p_i \eta(t_0 - t_i) \Delta d_i. \tag{32}
\]
Because \( \eta(t) \) is negligible outside \([-nWid, nWid]\), \( \eta(t_0 - t_i) \) can be seen as 0 when \( |t_0 - t_i| > nWid \). It means that
\[
\left| \frac{\Delta d_i}{\sigma^2} \frac{dn}{dt}(t_0 - t_i) \right| \leq \frac{(d_f - 1) nWid}{2} \cdot \frac{nWid}{\sigma^2} \eta(t_0 - t_i). \tag{33}
\]
Similarly, the relative error \( |g(t_0) - g(t_0')|/g(t_0') \) can be upper bounded.

**Proposition 2 (Upper Bound 2).** The total relative error can be estimated as
\[
\left| \frac{g'(t_0') - g(t_0')}{g(t_0')} \right| \leq \frac{wd_f \cdot nWid}{2\sigma^2}. \tag{34}
\]
Given noise variance \( \sigma^2 \) the sampling interval \( w \) can be modified such that the approximation error in DMPA is very small compared with the original messages. For example, the \( w \) can be set as \( 0.02\sigma^2/(d_f \cdot n) \), then \( |g'(t_0') - g(t_0')| \leq 0.01g(t_0') \). Note that the upper bounds in (30) and (34) are not tight and generally the \( w \) needn’t to be so small to ensure accuracy.

The previous derivation can be extended to the complex field. When the impulses are on complex field, the shifts are on both real part and the imaginary part, so the lengths of shifts are less than \( \sqrt{2}(d_f - 1) \epsilon/2 \). The gradient of PDF of complex white Gaussian noise in (11) is
\[
\nabla \eta(x, y) = \left( -\frac{2x}{N_0^2 \pi} \exp(-\frac{x^2 + y^2}{N_0}), -\frac{2y}{N_0^2 \pi} \exp(-\frac{x^2 + y^2}{N_0}) \right). \tag{35}
\]
It has the properties that
\[
|\nabla \eta(x, y)| = \frac{2}{N_0^2 \pi} \sqrt{\frac{N_0}{2\epsilon}}, \tag{36}
\]
and
\[
|\nabla \nabla \eta(x, y)| = \frac{2}{\frac{\pi^2}{2} N_0^3} \frac{2WnWid}{\pi^2 N_0^3}. \tag{37}
\]
where \( \eta(x, y) \) is negligible when \( \sqrt{x^2 + y^2} > nWid \). Consequently, the approximation error in complex field satisfies that
\[
\left| \frac{g'(t_0') - g(t_0')}{g(t_0')} \right| \leq \frac{d_f w}{\sqrt{N_0}} \sqrt{\frac{N_0}{2\epsilon}}, \tag{38}
\]
and
\[
\left| \frac{g'(t_0') - g(t_0')}{g(t_0')} \right| \leq \sqrt{2d_f w \cdot nWid} \frac{N_0^3}{\pi^2 N_0^3}. \tag{39}
\]

V. Numerical Results

In this section, the detection accuracy and time consumption of DMPA are evaluated by software simulation. The results show that the block error rate (BLER) of DMPA with a proper sampling interval \( w \) is nearly the same with that of original MPA. Meanwhile, its detection time is significantly less than the original MPA and LLR MPA. Firstly, some necessary parameters in simulation are introduced in Subsection V-A. Then the simulation results for accuracy and time consumption are presented in Subsection V-B.

A. Parameters

**Factor Graph**

In the model in Fig. [1] every layer node has degree 2 which is corresponding to a combination of two resource nodes. The factor graph in our simulation follows this rule and modifies the parameter \( K \). Then it has the properties: \( J = \binom{K}{2} \), \( d_f = 2J/K = K - 1 \).

**Codebooks**

In this simulation, the real part and imaginary part are designed independent. The two parts are subjectively chosen from the
interval $[-1, 1]$ and their Cartesian Product is the final code-words. The codebook size $M$ is set as 16. Without theoretical optimization, the performance of the codebooks is not good, but it is enough to confirm the main focus of this paper.

**B. Performance Comparison**

Subsection IV-B has shown that the detection accuracy of DMPA will approach that of MPA with the decrease of $w$. The theoretical result is confirmed by Fig. 4, in which the detection accuracies of MPA and DMPA are nearly the same when $w = 0.05$. Note that the detection error rate of DMPA may increase when the noise variance decreases. The reason is that in DMPA the accuracy is affected by not only noise but also discretization. If the variance is very small while the sampling interval is not small enough, the approximation error in discretization would be large as shown in (30) and (34). As a result, $N_0 = 0.004$ has a better accuracy than $N_0 = 0.002$ in DMPA when $w = 0.2, 0.3$.

**VI. Conclusion**

In this paper, a low complexity detection algorithm called DMPA is proposed for SCMA. Instead of traversing on the Cartesian Product of $d_f − 1$ codebooks, DMPA regards the layer nodes as random variables on complex field and hence applies discretization and FFT to update the messages. This process actually makes the $M^{d_f−1}$ impulses overlaying on the sampling points, which reduces the detection complexity per resource node from $O(d_f N_0)$ to $O(d_f \ln(d_f))$. The discretization will cause approximation error and two upper bounds are derived in Section IV to estimate the error. The upper bounds theoretically prove that the detection accuracy of DMPA will approach that of original MPA with the decrease of sampling interval $w$, which is confirmed by simulations. Numerical results show that compared with original MPA and LLR MPA, the DMPA has significant advantage on computation complexity when the accuracy loss is negligible.
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