Exploring Constraint Handling Techniques in Real-world Problems on MOEA/D with Limited Budget of Evaluations
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Abstract. Finding good solutions for Multi-objective Optimization (MOPs) Problems is considered a hard problem, especially when considering MOPs with constraints. Thus, most of the works in the context of MOPs do not explore in-depth how different constraints affect the performance of MOP solvers. Here, we focus on exploring the effects of different Constraint Handling Techniques (CHTs) on MOEA/D, a commonly used MOP solver when solving complex real-world MOPs. Moreover, we introduce a simple and effective CHT focusing on the exploration of the decision space, the Three Stage Penalty. We explore each of these CHTs in MOEA/D on two simulated MOPs and six analytic MOPs (eight in total). The results of this work indicate that while the best CHT is problem-dependent, our new proposed Three Stage Penalty achieves competitive results and remarkable performance in terms of hypervolume values in the hard simulated car design MOP.
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1 Introduction

Multi-objective Optimization Problems (MOPs) appear in many application contexts in which conflicting objective functions need to be simultaneously optimized. Finding good sets of solutions for continuous MOPs is generally considered a hard problem, particularly in real-world MOPs. These real-world MOPs usually have two main characteristics: (1) unknown and irregular shape of the Pareto front and (2) a highly unfeasible (constrained) objective space. These constraints invalidate some solutions, which makes finding a set of feasible solutions a challenging task.

There are several promising multi-objective evolutionary algorithms (MOEAs) that can be used to solve real-world MOPs [19,14,22]. They have the ability to modify their behavior when searching for solutions according to the MOP in
question taking into account the constraints of each MOP. However, few of these algorithms have their performance evaluated in constrained MOPs or the constraints in the MOPs studied are simple to address [18].

In this work, we focus on solving real-world MOPs with complicated constraints, using the Multi-Objective Evolutionary Algorithm Based on Decomposition, MOEA/D [21], one of these popular MOEA algorithms. The main features of this algorithm is to decompose the MOP into multiple subproblems and solve them in parallel. Decomposing the MOP in various single-objective subproblems makes the algorithm very flexible for dealing with constraints MOP, because adding a penalty value is straightforward. Given this nature of the single-objective subproblems, MOEA/D can handle well different constraint handling techniques (CHTs) while finding a diverse set of optimal solutions.

This work aims to investigate the use of constraint handling techniques in MOEA/D when solving real-world MOPs and exploring the effects and behavior of different CHTs in real-world problems. For that, we compare real-world analytic MOPs, compiled together by Tanabe et al. [18] and two simulated MOPs: (1) the problem of selecting landing sites for a lunar exploration robot [17]; and (2) the problem of optimization of car designs [10]. To further enhance the performance of MOEA/D, we propose an efficient CHT that works well with problems that require an exploration of the unfeasible search space.

The remainder of this paper is organized as follows: Section 2, presents the different types of CHTs that we study in this work as well as our new CHT. Section 3 shows the experimental settings, such as which parameters are used in MOEA/D, the evaluation criteria, and the results of the experiments 3. Finally, Section 4 presents our conclusion remarks.

2 Constraint Handling Techniques

Our goal is to study constraint handling techniques in MOEA/D when solving real-world MOPs yet to be explored in the context of MOEA/D.

All the constraint handling techniques (CHTs) presented here adapt a constrained MOP into an unconstrained problem, by altering the objectives values according to the CHT under use. They follow the next pattern:

\[ f_{agg}^{penalty}(x) = f^{agg} + \text{penalty} \cdot v(x), \]

where \( f^{agg} \) is the aggregation function, a principal component of MOEA/D. This aggregation function is used to measure the quality of solutions for each subproblem [3], generated based on weight vectors using a decomposition method. Since the \( f^{agg} \) does not consider the constraint violation, MOEA/D can substitute this aggregation function by the \( f_{penalty}^{agg} \), making this EA algorithm able to consider the constraints violation for each solution. The other variables in the equation above is the total violation of the solution, \( v(x) \), and one or more penalty factors, named \text{penalty}. 
Static CHT. This penalty is one of the simplest CHTs. This class of penalty is generally characterized by maintaining its penalty value constant during all the evolutionary process. In this paper, the term “static penalty” is used to reference penalties defined by the following equation:

\[ f_{\text{agg penalty}}(x) = f^{agg} + \beta \ast v(x) \]  

(2)

where \( x \) is one solution, \( \beta \) is the value of the penalty, and \( v \) is the violation.

Multi-staged CHT. This CHT has different static penalty values for multiple levels of violation (refer to Homaifar et. al [6]). This way, more unfeasible solutions have higher penalties, while almost feasible solutions can be kept in the population for longer, making it possible to achieve a higher exploration. Its main downside is the high number of parameters that depend highly on the problem. Its penalty is defined by:

\[ f_{\text{agg penalty}}(x) = f^{agg} + \sum_{i=1}^{m} (R_{k,i} \ast \max[g_i(x), 0]^2) \]  

(3)

Where \( R_{k,i} \) are the penalty coefficients, \( m \) is the number of constraints, and \( k = 1, 2, \ldots, l \) where \( l \) is the number of levels of violations defined by the user.

Dynamic CHT. This CHT considers the current generation’s number to determine the penalty value. In general, the penalty value is small at the beginning of the search and increases across the generations. The idea is to focus on the diversity of feasible solutions and then later focus on the convergence of those solutions. There are several variations of this penalty, and Joines and Houck [9] proposed the one used throughout this study. It is defined by:

\[ f_{\text{agg penalty}}(x) = f^{agg} + (C \ast t)^\alpha \ast v(x) \]  

(4)

where \( C \) and \( \alpha \) are constants defined by the user, and \( t \) is the number of the current generation.

Self-adaptive CHT. The main characteristics of this CHT are the absence of any user-defined parameters and the focus on balancing the number of both feasible and unfeasible solutions in the population, favoring unfeasible solutions with good objective functions (for more information, see Tessema and Yen [20]). This CHT uses the ratio of feasible solutions in the current population to determine the penalty value in a two-penalty based approach. This way, the objective function is modified, having two components: a distance measure and an adaptive penalty. The distance measure changes the aggregated objective function by also considering the effect of the individual’s violation:

\[ d(x) = \begin{cases}  v(x), & \text{if } r_f = 0 \\ \sqrt{f^{agg}(x)^2 + v(x)^2}, & \text{otherwise.} \end{cases} \]  

(5)
The rate of feasible solutions in the incumbent population \( r_f = n_f/n_u \), where \( n_f \) is the number of feasible, \( n_u \) is the number of unfeasible and \( f^{agg} \) is the normalized aggregated objective value. The penalty of this CHT is defined by:

\[
p(x) = (1 - r_f)M(x) + (r_f)N(x),
\]

where

\[
M(x) = \begin{cases} 0, & \text{if } r_f = 0, \\ v(x), & \text{otherwise} \end{cases}
\]

\[
N(x) = \begin{cases} 0, & \text{if } x \text{ is a feasible individual}, \\ f^{agg}(x), & \text{if } x \text{ is an unfeasible individual}. \end{cases}
\]

**Three Step CHT.** In this work, we propose a new penalty-based CHT, the Three Step Penalty. The core idea of this penalty is to get a high exploration of the unfeasible space. This idea comes from the fact that there is a need to search through an unfeasible area to get to better feasible solutions. This penalty has three stages: (1) a non-penalty stage, (2) a low penalty stage, and (3) a high penalty stage. The first stage is responsible for exploring the unfeasible space. The second stage has a low penalty to let the population find the nearby feasible region. At last, the third stage increases the penalty to guarantee the convergence to a feasible region. Its penalty is defined by, where \( P_i \) is the penalty value of step \( i \), and \( t \) is the number of the current generation:

\[
f^{agg}_{penalty}(x) = f^{agg} + \begin{cases} v(x) * P_1, & \text{if } 25 > t \\ v(x) * P_2, & \text{if } 50 > t \geq 25 \\ v(x) * P_3, & \text{if } t \geq 50 \end{cases}
\]

3 Comparison Study

To illustrate the difference in the performance of the different CHT, we compare MOEA/D with the following distinct CHT: (1) Low value Static, (2) High value Static, (3) Multi-staged, (4) Slow and (5) Fast growth Dynamic, (6) Self-adaptive, and (7) Three Stage Penalty against MOEA/D with no CHT (“No Penalty”). The goal is to verify if there is any improvement, and by how much, in MOEA/D performance when using CHT.

3.1 Problems

The real-world analytical multi-objective optimization problems used were selected from the new test suite introduced by Tanabe et al [18]: (1) bar truss design (CRE21), the objectives are to minimize the structural weight and displacement resulting from the joint; (2) design of welded beams (CRE22), the
objectives are to minimize the cost and the final deflection of the welded beams; (3) disc brake design (CRE23), the objectives are to minimize brake mass and decrease downtime; (4) side impact design of the car (CRE31), the objectives are to minimize the average weight of the car, the average speed of the column $V$ responsible for supporting the impact load and the force experienced by a passenger; (5) conceptual submarine project (CRE32), the objectives are to minimize the cost of transportation, the weight of the light vessel and the annual cargo transport capacity; (6) water resource planning (CRE51), the objectives are to minimize the cost of the drainage network, the cost of installing the storage center, the cost of installing the treatment center, the expected cost of flood damage and the expected economic loss due to the flood.

The real-world simulated MOPs used are the three recently proposed by the Japanese evolutionary computing society: (1) Mazda benchmark problem (MAZDA): this is a discrete optimizing problem with the goal of designing MAZDA cars, where the objectives are to maximize the number of parts common to three different cars and minimize the total weight of the car [10]; (2) lunar landing site selection (MOON): the goal is to select landing sites coordinates $(x,y)$ for a lunar exploration robot to land with the objectives of minimizing the number of continuous shaded days, minimizing the inverse of the total communication time $^5$, and minimizing the tilt angle [17].

### 3.2 Experimental Parameters

We use the chosen components of MOEA/D as introduced by Li and Zhang [21]. The parameters of the crossover and mutation operators and the probability of using the neighborhood with these operators were fine-tuned using irace [1,15] using the the DTLZ unconstrained problems [5]. We make these parameter choices to isolate the contribution of each CHT. Table 1 summarizes the experimental parameters.

Details of these parameters can be found in the documentation of package MOEA/r and the original MOEA/D reference [21,2,4]. All objectives and violations were linearly scaled at every iteration to the interval $[0,1]$. The scaling of the violations uses the maximum and minimum constraint violations of the new and the incumbent populations as reference for the scaling. Finally, the Weighted Tchebycheff scalarization function [16] was used.

The parameters of the CHTs can be found in Table 2. There are two instances of dynamic penalty to test the effects of slow growth and high growth of the penalty value. We name these two instances as Slow growth and Fast growth Dynamic Penalty, respectively. There are also two static penalty cases. The first one, called Low value Static, has a low penalty value ($\beta = 1$), aiming for a more balanced search and the second one, called High value Static, has a high penalty value ($\beta = 1000$), that greatly penalizes unfeasible solutions. We recall

---

^5 i.e. maximizing the total communication time.
Table 1: Experimental parameter settings.

| MOEA/D parameters                      | Value                                      |
|----------------------------------------|--------------------------------------------|
| Polynomial mutation params.            | $\eta_m = 56$ (2 obj)                      |
|                                        | $\eta_m = 26$ (3 obj)                      |
|                                        | $\eta_m = 31$ (5 obj)                      |
|                                        | $p_m = 0.55$ (2 obj)                       |
|                                        | $p_m = 0.15$ (3 obj)                       |
|                                        | $p_m = 0.05$ (5 obj)                       |
| Simulated Binary Crossover (SBX).      | $\eta_m = 24$ (2 obj)                      |
|                                        | $\eta_m = 74$ (3 obj)                      |
|                                        | $\eta_m = 29$ (5 obj)                      |
|                                        | $p_c = 0.7$ (2 obj)                        |
|                                        | $p_c = 0.65$ (3 obj)                       |
|                                        | $p_c = 0.7$ (5 obj)                        |
| Neighborhood size                      | $T = 20\%$ of the population size          |
| Neighborhood probability               | $\delta = 0.981$ (2 obj)                  |
|                                        | $\delta = 0.471$ (3 obj)                  |
|                                        | $\delta = 0.971$ (5 obj)                  |
| SLD decomposition param.               | $h = 299$ (2 obj)                          |
|                                        | $h = 14$ (3 obj)                           |
|                                        | $h = 8$ (5 obj)                            |
| Population size                        | $N = 300$ (2 and 3 obj)                    |
|                                        | $N = 210$ (5 obj)                          |

| Experiment Parameters                  | Value                                      |
|----------------------------------------|--------------------------------------------|
| Repeated runs                          | 21                                         |
| Computational budget                   | 30000 evaluations                          |

the reader that since the self-adaptive penalty requires no parameters, this CHT is not included in Table 2.

3.3 Experimental Evaluation

We compare the different strategies using the Hypervolume (HV, higher is better) indicator. For reproducibility purposes, all the code and experimental scripts are available online.\(^6\)

For the calculation of HV for the real analytical problems, the objective function was scaled to the $(0, 1)$ interval, with reference points set to $(1.1, 1.1, 1.1)$, for two-objective problems; and $(1.1, 1.1, 1.1)$, for three-objective ones. For the

\(^6\) [https://github.com/LordeFelipe/MultiObjectiveProjects](https://github.com/LordeFelipe/MultiObjectiveProjects)
Table 2: Experimental CHT parameters.

| CHT parameters          | Value                                      |
|-------------------------|--------------------------------------------|
| Low value Static        | $\beta = 1$                                |
| High value Static       | $\beta = 1000$                             |
| Dynamic                 | $C = 0.05$                                 |
|                         | $\alpha = 2$                               |
|                         | $C = 0.02$                                 |
|                         | $\alpha = 2$                               |
| Multi-staged            | $R_1 = 1$ if $v(x) < 0.25$                 |
|                         | $R_2 = 2$ if $0.5 > v(x) \geq 0.25$        |
|                         | $R_3 = 4$ if $0.75 > v(x) \geq 0.5$        |
|                         | $R_4 = 8$ if $v(x) \geq 0.75$              |
| Three Step              | $P_1 = 0$ if $25 > t$                      |
|                         | $P_2 = 1$ if $50 > t \geq 25$              |
|                         | $P_3 = 1000$ if $t \geq 50$               |

real-world simulated MOPs, the reference point was the recommended in the competitions of the Japanese Society for Evolutionary Computation (1,1,0) for the two-objective car design problem [7] and (1,0,1) for the three-objective moon landing problem [8].

### 3.4 Experimental Results

Table 3: Hypervolume mean results of the analytical problems. Best HV values are highlighted in bold. It is clear that for this set of problems, using any CHT is the best choice over MOEA/D with no CHT penalty (“No penalty”). The newly proposed Three Stage CHT performs the best in the CR21, CR22 and CRE31 with competitive performance on all of the other problems.

| CHT              | CRE21 | CRE22 | CRE23 | CRE31 | CRE32 | CRE51 |
|------------------|-------|-------|-------|-------|-------|-------|
| No penalty       | 0.00  | 0.05  | 0.84  | 0.75  | 0.00  | 0.88  |
| Low value Static | 1.09  | 1.20  | 1.16  | 0.81  | 0.99  | 1.01  |
| High value Static| 1.09  | 1.20  | 1.18  | 0.81  | 1.01  | 1.00  |
| Multi-staged     | 1.09  | 1.20  | 1.17  | 0.81  | 0.99  | 1.01  |
| Slow growth Dynamic| 1.09 | 1.20  | 0.98  | 0.81  | 1.01  | 1.00  |
| Fast growth Dynamic| 1.07 | 1.20  | 1.12  | 0.81  | 1.00  | 1.00  |
| Self-adaptive    | 1.10  | 1.20  | 1.16  | 0.81  | 1.00  | 1.00  |
| Three Stage      | 1.11  | 1.20  | 1.11  | 0.81  | 0.82  | 0.99  |
Table 4: Hypervolume mean results of the simulated problems. Best HV values are highlighted in bold and in case of ties, the standard deviation was used. For the MAZDA problem this best CHT is the Three State Penalty followed closely by the Fast growth Dynamic Penalty. For the MOON problem, the best CHT is the Fast growth Dynamic Penalty.

| CHT                | MAZDA         | MOON         |
|--------------------|---------------|--------------|
| No penalty         | 0.00 ± 0.00   | 0.06 ± 0.18  |
| Low value Static   | 0.06 ± 0.01   | 0.24 ± 0.32  |
| High value Static  | 0.05 ± 0.01   | 0.19 ± 0.10  |
| Multi-staged       | 0.06 ± 0.02   | 0.35 ± 0.34  |
| Slow growth Dynamic| 0.06 ± 0.02   | 0.31 ± 0.33  |
| Fast growth Dynamic| 0.09 ± 0.03   | **0.41 ± 0.31** |
| Self-adaptive      | 0.07 ± 0.02   | 0.12 ± 0.23  |
| Three Stage        | **0.09 ± 0.01** | 0.30 ± 0.31  |

Here, we present and discuss how is the performance in the real-world constrained problems described above of the following CHT: Low-value Static, High value Static, Slow growth Dynamic, Fast growth Dynamic, Multi-staged, Self-adaptive and Three Stage penalties, and for control, we evaluate the performance of MOEA/D with no CHT (“No penalty”).

### 3.5 Results of the CHTs on the Analytical Problems

Table 3 shows the mean hypervolume (HV, higher is better) of the final population of each CHT on the analytical Benchmark Problems. The results show that the performance of MOEA/D can be improve by any CHT, with no clear difference in HV values between CHTs in this experiments. Because of that, it seems that any focus on the exploration of the feasible space is sufficient for drastically improving the performance of MOEA/D in these problems.

### 3.6 Results of the CHTs on the Simulated Problems

Now, we describe our results on the MAZDA problem and MOON benchmark problems in Table 4. In contrary to the results of the CHTs on the analytical problems, here, it is noticeable that the the right choice of the CHTs has a deep impact on the performance of MOEA/D. This fact suggests that these real-world simulated problems are harder to solve, when compared to the analytical benchmark problems and that finding the right technique to explore the feasible search space has high relevance. Given the performance of MOEA/D in terms of hypervolume, the best CHT for the MAZDA benchmark problem is the Three-Stage Penalty, our newly proposed technique, and the best for the moon landing problem is the Fast growth Dynamic Penalty.
Fig. 1: Anytime HV (higher is better) performance of the different CHT in MOEA/D in the moon landing problem. The Three Stage CHT has the competitive performance with most of the other CHT, but is overcome by the Fast growth Dynamic CHT.

Fig. 2: Anytime hypervolume (HV, higher is better) performance of the different CHT in MOEA/D in the MAZDA car problem. The Three Stage CHT achieves the best values at the end of the search execution.
3.7 Hypervolume Anytime Performance of MOEA/D with CHT

Here we show the anytime performance of the different CHT in terms of HV values. Figures 1 and 2 illustrate the hypervolume anytime (higher is better) of the eight different MOEA/D variants (seven with different CHT and one without CHT) for the MOON and MAZDA problems, respectively. These results indicate that, at the start of the search (in the first few generations), the static, self-adapting, and multi-staged CHTs have a better performance. Our interpretation for such results comes from the observation that these CHTs put more pressure on the population to get feasible solutions right from the beginning.

On the other side, dynamic and three-stage penalties initially have a poor performance but get better quickly when the penalty value rises, thus increasing the pressure towards a population with more feasible solutions. We understand that these Figures (1 and 2) suggest that increasing the pressure at the right generation may have a deep impact on MOEA/D’s hypervolume performance in the simulated problems studied here.

As we can see in Figure 2, all algorithms failed to converge adequately, and their performance might still improve with more generations. This might also be true for the MOON problem, since Figure 1 does not show clear indicatives that all variants of MOEA/D with the different CHT have converged, since at least some of them are still having small changes in HV values close to the final generations.

4 Conclusion

In this work, we study seven different CHT in both analytical and simulated real-world problems. It is noticeable that using CHTs can be responsible for increments in hypervolume values compared to traditional MOEA/D without penalty. It comes with no surprise that while a CHT may be a reasonable choice for a given multi-objective problem (MOPs), this CHT might still perform poorly in other MOPs, with different characteristics. Moreover, most CHT are parameter sensitive, which is also affected by the MOP of choice and parameter choice. That said, the results of this work suggest that both the Three Stage and the Dynamic CHTs are a good choice for finding optimal feasible solutions and for improving the performance of MOEA/D in most constrained real-world MOP study in this work. We highlight the increase of performance showed by our newly proposed penalty, particularly in the real-world simulated car design.

The Three Stage CHT has few parameters and we recall the reader that the idea behind this technique is simple yet efficient: first, the Three State CHT lets MOEA/D have a free exploration the search space, with no penalty to solutions that violate constraints, then this CHT increases the penalty of solutions that violate constraints to an intermediate value, forcing MOEA/D to prefer solutions that are feasible while keeping good performing unfeasible solutions to only at the final stage start to heavily penalize unfeasible solutions and given high preference.
to feasible solutions. This way MOEA/D can further explore the search space while being able to select optimal feasible solutions at the end of the run.

Future works include finding ways to improve the performance of MOEA/D on simulated real-world problems using MOEA/D variants that use resource allocation (RA) \cite{11,12,13} since they show promising results in MOP without constraints. We also plan to study applying CHT as the method for RA as it can control the allocation of resources to explore the unfeasible space more efficiently.
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