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Abstract. The Poisson process is one of the simplest stochastic processes defined in continuous time, having interesting mathematical properties, leading, in many situations, to applications mathematically treatable. One of the limitations of the Poisson process is the rare events hypothesis; which is the hypothesis of unitary jumps within an infinitesimal window of time. Although that restriction may be avoided by the compound Poisson process, in most situations, we don’t have a closed expression for the probability distribution of the increments of such processes, leaving us options such as working with probability generating functions, numerical analysis and simulations. It is with this motivation in mind, inspired by the recent developments of discrete distributions, that we propose a new counting process based on the Bell-Touchard probability distribution, naming it the Bell-Touchard process. We verify that the process is a compound Poisson process, a multiple Poisson process and that it is closed for convolution plus decomposition operations. Besides, we show that the Bell-Touchard process arises naturally from the composition of two Poisson processes. Moreover, we propose two generalizations; namely, the compound Bell-Touchard process and the non-homogeneous Bell-Touchard process, showing that the last one arises from the composition of a non-homogeneous Poisson process along with a homogeneous Poisson process. We emphasize that since previous works have been shown that the Bell-Touchard probability distribution can be used quite effectively for modelling count data, the Bell-Touchard process and its generalizations may contribute to the formulation of mathematical treatable models where the rare events hypothesis is not suitable.

1. Introduction

The Poisson process is one of the simplest stochastic processes defined in continuous time, having interesting mathematical properties, leading, in many situations, to applications mathematically treatable. It is widely explored in the literature, having many books approaching it, such as [1, 2]. One can check the properties of this process and some applications in queuing theory and biology in [3, 4]. In actuarial science, one applies the Poisson process to the classical risk process [5, 6]. There are some generalizations of the Poisson process one gets relaxing its original hypotheses. If one drops the stationary and independent increments hypothesis, one obtains the non-homogeneous Poisson process. On the other hand, releasing the assumption of unitary jumps within a small interval leads to,
for example, a compound Poisson process. We also have the spatial Poisson process, defined in more than one dimension [7] [8, Chapter 11], which agrees with the original Poisson process in the real line.

The compound Poisson process is one of the well-known generalizations of the Poisson process, having lots of applications. In queuing theory, it appears naturally in batch arriving queue models [9, Chapter 6]. In actuarial finance, it comes forth both in ruin theory as a part of the Cramér-Lundberg process and its generalizations, see [5, Chapter 4], as well as in stochastic interest modelling [10].

The Poisson distribution and the compound Poisson process are related to the Bell polynomials, which, for any \( n \in \mathbb{N}_0 := \mathbb{N} \cup \{0\} \) and \( x \in \mathbb{R} \), are defined as:

\[
B_n(x) = e^{-x} \sum_{k=0}^{\infty} \frac{k^n}{k!} x^k.
\]

The Bell polynomials occur in combinatorics when one deals with the study of set partitions. They also come about in the mathematical analysis, in the successive differentiation of composite functions [11, 12]. Concerning the Poisson distribution, one has that its moment generating function is the same as the generating function of the complete Bell polynomials. That indicates equivalence between those polynomials and the moments of the Poisson distribution. This generating function is given by:

\[
\varphi_x(\theta) := e^{x(e^\theta - 1)} = \sum_{n=0}^{\infty} B_n(x) \frac{\theta^n}{n!}, \quad \text{for} \ \theta > 0,
\]

where, differentiating (2) successively and evaluating each derivative at \( \theta = 0 \), one recovers the Bell polynomials. Moreover, expanding the left-hand side of (2) and comparing each term with the right-hand side, one gets (1). Furthermore, the Bell polynomials have many applications in Probability Theory. Recently, [13] proposed an association between these polynomials and the weighted sum of independent Poisson random variables. Besides, the iterated Poisson process obtained from the composition of Poisson processes has the distribution of increments provided as a function of the Bell polynomials [14]. The asymptotic properties of the Bell polynomials involving random graphs are explored in [15]. Probabilistic characteristics of these polynomials are employed by [16] in order to demonstrate some properties of the partial Bell polynomials.

One of the Poisson process assumptions specifies that the size of the jumps is unitary. However, [17] relaxes this hypothesis, bringing about the multiple Poisson process. Additionally, this process has a distribution of increments given by the so called composed Poisson distribution, which is parametrized by a non-negative convergent sequence \( \{c_n\}_{n \geq 1} \). Considering a multiple Poisson process \( \{\xi(t), \ t \geq 0\} \) depending on the non-negative sequence \( \{c_n\}_{n \geq 1} \) where \( \sum c_n < \infty \) one can write the following:

\[
\xi(t) = \sum_{n=1}^{\infty} n \xi_n(t),
\]
where \( \{\xi_n\}_{n \geq 1} \) is a sequence of independent Poisson processes with rate \( c_n \) for all \( n \in \mathbb{N} \). In other words, the multiple Poisson processes correspond to the weighted sum of an infinity number of Poisson processes, where the random variable \( \xi(t) \) counts the number of events within the interval \([0, t)\). Moreover, it has probability distribution given by (see \[17\]):

\[
\Pr[\xi(t) = k] = \exp \left\{ -\sum_{n=1}^{\infty} tc_n \right\} \sum_{r_1+2r_2+\cdots+kr_k=k} \frac{(tc_1)^{r_1}(tc_2)^{r_2}\cdots(tc_k)^{r_k}}{r_1!r_2!\cdots r_k!}.
\]

The Bell distribution, proposed by \[18\], is a member of the composed Poisson family. It has probability distribution given by:

\[
\Pr[X = x] = e^{-(e^{\theta}-1)\frac{\theta x}{x!}} B_n, \quad x \in \mathbb{N}_0 \text{ and } \theta > 0,
\]

where \( B_n := B_n(1) \) is the \( n \)th Bell number. The Bell distribution has interesting properties, such as being unimparametric, infinitely divisible, and a member of the exponential family of distributions \[18\]. The convolution of independent Bell random variables follows the Bell-Touchard distribution, which was proposed by \[19\], having the following probability distribution:

\[
\Pr[X = x] = e^{-\alpha (e^{\theta}-1)\frac{\theta x}{x!}} B_n(\alpha), \quad x \in \mathbb{N}_0 \text{ and } \theta, \alpha > 0,
\]

where \( B_n(x) \) is the \( n \)th single variable Bell polynomial. This is equivalent to the Touchard polynomial, hence the proposed name for the distribution. Among its properties, this distribution is a member of the composed Poisson family, closed for convolutions and is infinitely divisible. Subsequently, \[20\] has proposed a distribution that generalizes the Bell-Touchard distribution taking the Taylor series expansion of the \( r \)-Bell polynomials generating function. It is the three parameters \( r \)-Bell distribution. Its probability mass function is given by:

\[
\Pr[X = x] = e^{-\alpha (e^{\theta}-1)\frac{\theta x}{x!}} B_{x,r}(\alpha), \quad x \in \mathbb{N}_0 \text{ and } \theta, \alpha, r > 0,
\]

where

\[
B_{x,r}(\alpha) = \frac{1}{e^\alpha} \sum_{k=0}^{\infty} \frac{(k+r)^x}{k!} \alpha^k.
\]

The generating function of the \( r \)-Bell polynomials is defined by

\[
\varphi_r(\theta) := e^{x(e^{\theta}-1)+r\theta} = \sum_{n=0}^{\infty} B_{n,r}(x) \frac{\theta^n}{n!}.
\]

Considering two independent random variables, the first one following a Bell-Touchard distribution and the second one following a Poisson distribution, its sum follows the \( r \)-Bell distribution. The \( r \)-Bell is the same as the Short distribution \[21, 22\]. In its turn, the Bell-Touchard distribution is equivalent to the Neyman Type A distribution, with \( \alpha := \lambda e^{-\theta} \).
and \( \theta \). That can be observed from the probability mass function of a Neyman Type A distribution, which is given by:

\[
\Pr[X = x] = \theta^x e^{-\lambda} \frac{e^{-x\theta}}{x!} \sum_{k=0}^{\infty} \frac{(\lambda e^{-\theta})^k}{k!} k^x, \quad \theta > 0, x \in \mathbb{N}_0.
\]

By using (1) one gets

\[
\Pr[X = x] = e^{-\lambda} e^{-x\theta} (e^\lambda - 1) \theta^x B_x(\lambda e^{-\theta}), \quad \theta > 0, x \in \mathbb{N}_0,
\]

which is the Bell-Touchard probability mass function.

Since the distributions we have covered here are members of the composed Poisson family, one can write these random variables as (3), making a suitable choice of the terms in the sequence \( \{c_n\}_{n \geq 1} \). Besides, these distributions are particular cases of the compound Poisson distribution. This fact is a consequence of the connection between the Bell polynomials and the compound Poisson family\(^3\).

It has been shown that these new probability distributions can be used quite effectively for modeling count data, see for example \(^{19, 20}\). With this motivation in mind, and inspired in the mentioned works, we propose and investigate a counting process whose underlying distribution is Bell-Touchard with parameters \( \alpha, \theta \), exploring some of its major properties. We point out that the new process, that we call the Bell-Touchard process, and its generalizations, may contribute with the formulation of mathematical treatable models where the rare events hypothesis is not suitable.

The paper is organized as follows. Section 2 is devoted to preliminary definitions and results related to the Bell polynomials and the Bell-Touchard distribution. The formulation of the Bell-Touchard process as well as its main properties and generalizations are presented in Section 3. In Section 4 we add some numerical results to illustrate the applicability of the process, and we finish the paper with a Concluding Remarks Section.

2. Preliminaries

2.1. Bell polynomials. In this section, we recap some properties of the Bell polynomials. Other properties can be checked in \(^{24, 25, 26, 27}\). For any \( k \in \mathbb{N}_0 \) and \( x \in \mathbb{R} \), the single variable Bell polynomials can be expressed by the Faà di Bruno’s formula, besides (1):

\[
B_0(x) := 1, \quad B_k(x) := \sum_{r_1 + 2r_2 + \cdots + kr_k = k} \frac{k!}{r_1!r_2!\cdots r_k! (1!)^{r_1} (2!)^{r_2} \cdots (k!)^{r_k}} x^{r_1 + r_2 + \cdots + r_k}.
\]
Let $\partial_n^\theta := d^n/d\theta^n$ be the differential operator. Taking (2) and performing $\partial_n^\theta$ one gets
\[
\partial_n^k \varphi_x(\theta) = \sum_{n=k}^\infty B_n(x)(n)(n+1)\cdots(n+k-1)\theta^n \frac{n!}{(n+k)!} = \sum_{n=0}^\infty B_{n+k}(x)(n+k)(n+k-1)\cdots(n+1)\theta^n \frac{n!}{n!}. \tag{5}
\]
We called (5) the $k$-shifted Bell polynomials generating function.

Considering the function $f(\theta) = e^{xe^\theta}$ and its Taylor series expansion
\[
e^{xe^\theta} = \sum_{k=0}^\infty \frac{(xe^\theta)^k}{k!},
\]
and differentiating both sides of this expression with relation to $\theta$ one gets
\[
e^{xe^\theta} xe^\theta = \sum_{k=0}^\infty \frac{k(xe^\theta)^k}{k!}.
\]
Taking the second derivative with relation to $\theta$ in both sides one gets
\[
e^{xe^\theta} [(xe^\theta)^2 + xe^\theta] = \sum_{k=0}^\infty \frac{k^2(xe^\theta)^k}{k!}.
\]
Keeping this fashion until the $n$th derivative, one can write the left-hand side of the last expression as a product of the function $f(\theta)$ with the polynomial $p_n(xe^\theta)$.
\[
e^{xe^\theta} p_n(xe^\theta) = \sum_{k=0}^\infty \frac{k^n(xe^\theta)^k}{k!} \tag{6}
\]
Now, comparing the right-hand side of (6) with (1), one has that $p_n(xe^\theta) = B_n(xe^\theta)$ leading us to
\[
\partial_n^\theta e^{xe^\theta} = B_n(xe^\theta)e^{xe^\theta}. \tag{7}
\]
Starting from (2), writing $\varphi_x(\theta) = e^{(e^\theta-1)} = xe^\theta e^{-x}$ and using (7) we have that
\[
\partial_n^\theta \varphi_x(\theta) = B_k(xe^\theta)\varphi_x(\theta), \quad (\text{see } \ref{11}). \tag{8}
\]
It follows as a consequence of (8) and (5) that
\[
B_k(xe^\theta)\varphi_x(\theta) = \sum_{n=0}^\infty B_{n+k}(x)\theta^n \frac{n!}{n!}. \tag{9}
\]
At last, we recall that the Bell polynomials are sequences of binomial type. That is,  
\[ B_0(x) = 1, \quad B_n(0) = 0 \quad \text{for all} \quad n \quad \text{and} \]
\[ B_n(x+y) = \sum_{l=0}^{n} \binom{n}{l} B_l(x) B_{n-l}(y), \quad \text{for} \quad n \geq 0. \]  
(10)

The existence of a connection between polynomials of binomial type and the compound Poisson process is pointed by [23]. Lately, that connection was explored by [28].

2.2. Bell-Touchard distribution. In this section, we take a look at some properties of the Bell-Touchard distribution covered in [19]. Although the proofs of these results are easy we include it for the sake of completeness.

Definition 2.1. A discrete random variable \( Y \) has a Bell-Touchard distribution with parameters \( (\alpha, \theta) \in \mathbb{R}_+^2 \) if its probability mass function is given by
\[
\Pr[Y = x] = e^{-\alpha(e^\theta - 1)} \frac{\theta^x}{x!} B_x(\alpha), \quad x \in \mathbb{N}_0,
\]  
(11)
where \( B_n(\alpha) \) is the \( n^{th} \) single variable Bell polynomial.

If \( Y \) follows a Bell-Touchard distribution with parameters \( (\alpha, \theta) \) then we use the notation \( Y \sim BT(\alpha, \theta) \) in order to indicate this fact.

Proposition 2.1. Let \( Y \sim BT(\alpha, \theta) \). Then the probability generating function of \( Y \) is given by
\[
G_Y(s) = \exp\{\alpha(e^{s\theta} - e^\theta)\}, \quad |s| < 1.
\]  
(12)

Proof. It follows from \([11], [2]\) and the definition of probability generating function that
\[
G_Y(s) := \mathbb{E}[s^Y] = \sum_{y=0}^{\infty} s^y \Pr[Y = y] = e^{-\alpha(e^\theta - 1)} \sum_{y=0}^{\infty} \frac{B_y(\alpha)(s\theta)^y}{y!} = e^{-\alpha(e^\theta - 1)} e^{\alpha(e^{s\theta} - 1)} = \exp\{\alpha(e^{s\theta} - e^\theta)\}.
\]

\[
\square
\]

Proposition 2.2. Let the sequence of independent random variables \( \{Y_i\} \) with \( Y_i \sim BT(\alpha_i, \theta) \), hence \( \sum_{i=1}^{n} Y_i \sim BT(\alpha, \theta) \), with \( \alpha = \sum_{i=1}^{n} \alpha_i \).
Proof. Taking the sequence \( \{Y_i\}_{i=1}^n \), considering \( Z = \sum_{i=1}^n Y_i \) and using the Proposition 2.1 one has that
\[
G_Z(s) = \prod_{i=1}^n G_{Y_i}(s)
= \prod_{i=1}^n \exp\{\alpha_i(e^{s\theta} - e^{\theta})\}
= \exp\{\sum_{i=1}^n \alpha_i(e^{s\theta} - e^{\theta})\}, \text{ making } \alpha = \sum_{i=1}^n \alpha_i
= \exp\{\alpha(e^{s\theta} - e^{\theta})\}. \tag{13}
\]
As a consequence of the uniqueness property of the probability generating function, the Bell-Touchard distribution is closed under convolution.

Proposition 2.3. If \( Y \sim BT(\alpha, \theta) \), then the moment generating function of \( Y \) is given by
\[
M_Y(t) = \exp\{\alpha e^{\theta}(e^{t\theta} - 1)\}, \quad t \in \mathbb{R} \tag{14}
\]
Proof. It follows from the series expansion of Bell-Touchard probability mass function
\[
\mathbb{E}[e^{ty}] = M_Y(t) = \sum_{y=0}^{\infty} e^{ty} \Pr[Y = y]
= e^{-\alpha(e^{\theta} - 1)} \sum_{y=0}^{\infty} \frac{B_y(\alpha)(e^{t\theta})^y}{y!}
= e^{-\alpha(e^{\theta} - 1)} e^{\alpha(e^{t\theta} - 1)}
= \exp\{\alpha(e^{t\theta} - e^{\theta})\}
= \exp\{\alpha e^{\theta}(e^{t\theta} - 1)\}.
\]
Taking the logarithm of (14), one gets the cumulant generating function for the Bell-Touchard distribution. Besides, considering \( \mu'_1 = \mathbb{E}[Y] \), \( \mu'_2 = \mathbb{E}[Y^2] \) and \( \mu'_1 = \kappa_1, \mu'_2 = \kappa_2 + \kappa_1^2 \), where \( \kappa_1, \kappa_2 \) are the first and second cumulants, we have that \( K(t) = \alpha e^{\theta}(e^{t\theta} - 1) \) from which we get \( \kappa_1 = \alpha \theta e^{\theta} \) and \( \kappa_2 = (\theta + 1)\alpha \theta e^{\theta} \). Writing the moments as a function of the cumulants and remembering that the variance is a function of the first two moments, we get the mean and variance of the Bell-Touchard distribution; namely, \( \mathbb{E}(Y) = \alpha \theta e^{\theta} \) and \( \text{Var}(Y) = \theta(\theta + 1)\alpha e^{\theta} \). One can derive this result using (3).
3. Bell-Touchard counting process

A counting process is a stochastic process \( \{N(t), t \geq 0\} \) where \( N(t) \in \mathbb{N}_0 \) represents the number of events that occur within a time interval of length \( t \). The probability of \( k \) events occurring in the interval \([0, t]\) is given by \( \Pr[N(t) = k] \), where \( \Pr[N(0) = 0] = 1 \), \( \Pr[N(0) = k] = 0 \), for \( k > 0 \) and \( \sum_{k \in \mathbb{N}_0} \Pr[N(t) = k] = 1 \). Moreover, a counting process has stationary increments when the probability of \( k \) events taking place in the interval \((t_1, t_2)\) depends only on its length \( t = t_2 - t_1 \). The process is said to possess independent increments if the number of events occurring in disjoint time intervals are independent.

Besides, a function \( f : \mathbb{R} \to \mathbb{R} \) is said to be \( o(s) \) if \( \lim_{s \to 0} f(s)/s = 0 \). Now we are in conditions to define the Bell-Touchard process.

**Definition 3.1.** A counting process \( \{N(t), t \geq 0\} \) is said to be a Bell-Touchard process with parameters \((\alpha, \theta) \in \mathbb{R}^2_+\) if the following assumptions hold:

1. \( N(0) = 0 \);
2. \( \{N(t), t \geq 0\} \) has stationary and independent increments;
3. \( \Pr[N(t + s) - N(t) = k] = \alpha s^k/k! + o(s) \), \( k \in \mathbb{N} \) and \( s, t > 0 \).

The assumptions in Definition 3.1 indicate that the Bell-Touchard process has non-unitary jumps with non-negligible probability. Besides, as a result of our hypotheses, it follows that:

**Theorem 3.1.** If \( \{N(t), t \geq 0\} \) is a Bell-Touchard process with parameters \((\alpha, \theta)\) then \( N(t) \sim BT(\alpha t, \theta) \), for all \( t \geq 0 \).

**Proof.** In order to prove it we use the fact that a non-negative random variable \( X \), with moment generating function \( M_X(t) \), has Laplace transform \( g(t) = M_X(-t) = \mathbb{E}[e^{-tX}] \), for \( t \geq 0 \). As a consequence of that, the Laplace transform uniquely determines the probability distribution, see [3, Chapter 2]. Let \( g(t) = \mathbb{E}[\exp\{-uN(t)\}] \), for all \( t \), we are going to write a differential equation for \( g(t) \), noting that \( g(0) = 1 \). Indeed, since

\[
g(t + s) = \mathbb{E}[\exp\{-uN(t + s)\}]
= \mathbb{E}[\exp\{-u(N(t) + N(t + s) - N(t))\}]
= \mathbb{E}[\exp\{-uN(t)\} \exp\{-u(N(t + s) - N(t))\}]
= \mathbb{E}[\exp\{-uN(t)\}] \mathbb{E}[\exp\{-u(N(t + s) - N(t))\}]
= g(t) \mathbb{E}[\exp\{-uN(s)\}],
\]

(15)
where the last two steps follow from the independence and stationarity assumptions. As a result from Definition 3.1(3), one has

\[ \Pr[N(s) = 0] = 1 - \sum_{k=1}^{\infty} \Pr[N(s) = k] \]

\[ = 1 - \sum_{k=1}^{\infty} \alpha^k \frac{\theta^k}{k!} + o(s) \]

\[ = 1 - \alpha s(e^\theta - 1) + o(s). \]

Therefore, conditioning in \( N(s) = k \), for all \( k \in \mathbb{N}_0 \), one gets

\[ \mathbb{E}[\exp\{-u(N(s))\}] = \sum_{k=0}^{\infty} e^{-uk} \Pr[N(s) = k] \]

\[ = 1 - \alpha s(e^\theta - 1) + o(s) + \sum_{k=1}^{\infty} e^{-uk} \alpha^k \frac{\theta^k}{k!} \]

\[ = 1 - \alpha s(e^\theta - 1) + o(s) + \alpha s[e^{\theta e^{-u}} - 1] \]

\[ = 1 + \alpha s[e^{\theta e^{-u}} - e^\theta] + o(s). \]  

(16)

And from (15) and (16), it follows that

\[ g(t + s) = g(t)(1 + \alpha s[e^{\theta e^{-u}} - e^\theta]) + o(s), \]

thus

\[ \frac{g(t + s) - g(t)}{s} = g(t)\alpha[e^{\theta e^{-u}} - e^\theta] + \frac{o(s)}{s} \]

and taking \( s \to 0 \),

\[ \frac{dg(t)}{dt} = g(t)\alpha[e^{\theta e^{-u}} - e^\theta]. \]

Solving the differential equation, one gets

\[ g(t) = \exp\{\alpha t e^\theta [e^{\theta e^{-u}} - 1]\}, \]

which is the Laplace transform of a random variable \( X \sim BT(\alpha t, \theta) \), or the moment generating function (14) evaluated in \(-t\).

\[ \square \]

As a result of the Theorem 3.1, we have another definition for the Bell-Touchard process.

**Definition 3.2.** A counting process \( \{N(t), t \geq 0\} \) is called a Bell-Touchard process with parameters \((\alpha, \theta)\) if the following assumptions hold:

1. \( N(0) = 0 \);
2. \( \{N(t), t \geq 0\} \) has stationary and independent increments;
therefore

\[ \Pr[N(t) = k] = \exp \left\{ -\sum_{n=1}^{\infty} tc_n \right\} \sum_{r_1+2r_2+\cdots+kr_k = k} \frac{(tc_1)^{r_1}(tc_2)^{r_2}\cdots(tc_k)^{r_k}}{r_1!r_2!\cdots r_k!}. \]

The following result states that a Bell-Touchard process is a multiple Poisson process too.

**Proposition 3.1.** If \( \{N(t), t \geq 0\} \) is a Bell-Touchard process with parameters \( (\alpha, \theta) \), then \( N(t) \) has mass probability function given by \( \lfloor \rceil \), where \( c_n = \alpha \theta^n / n! \).

**Proof.** From Theorem 3.1 taking \( (\rceil) \), replacing \( B_x(\alpha t) \) by the right hand side of (4) and making \( x = k \) we have

\[ \Pr[N(t) = k] = \theta^k e^{-\alpha t(e^\theta - 1)} \sum_{r_1+2r_2+\cdots+kr_k = k} \frac{(\alpha t)^{r_1+r_2+\cdots+r_k}}{(1!)^{r_1}(2!)^{r_2}\cdots(k!)^{r_k}r_1!r_2!\cdots r_k!} \]

however \( k = r_1 + 2r_2 + \cdots + kr_k \) such that \( \theta^k = \theta^{r_1+2r_2+\cdots+kr_k} \), therefore

\[ \Pr[N(t) = k] = e^{-\alpha t(e^\theta - 1)} \sum_{r_1+2r_2+\cdots+kr_k = k} \frac{\theta^{r_1+2r_2+\cdots+kr_k}(\alpha t)^{r_1+r_2+\cdots+r_k}}{(1!)^{r_1}(2!)^{r_2}\cdots(k!)^{r_k}r_1!r_2!\cdots r_k!}. \]

Expanding the exponential function in the last expression using Taylor Series centered at zero and combining \( \theta^i \) and \( \alpha t \)’s under the powers \( r^i \)’s we get

\[ \Pr[N(t) = k] = \exp \left\{ -\sum_{n=1}^{\infty} \frac{\alpha t^n}{n!} \right\} \sum_{r_1+2r_2+\cdots+kr_k = k} \frac{(\alpha t \theta)^{r_1}(\alpha t \theta)^{r_2}\cdots(\alpha t \theta)^{r_k}}{(1!)^{r_1}(2!)^{r_2}\cdots(k!)^{r_k}r_1!r_2!\cdots r_k!}. \]

Comparing the last expression with \( \lfloor \rceil \), we observe that \( c_n = \alpha \theta^n / n! \), such that the convergent sequence is given by \( \{c_n = \alpha \theta^n / n!\}_{n \geq 1} \), closing the demonstration.

Let \( \tau_0 = 0 \) and define a random variable \( \tau_i := \inf\{t > 0 : N(t) - N(\tau_{i-1}) \geq 1\} \) for all \( i \in \mathbb{N} \).

**Proposition 3.2.** \( \tau_1, \tau_2, \ldots \) are independent and identically distributed random variables, following an exponential distribution with \( \lambda = \alpha(e^\theta - 1) \).
Proof. It follows from 3.1 that \( \tau_1 \sim \text{Exp}(\alpha(e^\theta - 1)) \). Indeed,
\[
\Pr[\tau_1 > t] = \Pr[N(t) = 0] = e^{-\alpha t(e^\theta - 1)}.
\]
For \( \tau_2 \), we have that
\[
\Pr[\tau_2 > s \mid \tau_1 = t] = \Pr[0 \text{ events in } (t, t + s) \mid \tau_1 = t],
\]
\[
= \Pr[0 \text{ events in } (t, t + s)], \text{ (by independent increments)}
\]
\[
= e^{-\alpha s(e^\theta - 1)} \text{ (by stationary increments)}
\]
and by applying induction for \( i \geq 2 \), we complete the proof. \(\square\)

Define \( \delta_n := \sum_{i=0}^{n} \tau_i \). Therefore, \( \delta_n \) is the length of the time interval within events of the process take place. Note that, according to the Definition 3.1, \( N(\delta_n) \geq n \). In other words, the number of events within a specific time interval will be equal or greater than the number of jumps of the process within the same time interval, where \( N(\delta_n) = n \) when all the jumps heights are unitary. Combining it with the previous result, we conclude that the Bell-Touchard process is also a compound Poisson process.

**Proposition 3.3.** Let \( \{M(t), t \geq 0\} \) be a Poisson process with rate \( \alpha(e^\theta - 1) \) and \( \{X_i\}_{i \geq 1} \) a sequence of independent and identically distributed random variables which also is independent of \( \{M(t), t \geq 0\} \) with \( X_i \) having probability mass function given by
\[
\Pr[X_i = x] = \frac{\theta^x}{x!} e^{\theta} - 1, \text{ for all } x \in \mathbb{N}.
\]
Then, the following equality in distribution holds.
\[
N(t) \overset{d}{=} \sum_{i=1}^{M(t)} X_i, \text{ for } t \geq 0.
\]
Where \( N(t) \) is the number of events of the Bell-Touchard process.

**Proof.** Let \( \gamma(s) = \mathbb{E}[s^{X_i}] \) be a probability generating function of \( X_i \), thus
\[
\gamma(s) = \frac{e^{\theta s} - 1}{e^\theta - 1}.
\]
Considering \(18\),
\[
\mathbb{E}[s^{N(t)}] = \mathbb{E}\{\mathbb{E}[s^{\sum_{i=1}^{M(t)} X_i} | M(t)]\}
\]
\[
= \sum_{i=0}^{\infty} \frac{e^{-\alpha t(e^\theta - 1)}[\alpha t(e^\theta - 1)]^i}{i!} \gamma(s)^i
\]
\[
= \exp\{-\alpha t(e^\theta - 1)(1 - \gamma(s))\}
\]
and replacing \(19\) on \(20\) we have
\[
G_{N(t)}(s) := \mathbb{E}[s^{N(t)}] = \exp\{\alpha t[e^{\theta s} - e^\theta]\}, |s| < 1,
\]
which is the probability generating function of a Bell-Touchard random variable with parameters \( \alpha t e \theta \), according to the Proposition 2.1.

The following result is about the superposition of Bell-Touchard processes, which result in a Bell-Touchard process since all random variables involved have the same parameter \( \theta \).

**Proposition 3.4.** Let \( \{N_i(t), t \geq 0\}_{i \in \mathbb{N}} \) be a family of Bell-Touchard process with parameters \( \{\alpha_i, \theta\}_{i \in \mathbb{N}} \) and \( \tilde{N}_n(t) = \sum_{i=1}^{n} N_i(t) \), for all \( t \geq 0 \). Thus \( \{\tilde{N}_n(t), t \geq 0\} \) is a Bell-Touchard process with parameters \( (\tilde{\alpha}_n, \theta) \), where \( \tilde{\alpha}_n := \sum_{i=1}^{n} \alpha_i \).

**Proof.** For \( n \), we assume that the probability mass function of \( \tilde{N}_n(t) \) is given by:

\[
\Pr[\tilde{N}_n(t) = k] = e^{-\tilde{\alpha}_n t(e^\theta - 1)} \frac{\theta^k}{k!} B_k(\tilde{\alpha}_n t)
\]

For \( n = 2 \), we have

\[
\Pr[N_1(t) + N_2(t) = k] = \sum_{i=0}^{k} \Pr[N_1(t) = i] \Pr[N_2(t) = k - i]
\]

\[
= \sum_{i=0}^{k} e^{-\alpha_1 t(e^\theta - 1)} \frac{\theta^i}{i!} B_i(\alpha_1 t) e^{-\alpha_2 t(e^\theta - 1)} \frac{\theta^{k-i}}{(k-i)!} B_{k-i}(\alpha_2 t)
\]

\[
= e^{-(\alpha_1 + \alpha_2) t(e^\theta - 1)} \frac{\theta^k}{k!} \sum_{i=0}^{k} \binom{k}{i} B_i(\alpha_1 t) B_{k-i}(\alpha_2 t)
\]

\[
= e^{-(\alpha_1 + \alpha_2) t(e^\theta - 1)} \frac{\theta^k}{k!} B_k((\alpha_1 + \alpha_2) t)
\]

We assume the induction hypothesis for \( n \). Therefore, considering \( n + 1 \), we have

\[
\Pr[\tilde{N}_n(t) + N_{n+1}(t) = k] = \sum_{i=0}^{k} \Pr[\tilde{N}_n(t) = i] \Pr[N_{n+1}(t) = k - i]
\]

\[
= \sum_{i=0}^{k} e^{-\tilde{\alpha}_n t(e^\theta - 1)} \frac{\theta^i}{i!} B_i(\tilde{\alpha}_n t) e^{-\alpha_{n+1} t(e^\theta - 1)} \frac{\theta^{k-i}}{(k-i)!} B_{k-i}(\alpha_{n+1} t)
\]

\[
= e^{-\tilde{\alpha}_n t + \alpha_{n+1} t(e^\theta - 1)} \frac{\theta^k}{k!} \sum_{i=0}^{k} \binom{k}{i} B_i(\tilde{\alpha}_n t) B_{k-i}(\alpha_{n+1} t)
\]

\[
= e^{-(\tilde{\alpha}_n + \alpha_{n+1}) t(e^\theta - 1)} \frac{\theta^k}{k!} B_k((\tilde{\alpha}_n + \alpha_{n+1}) t)
\]

\[
\Pr[\tilde{N}_{n+1}(t) = k] = e^{-\tilde{\alpha}_{n+1} t(e^\theta - 1)} \frac{\theta^k}{k!} B_k(\tilde{\alpha}_{n+1} t),
\]
concluding the demonstration by induction.

Suppose we have two Bell-Touchard process \( \{ N_1(t), t \geq 0 \} \) and \( \{ N_2(t), t \geq 0 \} \), with respective parameters \((\alpha_1, \theta_1)\) and \((\alpha_2, \theta_2)\) and we would like to generate a process \( \{ V(t), t \geq 0 \} \) where \( V(t) = N_1(t) + N_2(t) \). In this situation, the resulting process is not a Bell-Touchard process, however it can be easily deduced from the properties of the compound Poisson family, in this case, the fact that this family is closed for convolutions (see \cite[chapter 5]{[3]}).

**Proposition 3.5.** Let \( \{ N_1(t), t \geq 0 \} \) and \( \{ N_2(t), t \geq 0 \} \) be Bell-Touchard processes with parameters \((\alpha_1, \theta_1)\) and \((\alpha_2, \theta_2)\) and \( \nu(\theta_i) := e^{\theta_i} - 1 \). Thus \( \{ V(t), t \geq 0 \} \) where \( V(t) = N_1(t) + N_2(t) \) is a compound Poisson process.

\[
V(t) = \sum_{i=1}^{J(t)} X_i \quad \text{for } t \geq 0,
\]

where \( \{ J(t), t \geq 0 \} \) is a Poisson process with rate \( \lambda = \alpha_1 \nu(\theta_1) + \alpha_2 \nu(\theta_2) \) and the probability mass function of \( X_i \) is given by:

\[
\Pr[X_i = x] = \frac{\theta_1^x + \theta_2^x}{[\nu(\theta_1) + \nu(\theta_2)]x!}, \quad x \in \mathbb{N}_0.
\]

**Proof.** Let \( \lambda_i = \alpha_i t (e^{\theta_i} - 1) \). Replacing \( \lambda_i \) in (20) we see that

\[
G_{V(t)}(s) = \exp\{\lambda_1 (\gamma_1(s) - 1) + \lambda_2 (\gamma_2(s) - 1)\}
\]

\[
= \exp\{\lambda_1 \gamma_1(s) + \lambda_2 \gamma_2(s) - \lambda_1 - \lambda_2\}
\]

\[
= \exp\{-\lambda [1 - \gamma(s)]\}
\]

where \( \gamma(s) = (\lambda_1 \gamma_1(s) + \lambda_2 \gamma_2(s))/\lambda \) and \( \lambda = \lambda_1 + \lambda_2 \).

Another interesting result about the Bell-Touchard process appears when one thins it. Consider a Bell-Touchard process \( \{ N(t), t \geq 0 \} \) with parameters \((\alpha, \theta)\). Suppose that each time a jump occurs, one classifies it as either a type I or a type II. Besides, suppose that \( p := \Pr[\text{type I}] = 1 - \Pr[\text{type II}] \). Let \( N_1 := N_1(t) \) denote the number of events of type I and \( N_2 := N_2(t) \) the number of events of type II. We say that \( N_1 \) and \( N_2 \) are decompositions of the original process.

**Theorem 3.2.** Let \( \{ N(t), t \geq 0 \} \) be a Bell-Touchard process with parameters \((\alpha, \theta)\). If \( \{ N_1(t), t \geq 0 \} \) is a decomposition, with rate \( p \), of \( \{ N(t), t \geq 0 \} \), then \( N_1(t) \) has probability mass function given by:

\[
\Pr[N_1(t) = k] = \frac{(p \theta)^k}{k!} \exp\{-\alpha t \tilde{\theta}(e^{p \theta} - 1)\} B_k(t \tilde{\theta}),
\]

where \( \tilde{\theta} := e^{(1-p)\theta} \).
Proof. Note that the conditional distribution of $N_1$ given $N = n$ is binomial with parameters $n, p$. That is

$$\Pr[N_1 = k | N = n] = \binom{n}{k} p^k (1-p)^{n-k}.$$ 

Conditioning in $N$,

$$\Pr[N_1 = k] = \sum_{n=k}^\infty \Pr[N_1 = k | N = n] \Pr[N = n]$$

$$= \sum_{n=k}^\infty \left( \binom{n}{k} p^k (1-p)^{n-k} \frac{\theta^n}{n!} e^{-at(e^\theta - 1)} B_n(\alpha t) \right)$$

$$= e^{-at(e^\theta - 1)} \left( \frac{(p\theta)^k}{k!} \sum_{n=k}^\infty \frac{(1-p)^n}{(n-k)!} B_n(\alpha t) \right)$$

$$= e^{-at(e^\theta - 1)} \frac{(p\theta)^k}{k!} \sum_{n=0}^\infty B_{n+k}(\alpha t) \frac{(1-p)^n}{n!},$$

but from (9)

$$\Pr[N_1 = k] = e^{-at(e^\theta - 1)} \frac{(p\theta)^k}{k!} B_k(\alpha t e^{(1-p)\theta}) \varphi_{at}(1-p\theta),$$

and considering (2), one has that $\varphi_{at}(1-p\theta) = e^{at(e^{1-p}\theta-1)}$, hence

$$\Pr[N_1 = k] = e^{-at(e^\theta - 1)} \frac{(p\theta)^k}{k!} B_k(\alpha t e^{(1-p)\theta}) e^{at(e^{1-p}\theta-1)}$$

$$= \frac{(p\theta)^k}{k!} e^{-at(e^{1-p}\theta)(e^\theta -1)} B_k(\alpha t e^{(1-p)\theta})$$

and we finish the proof setting $\tilde{\theta} := e^{(1-p)\theta}$.

\[ \square \]

A consequence of the Theorem 3.2 is that $\{N_1(t), t \geq 0\}$ and $\{N_2(t), t \geq 0\}$ are Bell-Touchard process. However, they are not independent process and one can check this finding the joint probability mass function of $(N_1(t), N_2(t))$. Consider

$$N(t) = N_1(t) + N_2(t).$$

And let $n, k$ be positive integers. Note that

$$\Pr[N_1(t) = k, N_2(t) = n] = \Pr[N_1(t) = k, N_2(t) = n | N(t) = n+k] \Pr[N(t) = n+k].$$

Given that $N(t) = n+k$, considering that events of type I or II occur independently of any other events, the number of events of type I follow a binomial distribution parameters $n+k$ and $p$. Thus

$$\Pr[N_1(t) = k, N_2(t) = n | N(t) = n+k] = \binom{n+k}{k} p^k (1-p)^{n+k}. $$

Then

$$\Pr[N_1(t) = k, N_2(t) = n] = \binom{n+k}{k} p^k (1-p)^{n+k}. $$
Combining these results,
\[
\Pr[N_1(t) = k; N_2(t) = n] = \binom{n+k}{k} p^k (1 - p)^n e^{-\alpha t(\theta - 1)} \frac{(\alpha t)^{n+k}}{(n+k)!} B_{n+k}(\alpha t). \tag{23}
\]

However, one can not write \(B_{n+k}(\alpha t)\) as an independent product of Bell polynomials \(B_n(\alpha t)B_k(\alpha t)\), therefore one can not have \(\Pr[N_1(t) = k, N_2(t) = n] = \Pr[N_1(t) = k]\Pr[N_2(t) = n]\), implying that \(N_1(t)\) and \(N_2(t)\) are not independent.

**Remark.** Another strategy for proving the lack of independence is using the moment generating function of \(23\),
\[
M_{N_1,N_2}(t_1, t_2) = \exp\{\alpha t[e^{\theta(p^2+q^2)} - e^\theta]\}, \quad \text{where } q = 1 - p. \tag{24}
\]

One can check that
\[
M_{N_1}(t_1) = M_{N_1,N_2}(t_1, 0) = \exp\{\alpha t[e^{\theta p + q^2} - e^\theta]\}
\]
\[
M_{N_2}(t_2) = M_{N_1,N_2}(0, t_2) = \exp\{\alpha t[e^{\theta p^2 + q} - e^\theta]\}.
\]

Now one can use the fact that \(N_1 \text{ and } N_2\) are independent if, and only if, \(M_{N_1,N_2}(t_1, t_2) = M_{N_1}(t_1)M_{N_2}(t_2)\), which is not the case. (see \(29\) chapter \(8\)).

In order to show that \(N_1(t)\) is a Bell-Touchard process we have to prove that \(\{N_1(t), t \geq 0\}\) has stationary and independent increments. Therefore, for \(s < t\) and any \(k \in \mathbb{N}\)
\[
\Pr[N_1(t) - N_1(s) = k] = \sum_{n \geq 0} \Pr[N_1(t) - N_1(s) = k, N(t) - N(s) = n + k].
\]

Conditioning in \(N(s) - N(t) = n + k\), the distribution of \(N_1(t) - N_1(s)\) is binomial with parameters \(n + k\) \(\in\) \(p\). Thus
\[
\Pr[N_1(t) - N_1(s) = k] = \sum_{n \geq 0} \binom{n+k}{k} p^k (1 - p)^n \Pr[N(t) - N(s) = n + k],
\]
but as \(N(s) - N(t) \sim BT(\alpha(t-s), \theta)\), it follows that
\[
\Pr[N_1(t) - N_1(s) = k] = \sum_{n \geq 0} \binom{n+k}{k} p^k (1 - p)^n \exp[-\alpha(t-s)(e^\theta - 1)] \frac{\theta^{n+k}}{(n+k)!} B_{n+k}(\alpha(t-s)),
\]
\[
= \exp[-\alpha(t-s)\tilde{\theta}(e^{\theta} - 1)] \frac{(p\theta)^k}{k!} B_k(\alpha(t-s)\tilde{\theta}),
\]
where the result follows from the same strategy applied in the proof of Theorem \(3.2\) setting \(\tilde{\theta} := e^{(1-p)\theta}\). This shows that the distribution of \(N_1(t) - N_1(s)\) depends only on the length of the interval \((s, t]\). We summarize this in a corollary.

**Corollary 3.2.1.** \(\{N_1(t), t \geq 0\}\) is a Bell-Touchard process with parameters \((\alpha^*, \theta^*)\). Where \(\alpha^* := \alpha e^{(1-p)\theta}\) and \(\theta^* := p\theta\), with \(p \in (0, 1)\).

The Theorem \(3.2\) can be generalized for any finite number of decompositions.
Corollary 3.2.2. Let \( \{ N_i(t), t \geq 0 \} \) be the \( i \)th decomposition of a Bell-Touchard process \( \{ N(t), t \geq 0 \} \) with parameters \( (\alpha_i, \theta_i) \), such that the proportion of events of the \( i \)th decomposition is denoted by \( p_i := \Pr[i\text{th type event}] \), where \( i \in \{1, \ldots, n\} \) and \( \sum_{i=1}^{n} p_i = 1 \). Therefore \( \{ N_i(t), t \geq 0 \} \) is a Bell-Touchard process with parameters \( \alpha_i^* := \alpha e^{(1-p_i)\theta} \) and \( \theta_i^* := p_i \theta \).

Definition 3.3. Consider two independent homogeneous Poisson process \( \{ N_1(t), t \geq 0 \} \) with parameter \( \nu > 0 \) and \( \{ N_2(t), t \geq 0 \} \) with parameter \( \omega > 0 \). The process \( \{ \hat{N}(t), t > 0 \} \) where \( \hat{N}(t) := N_1(N_2(t)) \), for \( t > 0 \) is called iterated Poisson process.

The process \( \{ \hat{N}(t), t > 0 \} \) is generated composing \( \{ N_1(t), t \geq 0 \} \) and \( \{ N_2(t), t \geq 0 \} \). Furthermore, its path takes place on the path of the inside process. One can check more about these results in [14, 30].

Theorem 3.3. The iterated Poisson process \( \{ \hat{N}(t), t > 0 \} \) is a Bell-Touchard process with parameters \( \alpha := \omega e^{-\nu} \) and \( \theta := \nu \).

Proof. Note that

\[
\Pr[\hat{N}(t) = k] = \sum_{r=0}^{\infty} \Pr[N_1(r) = k|N_2(t) = r] \Pr[N_2(t) = r],
\]

but as the process are independent

\[
\Pr[\hat{N}(t) = k] = \sum_{r=0}^{\infty} \Pr[N_1(r) = k] \Pr[N_2(t) = r],
\]

\[
= \sum_{r=0}^{\infty} \frac{e^{-\nu t} (\nu r)^k}{k!} \frac{e^{-\omega t} (\omega t)^r}{r!},
\]

\[
= \frac{e^{-\omega t} \nu^k}{k!} \sum_{r=0}^{\infty} \frac{r^k (\omega t e^{-\nu})^r}{r!},
\]

 multiplying the last expression by \( e^{-\omega t e^{-\nu}}/e^{-\omega t e^{-\nu}} \) and using (1), we have

\[
\Pr[\hat{N}(t) = k] = e^{-\omega t e^{-\nu}} \left( e^{-\nu t} - 1 \right)^k k! B_k(\omega t e^{-\nu}), \quad k \geq 0, t > 0.
\]

The last expression corresponds to the Bell-Touchard probability mass function with \( \alpha := \omega e^{-\nu} \) and \( \theta := \nu \).

\[ \square \]

3.2. Generalizations.

Definition 3.4. A counting process \( \{ N(t), t \geq 0 \} \) is a nonhomogeneous Bell-Touchard process with parameters \( (\alpha(t), \theta) \), where \( \alpha(t) : \mathbb{R} \to \mathbb{R}_+ \), if the following assumptions hold:

1. \( N(0) = 0 \);
2. \( \{ N(t), t \geq 0 \} \) has independent increments;
3. \( \Pr[N(t+s) - N(t) = k] = \alpha(t)s \theta^k / k! + o(s) \).
Note that we fix \( \theta \) and define \( \alpha(t) \) as a function of time. We also define the average jumps function as follows.

\[
m(t) := \int_0^t \alpha(w) dw.
\]

**Lemma 3.1.** Let \( \{N(t), t \geq 0\} \) be a nonhomogeneous Bell-Touchard process and \( N_t(s) = N(t + s) - N(t) \) with \( s \geq 0 \). Thus \( \{N_t(s), t \geq 0\} \) is a nonhomogeneous Bell-Touchard process as well, where \( \alpha_t(s) = \alpha(t + s) \).

The average jumps function of \( N_t(s) \) is given by

\[
m_t(s) = \int_0^s \alpha_t(w) dw
\]

\[
= \int_0^s \alpha(t + w) dw
\]

\[
= \int_t^{t+s} \alpha(u) du
\]

\[
m_t(s) = m(t + s) - m(s).
\]

Considering that, we present the next result.

**Theorem 3.4.** Let \( \{N(t), t \geq 0\} \) be a nonhomogeneous Bell-Touchard process with parameters \( (\alpha(t), \theta) \). Then \( N(t) \) has probability mass function given by

\[
\Pr[N(t) = k] = \exp\{-m(t)(e^\theta - 1)\} \frac{\theta^k}{k!} B_k(m(t)).
\]

(25)

**Proof.** Following the same fashion used in the proof of Theorem 3.1, writing

\[
g(t) = \mathbb{E}[\exp\{-uN(t)\}].
\]

We need to find and solve a differential equation for \( g(t) \).

\[
g(t + s) = \mathbb{E}[\exp\{-uN(t + s)\}]
\]

\[
= \mathbb{E}[\exp\{-u(N(t) + N(t + s) - N(t))\}]
\]

\[
= \mathbb{E}[\exp\{-uN(t)\} \exp\{-u(N(t + s) - N(t))\}]
\]

\[
= g(t) \mathbb{E}[\exp\{-uN_t(s)\}],
\]

(26)

where the last step is due to the independent increments assumption. As a consequence of assumption (3) from the Definition 3.4, we have

\[
\Pr[N_t(s) = 0] = 1 - \alpha(s + t)(e^\theta - 1) + o(s).
\]
Conditioning in $N_t(s) = k, \forall k \in \mathbb{N}_0$ and using the Lemma 3.1

$$E[\exp\{-uN_t(s)\}] = \sum_{k=0}^{\infty} e^{-uk} \Pr[N_t(s) = k]$$

$$= 1 - \alpha(t + s)e^\theta + o(s) + \sum_{k=1}^{\infty} e^{-uk}\alpha(t + s)s \frac{\theta^k}{k!}$$

$$= 1 + \alpha(t + s)s[e^{\theta e^{-u}} - e^\theta] + o(s)$$

Thus, considering (26) and (27), we have that

$$g(t + s) = g(t)(1 + \alpha(t + s)s[e^{\theta e^{-u}} - e^\theta]) + o(s),$$

hence

$$\frac{g(t + s) - g(t)}{s} = g(t)\alpha(t + s)[e^{\theta e^{-u}} - e^\theta] + \frac{o(s)}{s}$$

and taking $s \to 0$, we get

$$\frac{dg(t)}{dt} = g(t)\alpha(t)[e^{\theta e^{-u}} - e^\theta].$$

Solving the differential equation with initial condition $g(0) = 1$ we have that

$$g(t) = \exp\{m(t)e^\theta(\theta e^{-1} - 1)\}$$

which corresponds to the Laplace transform of a Bell-Touchard random variable $X \sim BT(m(t), \theta)$, where $\alpha$ is replaced by $m(t)$.

A consequence of Theorem 3.4 and Proposition 3.3 is that $\{N(t), t \geq 0\}$ is also a nonhomogeneous Poisson process. One can check this using probability generating functions.

**Theorem 3.5.** Consider the process $\{\hat{N}(t), t > 0\}$ with $\hat{N}(t) = N_1(N_2(t))$ where $\{N_1(t), t \geq 0\}$ is a Poisson process with parameter $\nu > 0$ and $\{N_2(t), t \geq 0\}$ is a nonhomogeneous Poisson process with parameter $\lambda(t), t > 0$ (both independents). Therefore, $\{\hat{N}(t), t > 0\}$ is a nonhomogeneous Bell-Touchard process with parameters $\alpha := m(t)e^{-\nu}$ and $\theta := \nu$.

**Proof.** The proof follows the same fashion we used proving Theorem 3.3. Setting the following equality

$$\Pr[\hat{N}(t) = k] = \sum_{r=0}^{\infty} \Pr[N_1(r) = k|N_2(t) = r] \Pr[N_2(t) = r],$$
and by independence of the processes
\[
\Pr[\hat{N}(t) = k] = \sum_{r=0}^{\infty} \Pr[N_1(r) = k] \Pr[N_2(t) = r],
\]
\[
= \sum_{r=0}^{\infty} \frac{e^{-\nu r}(\nu r)^k}{k!} \frac{e^{-m(t)m(t)^r}}{r!},
\]
\[
= \frac{e^{-m(t)}\nu^k}{k!} \sum_{r=0}^{\infty} \frac{e^{-\nu r}r^k}{r!} m(t)^r,
\]
multiplying the last expression by \(e^{-m(t)e^{-\nu}}/e^{-m(t)e^{-\nu}}\) and using (1), we have that
\[
\Pr[\hat{N}(t) = k] = e^{-m(t)e^{-\nu}} \left[ \frac{e^{\nu} - 1}{\nu} \right] \nu^k k!
\]
\(B_k(m(t)e^{-\nu}), \quad k \geq 0, t > 0,
\]
where \(m(t) := \int_0^t \lambda(s)ds\). Comparing the last expression with Theorem 3.4 finishes the proof.

\[\square\]

**Definition 3.5.** Let \(\{N(t), t \geq 0\}\) be a Bell-Touchard process and let \(\alpha\) be a positive random variable with density function given by \(\ell(\alpha)\). Now, conditional on \(\alpha\), the process is called a conditional or mixed Bell-Touchard process with probability function of \(N(t)\) given by:
\[
\Pr[N(t) = n] = \int_0^\infty e^{-\alpha t}\left(e^{\theta} - 1\right) \frac{\theta^n}{n!} B_n(\alpha t) \ell(\alpha) d\alpha
\]
(28)

**Proposition 3.6.** If \(\{N(t), t \geq 0\}\) is a conditional Bell-Touchard process and \(\alpha \sim \text{Exp}(\gamma)\) then
\[
\Pr[N(t) = n] = \frac{\theta^n \gamma}{n! z} \text{Li}_{-n}(\frac{t}{z}),
\]
(29)
where \(z = [te^\theta + \gamma]\) and \(\text{Li}_{-n}(t/z)\) is the polylogarithm function.

**Proof.**
\[
\Pr[N(t) = n] = \int_0^\infty e^{-\alpha t}(e^{\theta} - 1) \frac{\theta^n}{n!} B_n(\alpha t) \gamma e^{-\gamma \alpha} d\alpha
\]
\[
= \frac{\theta^n}{n! \gamma} \int_0^\infty e^{-\alpha t}(e^{\theta} - 1) \gamma B_n(\alpha t) d\alpha
\]
\[
= \frac{\theta^n}{n! \gamma} \int_0^\infty e^{-\alpha t}(e^{\theta} - 1) \gamma e^{-\alpha t} \sum_{k=0}^{\infty} \frac{k^n}{k!} (\alpha t)^k d\alpha
\]
\[
= \frac{\theta^n}{n! \gamma} \sum_{k=0}^{\infty} \frac{k^n t^k}{z^k} [te^\theta + \gamma]^{k+1}
\]
\[
= \frac{\theta^n \gamma}{n! z} \text{Li}_{-n}(\frac{t}{z}),
\]
writing \(z = [te^\theta + \gamma]\) and using \(\text{Li}_{-n}(t/z)\).
4. Numerical Results

As it is well-known, stochastic processes are useful for the modeling of different phenomena. A way to do it is, after a suitable estimation of parameters, to perform simulations of the resulting stochastic process to predict the behavior of the phenomenon of interest. In what follows, we have the algorithm for the simulation of the Bell-Touchard process, which follows from the Proposition 3.3. Consider $S_j \sim ZTP(\theta)$, $\tau_j \sim \text{Exp}(\alpha(e^\theta - 1))$ and $\delta_n := \sum_{i=0}^{n} \tau_i$, where $\tau_0 = 0$ and $j \in \{0, 1, 2, \ldots \}$.

Algorithm 1: Bell-Touchard process simulation

Data: $\alpha, \theta \geq 0$

Result: The random vectors $T$ and $P$

1. $\tau_0, \delta_0, S_0, i \leftarrow 0, 0, 0, 0$;
2. Declare Arrays $T[0] \leftarrow 0$ and $P[0] \leftarrow 0$;
3. $\delta \leftarrow$ time length;
4. do
5. $i \leftarrow i + 1$;
6. Generate $\tau_i$;
7. $\delta_i \leftarrow \delta_{i-1} + \tau_i$;
8. if $\delta_i > \delta$ then
9.  Stop;
10. else
11.  $T[i] \leftarrow \delta_i$;
12.  Generate $S_i$;
13.  $P[i] \leftarrow S_i$;
14. end
15. while $\delta_i \leq \delta$;

In order to illustrate the applicability of the Bell-Touchard process we consider the three data sets explored in [19, Sections 4-5]. These data sets correspond, respectively, to: (1) the number of automobile insurance claims per policy over a fixed period; (2) the number of accidents of workers in a particular division of a large steel corporation within six months; and (3) the number of chromatid aberrations in 24 hours (see [19] and the references therein). It is not difficult to see that these three phenomena can be represented by counting processes. Moreover, since the Bell-Touchard distribution was fitted to these data, with the parameter estimates presented in [19, Table 4], we can use the Bell-Touchard process to simulate them. Thus, we shall take the parameter estimates and we run the respective path simulations of the Bell-Touchard process for each data set. Let $\hat{\alpha} = (0.1760, 0.2993, 0.4450)$ and $\hat{\theta} = (0.3472, 1.2667, 0.6453)$, where $(\hat{\alpha}_i, \hat{\theta}_i)$ corresponds to the parameters estimates obtained by [19] of the $i^{th}$ data set, for $i \in \{1, 2, 3\}$. Before presenting the results we consider some additional definitions.
Definition 4.1. Let \( \{Y_i\}_{i=1}^{\infty} \) be a sequence of i.i.d. random variables where \( Y_\ell \sim \Gamma(\eta, \beta) \) for all \( \ell \in \mathbb{N} \) and \( \{N(t), t \geq 0\} \) a Bell-Touchard process with parameters \( (\alpha, \theta) \). Then

\[
L(t) = \sum_{\ell=1}^{N(t)} Y_\ell, \quad t \geq 0
\]

is a compound Bell-Touchard process with \( \mathbb{E}[L(t)] = \alpha t e^{\theta \eta / \beta} \).

Now, consider the modification of the classic surplus process\[^5\]:

\[
R_t = u + \rho t - L(t),
\]

and define

\[
\rho_\varepsilon := (1 + \varepsilon)\alpha \theta e^{\theta \eta / \beta}
\]

where \( \varepsilon \geq 0 \) is the safety loading. As a result, one has

\[
\mathbb{E}[R_t] = u + \varepsilon \alpha \theta e^{\theta \eta / \beta}.
\]

Therefore, we have the following process

\[
R_t = u + \rho_\varepsilon t - L(t),
\]

whose the number of claims follows the Bell-Touchard process.

By using the Algorithm \[^1\] one can simulate the paths of the Bell-Touchard process for each of the data sets mentioned before. Furthermore, we generate the simulation for the process \((32)\) using the parameter estimates of the first data set mentioned (see Figure 1b). Looking at Figure 1a, one can see the path of the Bell-Touchard process corresponding to the automobile claims data set (1).

The path in the Figure 1b depends on the path of Figure 1a and the intensity of the claims amount pictured in Figure 2a. Inside the Figure 3 one can see two-path simulations for both data sets 1 and 2.
Figure 2. The claim amount per occurrence throughout the modified process in Figure 1b.

Figure 3. The Bell-Touchard process path simulation for data sets (2) and (3).
5. Concluding Remarks

We have proposed a counting process based on the Bell-Touchard distribution, called the Bell-Touchard process. To reach that, we have explored some relevant properties of the Bell polynomials and the Bell-Touchard probability distribution. Moreover, we have shown this new process is a member of the multiple Poisson process family and a compound Poisson process. In addition, we have found that the Bell-Touchard process is closed for superposition and decomposition operations. However, despite the Bell-Touchard process being closed for decomposition procedures, the resulting processes are non-independent Bell-Touchard processes. Furthermore, we have found that the iterated Poisson process is a Bell-Touchard process. In addition, we have proposed a generalization of the process, naming it the nonhomogeneous Bell-Touchard process. We had shown that a nonhomogeneous Bell-Touchard process results from the composition of Poisson processes. In this case, however, the inside process is a nonhomogeneous Poisson process.

One can apply the Bell-Touchard process in many situations, such as risk modelling of catastrophic events, queue theory and ruin theory. In principle, any circumstance demanding the generalization of the Poisson process to provide any size jumps with a mathematically tractable underlying probability distribution could be a suitable application. An application in ruin theory could be generalizing the classic risk process, changing the compound Poisson process by a sum of positive random variables with the number of variables summed up following a Bell-Touchard process. In our work we appeal to three data sets from literature to illustrate the applicability of our process.

In the nonhomogeneous Bell-Touchard process, we set the parameter $\alpha(t)$ for $t \geq 0$ as a function depending on time. Considering that, as future research, we suggest setting as parameter the function $\theta(t)$, for $t \geq 0$. In this case, the resulting process would have jumps intensity driven by a function $\theta : t \to [0, \infty)$. An advantage of this approach would be finding a process whose jumps size was not stationary. In addition, considering the modified risk process previous mentioned, finding an upper bound for the ruin probability concerning it, maybe through a modification of the Lundberg bound, would be an interesting research problem.
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