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Abstract—In this paper, we employ a user-centric (UC) cell-free massive MIMO (CFmMIMO) network for providing ultra reliable low latency communication (URLLC) when traditional ground users (GUs) coexist with unmanned aerial vehicles (UAVs). We study power control in both the downlink and the uplink when partial zero-forcing (PZF) transmit/receive beamforming from the single antenna base station (BS) is transmitting URLLC packets to multiple users. The finite blocklength communication (FBLC) regime attracts the attention of the wireless communications research community to fulfill the requirements of URLLC applications. Specifically, in the era of the internet of things (IoT), the number of connected devices is increasing and new services are evolving. IoT has applications in many fields such as health care, manufacturing, transportation, entertainment, etc [1]. Wireless communication is one of the main enablers for a successful IoT system [2]. Thus, the forthcoming wireless networks will not only increase the data rates for mobile broadband (MBB) applications, but also, satisfy the requirements of the emerging IoT applications [3], [4].

Consequently, 5G and beyond-5G networks will have to deal with a very wide range of requirements which include massive connectivity, huge data rate, ultra high reliability, and very small round trip latency (in the range of 1ms) [5]. Particularly, ultra reliable low latency communication (URLLC) will be crucial for various mission-critical applications such as autonomous driving, remote surgery, tactile internet, catastrophe rescue, haptic feedback, augmented/virtual reality, and unmanned aerial vehicle (UAV) communications [6]. UAVs were originally utilized for military applications. Recently, they have been used for civil applications. It has been proposed to utilize the UAVs in wireless communications [7]. Utilizing UAVs along with colocated massive MIMO (CoMIMO) has been studied in the literature. For example, CoMIMO is used as an infrastructure to provide connectivity for UAVs and traditional ground users (GUs) [8], [9].

The finite blocklength communication (FBLC) regime attracts the attention of the wireless communications research community to fulfill the requirements of URLLC applications [10], [11], [12]. Most of the works in the literature consider cellular networks when studying URLLC. For instance, the work in [13] has investigated the resource allocation problem in the FBLC regime for cellular networks considering both single antenna base station (BS), and multiple antennas BS. However, the authors in [13] studied only the case of single cell. The authors in [14] and [15] have considered the power allocation for a downlink broadcasting scenario where the FBLC regime is employed in a time division multiple access (TDMA) system. However, the works in both [14] and [15] concentrated on the single cell scenario where a single BS is transmitting URLLC packets to multiple users.
The work in [16] studied joint pilot and payload uplink power allocation problem for URLLC in an industrial IoT network supported by ComMIMO. However, the authors of [16] considered only a single cell ComMIMO system where multiple users are transmitting their URLLC packets to a single ComMIMO BS. The optimization of URLLC transmission by minimizing the latency, while satisfying reliability constraints and power limits, in an autonomous driving scenario where a sensor node monitoring the traffic so as to warn the neighboring vehicles through the road side units about any emergency is considered in [17]. The authors in [18] considered URC for a scenario where UAVs are controlled by a ground station that is supported by a number of APs. Specifically, they optimized the altitude of the UAVs, the uplink transmission duration, the downlink transmission duration, the number of APs, and the number of antennas in each AP so as to maximize the converge range of the ground station. However, the authors in [18] assumed that orthogonal resources are allocated to different UAVs and thus they did not consider the impact of interference. Besides, they did not consider the power allocation problem for the UAVs; instead, they assumed uniform power allocation. Also, they employed the APs only to serve the UAVs and thus did not consider the existence of any GUs. The employment of an UAV as a relay to enable URLLC in an industrial automation scenario has been studied in [19], where the location of the UAV-relay and transmission power have been optimized to maximize the signal to noise ratio at the receiver side.

Cell-free massive MIMO (CFmMIMO) is a promising technology that provides sufficiently good service to almost every user in the network [20]. The basic idea of CFmMIMO is to distribute the antennas in the service area by deploying many small access points (APs), instead of collecting the antennas at a BS in ComMIMO. The authors of [21] compared CFmMIMO and small cells, and showed that CFmMIMO provides better throughput performance. In [22], a user-centric (UC) approach for CFmMIMO was presented where the user should be served by only a subset of the APs based on APs’ distances to the user. The channel hardening of CFmMIMO system has been investigated in [23] and [24]. More details about the analysis and design of CFmMIMO can be found in [25]. The work in [26] studied the coexistence of device-to-device (D2D) communication and CFmMIMO in the uplink. The authors of [27] considered the energy efficiency of CFmMIMO, where they presented user-AP association and power control algorithms so as to enhance the energy efficiency of the CFmMIMO network. The authors in [28] and [29] investigated the employment of CFmMIMO for supporting UAV communications. The obtained results in [28] and [29] declared that CFmMIMO can provide better performance than ComMIMO. However, the authors in [28] and [29] did not consider the FBLC regime. In [30], a joint beamforming and power control scheme in the downlink of CFmMIMO is proposed. Most of the works on CFmMIMO assume broadband applications where reliability and low latency are not the targets; thus they did not consider the FBLC regime (e.g., [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30]).

FBLC regime in CFmMIMO is rarely studied in the literature. For example, [31] presented power control scheme for the CFmMIMO system that employs FBLC for providing URLLC. The authors in [31] adopted a special class of the conjugate beamforming (CB) and found the power control coefficients in a CFmMIMO system. However, the authors employed a single antenna at every AP in the CFmMIMO system and considered the power control for the downlink only. Furthermore, they did not consider the existence of the UAVs. Moreover, they assumed perfect channel knowledge which is not practical in real communication systems. In their evaluations, they only considered the CFmMIMO and did not benchmark it with ComMIMO. The performance of CFmMIMO for providing URLLC services is investigated in [32], where the authors studied the impact of the number of antennas employed by the system on the network availability. However, they did not provide any power allocation schemes. In [33], the authors presented a power control scheme for only the downlink of CFmMIMO system. However, the authors of [33] considered a simple system that has few users (5 - 15 users) and few APs (1, 4, or 9 APs). We thereby emphasize that the research in the topic of FBLC regime for URLLC over CFmMIMO is still in its infancy and has not reached the maturity stage; thus, more investigations in this topic are needed.

In this work, we deal with the power control in both the uplink and the downlink of a UC CFmMIMO network that provides URLLC for both traditional GUs and UAVs by employing the FBLC regime. For the sake of brevity we refer to the UC CFmMIMO by only CFmMIMO in the rest of the paper. We formulate optimization problems in order to either maximize the users’ sum URLLC rate or maximize the minimum user’s URLLC rate. The resulting optimization problems are nonconvex [34]. Thus, we present two schemes to approximate the user’s URLLC rate function and employ an iterative method to tackle the considered optimization problems. We study a special class of zero-forcing (ZF) transmission/reception at the APs, namely, the partial zero-forcing (PZF) [35]. Specifically, the existence of multiple antennas at each receiving/transmitting AP will be employed to remove only the set of the strongest interference components. Besides, we consider the maximum ratio transmission (MRT) and maximum ratio combining (MRC) at APs, which are commonly employed in the literature for both downlink and uplink, respectively. We use the proposed schemes to approximate the sophisticated FBLC rate expression into two distinct concave forms; thus, the considered optimization problems can be approximated to convex forms where we employ successive convex optimization (SCO) [36], [37] to find a local solution for the uplink/downlink power control coefficients. To the best of our knowledge, this is the first work to employ CFmMIMO network to support the coexistence of UAVs and traditional GUs under the FBLC regime for URLLC.

The contributions of this work are summarized as follows:

- The paper proposes two approximations to tackle the power control problem in CFmMIMO networks presenting URLLC services for both UAVs and traditional GUs. The proposed approximations are not restricted to the CFmMIMO as it can be employed for different network
The considered system model.

II. SYSTEM MODEL

A. Cell-Free Massive MIMO Network

The CFmMIMO system model is shown in Fig. 1. Specifically, we assume that the FBLC regime is employed for providing URLLC in a CFmMIMO network that concurrently serves both UAVs hovering on the horizon for a specific mission and traditional GUs. We treat the UAVs as flying clients where we have no control on their locations that have been optimized beforehand for a certain mission, rather we concentrate on employing the CFmMIMO to serve these UAVs along with the traditional GUs. Assume that the CFmMIMO network incorporate a set of access points $A = \{A_P1, A_P2, \ldots, A_Pn, \ldots, A_PNa\}$, where $N_A = \#\{A\}$ represents the cardinality of the set $A$, i.e., the number of APs in the CFmMIMO network. Here, $a$ is the index of the $a^{th}$ AP. We consider that all APs are connected to a central processing unit (CPU) through ideal fronthaul connections.

Let $V = \{ UAV_1, UAV_2, \ldots, UAV_v, \ldots, UAV_{ NV}\}$ denotes the set of the UAVs served by the CFmMIMO network, where $NV = \#\{V\}$ is the cardinality of the set $V$, which is the number of the served UAVs, and $v$ is the index of the $v^{th}$ UAV. Besides, let $G = \{GU_1, GU_2, \ldots, GU_g, \ldots, GU_{NG}\}$ stands for the set of the ground users served by the CFmMIMO, where $NG = \#\{G\}$ is the cardinality of the set $G$, i.e., the number of the served ground users, and $g$ is the index of the $g^{th}$ ground user. We hereby represent by $U$ the set of all users, including both UAVs and GUs, that are served by the CFmMIMO network, i.e., $U = U \cup V = \{U_1, U_2, \ldots, U_u, \ldots, U_{NV}\}$, where $u$ is the index of the $u^{th}$ user. Here, the total number of all served users in the network is $Nu = \#\{U\} = \#\{G\} + \#\{V\} = NG + NV$.

Every AP in the CFmMIMO network is equipped with $M_{AP}$ antennas, while every served user, either an UAV or a GU, employs a single antenna. In this work, we follow the user-AP association scheme frequently adopted in the literature (e.g., [27], [29]). Particularly, every user $u$ is served by a subset of the whole available APs according to the large scale fading coefficients. The service is provided to a certain user $u$ by a subset of the existing APs, $A_u = \{AP1, AP2, \ldots, AP_{NAu}\}$, where $NA_u$ represents the number of APs that provide the service to the user $u$, and the set $A_u$ contains the $NA_u$ APs that have the highest large scale fading coefficients to this user. Consequently, we use $Ua = \{U1, U2, \ldots, U_{NUa}\}$ to represent the set of users served by AP $a$.

B. TDD Transmission

In alignment with the convention employed in the CFmMIMO literature (e.g., [20], [21], [22], [27], [28], [29]), we adopt the time division duplex (TDD) transmission framework, where the whole communication process occurs on the same frequency band. Assume that the length of the coherence interval is $\tau_c$ time-frequency samples. This coherence interval will be divided into three sub-intervals. The first sub-interval of length $\tau_p < \tau_c$ is employed for uplink channel estimation, where every user $u \in U$ transmits a pilot sequence so that every AP in the network can perform channel estimation. The second sub-interval of length $\tau_d < \tau_c$ is used for the downlink data transmission, where every AP $a$ transmits the downlink data to the users it serves, i.e., $u \in Ua$. Finally, the third sub-interval of length $\tau_u < \tau_c$ is utilized for the uplink data transmission, where every user transmits its uplink data. The lengths of the aforementioned sub-intervals should be selected such that $\tau_p + \tau_d + \tau_u \leq \tau_c$. In this paper, we assume that equal length sub-intervals are employed for uplink data transmission and downlink data transmission, i.e., $\tau_d = \tau_u = (\tau_c - \tau_p) \times \frac{2}{3}$. During the channel estimation phase, we employ long pilot sequences to mitigate the impact of pilot contamination. Thus, we can reliably estimate the channel during the coherence interval of interest. Note that the coherence interval $\tau_c$ and consequently the sub-intervals $\tau_u$ and $\tau_d$ are quite longer than the duration of each corresponding URLLC transmission. Thus, multiple uplink and downlink URLLC transmissions are executed during the intervals $\tau_u$ and $\tau_d$, respectively.
C. Channel Model

The channel vector from the $u^{th}$ user to the $a^{th}$ AP in the coherence interval of interest is denoted by $h_{u,a} \in \mathbb{C}^{M_{AP} \times 1}$. For the UAVs, we consider that the small scale fading is Rician distributed, where the channel is composed of multiple paths with only one line of sight (LOS) path. On the other hand, for the GUs, we consider that the small scale fading is Rayleigh distributed, which can be considered as a special case of the Rician fading with Rician K-factor that equals zero. Thus, $h_{u,a}$ can be expressed as [29]

$$h_{u,a} = \sqrt{\beta_{u,a}} \left( \sqrt{\kappa_{u,a}} e^{j\mu_{u,a}} a(\theta_{u,a}) + g_{u,a} \right),$$

where $\beta_{u,a} \in \mathbb{R}$ is the large scale fading coefficient, which includes the impacts of the path loss and the shadowing, between user $u$ and AP $a$. Besides, $K_{u,a}$ is the Rician K-factor between user $u$ and AP $a$, $\mu_{u,a}$ is the phase offset of the direct path between user $u$ and AP $a$, and $g_{u,a}$ is the reference angle of the direct path from user $u$ to AP $a$, and $a(\theta_{u,a}) \in \mathbb{C}^{M_{AP} \times 1}$ is the steering vector at angle $\theta_{u,a}$ [29].

In addition, $g_{u,a} \in \mathbb{C}^{M_{AP} \times 1}$ is the vector of independent and identically distributed (i.i.d.) small scale fading coefficients between user $u$ and AP $a$; i.e., $g_{u,a} \sim \mathcal{C}\mathcal{N}(0, I_{M_{AP}})$, where $I_{M_{AP}}$ is the $M_{AP} \times M_{AP}$ identity matrix.

D. Channel Estimation

We assume that the linear minimum mean square error (LMMSE) channel estimation is employed at each AP similar to [21], [29]. Assume that $\psi_{u} \in \mathbb{C}^{T_{r} \times 1}$ is the pilot sequence transmitted by user $u$, where $\|\psi_{u}\|^2 = 1$. Let $\alpha_{p,u}$ denotes the uplink pilot transmit power sent by user $u$ in the training phase, then the transmitted signal from user $u$ during the training phase can be represented by $\sqrt{\alpha_{p,u}} \psi_{u}^{\ast}$. Thus, the corresponding component arriving at the AP $a$ is $\sqrt{\alpha_{p,u}} h_{u,a} \psi_{u}^{\ast}$. $\Phi_{a} \in \mathbb{C}^{M_{AP} \times T_{r}}$ denotes the cumulative received pilot signal at AP $a$ during the uplink training phase, which is given by

$$\Phi_{a} = \sum_{u \in \mathcal{U}} \sqrt{\alpha_{p,u}} h_{u,a} \psi_{u}^{\ast} + W_{a,p},$$

where $W_{a,p} \in \mathbb{C}^{M_{AP} \times T_{r}}$ accounts for both the AWGN and external interference at AP $a$ during the training phase. The components of $W_{a,p}$ are i.i.d. complex Gaussian random variables, i.e., each component follows $\mathcal{C}\mathcal{N}(0, \sigma_{w}^2)$. Here, the operator $\left(\right)^{\ast}$ represents the conjugate transpose operation.

Then, the AP $a$ can multiply $\Phi_{a}$ by the pilot sequence utilized by the user $u$ to calculate the following statistics [29]

$$\hat{\phi}_{u,a} = \Phi_{a} \psi_{u}^{\ast} + W_{a,p} \psi_{u}^{\ast} + \sum_{i \in \mathcal{U} \backslash \{u\}} \sqrt{\alpha_{p,i}} h_{i,a} \psi_{i}^{\ast} \psi_{u}.$$ \hfill (3)

The LMMSE channel estimation for the channel from user $u$ to the AP $a$ in the coherence interval of interest, $\hat{h}_{u,a}$, can be calculated accordingly from the statistics $\hat{\phi}_{u,a}$ as follows [29]

$$\hat{h}_{u,a} = D_{u,a} \hat{\phi}_{u,a},$$ \hfill (4)

where $D_{u,a} \in \mathbb{C}^{M_{AP} \times M_{AP}}$ is given by

$$D_{u,a} = \sqrt{\alpha_{p,u}} C_{u,a} B_{u,a}^{-1},$$ \hfill (5)

with $C_{u,a}$ given by

$$C_{u,a} = \frac{\beta_{u,a}}{K_{u,a} + 1} [K_{u,a} a(\theta_{u,a}) a^{\ast}(\theta_{u,a}) + I_{M_{AP}}]$$ \hfill (6)

and $B_{u,a}$ is given by

$$B_{u,a} = \sum_{i \in \mathcal{U}} \alpha_{p,u} C_{i,a} |\psi_{i}^{\ast} \psi_{u}|^2 + \sigma_{w}^2 I_{M_{AP}}.$$ \hfill (7)

It should be noted that the utilized channel estimation is dependent on $\hat{\phi}_{u,a}$, which can differ slightly in every coherence interval. In addition, it is dependent on $D_{u,a}$ which relies on the large scale fading parameters $\beta_{u,a}$ and $K_{u,a}$, along with $a(\theta_{u,a})$ that change together on a relatively long time scale. The data detection process, which is not the main focus of this paper, is very sensitive to instantaneous channel state information (CSI) that is synchronized with $\hat{\phi}_{u,a}$. However, the proposed power control scheme does not require the instantaneous CSI, where the power control can be only updated on the same time scale at which the large scale fading changes, which can include multiple coherence intervals. Let’s assume that the large scale fading parameters changes every $L$ coherence intervals, and the channel estimation in the first coherence interval is denoted by $\hat{h}_{L,S;u,a} = D_{u,a} \hat{\phi}_{L,S;u,a}$. Therefore, we can utilize this $\hat{h}_{L,S;u,a}$ for the power control of all URLLC transmissions in both the uplink and downlink of the successive $L$ coherence intervals that have the same $D_{u,a}$, i.e., large scale fading parameters. In other words, the proposed power control schemes do not need exchanging the estimated channels every coherence interval.

E. Downlink Data Transmission

In this part, we concentrate on the downlink where the APs in the CFmMIMO system are transmitting to multiple users including UAVs and traditional GUs. The $n^{th}$ signal transmitted from a certain AP $a$, $x_{a}$, is given by

$$x_{a} = \sum_{u \in \mathcal{U}_{u}} \sqrt{\alpha_{a,u}} f_{a,u} s_{u}^{dl},$$ \hfill (8)

where $f_{a,u} \in \mathbb{C}^{M_{AP} \times 1}$ is the corresponding downlink beamforming vector, and $s_{u}^{dl}$ is the $n^{th}$ downlink data symbol for user $u$. Note that, we employ the normalized beamforming scheme, i.e., $\|f_{a,u}\|^2 = 1$, where $f_{a,u}$ determines only the spatial direction and $\alpha_{a,u}$ is the corresponding downlink power control coefficient from AP $a$ to user $u$.

The received signal at user $u$ is denoted by $y_{u}$, which is expressed as

$$y_{u} = \sum_{a \in \mathcal{A}} h_{a,u} x_{a} + w_{u}$$

$$= \sum_{a \in \mathcal{A}} \sum_{i \in \mathcal{U}} \sqrt{\alpha_{a,i}} h_{a,u} \psi_{i}^{\ast} f_{a,i} s_{i}^{dl} + w_{u},$$ \hfill (9)

where $w_{u} \sim \mathcal{C}\mathcal{N}(0, \sigma_{w}^2)$ corresponds to the AWGN at user $u$, and $\sigma_{w}^2$ represents the noise variance. We hereby reformulate equation (9) by switching the summations as in equation (10) where the desired signal term can be separated from the
interference terms at user \( u \),

\[
y_u = \sum_{a \in \mathcal{A}_u} \sqrt{\alpha_u^{dl} h_u^{su} f_{a,u} s_u^{ul}} + \sum_{i \in \mathcal{U} \setminus u \in \mathcal{A}_i} \sqrt{\alpha_{i}^{ul} h_{i,a}^{ul} f_{a,i} s_i^{ul}} + w_u, \tag{10}
\]

where the desired signal at user \( u \) is expressed by the first term, the interference components are represented by the second term, and the AWGN is described by the third term.

\section*{F. Uplink Data Transmission}

In the uplink of the considered scenario, the users, both GUs and UAVs, are transmitting to the APs in the network. The received signal at the \( a^{th} \) AP, \( y_a \in \mathbb{C}^{M_{AP} \times 1} \), is given by

\[
y_a = \sum_{i \in \mathcal{U}} \sqrt{\alpha_i^{ul} h_{i,a}^{ul} s_i^{ul}} + w_a, \tag{11}
\]

where \( \alpha_i^{ul} \) is the uplink power control coefficient of user \( i \), \( s_i^{ul} \) is the uplink data symbol to be transmitted by user \( i \), and \( w_a \in \mathbb{C}^{M_{AP} \times 1} \) is the vector of the i.i.d. additive white Gaussian noise (AWGN) components at the \( a^{th} \) AP. Thus, \( w_a \sim \mathcal{CN}(0, \sigma_w^2 I_{M_{AP}}) \) with \( \sigma_w^2 \) is the corresponding noise variance. Equation (11) can be rewritten as follows

\[
y_a = \sqrt{\alpha_u^{ul} h_u^{su} s_u^{ul}} + \sum_{i \in \mathcal{U} \setminus u} \sqrt{\alpha_i^{ul} h_{i,a}^{ul} s_i^{ul}} + w_a, \tag{12}
\]

where the first term is the desired signal of user \( u \) at AP \( a \), the second term is the corresponding interference term on the signal of user \( u \), and the third term accounts for the AWGN. Every AP \( a \) decodes the received vector for only the set of its served users, i.e., \( \forall u \in \mathcal{U}_a \), by multiplying the received signal in (12) by the uplink receive combining vector, \( f_{u,a} \), to obtain an estimate of the corresponding uplink data symbol, \( s_u^{\hat{a}} \), based on the local knowledge of AP \( a \) as follows

\[
s_u^{\hat{a}} = f_{u,a}^* y_a, \forall u \in \mathcal{U}_a
\]

\[
= \sqrt{\alpha_u^{ul} f_{u,a}^* h_u^{su} s_u^{ul}} + \sum_{i \in \mathcal{U} \setminus u} \sqrt{\alpha_i^{ul} f_{u,a}^* h_{i,a}^{ul} s_i^{ul}} + f_{u,a}^* w_a, \forall u \in \mathcal{U}_a \tag{13}
\]

Then, every AP \( a \) sends the estimated \( \hat{s}_u^{a} \) to the CPU which can calculate the final estimate of the uplink symbol \( \hat{s}_u \) for every user \( u \in \mathcal{U} \) as follows

\[
\hat{s}_u = \sum_{a \in \mathcal{A}_u} \hat{s}_u^{a}, \forall u \in \mathcal{U}
\]

\[
= \sqrt{\alpha_u^{ul} f_{u,a}^* h_u^{su} s_u^{ul}} + \sum_{a \in \mathcal{A}_u} f_{u,a}^* w_a + \sum_{i \in \mathcal{U} \setminus u} \sqrt{\alpha_i^{ul} f_{u,a}^* h_{i,a}^{ul} s_i^{ul}}, \forall u \in \mathcal{U}, \tag{14}
\]

where the cumulative desired signal at the CPU is represented by the first term, the cumulative interference at the CPU is represented by the third term, and the total AWGN at the CPU is represented by the second term in (14).

\section*{III. Problem Formulation}

In this section, we discuss the formulations of the two considered optimization problems, namely, the sum rate maximization and the minimum rate maximization for both the downlink and uplink of CRfMIMO network. From equation (10), we can conclude that the desired signal power at user \( u \) is

\[
\gamma_{ul}^{dl} = \frac{\sum_{a \in \mathcal{A}_u} \sqrt{\alpha_d^{dl} h_{u,a}^{du} f_{a,u}^*}^2}{\sum_{i \in \mathcal{U} \setminus u \in \mathcal{A}_i} \sum_{a \in \mathcal{A}_i} \sqrt{\alpha_i^{ul} h_{i,a}^{ul} f_{a,i}^*}^2 + \sigma_u^2}.
\tag{15}
\]

Practically, due to the unavailability of the actual channel vectors \( h_{u,a} \) and to alleviate the CSI exchanging for the power control optimization, we define the practically obtainable SINR, \( \gamma_{ul}^{dl} \), which can be calculated based on \( \hat{h}_{LS,u,a} \) as follows

\[
\gamma_{ul}^{dl} = \frac{\sum_{a \in \mathcal{A}_u} \sqrt{\alpha_d^{dl} h_{LS,u,a}^* f_{a,u}^*}^2}{\sum_{i \in \mathcal{U} \setminus u \in \mathcal{A}_i} \sum_{a \in \mathcal{A}_i} \sqrt{\alpha_i^{ul} h_{LS,u,a}^* f_{a,i}^*}^2 + \sigma_u^2}.
\tag{16}
\]

For the sake of simplifying the downlink SINR expression while not ignoring that fact that the distance from a certain user to different APs can differ, we assume that \( \alpha_d^{ul} = b_{u,a} \alpha_u^{ul} \forall a \in \mathcal{A}_u \). Here, \( \alpha_u^{ul} \) denotes the total downlink power allocated in the downlink from the set of APs \( \mathcal{A}_u \) serving user \( u \) for certain user, and \( b_{u,a} \) determines the fraction of the total power \( \alpha_u^{dl} \) to be transmitted by AP \( a \in \mathcal{A}_u \), that is given by

\[
b_{u,a} = \frac{1}{\sum_{a \in \mathcal{A}_u} \beta_{u,a}}, \forall a \in \mathcal{A}_u. \tag{17}
\]

Thus equation (16) can be rewritten as

\[
\gamma_{ul}^{dl} = \frac{\sum_{a \in \mathcal{A}_u} \sqrt{\alpha_u^{dl} \hat{h}_{LS,u,a}^* f_{a,u}^*}^2}{\sum_{i \in \mathcal{U} \setminus u \in \mathcal{A}_i} \sum_{a \in \mathcal{A}_i} \sqrt{\alpha_i^{ul} \hat{h}_{LS,u,a}^* f_{a,i}^*}^2 + \sigma_u^2}.
\tag{18}
\]

On the other hand, from equation (14), it is clear that the practically obtainable uplink SINR at the CPU level for the
The $u^{th}$ user, $\gamma_u$, is given by equation (19).

$$\gamma_u = \frac{\alpha_u q_u}{\sum_{i \in U \setminus u} \alpha_i e_{u,i}}$$

where $\alpha_u$ is expressed as

$$\alpha_u = \begin{cases} \alpha_{ul}^d, & \text{for downlink,} \\ \alpha_{ul}^u, & \text{for uplink,} \end{cases}$$

$q_u$ is given by

$$q_u = \begin{cases} \sqrt{b_{u,a} h_{L,S,u,a}^* f_{u,a}}, & \text{for downlink,} \\ \sum_{a \in A_u} f_{u,a}^* h_{L,S,u,a}^2, & \text{for uplink,} \end{cases}$$

$e_{u,i}$ is represented by

$$e_{u,i} = \begin{cases} \sqrt{b_{i,a} h_{L,S,u,a}^* f_{u,i}}, & \text{for downlink,} \\ \sum_{a \in A_u} f_{u,a}^* h_{L,S,i,a}^2, & \text{for uplink,} \end{cases}$$

and $t_u$ is expressed by

$$t_u = \begin{cases} \sigma_u^2, & \text{for downlink,} \\ \sigma_u^2 \sum_{a \in A_u} \|f_{u,a}^*\|^2, & \text{for uplink.} \end{cases}$$

In the sequel of the problem formulation and the explanation of the proposed schemes, we will use the general form of the SINR presented in equation (20) where the discussions apply for both the uplink and the downlink. Thus, in the FBLC regime, the corresponding achievable data rate of the user $u$ can be expressed as in [10], [12], and [13], wherein the interference can be treated as Gaussian noise [38], [39].

$$R_u = \frac{\tau_c - \tau_p}{2} B \left( \frac{Q^{-1}(\epsilon) \log_2(1 + \gamma_u) - \left(1 - \frac{1}{(1 + \gamma_u)^2}\right)^{1/2}}{\sqrt{TB}} \log_2 \left( \frac{Q^{-1}(\epsilon) \log_2(1 + \gamma_u)}{\sqrt{TB}} \right) \right)$$

where $B$ is the employed bandwidth, $\epsilon$ is the block error probability, $\epsilon$ is the natural exponent, $T$ is the transmission duration, and $Q^{-1}(.)$ is the inverse of the Q-function, which is the complementary cumulative distribution function of the standard Gaussian random variable.

The first term in equation (25) is the traditional Shannon’s data rate, $R_u$, which is expressed as

$$R_u = \frac{\tau_c - \tau_p}{2} B \log_2(1 + \gamma_u) = c_1 \log_2(1 + \gamma_u),$$

where $c_1$ is a constant that replaces $\frac{\tau_c - \tau_p}{2} B$. On the other hand, the second term in (25) corresponds to the channel dispersion which can be regarded as a correction factor due to the FBLC regime, where the transmission duration of every individual transmitted packet is assumed to be much less than the coherence time of the communication channel. This correction term is denoted by $\Delta_u$ and is given by

$$\Delta_u = c_2 \left(1 - \frac{1}{(1 + \gamma_u)^2}\right)^{1/2}$$

where the constant $c_2$ equals $c_1 \frac{Q^{-1}(\epsilon)}{\sqrt{TB}} \log_2(\epsilon)$. Thus, the FBLC data rate expression in (25) can be rewritten as

$$R_u = R_u^h - \Delta_u = c_1 \log_2(1 + \gamma_u) - c_2 \left(1 - \frac{1}{(1 + \gamma_u)^2}\right)^{1/2}.$$

In this work, we consider two distinct optimization problems. The objective of the first one is to find the set of the power control coefficients $\alpha_u, \forall u$ such that the total sum rate of all served users is maximized as presented in (29)

$$\max_{\alpha_u, \forall u} \sum_{u \in U} R_u.$$  

The second optimization problem’s objective is to find the set of the power control coefficients $\alpha_u, \forall u$ so as to maximize the minimum user’s rate as in (30)

$$\max \min_{\alpha_u, \forall u \in U} R_u.$$  

The objectives (29) and (30) will be separately optimized for both the uplink and the downlink. In the case of the uplink, a constraint on the transmit power of every end user’s device either a GU or an UAV will be imposed as follows

$$0 \leq \alpha_u \leq \eta_u, \forall u \in U,$$

where $\eta_u$ is the maximum allowable power that can be transmitted by user $u$ in the uplink. For the downlink, and taking into account that the transmit power of AP $a$ to user $u$ is $\alpha_{d,a} u = b_{u,a} \alpha_u = b_{u,a} \alpha_{d,a}$, a constraint on the power budget of every AP in the network should be fulfilled

$$0 \leq \sum_{u \in U} b_{u,a} \alpha_u \leq \eta_a, \forall a \in A,$$

where $\eta_a$ is the maximum allowable power budget for AP $a$. Thus, the sum rate maximization problem for the downlink is formulated as follows

$$(29) \text{ s.t. } (32),$$

and the minimum rate maximization problem for the downlink is presented as follows

$$(30) \text{ s.t. } (32).$$
On the other hand, the sum rate maximization problem for the uplink is given by
\[ (29) \text{s.t. (31)}, \]  
and the minimum rate maximization problem for the downlink is presented as follows
\[ (30) \text{s.t. (31)}. \]  

**IV. PROPOSED URLLC RATE APPROXIMATION SCHEMES FOR SUCCESSIVE CONVEX OPTIMIZATION**

The four considered optimization problems (33), (34), (35), and (36) are all neither convex nor concave. The constraints in all of these four problems are linear inequalities; however, the issue is with the individual users’ URLLC rate expression (28) which consists of two terms that are nonconvex and nonconcave. Thus, we present two schemes for approximating this URLLC rate expression. The two schemes are applicable when optimizing both the total sum rate and the minimum user’s rate in both the uplink and the downlink. Specifically, we present two concave approximations for the data rate expression (28) to circumvent the approximation for this URLLC rate expression. The two schemes are applicable when optimizing both the total rate expression (28) which consists of two terms that are nonconvex and nonconcave. Thus, we present two concave approximations for the URLLC expression (28) by applying any of the two proposed schemes.

**A. First Scheme: Successive Convex Optimization With Iterative Concave Lower Bound Approximation**

In this part, we explain the details of the first proposed scheme which is based on successive convex optimization with iterative concave lower bound approximation (SCO-ICBA). Our aim in this scheme is to find a concave lower bound for the URLLC rate expression in (28). Here we resort to successive convex approximation technique, where the URLLC rate function is approximated to a local tight approximate concave lower bound [36], [37]. Specifically, we seek a concave lower bound for \( R_u^{sh} \) in equation (26) and a linear upper bound for \( \Delta_u \) in equation (27). So, the approximation for the URLLC data rate is given by
\[ R_u^{ICBA} = R_u^{sh,ICBA} - \Delta_u^{ICBA}, \]  
where the \( R_u^{sh,ICBA} \) is the concave lower bound approximation for the Shannon rate \( R_u^{sh} \) expression in (26). To find a concave lower bound, we use the inequality (39) [31], [40].

\[ \ln \left(1 + \frac{x}{y}\right) \geq \ln \left(1 + \frac{\bar{x}}{\bar{y}}\right) + \frac{2\sqrt{x - \bar{x} - \bar{y} + 1}}{\bar{x} + \bar{y}}, \]  
where we substitute \( x \) with \( \alpha_u q_u \) and \( y \) with \( \sum_{i \in U \setminus u} \alpha_i e_{u,i} + t_u. \) So, the concave lower bound for \( R_u^{sh} \) can be expressed by (40), shown at the bottom of the next page.

While \( \Delta_u \) defined by (27) is a nonconvex function in the power control coefficients \( \alpha_u \), it is a convex function in the \( \gamma_u \). In order to deal with \( \Delta_u^{ICBA} \), let us find the Taylor expansion [41], [42] in terms of \( \gamma_u \) as declared by (41).

\[ \Delta_u^{ICBA}(k) \approx \Delta_u^{IIA}|_{\gamma_u=\gamma_u(k)} + \frac{\partial \Delta_u^{IIA}}{\partial \gamma_u}|_{\gamma_u=\gamma_u(k)} \times (\gamma_u - \gamma_u(k)). \]  

Here \( \gamma_u(k) \) is obtained from (20) by substituting \( \alpha_u \) and \( \alpha_i \forall i \in U \) with \( \alpha_u(k-1) \) and \( \alpha_i(k-1) \), respectively, as follows
\[ \gamma_u(k) = \sum_{i \in U \setminus u} \frac{\alpha_i(k-1) q_u}{e_{u,i} + t_u}. \]  

Now, the only part of equation (41) that contains the variables \( \alpha_u \) and \( \alpha_i \) is \( \gamma_u \) which is not convex as shown in (20). Our approach to deal with the fact that \( \gamma_u \) is a nonconvex function with respect to the power control coefficients depends on the following inequality
\[ x \leq \frac{1}{2} \left( \frac{x^2}{x + \bar{x}} \right). \]  

Specifically, we apply the inequality (43) on the variable \( \alpha_u \) in the \( \gamma_u \) formula (20). Thus, we can find a convex upper bound for \( \gamma_u \) as presented by (44), shown at the bottom of the next page. The upper bound in (44) is convex because it is a summation of two convex functions. So, we plug the upper bound (44) into (41). Then, we substitute both \( R_u^{sh,ICBA}(k) \) and \( \Delta_u^{ICBA}(k) \) from (40) and (41) into (38). The resultant expression \( R_u^{ICBA}(k) \) is a concave lower bound of \( R_u \). Thus, we substitute \( R_u \) by the obtained lower \( R_u^{ICBA}(k) \) in the objectives (29) and (30) making the four considered optimization problems convex. By solving each of these four optimization problems for finding the optimal power control coefficients vector \( \alpha \). The obtained optimal solution in the \( k+1 \)th iteration will be denoted by \( \alpha_u(k) \), that is dealt as the starting point for the next iterative step \( k+1 \). This procedure will be repeated until the vector \( \alpha \) converges. Algorithm 1 presents the steps of the SCO-ICBA scheme.

**B. Second Scheme: Successive Convex Optimization With Iterative Interference Approximation**

In this part, we elaborate on our second proposed scheme which is based on successive convex optimization with iterative interference approximation (SCO-IIA). The basic idea
Algorithm 1 SCO-ICBA Algorithm
1 Initialization: Start from an initial feasible point $\alpha^{(0)}$, set $k = 1$;
2 while (37) is not satisfied and the maximum number of iterations is not reached do
3 Utilize the approximation $R_{u}^{ICBA(k)}$ in the considered optimization problem;
4 Solve the obtained convex optimization problem to get $\alpha^{(k)}$;
5 Set $k ← k + 1$;
6 end

Algorithm 2 SCO-IIA Algorithm
1 Initialization: Start from an initial feasible point $\alpha^{(0)}$, set $k = 1$;
2 while (37) is not satisfied and the maximum number of iterations is not reached do
3 Utilize the approximation $R_{u}^{IIA(k)}$ in the considered optimization problem;
4 Solve the obtained convex optimization problem to get $\alpha^{(k)}$;
5 Set $k ← k + 1$;
6 end

is to insert the iterative values of the $\alpha_i \forall i \in U \setminus u$ in the interference term, i.e., the denominator term of the $\gamma_u$ in equation (20). So, the URLLC data rate is approximated by

$$R_{u}^{IIA} = R_{u}^{sh,IIA} - \Delta_{u}^{IIA}, \quad (45)$$

with

$$R_{u}^{sh,IIA} \approx R_{u}^{sh,IIA(k)} = c_1 \log_2 \left( 1 + \frac{\alpha_u q_u}{\sum_{i \in U \setminus u} \alpha_i (k-1) e_{u,i} + t_u} \right), \quad (46)$$

and $\Delta_{u}^{IIA(k)}$ can be approximated by $\Delta_{u}^{IIA(k)}$ which is given by

$$\Delta_{u}^{IIA(k)} = c_2 \left( 1 - \left( 1 + \frac{\alpha_u q_u}{\sum_{i \in U \setminus u} \alpha_i (k-1) e_{u,i} + t_u} \right)^{-2} \right)^{1/2}. \quad (47)$$

Here, $R_{u}^{sh,IIA}$ is a concave function of $\alpha_u$, while $\Delta_{u}^{IIA}$ is a nonconvex function of $\alpha_u$. So, we use the first order Taylor expansion [41], [42] to linearize this second term as in (48).

$$\Delta_{u}^{IIA(k)} \approx \Delta_{u}^{IIA(1)} \frac{\partial \Delta_{u}^{IIA}}{\partial \alpha_u} \Big|_{\alpha_u = \alpha^{(k-1)}} \times (\alpha_u - \alpha^{(k-1)}) \quad (48)$$

So, we can express the approximated data rate at the $k^{th}$ iteration, $R_{u}^{IIA}$, as in equation (49), shown at the bottom of the next page.

The approximated $R_{u}^{IIA(k)}$ in (49) is concave because it is the difference between a concave function of $\alpha_u$ and a linear function of $\alpha_u$. Hence, in the objectives (29) and (30), we can replace the data rate expression (28) by the approximated expression (49). This renders the four considered optimization problems convex. The optimal solution in the $k^{th}$ iteration will be denoted by $\alpha^{(k)}$, and will be used as the starting point in the next iterative step $k + 1$. This procedure will be repeated until convergence of the vector $\alpha$. Algorithm 2 declares the steps of the SCO-IIA scheme.

It is noteworthy that the initialization, i.e., selecting the initial value of the feasible point, $\alpha^{(0)} = [\alpha_1^{(0)}, \alpha_2^{(0)}, \ldots, \alpha_U^{(0)}]^T$, that will be used as the starting point in the first iteration,
is very important and can impact the performance of the algorithm itself. For the sake of fair comparisons between the two considered schemes, we will use the same $\alpha^{(0)}$ for both schemes. Specifically, we use the approximation $R_{u,a}^{\text{SH, IIA}}$ given in (46) and plug it in the sum rate optimization problems, (33) for the downlink and (35) for the uplink to replace the URLLC rate $R_u$. Then, we use the aforementioned procedure for iterating the corresponding sum rate maximization problem. Thus, we can obtain $\alpha^{(0)}$ that will be used as the initialization for solving the corresponding optimization problems with both SCO-IIA and SCO-ICBA schemes.

V. CONSIDERED BEAMFORMING SCHEMES

We consider two distinct beamforming schemes which are used in both the uplink and the downlink of CFmMIMO network. In order to relieve the excessive CSI exchange, we will use the same beamforming vectors for all the $L$ coherence intervals that have the same large scale fading parameters. Specifically, we update the beamforming vectors every time the large scale fading changes, i.e., based on $\hat{h}_{LS;u,a}$. First, we assume the PZF combining is employed at each AP for the uplink, and PZF transmission is used by the AP for the downlink data transmission in the considered CFmMIMO system. Specifically, for a certain user $u$ served by AP $a$, we are interested in the receive/transmit beamforming vector that can remove the strongest $N_I$ interfering signals, where $N_I < M_{AP}$. Here, the strengths of the interfering signals are measured in terms of the large scale fading coefficients of the corresponding channel vector. Note that, we are using the same frequency resources for all users served by the CFmMIMO network. For every user $u$ and at certain serving AP $a \in \mathbb{A}_u$, the set $\mathbb{E}_{u,a}$ of the estimated channel vectors from interfering users $i \in \mathbb{U} \setminus u$ is represented by

$$\mathbb{E}_{u,a} := \{\hat{h}_{LS;u,a}, i \in \mathbb{U} \setminus u\}$$

$$= \{\hat{h}_{LS;1,a}, \ldots, \hat{h}_{LS;u-1,a}, \hat{h}_{LS;u+1,a}, \ldots, \hat{h}_{LS;U,a}\}. \tag{50}$$

Then, the $\mathbb{E}_{u,a}$ will be sorted in descending order according to the large scale fading coefficients of each channel vector. We denote by $\mathbb{E}_{u,a}^O$ the set of the ordered interfering channels vectors which can be written as

$$\mathbb{E}_{u,a}^O = \{\hat{h}_{I(u,a)}^{O(1)}, \hat{h}_{I(u,a)}^{O(2)}, \ldots, \hat{h}_{I(u,a)}^{O(N_I)}\}, \tag{51}$$

where $\hat{h}_{I(u,a)}^{O(k)}$ denotes the estimated $k^{th}$ strongest interfering channel vector on the channel between user $u$ and AP $a$ during the first coherence interval of every $L$ coherence intervals that have the same large scale fading parameters. So, the corresponding matrix of the $N_I$ strongest interfering channel vectors, $\mathbb{E}_{u,a}^I$, can be constructed as follows

$$\mathbb{E}_{u,a}^I = [\hat{h}_{I(u,a)}^{O(1)}, \hat{h}_{I(u,a)}^{O(2)}, \ldots, \hat{h}_{I(u,a)}^{O(N_I)}]. \tag{52}$$

Let $Q_{u,a}$ denotes the matrix which columns are the orthonormal basis $[43]$ of the matrix $E_{u,a}^I$. Define the vector $p_{u,a}$ as

$$p_{u,a} = (I - Q_{u,a}Q_{u,a}^*) \hat{h}_{LS;u,a} \tag{53}$$

where $I$ is the identity matrix. Thus, the employed PZF downlink transmission vector, $f_{a,u}^{\text{PZF}}$, and PZF uplink combining vector, $f_{u,a}^{\text{PZF}}$, are given by

$$f_{a,u}^{\text{PZF}} = f_{u,a}^{\text{PZF}} = \frac{p_{u,a}}{\|p_{u,a}\|}. \tag{54}$$

Furthermore, we consider the MRT for the downlink and the MRC for the uplink, where corresponding downlink MRT vector, $f_{a,u}^{MRT}$, and uplink MRT vector, $f_{u,a}^{MRT}$, are given by

$$f_{a,u}^{MRT} = f_{u,a}^{MRT} = \frac{\hat{h}_{LS;u,a}}{\|\hat{h}_{LS;u,a}\|}. \tag{55}$$

It is noteworthy that $f_{a,u}^{PZF}$, $f_{u,a}^{\text{PZF}}$, $f_{a,u}^{\text{MRT}}$, and $f_{u,a}^{\text{MRT}}$ are unit norm vectors which is consistent with our assumption in the system model section and the problem formulation section. Thus, substituting $f_{a,u}$ by either $f_{a,u}^{PZF}$ or $f_{a,u}^{\text{MRT}}$, and $f_{u,a}$ by either $f_{u,a}^{\text{PZF}}$ or $f_{u,a}^{\text{MRT}}$ will not require any modifications in the proposed schemes.

VI. NUMERICAL RESULTS

In our experiments, we simulate a 1 km$^2$ square service area that is enclosed wrapped around its borders. The CFmMIMO system comprises $N_A = 100$ APs that are uniformly distributed through the considered service area, where each AP has a height of 10 m. Every AP has $M_{AP} = 8$ antennas and it’s maximum allowable transmit power is $\eta_a = 200$ mW. The channel bandwidth $B = 20$ MHz with a center frequency $f = 1.9$ GHz. The length of the coherence interval is assumed to be $\tau_c = 200$ samples and the length of the uplink pilot training sequences is taken as $\tau_p = 32$ samples. The URLLC transmission duration is assumed to be $T = 5 \times 10^{-5}$, while the target block error probability is taken by $\epsilon = 10^{-5}$. We set the tolerance for the convergence of the power control coefficients vector to be $\delta = 10^{-4}$ for both SCO-IIA and SCO-ICBA.

We consider the coexistence of 48 GUs along with 12 UAVs. The GUs are assumed to be uniformly distributed within the service area and each GU has a height of 1.65 m, while the UAIs are uniformly distributed within the service area at heights that range from 22.5 m to 300m. The uplink transmit power of every end user, either a GU or an UAV, should not exceed $\eta_u = 100$ mW. We assume uplink pilot transmit power for each user $\alpha_{p,u} = \tau_p \eta_u = 3200$ mW. We assume that each receiver’s thermal noise power spectral density, $N_0$, is $-174$ dBm/Hz, and the noise figure, $N_f$ of every receiver is 9 dB. Every user $u$, either a GU or an UAV, is served by the 5 APs that has the highest large scale fading coefficients to this user $u$, i.e., $N_{A,u} = 5$. 

$$R_{u}^{\text{IIA}(k)} = c_1 \log_2 \left[1 + \sum_{i \in \mathbb{U} \setminus u} \frac{\alpha_{u}\eta_u}{\alpha_{i}^{(k-1)} \epsilon_{u,i} + \eta_u} \right] - \Delta_{u}^{\text{IIA}} \bigg|_{\alpha_{u} = \alpha_{u}^{(k-1)}} - \frac{\partial \Delta_{u}^{\text{IIA}}}{\partial \alpha_{u}} \bigg|_{\alpha_{u} = \alpha_{u}^{(k-1)}} \times \left(\alpha_{u} - \alpha_{u}^{(k-1)}\right).$$

$$R_{u}^{\text{IIA}(k)} = c_1 \log_2 \left[1 + \sum_{i \in \mathbb{U} \setminus u} \frac{\alpha_{u}\eta_u}{\alpha_{i}^{(k-1)} \epsilon_{u,i} + \eta_u} \right] - \Delta_{u}^{\text{IIA}} \bigg|_{\alpha_{u} = \alpha_{u}^{(k-1)}} - \frac{\partial \Delta_{u}^{\text{IIA}}}{\partial \alpha_{u}} \bigg|_{\alpha_{u} = \alpha_{u}^{(k-1)}} \times \left(\alpha_{u} - \alpha_{u}^{(k-1)}\right).$$

$$R_{u}^{\text{IIA}(k)} = c_1 \log_2 \left[1 + \sum_{i \in \mathbb{U} \setminus u} \frac{\alpha_{u}\eta_u}{\alpha_{i}^{(k-1)} \epsilon_{u,i} + \eta_u} \right] - \Delta_{u}^{\text{IIA}} \bigg|_{\alpha_{u} = \alpha_{u}^{(k-1)}} - \frac{\partial \Delta_{u}^{\text{IIA}}}{\partial \alpha_{u}} \bigg|_{\alpha_{u} = \alpha_{u}^{(k-1)}} \times \left(\alpha_{u} - \alpha_{u}^{(k-1)}\right).$$
For the channel model of GUs, we assume an urban environment where the small scale fading is Rayleigh, i.e., the channel from any GU to an AP does not include a line of sight (LOS) component. The large scale fading coefficient between GU \( g \) and AP \( a \), \( \beta_{g,a} \) in dB, is simulated as described in [29] and [44]

\[
\beta_{g,a} = -36.7 \log_{10}(d_{g,a}) - 22.7 - 26 \log_{10}(f) + \zeta_{g,a},
\]

(56)

where \( d_{g,a} \) denotes the distance from GU \( g \) to AP \( a \), \( f \) denotes the center frequency in GHz, and \( \zeta_{g,a} \sim \mathcal{N}(0, 4^2) \) represents the impact of shadowing. The correlation between shadowing effects of GU \( g \) and \( i \) is represented as in [45]

\[
E\{\beta_{g,a}, \beta_{i,b}\} = \begin{cases} 
4^{2 - \frac{r_{g,i}}{r_0}}, & a = b, \\
0, & a \neq b,
\end{cases}
\]

(57)

where \( r_{g,i} \) is the distance from GU \( u \) to GU \( i \) and \( r_0 = 9m \).

For simulating the channel between an UAV and an AP, we consider urban-micro with aerial vehicles (UMi-AV) scenario [46], [47]. Particularly, the LOS probability for a certain UAV is modeled as described in [47, Table B-1]. Furthermore, we follow the specifications mentioned in [47, Table B-2] to model the large scale fading between the UAVs and APs.

In our experiments, we evaluate the performance of the two proposed SCO-IIA and SCO-ICBA schemes for both the considered beamforming schemes, namely PZF reception/transmission and MRC/MRT, when applied on both the uplink and downlink of a CFmMIMO network. For the PZF case when applied to the CFmMIMO, we assume that \( N_f = 5 \). For the purpose of benchmarking, the two proposed SCO-IIA and SCO-ICBA schemes are evaluated for generic ZF reception/transmission and MRC/MRT for both the uplink and downlink of traditional ComMIMO system. For simulating the ComMIMO system, we assume that the considered service area is served by 4 base stations, and each has 200 antennas. We consider that the total power that can be transmitted by every base station in the ComMIMO is 5 W. Unless otherwise mentioned, we perform simulations for 250 scenarios with the considered simulation parameters; where we evaluate the performance of a single coherence interval. The performance of both SCO-IIA and SCO-ICBA schemes under the considered beamforming techniques with both ComMIMO and CFmMIMO for both the downlink and the uplink are evaluated in terms of the corresponding cumulative distribution function (CDF) plots of both GUs’ rate and UAVs’ rate.

A. Performance of Sum Rate Maximization

Fig. 2 declares the CDF plots of the downlink rates for GUs in Fig. 2a and UAVs in Fig. 2b with both ComMIMO and CFmMIMO under the considered beamforming techniques when optimizing the users’ total sum rate considering both SCO-IIA and SCO-ICBA schemes. It is clear from Fig. 2a that, when the total system sum rate is the objective to be maximized, the GUs’ downlink rate CDF performance of the CFmMIMO is better than its counterpart of the ComMIMO for both the considered SCO-IIA and SCO-ICBA schemes regardless of the employed beamforming technique except only for MRT with SCO-ICBA. Furthermore, in CFmMIMO, PZF transmission can provide better GUs’ downlink rate compared to MRT. In ComMIMO, the MRT outperforms the ZF transmission in terms of GUs’ downlink rate. On the other hand, Fig. 2b declares that ComMIMO provides better UAVs’ rate performance compared to CFmMIMO regardless of the utilized beamforming technique. Also, the UAVs’ rate of ComMIMO with ZF transmission is much better than that of the ComMIMO with MRT. Note that, the downlink rate CDF plots of SCO-IIA scheme are very close to those of SCO-ICBA scheme for both GUs’ and UAVs’ in all considered network-beamforming combinations except only for CFmMIMO with MRT where the performance of SCO-IIA is slightly better than that of SCO-ICBA.

As for the uplink, Fig. 3 shows the CDF plots of the uplink rates for both GUs and UAVs in Fig. 3a and Fig. 3b, respectively, when served by ComMIMO and CFmMIMO under the considered receive beamforming techniques while maximizing the total sum rate with both SCO-IIA and SCO-ICBA schemes. Fig. 3a declares that, when optimizing the total system sum rate, the GUs’ uplink rate CDF performance of the CFmMIMO is better than its counterpart of the ComMIMO.
Fig. 3. Uplink FBLC rate comparison among the proposed SCO-IIA and SCO-ICBA when applied for sum rate maximization under COmMIMO with ZF reception, CFmMIMO with PZF reception, COmMIMO with MRC reception, and CFmMIMO with MRC reception.

Moreover, in CFmMIMO, PZF reception outperforms MRC in terms of GUs’ uplink rate. In COmMIMO, the MRC has GUs’ performance that is slightly better than that of the ZF reception. In addition, Fig. 3b indicates that COmMIMO provides better UAVs’ uplink rate performance compared to CFmMIMO for both ZF and MRC beamforming techniques. Also, the UAVs’ uplink rate of COmMIMO with ZF transmission is better than that of the COmMIMO with MRC. It is noteworthy that, the uplink rate CDF plots of SCO-IIA scheme are slightly better than those of SCO-ICBA scheme for UAVs’ in all considered network-beamforming scenarios except only for COmMIMO with ZF reception where the performance of SCO-ICBA is very close to that of SCO-IIA.

B. Performance of Minimum Rate Maximization

Fig. 4 depicts the downlink power consumption comparison between GUs and UAVs when both SCO-IIA and SCO-ICBA schemes are applied for sum rate maximization under COmMIMO with ZF transmission, CFmMIMO with PZF transmission, COmMIMO with MRT, and CFmMIMO with MRT.

Fig. 4a and Fig. 4b declare that while maximizing the sum rate using either the SCO-IIA scheme or the SCO-SCA, the COmMIMO always consumes more power, compared to CFmMIMO, for both UAVs and GUs regardless of the beamforming scheme employed. When SCO-IIA is employed, the CDF plots of the power allocated to UAVs are closer to that of the GUs with all beamforming schemes compared to SCO-ICBA which means that fairness of SCO-IIA is better than that of SCO-ICBA if the sum rate is optimized.

B. Performance of Minimum Rate Maximization

Fig. 5 depicts the CDF plots of the downlink rates for both GUs in Fig. 5a and UAVs in Fig. 5b when served by COmMIMO and CFmMIMO under the considered beamforming techniques while optimizing the worst user’s rate by using both SCO-IIA and SCO-ICBA schemes. Obviously, when maximizing the worst user’s rate, the best GUs’ downlink performance can be achieved using SCO-IIA scheme with CFmMIMO under PZF beamforming at the price of the UAVs performance as depicted from Fig. 5a and Fig. 5b. On the other hand, the SCO-ICBA scheme when applied on COmMIMO ZF transmission can achieve the best UAVs’ downlink rate performance at the price of the GUs performance.
Fig. 5. Downlink FBLC rate comparison among the proposed SCO-IIA and SCO-ICBA schemes when applied for minimum user’s rate maximization under COmMIMO with ZF beamforming, CFmMIMO with PZF beamforming, COmMIMO with MRT beamforming, and CFmMIMO with MRT beamforming.

Fig. 6. Uplink FBLC rate comparison among the proposed SCO-IIA and SCO-ICBA schemes when applied for minimum user’s rate maximization under COmMIMO with ZF reception, CFmMIMO with PZF reception, COmMIMO with MRC reception, and CFmMIMO with MRC reception.

Fig. 7. Downlink power consumption comparison between GUs and UAVs when both SCO-IIA and SCO-ICBA schemes are applied for minimum rate maximization under COmMIMO with ZF transmission, CFmMIMO with PZF transmission, COmMIMO with MRT, and CFmMIMO with MRT.

Fig. 6 demonstrates the uplink rates performance comparison between SCO-IIA and SCO-ICBA schemes when the worst user’s uplink rate is optimized assuming both COmMIMO and CFmMIMO networks under the considered receive beamforming techniques for GUs in Fig. 6a and UAVs in Fig. 6b. Particularly, Fig. 6a illustrates that, in the case of optimizing the worst user’s rate, the best GUs’ uplink rate performance can be achieved when the SCO-IIA is employed.
TABLE I

| scheme  | objective | downlink/uplink | network          | beamforming | GUs 95% R (Mbps) | UA Vs 95% R (Mbps) | \(N_{it}\) |
|---------|-----------|-----------------|------------------|-------------|-----------------|-----------------|---------|
| SCO-IIA | sum rate  | downlink        | ComMIMO          | ZF          | 0               | 38.11           | 2       |
|         |           |                 |                  | MRT         | 0               | 11.25           | 3       |
|         |           |                 |                  | PZF         | 4.15            | 0               | 4       |
|         |           |                 |                  | MRT         | 5.27            | 9               | 4       |
|         |           |                 | ComMIMO          | ZF          | 0               | 33.55           | 2       |
|         |           |                 |                  | MRC         | 0               | 3.16            | 2       |
|         |           |                 |                  | PZF         | 7.14            | 19.24           | 2       |
|         |           |                 |                  | MRC         | 0.81            | 1.83            | 2       |
|         |           |                 | CFmMIMO          | ZF          | 0               | 1.76            | 4       |
|         |           |                 |                  | MRT         | 6.72            | 11.92           | 56      |
|         |           |                 |                  | PZF         | 8.57            | 0               | 17      |
|         |           |                 |                  | MRC         | 7.69            | 4.58            | 52      |
|         | min rate  | downlink        | ComMIMO          | ZF          | 0.05            | 32.53           | 4       |
|         |           |                 |                  | MRC         | 0               | 11.01           | 57      |
|         |           |                 | CFmMIMO          | ZF          | 8.7             | 55.56           | 35      |
|         |           |                 |                  | MRC         | 5.56            | 5.58            | 35      |
|         |           |                 | CFmMIMO          | ZF          | 0               | 16.86           | 2       |
|         |           |                 |                  | MRT         | 0               | 19.54           | 13      |
|         |           |                 |                  | PZF         | 4.08            | 0               | 16      |
|         |           |                 |                  | MRT         | 0               | 0               | 23      |
|         |           |                 | CFmMIMO          | ZF          | 0               | 32.5            | 4       |
|         |           |                 |                  | MRC         | 0               | 9.34            | 46      |
|         |           |                 | CFmMIMO          | PZF         | 9.34            | 9.34            | 46      |
|         |           |                 |                  | MRC         | 0               | 0               | 27      |
|         |           |                 | CFmMIMO          | ZF          | 0               | 38.25           | 2       |
|         |           |                 |                  | MRT         | 0.95            | 5.97            | 75      |
|         |           |                 |                  | PZF         | 7.47            | 0.95            | 55      |
|         |           |                 |                  | MRT         | 6.37            | 5.97            | 75      |
|         |           |                 | CFmMIMO          | ZF          | 0               | 32.23           | 4       |
|         |           |                 |                  | MRC         | 0               | 3.97            | 35      |
|         |           |                 |                  | PZF         | 6.59            | 7.49            | 25      |
|         |           |                 |                  | MRC         | 8.87            | 8.87            | 25      |

with the CFmMIMO network under PZF reception. At the same time, SCO-IIA with PZF and CFmMIMO guarantees a relatively good UA Vs’ performance as depicted from Fig. 6b. On the other hand, both SCO-IIA and SCO-ICBA schemes with ComMIMO under ZF reception improves the UA Vs performance significantly at the price of the GUs performance as noticed from Fig. 6b and Fig. 6a.

Fig. 7 displays the downlink power consumption comparison between GUs and UAVs when the worst user’s rate is optimized using both SCO-IIA and SCO-ICBA schemes. If we compare Fig. 7 with Fig. 4, we can note that the gap between the CDF plot of the power consumed by GUs and that of UAVs when the objective of the considered optimization problem is to maximize the minimum user’s rate (i.e., Fig. 7) is reduced in most cases when compared to the gap when the sum rate is the objective to be optimized (i.e., Fig. 4). Furthermore, it is noteworthy that maximizing the minimum rate has led to a reduction of power consumption of most UAVs and GUs in all the considered beamforming schemes with both SCO-IIA and SCO-ICBA for both CFmMIMO and ComMIMO.

C. Comparative Summary and Discussion

Table I summarizes the obtained results by comparing the performance of the whole considered schemes in terms on the GUs 95% likely rates (GUs 95% R), the UA Vs 95% likely rates (UAVs 95% R), and average number of iteration for convergence, \(N_{it}\). In most cases, the ComMIMO can provide a relatively high values of UAVs 95% R at the price of poor GUs 95% R. On the other hand, the CFmMIMO improves the GUs 95% R compared to the ComMIMO in most of the considered beamforming techniques. In the downlink, we recommend employing SCO-IIA scheme for minimum rate optimization in CFmMIMO with MRT as it converges after...
52 iterations on average; and at the same time it provides GUs 95% R of 7.69 Mbps and UAVs 95% R of 4.07 Mbps. In the uplink, we recommend utilizing the SCO-IIA scheme for maximizing the minimum rate in CFmMIMO with PZF reception where it guarantees that the GUs 95% R and the UAVs 95% R are 8.425 Mbps and 11.32 Mbps, respectively; and converges after an average number of iterations of 10.

In this part, we discuss the impact of employing channel estimations synchronized with the large scale fading variation on the performance of the two recommended schemes. We assume that the samples of small scale fading coefficients $g_{u,v}$ over consecutive coherence intervals, during which the large scale fading is not significantly changed, are correlated to each other by correlation factor $\rho$. Fig. 8 demonstrates the impact of $\rho$ on the performance of the recommended schemes for both downlink and uplink CFmMIMO. Specifically, we perform simulations for 250 different scenarios. In every scenario, we employ the recommended schemes and evaluate the performance of both UAVs and GUS in two coherence intervals at different values of $\rho$. It is clear that the performance of the UAVs is less sensitive to the value of $\rho$ compared to the GUs for both downlink as in Fig. 8a and uplink as in Fig. 8b because of the existence of the LOS path in the case of UAVs. Furthermore, it is noteworthy that the impact of $\rho$ on the performance of the GUs in both the downlink and the uplink is reduced by increasing the value of $\rho$, which is expected due to the less mobility of GUs.

VII. CONCLUSION
This paper introduced the SCO-IIA and the SCO-ICBA schemes for power control in CFmMIMO network that support URLLC applications for both traditional GUs and UAVs. We consider optimizing the sum rate and the worst user’s rate for both uplink and downlink. We benchmark the CFmMIMO against the CoMMIMO while evaluating the performance of the proposed schemes. Our simulation results prove that the SCO-IIA scheme outperforms the SCO-ICBA scheme in terms of GUs rate, and UAVs rate. Furthermore, we found that the CFmMIMO outperforms CoMMIMO specially for the GUs rate. Based on our experiments, we recommend the SCO-IIA scheme to optimize the minimum user’s rate for CFmMIMO with MRT in the downlink, and PZF reception in the uplink.
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