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Abstract: The brute-force behaviour of High-Efficiency Video Coding (HEVC) is the biggest hurdle in the communication of the multimedia contents. Therefore, a novel method will be presented here to expedite the intra mode decision process of HEVC. In the first step, the feasibility of the odds-algorithm for the early intra mode decision is presented by using statistical evidence. Then, various elements of odds algorithm are analyzed and then mapped to the intra mode process (elements) of HEVC. Finally, the probability required by the odds algorithm is obtained by utilizing the correlation between the current and the neighboring blocks. The proposed algorithm accelerated the encoding process of the HEVC by 25% to 35%, while the Bjontegaard Delta Bit Rate (BD-BR) is 0.95% to 1.84%.
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1. Introduction

A question by a YouTuber: How good I am doing? This question can be answered by looking at the number of views and this will be most satisfying answer for any person. In U.S. alone, 75% of adults are YouTube users. According to Mark Zuckerberg, the impact of videos will increase in the future. One will be inclined to agree with Mark Zuckerberg after going through the following statistics [1]: TV content is 100% video-based, online marketing is 80% video-based, and so on. According to YouTube alone, 1 billion hours of videos are watched each day. Moreover, YouTube offers different quality levels for each video. Obviously, the user selects the HD (High Definition) level, even his/her bandwidth is less. To support all the users’ different internet connections, there is a need of a good compression algorithm. A video compression algorithm reduces the size of the video by removing spatial and temporal redundancies. The main goal of such algorithms is that they try to preserve the quality of the video content while reducing the size of the video.

Another reason for reducing the size of the video is that new videos are captured at 30+ frames per second. This means that there are 30 pictures in each second. In simple words, there are around 1800 images that should be transferred from the source (YouTube) to destination (user) to watch only 1 min long video. Furthermore, as the resolution (height and width) of the image will increase, it will further increase the size of the data that will be required to be transmitted.

HEVC [2] is the latest compression algorithm; it is also known as H.265. This algorithm achieved many breakthroughs but in this article, we will focus on intra mode decision. It is worth mentioning that HEVC reduced the bits required by 50% [3] as compared to the previous compression algorithms. As a result, industry and researchers focused on HEVC and many advancements have been done to this marvelous algorithm. HEVC used big block size (64 × 64) to compress the smooth regions of the video and utilized small block
size (8 × 8) to compress the busy regions of the video. HEVC uses recursive partitioning of a 64 × 64 block into 4 blocks of equal sizes. This process continues until block size reaches 8 × 8. For each block, regardless of its size, its contents are either intra or inter predicted. HEVC tries all the block sizes to achieve the best partition. The best partitioning in HEVC is related to the least Rate and Distortion (RD) cost. Here, “rate” means the bits required and “distortion” means the loss in the quality.

One can notice that if bits are reduced, then it further degrades the distortion, and if one keeps the quality, then bits are too high. Therefore, it’s a chicken and hen dilemma. That is why HEVC tries different block sizes to find a best trade-off between bit rate (R) and quality (D). However, this procedure of HEVC increased the complexity of compression. As a result, HEVC became unfit for real-time applications. To overcome this issue, researchers produced fast algorithms that reduced the complexity of HEVC. This complexity reduction is measured in the form of time saving achieved with respect to HEVC normal time consumed to compress the same video.

To understand the working of HEVC, we have to study HEVC test Model (HM) software [4] that performs various tasks of HEVC. HM processes the video, frame by frame. Each frame is divided to square blocks of 64 × 64 pixels. This is the biggest block size in HEVC and its known as Coding Unit (CU). This CU will be either intra coded or inter coded, and its RD cost is saved. The CU is then further divided and 4 CUs of 32 × 32 pixels are achieved. The same prediction mechanism is applied on each of these 4 CUs. The accumulative RD cost of this level (RD cost of 4 CUs) will be compared with the RD of 64 × 64, and the information about the best partition and RD cost is updated in HM. HEVC repeats the same CU division and prediction process on each of these 32 × 32 CU. Then, the accumulative RD cost of these 16 CUs will be compared with the previous best RD cost. In each step, the best RD cost is updated. This process continues until the CU size reaches 8 × 8. At this level, one can see the best possible partition level and its related RD cost.

The division process explained above is not only complex, but also brute-force in nature. Now, we will discuss the prediction of CU. No matter what is the size of CU, it will be either intra or inter predicted [5]. Here, we will focus on intra prediction [6]. In order to predict the CU using intra prediction, the neighboring pixels of the CUs are projected on the region of the current CU in 33 different angles. These are known as angular modes. The direction of angular modes are shown in Figure 1. These angular modes handle the texture very well, but for smooth regions, HEVC has 2 more modes known as DC and Planar modes. Therefore, HEVC applies 35 intra modes on each CU to find an optimal mode for this CU. By optimal mode we mean that the intra mode that gives the least RD cost. HEVC performs this intra prediction mechanism on each CU to find the optimal RD cost. No doubt this process will find the best RD trade-off but the complexity and encoding time are increased.

The intra modes angles are very close to each other, and as a result some intra modes give the same RD cost. This anomaly was seen during the experimentation by the author. An experiment was set up to note the number of CUs that have same RD cost among its intra modes. The result of this experiment is given in Figure 2. Figure 2 shows that large number of CUs are facing this issue. Therefore, as some intra modes will give us the same RD cost, why should we evaluate them? Because evaluating them will just increase the computation time. The problem is that we do not know which two intra modes will result in the same RD cost until we evaluate them.
The proposed work was motivated from the current trend and advancement in the field of statistic and computational efficient stopping strategy, known as the odds algorithm [7]. The odds algorithm successfully handles the odds situations of the real-world. The intra modes are passed to the odds algorithm that computes the stopping point for the intra mode decision process. Second, the odds algorithm utilizes the probability of modes being evaluated and the probability of the remaining modes and then gives the winning probability. Such winning probability is not only efficient, but also very useful because it is based on the complete population. Some of the contributions of this article include the following:

1. The elements of the odds algorithm are mapped to HEVC to find out intra mode for the current block.
2. The odds algorithm is utilized in a very unique way.
3. A novel stopping point computational model is proposed that is based on the odds algorithm.

This article is structured as follows. The related works, motivation, proposed model, results, and conclusion are presented in Sections 2–6, respectively.

Figure 1. Modes in HEVC.

Figure 2. RD cost similarity among blocks.
2. Related Works

Researchers developed interest in the HEVC because it not only reduced the bit rate requirement by 50%, but also delivered the same subjective quality as its predecessors. Another area of HEVC is also explored by the researchers that deal with fast algorithms. By fast algorithm we mean that the encoding process of HEVC is reduced with negligible bit rate increase.

The authors of [8] proposed a model that is based on the classical secretary problem (CSP). In this algorithm, the stopping point is found using the CSP-based model, that helps in reducing he encoding time of HEVC. This article saved 30% of total encoding time. Kuang, in [9], makes an early decision about the intra mode using the decision tree approach of machine learning. This article saved 47% of the total encoding time. The author of [10] studied the factors of intra coding and then proposed a learned framework that achieves a satisfactory trade-off between complexity reduction and coding performance.

Wang, in [11], studied the correlation between parent CU’s intra mode and the child CU’s intra mode. The author then reduces the intra modes for the current block by looking at the intra mode for the parent CU. This article reduced the total encoding time by 47%. The author of [12] saved 60% of the total encoding time. In this algorithm, the author tries a subset of intra modes. In [13], Schafer deals with the Matrix-Based intra prediction method. The author describes the complete process of designing Matrix-Based intra prediction. The work presented by Yang in [14] makes different groups of the prediction units by analyzing the texture of the block. Moreover, 35 intra modes are also grouped to reduce the number of modes for RMD (rough mode decision) module of HEVC. This article reduced the encoding time by 22% on average. Wang, in [15], formed three groups by looking at the complexity of the CU. The author of this article proposed his own method to compute the complexity. The author of [16] uses the RD cost of the previous information to predict the RD cost for the current block. This predicted RD cost is then used as a stopping RD cost.

The author of [17] proposed a hardware design to achieve high throughput for the intra mode decision. This is the first work to proposed a design for AV1 intra prediction. In [18], Zhang utilized the gradient of the current CU to predict the intra mode. This work mapped the gradient of the CU with the intra mode. Hu, in [19], utilized a regression algorithm to predict the intra mode. This regression algorithm saved 55% of the total encoding time. Tariq in [20] proposed a model that is based on the optimal stopping theory. This algorithm saved 35% of the total encoding time of HEVC and the BDBR is 1.24%.

Kuanar, in [21], used a CNN to make early intra mode decision. This article saved 45% of the total encoding time of HEVC. In [22], Huang proposed a generic early decision model. According to the author of [22], this model can be used to perform early CU decision, early PU decision, early intra mode decision, etc. This article saved 66% of the total encoding time of HEVC. Yan, in [23], utilized random forest to make early intra mode decision. This article saved 58% of the total encoding time of HEVC. Over half (52%) of time is saved by Hossein in [24]. This article makes an early decision about the angular intra mode. This decision is based on the planar mode’s output.

The author of [25] utilized the deviation that is present between the pixels of the CU. This deviation is then used to make early intra mode decision. This article saved 20% of the total encoding time of HEVC and BDBR is only 0.2%. Gwon, in [26], utilized a classifier to make an early intra mode decision. This article saved 31% of total encoding time of HEVC. Tariq, in [27], proposed a model that is used to make early intra mode decision in HEVC. In [28], the author utilized guided-filter to make an early decision about the intra mode for the current block. The probability of modes is used as an input for the guided filter. This article saved 30% of the total encoding time.

In [29], the author applied Benford’s law which is a statistical model. The author claimed to save 32% of the encoding time and BDBR is 1.54% on average. Tariq, in [30], achieved fast intra mode decision using firefly (FFA) algorithm. This FFA-based algorithm saved 27% of the encoding time with BDBR of 1.09% on average. In [31], fast intra mode decision model is presented, and early termination is achieved using a threshold that is
based on Presman threshold. This work further simplified the Presman threshold, and its
details can be found in [31]. This work saved 34.10% of the encoding time while BDBR is
1.54% on average. In [32], the author applied world-war-2 (WW2) technique to make an
early decision about the intra mode for the current block. This work saved 26.88% of the
encoding time while the BDBR is 1.97% on average.

The proposed work, in comparison to the state-of-the-art works presented above,
tries to extract and incorporate all the available information regarding all the modes to
make a stopping decision. In statistics, this is known as total population (probabilities
of all the eight intra modes). The proposed work separates the probabilities of modes
evaluated so far and the probabilities of remaining modes. These two separations are
handled with the help of odds algorithm, because its formulation and working is already
proven. Moreover, an odds algorithm is capable of handling odds situations of the real
world as it incorporates the total population (probabilities of evaluated and remaining
modes). In the coming sections, various elements of the odds algorithm are analyzed and
graphically presented for easy understanding. Later, these elements are mapped to HEVC
for early intra mode decision.

3. Motivation

The logic behind using an odds algorithm will be presented here and then it will be
mapped to the intra mode decision problem of HEVC. The main contribution of this
section will be the synchronization and mapping of various elements of the odds algorithm
with the elements of intra procedure. In this way, we can apply the odds algorithm to its
greatest potential.

3.1. Odds Algorithm

The odds algorithm [7] was proposed by Bruss to find out the optimal strategy. This
strategy may be applied to stopping problems that include classical secretary problem,
optimal stopping theory, etc. Real-world problems sometimes result in odd situations and
behaviour, and therefore odds algorithms are required. The importance and contribution
of the odds algorithm will be presented here along with its explanation.

The main contribution of the odds algorithm is that it maximizes the probability of
finding the optimal element from a sequential list that satisfies a strategy. Most importantly,
the odds algorithm performs this element finding at the time of observation of that specific
element. In other words, no revisiting of missed elements is permitted. This feature
might look strict in nature, but in real-time the best bidder (first highest) works on this
algorithm. That is why the author of this article argues that this algorithm is also useful
when selecting an element (intra mode) from the list because each new element (intra
mode) adds complexity to the intra mode selection process.

For example, a car will be sold to the highest bidder. The bidders see the car one by
one and make an offer to the seller, who will immediately either accept or reject the offer.
Moreover, each bid will be random and the seller has a fear that this bid might be the last
good offer. Thus, selecting the last good offer means maximizing the probability of selling
to the highest bidder.

Suppose we have \( n \) bidders denoted as \( B_1, B_2, \ldots, B_n \), where \( B_k = 1 \) means that specific
bid \( (k) \) is interesting. On the other hand, \( B_k = 0 \) means that offer is not interesting. Formally,
we can say that

\[
p_k = P(B_k = 1) \\
q_k = P(1 - p_k)
\]  

(1)

The odds \( (r_k) \) of the odds-algorithm about the \( k^{th} \) option turning to be interesting is
represented using

\[
r_k = \frac{p_k}{q_k}
\]  

(2)

The odds algorithm adds up the odds to obtain \( R_k \) as
\[ R_k = r_1 + r_2 + \ldots + r_k \]  

At the same time, odds algorithm computes \( Q_k \) as

\[ Q_k = q_1 \times q_2 \times \ldots \times q_k \]  

The stopping point \( k \) and the winning probability \( W_k \) is found using odds algorithm as

\[ k = \min\{k : R_k > 1.0\} \]

\[ W_k = Q_k R_k \]  

This was the odds algorithm. Its visualization will be presented here to highlight one interesting factor. Consider 5 values each having probability of 0.2 such that if you add these 5 probabilities, you will get 1. The visualization of \( W_k \) element of odds algorithm is shown in Figure 3a, where the x-axis represents 5 values. Figure 3a shows that there is a point (at 3rd element) that gives the maximum winning probability \( (W_k) \). Interestingly, there is only 1 maximum winning probability in the odds algorithm. This will be proved in the next subsection in which odds algorithm will be applied on two examples. This is the unique working procedure of the odds algorithm. On the other hand, if one evaluates these values (0.2) one by one, then \( p_k \) will increase because it shows probability of success and \( q_k \) will decrease as it shows probability of failure. This process is also shown in Figure 3b. In the coming subsection, detail analysis of odds algorithm will be performed and then it will be mapped to the intra process of HEVC.

![Figure 3a](image1.png)

![Figure 3b](image2.png)

**Figure 3.** Success and failure concept. (a): Plot of \( W_k \). (b): Plot of \( p_k \) and \( q_k \).
3.2. Probability for Odds Algorithm

This sub-section will further perform the analysis of odds algorithm by applying it on two examples. As we know that odds algorithm works on probability. Therefore, the probability of intra modes is obtained for applying the odds algorithm. As current block in HEVC has neighboring blocks and due to their correlation with each other, the probability of intra mode \( J \) can be obtained by consulting the modes of the neighboring blocks. To obtain this probability matrix, first initialize a \( 35 \times 35 \) matrix with zeros. Then, execute HEVC encoding process and whenever HEVC selects the intra mode for the current block, extract the intra mode of the above neighboring block (\( M \)). Then, go to \( J \) row and \( M \) column of this matrix and increment its value. After this, divide the \( J \) by the sum of all the \( J \)s present in this row and it will give the probability. In this work, we computed above matrix only, using BasketballDrill test sequence to keep the computation minimum as this is fast intra mode decision algorithm. This matrix is shown in Figure 4. In Figure 4, \( x \)-axis represents \( M \), \( y \)-axis represents \( J \), and bars represent the count. Figure 4 shows that some modes have huge probability and some has less probability.

![Figure 4. Probabilities of intra mode based on its neighboring blocks.](image)

Two sets of values are selected from this probability matrix for analysis purpose. Set of values are selected because RMD module of HEVC shortlist up to 8 intra modes for the next module, i.e., RDO module. We have termed these sets as \( \text{LargeProb} = \{0.30, 0.17, 0.12, 0.09, 0.07, 0.06, 0.05, 0.05\} \) and \( \text{LowProb} = \{0.17, 0.17, 0.13, 0.11, 0.09, 0.08, 0.07, 0.07\} \). In \( \text{LargeProb} \), the initial values are large which represent initial values have high chance to be selected and \( \text{LowProb} \) represent the case in which initial values have low chance to be selected.

The odds algorithm is applied on the two sets and their results are graphically presented in Figure 5. Figure 5a shows the result of \( R_k \). The odds algorithm finds the optimal stopping element when \( R_k \geq 1 \). Figure 5a shows that when probability is large (LargeProb case), this limit, i.e., 1, is achieved at the 2nd element. On the other hand, when probability is low (LowProb case), the limit is delayed to 3rd element. Figure 5b shows the \( Q_k \) element of odds algorithm. The \( Q_k \) element shows the probability of loss. Figure 5b shows that when probability is low (LowProb case), the chance of failure is large. The optimal condition is the place where the loss is less than or equal to the probability of winning. The neutral point in probability is given by 0.5 value and this can be considered as the
minimum winning probability. Last, Figure 5c shows the win probability of odds algorithm and this is the most important and interesting element of the odds algorithm. So far, we have figured out that 2nd element is the best in LargeProb case and 3rd element is the best in LowProb case. The win probability of odds algorithm represents the same information but in a different way. In Figure 5c, the highest win probability of odds algorithm is at the same element, i.e., 2nd and 3rd for LargeProb and LowProb case, respectively. After this point (highest win probability), the win probability decreases. The good thing about the odds algorithm is that it stops at the highest win probability (highest bidder) and it does not waste time that is spent during recall by other algorithms.

Figure 5. Output of odds algorithm on two examples. (a): Plot of $R_k$. (b): Plot of $Q_k$. (c): Plot of $W_k$.

Due to odds’s algorithm simplicity and recall avoidance behaviour, it will be applied on the probability of intra modes to reduce the complexity of HEVC.
4. Proposed Odds-Based Algorithm

The proposed algorithm presented here achieves fast intra mode selection using odds algorithm. The motivation section of this article has already presented odds algorithm and two intra mode decisions are performed (two sets) using it. In this section, all the elements of the odds algorithm will be mapped to the intra mode process (elements) of HEVC.

As natural images have correlation in them. Therefore, precomputed probability matrix will be first achieved, because it will be unnatural that a totally different mode is selected for the block. In other words, the mode of the current block will be related to the modes of its neighboring blocks. Therefore, the probability of the modes shortlisted by the RMD module for the current block will be passed to the odds algorithm. The odds algorithm will return the \( k \) and this will be the termination point for the intra mode decision process for the current block.

The odds algorithm will adjust dynamically depending upon the probabilities of the modes. If probability is high, then \( k \) will be small (early terminate the intra process). On the other hand, if probability is small, then \( k \) will be large (delay in termination). This happens because the odds algorithm is based on the probability of success and failure. To illustrate this success and failure concept, we make use of the basic probability equation:

\[
\sum_{s=1}^{Total} P(s) = \sum_{s=1}^{k} P(s) + \sum_{j=k+1}^{Total} P(j)
\]

Dividing by \( \sum_{j=k+1}^{Total} P(j) \), we get

\[
\frac{\sum_{s=1}^{Total} P(s)}{\sum_{j=k+1}^{Total} P(j)} - 1 = \frac{\sum_{s=1}^{k} P(s)}{\sum_{j=k+1}^{Total} P(j)}
\]

The RHS is the \( R_k \) element of the odds algorithm.

\[
R_k = \frac{\sum_{s=1}^{k} P(s)}{\sum_{j=k+1}^{Total} P(j)}
\]

This shows the strength of the odds algorithm as it is not only simple, but also has a strong foundation. One can also use the LHS of (7) for early termination and then rule in (5) also needs to be updated accordingly. However, this will result in a new algorithm, and it is out of scope of this article because this article is about application of odds algorithm. Therefore, the true form of odds algorithm is applied to achieve the fast intra mode decision. Finally, the proposed algorithm based on odds algorithm becomes

\[
K^* = \min \left\{ 1 \leq k \leq n : \sum_{i=1}^{k} R_k \geq 1 \right\}
\]

where

\[
R_k = r_1 + r_2 + \ldots + r_k
\]

\[
r_k = \frac{p_k}{q_k}
\]

The proposed algorithm stops at the first \( K^* \) that satisfies the rule \( \sum_{k=1}^{K^*} R_k \geq 1 \). As explained earlier, this is the win probability of odds law. Therefore, the intra mode decision is stopped after evaluating mode \( K^* \). The block diagram of the proposed algorithm is shown in Figure 6 in which \( N \) elements are evaluated one by one until either stopping criteria is met or the system run out of elements.
Figure 6. Block diagram of the proposed algorithm.

Minimum Duration to Find the Optimal Element

In this subsection, we will discuss about the minimum number of elements that will be evaluated by the proposed algorithm before taking any decision. The stopping criteria of proposed algorithm resides in the equation $R_k > 1$. This limit will be met when $p_k$ becomes greater than $q_k$. Moreover, this will happen if the probability of success is greater than the probability of failure.

$$p_k > q_k$$ (10)

In order words, it means that one should be sure of his success. Lets see this from another angle: Suppose we have evaluated $k$ elements out of total $N$ elements, then $N - k$ represents the remaining elements and according to odds algorithm it can be written as

$$\frac{k}{N - k} > 1$$ (11)

where 1 represents the stopping criteria of the odds algorithm. Simplifying, we get

$$\frac{k}{N - k} > 1$$
$$k > N - k$$
$$k + k > N$$
$$2k > N$$
$$k > \frac{N}{2}$$ (12)

This also shows that one should evaluate 50% of the elements before stopping. In this way, a good number of elements are evaluated, and making a decision at this stage will enhance the chance of winning.

5. Experimental Results

This section will present and discuss the encoding results of the proposed algorithm for HEVC. A limitation of this algorithm will also be presented with facts and figures. In the end, the comparison will be conducted with the existing algorithms.

HM software (16.9 version) was downloaded from the address in [4], and the proposed algorithm is implemented in it to obtain the encoding results. The following settings are used during the encoding process to make a fair comparison with existing algorithms: 4 QPs i.e., {22, 27, 32, and 37}; videos from A-F classes; and All-Intra-Main configuration are selected as directed in [33]. Three performance metrics, i.e., BD-PSNR, Time-saving ($\Delta T$),
and BD-BR are used as directed in [34]. Detail and mathematical definitions of BD-BR and BD-PSNR can be found in [35]. The $\Delta T$ is measured using

$$\Delta T = \left( \frac{T_{\text{HEVC}} - T_{\text{PROPOSED}}}{T_{\text{HEVC}}} \right) \times 100\% \quad (13)$$

5.1. Encoding Results of Odds Algorithm Based Early Termination in HEVC

The results of the odds algorithm based intra mode decision algorithm for the HEVC data set are presented in Table 1. In Table 1, $\Delta P$, $\Delta R$, and $\Delta T$ represent BD-PSNR, BD-BR, and time-saving, respectively. The encoding results are obtained for different values of $R_k$. The results for $R_k = 1.0$ represent the exact working of the odds algorithm, because odds algorithm suggested this value (1.0). In order to improve the time saving, the results are also obtained for $R_k = 0.5$ and $R_k = 0.3$. The results for $R_k = 0.3$ gives a reasonable balance between $\Delta R$ and $\Delta T$. Table 1 shows that the proposed algorithm reduces 35% of the encoding complexity of HEVC.

Table 1. Results of odds algorithm.

| Classes | Video        | $R_k = 1.0$ | $R_k = 0.5$ | $R_k = 0.3$ |
|---------|--------------|-------------|-------------|-------------|
|         |              | $\Delta P$  | $\Delta R$  | $\Delta T$  | $\Delta P$  | $\Delta R$  | $\Delta T$  | $\Delta P$  | $\Delta R$  | $\Delta T$  |
| A       | Traffic      | -0.05       | 0.93        | 24.88       | -0.09       | 1.67        | 32.22       | -0.10       | 1.94        | 35.17       |
| 2560 × 1600 | PeopleOnStreet | -0.06       | 1.12        | 26.55       | -0.10       | 1.77        | 34.1        | -0.12       | 2.1         | 36.72       |
| B       | Cactus       | -0.04       | 1.01        | 25.06       | -0.06       | 1.48        | 32.66       | -0.07       | 1.78        | 35.44       |
| 1920 × 1080 | Kimono       | -0.05       | 1.28        | 24.53       | -0.07       | 1.99        | 32.15       | -0.08       | 2.33        | 34.93       |
| C       | RaceHorses   | -0.07       | 1.07        | 25.02       | -0.10       | 1.4         | 32.77       | -0.10       | 1.43        | 34.73       |
| 832 × 480 | PartyScene   | -0.08       | 1.01        | 25.41       | -0.14       | 1.72        | 33.32       | -0.15       | 1.85        | 35.09       |
| D       | BQSquare     | 0.00        | 1.01        | 25.71       | -0.14       | 1.57        | 33.95       | -0.17       | 1.96        | 35.74       |
| 416 × 720 | BasketballPass | -0.08       | 1.32        | 26.40       | -0.11       | 1.87        | 33.54       | -0.12       | 2.12        | 36.22       |
| E       | FourPeople   | -0.06       | 1.47        | 25.97       | -0.08       | 1.86        | 32.89       | -0.09       | 2.22        | 35.69       |
| 1280 × 720 | Johnny       | -0.08       | 1.32        | 25.79       | -0.11       | 1.87        | 33.54       | -0.12       | 2.12        | 36.22       |
| F       | ChinaSpeed   | -0.08       | 1.01        | 25.69       | -0.14       | 1.57        | 33.00       | -0.17       | 1.96        | 35.46       |
| 1280 × 720 | BasketballDrillText | -0.01 | 0.22 | 25.56 | -0.04 | 0.8 | 32.98 | -0.06 | 1.13 | 35.65 |
| Avg.    |              | -0.06       | 0.95        | 25.54       | -0.09       | 1.54        | 33.07       | -0.11       | 1.84        | 35.54       |

These results show that if the value of $R_k$ is reduced, then time saving will be increased. On the other hand, if the value of $R_k$ is increased, then time saving will be decreased. Demanding upon the situation, one can alter the working of the algorithm by simply changing one variable.

By changing the value of $R_k$, one can see the difference in time saving, but what about the visual difference? The answer to this question is given in Figure 7. In Figure 7a, the value of $R_k$ is 0.5 and a PSNR comparison with the original picture is given in Figure 7c. Dark blue color in Figure 7c indicates exact match or difference is zero. Similarly, Figure 7b is encoded using $R_k = 0.3$ and its PSNR difference with the original picture is shown in Figure 7d. Figure 7a,b clearly shows that there is no visual difference but time saving of $R_k = 0.3$ is better. The application of the proposed model on another video sequence (PartyScene) is shown in Figure 8. For easy comparison, encoding result of HEVC is also shown in Figure 8. Visual results of Figure 8 show that there is not much difference and both the figures look almost the same.
Figure 7. PSNR comparison. (a): Picture encoded using $R_k = 0.5$. (b): Picture encoded using $R_k = 0.3$. (c): PSNR comparison of $R_k = 0.5$ picture with the original image. (d): PSNR comparison of $R_k = 0.3$ picture with the original image.

Figure 8. Application of proposed algorithm on PartyScene test video sequence of HEVC.
5.2. Comparison with Literature

The literature is full of fast intra algorithms. Out of which, some of the novel algorithms are selected from the literature and presented in Table 2. The term Odds Algorithm in Table 2 represents the proposed algorithm.

The two most important and recent intra mode decision algorithms [20,36] are implemented and tested on the same platform for comparison purpose. The results of these algorithms are also presented in Table 2. Table 2 shows that the algorithm from in [20] saves 29% of the encoding time, while the algorithm from in [36] saves 20% of the total encoding time. Table 2 also shows that the proposed algorithm saves more time than the two aforementioned algorithms.

Table 2. Odds algorithm vs. existing algorithms.

| Classes | Video           | [20] ΔP | [20] ΔR | [20] ΔT | [36] ΔP | [36] ΔR | [36] ΔT | Odds Algorithm ΔP | Odds Algorithm ΔR | Odds Algorithm ΔT |
|---------|----------------|--------|--------|--------|--------|--------|--------|----------------|----------------|----------------|
| A       | Traffic        | -0.07  | 1.21   | 30.61  | -0.036 | 0.65   | 17.63  | -0.10          | 1.94           | 35.17          |
|         | PeopleOnStreet| -0.07  | 1.22   | 31.2   | -0.025 | 0.45   | 17.97  | -0.12          | 2.1            | 36.72          |
| B       | Cactus         | -0.04  | 1.01   | 30.52  | -0.023 | 0.59   | 17.46  | -0.07          | 1.78           | 35.44          |
|         | Kimono         | -0.03  | 0.74   | 29.34  | -0.02  | 0.61   | 16.53  | -0.08          | 2.33           | 34.93          |
| C       | RaceHorses     | -0.07  | 1.04   | 30.37  | -0.026 | 0.42   | 17.77  | -0.10          | 1.43           | 34.73          |
|         | PartyScene     | -0.12  | 1.55   | 31.59  | -0.044 | 0.56   | 18.82  | -0.15          | 1.85           | 35.09          |
| D       | BQSquare       | -0.12  | 1.29   | 28.57  | -0.037 | 0.39   | 21.16  | -0.17          | 1.96           | 35.74          |
|         | BasketballPass | -0.07  | 1.14   | 26.89  | -0.021 | 0.32   | 20.41  | -0.08          | 1.21           | 35.67          |
| E       | FourPeople     | -0.08  | 1.36   | 30.37  | -0.039 | 0.68   | 18.73  | -0.12          | 2.12           | 36.22          |
|         | Johnny         | -0.06  | 1.5    | 28.8   | -0.027 | 0.65   | 17.85  | -0.09          | 2.22           | 35.69          |
| F       | ChinaSpeed     | -0.12  | 1.29   | 29.7   | -0.037 | 0.39   | 43.08  | -0.17          | 1.96           | 35.46          |
|         | BasketballDrillText | -0.08 | 1.49   | 29.82  | -0.034 | 0.63   | 18.43  | -0.06          | 1.13           | 35.65          |
| Avg.    |                | -0.08  | 1.24   | 29.82  | -0.03  | 0.53   | 20.49  | -0.11          | 1.84           | 35.54          |

Figure 9 analyzes the proposed algorithm from another perspective. Figure 9 presents the time saving achieved by various algorithms of the literature. These algorithms include Benford [29] published in 2020, Rdcost [37] published in 2019, Texture [20] published in 2018, OST [36], and Tian [25] published in 2019. Figure 9 shows that the proposed algorithm saves a good amount of time.
In future, we are planning to apply the proposed algorithm on Versatile Video Coding (VVC) to see how it performs and handles large amount of intra modes present in VVC.

6. Conclusions

The intra mode computation process of HEVC is expedited up to 35% by utilizing the odds algorithm. The proposed algorithm successfully handles various odds situations of the video coding by efficiently incorporating the odds strategy of the odds algorithm. Moreover, the proposed algorithm is dynamic and adapts to the situation by simply changing the $R_k$ element of the odds algorithm. The proposed algorithm solves the same problem as done by the existing works of the literature, but the methodology of the proposed algorithm is very unique as this is the first article that used odds algorithm for intra mode decision. Moreover, the proposed algorithm outperforms the latest works like in [29–31] in terms of time saving.
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