The Fourier extension operator of distributions in Sobolev spaces of the sphere and the Helmholtz equation
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The purpose of this paper is to characterize the entire solutions of the homogeneous Helmholtz equation (solutions in $\mathbb{R}^d$) arising from the Fourier extension operator of distributions in Sobolev spaces of the sphere $H^\alpha(S^{d-1})$, with $\alpha \in \mathbb{R}$. We present two characterizations. The first one is written in terms of certain $L^2$-weighted norms involving real powers of the spherical Laplacian. The second one is in the spirit of the classical description of the Herglotz wave functions given by P. Hartman and C. Wilcox. For $\alpha > 0$ this characterization involves a multivariable square function evaluated in a vector of entire solutions of the Helmholtz equation, while for $\alpha < 0$ it is written in terms of an spherical integral operator acting as a fractional integration operator. Finally, we also characterize all the solutions that are the Fourier extension operator of distributions in the sphere.

Keywords: Fourier extension operator; Herglotz wave function; Helmholtz equation
1. Introduction and statement of results

Consider the Fourier extension operator

$$E\phi(x) := \widehat{\phi d\sigma}(x) = \int_{S^{d-1}} e^{-ix\cdot\xi} \phi(\xi) d\sigma(\xi), \quad \phi \in L^1(S^{d-1}), \quad x \in \mathbb{R}^d,$$

(1.1)

where $S^{d-1}$ is the unit sphere in $\mathbb{R}^d$, $d\sigma$ is the surface measure on $S^{d-1}$ and $\phi d\sigma$ is the temperate distribution (a singular Borel measure in $\mathbb{R}^d$) defined by $\sigma$ with density $\phi$. This very important operator in harmonic analysis is a source of entire solutions of the homogeneous Helmholtz equation; namely, $u = E\phi$ satisfies the equation

$$\Delta u + u = 0,$$

in $\mathbb{R}^d$. Specially important is the case when $\phi \in L^2(S^{d-1})$. In this case the function $u = E\phi$ is called Herglotz wave function with density $\phi$. The space of Herglotz wave functions, that will be denoted by $W(\mathbb{R}^d)$, plays an important role in the study of wave scattering problems. For more details on this, see the monograph [7, pp. 56-49 and pp. 223-230].

Several characterizations of $W(\mathbb{R}^d)$ are known. The first one was given by Hartman and Wilcox [8], who proved that the Herglotz wave functions are precisely all the entire solutions $u$ of the homogeneous Helmholtz equation satisfying the condition

$$\limsup_{R \to \infty} \frac{1}{R} \int_{|x|<R} |u(x)|^2 \, dx < \infty.$$

Furthermore, they proved that such condition can be replaced by

$$\|u\|_L^2 := \lim_{R \to \infty} \frac{1}{R} \int_{|x|<R} |u(x)|^2 \, dx < \infty,$$

(1.2)

and hence by

$$\|u\|_A^2 := \sup_{R>0} \frac{1}{R} \int_{|x|<R} |u(x)|^2 \, dx < \infty.$$

(1.3)

The norm given by (1.2) is indeed a Hilbert space norm on $W(\mathbb{R}^d)$. Moreover, a Herglotz wave function $u$ with density $\phi$ satisfies that (see [8, Theorem 2.2] and [7, Theorem 3.30, for $d=3$])

$$\|u\|_L \sim \|u\|_A \sim \|\phi\|_{L^2(S^{d-1})}.$$

(1.4)

More recently, a different characterization was given in terms of a weighted Sobolev norm. More precisely, Herglotz wave functions are the entire solutions $u$ of
the homogeneous Helmholtz equation such that
\[ \|u\|^2_S := \int_{\mathbb{R}^d} \left( |u(x)|^2 + |\nabla_S u(x)|^2 \right) \langle x \rangle^{-3} \, dx < \infty, \tag{1.5} \]
where \( \nabla_S u \) denotes the spherical gradient of \( u \) defined by
\[ \nabla_S u(x) = r \left( \nabla u(x) - \frac{x}{r} \frac{\partial u}{\partial r}(x) \right), \quad r = |x|, \]
and \( \langle x \rangle := (1 + |x|^2)^{1/2} \). The proof of this result for \( d = 2 \) can be found in [1, Theorem 1], and for \( d > 2 \) in [12, Theorem 4] (see also [5]). This new description of \( W(\mathbb{R}^d) \) gives a clearer look of this space as a Hilbert space and its structure of a Hilbert space with reproducing kernel. Moreover, they prove that a Herglotz wave function \( u \) with density \( \phi \) satisfies that
\[ \|u\|_S \sim \|\phi\|_{L^2(\mathbb{S}^{d-1})}, \tag{1.6} \]
The extension operator given in (1.1) can be naturally defined in \( C^\infty(\mathbb{S}^{d-1})^* \), the space of distributions on the sphere. Indeed, if \( \mathcal{S}(\mathbb{R}^d) \) denotes the space of tempered distributions on \( \mathbb{R}^d \), from the inclusion
\[ C^\infty(\mathbb{S}^{d-1})^* \hookrightarrow \mathcal{S}(\mathbb{R}^d) \]
given by
\[ f(\varphi) = \langle f, \varphi \rangle_{\mathbb{S}^{d-1}}, \quad \varphi \in \mathcal{S}(\mathbb{R}^d), \]
where \( \langle \cdot, \cdot \rangle \) denotes the duality in \( C^\infty(\mathbb{S}^{d-1}) \), we can define for \( f \in C^\infty(\mathbb{S}^{d-1})^* \),
\[ \mathcal{E}f = \mathcal{F}(f), \tag{1.7} \]
where \( \mathcal{F} \) denotes the Fourier transform. Moreover, since every \( f \in C^\infty(\mathbb{S}^{d-1})^* \) defines a distribution with compact support contained in \( \mathbb{S}^{d-1} \), then \( \mathcal{E}f \) is a \( C^\infty \) function in \( \mathbb{R}^d \) given by
\[ \mathcal{E}f(x) = \langle f, e^{-ix \cdot \cdot \cdot} \rangle, \quad x \in \mathbb{R}^d, \]
and thus, \( \mathcal{E}f \) is an entire solution of the homogeneous Helmholtz equation.

The aim of this paper is to characterize the entire solutions of the homogeneous Helmholtz equation arising from the extension operator of distributions in Sobolev spaces of the sphere \( H^\alpha(\mathbb{S}^{d-1}) \), with \( \alpha \in \mathbb{R} \) (for a precise definition of these Sobolev spaces, see below the). The aimed characterizations will be in the spirit of those given in (1.3) and in (1.5) for the particular case of Herglotz wave functions.

**Definition 1.1.** Let \( \alpha \in \mathbb{R} \). We say that the function \( u : \mathbb{R}^d \rightarrow \mathbb{C} \) is a \( \alpha \)-Herglotz wave function if \( u = \mathcal{E}f \) for some \( f \in H^\alpha(\mathbb{S}^{d-1}) \), and we will denote by \( \mathcal{W}^\alpha(\mathbb{R}^d) \) the space of all \( \alpha \)-Herglotz wave functions.

Notice that we recover the space of Herglotz wave functions when \( \alpha = 0 \), that is, \( \mathcal{W}^0(\mathbb{R}^d) = W(\mathbb{R}^d) \).
Characterizations (1.4) and (1.6) show that $\mathcal{E}$ is a topological isomorphism of $L^2(\mathbb{S}^{d-1})$ to $W(\mathbb{R}^d)$. For $\alpha, \beta > 0$ we will prove that the following embedding scheme holds.

$$H^\alpha(\mathbb{S}^{d-1}) \hookrightarrow L^2(\mathbb{S}^{d-1}) \hookrightarrow H^{-\beta}(\mathbb{S}^{d-1})$$

$\downarrow \mathcal{E} \quad \downarrow \mathcal{E} \quad \downarrow \mathcal{E}$

$W^\alpha(\mathbb{R}^d) \hookrightarrow W(\mathbb{R}^d) \hookrightarrow W^{-\beta}(\mathbb{R}^d)$

We present first the characterization of the $\alpha$-Herglotz wave functions in terms of certain norm related to (1.5). For convenience, we introduce a norm equivalent to the one given in (1.5). In order to do that, we notice that using the Green–Beltrami identity (see [2, Proposition 3.33]), we have that for any $f \in C^2(\mathbb{S}^{d-1})$,

$$\|\nabla_S f\|^2_{L^2(\mathbb{S}^{d-1})} = \int_{\mathbb{S}^{d-1}} f(\theta) (-\Delta_S) f(\theta) d\sigma(\theta) = \|(-\Delta_S)^{1/2} f\|^2_{L^2(\mathbb{S}^{d-1})},$$

where $\Delta_S$ is the Laplace–Beltrami operator on the sphere, and $(-\Delta_S)^{1/2}$ is defined using the functional calculus for the positive operator $-\Delta_S$ (for a more detailed explanation see (1.23) ahead). And therefore, the condition given in (1.5) is equivalent to

$$\int_{\mathbb{R}^d} \left| u(x) + (-\Delta_S)^{1/2} u(x) \right|^2 \langle x \rangle^{-3} dx < \infty. \quad (1.8)$$

Here we have extended the definition of the operator $(-\Delta_S)^{1/2}$ to functions $u(x)$ defined for $x \in \mathbb{R}^d$ by using polar coordinates to write $u(x) = u(r\theta)$ with $(r, \theta) \in (0, \infty) \times \mathbb{S}^{d-1}$ and making the operator act on the spherical variable $\theta$.

This observation suggests us to introduce for any $\alpha \in \mathbb{R}$ the operators

$$\mathcal{L}^\alpha : C^\infty(\mathbb{S}^{d-1})^* \to C^\infty(\mathbb{S}^{d-1})^*,$$

defined, using again the functional calculus for the positive operator $-\Delta_S$ and transposition (for a more detailed explanation see (1.23) ahead), by

$$\mathcal{L}^\alpha := \left(I + (-\Delta_S)^{1/2}\right)^\alpha. \quad (1.9)$$

As before we extend the definition of $\mathcal{L}^\alpha$ to smooth functions $u(x)$ with $x \in \mathbb{R}^d$, by writing $x = r\theta$ and making $\mathcal{L}^\alpha$ acts on the spherical variable $\theta$. And thus, for such smooth functions $u$ and any $\alpha \in \mathbb{R}$ we can define the norm

$$\|u\|^2_\alpha := \int_{\mathbb{R}^d} \mathcal{L}^\alpha\!+\!1 u(x) \left| u(x) \right|^2 \langle |x| \rangle^{-3} dx. \quad (1.10)$$

With this notation, from (1.8), we have that the norm given in (1.5) is equivalent to $\| \cdot \|_0$. Moreover,

$$\|u\|_\alpha = \|\mathcal{L}^\alpha u\|_0. \quad (1.11)$$

Our first characterization of the $\alpha$-Herglotz wave functions, given in the following theorem, is written in terms of the operators $\mathcal{L}^\alpha$ and the norms $\| \cdot \|_\alpha$. 

---
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Characterizations (1.4) and (1.6) show that $\mathcal{E}$ is a topological isomorphism of $L^2(\mathbb{S}^{d-1})$ to $W(\mathbb{R}^d)$. For $\alpha, \beta > 0$ we will prove that the following embedding scheme holds.

$$H^\alpha(\mathbb{S}^{d-1}) \hookrightarrow L^2(\mathbb{S}^{d-1}) \hookrightarrow H^{-\beta}(\mathbb{S}^{d-1})$$

$\downarrow \mathcal{E} \quad \downarrow \mathcal{E} \quad \downarrow \mathcal{E}$

$W^\alpha(\mathbb{R}^d) \hookrightarrow W(\mathbb{R}^d) \hookrightarrow W^{-\beta}(\mathbb{R}^d)$

We present first the characterization of the $\alpha$-Herglotz wave functions in terms of certain norm related to (1.5). For convenience, we introduce a norm equivalent to the one given in (1.5). In order to do that, we notice that using the Green–Beltrami identity (see [2, Proposition 3.33]), we have that for any $f \in C^2(\mathbb{S}^{d-1})$,

$$\|\nabla_S f\|^2_{L^2(\mathbb{S}^{d-1})} = \int_{\mathbb{S}^{d-1}} f(\theta) (-\Delta_S) f(\theta) d\sigma(\theta) = \|(-\Delta_S)^{1/2} f\|^2_{L^2(\mathbb{S}^{d-1})},$$

where $\Delta_S$ is the Laplace–Beltrami operator on the sphere, and $(-\Delta_S)^{1/2}$ is defined using the functional calculus for the positive operator $-\Delta_S$ (for a more detailed explanation see (1.23) ahead). And therefore, the condition given in (1.5) is equivalent to

$$\int_{\mathbb{R}^d} \left| u(x) + (-\Delta_S)^{1/2} u(x) \right|^2 \langle x \rangle^{-3} dx < \infty. \quad (1.8)$$

Here we have extended the definition of the operator $(-\Delta_S)^{1/2}$ to functions $u(x)$ defined for $x \in \mathbb{R}^d$ by using polar coordinates to write $u(x) = u(r\theta)$ with $(r, \theta) \in (0, \infty) \times \mathbb{S}^{d-1}$ and making the operator act on the spherical variable $\theta$.

This observation suggests us to introduce for any $\alpha \in \mathbb{R}$ the operators

$$\mathcal{L}^\alpha : C^\infty(\mathbb{S}^{d-1})^* \to C^\infty(\mathbb{S}^{d-1})^*,$$

defined, using again the functional calculus for the positive operator $-\Delta_S$ and transposition (for a more detailed explanation see (1.23) ahead), by

$$\mathcal{L}^\alpha := \left(I + (-\Delta_S)^{1/2}\right)^\alpha. \quad (1.9)$$

As before we extend the definition of $\mathcal{L}^\alpha$ to smooth functions $u(x)$ with $x \in \mathbb{R}^d$, by writing $x = r\theta$ and making $\mathcal{L}^\alpha$ acts on the spherical variable $\theta$. And thus, for such smooth functions $u$ and any $\alpha \in \mathbb{R}$ we can define the norm

$$\|u\|^2_\alpha := \int_{\mathbb{R}^d} \mathcal{L}^\alpha\!+\!1 u(x) \left| u(x) \right|^2 \langle |x| \rangle^{-3} dx. \quad (1.10)$$

With this notation, from (1.8), we have that the norm given in (1.5) is equivalent to $\| \cdot \|_0$. Moreover,

$$\|u\|_\alpha = \|\mathcal{L}^\alpha u\|_0. \quad (1.11)$$

Our first characterization of the $\alpha$-Herglotz wave functions, given in the following theorem, is written in terms of the operators $\mathcal{L}^\alpha$ and the norms $\| \cdot \|_\alpha$. 

---
Theorem 1.2. Let $\alpha \in \mathbb{R}$. An entire solution of the homogeneous Helmholtz equation $u$ is a $\alpha$-Herglotz wave function if and only if $L^\alpha u$ is a Herglotz wave function, that is,

$$
\|u\|^2_\alpha = \int_{\mathbb{R}^d} |L^{\alpha+1} u(x)|^2 \frac{dx}{\langle |x| \rangle^3} < \infty,
$$

(1.12)

where $L^\alpha$ is defined in (1.9). Moreover, writing $u = \mathcal{E}\phi$ with $\phi \in H^\alpha(S^{d-1})$, we have that

$$
\|u\|_\alpha \sim \|\phi\|_{H^\alpha(S^{d-1})}.
$$

Hence the operator $\mathcal{E}$ defined in (1.7) is a topological isomorphism of $H^\alpha(S^{d-1})$ onto $W^\alpha(\mathbb{R}^d)$ provided with the norm $\|\cdot\|_\alpha$.

Remark 1.3. Observe that in the case $\alpha = 0$, (1.12) is equivalent to (1.5) and therefore, theorem 1.2 generalizes [12, Theorem 4].

For the characterization of the $\alpha$-Herglotz wave functions related to the one given by Hartman-Wilcox in (1.3) for Herglotz wave functions, we distinguish two cases, $\alpha > 0$ and $\alpha < 0$. In both cases, some definitions are needed.

In case $\alpha > 0$, we will use a non differential description of the Sobolev spaces in the sphere which is presented in [6].

The case $0 < \alpha < 2$ requires the following definition.

Definition 1.4. Let $0 < \alpha < 2$. Given an integrable function $f$ on $S^{d-1}$, we define the square function

$$
S_\alpha(f)^2(\theta) := \int_0^\pi \left| A_t f(\theta) - f(\theta) \right|^2 \frac{dt}{t},
$$

where

$$
A_t f(\theta) := \frac{1}{|C(\theta, t)|} \int_{C(\theta, t)} f(\tau) d\sigma(\tau)
$$

(1.13)

denotes the mean of $f$ on the spherical cap centred at $\theta \in S^{d-1}$ and with angle $t \in (0, \pi]$; that is,

$$
C(\theta, t) := \{ \eta \in S^{d-1} : \theta \cdot \eta \geq \cos t \}.
$$

As we did before, we extend this definition to functions $u(x)$ defined for $x \in \mathbb{R}^d$ by using polar coordinates to write $u(x) = u(r\theta)$ and making the operators $S_\alpha$ and $A_t$ act on the spherical variable $\theta$.

The next theorem gives our second characterization of the $\alpha$-Herglotz wave functions in case $0 < \alpha < 2$, and it is written in terms of the previous squared functions and the norm $\|\cdot\|_A$ given in (1.3).
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**Theorem 1.5.** Let \( 0 < \alpha < 2 \). An entire solution of the homogeneous Helmholtz equation \( u \) is a \( \alpha \)-Herglotz wave function if and only if

\[
\| S_\alpha(u) \|_A^2 = \sup_{R > 0} \frac{1}{R} \int_{|x| < R} S_\alpha(u)^2(x) \, dx < \infty.
\]

Moreover, writing \( u = \mathcal{E}\phi \) with \( \phi \in H^\alpha(S^{d-1}) \), we have that

\[
\| S_\alpha(u) \|_A \sim \| \phi \|_{H^\alpha(S^{d-1})}.
\]

The case \( \alpha \geq 2 \) requires the following extension of the square function given in definition 1.4.

**Definition 1.6.** Let \( \alpha \geq 2 \) and \( n \in \mathbb{N} \) such that \( 2n \leq \alpha < 2(n+1) \). Given \( f, g_1, \ldots, g_n \) integrable functions on \( S^{d-1} \), for any \( \theta \in S^{d-1} \), in case \( 2n < \alpha < 2(n+1) \), we define the square function

\[
S_\alpha(f, g_1, \ldots, g_n)^2(\theta) := \int_0^\pi \left| A_t f(\theta) - f(\theta) - \sum_{k=1}^n g_k(\theta) c_k(\theta) \right|^2 \frac{dt}{t^{2\alpha+1}}, \tag{1.14}
\]

where \( A_t \) is the mean function defined in (1.13) and \( c_k(\theta) = A_t(|\theta - \cdot|^2k)(\theta) \), for \( k = 1, \ldots, n \). And in case \( \alpha = 2n \), we define the square function

\[
S_{2n}(f, g_1, \ldots, g_n)^2(\theta) := \int_0^\pi \left| A_t f(\theta) - f(\theta) - \sum_{k=1}^{n-1} g_k(\theta) c_k(\theta) - A_t g_n(\theta) c_n(\theta) \right|^2 \frac{dt}{t^{4n+1}}. \tag{1.15}
\]

The next theorem gives the analogous characterization of the \( \alpha \)-Herglotz wave functions given in theorem 1.5 for \( 0 < \alpha < 2 \), but for the case \( \alpha \geq 2 \).

**Theorem 1.7.** Let \( \alpha \geq 2 \) and \( n \in \mathbb{N} \) such that \( 2n \leq \alpha < 2(n+1) \). An entire solution of the homogeneous Helmholtz equation \( u \) is a \( \alpha \)-Herglotz wave function if and only if there exist \( n \) Herglotz wave functions \( v_1, v_2, \ldots, v_n \) such that

\[
\| S_\alpha(u, v_1, \ldots, v_n) \|_A^2 = \sup_{R > 0} \frac{1}{R} \int_{|x| < R} S_\alpha(u, v_1, \ldots, v_n)^2(x) \, dx < \infty. \tag{1.16}
\]

Moreover, writing \( u = \mathcal{E}\phi \) with \( \phi \in H^\alpha(S^{d-1}) \), we have that

\[
\| S_\alpha(u, v_1, \ldots, v_n) \|_A \sim n \| \phi \|_{H^\alpha(S^{d-1})}. \tag{1.17}
\]

In case \( \alpha < 0 \), our characterization of the \( \alpha \)-Herglotz wave functions is not written in terms of the square functions introduced above but in terms of the following operators.

For convenience, we will write our characterization for \((-\alpha)\)-Herglotz wave functions with \( \alpha > 0 \) instead of \( \alpha \)-Herglotz wave functions with \( \alpha < 0 \).
For $\alpha > 0$, let $K_\alpha$ be the integral operator defined by

$$K_\alpha f(\xi) := \int_{S^{d-1}} K_\alpha(\xi, \eta) f(\eta) d\sigma(\eta), \quad f \in C^\infty(S^{d-1}), \quad \xi \in S^{d-1}, \quad (1.18)$$

where

$$K_\alpha(\xi, \eta) := \frac{1}{|S^{d-1}|} \int_0^1 \frac{(1-r)^\alpha(1+r)}{|r\xi - \eta|} dr, \quad \text{for} \ \xi \neq \eta.$$  

Observe that $K_\alpha : C^\infty(S^{d-1}) \to C^\infty(S^{d-1})$.

As we did before, the operators $K_\alpha$ can be extended to functions $u(x)$ defined for $x \in \mathbb{R}^d$ by using polar coordinates to write $u(x) = u(r\theta)$ and making the operators act on the spherical variable $\theta$.

**Theorem 1.8.** Let $\alpha > 0$ and $u$ be an entire solution of the Helmholtz equation. Then $u$ is a $(-\alpha)$-Herglotz wave function if and only if $K_\alpha u$ is a Herglotz wave function, that is,

$$\|K_\alpha u\|_A^2 = \sup_{R>0} \frac{1}{R} \int_{|x|<R} |K_\alpha u(x)|^2 \, dx < \infty. \quad (1.19)$$

Moreover, writing $u = E\phi$ with $\phi \in H^{-\alpha}(S^{d-1})$, we have that

$$\|K_\alpha u\|_A \sim \|\phi\|_{H^{-\alpha}(S^{d-1})}.$$  

The following proposition gives us a necessary condition to be a $(-\alpha)$-Herglotz wave function which is closer in form to (1.3) than (1.19).

**Proposition 1.9.** Let $\alpha \geq 0$. If $u$ is a $(-\alpha)$-Herglotz wave function, then it satisfies the condition

$$\sup_{R>0} \frac{1}{R} \int_{|x|<R} \frac{|u(x)|^2}{(1+|x|^2)^\alpha} \, dx < \infty. \quad (1.20)$$

Although the characterization in terms of the condition (1.20) is not attained, the following partial result is obtained.

**Proposition 1.10.** Let $\alpha > 0$. If $u$ is an entire solution of the homogeneous Helmholtz equation satisfying condition (1.20), then there exists $\phi \in H^{-\beta}(S^{d-1})$, with $\beta > \alpha + 1/2$, such that $u = E\phi$.

A result similar to proposition 1.9 but for $\alpha$-Herglotz wave functions with $\alpha > 0$ is not possible. See remark 2.5 below for more details. However, as a consequence of propositions 1.9 and 1.10, we characterize the entire solutions of the Helmholtz equation that are the extension operator of a distribution in the sphere.
Corollary 1.11. An entire solution $u$ of the homogeneous Helmholtz equation is the extension operator of a distribution of the sphere if and only if there exists $\alpha \geq 0$ such that

$$\sup_{R>0} \frac{1}{R} \int_{|x|<R} \frac{|u(x)|^2}{(1+|x|^2)\alpha} \, dx < \infty.$$ 

We finish this section with some preliminary notions and notation that will be used throughout the paper. The second section of this paper is devoted to the proofs of the results stated in this introduction, and the last section is an appendix containing several estimates of the Bessel functions.

1.1. Preliminary notions and notation

Let $L^2(S^{d-1})$ denote the space of square integrable functions in the sphere provided with the Lebesgue surface measure $d\sigma$. It is well known (see [2], Chapter 2) that an orthonormal basis of this space is the set of all real valued spherical harmonics given by

$$\{Y_{\ell j} / \ell = 0, 1, \ldots \text{ and } 1 \leq j \leq \nu(\ell)\},$$

where

$$\nu(\ell) = \frac{(2\ell + d - 2)(\ell + d - 3)!}{\ell!(d-2)!}.$$ 

A linear operator $\mathcal{M}$ acting on formal series of spherical harmonics is call a zonal multiplier if and only if there exists a sequence of complex numbers $\{\lambda_\ell\}_{\ell=0}^\infty$ such that

$$\mathcal{M} \left( \sum_{\ell=0}^\infty Y_{\ell} \right) = \sum_{\ell=0}^\infty \lambda_\ell Y_{\ell},$$

where $Y_\ell$ is any spherical harmonics of degree $\ell$. We will apply this definition to the space of distributions in the sphere, that is the dual space of $C^\infty(S^{d-1})$, which we denote by $C^\infty(S^{d-1})^*$. In order to do that, notice that (see [11]) every $f \in C^\infty(S^{d-1})^*$ has a unique representation

$$f = \sum_{\ell=0}^\infty \nu(\ell) \sum_{j=1}^{\nu(\ell)} \hat{f}_{\ell j} Y_{\ell j}, \quad \hat{f}_{\ell j} := \langle f, Y_{\ell j} \rangle,$$ 

where $\langle \cdot, \cdot \rangle$ denotes the duality in $C^\infty(S^{d-1})$, with convergence in the weak* topology and where

$$|\hat{f}_{\ell j}| \leq C\ell^N,$$ 

for some $C, N$ depending on $f$; and conversely, every series (1.21) satisfying (1.22) defines a distribution in the sphere.

Moreover, when $f \in C^\infty(S^{d-1})$, $\hat{f}_{\ell j}$ has the fast decay

$$\ell^M |\hat{f}_{\ell j}| \leq C_M,$$

for every $M > 0$, and the convergence of the series (1.21) is uniform in $S^{d-1}$.
Hence every sequence \( \{\lambda_\ell\}_{\ell=0}^\infty \) with polynomial growth, that is,
\[
|\lambda_\ell| \leq C \ell^N,
\]
for some \( N \), defines a zonal multiplier from \( C^\infty(\mathbb{S}^{d-1}) \) into \( C^\infty(\mathbb{S}^{d-1}) \) and by transposition, also from \( C^\infty(\mathbb{S}^{d-1})^* \) into \( C^\infty(\mathbb{S}^{d-1})^* \).

Notice that the composition of two zonal multiplier defined on \( C^\infty(\mathbb{S}^{d-1})^* \) is another zonal multiplier, and the composition commutes.

The space of all spherical harmonics of degree \( \ell \) spanned by \( \{Y^j_\ell : 1 \leq j \leq \nu(\ell)\} \) is the eigenspace of \( -\Delta_S \) corresponding to the eigenvalue \( \ell(\ell + d - 2) \). Thus, \( -\Delta_S \) is a zonal multiplier with associated sequence \( \{\ell(\ell + d - 2)\}_{\ell=0}^\infty \).

From here, we can see the operators \( (-\Delta_S)^{1/2} \) and \( \mathcal{L}^\alpha \) introduced in (1.8) and (1.9) as zonal multipliers defined on \( C^\infty(\mathbb{S}^{d-1})^* \) with associated sequences
\[
\left\{\ell^{1/2}(\ell + d - 2)^{1/2}\right\}_{\ell=0}^\infty \quad \text{and} \quad \left\{(1 + \ell^{1/2}(\ell + d - 2)^{1/2})^\alpha\right\}_{\ell=0}^\infty
\]
respectively.

Moreover, for \( \alpha \in \mathbb{R} \), we can define the Sobolev space \( H^\alpha(\mathbb{S}^{d-1}) \) as the space of all distributions \( f \in C^\infty(\mathbb{S}^{d-1})^* \) such that \( \mathcal{L}^\alpha f \in L^2(\mathbb{S}^{d-1}) \), and equipped with the norm
\[
\|f\|_{H^\alpha(\mathbb{S}^{d-1})}^2 = \sum_{\ell=0}^\infty \sum_{j=1}^{\nu(\ell)} \left|1 + \ell^{1/2}(\ell + d - 2)^{1/2}\right|^{2\alpha} |\hat{f}_{\ell j}|^2 < \infty.
\]

On the other hand, since any \( f \in C^\infty(\mathbb{S}^{d-1})^* \) admits representation (1.21), using the continuity of the Fourier transform in temperate distributions and the Funk-Hecke’s formula (see [9, pp. 37] and also [12, Lemma 4]), and writing \( x = r\theta \), we have that
\[
\mathcal{E} f(x) = \sum_{\ell=0}^\infty \sum_{j=1}^{\nu(\ell)} \hat{f}_{\ell j} \mathcal{E} Y^j_\ell(r\theta)
\]
\[
= \sum_{\ell=0}^\infty \sum_{j=1}^{\nu(\ell)} (2\pi)^{1/2} \ell^{1/2} \frac{\mu(\ell)(r)}{r^{d-2}} \hat{f}_{\ell j} Y^j_\ell(\theta), \quad (1.25)
\]
where \( \mu(\ell) = \ell + \frac{d-2}{2} \). And therefore, \( \mathcal{E} \) acts as a zonal multiplier in the spherical variable \( \theta \).

Notice that the fast uniform convergence to zero of the Bessel functions on compact sets, implies that the series (1.25) converges uniformly on compact subsets of \( \mathbb{R}^d \).

Throughout this paper, for \( X, Y \geq 0 \), we will write \( X \sim Y \) if there exists a constant \( c > 0 \), depending on at most the dimension \( d \), such that \( c^{-1}Y \leq X \leq cY \), and \( X \preceq Y \) if there exists a similar uniform constant \( c \) such that \( X \leq cY \). We will write \( X \sim_b Y \) if the constants above depend on a specific parameter \( b > 0 \).
2. Proofs

We start this section proving theorem 1.2.

Proof of theorem 1.2. Let $u$ be a $\alpha$-Herglotz wave function. Then there exists $\phi \in H^\alpha(S^{d-1})$ such that $u = \mathcal{E}\phi$. And therefore, since from (1.23) and (1.25), we have that $\mathcal{L}^\alpha$ and $\mathcal{E}$ are zonal multipliers, we can write

$$\mathcal{L}^\alpha u = \mathcal{L}^\alpha \mathcal{E} \phi = \mathcal{E} \mathcal{L}^\alpha \phi.$$  

And thus, $\mathcal{L}^\alpha u$ is a Herglotz wave function since $\mathcal{L}^\alpha \phi \in L^2(S^{d-1})$.

Conversely, let $u$ be an entire solution of the homogeneous Helmholtz equation such that $\mathcal{L}^\alpha u$ is a Herglotz wave function. Then, there exists $\phi \in L^2(S^{d-1})$ such that $\mathcal{L}^\alpha u = \mathcal{E}\phi$, and therefore,

$$u = \mathcal{L}^{-\alpha} \mathcal{E} \phi = \mathcal{E} \mathcal{L}^{-\alpha} \phi.$$  

From here, we have that $u$ is a $\alpha$-Herglotz wave function since $\mathcal{L}^{-\alpha} f \in H^\alpha(S^{d-1})$.

On the other hand, writing $u = \mathcal{E}\phi$ with $\phi \in H^\alpha(S^{d-1})$ and using (1.11), (1.6), (1.23) and (1.24), we get

$$\|u\|_\alpha = \|\mathcal{E}\phi\|_\alpha = \|\mathcal{L}^\alpha \mathcal{E} \phi\|_0 = \|\mathcal{E} \mathcal{L}^\alpha \phi\|_0 \sim \|\mathcal{L}^\alpha \phi\|_{L^2(S^{d-1})} = \|\phi\|_{H^\alpha(S^{d-1})}. \quad (2.1)$$

Finally, since by definition $\mathcal{E} : L^2(S^{d-1}) \to \mathcal{W}$ and $\mathcal{L}^\alpha : H^\alpha(S^{d-1}) \to L^2(S^{d-1})$ are bijections, we have that $\mathcal{E} = \mathcal{L}^{-\alpha} \mathcal{E} \mathcal{L}^\alpha : H^\alpha(S^{d-1}) \to \mathcal{W}^\alpha(\mathbb{R}^d)$

is also a bijection, and thus, from (2.1), $\mathcal{E}$ is a topological isomorphism of $H^\alpha(S^{d-1})$ to $\mathcal{W}^\alpha(\mathbb{R}^d)$.

The proof of theorems 1.5 and 1.7 requires the following auxiliary results that can be found in [6].

Theorem 1.5 [6, Theorems 1.1 and 1.2]. Let $\alpha > 0$, $n$ the non-negative integer number such that $2n \leq \alpha < 2(n + 1)$, and $\phi \in L^2(S^{d-1})$.

1) If $n = 0$, then $\phi \in H^\alpha(S^{d-1})$ if and only if $S_\alpha(\phi) \in L^2(S^{d-1})$. Moreover,

$$\|\phi\|_{H^\alpha(S^{d-1})} \sim \|S_\alpha(\phi)\|_{L^2(S^{d-1})}.$$  

2) If $n \geq 1$, then $\phi \in H^\alpha(S^{d-1})$ if and only if there exist $\phi_1, \phi_2, \ldots, \phi_n \in L^2(S^{d-1})$ such that $S_\alpha(\phi, \phi_1, \phi_2, \ldots, \phi_n) \in L^2(S^{d-1})$. Moreover,

$$\|\phi\|_{H^\alpha(S^{d-1})} \sim_n \|S_\alpha(\phi, \phi_1, \phi_2, \ldots, \phi_n)\|_{L^2(S^{d-1})}. \quad (2.2)$$

Lemma 2.2 [6, Lemma 2.1]. For each $t \in (0, \pi]$, the operator $A_t$ defined in (1.13) is a zonal Fourier multiplier with associated sequence $\{m_{\ell,t}\}_{\ell=0}^\infty$ given by

$$m_{\ell,t} := C_{t,d} \int_{\cos t}^1 P_{\ell,d}(s) (1 - s^2)^{\frac{d-2}{2}} \, ds, \quad \ell = 0, 1, \ldots, \quad (2.3)$$

where $C_{t,d} = \frac{|S^{d-2}|}{|C(\xi,t)|}$ and $P_{\ell,d}$ denotes the Legendre polynomial of degree $\ell$ in $d$ dimensions.
The proofs of theorems 1.5 and 1.7 are similar. We omit the proof of the theorem 1.5 because it is simpler than the proof of the theorem 1.7, since in the first case, no summation term is involved in the definition of the square function (see definitions 1.4 and 1.6).

**Proof of theorem 1.7.** We consider first the case $2n < \alpha < 2(n + 1)$.

We start with the necessary condition. Let $u$ be a $\alpha$-Herglotz wave function, then $u = \mathcal{E}\phi$ with $\phi \in H^\alpha(S^{d-1})$, and thus, from theorem 2.1, there exist $\phi_1, \phi_2, \ldots, \phi_n \in L^2(S^{d-1})$ such that

$$\|\phi\|_{H^\alpha(S^{d-1})} \sim_n \|S_\alpha(\phi, \phi_1, \phi_2, \ldots, \phi_n)\|_{L^2(S^{d-1})}.$$  \hspace{5cm} (2.4)

We introduce the Herglotz wave functions

$$v_k := \mathcal{E}\phi_k, \quad k = 1, \ldots, n.$$  

From (1.14), we have that

$$S_\alpha(u, v_1, \ldots, v_n)^2(x) = \int_0^\pi \left| A_t u(x) - u(x) - \sum_{k=1}^n v_k(x) c_k(t) \right|^2 \frac{dt}{t^{2\alpha+1}}$$

$$= \int_0^\pi \left| \mathcal{E}\phi_t(x) \right|^2 \frac{dt}{t^{2\alpha+1}},$$  \hspace{5cm} (2.5)

where

$$\phi_t := A_t \phi - \phi - \sum_{k=1}^n \phi_k c_k(t), \quad t \in (0, \pi].$$  \hspace{5cm} (2.6)

Observe that in (2.5) we have used the fact that $\mathcal{E}$ and $A_t$ are zonal multipliers (see (1.25) and lemma 2.2, respectively) and therefore, they commute.

From (2.5), for $R > 0$ fixed, we have that

$$\frac{1}{R} \int_{|x| < R} S_\alpha(u, v_1, \ldots, v_n)^2(x) \, dx = \int_0^\pi \frac{1}{R} \int_{|x| < R} \left| \mathcal{E}\phi_t(x) \right|^2 \frac{dx \, dt}{t^{2\alpha+1}}.$$  \hspace{5cm} (2.7)

Since $\phi \in L^2(S^{d-1})$, for each $t \in (0, \pi)$, $\phi_t \in L^2(S^{d-1})$, and therefore, $\mathcal{E}\phi_t$ is a Herglotz wave function. Thus, using (1.4) in (2.7) we get

$$\frac{1}{R} \int_{|x| < R} S_\alpha(u, v_1, \ldots, v_n)^2(x) \, dx \lesssim \int_0^\pi \|\phi_t\|_{L^2(S^{d-1})}^2 \frac{dt}{t^{2\alpha+1}}.$$  

From here, using (2.6), (1.14) and (2.4) we obtain

$$\frac{1}{R} \int_{|x| < R} S_\alpha(u, v_1, \ldots, v_n)^2(x) \, dx \lesssim_n \|S_\alpha(\phi, \phi_1, \ldots, \phi_n)\|_{L^2(S^{d-1})}^2$$

$$\sim_n \|\phi\|_{H^\alpha(S^{d-1})}^2.$$  

Then, taking the supremum in $R$, since $\phi \in H^\alpha(S^{d-1})$, we deduce that

$$\|S_\alpha(u, v_1, \ldots, v_n)\|_A \lesssim_n \|\phi\|_{H^\alpha(S^{d-1})} < \infty.$$  \hspace{5cm} (2.8)
Now we will prove the sufficient condition. First we will assume that \( u \) is a Herglotz wave function, and then we will extend the result to entire solutions of the homogeneous Helmholtz equation.

For a Herglotz wave function \( u \), using the sufficient condition, we have that there exist \( f, g_1, \ldots, g_n \in L^2(S^{d-1}) \) such that

\[
    u = \mathcal{E} f, v_1 = \mathcal{E} g_1, \ldots, v_n = \mathcal{E} g_n.
\]

From (1.14), using lemma 2.2, we can write

\[
    S_\alpha(f, g_1, \ldots, g_n)^2(\theta) = \int_0^\pi \left| A_t f(\theta) - f(\theta) - \sum_{k=1}^n g_k(\theta) c_k(t) \right|^2 \frac{dt}{t^{2\alpha+1}}
\]

\[
    = \int_0^\pi \left| \sum_{\ell=0}^{\infty} \sum_{j=1}^n \hat{h}_{\ell j}(t) Y^j(\theta) \right|^2 \frac{dt}{t^{2\alpha+1}},
\]

with

\[
    \hat{h}_{\ell j}(t) := m_{\ell, t} \hat{f}_{\ell j} - \hat{f}_{\ell j} - \sum_{k=1}^n \hat{g}_{k \ell j} c_k(t),
\]

where \( m_{\ell, t} \) is defined in (2.3), and therefore, we have that

\[
    \| S_\alpha(f, g_1, \ldots, g_n) \|_{L^2(S^{d-1})}^2 = \int_0^\pi \sum_{\ell=0}^{\infty} \sum_{j=1}^n |\hat{h}_{\ell j}(t)|^2 \frac{dt}{t^{2\alpha+1}}.
\]

(2.9)

Arguing in a similar way, but using (1.25), we can write

\[
    S_\alpha(u, v_1, \ldots, v_n)^2(x) = \int_0^\pi \left| A_t u(x) - u(x) - \sum_{k=1}^n v_k(x) c_k(t) \right|^2 \frac{dt}{t^{2\alpha+1}}
\]

\[
    = \int_0^\pi 2\pi \left| \sum_{\ell=0}^{\infty} \sum_{j=1}^n i^\ell \hat{h}_{\ell j}(t) \frac{J_\mu(\ell)(r)}{r^{d/2}} Y^j(\theta) \right|^2 \frac{dt}{t^{2\alpha+1}},
\]

where \( x = r\theta \), and therefore, for \( R > 0 \) fixed, we have that

\[
    \frac{1}{R} \int_{|x| < R} S_\alpha(u, v_1, \ldots, v_n)^2(x) dx
\]

\[
    = \sum_{\ell=0}^{\infty} \sum_{j=1}^n 2\pi \frac{R}{R} \int_0^R |J_\mu(\ell)(r)|^2 r \, dr \int_0^\pi |\hat{h}_{\ell j}(t)|^2 \frac{dt}{t^{2\alpha+1}}.
\]

(2.10)

From the following asymptotic formula (see [10, pp. 134])

\[
    J_\mu(r) = \sqrt{\frac{2}{\pi r}} \cos \left( r - \frac{\mu \pi}{2} - \frac{\pi}{4} \right) + O(r^{-3/2}), \quad r \to \infty,
\]
we get (see [7] for the case $\mu = \ell + \frac{1}{2}, \ell \in \mathbb{N}$)

$$\lim_{R \to \infty} \frac{1}{R} \int_0^R |J_\mu(r)|^2 r dr \sim 1, \quad \mu \geq 0.$$  \hfill (2.11)

Using (2.11) in (2.10), the Fatou’s lemma, (2.9) and (2.2), we obtain

$$\|S_\alpha(u, v_1, \ldots, v_n)\|_A^2 \sim \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} \int_0^\pi |\hat{h}_{\ell j}(t)|^2 \frac{dt}{\ell^{2\alpha+1}} \geq \int_0^\pi \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} |\hat{h}_{\ell j}(t)|^2 \frac{dt}{\ell^{2\alpha+1}} = \|S_\alpha(f, g_1, \ldots, g_n)\|_{L^2(S^{d-1})}^2 \sim_n \|f\|_{H^\alpha(S^{d-1})}^2.$$  \hfill (2.12)

From (2.12) and the hypothesis (1.16), we conclude that $u = Ef$ with $f \in H^\alpha(S^{d-1})$, that is, $u$ is a $\alpha$-Herglotz wave function.

Moreover, (2.12) together with (2.8) gives (1.17), which completes the proof whenever $u$ is a Herglotz wave function.

Now we consider $u$ to be an entire solution of the homogeneous Helmholtz equation satisfying (1.16).

As it is well known (see [7, Chapter 3] for $d = 3$ and [12] for greater dimensions), writing $x = r\theta$, any entire solution of the homogeneous Helmholtz equation $u$ can be expanded as

$$u(x) = (2\pi)^{1/2} \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} a_{\ell j} \frac{J_{2\ell+1}(r)}{r^{d-2}} Y_{\ell j}^d(\theta), \quad x \in \mathbb{R}^d,$$  \hfill (2.13)

for certain coefficients $a_{\ell j}$, with uniform convergence in compact sets.

For each $N \in \mathbb{N}$, let $\pi_N$ be the orthogonal projection of $L^2(S^{d-1})$ onto the space of spherical harmonics of degree less than or equal to $N$ given by

$$\pi_N \left( \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} \hat{g}_{\ell j} Y_{\ell j}^d \right) = \sum_{\ell=1}^{N} \sum_{j=1}^{\nu(\ell)} \hat{g}_{\ell j} Y_{\ell j}^d.$$  

By means of (2.13), we can extend this definition to $u(x)$ with $x \in \mathbb{R}^d$, considering $\pi_N$ acting on the spherical variable.

Since $\pi_N u$ and $\pi_N v_1, \ldots, \pi_N v_n$ are Herglotz wave functions, we can write

$$\pi_N u = Ef_N \quad \text{and} \quad \pi_N v_1 = \mathcal{E} \pi_N g_1, \ldots, \pi_N v_n = \mathcal{E} \pi_N g_n,$$

where

$$f_N(\theta) = \sum_{\ell=0}^{N} \sum_{j=1}^{\nu(\ell)} a_{\ell j} Y_{\ell j}^d(\theta) \quad \text{and} \quad v_1 = \mathcal{E} g_1, \ldots, v_n = \mathcal{E} g_n.$$  \hfill (2.14)
The Fourier extension operator of distributions in \( H^\alpha(S^{d-1}) \) Since we have proven the result for Herglotz wave functions, we have that

\[
\|f_N\|_{H^\alpha(S^{d-1})} \lesssim_n \|S_\alpha(\pi_N u, \pi_N v_1, \ldots, \pi_N v_n)\|_A. \tag{2.15}
\]

On the other hand, it is easy to check that

\[
\|S_\alpha(\pi_N u, \pi_N v_1, \ldots, \pi_N v_n)\|_A \leq \|S_\alpha(u, v_1, \ldots, v_n)\|_A,
\]

and using this inequality in (2.15), from the hypothesis (1.16), we get

\[
\|f_N\|_{H^\alpha(S^{d-1})} \lesssim_n \|S_\alpha(u, v_1, \ldots, v_n)\|_A < \infty.
\]

From here, taking into account (2.14) and (2.13), we conclude that

\[
f := \lim_{N \to \infty} f_N = \sum_{\ell=1}^{\infty} \sum_{j=1}^{\nu(\ell)} a_\ell j Y_{\ell}^j \in H^\alpha(S^{d-1}),
\]

\[u = Ef\] and \( \|f\|_{H^\alpha(S^{d-1})} \lesssim_n \|S_\alpha(u, v_1, \ldots, v_n)\|_A\). Hence the proof is also completed for \( u \) being an entire solution of the Helmholtz equation.

The proof in the case \( \alpha = 2n \) is similar to the previous one, but replacing \( S_\alpha(u, v_1, \ldots, v_n) \) by \( S_{2n}(u, v_1, \ldots, v_n) \), the square function defined in (1.15). \( \square \)

In order to prove theorem 1.8 we consider \( \alpha > 0 \) and introduce the zonal multipliers \( M_\alpha \) defined on \( C^\infty(S^{d-1})^* \) by the sequence \( \{\beta(\alpha, \ell + 1)\}_{\ell=0}^{\infty} \), where \( \beta(x, y) = \int_0^1 t^{x-1}(1-t)^{y-1} dt, \quad x > 0, y > 0, \)

is the beta function. \( M_\alpha \) can be extended to functions \( u \) defined on \( \mathbb{R}^d \). Writing the beta function in terms of the gamma function and using the Striling’s formula, one can see that

\[
\beta(\alpha, \ell + 1) \sim_{\alpha} \ell^{-\alpha}, \quad \ell \to \infty, \tag{2.16}
\]

and therefore \( M_\alpha^{-1} \) is also a zonal Fourier multiplier on \( C^\infty(S^{d-1})^* \).

On the other hand, from (1.24) we see that a distribution \( f \in C^\infty(S^{d-1})^* \), which admits the representation (1.21), belongs to \( H^{-\alpha}(S^{d-1}) \) if and only if

\[
\sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} \hat{f}_{\ell j}(1+\ell)^{-\alpha}Y_{\ell}^j \in L^2(S^{d-1}),
\]

and taking into account (2.16), this holds if and only if \( M_\alpha f \in L^2(S^{d-1}) \). Moreover,

\[
\|f\|_{H^{-\alpha}(S^{d-1})} \sim \|M_\alpha f\|_{L^2(S^{d-1})}. \tag{2.17}
\]

The following lemma relates the zonal multiplier \( M_\alpha \) and the integral operator \( K_\alpha \) introduced in (1.18), and we will use it in the proof of theorem 1.8.
Lemma 2.3. Let be $\alpha > 0$, $K_\alpha$ the integral operator defined for any $\phi \in C^\infty(S^{d-1})$ by (1.18), and $M_\alpha$ the zonal multiplier defined by the sequence $\{\beta(\alpha, \ell + 1)\}_{\ell=0}$, where $\beta(x, y)$ denotes the beta function. It holds that

$$K_\alpha \phi = M_\alpha \phi, \quad \phi \in C^\infty(S^{d-1}).$$

Before proving this lemma, we present the proof of theorem 1.8.

Proof of theorem 1.8. Let $u$ be a $(-\alpha)$-Herglotz wave function then, there exists $\phi \in H^{-\alpha}(S^{d-1})$ such that $u = E \phi$.

Since $M_\alpha$ and $E$ are Fourier multipliers (see (1.25)), they commute, and therefore, using (2.18), we can write

$$K_\alpha u = M_\alpha u = M_\alpha E \phi = EM_\alpha \phi.$$

Notice that the first identity in the previous expression holds because $u = E \phi$ is a $C^\infty$ function in $\mathbb{R}^d$.

Since $\phi \in H^{-\alpha}(S^{d-1})$, from (2.17), $M_\alpha \phi \in L^2(S^{d-1})$, and therefore, from (2.19), $K_\alpha u$ is a Herglotz wave function.

Conversely, if $K_\alpha u$ is a Herglotz wave function, there exists $\psi \in L^2(S^{d-1})$ such that $K_\alpha u = E \psi$. From (2.17), $\phi = M_\alpha^{-1} \psi \in H^{-\alpha}(S^{d-1})$, and we can write

$$M_\alpha u = K_\alpha u = E \psi = EM_\alpha \phi = M_\alpha E \phi,$$

and thus $u = E \phi$ is a $(-\alpha)$-Herglotz wave function.

Notice that the first identity in (2.20) holds because by hypothesis, $u$ is an entire solution of the homogeneous Helmholtz equation, and therefore, is a $C^\infty$ function in $\mathbb{R}^d$.

Finally, using (2.17), (1.4), the fact that $u = E \phi$ is a $C^\infty$ function in $\mathbb{R}^d$ and (2.18), we get

$$\|\phi\|_{H^{-\alpha}(S^{d-1})} \sim \|M_\alpha \phi\|_{L^2(S^{d-1})} \sim \|EM_\alpha \phi\|_A = \|M_\alpha u\|_A = \|K_\alpha u\|_A. \quad \Box$$

It remains to prove Lemma 2.3. In order to do this, we need some properties of the Poisson transform, defined for $0 \leq r < 1$ by

$$P_r f(\xi) = \int_{S^{d-1}} p_r(\xi, \eta) f(\eta) d\sigma(\eta), \quad f \in L^1(S^{d-1}), \xi \in S^{d-1},$$

where

$$p_r(\xi, \eta) = \frac{1}{|S^{d-1}|} \frac{1 - r^2}{|r \xi - \eta|^d}, \quad \xi, \eta \in S^{d-1}.$$

It is well known (see [3]) that $P_r f \in C^\infty(S^{d-1})$, and

$$p_r(\xi, \eta) = \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} r^{\ell} Y_\ell^j(\xi) Y_\ell^j(\eta),$$

which implies that $P_r$ is a zonal multiplier with associated sequence $\{r^\ell\}_{\ell=0}^{\infty}$. 
Proof of lemma 2.3. Given $\phi \in C^\infty(S^{d-1})$, we can write

$$
\phi = \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} \hat{\phi}_{\ell j} Y^j_{\ell}.
$$

and since $P_r$ is a zonal multiplier with associated sequence $\{r^\ell\}_{\ell=0}^{\infty}$, we have that

$$
P_r \phi = \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} r^\ell \hat{\phi}_{\ell j} Y^j_{\ell},
$$

From here, using (2.21) and the fast decay of $\hat{\phi}_{\ell j}$, for any $\xi \in S^{d-1}$, we obtain that

$$
\int_0^1 (1 - r)^{\alpha - 1} P_r \phi(\xi) dr = \sum_{\ell=0}^{\infty} \sum_{j=1}^{\beta(\alpha, \ell + 1)} \hat{\phi}_{\ell j} Y^j_{\ell}(\xi) = M_\alpha \phi(\xi).
$$

On the other hand, using (2.21), Fubini’s theorem and (1.18), for any $\xi \in S^{d-1}$, we can write

$$
\int_0^1 (1 - r)^{\alpha - 1} P_r \phi(\xi) dr = \int_{S^{d-1}} K_\alpha(\xi, \eta) \phi(\eta) d\sigma(\eta) = K_\alpha \phi(\xi).
$$

From (2.22) and (2.23), identity (2.18) holds.

The proof of proposition 1.9 requires the following lemma involving Bessel functions, that will be proven in the Appendix.

Lemma 2.4. Let $\mu \geq 1/2$ and $s \geq 0$. It holds

$$
\sup_{R > 0} \frac{1}{R} \int_0^R |J_\mu(r)|^2 \frac{r dr}{(1 + r^2)^s} \sim (1 + \mu)^{2 - 2s} \int_0^\infty |J_\mu(r)|^2 \frac{r dr}{(r^2)}^{3/2 - 2\alpha},
$$

where $\langle r \rangle = (1 + r^2)^{1/2}$.

Proof of proposition 1.9. Let $u$ be a $(-\alpha)$-Herglotz wave function. Then, there exists $\phi \in H^{-\alpha}(S^{d-1})$ such that $u = E\phi$, and from (1.25) we can write

$$
u(\ell)
\begin{align*}
u(\ell)
\|u\|_{-\alpha}^2 = & \int_{\mathbb{R}^d} \left|\mathcal{L}^{-\alpha+1} u(x)\right|^2 \frac{dx}{\langle |x| \rangle^3} \\
= & \int_0^\infty \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} \hat{\phi}_{\ell j}^2 \left(1 + \ell^{1/2}(\ell + d - 2)^{1/2}\right)^{2-2\alpha} |J_\mu(\ell)(r)|^2 \frac{r dr}{\langle r \rangle^3}.
\end{align*}
$$

From (1.10), using polar coordinates, (2.25), and (1.23), we get

$$
\|u\|_{-\alpha}^2 = \int_{\mathbb{R}^d} \left|\mathcal{L}^{-\alpha+1} u(x)\right|^2 \frac{dx}{\langle |x| \rangle^3} \\
= \int_0^\infty \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} \hat{\phi}_{\ell j}^2 \left(1 + \ell^{1/2}(\ell + d - 2)^{1/2}\right)^{2-2\alpha} |J_\mu(\ell)(r)|^2 \frac{r dr}{\langle r \rangle^3}.
$$
Since $u$ is a \((-\alpha)\)-Herglotz wave function, from theorem 1.2 and the dominated convergence theorem, we have that
\[
\sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} \left| \hat{\phi}_{\ell j} \right|^2 \left( 1 + \ell^{1/2}(\ell + d - 2)^{1/2} \right)^{2-2\alpha} \int_0^{\infty} \left| J_{\mu(\ell)}(r) \right|^2 \frac{r \, dr}{(r^3)^{\alpha}} \leq C,
\]
where $C$ is an absolute constant. In particular, for any $N \in \mathbb{N}$, it holds
\[
\sum_{\ell=0}^{N} \sum_{j=1}^{\nu(\ell)} \left| \hat{\phi}_{\ell j} \right|^2 \left( 1 + \ell^{1/2}(\ell + d - 2)^{1/2} \right)^{2-2\alpha} \int_0^{\infty} \left| J_{\mu(\ell)}(r) \right|^2 \frac{r \, dr}{(r^3)^{\alpha}} \leq C.
\]
From here, using (2.24) with $s = \alpha \geq 0$, since $\mu(\ell) = \ell + d - 2$, for any $R > 0$ we obtain
\[
\sum_{\ell=0}^{N} \sum_{j=1}^{\nu(\ell)} \left| \hat{\phi}_{\ell j} \right|^2 \int_0^{R} \left| J_{\mu(\ell)}(r) \right|^2 \frac{r \, dr}{(1 + r^2)^{\alpha}} \leq C.
\]
And therefore, using again the dominated convergence theorem, from (2.25), we have that
\[
\frac{1}{R} \int_0^{R} \sum_{\ell=0}^{\infty} \sum_{j=1}^{\nu(\ell)} \left| \hat{\phi}_{\ell j} \right|^2 \left| J_{\mu(\ell)}(r) \right|^2 \frac{r \, dr}{(1 + r^2)^{\alpha}} = \frac{1}{R} \int_{|x|<R} \frac{|u(x)|^2}{(1 + |x|^2)^{\alpha}} \, dx < \infty. \quad \square
\]

The following remark shows that a result similar to proposition 1.9 is not true for $\alpha$-Herglotz wave functions with $\alpha > 0$.

**Remark 2.5.** Let $\alpha > 0$ and $u$ be a $\alpha$-Herglotz wave function. Then $u$ cannot satisfy the growth condition
\[
\sup_{R>0} \frac{1}{R} \int_{|x|<R} |u(x)|^2 (1 + |x|^2)^{\alpha} \, dx < \infty. \quad (2.26)
\]
This can be proved by a contradiction argument. Assume that $u$ satisfies (2.26) then, for any $R > 0$ we have that
\[
\frac{1}{R} \int_{R/2 <|x|<R} |u(x)|^2 (1 + |x|^2)^{\alpha} \, dx \leq C,
\]
where $C$ is an absolute constant independent of $R$, and therefore, since $\alpha > 0$, we get
\[
\left( 1 + \frac{R^2}{4} \right)^{\alpha} \frac{1}{R} \int_{R/2 <|x|<R} |u(x)|^2 \, dx \leq C. \quad (2.27)
\]
On the other hand, since $u$ is indeed a Herglotz wave function, from (1.2) we have that
\[
\lim_{R \to \infty} \frac{1}{R} \int_{R/2 <|x|<R} |u(x)|^2 \, dx = \frac{1}{2} \| u \|^2_L,
\]
which contradicts (2.27) when taking limits to infinity.
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Proof of proposition 1.10. Any entire solution of the homogeneous Helmholtz equation $u$ admits the representation (2.13), and therefore, from (1.20), for any $R > 0$ we have that

$$
\frac{1}{R} \int_0^R \sum_{\ell=0}^\infty \sum_{j=1}^{\nu(\ell)} |a_{\ell j}|^2 |J_{\mu(\ell)}(r)|^2 \frac{r \, dr}{(1 + r^2)^\alpha} \leq C,
$$

with $C$ an absolute constant. From here, using the dominated convergence theorem we get

$$
\sum_{\ell=0}^\infty \sum_{j=1}^{\nu(\ell)} |a_{\ell j}|^2 \frac{1}{R} \int_0^R |J_{\mu(\ell)}(r)|^2 \frac{r \, dr}{(1 + r^2)^\alpha} \leq C.
$$

And therefore, for $\ell = 0, 1, \ldots$, taking $R = 2\mu(\ell)$, we have that

$$
\sum_{j=1}^{\nu(\ell)} |a_{\ell j}|^2 \frac{1}{\mu(\ell)} \int_{\mu(\ell)}^{2\mu(\ell)} |J_{\mu(\ell)}(r)|^2 \frac{r \, dr}{(1 + r^2)^\alpha} \lesssim 1.
$$

Taking into account that in the above integral $r \sim \mu(\ell)$ and that $\mu(\ell) = \ell + \frac{d-2}{2} \sim_d \ell$, using the estimate (3.4) given below in the Appendix, we obtain that

$$
\sum_{j=1}^{\nu(\ell)} |a_{\ell j}|^2 \frac{1}{(1 + \ell^2)^\alpha} \lesssim 1.
$$

(2.28)

Now, if we define

$$
\phi(\theta) = \sum_{\ell=0}^\infty \sum_{j=1}^{\nu(\ell)} a_{\ell j} Y_{\ell j}(\theta),
$$

(2.29)

from (1.24), using (2.28), we have that

$$
\|\phi\|_{H^{-\beta}(S^{d-1})}^2 = \sum_{\ell=0}^\infty \sum_{j=1}^{\nu(\ell)} \frac{|a_{\ell j}|^2}{(1 + \ell^2 (\ell + d - 2)\frac{d}{2} )^{2\beta}} \lesssim \sum_{\ell=0}^\infty \frac{1}{(1 + \ell)^{2(\beta - \alpha)}} < \infty,
$$

whenever $\beta > \alpha + 1/2$. And thus $\phi \in H^{-\beta}(S^{d-1})$ for $\beta > \alpha + 1/2$, and from (2.29) and (1.25), we have that $u = \mathcal{E}\phi$.

Proof of corollary 1.11. As we mentioned in the space of distributions in the sphere $C^\infty(S^{d-1})^*$ can be identified with all the series given in (1.21) such that the coefficients $\hat{f}_{\ell j}$ satisfy the growth condition given in (1.22). From here, it is easy to see that

$$
C^\infty(S^{d-1})^* = \bigcup_{\alpha > 0} H^{-\alpha}(S^{d-1}),
$$

and thus, the result follows from propositions 1.9 and 1.10.
3. Appendix

In this section we will prove lemma 2.4, which involves the Bessel functions. The following results concerning these functions will be needed. They can be found in [4] and [5].

**Lemma 3.1** [4, Lemma 1]. Let $\mu \geq 1/2$.

1. If $0 < r < 1$, then
   \[ |J_\mu(r)| \lesssim \frac{1}{\Gamma(\mu + 1)} \left( \frac{r}{2} \right)^\mu. \] (3.1)

2. If $1 \leq r \leq \frac{\mu}{4}$ and we write $r = \mu \text{sech}\alpha_\mu(r)$ with $e^{\alpha_\mu(r)} = \frac{\mu}{r} + \sqrt{\frac{\mu^2 - r^2}{r}}$, then
   \[ |J_\mu(\mu \text{sech}\alpha_\mu(r))| \lesssim e^{\mu \tanh\alpha_\mu(r)} \frac{e^{\sqrt{\mu^2 - r^2}}}{\mu^{1/2} e^{\mu \alpha_\mu(r)} \mu}. \] (3.2)

3. If $r \geq 2\mu$, then
   \[ |J_\mu(r)| \lesssim r^{-1/2}. \] (3.3)

**Lemma 3.2** [5, Lemma 5]. Let $\mu \geq 1/2$. If $a \geq 1$, then
\[ \int_{a/\mu}^{2\mu} |J_\mu(r)|^2 \, dr \sim 1. \] (3.4)

Moreover, it holds
\[ 1 \lesssim (1 + \mu)^2 \int_0^\infty |J_\mu(r)|^2 \frac{r \, dr}{\langle r \rangle^3}, \] (3.5)
where $\langle r \rangle = (1 + r^2)^{1/2}$.

**Proof of lemma 2.4.** It is enough to prove the following estimates:

\[ \frac{1}{R} \int_0^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s} \lesssim (1 + \mu)^{2-2s} \int_0^\infty |J_\mu(r)|^2 \frac{r \, dr}{\langle r \rangle^3}, \quad \forall R > 0, \] (3.6)

\[ (1 + \mu)^{2-2s} \int_0^\infty |J_\mu(r)|^2 \frac{r \, dr}{\langle r \rangle^3} \lesssim \sup_{R > 0} \frac{1}{R} \int_0^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s}. \] (3.7)

We start with the proof of (3.6). We will argue in a different way depending on the values of $R > 0$, so we distinguish the following cases:

1. If $0 < R < 1$, we can use (3.1) and (3.5) to write
   \[ \frac{1}{R} \int_0^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s} \lesssim \frac{1}{2^{2s} \Gamma^2(\mu + 1)} \lesssim (1 + \mu)^{2-2s} \int_0^\infty |J_\mu(r)|^2 \frac{r \, dr}{\langle r \rangle^3}. \] (3.8)
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Notice that to get (3.8) we have use that for any $s \geq 0$

$$(1 + \mu)^{2s-2} \lesssim 2^2 \mu \Gamma^2(\mu + 1)$$

whenever $\mu$ is large enough. This can be seen using the Strilings formula for the gamma function (see [10, pp. 12]), that is,

$$\Gamma(x) = \sqrt{2\pi x^{-\frac{1}{2}}} e^{-x} \left(1 + O\left(\frac{1}{x}\right)\right), \quad x > 0. \quad (3.9)$$

(2) Let $1 \leq R < \mu/4$. From the previous case, it is enough to prove that

$$\frac{1}{R} \int_1^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s} \lesssim (1 + \mu)^{2-2s} \int_0^\infty |J_\mu(r)|^2 \frac{r \, dr}{(r^3)}. \quad (3.10)$$

Using (3.2), we have that

$$\frac{1}{R} \int_1^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s} \lesssim \int_1^{\mu/4} \frac{e^{2\sqrt{\mu^2 - r^2}}}{(\frac{\mu}{r})^{2\mu}} \left(1 + \frac{\sqrt{\mu^2 - r^2}}{\mu}\right)^{2\mu} \, dr \lesssim \left(\frac{e}{4}\right)^{2\mu}. \quad (3.11)$$

Estimate (3.10) follows from here using (3.5), since

$$\left(\frac{e}{4}\right)^{2\mu} \lesssim (1 + \mu)^{2-2s}$$

for any $s > 0$ whenever $\mu$ is large enough.

(3) Let $\mu/4 \leq R < 2\mu$. From the previous two cases, it is enough to prove

$$\frac{1}{R} \int_{\mu/4}^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s} \lesssim (1 + \mu)^{2-2s} \int_0^\infty |J_\mu(r)|^2 \frac{r \, dr}{(r^3)}. \quad (3.12)$$

This estimate follows from (3.4) with $a = 4$ and (3.5) since

$$(1 + r^2)^{-s} \lesssim (1 + \mu)^{-2s}, \quad s \geq 0, \quad r \geq \mu/4. \quad (3.11)$$

(4) Let $2\mu \leq R$. From the previous three cases, it is enough to prove

$$\frac{1}{R} \int_{2\mu}^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s} \lesssim (1 + \mu)^{2-2s} \int_0^\infty |J_\mu(r)|^2 \frac{r \, dr}{(r^3)}. \quad (3.13)$$

This estimate follows from (3.3), (3.11) and (3.5).

In order to prove (3.7), we split the integral in the left-hand side into four integrals,

$$\int_0^\infty = \int_0^1 + \int_1^{\mu/4} + \int_{\mu/4}^{2\mu} + \int_{2\mu}^\infty,$$

so that it is enough to prove the result for each one of them.
For the first integral, using (3.1), the Stirling’s formula given in (3.9) and (3.4) with \( a = 1 \), we can write
\[
(1 + \mu)^{2 - 2s} \int_0^1 |J_\mu(r)|^2 \frac{r \, dr}{\langle r \rangle^3} \lesssim \frac{(1 + \mu)^{2 - 2s}}{2^2 \mu \Gamma^2(\mu + 1)}
\]
\[
\lesssim \frac{1}{(1 + \mu)^{2s}} \int_{\mu}^{2\mu} |J_\mu(r)|^2 \, dr
\]
\[
\sim \frac{1}{2\mu} \int_{\mu}^{2\mu} |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s}
\]
\[
\leq \sup_{R > 0} \frac{1}{R} \int_0^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s}.
\]

For the second integral, the argument is similar. Using (3.2) and (3.4) with \( a = 1 \), arguing as before, we get
\[
(1 + \mu)^{2 - 2s} \int_{\mu/4}^{\mu/4} |J_\mu(r)|^2 \frac{r \, dr}{\langle r \rangle^3} \lesssim (1 + \mu)^{2 - 2s} \left( \frac{e}{4} \right)^{2\mu} \mu
\]
\[
\lesssim \frac{1}{(1 + \mu)^{2s}} \int_{\mu/4}^{2\mu} |J_\mu(r)|^2 \, dr
\]
\[
\leq \sup_{R > 0} \frac{1}{R} \int_0^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s}.
\]

In the third integral, since we are considering \( r \sim \mu \), we have that
\[
(1 + \mu)^{2 - 2s} \int_{\mu/4}^{2\mu} |J_\mu(r)|^2 \frac{r \, dr}{\langle r \rangle^3} \lesssim \frac{(1 + \mu)^2}{\mu^3} \int_{\mu/4}^{2\mu} |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s}
\]
\[
\leq \sup_{R > 0} \frac{1}{R} \int_0^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s}.
\]

Finally, for the fourth integral we use (3.3) and (3.4) with \( a = 1 \) to write
\[
(1 + \mu)^{2 - 2s} \int_{2\mu}^{\infty} |J_\mu(r)|^2 \frac{r \, dr}{\langle r \rangle^3} \lesssim \frac{(1 + \mu)^{2 - 2s}}{\mu^2}
\]
\[
\lesssim \frac{1}{(1 + \mu)^{2s}} \int_{\mu}^{2\mu} |J_\mu(r)|^2 \, dr
\]
\[
\leq \sup_{R > 0} \frac{1}{R} \int_0^R |J_\mu(r)|^2 \frac{r \, dr}{(1 + r^2)^s}.
\]

\[\Box\]
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