Self-attention Multi-view Representation Learning with Diversity-promoting Complementarity
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Abstract: Multi-view learning attempts to generate a model with a better performance by exploiting the consensus and/or complementarity among multi-view data. However, in terms of complementarity, most existing approaches only can find representations with single complementarity rather than complementary information with diversity. In this paper, to utilize both complementarity and consistency simultaneously, give free rein to the potential of deep learning in grasping diversity-promoting complementarity for multi-view representation learning, we propose a novel supervised multi-view representation learning algorithm, called Self-Attention Multi-View network with Diversity-Promoting Complementarity (SAMVDPC), which exploits the consistency by a group of encoders, uses self-attention to find complementary information entailing diversity. Extensive experiments conducted on eight real-world datasets have demonstrated the effectiveness of our proposed method, and show its superiority over several baseline methods, which only consider single complementary information.
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1 INTRODUCTION

Aiming to make good use of the information from multi-view data and improve the generalization performance, multi-view learning algorithms have made great progress in different tasks, such as classification, regression, and clustering, by utilizing conventional machine learning or deep learning to fully considering the relationships among multiple views [1, 2, 3, 4]. And recently, [5] analyzes these various algorithms, comes to the conclusion that there are two fundamental assumptions ensuring their success: consistency and complementarity principles. The consistency assumption suggests there is consistent information shared by all views, while the complementarity assumption states each view of multi-data may contain some knowledge that other views do not have. Based on these two assumptions, we review the literature of multi-view learning in recent years, and observe that there are still two drawbacks in many state-of-the-art multi-view learning algorithms.

First, at present, multi-view algorithms can be generally categorized into two types: the first category aims to exploit the consistency, the second one aims to leverage the complementarity among multiple views, and each category only focuses on consensus or complementarity. In detail, the first category usually tries to extract the common latent representation on which all views have minimum disagreement, such as canonical correlation analysis (CCA) class algorithms [6, 7, 8, 9, 10], which project two or more views into latent subspaces by maximizing the correlations among projected views, matrix factorization based methods [11, 12, 13], which jointly factorize multi-view data into one common centroid representation by minimizing the overall reconstruction loss of different views. And the second category is to explicitly preserve complementary information of different views, such as co-training style algorithms [14, 15, 16, 17], which iteratively train two classifiers on two different views, and each classifier generates its complementary information to help the other classifier to train in the next iteration.

However, both consistency and complementarity of multi-views data are meaningful, the neglect of each aspect will result in the loss of valuable information. In order to address this drawback, multi-view algorithms recently began to develop the third category algorithm, which exploits the consistency and complementarity, simultaneously, such as matrix factorization based methods [18, 19], which find latent representations composed of common latent factors shared by multiple views and the specific latent factor of each view. But [18, 19] also inherit the shortcomings of matrix factorization, such as they only learn a linear map relationships, can’t reflect the non-linear relationship in the multi-view dataset, and require feed all data in one time, lack the ability of dealing with large scale data.

Second, in terms of complementarity, most of existing multi-view learning algorithms only can find representations with single complementarity rather than complementary information with diversity. Srivastava and Salakhutdinov [20] propose a deep multi-modal RBM to capture the joint distribution over image and text inputs. Ngiam et al. [21] concatenate the final hidden coding of audio and video modalities as input, then map these inputs to a shared representation layer.
Cho et al. [22] directly input multi-view sequence into RNN encoder to integrate the complementarity of multi-view data.

Su et al. [23] introduce a multi-view CNN architecture that integrates complementarity among multiple 2D views of an object into a single and compact representation by a view-pooling layer, which performs element-wise maximum operation across the views. In general, all the above algorithms focus on one type of complementarity among multiple views, and they don’t consider mining the complementary information with diversity.

To fight against the above mentioned serious deficiencies, in this paper, we propose a new multi-view learning paradigm based on self-attention network, called Self-Attention Multi-View network with Diversity-Promoting Complementarity (SAMVDPC). Specially, SAMVDPC first encodes each view’s data into a fixed-length vector representation to exploit the consistency, and then explores complementary information entailing diversity with multiple combination forms by self-attention mechanism, finally concatenates all complementary information into a vector representation, which further be used to make prediction. We may illustrate this idea using an example from a face recognition problem with two views. Given a group of people, we have collected the face information for each person to form two-view dataset.

To make classification, first, by building a unique encoder for each view, SAMVDPC encodes each view’s data into a fixed-length vector representation and outputs \( \mathbf{H} = [h_1; h_2] \in R^{2 \times H} \). Second, SAMVDPC inputs \( \mathbf{H} \) to self-attention mechanism to produce weight matrix \( \mathbf{W} = [w_1; w_2] \in 2 \times 2 \), then outputs two vectors: \( w_1 \mathbf{H} \) and \( w_2 \mathbf{H} \), which can utilize to combine two-view data by different ways for subsequent fusion stage. Finally, SAMVDPC incorporates the concatenated representation \( [w_2 \mathbf{H}, w_2 \mathbf{H}] \) as input and processes these inputs by a forward network to make prediction.

In summary, our contributions we summarize are shown as follows:
(1) We develop a supervised multi-view deep learning algorithm, which utilizes both consistency and complementarity of multiple views, where multiple views’ encoders consider the consistency, and self-attention mechanism considers the complementarity;
(2) Compared to [18, 19], encoders in SAMVDPC can learn nonlinear and hierarchical abstract feature representation for multi-view data, which capture the non-linear relationship and real underlying properties in multi-view dataset.
(3) SAMVDPC can find representations with complementary information possessing diversity rather than single complementarity, and sufficiently reflect the complementarity underlying multi-view data.
(4) We have compared SAMVDPC with other state-of-the-art multi-view learning algorithms and demonstrated its effectiveness, what’s more, we also build other baselines deep networks to further analyze SAMVDPC’s performance, which explore single complementary by mean-pooling, max-pooling and weighted summation.

## 2 Attention mechanism

In deep neural networks, attention mechanism [24] has been developed in the context of encoder-decoder architectures for Neural Machine Translation (NMT) [22, 25], and rapidly applied to numerous application domains and achieved promising results on several challenging tasks, such as image captioning [26], and summarization [27]. Besides, with the development of deep learning, attention mechanism has been free from encoder-decoder contexts, and scholars have gradually developed another kind of attention mechanism, called self-attention mechanism, which highlights the different contributions at different positions of a single sequence in order to compute a context-dependent self-representation of the sequence, and has been used successfully in a variety of tasks including reading comprehension, abstractive summarization, and learning task-independent sentence representations, and yielded impressive performance [28, 29, 22].

As researchers deepen their knowledge of attention mechanism, they go a step further and settle down a common structure both for encoder-decoder attention and the self-attention, and formulate attention mechanism as follows:

\[
\text{Attention}(\mathbf{q}, \mathbf{V}) = \text{softmax}(f(\mathbf{q}; \theta)) \mathbf{V}. \tag{1}
\]

In which, \( \mathbf{q} \) is a query vector, \( \mathbf{V} \) is a set of value vectors. Equation (1) shows that attention mechanism attempts to maps a query and a set of value vectors to an output. The output is computed as a weighted sum of the value vectors, where the weight assigned to each value vector is computed by a function of the query. What’s more, when the query \( \mathbf{q} \) and value matrix \( \mathbf{V} \) are calculated by same inputs, equation (1) represents self-attention mechanism. In contrast, when the query vector and value vectors are calculated by different inputs, equation (1) represents encoder-decoder attention mechanism.

In addition, summarizing the current self-attention mechanism, we find that there are two main ways to implement the self-attention mechanism: 1) the parameters are directly obtained by the training process, and are independent of model input, such as [30]; 2) the parameters are related to model input, different inputs cause different parameters, such as [31]. And in this paper, we adopt the first approach in the way of [30] to build a novel supervised multi-view representation learning algorithm with self-attention mechanism, called Self-Attention Multi-View network with Diversity-Promoting Complementarity.

## 3 Framework

### 3.1 Notations

In this paper, bold uppercase characters are used to denote matrices, bold lowercase characters are used to denote vectors, and other characters which are not bold are used to denote scalars. Supposed that \( \{ \mathbf{X}^v \in R^{M \times N}, y \in R^N \} \) is the sample of view \( v \), where \( v = 1, \cdots, V \), and \( V \) is the number of views. More specifically, we have \( V \) views of
raw data, and each view can be expressed as \((X^v, y)\), where \(X^v = [x_1^v, \ldots, x_N^v], x_i^v \in \mathbb{R}^{M^v}\), and \(y = [y_1, \ldots, y_N]\).

### 3.2 SAMVDPC Architecture

In this section, we describe the framework of our proposed Self-Attention Multi-View network with Diversity-Promoting Complementarity (SAMVDPC). As shown in Fig. 1(a), the architecture of SAMVDPC is made up of Encoder-Block, self-attention mapping, and fully connected layer, and the detailed self-attention mapping processes are shown in Fig. 1(b). We describe each of the constituents in the following subsections.

**Encoder-Block:** As shown in Fig. 1(a), Encoder-Block is composed with \(V\) same encoders to extract each view’s feature. The initial model parameters of each encoder are initialized by the encoder of a corresponding auto-encoder, which will be explained more detailed in section 4.4. From these encoders, \(V\) hidden features \((z^v \in \mathbb{R}^{H \times 1}, v = 1, \ldots, V)\) can be obtained and they will be stacked horizontally and combined into a feature matrix: \(Z = [z^1, \ldots, z^V]\), \(z^v \in \mathbb{R}^{H \times 1}\), where \(H\) is the number of dimension of hidden feature vector \(z^v\).

**Self-attention mapping:** The self-attention mechanism takes the whole hidden states matrix \(Z\) as input, outputs a matrix \(A\), and each row of \(A\) is a vector of weights \(a_i\):

\[
A = \left[ a_1:\ldots:a_d_s \right] = \text{softmax} \left( W_{s2} \tanh \left( W_{s1} Z^T \right) \right), \tag{2}
\]

where, \(A \in \mathbb{R}^{d_s \times V}\), \(W_{s1} \in \mathbb{R}^{d_s \times H}\), \(W_{s2} \in \mathbb{R}^{d_c \times d_s}\), \(d_s\) is a hyper parameter we can set arbitrarily, and the softmax() is operated along the second dimension of its input. Inspired by [30], Equation (2) also can be deemed as a 2-layer MLP without bias, whose hidden unit numbers are \(d_s\), and parameters are \(\{W_{s}, W_{s1}\}\). Finally, we compute the \(d_s\) weighted sums by multiplying \(A\) and \(Z\):

\[
M = AZ^T, \quad M \in \mathbb{R}^{d_c \times H}. \tag{3}
\]

It is worth noting that each row of \(M\) is a unique nonlinear combinations of multiple views data, and the self-attention mechanism outputs formulate \(d_s\) kinds of nonlinear combination of multiple views data. In our experiment part, the value of \(d_s\) is set to \(V\).

**MLP:** We concatenate each row of \(M\) to produce a multi-view representation containing multiple combinations of multi-view data to extract complementary information entailing diversity. Then we input this representation to 2-layer MLP, and make prediction.

### 3.3 Objective Function and Regularization

The embedding matrix \(M\) always suffer from redundancy problems because the self-attention mechanism often provides similar summation weights for all the \(d_s\) hops. Inspired by [7], we also add regularization to encourage the diversity of summation weights vectors across different hops of attention. Thus, in this paper, our objective function is consistent with entropy loss and regularization, and can be formulated as follows:

\[
L = \text{cross-entropy}(y, \hat{y}) + \lambda \| AA^T - I \|_F^2, \tag{4}
\]

where \(\lambda\) is regularization parameters, and \(I\) is a unit diagonal matrix.

### 4 Experiment

In this section, we experimentally evaluate SAMVDPC in classification tasks on eight real world multi-view data sets by comparing it to other baseline algorithms, and design a set of exploratory experiments to validate properties of the self-attention mechanism in SAMVDPC, finally analyse the convergence of our proposed algorithm.

#### 4.1 Datasets

In this paper, we use eight real-world multi-view data sets to verify the performance of SAMVDPC, including Leaves, Reuters, YaleFace, BBC, Cornell, Texas, Washington, and Wisconsin datasets. Leaves and YaleFace are two image dataset, Reuters and BBC are two text dataset, Cornell, Texas, Washington, and Wisconsin dataset are four subset of data sets selected from WebKB data sets, and WebKB are webpage dataset. The properties of data sets are summarized in Table 1.

#### 4.2 Comparison Algorithms and Baseline Models

We evaluate the SAMVDPC performance in classification tasks by comparing it with several state-of-the-art multi-view learning algorithms based on matrix factorization, such as GMVNMF [32], multiNMF [12], MVCC [13], DICS [18], and some our designed deep neural network baseline models with three sorts of fusion strategies replacing with our self-attention mechanism, including max-pooling model, mean-pooling model, and weighted summation model. For fair comparison, in terms of matrix factorization algorithms, we choose the parameters within the range that author suggested to obtain good latent representations, and input these representations to KNN(k = 1) for classification; in terms of deep neural network baseline models, we instead of the self-attention mechanism with max-pooling, mean-pooling, or

| Data Set  | Instances numbers | V | K | Dimension numbers |
|-----------|-------------------|---|---|--------------------|
| Leaves   | 96                | 3 | 6 | 64 for all         |
| Reuters  | 1200              | 5 | 6 | 2000 for all       |
| YaleFace | 256               | 2 | 8 | 2016 for all       |
| BBC      | 685               | 4 | 5 | 4659/4633/4665/4684 |
| Cornell  | 195               | 2 | 5 | 1703/585           |
| Texas    | 187               | 2 | 5 | 1703/561           |
| Washington | 230             | 2 | 5 | 1703/690           |
| Wisconsin| 265               | 2 | 8 | 1703/795           |
weighted summation fusion, maintain the remaining structure unchanged, and remove the regularization in our objective function.

GMVNMF is an NMF-based algorithm by merging local geometrical structure information of each view in a multi-view feature extraction framework. The extracted feature considered the inner-view relatedness between data, and further can be used to complete various tasks. We select parameters $\lambda_f$, $\mu$ to 0.01, and 10 as author suggested, respectively.

MultiNMF is an NMF-based multi-view algorithm, in terms of matrix factorization, it requires coefficient matrices learnt from different views to be softly regularized towards a common consensus matrix, which reflect the information of multi-view data and can be used to make classification. We select the values of regularization parameter $\lambda$ are $10^{-3}$, $10^{-2}$, $10^{-1}$, and 1.

MVCC is a novel multi-view method based on concept factorization with local manifold regularization, which also drives a common consensus representation for multiple views. We set parameter $\alpha$ to 100, and both select the values of parameters $\beta$ and $\gamma$ are 50, 100, 200, 500, and 1000.

DICS is an NMF-based multi-view learning algorithm, by exploring the discriminative and nondiscriminating information existing in common and view-specific parts among different views via joint non-negative matrix factorization, and produce discriminative and non-discriminative feature from all subspaces. And then, discriminative and nondiscriminative features are further used to produce classification results. We select parameters $\alpha$ and $\beta$ within a small range of $[0, 1]$, and set parameter $\gamma$ to 1.

Due to no publicly available multi-view clustering algorithm based on deep neural network, we generate three baseline models based on deep neural network. These baseline models are exploratory models to validate properties of the self-attention mechanism in SAMVDPC, they separately use max pooling, mean pooling, and weighted summation to fusion all multiple views representations produced by Encoder-Block, and then input the fusion representation to fully connected layer to make prediction. And for fair comparison, we use the same settings for baseline models as what we did in SAMVDPC.

4.3 Configuration and Tricks

In this subsection, we specify the configuration of SAMVDPC. In Encoder-Block, structures of all encoders are the same, each encoder has one input layer and three hidden layers $l_1$, $l_2$, and $l_3$, the number of number in each hidden layer decrease as the layers of encoder deepens, and the activation function of all hidden layers is ReLU. In self-attention mapping, self-attention MLP has a hidden layer with 300 units $d_s$, and we always choose the matrix embedding to have V rows ($d_c$). In MLP, we use a 2-layer ReLU output MLP with 512 hidden states to output the classification result. For objective function, we usually set $\lambda$ to 0.0001. For the configuration of three baseline models, we use max-pooling, mean-pooling, or weighted summation to take replace of the self-attention mechanism in SAMVDPC, and set $\lambda$ in objective function to 0. The hyper parameters on
SAMVDPC achieves best accuracy on Texas and YaleFace.

As we can see, the proposed methods are regularized by dropout regularization in training process. To avoid overfitting, all layers in Encoder-Block and MLP are regularized by dropout regularization in training process, and dropout rate was set to 0.5.

4.4 Result

All datasets divided into training, verification and testing data in a ratio of 0.6:0.2:0.2. For SAMVDPC comparison algorithms, and baseline models, we first run each model on each dataset to select hyper parameters that has the best accuracy and generalization performance. And then based on these hyper parameters, we run all algorithms 10 times on each dataset and report the mean values and standard deviation of accuracies.

All the classification results of eight multi-view datasets are summarized in Table 3, and the best result on each dataset is highlighted in boldface. As we can see, the proposed SAMVDPC achieves best accuracy on Texas and YaleFace datasets, and are comparable with other algorithms on the else datasets. The promising result may reason from four aspects: (1) DICS, baseline models, and SAMVDPC are all algorithms exploiting the consistency and complementarity, simultaneously, and compared to GNMF, MultiNMF, and MVCC, they all achieve better performance on all datasets; (2) compared to matrix factorization algorithms, the Encoder-Block in both baseline models and SAMVDPC can extract features in a way of effectively fetching consistent information and grasping the underlying common properties of multi-view datasets; (3) compared to baseline models, the complementary with diversity exploited by self-attention mechanism contains more information than max-pooling, mean-pooling, and weighted summation.

4.5 Convergence Analysis of Training Process

In order to empirically investigate the convergence property of SAMVDPC, we plot the iterative curves of objective function and the corresponding classification accuracies on three typical data sets, Leaves, BBC, and Texas in Fig. 2. From Fig. 2, we can observe that: (1) the objective function values drop sharply and meanwhile the classification accuracies increase rapidly within the previous rounds of iterative process, and then the objective function and the accuracy curves begin to decrease/grow mildly, finally converge to a value or fluctuate around a constant; (2) with respect to convergence speed, the objective function values of SAMVDPC converge in the least iterations, in contrast, max-pooling cor-

---

Table 2: Hyperparameters on each data set

| Data Set | Units number of each encoder layer | Diversity of complementarity | Size of mini-batch |
|----------|-----------------------------------|-----------------------------|--------------------|
|          | $l_1$ | $l_2$ | $l_3$ | $d_c$ |                   |
| Leaves   | 64    | 32    | 16    | 3     | 4   |
| Reuters  | 2048  | 1024  | 512   | 2     | 16  |
| YaleFace | 2048  | 1024  | 512   | 2     | 32  |
| BBC      | 1024  | 512   | 512   | 4     | 32  |
| Cornell  | 1024  | 512   | 128   | 2     | 16  |
| Texas    | 1024  | 512   | 128   | 2     | 16  |
| Washington | 1024 | 512   | 128   | 2     | 16  |
| Wisconsin| 1024  | 512   | 128   | 2     | 16  |

Table 3: Accuracy of different methods

| Method     | Leaves | YaleFace | Reuters | BBC | Cornell | Texas  | Washington | Wisconsin |
|------------|--------|----------|---------|-----|---------|--------|------------|-----------|
| GNMF       | 95.0±0 | 50.0±2.5 | 40.8±1.2| 38.0±1.5 | 41.0±1.8 | 57.9±1.8 | 69.6±2.2 | 52.8±1.4 |
| MultiNMF   | 95.0±0 | 64.2±4.2 | 52.7±0.2 | 73.1±0.2 | 49.7±7.7 | 68.7±3.4 | 59.3±2.6 | 50.3±3.5 |
| MVCC       | 100±   | 33.3±6.9 | 54.4±1.9 | 95.8±2.6 | 60.8±5.0 | 64.7±5.5 | 62.8±3.8 | 64.3±2.7 |
| DICS       | 97.9±2.5 | 89.1±3.2 | 70.3±4.0 | 90.2±2.4 | 72.8±6.1 | 81.6±4.0 | 77.4±6.0 | 85.1±4.5 |
| MAX-Pooling| 100±   | 90.0±4.6 | 71.2±3.4 | 80.5±7.6 | 71.3±8.7 | 74.7±5.2 | 67.5±8.2 | 86.2±7.7 |
| MEAN-Pooling| 100±  | 90.6±5.3 | 71.2±4.3 | 83.3±6.7 | 70.9±5.5 | 76.6±4.0 | 70.0±4.9 | 84.8±5.2 |
| Weighted Sum| 100±  | 92.9±4.8 | 72.8±4.7 | 87.2±4.5 | 72.5±13 | 76.3±4.9 | 66.9±7.8 | 86.3±4.3 |
| AMVDPC     | 100±   | 94.0±2.2 | 70.0±5.2 | 93.5±2.4 | 72.2±4.9 | 85.3±4.0 | 75.0±6.1 | 84.0±5.2 |
responds to the most iterations, because max-pooling operation is lossy compression process and the backpropagation process doesn’t make full use of information from multiple views data; (3) in respect of convergence result, the objective function of SAMVDPC can finally converge to a fixed value on every dataset, but the objective function of baseline models always finally fluctuate around a constant, what’s more, compared to baseline models, we can find that the classification accuracy curves of SAMVDPC often fluctuate within a narrow range. In conclusion, compared to baseline models, SAMVDPC get a better performance on the iterative curves of objective function and the corresponding classification accuracy.

5 Conclusion and Future Work

In this paper, we propose a novel multi-view network, called SAMVDPC. The proposed SAMVDPC aims to utilize both complementarity and consistency simultaneously,
and give free rein to the potential of deep learning in grasping diversity-promoting complementarity by self-attention mechanism for multi-view representation learning, and then makes prediction based on this representation. In detail, we utilize Encoder-Block to extract feature vectors for each view, leverage self-attention to find complementary information entailing diversity, and make classification by 2-layer MLP. The experimental results on eight real-world data sets also have demonstrated the effectiveness of our proposed paradigm.

For future studies, we plan to change the Encoder-Block into CNN or LSTM to extend our model to complex multi-view data, such as raw image or document. Furthermore, we also plan to investigate the possibility of incorporating meta-learning [34] to give better hyper parameters than the human-defined hyper parameters used in this work. Instead of designing routing mechanism according to pre-setting routing strategies, we are also interested in learning to learn not just the learner initialization, but also the learner routing mechanism.
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