Local Convergence of the Continuous and Semi-Discrete Wavelet Transform in $L^p(\mathbb{R})$

Jaime Navarro-Fuentes 1, Salvador Arellano-Balderas 1 and Oscar Herrera-Alcántara 2,

1 Departamento de Ciencias Básicas, Universidad Autónoma Metropolitana, Mexico City 02200, Mexico; jnfu@azc.uam.mx (J.N.-F); sab@azc.uam.mx (S.A.-B)
2 Departamento de Sistemas, Universidad Autónoma Metropolitana, Mexico City 02200, Mexico
* Correspondence: oha@azc.uam.mx

Abstract: The smoothness of functions $f$ in the space $L^p(\mathbb{R})$ with $1 < p < \infty$ is studied through the local convergence of the continuous wavelet transform of $f$. Additionally, we study the smoothness of functions in $L^p(\mathbb{R})$ by means of the local convergence of the semi-discrete wavelet transform.
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1. Introduction

In order to study the local regularity of functions in $L^2(\mathbb{R})$ by means of the local convergence of the continuous wavelet transform (CWT), we apply its inversion formula, which is usually considered in the weak sense [1]. The same concept is applied for the case of CWT with rotations in $L^2(\mathbb{R}^n)$ [2]. Concerning distributions $u$ with compact support, the regular points of $u$ can be found again by using the convergence of the CWT by means of the $L^2$—machinery, [3].

When we move to the space $L^p(\mathbb{R}^n)$, the inversion formula for the CWT is obtained with norm convergence in $L^p(\mathbb{R}^n)$, where $1 \leq p < \infty$, [4,5]. For a.e. convergence in $L^p(\mathbb{R}^n)$, $1 < p < \infty$, see [6]. For the convergence at every Lebesgue point $x$ for functions in $L^p(\mathbb{R}^n)$, $1 < p < \infty$, see [7], and for the convergence on the entire Lebesgue set of $f \in L^p(\mathbb{R})$, $1 \leq p < \infty$, see [8]. Moreover, in [9,10], the continuous wavelet transform $L_h : L^p(\mathbb{R}) \to L^p(\mathbb{R}, L^1((0, \infty), \frac{da}{a})) := W^p$, $1 < p < \infty$ with respect to a wavelet $h \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ is a bounded linear operator and

\[ \|L_hf\|_{W^p} := \left( \int_{\mathbb{R}} \left[ \int_{a=0}^{\infty} \right] (L_hf)(a,b)^2 \frac{da}{a} \right)^{\frac{1}{2}} \leq A_p\|f\|_{L^p}, \]

where $A_p$ depends on $p$ and $h$.

For the discrete wavelet transform, wavelets become an unconditional bases for $L^p(\mathbb{R})$, $1 < p < \infty$. Thus, there is a characterization for functions in $L^p(\mathbb{R})$ using only absolute values of the wavelet coefficients of $f$, [11].

In this paper, we extend the results of local regularity of functions $f \in L^2(\mathbb{R})$ to the space $L^p(\mathbb{R})$, $1 < p < \infty$, by means of the local convergence of the CWT. To study the regularity of functions in $L^p(\mathbb{R})$, $1 < p < \infty$ via the CWT, we give the necessary conditions to define the CWT for $f$ in $L^p(\mathbb{R})$ with respect to an admissible function $h$ in $L^1(\mathbb{R}) \cap L^2(\mathbb{R})$.

Finally, we introduce the semi-discrete wavelet transform (SDWT) to show that there is a relationship between the local regularity of functions in $L^p(\mathbb{R})$ and the local convergence of the SDWT. That is, if the dilation parameter takes only discrete values, namely $a := a^m$, where $a$ is fixed and $a > 1$ with $m \in \mathbb{Z}$, and the translation parameter $b$ is any value in $\mathbb{R}$, we get the SDWT. With respect to the reconstruction formula in the semi-discrete case, we will consider two functions, $h_1$ and $h_2$, instead of one $h$, one for the decomposition and the
other one for the inversion formula, in such a way that the admissibility condition will depend on \( h_1 \) and \( h_2 \) [12,13].

This research led us to establish a relationship between the local existence of the limit of derivatives for the CWT and SDWT, and the derivatives of functions in \( L^p(\mathbb{R}) \).

Some experiments are included to illustrate our results. In particular, we study the sigmoidal function, widely used in artificial neural networks, since its derivatives can be expressed in terms of itself and Stirling numbers of second order, that allow us to implement computer experiments to show graphical representations of the wavelet transform behaviour.

The reported results become relevant in research areas such as analytical chemistry, where wavelet functions can be used for derivative calculation through CWT [14,15], neural networks with wavelets to extract features from data [16], and to propose novel architectures [17], image processing with wavelets, where all their derivatives are admissible functions, such as the Beta function [18], computer vision via Shearlet Networks that take advantage of sparse representations of shearlets in biometric applications [19], and its convergence properties [20,21], as well as differential equations for numerical solutions [22], among other areas. Indeed, one of the projections of the results shown in this paper can be applied, for example, to study the regularity of weak solutions under elliptic partial differential operators.

2. Notations and Definitions

In this section, we give the definition for an admissible function. We also define the continuous wavelet transform for functions in \( L^p(\mathbb{R}) \), where \( 1 < p < \infty \) with respect to an admissible function, and we give the inversion formula for the continuous wavelet transform.

Definition 1. For \( h \) in \( L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \), the dilation operator \( J_a \) and the translation operator \( T_b \) are defined respectively, as:

1. \( (J_a h)(x) = a^{-1} h(a^{-1} x) \), where \( a > 0 \) and \( x \in \mathbb{R} \),
2. \( (T_b h)(x) = h(x - b) \), where \( x, b \in \mathbb{R} \).

Notice that \( J_a h \) and \( T_b h \) are also in \( L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \). In fact, \( \| J_a h \|_1 = \| h \|_1 \).

The admissibility condition is now given.

Definition 2. The function \( h \) in \( L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) is admissible (wavelet) if

\[
0 < C_h := \int_{\mathbb{R}^+} \frac{|\hat{h}(w)|^2}{w} dw < \infty,
\]

where \( \hat{h} \) is the Fourier transform of \( h \), and where \( \mathbb{R}^+ = (0, \infty) \).

Remark 1. Following (1), note that if \( h \in C_0^\infty(\mathbb{R}) \), then \( h^{(n)} \) is admissible if and only if

\[
C_{h^{(n)}} = (2\pi)^{2n} \int_{\mathbb{R}^+} w^{2n-1} |\hat{h}(w)|^2 dw < \infty.
\]

Given the admissibility condition, we extend the continuous wavelet transform on \( L^2(\mathbb{R}, dx) \) to \( L^p(\mathbb{R}, dx) \), where \( 1 < p < \infty \), and interpret its images as elements of the space \( W^p \), as above. For this, we give the following definition.

Definition 3. Consider a measurable set \( X \) with measure \( \mu \) and a Banach space \( B \) with norm \( \| \cdot \|_B \). The space \( L^p((X, d\mu); (B, \| \cdot \|_B)) \) consists of those elements, \( F : X \to B \), that are strongly measurable and such that

\[
\int_X \| F(x) \|_B^p d\mu(x) < \infty.
\]
According to Definition 3, if $X = \mathbb{R}$ is a measurable space with measure $db$ and $B = L^2(\mathbb{R}^+, da)$ is a normed space with norm $\| \cdot \|_2$, then

$$W^p := L^p\left((\mathbb{R}, db); L^2(\mathbb{R}^+, \frac{da}{a})\right)$$

consists of those elements $F(\cdot, b) \in L^2(\mathbb{R}^+, \frac{da}{a})$ such that

$$\int_{\mathbb{R}} \|F(\cdot, b)\|_{L^2(\mathbb{R}^+, \frac{da}{a})}^p db < \infty.$$ 

In this case,

$$\|F\|_{W^p} := \left(\int_{\mathbb{R}} \|F(\cdot, b)\|_{L^2(\mathbb{R}^+, \frac{da}{a})}^p db\right)^{\frac{1}{p}} = \left(\int_{\mathbb{R}^+} \left(\int_{\mathbb{R}^+} |F(a, b)|^2 \frac{da}{a}\right)^{\frac{p}{2}} db\right)^{\frac{1}{p}}. \quad (3)$$

Thus, by using the space $W^p$, we give the definition of the continuous wavelet transform for functions in $L^p(\mathbb{R})$ with respect to an admissible function in $L^1(\mathbb{R}) \cap L^2(\mathbb{R})$.

**Definition 4.** Let $f$ be in $L^p(\mathbb{R})$ with $1 < p < \infty$. Consider $a > 0$ and $b \in \mathbb{R}$. Let $h$ be an admissible function in $L^1(\mathbb{R}) \cap L^2(\mathbb{R})$. The continuous wavelet transform of $f$ with respect to $h$ is defined as the map

$$L_h : L^p(\mathbb{R}, dx) \to W^p$$

so that

$$(L_h f)(a, b) = \int_{\mathbb{R}} f(x) \overline{T_a h(x)} dx = \int_{\mathbb{R}} f(x) \frac{1}{a} \overline{h\left(\frac{x - b}{a}\right)} dx. \quad (4)$$

Note that the continuous wavelet transform can be written as

$$(L_h f)(a, b) = \left((T_a T_{-b})^{-1} f\right)(b), \quad (5)$$

where $*$ means convolution and $h^{-}$ means $h^{-}(x) = h(-x)$.

**Remark 2.** According to (5), and since $f, h \in L^1(\mathbb{R})$ and $f \in L^p(\mathbb{R})$, it follows from Young’s Inequality that $(T_a T_{-b})^{-1} f \in L^p(\mathbb{R})$ and $\|(T_a T_{-b})^{-1} f\|_p \leq \|h\|_1 \|f\|_p$. That is,

$$\|(L_h f)(a, \cdot)\|_p \leq \|h\|_1 \|f\|_p.$$  

Additionally, note that from (3),

$$\|L_h f\|_{W^p} = \left(\int_{\mathbb{R}} \|L_h f(\cdot, b)\|_{L^2(\mathbb{R}^+, \frac{da}{a})}^p db\right)^{\frac{1}{p}} = \left(\int_{\mathbb{R}^+} \left(\int_{\mathbb{R}^+} |(L_h f)(a, b)|^2 \frac{da}{a}\right)^{\frac{p}{2}} db\right)^{\frac{1}{p}},$$

where

$$\|L_h f\|_{W^p} \leq A_p \|f\|_p,$$

and where the constant $A_p$ depends only on $p$ and $h$. Thus, the continuous wavelet transform is a bounded linear operator, [10].

The inversion formula of the continuous wavelet transform for $f$ in $L^p(\mathbb{R})$ with $1 < p < \infty$ is now given.

**Lemma 1.** Consider $f \in L^p(\mathbb{R})$ with $1 < p < \infty$, and $h \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ admissible with real values. Then,

$$f(x) = \frac{1}{C_h} \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} (L_h f)(a, b) h\left(\frac{x - b}{a}\right) db \frac{da}{a^2}. \quad (6)$$
The equality holds in the $L^p$ sense, and the integrals on the right-hand side have to be taken in the sense of distributions.

**Proof.** See [10].

### 3. Convergence of the Continuous Wavelet Transform in $L^p(\mathbb{R})$

First, we give a result about the derivative of the continuous wavelet transform with respect to the translation parameter $b \in \mathbb{R}$.

**Lemma 2.** If $f \in L^p(\mathbb{R})$ with $1 < p < \infty$ and if $h \in C_0^\infty(\mathbb{R})$ is admissible, then for any integer $n > 0$, $h^{(n)}$ is admissible. Moreover,

$$
\frac{\partial^n}{\partial b^n} (J_n h f)(a, b) = \frac{(-1)^n}{a^n} (J_n h f)(a, b).
$$

**Proof.** From (5), and since $f \in L^p(\mathbb{R})$ and $h \in C_0^\infty(\mathbb{R})$, then $(J_n h) \ast f \in C_0^\infty(\mathbb{R})$, and

$$
\frac{\partial^n}{\partial b^n} \left[(J_n h) \ast f\right](b) = \left[\frac{\partial^n}{\partial b^n} (J_n h) \ast f\right](b) = \frac{(-1)^n}{a^n} \left[(J_n h^{(n)}) \ast f\right](b).
$$

This proves Lemma 2.

Then, we have the following result.

**Lemma 3.** Suppose that $h \in C_0^\infty(\mathbb{R})$ is a non-zero function where $h(0) = 0$. Consider $f$ in $L^p(\mathbb{R})$, $1 < p < \infty$. If $f$ is of class $C^\infty$ in a neighborhood of $x = b_0$ in $\mathbb{R}$, then for each non-negative integer $n$, we have the existence of

$$
\lim_{(a, b) \to (0, b_0)} (W_n f)(a, b) = \frac{1}{a} \frac{\partial^n}{\partial b^n} (J_n h f)(a, b).
$$

**Proof.** Suppose $f$ is $C^\infty$ in a neighborhood of $x = b_0$ containing $[b_0 - \epsilon, b_0 + \epsilon]$, where $\epsilon > 0$. Take $b_1$ in $(b_0 - \epsilon/2, b_0 + \epsilon/2)$ and choose $b$ in $(b_0 - \epsilon/2, b_0 + \epsilon/2)$.

Now since $h \in C_0^\infty(\mathbb{R})$, there is $L > 0$ such that $\text{supp } h \subset [-L, L]$. Then, for $a \in (0, \epsilon/2L)$, we have $[b - aL, b + aL] \subset [b_0 - \epsilon, b_0 + \epsilon]$. Hence, $f$ is $C^\infty$ in $[b - aL, b + aL]$.

Following Lemma 2, and since $f \in L^p(\mathbb{R})$, it follows from (4) that,

$$
(W_n f)(a, b) = \frac{1}{a} \frac{(-1)^n}{a^n} \int_{b-aL}^{b+aL} f(x) \frac{1}{a} h^{(n)}\left(\frac{x-b}{a}\right) dx = \frac{1}{a} \int_{-L}^{L} f^{(n)}(b + ay) h(y) dy.
$$

Since $f$ is $C^\infty$ at points in the region of integration, then for $y$ in $[-L, L]$,

$$
f^{(n)}(b + ay) = f^{(n)}(b) + ay f^{(n+1)}(b) + \int_{b}^{b+ay} (b + ay - t) f^{(n+2)}(t) dt.
$$

Hence,

$$
(W_n f)(a, b) = \frac{1}{a} f^{(n)}(b) \int_{-L}^{L} h(y) dy + f^{(n+1)}(b) \int_{-L}^{L} y h(y) dy + R(a, b),
$$

where

$$
R(a, b) = \frac{1}{a} \int_{-L}^{L} \left(\int_{b}^{b+ay} (b + ay - t) f^{(n+2)}(t) dt\right) h(y) dy.
$$

Now, set $M = \sup_{x \in [b_0 - \epsilon, b_0 + \epsilon]} |f^{(n+2)}(x)|$. Then,

$$
|R(a, b)| \leq \frac{1}{2} aM \int_{-L}^{L} y^2 |h(y)| dy.
$$
Thus, \( R(a, b) \to 0 \) as \((a, b) \to (0, b_1)\) for any \(b_1\) in \((b_0 - \epsilon/2, b_0 + \epsilon/2)\).

Then, since \( h(0) = 0 \) and since \( f^{(n+1)} \) is continuous near \(b_1\), we have

\[
(W^n_h f)(a, b) \to f^{(n+1)}(b_1) \int_{-L}^{L} y h(y) \, dy \quad \text{as} \quad (a, b) \to (0, b_1).
\] (11)

\[\square\]

4. Main Result 1

Now, let us prove the converse of Lemma 3, which is our first main result.

**Theorem 1.** Suppose \( h \in C_0^\infty(\mathbb{R}) \) satisfies condition (1). Consider \( f \) in \( L^p(\mathbb{R}) \) with \( 1 < p < \infty \).

If, for each non-negative integer \( n \), the limit of \( (W^n_h f)(a, b) \) exists as \((a, b) \to (0, b_1)\) for each \( b_1 \) in an open neighborhood of \( x = b_0 \in \mathbb{R} \), then \( f \) is of class \( C^\infty \) in an open neighborhood of \( b_0 \in \mathbb{R} \).

**Proof.** Suppose that for each non-negative integer \( n \),

\[
F^n_h(b_1) := \lim_{(a, b) \to (0, b_1)} (W^n_h f)(a, b)
\]

exists for each \( b_1 \) in an open neighborhood containing the closed interval \([b_0 - B, b_0 + B]\), where \( B > 0 \).

Now, for fixed \( x \) in \([b_0 - B, b_0 + B]\) and \( y \in \mathbb{R} \), let

\[
(I^n_h f)(a, x, y) = \begin{cases} 
    h(-y) (W^n_h f)(a, x + ay) & \text{if } a > 0 \\
    h(-y) F^n_h(x) & \text{if } a = 0.
\end{cases}
\]

Note that for \( x \) in \([b_0 - B, b_0 + B]\), the function \( I^n_h f \) is well-defined for all \( a \geq 0 \) and all \( y \) in \( \mathbb{R} \). Furthermore, for fixed \( y \in \mathbb{R} \) and \( a \neq 0 \), the function \( I^n_h f \) is infinitely differentiable in the variable \( x \) by virtue of the definition of \( W^n_h f \).

Then we have the following Lemma (see Appendix A for the proof).

**Lemma 4.** For \( x \) in \([b_0 - B, b_0 + B]\), let

\[
w(x) = \int_0^\infty \int_{\mathbb{R}} (I^n_h f)(a, x, y) \, dy \, da,
\]

and let

\[
(I^n_h f)(x) = \int_0^\infty \int_{\mathbb{R}} (I^n_h f)(a, x, y) \, dy \, da.
\]

Then for each non-negative integer \( n \),

\[
\frac{d^n}{dx^n} w(x) = (I^n_h f)(x).
\] (12)

That is, the function \( w \) is of class \( C^\infty \) on \((b_0 - B, b_0 + B)\).

Back to the proof of Theorem 1, for any \( x \) in \( \mathbb{R} \) and \( \lambda > 0 \), define

\[
u_\lambda(x) := \int_0^\lambda \int_{\mathbb{R}} h(-y) \frac{1}{\lambda} (L_h f)(a, x + ay) \, dy \, da.
\]

Then from Lemma 4, for \( x \in (b_0 - B, b_0 + B) \),

\[
\lim_{\lambda \to \infty} u_\lambda(x) = w(x).
\]

That is, \( u_\lambda \to w \) pointwise on \((b_0 - B, b_0 + B)\) as \( \lambda \to \infty \).
On the other hand, by (6), we have \( u_\lambda \to C_h f \) in the \( L^p \) sense as \( \lambda \to \infty \). Then, \( f = (C_h)^{-1} w \) almost everywhere on \((b_0 - B, b_0 + B)\).

Finally, since from (12) the function \( w \) is \( C^\infty \) on \((b_0 - B, b_0 + B)\), it follows that \( f \) is of class \( C^\infty \) on \((b_0 - B, b_0 + B)\). \( \square \)

5. The Semi-Discrete Wavelet Transform

In this section, we define the semi-discrete wavelet transform (SDWT) of functions \( f \in L^p(\mathbb{R}) \), and we will prove the local convergence of the SDWT of \( f \) via the local regularity of \( f \). For this purpose, we will use the reconstruction formula given in [12]. Thus, we will define the corresponding dilation operator for discrete values.

**Definition 5.** For a function \( h \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \), and for fixed \( a > 1 \), the dilation operator \( J_{a^m} \) is now given by

\[
(J_{a^m} h)(x) = \frac{1}{a^m} h\left(\frac{x}{a^m}\right), \quad \text{where } m \in \mathbb{Z}, \text{ and } x \in \mathbb{R}. \tag{13}
\]

Thus, we have the following definition for the semi-discrete wavelet transform for functions in \( L^p(\mathbb{R}) \).

**Definition 6.** Suppose that \( h \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) is an admissible function. Then, the semi-discrete wavelet transform for a function \( f \) in \( L^p(\mathbb{R}) \) with respect to \( h \) is defined as:

\[
(L_h f)(a^m, b) = \left((J_{a^m} h)\ast f\right)(b) = \int_{\mathbb{R}} f(x) \frac{1}{a^m} \hat{h}\left(\frac{x - b}{a^m}\right) \, dx, \tag{14}
\]

where \( a > 1 \) is fixed, \( m \in \mathbb{Z} \), and \( b \in \mathbb{R} \).

See [12] for Remark 3 with \( N \) any natural number. In this paper, \( N = 1 \).

**Remark 3.** In order to get a reconstruction formula for the semi-discrete wavelet transform in \( L^p(\mathbb{R}) \), a function \( h \in L^2(\mathbb{R}) \) must satisfy the following condition: Given an Unconditional Martingale Difference (UMD) space \( X \) with Fourier type \( r \in (1, 2] \) and \( l := \lceil 1/r \rceil + 1 \), for all \( \alpha \in [0, 1] \) with \( |\alpha| \leq l \) and \( a > 1 \), the distributional derivatives \( D^\alpha h \) are represented by measurable functions, and

\[
\sup_{1 \leq |\omega| \leq a} \left( \sum_{m \in \mathbb{Z}} a^{2m|\alpha|} |(D^\alpha \hat{h})(a^m \omega)|^2 \right)^{1/2} < \infty. \tag{15}
\]

**Remark 4** (Reconstruction formula, see [12]). Suppose that \( h_1, h_2 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) are admissible and satisfy the condition (15) with

\[
\sum_{m = -\infty}^{\infty} \hat{h}_2(a^m \omega) \overline{\hat{h}_1(a^m \omega)} = 1 \tag{16}
\]

for almost all \( \omega \in \mathbb{R} \setminus \{0\} \). Then for any \( f \in L^p(\mathbb{R}) \), \( 1 < p < \infty \),

\[
f = \frac{1}{2\pi} \sum_{m = -\infty}^{\infty} (J_{a^m} h_2) \ast (J_{a^m} h_1^*) \ast f, \tag{17}
\]

where the equality holds in the \( L^p \) sense. In this paper, Formulas (15)–(17) based on [12] have been adapted to match with our nomenclature on the wavelet transform definition.

Then we have the following result concerning the continuity of the semi-discrete wavelet transform.
Theorem 2. Suppose \( h, b \in C^\infty_0(\mathbb{R}) \) are admissible functions that satisfy the condition (16). Consider \( f \in L^p(\mathbb{R}), 1 < p < \infty \). Then \( f \) is \( C^\infty \) in a neighborhood of \( x = b_0 \) if, and only if for each non-negative integer \( n \),

\[
\lim_{(m,b) \to (-\infty, b_1)} (W^m_{h_1})(a^m, b) \text{ exists for each } b_1 \text{ in a neighborhood of } x = b_0.
\]

Proof. First, suppose \( f \) is \( C^\infty \) in a neighborhood of \( x = b_0 \). Then by Lemma 3, it follows that for each non-negative integer \( n \),

\[
\lim_{(m,b) \to (-\infty, b_1)} (W^m_{h_1})(a^m, b) \text{ exists for each } b_1 \text{ in a neighborhood of } x = b_0.
\]

This completes the proof of the first part of Theorem 2.

For the second part, we will use similar arguments to the ones given in the proof of Theorem 1. Suppose then that for each non-negative integer \( n \),

\[
\lim_{(m,b) \to (-\infty, b_1)} (W^m_{h_1})(a^m, b) := S^m_{h_1}(b_1)
\]

exists for each \( b_1 \) in an open neighborhood containing the closed interval \([b_0 - B, b_0 + B], B > 0\).

Then we have the following Lemma (see Appendix A for the proof).

Lemma 5. For any \( x \in (b_0 - B, b_0 + B) \), let

\[
v(x) := \sum_{m=-\infty}^\infty ((J^m h_2) * (J^m h_1^\infty) * f)(x),
\]

and let

\[
v_n(x) = \sum_{m=-\infty}^\infty ((J^m h_2) * \frac{d^n}{dx^n} (J^m h_1^\infty) * f)(x).
\]

Then for any non-negative integer \( n \), we have

\[
\frac{d^n}{dx^n} v(x) = v_n(x).
\]

That is, the function \( v \) is of class \( C^\infty \) on \((b_0 - B, b_0 + B)\).

Now, back to the proof of Theorem 2, for an integer \( M \geq 0 \) and any \( x \in (b_0 - B, b_0 + B) \), define

\[
V_M(x) := \sum_{m=-M}^M ((J^m h_2) * (J^m h_1^\infty) * f)(x).
\]

Then by Lemma 5, for any \( x \in (b_0 - B, b_0 + B) \),

\[
\lim_{M \to \infty} V_M(x) = v(x).
\]
Then $f \to (2\pi)^{-1} v$ pointwise as $M \to \infty$.

On the other hand, from the reconstruction formula given in (17),

$$f(x) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} ((I_n h_2) * (I_n h_1) * f)(x),$$

hence, we have $V_M \to (2\pi)^{-1} v$ as $M \to \infty$ for almost every $x$ in $(b_0 - B, b_0 + B)$.

That is, $f = (2\pi)^{-1} v$ pointwise almost everywhere. Thus, by Lemma 5, the function $f$ is of class $C^\infty \in (b_0 - \frac{B}{2}, b_0 + \frac{B}{2})$.

This completes the proof of Theorem 2. \hfill \Box

7. Examples

Example 1. First we give an example for Lemma 3. Let $Q > 1$ be a constant and consider the logistic function

$$f(x) = \begin{cases} \frac{1}{1 + e^{-x}}, & x \in [-Q, Q] \\ 0, & \text{otherwise}. \end{cases}$$

Then $f \in L^p(\mathbb{R})$, $1 < p < \infty$ and $f$ is of class $C^\infty(\mathbb{R})$ in any neighborhood of $x = b_0$ with $b_0 \in (-Q, Q)$. As an admissible function consider the Haar function $h(x)$. Then supp $h = [0, 1]$, and hence $h \in L^1(\mathbb{R})$.

Then from (10),

$$(W_h^n f)(a, b) = \frac{1}{a} \int_0^1 \frac{1}{1 + e^{-ay}} h(y) \, dy$$

$$= \frac{1}{a} \int_0^\frac{1}{2} f^{(n)}(b + ay) \, dy - \frac{1}{a} \int_\frac{1}{2}^1 f^{(n)}(b + ay) \, dy$$

$$= \frac{1}{a^2} \left[ f^{(n-1)}(b + ay) \right]_{0}^{\frac{1}{2}} - \frac{1}{a^2} \left[ f^{(n-1)}(b + ay) \right]_{\frac{1}{2}}^{1}$$

$$= \frac{2f^{(n-1)}(b + \frac{a}{2}) - f^{(n-1)}(b) - f^{(n-1)}(b + a)}{a^2}. $$

By using the Taylor series with integral remainder

$$f^{(n-1)}(b + at) = f^{(n-1)}(b) + at f^{(n)}(b) + \frac{1}{2} a^2 t^2 f^{(n+1)}(b) +$$

$$\frac{1}{2} f_b^{b+at}(b + at - \xi) f^{(n+2)}(\xi) \, d\xi,$$

and then taking $t = \frac{1}{2}$ and $t = 1$, we have

$$\frac{2f^{(n-1)}(b + \frac{a}{2}) - f^{(n-1)}(b) - f^{(n-1)}(b + a)}{a^2} \to -\frac{1}{4} f^{(n+1)}(b_1) \text{ as } (a, b) \to (0, b_1).$$

This result matches with (11) and shows that for any positive integer $n$ and any $b_1$ in a neighborhood of $x = b_0$, a limit of $(W_h^n f)(a, b)$ exists as $(a, b) \to (0, b_1)$. Note that despite $h(x)$ having no derivatives, the result is consistent with Lemma 3. This example suggests that the results could apply with other wavelets that are not smooth.

According to [23], we can express $f^{(n+1)}(x)$ as a function of $f(x)$. In this case,

$$\lim_{(a, b) \to (0, b_1)} (W_h^n f)(a, b) = -\frac{1}{4} \sum_{k=1}^{n+2} (-1)^{k-1} (k - 1)! S(n + 2, k) [f(b_1)]^k, \quad (19)$$

where $S(n + 2, k)$ are the Stirling numbers of the second kind.
In fact, logistic function is widely used in the context of artificial neural networks [24–26] because of its mathematical properties. Figures 1–5 show the \((n + 1)\)-th derivatives of \(f(x)\) and the \(n\)-th derivatives of \((-W_h f)(a, b)\) for \(n = 0, 1, 2, 6, \) and 7. We are plotting \((-W_h f)(a, b)\) to illustrate that graphs in 2D and 3D match. Left sides show 2D plots with the same behaviour as the 3D plots of the right sides given the regularity of this function, as is indicated by Lemma 3.

Figure 1. Relationship between \(f^{(n+1)}(x)\) and \(-W_h^{(n)} f(a, b)\), \(n = 0\).

Figure 2. Relationship between \(f^{(n+1)}(x)\) and \(-W_h^{(n)} f(a, b)\), \(n = 1\).

Figure 3. Relationship between \(f^{(n+1)}(x)\) and \(-W_h^{(n)} f(a, b)\), \(n = 2\).
Now we give an example for Theorem 2 in the case $b_0 = 0$. Let $h_1 = (1 - x^2) \exp^{-\frac{x^2}{2}}$. Consider $f(x) = |x|$ if $|x| \leq 1$ and $f(x) = 0$ otherwise. Then, $\text{supp } f = [-1, 1]$ and therefore, $f \in L^p(\mathbb{R})$, $1 < p < \infty$. Take $a > 1$, $b \in \mathbb{R}$ and $m \in \mathbb{Z}$.
Then from (7), (9) and (10),
\[
(W_{h_1}^m f)(a^m, b) = \frac{1}{a^m} \sum_{n=-\infty}^{\infty} (L_{h_1} f)(a^m, b) = \frac{1}{a^m} \sum_{n=-\infty}^{\infty} (-1)^n (L_{h_1} f)(a^m, b) \\
= \frac{1}{a^m} \sum_{n=-\infty}^{\infty} (-1)^n \int_{b-aL}^{b+aL} f(x) \frac{1}{a^m} h(n) (x-b/a^m) dx.
\]
We have, for \(n = 1\),
\[
h_1(x) = (-3x + x^3)e^{-\frac{x^2}{2}}
\]
and since \(h_1\) is a wavelet with real values,
\[
(W_{h_1}^1 f)(a^m, b) = \frac{1}{a^2} \int_{b-a}^{b+a} |x| h_1(x) dx.
\]
With a change of variable, \(y = \frac{x-b}{a}\), then \(x = b + a^2y\), and consequently,
\[
(W_{h_1}^1 f)(a^m, b) = \frac{1}{a^2} \int_{-a}^{a} |b + a^m y| h_1(y) dy \\
= \frac{1}{a^2} \int_{-a}^{a} (-b - a^m y) h_1(y) dy + \int_{a}^{b} (b + a^m y) h_1(y) dy \\
= \frac{2b}{a^2} \left(1 - L^2 e^{-\frac{L^2}{2}} - e^{-\frac{a^2}{2a^m}} \right).
\]
We analyze \((W_{h_1}^1 f)(a^m, b)\) involving the limit for \(b \to 0\) and \(a^m \to 0\) (i.e. \(m \to -\infty\)).
Note that, for \(b = 0\),
\[
\lim_{m \to -\infty} (W_{h_1}^1 f)(a^m, 0) = 0
\]
while, for \(b = a^m\)
\[
\lim_{m \to -\infty} (W_{h_1}^1 f)(a^m, a^m) = -2(1 - L^2 e^{-\frac{L^2}{2}} - 1),
\]
consequently, this limit does not exist, and \(f\) is not \(C^\infty\).

Note that in Example 2, we have used a function \(h_1\) that does not have compact support (but it has a fast decay) and the result is consistent with Theorem 2, so the example shows that the results could apply with wavelets with no compact support.

In Figure 6 we show a plot for \(f(x)\) in the left side, and a 3D plot in the right side for \((W_{h_1}^1 f)(a^m, b)\) where it is possible to see how the graph loses smoothness and produces “two peaks” close to \(b = 0\) while \(a^m \to 0\).

![Figure 6](image-url)

(a) \(f(x) = |x|\)  
(b) \((-W_{h_1}^1 f)(a, b)\) for \(abs(x)\) function, \(L = 8\).

Figure 6. \(f(x)\) and \(W_{h_1}^1 f(a^m, b)\).
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Appendix A. Proof of Lemma 4 and Lemma 5

Proof of Lemma 4. (1) First, we prove that the function $I^n_h f$ is continuous on $\mathbb{R}^+ \times [b_0 - B, b_0 + B] \times \mathbb{R}$.

Let $(a_1, x_1, y_1)$ be any point in $\mathbb{R}^+ \times [b_0 - B, b_0 + B] \times \mathbb{R}$. Note that if $a_1 > 0$, then from (8) and (9), the function $I^n_h f$ is continuous at $(a_1, x_1, y_1)$.

Now, if $a$ tends to 0, then

$$\lim_{(a,x,y) \to (0,x_1,y_1)} (I^n_h f)(a, x, y) = \lim_{(a,x,y) \to (0,x_1,y_1)} h(-y)(W^n_h f)(a, x + ay).$$

Now, since

$$|(a, x + ay) - (0, x_1)|^2 = a^2 + (x - x_1 + ay)^2 \leq a^2 + 2\left((x - x_1)^2 + a^2y^2\right)$$

$$= a^2(1 + 2y^2) + 2(x - x_1)^2 \to 0 \quad \text{as} \quad (a, x, y) \to (0, x_1, y_1),$$

it follows that

$$\lim_{(a,x,y) \to (0,x_1,y_1)} (I^n_h f)(a, x, y) = h(-y_1) \lim_{(a,x,y) \to (0,x_1,y_1)} (W^n_h f)(a, x + ay)$$

$$= h(-y_1) \lim_{(a,x,y) \to (0,x_1,y_1)} (W^n_h f)(a, x) = h(-y_1) I^n_h(x_1).$$

(2) Second, we prove that for fixed $x$ in $[b_0 - B, b_0 + B]$, the function $I^n_h f$ is in $L^1(\mathbb{R}^+ \times \mathbb{R})$. Note that for $a > 0$,

$$I^n_h f(a, x, y) = h(-y)(W^n_h f)(a, x + ay)$$

$$= h(-y) \frac{1}{a} \partial^n \left(L^n_h f\right)(a, x + ay)$$

$$= h(-y) \frac{1}{a} \left(-1\right)^n a^n \left(L^n_{(a)} f\right)(a, x + ay).$$

Now, since $h \in C^\infty_0(\mathbb{R})$, then $h \in L^q(\mathbb{R})$ for any $1 \leq q < \infty$. So, choose $q$ so that $\frac{1}{p} + \frac{1}{q} = 1$. Thus, since $f \in L^p(\mathbb{R})$, we have from Hölder’s inequality,

$$|I^n_h f(a, x, y)| \leq |h(-y)| a^{-n+\frac{1}{2}} \|f\|_p \|h^{(n)}\|_q.$$  \hspace{1cm} (A2)

Now, let

$$G^n_h f(a, y) = \begin{cases} |I^n_h f(a, x, y)| & \text{if } 0 < a \leq 1 \\ |h(-y)| a^{-n+\frac{1}{2}} \|f\|_p \|h^{(n)}\|_q & \text{if } a > 1. \end{cases}$$

Then $|I^n_h f(a, x, y)| \leq (G^n_h f)(a, y)$ for all $(a, y) \in \mathbb{R}^+ \times \mathbb{R}$. 

Hence,
\[
\int_{\mathbb{R}^+} \int_{\mathbb{R}} |\mathcal{G}_h^n f(a, y)| dy \, da \\
= \int_{\mathbb{R}^+} \int_{\mathbb{R}} |\mathcal{G}_h^n f(a, y)| dy \, da + \int_{-1}^{1} \int_{\mathbb{R}} |\mathcal{G}_h^n f(a, y)| dy \, da \\
= \int_{\mathbb{R}^+} \int_{\mathbb{R}} |\mathcal{I}_h^n f(a, x, y)| dy \, da + \int_{-1}^{1} \int_{\mathbb{R}} |h(-y)| |a|^{-2-n+\frac{1}{4}} \|f\|_p \|h^n\|_q dy \, da.
\]

Suppose now that \( \text{supp } h \subset [-d, d] \) for some \( d > 0 \). Then
\[
\int_{-d}^{d} a^{-2-n+\frac{1}{4}} da < \infty \text{ for any non-negative integer } n \text{ and } 1 \leq q < \infty, \text{ it follows that } \mathcal{G}_h^n f \in L^1(\mathbb{R}^+ \times \mathbb{R}). \text{ Hence, } (\mathcal{I}_h^n f)(a, x, \cdot) \in L^1(\mathbb{R}^+ \times \mathbb{R}).
\]
(3) Finally, note that for \( n = 0, a > 0 \) and \( x \in (b_0 - B, b_0 + B) \), we have from (A1),
\[
\frac{d}{dx}(\mathcal{I}_h^0 f)(a, x, y) = (\mathcal{I}_h^0 f)(a, x, y).
\]
Hence, since \( (\mathcal{I}_h^0 f)(a, x, \cdot) \in L^1(\mathbb{R}^+ \times \mathbb{R}), \frac{d}{dx}(\mathcal{I}_h^0 f)(a, x, y) \) exists and
\[
|\mathcal{I}_h^0 f(a, x, y)| \leq |\mathcal{G}_h^1 f(a, y)| \text{ for all } (a, y), \text{ where } (\mathcal{G}_h^1 f(a, y)) \text{ is integrable,}
\]
it follows that
\[
\frac{d}{dx} \int_{\mathbb{R}^+} \int_{\mathbb{R}} (\mathcal{I}_h^0 f)(a, x, y) dy \, da \text{ exists, and}
\]
\[
\frac{d}{dx} \int_{\mathbb{R}^+} \int_{\mathbb{R}} (\mathcal{I}_h^0 f)(a, x, y) dy \, da = \int_{\mathbb{R}^+} \int_{\mathbb{R}} \frac{d}{dx}(\mathcal{I}_h^0 f)(a, x, y) dy \, da.
\]
That is,
\[
\frac{d}{dx} w(x) = (\mathcal{I}_h^0 f)(x).
\]
By using the same argument we get,
\[
\frac{d^n}{dx^n} w(x) = \frac{d}{dx} \int_{\mathbb{R}^+} \int_{\mathbb{R}} (\mathcal{I}_h^{n-1} f)(a, x, y) dy \, da = (\mathcal{I}_h^n f)(x),
\]
for any non-negative integer \( n \). This completes the proof of Lemma 4. \( \square \)

**Proof of Lemma 5.** (1) Since \( f \in L^p(\mathbb{R}), \text{ and } h_1 \in C_0^\infty(\mathbb{R}), \)
\[
(\mathcal{W}^{n}_{h_1} f)(a^m, b) = \frac{1}{a^m} (\frac{\partial^n}{\partial b^n} (J_{a^{m} h_1}) * f)(b)
\]
then \( (\mathcal{W}^{n}_{h_1} f)(a^m, b) \) in \( C^\infty \) for any \( b \) in \( \mathbb{R} \). Furthermore, the limit
\[
\lim_{(m, b) \to (-\infty, h_1)} \mathcal{W}^{m}_{h_1} f(a^m, b) = S^{(n)}_{h_1}(b_1),
\]
exists for any \( b \) in \( [b_0 - B, b_0 + B] \).

The function \( (\mathcal{W}^{n}_{h_1} f)(a^m, b) \) converges uniformly to \( S^{(n)}_{h_1}(b) \) in \( [b_0 - B, b_0 + B] \) and \( (\mathcal{W}^{n}_{h_1} f)(a^m, b) \) is a bounded function for \( m < 0 \). Consequently, it is uniformly bounded.
So, there exist $C''_{W'} > 0$ such that

$$|(W'_m h)(a^m, b)| < C''_{W'},$$

for $b$ in $[b_0 - B, b_0 + B]$ and any $m < 0$.

(2) Next we prove that for $x$ in $[b_0 - B, b_0 + B]$, the series

$$\sum_{m=-\infty}^{\infty} ((J_m h_2) * \frac{\partial^n}{\partial x^n} (J_m h_1^{\infty})*f)(x)$$

converges uniformly. For this purpose, they are divided into three parts, as follows, for $m \geq 0$,

$$\sum_{m=-\infty}^{\infty} |((J_m h_2) * \frac{\partial^n}{\partial x^n} (J_m h_1^{\infty})*f)| =
\left(\sum_{m=-\infty}^{-M} + \sum_{m=-M}^{M} + \sum_{m=M+1}^{\infty}\right) |((J_m h_2) * \frac{\partial^n}{\partial x^n} (J_m h_1^{\infty})*f)|. \tag{A4}
$$

First consider $m$ a negative integer.

Since $supp h_2 \subset [-d, d]$, then $supp h_2(\frac{x}{a^m}) \subset [x - a^md, x + a^md]$. Let $M > 0$ be such that for $m < -M$, $[x - a^md, x + a^md] \subset [b_0 - B, b_0 + B]$, then $a^m d \leq \frac{B}{2}$.

$$(J_m h_2) * \frac{\partial^n}{\partial x^n} (J_m h_1^{\infty})*f(x) = \int_{-\infty}^{\infty} h_2(x - b) a^m \frac{1}{a^m} \frac{\partial^n}{\partial x^n} (J_m h_1^{\infty})*f(b) db$$

For $m < -M$ we have the following estimation,

$$\left| \int_{-\infty}^{\infty} a^m h_2(\frac{x}{a^m}) W_{h_1^n}(a^m, b) db \right| \leq C_{W'} a^m \int_{-\infty}^{\infty} a^m h_2(\frac{x}{a^m})|db| = C_{W'} a^m \|h_2\|_1.$$

This gives the uniform convergence of the series for $m < -M$.

Now, if $m$ is a positive integer,

$$((J_m h_2) * \frac{\partial^n}{\partial x^n} (J_m h_1^{\infty})*f)(x) = \int_{-\infty}^{\infty} \frac{1}{a^m} h_2(x - b) \frac{(-1)^n}{a^m} \left((J_m h_1^{n})^{*f}\right)(b) db$$

From Remark 2 and Young’s inequality it follows that,

$$\left| \int_{-\infty}^{\infty} \frac{1}{a^m} h_2(\frac{x}{a^m}) \frac{(-1)^n}{a^m} ((J_m h_1^{n})^{*f})(b) db \right| \leq \frac{1}{a^m} \|h_2\|_1 \|h_1^n\|_1 \|f\|_p$$

It gives the uniform convergence of the series for $m > M$.

Consequently, the series (A4) converge uniformly and absolutely.

(3) Finally, since the series (A4) converge uniformly, then it is possible to derivate term by term. Hence,

$$\frac{d}{dx} \sum_{m=-\infty}^{\infty} ((J_m h_2) * (J_m h_1^{\infty})*f)(x) = \sum_{m=-\infty}^{\infty} ((J_m h_2) * \frac{\partial}{\partial x} (J_m h_1^{\infty})*f)(x)$$

Thus,

$$\frac{d}{dx} v(x) = \sum_{m=-\infty}^{\infty} ((J_m h_2) * \frac{\partial}{\partial x} (J_m h_1^{\infty})*f)(x) = v_1(x).$$
Hence, for any non-negative integer $n$,
\[
\frac{d^n}{dx^n}v(x) = \sum_{m=-\infty}^{\infty} ((J_mh_2) \ast \frac{d^n}{dx^n}(J_mh_1) \ast f)(x) = v_n(x).
\]
This proves Lemma 5. $\square$

References

1. Navarro, J. The one dimensional regularity of the continuous wavelet transform applied to weak solutions. *Pioneer J. Math. Math. Sci.* 2012, 5, 95–111.
2. Navarro, J.; Elizarraraz, D. Convergence of the continuous wavelet transform with rotations in higher dimensions. *Adv. Oper. Theory* 2020, 5, 143–166. [CrossRef]
3. Ashurov, R.; Butaev, A. On continuous wavelet transform of distributions. *Appl. Math. Lett.* 2011, 24, 1578–1583. [CrossRef]
4. Wilson, M. Weighted Littlewood-Paley Theory and Exponential-Square Integrability; Lecture Notes in Mathematics; Springer: Berlin, Germany, 2008; Volume 1924.
5. Wilson, M. How fast and in what sense does the Calderon reproducing formula converge? *J. Fourier Anal. Appl.* 2010, 16, 768–785. [CrossRef]
6. Weisz, F. Inversion formula for the continuous wavelet transform. *Acta Math. Hungar.* 2013, 138, 237–258. [CrossRef]
7. Li, K.; Sun, W. Pointwise convergence of the Calderon reproducing formula. *J. Fourier Anal. Appl.* 2012, 18, 439–455. [CrossRef]
8. Ashurov, R. Convergence of the continuous wavelet transform on the entire Lebesgue set of $L_p$ functions. *Int. J. Wavelets Multiresolut. Inf. Theory* 2011, 9, 675–683. [CrossRef]
9. Pathak, R.S. The wavelet transform of distributions. *Tohoku Math. J.* 2004, 56, 411–421. [CrossRef]
10. Perrier, V.; Basdevant, C. Besov norm in terms of the continuous wavelet transform. *Appl. Math. Lett.* 2011, 24, 761–771.
11. Daubechies, I. *Ten Lectures on Wavelets*; SIAM: Montpelier, VT, USA, 1992.
12. Kaiser, C.; Weis, L. Wavelet transform for functions with values in UMD spaces. *Stud. Math.* 2008, 186, 101–126. [CrossRef]
13. Rao, T.; Sikić, H.; Song, R. Application of Carleson’s Theorem to wavelet inversion. *Control Cybern.* 1994, 23, 761–771.
14. Nie, L.; Wu, S.; Lin, X.; Zheng, L.; Rui, L. Approximate derivative calculated by using continuous wavelet transform. *J. Chem. Inf. Comp. Sci.* 2002, 42, 274–283. [CrossRef] [PubMed]
15. Xueguang, S.; Chaoxiong, M. A general approach to derivative calculation using wavelet transform. *Chem. Int. Lab. Syst.* 2003, 69, 157–165.
16. Firdous, A.S. Implementation of wavelet solutions to second order differential equations with Maple. *Appl. Math. Sci.* 2012, 127, 6311–6326.
17. Abdesslem, D.; Wajdi, B.; Chokri, B. Wavelet neural networks for DNA sequence classification using the genetic algorithms and the Least Trimmed Square. *Proc. Comp. Sci.* 2016, 96, 418–427.
18. Zaied, M.; Jemai, O.; Amar, C.B. Training of the Beta wavelet networks by the frames theory; Application to face recognition. In *In Image Analysis and Processing, Proceedings of the 17th International Conference on Image Analysis and Processing, Naples, Italy, 9–13 September 2013*; Petrosino, A., Ed.; Springer: Berlin/Heidelberg, Germany, 2013; pp. 611–620.
19. Navarro, J.; Elizarraraz, D. Smoothness of weak solutions under linear partial differential operators with constant coefficients via the convergence of the $n$-dimensional continuous shearlet transform. *Int. Trans. Spec. Funct.* 2019, 32, 166–191.
20. Navarro, J.; Herrera, O. Fast Convergence of the Two Dimensional Discrete Shearlet Transform. *Comp. Sist.* 2020, 24, 469–480.
21. Sunnmonu, A. Wavelet neural network model for yield spread forecasting. *Mathematics* 2017, 5, 2–15.
22. Minai, A.A.; Williams, R.D. On the Derivatives of the Sigmoid. *Neural Netw.* 1993, 6, 845–853. [CrossRef]
23. Haykin, S. *Neural Networks and Learning Machines*, 3rd ed.; University McMaster Ed.: Hamilton, ON, Canada, 2009.
24. TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems. Available online: [www.tensorflow.org](http://www.tensorflow.org) (accessed on 15 December 2020).
25. Keras. Available online: [github.com/fchollet/keras](https://github.com/fchollet/keras) (accessed on 15 December 2020).
26. Keras. Available online: [github.com/fchollet/keras](https://github.com/fchollet/keras) (accessed on 15 December 2020).