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Abstract: We define a new notion of conditional belief, which plays the same role for Dempster-Shafer belief functions as conditional probability does for probability functions. Our definition is different from the standard definition given by Dempster, and avoids many of the well-known problems of that definition. Just as the conditional probability \( \Pr(\cdot|B) \) is a probability function which is the result of conditioning on \( B \) being true, so too our conditional belief function \( \text{Bel}(\cdot|B) \) is a belief function which is the result of conditioning on \( B \) being true. We define the conditional belief as the lower envelope (that is, the infimum) of a family of conditional probability functions, and provide a closed-form expression for it. We show by example the intuitive appeal of our definition, and compare it in detail to the more standard definition, showing why and how it differs.

1 Introduction

How should one update one's belief given new evidence? If beliefs are expressed in terms of probability, then the standard approach is to use conditioning. If an agent's original estimate of the probability of \( A \) is given by \( \Pr(A) \), and then some new evidence, say \( B \), is acquired, then the new estimate is given by the conditional probability \( \Pr(A|B) \), defined as \( \Pr(A \cap B)/\Pr(B) \).

The Dempster-Shafer approach to reasoning about uncertainty [Sha76] has recently become quite popular in expert systems applications (see, for example, [Abe88, Fal88, LU88, LG83]). This approach uses belief functions, a class of functions that satisfy three axioms, somewhat related to the axioms of probability. In this paper, we consider how to define a notion of conditional belief, which generalizes conditional probability.

One definition for conditional belief was already suggested by Dempster [Dem67], and is derived using the rule of combination; hereafter we refer to Dempster's definition as the DS definition of conditional belief. Although the DS definition also generalizes conditional probability, it is well known to give counterintuitive results in a number of situations (see, e.g., [Ait68, Bla87, Dia78, Hun87, Lem86, Pea88, Pea89, Zad84]). We provide here a new definition of conditional belief, which also generalizes conditional probability, but is different from the DS definition in general. We can show that our definition avoids many of the problems associated with the DS definition.

The motivation for our definition of conditional belief comes from probability theory. It is well known that a belief function \( \text{Bel} \) is the lower envelope of the family of all probability functions \( \Pr \) consistent with \( \text{Bel} \). That is, \( \text{Bel}(A) \) is the infimum of \( \Pr(A) \), where the infimum is taken over all probability functions \( \Pr \) such that \( \text{Bel}(A') \leq \Pr(A') \) for all \( A' \). We define \( \text{Bel}(A|B) \) to be the lower envelope of the family of all functions \( \Pr(\cdot|B) \) where \( \Pr \) is consistent with \( \text{Bel} \) (similarly to the situation with conditional probability, we assume that \( \text{Bel}(B) > 0 \), so that everything is well defined). Although we define \( \text{Bel}(\cdot|B) \) in terms of a lower envelope, we show that there is an elegant closed form expression for it. Moreover, we can show that just as the conditional probability function is in fact a probability function, our conditional belief function is a belief function.

The rest of this paper is organized as follows. In the next section, we review belief functions and define our notion of conditional belief. We show how it compares to the DS notion by applying both definitions.
nitions to the well-known three prisoners problem [Gar61, Dia78]. We then conduct a more thorough investigation of the differences between the two notions, and their relationship to conditional probability, showing why the DS notion occasionally provides counterintuitive answers. In Section 4 we discuss the relationship between belief functions and sets of probability functions. We conclude in Section 5 with some discussion on the implications of our results to the use of belief functions.

2 Updating belief functions

Recall that a probability space is a tuple \((S, \mathcal{X}, \mathcal{P})\), where \(S\) is the sample space, \(\mathcal{X}\) is a collection of subsets of \(S\) containing \(S\) and closed under complementation and countable union, and \(\mathcal{P}\) is a probability function defined on \(\mathcal{X}\). Note that \(\mathcal{P}\) is defined not on all subsets of \(S\), but only on the sets in \(\mathcal{X}\), traditionally called the measurable sets. Subsets of \(S\) not in \(\mathcal{X}\) are called nonmeasurable.

The Dempster-Shafer theory of evidence [Sha76] provides an approach to attaching likelihoods to events that is different from probability theory. The theory starts out with a belief function. For every event (i.e., set) \(A\), the belief in \(A\), denoted \(Bel(A)\), is a number in the interval \([0, 1]\) that places a lower bound on likelihood of \(A\). We have a corresponding number \(Pl(A) = 1 - Bel(A)\), called the plausibility of \(A\), which places an upper bound on the likelihood of \(A\). Thus, to every event \(A\) we can attach the interval \([Bel(A), Pl(A)]\). Like a probability measure, a belief function assigns a "weight" to subsets of a set \(S\), but unlike a probability measure, the domain of a belief function is always taken to be all subsets of \(S\). Formally, a belief function \(Bel\) on a set \(S\) is a function \(Bel: 2^S \rightarrow [0, 1]\) satisfying:

\[
\begin{align*}
\text{B0.} & \quad Bel(\emptyset) = 0 \\
\text{B1.} & \quad Bel(A) \geq 0 \\
\text{B2.} & \quad Bel(S) = 1 \\
\text{B3.} & \quad Bel(A_1 \cup \ldots \cup A_k) \geq \\
& \quad \sum_{I \subseteq \{1, \ldots, k\}, I \neq \emptyset} (-1)^{|I|+1} Bel(\bigcap_{i \in I} A_i).
\end{align*}
\]

We remark that a probability function defined on all of \(2^S\) is easily seen to be a belief function.

In a companion paper [HF90], we argue that there are two quite distinct ways of relating belief functions to probability theory. One approach views belief as a generalized probability; the second views it as a way of representing evidence. If we would like to update beliefs, then it seems most appropriate to view beliefs as generalized probabilities. There are a number of ways of doing this.
Theorem 2.2: If Bel is a belief function on S such that Bel(B) > 0, then
\[
Bel(A | B) = \frac{Bel(A \cap B)}{Bel(A \cap B) + Pl(A \cap B)} \\
Pl(A | B) = \frac{Pl(A \cap B)}{Pl(A \cap B) + Bel(A \cap B)}.
\]

The expressions given above for conditional belief and plausibility are quite natural. Not surprisingly, it turns out that other authors have discovered them as well. In particular, essentially these expressions appear in [Wal81], [SK89], and [dCLM90]. Indeed, it even appears (lost in a welter of notation) as Equation 4.8 in [Dem67]. (Interestingly, none of these papers references any other work as the source of the formula.)

It is well known that the conditional probability function is a probability function. That is, if we start with a probability function Pr on S, and B is a subset of S such that Pr(B) > 0, then the function Pr(· | B) is a probability function. We might hope that the same situation holds with belief functions, so that the conditional belief and plausibility functions are indeed belief and plausibility functions. Given our definitions of conditional belief and plausibility as lower and upper envelopes, it is not clear that this should be so, since lower and upper envelopes of arbitrary sets of probability functions do not in general result in belief and plausibility functions. Fortunately, as the next result shows, in this case they do. Thus, we have a way of updating belief and plausibility functions to give us new belief and plausibility functions in the light of new information.

Theorem 2.3: Let Bel be a belief function defined on S, and Pl the corresponding plausibility function. Let B ⊆ S be such that Bel(B) > 0. Then Bel(· | B) is a belief function and Pl(· | B) is the corresponding plausibility function.

The proof of Theorem 2.3 is somewhat difficult. We outline the proof in the appendix; full details can be found in the full paper [FH89a]. We remark that this result—which we view as the main technical result of the paper—appears in none of the papers cited above that contain the expression for conditional belief from Theorem 2.2. In [dCLM90] the question of whether Bel(· | B) is a belief function is discussed, but left unanswered.

As we mentioned in the introduction, our definition is quite different from that given by Dempster. Given a belief function Bel, Dempster defines a conditional belief function Bel(· | B) as follows [Sha76, p. 97]:
\[
Bel(A | B) = \frac{Bel(A \cup B) - Bel(B)}{1 - Bel(B)}.
\]

The corresponding plausibility function is shown to satisfy:
\[
Pl(A | B) = \frac{Pl(A \cap B)}{Pl(B)}.
\]

A brief glance at the DS definition compared with the formula in Theorem 2.2 should convince the reader that in general these two definitions of conditional belief will not agree. It is easy to show that both definitions of conditional belief generalize the standard definition of conditional probability as long as all sets are measurable, that is, have a probability assigned to them. The key difference turns out to be in the way they treat nonmeasurable sets. (See [FH89b] for a discussion of nonmeasurable sets and their relationship to belief functions.) We return to this issue below; we first consider an example that highlights the differences between the two approaches.

Example: In order to compare our updating technique with that of Dempster, we consider the well-known three prisoners problem.4

Of three prisoners a, b, and c, two are to be executed but a does not know which. He therefore says to the jailer, "Since either b or c is certainly going to be executed, you will give me no information about my own chances if you give me the name of one man, either b or c, who is going to be executed." Accepting this argument, the jailer truthfully replies, "b will be executed." Thereupon a feels happier

---

4Dempster's definition is usually given as a special application of a more general rule of combination for belief functions. It would take us too far afield here to discuss the rule of combination; see the companion paper [FH90] for a discussion of the role of the rule of combination.

5For an excellent introduction to the problem as well as a Bayesian solution, see [Gar61]. Our description of the story is taken from [Dia78] and much of our discussion is based on that of Diaconis and Zabell [Dia78, D282].
because before the jailer replied, his own chance of execution was two-thirds, but afterwards there are only two people, himself and c, who could be the one not executed, and so his chance of execution is one-half.

Note that in order for a to believe that his own chance of execution was two-thirds before the jailer replied, he seems to be implicitly assuming that the one to get pardoned is chosen at random from among a, b, and c. We make this assumption explicit in the remainder of our discussion.

Is a justified in believing that his chances of escaping have improved? It seems that the jailer did not give him any relevant extra information. Yet how could a's subjective probabilities change if he does not acquire any relevant extra information?

Following [DZ82], we model a possible situation by an ordered pair (x, y), where x, y ∈ {a, b, c}. Intuitively, a pair (x, y) represents a situation where x is pardoned and the jailer says that y will be executed in response to a's question. Since the jailer answers truthfully, we cannot have x = y; since the jailer will never tell a directly that a will be executed, we cannot have y = a. Thus, the set of possible outcomes is {((a, b), (a, c), (b, c), (c, b))}. The event that a lives, which we denote lives-a, corresponds to the set {((a, b), (a, c), (c, b))}. Similarly, we define the events lives-b and lives-c, which correspond to the sets {((b, c))} and {((c, b))}, respectively. By assumption, each of these three events has probability 1/3.

The event that the jailer says b, which we denote says-b, corresponds to the set {{(a, b), (c, b)}}, and the story does not give us a probability for this event. In order to do a Bayesian analysis of the situation, we will need to estimate this probability. Note that we do know that the probability of {{(c, b)}} is 1/3; we just need to know the probability of {{(a, b)}}. This depends on the jailer's strategy in the one case that he has free choice, namely when a lives. He gets to choose between saying b and c in that case. We need to know the probability that he says b, i.e., Pr(says-b|lives-a).

If we assume that the jailer chooses at random between saying b and c if a is pardoned, so that Pr(says-b|lives-a) = 1/2, then Pr({{(a, b)}}) = Pr({{(a, c)}}) = 1/6, and Pr(says-b) = 1/2. We can now easily compute that

\[
\begin{align*}
Pr(lives-a|says-b) & = \frac{Pr(lives-a \cap says-b)}{Pr(says-b)} \\
& = \frac{(1/6)/(1/2)}{1/2} = 1/3.
\end{align*}
\]

Thus, in this case, the jailer's answer does not affect a's probability.

Suppose more generally that \( Pr(says-b|lives-a) = \alpha, \) for \( 0 \leq \alpha \leq 1. \) Then straightforward computations show that

\[
\begin{align*}
Pr({{(a, b)}}) & = Pr(lives-a) \times Pr(says-b|lives-a) \\
& = \alpha/3 \\
Pr(says-b) & = Pr({{(a, b)}}) + Pr({{(c, b)}}) = (\alpha + 1)/3 \\
Pr(lives-a|says-b) & = \frac{\alpha/3}{(\alpha + 1)/3} = \alpha/(\alpha + 1).
\end{align*}
\]

This says that if \( \alpha \neq 1/2 \) (i.e., if the jailer had a particular preference for answering either b or c when a was the one pardoned), then a would learn something from the answer, in that he would change his estimate of the probability that he will be executed. For example, if \( \alpha = 0, \) then if a is pardoned, the jailer will definitely say c. Thus, if the jailer actually says b, then a knows that he is definitely not pardoned, i.e., that \( Pr(lives-a|says-b) = 0. \) Similarly, if \( \alpha = 1, \) then a knows that if either he or c is pardoned, then the jailer will say b, while if b is pardoned the jailer will say c. Given that the jailer says b, then from a's point of view the one pardoned is equally likely to be him or c; thus, \( Pr(lives-a|says-b) = 1/2. \) As \( \alpha \) ranges from 0 to 1, it is easy to check that \( Pr(lives-a|says-b) \) ranges from 0 to 1/2.

How can we capture this situation using a belief function? It seems reasonable that if \( Bel \) is the belief function and \( Pl \) the corresponding plausibility function used to capture the situation, then \( Bel \) should agree with probability function where the probability is known, so that, a priori, both the belief and plausibility of the events lives-a, lives-b, and lives-c should be 1/3. All we know about the a priori probability of says-b is that it lies between 1/3 and 2/3: it is at least the probability that c is chosen (since in that case the jailer must say b), and it cannot be more than the probability that b is not chosen. Thus, we assume that \( Bel \) satisfies \( Bel(say-b) = 1/3 \) and \( Pl(say-b) = 2/3. \) Similarly, we can argue that \( Bel(lives-a \cap says-b) = 0 \) while \( Pl(lives-a \cap says-b) = 1/3. \) Plugging these numbers into our formulas, it is easy to compute that \( Bel(lives-a|say-b) = Pl(lives-a|say-b) = 1/2. \)

Thus, for the DS notion of conditional probability, the range reduces to the single point 1/2. By way of contrast, it is easy to check that \( Bel(lives-a|say-b) = 0 \) while \( Pl(lives-a|say-b) = 1/2. \)

This example shows that the two notions of conditioning can give quite different answers. The
The range \([0, 1/2]\) computed by our notion of conditioning is easy to explain: it is precisely the range determined by letting the probability that the jailer will say \(b\) in the one situation that he has a choice between saying \(b\) and \(c\), namely, when \(a\) is the one pardoned, range from 0 to 1. The fact that our definition gives this range is not an accident! It is a direct consequence of our definitions and Theorem 2.2.

The range \([1/2, 1/2]\) determined by the DS notion of conditioning seems much more mysterious. The answer 1/2 corresponds to the situation where the jailer says \(b\) whenever he can (i.e., whenever \(a\) is pardoned or \(c\) is pardoned). Why is this a reasonable answer? More importantly, why does it arise? Is there a natural probabilistic interpretation for it?

In the full paper, we consider this issue in detail. The following construction, which is a generalization of the "beehive" example in [SK89] (as well as being a formalization of some comments made in [dCLM90]), may help provide a partial explanation.

Suppose a set \(S\) is partitioned into (nonempty) disjoints sets \(X_1, \ldots, X_k\). An agent chooses \(X_i\) with probability \(a_i\) (where \(a_1 + \cdots + a_k = 1\)) and then chooses \(x \in X_i\) with some unknown probability. Given subsets \(A\) and \(B\) of \(S\), we want to know what the probability is that the element \(x\) chosen is in \(A\), and the probability that \(x\) is in \(A\) given that it is in \(B\). If \(A = X_i\), then it is clear that the probability that \(x \in A\) is \(a_i\). However, if \(A\) is not one of the \(X_i\)'s, then all we can compute are upper and lower bounds on the probability.

Let \(\mathcal{P}\) be the set of probability functions on \(S\) consistent with this situation; namely, \(P \in \mathcal{P}\) iff \(P(x_i) = a_i\), for \(i = 1, \ldots, k\). Let \(\text{Bel}\) be the lower envelope of \(\mathcal{P}\); it is not hard to show that \(\text{Bel}\) is a belief function (we do so in the full paper). It seems reasonable to argue that the best lower and upper bounds we can give on the probability that \(x \in A\) are \(\text{Bel}(A)\) and \(\text{Pl}(A)\). Similarly, the best lower and upper bounds we can give on the probability that \(x \in A\) given that \(x \in B\) are given by the infimum and supremum of \(\{Pr(A|B) : Pr \in \mathcal{P}\}\). These are precisely \(\text{Bel}(A|B)\) and \(\text{Pl}(A|B)\).

Now suppose we slightly change the rules of the game. We are told that the probabilistic process that chooses an element in \(X_i\) will definitely choose an element in \(B\) if possible. This does not affect anything if \(X_i \subseteq B\) or if \(X_i \subseteq \bar{B}\). However, if \(X_i \cap B \neq \emptyset\) and \(X_i \cap \bar{B} \neq \emptyset\), then, rather than choosing \(X_i\) with probability \(a_i\), the probability is now redistributed so that \(X_i \cap B\) is chosen with probability \(a_i\), while \(X_i \cap \bar{B}\) is chosen with probability 0. The probability that used to be spread over all of \(X_i\) is now concentrated on \(X_i \cap B\). What is the probability that an element of \(A\) is chosen given that the element chosen is definitely in \(B\) with respect to this new process, where an element of \(B\) is chosen whenever possible? We now have to consider the family \(\mathcal{P}'\) of probability functions consistent with this new process, and take the infimum and supremum of \(\{Pr'(A|B) : Pr \in \mathcal{P}'\}\). As we show in the full paper, these bounds are given by \(\text{Bel}(A|B)\) and \(\text{Pl}(A|B)\).

Suppose we now reconsider the three prisoners problem from this point of view. We can now see that \(\text{Bel}(\text{lives-}a|\text{says-}b)\) gives the probability that a lives given the extra hypothesis that the jailer says \(b\) whenever possible. In particular, this means that the jailer definitely says \(b\) if \(a\) is the one that is pardoned; i.e., \(Pr(\text{says-}b|\text{lives-}a) = 1\). Under this revised situation, the probability that a lives given that the jailer says \(b\) is indeed exactly 1/2. With this understanding of the DS notion of updating, the result \(\text{Bel}(\text{lives-}a|\text{says-}b) = \text{Pl}(\text{lives-}a|\text{says-}b) = 1/2\) should come as no surprise.

To summarize, this discussion has shown that \(\text{Bel}(A|B)\) corresponds to a somewhat unnatural updating process, where before we condition with respect to \(B\), we first try to choose an element in \(B\) whenever possible. In terms of the process discussed above, it is easy to see that this extra step before updating makes no difference if \(B\) is the union of some of the \(X_i\)'s. This amounts to \(B\) being a measurable set. It will make a difference if \(B\) is not measurable. This is the case in the three prisoner problem, where \(\text{says-}b\) is not a measurable set, and is the cause of the answer 1/2 that we get when we try to apply DS conditioning in this case.

We remark that this analysis can also be used to explain the well-known observation that \(\text{Bel}(A|B) \leq \text{Bel}(A|\bar{B}) \leq \text{Pl}(A|B) \leq \text{Pl}(A|\bar{B})\) ([Dem67, Dem68]; see also [Kyb87]). Not only does it show why the interval defined by \([\text{Bel}(A|B), \text{Pl}(A|B)]\) contains that defined by \([\text{Bel}(A|\bar{B}), \text{Pl}(A|\bar{B})]\), it explains when and why we get equality. See the full paper for details.

3 Belief functions and lower envelopes

Theorem 2.1 says that each belief function is the lower envelope of a set of probability functions, and each plausibility function an upper envelope. Unfortunately, the lower envelope of an arbitrary set of probability functions is not in general a belief function, nor is the upper envelope of an arbitrary
set of probability functions in general a plausibility function. Nevertheless, results such as Theorem 2.3 show that there are natural sets of probability functions that do induce belief and plausibility functions. Although a general characterization is lacking, further examples in [FH89b, HF90] suggest that this is not an isolated example.

However, even if a set \( \mathcal{P} \) of probability functions does induce a belief and plausibility function, say \( \text{Bel} \) and \( \text{Pl} \), it is reasonable to ask whether we should represent \( \mathcal{P} \) by \( \text{Bel} \) and \( \text{Pl} \). Clearly the answer depends very much on the intended application. However, it is worth noting that this representation of \( \mathcal{P} \) might result in a loss of valuable information. For example, consider a sample space consisting of three points, say \( \{a, b, c\} \). Let \( \mathcal{P} \) consist of all probability functions on \( S \) with the following three properties: (1) \( 1/4 \leq \text{Pr}(\{a\}) \leq 1/2 \), (2) \( 1/4 \leq \text{Pr}(\{b\}) \leq 1/2 \), and (3) \( \text{Pr}(\{a\}) = \text{Pr}(\{b\}) \). It is not hard to show that the lower envelope of \( \mathcal{P} \) is a belief function. If we call this belief function \( \text{Bel} \) and take \( \text{Pl} \) to be the corresponding plausibility function, we get \( \text{Bel}(\{a\}) = \text{Bel}(\{b\}) = 1/4 \) and \( \text{Pl}(\{a\}) = \text{Pl}(\{b\}) = 1/2 \). Thus, we retain the information that the probability of \( a \) and \( b \) both range between \( 1/4 \) and \( 1/2 \). However, we have lost the information that the probabilities of \( a \) and \( b \) are the same in all the probability functions in \( \mathcal{P} \). This loss of information has some serious repercussions. As we show in the full paper (by extending the example above), one consequence is that updates do not commute. More precisely, suppose we start with a belief function \( \text{Bel} \) on a set \( S \), observe \( B \subseteq S \) and then observe \( C \subseteq S \). The result is the belief function \( \text{Bel}_{B}(\cdot|C) \), where \( \text{Bel}_{B}(A) = \text{Bel}(A|B) \). Similarly, if we observe \( C \) and then \( B \), we get the belief function \( \text{Bel}_{C}(\cdot|B) \). We might hope that for all sets \( A \), we would have \( \text{Bel}_{B}(A|C) = \text{Bel}_{C}(A|B) = \text{Bel}(A|B \land C) \). That is, observing \( B \) then \( C \) should be the same as observing \( C \) then \( B \), which in turn should be the same as observing \( B \land C \). This is certainly the case if \( \text{Bel} \) is a probability function, but not in general. It turns out that the problem here is that information is lost as we update the belief function. (See the full paper for further details of this issue.) By way of contrast, the DS rule of conditioning is commutative. Conditioning with respect to \( C \) and then with respect to \( B \) is equivalent to conditioning with respect to \( B \land C \). However, as we have pointed out, it has other problems when viewed as a technique for updating beliefs.

These observations suggest to us that the question of the “best” representation of evidence does not have a unique answer. It may be easier to compute with a pair of belief and plausibility functions than to have to carry around a whole set of probability functions. Nevertheless, since information may be lost in this process, this ease of computation comes at a cost. (See [Pea89] for further examples of this phenomenon.)

4 Conclusions

We have defined a new notion of conditional belief, distinct from the DS notion, that seems to lead to more intuitive results. Our notion also allows us to avoid some paradoxes associated with the DS notion. For example, we would expect that if both an agent's belief in a proposition \( p \) given \( q \) and his belief in \( p \) given \( \neg q \) are at least \( \alpha \), then his belief in \( p \) should be at least \( \alpha \), whether or not he learns anything about \( q \). This is essentially what Savage [Sav54] has called the sure thing principle. It is easy to see that conditional probability satisfies the sure thing principle, but the DS conditioning rule does not (see [Pea89] for an example). On the other hand, it is easy to see that our notion of conditioning does satisfy the sure thing principle. For suppose we have an arbitrary belief function \( \text{Bel} \) such that \( \text{Bel}(p|q) \geq \alpha \) and \( \text{Bel}(p|\neg q) \geq \alpha \). Choose an arbitrary probability function \( \text{Pr} \) compatible with \( \text{Bel} \). By our definition of conditional belief as an infimum, we see that \( \text{Pr}(p|q) \geq \alpha \) and \( \text{Pr}(p|\neg q) \geq \alpha \). So \( \text{Pr}(p) \geq \alpha \). Thus, \( \text{Pr}(p) \geq \alpha \) for all probability functions \( \text{Pr} \) compatible with \( \text{Bel} \). So, from Theorem 2.1, it follows that \( \text{Bel}(p) \geq \alpha \).

Although our results show that belief functions can play a useful role even when one wants to think probabilistically, the observations of the previous section do show that information can be lost if we pass to belief functions. This suggests they should be used with care.

One thing we have not really discussed in this paper is what is considered perhaps the key component of the Dempster-Shafer approach, namely, the rule of combination. This rule is a way of combining two belief functions to obtain a third one. The reason we have not discussed it is that we feel that the rule of combination does not fit in well with the viewpoint of belief functions as a generalization of probability functions that is discussed in this paper. However, there is another way of viewing belief functions, which is as representations of evidence. This is in fact the view taken in [Sha76]. When belief is viewed as a representation of evidence, then the rule of combination becomes more appropriate. These issues are discussed in more detail in a companion paper [HF90].
Appendix: Proof of Theorem 2.3

In order to carry out this proof, it will be technically useful to think in terms of mass function rather than belief functions. A mass function on \( S \) is simply a function \( m : 2^S \rightarrow [0, 1] \) such that

\[
M1. \, m(\emptyset) = 0 \\
M2. \, \sum_{A \subseteq S} m(A) = 1.
\]

Intuitively, \( m(A) \) is the weight of evidence for \( A \) that has not already been assigned to some proper subset of \( A \). With this interpretation of mass, we would expect that an agent's belief in \( A \) is the sum of the masses he has assigned to all the subsets of \( A \); i.e., \( Bel(A) = \sum_{B \subseteq A} m(B) \). Indeed, this intuition is correct.

**Proposition 4.1:** ([Sha76, p. 39])

1. If \( m \) is a mass function on \( S \), then the function \( Bel : 2^S \rightarrow [0, 1] \) defined by \( Bel(A) = \sum_{B \subseteq A} m(B) \) is a belief function.

2. If \( Bel \) is a belief function on \( 2^S \) and \( S \) is finite, then there is a unique mass function \( m \) on \( 2^S \) such that \( Bel(A) = \sum_{B \subseteq A} m(B) \) for every subset \( A \) of \( S \).

Recall that we want to show \( Bel(\cdot | B) \) is a belief function, and \( Pl(\cdot | B) \) is the corresponding plausibility function, provided that \( Bel(B) > 0 \). For simplicity in this proof, we work under the assumption that \( S \) is finite, so that there is a mass function \( m \) corresponding to \( Bel \). We remark that using techniques of [FH89b] we could drop this assumption.

It is easy to see, using the formulas in Theorem 2.2, that

\[
Pl(\overline{A} | B) = \frac{Pl(\overline{A} \cap B)}{Pl(\overline{A} \cap B) + Bel(A \cap B)} \\
= 1 - \frac{Bel(A \cap B)}{Pl(\overline{A} \cap B) + Bel(A \cap B)} \\
= 1 - Bel(A | B).
\]

Thus, once we show that \( Bel(\cdot | B) \) is a belief function, it will immediately follow that \( Pl(\cdot | B) \) is the corresponding plausibility function.

Let \( Bel' \) be the function defined on \( 2^B \) such that for each subset \( A \) of \( B \),

\[Bel'(A) = Bel(A) / (Bel(A) + Pl(\overline{A} \cap B)).\]

It clearly suffices to show that \( Bel' \) is a belief function, since for all subsets \( C \) of \( S \), we have \( Bel(C | B) = Bel'(C \cap B) \). Once we show that \( Bel' \) satisfies axioms B0–B3, it immediately follows that \( Bel(\cdot | B) \) does.

It is clear that \( Bel' \) satisfies B0–B2. All that remains is to show that \( Bel' \) satisfies B3. Thus we must show that the following inequality holds:

\[
Bel'(A_1 \cup \ldots \cup A_t) \geq \sum_{I \subseteq \{1, \ldots, k\}, I \neq \emptyset} (-1)^{|I|+1} Bel'(\bigcap_{i \in I} A_i).
\]

Let \( B_1, \ldots, B_t \) be the distinct sets with positive mass contained in \( B \). Let \( A_1, \ldots, A_t \) be the distinct sets with positive mass that intersect \( B \) but are not subsets of \( B \), and let \( A_i = A_i \cap B \), for \( 1 \leq i \leq n \). Since \( Bel(B) > 0 \), we know that there is some \( B_i \) (but there may be no \( A_i \)). Let \( \alpha'_i = m(A'_i) \), and \( \beta'_i = m(B_i) \), for each \( i \). Let \( N = \sum_{i=1}^n \alpha'_i + \sum_{i=1}^t \beta'_i \). Note that \( N > 0 \), since there is some \( B_i \). Let \( \alpha_i = \alpha'_i / N \), and \( \beta_i = \beta'_i / N \), for each \( i \). Thus, the \( \alpha'_i \)s and \( \beta'_i \)s are normalized versions of the \( \alpha_i \)s and \( \beta_i \)s.

We want to define a mass function \( m' \) corresponding to \( Bel' \). We first need to do a small detour. If \( s_1, \ldots, s_k \) is a string, and if \( 1 \leq i_1 < \ldots < i_p \leq k \), then we call \( s_{i_1} \ldots s_{i_p} \) a substring of \( s_1 \ldots s_k \), which we write as \( s_{i_1} \ldots s_{i_p} \). For example, \( s_1 s_3 s_4 \) is a substring of \( s_1 s_2 s_3 s_4 s_5 \). The substring is proper if it does not equal the full string \( s_1 \ldots s_k \); we then write \( s_{i_1} \ldots s_{i_p} < s_1 \ldots s_k \). We now define a function \( m'' \), whose domain is \( \{A_1, \ldots, A_n, B_1, \ldots, B_t\}^* \), the set of finite strings over the alphabet consisting of the names of the sets with positive mass that intersect \( B \). (We shall usually not bother to distinguish between a set and the name of a set, but, as we shall see, it is convenient to consider explicitly strings of names of sets.) First, we let \( m''(B_i) = \beta_i \), for \( 1 \leq i \leq t \). Assume now that we have defined \( m''(B, A_{j_1} \ldots A_{j_s}) \) whenever \( s < r \) and \( j_1 < \ldots < j_s \). Assume that \( j_1 < \ldots < j_r \). Let

\[
m''(B, A_{j_1} \ldots A_{j_s}) = \frac{\beta_i}{1 - \alpha_1 - \ldots - \alpha_j} - \sum_{Y < A_{j_1} \ldots A_{j_s}} m''(B, Y).
\]

If \( A \) is not of the form \( B_i A_{j_1} \ldots A_{j_s} \), with \( j_1 < \ldots < j_r \), then \( m''(A) = 0 \).

We are now ready to define the alleged mass function \( m' \). If \( X \) is the string \( B, A_{j_1} \ldots A_{j_s} \), where \( j_1 < \ldots < j_r \), then we say that \( X \) represents the set given by \( B \cup A_{j_1} \cup \ldots \cup A_{j_s} \). We would like to let \( m' \) be simply \( m'' \) (that is, by letting \( m' \) applied to a set be equal to \( m'' \) applied to a string that represents the set, and let \( m'(A) = 0 \) for sets not of the form \( A, A_{j_1} \ldots A_{j_s} \)). The problem is that
Bel'(A)? It is easy to see that Bel'(A) holds. We now prove (D). Let A_{k_1}, \ldots, A_{k_e} (where k_1 < \cdots < k_e) be the A_i's contained in A, and let B_{i_1}, \ldots, B_{i_q} be the B_i's contained in A. What is Bel'(A)? As before, let N = \sum_{i=1}^{q} \alpha_{i_1} + \sum_{i=1}^{q} \beta_i. It is easy to see that Bel'(A) = \beta_{i_1} + \cdots + \beta_{i_q} and Pl(A \cap B) = N - (\alpha_{k_1} + \cdots + \alpha_{k_e} + \beta_{i_1} + \cdots + \beta_{i_q}). Hence,

\begin{align*}
Bel'(A) &= Bel(A)/(Bel(A) + Pl(\overline{A} \cap B)) \\
&= (\beta_{i_1} + \cdots + \beta_{i_q})/(N - \alpha_{k_1} - \cdots - \alpha_{k_e}).
\end{align*}

When we divide numerator and denominator by N, we see that

\begin{equation}
Bel'(A) = (\beta_{i_1} + \cdots + \beta_{i_q})/(1 - \alpha_{k_1} - \cdots - \alpha_{k_e}). \tag{2}
\end{equation}

To prove (D), we must show that \sum_{C \subseteq A} m'(C) equals the right-hand side of (2). Let us call an expression m''(B_i A_{j_1} \cdots A_{j_r}) equals \beta_i/(1 - \alpha_{k_1} - \cdots - \alpha_{k_e}). So the sum of all good terms is \((\beta_{i_1} + \cdots + \beta_{i_q})/(1 - \alpha_{k_1} - \cdots - \alpha_{k_e})\), as desired. This proves (D).

Now (C) follows from (D), since it is easy to see that Bel'(B) = 1. So we need only prove (B). The proof of (B) involves some nontrivial combinatorial arguments; the details can be found in the full paper.

We remark that in response to an early draft of this paper, Zhang [Zha89] constructed a proof along very different lines (although also quite complicated).
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