Tunable two-dimensional polarization grating using a self-organized micropixelated liquid crystal structure†
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Utilization of the self-organizing nature of soft materials is promising for fabricating micro- and nano-structures, which can be applied for optics. Because of the high birefringence, liquid crystals are especially suitable for optoelectronic applications such as beam steering and polarization conversion. On the other hand, most self-organized patterns in liquid crystals are one-dimensional and there are only a few examples of two dimensional systems. Here we study the light diffraction from a micro-pixelated pattern of a nematic liquid crystal which is formed by self-organization of topological defects. We demonstrate that the system works as a tunable two dimensional optical grating, which splits the incident laser beam and changes the polarization property. The intensity can be controlled by electrical voltages, which cause extinction of the zeroth-order beam. The polarization properties depend on the location of spots. The numerical calculation and the theoretical analysis not only support the experimental results but also unveil the uniqueness of the pixelated structure.

Introduction

Nematic liquid crystals (NLCs) are anisotropic fluids in which elongated molecules are aligned in a preferred direction called the director, n. Because the optical anisotropy can be controlled by electric fields, NLCs are suitable for optoelectronic applications such as displays. LC gratings are interesting examples, which are targeted to beam steering and optical filters.1–8 In particular, LC gratings can show high first-order diffraction efficiency and excellent polarization–separation properties.1,3,5,8–12 In order to fabricate gratings using LCs, a periodic modulation of director field in a small area is essentially required. Several methods have been proposed so far to realize high-resolution control of n for various LCs applications. Common approaches are to use top-down lithographic processes such as pre-patterned electrodes,1,11,13,14 scribing the substrate by AFM,15 and photo-alignment.3,16–18 Another candidate is the bottom-up approach that uses a self-organized periodic pattern.2,5,19–21 It is known that LCs generally exhibit rich pattern formation22–24 under external stimuli such as the electro-hydrodynamic effect25,26 and by the helical structure of the chiral NLCs.27–29 However these patterns are mostly limited to one-dimensional striped structure. Two dimensional patterns are relatively rare25–28 and moreover it is difficult to obtain a mono-domain structure in a large area. Thus, the diffraction properties of two dimensional self-organized patterns have not been investigated thoroughly. In this regard, recently, by doping an NLC with ionic additives, we have found a two-dimensional micropattern, which is self-organized by applying electric fields.30 The pattern consists of a square array of topological defects, which are often called umbilics.31,32 The umbilical defect structure is induced when homeotropically aligned NLC molecules with negative dielectric anisotropy are reoriented. Because this system does not require a pre-patterned surface, it is possible to change both the size of the unit cell and the birefringence with external fields. Thus, such a self-organized system is interesting for optical applications. One particular exploitation is the generation of an optical vortex from the defect structure.33,34 We have recently reported optical vortex generation using this two-dimensional grid pattern.35 There, we have simultaneously observed light diffraction. However, in the earlier paper, the diffraction has not been understood in detail.

In this paper, we present the results of our comprehensive investigation aiming to understand light diffraction from the micro-pixelated LC pattern. We uncover how the diffraction pattern depends on the effective birefringence and on the
frequency of the driving AC electrical voltage. The polarization state of the diffracted light is also studied. The experiments show that the intensity of diffraction spots can be controlled by the reorientation of the director field. Particularly, high diffraction-efficiency is realized under a moderate electrical voltage, which extincts the zeroth order spot. We also find that the polarization of diffracted light is converted differently depending on the diffraction order. In addition to experiments, we perform numerical calculations to understand the voltage dependence, which shows a qualitative agreement with the experimental results. The presented experimental and numerical results are understood theoretically, which also reveals the uniqueness of this pixelated structure.

Experimental

Fig. 1 shows the schematic illustration of a sample cell. Using two ITO (indium tin oxide)-coated glass plates, standard sandwich type cells are prepared. The ITO coating is stripe patterned with 1.2 mm wide and the substrates are spin-coated with a perfluoropolymer (CYTOP, Asahi Glass Co.). The thickness of the alignment layer is around 120 nm. Two substrates are overlapped so that the ITO stripes cross orthogonally each other. The mono-dispersed micro-spheres are used to maintain a proper thickness of the sample. From our earlier work, it is known that the obtained grid size is proportional to the sample thickness. Here, we use the sample cells with the gap of 13 μm and 21 μm. An NLC (4z,4’z-propylheptyl-1x,1’z-bicyclohexyl-4l-carbonitrile, CCN-37, Fig. 1[b]) doped with 1 wt% of an ionic additive (tetrabutylammonium benzoate, TBABE) is filled into the cell by capillary action. CCN-37 possesses a negative dielectric anisotropy (Δε ~ −7) and the birefringence (Δn) is 0.03. At room temperature, CCN-37 shows the homeotropic alignment at the CYTOP surface. Then, by applying an ac electrical voltage \( V = V_0 \cos(2\pi ft) \), the director reorientation leads to the formation of a square array of umbilical defects in our system. A monodomain can be obtained by adjusting the electrical voltage. We use a He–Ne laser (633 nm in wavelength) to investigate the diffraction property. The monodomain formed in the area of 1.2 mm × 1.2 mm is large enough compared to the beam size of 0.7 mm in diameter. If necessary, wave plates and/or polarizers are placed in front of and behind the sample cell. The power of the diffracted light is measured with a power meter (Thorlabs PM100 USB) for each spot which is seen on the screen. The diffraction is captured with a CMOS camera (Thorlabs DCC1240C). Before starting the diffraction measurements, both the texture of the pattern and the irradiation position of laser beam are checked with polarized optical microscopy (POM). The microscopy is installed on the optical path so that the POM observation is possible without disarranging the optical setup.

Results and discussion

Experimental results

A POM image of the pattern is displayed in Fig. 2(a). The cell thickness is 13 μm. To induce the director reorientation, we increase the frequency, \( f \) under a constant amplitude, \( V_0 \). The range of \( f \) is chosen not to break the pattern. The change in the micrographic appearance by the increase of \( f \) is shown in Fig. 2(b) and (c). Due to the enhanced retardation, the brightness changes under the same illumination condition. After preparing the suitable monodomain, a laser beam is irradiated...
to the sample cell. The inset of Fig. 2(b) is an image at which a linearly polarized laser beam is irradiated. The position of the laser beam on the pattern is checked. We see that the texture of the irradiated area is not damaged, indicating that the heating effect is negligible. The diffraction pattern obtained by a circularly polarized light is shown in Fig. 2(d)–(f). We can see a square array of spots whose direction is tilted by 45° from the horizontal axis. This clearly indicates that the primitive cell of the diffraction pattern corresponds to the square region displayed in Fig. 2(g) as already suggested in our recent study. 24 We denote the primitive cell vectors by $a_1, a_2$. The primitive reciprocal vectors $b_1$ and $b_2$ are defined as $a_1; b_1 = 2\pi b_2; a_1$ is parallel to $b_1$ in our case. With $b_1$ and $b_2$, the spot $(\ell_1, \ell_2)$ is expressed as $\ell_1 b_1 + \ell_2 b_2$ as shown in Fig. 2(e). Here we focus on nine spots $\{(0, 0), (1, 0), (0, 1), (1, 1), (1, -1), (0, -1), (0, -1), (1, 1), (0, 0)\}$. We do not study higher order spots because their intensity is quite weak. With a constant $V_m$, the effect of the frequency for the diffraction pattern is shown in Fig. 2(d)–(f). It is seen that the intensity at each spot exhibits the frequency dependence. In the low frequency, i.e., in the beginning of the pattern formation from the homeotropic alignment, the zeroth-order spot $I(0, 0)$ is dominant. This is obvious because the director field is almost perpendicular to the cell substrate. As the frequency increases, the intensity $I(0, 0)$ decreases, while surrounding spots become reinforced. For $\sim 20$ Hz, the zeroth-order diffraction spot almost disappears (Fig. 2(f)), i.e., a high diffraction efficiency is realized. Further increase of $f$ does not change the brightness of the spots. This indicates that the director in the cell is well oriented and the retardation cannot be increased further in this cell. To obtain the quantitative data, the intensity of the spots is plotted as a function of frequency. (Fig. 2(h)) The intensity is normalized with that of the incident light (40 $\mu$W). As seen from the diffraction pattern, $I(0, 0)$ decreases. For higher frequency ( 20 Hz), the change in the intensity is small. A crude estimation is made for how much light is split. We approximate the total power of the diffracted light as $I(0, 0) + 4(I(1, 0) + I(1, 1))$. The behavior of $4(I(1, 0) + I(1, 1))$ which is the surrounding bright spots, demonstrates that $I(0, 0)$ is diffracted to the surrounding spots efficiently. Considering that the transmitted light behind the substrate amounts around 80%, we find that 87% of the transmitted light is diffracted for the surrounding eight spots when $I(0, 0)$ takes the minimum value and the rest amount is used for higher-order spots.

In addition to the effect of the electrical voltage for the light intensity, the polarization properties are studied by placing an analyzer behind the sample cell. Typical results are summarized in Fig. 3, which uses a cell with the thickness of 21 $\mu$m. POM observation under crossed-polarizers shows that the size of the grid becomes large compared to Fig. 2 because it is proportional to the sample thickness. 25 By increasing the frequency, POM images show a significant color alternation due to the change of the retardation. (Fig. 3(b) and (c)) Considering the birefringence of $\Delta n \sim 0.03$, the possible maximum value of $\pi \Delta n f$ if the director configuration is planar. This can be seen as a blue color under POM, which qualitatively agrees with the observation. This suggests that the director is substantially tilted in the sample cell around 25 Hz. The incident light is circularly polarized as used in Fig. 2. The diffraction pattern exhibits a similar trend to that of 13 $\mu$m cell. When the director tilts from the homeotropic alignment, the value of $I(0, 0)$ approaches zero because the light is split. (ESI Fig S1†) An additional feature observed for the 21 $\mu$m-thick cell is that the decreased $I(0, 0)$ is reinforced from the minimum value by increasing the frequency. This is because the retardation can be varied over a wide range compared to the 13 $\mu$m-thick cell. Fig. 3(d) and (e) show that the brightness changes depending on the direction of analyzer. We notice that there are two types of spots whose intensity is independent $\{(0, 0), (1, 0), (0, \pm 1)\}$ and dependent $\{(\pm 1, \pm 1), (\pm 1, \mp 1)\}$ from the direction of analyzer. This means that the polarization of the diffracted light is converted differently depending on the spots. We also see that the quality of the diffracted spots is slightly low compared to the 13 $\mu$m-thick cell. For example, the zeroth order spot is distorted with the direction of the analyzer. However, this is due to the imperfection of the grid-like structure and the decreased number of the grids in the irradiated area. In order to investigate details, the frequency dependence for the intensity of diffraction spots. Note that the experimental conditions in (f) and the other diffraction patterns (ld) and (ei) are different. (g)–(i) Diffraction patterns obtained by using a linearly polarized light.
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is adjusted at a moderate value so that all the spots exhibit comparable brightness. The intensity at each spot is plotted as a function of the direction of analyzer in Fig. 3(f). We note that the low value in the normalized intensity is due to the presence of the polarizers which absorb the light. For the spots of \(((0, 0), (±1, 0), (0, ±1))\), we can expect that the diffraction is circularly polarized. On the other hand, the spots of \(((±1, ±1), (±1, ±1))\) indicate that the polarization is elliptical. For these four spots, the angular dependence of the intensity of \((±1, ±1)\) and \((±1, ±1)\) is opposite, i.e., if \(I(±1, ±1)\) decrease, \(I(±1, ±1)\) increase. The phase shift for \(((±1, ±1), (±1, ±1))\) varies by the applied electric field. Further experiments are carried out using a linearly polarized light. The diffraction pattern is studied under cross- and parallel-polarized conditions. (Fig. 3(g)–(i))

The zeroth-order spot can be erased as far as the cross-polarized condition is kept. For the other diffraction spots, the brightness changes by rotating crossed-polarizers. If a polarizer is set parallel to \(x\)-axis, four spots at \((±1, 0), (0, ±1)\) are obtained. On the other hand, when the crossed-polarizers are rotated by 45°, the spots \((±1, 0), (0, ±1)\) disappear and the spots of \((±1, ±1), (±1, ±1)\) appear. Thus, \(I(0, 0)\) and other spots \((±1, 0), (0, ±1)\) which are independent of the direction of analyzer (Fig. 3(f)), have different property of polarization conversion. The different conversion can be found under parallel-polarized condition. We find that \(I(±1, 0)\) and \(I(0, ±1)\) cannot be observed. These observations indicate that the conversion at \((±1, 0)\) and \((0, ±1)\) is the same as that of the half-wave plate whose optical axis is directed to the origin.

Numerical calculation

To understand the observation, we calculate the diffraction numerically by using the Jones matrix method. This approach is valid because the diffraction angle of this experiment is typically around 0.01 rad. Firstly, we estimate the effective retardation in two dimension and map it to the projected director field. It is to be noted that the maximum retardation which is the value at the center of each grid, increases together with the spatial change of the director field by increasing the frequency. Then, to describe the frequency dependence, we express the retardation as \(Δn d = (n_{e\text{eff}}(r) - n_{o\text{eff}})d = \tilde{δ}_0F(r) = \tilde{δ}(r)\) where \(r = (x, y)\). \(\tilde{δ}_0\) is the maximum value of the retardation at the center of each grid and \(F(x, y)\) is a function which qualitatively reproduces the effect of the director tilts. Supposing that the cell thickness is 20 μm, \(\tilde{δ}_0 \leq 600 \text{ nm}\) and \(0 \leq F(r) \leq 1\) are imposed. Using Jones matrix \(\mathbf{J}(r)\) for the LC cell, the diffraction pattern on the screen is calculated with \(\mathbf{E}(k) \propto \int \mathbf{J}(r) \mathbf{E}(r) \exp(-i\mathbf{k} \cdot \mathbf{r}) dr\). We assume that the incoming laser beam \(\mathbf{E}(r)\) is uniform over the irradiated area, i.e., \(\mathbf{E}(r) = \mathbf{E}_0\). Then \(\mathbf{E}(k) \propto \int \mathbf{J}(r) \exp(-i\mathbf{k} \cdot \mathbf{r}) dr\mathbf{E}_0\). When two optical axes of the director field are parallel to \(x\)- and \(y\)-axis, the Jones matrix \(\mathbf{J}\) is given as

\[
\mathbf{J} = \begin{pmatrix}
\exp\left(\frac{2πn_{e\text{eff}}(r)d}{\lambda}\right) & 0 \\
0 & \exp\left(\frac{2πn_{o\text{eff}}d}{\lambda}\right)
\end{pmatrix},
\]

\(n_{e\text{eff}}(r)\) varies depending on \(r\). Then we obtain

\[
J' = \exp\left(\frac{2πn_{o\text{eff}}d}{\lambda}\right) \begin{pmatrix}
\exp(iΓ) & 0 \\
0 & 1
\end{pmatrix}
\]

where \(Γ = 2πΔn d/λ\). By neglecting the constant term, \(J(r)\) is expressed as

\[
J(r) = R(θ(r))\begin{pmatrix}
\exp(iΓ) & 0 \\
0 & 1
\end{pmatrix}R(-θ(r)).
\]

Here \(θ(r)\) is the rotation angle of the director from \(x\)-axis. \(R(θ)\) is the rotation matrix, which is given as

\[
R(θ) = \begin{pmatrix}
\cos θ & -\sin θ \\
\sin θ & \cos θ
\end{pmatrix}.
\]

Using \((n_{e\text{eff}}, n_{o\text{eff}})\), we obtain \(\tan^{-1}(n_{e\text{eff}}/n_{o\text{eff}})\). To describe the director field shown in Fig. 2(g), we use a vector field of

\[
(n_{e\text{eff}}, n_{o\text{eff}}) \propto (\sin x, \sin y).
\]

First, we examine the case for the constant retardation of \(F(\varnothing, y) = 1\), i.e., \(Δn d = \tilde{δ}_0\). This basically corresponds to the planar alignment with defects. Some calculated diffraction patterns are plotted in Fig. 4(a) and (b), where circularly polarized input light is used. The appearance seems to reproduce the experiments. We change the value of the retardation, which qualitatively corresponds to the application of the electric field. (Fig. 4(c)) We find that the diffraction efficiency changes depending on the retardation of the sample. For small \(\tilde{δ}_0\), the zeroth-order spot \(I(0, 0)\) is dominant and the surrounding spots are weak. At \(2\tilde{δ}_0 = λ\), \(I(0, 0)\) vanishes and the diffraction efficiency reaches 100%. The surrounding spots increase the intensity. When \(\tilde{δ}_0\) is increased further, \(I(0, 0)\) increases again and the surrounding spots become darker. The intensity for \((1, 0)\) is higher than that for \((1, 1)\). The tendency agrees with the experiments. On the other hand, a contrast is found in the polarization properties (Fig. 4(d)). The intensity at each spot is obtained by placing analyzer behind the sample. In contrast to the experiments, the calculation does not show the angular dependence of the rotating analyzer for all the spots. This means that the split light is circularly polarized even for \((1, ±1)\) and \((-1, ±1)\) when the alignment is planar. The calculated diffraction pattern under crossed- and parallel-polarizers is shown in Fig. 4(e) and (f). The appearance is similar to that of the experiment. Thus, we notice that the spots of \((±1, 0)\) and \((0, ±1)\) behave as a half wave plate whose optical axis is directed to \(x\)- and \(y\)-axes. Thus, as suggested from the experiments, when the polarization of the incident light is parallel to \(x\)-axis, it can pass through the analyzer even in a cross-polarized condition. From the above, we find that the planar alignment condition qualitatively explains the experiments, while the obtained numerical results are incomplete in part.

In our experimental system, the retardation varies depending on the reorientation of the director. To evaluate the influence of umbilical defects qualitatively, we use a function \(F(x, y) = (2 − \cos x − \cos y)/2\) for effective value. \(n\) takes an even
Fig. 4 Calculated diffraction patterns for the planar alignment condition using circularly polarized input light and retardation of (a) 50 and (b) 300 nm. (c) The behavior of the intensity depending on the retardation. (d) The polarization dependence for the spot. Here the calculation is made for \( \Delta n d = 250 \text{ nm} \). (e) and (f) Calculated diffraction patterns under crosspolarized (e) and parallel polarized (f) conditions.

Fig. 5 (a) The angular dependence of the intensity of diffraction spots. The value of intensity is normalized with that of the incident light. The calculation is made with \( \delta_0 = 350 \text{ nm} \) and \( n = 40 \). (b) The intensity of \( I(0,0) \) as a function of \( n \) and \( \delta_0 \).

number. For a small \( n \), this corresponds to the beginning of the formation of the grid-like texture, while further tilted configuration can be described with a larger \( n \). We consider the effects by changing \( \delta_0 \) and \( n \). In Fig. 5(a), we show a calculation which is made with \( \delta_0 = 350 \text{ nm} \) and \( n = 40 \). An important finding is that for \((\pm 1, \pm 1), (\pm 1, \mp 1)\), the polarization property is modified, which agrees with the experiments. This means that the elliptically polarized light at these spots is due to the spatial modulation of the birefringence. Moreover, from the simulated results, we can elucidate the director field of the sample. For the presented case, it is suggested that the director field changes suddenly near the core of the defect and the other region has a uniform tilt. We also check the behavior of \( I(0, 0) \), which is plotted as the function of \( \delta_0 \) and \( n \). (Fig. 5(b)) When \( n \) has larger value, the graph shows a minimum. In particular, \( I(0, 0) \) becomes close to 0 for a high value of \( n \). Similar to the case of the planar configuration (Fig. 4(c)), we notice that \( I(0, 0) \) exhibits a minimum point around \( \delta_0 \sim \lambda/2 \). This demonstrates that our experimental system can also realize nearly 100% diffraction efficiency.

Theoretical consideration

We discuss the results of diffraction patterns from a symmetrical point of view. Taking into account that two director states \((n_x, n_y, n_z) \) and \((n_x, n_y, -n_z) \) are optically the same, \( i.e. \), the corresponding Jones matrices are the same, the grid-like pattern belongs to the two-dimensional space group \( P4m \). The symmetry elements are shown in Fig. 6. The symmetry operation can be expressed as \( r' = Tr = Tr + t \), where \( T \) is a matrix representing a rotation or a mirror (reflection) with respect to the origin, and \( t \) is a translation vector. A Jones matrix \( J(r) \) is transformed to \( TJ(r)T^{-1} \) by \( T \) as the Jones matrices are second rank tensors, and \( r \) is moved to \( Tr + t \). Since \( T \) is a symmetry operator, we have

\[
J(Tr + t) = TJ(r)T^{-1}
\]

(3)

The Jones matrix in the Fourier space is defined as

\[
\hat{J}(k) = S_p^{-1} \int_{S_p} J(r) \exp(-i\mathbf{k} \cdot \mathbf{r}) \, d\mathbf{r}
\]

(4)

where the integration is taken over the primitive cell defined by two primitive vectors \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) shown in Fig. 6 and \( S_p \) is its area. Fourier transformation of eqn (3) yields

Fig. 6 Schematic illustration of the symmetry operation for this system.
\[ \hat{J}(T\mathbf{k})\exp(-iT\mathbf{k} \cdot \mathbf{t}) = T\hat{J}(\mathbf{k})T^{-1} \]  

(5)

In the following, we examine the symmetry of \( \hat{J}(\mathbf{k}) \) at some \( \mathbf{k} \) based on eqn.\(^3\) For simplicity, we use the director field of Fig. 2(g) because the following results are valid independent of specific director fields as far as the symmetry is \( P4m \). First, we consider a symmetry operation with a mirror \( M_1 \) (i.e., \( M = M_1 \mathbf{r} = M_1 (\mathbf{r} + \mathbf{t}) \)) which is the diagonal direction in Fig. 6. Here, \( M_1 \) and \( \mathbf{t} \) are given as

\[ M_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \text{ and } \mathbf{t} = 0. \]

For \( \mathbf{k} = \mathbf{b}_1 \), we notice that \( M_1 \mathbf{b}_1 = \mathbf{b}_1 \). By using

\[ \hat{J}(M_1 \mathbf{b}_1) = \hat{J}(\mathbf{b}_1) = \begin{pmatrix} e & f \\ g & h \end{pmatrix}, \]

eqn (5) becomes

\[ \begin{pmatrix} e & f \\ g & h \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} e & f \\ g & h \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]

which leads to

\[ \hat{J}(\mathbf{b}_1) = \begin{pmatrix} e & f \\ -f & e \end{pmatrix}. \]  

(6)

The symmetric form of Jones matrix indicates that for the diffracted light at \( \mathbf{b}_1 \) the sample plays a role of a wave-plate whose principal axes (the optical axes) are diagonal between \( x \)- and \( y \)-axes. To obtain \( \hat{J}(-\mathbf{b}_2) \), we use another symmetry operation which rotates the director by \( \pi/2 \) with respect to \( z \)-axis.

(\( \hat{C}_4 \)) Taking \( \mathbf{k} = \mathbf{b}_1 \), we obtain from eqn (5)

\[ \hat{J}(\mathbf{b}_2) = \hat{C}_4 \hat{J}(\mathbf{b}_1) \hat{C}_4^{-1} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} e & f \\ g & h \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} e & -f \\ -f & e \end{pmatrix}. \]  

(7)

In the same way, the operation of \( \hat{C}_4 \) can be applied for \( \hat{J}(-\mathbf{b}_1) \) and \( \hat{J}(-\mathbf{b}_2) \), which leads to

\[ \hat{J}(-\mathbf{b}_1) = \hat{J}(\mathbf{b}_1) \]  

(8)

\[ \hat{J}(-\mathbf{b}_2) = \hat{J}(\mathbf{b}_2) \]  

(9)

Second, we consider \( \mathbf{k} = \mathbf{b}_1 - \mathbf{b}_2 \). Using a mirror operator in \( x \)-direction (\( M_2 \)), eqn (5) gives

\[ \hat{J}(\mathbf{b}_1 - \mathbf{b}_2) = \begin{pmatrix} e & 0 \\ 0 & h \end{pmatrix} \]  

(10)

and further successive operation of \( \hat{C}_4 \) gives rise to the followings:

\[ \hat{J}(\mathbf{b}_1 + \mathbf{b}_2) = \begin{pmatrix} h & 0 \\ 0 & e \end{pmatrix}. \]  

(11)

\[ \hat{J}(-\mathbf{b}_1 + \mathbf{b}_2) = \hat{J}(\mathbf{b}_1 - \mathbf{b}_2). \]  

(12)

At these diffraction spots, the optical axes are in \( x \)- and \( y \)-directions.

Last, we show only the result at \( \mathbf{k} = 0 \),

\[ \begin{pmatrix} e & 0 \\ 0 & e \end{pmatrix} \]

which gives optically isotropic properties.

From experiments and numerical calculations, for \( \mathbf{k} = \mathbf{b}_1 \), the property of the polarization conversion is the same as that of the half-wave plate whose optical axes are directed to the origin. This indicates that \( e \) of \( \hat{J}(\mathbf{b}_1) \) in eqn (6) should vanish. The above-mentioned symmetry never leads to the expected result. However, we notice another symmetry (this is not usual symmetry) in Fig. 6, that is, the tilt angles at \( \mathbf{P} \) and \( \mathbf{P}' \) are the same, which is mutually exchanged by the mirror \( \hat{M}' \) (note that \( \hat{M}' \) is different from the glide \( \hat{G} \), although they are in the same line). \( \hat{M}' \) is also this type of operator. In general, these operators do not exist although they do in our case of \( (n_x, n_y) \propto (\sin x, \sin y) \). It is easily confirmed that they exist for \( (n_x, n_y) \propto (g(x), g(y)) \) with \( g(x) = \sum_{n=0}^{\infty} a_n \sin(2n+1)x \), where \( a_n \) are arbitrary constants. For \( \hat{M}' \) the following equation is valid instead of eqn (3) as \( \hat{J} \) does not change by \( \hat{M}' \).

\[ \hat{J}(\hat{M}' \mathbf{k}) \exp(i\hat{M}' \mathbf{k} \cdot \mathbf{t}) = \hat{J}(\mathbf{k}) \]

\[ \hat{M}' = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \]

\[ \mathbf{t} = \frac{1}{2}(a_1 + a_2) \]  

(14)

Substitution of \( \mathbf{k} = \mathbf{b}_1 \) into eqn (14) yields \( \hat{J}(-\mathbf{b}_2) = \hat{J}(\mathbf{b}_1) \).

Using eqn (6), (7) and (9), we finally obtain \( e = 0 \), that is, the Jones matrix of the half-wave plate:

\[ \hat{J}(\mathbf{b}_1) = \begin{pmatrix} 0 & f \\ f & 0 \end{pmatrix}. \]  

(15)

The symmetry also allows us to reduce \( \hat{J}(\mathbf{k}) \), when we calculate the integration in eqn (4) by using eqn (2). We assume that \( \theta(r) \) and \( \phi(r) \) have the symmetry of \( P4m \). The non-vanishing elements are given as

\[ \hat{J}_{11}(\mathbf{b}_1) = -i \frac{1}{2\pi} \int_{0}^{\infty} \int_{0}^{\infty} dy \exp \left( \frac{i}{2} \right) \sin \left( \frac{i}{2} \right) \sin 2\theta \sin x \sin y \]

\[ \hat{J}_{12}(\mathbf{b}_1 - \mathbf{b}_2) = \frac{1}{2\pi} \int_{0}^{\infty} \int_{0}^{\infty} dy \exp \left( \frac{i}{2} \right) \times \left[ \cos \left( \frac{i}{2} \right) (\cos 2x + \cos 2y) \right] + i \sin \left( \frac{i}{2} \right) \cos 2\theta (\cos 2x - \cos 2y) \]
\[ J_{22}(b_1 - b_2) = \frac{1}{2\pi} \int_0^\pi \int_0^\pi dx \int_0^\pi dy \exp \left( i \frac{I}{2} \right) \]
\[ \times \left[ \cos \left( \frac{I}{2} \right) (\cos 2x + \cos 2y) 
- i \sin \left( \frac{I}{2} \right) \cos 2\theta (\cos 2x - \cos 2y) \right] \]

\[ J_{11}(0) = J_{22}(0) = \frac{1}{\pi} \int_0^\pi dx \int_0^\pi dy \exp \left( i \frac{I}{2} \right) \cos \left( \frac{I}{2} \right) \]

when \( \delta \) is constant and \( \tan \theta = \sin y / \sin x \), corresponding to high voltage states, the above equations are reduced;

\[ J_{12}(b_1) = \frac{-i}{\pi} \frac{\pi - 2}{2} \exp \left( \frac{I}{2} \right) \sin \left( \frac{I}{2} \right) \]

\[ J_{11}(b_1 - b_2) = J_{22}(b_1 - b_2) = \frac{4 - \pi}{\pi} \exp \left( \frac{I}{2} \right) \sin \left( \frac{I}{2} \right) \]

\[ J_{11}(0) = J_{22}(0) = \exp \left( \frac{I}{2} \right) \cos \left( \frac{I}{2} \right) \]

Particularly, from eqn (17), it is seen that the diffraction at \( k = b_1 - b_2 \) plays a role of the half-wave plate as well as that at \( k = b_1 \). In other words, a feature of the spot at \( b_1 - b_2 \) is that the elliptical polarization can be tuned by the electrical voltage. However, since the grid-like structure simultaneously becomes unstable under a high-voltage, the realization of the tunability is a future work.

**Conclusions**

To conclude, we have reported how light is diffracted on a two-dimensional micro-structure of nematic liquid crystals. Because the structure is obtained by self-organization, the pattern works as an electrically tunable as well as switchable optical grating. Under a moderate electrical voltage, the intensity of the zeroth-order diffraction spot can be tuned, which realizes a high diffraction efficiency. In addition, it is demonstrated that the polarization of the incident light can be converted to different kinds depending on the location of spots. The numerical and theoretical calculations also reproduce well the experiments. Particularly, at some spots, this pattern has a function that inverts the handedness of the circularly polarized light. From the theoretical analysis, it is found that the symmetry of the director field plays important roles for the type of polarization of the diffected light. These results suggest that further investigations can be performed by changing the birefringence of NLCs and by changing the pattern. Moreover, the combination with the polymer-stabilization technique is interesting. This allows us not only to maintain the director field but also tune the optical properties by external stimuli such as temperature and electric fields,\(^a\)\(^b\) which can be applied in the present system.\(^a\)
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