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Abstract—Concern regarding the wide-spread use of fraudulent images/videos in social media necessitates precise detection of such fraud. The importance of facial expressions in communication is widely known, and adversarial attacks often focus on manipulating the expression related features. Thus, it is important to develop methods that can detect manipulations in facial expressions, and localize the manipulated regions. To address this problem, we propose a framework that is able to detect manipulations in facial expression using a close combination of facial expression recognition and image manipulation methods. With the addition of feature maps extracted from the facial expression recognition framework, our manipulation detector is able to localize the manipulated region. We show that, on the Face2Face dataset, where there is abundant expression manipulation, our method achieves over 3% higher accuracy for both classification and localization of manipulations compared to state-of-the-art methods. In addition, results on the NeuralTextures dataset where the facial expressions corresponding to the mouth regions have been modified, show 2% higher accuracy in both classification and localization of manipulation. We demonstrate that the method performs at-par with the state-of-the-art methods in cases where the expression is not manipulated, but rather the identity is changed, thus ensuring generalizability of the approach.
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I. INTRODUCTION

Facial expressions are critical in communicating our thoughts, ideas and emotions, and in responding to each other emotionally and physically. Such responses may even be elicited without the receiver’s conscious awareness [1]. With command over facial expressions, a person may convince others to believe in ideas they wish to convey. Due to the power of facial expressions in person-to-person communication, it is critical to determine if the facial expressions in an image/video are the individual’s original expressions or manipulated by an external agent.

In this work, we focus on the problem of detecting facial expression manipulation, such as those produced by current state-of-the-art face manipulation algorithms for facial expression change, e.g. Face2Face [2] and NeuralTextures [3]. We call this as the Expression Manipulation Detection (EMD) system. Facial expression changes in the Face2Face dataset is a result of a facial reenactment system that transfers the expressions of a source video to a target video while maintaining the identity of the target person. NeuralTextures [3] reenacts face motions of an input video to a target video mainly affecting the regions around the mouth. We hypothesize that to detect facial expression manipulations, recognition of the expression would be helpful. Fig. 1 presents our idea of using facial expression recognition to guide the manipulation detection procedure. As can be seen from the figure, the main manipulations appear in the parts of the face which are important for expression change, such as, regions around eyebrows and mouth which are critical regions for facial expressions.

In order to utilize prominent features corresponding to facial expression, we adapt existing state-of-the-art Facial Expression Recognition (FER) systems to our face manipulation detection framework (see Sec. III-C for details). In this work, we utilize Ensemble with Shared Representations (ESR) [4] as the FER system. Feature maps from the penultimate layer of FER systems contain important information regarding facial expressions in faces [5], which we exploit to improve over state-of-art manipulation detection methods.

We also want our method to be applicable when faces are manipulated in other ways, such as, by changing identity. In these situations, we want to ensure that our method does not reduce existing performance. Thus, we also demonstrate that the method performs at-par with the state-of-the-art methods in cases where the expression is not manipulated, but rather the identity is changed, thus ensuring generalizability of the approach.

A. Framework Overview

A pictorial flow of our facial expression manipulation detection (EMD) framework is presented in Fig. 1. The proposed
method utilizes a two-stream network for manipulation detection. One stream (FER) is responsible for extracting important information for facial expressions. The feature maps from the last layer of FER stream provide information about the facial regions that encode the expression information. The second stream is an encoder-decoder architecture which is responsible for manipulation detection. The encoder projects the image to a lower dimensional space, where the features from the FER system are combined and then a decoder is used to predict the manipulated regions (if any) of the facial image.

Our face expression recognition system uses ESR [4] to extract expression relevant features. An ESR consists of two building blocks. 1. The base of the network is an array of convolutional layers for low- and middle-level feature learning. (Shared Layers in Fig. 2). 2. These informative features are then shared with independent convolutional branches (Ensemble Layers) that constitute the ensemble. We choose the feature maps from the Ensemble branch which has the most frequent expression prediction category with the highest probability score (see Sec. III-C). The penultimate layer feature map of the FER system contains features which are discriminative to detect relevant portions of the image specific for expression. The second stream, i.e., the encoder-decoder architecture is an Encoder-Decoder with Atrous Separable Convolution. It has a similar architecture in the encoder part as the XceptionNet [6] architecture with minor changes (see Fig. 2). The decoder then takes the latent space features from the encoder and FER system combined and projects it using DeepLabv3+ [7] (which employs the spatial pyramid pooling module with the encoder-decoder structure) for manipulation localization. (see Fig. 2).

a) Main contributions: We propose a novel approach for facial expression manipulation detection leveraging upon a facial expression recognition system. This leads to higher performance in forgery detection where the facial expression is manipulated, as well as localizing the regions that have been manipulated. This is achieved without drop in performance in the case where the identity is manipulated, thus ensuring generalizability across different kinds of manipulation. Our method leads to more than 3% improvement in both manipulation classification and localization over the state of the art on the Face2Face dataset [2] where the expressions are manipulated. We also show the effectiveness of our method by presenting the results on NeuralTextures dataset [3] where the facial expressions corresponding to the mouth regions have been modified. On NeuralTextures dataset, we achieve 2% higher accuracy for classification and localization of manipulation. Our method achieves almost the same result as in the state-of-the-art methods in DeepFake dataset [8] where identity, rather than expression, is manipulated.

II. RELATED WORKS

Multimedia forensics aims to ensure authenticity, origin, and provenance of an image or video. In recent years, there has been a variety of works in 1. forgery classification where a proposed method recognizes whether or not an image or video is manipulated, and 2. forgery localization which highlights the exact position of manipulated region [9]. We will briefly survey existing work in both the mentioned categories, as well as facial expression recognition. There is no work that specifically focuses on the problem of detection and localization of facial expression manipulations.

A. Forgery Classification

In forgery classification area, there has been a variety of works in image manipulation detection [10], [11], [12], [13], [14], [15], [16] or fake faces classification in videos [6], [17], [18], [19]. The very first works aim to detect wide range of manipulations in images including object removal, copy-move,
and splicing using handcrafted features that capture expected statistical or physics-based features which occur during image formation. Authors in [12] propose an approach for detecting copy-paste and composite forgery in JPEG images. Work in [11] investigates the influence of denoising on PRNU-based forgery detection. Inspired by the success of deep neural networks in different visual recognition tasks, deep learning-based approaches have been popular choices for image forgery detection. Some recent deep learning-based methods such as convolutional neural networks (CNN) have been applied to detect/classify image manipulations [10], [14], [15], [16].

Manipulation of faces in images/videos has been in the news lately. Manipulation detection in faces is challenging since exiting manipulation techniques leave almost no visual traces. In [18] authors propose to utilize an attention mechanism to process and improve the feature maps for the classification task. Four main categories of face manipulation techniques include Face2Face [2], DeepFake [3], FaceSwap [20] and NeuralTextures [21]. The most comprehensive dataset containing all four manipulation techniques (FaceForensics++) has been introduced in [6]. Generative networks play an important role in producing manipulated images and videos. Work in [22] proposes a new model to perform multiple facial attributes manipulation with one-input multi-output architecture.

To detect face manipulation in videos, some approaches utilize video temporal features as tampering of individual frames in videos causes inconsistency. The work in [23] uses CNN as feature extractor and LSTM to capture video temporal features. Some other works use physiological signals, like eye blinking in [24] and head movements in [25], that are not well presented in the synthesized fake videos. Instead of using temporal features, authors in [6], [17], [26], [27] proposed methods which utilize extracted images from different frames of a video. Work in [28] proposes a visual speaker authentication scheme based on the deep convolutional neural network (DCNN) to defend against DeepFake attacks.

B. Forgery Localization

Localizing the exact position of manipulated regions in an image or video provides critical additional information. There has been a variety of works that attempted to segment out tampered regions [29], [30], [31]. Early works [32], [33], [34] reveal the tampered regions using traditional image processing-based approaches. Researchers in [30], [35], [36], [37] exploit machine learning techniques in order to classify if a patch is manipulated or not.

Authors in [31] use object detection method proposed in [38] to identify fake objects. Unlike [31] which utilizes bounding box to coarsely localize manipulated object, [14] adopt a segmentation approach to segment out manipulated regions by classifying each pixel (manipulated/non-manipulated). Semantic segmentation approaches are suitable for fine-grained localization of tampered regions in an image. A typical semantic segmentation approach focuses on segmenting all meaningful regions (objects). However, a segmentation approach for localization of image manipulation needs to focus only on the possible tampered regions which bring additional challenges to an existing challenging problem. To localize tampered regions, [14] used an LSTM Encode-Decode architecture.

Fake face segmentation is one of the recent challenges which has not yet been addressed extensively. Some of the proposed methods may have high performance in face manipulation detection [6] but do not address the task of segmenting the manipulated region. Multi-tasking approaches are promising in the combined classification and segmentation task. Work in [27] uses Y-shape architecture to classify manipulated videos and segment tampered faces simultaneously. In our proposed method, in addition to manipulation classification and segmentation stream, we add another stream as face expression recognition which operates jointly with the manipulation stream in order to exploit necessary information in faces. This improves the performances in both classification and segmentation.

C. Facial Expression Recognition

The development of machine learning and the advent of deep learning have significantly improved the research of FER. There have been variety of works in literature which obtain high performance for facial expression recognition framework [39], [40], [41], [4], [42], [43]. The careful design of local to global feature learning with a convolution, pooling, and layered architecture produces a rich visual representation, making CNN a powerful tool for facial expression recognition. Research challenges such as the Emotion Recognition in the Wild (EmotiW) and Kaggle’s Facial Expression Recognition Challenge suggest the growing interest of the community in the use of deep learning for the solution of this problem.

To have more accurate FER, the networks become deeper and deeper in order to deal with more complex classifications. Also, attention mechanisms are introduced in many networks to improve facial expression recognition. Authors in [44] proposed a facial expression recognition network with the visual attention mechanism. Work in [4] is one of the most recent in this area showing promising results on facial expression datasets using shared and ensemble layers.

III. METHODOLOGY

In this section, we present our framework for facial expression manipulation detection and localization. We start with a formal description of the problem statement followed by the two streams of our framework - Facial Expression Recognition (FER) stream and the encoder-decoder based manipulation detection stream which receives information from FER for better detection.

A. Problem Statement

Consider we have a dataset of tuples $X^M = \{(X^m_i, M^m_i, y^m_i)\}_{i=1}^N$ where $X^m_i \in \mathbb{R}^{H \times W \times 3}$ is a 2D image of faces, $M^m_i \in \mathbb{R}^{H \times W}$ is 2D binary mask of manipulated regions, and $y^m_i \in \{0,1\}$ is an indicator whether $y^m_i$ is manipulated or not. Given such a dataset, our main goal is to learn a model that would be able to classify a test
image to be either manipulated or not, and more importantly, localize portions of the image which are manipulated.

To identify manipulations in facial expressions, we need to focus on regions specific for expressions; thus, we utilize an auxiliary task of Facial Expression Recognition (FER). We use a dataset of tuples $X_{F} = \{(X_{i}^{f}, y_{i}^{f})\}_{i=1}^{N'}$, where $X_{i}^{f} \in \mathbb{R}^{H \times W \times 3}$ and $y_{i}^{f} \in \{1, \ldots, C\}$, where $C$ is the number of facial expression categories. Note that we use the superscripts $m$ and $f$ to denote data points from the manipulation set $X^{M}$ and facial expression set $X^{F}$ respectively.

B. Algorithm Overview

Our EMD system consists of two main parts including 1. FER, 2. encoder-decoder. We train the FER module using the dataset $X^{F}$. To train the encoder-decoder architecture for manipulation detection, our framework takes information from the FER module. However, we pass the images in $X^{M}$ through both the streams - 1. an encoder to obtain features necessary to detect manipulations, 2. FER module to obtain features specific to facial expressions. We combine these features in the latent space and then pass them through a decoder to spatially localize the manipulated regions.

C. Facial Expression Recognition

We utilize one of the state-of-the-art methods for facial expression recognition proposed in [4] as a pre-trained model for recognizing the facial expressions in our framework.

FER system presented in [4] consists of two building blocks. 1. The base of the network (shared layers in Fig. 2) is an array of convolutional layers for low- and middle-level feature learning. 2. These informative features are then shared with independent convolutional branches that constitute the ensemble. From this point, we can learn distinctive features while competing for a common representation - the shared layers. This competitive training approach involves the minimization of a combined loss function which is a summation of the loss functions (cross-entropy loss) over the $C$ facial expression categories for branch $b$. $N'$ is total number of images in the dataset.

After training the FER system, we use the pre-trained models to predict the expression category of manipulated images and extract the feature maps needed to be combined with manipulation detection stream. The reason is that, for manipulation detection task, feature maps which highlight the discriminative image regions important for expression recognition are useful for manipulation detection of images where facial expressions are tampered such as manipulation in Face2Face dataset. Therefore, our FER architecture provides useful expression and location-aware features needed for the manipulation detection task.

In the Facial Expression Recognition system, we pass an image $X_{i}^{m}$ through the shared convolutional network $Conv$ and an ensemble of $B$ convolutional networks $\{E_{b}\}_{b=1}^{B}$ to generate $B$ different feature maps of the facial expression. For the $b^{th}$ ensemble convolutional branch, the feature map corresponding to $X_{i}^{m}$ is,

$$FF_{b}^{m} = E_{b}(Conv(X_{i}^{m})).$$

We use a classifier $M$ to infer class probabilities for the $C$ expression classes. For $b^{th}$ branch network and $i^{th}$ image $X_{i}^{m}$, we infer the class probability vector, $p_{b,i} = [p_{b,i,1}, \ldots, p_{b,i,C}]$. Here, $p_{b,i,j} = M(FF_{b,i}^{m}, c_{j})$ indicates the detection probability of class $c_{j}$ for branch $b$ with input image $X_{i}^{m}$. Therefore, the detected expression class of an image from $b^{th}$ convolutional branch is,

$$c_{det}^{b} = \arg \max_{c_{j} \in \{c_{1}, \ldots, c_{C}\}} M(FF_{b,i}^{m}, c_{j}).$$

Considering the detection of all the branches, most frequent detected class for an image is,

$$c_{freq} = \text{mode}\{c_{det}^{1}, \ldots, c_{det}^{B}\}.\quad (4)$$

The feature map from the branch in FER network that results in highest detection probability for the frequently detected class $c_{freq}$ is pooled for manipulation detection task. So, the pooled feature map is,

$$FF_{i}^{m} = \arg \max_{FF_{b}^{m} \in \{FF_{1}^{m}, \ldots, FF_{B}^{m}\}} M(FF_{i}^{m}, c_{freq})$$

Note, as will be discussed subsequently, we use the feature map $FF_{i}^{m}$ after the convolutional layers as auxiliary input to the encoder-decoder stream for manipulation detection. As illustrated later in Fig. 6 we also obtain the class activation maps (CAMs), for visualization purpose following [5].

D. Encoder-Decoder for Manipulation Detection and Segmentation

Encoder-decoder networks using CNN architecture have been extensively used in deep learning literature, specifically for semantic object segmentation. Following the literature, we adopt Encoder-Decoder with Atrous Separable Convolution architecture [7] known as deelabv3+ for manipulation detection and segmentation as the task of localizing manipulation regions is similar to semantic segmentation task. The encoder in this architecture is an XceptionNet which has the best accuracy in manipulation detection among the state-of-arts. The Spatial Pyramid Pooling (SPP) module consists of depthwise separable convolution layers resulting in a faster and stronger encoder-decoder network.

Given an image $X_{i}^{m}$, we pass it through the encoder to obtain $FM_{i}^{m}$ from one before the last convolutional layers. As we are interested in detecting manipulations in expression, we inject features from the facial expression recognition stream into the encoder-decoder manipulation detection stream. To do that, we also pass $X_{i}^{m}$ through FER and obtain features $FF_{i}^{m}$. We then concatenate both the feature maps as $F_{i} = FM_{i}^{m} \oplus FF_{i}^{m}$ and pass the concatenated feature maps through remaining layers of encoder to obtain latent space features. As
shown in Fig. 2, we have two loss functions for classification ($L_{cls}$) and segmentation ($L_{seg}$). We use cross-entropy loss function for classification task defined as follows:

$$L_{cls} = \frac{1}{N} \sum_i \| y_i^m \log(a_i) + (1 - y_i^m) \log(1 - a_i) \|_1,$$  

where $a_i$ is the output of binary classification which determines whether or not an image is manipulated.

Next, the decoder takes the latent space features as the input. We compute the segmentation loss function to measure the agreement between the segmentation mask and the ground-truth mask as follows:

$$L_{seg} = \frac{1}{N} \sum_i \| M_i^m \log(S_i) + (1 - M_i^m) \log(1 - S_i) \|_1.\]  

Note that each pixel in $S_i$ lies in between 0 and 1 depicting the probability of it being manipulated or not.

The total loss function we optimize to learn the encoder decoder architecture is as follows:

$$L_{MANI} = L_{cls} + L_{seg}.$$

### E. Overall Algorithm

Here we discuss the overall training strategy for EMD algorithm. This is presented in Algorithm 1. Consider that the FER network is parameterized by $\phi$ and the encoder-decoder for manipulation detection is parameterized by $\theta$. We learn them separately. First we sample images from the facial expression dataset $X^F$, compute the loss $L_{FER}$ and update $\phi$ using it. We then sample images from the manipulated images dataset $X^M$, pass them through both pretrained FER stream and encoder-decoder stream, compute the loss $L_{MANI}$ and then update $\theta$.

#### Algorithm 1 Overall EMD Algorithm

1. **Inputs**: 1. Expression Recognition Dataset: $X^F$
   2. Expression Manipulation Dataset: $X^M$
3. **Output**: Manipulation Detection Network: $\theta$
4. **Random Init.**: 1. Facial Expression Recognition Net: $\phi$
   2. Manipulation Detection Net: $\theta$
7. **while not converged do**
8.   Mini-batch $B^f = \{x_i^f, y_i^f\}_{i=1}^B \sim X^F$
9.   Compute: $L_{FER}(B^f; \phi)$
10. Update: $\phi \leftarrow \phi - \eta \nabla_{\phi} L_{FER}$
11. **while not converged do**
12.   Mini-batch $B^m = \{x_i^m, y_i^m\}_{i=1}^B \sim X^M$
13.   Compute: $L_{MANI}(B^m; \theta, \phi)$
14. Update: $\theta \leftarrow \theta - \eta \nabla_{\theta} L_{MANI}$

### IV. Experiments

In this section, we perform extensive experiments on three benchmark datasets from FaceForensics++ (FF++) to investigate the efficacy of the proposed method. We show results on two datasets where the images correspond to facial expression manipulation and a third dataset where the images undergo an identity change.

#### A. Datasets

**FaceForensics++ Dataset.** For our experiments, we used the videos offered by FaceForensics++ [6] FaceForensics++ contain 1,000 real videos and 1,000 Fake videos for each type of manipulation including Face2Face, DeepFake and NeuralTextures. For each category of real/fake videos, the dataset was split into 720 videos for training, 140 for validation, and 140 for testing. We used videos with light compression (quantization = 23) and high compression (quantization = 40). This is more challenging than use of raw images and allows us to compare with a larger set of methods. Images were extracted from videos using the settings in [51]: 200 frames of each training video were used for training, and 10 frames of each validation and testing video were used for validation and testing respectively.

1) **Face2Face**: Face2Face [2] is a facial reenactment system that transfers the expressions of a source video to a target video while maintaining the identity of the target person [6]. The modifications brought to the target image are in the form of change of movement of the head, lips, and facial expression.

2) **NeuralTextures**: The NeuralTextures dataset [3] shows facial reenactment as an example for their NeuralTextures-based rendering approach. It uses the original video data to learn a neural texture of the target person, including a rendering network. This is trained with a photometric reconstruction loss in combination with an adversarial loss. In the NeuralTextures, only the facial expressions corresponding to the mouth region is modified, when the eye region stays unchanged.

3) **DeepFake**: DeepFake [8] is one of the popular face manipulation methods created using a Deep Neural Network, which swaps a facial image of a person with a different person’s face, followed by editing [1].

#### DeepFake Video Datasets.

Deepfakes are a recent off-the-shelf manipulation technique that allows anyone to swap two identities in a single video. In addition to Deepfakes, a variety of GAN-based face swapping methods have also been published. The problem of deepfake detection has increased considerable attention, and this research has been stimulated with many datasets. The DFDC dataset [53] is by far the largest currently and publicly-available face swap video dataset, with over 100,000 total clips sourced from 3,426 paid actors, produced with several Deepfake, GAN-based, and non-learned methods.

We summarize and analyze seven benchmark deepfake video detection datasets in Table I. As Table I shows, all the deepfake datasets are based on face identity swapping. The only dataset contains both identity and expression manipulation is Faceforensics++. [45]. In Faceforensics++, Face2Face and NeuralTextures are the only manipulation techniques change the facial expression while two other techniques (FaceSwap and DeepFake) are based on identity change. Thus, all the other datasets contain only identity manipulated faces.

1 https://github.com/ondyari/FaceForensics
Fig. 3. Four examples of pristine videos and their manipulated versions from F2F, NT, DFDC and DF datasets. As we can see, facial expression is manipulated in F2F and NT videos while in DFDC and DF datasets identities are swapped.

TABLE I

BENCHMARK DATASETS FOR DEEPFAKE VIDEO DETECTION. OUR APPROACH IS APPLICABLE TO DATASETS THAT INCLUDE FACIAL EXPRESSION MANIPULATION. ONLY TWO DATASETS (FACE2FACE AND NEURALTEXTURES FROM FACEFORENSICS++) SATISFY THAT CRITERIA.

| Dataset              | Released | # Videos |    | Real Video Source | Method | Id Swap | Fake Type | Exp Swap |
|---------------------|----------|----------|----|-------------------|--------|---------|-----------|----------|
| UADFV [25]          | Nov 2018 | 49       | 49 | 98                |         | ✓       | ✓         |          |
| DF-TIMIT [46]       | Dec 2018 | 0        | 620| 620              |         | ✓       | ✓         |          |
| DFDC [47]           | Sep 2019 | 361      | 3070| 3431             |         | ✓       | ✓         |          |
| CelebDF [48]        | Nov 2019 | 408      | 795 | 1203             |         | ✓       | ✓         |          |
| DFDC [49]           | Oct 2019 | 19154    | 99992| 119146           |         | ✓       | ✓         |          |
| Deeper Forensics 1.0 [50] | Jan 2020 | 50000    | 10000| 60000            |         | ✓       | ✓         |          |
| FaceForensics++ [51]| Jan 2019 | 1000    | 4000 | 5000            |         | ✓       | ✓         |          |

Only the part of Faceforensics++ containing facial expression changes allows us to analyze facial expression manipulation. To demonstrate the difference between identity swap and expression swap, we show some examples from both categories. Fig. 3 shows 10 frames from 4 different face manipulation datasets (Face2Face, NeuralTextures, DFDC and DeepFake). As we can see, tampered videos from Face2Face and NeuralTextures are undergo expression manipulation. The shape of lips and eyebrows which contribute substantially to facial expressions is changed in most of the frames from Face2Face videos. To the contrary, the tampered videos from DFDC and DeepFake do not demonstrate any major expression change in comparison to original ones. Therefore, only two datasets (Face2Face and NeuralTextures from Faceforensics++) satisfy the criteria and we evaluate the performance on those datasets. We also present the results on DeepFake datasets to demonstrate that our method performs at-par with the state-of-the-art methods in cases where the expression is not manipulated, but rather the identity is changed, thus ensuring generalizability of the approach. (Further details in Sec. [V-D1])

Facial Expression Datasets. We use AffectNet [54], a new database of facial expressions in the wild. We trained our
F. E. R. system on AffectNet training set and used Face2Face, NeuralTextures and DeepFake datasets as manipulation detection datasets. AffectNet contains more than 1M facial images collected from the Internet. The dataset is divided into 11 facial expression categories - neutral, happiness, sadness, surprise, fear, disgust, anger, contempt, none, uncertain, and no-Face.

B. Implementation

In face forensics, faces play an important role and contain key features for manipulation detection. Therefore, instead of using the whole image, we extract the faces as a pre-processing step and only use the face regions to train the models. The FER system has shared and ensemble layers consisting of CNNs using 5x5 and 3x3 convolutional windows with the stride of 1. Following each convolutional layer is a batch normalization layer [55].

The encoder-decoder architecture consists of XceptionNet with separable convolution as encoder, spatial pyramid pooling module and CNNs with 3x3 convolutional windows as decoder. We transfer XceptionNet to our task by replacing the final fully connected layer with two outputs. The other layers except last convolutional layer (the layer after feature concatenation) and fully connected layer are initialized with the ImageNet weights. To set up the newly inserted fully connected layer, we fix all weights up to the last convolutional layer and pre-train the network for 3 epochs. After this step, we train the network for 20 more epochs and choose the best performing model based on validation accuracy.

The framework is implemented on PyTorch. We trained the network using the ADAM optimizer [56] with a learning rate of 0.001, a batch size of 16, β of 0.9 and 0.999, and ε equal to $10^{-8}$.

C. State-of-the-art Methods

1) Manipulation detection.: Manipulation detection is a classification problem where the methods focus on identifying whether or not an image or video is manipulated. Some of the prominent works in this field that we compare against are as follows:

- **Steg. Features+SVM** [57] is based on steganalysis and employs handcrafted features. The features are occurrences on 4 pixels patterns along the horizontal and vertical direction on the high-pass images for a total feature length of 162. These features are then used to train a linear Support Vector Machine (SVM) classifier.
- **Cozzolino et al.** [51] combined the hand-crafted steganalysis features from [57] with a CNN-based network.
- **Bayar and Stamm** [10] proposed a CNN that uses a constrained convolutional layer followed by two convolutional, two max-pooling and three fully-connected layers. The constrained convolutional layer is specifically designed to suppress an image’s content and learn manipulation detection features.
- **Rahmouni et al.** [13] proposed a CNN architecture with a custom pooling layer to optimize current best-performing algorithms’ feature extraction scheme.
- **MesoNet** [17] is a CNN-based network using InceptionNet [56] in face forensics area. The network has two inception modules and two convolution layers with max-pooling, followed by two fully-connected layers. Instead of the cross-entropy loss, the authors use the mean squared error between true and predicted labels.
- **XceptionNet** [58] uses a deep neural network trained on ImageNet. This architecture is constructed by modifying the inception modules where the depthwise separable convolution is used. There are a total of 36 convolutional layers used in the base network. [6] transferred it to the manipulation detection task by replacing the final fully connected layer with two outputs. The other layers are initialized with the ImageNet weights.
- **LAE** [59], **FT-res** [60] both attempting to learn intrinsic representation instead of capturing artifacts in the training set.
- **DCNN** [61] proposes an approach leveraging the transferable features from a pre-trained Deep Convolutional Neural Networks (D-CNN) to detect manipulation in face images.
- **Two-stream** [61] uses a two-stream CNN to achieve higher performance in image forgery detection. They use standard CNN network architectures to train the model.
- **Capsule-Forensics** [62] presents a method that uses a capsule network to detect forged images and videos.
- **Face X-ray** [63] proposes a face forgery detection method based on the observation that most existing face manipulation methods share a common blending step and there exist intrinsic image discrepancies across the blending boundary.

2) Manipulation Segmentation: In order to spatially localize the exact position of manipulation in an image, which in this case is part of a face, we use a decoder in our proposed architecture to segment out the tampered region. FaceForensics [65] and FaceForensics++ [6] datasets provide binary mask to show the manipulation region in the facial images. The most closely related work which also performs segmentation with classification is the following.

- **MultiTask** [27] outputs both the probability of an image being spoofed and segmentation maps of the manipulated regions in each frame of the input. For this method a CNN is designed that uses the multi-task learning approach to simultaneously detect manipulated images and videos and locate the manipulated regions for each query. Information gained by performing one task is shared with the other task.

D. Quantitative Comparisons

**Evaluation Metrics.** In terms of evaluation metrics, we use classification accuracy for the manipulation detection, which represents how many test images are correctly classified. For segmentation tasks, we use pixel-wise classification accuracy which indicates whether a pixel in an image is manipulated or not.

1) Results.: Table [11] shows the classification accuracy of different methods for three Deepfake (DF), Face2Face (F2F)
TABLE II

| Method                        | HQ (compressed 23) | LQ (compressed 40) |
|------------------------------|-------------------|-------------------|
|                              | DF | F2F | NT | DF | F2F | NT |
| Without FER                 |    |     |    |    |     |    |
| Seg.Features+SVM [57]        | 77.12 | 74.68 | 76.94 | 65.58 | 60.58 | 60.69 |
| Cozzolino et al [51]         | 81.78 | 85.32 | 80.60 | 68.26 | 62.08 | 62.42 |
| Bayar and Stamm [10]         | 90.18 | 94.93 | 86.04 | 80.95 | 76.83 | 72.38 |
| Rahmouni et al [13]          | 82.16 | 93.48 | 75.18 | 73.25 | 67.08 | 62.59 |
| Mesonet [17]                 | 95.26 | 95.84 | 85.95 | 89.52 | 83.56 | 75.74 |
| MultiTask [27]               | 93.92 | 92.77 | 88.05 | 85.77 | 82.31 | 80.67 |
| XceptionNet [58]             | 98.85 | 98.23 | 94.50 | 94.28 | 91.56 | 82.11 |
| With FER                     |    |     |    |    |     |    |
| MultiTask+EnsFER             | 94.10 | 95.22 | 89.15 | 86.31 | 85.89 | 81.46 |
| EMD (ours)                   | 99.13 | 99.03 | 96.31 | 95.88 | 94.45 | 83.67 |

TABLE III

| Method                     | HQ | LQ |
|----------------------------|----|----|
|                            |    |    |
| Without FER                |    |    |
| LAE [59]                   | 90.93 | - |
| DCNN [27]                  | 93.50 | 82.13 |
| FT-res [60]                | 94.47 | - |
| Two-stream [61]            | 96.00 | 86.83 |
| Capsule-Forensics [62]     | 97.13 | 81.20 |
| Face X-ray [63]            | 97.73 | - |
| With FER                   |    |    |
| MultiTask+EnsFER           | 95.22 | 85.89 |
| EMD (ours)                 | 99.03 | 94.45 |

TABLE IV

| Method                     | HQ | LQ |
|----------------------------|----|----|
|                            |    |    |
| Without FER                |    |    |
| MultiTask [27]             | 90.27 | 88.67 | 87.76 | 84.55 |
| XceptionNet [58]           | 96.13 | 91.34 | 92.45 | 89.39 |
| With FER                   |    |    |
| MultiTask+EnsFER           | 93.22 | 90.56 | 89.31 | 86.56 |
| EMD (ours)                 | 98.43 | 93.78 | 95.22 | 91.54 |

and NeuralTextures (NT) datasets using two types of video quality (low quality (LQ) and high quality (HQ)). As may be observed, in terms of classification accuracy, EMD (our method) reaches the best performance on all three datasets. In comparison to XceptionNet, our proposed method achieves ~3% and ~2% improvements in classification accuracy on F2F and NT datasets respectively with low quality videos.

We add FER system to MultiTask [27] architecture which also leads to improvements of accuracy by ~3% and ~1% on F2F and NT datasets with high quality videos. More improvement in classification accuracy can be seen on F2F and NT dataset where the facial expression is manipulated. However, we observe that addition of FER system has small affect on Deepfake detection which does not have expression manipulation, but there is no fall in performance. This demonstrates the generalizability of our approach. Furthermore, we compare our method with more of the state-of-art methods on Face2Face dataset in terms of classification accuracy. Table III shows this comparison. As it is clear from Table III our method achieves higher classification accuracy.

For localization task, Table IV shows ~3% improvement of segmentation accuracy on low quality videos from F2F dataset and ~2% improvement on NT dataset with the same video quality.

2) Ablation study: To demonstrate the effectiveness of utilizing FER in manipulation detection and segmentation, we run different experiments with variation of FER architecture. As we can see from Table IV using FER system with multiple branches and selecting the most informative feature maps by using ESR (the one we use in our architecture), achieves higher accuracy in both detection and segmentation task. Using simple FER (SimFER) consisting of shallow convolutional layers leads to performance drop by ~1% and ~2% in classification and segmentation for both F2F and NT datasets with high quality videos.

E. Analysis of Results

1) Effect of FER on manipulation detection.: We use ROC curves to show the benefit of FER in manipulation detection.
Fig. 4 and Fig. 5 demonstrate ROCs for both detection and segmentation tasks with and without FER system. AUC score for our network with FER stream (EMD) achieves 99% and 97% for detection and segmentation tasks on F2F respectively. Thus, our method leads to $\sim 1\%$ and $\sim 2\%$ improvement in detection and segmentation AUC score in comparison to its counterpart without the FER stream. Based on Fig. 5 our method achieves $\sim 3\%$ and $\sim 1\%$ improvement in detection and segmentation AUC score when it is trained/tested on NT dataset.

![ROC curves for classification and segmentation with and without facial expression recognition stream on F2F dataset. The solid and dotted blue lines are the proposed EMD algorithm.](image)

![ROC curves for classification and segmentation with and without facial expression recognition stream on NT dataset. The solid and dotted blue lines are the proposed EMD algorithm.](image)

$\sim 700$ videos. As we can see from the figures, by adding more videos to the datasets our performance increases initially. Adding more than 300, our model’s performance does not change much indicating our method can perform good enough with even $\sim 300$ videos.

3) Why does FER help?: To show the effect of the features extracted from FER system, we visualize the last layer of CNN in our FER. For this purpose, we compute CAMs. A CAM for a particular category indicates the discriminative image regions used by the CNN to identify that category. Work by [65] has shown that the convolutional units of various layers of CNNs actually behave as object detectors despite no supervision on the location of the object provided.

Fig. 6. The detection and segmentation performance of our approach by varying the training corpus size on F2F and DF datasets.

In this paper, we propose a new approach (EMD) to exploit facial expression systems in image/video facial expression manipulation detection. Application of deep network layers rich in information about facial expressions improves the manipulation detector by making it learn the useful features for facial expression transformation. Experiments on two challenging datasets demonstrate our method has better classification and segmentation performance in facial expression manipulation detection in comparison to state-of-art results. Also, our

V. CONCLUSIONS

In this paper, we propose a new approach (EMD) to exploit facial expression systems in image/video facial expression manipulation detection. Application of deep network layers rich in information about facial expressions improves the manipulation detector by making it learn the useful features for facial expression transformation. Experiments on two challenging datasets demonstrate our method has better classification and segmentation performance in facial expression manipulation detection in comparison to state-of-art results. Also, our
method is close to the state-of-the-art methods for other kinds of manipulation detection, thus ensuring generalizability.

REFERENCES

[1] C. Frith, “Role of facial expressions in social interactions,” Philosophical transactions of the Royal Society of London. Series B, Biological sciences, vol. 364, pp. 3453–8, 12 2009.

[2] J. Thies, M. Zollhoefer, M. Stamminger, C. Theobalt, and M. Nieussner, “Face2face: Real-time face capture and reenactment of rgb videos,” Commun. ACM, vol. 62, no. 1, p. 96–104, Dec. 2018. [Online]. Available: https://doi.org/10.1145/3292039

[3] J. Thies, M. Zollhöfer, and M. Nießner, “Deferred neural rendering: Image synthesis using neural textures,” ACM Trans. Graph., vol. 38, no. 4, Jul. 2019. [Online]. Available: https://doi.org/10.1145/3323055

[4] H. Siqueira, S. Magg, and S. Wermer, “Efficient facial feature learning with wide ensemble-based convolutional neural networks,” 2020.

[5] B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba, “Learning deep features for discriminative localization,” in 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2016, pp. 2921–2929.

[6] A. Rossler, D. Cozzolino, L. Verdoliva, C. Riess, J. Thies, and M. Nießner, “Faceforensics++: Learning to detect manipulated facial images,” in The IEEE International Conference on Computer Vision (ICCV), September 2018.

[7] L.-C. Chen, Y. Zhu, G. Papandreou, F. Schroff, and H. Adam, “Encoder-decoder with atrous separable convolution for semantic image segmentation,” in Proceedings of the European Conference on Computer Vision (ECCV), September 2018.

[8] “Deepfakes github,” https://github.com/deepfakes/faceswap, 2019.

[9] L. Verdoliva and P. Bestagini, “Multimedia forensics,” in Proceedings of the 27th ACM International Conference on Multimedia, ser. MM ’19. New York, NY, USA: Association for Computing Machinery, 2019, p. 2701–2702. [Online]. Available: https://doi.org/10.1145/3343031.3350554

[10] B. Bayar and M. C. Stamm, “A deep learning approach to universal image manipulation detection using a new convolutional layer,” in Proceedings of the 4th ACM Workshop on Information Hiding and Multimedia Security. New York, NY, USA: Association for Computing Machinery, 2016, p. 5–10. [Online]. Available: https://doi.org/10.1145/2909827.2930786

[11] G. Chierchia, S. Parrilli, G. Poggi, C. Sansone, and L. Verdoliva, “On the influence of denoising in prnu based forgery detection,” in Proceedings of the 2nd ACM Workshop on Multimedia in Forensics, Security and Intelligence, ser. MiFor ’10. New York, NY, USA: Association for Computing Machinery, 2010, p. 117–122. [Online]. Available: https://doi.org/10.1145/1877972.1878002

[12] Q. Liu, “Detection of misaligned cropping and recompression with the same quantization matrix and relevant forgery,” in Proceedings of the 3rd International ACM Workshop on Multimedia in Forensics and Intelligence, ser. MiFor ’11. New York, NY, USA: Association for Computing Machinery, 2011, p. 25–30. [Online]. Available: https://doi.org/10.1145/2072521.2072528

[13] N. Rahmouni, V. Nozick, J. Yamagishi, and I. Echizen, “Distinguishing computer graphics from natural images using convolution neural networks,” 2017 IEEE Workshop on Information Forensics and Security (WIFS), pp. 1–6, 2017.

[14] J. H. Bappy, C. Simons, L. Nataraj, B. Manjunath, and A. K. Roy-Chowdhury, “Hybrid lstm and encoder–decoder architecture for detection of image forgeries,” IEEE Transactions on Image Processing, vol. 28, no. 7, pp. 3286–3300, 2019.

[15] Y. Wu, W. AbdAlmageed, and P. Natarajan, “Mantra-net: Manipulation
tracing network for detection and localization of image forgeries with anomalous features,” in CVPR, June 2019.

[16] P. Zhou, X. Han, V. I. Morariu, and L. S. Davis, “Learning rich features for image manipulation detection,” in CVPR, June 2018.

[17] D. Afchar, V. Nozick, J. Yamagishi, and I. Echizen, “Mesonet: a compact facial video forgery detection network,” in 2018 IEEE International Workshop on Information Forensics and Security (WiFS), Dec 2018, pp. 1–7.

[18] H. Dang, F. Liu, J. Stehouwer, X. Liu, and A. K. Jain, “On the detection of digital face manipulation,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), June 2020.

[19] L. Li, J. Bao, T. Zhang, H. Yang, D. Chen, F. Wen, and B. Guo, “Face x-ray for more general face forgery detection,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), June 2020.

[20] “Faceswap,” https://github.com/MarekKowalski/FaceSwap/, 2017.

[21] J. Thies, M. Zollhöfer, and M. Nießner, “Deferred neural rendering: Image synthesis using neural textures,” CoRR, vol. abs/1904.12356, 2019. [Online]. Available: http://arxiv.org/abs/1904.12356

[22] J. Zhang, Y. Shu, S. Xu, G. Cao, F. Zhong, M. Liu, and X. Qin, “Sparcely grouped multi-task generative adversarial networks for facial attribute manipulation,” in Proceedings of the 26th ACM International Conference on Multimedia, ser. MM ’18. New York, NY, USA: Association for Computing Machinery, 2018, p. 392–401. [Online]. Available: https://doi.org/10.1145/3240508.3240594

[23] E. Sabir, J. Cheng, A. Jaiswal, W. AbdAlmageed, I. Masi, and P. Natrajan, “Recurrent convolutional strategies for face manipulation detection in videos,” CoRR, vol. abs/1905.00582, 2019. [Online]. Available: http://arxiv.org/abs/1905.00582

[24] Y. Li, M. Chang, and S. Lyu, “In iocu: Exposing AI generated fake face videos by detecting eye blinking,” CoRR, vol. abs/1806.02877, 2018. [Online]. Available: http://arxiv.org/abs/1806.02877

[25] X. Yang, Y. Li, and S. Lyu, “Exposing deep fakes using inconsistent head poses,” ICASSP 2019 - 2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 8261–8265, 2019.

[26] Y. Li and S. Lyu, “Exposing deepfakes videos by detecting face warping artifacts,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, June 2019.

[27] H. H. Nguyen, F. Fang, J. Yamagishi, and I. Echizen, “Multi-task learning for detecting and segmenting manipulated facial images and videos,” in 2019 IEEE 10th International Conference on Biometrics Theory, Applications and Systems (BTAS), 2019, pp. 1–8.

[28] C. Z. Yang, J. Ma, S. Wang, and A. W. C. Liew, “Preventing deepfake attacks on speaker authentication by dynamic lip movement analysis,” IEEE Transactions on Information Forensics and Security, vol. 16, pp. 1841–1854, 2021.

[29] Y. Wei, W. AbdAlmageed, and P. Natrajan, “Deep matching and validation network: An end-to-end solution to constrained image splicing localization and detection,” in Proceedings of the 25th ACM International Conference on Multimedia, ser. MM ’17. New York, NY, USA: Association for Computing Machinery, 2017, p. 1480–1502. [Online]. Available: https://doi.org/10.1145/3122366.3125411

[30] J. H. Bappy, A. K. Roy-Chowdhury, J. Bunk, L. Nataraj, and B. S. Manjunath, “Exploiting spatial structure for localizing manipulated image regions,” in The IEEE International Conference on Computer Vision (ICCV), Oct 2017.

[31] P. Zhou, X. Han, V. I. Morariu, and L. S. Davis, “Learning rich features for image manipulation detection,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2018.

[32] S.-J. Ryu, M. Kirchner, M.-J. Lee, and H.-K. Lee, “Rotation invariant face recognition using convolutional neural networks and conditional random fields,” 2017 12th IEEE International Conference on Automatic Face and Gesture Recognition (FG 2017), pp. 790–795, 2017.

[33] J. Zhang, Y. Zhang, Z. Zhou, and J. Luo, “Boundary-based image forgery detection by fast shallow cnn,” 2018 24th International Conference on Pattern Recognition (ICPR), pp. 2658–2663, 2018.

[34] S. Ren, K. He, R. Girshick, and J. Sun, “Faster r-cnn: Towards real-time object detection with region proposal networks,” in Proceedings of the 28th International Conference on Neural Information Processing Systems - Volume 1, ser. NIPS’15. Cambridge, MA, USA: MIT Press, 2015, p. 9–19.

[35] B. Hassani and M. H. Mahoor, “Spatio-temporal facial expression recognition using convolutional neural networks and conditional random fields,” 2017 12th IEEE International Conference on Automatic Face and Gesture Recognition (FG 2017), pp. 790–795, 2017.

[36] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), July 2016.

[37] S. Li, W. Deng, and J. Du, “Reliable crowdsourcing and deep locality-preserving learning for expression recognition in the wild,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), July 2017.

[38] H. Yang, U. Ciftci, and L. Yin, “Facial expression recognition by de-expression residue learning,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2018.

[39] J. Zhang, Y. Shu, S. Xu, F. Zhong, M. Liu, and X. Qin, “Facial expression recognition with inconsistently annotated datasets,” in The European Conference on Computer Vision (ECCV), September 2018.

[40] W. Sun, H. Zhao, and Z. Jin, “A visual attention based roi detection method for facial expression recognition,” Neurocomputing, vol. 296, pp. 22–12, 2018. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0925231218303266

[41] A. Rössler, D. Cuzzolin, L. Verdoliva, C. Riess, J. Thies, and M. Nießner, “Faceforensics: A large-scale video dataset for forgery detection in human faces,” CoRR, vol. abs/1803.09179, 2018. [Online]. Available: http://arxiv.org/abs/1803.09179

[42] P. Korschunov and S. Marcel, “Deepfakes: a new threat to face recognition? assessment and detection,” ArXiv, vol. abs/1812.08685, 2018.

[43] “Google ai blog: Contributing data to deepfake detection research,” https://ai.googleblog.com/2019/09/contributing-data-to-deepfake-detection.html

[44] Y. Li, P. Sun, H. Qi, and S. Lyu, “Celeb-DF: A Large-scale Challenging Dataset for DeepFake Forensics,” in IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Seattle, WA, United States, 2020.

[45] B. Dolhansky, R. Howes, B. Pflaum, N. Baram, and C. Canton-Ferrer, “The deepfake detection challenge (dfdc) preview dataset,” ArXiv, vol. abs/1910.08854, 2019.

[46] L. Jiang, R. Li, W. Wu, C. Qian, and C. C. Loy, “Deepfakenet1.0: A large-scale dataset for real-world face forgery detection,” 2020.

[47] D. Cuzzolin, G. Poggi, and L. Verdoliva, “Recasting residual-based local descriptors as convolutional neural networks: An application to image forgery detection,” in Proceedings of the 5th ACM Workshop on Information Hiding and Multimedia Security, New York, NY, USA: Association for Computing Machinery, 2017, p. 159–164. [Online]. Available: https://doi.org/10.1145/3082031.3083247

[48] P. Perez, M. Gangnet, and A. Blake, “Poisson image editing,” ACM Trans. Graph., vol. 22, no. 3, p. 313–318, Jul. 2003. [Online]. Available: https://doi.org/10.1145/882262.882269

[49] B. Dolhansky, J. Bitton, B. Pflaum, J. Lu, R. Howes, M. Wang, and C. C. Ferrer, “The deepfake detection challenge dataset,” 2020.

[50] A. Mollahosseini, B. Hasani, and M. H. Mahoor, “Affectnet: A database for facial and expression, valence, and arousal computing in the wild,” IEEE Transactions on Affective Computing, vol. 10, no. 1, p. 18–31, Jan 2019. [Online]. Available: http://dx.doi.org/10.1109/TAFFC.2017.2740923

[51] A. Kowalski, M. Kowalski, and A. Blake, “Slow pose tracking,” 2019. [Online]. Available: https://arxiv.org/abs/1905.00582

[52] X. Liu, J. H. Bappy, and A. Blake, “Poisson image editing,” ACM Trans. Graph., vol. 22, no. 3, p. 313–318, Jul. 2003. [Online]. Available: https://doi.org/10.1145/882262.882269
[59] M. Du, S. Pentyala, Y. Li, and X. Hu, Towards Generalizable Deepfake Detection with Locality-Aware AutoEncoder. New York, NY, USA: Association for Computing Machinery, 2020, p. 325–334. [Online]. Available: https://doi.org/10.1145/3340531.3411892

[60] D. Cozzolino, J. Thies, A. Rössler, C. Riess, M. Nießner, and L. Verdoliva, "Forensictransfer: Weakly-supervised domain adaptation for forgery detection," CoRR, vol. abs/1812.02510, 2018. [Online]. Available: http://arxiv.org/abs/1812.02510

[61] P. Zhou, X. Han, V. I. Morariu, and L. S. Davis, “Two-stream neural networks for tampered face detection,” in 2017 IEEE Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), 2017, pp. 1831–1839.

[62] H. H. Nguyen, J. Yamagishi, and I. Echizen, “Capsule-forensics: Using capsule networks to detect forged images and videos,” in ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2019, pp. 2307–2311.

[63] L. Li, J. Bao, T. Zhang, H. Yang, D. Chen, F. Wen, and B. Guo, “Face x-ray for more general face forgery detection,” in 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2020, pp. 5000–5009.

[64] R. Raghavendra, K. B. Raja, S. Venkatesh, and C. Busch, “Transferable deep-cnn features for detecting digital and print-scanned morphed face images,” in 2017 IEEE Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), 2017, pp. 1822–1830.

[65] B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba, “Object detectors emerge in deep scene cnns,” CoRR, vol. abs/1412.6856, 2014.

Ghazal Mazaheri received her Bachelor’s degree in Electrical and Electronic Engineering from K.N.Toosi University of Technology, Tehran in 2017. She is currently pursuing her Ph.D. degree in the department of Computer Science and Engineering at University of California, Riverside. Her main research interests include computer vision, machine learning and multimedia forensics.

Amit Roy-Chowdhury received his PhD from the University of Maryland, College Park (UMCP) in Electrical and Computer Engineering in 2002 and joined the University of California, Riverside (UCR) in 2004 where he is a Professor and Bourns Family Faculty Fellow of Electrical and Computer Engineering, Director of the Center for Robotics and Intelligent Systems, and Cooperating Faculty in the department of Computer Science and Engineering. He leads the Video Computing Group at UCR, working on foundational principles of computer vision, image processing, and vision-based statistical learning, with applications in cyber-physical, autonomous and intelligent systems. He has published about 200 papers in peer-reviewed journals and conferences. He is the first author of the book Camera Networks: The Acquisition and Analysis of Videos Over Wide Areas. His work on face recognition in art was featured widely in the news media, including a PBS/National Geographic documentary and in The Economist. He is on the editorial boards of major journals and program committees of the main conferences in his area. His students have been first authors on multiple papers that received Best Paper Awards at major international conferences, including ICASSP and ICMR. He is a Fellow of the IEEE and IAPR, received the Doctoral Dissertation Advising/Mentoring Award 2019 from UCR, and the ECE Distinguished Alumni Award from UMCP.