To analyze flight data recorded during an airline’s flight operation, a so-called Rauch-Tung-Striebel (RTS) smoother is implemented at the Institute of Flight System Dynamics. The RTS smoother is widely used for state estimation and it is utilized here to increase the data quality with respect to physical coherence and to increase resolution. The purpose of this paper is to enhance the performance of the RTS smoother to reconstruct an aircraft landing using on board recorded data only. Thereby, errors and uncertainties of operational flight data (e.g. altitude, attitude, position, speed) recorded during flights of civil aircraft are minimized. These data can be used for subsequent analyses in terms of flight safety or efficiency, which is commonly referred to as Flight Data Monitoring (FDM).

Statistical assumptions of the smoother theory are not always verified during application but (consciously or not) assumed to be fulfilled. These assumptions can hardly be verified prior to the smoother application, however, they can be verified using the results of an initial smoother iteration and modifications of specific smoother characteristics can be suggested. This project specifically verifies assumptions on the measurement noise characteristics.

Variance and covariance of the measurement noise can be checked after the initial smoother application. It is discovered that these characteristics change over time and should be accounted for with a time varying covariance matrix. This sequence of matrices is estimated by kernel smoothing and replaces an initially assumed fixed and diagonal covariance matrix used for the first smoother run. The results of this second smoother iteration are mostly improved compared to the initial iteration, i.e. the errors are significantly reduced. Subsequently, the remaining dependence structures of the residuals of the second smoother iteration can be captured by copula models. Their interpretation is useful for a revision of the physical model utilized by the RTS smoother.
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Abbreviations

DDM = difference in the depth of modulation
EKF = extended Kalman filter
FDR = flight data recorder
FDM = flight data monitoring
GPS = global positioning system
ILS = instrument landing system
NED = north-east-down frame
QAR = quick access recorder
RALT = radio altitude
RTS = Rauch-Tung-Striebel smoother
SQM = smoothing quality measure

I. Introduction

During the flight of a civil aircraft a huge amount of data is recorded. Besides the Flight Data Recorder (FDR) that is widely known as “black box” and is used for accident investigations there are also recorders on board the aircraft to collect data of the regular operation. These recorders are called Quick Access Recorder (QAR) and also wireless technologies for the transmission of the recorded data get common nowadays. These data are collected, stored, and analyzed as part of the airline’s Flight Data Monitoring (FDM) framework. Since the data are collected throughout the flight with a certain frequency, their data structure are time series.

The Institute of Flight System Dynamics at the Technical University of Munich (TUM) cooperates with several airlines and participates in projects to further develop the algorithms used in FDM. One of these projects is carried out with the TUM Chair of Mathematical Statistics with the goal to characterize and beneficially use statistical dependence structures of the time series recorded on board the aircraft.

Recorded data always contain errors and uncertainties. To increase robustness of any algorithm that is using operational flight data, data quality should be improved as much as possible. The most relevant recorded variables such as position, altitude, speed, acceleration, and attitude angles are all linked by physical relations. These physical relations can be captured in a physical model and used for data smoothing. To achieve this, the so-called Rauch-Tung-Striebel (RTS) smoother that is based on the Extended Kalman Filter (EKF) is used. A special focus of this paper lies on the verification of the RTS smoother assumptions, in particular regarding the measurement noise covariance matrices.

Once the RTS smoother is applied with the revised measurement noise covariance matrices, the residuals of the data can be used for a dependence analyses using copula structures. Their interpretation can be helpful for a revision of the physical model the RTS smoother is based on.

In chapter II we give a brief overview of the data. Subsequently, a summary of the state space models studied in this paper is given in chapter III. In chapter IV the main structure of the considered model and references for the full model details are discussed. The Kalman filter, Extended Kalman Filter (EKF), and the RTS smoother are briefly summarized in chapter V. In the following chapter VI a measure to describe the quality of a RTS smoother application is described. Subsequently, chapter VII describes a method to characterize the measurement noise dependencies effectively. Those dependencies can then be integrated into the RTS smoother in chapter VIII. In chapter IX an interpretation of the remaining dependencies in the residuals based on copula models is given. Finally, chapter X concludes the paper.

II. Operational Flight Data Characteristics

Data recorded on board aircraft are collected throughout the flight and therefore as time series. The frequency of the recording commonly lies between ¼ and 16 Hertz depending on the variable. In Fig. I the variable barometric altitude is illustrated. Thereby the characteristic step climbs during a long haul flight to increase efficiency can be identified to take the decreasing aircraft weight due to the fuel burn into account.

For many FDM algorithms certain time points such as the touch down or lift off of the aircraft are essential. These time points can be identified based on the recorded time series. In addition, so-called measurements or snapshots can be derived. A measurement is a single value per flight that describes a particular aspect of the operation, performance, safety, or efficiency in more detail. One example is the ground speed of the aircraft at touchdown.

Identified biases and scale factors of the recorded time series that are mentioned in chapter IV are measurements considered in this paper.
## III. State Space Model for Describing Dynamic Systems

We represent a dynamic system by the inputs $u$, the outputs $y$ and the system model functions $f$ and $g$. These model functions link the internal system state variables $x$ with their derivative and the outputs $y$. The state space model is given by the state equation

$$\dot{x}(t) = f(x(t), u(t), \Theta),$$

and the output equation

$$y(t) = g(x(t), u(t), \Theta),$$

where constant system parameters such as biases or scale factors are collected within the variable $\Theta$.

Measurement noise is taken into account in two ways, as input measurement noise $w$ and output measurement noise $v$, see Fig. 1. This leads to an adaptation of the state and output equation in the following way

$$\dot{x}(t) = f(x(t), u_m(t) - w(t), \Theta)$$

and

$$y_m(t) = g(x(t), u_m(t), \Theta) + v(t).$$

Observe that the subscript $m$ was added to the inputs $u$ and the outputs $y$ to highlight that measured data is considered here.

Fig. 1 Time series barometric altitude

![Fig. 1 Time series barometric altitude](image)

**Fig. 2 Dynamic system with noise terms, based on Figure 3 of [1]**

![Fig. 2 Dynamic system with noise terms](image)
IV. Physical Aircraft Model for Landing Reconstruction

The physical model that is the basis for the ideas and methods considered within this paper was mainly developed within [2] and [3] and also summarized in [4] and [1]. It is specifically designed for application during the landing phase of the aircraft. We focus on the time period from approximately 1000 feet above ground until the aircraft enters the apron area of the airport.

Describing the complete model in all details is out of the scope of this paper. At this stage, the input, state and output vectors are given and one exemplary output equation presented. Further details can be found within this chapter.

The input vector \( u \) is given by

\[
\begin{align*}
\mathbf{u}_m &= (a_x, a_y, a_z, \\
&\quad u_{p1}, u_{p2}, u_{p3}, u_{q1}, u_{q2}, u_{q3}, u_{r1}, u_{r2}, u_{r3}, \\
&\quad u_{u1}, u_{u2}, u_{u3}, u_{v1}, u_{v2}, u_{v3}, u_{w1}, u_{w2}, u_{w3}).
\end{align*}
\]

The main components are the measured accelerations \( a_m \) in the three respective axes. All the other components of the input vector are artificial inputs that are constantly set to 0. The reason for this is that for the rotational rates \( p, q, r \) and the wind components \( u_W, v_W, w_W \) no physical formulas in a manner required for equation 1 can be derived. The proposed procedure is based on the Estimation-Before-Modeling method that was introduced in [5] and the details can again be found in [2] on pages 23-24. Due to the relevance of the variables \( p, q, r, u_W, v_W \) reconstructed versions of them are very beneficial. Therefore, these variables are added to the output vector \( y \). To be able to develop an output equation \( \mathbf{g} \) for these variables, \( p, q, r, u_W, v_W, w_W \) also have to be added to the system states and consequently a state equations have to be developed for them. However, no direct physical relation exist that fulfills the requirement of the state equation, see [2] page 23. The idea of the state equation based on the Estimation-Before-Modeling method for \( p \) is given by

\[
\begin{pmatrix}
\dot{p} \\
\dot{\psi}
\end{pmatrix} =
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
p \\
\dot{p} \\
\dot{\psi}
\end{pmatrix} +
\begin{pmatrix}
u_{p1} - w_{p1} \\
u_{p2} - w_{p2} \\
u_{p3} - w_{p3}
\end{pmatrix}.
\]

From Equation 5 it can be seen why the artificial constant inputs \( u_{p1} = 0, u_{p2} = 0, u_{p3} = 0 \) are required. The variable \( w_W \) was chosen to be not part of the output vector, however as a state influences several other output vector components.

The state vector \( \mathbf{x} \) comprises

\[
\begin{align*}
\mathbf{x} &= ((u_K)_B, (v_K)_B, (w_K)_B, \\
&\quad \phi, \theta, \psi, \\
&\quad x_N, y_N, z_N, \\
&\quad p, \dot{p}, \dot{\psi}, \dot{q}, \dot{q}, \dot{r}, \dot{r}, \dot{r}, \\
&\quad (u_W)_O, (\dot{u}_W)_O, (\ddot{u}_W)_O, \\
&\quad (v_W)_O, (\dot{v}_W)_O, (\ddot{v}_W)_O, \\
&\quad (w_W)_O, (\dot{w}_W)_O, (\ddot{w}_W)_O).
\end{align*}
\]

The first three components of \( \mathbf{x} \) describe the kinematic speed of the aircraft given in the three axes of the body fixed \( B \) frame. The attitude is described by the Euler angles \( \phi, \theta, \psi \) that are used to transfer the North-East-Down (NED) frame \( O \) into the body fixed \( B \) frame, see [5]. \( x_N, y_N, z_N \) describe the position of the aircraft in a local navigation frame \( N \), see Fig. 3. Its origin is defined to be the intersection of the runway threshold and the runway center line. Its \( x \) axis points along the runway centerline and its \( z \) axis vertically upwards. The \( y \) axis points to the right and complements an orthogonal frame. \( p, q, r \) are the rotational rates of the aircraft and their first and second order derivatives are added again based on the Estimation-Before-Modeling method of [5]. The same holds for the three components of the wind speed given in the NED frame \( O \).
The output vectors $y$ and $y_m$ are given by

$$
y_m = (V_{GND m}, \dot{h}_m, \chi_K m, \phi_m, \theta_m, \psi_m, x_N m, y_N m, \dot{h}_{BARO m}, \dot{h}_{ALT m}, \delta_{LLZ, DDM m}, \delta_{GS, DDM m}, p_m, q_m, r_m, V_{Am}, a_{Am}, (u_W)_{O m}, (v_W)_{O m}).$$

They consist of the ground speed $V_{GND}$, the vertical speed $\dot{h}$, and kinematic track angle $\chi_K$. Furthermore, the Euler angles $\phi, \theta, \psi$ describe the attitude and the positions $x_N, y_N$ based on recordings of the Global Positioning System (GPS). The altitude is given twofold, the barometric altitude, and the height above ground recorded by the radio altimeter. Within this paper it is assumed that the aircraft was flying an Instrument Landing System (ILS) approach and the related signals are available in the FDM data. The deviations of the aircraft with respect to the ILS are given by $\delta_{LLZ, DDM}$ in the horizontal plane and $\delta_{GS, DDM}$ in the vertical plane. Their unit is Difference in Depth of Modulation (DDM). In addition to the rotational rates $p, q, r$ and the horizontal wind components $(uW)_O$ and $(vW)_O$, also the aerodynamic speed $V_A$ and aerodynamic angle of attack $a_A$ are given.

The bias and scale factor vector $\Theta$ comprises

$$
\Theta = (b_x, b_y, b_z, b_p, b_q, b_r, b_{h_{BARO}}, s_{h_{BARO}}, b_x).
$$

The biases for the accelerations $a_x, a_y, a_z$ are denoted by $b_x, b_y, b_z$ and are subtracted from the measured values, e.g. $a_x = a_{xm} - b_x$. The biases for the rotational rates $p, q, r$ are denoted by $b_p, b_q, b_r$ and again subtracted from the measured values, e.g. $p = p_m - b_p$. The barometric altitude is modeled with both, bias and scale factor corrections $h_{BARO m} = s_{h_{BARO}} \cdot h_{BARO} + b_{h_{BARO}}$. Finally, there is a bias $b_x$ for the kinematic track angle $\chi_K$ which is again subtracted from the recorded value.

The model contains too many equations to give any detail within this paper and the reader is again referred to [2]. The two output vector components regarding ILS deviations $\delta_{LLZ, DDM}$ and $\delta_{GS, DDM}$ are exceptional for this implementation and bring a lot of benefit due to a high data accuracy of these signals compared to other FDM variables. As one example of an output equation that is part of the model, the one for $\delta_{LLZ, DDM}$ is described here.
The goal of the output equation $g$ for the output component $\delta_{LLZ, DDM}$ is to link the system states with $\delta_{LLZ, DDM}$, see Equation [2]. For this equation, the system inputs $u$ and the constant model parameters $\Theta$ are not relevant. The relevant system states $x$ are the aircraft position given by $x_N$ and $y_N$. According to [7], the nominal displacement at the ILS reference datum (the runway threshold) shall be adjusted to 0.00145 DDM/m. The output equation can be derived using basic geometric considerations, see Fig. [4]. It is given by

$$\delta_{LLZ, DDM} = g(x_N, y_N) = -0.00145 \cdot \frac{x_{LLZ}}{x_{LLZ} - x_N} \cdot y_N.$$  

The parameter $x_{LLZ}$ is a characteristic of the specific runway and the ILS and describes the longitudinal distance between the runway threshold and the localizer antenna, see Fig. [4].

Fig. 4 Output equation for the localizer deviation signal, source: Figure 2-14 of [2].

In addition to the application of the RTS smoother framework that is discussed in chapter [V], a shifting of the trajectory of the landing aircraft based on the taxiway coordinates and specific assumptions that are well fulfilled in practice is conducted. Indicating the details is again out of the scope of this paper and the reader is referred to [2].

V. Kalman Filter, Extended Kalman Filter, and the RTS Smoother

The goal of this chapter is to give an introduction to the RTS smoother, which is an extension of the Extended Kalman Filter (EKF). The historic origin of this theory is given by Rudolf Emil Kalman in [3] for the linear case and has been extended to the non-linear case in [9]. The characteristics of offline data analysis, as it is the case in FDM, allows to take data of the past and the future of a certain time step $t$ into account. These additional possibilities lead to the concept of the Rausch-Tung-Striebel (RTS) smoother that was introduced in [10]. A thorough introduction to the underlying theory that is often referred to within this paper is given by [11]. The RTS smoother and the associated physical model (see chapter [IV]) that are implemented at the Institute of Flight System Dynamics and have been primarily developed in [2] and [3].

The Kalman filter and its generalized version for the non-linear case EKF consist of prediction steps and correction steps, see Fig. [5]. Values related to the prediction step are denoted by the superscript $\sim$ and the corrected states denoted by $\hat{\cdot}$. Based on the corrected state $\hat{x}(k)$ at time step $k$, the state $\hat{x}(k+1)$ at time step $k+1$ is predicted based on the physical model. Subsequently, the measured output $y_m(k+1)$ at time step $k+1$ is used to correct $\hat{x}(k+1)$ which leads to $\hat{x}(k+1)$. The true output $y(k+1)$ at time step $k+1$ is unknown. This process is repeated iteratively until the end of the considered period.

This iterative process of the EKF is also referred to as the forward pass of the RTS smoother. Once the end of the time interval is reached, the RTS smoother adds a further backward pass in which the time interval is passed through from the end to the begin of the interval taking the reversed system dynamics into account. This leads to a
7.1 The Rauch-Tung-Striebel (RTS) Smoother Used for Landing Reconstruction

\[ \hat{x}(k+1) = \tilde{x}(k+1) + K(k) (y(k+1) - \tilde{y}(k+1)) \]

\[ \tilde{y}(k+1) = C(k+1) \hat{x}(k+1) \]

\[ \hat{x}(k+2) = A(k+1) \hat{x}(k+1) + B(k+1) u(k+1) \]

\[ \tilde{x}(k+1) = \tilde{x}(k) + \Delta t \dot{x}(k) \]

\[ E(w_k) = 0 \]
\[ E(v_k) = 0 \]
\[ E(w_k \cdot w_k^T) = \begin{cases} Q_k & \text{for } k = l \\ 0 & \text{for } k \neq l \end{cases} \]
\[ E(v_k \cdot v_k^T) = \begin{cases} R_k & \text{for } k = l \\ 0 & \text{for } k \neq l \end{cases} \]
\[ E(w_k \cdot v_k^T) = 0 \text{ for all } k, l \in \mathbb{N}. \]

Three step approach, a forward pass, a backward pass, and a final pass to weigh and combine the results from the two passes. However, [10] proposes to combine the second and third pass.

Data is recorded with a certain frequency and not continuously. The notation \( v_k = v(t_k) \) is often used in the following for \( v \) and other variables. Both noise terms, the input measurement noise \( w \) and the output measurement noise \( v \), are modeled as zero mean Gaussian white noise. In particular, the noise terms are supposed to satisfy the following relations

\[ E(w_k) = 0 \]
\[ E(v_k) = 0 \]
\[ E(w_k \cdot w_k^T) = \begin{cases} Q_k & \text{for } k = l \\ 0 & \text{for } k \neq l \end{cases} \]
\[ E(v_k \cdot v_k^T) = \begin{cases} R_k & \text{for } k = l \\ 0 & \text{for } k \neq l \end{cases} \]
\[ E(w_k \cdot v_k^T) = 0 \text{ for all } k, l \in \mathbb{N}. \]

The measurement noise covariance matrices \( R_k \) is central for this paper. \( R_k \) is directly occurring in the correction step

\[ K_{k+1} = \tilde{P}_{k+1} \cdot C_{k+1}^T \cdot (C_{k+1} \cdot \tilde{P}_{k+1} \cdot C_{k+1}^T + R_{k+1})^{-1} \]
\[ \tilde{P}_{k+1} = (I - K_{k+1} \cdot C_{k+1}) \cdot \tilde{P}_{k+1} \]
\[ = (I - K_{k+1} \cdot C_{k+1}) \cdot \tilde{P}_{k+1} \cdot (I - K_{k+1} \cdot C_{k+1})^T + K_{k+1} \cdot R_{k+1} \cdot K_{k+1}^T. \]

The sequence of matrices \( K_k \) are the Kalman gain that weighs the predictions and the measurements. The matrices \( K_k \) are derived such that the associated state covariance matrices \( P_k \) are minimized. \( I \) denotes the identity matrix in the corresponding dimension. The matrix \( C_k \) is the linearization of the output equation

\[ C_{k+1} = \frac{\partial g(x, u, \Theta)}{\partial x} \bigg|_{x = \hat{x}_{k+1}, u = u_{m_k}}. \]

The reader is referred to the literature for all the formulas of the RTS smoother framework and their details. Only the main concepts and main equations necessary to understand the ideas and algorithms of this paper are given explicitly. The derivation of the Kalman filter and EKF can for example be found in Appendix F, pages 597-607 of [11]. The derivation of the RTS smoother can be found in [10].

**VI. Smoothing Quality Measure**

FDM analyses have to be automatized as much as possible. Due to the vast number of flights of a major airline it is simply not feasible to manually investigate each individual flight. Consequently, this principle is also relevant for the reconstruction of landings using the RTS smoother.
In [2], a high number of flights was analyzed and a Smoothing Quality Measure (SQM) was introduced. The goal was to automatically detect flights where the RTS smoothing could not generate reasonable results, i.e. the smoothing quality is low. This might happen for instance due to severely corrupted flight data.

The SQM that was developed in Chapter 2.1.9 of [2] has been modified within this project to take the characteristics of the time varying measurement noise covariance matrices into account. For each time step \( k = 1, \ldots, N \) with \( N \) being the number of total time steps of the considered time interval,

\[
e_k = y_{m,k} - \hat{y}_k \in \mathbb{R}^n
\]

is the difference between the measured and the predicted output. The theoretical values of the residual covariance matrix \( S_k \) for each time step \( k \) can be computed as

\[
S_k = \text{Cov}(e_k) = C_k \cdot \hat{P}_k \cdot C_k^T + R_k.
\]

Furthermore, for any component \( i = 1, \ldots, n \) of the output vector \( r_i = \frac{1}{N} \sum_{k=1}^{N} \frac{(e_k,i - \bar{e}_i)^2}{S_k,i,i} \)

is defined. Thereby, the numerator corresponds to the empirical variance of the prediction error \( e \) considering all time steps \( N \). The denominator describes its theoretical value based on the RTS smoother theory. In the optimal case, the empirical variance and the expected variance coincide and so resulting in \( r_i \) around 1. Abnormal situations may lead to \( r_i \) severely deviating from 1.

Finally, the values \( r_i \) for all \( n \) output vector components are aggregated to the SQM using the geometrical mean

\[
\text{SQM} = \left( \prod_{i=1}^{n} r_i \right)^{\frac{1}{n}}.
\]

The interpretation for \( r_i \) also holds for SQM. Flights with a regular smoothing will generate a SQM close to 1. If the prediction errors outweigh the expected prediction errors, the SQM gets bigger. An SQM greater 10 can be considered as abnormal.

In this article the SQM is used for verification whether the integration of time varying measurement noise covariance matrices is beneficial or not.

VII. Measurement Noise Covariance Estimation

The idea is straight forward and also mentioned for time varying filters on page 181 of [11]. Taking Equations 4 and 12 together with the noise \( v_k = y_m(k) - g(x(k), u_m(k), \Theta) \) gives

\[
R_k = \mathbb{E}(v_k \cdot v_k^T),
\]

which is an \( n \times n \) matrix where the \((i, j)\) entry corresponds to the covariance between the \(i\)th and \(j\)th component of \( v_k \). For the unknown values \( g(x(k), u_m(k), \Theta) \) the outputs reconstructed in an initial smoother iteration

\[
\hat{y}_k = g(\hat{x}(k), u_m(k), \hat{\Theta})
\]

with constant covariance matrix \( R_k = R \) are used. Furthermore, the estimated residuals vector is given by

\[
\hat{v}_k = y_m(k) - \hat{y}_k.
\]

To estimate \( R_k \), the output covariance matrix at time step \( k \), we use a moving average approach as proposed in Yin et al. [12]. More specifically, the estimate \( \hat{R}_k \) is defined as

\[
\hat{R}_k = \sum_{t=1}^{N} [v_t - \bar{m}_t] \cdot [v_t - \bar{m}_t]^T \cdot w_p(t, k),
\]

where

\[
\bar{m}_k = \sum_{t=1}^{N} v_t \cdot w_p(t, k), \quad w_p(t, k) = \frac{e^{-\frac{(t-k)^2}{2\sigma^2}}}{\sum_{t=1}^{N} e^{-\frac{(t-k)^2}{2\sigma^2}}}.
\]
The function $w_b$ assigns weights to all time steps such that time points closer to $k$ have a larger influence and time points further away from $k$ have only a small influence. The value $b$ controls the degree of smoothing and is set to 50. Note that $\tilde{m}_k$ is an estimate of $\mathbb{E}(v_k)$. Although this expectation is assumed to be zero in RTS smoother, see Equation (10), we often observe significant deviations from zero in practice. Thus, $\tilde{m}(t)$ is used as a correction term in Equation (17).

An exemplary estimate of the time varying variance of $x_N$ is shown in Fig. 6 where one clearly observes periods of higher and smaller variability.

![Fig. 6 Time varying measurement noise variance for $x_N$](image)

**VIII. Integration of Time Varying Covariance Matrices in the RTS Smoother**

For an initial smoother iteration, a constant measurement noise covariance matrix $R = R_k$ is chosen based on expert judgment. This matrix $R$ is assumed to be a diagonal matrix and the associated values can be found in [2]. The reconstructed outputs of this smoother iteration can be used to obtain an estimation of the true measurement noise characteristic that is more accurate than the defined matrix. In addition, potential time varying noise characteristics can be taken into account using time varying noise covariance matrices. The details were given in chapter VII.

It turns out that taking the sequence of full matrices $\tilde{R}_k$ of chapter VII is not stable enough. Therefore a limit for the off-diagonal entries based on the related correlation has been introduced. The diagonal entries are directly taken as calculated in chapter VII.

Reconstructed timeseries for all states $x$ and output variables $y$ are retrieved. Within this paper the reconstructed position is used for visualization. In Fig. 7 the yellow curve shows the raw position data and the red curve shows the reconstructed trajectory after the second smoother iteration with a limit of the $R_k$ off-diagonal entries based on a correlation of 0.1.
To investigate the influence of the second smoother iteration with incorporated time varying measurement noise covariance matrices $R_k$, the SQM described in chapter VI is used. Within this paper, 24 flights are considered and the results of the SQM values are summarized in Table I.

As described in chapter VI, the value of the SQM considered as optimal within this paper is 1. Within Table I, the value closest to 1 has been highlighted for any flight in green color. In addition, SQM values for which not the entire considered parameters were constructed are highlighted in gray color. The implemented smoother can handle these situations and therefore valid SQM values are returned. However, for the purpose of this paper, it was chosen that always the entire parameters are considered.

For the considered 24 flights, the optimal SQM value can be found in a second iteration with a specific covariance limit in 20 cases (see cells highlighted in green). This corresponds to a percentage of 83% which shows the justification of this method. However, values far away from 1 or missing values show that the second iteration and the related computations are also prone to further errors. The best reconstruction strategy therefore might be, to conduct second iterations with several correlation limits and subsequently choose the version among the first
| Flight ID | 1st Iter. | 2nd Iter., Limit 0.1 | 2nd Iter., Limit 0.4 | 2nd Iter., Limit 0.6 | 2nd Iter., Limit 0.8 |
|-----------|-----------|----------------------|----------------------|----------------------|----------------------|
| 1         | 0.24      | 0.45                 | 20.3                 | 0.52                 | 0.53                 |
| 2         | 0.18      | -                    | 0.49                 | 0.44                 | 0.45                 |
| 3         | 0.36      | -                    | 15.4                 | 0.61                 | 0.62                 |
| 4         | 0.46      | 0.58                 | 0.81                 | 0.76                 | 0.76                 |
| 5         | 0.44      | 0.86                 | -                    | 0.65                 | 0.65                 |
| 6         | 0.39      | 0.90                 | -                    | 109                  | $5 \times 10^7$      |
| 7         | 0.79      | -                    | -                    | 0.65                 | 0.65                 |
| 8         | 0.41      | -                    | 0.82                 | 0.64                 | 0.64                 |
| 9         | 0.42      | 0.59                 | 0.44                 | 0.74                 | 0.74                 |
| 10        | 0.51      | -                    | -                    | 9.1                  | 0.69                 |
| 11        | 0.51      | -                    | -                    | -                    | 0.70                 |
| 12        | 0.35      | -                    | 1900                 | -                    | 0.61                 |
| 13        | 0.21      | 0.43                 | -                    | 0.51                 | 0.51                 |
| 14        | 0.79      | 0.60                 | 1.83                 | 1.64                 | 1.64                 |
| 15        | 0.31      | 11.1                 | 0.59                 | 0.53                 | 0.53                 |
| 16        | 0.67      | -                    | 0.80                 | 0.65                 | 0.59                 |
| 17        | 0.20      | 0.61                 | -                    | 0.48                 | 0.48                 |
| 18        | 0.37      | -                    | 0.67                 | 0.65                 | 0.65                 |
| 19        | 0.93      | 0.50                 | -                    | 1.85                 | 1.85                 |
| 20        | 0.23      | 0.47                 | 0.53                 | 0.51                 | 0.49                 |
| 21        | 0.24      | 0.67                 | 0.63                 | 0.55                 | 0.55                 |
| 22        | 0.37      | 0.98                 | -                    | 0.62                 | 0.62                 |
| 23        | 0.31      | 60.0                 | 0.88                 | 0.61                 | 0.61                 |
| 24        | 0.38      | 0.62                 | 0.76                 | 0.67                 | 0.67                 |

Table 1  SQM values for different iterations and correlation limits of the measurement noise covariances
iteration and all the second iterations with the SQM value closest to 1.

IX. Validity of Assumptions in the (improved) RTS Smoother

We now assess the validity of some of the assumptions on $v_k$ discussed in chapter V. On that account, we visually illustrate statistical properties of the estimated residual process $\hat{v}_k$ and discuss possibilities for further improvement.

A. Constant mean

Recall from equations (10) and (12) that $v_k$ is assumed to be a white noise process. As an illustration, Fig. 8 shows the residuals for the variables $V_{GND}$ and $x_N$. The estimated $\hat{v}_k$ process from the initial smoother run with constant covariance matrix (blue lines) strongly deviates from this assumption: the mean is far from constant and the series is highly autocorrelated. In contrast, the estimates process from the second smoother iteration with time varying covariance matrix (red lines) is visibly more truthful to these assumptions, although there is still room for improvement. But in contrast to dynamic covariances, these two assumptions are only indirectly influenced by the parametrization of the smoother.

B. Gaussianity

Another assumption made in chapter V is that the distribution of $v_k$ is (multivariate) Gaussian. This assumption can be split into two parts: i) the components of $v_k$ are marginally Gaussian; ii) the dependence between components follows a Gaussian copula [see, e.g., (13)].

Marginal distributions

We shall first consider the marginal distributions. For each component $i$ of $\hat{v}_k$, and every time step $k$, we construct standardized residuals $\hat{s}_{k,i} = \hat{v}_{k,i}/(\hat{R}_{ii})^{1/2}$, where $\hat{R}_{ii}$ is the estimated standard deviation at time $k$. If the assumptions are valid, $\hat{s}_{k,i}$ should follow a standard normal distribution.

Fig. 9 shows kernel density plots for two exemplary variables along with the density of a standard normal distribution (blue line). Results after the first smoother iteration are shown in green, results after the second iteration in red. For $h_{RALT}$ (left panel), the distribution for the first iteration is far off the standard normal, while the distribution for the second iteration almost perfectly matches it. For $\psi$ (right panel), the second iteration improves upon the first, but is still visibly off the assumed distribution. It has a sharper spike in the center and fatter tails, features that commonly arise in scale mixture of normal distributions (such as the Student $t$ distribution). It suggests that our time varying variance estimate may not have been adaptive enough and a smaller smoothing window could improve the results further.
Dependence analysis

A useful diagnostic tool for the dependence between variables is the bivariate normalized contour plot [14]. In a first step, the variables are transformed to follow a standard normal distribution. If the dependence is Gaussian, the density contours of the transformed variables should resemble perfect ellipses. Any deviation from an ellipse indicates a deviation from normality. Most residual dependencies are rather weak and we will only focus on the strong relationships in what follows. Also, the second smoother iteration was not able to improve upon the first regarding the validity of Gaussian dependence, so only results from the second iteration will be shown.
Then, the residuals can be grouped into two categories. In Fig. 10, the attitude angles and associated rotational rates are given for the particular cases pitch angle $\theta$ and pitch rate $q$ as well as roll angle $\phi$ and roll rate $p$. Obviously, the attitude angle and the associated rotational rate are closely related, so the dependence among the residuals, i.e., measurement errors is reasonable. For the considered flights, no direct recordings of the rotational rates were given. Therefore, they were calculated based on the attitude angles in a preprocessing step. In Fig. 11, the ground speed $V_{\text{GND}}$ is paired with the wind speeds $(v_W)_O$ and $(u_W)_O$ given in the NED frame $O$. Again, an obvious relation between these variables is given. Since the uncertainty of the on-board recordings of the wind speeds is significant, it is not possible to completely eliminate it by the physical model, the RTS smoother framework or the methods proposed in this paper.

Both figures show kernel density contours along with contours of a reference Gaussian distribution (dashed blue). We observe two phenomena in all plots: First, the spikes in the lower left and lower right corners are slightly sharper than the Gaussian reference. This means that dependence is stronger then Gaussian when both variables show large positive or negative measurement errors simultaneously. Second, we see bumps towards the upper left and lower right corners, indicating additional dependence when there are large positive and large negative measurement errors and vice versa. This dependence is not reflected by the Gaussian distribution at all. Again, the observed shapes are characteristic for scale mixtures of Gaussians and may be captured by a more adaptive parametrization of the dynamic covariance matrix.

**X. Conclusions**

Within this paper, a detailed investigation of the measurement noise covariance of an implemented RTS smoother is carried out. The resulting noise covariance matrices are used for a reiteration of the RTS smoother. Based on a smoothing quality measure, the results could be improved in the majority of the cases. In addition, the characteristics of the residuals of the second smoother iteration are significantly closer to the assumptions of the smoother compared to the residuals of the first smoother iteration. Finally, copula models are used to characterize the remaining dependence in the residuals after the second iteration. These dependence structures are considered and potential revisions of the underlying physical and statistical models discussed.
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Furthermore, the algorithms that are used as a foundation for the developments of this paper have been mainly implemented in [2] and [3]. Finding possibilities to characterize the measurement noise covariance matrices $R_k$ for the application of the RTS smoother onto FDM data more precisely, which is the central goal of this paper, was mentioned in Chapter 5 “Conclusions and Perspective” of [2].
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