A strategy for identifying the risk of developing Alzheimer’s disease from healthy controls: distance to novelty detection boundary
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Abstract

Background:
Machine learning (ML) techniques are expected to tackle the problem of the high prevalence of Alzheimer’s disease (AD) we are facing worldwide. However, few studies of novelty detection (ND), a typical ML technique for safety-critical systems especially in healthcare, were engaged for identifying the risk of developing cognitive impairment from healthy controls (HC) population.

Materials and Methods:
Two independent datasets were used for this study, including the Australian Imaging Biomarkers and Lifestyle Study of Ageing (AIBL) and the Fujian Medical University Union Hospital (FMUUH), China datasets. Multiple feature selection methods were applied to identify the most relevant features for predicting the severity of AD. Four easily interpretable ND algorithms, including k nearest neighbor, Mixture of Gaussian (MoG), KMEANS, and support vector data description were used to construct predictive models. The models were visualized by drawing their decision boundaries tightly surrounding the HC data. A distance to boundary (DtB) strategy was proposed to differentiate individuals with mild cognitive impairment (MCI) and AD from HC.

Results:
The best overall MCI&AD detection performance in both AIBL and FMUUH was obtained on the cognitive and functional assessments (CFA) modality only using MoG-based ND with AUC of 0.8757 and 0.9443, respectively. The highest sensitivity of MCI was presented by using a combination of CFA and brain imaging modality. The DTB value reflects the risk of developing cognitive impairment for HC and the dementia severity of MCI/AD.

Conclusions:
Our findings suggest that applying some non-invasive and cost-effective features can significantly detect cognitive decline in an early stage. The visualized decision boundary and the proposed DtB strategy illustrated the severity of cognitive decline of potential MCI&AD patients in an early stage. The results would help inform future guidelines for developing a clinical decision-making support system aiming at an early diagnosis and prognosis of MCI&AD.
Background

With the ageing population, we are challenged by a growing impact of neurodegenerative diseases, such as Alzheimer’s disease (AD), the most common type of dementia [1]. Especially, a steep worsening of neuropsychiatric symptoms of dementia has been reported during the COVID-19 pandemic [2]. Neurodegeneration incrementally diminishes the quality of a patient’s life and leads to heavy economic burden in healthcare. In 2019 the Alzheimer’s Disease International (ADI) reported that over 50 million people worldwide suffered from dementia. The total estimated worldwide cost of dementia in 2018 was US$ 1 trillion. This figure is projected to double by 2030 [3]. The total number of people with dementia in China was 9.5 million in 2015 and will increase to 14.1 million by 2020 and 23.3 million by 2030 [4]. The total costs of dementia in China have been predicted to reach US$ 69 billion in 2020 and US$ 114.2 billion in 2030 [5].

There is an urgent need to develop AI-enabled clinical diagnosis support systems (AI-CDSS) to accelerate AD diagnosis and prognosis and to improve the quality of healthcare. The AI-CDSSs can outperform the traditional CDSS, improve the clinical decision-making process, reduce medical errors, and decrease costs [6]. The development of AI raised to a governmental strategy level in many countries, including
the US, China, and the UK. For example, the UK Health Secretary recently announced a £250 million investment in establishing a new national AI lab that will use the power of AI to improve the health and lives of patients [7]. AI is widely seen as having the potential to improve efficiency across many sectors, and healthcare is one of the major and the most critical domains to be revolutionized by AI [8].

Novelty detection (ND) aims to identify behaviour that are not consistent with normal expectations, representing a machine learning method in AI that could be incorporated into the AI-CDSS as it is more accurate, efficient and applicable particularly in monitoring for safety-critical systems [9, 10]. ND has gained much attention in application domains including anomalous behaviour detection for elderly care [11][12][13], prediction of new disease-causing genes [14], and cancer image classification [15].

Although ND has been widely applied in medical and healthcare fields, to the best of our knowledge, there is no study evaluating the risk of developing AD using ND techniques. Research in this area has great potential for the prevention and treatment of dementia. Unlike other methods in AI that need balanced data across each given class when building models, ND techniques are applicable when only one (i.e. normal) class data, HC data in this scenario, are available. The produced ND model can be used to detect whether or not healthy elderly adults are at the risk of developing AD at an
early stage, which will in turn be referred by clinicians for follow-up treatment.

This study aims to construct an interpretable novelty detector, which constructs a tightly closed decision boundary to differentiate between healthy controls and patients with dementia. We also propose a novel distance to boundary (DtB) strategy for evaluating the severity of the risk of developing AD of a patient based on the distance of a data point to the decision boundary.

Data and Methods

Data description

Two independent datasets were used in this study, namely, the Australian Imaging Biomarkers and Lifestyle Study of Ageing (AIBL) and the Fujian Medical University Union Hospital (FMUUH) datasets.

The AIBL data

Patient records from the AIBL database (https://www.aibl.csiro.au/) were used in this study to build the ND models. The data was collected by the AIBL study group. AIBL study methodology has been reported previously [16].

The primary goal of the AIBL study is to discover which cognitive characteristics,
biomarkers, and health and lifestyle factors determine the subsequent development of symptomatic AD. The AIBL clinical data were extracted mainly from seven categories: cerebrospinal fluid biomarkers (CSF), cognitive and functional assessments (CFA), magnetic resonance imaging (MRI), Positron emission tomography (PET), blood test (BLO), demographic (DEM), and medical history (MH). In our study, the CFA adopted the Mini-Mental State Examination (MMSE) [17] and logical memory immediate/delayed recall assessments (LMIR/LMDR). The brain imaging data used in the study consisted of coarse-grained structural MRI and PET with [\(^{11}\text{C}\)]-Pittsburgh compound B (PIB). They are the total volume for grey matter (GM), white matter (WM), and cerebrospinal fluid (CSF), and the total number of active pixels (PIB.PET) from brain imaging. Therefore, we used 32 features as potential predictors of cognitive decline associated with AD. They are 3 CFA, 12 BLO, 4 neuroimaging, 2 sociodemographic, 10 medical history (MH), and ApoE genotype features (Table 1).

Table 1 All features in AIBL data.

| Category                                      | Features                                                                 |
|-----------------------------------------------|--------------------------------------------------------------------------|
| Cognitive and functional assessments (CFA)    | MMSE, LMIR, LMDR.                                                        |
| Blood analyses (BLO)                          | Thyroid stimulating hormone (AXT117), vitamin B12 (BAT126), red blood cell (HMT3), white blood cell (HMT7), platelets (HMT13), haemoglobin (HMT40), mean corpuscular haemoglobin (HMT100), and mean corpuscular haemoglobin concentration (HMT102); |
Urea nitrogen (RCT6), serum glucose (RCT11), cholesterol (high performance, RCT20), creatinine (rate blanked, RCT392).

| Brain imaging (IMG) | PIB-PET, MRI (GM, WM, CSF) |
|---------------------|-----------------------------|
| Demographics (DEM)  | Gender, age.                |
| Medical history (MH)| Psychiatric (MHPSYCH), neurologic other than AD (MH2NEURL), head, eyes, ears, nose and throat disease (MH4CARD), hepatic (MH6HEPAT), musculoskeletal (MH8MUSCL), endocrine-metabolic (MH9ENDO), gastrointestinal (MH10GAST), renal-genitourinary (MH12RENA), smoking (MH16SMOK) and malignancy (MH17MALI) histories. |
| ApoE genotype       | Two alleles apolipoprotein genotype (ApoE). |

The Clinical Dementia Rating (CDR) scores were used to characterize the severity of AD and acted as a response measure in prediction models. Accordingly, participants were categorized into five groups based on the CDR scale levels: the healthy controls (CDR = 0), mild cognitively impaired (MCI) (CDR = 0.5), the mild (CDR = 1), moderate (CDR = 2) and severe (CDR = 3) AD patients. CDR has been previously used as an objective measure of the severity of AD and been shown to be highly correlated with the clinical diagnosis [18]. The subjects from mild, moderate, and severe AD categories were combined into one AD category. Note that only health controls (HC) data were used to train the ND models. The non-healthy data were considered as abnormal data and was used to optimize the model parameters and test the predictive performance of the model.
There were a total of 861 participants at baseline (BL), with 262, 222, and 142 participants had a record of a follow-up visit at 18 (M18), 36 (M36), and 54 (M54) month, respectively. In our study, the data at different times were combined as one dataset to train the ND model. While dataset with complete features (i.e. CFA, MRI, PIB.PET, BLO, DEM, MH and ApoE; 641 subjects in total) was used to perform comparative experiments with different combinations of modalities; the dataset without neuroimaging features (including CFA, BLO, DEM, MH and ApoE; 1487 subjects in total) was used to implement the proposed DtB strategy.

**The FMUUH data**

In addition to the AIBL data, this study also considered 330 clinical data records (148 HC and 182 AD) obtained from FMUUH. Six features were considered, namely, three cognitive assessments including MMSE, Alzheimer's Disease Cooperative Study - Activities of Daily Living (ADCS-ADL) [19], and the Neuropsychiatric Inventory (NPI)[20], and three demographics (Age, Education Level, and Gender). Detailed analysis of AIBL and FMUUH demographic characteristics can be accessed in Additional file 1: Table S1 and Fig.S1.

**Feature selection**

Feature selection techniques were applied to minimize the computational costs, decrease analytical complexity, and identify significant features associated with the
severity of AD. First, min-max normalization was conducted to assimilate clinical measurements of diverse scales into the range of 0~1. To avoid bias associated with the choice of one specific feature selection technique for establishing feature ranking, we have used three different univariate feature selection approaches to select the optimal number of features, namely, based on information gain ratio (IGR) [21], Pearson's correlation [22], and Chi-square [23]. The Cross-Entropy Monte Carlo rank aggregation algorithm [24] was then utilized to aggregate the ranking results obtained by the above three filters and finally get the top-10 significant features.

Novelty detection modelling approaches

Novelty detection is also referred as one-class classification [25], anomaly detection [26] or data description [27]. The ND modelling process is described in Fig. 1.
The preprocessed dataset, with respect to each category, was split into five folds: four folds for model development (including 80% normal and 80% abnormal data) and one fold for model testing (20% normal + 20% abnormal). To avoid any bias introduced by randomly partitioning and to get better repeatability, each one of the five folds was selected as the testing set and the remaining four folds were used as a development set. (See the outer 5-fold CV loop in Fig. 1). Next, the normal data in each development set were further split into five folds for model training and validation. The training set only included four-folds normal data which were used to construct an ND model, while the remaining one fold normal data were combined with the 80% abnormal data as a validation set to validate the constructed model. This process was iterated five times (the inner 5-fold CV shown in Fig. 1) to tune the hyperparameters of the model to get an unbiased evaluation of the model fitting on the training set. Finally, the tuned/optimized hyperparameters and the entire normal data in the development set were applied to construct an optimal ND model whose performance would then be assessed using a testing set unseen during the model’s training. The experimental results are averaged over five outer folds.

According to [28] and for interpretability, four representative ND methods, namely k nearest neighbor (KNN), Mixture of Gaussian (MoG), KMEANS and support vector data description (SVDD), were employed for ND modelling in this study. The selection of
these methods is due to their comprehensive interpretability, popular applicability in various domains [29], outstanding historical contributions to ND methods development [30], and the potential expandability for further research [31]. Their computational principles are easily understandable and briefly introduced as follows.

KNN

The KNN is a representative distance-based ND method assuming that all normal data points are close to each other, and anomalies are far from the normal points [32]. The KNN method first calculates the distance between the data point \( x \) and its \( k \) nearest neighbors (denoted as \( N_{NN}(x) \)) and then calculates the distance from these nearest neighbor \( N_{NN}(x) \) to their \( k \) nearest neighbors \( N_{NN}(N_{NN}(x)) \). Finally, it discriminates whether a data point \( x \) is normal or abnormal by comparing these two distances. The acceptance function for a test data point can be defined as [32]:

\[
f_{N_{NN}}(x) = I \left( \frac{\| x - N_{NN}(x) \|}{\| N_{NN}(x) - N_{NN}(N_{NN}(x)) \|} \leq 1 \right)
\]

where \( I(\bullet) \) is an indicator function. If \( \bullet \) is true, then \( I(\bullet) = 1 \) indicates \( x \) normal; otherwise \( I(\bullet) = 0 \) indicates \( x \) abnormal.

MoG

The MoG is a commonly used density-based ND method by calculating a linear combination of \( N \) components of normal distribution on the given data. The
probability density of data $x$ can be estimated with [33]:

$$P_{GMM}(x) = \frac{1}{N} \sum_{j}^{N} \left\{ a_j \left( \frac{1}{(2\pi)^{d/2}\sum_{j}^{N} \mu_j^T\mu_j} \right) \exp\left\{ -\frac{1}{2} (x - \mu_j)^T \sum_{j}^{N} (x - \mu_j) \right\} \right\}$$

where $a_j$ is the mixture coefficients, $\mu_j$ is the mean of the $j^{th}$ Gaussian component, and $\sum_{j}^{N}$ is the covariance matrix. Data lying in a high density area are accepted as normal; otherwise are detected as abnormal.

**KMEANS**

KMEANS, a representative clustering-based ND method, is one of the most popular techniques due to its simplicity of implementation [33]. This method clusters normal data using a small number (i.e. $k$) of prototypes. The centroids of $k$ clustered prototypes are optimized by the following minimised square error:

$$error_{k\text{-means}} = \sum_{i} \left( \min_{k} \| x_i - \mu_k \|^2 \right)$$

where $\mu_k$ is the centroid associated with the $k^{th}$ cluster. Any data excluded by all clusters would be detected abnormal.

**SVDD**

The SVDD represents a support vector machine-based ND method. It employs a hypersphere to define a closed decision boundary around normal data. The SVDD method can be simplified as [27]:
\[ f_{SVDD}(x_i, a, R) = I(\|x_i - a\|^2 \leq R^2 + \xi_i) \]

where \(x_i\) is a data point from the training set, \(a\) is the centre of the hypersphere, and \(R\) is the distance from \(a\) to the support vectors on the decision boundary. In this study, the radial basis function[35] was used as the kernel of SVDD to map the target data onto a boundary.

**Performance metrics**

To measure the ND performance, we employed three performance metrics: sensitivity, specificity and the area under the receiver operating characteristic (ROC) curve (AUC) [36]. In the context of ND in the medical domain, positive (MCI/AD) and negative (HC) represents abnormal and normal, respectively.

Sensitivity reflects the rate of the abnormal data correctly detected. Therefore, we used sensitivity to assess the power of a ND model detecting different severity of getting AD of individuals. The higher the sensitivity, the less likely an AD patient fails to be pinpointed in diagnosis and prognosis. While, specificity represents the rate of the normal data correctly detected. A higher specificity indicates that the novelty detector is less likely to misdiagnose healthy controls. AUC is an integrated quantitative presentation of the ROC curve plotted the sensitivity against the 1-specificity at various thresholds. It can be used to measure the overall performance of a novelty detector thoroughly.
Results and Analysis

Feature selection results

To determine if cost-effective and non-invasive AD markers have high discriminative power when they are used for detecting potential AD patients, all features in the AIBL data were grouped into four modalities: 1) CFA including LMDR, LMIR, and MMSE; 2) brain imaging features (IMG); 3) medical history and demographics (MH&DEM); and 4) a two alleles apolipoprotein genotype and blood test (BLO&ApoE).

Fig. 2A shows that the CFA has the highest correlation with CDR, followed by IMG (excluding WM) and ApoE. In contrast, MH&DEM and BLO modalities are less correlated to CDR. The scores of these features’ importance are close to zero by applying Chi-square and IGR filters. Different aggregation plans are used to test the ND model performance with/without expensively obtained, invasive test and complex analysis required modalities (e.g. IMG, BLO, and ApoE, respectively). First, we aggregate the feature ranking of all modalities (Fig. 2B). Then, the costly obtained, invasive and complex analysis required features (IMG, BLO, and ApoE) are removed (Fig. 2C&D, respectively). Finally, the top-10 important features were selected after aggregation for the convenience of analysis. Performance of the ND model trained by all the other possible aggregation schemes can be found in Additional file 1: Table S2.
Fig. 2 Ranking features importance and aggregating the ranking results with different combinations of modalities. (A). The three filters applied are based on Chi-square value (orange dot), information gain ratio (IGR, green triangle), and Pearson’s correlation (blue square). The gray and black lines represent three ranking results and their averages, while the red line reflects the final aggregation result. Some Chi-square values are overlapped by IGR as they all close to zero.

Model performance results
A thorough comparison between the ND models constructed on both datasets was conducted to verify the applicability and robustness of the applied methods and the proposed DtB strategy.

**AIBL data**

Table 2 compares the AUC, specificity, and sensitivity performance of the ND models produced by KNN, MoG, KMEANS, and SVDD algorithms applied to different modality combinations. It turns out feature selection significantly improved the performance of MoG, KMEANS, and SVDD. Furthermore, the CFA data can improve the performance of all the models. The models performance obtained on all different modality combinations with and without feature selection is included in the supplementary Tables S2 and S3.

**Table 2** The performance comparison of the ND models constructed by KNN, MoG, KMEANS, and SVDD using different modality combinations of the AIBL data.

| ND algorithms | AUC (95%CI) | Specificity | Sensitivity |
|---------------|-------------|-------------|-------------|
| False rejection rate: 0~1 | False rejection rate = 0.1 |
| Modality combinations | KNN | MoG | KMEANS | SVDD |
|-----------------------|-----|-----|--------|------|
| CFA,IMG,MH&DE M,BLO&ApoE (without feature selection) | 0.8479 (0.7897-0.9061) | 0.7890 (0.6610-0.9169) | 0.7551 (0.6924-0.8178) | 0.6856 (0.5604-0.8107) |
| CFA,IMG,MH&DE M,BLO&ApoE | 0.8690 (0.8240-0.9140) | 0.8552 (0.8185-0.8919) | 0.8676 (0.8179-0.9173) | 0.8462 (0.7636-0.9288) |
| CFA,MH&DEM,BLO & ApoE | 0.8000 (0.7127-0.8873) | 0.8266 (0.7624-0.8908) | 0.8257 (0.7329-0.9184) | 0.8304 (0.6963-0.9644) |
| CFA,MH&DEM | 0.7858 (0.6710-0.9005) | 0.8048 (0.6880-0.9214) | 0.7452 (0.6686-0.8217) | 0.7783 (0.6646-0.8919) |
| CFA,IMG | 0.8464 (0.7380-0.9548) | 0.8558 (0.7717-0.9400) | 0.8564 (0.7492-0.9636) | 0.8442 (0.7190-0.9694) |

| Modality combinations | HC | MCI | AD |
|-----------------------|----|-----|----|
| CFA,IMG,MH&DE M,BLO&ApoE (without feature selection) | 90.79% | 30.25% | 38.59% |
| CFA,IMG,MH&DE M,BLO&ApoE | 89.73% | 62.64% | 92.82% |
| CFA,MH&DEM,BLO & ApoE | 89.59% | 54.84% | 91.89% |
| CFA,MH&DEM | 89.04% | 53.68% | 86.84% |
| CFA,IMG | 91.40% | 68.61% | 92.27% |
Interestingly, models built on CFA only performed better than most other modality combinations in terms of the AUC value. Based on the 5-fold CV assessment results, the MoG produced the highest AUC of 0.8757 (95% CI: 0.7982-0.9532) (Table 2, bold), and the KMEANS was the runner-up with the AUC of 0.8527 (95% CI: 0.7405-0.9650), followed by KNN and SVDD with AUC of 0.8521 (95% CI: 0.7250-0.9792) and 0.8267 (95% CI: 0.7013-0.9521), respectively. Regarding single-modal features, the MoG model constructed on CFA outperformed those on MRI (AUC of 0.6984, with 95% CI of 0.6551-0.7418), MH&DEM (AUC of 0.5938, with 95% CI of 0.4076-0.7800), and BLO&ApoE (AUC of 0.5920, with 95% CI of 0.5394-0.6446) (see Additional file 1: Table S3).

Additionally, when using the combination of CFA and IMG modalities, all ND models produced the best detection performance with the sensitivity for MCI patients, especially, the MoG presented the highest sensitivity of 69.86%, followed by KNN, SVDD, and KMEANS with sensitivity of 68.61%, 68.57%, and 67.60%, respectively. Hence, CFA features are most discriminative, while IMG markers provide additional
evidence for detecting MCI. Further adding BLO&ApoE and MH&DEM to the combination of CFA and IMG cannot make the model distinguish MCI better and even reduce the sensitivity of MCI. E.g., By adding those features, KNN produced low sensitivity of MCI, dropping from 68.61% to 62.64%, but with relatively stable AUC performance (Table 2). It is worthy of note that models built on MH&DEM and BLO&ApoE modalities achieved the worst performance with respect to the AUC, sensitivity, and specificity metrics.

**FMUUh data**

Consistent with the experimental results on AIBL, those on FMUUh data shows that (Table 3), with the CFA only, MoG again produced the highest average AUC of 0.9443 (95%CI: 0.9037-0.9849) (Table 3, bold), and the KMEANS was the runner-up with the AUC of 0.9330 (95%CI: 0.8842-0.9818), followed by KNN and SVDD with AUC of 0.9299 (95%CI: 0.8820-0.9777) and 0.8386 (95%CI: 0.7435-0.9334), respectively.

**Table 3** The performance comparison of the ND models constructed by KNN, MoG, KMEANS, and SVDD based on the FMUUh data.

| Modality combinations | ND algorithms | AUC (95%CI) | Specificity HC | Sensitivity AD |
|-----------------------|---------------|-------------|----------------|----------------|
| CFA (ADCS-ADL, NPI, MMSE,) & DEM(Age,) | KNN | 0.9022 (0.8587, 0.9457) | 89.13% | 88.27% |
|                        | MoG          | 0.8989 (0.8383, 0.9695) | 91.01% | 89.74% |
|                        | KMEANS       | 0.8869 (0.8332, 0.9406) | 88.45% | 85.58% |
| Model               | Accuracy   | Sensitivity | Specificity |
|---------------------|------------|-------------|-------------|
| SVDD (Gender, Education) | 0.7497 (0.7120,0.7874) | 86.89% | 79.14% |
| KNN                 | 0.9299 (0.8820,0.9777) | 93.28% | 82.15% |
| MoG (CFA (ADCS-ADL, NPI, MMSE)) | **0.9443 (0.9037,0.9849)** | **90.92%** | **89.09%** |
| KMEANS              | 0.9330 (0.8842,0.9818) | 92.56% | 86.31% |
| SVDD (Gender, Education) | 0.8386 (0.7435,0.9334) | 84.75% | 82.42% |
| KNN (DEM(Age, Gender, Education)) | 0.6921 (0.6654,0.7188) | 66.67% | 60.05% |
| MoG                 | 0.7223 (0.6335,0.8111) | 72.16% | 63.15% |
| KMEANS             | 0.7347 (0.6551,0.8143) | 72.05% | 61.58% |
| SVDD (Gender, Education) | 0.5128 (0.3778,0.6478) | 71.01% | 63.56% |

**Decision boundary constructed on HC only**

Fig.3 illustrates the decision boundary produced by each novelty detector. Randomly, the 1st fold data were selected from both AIBL and FMUUh datasets. For data visualization, the two most important features were used according to the feature selection results. Therefore, the MMSE and ADCS-ADL features were selected from the FMUUh data, while MMSE and LMDR were used for the AIBL data. All selected data have been scaled between 0 and 1. To quantify the detection performance of the four ND methods on the testing data, Table 4 lists the mean of 5-fold sensitivity and specificity performance, representing the proportion of Non-HC (i.e. MCI & AD) data lying outside the boundary and the proportion of HC data lying inside the boundary.
Fig. 3 The decision boundaries produced by the four novelty detection methods. (A) & (C). Boundaries trained on HC only in terms of the AIBL and FMUUH data respectively. (B) & (D). The trained boundaries were used to test the testing data including both HC and Non-HC with respect to the AIBL and FMUUH data respectively. The boundaries produced by the SVDD, KNN, KMEANS and MoG methods are represented by blue dashed, magenta dotted, cyan dotted and black solid lines, respectively. Green dots, orange dots, and red crosses indicate HC, MCI, and AD. The training threshold (i.e. false rejection rate) is set to 0.1.

Table 4 The quantitative evaluation of the visualised decision boundaries constructed by four ND methods (KNN, MoG, KMEANS, and SVDD) on both AIBL and FMUUH data sets.

|       | AIBL Specificity | AIBL Sensitivity | FMUUH Specificity | FMUUH Sensitivity |
|-------|------------------|------------------|-------------------|-------------------|
|       | HC               | MCI              | AD                | HC                | AD                |
| KNN   | 88.83%           | 64.88%           | 98.01%            | 89.94%            | 70.59%            |
| MoG   | 88.72%           | 67.95%           | 98.01%            | 87.99%            | 76.96%            |
| Method | Sensitivity | Specificity | 5-fold CV Sensitivity | 5-fold CV Specificity |
|--------|-------------|-------------|-----------------------|-----------------------|
| KMEANS | 86.13%      | 60.32%      | 99.69%                | 88.27%                |
| SVDD   | 88.21%      | 51.96%      | 97.40%                | 94.15%                |

Sensitivity for MCI and AD and specificity for HC were calculated based on 5-fold CV assessment.

The analysis of AIBL data

All trained boundaries shown in Fig. 3A can enclose at least 86% HC data, but the MoG produced a tighter and smoother boundary than others. In term of the testing results (Table 4), all methods accurately distinguished AD from HC with high sensitivity (higher than 97%). Especially, the MoG boundary rejected 98.01% AD and accepted 88.72% HC. On the other hand, the sensitivity for MCI performed worse than that for AD. Although boundaries generated by the MoG, KNN, SVDD accepted higher than 88% HC, they only rejected 67.95%, 64.88%, and 51.96% MCI. Hence the MoG is less likely to misdiagnosis for MCI and will be more suitable for early diagnosis or disease warning than other methods. Linking to Fig.3B, some MCI data points (orange dots) lie inside the boundaries, indicating some overlap between HC and MCI. This overlap may because MCI cannot be judged using only two features. Nevertheless, the distance from a data point to the decision boundary can objectively reflect the risk and severity of developing MCI or AD for an individual to a certain extent. From this point of view, the boundary generated by ND methods would be inspiring for solving the problem of clinically unclear diagnostic criteria for MCI. There is a benefit that the ND technique introduces to early diagnosing and prognosing of MCI/AD.
The analysis of FMUUH data

As decentralized data distribution, multiple boundaries were generated by the KNN, and one loose boundary was produced by the MoG, KMEANS and SVDD (Fig. 3C), trying to include at least 88% HC. Some overlap between HC and AD (Fig. 3D) reflected high specificity for HC but low sensitivity for AD (Table 4). E.g., the MoG obtained the lowest specificity of 87.99% for HC, but the highest sensitivity of 76.96% for AD. Therefore, we proposed a Distance to Boundary (DtB) strategy to address this inevitable low sensitivity caused by overlap between HC and non-HC (MCI/AD) and further detect potential non-HC from HC.

The DtB strategy

The idea behind the DtB strategy comes from that the ND decision boundary can objectively reflect the severity of developing AD of individuals, according to the distance of data point to the boundary. The theoretical foundation of the strategy was proposed by calculating the distance of each data point to its nearest point on the boundary in order to quantify the severity of cognitive decline. To describe the strategy, we choose the MoG algorithm, which has a stable boundary, best overall performance and can precisely enclose data, to calculate the DtB values of all testing data. The DtB calculation was carried out on the 5-fold CV assessment results. Fig. 4 depicts the box plots of the distance of each category of HC, MCI, and AD data points to the decision...
boundary constructed by MoG (Fig. 4A for AIBL and Fig. 4B for FMUUH). We define the sign of distance of inner data to the boundary is negative, while that for outer data is positive. Table 5 lists descriptive statistics of the results in Fig. 4.

![Box plot](image-url)

**Fig. 4** Box plot of the distance between AIBL and FMUUH data points and ND boundary generated by MoG. Points beyond 1.5 times IQR (interquartile range) are considered outliers of the box plot, represented by a solid diamond. The hollow square is the mean value, and the dotted line is the ND boundary location. (A) for the AIBL data and (B) for the FMUUH data.

**Table 5** Descriptive statistics of DtB results.

|       | Mean  | Mode  | Minimum | Median | Maximum |
|-------|-------|-------|---------|--------|---------|
| HC    | -0.0342 | -0.0665 | -0.0806 | -0.0377 | 0.1587  |
| AIBL  | 0.0725  | 0.2587 | -0.0800 | 0.0511 | 0.3890  |
| AD    | 0.3258  | 0.3052 | -0.0420 | 0.3045 | 0.7356  |
| HC    | -0.0348 | -0.0813 | -0.1324 | -0.0545 | 0.3722  |
| FMUUH | 0.1136  | 0.0813 | -0.1384 | 0.0813 | 0.6860  |
Fig. 4A turns out that the 1\textsuperscript{st} and the 3\textsuperscript{rd} quartiles, median and mean, and maximum DtB values of AD are higher than those of MCI, which are in turn higher than those of HC. The length of the boxes of MCI and AD is more than twice that of the HC. The overall spreads are quite different; even some overlaps occur among the three categories. Compared to the main bodies of data for MCI and AD which look symmetric, the boxplot for HC shows some slight bottom-skew since there are more outliers which would affect any calculations of skewness. The potential outliers of HC may risk getting MCI. Similarly, the outliers of MCI may be developing AD, and the outliers of AD will be developing more and more severely. Overall the HC, MCI, and AD categories do vary with the DtB values. Fig. 4A could interestingly visualize our proposed DtB strategy, i.e. for those data points lying outside the boundary, the farther from the boundary, the more severely the representing patients may develop AD; whereas for the inner data points, the nearer to the boundary, the more risk of cognitive decline they reflect.

Basically, the DtB box plot of FMUUH data shows a similar trend to that of AIBL. The AD box is longer than HC’s, as well as presenting higher 1\textsuperscript{st} and 3\textsuperscript{rd} quartiles, median, mean, and maximum DtB values than HC (Fig. 4B). The difference is that the AD box of FMUUH data is slight across the ND boundary (the horizontal dotted line), which is similar to the MCI box of AIBL. Although an AD data point may be misdiagnosed as HC due to its lying inside the boundary, we can still detect its risk of developing AD according to its DtB value. Note that, however, different features used in Fig. 3 (A-B) and (C-D) and different population cohorts from Australian and China may cause the
difference between Fig. 4 (A) and (B). Meantime, Fig. 4B hints some MCI might be included in the AD patients, which also reflects an urgent need of data integration of various data resources based on the Fujian Medical University Union Hospital.

Table 5 reflects that the minimum DtB values of HC and MCI in AIBL are very close (i.e. -0.0806 and -0.0800). Again this may due to overlap of HC and MCI to some extent and the lower boundary dimension or the ambiguity of ‘cutoff’ scores for determining MCI [37]. In a higher-dimensional feature space, the DtB strategy can integrate more different assessment indicators and criteria to describe more precisely the severity of MCI patients. Similarly, close minimum DtB values of HC and AD in FMUUH reflects the aforementioned hint.

Discussion

This study first employed ND techniques to detect potential MCI/AD from HC populations. Four representative and easily interpretable ND methods were applied on the AIBL and local FMUUH datasets to construct an optimal and closed decision boundary tightly surrounding the given HC data only. The surface area of the decision boundary should be minimized to reduce the chance of accepting MCI/AD data. Once getting the boundary, the model will be able to classify if unseen data reflect healthy or non-healthy depending on it lying inside or outside the boundary. Inner data that
are close to the boundary have a high risk of developing MCI even they may be currently detected as HC. For those outer data, the closer to the boundary the milder the cognition declines (e.g. very mild or mild cognitive impairment) that the data represent; while the farther from the boundary, the severer the cognition declines (e.g. moderate or severe AD). This was quantified by our proposed DtB strategy. Data features involved in the study are multi-modal. The ND models built on different modalities and their combinations were evaluated using three comprehensive metrics.

In terms of the AIBL data, ND methods produced comparable detection performance when only a small subset of the data was used, and this subset mainly composed of easily accessible CFA (LMDR, LMIR, MMSE). The KNN, MoG and KMEANS achieved the highest performance when only the CFA was used to train the models (AUC = 0.8591, 0.8878 and 0.8687 respectively) (Table 1). This result once again highlights the CFA could be a key factor of diagnosing AD used in clinical practices [38]. The extensive experimental results turn out that using the CFA only could always reflect the best global detection performance (the AUC metric), while combining IMG would perform the best performance in terms of sensitivity for detecting MCI from HC. For example, the KNN method produced a higher sensitive for MCI (68.61%) based on a combination of CFA and IMG in comparison to using CFA only (59.87%). (Table 2). The MoG method has the same trend. It is worthy of note that the highest detection performance for MCI (sensitivity of 69.86%) was achieved by the MoG-based ND model trained with CFA and IMG (Table 1). Therefore, the model trained with the combination of IMG and
CFA modalities outperformed that constructed with CFA only in the task of early identification of MCI patients.

Interestingly, feature extraction does not significantly improve the detection results of KNN and even reduces it. For example, after feature selection, the KNN model performance is AUC=0.6948 (0.5944-0.7953) using the combination of IMG, MH&DEM and BLO&ApoE. However, when feature selections are not applied, its AUC rises to 0.8113, 95%CI=(0.7402-0.8825) (Additional file 1:Table S3). This difference indicates that the KNN algorithm has good performance in high dimensional feature spaces and may have a strong ability to resist noise information.

The FMUUh data, derived from the populations with different geographical locations and races in comparison to the AIBL, were used to verify the applicability of the ND model. Similarly, MoG produced the best performance with the highest average AUC of 0.9443 (95% CI: 0.9037-0.9849) when using the CFA only, as well as sensitivity of 89.09% for AD and specificity of 90.92% for HC (Table 3 bold). The proposed DtB strategy suggested that policymakers should positively focus on an urgent need for data integration in the area.

This study has several limitations worth noting, which in turn bring future extensions and improvements. First, we ignored missing data. An approach for missing data
imputation is currently being developed, which will be incorporated into the system later. Second, we only selected the top 10 features from the AIBL data that are significant to the CDR, using three different univariate filters to rank the feature importance. However, such filtering approaches may lead to the loss of relevant features that are meaningless by themselves, but when considered together, can improve model performance. To overcome this, we have previously applied wrapper methods to evaluate the importance of specific feature sets [39]. Work is currently in progress to improve our ND model by developing a wrapper that can obtain a subset of better-integrated data from different modalities. Third, to get a large data size, we integrated the multi-modal AIBL data collected at different time points together. Repeat visitors who participated in the AIBL study were considered as different visitors. However, some modalities such as medical history, ApoE genotype, and gender are not time-evolved. Those features may be the reason for poor performance generated when the models were trained by the two modalities of MH&DEM and BLO&ApoE. We are further investigating the ND technique on a larger-sized data, e.g. ADNI (The Alzheimer's Disease Neuroimaging Initiative) [40] or NACC (The National Alzheimer's Coordinating Center) [41] data, and working on integrating more FMUULH data from the local hospital. Furthermore, the current study and our previous development [39] have provided a solid foundation for the next phase extension of developing a CDSS using the ND technique. Finally, Ding et al. [42] have proposed a level set method based ND approach (LSM-ND), namely level set boundary description (LSBD). Being superior to the traditional methods (e.g. based on probability, distance, clustering,
statistics, and support vector machines), the LSBD introduced some interesting properties for boundary construction, such as nonlinear problem addressable without using a kernel trick, non-parametric, dynamically time-evolved to better fit the data distribution, boundary shape easily manageable, and straightforward implemented in the given data space, et al. Therefore, based on the current work, we will deeply investigate the LSM-ND approach for early detecting MCI and AD from HC populations.

Conclusion

This study first built the novelty detectors based on different Alzheimer’s datasets (AIBL and FMU). Using four representative and easily interpretable ND algorithms. The intrinsic pattern behind AD was investigated in different cohorts study, by comparing the performance of models trained not only by different modalities but also the different combinations of modality types. We found that the best overall performance can be obtained when only CFA features are used. Hence, applying some non-invasive and easily accessible features can significantly detect cognitive decline in an early stage. Moreover, the highest detection sensitivity of MCI can be obtained by a combination of CFA and IMG. More importantly, the insight of the study was presented by a proposed DtB strategy via illustrating and quantifying the decision boundary produced by each novelty detector using two (for visualization purpose) of the most significant CFA features from each dataset. The strategy can objectively
reflect the severity of developing AD of individuals. These results would help inform future guidelines for the development of a clinical decision-making support system aiming at an early diagnosis and prognosis of MCI/AD.

**Additional file 1:** Fig.S1 Demographic features distribution of the FMUUH data. Table S1. Demographic distribution of AIBL data. Table S2. The performance of the ND models using all possible modality combinations after feature selection. Table S3. The performance of ND models using all possible modality combinations without feature selection.
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