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Abstract— Although there has been a rapid development of practical applications, theoretical explanations of deep learning are in their infancy. A possible starting point suggests that deep learning performs a sophisticated coarse graining. Coarse graining is the foundation of the renormalization group (RG), which provides a systematic construction of the theory of large scales starting from an underlying microscopic theory. In this way RG can be interpreted as providing a mechanism to explain the emergence of large scale structure, which is directly relevant to deep learning. We pursue the possibility that RG may provide a useful framework within which to pursue a theoretical explanation of deep learning. A statistical mechanics model for a magnet, the Ising model, is used to train an unsupervised RBM. The patterns generated by the trained RBM are compared to the configurations generated through a RG treatment of the Ising model. We argue that correlation functions between hidden and visible neurons are capable of diagnosing RG-like coarse graining. Numerical experiments show the presence of RG-like patterns in correlators computed using the trained RBMs. The observables we consider are also able to exhibit important differences between RG and deep learning.
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I. INTRODUCTION

The power of machine learning and artificial intelligence is established: these are powerful methods that already outperform humans in specific tasks [1]–[3]. Much of the research carried out in machine learning is of an applied nature. It establishes the practical utility of the method but does not construct an understanding of how deep learning works or even if such an understanding is possible [4]–[9]. Consequently, deep learning remains an impressive but mysterious black box. A possible starting point for a theoretical treatment suggests that deep learning is a form of coarse graining [3], [10], [11]. Since there are more input than output neurons this is almost certainly true. The real question is then if this is a useful observation, one that might shed light on how deep learning works. This is the question we take up in this paper.

We argue that understanding deep learning as a form of coarse graining is a useful observation, and make the case by adopting and adapting several ideas from theoretical physics. Specifically, in theoretical physics there is a sound framework to carry out coarse graining, known as the renormalization group (RG) [12]. RG provides a systematic way to construct a theory describing large scale features from an underlying microscopic description, which can be understood as recognizing sophisticated emergent patterns, a routine achievement of deep learning. Further, RG is applicable to field theories, that is, to systems with a large number of degrees of freedom so that it seems that RG is well positioned to deal with massive data sets. Finally, the way in which RG works is, in contrast to deep learning, well understood and can be described in precise mathematical language. These features suggest that RG may provide a useful framework in which to describe deep learning and attempts to argue that this is the case have been made in [13], [15]–[17]. We focus on unsupervised learning by a restricted Boltzmann machine (RBM) in what follows.

Two distinct possible connections to RG have been attempted, both relevant to our study. The first [13] is an attempt to link deep learning to the RG flow. The RG flow is a smooth process during which degrees of freedom are continuously averaged out, so that we flow from the initial microscopic description to the final macroscopic description. In deep learning one stacks layers of networks to obtain a deep network. The proposed connection of [13] suggests that each layer in the stack performs a small step along the RG flow. We contribute to this discussion by developing quantitative tools with which this proposal can be explored with precision. The basic objects that appear in our analysis are correlation functions between the visible and the hidden neurons. This allows us to decode the mechanics of the RBM’s pattern generation and to compare it to what the RG is doing. Although there are important differences, our results indicate remarkable similarities between how the RBM and RG achieve their results. The second approach [15], [16] builds an RBM flow using the weight matrix of the neural network after training is complete. The results of [15], [16] suggest that the RBM flow is closely related to the RG flow. We carry out a critical examination of this conclusion. The central tools we employ are correlation functions defined using the patterns generated by the RBM. We give a detailed and precise argument showing that the largest scale features of RG and RBM patterns are in complete agreement. The correlation functions involved are non-trivial probes of the statistics of the generated pattern and so the conclusion we reach is compelling. We also find that if one probes smaller scale features there are important differences between the two patterns. We will comment on the interpretation of these results in the conclusions. Our basic

1 For a critical discussion of this proposal, see [11], [14].

2 The studies carried out in [15], [16] used averages of the RBM pattern. Our correlation functions provide more sensitive probes into the structure of the pattern.
message is that the RG and RBM are doing the same thing, but using different methods.

The setting for our study is the two dimensional Ising model [18]. This is a simple model of a magnet, built for many individual “spins” each of which should be thought of as a microscopic bar magnet. Each spin can be aligned “up” or “down”. Spins align at low temperatures producing a magnet. At high temperatures, spins are aligned randomly and there is no net magnetic field. The spins themselves define a binary pattern (the two states are up or down) and it is these patterns that the RBM learns. An important motivation for this choice of model is that it is well understood. The theory exhibits a first order phase transition terminating at a critical point. The theory at the critical point enjoys a conformal symmetry so that it can be solved exactly. It exhibits many interesting observables which we use to explore how deep learning is working [19], [20]. For example, if a neural network generates a microstate of the model, we can ask what the corresponding temperature of the microstate is. At the critical point special observables known as primary operators appear. Their correlation functions are power laws with powers that are known. These are the natural variables which encode, completely, the long scale features of the patterns. In this way, the Ising model gives a framework to explore deep learning both through the results of numerical experiments and using the complete understanding of the large scale features of the coarse grained system. To probe whether deep learning is a type of coarse graining this knowledge of correlations on large length scales is a valuable tool.

Our study of an Ising magnet may seem rather far removed from more usual (and practical) applications, including for example image recognition and manipulation. However, one might be optimistic that lessons learned from the Ising model are applicable to these more familiar examples. Indeed, the energy function of the Ising model tries to align nearby spins with the result that nearby spins are correlated. This is not at all unlike an image for which the color of nearby pixels is likely to be correlated [21].

A description of deep learning in the RG framework would have important implications. RG explains how macroscopic physics emerges from microscopic physics. This understanding leads to an organization of the microscopic physics into features that are relevant or irrelevant, so that in the end the emergent patterns depend only on a small number of relevant parameters. Carried over to the deep learning context, a similar understanding will strive to explain what features of the data and which weights in the network are important for deep learning. Such an understanding would have implications for what architectures are optimal and how the learning process can be improved and made more efficient.

We now sketch the content of the paper and outline how it is organized. In Section I we give a quick review of RBMs, RG and the Ising model, providing the background needed to follow subsequent arguments. In Section III we consider the RBM flows defined using the matrix of weights learned by the network [15], [16]. By studying correlation functions of primary operators of the Ising conformal field theory, we argue that although the RBM and RG patterns agree remarkably well on the largest scales of the pattern they differ just as dramatically, on the short scale structure. In Section IV we examine the possibility that deep learning reconstructs an RG flow, with each layer of the deep network performing one step of the flow. Our discussion begins with a critical look at the argument given in [13] that claims that deep learning is mapped onto the RG flow. The argument shows a system of equations that is obeyed by both the RBM and a variational realization of the RG flow. Our basic conclusion is that the argument of [13] only shows that aspects of the RBM learning are consistent with the structure of the RG transformation. Indeed, we explicitly construct examples that satisfy the equations derived by [13] that certainly do not perform an RG flow or arise from an RBM. Nevertheless, the arguments of [13] are compelling and we find the possible connection between deep learning and RG fascinating and deserving of further study. Towards this end we couch some of the qualitative observations of [13] as statements about the behaviour of well chosen correlation functions. The form of these correlators, puts certain qualitative observations of Section IV.B. of [13] onto a firm quantitative footing. Finally we study the RG flow of the temperature. This turns out to be interesting as it reveals a further difference between the RBM patterns and RG. In the final Section of this paper, we discuss our results and suggest open directions that can be pursued.

II. RBM, RG AND ISING

In this section we introduce the background material used in our study. The first subsection reviews RBMs emphasizing both the structure of the network and its implementation. Following that the RG is reviewed, emphasizing aspects relevant to the deep learning application. This section concludes with a review of the Ising model, motivating why the model is considered.

A. Restricted Boltzmann Machines

RBDs perform unsupervised learning to extract features from a given data set [22]–[24]. They have an input and an output layer. The input layer is made up of visible nodes, \( v_i \) with \( i = 1, 2, \ldots, N_v \) and the output layer is made up of hidden nodes, \( h_a \) with \( a = 1, 2, \ldots, N_h \) as illustrated in Figure 1.

![Fig. 1: An RBM network with visible nodes \( v_i \) and hidden nodes \( h_a \), where \( N_v = n \) and \( N_h = k \). Connections between input and output nodes are each associated with a weight \( W_{i,a} \).](image)
The input nodes are set with values of ±1 and the trained network generates a corresponding pattern by setting the output nodes to ±1. The values of the output neurons are obtained by evaluating a non-linear function on a linear combination of the input neurons, perhaps offset by a constant bias. The specific linear combination of neurons is represented by connections between nodes, with a weight for each connection. For the RBM there are connections between every input node and every output node, while nodes belonging to the same layer are not connected. The “unrestricted” Boltzmann machines allow connections between any two nodes in the network [25], but this generality comes at a cost: training algorithms are much less efficient [22]–[24]. The connection between input node \( v_i \) and output node \( h_a \) is assigned a weight, \( W_{ia} \), and visible (hidden) nodes are assigned a bias \( b^{(v)}_i \) (\( b^{(h)}_a \)). Using these ingredients we define a Hamiltonian for the RBM

\[
E = -\sum_a b^{(h)}_a h_a - \sum_i v_i W_{ia} h_a - \sum_i b^{(v)}_i v_i
\]

(1)

where \( h_a, v_i \in \{-1, 1\} \). The RBM defines the probability distribution for obtaining the pair of input and output vectors, \( v \) and \( h \), by [26]

\[
p(v, h) = \frac{1}{Z} e^{-E}
\]

(2)

where \( Z \) is the partition function, obtained by summing over all possible hidden and visible vectors

\[
Z = \sum_{\{v, h\}} e^{-E}
\]

(3)

As usual, to determine the marginal distribution of a visible vector, sum over the state space of hidden vectors

\[
p(v) = \frac{1}{Z} \sum_{\{h\}} e^{-E}
\]

(4)

Similarly, the marginal distribution of a hidden vector is

\[
p(h) = \frac{1}{Z} \sum_{\{v\}} e^{-E}
\]

(5)

The weights, \( W_{ia} \) and biases \( b^{(v)}_i \), \( b^{(h)}_a \) are determined during training. Training strives to match the model distribution \( p(v) \) to the distribution \( q(v) \) defined by the data and it achieves this by minimising the Kullback-Liebler (KL) divergence. The KL divergence is a measure of how much information is lost when approximating the actual distribution with the model distribution [27]. Training adjusts \( \{W_{ia}, b^{(v)}_i, b^{(h)}_a\} \) to minimize the KL divergence, which is given by

\[
D_{KL}(q||p) = \sum_{i=1}^{N_v} q(v_i) \log (q(v_i)) - \log (p(v_i))
\]

\[
= \sum_{i=1}^{N_v} q(v_i) \log \left( \frac{q(v_i)}{p(v_i)} \right)
\]

(6)

Gradients of the KL divergence used to update the parameters of the RBM are computed as follows

\[
\frac{\partial D_{KL}(q||p)}{\partial W_{ia}} = \langle v_i h_a \rangle_{data} - \langle v_i h_a \rangle_{model}
\]

(7)

\[
\frac{\partial D_{KL}(q||p)}{\partial b^{(v)}_i} = \langle v_i \rangle_{data} - \langle v_i \rangle_{model}
\]

(8)

\[
\frac{\partial D_{KL}(q||p)}{\partial b^{(h)}_a} = \langle h_a \rangle_{data} - \langle h_a \rangle_{model}
\]

(9)

where the expectation values appearing above are easily derived using [2]. They are given explicitly in Appendix A. The data set contains an enormous number \( N_v \) samples implying that the method just outlined is numerically intractable: the sum over the entire state space of visible and hidden vectors is too expensive. To make progress, approximate the KL divergence by the contrastive divergence [24]. Rather than summing over the entire state space of visible and hidden vectors, one simply sets the states of the visible units to the training data [26]. This is an enormous simplification. Given a set of visible vectors, the hidden vectors are sampled by setting each \( h_a \) to 1 with probability

\[
p(h_a|v) = \tanh \left( \sum_i W_{ia} v_i + b^{(h)}_a \right)
\]

(10)

Likewise, given a set of \( h_a \), we are able to sample visible vectors by setting each \( v_i \) to 1 with probability

\[
p(v_i|h) = \tanh \left( \sum_a W_{ia} h_a + b^{(v)}_i \right)
\]

(11)

Expectation values for the data are computed using \( \hat{h} \) and \( \hat{v} \). The set of hidden vectors \( \hat{h} \) is generated using [10]. The training data set provides \( \hat{v} \).

To determine model expectation values, determine a sample of visible vectors \( \hat{v} \) and a sample of the hidden vectors \( \hat{h} \). Expectation values of the model are approximated using these sets. Again, summing these much smaller sets (and not the complete space of hidden and visible vectors) is an enormous simplification. The equations (11) and (10) determine the sets of visible and hidden vectors. The set \( \hat{v} \), is calculated using \( \hat{h} \). We then determine \( \hat{h} \), using \( \hat{v} \). The equations for \( \hat{h} \), \( \hat{v} \) and \( \hat{h} \) are thus

\[
\hat{h}^{(A)}_a = \tanh \left( \sum_i W_{ia} \hat{v}^{(A)}_i + b^{(h)}_a \right)
\]

(12)

\[
\hat{v}^{(A)}_i = \tanh \left( \sum_a W_{ia} \hat{h}^{(A)}_a + b^{(v)}_i \right)
\]

(13)
\[ \hat{h}_a^{(A)} = \tanh \left( \sum_i W_{ia} \hat{v}_i^{(A)} + b_a^{(h)} \right) \]

\[ = \tanh \left( \sum_i W_{ia} \tanh \left( \sum_k W_{ik} \hat{h}_k^{(A)} + b_i \right) \right) + b_a^{(h)} \]

\[ = \tanh \left( \sum_i W_{ia} \tanh \left( \sum_k W_{ik} \tanh \left( \sum_m W_{mk} \hat{v}_m^{(A)} + +b_k^{(h)} \right) \right) \right) + b_i + b_a^{(h)} \]

(14)

Using this approximation the expressions used to train the RBM are

\[ \langle v_i h_a \rangle_{\text{data}} = \frac{1}{N_s} \sum_A \hat{v}_i^{(A)} \hat{h}_a^{(A)} \] (15)

\[ \langle v_i h_a \rangle_{\text{model}} = \frac{1}{N_s} \sum_A \hat{v}_i^{(A)} \hat{h}_a^{(A)} \] (16)

\[ \langle v_i \rangle_{\text{data}} = \frac{1}{N_s} \sum_A \hat{v}_i^{(A)} \] (17)

\[ \langle v_i \rangle_{\text{model}} = \frac{1}{N_s} \sum_A \hat{v}_i^{(A)} \] (18)

\[ \langle h_a \rangle_{\text{data}} = \frac{1}{N_s} \sum_A \hat{h}_a^{(A)} \] (19)

\[ \langle h_a \rangle_{\text{model}} = \frac{1}{N_s} \sum_A \hat{h}_a^{(A)} \] (20)

where \( A = 1, 2, 3, \ldots, N_s \) denotes samples in the training data set made up of \( N_s \) samples. These approximations achieve a dramatic speed up in training. Although this method performs well in practice [1], [29], [30], it is difficult to understand when and why the approximations work [26], [28]. This approximation does not follow the gradient of any function [51].

B. RG

RG is a tool used routinely in quantum field theory and statistical mechanics [12]. RG coarse grains by first organizing the theory according to length scales and then averaging over the short distance degrees of freedom. The result is an effective theory for the long distance degrees of freedom. RG thus gives a systematic procedure to determine the dynamical laws governing macroscopic physics of a system with given microscopic laws, and it achieves this by employing coarse graining. The analogy to deep learning should be evident: deep learning also extracts regularities from massive data sets.

To illustrate RG consider the example provided by quantum field theory. Observables \( \mathcal{O} \) are functions (usually polynomials) of the field and its derivatives. Examples of observables are the energy or momentum of the field. To calculate the expected value \( \langle \mathcal{O} \rangle \) of observable \( \mathcal{O} \), integrate (i.e. average) over all possible field configurations

\[ \langle \mathcal{O} \rangle = \int [d\phi] e^{-S} \mathcal{O} \] (21)

The factor \( e^{-S} \), which defines a probability measure on the space of fields, depends on the theory considered. \( S \) is called the action of the theory and is also a polynomial in the field and its derivatives, with the coefficients of the polynomial providing the parameters of the theory, things like couplings and masses. A theory is defined by specifying \( S \).

To coarse grain, express the position space field in terms of momentum space components

\[ \phi(x) = \int dk e^{ik \cdot x} \phi(k) \] (22)

\( e^{ik \cdot x} \) oscillates in position space with wavelength \( \frac{2\pi}{k} \). High momentum (big \( k \)) components have small wavelengths and encode small distance structure. Low momentum components have huge wavelengths and describe large distance structure. Declare there is a smallest possible structure, implemented by cutting off the momentum modes at a large momentum \( \Lambda \) as follows

\[ [d\phi] = \prod_{k < \Lambda} d\phi(k) \] (23)

RG breaks the integration measure into high and low momentum components \([d\phi] = [d\phi_\leq][d\phi_\geq] \) where

\[ [d\phi_\leq] = \prod_{k < (1 - \epsilon)\Lambda} d\phi(k) \]

\[ [d\phi_\geq] = \prod_{(1 - \epsilon)\Lambda < k < \Lambda} d\phi(k) \] (24)

RG considers observables that depend only on large scale structure of the theory, i.e. observables that depend only on \( \phi_\leq \). In this case, when computing the expected value of \( \mathcal{O} \) we can pull \( \mathcal{O} \) out of the integral over \( \phi_\geq \) and integrate over the high momentum components

\[ \langle \mathcal{O}(\phi_\leq) \rangle = \int [d\phi_\leq] \int [d\phi_\geq] e^{-S} \mathcal{O}(\phi_\leq) \]

\[ = \int [d\phi_\leq] e^{-S_{\text{eff}}} \mathcal{O}(\phi_\leq) \] (25)

This procedure of splitting momentum components into two sets and integrating over the large momenta defines a new action \( S_{\text{eff}} \). Repeating the procedure many times defines the RG flow under which \( S_{\text{eff}} \) changes continuously. After the flow, one is left with an integral over the very long wavelength modes. This completes the coarse graining: we have a new theory defined by \( S_{\text{eff}} \). The new theory uses only long wavelength components of the field and correctly reproduces the expected value of any observable depending only on long wavelength components. Values of the parameters of the theory, which appear in \( S_{\text{eff}} \) change under this transformation. In general, many possible terms are generated and appear in \( S_{\text{eff}} \). Each possible term defines a coupling of the theory. Each coupling can be classified as marginal (the size of the coupling is unchanged by the RG flow), relevant (the coupling grows under the flow) or irrelevant (the coupling goes to
zero under the flow). It is a dramatic insight of Wilson that almost all couplings in any given quantum field theory are irrelevant and so the low energy theory is characterized by a handful of parameters. This is a dramatic (experimentally verified) simplicity hidden in the rather complicated quantum field theory. This simplicity explains why “simple large scale patterns” can emerge from “complicated short distance data”. The possibility that the same simplicity is at work in deep learning is a key motivation of this paper.

Conceptually, the coarse graining performed by RG is well defined. Computationally, it is almost impossible to carry out. To develop a useful calculational scheme, partition the momentum components into tiny sets (i.e. follow (24) with $\epsilon$ infinitesimal) and ask what happens when we average over a single tiny set. Two things happen: couplings $g_i$ change $\delta g_i \propto \beta \delta \phi$ and the strength of the field changes $\delta \phi \propto \gamma \phi$. One can prove that all observables built using $n$ fields will obey the Callan-Symanzik equation

$$\left( \mu \frac{\partial}{\partial \mu} + \sum_i \beta_i \frac{\partial}{\partial g_i} + n \gamma \right) \langle \mathcal{O} \rangle = 0$$

(26)

The parameter $\mu$ here defines the scale of the effective theory: the smallest wavelength in the effective theory is $\frac{\mu}{\pi}$. This equation provides a remarkable and simple description of the RG coarse graining that captures the essential features of the long distance effective theory.

If RG (or a variant of it) is relevant to understanding deep learning, it makes concrete suggestions for the resulting theory. For example, is there an analogue of the Callan-Symanzik equation? One might assign beta functions $\beta_{ia}, \beta_i^{(v), \beta_i^{(h)}}$ to the weights $W_{ia}$ and biases $b_{ia}^{(v)}, b_{ia}^{(h)}$. These would determine which parameters of the RBM are relevant, irrelevant or marginal.

The RG flow halts at a fixed point, described by a conformal field theory. This field theory enjoys additional symmetries including scale invariance. It is interesting to note that the possibility that scale invariance plays a role in deep learning has been raised in [11], [13], [15]–[17].

C. Ising model

The Ising model is a model for a magnet. The two dimensional model has a discrete variable $\sigma_i \in \{-1, 1\}$ on each site of a rectangular lattice. The sites are labeled by a two dimensional vector $\vec{k}$, which has integer components. Spins on adjacent sites $i$ and $j$ interact with strength $J_{ij}$. Each spin will also interact with an external magnetic field $h_j$, with strength $\mu$. The energy of a given configuration $\{\sigma_{\vec{k}}\}$ of spins is determined by the Hamiltonian

$$H = -\sum_{\langle ij \rangle} J_{ij} \sigma_i \sigma_j - \mu \sum_j h_j \sigma_j$$

(27)

where the first sum is over adjacent pairs, indicated by $\langle ij \rangle$. From now on we set $h_j = 0$ and what follows holds only for vanishing external magnetic field. The probability of configuration $\{\sigma_{\vec{k}}\}$ of spins is given by the Boltzmann distribution, with inverse temperature $\beta \geq 0$

$$P_\beta(\sigma) = \frac{e^{-\beta H(\sigma_{\vec{k}})}}{Z_\beta}$$

(28)

where the constant $Z_\beta$, the partition function, is given by

$$Z_\beta = \sum_{\{\sigma_{\vec{k}}\}} e^{-\beta H(\sigma)}$$

(29)

Averages of physical observables are defined by

$$\langle f \rangle_\beta = \sum_{\sigma} f(\sigma) P_\beta(\sigma)$$

(30)

We study unsupervised learning of the Ising Model by a RBM. The input data that is used to train the network is generated using the probability measure $\beta H(\sigma)$.

There are good reasons to focus on the Ising model. The model has a fixed point in its RG flow. The fixed point is described by a well known conformal field theory [32]. This fixed point is an unstable fixed point meaning that generic flows move away from the fixed point. We must tune things carefully if we are to terminate on the fixed point. Tuning is necessary because there is a relevant operator present and it tends to push us away from the fixed point. The papers [15], [16] argue that the RBM flow always flows to the fixed point. This challenges conventional wisdom and it suggests a different kind of coarse graining to that employed by RG, is at work. A distinct proposal [13] claims that the RG flow arises by stacking RBMs to produce a classic deep learning scenario. Each layer of the deep network performs a step in the flow.

At the Ising model fixed point, detailed checks of both proposals are possible. There are observables, known as primary operators, whose correlators are power laws of distance on the lattice. The power entering these power laws are known, so that we have a rich and detailed data set that the RBM must reproduce if it is indeed performing a RG coarse graining. This is a compelling motivation for the model. Another advantage of the model is simplicity: it is a model of spins which take the values $\pm 1$ so it defines a simple model with discrete variables, well suited to numerical study and naturally accommodated in the RBM framework. Finally, the Ising model is not that far removed from real world applications: the Ising Hamiltonian favors configurations with aligned neighboring spins. Thus, at low enough temperatures “smooth” slowly varying configurations of spins are favored. This is similar to data defining images for example, where neighboring pixels are likely to have the same color. In slightly poetic language one could say that at low temperatures the Ising model favors pictures and not speckle.

We end this section with a summary of the most relevant features of the Ising model fixed point. At the critical temperature

$$T_c = \frac{2 J}{k \ln(1 + \sqrt{2})}$$

(31)

where $J$ is the interaction strength and $k$ is the Boltzmann constant, the Ising model undergoes a second order phase transition. There are two competing phases: an ordered (low temperature) phase in which spins align producing a macroscopic magnetization, and a disordered (high temperature) phase in which spins fluctuate randomly and the magnetization averages to zero. At the critical point the Ising model develops a full conformal invariance and one can use the full power of
conformal symmetry to tackle the problem. The field which takes values ±1 in the Ising model is a primary field, of dimension $\Delta = \frac{1}{2}$. The two and three point correlation functions of primary fields are determined by conformal invariance to be

$$\langle \phi(x_1) \phi(x_2) \rangle = \frac{B_1}{|x_1 - x_2|^{2\Delta}}$$  \hspace{1cm} (32)

$$\langle \phi(x_1) \phi(x_2) \phi(x_3) \rangle = \frac{B_2}{|x_1 - x_2|^{\Delta} |x_1 - x_3|^{\Delta} |x_2 - x_3|^{\Delta}}$$  \hspace{1cm} (33)

where $B_1$ and $B_2$ are constants. There is also a primary operator in the Ising model (which we describe below) with a dimension $\Delta = 1$. These correlation functions must be reproduced by the RBM if it is indeed flowing to the critical point of the Ising model.

III. FLOWS DERIVED FROM LEARNED WEIGHTS

In this section we consider the RBM flows introduced in [15], [16]. These flows use the weight matrix $W_{ia}$, and bias vectors $b_i^{(v)}$ and $b_i^{(h)}$, obtained by training, to define a continuous flow from an initial spin configuration to a final spin configuration. The flow appears to exhibit a fascinating behavior: given any initial snapshot, the RBM flows towards the critical point of the Ising model. This is in contrast to the RG which flows away from the fixed point. In addition, the number of spins in the configuration is a constant along the RBM flow. In contrast to this, the number of spins in the configuration decreases along the RG flow, as high energy modes are averaged over to produce the coarse grained description. Despite these differences, the flow of [15], [16] appears to produce configurations ever closer to the critical temperature and these configurations yield impressively accurate predictions for the critical exponents of the Ising magnet. Our goal in this section is to further test if the RBM flow produces configurations at the critical point of the Ising model. We explore the spatial dependence of spin correlations in configurations produced by the flow. On large scales the Ising critical point configurations are correctly reproduced. However, as one starts to probe smaller scales there are definite quantifiable departures from the Ising predictions.

RBM flows [16] are generated using equation (13) together with the trained weight matrix, $W_{ia}$, and bias vectors, $b_i^{(v)}$ and $b_i^{(h)}$. Apply equation (13) to the $i$th input data sample (taken from the training set) $\tilde{\phi}(A)$, to produce a single step in the RBM flow, $\tilde{\phi}(A)$. The flow proceeds by repeatedly applying equation (13). Concretely, the flow of length $n$ is

$$\tilde{\phi}_1^{(A)} = \tanh \left( W \cdot \tanh \left( \tilde{\phi}_1^{(A)} \cdot W + b^{(h)} \right) \right)^T + b^{(v)}$$

$$\tilde{\phi}_2^{(A)} = \tanh \left( W \cdot \tanh \left( \tilde{\phi}_1^{(A)} \cdot W + b^{(h)} \right) \right)^T + b^{(v)}$$

$$\vdots$$

$$\tilde{\phi}_n^{(A)} = \tanh \left( W \cdot \tanh \left( \tilde{\phi}_{n-1}^{(A)} \cdot W + b^{(h)} \right) \right)^T + b^{(v)}$$  \hspace{1cm} (34)

Note that the length of the vector $\tilde{\phi}_k^{(A)}$ is a constant of the flow and consequently there is not obviously any coarse graining implemented.

A. Numerical results

This section considers statistical properties of configurations produced by the RBM flow. At the Ising critical point, the theory enjoys a conformal invariance. Using this symmetry a special class of operators with a definite scaling dimension $\Delta$ can be identified. The utility of these operators is that their spatial two point correlation functions drop off as a known power of the distance between the two operators, as reviewed above in equation (32). These two point functions can be evaluated using the RBM flow configurations and, if these configurations are critical Ising states, they must reproduce the known correlation functions. This is one of the checks performed and it detects discrepancies with the Ising model predictions. There are two primary operators we consider. This first is the basic spin variable minus its average value $s_{ij} = \bar{s}_{ij} - \bar{\sigma}$. The prediction for the two point function is (32) with $\Delta_s = \frac{3}{2}$. This correlator falls off rather slowly, so that this two point function probes the large scale features of the RBM flow configurations. The RBM flow nicely reproduces this correlator and in fact, this is enough to reproduce the critical exponent for the Ising model consistent with the results of [16]. One should note however that our computation and those of [16] could very well have disagreed, since they probe different things. The critical exponent evaluated in [16] uses the magnetisation computed from different flows generated by the RBM, at temperatures around the critical temperature. Magnetisation measures the average of the spin in the lattice. It is blind to the spatial location of each spin. On the other hand, the two-point correlation function is entirely determined by the spatial location of spins in a single flow configuration. We also consider a second primary operator

$$\epsilon_{ij} = s_{ij} \cdot (s_{i+1,j} + s_{i-1,j} + s_{i,j+1} + s_{i,j-1}) - \bar{\epsilon}_{ij},$$  \hspace{1cm} (35)

which has $\Delta_\epsilon = 1$. This correlation function falls off much faster and is consequently a probe of shorter scale features of the RBM configurations. The RBM flow fails to reproduce this correlation function, indicating that the RBM configurations differ from those of the critical Ising model.

Consider an RBM network with 100 visible nodes and 81 hidden nodes. The number of visible and hidden nodes is chosen to match [16], so that we can compare our results to existing literature. The network trains on data generated by Monte Carlo simulations with the Boltzmann distribution in equation (28). The training data set includes 20000 samples at each temperature, ranging from 0 to 5.9 in increments of 0.1. This gives a total of 1200000 configurations. Training uses 10000 iterations of contrastive divergence, performed with the update equations (7), (8) and (9). Once the flow configurations are generated, following [15], a supervised network is used to measure the temperature of each flow. The supervised network is trained to measure discrete temperatures of $T = 0, 0.1, \ldots, 5.9$. 

...
Fig. 2: Estimates of the scaling dimension versus flow length, obtained using the average magnetisation of flows at temperatures $T = 2.1, 2.2$ and $2.3$. The red line indicates the value of $\Delta = 0.125$ at the critical point. After approximately 8 flows, $\Delta_m$ converges to this critical value.

To estimate $\Delta$ using magnetisation [16], select flows at temperatures close to $T_c$, where the average magnetisation $m$ depends on temperature as

$$m \approx \frac{A|T - T_c|}{T_c}^\Delta$$

We denote $\Delta$ obtained by this fitting as $\Delta_m$. The fit also determines $A$ and the critical temperature is $T_c = 2.269$. The fit uses the magnetization computed at temperatures $2.1, 2.2$ and $2.3$. A plot of $\Delta_m$ versus flow length is given in figure 2. Our results indicate that we converge to the correct critical value $\Delta_m = 0.125$ for flows of length 8. This is completely consistent with the results of [16], who find convergence for flow lengths of 9.

We now shift our focus to consider spatial two point correlation functions computed using the configurations generated by the RBM flows. The correlators are calculated using the flow configuration and the result is then fitted to the function in equation (32) to estimate $\Delta$. We denote this estimate by $\Delta_s$ as it is determined using spatial information. For RBM flows at the critical temperature, the prediction is $\Delta_s = 0.125$ at $T = 2.269$, as explained above. Even with a limited lattice of 10 by 10 spins, we find $\Delta_s = 0.1263$ using Monte Carlo Ising model configurations. A plot showing this estimate can be seen in figure 3a. The point of this exercise is to demonstrate that a lattice of size 10 by 10 is large enough to estimate the scaling dimension of interest.

Figure 3a shows the scaling dimension $\Delta_s$ versus the flow length, for RBM flows at temperatures of $2.2$ (in gray) and $2.3$ (in black). The red horizontal line indicates the scaling dimension at the critical point. The results are intuitively appealing. The gray points in figure 3a show estimates of $\Delta_s$ from flows slightly below the critical temperature, where the scaling dimension is slightly underestimated. Below the critical temperature spins are more likely to align and so the correlator should fall off more slowly than at the critical temperature. This is what our results shows. The black points in figure 3a show $\Delta_s$ estimated using flows slightly above the critical temperature. The scaling dimension is over estimated, again as expected. Selecting flows at $T_c$ would determine the scaling dimension in between the values shown in figure 3a. This gives a value very close to the prediction of $\Delta_s = 0.125$.

The two point correlation functions for the spin variable establish that the critical Ising states and the states produced by the RBM flow share the same large scale spatial features. We will now consider the two point correlation function of the $\epsilon_{ij}$ field, which probes spatial features on a smaller scale. Using critical Ising data generated using Monte Carlo, on a lattice of size 10 by 10 and 9 by 9, we estimate $\Delta_{\epsilon}$ at various temperatures as shown in figure 4a. The intersection of the red horizontal and vertical lines cross the critical temperature and prediction $\Delta_{\epsilon} = 1$. Interpolating the Ising data with a continuous curve, we would pass through the intersection point, as predicted. The RBM flows are unable to confirm this prediction. Indeed, the RBM flows near $T_c$ are summarized in figure 4b. None of the three temperatures shown have a value of $\Delta_{\epsilon}$ that converges with flow length.

The fact that the RBM produces configurations that correctly reproduce the correlation function of the spin field $s_{ij}$ but not of the $\epsilon_{ij}$ implies that although the spatial correlations
encoded into the RBM flow configurations agree with those of the critical Ising configurations at long length scales, the two start to differ on smaller length scales. This conclusion agrees with [16] which also finds differences between the RBM flow and RG. [16] considers $h \neq 0$ and uses different arguments to reach the conclusion.

IV. FLOWS DERIVED FROM DEEP LEARNING

The RBM flows of the previous section provide one possible link to RG. An independent line reasoning, developed in [13], claims a mapping between deep learning and RG. The idea is not that there is an analogy between deep learning and RG, but rather, that the two are to be identified. The argument for this identity starts from the energy function of the RBM, which is

$$E(v_i, h_a) = b_a h_a + v_i W_{ia} h_a + c_i v_i$$

This energy determines the probability of obtaining configuration $\{v_i, h_a\}$ as

$$p_\lambda(\{v_i, h_a\}) = \frac{e^{-E(v_i, h_a)}}{\mathcal{Z}}$$

Marginal distributions for hidden and visible spins are defined as follows

$$p_\lambda(\{h_a\}) = \sum_{\{v_i\}} p_\lambda(\{v_i, h_a\}) = Tr_v p_\lambda(\{v_i, h_a\})$$

$$p_\lambda(\{v_i\}) = \sum_{\{h_a\}} p_\lambda(\{v_i, h_a\}) = Tr_h p_\lambda(\{v_i, h_a\})$$

The equations [39] are key equations of the RBM and [13] essentially use these to characterize the RBM. The comparison to RG is made by Next, as explained in Appendix B the variational RG uses an operator $T(\{v_i, h_a\})$ defined as follows

$$\frac{e^{H_{\text{RG}}^\lambda(h_a)}}{\mathcal{Z}} = Tr_v \frac{e^{T(\{v_i, h_a\}) - H(\{v_i\})}}{\mathcal{Z}}$$

In this formula, $H(\{v_i\})$ is the microscopic Hamiltonian describing the dynamics of the visible spins and $H_{\text{RG}}^\lambda(\{h_a\})$ is the coarse grained Hamiltonian describing the hidden spins. The operator $T(\{v_i, h_a\})$ is required to obey

$$Tr_h e^{T(\{v_i, h_a\})} = 1$$

which obviously implies that

$$Tr_h e^{T(\{v_i, h_a\}) - H(\{v_i\})} = e^{-H(\{v_i\})}$$

Notice that [40] and [42] exactly match [39] as long as we identify

$$T(\{v_i, h_a\}) = -E(\{v_i, h_a\}) + H(\{v_i\})$$

This then implies that

$$\frac{e^{H_{\text{RG}}^\lambda(h_a)}}{\mathcal{Z}} = Tr_v \frac{e^{T(\{v_i, h_a\}) - H(\{v_i\})}}{\mathcal{Z}} = e^{H_{\text{RG}}^\lambda(h_a)}$$

which is the central claim of [13].

The above argument proves an equivalence between deep learning and RG if and only if the equations [39] provide a unique characterization of the joint probability function $p_\lambda(\{v_i, h_a\})$. This is not the case: it is easy to construct functions $p_\lambda(\{v_i, h_a\})$ that obey [39], but are nothing like either the RBM or RG functions. As an example, define

$$\rho(\{v_i\}) = \frac{Tr_h (e^{T(\{v_i, h_a\}) - H(\{v_i\})})}{\mathcal{Z}}$$

$$\check{\rho}(\{h_a\}) = Tr_v (e^{T(\{v_i, h_a\}) - H(\{v_i\})})$$

where

$$\mathcal{Z} = \sum_{v_i, h_a} e^{T(\{v_i, h_a\}) - H(\{v_i\})}$$

We clearly have $Tr_v (\rho(\{v_i\})) = 1 = Tr_h (\check{\rho}(\{h_a\}))$ which implies that

$$A_\lambda(\{v_i, h_a\}) = \check{\rho}(\{h_a\}) \rho(\{v_i\})$$

Marginal distributions for hidden and visible spins are defined as follows

$$p_\lambda(\{h_a\}) = \sum_{\{v_i\}} p_\lambda(\{v_i, h_a\}) = Tr_v p_\lambda(\{v_i, h_a\})$$

$$p_\lambda(\{v_i\}) = \sum_{\{h_a\}} p_\lambda(\{v_i, h_a\}) = Tr_h p_\lambda(\{v_i, h_a\})$$

The equations [39] are key equations of the RBM and [13] essentially use these to characterize the RBM. The comparison to RG is made by Next, as explained in Appendix B the variational RG uses an operator $T(\{v_i, h_a\})$ defined as follows

$$\frac{e^{H_{\text{RG}}^\lambda(h_a)}}{\mathcal{Z}} = Tr_v \frac{e^{T(\{v_i, h_a\}) - H(\{v_i\})}}{\mathcal{Z}}$$

In this formula, $H(\{v_i\})$ is the microscopic Hamiltonian describing the dynamics of the visible spins and $H_{\text{RG}}^\lambda(\{h_a\})$ is the coarse grained Hamiltonian describing the hidden spins. The operator $T(\{v_i, h_a\})$ is required to obey

$$Tr_h e^{T(\{v_i, h_a\})} = 1$$

which obviously implies that

$$Tr_h e^{T(\{v_i, h_a\}) - H(\{v_i\})} = e^{-H(\{v_i\})}$$

Notice that [40] and [42] exactly match [39] as long as we identify

$$T(\{v_i, h_a\}) = -E(\{v_i, h_a\}) + H(\{v_i\})$$

This then implies that

$$\frac{e^{H_{\text{RG}}^\lambda(h_a)}}{\mathcal{Z}} = Tr_v \frac{e^{T(\{v_i, h_a\}) - H(\{v_i\})}}{\mathcal{Z}} = e^{H_{\text{RG}}^\lambda(h_a)}$$

which is the central claim of [13].

The above argument proves an equivalence between deep learning and RG if and only if the equations [39] provide a unique characterization of the joint probability function $p_\lambda(\{v_i, h_a\})$. This is not the case: it is easy to construct functions $p_\lambda(\{v_i, h_a\})$ that obey [39], but are nothing like either the RBM or RG functions. As an example, define

$$\rho(\{v_i\}) = \frac{Tr_h (e^{T(\{v_i, h_a\}) - H(\{v_i\})})}{\mathcal{Z}}$$

$$\check{\rho}(\{h_a\}) = Tr_v (e^{T(\{v_i, h_a\}) - H(\{v_i\})})$$

where

$$\mathcal{Z} = \sum_{v_i, h_a} e^{T(\{v_i, h_a\}) - H(\{v_i\})}$$

We clearly have $Tr_v (\rho(\{v_i\})) = 1 = Tr_h (\check{\rho}(\{h_a\}))$ which implies that

$$A_\lambda(\{v_i, h_a\}) = \check{\rho}(\{h_a\}) \rho(\{v_i\})$$
obeying \( A_\lambda(\{v_i, h_a\}) \). It is quite clear that in \( A_\lambda(\{v_i, h_a\}) \) there are no correlations between the hidden and visible spins

\[
\langle v_j h_b \rangle = Tr_{v_i, h_a}(v_j h_b A_\lambda(\{v_i, h_a\})) = Tr_{v_i}(\rho(\{v_i\})v_j)Tr_{h_a}(\rho(\{h_a\})h_b) = \langle v_j \rangle \langle h_b \rangle
\]

so that we would reject it as a possible model of either the RG quantity

\[
Z^{-1} e^{T((v_i, h_a)) - H((v_i))}
\]

or the RBM quantity

\[
Z^{-1} e^{-E((v_i, h_a))}
\]

In addition to clarifying aspects of the argument of [13], the joint correlation functions between visible and hidden spins can be used to characterize the RG flow, as we now explain. The RG flow “coarse grains” in position space: a “block of spins” is replaced by an effective spin, whose magnitude is the average of the spins it replaces. Since correlations between microscopic spins fall off with distance, an RG coarse graining implies that because the hidden spin is a linear combination of nearby visible spins, the correlation function between hidden and visible spins reflects a correlation between a hidden spin and a cluster of visible spins. We will search for this distinctive signal in the \( \langle v_i h_a \rangle \) correlator, to find quantitative evidence that deep learning is indeed performing an RG coarse graining.

**A. Numerical results**

Our numerical study aims to do two things: First, we establish whether there are RG-like patterns present within the correlator \( \langle v_i h_a \rangle \), for correlators computed using the patterns generated by an RBM flow. If these patterns are indeed present, this constitutes strong evidence in favor of the connection between RG and deep learning. We find that RG-like patterns do indeed emerge. Second, according to the proposal of [13], in a deep network each layer that is stacked to produce the depth of the network performs one step in the RG flow. With this interpretation in mind, it may be useful to compare how a network with multiple stacked RBMs learns as compared to a network with a single layer. We do not have anything concrete to report on this question.

The training data is a set of 30000 configurations of Ising model 32 by 32 lattices, near the critical temperature \( T_c = 2.269 \). The dataset is generated using Monte Carlo simulations. An input lattice length of 32 allows a large enough final configuration even after two steps of RG, corresponding to stacking two RBMs. In each step of the RG, the number of lattice sites is reduced by a factor of 4. Thus, we flow from lattices with 1024 sites to lattices with 64 sites. We enforce periodic boundary conditions so that the a maximum possible distance between two spins is half the lattice size. To find signals of RG in the correlation functions this maximum distance must be large enough so that the spin-spin correlation has dropped to zero. Our lattice is large enough.

Having described the conditions of our numerical experiment, we consider the correlators \( \langle v_i h_a \rangle \) generated when the hidden neurons \( h_a \) are generated from the visible neurons \( v_i \) using RG. Our goal is to understand the patterns appearing in correlation functions, that are a signature of the RG. In Figure 5a the process of decimation used in our RG is explained. The red dots, representing the input lattice, are averaged (coarse grained) to produce the blue dots which is the lattice after a single step of the RG. The four spin values located at the red dots surrounding each blue dot are averaged and then normalised to ±1, to obtain the value of the spin at the new (blue) lattice point. This process clearly reduces the number of lattice sites by a factor of four.

Using the input data which populates a 32 by 32 lattice, we populate lattices of size 16 by 16 and 8 by 8 spins by applying the RG and then calculate the various possible \( \langle v_i h_a \rangle \) correlations. Figure 5a shows the \( \langle v_i h_a \rangle \) correlation function that results from a single RG step. To display the matrix of \( N_h \) by \( N_v \) correlation values, an informative representation is obtained by plotting the frequency with which values in the correlation matrix occur. Each panel of the three figures 5a, 5b and 5c shows how a given hidden spin is correlated with the visible spins. We can clearly see a peak in correlation values around the spatial location of the hidden spin. This is the signal of RG coarse graining: small spatially localized collections of spins are replaced by their average value. We can go into a
little more detail: the patches of large correlation in Figures 5b and 5c are larger in size than those of figure 5a. This makes sense since each step of the RG implies ever larger spatial regions of the spins are being averaged to produce the coarse grained variables. The fact that the spins that are averaged are spatially localized is a direct consequence of the fact that the Ising model Hamiltonian is local in space so that spatially adjacent spins have similar behaviors. In more general settings it may be harder to decide if the coarse graining is RG-like or not.

Fig. 6: Plots showing the frequency of correlation values for (a) the stacked RBMs various layers and (b) the single RBM. (a-i) shows correlations between input Ising data (1024 nodes) at $T_c$ and outputs from the first stacked RBM (256 nodes). (a-ii) shows correlations between outputs from the first stacked RBM (256 nodes) and outputs from the second stacked RBM (64 nodes). (a-iii) shows correlations between input Ising data (1024 nodes) at $T_c$ and outputs from the second stacked RBM (64 nodes). (b) shows correlations between input Ising data (1024 nodes) at $T_c$ and outputs from the single RBM (64 nodes).

Having established the signal characteristic of the RG flow, we will now search for this signal in the $\langle v_i h_a \rangle$ correlators computed using the configurations generated from the RBM flow. We consider configurations generated by a stacked network with an RBM with 1024 visible nodes and 256 hidden nodes cascading into a second RBM with 256 visible nodes and 64 hidden nodes. We also consider configurations generated by a single RBM network with 1024 visible nodes and 64 hidden nodes. The factor of 4 relating the number of visible to hidden nodes is chosen to mimic the decimation of lattice sites in each step of the RG. The networks are trained on the same data used as input for the RG considered above. Training is through 10000 steps of contrastive divergence [27].

Figure 6 shows plots for the stacked RBM and figure 6b for the single RBM network. Figure 6a-iii shows the correlation functions and is to be compared to the corresponding RG result in Figure 6b. The two patterns are very similar suggesting that the trained RBM is indeed performing something like the RG coarse graining.

There is one more interesting comparison that can be carried out and it quantitatively tests the flow. The temperature is a relevant coupling so it grows as the flow proceeds. In the block spin RG that we are considering, the length of the lattice keeps halving. In contrast to this, the temperature of the system, which in suitable units has a dimension of inverse length, will roughly double. There will be small departures from precise doubling due to interactions, but the temperature must increase by roughly a factor of 2 as each new layer is stacked. If the RBM is performing an RG-like coarse graining, the temperature should grow in a similar way as we pass through the layers of the deep network. Figure 7a plots the temperature of coarse grained lattices, generated by applying three steps of RG to an input lattice of size 64 by 64, at a temperature of $T = 2.7$. There is a clear increase in the measured temperature as the number of RG steps increase. The temperature of each layer is roughly 2.3, 4.8 and 11 for layers 1, 2 and 3 respectively, which is indeed consistent with the rough rule that the temperature doubles with each step.

Now consider a deep network made by stacking three RBMs. The first network has 4096 visible nodes and 1024 hidden nodes, the second 1024 visible nodes and 256 hidden nodes and the third 256 visible nodes and 64 hidden nodes. The network is trained on Ising data at the critical temperature, as described above. Figures 7b-i, 7b-ii and 7b-iii give the temperatures of the outputs of the layers of the RBM, given input lattices at temperatures of $T = 2.269$, 2 and 2.7 respectively. Temperatures of $T = 2$ and $T = 2.269$ lead to the same behavior for the temperature flow, as exhibited in Figures 7b-i and 7b-ii. The temperature jumps rapidly to a high temperature in the first step of the flow, and remains fixed when the second step is taken. This is an important difference that deserves to be understood better. It questions the identification of layers of a deep network with steps in an RG flow.

Figure 7b-iii shows different characteristics to those of 7b-i and 7b-ii. Here the temperature of the input is above $T_c$ at 2.7. Layer 1 is not as sharply peaked near $T_c$ as observed in figures 7b-i and 7b-ii. In addition to this, layers 2 and 3 are not at the same temperature but rather layer 2 is at a higher temperature than layer 3. This is also different to what is observed in the RG measurements where layer 2 is at a lower temperature than layer 3. Figure 7b-iii shows a decrease in temperature from layer 2 to layer 3 rather than an increase. These plots show that a flow through multiple layers in a “deep” network are not consistent with RG.

The results above have shown that the correlator $\langle vh \rangle$ exhibits RG-like characteristics. This is evident from the comparison between the $\langle vh \rangle$ frequency plots from RG, a stacked RBM network and a network with a single RBM. We can see RG-like patterns in the correlators produced by the two RBM networks. This is a promising result that demonstrates that a form of coarse graining is taking place when networks are stacked.
nodes in the output layer. (b-i) is given input Ising samples at nodes in the first layer, 256 nodes in the second layer and 64 produced by a stacked RBM with 4096 input nodes, 1024 age probability plot of the measured temperature of outputs to an input lattice at $T$ of spins is a constant of the RBM flow, but decreases with considering correlation functions of the next primary operators we find that the RBM data does not reproduce the correct scaling dimension, proving that the spatial statistics of the patterns generated by the RBM flow and those generated by RG start to differ. We therefore conclude that the RBM flow and RG are distinct, but they do agree on the largest scale structure of the generated patterns. This is a hint into the mechanism behind the RBM flow and it deserves an explanation.

Our second numerical study has explored the idea that deep learning is an RG flow with each stacked layer performing a step of RG. We have explained why correlation functions between the visible and hidden neurons, $\langle v_i h_a \rangle$ are capable of diagnosing RG-like coarse graining and we have computed these correlation functions using the patterns generated by the RBM. The basic signal of RG coarse graining is a “bright spot” in the $\langle v_i h_a \rangle$ correlation function, since this indicates that spins in a localized region were averaged to produce the coarse graining spin. The numerical results do indeed show a dark background with emerging bright spots. It would be interesting if the emergent patterns again guarantee agreement on the largest length scales, similar to what was found for the RBM flows, but we can not confidently make this assertion yet.

Our final numerical study considered the flow of the temperature, a relevant operator according to the RG. We find three distinct behaviors. Section III-A reviewed that RBM flows converge to the critical temperature. This is borne out in our results. The RG flows to ever higher temperatures, with (roughly) a doubling in temperature for each step. Again, this is precisely what we observe. Finally, for a deep network made by stacking three RBMs, the temperature appears to flow when moving between the first and second layers of a deep network, but is fixed when moving between the second and third layers. This is an important difference that deserves to be understood better. It questions the identification of layers of a deep network with steps in an RG flow.

By using Ising model data, generated by Monte Carlo simulation, starting from a local Hamiltonian we know how a coarse graining capable of identifying emergent patterns should proceed: spatially neighboring spins should be averaged. For more general data sets, this may not be the case. It is fascinating to ask what the rules determining the correct coarse graining are and in fact, with respect to this question, deep learning has the potential to shed light on RG.

Apart from the exciting possibility that the link to RG might contribute towards a theoretical understanding of deep learning, one might also ask if the connection would have any practical applications. One possibility that we are currently pursuing, is a Callan-Symanzik like equation governing the learning process. Roughly speaking, one might mimic RG by...
dividing the weights to be learned into relevant, marginal and irrelevant parameters, depending on gross statistical properties of the training data. If this classification is itself not too expensive, one could pursue a more efficient approach towards training, since the classification of weights would provide an understanding of which weights are important, and which can simply be set to zero. We hope to report on this possibility in the future.
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APPENDIX A

RBM EXPECTATION VALUES

The expectation values quoted in equations (7), (8) and (9) are derived using (1). Data expectation values are evaluated by summing over all samples, \( \tilde{v}_i^{(A)} \) in the training set. On the other hand model expectation values employ sums over the entire space of visible and hidden vectors. This is such an enormous sum that its numerically intractable. The complete set of expectation values needed to describe the RBM are given by

\[
\langle v_i h_a \rangle_{\text{data}} = \frac{1}{N_s} \sum_{A=1}^{N_s} \tilde{v}_i^{(A)} \tanh \left( \sum_i W_{ia} \tilde{v}_i^{(A)} + b_a^{(h)} \right) 
\]

(51)

\[
\langle v_i h_a \rangle_{\text{model}} = \sum_{\{v,h\}} \tanh \left( \sum_i W_{ia} v_i + b_a^{(h)} \right) \tanh \left( \sum_a W_{ia} h_a + b_i^{(v)} \right) 
\]

(52)

\[
\langle v_i \rangle_{\text{data}} = \frac{1}{N_s} \sum_{A=1}^{N_s} \tilde{v}_i^{(A)} 
\]

(53)

\[
\langle v_i \rangle_{\text{model}} = \sum_{\{h\}} \tanh \left( \sum_a W_{ia} h_a + b_i^{(v)} \right) 
\]

(54)

\[
\langle h_a \rangle_{\text{data}} = \frac{1}{N_s} \sum_{A=1}^{N_s} \sum_i W_{ia} \tilde{v}_i^{(A)} + b_a^{(h)} 
\]

(55)

\[
\langle h_a \rangle_{\text{model}} = \sum_{\{v\}} \tanh \left( \sum_i W_{ia} v_i + b_a^{(h)} \right) 
\]

(56)

with \( \tilde{v}_i^{(A)} \) the \( A \)th sample of the data set, \( \tilde{v} \).

APPENDIX B

TWO VERSIONS OF RG

In this section we review two versions of the RG that are needed in this article. The first of these, the variational renormalization group, was introduced by Kadanoff [33]–[35] as a method to approximately perform the renormalization group in practise.

A. Variational RG

Consider a system of \( N \) spins \( \{v_i\} \) each take the values \( \pm 1 \). The partition function describing the system is given by

\[
Z = \sum_{v_i} e^{-H(\{v_i\})} 
\]

(57)

Here the sum is over all possible configurations of the system of spins and the function \( H(\{v_i\}) \), called the Hamiltonian, gives the energy of the system. This would include the energy of each individual spin as well as the energy associated to the fact that the collection of spins is interacting. The Hamiltonian \( H(\{v_i\}) \) can be an arbitrarily complicated function of the spins

\[
H(\{v_i\}) = -\sum_i K_i v_i - \sum_{i,j} K_{ij} v_i v_j - \sum_{i,j,k} K_{ijk} v_i v_j v_k + \cdots 
\]

(58)

The RG flows maps the original Hamiltonian to a new Hamiltonian with a different set of coupling constants. The new Hamiltonian

\[
H(\{h_a\}) = -\sum_a K_a^{\prime} h_a - \sum_{a,b} K_{ab}^{\prime} h_a h_b - \sum_{a,b,c} K_{abc}^{\prime} h_a h_b h_c + \cdots 
\]

(59)

gives the energy for the coarse grained spins \( h_a \). After many RG iterations many coupling constants (the so called irrelevant terms) flow to zero. A much smaller number may remain constant (marginal terms) or even grow (relevant terms). To implement this conceptual framework a concrete RG mapping is needed. Variational RG provides a mapping which is not exact but can be implemented numerically. It does this by introducing an operator \( T_\lambda(\{v_i, h_a\}) \) which is a function of a set of parameters \( \{\lambda\} \). The Hamiltonian after a step of RG flow is

\[
e^{-H_{RG}(\{h_a\})} = \sum_{v_i} e^{T_\lambda(\{v_i, h_a\}) - H(\{v_i\})} 
\]

(60)

The form of \( T_\lambda(\{v_i, h_a\}) \) must be chosen cleverly, for each problem we consider. This is the tough step in variational RG and it is carried out using physical intuition, but essentially on a trial and error basis. Once a given \( T_\lambda(\{v_i, h_a\}) \) has been chosen, we minimize the following quantity by choosing the parameters \( \lambda \)

\[
\log(\sum_{v_i} e^{-H(\{v_i\})}) - \log(\sum_{h_a} e^{iH_{RG}(\{h_a\})}) 
\]

(61)
The minimum possible value for this quantity is zero. Notice that when
\[ \sum_{h_a} e^{T x (%}{v, h_a)} = 1 \] (62)
attains its minimum value of 0 and the RG transformation is called exact.

B. Block Spin Averaging

Block spin averaging is a pedagogical version of RG. To illustrate the method, consider a rectangular lattice of interacting spins. Divide the lattice into blocks of \(2 \times 2\) squares. Block spin averaging describes the system in terms of block variables, which are variables describing the average behavior of each block. The “block spin” is literally the average of the four spins in the block. The plots shown in Figures 5a use block spin averaging. The block spins \(h_a\) and averages of the spins \(v_i\).
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