Damage Modeling for the Tree-Like Network with Fractional-Order Calculus
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Abstract: In this paper, we propose that a tree-like network with damage can be modeled as the product of a fractional-order nominal plant and a fractional-order multiplicative disturbance, which is well structured and completely characterized by the damage amount at each damaged component. Such way of modeling brings us insights about that damaged network’s behavior, helps us design robust controllers under uncertain damages and identify the damage. Although the main result in this paper is specialized to one model, we believe that this way of constructing a well-structured disturbance model can be applied to a class of damaged networks.
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1. INTRODUCTION

Controlling and health monitoring large networks are research topics having a long history. For example, see the survey paper Murray (2007) and the book Ren and Beard (2008) for multi-vehicle cooperative control, and the papers Cao and Ren (2010); Ren et al. (2007) for formation control. For health monitoring, see the papers Chatzi and Smyth (2009) and Worden et al. (2008). Our approach in this paper extends this body of knowledge by leveraging fractional-order calculus which allows us to exactly model the damage inside a large network. Then, using that knowledge from modeling, our ultimate goal is to design robust controllers and to identify damages for such large networks.

This paper studies a specific network shown in Fig. 1, motivated by a viscoelastic model from Heymans and Bauwens (1994). If we limit ourselves to integer-order calculus, that system can only be modeled by an infinite continued fraction. Existing literature, for example Goodwine (2014) shows that, if fractional-order calculus is allowed, then the undamaged version of that system is exactly half order which has a very concise representation. However, to our knowledge, no existing literature shows how to model that network when it is damaged. Therefore, in the paper, we show that even when a damage exists in such network, its analytical transfer function can still be written in a well-structured and concise way.

In addition to real network systems, we believe that this research could have more impact on other systems governed by fractional-order differential equations. For example, see Heymans and Bauwens (1994) which proposes that the network shown in Fig. 1 can be a rheological model of viscoelastic behavior which obviously does not contain any real networks. However, the reason why network models still appear in that research area is exactly because its response is of fractional-order. This is the reason why we do not believe an infinitely large network such as the one shown in Fig. 1 is for purely academic purpose. That is to say, although an infinitely large network does not actually exist, the fractional-order differential equation describing its dynamics can still make it useful for some real systems.

Research in fractional-order calculus dates back almost to the birth of calculus. In recent decades, it has gained an increased focus with a larger number of applications to complicated systems due to its intrinsic properties. First of all, fractional-order derivatives are non-local, so they are used to model epidemics: Ahmed and Elgazzar (2007). Moreover, the time-domain response for a linear fractional-order system can follow a power-law decay rate. That property leads to a modeling example of the firing rate for premotor neurons in our visual system while our eyeball is scanning words as shown in Chapter 1 of Magin (2006).

The rest of this paper is organized as follow. In Section 2, we give some background information about determining the dynamics of the network shown in Fig. 1. In Section 3, we give the main result of this paper, that is modeling the damaged version of that network in Fig. 1, and prove that result. In Section 4, we discuss some applications which leverage the advantages brought by our way of modeling. Finally, Section 5 gives concluding remarks and our future research focus in regard to this topic.

2. BACKGROUND

2.1 Tree Model

This paper mainly focuses on the tree model shown in Fig. 1. This model has an infinite number of generations. Each generation doubles its number of nodes from the previous one. The upper node is connected to its previous generation through a spring, and the lower node is con-
Undamaged versus Damaged Tree

It can be shown that the transfer function \( \tilde{G}(s) \) from the input force, \( f \), to the relative distance between \( x_{1,1} \) and \( x_{\text{last}} \) of such model satisfies the recurrence formula given by

\[
\tilde{G}(s) = \frac{1}{1 + \frac{1}{k} \tilde{G}_U(s) + \frac{1}{b} \tilde{G}_L(s)}
\]

(1)

Moving one generation deeper, the transfer function from the input force to the relative distance between \( x_{2,1} \) and \( x_{\text{last}} \) is \( \tilde{G}_U(s) \); similarly, \( \tilde{G}_L(s) \) is the transfer function between \( x_{2,2} \) and \( x_{\text{last}} \). The spring constant connecting \( x_{1,1} \) to \( x_{2,1} \) is denoted by \( \tilde{k} \), and \( \tilde{b} \) denotes the damper constant connecting \( x_{1,1} \) to \( x_{2,2} \). Fig. 2 illustrates the meaning of above elements.

2.2 Undamaged versus Damaged Tree

Throughout this paper, we call the tree model undamaged when all spring constants and all damper constants are same respectively, that is \( k_{g,n} = k \) and \( b_{g,n} = b \) for all \( g = 1,2,\ldots \) and \( n = 1,2,\ldots,2^{g-1} \). Moreover, for each damage case, we assume that there is either only one spring or only one damper having a constant different from its corresponding undamaged value. We further assume that the damaged spring (damper) constant \( k_d \) \( (b_d) \) is related to its corresponding undamaged value \( k \) \( (b) \) by a factor of \( \epsilon \), i.e.,

\[
k_d = k \cdot \epsilon \quad \text{or} \quad b_d = b \cdot \epsilon,
\]

where \( \epsilon \) is called the damage amount. In addition, we also assume that the damaged component is weaker than the undamaged ones, i.e., \( 0 < \epsilon < 1 \).

As shown in Goodwine (2014), for the undamaged case, since all the springs (dampers) have the same constant and the number of generations is infinite, all those three transfer functions \( \tilde{G}(s) \), \( \tilde{G}_U(s) \), and \( \tilde{G}_L(s) \) in Eq. (1) have the same expression, which is called the undamaged transfer function \( G_\infty(s) \). Therefore, for the undamaged case, we can replace \( (\tilde{G}(s), \tilde{G}_U(s), \tilde{G}_L(s), \tilde{k}, \tilde{b}) \) with \( (G_\infty(s), G_\infty(s), G_\infty(s), k, b) \) in Eq. (1). Then, that becomes an equation with only one unknown, namely \( G_\infty(s) \), which yields that the transfer function from the input force \( f(t) \) to the relative distance between \( x_{1,1}(t) \) and \( x_{\text{last}}(t) \) for the undamaged tree is given by

\[
G_\infty(s) = \frac{X_{1,1}(s) - X_{\text{last}}(s)}{F(s)} = \frac{1}{\sqrt{kb}s}
\]

(2)

2.3 Recurrence Formula

Eq. (1) can be viewed as a mapping from \((\tilde{G}_U(s), \tilde{G}_L(s))\) to \( G(s) \), which essentially builds up the entire tree generation by generation. This is always the case no matter whether the tree model is undamaged or damaged.

The above sub-section presents the existing literature which shows that the undamaged tree’s transfer function \( G_\infty(s) \) can be obtained by replacing \( (\tilde{G}(s), \tilde{G}_U(s), \tilde{G}_L(s), \tilde{k}, \tilde{b}) \) with \( (G_\infty(s), G_\infty(s), G_\infty(s), k, b) \) in Eq. (1). Essentially, this means that for the undamaged tree model, the transfer function between \( x_{1,1} \) and \( x_{\text{last}} \) is the same as the one between \( x_{2,1} \) and \( x_{\text{last}} \), as well as the one between \( x_{2,2} \) and \( x_{\text{last}} \). Fig. 3 illustrates the nature of this type of self-similarity.

In a similar manner, taking advantage of self-similarity, every damage case can also be computed by using Eq. (1) repeatedly. For example, if we replace \((\tilde{G}_U(s), \tilde{G}_L(s), \tilde{k}, \tilde{b})\) with \((G_\infty(s), G_\infty(s), k, b)\) in Eq. (1), the resultant \( \tilde{G}(s) \) is the damaged transfer function when \( k_{1,1} \) is damaged, which we denote as \( G_{k_{1,1}}(s) \). Then, if we further replace \((\tilde{G}_U(s), \tilde{G}_L(s), \tilde{k}, \tilde{b})\) with \((G_{k_{1,1}}(s), G_\infty(s), k, b)\) in Eq. (1)
again, the resultant $\tilde{G}(s)$ is the damaged transfer function when the damage occurs at $k_{2,1}$.

Note that, after taking the above procedure repeatedly, the transfer function for the entire damaged tree is very complicated. In fact, both transfer functions $\tilde{G}_U(s)$ and $\tilde{G}_L(s)$ have the same formula as Eq. (1) due to the self-similarity. Therefore, when only integer-order calculus can be used, the transfer function for the entire tree inevitably becomes a complicated infinite continued fraction, which consists of infinitely many copies of Eq. (1):

$$G(s) = \frac{1}{\left(\frac{1}{b_{1,1}} + \frac{1}{b_{1,2}} + \cdots + \frac{1}{b_{2,1}} + \cdots \right)^{-1}}.$$

Actually, the undamaged transfer function, Eq. (2), can be viewed as the limit to which Eq. (3) converges when $k_{1,1} = k_{2,1} = \cdots = k$ and $b_{1,1} = b_{2,1} = \cdots = b$. Obviously, Eq. (2) is much more concise, yet it involves fractional-order derivatives. Our research of modeling damaged trees presented in this paper extends that idea and proves the limit to which Eq. (3) converges, even when there exists one of those constants being different from its nominal value.

2.4 Fractional-Order Calculus

Recall that, $sX(s)$ in the frequency domain corresponds to $\frac{d^x}{dt^x} x(t)$ in the time domain, assuming zero initial conditions. Fractional-order calculus extends this idea. For example, from the undamaged transfer function, Eq. (2), we can conclude that

$$\sqrt{kb} (X_{1,1}(s) - X_{last}(s)) = F(s),$$

which leads to its equation of motion

$$\sqrt{kb} \frac{d^{0.5}}{dt^{0.5}} (x_{1,1}(t) - x_{last}(t)) = f(t).$$

3. MAIN RESULT

The main objective of this paper is to model a damaged tree in a way which is easier for analysis and control. Although Eq. (1) can construct the transfer function for all damaged cases, it is not particularly useful because it is not a concise expression as we see in the previous section. What we are looking for is to write down a damaged tree’s analytical transfer function as concise as Eq. (2).

The main result of this paper is that we actually can write down a damaged tree’s transfer function as

$$G_l(s) = G_{\infty}(s) \Delta_l(s),$$

where the disturbance $\Delta_l(s)$ is well structured and can be determined completely by the damage amount $\epsilon$ of a damaged component $l$. As we are going to show later in Section 4, those two features are the key points which make such way of modeling useful in different applications.

3.1 $\Delta(s)$ Is Well-structured

Claim: For each damage case as defined in Section 2.2, its damaged transfer function $G_l(s)$ from the input force to the relative distance between $x_{1,1}$ and $x_{last}$ can always be modeled as a fractional-order nominal plant with a fractional-order multiplicative disturbance, that is,

$$G_l(s) = G_{\infty}(s) \Delta_l(s),$$

where $G_{\infty}(s)$ is the undamaged transfer function defined by Eq. (2). Moreover, $\Delta(s)$ is structured as

$$\Delta_l(s) = \frac{N(s)}{D(s)} = \prod_{j=1}^{2g} (s^{\frac{k_j}{b_j}} + z_j)$$

where $g$ denotes the $g$-th generation at which the damaged component $l$ locates, and $-z_j$ and $-p_j$ are called as half-order zeros and poles. In addition, $z_1$ is fixed at $\sqrt{\frac{\epsilon}{b}}$ no matter where the damage locates and no matter how large the damage amount $\epsilon$ is.

Note that Eq. (4) is the exact model of a damaged tree’s frequency response, rather than a model which we subjectively pick to approximate that frequency response. As we will see in the following proof, Eq. (4) is the analytical result in the form of a rational expression from repeating using the recurrence formula (1) to obtain a damaged tree’s frequency response according to the logic described in Section 2.3. In other words, Eq. (4) is the analytical limit point to which the continued fraction (3) converges when one of those constants is different from its nominal value.

Proof: The proof is by induction.

Base Case: First, we prove that when the damage happens at the first generation, i.e., either $k_{1,1} = k_{d} = k \cdot \epsilon$ or $b_{1,1} = b_{d} = b \cdot \epsilon$, the damaged transfer function $G_l(s)$ satisfies the above claim.

For the reason explained in Section 2.3, the damaged transfer function for the case when the damaged component is $l = k_{1,1}$ can be obtained by replacing $(\tilde{G}_U(s), \tilde{G}_L(s), k, b)$ with $(G_{\infty}(s), G_{\infty}(s), k, b \cdot \epsilon, b)$ in Eq. (1), which, when simplified gives

$$G_{k_{1,1}}(s) = G_{\infty}(s) \left( s^{\frac{k_1}{b_1}} + \sqrt{\frac{\epsilon}{b}} \right) \left( s^{\frac{k_1}{b_1}} + \epsilon \sqrt{\frac{\epsilon}{b}} \right)$$

$$= \left( s^{\frac{k_1}{b_1}} + \epsilon \sqrt{\frac{\epsilon}{b}} \right) \left( s^{\frac{k_1}{b_1}} + \sqrt{\frac{\epsilon}{b}} \right) - \epsilon \sqrt{\frac{\epsilon}{b}}$$

Similarly, the damaged transfer function $G(s)$ for the damage at $b_{1,1}$ is obtained by replacing $(\tilde{G}_U(s), \tilde{G}_L(s), k, b)$ with $(G_{\infty}(s), G_{\infty}(s), k, b \cdot \epsilon)$ in Eq. (1), which is

$$G_{b_{1,1}}(s) = G_{\infty}(s) \left( s^{\frac{k_1}{b_1}} + \sqrt{\frac{\epsilon}{b}} \right) \left( s^{\frac{k_1}{b_1}} + \epsilon \sqrt{\frac{\epsilon}{b}} \right)$$

$$= \left( s^{\frac{k_1}{b_1}} + \epsilon \sqrt{\frac{\epsilon}{b}} \right) \left( s^{\frac{k_1}{b_1}} + \sqrt{\frac{\epsilon}{b}} \right) - \epsilon \sqrt{\frac{\epsilon}{b}}$$

Therefore, the base case, where the damaged component is either $l = k_{1,1}$ or $l = b_{1,1}$, satisfies the above claim.
Inductive Step: Assume that the damaged transfer function $\tilde{G}(s)$ when the damage happens at $g$-th generation, i.e., either at $k_g,n$ or at $b_g,n$ ($g = 1, 2, 3, \ldots$ and $n = 1, 2, 3, \ldots, 2^g-1$), satisfies the above claim. That is,

$$\tilde{G}(s) = G_\infty(s) \bar{\Delta}(s) = G_\infty(s) \frac{N(s)}{D(s)}$$

$$= G_\infty(s) \frac{\prod_{j=1}^{2g} (s^2 + z_j)}{\prod_{j=1}^{2g} (s^2 + p_j)},$$

where $z_1 = \sqrt{\frac{2}{b}}$. Note that the base case satisfies this assumption and corresponds to the case where $g = 1$.

When that damage goes one generation deeper, i.e., from the $g$-th generation to the $(g+1)$-th generation, there exist two different cases.

Type 1: When the damage is in the upper half of the $(g+1)$-th generation, i.e., when the damaged component is either $l = k_{g+1}, n$ or $l = b_{g+1}, n$ where $n = 1, 2, 3, \ldots, 2^{g+1}$. The transfer function $G_l(s)$ can be obtained by replacing $(\tilde{G}_U(s), \tilde{G}_L(s), \tilde{k}, \tilde{b})$ with $(G(s)N(s), G_\infty(s), k, b)$ in Eq. (1). After simplifying, we obtain

$$G_l(s) = G_\infty(s) \frac{(s^2 + \sqrt{\frac{2}{b}}) (s^2 D(s) + \sqrt{\frac{2}{b}} N(s) + \sqrt{\frac{2}{b}} N(s)}{s D(s) + \sqrt{\frac{2}{b}} D(s) + \sqrt{\frac{2}{b}} D(s)}$$

(8)

Type 2: The other case is when the damage is in the lower half of the $(g+1)$-th generation, i.e., when the damaged component is either $l = k_{g+1}, n$ or $l = b_{g+1}, n$ where $n = 1, 2, 3, \ldots, 2^g$. The transfer function $G_l(s)$ can be obtained by replacing $(\tilde{G}_U(s), \tilde{G}_L(s), \tilde{k}, \tilde{b})$ with $(G(s)N(s), G_\infty(s), k, b)$ in Eq. (1). Again, after simplifying, we can obtain

$$G_l(s) = G_\infty(s) \frac{(s^2 + \sqrt{\frac{2}{b}}) (s^2 N(s) + \sqrt{\frac{2}{b}} D(s)}{s D(s) + \sqrt{\frac{2}{b}} N(s) + \sqrt{\frac{2}{b}} D(s) + \sqrt{\frac{2}{b}} D(s)}$$

(9)

Note that, for both Eq. (8) and Eq. (9), $s^2$ can be factored out of both the numerator and denominator such that the new multiplicative disturbance $\Delta_l(s)$ is of the form

$$\Delta_l(s) = \frac{\prod_{j=1}^{2g+1} (s^2 + z_j)}{\prod_{j=1}^{2g+1} (s^2 + p_j)},$$

where $z_1$ is still fixed at $\sqrt{\frac{2}{b}}$. Although the closed-form expression for those half-order zeros and poles are complicated and difficult to compute by hand, their numerical values can be easily computed by a nonlinear equation solver. Q.E.D.

3.2 $\Delta_l(s)$ Depends on $\epsilon$ Only at Each $l$

When the damage happens at the first generation, the relation between $\Delta_l(s)$ and $\epsilon$ can be expressed in closed-form as shown in Eq. (6) and Eq. (7). Fig. 4 shows the locus for those half-order zeros and poles when the damage happens at the first generation, and when the damage amount $\epsilon$ varies from 1 to 0. When $\epsilon = 1$, all half-order zeros and poles are at $-\sqrt{\frac{2}{b}}$. (For this plot, $k = 2$ and $b = 1$.)

Left: $l = k_{1,1}$. Right: $l = b_{1,1}$.

For all the other damage locations deeper into the network than the first generation, the relation between $\Delta_l(s)$ and $\epsilon$ cannot be easily expressed in a closed form. However, as was observed in Section 3.1, we can still obtain the locus of those half-order zeros and poles by using a nonlinear equation solver. Fig. 5 shows the locus for those half-order zeros and poles, which are built up numerically, when the damage happens at the second generation, and when the damage amount $\epsilon$ varies from 1 (no damage) to 0 (complete damage).

Since it is possible to get this kind of locus for each damaged component, $\Delta_l(s)$ clearly has only one degree of freedom, namely $\epsilon$, at each damaged component $l$. That is, as long as either one pole or one zero (other than $-z_1$ which always stays at $-\sqrt{\frac{2}{b}}$) is known, all the other zeros and poles can be determined through $\epsilon$, thus $\Delta_l(s)$ is determined thereby.

The exact relation between $\Delta_l(s)$ and $\epsilon$ is difficult to find unless the damage occurs at the first generation. However, we can compute that numerically by using some
fitting techniques to the real and imaginary part of those half-order zero-pole locus. For example, Fig. 6 shows the least-square fitting result for one of the half-order zeros when the damage happens at \( k_{2,1} \). That fitting uses the polynomial basis from \( e^0 \) to \( e^{2\pi} \). Note that Fig. 6 is merely an initial result showing that we are able to numerically obtain the relation between \( \Delta s(s) \) and \( \epsilon \) when the damage occurs deeper than the first generation. In the future, we are going to consider using other regression techniques to obtain a better fitting result.

3.3 Utility of These Results

Now we describe why knowing that \( \Delta s(s) \) depends on \( \epsilon \) solely is important and useful. Fig. 7 shows the Bode plot of \( \Delta_{k_{2,1}}(s) \) when the damage amount \( \epsilon = 0.01 \).

Consider the problem of identifying \( \Delta_{k_{2,1}}(s) \) given its Bode plot Fig. 7. Assume that we know the structure of \( \Delta_{k_{2,1}}(s) \) is defined by Eq. (5), but we do not know the fact that \( \Delta_{k_{2,1}}(s) \) is completely determined by the damage amount \( \epsilon \). Therefore, following the identification procedure in Section 4.1 of Leyden (2018), we can construct a nonlinear optimization problem

\[
\min_{z_j, p_j} \sum \frac{||\tilde{\Delta}_{k_{2,1}}(s) - \Delta_{k_{2,1}}(s)||}{||\Delta_{k_{2,1}}(s)||},
\]

where

\[
\tilde{\Delta}_{k_{2,1}}(s) = \prod_{j=1}^{4}(s^{z_j} + z_j) / \prod_{j=1}^{4}(s^{p_j} + p_j),
\]

such that

\[
\bullet \quad z_1 = \sqrt{\epsilon},
\]

\[
\bullet \quad (z_j, z_{j+1}, p_j, p_{j+1}) \text{ are complex conjugate for } j = 1, 3;
\]

\[
\bullet \quad \text{Re}(z_j) \text{ and Re}(p_j) \geq 0 \text{ for all } j = 1, \ldots, 4.
\]

We solve the above nonlinear optimization problem using \texttt{fmincon()} in MATLAB, and draw the Bode plot of the fitted \( \Delta_{k_{2,1}}(s) \) in Fig. 8, which seems to be a promising result. However, the corresponding zeros and poles are far away from their locus, as shown in Fig. 9.

In contrast, if we exploit the knowledge that \( \Delta_{k_{2,1}}(s) \) is a function of \( \epsilon \), we can rewrite the above nonlinear optimization problem as

\[
\min_{\epsilon} \sum \frac{||\tilde{\Delta}_{k_{2,1}}(s) - \Delta_{k_{2,1}}(s)||}{||\Delta_{k_{2,1}}(s)||}
\]

such that

\[
\tilde{\Delta}_{k_{2,1}}(s) = \prod_{j=1}^{4}(s^{z_j} + z_j) / \prod_{j=1}^{4}(s^{p_j} + p_j)
\]

and \( z_j = z_{j}(\epsilon), p_j = p_{j}(\epsilon) \) for all \( j = 1, \ldots, 4 \). The functions \( z_j(\epsilon) \) and \( p_j(\epsilon) \) are known prior to solving this optimization problem by fitting the zero-pole locus as discussed before-mentioned.

This time, \texttt{fmincon()} successfully identifies \( \epsilon = 0.01068 \) from solving the above optimization problem. The resulting Bode plot and the zero-pole locus of the identified \( \Delta_{k_{2,1}}(s) \) are shown in Fig. 10 and Fig. 11, which are better than those results when the relation between \( \Delta_{k_{2,1}}(s) \) and \( \epsilon \) is not considered.
through it is to consider binding all zeros and poles together for identification. Therefore, it explains how necessary the second generation, which is a relatively easy case Note that the damage in the above example occurs at ∆\( \epsilon \) insensitive to some zeros and poles. By characterizing and the frequency response of the whole system may be obscure, to the entire system of each zero and pole is obscure, thus make the solution to the identification problem more accurate.

4. DISCUSSION

In this section, we discuss three applications which will be benefited from the advantage of modeling a damaged network system as a product of a nominal plant and a fractional-order disturbance.

4.1 Insights about How Different Types of Damage Affect The Network

Fig. 11. Zero-pole locus plot for the identified \( \tilde{\Delta}_{k_{2,1}}(s) \) when the damage amount \( \epsilon = 0.01 \) if we use the knowledge that \( \tilde{\Delta}_{k_{2,1}}(s) \) is a function of \( \epsilon \).

Note that the damage in the above example occurs at the second generation, which is a relatively easy case for identification. Therefore, it explains how necessary it is to consider binding all zeros and poles together through \( \epsilon \). The main reason why doing so gives better identification result is that the respective contribution to the entire system of each zero and pole is obscure, and the frequency response of the whole system may be insensitive to some zeros and poles. By characterizing \( \Delta_l(s) \) completely through \( \epsilon \), we constrain those zeros and poles to move along their corresponding locus only and thus make the solution to the identification problem more accurate.

4.2 Robust Control

The multiplicative disturbance, \( G_\infty(s)\Delta_l(s) \), is a classical model in the robust control area. Therefore, modeling a damaged network in such way enables us to design a controller for that network by using some robust control methods. For example, we may wish to design a robust controller for the damaged tree model such that the controller’s performance is guaranteed under some uncertain damages whose location is unknown but the damage amount is bounded by \( \epsilon_{\text{max}} \).

Fig. 12 plots \( \|\Delta_l(s)\|_\infty \) versus \( \epsilon \), and it shows that, under the same damage amount, \( \|\Delta_l(s)\|_\infty \) at \( k_{1,1} \) or \( b_{1,1} \) sets the upper bound for all the other damaged components. Conceptually, this observation is easy to understand, as the effect of a damage should be less and less noticeable when that damage goes deeper and deeper inside the network.

As a result, although we may not know exactly where a damage occurs, neither do we know the exact damage amount \( \epsilon \), we can still bound \( \|\Delta_l(s)\|_\infty \) analytically by replacing \( \epsilon \) with \( \epsilon_{\text{max}} \) in Eq. (6) or Eq. (7) for all damage cases.

4.3 Identification for A Damaged Network

As shown in Section 3.2, the identification for a damaged network becomes easier when we model it as \( G_\infty(s)\Delta_l(s) \)
In addition to damage identification, we are working to further the results in this paper in two ways. First, this paper limits the number of damaged components to one. Second, this paper only focuses on the tree model. Therefore, we are now considering approaches to model the tree with arbitrarily many damaged components. Besides, we are also working on developing a damage modeling algorithm for a class of networks.
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