Research update: recent progress on 2D materials beyond graphene: From ripples, defects, intercalation...
Research Update: Recent progress on 2D materials beyond graphene: From ripples, defects, intercalation, and valley dynamics to straintronics and power dissipation

Zhong Lin, Yu Lei, Shruti Subramanian, Natalie Briggs, Yuanxi Wang, Chun-Li Lo, Eilam Yalon, David Lloyd, Sanfeng Wu, Kristie Koski, Richard Clark, Saptarshi Das, Robert M. Wallace, Thomas Kuech, Joseph Scott Bunch, Xiaqin Li, Zhihong Chen, Eric Pop, Vincent H. Crespi, Joshua A. Robinson, and Mauricio Terrones

Citation: APL Materials 6, 080701 (2018); doi: 10.1063/1.5042598
View online: https://doi.org/10.1063/1.5042598
View Table of Contents: http://aip.scitation.org/toc/apm/6/8
Published by the American Institute of Physics

Articles you may be interested in

Perspective: 2D for beyond CMOS
APL Materials 6, 058202 (2018); 10.1063/1.5022769

Passivating the sulfur vacancy in monolayer MoS2
APL Materials 6, 066104 (2018); 10.1063/1.5030737

Graphene and related two-dimensional materials: Structure-property relationships for electronics and optoelectronics
Applied Physics Reviews 4, 021306 (2017); 10.1063/1.4983646

Research Update: Bismuth-based perovskite-inspired photovoltaic materials
APL Materials 6, 084502 (2018); 10.1063/1.5029484

A practical field guide to thermoelectrics: Fundamentals, synthesis, and characterization
Applied Physics Reviews 5, 021303 (2018); 10.1063/1.5021094

Accelerated carrier recombination by grain boundary/edge defects in MBE grown transition metal dichalcogenides
APL Materials 6, 056103 (2018); 10.1063/1.5022339
Research Update: Recent progress on 2D materials beyond graphene: From ripples, defects, intercalation, and valley dynamics to straintronics and power dissipation

Zhong Lin,1,2,a Yu Lei,2,3,a Shruti Subramanian,2,3,a Natalie Briggs,2,3,a Yuanxi Wang,1,2,4 Chun-Li Lo,5 Eilam Yalon,6 David Lloyd,7 Sanfeng Wu,8 Kristie Koski,9 Richard Clark,10 Saptarshi Das,11 Robert M. Wallace,12 Thomas Kuech,13 Joseph Scott Bunch,14 Xiaoqin Li,15 Zhihong Chen,5 Eric Pop,6 Vincent H. Crespi,1,2,3,4,16 Joshua A. Robinson,2,3,4,16 and Mauricio Terrones1,2,3,16,17,b

1Department of Physics, The Pennsylvania State University, University Park, Pennsylvania 16802, USA
2Center for 2-Dimensional and Layered Materials, The Pennsylvania State University, University Park, Pennsylvania 16802, USA
3Department of Materials Sciences and Engineering, The Pennsylvania State University, University Park, Pennsylvania 16802, USA
42-Dimensional Crystal Consortium, The Pennsylvania State University, University Park, Pennsylvania 16802, USA
5School of Electrical and Computer Engineering and Birck Nanotechnology Center, Purdue University, West Lafayette, Indiana 47907, USA
6Department of Electrical Engineering, Stanford University, Stanford, California 94305, USA
7Department of Mechanical Engineering, Boston University, Boston, Massachusetts 02215, USA
8Department of Physics, Massachusetts Institute of Technology, 77 Massachusetts Avenue, 13-2037, Cambridge, Massachusetts 02139, USA
9Department of Chemistry, University of California Davis, Davis, California 95616, USA
10Carbon Science Center of Excellence at Morgan Advanced Materials, State College, Pennsylvania 16802, USA
11Engineering Science and Mechanics, Pennsylvania State University, University Park, Pennsylvania 16802, USA
12Department of Materials Science and Engineering, The University of Texas at Dallas, Richardson, Texas 75080, USA
13Department of Chemical Engineering, University of Wisconsin Madison, 1415 Engineering Dr., Madison, Wisconsin 53706, USA
14Division of Materials Science and Engineering, Boston University, Brookline, Massachusetts 02446, USA
15Physics Department and Center for Complex Quantum System, University of Texas at Austin, Austin, Texas 78712, USA
16Center for Atomically Thin Multifunctional Coatings (ATOMIC), The Pennsylvania State University, University Park, Pennsylvania 16802, USA
17Department of Chemistry, The Pennsylvania State University, University Park, Pennsylvania 16802, USA

(Received 2 June 2018; accepted 23 July 2018; published online 10 August 2018)

The field of two-dimensional (2D) materials has witnessed several significant advancements in a short period of time. There have been extensive research efforts dedicated to this field and an expanding community of researchers built around the same. The focus of this review article is on the most recent milestones in several aspects of 2D materials with emphasis on transition metal dichalcogenides, such as improved synthesis and property engineering, approaching this from both experimental and theoretical viewpoints. There is also an attempt at highlighting some emerging material properties that are of interest and use of these 2D materials in
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I. INTRODUCTION

More than ten years after the isolation of graphene, the field of two-dimensional (2D) materials continues to evolve rapidly. Since the experimental demonstration of graphene in 2004, the number of publications per year related to 2D materials continues to increase. According to Web of Science, in 2010, over 3000 papers were published on 2D materials. In 2013, this number increased to over 9000 and in 2017, further increased to greater than 17 000. Such substantial interest in this field can be attributed to the rich platforms that 2D materials provide for studying a variety of different topics, from fundamental physics to (opto)electronics, energy, and biology.

For the purposes of this article, “2D materials” refer to materials which are thermodynamically stable in layers that are just a few atoms thick [e.g., graphene is one atom thick and monolayer (1L) MoS$_2$ is three atoms thick], exhibiting properties that are different from their bulk, layered counterparts (e.g., graphite). Following the demonstration of a number of fascinating 2D materials, such as transition metal dichalcogenides (TMDs), synthesis and material defects have emerged as a primary focus of 2D materials research today, with challenges remaining in the realization of large-area systems that can compete with exfoliated (highly crystalline) layers, as well as a detailed understanding of defect types and their effects in 2D layers. Additionally, fundamental physical phenomena continue to be studied and the development of effective device architectures is now pushing 2D materials toward novel technological applications. This article highlights a number of studies in the field of 2D materials that include synthesis (see Sec. II), property engineering via defects and intercalation (see Sec. III), valleytronic and topological properties (see Sec. IV), and electronic applications (see Sec. V). It also provides insight into the current directions of 2D materials research and discusses areas requiring further investigation (see Sec. VI). The main materials of focus in this article are TMDs, and the highlighted topics reflect the content of the annual Graphene and Beyond workshop at the Pennsylvania State University, in which a diverse group of experts discussed recent advancements in this exciting field.

II. SYNTHESIS

The synthesis of 2D materials includes several key routes: mechanical exfoliation, chemical exfoliation, and direct synthesis. To date, mechanical exfoliation tends to result in higher quality single crystal materials that can exhibit near-ideal electronic behavior. Exfoliation and transfer techniques have evolved rapidly and have led to the development of advanced layered heterostructures of different 2D systems [also known as van der Waals (vdW) solids], which in turn lead to the understanding of new physical phenomena. However, exfoliation techniques fall short in terms of scalability. In comparison, direct synthesis of 2D materials offers advantages in scalability. Rather than thinning a bulk material down to a single atomic or molecular sheet, direct synthesis aims at growing 2D materials via bottom-up synthetic techniques over large areas. Synthetic strategies include a variety of vapor deposition techniques (chemical, physical, and metalorganic). Challenges that 2D material synthesis faces are quite similar to those faced in bulk crystal growth, such as producing large single crystal domains with low defect density and the ability to tailor material properties. Despite these challenges, the field of 2D materials continues to advance, with improvements in material quality and processing, together with a growing palette of emerging 2D materials, and the development of novel synthetic strategies.

The use of chemical vapor deposition (CVD) has been evolving rapidly, and the challenges lie in the difficulties for nucleation of a monolayer thick single crystal. Many active areas of research for nucleation control currently exist, some of which include substrate composition modification, chemical pretreatment, functionalization, and growth temperature modification. Obtaining uniform, high-density, and highly oriented initial growth islands is difficult to achieve, and will remain
FIG. 1. Schematic of the electro-ablation (EA) process for the synthesis of monolayer MoS$_2$, WS$_2$, and MoSe$_2$ from exfoliated bulk materials. The strong covalent interaction of the monolayer with the substrate in comparison to weak vdw interaction between the layers results in the enhanced stability of the monolayer in the oxidizing corrosive environment which otherwise etches the bulk material. Reprinted with permission from Das et al., Sci. Rep. 6, 28195 (2016). Copyright 2016 Springer Nature.

an ongoing challenge. Once achieved, the formation of vertical and lateral heterostructures uniformly over large areas will allow a more widespread extension of these materials into device technologies.

In addition to vapor phase techniques, solution chemical routes to generate 2D materials are also available. In this context, solution-based synthesis offers many advantages. In particular, wet chemical reactions can easily be scaled-up to produce greater quantities of 2D materials.\textsuperscript{21-24} This provides a wider range of material control along with reduced growth costs. Wet chemical routes however suffer from one major drawback; they tend to aggregate into multi-layers rather than single monolayers. One new method for achieving monolayers, however, falls in the realm of electrochemical exfoliation. Recently, Das et al. reported that multi-layer TMD flakes can be converted into monolayers through exposure to highly oxidizing and corrosive environments (Fig. 1). These studies showed that monolayers were achievable in such environments at room temperature within just a few seconds.\textsuperscript{25}

III. PROPERTY ENGINEERING OF 2D MATERIALS

Despite great efforts to improve the crystalline quality of synthesized 2D materials, defects remain present. Understanding and controlling synthetic defects constitutes a key step in engineering the properties of 2D materials. This section highlights work to tailor the properties of 2D materials along the line of defect engineering, shedding light on the effects of fluctuating growth conditions and ripples on defect formation, as well as investigations of heteroatoms within and between 2D layers. It also elucidates the engineering properties of 2D materials via intercalation.
A. Property engineering via defects

1. Kinetic control of defects in 2D TMD materials

2D sheets can host one-dimensional (1D) anisotropies in both shape and composition, and this can affect materials properties and reflect characteristics of materials growth and processing. For example, the catalytic, electronic, transport, and optical properties of 2D systems can be profoundly affected by dopants or alloying, which need not be isotropic (invariant with respect to the direction) or homogeneous (invariant with respect to the location). The spatial distribution of transition metal atoms in alloys may assume a 1D “striped” character, apparently driven by kinetic effects at the edge of the growing flake. Interestingly, this form of order appears to originate from fluctuations under growth conditions, in that the preferred metal at the growth edge of \( W_xMo_{1-x}S_2 \) near \( x = 0.5 \), depends on the sulfur chemical potential, and is insensitive to the composition deeper within the flake. Local fluctuations in sulfur availability along the 1D growth edge translate into stripe-like distributions of W and Mo atoms within the 2D layer. The large mass difference between Mo and W could then cause significant anisotropies in vibrational and thermal properties by, e.g., introducing phonon anomalies at wave vectors commensurate to the stripes, and wider stripes could provide a means to modulate electronic properties across multiple length scales. More generally, the fact that the equilibrium structural energetics in certain 2D alloy systems such as \( W_xMo_{1-x}S_2 \) can be made agnostic to metal type and arrangement opens up kinetic mechanisms as a means to control alloy order during growth.

Folds or “ripples,” like what may form in a poorly installed carpet, provide another example of a 1D anisotropy hosted by a 2D sheet. Such ripples induce localized strain that modulates the bandgap of the host material and also define local curvatures that couples favorably to lattice defects—specifically chalcogen vacancies, which have lower formation energies in concave regions of the TMD sheet (in contrast to the preferential fluorination of curved \( sp^2 \) carbon, which occurs in regions with higher convexity). Such a local environment is present in the lower chalcogen layer along the ridgeline of the ripple (blue circles in Fig. 2) and also in the upper layer of chalcogenide
along the upward curving region at the base of the ripple (black circles). Local concavity around the vacancy apparently ameliorates the bond angle and bond distance stresses associated with the absence of the chalcogen. Calculations within a classical empirical potential, ReaxFF, indicate that this energetic preference is significant, on the order of ∼1 eV per vacancy for moderate sheet curvatures. Thus, ripples will tend to pin in locations with high vacancy density and conditions that facilitate vacancy migration may enable curvature inhomogeneities, such as ripples, to trap and potentially transport vacancies in certain regions of the sheet. Going beyond experimentally well-characterized isolated ripples in 2D systems, control over junctions joining more than two ripples (a common consequence of the thermal expansion coefficient mismatch between the substrate and the 2D overlayer) and over the placement of ripples (or folds in general) remains a challenge for the future.

These two defect types, metal substitutions and chalcogen vacancies, can also interact with each other. For example, at low densities of Mo within WS₂, the substitutional Mo can exhibit a pronounced tendency to co-locate with sulfur vacancies. Computationally, the energetic affinity of these two species is weak for the charge-neutral case, but rises substantially for n-type systems, due to the partial occupation of a mid-gap state that is degenerate in the pure WS₂ system but becomes symmetry-split in the presence of Mo in the local environment. The presence of Mo also lowers the Fermi level required to stabilize a negatively charged mid-gap state. The cross-coupling of substitutional dopants, sheet curvature, and chalcogen vacancies thus provide multiple possible routes toward modulating the prevalence and location of various local defects in 2D TMDs.

2. Characterizing defects in 2D TMD materials

In order to investigate defects in these materials, a combination of techniques with varying detection limits is used. In many samples, the impurity levels are below the detection limit of typical surface analytical methods (∼0.1-1 at. % corresponding to 10^{12}-10^{13} atoms/cm^{2}), so careful studies must rely on mass spectrometry methods, such as inductively coupled plasma mass spectrometry (ICPMS) where detection ranges down to ∼10^6 atoms/cm^{2}. By contrast, surface/bulk defect, interfacial chemistry, and structural studies can be amply studied by methods such as electron microscopy, photoelectron spectroscopy, electron diffraction, and scanning tunneling microscopy/spectroscopy. For device applications, where carrier scattering from such impurities and defects degrades mobility, an assessment of their concentration is necessary to minimize performance degradation. Impurity analysis of W-based TMDs provides an example of utilizing ICPMS to gauge the concentration of impurities in TMD materials. Some authors have shown the ICPMS analysis of WS₂, WSe₂, and MoSe₂ commercially grown by chemical vapor transport, with the concentrations normalized to a Si-host matrix. This is done to gauge the concentration in view of the Si-based integrated circuit industry standards, which require certain impurities (e.g., those that lead to trap states in Si) to be limited to 5 × 10^{10} atoms/cm^{2} or less. It is clear that the impurity levels from recent, commercially synthesized TMDs can be kept below the specification levels of the Si-based integrated circuit (IC) industry. This is in contrast to earlier analysis of geological and synthesized TMDs, such as MoS₂, where some impurities can exceed 5 × 10^{10}/cm^{2}. Thus, material growers have established procedures and protocols to enable high quality TMD materials from an impurity perspective and thus enable better device electronic performance. Generally, although the synthesis of TMDs has improved from an impurity perspective, control of defects (e.g., chalcogen vacancies) and grain size in thin films still presents challenges that must be overcome for the mainstream Si IC industry. Further work is needed to establish protocols for impurity analysis in synthesized thin TMD films, such as using laser ablation ICPMS. Defect passivation is also an activity requiring further study to enable thin TMD films with high electronic performance.

B. Property engineering via intercalation

While defects arising from variations in growth conditions or material geometry are often unintentional, purposefully inducing defects in 2D materials can provide unique opportunities in the realm of materials engineering and design. A core feature of a layered material is the vDW spacing, which can host guest atoms, ions, molecules, and other types of intercalants between the 2D planes. Intercalation of layered materials has long enabled applications such as energy storage, solid lubrication, and electrochromics. Intercalation can also alter fundamental phase behavior modifying phase
transitions, e.g., varying superconducting transition temperatures\textsuperscript{51,53,55} and modulating charge density wave transitions.\textsuperscript{53} Generally, intercalation is achieved by electrochemically moving ions in and out of the host or by refluxing the layered materials in an organic liquid so as to push molecules in the vdW spacings.\textsuperscript{51}

Zero-valent intercalation is a relatively new chemistry method able to alter 2D layered materials. Since the intercalant has no ionic charge, very large concentrations of zero-valent metals, such as Ag, Bi, Cu, Co, Sn, In, etc., can be reversibly intercalated into the gap.\textsuperscript{56–59} For example, up to 60 at. % copper or 60 at. % silver has been intercalated into Bi\textsubscript{2}Se\textsubscript{3}.\textsuperscript{58,59} Zero-valent intercalation is general and not constrained by crystallinity, phase purity, or morphology. It works in powders, single-crystals, or nanocrystals and for chalcogens, oxides, and graphite-based compounds. In order to intercalate zero-valent metals, a zero-valent metal atom is generated in solutions such as a disproportionation redox reaction or carbonyl decomposition [Fig. 3(a)]. Deintercalation can be performed using the reverse comproportionation redox reaction as shown with Cu and Sn below:\textsuperscript{56}

\[ \text{Intercalation: } 2\text{Cu}^{+}(\text{aq.}) \rightleftharpoons \text{Cu}^{0} + \text{Cu}^{2+}(\text{aq.}) \]
\[ \text{Deintercalation: } \text{Cu}^{0} + \text{Cu}^{2+}(\text{aq.}) \rightleftharpoons 2\text{Cu}^{+}(\text{aq.}) \]

Since the intercalant is zero-valent, multiple atomic species (such as CuFe and CoSn) can be intercalated to form an alloy-like metal layer within the host.\textsuperscript{60} Figure 3(b) shows an example of a superlattice electron diffraction pattern formed from Cu intercalation in Bi\textsubscript{2}Se\textsubscript{3} followed by Fe intercalation. In electrochemical intercalation, this would be difficult because ionic species repel each other and have different redox potentials that limit their co-intercalation ability. Intercalated metals form an atomically thin monolayer or bilayer of a quantum confined metal within a host. Intercalant guests can self-organize resulting in superlattice structures [Fig. 3(b)], temperature and concentration polytypic phase transitions,\textsuperscript{61,62} and incommensurate Pokrovsky-Talapov transitions.\textsuperscript{61} Zero-valent intercalation alters opto-electronic and catalytic properties. Intercalation of copper into Bi\textsubscript{2}Se\textsubscript{3} makes the materials more optically transparent [Fig. 3(c)] which is reversible with deintercalation [Fig. 3(d)].\textsuperscript{56} Intercalation of zero-valent Co and Sn into MoO\textsubscript{3} causes a reversible chemochromic color change from transparent white to dark blue. Addition of hydrogen peroxide deintercalates the metal reverting the color. Intercalated Co- and Sn-MoO\textsubscript{3} can also be altered from dark blue to white, coinciding with a disorder-order phase transition of the intercalated Co and Sn metal.\textsuperscript{56,62} Zero-valent copper intercalated Birnessite shows an almost four-fold enhancement as a water oxidation catalyst.\textsuperscript{63}

As a route to chemically alter 2D materials \textit{in situ} or \textit{in operando}, zero-valent intercalation can offer dynamic adaptation of material chemical and physical properties. It can provide access to an enormous new range of material structures with properties unattainable with a single species. The
next goal of this chemistry is the zero-valent intercalation of semiconductors, heavier metals, and superconductors.

IV. EMERGING PHYSICAL PROPERTIES OF 2D TMD MATERIALS

Despite significant advancements in material synthesis and application of 2D materials in more traditional device architectures, much investigation remains in the realm of physical properties of 2D materials. This section reviews recent advancements in the valleytronic and topological properties of TMDs, as a subset of 2D materials. Such work aids understanding fundamental phenomena within 2D TMD materials and opens the door to their implementation in advanced information technologies.

A. Valley dynamics in monolayer TMDs

2D materials hold potential for a range of applications in information technology. For example, monolayer TMDs show promise as potential materials to encode and process information. This potential stems from the fact that monolayer TMDs have hexagonal lattice structures and their extrema (i.e., valleys) of energy-momentum dispersion curves appear at two degenerate $K$ and $K'$ points at the edges of the Brillouin zone [Fig. 4(a)]. Excitons are formed at the $K$ and $K'$ points with inherent spin and valley degree of freedoms (DoF). As with any binary quantum DoF, the valley pseudospin can be modeled as a two-level system and represented by a Bloch vector, the quantum dynamics of which can be conceptualized by a vector evolving on the Bloch sphere shown in Fig. 4(b).

Encoding and processing information based on the valley pseudospin requires creating electrons or excitons exclusively in one valley, a task readily accomplished by leveraging the valley-contrasting optical selection rules shown in Fig. 4(a). Using $\sigma_+$($\sigma_-$) polarized optical excitation, excitons are created in the $K$($K'$) valley, which initializes the valley pseudospin Bloch vector along the North (South) pole. The valley DoF can be further manipulated with a magnetic field or an ultrafast pulse. If instead linearly polarized optical excitation is used, the exciton is initialized into a quantum mechanical coherent superposition of equal occupancy in both $K$ and $K'$ valleys. Such a coherent state is represented as a vector in the equatorial plane of the Bloch sphere. The dynamics of this valley DoF are characterized by longitudinal ($T_1$) and transverse relaxation time ($T_2$) corresponding to valley depolarization and valley decoherence, respectively.

One prominent quasiparticle resonance in TMDs is a trion or charged exciton. A negatively charged trion consists of two electrons and one hole. A trion appears at a lower energy than an exciton by an energy shift known as the trion binding energy. The trion binding energy is in the range of 20–40 meV in monolayer TMDs (comparable to thermal excitation energy at room temperature), a value approximately one order of magnitude larger than that in GaAs quantum wells. Trions, as charged composite quasiparticles, can be detected in transport measurements as well. Thus, they serve

FIG. 4. (a) Illustration of valleys in the Brillouin zone and valley contrasting optical selection rules, for typical monolayer TMDs. (b) Bloch vector representation of valley DoF. Reprinted with permission from Hao et al., Nat. Phys. 12(7), 677–682 (2016). Copyright 2016 Springer Nature. (c) Illustration of valley polarization dynamics associated with excitons, inter-valley, and intra-valley trions in monolayer WSe$_2$. (c) Reprinted with permission Singh et al., Phys. Rev. Lett. 117(25), 257402 (2016). Copyright 2016 American Physical Society.
to link the quasiparticle and valley physics to optoelectronic devices based on TMDs. Recently, Singh et al. have discovered exceptionally long valley polarization associated with intra-valley trions in monolayer WSe$_2$.

Using a two-color pump/probe technique, systematic investigation of exciton and trion valley polarization dynamics is possible. The diagram shown in Fig. 4(c) captures current understanding of distinct exciton, inter-valley, and intra-valley trions dynamics in WSe$_2$. The relevant resonances are arranged according to their energies. The top row diagrams correspond to the highest energy exciton resonance, the middle row diagrams represent the inter-valley trion $T_{22}$, and the bottom row diagrams describe the intra-valley trions $T_{11}$. When excitons are resonantly created, intrinsic electron-hole exchange interaction leads to rapid valley depolarization on time scales of $\sim 1$ ps. Excitons can also capture an extra electron to form both types of trions, with a trion formation time of 1-2 ps depending on the density of free carriers. Following the resonant excitation of inter-valley trions $T_{22}$, the most likely decay channel is to form $T_{11}$ in the opposite valley, again due to electron-hole exchange interaction. The valley depolarization process of intra-valley trion $T_{11}$ is rather unique. As illustrated toward the bottom of the diagram in Fig. 4(c), the transfer of either a single electron or an electron-hole pair to the other valley transforms the intra-valley trion into an inter-valley trion, which is an energetically unfavorable process. Scattering of $K$ valley $T_{11}$ to the opposite valley requires the simultaneous transfer of three carriers (two electrons and a hole) to the other valley, a restriction leading to a remarkably robust intra-valley trion polarization.

Another important aspect of quantum dynamics associated with the valley index is valley coherence time (or $T_2$ associated with the valley index). In particular, exciton and trion valley coherence times determine the time scale over which optical manipulation of the valley index via these optical transitions can be implemented. These important quantities have been directly measured experimentally using a nonlinear spectroscopy method, known as 2D Fourier transform spectroscopy. These studies found that both exciton valley coherence and trion valley coherence are lost on $\sim$100-250 fs time scales. However, the decoherence mechanisms for exciton and trion valley coherence are distinct. It is likely that trion valley coherence may be significantly extended in high quality monolayer TMDs encapsulated between hBN layers.

**B. Topology and correlation in monolayer WTe$_2$**

The observation of the quantum spin Hall effect (QSHE) in time-reversal invariant 2D electronic systems has remained a milestone in the field of topological physics, as it has given rise to the notion of topological insulators (TI) and topological superconductors. To date, there have been multiple predictions for the material realization of QSHE in a 2D TI. Such realizations can be classified into two categories: semiconductor heterostructures and monolayer crystals. Despite a decade of intense efforts, experimental evidence of this effect has been limited to a pair of semiconductor heterostructures (HgTe$^{85}$ and InAs/GaSb$^{86}$) at temperatures close to that of liquid helium. Robust edge conductivity under broken time reversal symmetry is found in both systems—an unexpected behavior suggesting that the physics in these semiconductor heterostructures is beyond the simple quantum spin Hall (QSH) model$^{86,87}$. Therefore, experimental realization of a new QSH system exhibiting the archetypical phenomenology and high temperature QSHE is highly desired.

Significant progress has recently been made in monolayer crystals. Since the first prediction in graphene$^{88}$, a variety of atomically thin crystals have been predicted as 2D TIs, such as bismuth bilayer$^{89-91}$, silicene$^{92}$, germanene$^{92}$, stanene$^{93}$, and so on. Monolayer TMDs have been predicted to have non-trivial topological characterization in their electronic states of the 1T’ lattice phase [Figs. 5(a) and 5(b)]. Analysis of the structural stability shows that S and Se compounds are more stable in the commonly found 2H phase, while Te compounds, especially WTe$_2$, prefer the 1T’ phase.

WTe$_2$ bulk is known to be a semimetal, and this property persists down to trilayer thicknesses [Fig. 5(c)]. However, different behaviors are observed in the mono- and bi-layers. It has been found that two probe conductance of mono- and bilayer WTe$_2$ has very strong gate dependence, close to zero gate voltages, and shows insulating behavior [Figs. 5(d) and 5(e)]. This observation suggests that a bandgap opens in mono- and bilayers of WTe$_2$. Strikingly, a residual conductance plateau (not quantized) is observed in the insulating region of the monolayer, but not the bilayer. This points to the
FIG. 5. Topological nature and bandgap opening in monolayer WTe$_2$. (a) Crystal structure (upper, top view; lower, side view). (b) The calculated band structure with the highlighted edge state near $\Gamma$ point. [(c)–(e)] Gate dependence of the two-probe conductance taken at different temperatures, for trilayer, bilayer, and monolayer samples, respectively. (f) ARPES data of the monolayer with the K-doped surface. (g) The corresponding energy distribution curves (EDCs). (h) The two EDCs corresponding to the red and green lines in (f) highlighting the bandgap. Reprinted with permission from Fei et al., Nat. Phys. 13(7), 677–682 (2017). Copyright 2017 Nature Springer; Tang et al., Nat. Phys. 13(7), 683–687 (2017). Copyright 2017 Nature Springer; and Qian et al., Science 346(6215), 1344–1347 (2014). Copyright 2014 AAAS.

predicted topological insulating nature of the monolayer, where the bulk is insulating and the edge is conducting. The work by Fei et al. confirmed that the residual conductance originates from the edge. Independent studies based on angle resolved photoemission spectroscopy (ARPES) and scanning tunneling spectroscopy (STS) draw the same conclusion. Figures 5(f) and 5(g) show the ARPES data taken from molecular beam epitaxy (MBE) grown monolayer WTe$_2$ and the corresponding energy distribution curves. A bandgap of about 45 meV is seen [Fig. 5(h)]. In the same study, the authors observed very different STS spectra between the monolayer interior and the edge, consistent with the prediction. The origin of the insulating gap at the mono- and bi-layer remains an open question and may be related to the strong electron correlation in the system.

The key to demonstrate the topological nature of the monolayer insulating state is to observe the quantized edge conductance ($e^2/h$ per edge, where $e$ is the elementary charge and $h$ is Planck’s constant), which is subsequently achieved by Wu et al., based on the innovation of the quantum device geometry. By combining multiple local bottom gates and a global top gate in the device shown in Figs. 6(a) and 6(b), the authors measured the intrinsic edge state resistance and performed length dependence studies. The resistance of short edge channels is found to be $\sim h/2 \times 10^2$ for two edges [Fig. 6(c)], corresponding to the Hallmark quantized value of QSHE. Another interesting observation is the appearance of the Dirac point in the edge band, as revealed by their magnetoresistance measurements. All these observations, together with theory, confirm that monolayer WTe$_2$ is a 2D TI, with a significantly larger bandgap compared to the semiconductor heterostructures. Indeed, Wu et al. found that the QSHE survives up to 100 K [Fig. 6(d)], which identifies monolayer WTe$_2$ as the first high temperature QSH system.

V. ELECTRONIC APPLICATIONS

2D materials are being explored for multiple electronic applications. However, and in order to make them technologically relevant, there is a need to explore their growth on a large scale. There is
also a need to study proof-of-concept electronic properties and make an attempt to translate these to technologically relevant scales. Here, we explore some non-conventional (non-transistor) electronic applications of 2D materials.

A. Atomic membranes for straintronics

2D crystals are known to possess many desirable mechanical properties, such as extreme stiffness, flexibility, and the ability to withstand very high strains before rupture. Studies have shown that the band structures of many 2D crystals are highly sensitive to strain. Strain has been found to reduce the bandgap energy of many of the TMDs including MoS$_2$, MoSe$_2$, MoTe$_2$, WS$_2$, and WSe$_2$. Strain sensitivities of the bandgaps in these materials can be as high as $\sim$50 meV/% for uniaxial strain and $\sim$100 meV/% biaxial strain. Strain has also been shown to influence optical properties such as the emission and absorption spectrum as well as the photoluminescence (PL) polarization of TMDs, and very high local strains in graphene nanobubbles are found to induce pseudo-magnetic fields which strongly affect the behavior of electrons within the strained area. These various strain effects may be used as a way to enhance the electrical and optical properties of existing 2D optoelectronic applications, or be used as a basis on which to build novel electronic devices.

2D materials can also be used to make highly sensitive measurements of strain or pressure, and an MoS$_2$ strain sensor was recently found to have a strain gauge comparable to that of a state of the art silicon sensor.

A number of techniques have emerged for introducing strain into 2D crystals; however, the most widely used geometry involves placing the crystal on a flexible substrate which is then stretched or bent [Fig. 7(a)]. Strain can also be introduced by draping membranes over corrugated surfaces, using Micro-Electro-Mechanical System (MEMS) mechanical actuators, by nanoindentation of suspended membranes [Fig. 7(b)] or by producing wrinkles with highly localized regions of strain [Fig. 7(c)]. Another technique involved suspending MoS$_2$ membranes over cylindrical cavities and applying a pressure difference to deform them [Fig. 7(d)]. This deformation produced uniaxial strain at the edge of the bulge and biaxial strain at the center. Larger pressure
differences produced larger strains, the magnitude of which could be measured with an atomic force microscope (AFM).

Figure 7(e) shows the PL spectra of a monolayer device over the range of 0%-5.6% biaxial strain. As the biaxial strain is increased, the PL peak red shifts from an initial energy of $\sim 1.9$ eV to a final energy of $\sim 1.4$ eV. In this manner, the authors deduced that the strain shift rate of the MoS$_2$ optical bandgap was 105 meV/% [Fig. 7(f)]. The data amassed so far shows that many 2D materials are electrically and optically sensitive to strain and can also withstand high strains before rupturing. These data also point to situations where strain should be desirable or avoided. As can be seen from Fig. 7(e), the emission intensity of the MoS$_2$ PL peak is significantly reduced when large biaxial strains are applied due to strain causing the bandgap to transition from direct to indirect in nature. By contrast, Desai et al. found that uniaxial tensile strain caused multilayer WSe$_2$ to transition from being an indirect to a direct semiconductor.\textsuperscript{109} For devices which require direct bandgaps, such as in light-emitting diodes (LEDs) or photodetectors, strain can therefore enhance or degrade device performance depending on the material.

Despite the success of these studies, straintronic devices often experience a limitation in the magnitude of the strain which can be applied before slipping occurs. This happens when the frictional forces between the crystal and substrate can no longer equal the tensile forces within the membrane. One solution to slipping could be to pin the edges of the crystal on a high adhesion surface such as gold\textsuperscript{121} or using a top metal “clamp.”\textsuperscript{107} Additionally, 2D membranes can fracture as a result of nano-indentation. While 2D materials have shown large intrinsic strengths, CVD membranes exhibit defects, cracks, and grain boundaries which strongly affect the fracture stress of the material. The crystal quality in samples is therefore important for reaching high strains.

B. 2D low power electronics

Scaling of conventional metal oxide semiconductor field effect transistors (MOSFETs) based on silicon is nearing the end of its evolutionary path owing to fundamental limitations at the material and device physics levels.\textsuperscript{122} 2D materials are good alternatives because they not only allow aggressive dimension scaling due to their few-atom thickness but also offer novel physics which could reduce operating voltages.\textsuperscript{123,124} (Power dissipation during digital operation scales as voltage squared.)
A fundamental limitation of MOSFETs based on silicon or any other materials is that their “turn-on” is limited by thermionic emission and the Boltzmann tail of the electron (or hole) distribution to 60 mV/decade at room temperature. More energy-efficient transistor switches should turn on with a “steeper” subthreshold swing (SS) closer to zero, i.e., over an order of magnitude jump in current with less than 60 mV increase in gate voltage.

To avoid the thermionic operating limitations of MOSFETs, in recent years progress has been made toward the so-called steep-slope tunneling field effect transistors (TFETs) based on 2D materials. TFETs operate by quantum mechanical tunneling of electrons from the valence to the conduction band of the channel, with the band bending controlled by the gate [Fig. 8(a)], and thereby allow sub-60 mV/decade SS at room temperature. However, TFETs suffer from low ON current owing to lower transmission probability through the semiconductor bandgap, which could be compensated by the ultra-thin nature of 2D materials which reduces the tunneling distance. Sarkar et al. demonstrated steep turn-on with minimum SS ≈ 3.9 mV/decade and an average SS ≈ 31.1 mV/decade over four decades of drain current at room temperature, in an atomically thin and layered semiconducting-channel tunnel-FET (ATLAS-TFET) by using highly doped Ge as the source and bilayer MoS$_2$ as the channel.

Furthermore, various groups have demonstrated steep-slope negative capacitance field effect transistors (NCFETs), by integrating hafnium zirconium oxide (HfZrO$_2$ or HZO) ferroelectric into the gate stack of a MoS$_2$ 2D-FET. The original NCFET idea was proposed by Salahuddin and

FIG. 8. Principles of operation for (a) TFET, (b) NCFET, and (c) 2D EFET. (a) Reprinted with permission from Kim et al., “Low power circuit design based on heterojunction tunneling transistors (HETTs),” in ACM/IEEE International Symposium on Low-Power Electronics Design (Association for Computing Machinery, New York, 2009). Copyright 2009 Association for Computing Machinery, Inc. (b) Reprinted with permission from S. Salahuddin and S. Datta, Nano Lett. 8(2), 405–410 (2008). Copyright 2008 American Chemical Society. (c) Reprinted with permission from S. Das, Sci. Rep. 6, 34811 (2016). Copyright 2016 Springer Nature.
Datta,126 where the steep SS was achieved by utilizing the inherent negative slope of the polarization versus electric field characteristic (P-E) of a ferroelectric insulator that results in negative capacitance as shown in Fig. 8(b). Ordinarily the negative slope segment is unstable and obscured by the hysteretic jumps in the polarization. However, by placing the ferroelectric capacitor in series with a normal capacitor, for example, the channel capacitance of a FET, the negative capacitance can be manifested which in turn provides a voltage amplification at the internal node. This allows the channel surface potential to exceed the applied gate potential and overcome the Boltzmann limit, thus enabling sub-60 mV/decade steep SS.

In addition, Das et al.127 proposed a new device concept with sub-60 mV/decade SS at room temperature, referred to as 2D electrostrictive field effect transistor (2D-EFET). This combines the aggressive dimension scalability of 2D materials with their stress-induced dynamic bandgap engineering. The device structure relies on a 2D semiconductor transistor channel, with the gate insulator being replaced by an electrostrictive or piezoelectric ceramic as shown in Fig. 8(c). In the absence of any applied gate bias (i.e., OFF state), the 2D channel offers a sizeable bandgap (∼1-2 eV) and prevents current conduction between the source and the drain. However, when a finite gate bias is applied across the electrostrictive material (i.e., ON state), it undergoes longitudinal expansion and transduces an out-of-the-plane stress on the 2D channel and thereby reduces the bandgap of the 2D material. This allows current conduction between the source and the drain. Moreover, such stress-induced dynamic bandgap engineering leads to internal voltage amplification, resulting in sub-60 mV/decade steep switching at room temperature. A similar idea was proposed by IBM researchers based on vertical integration of the piezoresistive material with the piezoelectric material.134 In addition to the development and demonstration of multiple novel beyond Boltzmann device concepts, a significant amount of research effort is also being invested toward 2D neuromorphic devices for low power computing.135–137

C. Power dissipation in 2D electronics

Emerging electronic applications of 2D materials include multi-layer processors monolithically integrated with memory,138 and wearable electronics which require integration with poor thermal substrates such as flexible plastics.139 It is known that power dissipation has been a major bottleneck in the performance of ICs for over a decade,140 and this could become an even greater challenge in such 2D devices and systems, due to poor thermal conductivities and a large number of thermal interfaces. Fundamentally, the power in 2D electronics is dissipated via electron-phonon interactions in the ultra-thin (∼0.6 nm) transistor channel140 and at its contacts. The generated heat can “escape” via the substrate in most cases141 or via the contacts in sub-100 nm devices.142 The gate primarily acts as a thermal capacitor limiting the thermal time constant of the device and playing a greater role in transient (e.g., pulsed) rather than steady-state operation.143 Today’s electrical contacts are considered to limit the performance of sub-100 nm 2D transistors,144 but even ideal contacts may be expected to affect power dissipation via thermoelectric effects in highly scaled devices.145

Here we focus on understanding the power dissipation in 2D transistor channels, where the heat flows across the interface and to surrounding insulators, after which it dissipates into the substrate. Due to the ultra-thin, sub-nm nature of the material, thermal interfaces dominate the overall thermal resistance of such devices. One of the key challenges in the measurement of these thermal interfaces is the need to differentiate the temperature of the 2D material from its surrounding. In this context, the material selectivity of Raman spectroscopy holds a unique advantage as the temperature of even a monolayer semiconductor can be distinguished from the material directly under (or above) it, if the Raman signatures are distinct.141,146 Basic predictions can be made by modeling the self-heating in the transistor as described in Ref. 142. The model includes the thermal resistance $R_{TH}$ of the device such that the temperature rise is $\Delta T = PR_{TH}$, where $P$ is the power input of the device. In devices longer than the lateral thermal healing length ($L_H \approx 100$ nm for 1L MoS$_2$ on 90 nm SiO$_2$ on Si),141,142 the total thermal resistance can be divided into three main components: the thermal boundary resistance (TBR) between the 2D channel and the supporting oxide, the spreading thermal resistance of the bottom oxide ($R_{BOX}$), and the spreading thermal resistance into the substrate ($R_{SI}$), as shown in Fig. 9(a).142 The electrical behavior (drain current vs. voltage) of a MoS$_2$ transistor with different thermal surroundings is simulated in Fig. 9(b). The drastic reduction in saturation current
FIG. 9. Power dissipation in 2D electronics. (a) Schematic of thermal model of 2D transistor. Arrows show the direction of heat flow: in most cases to the substrate (red), via the contacts in sub-100 nm devices (purple), and transient heat flow to the top gate (white). (b) Simulated $I_D$ vs. $V_{DS}$ for an “ideal” 1L MoS$_2$ FET ($L = 1 \mu$m) without self-heating (solid line, top curve), with self-heating on 90 nm SiO$_2$ on the Si substrate (dashed), with self-heating on 300 nm SiO$_2$ on Si substrate (dotted), and on a poor thermal substrate where the Si was replaced by a polymer (dashed-dotted). [(a) and (b)] Reprinted with permission from S. V. Suryavanshi and E. Pop, J. Appl. Phys. 120(22), 224503 (2016). Copyright 2016 American Institute of Physics. (c) Raman thermometry measurement of temperature rise in functioning MoS$_2$ FET. Temperature maps of the MoS$_2$ channel and the Si surface directly underneath are obtained simultaneously. (d) Measured $I_D$ vs. $V_{DS}$ and corresponding temperature maps. Colored circles mark the bias point of each temperature color map. The white arrow shows the current flow direction. The thermal boundary conductance (resistance) of the MoS$_2$-SiO$_2$ interface is estimated to be $TBC \approx 14$ MW m$^{-2}$ K$^{-1}$ (TBR $\approx 70$ m$^2$ K/GW), equivalent to a relatively large Kapitza length, $L_K \approx 100$ nm of SiO$_2$. [(c) and (d)] Reprinted with permission from Yalon et al., Nano Lett. 17(6), 3429–3433 (2017). Copyright 2017 American Chemical Society.

The role of the thermal interface, namely, the TBR can be understood by comparing it to the characteristic Kapitza length $L_K$ that is the equivalent thickness of a material with the same thermal resistance. For example, in SiO$_2$: $L_K = k_{ox}$·TBR, where $k_{ox}$ is the thermal conductivity of SiO$_2$. Raman thermometry and scanning thermal microscopy (SThM) were utilized to experimentally measure the TBR of the MoS$_2$-SiO$_2$ interface and to uncover power dissipation in 2D semiconductor transistors. Figure 9(c) shows the schematic device structure and measurement setup. The Raman signal was measured while electrical bias is applied and converted to temperature rise via calibration on a hot stage. The material selectivity of the Raman technique enables simultaneous temperature maps of the MoS$_2$ channel and the Si substrate underneath it [Fig. 9(c)]. Figure 9(d) displays temperature maps of the MoS$_2$ channel at varying power inputs, shown as colored circles on the output characteristics. Interestingly, the obtained temperature maps are uniform despite small bilayer (2L) islands present in the material grown by chemical vapor deposition which are visible in the topography map in Fig. 9(c). The uniform heating implies that such 2D semiconductors are less sensitive to inhomogeneity than expected, which is a result of the conduction band energy difference between 1L and 2L being small, of the order $\sim 50$ meV. In addition, the differential Raman measurement reveals TBR $\approx 70$ m$^2$ K/GW (or thermal boundary conductance, TBC $\approx 14$ MW m$^{-2}$ K$^{-1}$) at the MoS$_2$-SiO$_2$ interface. This TBR is equivalent to a Kapitza length $L_K \sim 100$ nm SiO$_2$, and it is relatively large compared to most known solid-solid interfaces. These results suggest that the thermal interfaces of 2D semiconductors will ultimately limit their energy dissipation. Such 2D
electronics can nonetheless benefit from better heat sinking substrates, while poor thermal substrates like flexible plastics could severely limit their performance. We also note that partial device cooling could be obtained from capping layers with higher thermal conductivity (e.g., h-BN) in short-channel devices (<100 nm) where partial heat sinking can occur directly to the contacts.  

D. 2D Cu diffusion barriers for ultra-scaled interconnect technology

Typical IC chips consist of both transistors and interconnects. The former is referred to as the front-end-of-line (FEOL), whereas the latter is known as the back-end-of-line (BEOL). While significant efforts have been made to improve the performance and to reduce the size of transistors, interconnects are often the performance bottleneck as their resistive-capacitive (RC) delay starts to dominate the total delay of the entire chip, causing any FEOL advancements to be reduced by the BEOL. Copper (Cu) has been used as the interconnect material because of its superior conductivity. However, Cu also has a high atomic diffusivity, which leads to reliability challenges as interconnects are reduced in size. On one hand, when Cu atoms or ions diffuse through the dielectric used to isolate interconnects, different interconnects will be shorted, leading to chip failure. On the other hand, if Cu diffuses into transistors it can introduce deep-level traps and affect their performance. Conventional materials, such as Ta/TaN and TiN, have been used as barriers surrounding Cu interconnects, to block the outdiffusion of Cu atoms. Because barrier materials are more resistive than Cu, as the dimensions of interconnect are reduced, the thicknesses of diffusion barriers should also be reduced to ensure overall low resistivity of the entire wire (Cu and barrier). However, these conventional barrier materials can no longer block Cu diffusion when their thicknesses are aggressively scaled, as shown in the left part of Fig. 9(a). The International Technology Roadmap for Semiconductors (ITRS) suggests that the thickness requirement of the diffusion barrier would be 1 nm by the year 2021.

2D materials can naturally satisfy the sub-1 nm requirement due to their ultra-thin body thicknesses. In addition, graphene was found to enhance the electrical and thermal conductivity of Cu nanowires. Therefore, it is essential to investigate 2D materials’ ability to block Cu diffusion and determine whether they can be used as diffusion barrier alternatives. One of the common approaches to evaluate diffusion barriers is time-dependent dielectric breakdown (TDDB) measurement. In the TDDB measurement setup, shown in the right-hand side of Fig. 9(a), a positive constant voltage is applied on the Cu electrode of a capacitor structure, while the Si substrate is grounded. In this way, a constant electric field is created across the dielectric layer, which can drive Cu ions into the dielectric beneath the Cu electrode. The presence of Cu atoms or ions in the dielectric can lead to an early device breakdown due to the formation of a conductive path and/or the assistance in Poole-Frenkel tunneling.

The 2D material for evaluation was prepared on the top of the dielectric, followed by the deposition of Cu electrodes. If the 2D material can successfully mitigate Cu diffusion, the device breakdown time will be extended. Figure 10(b) shows a representative device comparison with and without three-to-four-layer (3-4L, ~0.99-1.32 nm) hexagonal boron nitride (h-BN). The h-BN film was grown by CVD on Cu foils and then transferred onto a SiO$_2$/Si substrate. It is clear that the device breakdown time is much longer with the presence of the h-BN. In addition, MoS$_2$ was also evaluated. The predominantly 1L MoS$_2$ film (~0.615 nm thick) was directly grown on a SiO$_2$ substrate by CVD at 850 °C. Time-to-breakdown ($t_{BD}$) of multiple devices was recorded and used to plot the statistics in Figs. 10(c) and 10(d). At a certain electric field, the device with the shortest/longest $t_{BD}$ was assigned to have the lowest/highest value of the cumulative probability, and median-time-to-failure (TTF$_{50%}$) can be extracted as an indication of the extent of Cu ion diffusion. This TDDB plot provides a statistical evaluation of the dielectric quality that is affected by Cu ion diffusion. As can be observed, $t_{BD}$ of devices with h-BN and MoS$_2$ barriers increases in general. Furthermore, TDDB measurements at various electric fields were conducted. After acquiring TTF$_{50%}$ at various fields, the lifetime under normal operating conditions (much lower electric fields) can be extrapolated using various models, such as E-model, 1/E-model, and sqrt-E-model. Figures 10(e) and 10(f) show the lifetime prediction of devices with h-BN and MoS$_2$, compared to their control samples. From the E-model, the lifetime of devices with 3-4L h-BN and 1L MoS$_2$ at 0.5 MV/cm is $7.5 \times 10^6$ s and
3.7 × 10^8 s, respectively (~2 × 10^5 s for devices without barriers). Detailed discussions can be found in Refs. 162 and 163.

VI. CONCLUSION AND PERSPECTIVE

This article highlights a number of studies on 2D materials that include synthesis, defect engineering, physical properties, and electronic applications. It provides insight into the current directions of 2D materials research and discusses areas which require further investigation.

The field of 2D materials remains a rapidly evolving and fruitful area of research. With tremendous progress in the application of 2D materials, fundamental scientific research is still needed, particularly in relation to materials growth and defect characterization, as well as fundamental physical phenomena of 2D materials. Beyond these areas, progress has been made in 2D materials for many valuable electronic applications including flexible electronics and diffusion barriers. Furthermore, continued device-motivated studies serve to further understand functional device requirements such as those related to power dissipation. Over a decade after its inception, this exciting area of research continues to advance, with studies constantly pushing the boundaries of the field—from the realization of new 2D materials to their exotic properties and increasingly many applications. There are many open-ended questions in this field, stemming from two major aspects—industry and academia. The industrial aspect of 2D materials is focused on standardization of these materials in order to be able to benchmark them as has been done for other commercially available materials. There is a lot of development taking place with university-industry partnerships with the focus of establishing techniques for large scale growth of 2D materials and quality assessment. From an academic standpoint, there is emerging interest in biomedical applications of TMDs including biosensing, bioimaging, and therapy. Recent advancements in material synthesis and encapsulations have also created unprecedented opportunities to explore superconductivity and magnetism at the 2D limit. These open-ended questions will lead to fruitful research in fundamental properties and practical applications of 2D materials in the future.
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