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Abstract

We study a lattice point-counting problem for spheres arising from the Heisenberg groups. In particular, we prove an upper bound on the number of points on and near large dilates of the unit spheres generated by the anisotropic norms \( \| (z, t) \|_\alpha = (|z|^\alpha + |t|^{\alpha/2})^{1/\alpha} \) for \( \alpha \geq 2 \). As a first step, we reduce our counting problem to one of bounding an energy integral. The primary new challenges that arise are the presence of vanishing curvature and nonisotropic dilations. In the process, we establish bounds on the Fourier transform of the surface measures arising from these norms. Further, we utilize the techniques developed here to estimate the number of lattice points in the intersection of two such surfaces.
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1 Introduction

Estimating the number of integer lattice points that are in, on, and near convex surfaces is a classic subject in number theory, harmonic analysis, and related areas of mathematics. The Gauss circle problem is a time-honored example. It concerns approximating the number of integer lattice points in a large dilate of the unit disk in terms relative to the area of the disk:

\[
\# \left( \mathbb{Z}^2 \cap \{ x \in \mathbb{R}^2 : |x| \leq R \} \right) = \pi R^2 + E(R),
\]
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where \( \#(\cdot) \) denotes the size of a finite set. It is conjectured that the best bound for the error is \( |E(R)| \lesssim R^{1/2+\epsilon} \). In 2003, Huxley [18] utilized advanced exponential sum estimates to show that \( |E(R)| \lesssim R^{13/39} \). More recently, Bourgain and Watt improved this slightly to \( |E(R)| \lesssim R^{517/824} \) in [3], building on their work in [4].

The Gauss circle problem is directly tied to the number theoretic problem of counting the number of ways to represent an integer as a sum of two squares [5], which in turn has applications in cryptography [28].

The Gauss circle problem is also intimately connected to the Leibniz series ([16, pg. 39]), a connection which leads to the formula

\[
\frac{\pi}{4} = 1 - \frac{1}{3} + \frac{1}{5} - \frac{1}{7} + \frac{1}{9} + \cdots.
\]

Variants of the Gauss circle problem in which circles are replaced by more intricate surfaces have attracted attention over the years (see, for instance, [1, 7, 21, 26, 36]). Notably, Lettington studied the number of integer lattice points near smooth surfaces with non-vanishing curvature ([26]). He established that for \( d \geq 3, \delta > 0 \),

\[
\# \left( \{ k \in \mathbb{Z}^d : R \leq \|k\|_B \leq R + \delta \} \right) \leq C \max \{ R^{d-2+\frac{2}{\pi^2}}, R^{d-1} \delta \},
\]

where \( C > 0 \) is a universal constant and

\[
\|x\|_B = \inf \{ t > 0 : x \in tB \}.
\]

This result was previously known to hold when \( d = 2 \) (see the discussion in [26, Introduction]) and is known to be sharp (see the discussion in [19]). A simple Fourier analytic proof of Lettington’s result, as well as an extension to a variable coefficient setting, was provided by Iosevich and the second listed author in [19].

The work in [19], as well as Lettington’s original result, is contributions towards a conjecture of W. Schmidt [36]. This conjecture concerns the number of lattice points on a given surface with non-vanishing curvature, and states that if \( B \subset \mathbb{R}^d \), for \( d \geq 3 \), is a symmetric convex body with a smooth boundary that has non-vanishing Gaussian curvature, then for any \( \epsilon > 0 \),

\[
\# \left( \{ R \partial B \cap \mathbb{Z}^d \} \right) \leq C_\epsilon R^{d-2+\epsilon}.
\]

A more complex problem arises when we consider lattice point counting problems for surfaces with points of vanishing curvature. This includes error estimates in the case of super spheres [23, 24] and \( \ell^p \)-balls [33, 34], as well as more general surfaces of rotation [25, 30]. See also [31, 32] where the effect of points of vanishing curvature on the error term or “the lattice remainder term” is studied in much greater generality.

---

1 Here, \( x \lesssim y \) means that there exists some constant \( C \) such that \( x \leq Cy \), and \( x \sim y \) means that both \( x \lesssim y \) and \( y \lesssim x \).
An example more specific to this paper arises from the family of Heisenberg norm balls, defined by

$$B_R^\alpha := \{ (z, t) \in \mathbb{R}^{2d} \times \mathbb{R} : |z|^\alpha + |t|^{\alpha/2} \leq R^\alpha \}. \quad (1.3)$$

Depending on which value of $\alpha$ is considered, the surface of $B_R^\alpha$ has points with curvature vanishing to maximal order, meaning all principle curvatures vanish at that point; more details are presented in Sect. 3. The Heisenberg norm balls were considered by Garg, Nevo, and the second listed author in 2014 [12]. They investigated a variant of the Gauss circle problem replacing Euclidean balls by those in (1.3) and provided bounds on the error term, which they demonstrated were sharp when $\alpha = 2$ in all dimensions.

The sharpness for the first Heisenberg group when $\alpha = 4$ and $d = 1$ was later demonstrated by Gath [13], and improved estimates in the case that $\alpha = 4$ and $d \geq 3$ were obtained in [14].

### 1.1 Main Result

In this paper, we provide an upper bound on the number of lattice points near the surfaces of the Heisenberg norm balls. These surfaces present an interesting evolution in lattice point-counting problems due to their points of vanishing curvature. Before stating our main result, we give a brief overview of the Heisenberg group; we refer to [11, Chapter 1] or [38, Chapter 12] for a deeper treatment.

The **Heisenberg group** is defined to be

$$H_d = \mathbb{R}^{2d} \times \mathbb{R} = \{ (z, t) : z \in \mathbb{R}^{2d}, t \in \mathbb{R} \},$$

where multiplication is defined by

$$(x, y, t) \cdot (u, v, s) = (x + u, y + v, t + s - \frac{1}{2}(\langle x, v \rangle - \langle u, y \rangle)),$$

for $x, y, u, v \in \mathbb{R}^d$ and $s, t \in \mathbb{R}$, where $\langle x, y \rangle$ is the standard inner product on $\mathbb{R}^d$ for $d \geq 1$.

The **Heisenberg norm** is defined by the following family of gage functions on the Heisenberg group:

$$\| (z, t) \|_\alpha = \left( |z|^\alpha + |t|^{\alpha/2} \right)^{1/\alpha}, \quad (1.4)$$

for $\alpha \in \mathbb{N}$, and where $z \in \mathbb{R}^{2d}, t \in \mathbb{R}$ and $|\cdot|$ denotes the Euclidean norm. When $\alpha = 4$, this anisotropic norm is more commonly referred to as the Cygan [8, 9] and Korányi [22] norm.

A useful manipulation of elements of the Heisenberg group is the **Heisenberg dilation**, which is a class of functions indexed by $a \in \mathbb{R}^+$ and defined as $\varphi_a : (z, t) \mapsto (az, a^2t)$. These dilations describe an automorphism group of $H_d$ through which a notion of homogeneity on the group is understood.
We note that the Heisenberg groups are examples of non-abelian Lie groups, and as such play an active role in modern harmonic analysis. A number of recent results have appeared investigating mapping properties of maximal averaging operators associated with the Heisenberg groups. See, for instance, [35] and the references therein.

With these concepts in tow, we define the Heisenberg sphere (or Korányi sphere) of radius $R$ and index $\alpha$ by

$$\partial B_R^\alpha = \left\{ (z, t) \in \mathbb{R}^{2d} \times \mathbb{R} : \| (z, t) \|_\alpha = R \right\}. \quad (1.5)$$

A particularly interesting feature of these surfaces of revolution is that they have points of maximal vanishing curvature when $\alpha > 2$, meaning all $2d$ principle curvatures vanish at that point; this is discussed further in Sect. 3. Our main result on the number of lattice points on and near the Heisenberg spheres follows.

Theorem 1.1 Let $d \geq 1$ and $\alpha \geq 2$ be integers, and set $n = 2d + 1$.

Then

$$\# \left\{ m \in \mathbb{Z}^n : R - \delta \leq \| m \|_\alpha \leq R + \delta \right\} \lesssim \begin{cases} \max\{R^{n-(\alpha-1)/2}, R^n \delta\}, & \text{if } \alpha \geq 2(n-1), \\ \max\{R^{n-(2(n-3)/3)}, R^n \delta\}, & \text{if } 2 < \alpha < 2(n-1), \\ \max\{R^{n-(\alpha-2)/n}, R^n \delta\}, & \text{if } \alpha = 2, \end{cases} \quad (1.6)$$

for $0 \leq \delta < 1$ and $R > 1$. Here, the implicit constant depends on $\alpha$ and $d$; it is independent of $R$ and $\delta$.

In Sect. 5, we will see that Theorem 1.1 is sharp, meaning that the inequality in (1.6) can be reversed, for all $\alpha$ provided $\delta$ obeys a lower bound dependent on $\alpha$ and $n$.

We now proceed by giving some further context to Theorem 1.1 with some commentary and comparisons to known literature. We begin by observing a simple trivial bound.

1.1.1 Comparison of Theorem 1.1 to a Trivial Bound

For large values of $R$, the left-hand side of (1.6) is bounded trivially by

$$\left| B_{(R+2)}^\alpha - B_{(R-2)}^\alpha \right|,$$

where $\left| \cdot \right|$ is used to denote the Euclidean volume.

Recalling that the homogeneous dimension of $H_d$ is $2d + 2$, it follows that $|B_R^\alpha| = R^{2d+2} |B_1^\alpha|$.

In conclusion, the expression on the left-hand side of (1.6) is bounded trivially by a constant multiple of $R^{2d+1} = R^n$, and our bound is an improvement for all $\alpha$. 

 Springer
1.1.2 Comparison of Theorem 1.1 to Iosevich–Taylor’s [19, Theorem 1.3]

The first step in the proof of Theorem 1.1 consists of transforming our lattice point-counting problem into one of bounding an energy integral of a fractal-like set. This idea was introduced by Iosevich and Taylor in [19]. However, due to the nonisotropic scaling inherent to the geometry of the Heisenberg norms, the arising energy integral in our context is more complex than those handled in [19]. Consequently, a much more delicate analysis is required, as well as decay estimates on the Fourier transforms of the surface measures associated with the Heisenberg norms.

Although it is possible to expand the method in [19] to surfaces with vanishing curvature—as the first listed author does in her thesis [6, Proposition 1.3.5]—the Heisenberg spheres fall outside its scope. In more detail, Campolongo’s extension of [19, Theorem 1.3] does not apply to the Heisenberg spheres to prove Theorem 1.1. Indeed, in the language of [6, Proposition 1.3.5] or [19, Theorem 1.3], set \( \alpha_i = a \) for each \( i = 1, \ldots, (n-1) \) and \( \alpha_n = 2a \), where \( a = \frac{n}{(n+1)} \). Recalling the Heisenberg dilation defined above, observe

\[
\| \varphi_{qa}(z,t) \|_\alpha = \|(qa z_1, \ldots, qa z_{n-1}, q^{2a} t)\|_\alpha = qa \| (z,t) \|_\alpha.
\]

In order to apply this proposition, we must have \( 2a \leq \frac{n}{n-\gamma} \), where \( \gamma \) is the decay exponent on the Fourier side for the surface, we see it is necessary that \( n - \gamma \leq \frac{n-1}{2} \), which is equivalent to \( \frac{n-1}{2} \leq \gamma \). Since the Heisenberg spheres have points of vanishing curvature, such a lower bound on \( \gamma \) is not possible. In particular, we show in Proposition 2.4 that for any given \( \alpha \geq 3 \), the decay is \( \gamma = \min \left\{ \frac{n-1}{\alpha}, \frac{1}{2} \right\} < \frac{n-1}{2} \) for \( n \geq 3 \), and for \( \alpha = 2 \) that \( \gamma = \frac{n-2}{2} < \frac{n-1}{2} \), thus, excluding such an application.

1.1.3 Comparison of Theorem 1.1 to Garg–Nevo–Taylor’s [12]

As a final comment on Theorem 1.1, in Sect. 5.2, we consider an alternate way to bound the lattice point count based on the work of [12]. This alternate method provides an improved bound for small values of \( \delta > 0 \), and this result is stated in Proposition 5.2. Our proof of Theorem 1.1, on the other hand, offers a more direct approach in that it does not rely on the work in [12] and all oscillatory integrals are computed directly without the use of Bessel functions.

1.2 Intersections of Heisenberg Norm Balls

We finish this section by considering a lattice point count near the intersection of two Heisenberg spheres (1.5). For \( 0 < \| p \|_\alpha \leq CR \) fixed, we are interested in bounding

\[
\# \left\{ m \in \mathbb{Z}^n : \| m \|_\alpha - R \leq \delta \text{ and } \| m - p \|_\alpha - R \leq \delta \right\}.
\] (1.7)

For a typical \( p \), this will be the number of lattice points near the intersection of two Koryani spheres, and this intersection is maximized when \( p \) is near the origin. The following average bound follows as an immediate consequence of Theorem 1.1.
Corollary 1.2 (Intersecting Heisenberg Spheres) Let \( d \geq 1 \) and \( \alpha \geq 2 \) be integers, set \( n = 2d + 1 \), and let \( \| \cdot \|_\alpha \) be the Heisenberg norm defined in (1.4).

Then for \( R > 1 \) and \( 0 \leq \delta < 1 \),

\[
\# \{ (m, p) \in \mathbb{Z}^n \times \mathbb{Z}^n : \|m\|_\alpha - R \leq \delta \text{ and } \|m - p\|_\alpha - R \leq \delta \} \lesssim \max \{ R^2 \left( n - \frac{\gamma(\alpha)}{n - 1 - \gamma(\alpha)} \right), (R^n \delta)^2 \},
\]

where \( \gamma(\alpha) = \min \{ \frac{n - 1}{\alpha}, \frac{1}{2} \} \) when \( \alpha \geq 3 \), and \( \gamma(\alpha) = \frac{n - 2}{2} \) when \( \alpha = 2 \).

The proof is very short so we include it here.

**Proof of Corollary 1.2** Observe that

\[
\# \{ (m, p) \in \mathbb{Z}^n \times \mathbb{Z}^n : \|m\|_\alpha - R \leq \delta \text{ and } \|m - p\|_\alpha - R \leq \delta \} \quad (1.8)
\]

is simply

\[
\left( \# \{ m \in \mathbb{Z}^n : \|m\|_\alpha - R \leq \delta \} \right) \cdot \left( \# \{ p \in \mathbb{Z}^n : \|p\|_\alpha - R \leq \delta \} \right) \quad (1.9)
\]

From Theorem 1.1, we know that the size of each of these sets is simply bounded by

\[
\# \{ m \in \mathbb{Z}^n : R - \delta \leq \|m\|_\alpha \leq R + \delta \} \lesssim \max \{ R^{n - \frac{\gamma(\alpha)}{n - 1 - \gamma(\alpha)}}, (R^n \delta)^2 \}. \quad (1.10)
\]

Thus, (1.2) \( \lesssim \max \{ R^2 \left( n - \frac{\gamma(\alpha)}{n - 1 - \gamma(\alpha)} \right), (R^n \delta)^2 \}. \) \( \square \)

Note that a more general counting result is available here by repeating the proof of Corollary 1.2 with the Heisenberg ball replaced by a more general surface and a corresponding input estimate similar to the one from Theorem 1.1.

**Remark 1.3** While the proof of Corollary 1.2 is very short, it sets the stage for a deeper investigation of lattice points near the intersection of two more general surfaces. In light of recent developments on \( L^2 \) bounds on operators of the form \( \sigma \ast \mu \) (see [2, 20]), it would be interesting to study intersections of two surfaces in the nonisotropic setting investigated in [19].

### 1.3 Structure

Theorem 1.1 is proved in Sects. 2, 3 and 4. We first reduce the proof to two main components: (1) a decay estimate and (2) an energy estimate. These preliminary reductions are done in Sect. 2. The decay estimates, along with the necessary curvature computations, appear in Sect. 3. Section 4 is dedicated to bounding the energy integral. In Sect. 5, we demonstrate that Theorem 1.1 is sharp provided \( \delta \) is bounded below and give an improvement for smaller \( \delta \).
2 Method: From Lattice Points to Fractal Geometry

In this section, we use a series of lemmas to break down the proof of Theorem 1.1 and reduce matters to two key propositions. Throughout, \( n = 2d + 1 \), where \( d \geq 1 \) is an integer, and \( a > 0 \) is defined momentarily in (2.3).

As a technical point, in order to prove Theorem 1.1, we will first establish that

\[
q^{-n}\#(\{(n, m) \in \mathbb{Z}^n \times \mathbb{Z}^n : \|n\|_\alpha, \|m\|_\alpha \leq C q^a, |\|n - m\|_\alpha - q^a| \leq q^{a-\tau}\}) \lesssim q^{n-\tau}, \tag{2.1}
\]

for \( \tau \in \left(a, \frac{(n-1)a}{n-1-\gamma(\alpha)}\right) \), where \( \gamma(\alpha) \) is defined as in Theorem 1.1 (and derived in Proposition 2.4) below. Setting \( qa = R \) and \( q^{a-\tau} = \delta \), then substituting appropriate values of \( \tau \) yields the result; further details of this deduction are given in Sect. 2.3. Regarding the bounds on \( \tau \), the lower bound \( a < \tau \) results in the natural restriction that \( \delta < 1 \), and the upper bound on \( \tau \) is a requirement of our proof technique and will make an appearance in Sect. 4.

2.1 An Overview of the Proof of (2.1)

We first truncate and scale the lattice according to the geometry of the surfaces of the Heisenberg spheres defined in (1.5). Next, we define a measure \( \mu_q \) on the resulting scaled and thickened lattice (see Definition 2.1). Through a series of lemmas, we reduce the proof of (2.1) to that of establishing Proposition 2.4 (a decay estimate) and Proposition 2.5 (an energy bound).

2.2 Reduction of the Proof

We rely on the following construction, which is similar to that used in [19]. Recall \( n = 2d + 1 \) and consider the truncated set of lattice points:

\[
L_{n,q} := \{(b_1, \ldots, b_n) : b_i \in \{0, 1, \ldots, \lceil qa \rceil\}, i \neq n, \text{ and } b_n \in \{0, 1, \ldots, \lceil q^{2a} \rceil\}\}, \tag{2.2}
\]

where \( a \) is chosen so that the exponents sum to the dimension: \( a(n - 1) + 2a = n \); namely,

\[
a := \frac{n}{n + 1}. \tag{2.3}
\]

As thickening the surface to perform the lattice point count on the left-hand side of (2.1) is in some sense equivalent to first “thickening” the lattice, we consider the \( q^{a-\tau} \)-neighborhood of \( L_{n,q} \) for \( \tau \) in a range to be determined. As it will lend better to the geometry, we replace each ball of radius \( q^{a-\tau} \) by a box of side length \( q^{a-\tau} \) with the same center.
Scaling $L_{n,q}$ down into the unit box, we set

$$E_q := \bigcup_{(b_1, \ldots, b_n) \in L_{n,q}} \left\{ R_{\tau} + \left( \frac{b_1}{q^a}, \ldots, \frac{b_n}{q^a}, \frac{b_n}{q^{2a}} \right) \right\},$$

(2.4)

where $R_{\tau}$ denotes the $q^{-\tau} \times \cdots \times q^{-\tau}$ rectangular box centered at the origin in $\mathbb{R}^n$. Note $E_q$ is composed of approximately $q^n$ such rectangles (Fig. 1).

To avoid overlap among the rectangles, we require $\tau$ to satisfy

$$a := \frac{n}{n + 1} < \tau. \quad (2.5)$$

Denote the volume of $R_{\tau}$ by $V_R$ and observe that

$$V_R := vol(R_{\tau}) = (q^{-\tau})^{n-1} q^{a-\tau} = q^{-n\tau-a}. \quad (2.6)$$

We now define a probability measure, $\mu_q$, on $E_q$. While the definition of $\mu_q$ is quite technical looking, it is simply a normalized and smoothed version of the indicator function of the set $E_q$.

**Definition 2.1** (Probability measure on $E_q$) For $x \in \mathbb{Z}^{2d+1}$ and $\tau$ satisfying (2.5), we define $\mu_q$ by:

$$\mu_q(x) := \frac{1}{|E_q|} \sum_{b \in \mathbb{Z}^n} \left[ \prod_{i=1}^{2d} \psi_0 \left( \frac{b_i}{q^a} \right) \psi_0 \left( q^\tau \left( x_i - \frac{b_i}{q^a} \right) \right) \right] \psi_0 \left( \frac{b_n}{q^{2a}} \right) \psi_0 \left( q^{a+\tau} \left( x_n - \frac{b_n}{q^{2a}} \right) \right),$$

where $\psi_0$ is a bump function supported on the unit interval. For $A \subset E_q$, set $\int_A d\mu_q(x) = \int_A \mu_q(x)dx$. 

Fig. 1 Example of $L_{3,q}$ and the scaling to $E_q$
The following lemma transforms the lattice point-counting problem to one of bounding the \( \mu_q \times \mu_q \)-measure of pairs of points spaced approximately a distance 1 apart.

**Lemma 2.2** (Approximating points by measure)

\[
q^{-n}'\{ (n, m) \in \mathbb{Z}^n \times \mathbb{Z}^n : ||n||_\alpha, ||m||_\alpha \leq Cq^a, ||n - m||_\alpha - q^a | \leq q^{a - \tau} \}
\sim q^n \mu_q \times \mu_q \left( \{(x, y) \in E_q \times E_q : ||x - y||_\alpha - 1| \leq q^{-\tau} \} \right)
\]

(2.7)

**Proof** \( E_q \) is the support of \( \mu_q \), as described above. Let \( N_C(S, \rho) \) be the number of cubes of side-length \( \rho \) and \( N_R(S, \rho_1, \rho_2) \) be the number of \( \rho_1 \times \cdots \times \rho_1 \times \rho_2 \) rectangular boxes required to cover a set \( S \). Now, defining \( \tau_\alpha(q^a(x)) = (q^a x_1, \ldots, q^a x_2, q^{2a} x_n) \), we claim

\[
(q^{-n})^2 \{ (n, m) \in \mathbb{Z}^n \times \mathbb{Z}^n : ||n||_\alpha, ||m||_\alpha \leq Cq^a, ||n - m||_\alpha - q^a | \leq q^{a - \tau} \}
\sim (q^{-n})^2 N_C \left( \{ (u, v) \in \tau_\alpha(q^a(E_q)) \times \tau_\alpha(q^a(E_q)) : ||u - v||_\alpha - q^a | \leq q^{a - \tau}, q^{a - \tau} \} \right)
\]

(2.8)

Next, using elementary Fourier analysis, we have the following equivalence.

**Lemma 2.3** Let \( \sigma_\alpha \) denote the surface measure on the Heisenberg sphere defined in (1.5) with \( R = 1 \) (a formal discussion of surface measures is given below in Sect. 3.2). It follows that

\[
\mu_q \times \mu_q \left( \{(x, y) \in E_q \times E_q : ||x - y||_\alpha - 1| \leq q^{-\tau} \} \right) \lesssim q^{-\tau} \int |\hat{\mu}_q(\xi)|^2 |\hat{\sigma}_\alpha(\xi)| d\xi.
\]

(2.12)

**Proof** Let \( \epsilon = q^{-\tau} \). Then

\[
\mu_q \times \mu_q \left( \{(x, y) \in \mathbb{Z}^n \times \mathbb{Z}^n : 1 - \epsilon \leq ||x - y||_\alpha \leq 1 + \epsilon \} \right) \lesssim q^{-\tau} \int |\hat{\mu}_q(\xi)|^2 |\hat{\sigma}_\alpha(\xi)| d\xi.
\]

(2.13)

\[
\int \int_{||x - y||_\alpha - 1| < \epsilon} d\mu_q(x) d\mu_q(y)
\]

(2.14)

\[
\int \int \chi_{A_{1, \epsilon}}(x - y) d\mu_q(x) d\mu_q(y),
\]

(2.15)

where \( A_{1, \epsilon} := \{ z : ||z||_\alpha - 1| < \epsilon \} \).
A computation shows that \( \frac{1}{\varepsilon} \chi_{A_{1,\varepsilon}}(\cdot) \sim \sigma_{\alpha}\rho(\cdot) \), where \( \rho \) is a non-negative smooth bump function satisfying \( \text{spt}(\rho) \subseteq B_2(0) \) and \( \rho \equiv 1 \) on \( B_1(0) \), and \( \rho(\cdot) = \left( \frac{1}{\varepsilon} \right)^n \rho(\frac{x}{\varepsilon}) \).

Now, through this relation, we may rewrite (2.15) as approximately
\[
\varepsilon \iint \sigma_{\alpha}\rho(\varepsilon(x-y))d\mu_q(x)d\mu_q(y).
\]

Using Fourier inversion and Fubini, we have
\[
\varepsilon \iint \sigma_{\alpha}\rho(\varepsilon(x-y))d\mu_q(x)d\mu_q(y) = \varepsilon \iint \widehat{\sigma_{\alpha}}(\xi) e^{2\pi i \xi(x-y)}d\mu_q(x)d\mu_q(y)
\]
(2.16)
\[
= \varepsilon \int \widehat{\sigma_{\alpha}}(\xi) \widehat{\rho(\varepsilon \xi)} \widetilde{\mu_q}(\xi) d\xi.
\]
(2.17)
\[
= \varepsilon \int ||\widehat{\mu_q}(\xi)||^2 \widehat{\sigma_{\alpha}}(\xi) \widehat{\rho(\varepsilon \xi)} d\xi.
\]
(2.18)

Finally, taking absolute values, substituting \( \varepsilon = q^{-\tau} \) and observing \( ||\widehat{\rho(\varepsilon \xi)}|| \leq 1 \), (2.12) follows.

Next, we require an estimate on \( \widehat{\sigma_{\alpha}} \). Due to the presence of vanishing curvature, known oscillatory integral estimates are not sufficient for our purposes, and we will prove the following proposition. Curvature and its role in oscillatory integral estimates is the topic of Sect. 3.

**Proposition 2.4** (Decay estimate for Heisenberg surface measure) With \( \sigma_{\alpha} \) as in Lemma 2.3,
\[
||\widehat{\sigma_{\alpha}}(\xi)|| \lesssim (1 + ||\xi||)^{-\gamma(\alpha)},
\]
where \( \gamma(\alpha) = \min\{\frac{n-1}{\alpha}, \frac{1}{2}\} \) when \( \alpha \geq 3 \), and \( \gamma(\alpha) = \frac{n-2}{2} \) when \( \alpha = 2 \).

The proof of Proposition 2.4 is found in Sect. 3 along with a discussion on the points of vanishing curvature.

Next, substituting the estimate of Proposition 2.4 into (2.12), we see that
\[
q^n \mu_q \times \mu_q(\{(x, y) \in E_q \times E_q : ||x - y||_\alpha - 1 \leq q^{-\tau}\}) \\
\lesssim q^{n-\tau} \int ||\widehat{\mu_q}(\xi)||^2 ||\widehat{\sigma_{\alpha}}(\xi)|| d\xi \\
\lesssim q^{n-\tau} \int ||\widehat{\mu_q}(\xi)||^2 (1 + ||\xi||)^{-\gamma(\alpha)} d\xi,
\]
and using elementary properties of the Fourier transform,
\[
\int_{||\xi|| > 1} ||\widehat{\mu_q}(\xi)||^2 ||\xi||^{-\gamma(\alpha)} d\xi \sim \int ||x - y||^{-\gamma(\alpha) - n} d\mu_q(x)d\mu_q(y), \quad (2.19)
\]
which is the \((n - \gamma(\alpha))\)-energy of the function \(\mu_q\) (see [10] for a discussion of energy and potentials).

In conclusion, following the string of relations from Lemma 2.2 to (2.19), we have transformed our counting problem in (2.1) to one of bounding an energy integral. The following proposition gives a bound for the expression in (2.19) provided \(\tau\), the dilation exponent in the definition of \(\mu_q\) of Definition (2.1), is not too large.

**Proposition 2.5** (Energy integral bound) Let \(\mu_q\) as given in Definition 2.1 and recall \(a = \frac{n}{n + 1}\). If \(\alpha \geq 4d\) and \(\tau \in \left(a, \frac{\alpha a}{\alpha - 1}\right]\), then

\[
\int \int |x - y|^{n-1} d\mu_q(x) d\mu_q(y) \lesssim 1.
\]

More generally, if \(\alpha \geq 2\) and \(\tau \in \left(a, \frac{(n-1)a}{n - 1 - \gamma(\alpha)}\right]\), then

\[
\int \int |x - y|^{\gamma(\alpha)-n} d\mu_q(x) d\mu_q(y) \lesssim 1,
\]

where \(\gamma(\alpha) = \min\{\frac{n-1}{\alpha}, \frac{1}{2}\}\) when \(\alpha \geq 3\), and \(\gamma(\alpha) = \frac{n-2}{\alpha}\) when \(\alpha = 2\), as defined in Proposition 2.4.

Proposition 2.5 is proved in Sect. 4.

In summary, the proof of (2.1) is, thus, reduced to establishing Proposition 2.4 and Proposition 2.5, the proofs of which are given in Sects. 3 and 4 respectively. We end this section with a technical computation showing that Theorem 1.1 follows immediately from (2.1).

### 2.3 Deducing Theorem 1.1 from (2.1)

To obtain the inequality in Theorem 1.1 from that in (2.1), we consider two ranges for \(\delta \in [0, 1)\). Set \(\tau_0 = \frac{(n-1)a}{n - 1 - \gamma(\alpha)}\) for \(\alpha \geq 2\), where \(\gamma(\alpha)\) is defined in Proposition 2.4.

If \(\delta < q^{a-\tau_0}\), then applying (2.1) we deduce

\[
q^{-n}\#(\{(n, m) \in \mathbb{Z}^n \times \mathbb{Z}^n : \|n\|_{\alpha}, \|m\|_{\alpha} \leq Cq^a, \|n - m\|_{\alpha} - q^a \leq \delta\})
\leq q^{-n}\#(\{(n, m) \in \mathbb{Z}^n \times \mathbb{Z}^n : \|n\|_{\alpha}, \|m\|_{\alpha} \leq Cq^a, \|n - m\|_{\alpha} - q^a \leq q^{a-\tau_0}\})
\lesssim q^{n-\tau_0} = \max\{q^{n-\tau_0}, q^{n-a}\delta\}.
\]

If \(\delta \in [q^{a-\tau_0}, 1)\), write \(\delta = q^{a-\tau}\) for some \(\tau \in (a, \tau_0]\). Now,

\[
q^{-n}\#(\{(n, m) \in \mathbb{Z}^n \times \mathbb{Z}^n : \|n\|_{\alpha}, \|m\|_{\alpha} \leq Cq^a, \|n - m\|_{\alpha} - q^a \leq \delta\})
= q^{-n}\#(\{(n, m) \in \mathbb{Z}^n \times \mathbb{Z}^n : \|n\|_{\alpha}, \|m\|_{\alpha} \leq Cq^a, \|n - m\|_{\alpha} - q^a \leq q^{a-\tau}\})
\lesssim q^{n-\tau} = \max\{q^{n-\tau_0}, q^{n-\tau}\} = \max\{q^{n-\tau_0}, q^{n-a}\delta\}.
\]
From here, we observe that

$$\#(\{(n, m) \in \mathbb{Z}^n \times \mathbb{Z}^n : \|n\|_\alpha, \|m\|_\alpha \leq Cq^\alpha, \|n - m\|_\alpha - q^\alpha \leq \delta\})$$

$$\sim q^n \#(\{(0, m) \in \mathbb{Z}^n \times \mathbb{Z}^n : \|m\|_\alpha \leq Cq^\alpha, \|0 - m\|_\alpha - q^\alpha \leq \delta\})$$

$$= q^n \#(\{m \in \mathbb{Z}^n : q^\alpha - \delta \leq \|m\|_\alpha \leq q^\alpha + \delta\}),$$

(2.20)

since the Heisenberg norm is translation invariant.

Upon replacing $q$ with $R^{1/a}$, where $a = \frac{n}{n+1}$, we conclude that

$$\#(\{m \in \mathbb{Z}^n : R - \delta \leq \|m\|_\alpha \leq R + \delta\}) \lesssim \max\{R^n \gamma(\alpha)^{1/(\alpha n^{(\alpha - 1)} - 1)}, R^n \delta\},$$

(2.23)

and Theorem 1.1 follows immediately upon substituting the values of $\gamma(\alpha)$ obtained in Proposition 2.4.

3 Curvature and Decay

In this section we explore the curvature of the Heisenberg spheres and present the proof of Proposition 2.4.

3.1 Curvature

We begin with some useful definitions summarized from Shakarchi and Stein’s [37, Chapter 8]. Given a local defining function $\varphi : \mathbb{R}^{n-1} \to \mathbb{R}$, the **principal curvatures** are the eigenvalues of the Hessian matrix $\nabla^2 \varphi = \{\frac{\partial^2 \varphi}{\partial x_i \partial x_k}\}_{1 \leq i, k \leq n-1}$, and the **Gaussian curvature** is the product of the principal curvatures. The Heisenberg sphere is given by

$$\left((z_2^2 + \cdots + z_{2d}^2)^{\alpha/2} + |t|^\alpha\right)^{1/\alpha} = 1.$$

At the **equator**, that is the intersection of $\partial B^\alpha_1$ and the hyperplane $t = 0$, we use rotational symmetry to reduce matters to considering the curvature at the point $(1, 0, \ldots, 0)$ in $\mathbb{R}^{2d+1}$. In particular, we solve for $z_1$ in terms of $z_2, \ldots, z_{2d}$ and $t$:

$$z_1 = \left[(1 - |t|^\alpha\right)^{2/\alpha} - (z_2^2 + \cdots + z_{2d}^2)]^{1/2}.$$  

(3.1)

We then take derivatives with respect to $t$ and $z_k, k \neq 1$ and evaluate at $(0, \ldots, 0) \in \mathbb{R}^{2d}$. Note that while the derivative with respect to $t$ does not exist for $\alpha = 2$ and the second derivative with respect to $t$ does not exist when $\alpha = 3$, we can differentiate twice with respect to all other variables.

For $\alpha = 4$, the Hessian is a diagonal matrix with non-zero diagonal terms, and we conclude that the Gaussian curvature is non-zero. For $\alpha > 4$, the Hessian is also a
diagonal matrix, but the second derivative in $t$ vanishes, i.e., one principal curvature vanishes at each point of the equator. Similarly, when $\alpha = 2, 3$, there are $2d - 1 = n - 2$ non-vanishing curvatures. This can be seen by differentiating twice with respect to each variable in $\{z_2, \ldots, z_{2d}\}$ and arriving at a quantity that is not zero. More details these computations can be found in the thesis of the first listed author [6, Chapter 4].

At the poles, the intersection of the set $\partial B_1^\alpha$ with the $t$-axis, we solve for $t > 0$ in terms of $z \in \mathbb{R}^{2d}$:

$$t = \left(1 - (z_1^2 + \cdots + z_{2d}^2)^{\alpha/2}\right)^{2/\alpha}. \quad (3.2)$$

Note it suffices to consider the north pole, $(0, \ldots, 0, 1) \in \mathbb{R}^{2d+1}$, as the behavior at the south pole is equivalent by symmetry. By calculating the first and second derivatives in each $z_k$, it is evident that all the principal curvatures vanish for all $\alpha \geq 3$. The exception is $\alpha = 2$, where none of the principal curvatures vanish and the Gaussian curvature is non-vanishing.

In summary, the poorest behavior for $\alpha = 2$ occurs at each point of the equator where there are $n - 2$ non-vanishing curvatures, and the worst behavior for $\alpha \geq 3$ occurs at the poles where all principle curvatures vanish.

At such points of maximal vanishing curvature, there are no results of which we are aware that would apply to give an estimate for the decay of the Fourier transform of the surface measures. For this reason, a direct computation of the decay is necessary, the results of which are recorded in Proposition 2.4. On the other hand, in the instances when there is at least one non-vanishing curvature, we may rely on known results to establish the decay of the Fourier transform of the surface measure (see Theorem 3.1 and Corollary 3.2).

### 3.2 Surface Measure and Decay

Before moving on to the proof of Proposition 2.4, we introduce the definition of surface measure and its Fourier transform, and we discuss two well-known decay estimates. We denote by $d\sigma$ the induced Lebesgue measure on a hypersurface $M$, defined as follows: Given any continuous function $f$ on $M$ with compact support,

$$\int_M f \, d\sigma = \lim_{\delta \to 0} \frac{1}{2\delta} \int_{d(x, M) < \delta} F \, dx, \quad (3.3)$$

where $F$ is the extension of $f$ to a continuous function on a $\delta$-neighborhood of $M$.

The surface $M$ in $\mathbb{R}^n$ may be described locally up to a transformation as $\{(x', x_n) \in B : x_n = \varphi(x')\}$, where $B$ is a ball centered at the origin and $\varphi$ is a smooth function (for more details, see Chapter 7, Section 4 of [37]). Through this local description of $M$, we may rewrite (3.3) as

$$\int_{\mathbb{R}^{n-1}} f(x', \varphi(x'))(1 + |\nabla_{x'}\varphi|^2)^{1/2} \, dx'. \quad (3.4)$$
From this representation, if a measure \( d\nu \) is of the form \( d\nu = \psi d\sigma \), for some \( C^\infty \) function \( \psi \) with compact support, then \( d\nu \) is a **surface measure** on \( M \) with smooth density.

We define the Fourier transform of such a surface measure by

\[
\hat{\nu}(\xi) = \int_M e^{-2\pi i x \cdot \xi} d\nu(x), \tag{3.5}
\]

which is bounded on \( \mathbb{R}^n \) provided \( d\nu \) is a finite measure.

Hence, letting \( \tilde{\psi}(x') = \psi(x', \varphi(x')) \left(1 + |\nabla_{x'} \varphi|^2\right)^{\frac{1}{2}} \in C^\infty \) with compact support, we may rewrite (3.5) as

\[
\hat{\nu}(\xi) = \int_{\mathbb{R}^{n-1}} e^{-2\pi i (x', \varphi(x')) \cdot \xi} \tilde{\psi}(x') dx'. \tag{3.6}
\]

Note that \( spt(\tilde{\psi}) \subseteq spt(\psi) \).

The following theorem and corollary will be useful for computing the decay for non-polar points. Theorem 3.1 and Corollary 3.2, originally due to Hlawka [17] and Littman [27], respectively, are well-known and appear in [37].

**Theorem 3.1** (Decay estimate with non-vanishing Gaussian curvature) Let \( M \subseteq \mathbb{R}^n \) be a hypersurface with non-vanishing Gaussian curvature at all points \( z \in spt(\nu) \). Then

\[
|\hat{\nu}(\xi)| \lesssim |\xi|^{-\frac{n-1}{2}}.
\]

**Corollary 3.2** (Decay estimate when \( m \) principal curvatures do not vanish) Let \( M \subseteq \mathbb{R}^n \) be a hypersurface such that at any point \( z \in spt(\nu) \) at least \( m \) principal curvatures do not vanish. (This is equivalent to the statement that the Hessian of \( \Phi \) has rank \( m \).) Then

\[
|\hat{\nu}(\xi)| \lesssim |\xi|^{-\frac{m}{2}}.
\]

Referring to the curvature computations of Sect. 3.1, we apply Theorem 3.1 to estimate the decay at points with non-vanishing Gaussian curvature, and we apply Corollary 3.2 with \( m = n - 2 \) to estimate the decay at points with \( n - 2 \) non-vanishing principal curvatures. Once we establish decay estimates in both regions, we take the minimal decay to obtain a universal decay estimate for the surface.

At the poles, we recall that all the principal curvatures vanish for \( \alpha \geq 3 \), so neither Theorem 3.1 nor Corollary 3.2 are applicable. Instead, we must estimate the decay for these points using our Proposition 2.4. We start with the proof for \( n = 3 \) and \( \alpha = 4 \).
3.3 Proof of Proposition 2.4

Following the discussion above, when $\alpha = 2$, Corollary 3.2 is used to establish decay at points of the equator and Theorem 3.1 is used to establish decay at the poles as well as at all remaining points.

It remains to prove Proposition 2.4 at the poles for $\alpha \geq 3$. We focus on the north pole, $(0, 0, 1)$, as the estimate at the south pole follows through symmetry. In short, we use a Taylor expansion to reformulate the arising phase function. Next, a polar change of variables is used to exploit the radiality of the function $\varphi$, at which point it is a matter of applying foundational oscillatory integral techniques.

For simplicity of presentation, we begin with the proof when $\alpha = 4$ and then give the more general proof when $\alpha = 3$ or $\alpha \geq 4$. Note there is no inherent difference in the two proofs other than an extra level of generality.

3.4 Proof When $\alpha = 4$

Proof of Proposition 2.4 when $\alpha = 4$.

Given $n = 3$ and $\alpha = 4$, (3.2) becomes $t = \left(1 - (z_1^2 + z_2^2)\right)^{\frac{1}{2}}$. Set

$$\varphi(z_1, z_2) = \left(1 - (z_1^2 + z_2^2)\right)^{\frac{1}{2}},$$

and observe that $\varphi(0, 0) = 1$. Following the localized description of a hypersurface $M$ discussed above, we may describe the Heisenberg sphere near the north pole as $M = \{(z_1, z_2, t) \in \tilde{B} : t = \varphi(z_1, z_2)\}$. Let $\sigma_4$ denote the surface measure on $M$. Now, by (3.6),

$$\tilde{\sigma}_4(\xi) = \int_{\mathbb{R}^2} e^{-2\pi i (z_1, z_2, \varphi(z_1, z_2)) \cdot \xi} \tilde{\psi}(z_1, z_2) dz_1 dz_2,$$

where $\tilde{\psi}(z_1, z_2) = \psi(z', \varphi(z'))(1 + |\nabla_z \varphi|^2)^{\frac{1}{2}} \in C_c^\infty$ for a smooth cut-off function $\psi$ supported on the unit ball.

We proceed with the derivation of a Taylor approximation for $\varphi$ by considering $g(x) = \sqrt{x}$ and expanding around 1 using the first degree Taylor polynomial:

$$g(x) = 1 + \frac{1}{2}(x - 1) - \frac{1}{8c^2}(x - 1)^2$$

for some $c \in (x, 1)$.

Thus, we have

$$\varphi(z_1, z_2) = \varphi(1 - (z_1^2 + z_2^2))$$

$$= 1 + \frac{1}{2}(1 - (z_1^2 + z_2^2)^2 - 1) - \frac{1}{8c^2}(1 - (z_1^2 + z_2^2)^2 - 1)^2$$

$$= 1 - \frac{1}{2}(z_1^2 + z_2^2)^2 - \frac{1}{8c^2}(z_1^2 + z_2^2)^4.$$
Letting \( \xi = (\xi_1, \xi_2, \xi_3) = (\tilde{\xi}, \xi_3) \in \mathbb{R}^2 \times \mathbb{R} \) and inputting the expression for \( \phi \) from (3.8), (3.7) becomes

\[
\hat{\sigma}_4(\xi) = \int_{\mathbb{R}^2} e^{-2\pi i \left[ (z_1, z_2) \cdot \tilde{\xi} + \left( 1 - \frac{1}{2} (z_1^2 + z_2^2) - \frac{1}{8\sigma_3^2 z_1 (z_1^2 + z_2^2)^2} \right) \xi_3 \right]} \psi(z_1, z_2) dz_1 dz_2. \tag{3.9}
\]

We use rotational symmetry near the poles to simplify to the case \( \xi_2 = 0 \), so that \( |\tilde{\xi}| = |\xi_1| \) and

\[
\hat{\sigma}_4(\xi) = \hat{\sigma}_4(\xi_1, 0, \xi_3).
\]

We now split our argument between two regions: The first is the critical region where \( \xi \) may be normal to the pole, so \( |\xi_3| \geq |\xi_1| \), and the second is its complementary region, \( |\xi_3| < |\xi_1| \).

**The case when \(|\xi_3| \geq |\xi_1|\):** We first consider the region where \( |\xi_3| \geq |\xi_1| \). Now, (3.9) with \( \xi_2 = 0 \) becomes

\[
\int_{\mathbb{R}^2} e^{-2\pi i \xi_3 \left[ \xi_1 z_1 + 1 - \frac{1}{2} (z_1^2 + z_2^2) - \frac{1}{8\sigma_3^2 z_1 (z_1^2 + z_2^2)^2} \right]} \psi(z_1, z_2) dz_1 dz_2. \tag{3.10}
\]

Translating to polar coordinates and setting \( \phi(r, \theta) = r^{\xi_1} \cos \theta + 1 - \frac{1}{2} r^4 - \frac{1}{8\sigma_3^2} r^8 \), we see that bounding (3.10) is equivalent to bounding

\[
\int_0^1 \int_0^2 e^{-2\pi i \xi_3 \phi(r, \theta)} rdr d\theta, \tag{3.11}
\]

where we have used the compact support afforded by \( \psi \) to restrict \( r \) to the compact set \([0, 1]\), and we reduced the integration in \( \theta \) to \([0, \pi]\) using the periodicity of \( \cos \theta \). We only address the integral over \( \theta \in [0, \frac{\pi}{2}] \), as the integral over \( \theta \in [\frac{\pi}{2}, \pi] \) is handled using symmetry.

Fix \( \theta \in (0, \frac{\pi}{2}) \) and set

\[
\phi_0(r) = \phi(r, \theta) = r^{\xi_1} \cos \theta + 1 - \frac{1}{2} r^4 - \frac{1}{8\sigma_3^2} r^8,
\]

consequently, all derivatives will be taken with respect to \( r \).

Observe that the first and second derivatives of \( \phi_0 \) with respect to \( r \) are

\[
\phi'_0(r) = \frac{\xi_1}{\xi_3} \cos \theta - 2r^3 - \frac{1}{c^{3/2}} r^7 \quad \text{and} \quad \phi''_0(r) = -6r^2 - \frac{7}{c^{3/2}} r^6. \tag{3.12}
\]

Note that since \( \phi''_0(r) \leq 0 \), it follows that \( \phi'_0 \) is monotone decreasing. Since \( \theta \) is fixed in \((0, \frac{\pi}{2})\), \( \phi'_0(r) \) has at most one zero in \((0, 1)\), which we denote by \( r_0 \), satisfying

\[
2r_0^3 + \frac{1}{c^{3/2}} r_0^7 = \frac{\xi_1}{\xi_3} \cos \theta. \tag{3.13}
\]
We further note that if \( r_0 \in (0, 1) \), then \( \varphi'_\theta \) is positive in \((0, r_0)\) and negative in \((r_0, 1)\); else, \( \varphi'_\theta \) does not change sign in \((0, 1)\). Additionally, \( \frac{r}{\varphi'_\theta(r)} \) is monotone increasing.

We introduce an \( \epsilon \)-ball, \( B_\epsilon (r_0) \), about the point \( r_0 \), giving two cases to consider:

Case (A): \(|\xi_3|^{-\frac{1}{2}} > r_0\), where we let \( \epsilon = |\xi_3|^{-\frac{1}{2}} \), and

Case (B): \(|\xi_3|^{-\frac{1}{2}} \leq r_0\) where we have \( \epsilon = \frac{1}{r_0} \cdot |\xi_3|^{-\frac{1}{2}} \).

Before we bound the expression in (3.11) in each of these cases, we give some preliminaries important to both. Away from \( B_\epsilon (r_0) \), we utilize the following observation:

\[
e^{-2\pi i \xi_3 \varphi'(r)} = \frac{i}{2\pi \xi_3 \varphi'(r)} \frac{d}{dr} \left( e^{-2\pi i \xi_3 \varphi'(r)} \right).
\] (3.14)

It follows that, for any \( a < b \) such that \(|\varphi'(r)| \geq c' > 0\) on \([a, b]\),

\[
\left| \int_a^b e^{-2\pi i \xi_3 \varphi'(r)} r dr \right| = \frac{1}{2\pi |\xi_3|} \left| \int_a^b \frac{d}{dr} \left( e^{-2\pi i \xi_3 \varphi'(r)} \right) \frac{r}{\varphi'(r)} dr \right|
\]

\[
= \frac{1}{2\pi |\xi_3|} \left| \frac{r e^{-2\pi i \xi_3 \varphi'(r)}}{\varphi'(r)} \right| \left|_a^b - \int_a^b e^{-2\pi i \xi_3 \varphi'(r)} \frac{d}{dr} \left( \frac{r}{\varphi'(r)} \right) dr \right|
\]

\[
\leq \frac{1}{2\pi |\xi_3|} \left[ \left| \frac{r}{\varphi'(r)} \right|_a^b + \int_a^b e^{-2\pi i \xi_3 \varphi'(r)} \frac{d}{dr} \left( \frac{r}{\varphi'(r)} \right) dr \right].
\] (3.15)

Furthermore, since \( \varphi'_\theta \) is monotone and \( \frac{d}{dr} \left( \frac{r}{\varphi'_\theta(r)} \right) \) is non-zero on \((a, b)\), the second expression in (3.15) is:

\[
\left| \int_a^b e^{-2\pi i \xi_3 \varphi'(r)} \frac{d}{dr} \left( \frac{r}{\varphi'_\theta(r)} \right) dr \right| \leq \int_a^b \left| \frac{d}{dr} \left( \frac{r}{\varphi'_\theta(r)} \right) \right| dr = \int_a^b \frac{d}{dr} \left( \frac{r}{\varphi'_\theta(r)} \right) dr,
\]

which is the same as the first expression.

Combining the above, we conclude that

\[
\left| \int_a^b e^{-2\pi i \xi_3 \varphi'(r)} r dr \right| \leq \frac{1}{\pi |\xi_3|} \left( \left| \frac{r}{\varphi'_\theta(r)} \right|_a^b \right).
\] (3.16)

This implies that a lower bound on \(|\varphi'\theta(r)|\) is essential. Observe that

\[
|\varphi'_\theta(r_0 \pm \epsilon)| = |\varphi'_\theta(r_0 \pm \epsilon) - \varphi'_\theta(r_0)|
\]

\[
= \left\| \frac{\xi_1}{\xi_3} \cos \theta - 2(r_0 \pm \epsilon)^3 - c^{-\frac{3}{2}}(r_0 \pm \epsilon)^7 - \frac{\xi_1}{\xi_3} \cos \theta + 2r_0^3 + c^{-\frac{3}{2}}r_0^7 \right\|
\]

\[
= \left\|-2(r_0 \pm \epsilon)^3 - c^{-\frac{3}{2}}(r_0 \pm \epsilon)^7 + 2r_0^3 + c^{-\frac{3}{2}}r_0^7 \right\|
\]
\[ r \geq \left\{ \begin{array}{ll}
\epsilon^3, & \text{if } r_0 < \epsilon \\
\frac{r_0^2}{\epsilon}, & \text{if } r_0 > \epsilon.
\end{array} \right. \quad (3.17) \]

We now proceed to bound the inner integral of (3.11), beginning with Case (A).

Case (A): \( |\xi_3|^{-\frac{1}{4}} > r_0 \). Let \( \epsilon = |\xi_3|^{-1/4} \), then

\[
\left| \int_0^1 e^{-2\pi i \xi_3 \varphi_0(r)} r dr \right| \leq \left| \int_0^\epsilon e^{-2\pi i \xi_3 \varphi_0(r)} r dr \right| + \left| \int_\epsilon^1 e^{-2\pi i \xi_3 \varphi_0(r)} r dr \right|,
\]

and the first integral is simply bounded by \( \epsilon^2 = |\xi_3|^{-\frac{1}{2}} \).

For the second, we use (3.16) with \( a = \epsilon \) and \( b = 1 \) to bound

\[
\left| \int_\epsilon^1 e^{-2\pi i \xi_3 \varphi_0(r)} r dr \right| \leq \frac{1}{\pi |\xi_3|} \left( \left| \frac{r}{\varphi'_0(r)} \right|^{1/\epsilon} \right).
\]

Furthermore, (3.17) implies that

\[
\left| \frac{r}{\varphi'_0(r)} \right|^{1/\epsilon} \lesssim \frac{1}{\epsilon^2}.
\]

Hence, for Case (A), we have:

\[
\left| \int_0^1 e^{-2\pi i \xi_3 \varphi_0(r)} r dr \right| \lesssim |\xi_3|^{-\frac{1}{2}} + \frac{1}{\epsilon^2 |\xi_3|} \sim |\xi_3|^{-\frac{1}{2}}. \quad (3.18)
\]

Case (B): \( |\xi_3|^{-\frac{1}{4}} \leq r_0 \). Let \( \epsilon = \frac{1}{r_0} |\xi_3|^{-\frac{1}{2}} \), then

\[
\left| \int_0^1 e^{-2\pi i \xi_3 \varphi_0(r)} r dr \right| \leq \frac{1}{\pi |\xi_3|} \left( \left| \frac{r}{\varphi'_0(r)} \right|^{r_0-\epsilon} \right),
\]

and the second integral is simply bounded by \( r_0 \epsilon = |\xi_3|^{-1/2} \), since \( r_0 \geq \epsilon \).

Applying (3.16) with \( a = 0 \) and \( b = r_0 - \epsilon \), it follows that

\[
\left| \int_0^{r_0-\epsilon} e^{-2\pi i \xi_3 \varphi_0(r)} r dr \right| \leq \frac{1}{\pi |\xi_3|} \left( \left| \frac{r}{\varphi'_0(r)} \right|^{r_0-\epsilon} \right).
\]

Since \( |\varphi'_0(r_0-\epsilon)| \gtrsim r_0^2 \epsilon \) by (3.17), substituting \( \epsilon = \frac{1}{r_0} |\xi_3|^{-\frac{1}{2}} \), it follows that this is further bounded above by

\[
\frac{1}{|\xi_3| r_0 \epsilon} \lesssim \frac{r_0 |\xi_3|^{1/2}}{|\xi_3| r_0} = |\xi_3|^{-1/2}.
\]

\( ^3 \) In the boundary case, where \( r_0 = \epsilon \), the first integral is simply zero and the second becomes an integral to \( 2 \epsilon \), which produces no substantive change.
The bound on the third integral is the same and its proof proceeds similarly. Therefore, in both Cases (A) and (B),

\[
\left| \int_0^1 e^{-2\pi i \xi_3 \psi_0(r)} r dr \right| \lesssim |\xi_3|^{-1/2}.
\] (3.19)

Integrating (3.19) in \( \theta \), it follows that

\[
|\hat{\sigma}_4(\xi)| \sim \left| \int_0^{\pi/2} \int_0^1 e^{-2\pi i \xi_3 \psi_0(r)} r dr d\theta \right|
\lesssim \int_0^{\pi/2} \frac{1}{|\xi_3|^{1/2}} d\theta
= \frac{\pi}{2|\xi_3|^{1/2}}.
\]

Recalling that \( |\xi_3| \geq |\xi_1| \), we conclude that

\[
|\hat{\sigma}_4(\xi)| \lesssim |\xi|^{-1}. \tag{3.20}
\]

The case when \( |\xi_3| < |\xi_1| \): Now, in the region where \(|\xi_1| > |\xi_3|\), it follows from (3.9) that

\[
\hat{\sigma}_4(\xi) = \int_{\mathbb{R}^2} e^{-2\pi i \xi_1 \left[ z_1 + \frac{\xi_3}{\xi_1} (1 - \frac{1}{2} \frac{r^4}{\xi_1^2} - \frac{1}{8c^3/2} r^8) \right]} \tilde{\psi}(z_1, z_2) dz_1 dz_2. \tag{3.21}
\]

Translating this into polar coordinates and using the compact support afforded by \( \psi \) to restrict \( r \) to the compact set \([0, 1]\), we set

\[
\varphi(r, \theta) = r \cos \theta + \frac{\xi_3}{\xi_1} (1 - \frac{1}{2} r^4 - \frac{1}{8c^3/2} r^8).
\]

In this way, bounding (3.21) is equivalent to bounding

\[
\int_0^1 \int_0^{\pi/2} e^{-2\pi i \xi_1 \varphi(r, \theta)} r d\theta dr \tag{3.22}
\]

Fixing \( r \) in \([0, 1]\), we denote

\[
\varphi_r(\theta) = \varphi(r, \theta) = r \cos \theta + \frac{\xi_3}{\xi_1} (1 - \frac{1}{2} r^4 - \frac{1}{8c^3/2} r^8).
\]

Now observe that the derivative of \( \varphi_r \) with respect to \( \theta \) is

\[
\varphi_r'(\theta) = -r \sin \theta,
\]

\( \odot \) Springer
which has a single zero at \( \theta = 0 \).

Let \( B_\epsilon \) denote the interval \((0, \epsilon)\). Then the inner integral in (3.22) becomes

\[
\left| \int_0^{\pi/2} e^{-2\pi i \xi_1 \varphi_r(\theta)} d\theta \right| = \left| \int_{B_\epsilon} e^{-2\pi i \xi_1 \varphi_r(\theta)} r d\theta + \int_\epsilon^{\pi/2} e^{-2\pi i \xi_1 \varphi_r(\theta)} r d\theta \right| \\
\leq \int_{B_\epsilon} r d\theta + \left| \int_\epsilon^{\pi/2} e^{-2\pi i \xi_1 \varphi_r(\theta)} r d\theta \right|.
\]

The first integral is simply a constant times \( \epsilon \). For the second, utilize the van der Corput Lemma, which appears in most texts on the topic of stationary phase, such as [38, Chapter 8] and [29, Chapter 14].

Lemma 3.3 (van der Corput) Given \( \phi : [a, b] \to \mathbb{R} \) smooth such that for all \( x \in (a, b) \), \( |\phi^{(k)}(x)| \geq s > 0 \), then

\[
\left| \int_a^b e^{i \xi \phi(x)} dx \right| \leq c_k |s \xi|^{-\frac{1}{k}},
\]

if \( \phi' \) is monotone or \( k \geq 2 \).

This lemma is generally written with \( |\phi^{(k)}(x)| \geq 1 \), but we will use this more general formulation.

Now, observe that \( \varphi'_r(\theta) = -r \sin \theta \) is monotone and \( |\varphi'_r(\theta)| \geq \frac{1}{2} r \epsilon > 0 \) on \([\epsilon, \pi/2]\) since \( r > 0 \). Thus, applying van der Corput (Lemma 3.3) to the second integral,

\[
\left| \int_\epsilon^{\pi/2} e^{-2\pi i \xi_1 \varphi_r(\theta)} r d\theta \right| = r \left| \int_\epsilon^{\pi/2} e^{-2\pi i \xi_1 \varphi_r(\theta)} d\theta \right| \\
\leq r |r \epsilon \xi_1|^{-1} \\
= \frac{1}{|\epsilon \xi_1|}.
\]

Hence, when \( |\xi_1| > |\xi_3| \), we have

\[
\left| \int_0^{\pi} e^{-2\pi i \xi_1 \varphi_r(\theta)} r d\theta \right| \lesssim \epsilon + \frac{1}{|\xi_1|} \cdot \frac{1}{\epsilon} = \frac{1}{|\xi_1|^2},
\]

choosing \( \epsilon = |\xi_1|^{-\frac{1}{2}} \). Integrating in \( r \) over \([0, 1]\) does not change this estimate and completes the bound for (3.22). This concludes the proof when \( \alpha = 4 \).

\[\square\]

3.5 Proof When \( \alpha = 3 \) or \( \alpha > 4 \)

We now proceed with the proof for a general \( \alpha = 3 \) or \( \alpha > 4 \) in 3 dimensions.

Proof of Proposition 2.4 when \( n = 3 \) and \( \alpha = 3 \) or \( \alpha > 4 \)

We again focus on the north pole, \((0, 0, 1)\), and (3.2) becomes \( t = (1-(z_1^2+z_2^2)^{\alpha/2})^{2/\alpha} \).
Set \( \varphi(z_1, z_2) = \left(1 - \left(z_1^2 + z_2^2\right)^{\alpha/2}\right)^{2/\alpha} \) and observe that we again have \( \varphi(0, 0) = 1 \).

Proceeding as in the case where \( \alpha = 4 \), we use (3.6) to formulate the Fourier transform of the surface measure as

\[
\tilde{\sigma}_\alpha(\xi) = \int_{\mathbb{R}^2} e^{-2\pi i \xi \cdot (z_1, z_2, \varphi(z_1, z_2))} \tilde{\psi}(z_1, z_2) dz_1 dz_2,
\]

(3.23)

where \( \tilde{\psi}(z_1, z_2) = \psi(z', \varphi(z')) \left(1 + \left|\nabla_{z'} \varphi\right|^2\right)^\frac{1}{4} \in C^\infty \) and \( \psi(z_1, z_2) \) is again a smooth bump function supported on the unit ball.

Now, we estimate \( \varphi \) by its Taylor expansion about 1.

Let \( g(x) = x^{2/\alpha} \). Then the first order Taylor expansion of \( g(x) \) about 1 is

\[
g(x) = 1 + \frac{2}{\alpha} (x - 1) - \frac{c_\alpha (\alpha - 2)}{\alpha^2} (x - 1)^2
\]

where \( c_\alpha = c \alpha^{2-\alpha} \) for some \( c \in (x, 1) \). Recognizing that \( \varphi(z_1, z_2) = g(1 - (z_1^2 + z_2^2)^{\alpha/2}) \), we have

\[
\varphi(z_1, z_2) = 1 + \frac{2}{\alpha} (1 - (z_1^2 + z_2^2)^{\alpha/2} - 1) - \frac{c_\alpha (\alpha - 2)}{\alpha^2} (1 - (z_1^2 + z_2^2)^{\alpha/2} - 1)^2 \\
= 1 - \frac{2}{\alpha} \left( z_1^2 + z_2^2 \right)^{\alpha/2} - \frac{c_\alpha (\alpha - 2)}{\alpha^2} \left( z_1^2 + z_2^2 \right)^\alpha.
\]

(3.24)

Proceeding as in the \( \alpha = 4 \) case, we rewrite the phase function in (3.23) using (3.24), so that letting \( \xi = (\xi_1, \xi_2, \xi_3) \in \mathbb{R}^2 \times \mathbb{R} \) gives

\[
\tilde{\sigma}_\alpha(\xi) = \int_{\mathbb{R}^2} e^{-2\pi i \left[ (z_1, z_2) \cdot \xi + \left(1 - \frac{2}{\alpha} (z_1^2 + z_2^2)^{\alpha/2} - \frac{c_\alpha (\alpha - 2)}{\alpha^2} (z_1^2 + z_2^2)^\alpha \right) \xi_3 \right]} \tilde{\psi}(z_1, z_2) dz_1 dz_2.
\]

As before, we simplify to the case \( \xi_2 = 0 \) via rotational symmetry, so that \( \left|\xi_1\right| = \left|\xi_1\right| \) and

\[
\tilde{\sigma}_\alpha(\xi) = \tilde{\sigma}_\alpha(\xi_1, 0, \xi_3).
\]

**The case when \( |\xi_3| \geq |\xi_1| \)**: Considering first the region where \( |\xi_3| \geq |\xi_1| \), we have:

\[
\tilde{\sigma}_\alpha(\xi) = \int_{\mathbb{R}^2} e^{-2\pi i \xi_3 \frac{\xi_1}{\xi_3} z_1 + 1 - \frac{2}{\alpha} \left( z_1^2 + z_2^2 \right)^{\alpha/2} - \frac{c_\alpha (\alpha - 2)}{\alpha^2} \left( z_1^2 + z_2^2 \right)^\alpha} \tilde{\psi}(z_1, z_2) dz_1 dz_2.
\]

(3.25)

Translating into polar coordinates, set

\[
\varphi(r, \theta) = \frac{r}{\xi_3} \cos \theta + 1 - \frac{2}{\alpha} r^\alpha - \frac{c_\alpha (\alpha - 2)}{\alpha^2} r^{2\alpha},
\]

(3.26)

and restrict \( r \) to the compact set \([0, 1]\) using the compact support afforded by \( \psi \). Then we may again reduce the integration in \( \theta \) to \([0, \pi]\) using the periodicity of \( \cos \theta \), so
that to bound (3.25) it suffices to bound

$$\int_0^{\pi/2} \int_0^1 e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \, d\theta,$$

(3.27)
since the integral over \(\theta \in [\pi/2, \pi]\) is handled via symmetry.

Fixing \(\theta\) in \((0, \pi/2)\), we denote the phase function by

$$\varphi_\theta(r) = \varphi(r, \theta) = r \frac{\xi_1}{\xi_3} \cos \theta + 1 - \frac{2}{\alpha} r^{\alpha - 1} - \frac{c_\alpha (\alpha - 2)}{\alpha^2} r^{2\alpha},$$

consequently, all derivatives will be taken with respect to \(r\).

Now observe that the first and second derivatives of \(\varphi_\theta\) with respect to \(r\) are

$$\varphi'_\theta(r) = \frac{\xi_1}{\xi_3} \cos \theta - 2r^{\alpha - 1} - \frac{2c_\alpha (\alpha - 2)}{\alpha} r^{2\alpha - 1}$$

(3.28)
and

$$\varphi''_\theta(r) = -2(\alpha - 1)r^{\alpha - 2} - \frac{2c_\alpha (\alpha - 2)(2\alpha - 1)}{\alpha} r^{2\alpha - 2}. \quad (3.29)$$

We further note that since \(\varphi''_\theta(r) < 0\) for all \(r \in (0, 1)\), it follows that \(\frac{r}{\varphi'_\theta(r)}\) is monotone increasing. Since \(\theta\) is fixed in \((0, \pi/2)\), \(\varphi'_\theta\) has at most one zero at the point \(r_0 \in (0, 1)\) where

$$2r_0^{\alpha - 1} + \frac{2c_\alpha (\alpha - 2)}{\alpha} r_0^{2\alpha - 1} = \frac{\xi_1}{\xi_3} \cos \theta.$$

Observe that \(\varphi'_\theta\) is, therefore, positive on \((0, r_0)\) and negative on \((r_0, 1)\).

We introduce an \(\epsilon\)-ball, \(B_\epsilon(r_0)\), about the point \(r_0\), giving two cases to consider:

Case (A): \(|\xi_3|^{-1/\alpha} > r_0\), where we set \(\epsilon = |\xi_3|^{-1/\alpha}\), and

Case (B): \(|\xi_3|^{-1/\alpha} \leq r_0\) where we set \(\epsilon = r_0^{1-\alpha/2} \cdot |\xi_3|^{-1/2}\).

We follow the same approach as in the case of \(\alpha = 4\) to bound (3.27), first observing that since \(r \leq 1\),

$$|\varphi'_\theta(r_0 \pm \epsilon)|$$

$$= |\varphi'_\theta(r_0) - \varphi'_\theta(r_0)|$$

$$= \left| \frac{\xi_1}{\xi_3} \cos \theta - 2(r_0 \pm \epsilon)^{\alpha - 1} - \frac{2c_\alpha (\alpha - 2)}{\alpha} (r_0 \pm \epsilon)^{2\alpha - 1} - \frac{\xi_1}{\xi_3} \cos \theta + 2r_0^{\alpha - 1} + \frac{2c_\alpha (\alpha - 2)}{\alpha} r_0^{2\alpha - 1} \right|$$

$$= \left| -2(\alpha - 1)r_0^{\alpha - 2}(\pm \epsilon) - \sum_{k=2}^{\alpha - 1} \binom{\alpha - 1}{k} r_0^{\alpha - 1 - k} (\pm \epsilon)^k - \sum_{k=1}^{2\alpha - 1} \binom{2\alpha - 1}{k} r_0^{2\alpha - 1 - k} (\pm \epsilon)^k \right|$$

$$\gtrsim \begin{cases} 
\epsilon^{\alpha - 1}, & \text{if } r_0 < \epsilon \\
\epsilon^{\alpha - 2}, & \text{if } r_0 > \epsilon.
\end{cases}$$

(3.30)
We begin with the bound of the inner integral of (3.27) in the case that \( r_0 \leq |\xi_3|^{-\frac{1}{\alpha}} \):

**Case (A):** \( |\xi_3|^{-\frac{1}{\alpha}} > r_0 \). Let \( \epsilon = |\xi_3|^{-\frac{1}{\alpha}} \), then we have

\[
\left| \int_0^1 e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right| \leq \left| \int_0^\epsilon e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right| + \left| \int_\epsilon^1 e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right|,
\]

where the first integral is simply bounded by \( \epsilon^2 = |\xi_3|^{-\frac{2}{\alpha}} \).

For the second, we use (3.16) as before with \( a = \epsilon \) and \( b = 1 \), since \( \frac{d}{dr} \left( \frac{r}{\varphi_0(r)} \right) \) does not change sign on \((\epsilon, 1)\). This gives

\[
\left| \int_\epsilon^1 e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right| \leq \frac{1}{\pi |\xi_3|} \left[ \frac{r}{|\varphi_0'(r)|} \right]^1_\epsilon \left| - \frac{1}{\epsilon^{a-2}}. \right.
\]

Furthermore, since \( \frac{r}{\varphi_0'(r)} \) is increasing on \((\epsilon, 1)\), (3.30) implies that

\[
\left| \frac{r}{\varphi_0'(r)} \right|^1_\epsilon \leq \frac{1}{\epsilon^{a-2}}.
\]

Hence, for Case (A), replacing \( \epsilon = |\xi_3|^{-\frac{1}{\alpha}} \), we have:

\[
\left| \int_0^1 e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right| \leq \frac{1}{|\xi_3|} \cdot e^{-\left(\alpha - 2\right)} = \frac{1}{|\xi_3|} \cdot |\xi_3|^{-\frac{2}{\alpha}} = |\xi_3|^{-\frac{2}{\alpha}}. \tag{3.31}
\]

**Case (B):** \( |\xi_3|^{-\frac{1}{\alpha}} \leq r_0 \). Let \( \epsilon = r_0 \frac{1-\frac{a}{2}}{|\xi_3|^{-\frac{1}{\alpha}}} \), then we have \( \left| \int_0^1 e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right| \) bounded by

\[
\left| \int_0^{r_0-\epsilon} e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right| + \left| \int_{r_0-\epsilon}^{r_0+\epsilon} e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right| + \left| \int_{r_0+\epsilon}^1 e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right|,
\]

where the second integral is simply bounded by \( r_0 \epsilon = |\xi_3|^{-\frac{1}{\alpha}} \frac{2-\frac{a}{2}}{r_0^2} \), since \( r_0 \geq \epsilon \). This is further bounded by \( |\xi_3|^{-\frac{2}{\alpha}} \) when \( \alpha > 4 \), since \( \frac{1}{r_0} \leq |\xi_3|^{-\frac{1}{\alpha}} \), and by \( |\xi_3|^{-\frac{1}{2}} \) when \( \alpha = 3 \), since \( r_0 \leq 1 \).

For the first integral, recalling from our preliminaries that \( \frac{d}{dr} \left( \frac{r}{\varphi_0'(r)} \right) \) does not change sign on \((0, r_0 - \epsilon)\), we know from (3.16) that, for \( a = 0 \) and \( b = r_0 - \epsilon \),

\[
\left| \int_0^{r_0-\epsilon} e^{-2\pi i \xi_3 \varphi_0(r)} r \, dr \right| \leq \frac{1}{\pi |\xi_3|} \left[ \frac{r}{|\varphi_0'(r)|} \right]_0^{r_0-\epsilon} \left| - \frac{1}{r_0-\epsilon}. \right.
\]

\(^{4}\) In the boundary case, where \( r_0 = |\xi_3|^{-\frac{1}{\alpha}} \), so \( r_0 = \epsilon \), the first integral is simply zero and the second becomes an integral to \( 2\epsilon \), which produces no substantive change.
Note that we again have $\frac{d}{dr}(r_0 - \epsilon) \gtrsim r_0^{a-2} \epsilon$ by (3.30). Substituting $\epsilon = r_0^{1-\frac{2}{a}} |\xi_3|^{-\frac{1}{2}}$, it follows that this is further bounded above by a constant multiple of

$$\frac{1}{|\xi_3|^a r_0^{a-3} \epsilon} = |\xi_3|^{-\frac{1}{2}} r_0^{-\frac{a-4}{2}} \lesssim |\xi_3|^{-\frac{2}{a}}, \quad (3.33)$$

when $\alpha > 4$, since $\frac{1}{r_0} \leq |\xi_3|^\frac{1}{2}$, and by $|\xi_3|^{-\frac{1}{2}}$ when $\alpha = 3$.

The process to bound the third integral is similar and yields the same bound.

Therefore, combining Case (A) and Case (B), we have

$$\left| \int_0^1 e^{-2\pi i \xi_3 \psi(r)} r dr \right| \lesssim |\xi_3|^{-\frac{2}{a}} \text{ if } \alpha > 4, \quad (3.34)$$

$$\text{and}$$

$$\left| \int_0^1 e^{-2\pi i \xi_3 \psi(r)} r dr \right| \lesssim |\xi_3|^{-\frac{1}{2}} \text{ if } \alpha = 3, \quad (3.35)$$

where we have used the fact that $\frac{1}{2} < \frac{2}{3} = \frac{2}{\alpha}$ when $\alpha = 3$.

Integrating (3.34) and (3.35) in $\theta$, it follows that

$$|\widehat{\sigma}_\alpha(\xi)| = 2 \int_0^\pi \int_0^1 e^{-2\pi i \xi_3 \psi(r)} r dr d\theta \lesssim \begin{cases} |\xi_3|^{-2/\alpha} \text{ if } \alpha > 4 \\ |\xi_3|^{-1/2} \text{ if } \alpha = 3. \end{cases}$$

As we are in the case when $|\xi_3| \geq |\xi_1|$, we conclude that

$$|\widehat{\sigma}_\alpha(\xi)| \lesssim \begin{cases} |\xi_1|^{-2/\alpha} \text{ if } \alpha > 4 \\ |\xi_1|^{-1/2} \text{ if } \alpha = 3. \end{cases}$$

The case when $|\xi_3| < |\xi_1|$: In the region where $|\xi_1| > |\xi_3|$, we have

$$\widehat{\sigma}_\alpha(\xi) = \int_{\mathbb{R}^2} e^{-2\pi i \xi_1} \left[ \frac{c_\alpha}{\xi_1} \left( 1 - \frac{3}{\alpha} (\xi_1^2 + \xi_2^2) \right) - \frac{c_\alpha (\alpha - 2)}{\alpha^2} (\xi_1^2 + \xi_2^2) \right] \tilde{\psi}(z_1, z_2) dz_1 dz_2. \quad (3.36)$$

We translate this into polar coordinates, with phase function $\psi(r, \theta) = r \cos \theta + \frac{\xi_3}{\xi_1} (1 - \frac{2}{a} r^\alpha - \frac{c_\alpha (\alpha - 2)}{\alpha^2} r^{2\alpha})$, and apply Fubini’s Theorem so that (3.36) is

$$\int_{S^1} \int_0^1 e^{-2\pi i \xi_1 \psi(r, \theta)} r dr d\theta = \int_0^1 \int_{S^1} e^{-2\pi i \xi_1 \psi(r, \theta)} r dr d\theta.$$

Note that, as before, we have used the compact support afforded by $\psi$ to restrict $r$ to the compact set $[0, 1]$.\[ Springer \]
Fix $r \in (0, 1]$ and observe that the derivative with respect to $\theta$ of $\varphi$ is $-r \sin \theta$, as in the $\alpha = 4$ case. Following the argument immediately under (3.22), we conclude that when $|\xi_1| > |\xi_3|$, we have

$$|\hat{\sigma}_\alpha(\xi)| \lesssim |\xi|^{-\frac{1}{2}},$$

when $\alpha = 3$ or $\alpha > 4$.

Therefore, combining the cases when $|_{,3}| \geq |_{,1}|$ and $|_{,3}| < |_{,1}|$, we conclude

$$|\hat{\sigma}_\alpha(\xi)| \lesssim \begin{cases} |\xi|^{-\frac{2}{\alpha}}, & \text{if } \alpha > 4 \\ |\xi|^{-\frac{1}{2}}, & \text{if } \alpha = 3. \end{cases}$$

\[\square\]

4 Energy Estimate

In this section, we give the proof of Proposition 2.5. In particular, we establish that given $\alpha \geq 2$, $\tau \in \left( a, \frac{(n-1)a}{n-1-\gamma(\alpha)} \right]$ and $t = n - \gamma(\alpha)$, then

$$\int \int |x-y|^{-t} d\mu_q(x)d\mu_q(y) \lesssim 1,$$  \hspace{1cm} (4.1)

where $\gamma(\alpha) = \min\left\{ \frac{n-1}{\alpha}, \frac{1}{2} \right\}$ when $\alpha \geq 3$, and $\gamma(\alpha) = \frac{n-2}{2}$ when $\alpha = 2$, as defined in Proposition 2.4.

We present only the proof of Proposition 2.5 when $n = 3$, and refer to the thesis of the first listed author, [6], for the details of the proof when $n > 3$. The reasoning for this is that the proof for $n > 3$ is rather lengthy and simply recycles the ideas presented here in the $n = 3$ case. For computational purposes, it will be convenient to note that when $n = 3$,

$$2 < t < 3$$  \hspace{1cm} (4.2)

for all $\alpha \geq 2$. Inspecting the argument below shows that a lower bound on $t$ is not necessary to proving (4.1), but we use the observation that $t > 2$ strictly for simplification. Furthermore, with $\tau$ and $t$ as above, when $n = 3$,

$$\tau \leq \frac{(n-1)a}{n-1-\gamma(\alpha)} = \frac{2a}{t-1}.$$  \hspace{1cm} (4.3)

4.1 Preliminaries and Strategy for the Proof of the Energy Estimate

We use the definition of $\mu_q$ from Definition 2.1 to expand out the energy integral on the left-hand side of (4.1).
First, we briefly recall the set-up from Sect. 2.2 in the case \( n = 3 \). \( R_\tau \) denotes the \( q^{-\tau} \times q^{-\tau} \times q^{-a-\tau} \) rectangular box centered at the origin. The set \( E_q \), defined in (2.4), is a subset of the unit cube made up of \( q^3 \) shifted copies of the rectangle \( R_\tau \). For \( b \in \mathbb{R}^3 \), let
\[
R_b = R_\tau + \left( \frac{b_1}{q^a}, \frac{b_2}{q^a}, \frac{b_3}{q^{2a}} \right),
\]
so that \( \left( \frac{b_1}{q^a}, \frac{b_2}{q^a}, \frac{b_3}{q^{2a}} \right) \) is the center of this shifted rectangle. \( V_R \) denotes the volume of such a rectangle so that \( V_R = q^{-a-3\tau} \). \( N_R = q^3 \) denotes the number rectangles making up \( E_q \). Furthermore, \( |E_q| = N_R \cdot V_R \), where \( |E_q| \) denotes the volume of \( E_q \).

Recall, \( L_{3,q} \) denotes the truncated lattice:
\[
L_{3,q} = \{ b = (b_1, b_2, b_3) \in \mathbb{Z}^3 : 0 < b_1 \leq q^a, \ 0 < b_2 \leq q^a, \ 0 < b_3 \leq q^{2a} \},
\]
and observe, since \( a = \frac{3}{4} \), that \( |L_{3,q}| = q^3 = N_R \). With this notation, we have
\[
E_q = \bigcup_{b \in L_{3,q}} \left\{ R_\tau + \left( \frac{b_1}{q^a}, \frac{b_2}{q^a}, \frac{b_3}{q^{2a}} \right) \right\} = \bigcup_{b \in L_{3,q}} R_b.
\]
The left-hand side of (4.1) is now equivalent to
\[
\int \int |x - y|^{-t} d\mu_q(x) d\mu_q(y) \sim \left( \frac{1}{|E_q|} \right)^2 \sum_{b,b' \in L_{a,q}} \int_{R_b} \int_{R_{b'}} |x - y|^{-t} dy dx
\]
\[
= \left( \frac{1}{|E_q|} \right) \sum_{b \in L_{a,q}} \int_{R_b} \left( \sum_{b' \in L_{a,q}} J(b, b') \right) dx \tag{4.4}
\]
where \( b = (b_1, b_2, b_3), b' = (b'_1, b'_2, b'_3) \), and
\[
J(b, b') = \left( \frac{1}{|E_q|} \right) \int_{R_{b'}} |x - y|^{-t} dy, \tag{4.5}
\]
where \( x \in R_b \). Matters are now reduced to showing that for each \( b \in L_{a,q} \),
\[
\sum_{b' \in L_{a,q}} J(b, b') \lesssim 1, \tag{4.6}
\]
when \( \tau \in \left( a, \frac{2a}{t-1} \right] \). Indeed, upon establishing (4.6), the expression in (4.4) is bounded by a constant multiple of
\[
\left( \frac{1}{|E_q|} \right) \sum_{b \in L_{a,q}} \int_{R_b} dx = \left( \frac{1}{|E_q|} \right) \sum_{b \in L_{a,q}} V_R = \left( \frac{1}{|E_q|} \right) N_R \cdot V_R = 1,
\]
and Proposition 2.5 will be proved.
In order to establish (4.6) for an arbitrary choice of \( b = (b_1, b_2, b_3) \in L_{a,q} \), we fix \( b \) and break the sum in \( b' \) into finitely many pieces. First, we separate out the term with \( b' = b \):

\[
\sum_{b' \in L_{a,q}} J(b, b') = J(b, b) + \sum_{b' \in L_{a,q}, b' \neq b} J(b, b'),
\]

and show that it is bounded.

Next, the sum over \( b' \neq b \) is further divided into finitely many pieces depending on the proximity of the rectangles \( R_b \) and \( R_{b'} \). Each of these sums is bounded in a separate argument. We present the various bounds in order of increasing level of complexity.

In Sect. 4.2, we bound \( J(b, b) \) using a dyadic shell argument that considers the intersection of the shells with the rectangle. In Sects. 4.3 through 4.5, we address the sum over \( b' \neq b \).

Specifically, in Sect. 4.3, we address the sums where either \( b'_1 \neq b_1 \) or \( b'_2 \neq b_2 \). In these cases, we say that the rectangles \( R_b \) and \( R_{b'} \) are “sufficiently separated”. Our arguments depend on (4.14) below and the fact that the arithmetic mean dominates the geometric mean.

In Sects. 4.4 and 4.5, we consider the cases when \( b'_3 \neq b_3 \) but one or both of the other \( b'_i = b_i \). Here, we say that the two distinct rectangles are within “close proximity,” and the arithmetic-geometric mean inequality does not suffice. In Sect. 4.4, a brute-force case analysis is conducted based on dominant terms when one \( b'_i = b_i \). In Sect. 4.5, a more delicate analysis based on further decomposition of rectangles is required when both \( b'_i = b_i \).

### 4.2 Case \( b' = b \) in 3 Dimensions: Dyadic Shells

When \( b' = b \),

\[
J(b, b') = J(b, b) = \left( \frac{1}{|E_q|} \right) \int_{R_b} |x - y|^{-\tau} dy. \tag{4.7}
\]

We partition the rectangle \( R_b \) into its intersection with dyadic shells of the form \( S_j = \{ y \in \mathbb{R}^3 : 2^{-(j+1)} \leq |x - y| \leq 2^{-j} \} \) for \( j \in \mathbb{N} \). Note, we need only consider \( j \geq \log_2 q^{\tau} \), as otherwise the shell and the rectangle have empty intersection, and so

\[
\int_{R_b} |x - y|^{-\tau} dy = \sum_{j \geq \log_2 q^{\tau}} \int_{S_j \cap R_b} |x - y|^{-\tau} dy. \tag{4.8}
\]

As \( j \) ranges, depending on whether \( S_j \) is completely contained in the rectangle \( R_b \) or not, we have two regions over the sum in \( j \) to consider: (A) \( 0 \leq r = 2^{-j} \leq q^{-a-\tau} \) or (B) \( q^{-a-\tau} \leq r = 2^{-j} \leq q^{-\tau} \). (See Figure 2)

In the first case, \( j > \log_2 q^{a+\tau} \) and the shell \( S_j \subseteq R_b \). In the latter case, \( \log_2 q^\tau \leq j \leq \log_2 q^{a+\tau} \), and \( S_j \cap R_b \neq \emptyset \), but the shell is no longer completely contained in

\( \square \) Springer
Fig. 2 Example of $S_j$ contained in $R_b$ and exceeding $R_b$

$R_b$. Accordingly, we further divide the integral in (4.8) as follows:

$$\left( \sum_{j=\log_2 q^{a+\tau}}^{\infty} \int_{S_j \cap R_b} |x-y|^{-t} \, dy \right) + \left( \sum_{j=\log_2 q^{a+\tau}}^{\log_2 q^{a+\tau}} \int_{S_j \cap R_b} |x-y|^{-t} \, dy \right) = I_A(b) + I_B(b).$$

We will consider the sums in $I_A(b)$ and $I_B(b)$ separately.

**Bounding $I_A$:** When $j > \log_2 q^{a+\tau}$, the shell is completely contained in the rectangle so that $S_j \cap R_b = S_j$. Since $|x-y|^{-t} \sim 2^j t$ on $S_j$ and $|S_j| \sim 2^{-3j}$, we have

$$I_A(b) \sim \sum_{j=\log_2 q^{a+\tau}}^{\infty} 2^j |S_j| \sim \sum_{j=\log_2 q^{a+\tau}}^{\infty} 2^j 2^{-3j}. \quad (4.9)$$

Since $t < 3$, (4.9) is equivalent to

$$\sum_{j=\log_2 q^{a+\tau}}^{\infty} 2^{-j(3-t)} \sim (q^{a+\tau})^{-(3-t)}.$$

**Bounding $I_B$:** When $\log_2 q^{r} \leq j \leq \log_2 q^{a+\tau}$, the shell containing $S_j$ exceeds $R_b$ in the vertical direction. For such $j$, the intersection $S_j \cap R_b$ is contained in a cylinder of height $q^{-a-\tau}$ and radius $2^{-j}$, so that $|S_j \cap R_b| \lesssim 2^{-2j} q^{-a-\tau}$. Thus, since $|x-y|^{-t} \sim 2^j t$ on $S_j$,

$$I_B(b) \sim \sum_{j=\log_2 q^{a+\tau}}^{\log_2 q^{a+\tau}} 2^{jt} |S_j \cap R_b| \lesssim \sum_{j=\log_2 q^{a+\tau}}^{\log_2 q^{a+\tau}} 2^{jt} 2^{-2j} q^{-a-\tau}. \quad (4.10)$$
Recalling $t > 2$, (4.10) is equal up to a constant to
\begin{equation}
\log_2 q^{a+\tau} \sum_{j=\log_2 q^\tau} 2^{j(t-2)} q^{-(a+\tau)} \sim (q^{a+\tau})^{t-2} q^{-(a+\tau)}. \tag{4.11}
\end{equation}

Bounding $I_A + I_B$: It now follows that
\begin{equation}
I_A(b) + I_B(b) \lesssim (qa^{a+\tau})^{t-3}. \tag{4.12}
\end{equation}

Substituting the bound in (4.12) into $J(b, b')$ in (4.7) and recalling that $|E_q| = N_R \cdot V_R$, $V_R = q^{-a-3\tau}$, $N_R = q^3$, and $a = \frac{3}{4}$, we see that $J(b, b)$ is bounded by a constant multiple of 1 provided that $3t + 4\tau t \leq 18$, which is guaranteed since $2 < t < 3$ from (4.2) and $\tau \leq \frac{2a}{t+\tau}$ from (4.3).

Thus, we have verified (4.6) when $b' = b$.

### 4.3 Sufficiently Separated Rectangles in 3 Dimensions

In this section we address the cases where

1. $b'_3 = b_3$, $b'_i \neq b_i$ for exactly one $i \in \{1, 2\}$ (see Sect. 4.3.1),
2. $b'_3 = b_3$, and $b'_i \neq b_i$ for both $i \in \{1, 2\}$ (see Sect. 4.3.2),
3. the case where $b'_i \neq b_i$ for all $i \in \{1, 2, 3\}$ (see Sect. 4.3.3).

Throughout the remainder of this proof, for $x \in R_b$ and $y \in R_{b'}$, we use the observation that
\begin{equation}
|x - y| \sim |x_1 - y_1| + |x_2 - y_2| + |x_3 - y_3| \tag{4.13}
\end{equation}
\begin{equation}
\sim \left| \frac{b_1}{q^a} - \frac{b'_1}{q^a} \right| + \left| \frac{b_2}{q^a} - \frac{b'_2}{q^a} \right| + \left| \frac{b_3}{q^a} - \frac{b'_3}{q^a} \right|. \tag{4.14}
\end{equation}

#### 4.3.1 Assume $b'_3 = b_3$, But $b'_i \neq b_i$ for $i = 1$ or 2

Without loss of generality, assume $b'_1 \neq b_1$, but $b'_2 = b_2$. Here,

\[J(b, b') = \left( \frac{1}{|E_q|} \right) \sum_{b'_i=1 \atop b'_i \neq b_1}^{q^a} \int_{R_{b'}} |x - y|^{-t} dy.\]

We estimate $|x - y|^{-t}$ by $(\frac{|b_1 - b'_1|}{q^a})^{-t}$ so that
\begin{equation}
J(b, b') \sim \frac{q^{at}}{|E_q|} \sum_{b'_i=1 \atop b'_i \neq b_1}^{q^a} \int_{R_{b'}} |b_1 - b'_i|^{-t} dy. \tag{4.15}
\end{equation}
Observe that the integral in $y$ simply yields a factor of $V_R$. Applying the integral test and recalling that $2.5 \leq t < 3$, this expression is bounded by a constant multiple of

$$\frac{q^a V_R}{|E_q|} = \frac{q^a}{N_R} = q^{a-3},$$

which is bounded by 1 since $a = \frac{3}{4} < 1$ and $t < 3$.

### 4.3.2 Assume $b'_1 \neq b_1$, $b'_2 \neq b_2$, and $b'_3 = b_3$

Here,

$$J(b, b') = \left( \frac{1}{|E_q|} \right) \sum_{b'_1=1}^{q^a} \sum_{b'_2=1}^{q^a} \int_{R_{b'}} |x - y|^{-t} dy.$$

Similar to the previous case, we estimate $|x - y|$ using (4.14). However, unlike the previous case, we now must sum in $b'_2$ and a tighter estimate will be needed to assure the sums converge. Since, by assumption, $b'_3 = b_3$, we estimate

$$|x - y| \geq |x_1 - y_1| + |x_2 - y_2| \sim \left| \frac{b_1}{q^a} - \frac{b'_1}{q^a} \right| + \left| \frac{b_2}{q^a} - \frac{b'_2}{q^a} \right|.$$

Thus, using the fact that the arithmetic mean dominates the geometric mean, we bound $|x - y|^{-t}$ by

$$2^{-t} |x_1 - y_1|^{-\frac{t}{2}} |x_2 - y_2|^{-\frac{t}{2}} \sim \left( \frac{|b_1 - b'_1|}{q^a} \right)^{-\frac{t}{2}} \left( \frac{|b_2 - b'_2|}{q^a} \right)^{-\frac{t}{2}}.$$

Hence, the expression $J(b, b')$ is bounded by

$$J(b, b') \lesssim \left( \frac{q^a V_R}{|E_q|} \right) \sum_{b'_1=1}^{q^a} \sum_{b'_2=1}^{q^a} \left| b_1 - b'_1 \right|^{-\frac{t}{2}} \left| b_2 - b'_2 \right|^{-\frac{t}{2}}$$

$$= \left( \frac{q^a}{N_R} \right) \left[ \sum_{b'_1=1}^{q^a} \sum_{b'_1 \neq b_1} \left| b_1 - b'_1 \right|^{-\frac{t}{2}} \right]^2.$$

Since $t > 2$, an application of the integral test yields the same bound as above,

$$\left( \frac{q^a}{N_R} \right) = q^{a-3}.$$
which is bounded by 1 since $2 < t < 3$ and $a = \frac{3}{4}$.

**Note 4.1** Note that the seemingly similar case when $b_3' \neq b_3$ and $b_i' \neq b_i$ for precisely one $i \in \{1, 2\}$ cannot be handled using an argument similar to the one above in Sect. 4.3.2. An alternative argument using dominant terms will be given to handle this case in Sect. 4.4.

### 4.3.3 Assume $b_3' \neq b_3$ and Both of the Other $b_i' \neq b_i$

Here,

$$ J(b, b') = \left( \frac{1}{|E_q|} \right) \sum_{b_1' = 1}^{q^a} \sum_{b_2' = 1}^{q^a} \sum_{b_3' = 1}^{q^2a} \int_{R_{b'}} |x - y|^{-t} dy. $$

This case is handled analogously to the previous, except that we have a lengthier sum. We will again make use of the fact that the arithmetic mean dominates the geometric mean:

$$ |x - y| \sim |x_1 - y_1| + |x_2 - y_2| + |x_3 - y_3| \geq 3|x_1 - y_1|^\frac{1}{3} |x_2 - y_2|^\frac{1}{3} |x_3 - y_3|^\frac{1}{3} $$

where $x_i \sim \frac{b_i}{q^a}$ for $i = 1, 2$, $x_3 \sim \frac{b_3}{q^a}$ and $y_i \sim \frac{b_i'}{q^a}$ for $i = 1, 2$, $y_3 \sim \frac{b_3'}{q^a}$. It follows that

$$ |x - y|^{-t} \lesssim \left( \frac{|b_1 - b_1'|}{q^a} \right)^{-\frac{t}{3}} \left( \frac{|b_2 - b_2'|}{q^a} \right)^{-\frac{t}{3}} \left( \frac{|b_3 - b_3'|}{q^2a} \right)^{-\frac{t}{3}}, $$

and we can bound the integral $J(b, b')$ by

$$ J(b, b') \lesssim \left( \frac{q^a}{|E_q|} \right)^{\frac{4t}{3}} \sum_{b_1' = 1}^{q^a} \sum_{b_2' = 1}^{q^a} \sum_{b_3' = 1}^{q^2a} \int_{R_{b'}} |b_1 - b_1'|^{-\frac{t}{3}} |b_2 - b_2'|^{-\frac{t}{3}} |b_3 - b_3'|^{-\frac{t}{3}} $$

$$ = \left( \frac{q^a}{N_R} \right)^{\frac{4t}{3}} \left[ \sum_{b_1' = 1}^{q^a} |b_1 - b_1'|^{-\frac{1}{3}} \right]^2 \left[ \sum_{b_3' = 1}^{q^2a} |b_3 - b_3'|^{-\frac{1}{3}} \right]. $$

Since $t < 3$, using the integral test, this is bounded by

$$ J(b, b') \lesssim \left( \frac{q^a}{N_R} \right)^{\frac{4t}{3}} \left( q^{a(1-\frac{1}{3})} \right)^2 \left( q^{2a(1-\frac{1}{3})} \right). $$

Replacing $N_R = q^3$ and $a = \frac{3}{4}$, this expression is identically equal to 1.
4.4 “Numerous Rectangles” in 3 Dimensions

In this section, we handle the case when \( b'_3 \neq b_3 \) and exactly one of the other \( b'_i \neq b_i \) for \( i \neq 3 \). Upon inspection, it becomes clear that this case cannot be handled using the fact that the arithmetic mean dominates the geometric mean. Instead, an argument using dominant terms is given.

We give the proof for \( b'_1 \neq b_1 \) and \( b'_2 = b_2 \), as both cases are symmetric. Here,

\[
J(b, b') = \left( \frac{1}{|E_q|} \right) \sum_{b'_i = 1}^{q^a} \sum_{b'_3 = 1}^{q^a} \int_{R_{b'}} |x - y|^{-t} dy.
\]

For \( x \in R_b \) and \( y \in R_{b'} \), we estimate \( x_1 \sim \frac{b'_1}{q^a} \), \( x_2 \sim \frac{b_2}{q^a} \), and \( x_3 \sim \frac{b_n}{q^a} \), as well as \( y_1 \sim \frac{b'_1}{q^a} \), \( y_2 \sim \frac{b_2}{q^a} \), and \( y_3 \sim \frac{b'_3}{q^a} \), and we appeal to (4.13).

For simplicity, we will conduct the estimate for \( b = (0, 0, 0) \), as the more general argument follows similarly. Thus, for \( y \in R_{b'} \), \( |x - y| \sim \frac{b'_1}{q^a} + \frac{b'_3}{q^a} \), where \( \frac{b'_i}{q^a} \in \{ \frac{1}{q^a}, \frac{2}{q^a}, \ldots, \frac{q^a}{q^a} \} \) and \( \frac{b'_3}{q^a} \in \{ \frac{1}{q^a}, \frac{2}{q^a}, \ldots, \frac{q^a}{q^a} \} \). This naturally leads to two cases:

**Case I:** The horizontal distance in \( z_1 \) dominates the vertical: \( \frac{b'_1}{q^a} \geq \frac{b'_3}{q^a} \).

**Case II:** The vertical distance between \( x \) and \( y \) dominates: \( \frac{b'_3}{q^a} > \frac{b'_1}{q^a} \).

We now proceed to bound \( J(b, b') \) in each case.

**Case I:** Assume \( \frac{b'_1}{q^a} \geq \frac{b'_3}{q^a} \), and estimate \( |x - y| \) by \( \frac{b'_1}{q^a} \). Observe that since \( \frac{b'_1}{q^a} \geq \frac{b'_3}{q^a} \leftrightarrow b'_3 \leq b'_1 q^a \), we need only sum the \( b'_3 \) to \( b'_1 q^a \leq 2q^a \), resulting in the following estimation:

\[
J(b, b') \sim \left( \frac{V_R}{|E_q|} \right) \sum_{b'_1 = 1}^{q^a} \sum_{b'_3 = 1}^{q^a} \left( \frac{b'_1}{q^a} \right)^{-t} \int_{R_{b'}} |x - y|^{-t} dy
\]

\[
= \frac{1}{N_R} q^{at} \sum_{b'_1 = 1}^{q^a} (b'_1 q^a)^{-t}.
\]

Applying the integral test and recalling that \( 2.5 \leq < 3 \), this expression is bounded by

\[
\frac{1}{N_R} q^{at} q^a \lesssim 1,
\]
Case II: Assume \( \frac{b'_i}{q^a} < \frac{b'_3}{q^{2a}} \), so we estimate \(|x - y|\) by \( \frac{b'_1}{q^{2a}} \). Observe that since \( \frac{b'_i}{q^a} < \frac{b'_3}{q^{2a}} \iff b'_3 > b'_1 q^a \), we need only sum \( b'_3 \) from \( b'_1 q^a \) to the upper bound, \( q^{2a} \). Now

\[
J(b, b') = \left( \frac{1}{|E_q|} \right) \sum_{b'_1=1}^{q^a} \sum_{b'_3=b'_1 q^a}^{q^{2a}} \int_{R_{b'}} |x - y|^{-t} \, dy
\]

\[
\sim \left( \frac{V_{E_q}}{|E_q|} \right) \sum_{b'_1=1}^{q^a} \sum_{b'_3=b'_1 q^a}^{q^{2a}} \left( \frac{b'_3}{q^{2a}} \right)^{-t}
\]

\[
= \left( \frac{1}{N_R} \right) q^{2at} \sum_{b'_1=1}^{q^a} \sum_{b'_3=b'_1 q^a}^{q^{2a}} (b'_3)^{-t}.
\]

Applying the integral test for \( 2 < t < 3 \),

\[
\sum_{b'_3=b'_1 q^a}^{q^{2a}} (b'_3)^{-t} \sim (b'_1 q^a)^{1-t}.
\]

Substituting this back into the bound for \( J(b, b') \) we have

\[
J(b, b') \lesssim \left( \frac{1}{N_R} \right) q^{2at} \sum_{b'_1=1}^{q^a} (b'_1 q^a)^{1-t}.
\]

Again applying the integral test to the sum in \( b'_1 \), we see that

\[
J(b, b') \lesssim \left( \frac{1}{N_R} \right) q^{2at} (q^a)^{1-t} = \frac{1}{N_R} q^{at} q^a,
\]

the same upper bound as in Case I.

4.5 “High Proximity Rectangles” in 3 Dimensions

Finally, we consider the most complex case when \( b'_3 \neq b_3 \) and both of the other \( b'_i = b_i \) for \( i = 1 \) and 2. Upon inspection, it becomes clear that this case cannot be handled using the techniques of the previous sections. Instead, a finer decomposition of the rectangle \( R \) into cubes is required.

Observe that the minimal vertical distance between distinct rectangles \( R_b \) and \( R_{b'} \) is significantly smaller than the minimal horizontal distance. The minimal distance between distinct rectangles is attained in this case. Consequently, this case requires a more cautious consideration of the locations of \( x \) and \( y \) within \( R_b \) and \( R_{b'} \), respectively.
We will subdivide each rectangle into \(q^{2a}\) smaller cubes of side-length \(\frac{1}{q^{a+\tau}}\). Let \(C_{\ell, b'}\) be the cube with side-length \(\frac{1}{q^{a+\tau}} = q^{-a-\tau}\), centered at \((\frac{b_1'}{q^a} + \frac{\ell_1}{q^{a+\tau}}, \frac{b_2'}{q^a} + \frac{\ell_2}{q^{a+\tau}}, \frac{b_3'}{q^{2a}})\), where \(\ell_1, \ell_2 \in \{0, 1, \ldots, q^a\}\). Let \(V_C\) denote the volume of such a cube.

Hence,

\[
J(b, b') = \left(\frac{1}{E_q}\right) \sum_{b_1' = 1}^{q^{2a}} \int_{R_{b'}} |x - y|^{-t} dy.
\]

For \(x \in R_b\) and \(y \in C_{\ell, b'}\), we again use (4.13), but we make the approximation of \(x_i \sim \frac{b_i'}{q^a}\) for \(i = 1, 2\), \(x_3 \sim \frac{b_3'}{q^a}\) and \(y_i \sim \frac{b_i'}{q^a} + \frac{\ell_i}{q^{a+\tau}}\) for \(\ell_i \in \{0, 1, \ldots, q^a\}\), for \(i = 1, 2\), \(y_3 \sim \frac{b_3'}{q^a}\). Since, by assumption, \(b_1' = b_1\) and \(b_2' = b_2\), we, thus, have

\[
|x - y| \sim \frac{\ell_1}{q^a+\tau} + \frac{\ell_2}{q^{a+\tau}} + \left|\frac{b_3'}{q^{2a}} - \frac{b_3'}{q^{2a}}\right|.
\]

As in the previous case, we will conduct the estimate for \(b = (0, 0, 0)\), as the more general argument follows from a similar argument. Now

\[
|x - y| \sim \frac{\ell_1}{q^a+\tau} + \frac{\ell_2}{q^{a+\tau}} + \left|\frac{b_3'}{q^{2a}}\right|.
\]

This leads to four cases:

**Case I:** The horizontal distances in both directions dominate the vertical: \(\frac{\ell_1}{q^{a+\tau}} \geq \frac{b_1'}{q^{2a}}\) for both \(i = 1, 2\), which occurs when \(\ell_i \geq b_i'q^{\tau-a}\).

Note that, since \(\ell_i \leq q^a\), this is not possible if \(b_3' > q^{2a-\tau}\).

**Case II:** The horizontal distance in \(z_1\) dominates the vertical: \(\frac{\ell_1}{q^{a+\tau}} \geq \frac{b_1'}{q^{2a}}\), but

\[
\frac{\ell_2}{q^{a+\tau}} < \frac{b_3'}{q^{2a}}.
\]

**Case III:** The horizontal distance in \(z_2\) dominates the vertical: \(\frac{\ell_2}{q^{a+\tau}} \geq \frac{b_1'}{q^{2a}}\), but

\[
\frac{\ell_1}{q^{a+\tau}} < \frac{b_3'}{q^{2a}},
\]

which is equivalent to Case II by symmetry.

**Case IV:** The vertical distance between \(x\) and \(y\) dominates: \(\frac{\ell_i}{q^{a+\tau}} < \frac{b_1'}{q^{a}}\) for both \(i = 1, 2\), which occurs when \(\ell_i < \frac{b_i'q^{\tau}}{q^{a}}\).

Case I: Assume \(\frac{\ell_1}{q^{a+\tau}}, \frac{\ell_2}{q^{a+\tau}} \geq \frac{b_1'}{q^{2a}}\), so that

\[
|x - y| \sim \frac{1}{q^{a+\tau}} (\ell_1 + \ell_2).
\]
Recall that $\ell_i \leq q^a$, so for the horizontal distance to be dominant, we must have $b'_3 \leq \ell_i q^{a-\tau} \leq q^{2a-\tau}$. Thus, we need only sum $b'_3$ up to $q^{2a-\tau}$ since the vertical distance is dominant for larger $b'_3$, and we have

$$J(b, b') \cdot |E_q| = \sum_{b'_3=1}^{q^{2a-\tau}} \sum_{\ell_1=\frac{b'_3 q^a}{q^{\tau}}}^{q^a} \sum_{\ell_2=\frac{b'_3 q^a}{q^{\tau}}}^{q^a} \int_{C_{b', b}} |x - y|^{-t} \, dy.$$

We further divide this sum into two sums, one where $\ell_1 \geq \ell_2$, so $|x - y| \sim \frac{1}{q^{a+\tau}} |\ell_1|$ by (4.15), and the other where $\ell_1 \leq \ell_2$, so $|x - y| \sim \frac{1}{q^{a+\tau}} |\ell_2|$. Summing in $\ell_2$, we have

$$\sum_{b'_3=1}^{q^{2a-\tau}} \sum_{\ell_1=\frac{b'_3 q^a}{q^{\tau}}}^{q^a} \sum_{\ell_2=\frac{b'_3 q^a}{q^{\tau}}}^{q^a} \int_{C_{b', b}} |x - y|^{-t} \, dy = \sum_{b'_3=1}^{q^{2a-\tau}} \sum_{\ell_1=\frac{b'_3 q^a}{q^{\tau}}}^{q^a} \sum_{\ell_2=\frac{b'_3 q^a}{q^{\tau}}}^{q^a} V_C \left( \frac{1}{q^{a+\tau}} |\ell_1| \right)^{-t} \sum_{b'_3=1}^{q^{2a-\tau}} \sum_{\ell_1=\frac{b'_3 q^a}{q^{\tau}}}^{q^a} \left( \ell_1 - \frac{b'_3 q^a}{q^{\tau}} \right)^{-t} \sum_{\ell_1=\frac{b'_3 q^a}{q^{\tau}}}^{q^a} \ell_1^{-t} \leq I + II$$

since $t > 1$.

We next apply the integral test to sum in $\ell_1$, recognizing $I \leq II$ and $t > 2$, we have

$$\int_{b'_3/q^{a-\tau}}^{q^a} x^{-t} \left( x - \frac{b'_3 q^a}{q^{\tau}} \right) \, dx \leq \int_{b'_3/q^{a-\tau}}^{q^a} x^{-1} \, dx \sim \left( \frac{b'_3 q^a}{q^{\tau}} \right)^{2-t}.$$

Thus,

$$I + II \lessapprox V_C \left( \frac{1}{q^{a+\tau}} \right)^{-t} \sum_{b'_3=1}^{q^{2a-\tau}} \left( \frac{b'_3 q^a}{q^{\tau}} \right)^{2-t} \leq V_C q^{2a t} q^{2 \tau - 2a} q^{2a-\tau} \left( \frac{b'_3 q^a}{q^{\tau}} \right)^{2-t}.$$

Once again utilizing the integral test and recognizing that $t < 3$, we bound $J(b, b') \cdot |E_q|$ by

$$V_C q^{2a t} q^{2 \tau - 2a} (q^{2a-\tau})^{3-t} = V_C q^{2 \tau - 2a} q^{6a} (q^{-\tau})^{3-t} = V_C q^{4a} (q^\tau)^{t-1}.$$

(4.16)
Seeking a bound for $J(b, b')$, and recalling that $|E_q| = N_C \cdot V_C$, we have

$$J(b, b') \lesssim \frac{1}{|E_q|} V_C q^{4a} (q^\tau)^{t-1} = \frac{V_C q^{4a} (q^\tau)^{t-1}}{N_C \cdot V_C} = (q^\tau)^{t-1} q^{2a},$$

since $N_C = q^{6a}$. This is bounded since $\tau \leq \frac{2a}{t-1}$ by (4.3).

**Case II:** Assume $\ell_1 \geq \frac{b'_3}{q^a + \tau}$ and $\ell_2 < \frac{b'_3}{q^a + \tau}$. We omit Case III, as it is equivalent to Case II by symmetry. For Case II, we have

$$J(b, b') \cdot |E_q| = \sum_{b'_3=1}^{q^{2a-\tau}} \sum_{\ell_1=\frac{b'_3 q^\tau}{q^a}}^{q^{a-\tau}} \sum_{\ell_2=1}^{b'_3 q^\tau} f_{C, b'} |x - y|^{-t} dy

\sim \sum_{b'_3=1}^{q^{2a-\tau}} \sum_{\ell_1=\frac{b'_3 q^\tau}{q^a}}^{q^{a-\tau}} \sum_{\ell_2=1}^{q^a} V_C \left( \frac{1}{q^{a+\tau}} |\ell_1| \right)^{-t}

= V_C \left( \frac{1}{q^{a+\tau}} \right)^{-t} \left( \frac{q^{2a-\tau}}{q^a} \right) \sum_{b'_3=1}^{q^{2a-\tau}} b'_3 \sum_{\ell_1=\frac{b'_3 q^\tau}{q^a}}^{q^a} |\ell_1|^{-t}. \quad (4.17)$$

Applying the integral test to sum in $\ell_1$, and since $t > 2$, we see that

$$\int_{\frac{b'_3 q^\tau}{q^a}}^{q^a} x^{-t} dx = x^{1-t} \bigg|_{\frac{b'_3 q^\tau}{q^a}}^{q^a} \sim \left( \frac{b'_3 q^\tau}{q^a} \right)^{1-t}. $$

Thus, (4.17) is approximately

$$V_C \left( \frac{1}{q^{a+\tau}} \right)^{-t} \left( \frac{q^\tau}{q^a} \right) \sum_{b'_3=1}^{q^{2a-\tau}} b'_3 \left( \frac{b'_3 q^\tau}{q^a} \right)^{1-t} = V_C q^{2at} q^{2\tau - 2a} \sum_{b'_3=1}^{q^{2a-\tau}} (b'_3)^{2-t}. $$

Once again, we apply the integral test to the sum in $b'_3$:

$$\int_{1}^{q^{2a-\tau}} x^{2-t} dx = x^{3-t} \bigg|_{1}^{q^{2a-\tau}} \sim (q^{2a-\tau})^{3-t} $$

since $t < 3$. Thus, we have

$$J(b, b') \cdot |E_q| \sim V_C q^{2at} q^{2\tau - 2a} (q^{2a-\tau})^{3-t}
= V_C q^{4a} (q^{-\tau})^{1-t}. $$
Case IV: Assume \( \ell_1 \leq b_1 \frac{q^\tau}{q^a} \) and \( \ell_2 \leq b_2 \frac{q^\tau}{q^a} \). We will estimate \( |x - y| \) by \( b_i \frac{q^\tau}{q^a} \). Observe that for \( i = 1, 2 \),

\[
\ell_i \leq \min \left\{ \frac{b_3 q^\tau}{q^a}, q^a \right\} = \begin{cases} 
q^a & \text{for } b_3 > q^{2a-\tau} \\
\frac{b_3 q^\tau}{q^a} & \text{for } b_3 \leq q^{2a-\tau}.
\end{cases}
\]

We utilize this to subdivide our sum in \( b_3 \) as follows:

1. \( b_3' > q^{2a-\tau} \), for which we must sum \( \ell_i \in \{1, \ldots, q^a\} \), since \( \ell_i \leq q^a < \frac{b_3 q^\tau}{q^a} \), and
2. \( b_3' \leq q^{2a-\tau} \), for which we need only sum \( \ell_i \in \{1, \ldots, \frac{b_3 q^\tau}{q^a}\} \), since \( \ell_i \leq \frac{b_3 q^\tau}{q^a} \leq q^a \).

Hence,

\[
J(b, b') \cdot |E_q| = \sum_{b_3' = q^{2a-\tau}}^{q^a} \sum_{\ell_1 = 1}^{q^a} \sum_{\ell_2 = 1}^{q^a} \int_{C_{\ell_1, \ell_2}} |x - y|^{-t} \, dy
\]

\[
= \sum_{b_3' = q^{2a-\tau}}^{q^a} \sum_{\ell_1 = 1}^{q^a} \sum_{\ell_2 = 1}^{q^a} \int_{C_{\ell_1, \ell_2}} |x - y|^{-t} \, dy + \sum_{b_3' = 1}^{q^a} \sum_{\ell_1 = 1}^{q^a} \sum_{\ell_2 = 1}^{q^a} \int_{C_{\ell_1, \ell_2}} |x - y|^{-t} \, dy
\]

\[
\sim \sum_{b_3' = q^{2a-\tau}}^{q^a} q^a q^a V_C \left( \frac{\ell_3}{q^{2a}} \right)^{-t} + \sum_{b_3' = 1}^{q^a} \frac{b_3 q^\tau}{q^a} q^a V_C \left( \frac{\ell_3}{q^{2a}} \right)^{-t}
\]

\[
= V_C q^a q^2 \sum_{b_3' = q^{2a-\tau}}^{q^a} (b_3')^{-t} + V_C q^{2\tau-2a} q^a \sum_{b_3' = 1}^{q^a} (b_3')^{-2t}. \tag{4.18}
\]

First, note that since \( t > 2 \),

\[
\sum_{b_3' = q^{2a-\tau}}^{q^a} (b_3')^{-t} = \int_{q^{2a-\tau}}^{q^a} x^{-t} \, dx \sim (q^{2a-\tau})^{1-t}.
\]

Next, we see that

\[
\sum_{b_3' = 1}^{q^{2a-\tau}} (b_3')^{2-t} = \int_{1}^{q^{2a-\tau}} x^{2-t} \, dx \sim (q^{2a-\tau})^{3-t}.
\]
since \( t < 3 \). So, we have

\[
(4.18) \sim V_C q^{4a} (q^r)^{t-1} + V_C (q^r)^{t-1} q^{4a}.
\]

Recognizing this as the same bound as in the last two cases, we conclude that \( J(b, b') \) is bounded since \( \tau \leq \frac{2a}{r-1} \) by (4.3).

In conclusion, we have verified (4.6) when \( b' \neq b \).

5 Sharpness of the Main Result and an Improvement for Small Delta

In this section, we use the error estimate of Garg, Nevo, and the second listed author in [12] to show that our main result is sharp when \( \delta \) obeys a lower bound dependent on \( \alpha \) and \( n \). Further, for sufficiently small values of \( \delta \) where sharpness is not attained, we demonstrate a method to improve Theorem 1.1. As an example, when \( \alpha = 2 \), our main theorem is sharp when \( \delta > R^{-\frac{1}{n}} \), but an improvement is possible when \( \alpha = 2 \) and \( \delta > R^{-\frac{1}{n}} \).

5.1 Sharpness

We begin by establishing sharpness of Theorem 1.1 in several regimes by showing that the inequality in (1.6) is in fact an equality for a range of \( \delta \) dependent on \( \alpha \) and \( n \).

**Proposition 5.1** Let \( d \) and \( \alpha \) be integers, and set \( n = 2d + 1 \). Then

\[
\#(\{m \in \mathbb{Z}^{2d} : R - \delta \leq \|m\|_{\alpha} \leq R + \delta\}) \sim R^n \delta,
\]

for \( R > 1 \) and \( n \geq 3 \), when \( \alpha \geq 2(n - 1) \) and \( \delta \geq R^{-\frac{1}{(n-1)}} \); when \( 2 < \alpha \leq 2(n - 1) \) and \( \delta \geq R^{-\frac{1}{(n-3)}} \); or when \( \alpha = 2 \) and \( \delta \geq R^{-\frac{1}{n}} \). Here, it is assumed that \( \delta < 1 \).

To prove (5.1), recall the definition of the Heisenberg norm ball \( B_R^{\alpha} = B_R^{\alpha,1} \) in (1.3), and recall the volume computation, \( |B_R^{\alpha}| = R^{2d+2} |B_1^{\alpha}| \). Defining

\[
E(R) := \#(\mathbb{Z}^{2d+1} \cap B_R^{\alpha}) - |B_R^{\alpha}|,
\]

we have

\[
\#(\{m \in \mathbb{Z}^{2d} : R \leq \|m\|_{\alpha} \leq R + \delta\}) = \#(\mathbb{Z}^{2d+1} \cap B_R^{\alpha_{R+\delta}}) - \#(\mathbb{Z}^{2d+1} \cap B_R^{\alpha}) = |B_R^{\alpha_{R+\delta}}| + E(R + \delta) - |B_R^{\alpha}| + E(R)
\]

\[
= |B_R^{\alpha_{R+\delta}}| - |B_R^{\alpha}| + E(R + \delta) - E(R)
\]

\[
\geq c R^{2d+1} \delta - (|E(R + \delta)| + |E(R)|)
\]

for some constant \( c > 0 \), where in the last line we observe that \( |B_R^{\alpha_{R+\delta}}| - |B_R^{\alpha}| \sim c R^{2d+1} \delta \) and subtract the absolute values of the errors. We now verify that the first term, \( c R^{2d+1} \delta \), dominates the error terms and hence is the desired lower bound.
The following bounds on the error were achieved by Garg, Nevo, and Taylor in [12, Theorem 1.1] for all \( \alpha \):

\[
|E(R)| \lesssim \begin{cases} 
R^{2d} & \text{for } d \geq 1(n \geq 3) \text{ and } \alpha = 2 \\
R^{2+\max\{0,\delta(\alpha)\}} \log(R) & \text{for } d = 1(n = 3) \text{ and } \alpha > 2 \\
R^{4(\log(R))^{2/3}} & \text{for } d = 2(n = 5) \text{ and } \alpha > 2 \\
R^{2d} & \text{for } d \geq 3(n \geq 7) \text{ and } \alpha > 2,
\end{cases}
\]

where \( \delta(\alpha) = \frac{2\alpha - 8}{3\alpha - 4} \) so that in particular \( \max\{0, \delta(\alpha)\} = 0 \) for \( \alpha \leq 4 \).

With these bounds in tow, it is not hard to verify that \( |E(R)| \leq cR^{n-1} \frac{\delta}{\log(R)} \) when \( \delta \geq C \max\{\frac{\log R}{R}, R^{-1+\max\{0,\delta(\alpha)\}}\} \), for a sufficiently small constant \( C \). A computation shows that the lower bounds on \( \delta \) assumed in Proposition 5.1 are more strict, and we conclude then that

\[
\# \{m \in \mathbb{Z}^{2d} : \|m\|_\alpha \leq R + \delta\} \gtrsim cR^{2d+1} \delta.
\]

In summary, the lower bound in (5.3) agrees with the upper bound in (1.6) for the range of \( \delta \) specified in Proposition 5.1, and Theorem 1.1 is sharp in this regime.

### 5.2 An Improvement to Theorem 1.1 for Small \( \delta \)

Utilizing the results from [12, Theorem 1.1], we can achieve the following bounds on the number of lattice points within a \( \delta \)-thickening of a given Heisenberg sphere of radius \( R \).

**Proposition 5.2** For \( d \geq 1, R > 1, \) and \( \delta \in [0, 1) \),

\[
\# \{m \in \mathbb{Z}^{2d} : R \leq \|m\|_\alpha \leq R + \delta\} \lesssim \max\{R^n \delta, |E(R)|\}
\]

where \( |E(R)| \) is the error term defined above from [12].

**Proof** Following (5.2), similar to the lower bound computation above, we have

\[
\# \{m \in \mathbb{Z}^{2d} : R \leq \|m\|_\alpha \leq R + \delta\} = \#(\mathbb{Z}^{2d+1} \cap B_{R+\delta}^\alpha) - \#(\mathbb{Z}^{2d+1} \cap B_{R}^\alpha) \\
= |B_{R+\delta}^\alpha| + E(R + \delta) - (|B_{R}^\alpha| + E(R)) \\
= |B_{R+\delta}^\alpha| - |B_{R}^\alpha| + E(R + \delta) - E(R) \\
\leq cR^{2d+1} \delta + |E(R + \delta)| + |E(R)|
\]

for some constant \( c > 0 \), where in the last line we observe that \( |B_{R+\delta}^\alpha| - |B_{R}^\alpha| \leq cR^{2d+1} \delta \) and add the absolute values of the errors.

Observe that, for small \( \delta > 0 \), Proposition 5.2 improves on Theorem 1.1.

For instance, when \( \alpha = 2 \) and \( \delta \leq R^{-\frac{(n-2)}{n}} \), Theorem 1.1 yields an upper bound of \( R^n - \frac{(n-2)}{n} \), while Proposition 5.2 yields an improved upper bound of \( \max\{R^{n-1}, R^n \delta\} \)
for $\delta \leq R - (n - 2)n$. We note that such improvements come at the cost of a slightly more complicated proof as the error bounds on which Proposition 5.2 rely depend on the use of intricate Bessel function estimates, unlike that of Theorem 1.1. Nevertheless, the two results working together yield the current best known upper bounds for counting lattice points near the Heisenberg spheres, and in many regimes, as detailed above, Theorem 1.1 is sharp.
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