Spectra of random networks in the weak clustering regime
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The asymptotic behaviour of dynamical processes in networks can be expressed as a function of spectral properties of the corresponding adjacency and Laplacian matrices. Although many theoretical results are known for the spectra of traditional configuration models, networks generated through these models fail to describe many topological features of real-world networks, in particular non-null values of the clustering coefficient. Here we study effects of cycles of order three (triangles) in network spectra. By using recent advances in random matrix theory, we determine the spectral distribution of the network adjacency matrix as a function of the average number of triangles attached to each node for networks without modular structure and degree-degree correlations. Implications to network dynamics are discussed. Our findings can shed light in the study of how particular kinds of subgraphs influence network dynamics.
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I. INTRODUCTION

Many studies have been devoted to the investigation of how intrinsic topological properties of networks interfere in the performance of a given dynamical process [1–3]. Examples of such properties are the presence of triangles, degree-degree correlations and modular organization. The main motivation of these studies relies on the fact that the majority of dynamical processes addressed are analytically treatable in networks generated through the configuration model. These networks exhibit different properties from real-world maps, mainly in the limit of a large number of nodes. To overcome this discrepancy between random networks and real-world structures, many network models have been proposed in order to create random networks that mimic properties observed in real-world topologies. For instance, recent random models are able to generate networks presenting transitivity [4, 5] and distributions of pre-defined subgraphs [7, 8].

Recent advances in these new random network models have naturally motivated the study of well known dynamical process in these structures, such as in percolation and epidemic spreading [4, 6, 9], cascade failure [10, 11] and synchronization [12]. Since the standard configuration model generates networks with locally tree-like structures – i.e. without loops –, one of the most frequent questions addressed is how dynamics is affected by the presence of triangles (cycles composed by three vertices) [4, 6, 10, 13, 14]. Although many works tackled dynamical processes on clustered networks, there are still crucial questions unsolved. In particular, many works report that the presence of triangles indeed influences dramatically network synchronization by suppressing the collective behavior between oscillators (see, e.g. [13, 16]), whereas other approaches [12] actually show the opposite, i.e. that calculations developed for tree-like networks describe quite accurately the onset of synchronization on clustered topologies. This accuracy of tree-based analysis has been verified in other dynamical processes, such as bond and k-core percolation, epidemic spreading [17] and in the Ising model [18, 19].

To analyze the source of these contradictory conclusions on the same subject, one should look at the network models used. For instance, a common method adopted in the early approaches to model dynamical processes on clustered networks is the consideration of stochastic rewiring algorithms [13, 20]. However, although the degree distribution is kept fixed, other network properties are modified along the variation on the number of triangles [13], including the creation of community structure and degree-degree correlations [13, 20]. In some cases, even small changes in the clustering coefficient are able to significantly alter the smallest nonzero Laplacian eigenvalue, a quantity strongly related with network synchronizability [10].

On the one hand, the consideration of stochastic rewiring algorithms suggests that a higher number of triangles can indeed influence network dynamics, but on the other hand, as previously mentioned, many other network properties end up being significantly changed when the networks are generated. Hence, the isolated influence of triangles on network dynamics is still an open problem. In order to carefully investigate the influence of clustering on dynamical processes, here we study the spectrum of clustered networks disentangling it from other network
properties. In particular, we analyze the spectrum of the adjacency matrix of networks that exhibit a non-vanishing clustering coefficient, since many asymptotic properties of critical exponents of several dynamical processes in networks depend on such eigenvalues [14, 24]. Thus, analyzing the spectrum of clustered networks enables us to get a general picture of how different is the performance of dynamical processes in these structures compared with locally tree-like networks.

Here we focus on the model proposed independently by Newman and Miller [4, 5], which allows generating clustered networks with vanishing assortativity and no modular structure (for results on spectra of regular graphs with cycles of arbitrary lengths c.f. [15, 22, 23]). More precisely, here we develop an analytic method to calculate the spectra of clustered random networks by generalizing the approach in [24] so as to account for the presence of triangles in the networks generated by the model in [4, 5]. Our theoretical results accurately reproduce the positive skewed distribution of eigenvalues of the adjacency matrix. Interestingly, we further reveal that the largest eigenvalue of this matrix deviates from the value predicted for the traditional configuration model with the same connectivity by a factor inversely proportional to the average number of triangles. However, we show that this difference vanishes as the average degree increases, explaining why critical dynamical properties of clustered and locally tree-like networks tend to converge in such a limit.

II. NETWORK MODEL

The model proposed in [4, 5] consists in setting a sequence of single edges \( \{s_i\} \) and a sequence of triangles attached to each node \( \{t_i\} \), for \( i = 1, \ldots, N \). By randomly connecting the stubs of each sequence, we obtain a network in which the conventional degree of a node \( i \) is given by \( k_i = s_i + 2t_i \), since a triangle contributes with two edges to the node degree. With the joint sequence \( \{s_i, t_i\} \) it is possible to define the joint probability distribution \( p_{st} \), which is the probability that a randomly selected node is attached to \( s \) single edges and \( t \) triangles. Moreover, the joint probability distribution \( p_{st} \) is related to the conventional degree distribution \( p_k \) according to

\[
p_k = \sum_{s,t=0}^{\infty} p_{st} \delta_{k,s+2t},
\]

where \( \delta_{i,j} \) is the Kronecker delta.

Having defined the distribution of single edges and triangles, it is possible to calculate the network transitivity \( T \) as a function of the moments of the distribution \( p_{st} \) as

\[
T = \frac{3 \times (\text{number of triangles in the network})}{(\text{number of connected triples})} = \frac{3N_\Delta}{N_3},
\]

where \( 3N_\Delta = N \sum_{st} t p_{st} \) and \( N_3 = N \sum_k \binom{k}{3} p_k \). This model yields networks in the so-called weak clustering regime [24], since the local clustering coefficient \( c \) of a node with degree \( k \) is limited to \( c(k) \leq (k - 1)^{-1} \).

Here, however, we shall address a variant of the model by Newman and Miller, namely we consider it in the context of the expected degree configuration model [23, 26]. In this paradigm, instead of determining the actual number of connections, sequences \( \{s_1, \ldots, s_N\} \) and \( \{t_1, \ldots, t_N\} \) set the expected number of single edges and triangles for each node. Similarly as in the standard expected degree configuration model, the expected number of single edges between nodes \( i \) and \( j \) is a Poisson distributed random variable with mean \( s_i s_j / \sum_q s_q \); and the expected number of triangles formed by the triple \( \{i, j, k\} \) is a Poisson random variable with mean \( 2t_i t_j t_k / (\sum_q t_q)^2 \). The expected degree of node \( i \) is obtained by summing over all nodes the probabilities of forming single edges and triangles; i.e. \( k_i = \sum_j s_i s_j / \sum_q s_q + \sum_{j,k} 2t_i t_j t_k / (\sum_q t_q)^2 = s_i + 2t_i \).

Defined in such a way, in the limit of large degrees, the properties of the expected configuration model for single edges and triangles become identical to the ones of the model proposed in [4, 5]. It is noteworthy mentioning that a similar extension to the context of expected degrees of the model by Newman and Miller was also recently addressed in [27].

III. SPECTRA OF CLUSTERED RANDOM NETWORKS

In this section we estimate the spectral density \( \rho(\lambda) \) of the adjacency matrix \( A \) of the model of expected single edges and triangles defined previously. In order to accomplish this goal, we generalize the approach in [24] in order to take into account the presence of triangles. Our methodology will be as follows: first we calculate the spectral density of the modularity matrix \( B \) defined as

\[
B = A - \langle A \rangle,
\]

whose elements are random variables (not completely independent, as we shall see) with zero mean. Matrix \( A \) is the adjacency matrix and \( \langle A \rangle \) is its ensemble average which, for the network model of the previous section, has elements defined as \( \langle A_{ij} \rangle = s_i s_j / N(s) + 2t_i t_j / N(t) \). After uncovering the eigenvalues of \( B \), we obtain the ones of \( A \) by calculating the contribution of adding \( \langle A \rangle \) to the spectrum of \( B \).

The average spectrum over an ensemble of realizations of a random symmetric matrix \( B \) with zero-mean off-diagonal elements can be calculated by using the Stieltjes transform of its average resolvent, i.e. [24, 28, 29]

\[
\rho(\lambda) = \frac{1}{N \pi} \text{Im} \text{Tr}(\langle A - B \rangle^{-1}),
\]

with the eigenvalue \( \lambda \) approaching the real line from above. In order to calculate the average resolvent in
Together, the previous equations give us of Eq. (9). For the case of the standard configuration we should evaluate the right term in the denominator the average resolvent through Eq. (9). But before that the above expression can also be straightforwardly gen-
eralized to uncover the eigenvalues of clustered random graphs constructed according to the expected degree configuration model treated in the previous section. We start by decomposing a generic $N \times N$ matrix $X$ in its top left $(N - 1) \times (N - 1)$ matrix (denoted as $X_n$), bottom right element $x_{nn}$, and its last column and row; that is [24]

$$X = \begin{pmatrix} X_n & a_n \\ a_n^T & x_{nn} \end{pmatrix}. \quad (5)$$

Consider also the vector $v_n = X^{-1}u$, where $u = (0, \ldots, 0, 1)^T$. By separating $v_n$ in its first $N - 1$ elements and its last element as $v_n = (v_n^{(1)})_{v_n}$, one is able to get

$$X_n v_n^{(1)} + v_n a_n = 0,$$

$$a_n^T v_n^{(1)} + x_{nn} v_n = 1. \quad (6)$$

Together, the previous equations give us

$$v_n = [X^{-1}]_{nn} = \frac{1}{x_{nn} - a_n^T X^{-1} a_n}, \quad (7)$$

and

$$v_n^{(1)} = -[X^{-1}]_{nn} X^{-1} a_n. \quad (8)$$

Following [24] we make the assumption that, in the limit of large $N$, the elements $v_n$ are narrowly peaked around their average value, a condition that is met when the node degrees are large enough. This allows us to write $\langle [X^{-1}]_{nn} \rangle$ as

$$\langle [X^{-1}]_{nn} \rangle = \frac{1}{\langle x_{nn} \rangle - \langle a_n^T X^{-1} a_n \rangle}. \quad (9)$$

The above expression can also be straightforwardly generalized to uncover the eigenvalues of Laplacian matrices by simply averaging their right-hand side over the distribution of the elements $x_{nn}$ [29].

The strategy now is to set $X = (\lambda I - B)$ and calculate the average resolvent through Eq. (9). But before that we should evaluate the right term in the denominator of Eq. (9). For the case of the standard configuration model treated in [24], the calculation of $\langle a_n^T X^{-1} a_n \rangle$ is reduced to the sum on the diagonal terms of $X^{-1}$ due to the independence of connections, i.e. $\langle a_n^T X^{-1} a_n \rangle = \sum_j \langle [X^{-1}]_{jj} \rangle \langle (a_n)^2 \rangle_j$. However, for the model of single edges and triangles, the elements of the matrix $X$ are not completely independent. More precisely, if node $i$ is connected to $j$ and $j$ is connected to $k$, then there exists a non-null probability that $i$ also shares a link with $k$, since the network model contemplates the existence of triangles in the limit of large $N$. Thus, there must exist some correlation among the elements $A_{ij}$, $A_{jk}$ and $A_{ki}$ of the adjacency matrix. Having said that, we open the sum in Eq. (9) as

$$\langle a_n^T X^{-1} a_n \rangle = \sum_j \langle [X^{-1}]_{jj} \rangle \langle (a_n)^2 \rangle_j + \sum_{j \neq k} \langle (a_n^T) \langle [X^{-1}]_{jk} (a_n) \rangle \rangle \quad (10)$$

However, from Eq. (8) we have that

$$v_n^{(1)} = [X^{-1}]_{nn} = -[X^{-1}]_{nn} \sum_j [X^{-1}]_{jj} (a_n) \rangle. \quad (11)$$

Inserting the previous result into Eq. (10) we get

$$\langle a_n^T X^{-1} a_n \rangle = \sum_j \langle [X^{-1}]_{jj} \rangle \langle (a_n)^2 \rangle_j - \sum_{j \neq k} \sum_m \langle [X^{-1}]_{jm} [X^{-1}]_{jm} \rangle \langle (a_n^T) \langle (a_n) \rangle \rangle \quad (12)$$

where we have used the independence between $X^{-1}$ and $a$ [29]. Recalling that $\langle a_n \rangle = \langle a_n \rangle = -\langle B_{ij} \rangle = -\langle A_{ij} \rangle$. As mentioned previously, the elements $\langle A_{ij} \rangle$ are given by the probability that nodes $i$ and $j$ are connected and, since the elements $A_{ij}$ are Poisson distributed, the variance $\langle A_{ij}^2 \rangle$ coincides with the mean $\langle A_{ij} \rangle$. In the configuration model of the previous section, the nodes can be connected by a single edge or via participating in a triangle. It thus follows that $\langle A_{ij}^2 \rangle = s_i s_j / N(s) + 2 t_i t_j / N(t)$.

To evaluate the second sum in Eq. (12), we should note that $\langle (a_n^T) \langle (a_n) \rangle \rangle = -\langle A_{nj} A_{nk} A_{kn} \rangle$. The term $\langle A_{nj} A_{nk} A_{kn} \rangle$ is equivalent to the probability that there exists simultaneously an edge between nodes $j$ and $n$, and $k$ and $n$. It turns out that the occurrence of connections is independent events, except concerning the formation of triangles. Therefore, the only terms that contribute to the second sum in Eq. (12) are $\langle A_{nj} A_{jk} A_{kn} \rangle$; i.e. when $m = j$. Moreover, $\langle A_{nj} A_{jk} A_{kn} \rangle$ actually consists of the probability that nodes $n$, $j$ and $k$ share a triangle and its value is given by

$$\langle A_{nj} A_{jk} A_{kn} \rangle = \frac{2 t_i t_j t_k}{(N(t))^2}. \quad (13)$$

Substituting the expression for $\langle A_{ij}^2 \rangle$ and Eq. (13) into Eq. (12) yields

$$\langle a_n^T (\lambda I - B)^{-1} a_n \rangle = \frac{s_{ij}}{N(s)} \sum_j \langle [\lambda I - B_n]^{-1} \rangle_j s_j + \frac{2 t_i t_j}{N(t)} \sum_j \langle [\lambda I - B_n]^{-1} \rangle_j t_j + \frac{2 t_i}{(N(t))^2} \sum_j \langle [\lambda I - B_n]^{-1} \rangle_{jk} [\lambda I - B_n]^{-1} \rangle_{jk} t_j t_k. \quad (14)$$
In the limit $N \to \infty$, the exclusion of the last row and column of matrix $(\lambda I - B)$ becomes negligible and we can thus omit its subscript of $B$ in Eq. (14), without loss of generality. After this consideration, Eq. (9) then reads

$$
\frac{1}{\lambda - \frac{s_s}{N(s)} \sum_j \delta_j \langle (\lambda I - B)^{-1} \rangle_{jj} s_j - \frac{2 t_t}{N(t)} \sum_j \langle (\lambda I - B)^{-1} \rangle_{jj} t_j - \frac{2 s_s}{N(s)^2} \sum_j \langle (\lambda I - B)^{-1} \rangle_{jj} t_j^2}.
$$

(15)

Equations (17), (19) and (22) set a general framework for the calculation of the spectrum of the adjacency matrix of networks which have distributions of single edges and triangles. In the next sections we demonstrate the applicability of the method in some particular network configurations and discuss in more detail how the eigenvalues of $B$ and $A$ are related.

**IV. EXAMPLES**

Let us treat first Poisson random networks with a joint degree distribution as

$$
p_{st} = e^{-\langle s \rangle} \frac{s^s}{s!} e^{-\langle t \rangle} \frac{t^t}{t!}.
$$

(23)

In the expected degree configuration model for single edges and triangles, the probability distribution (23) is translated into the distribution $P(s, t)$ of the expected number of single edges $s$ and triangles $t$ as $P(s, t) = \delta(s - \langle s \rangle) \delta(t - \langle t \rangle)$, where $\delta(\cdot)$ is the Dirac delta function. In the absence of triangles ($\langle t \rangle = 0$), we recover the results of (24); i.e. Eq. (17) is reduced to

$$
\gamma_s(s_n) = \frac{1}{\lambda - s_n h_s(\lambda)}.
$$

(24)

For large $N$, we may write $h_s(\lambda)$ as

$$
h_s(\lambda) = \frac{1}{\langle s \rangle} \int \frac{s P(s)}{\lambda - s h_s(\lambda)} ds.
$$

(25)

Integrating with $P(s) = \delta(s - \langle s \rangle)$ and solving the resulting equation for $h_s(\lambda)$, we obtain

$$
h_s(\lambda) = \frac{\lambda \pm \sqrt{\lambda^2 - 4 \langle s \rangle}}{2 \langle s \rangle}.
$$

(26)

Choosing the solution with negative sign, so as to have a positive density, and substituting it into Eq. (19) leads to the spectral density

$$
\rho(\lambda) = \frac{\sqrt{4 \langle s \rangle - \lambda^2}}{2 \pi \langle s \rangle},
$$

(27)

which is the standard semicircle law and coincides with the result obtained in (24).
Analogously as Eq. (29), for large networks without singles \((s) = 0\) and distribution of expected number of triangles given by \(P(t) = \delta(t - \bar{t})\), with \((\bar{t}) = 30\). Solid blue curve corresponds to the theoretical solution obtained by jointly solving Eqs. (30) and (32). Histograms are obtained from numerical calculation considering networks with \(N = 10^4\) and averages over 100 realizations. Red dashed curve depicts the standard semicircle law for random graphs with the same average degree. Vertical lines on the right mark the position of the leading eigenvalue \(\lambda_1\) estimated via Eq. (38) (blue) and numerical calculations (gray, overlapped by the blue line).

The maximum clustered topology yielded by the network model of Refs. [4, 5] is reached when the degrees are strictly interlaced [24]. More specifically, consider again networks with the highest possible number of triangles \((s) = 0\). In this setting, we have that \(\langle A \rangle = 2tt^T/N(t)\) and Eq. (22) then gives

\[
\frac{2}{N(t)} t^T(\lambda I - B)^{-1} t = 1.
\]

Relabeling the eigenvalues of \(B\) as \(b_i\) and expanding \(t\) in terms of the respective eigenvectors \(x_i\) of \(B\) yields

\[
\frac{2}{N(t)} \sum_i \frac{(t^T x_i)^2}{\lambda - b_i} = 1.
\]

Figure 2 illustrates the solutions of the equation above. Solid curves represent the left-hand side of Eq. (34); horizontal, dashed lines indicate the value 1 of the right-hand side; and the intersection of these curves gives the solutions for eigenvalues \(\lambda\). Labeling \(b_i\) from the largest to the smallest eigenvalue, and similarly for \(\lambda\), from the figure, we have that \(\lambda_1 \geq b_1 \geq \lambda_2 \geq b_2 \cdots \geq \lambda_N \geq b_N\). Note also that the eigenvalues of the adjacency matrix

\[
\lambda_i = \frac{\lambda_i^2 + \frac{1}{2}\lambda_i^2}{\lambda_i}.
\]
approach the ones of the modularity matrix asymptotically and, therefore, in the limit of large networks the spectra of both matrices coincide. This is valid for the eigenvalues of \( A \) belonging to the bulk, but not for the maximal eigenvalue, which is only bounded from below.

To calculate the largest eigenvalue \( \lambda_1 \) over an ensemble of networks, we take the ensemble average of Eq. (33), i.e.

\[
\frac{2}{N(t)} t^T (\lambda I - B)^{-1} t = 1,
\]

which, in the limit \( N \to \infty \), can be rewritten as

\[
\frac{2}{t} \int t^2 \gamma_\lambda(t) P(t) dt = 1.
\]

Multiplying Eq. (28) by \( tP(t) \), integrating over \( t \) and combining with Eq. (36) gives

\[
(\lambda - 1) h_t (\lambda) - h_t^2 (\lambda) = 1,
\]

whose solution then yields the largest eigenvalue \( \lambda_1 \) of \( A \).

Consider again the Poisson random graph with the maximal number of triangles \((k) = 2(t)\). By isolating \( h_t^2 (\lambda) \) in Eq. (37), inserting the result in Eq. (29) and solving it for \( h_t (\lambda) \), we find that

\[
\lambda_1 = 2(t) + 1 + \frac{1}{2(t)}.
\]

For the network ensemble considered in Fig. 1, we obtain with the previous equation \( \lambda_1 = 61.0166 \ldots \), whereas the numerical value is estimated as \( \lambda_1 = 61.010 \pm 0.012 \), in excellent agreement with the value predicted by the theory. Interestingly, note that Eq. (38) gives an estimation for \( \lambda_1 \) very close to the well known result for the maximal eigenvalue of Poisson random graphs with the same average degree \( (k) = (k + 1) \) [24]. That is, the largest eigenvalues of clustered and unclustered networks with the same average degree only differ by a factor \((k)^{-1}\), which vanishes as the network density increases. This result explains recent findings on the ineffectiveness of transitivity in influencing network dynamics in, for instance, epidemic spreading [14], synchronization [12], and in the Ising model [19]. Critical dynamical properties – such as epidemic thresholds and critical couplings for the onset of partial synchronization – can often be expressed in terms of \( \lambda_1 \) [4, 3]: therefore, one cannot expect to observe differences in the transition points of such dynamical processes in the weak clustering regime due to the fact that \( \lambda_1 \) remains unchanged under the formation of non-overlapping triangles. Furthermore, it becomes likewise evident in the light of Eq. (38) the significant discrepancies that emerge in the dynamics of sparse networks subjected to different transitivity levels. This can be seen, for instance, in percolation and cascade failures studied in Refs. [4, 10]. It is worth mentioning that the changes in the critical points reported there cannot be attributed to variations in other network properties, since in the extremal cases of the random network model of Refs. [4, 7] – only single edges \((t) = 0\) and maximally clustered topology \((k) = 2(t)\) – degree-degree correlations are absent [33].

As a last example, we consider a random network without single edges and the distribution of the expected number of triangles as

\[
P(t) = p_1 \delta(t - t_1) + p_2 \delta(t - t_2).
\]

Calculating the function \( h_t \) for the previous \( P(t) \) gives

\[
h_t (t) \{ (\lambda - 2t_1 h_t^2 (\lambda)) (\lambda - 2t_2 h_t^2 (\lambda)) \} = \lambda (t)
\]

\[
\lambda (t) = 2 (h_t^2 (t) t_1 t_2),
\]

where \((t) = t_1 p_1 + t_2 p_2\). Analogously as before, by solving it for \( h_t \) and substituting the result in the respective function \( g(\lambda) \), we obtain the spectral density \( \rho (\lambda) \), which is shown in Fig. 2.

In order to estimate \( \lambda_1 \) for networks following Eq. (39), let us consider general distributions \( P(t) \). By isolating \( h_t^2 \) in Eq. (37), we express \( h_t \) as

\[
h_t (\lambda) = \frac{1}{(t)} \int_0^{\infty} \frac{tP(t)}{\lambda - 2t h_t (\lambda) + 2t} dt,
\]

which can be expanded as

\[
h_t (\lambda) \lambda = \int_0^{\infty} \sum_{q=0}^{\infty} \left[ \frac{2 t}{\lambda (\lambda h_t (\lambda) - 1) + q} \right] tP(t) dt.
\]
Considering only the first two terms in the series above we obtain

\[ \lambda_1 \approx \frac{2\langle t^2 \rangle}{\langle t \rangle} \quad (43) \]

Figure 3 shows the comparison between the analytical and numerical results for \( \lambda_1 \) for networks with \( P(t) \) according to Eq. (39). Observe that Eq. (13) is compatible with the corresponding result \( (\lambda_1 = \langle k^2 \rangle / \langle k \rangle) \) derived in [23, 26] for networks generated via the standard expected degree configuration model. Therefore, in the limit of large degrees, we expect clustered networks with general distributions \( P(t) \) to exhibit similar critical dynamical properties as unclustered networks with the same average degree, as it is indeed reported in some scenarios [12, 17–19, 34].

V. CONCLUSIONS

In summary here we have generalized recent results based on random matrix theory for networks with varying number of triangles, enabling us to shed light on the problem about the influence of transitivity on network dynamics. More specifically, we have shown how non-overlapping triangles change the network spectrum in the absence of degree-degree correlations and modular structure. In particular, for the adjacency matrix \( A \) we have shown that the spectrum distribution \( \rho(\lambda) \) exhibits positive skewness, in agreement with known results of classical graph theory. Furthermore, we showed that the leading eigenvalue of \( A \) of clustered networks exhibits a similar magnitude as in unclustered ones, elucidating why critical dynamical properties of the former can often be estimated with theories derived for locally tree-like networks [17, 34].

The ideas presented here together with previous results on spectral graph theory can further motivate developments in the direction to uncover the spectra of networks with more sophisticated subgraph structures. These studies will not only provide a better comprehension of network structure, but also contribute to the study of dynamical processes in networks, where the knowledge of the spectrum density is required, e.g., in stability analysis and in characterizing the onset of partial synchronization of phase oscillators.
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