On the emergence of single versus multi-state allostery
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Several physical mechanisms have been proposed to explain allostery in proteins. They differ by the number of internal states that they assume a protein to occupy, leaving open the question of what controls the emergence of these distinct physical forms of allostery. Here, we analyze a simplified model of protein allostery under a range of physical and evolutionary constraints. We find that two archetypal mechanisms can emerge through evolution: a single-state mechanism where ligand binding induces a displacement along a soft normal mode or a multi-state mechanism where ligand binding induces a switch across an energy barrier to a different stable state. Importantly, whenever the two mechanisms are possible, the multi-state mechanism confers a stronger allosteric effect and thus a selective advantage. This work defines the essential constraints on single or multi-state allostery, and sets the stage for a physical theory of its evolutionary origins.
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Allostery, the change of activity of a macromolecule in response to a perturbation at a distance from its active site, is thought to be a ubiquitous feature of proteins. Initially described in the context of multimeric proteins, it is now understood to underlie the regulation of proteins with diverse structural architectures, from receptors to signaling proteins and metabolic enzymes.

Efforts to explain how allostery works date back to decades ago with the phenomenological models of Monod, Wyman, Changeux (MWC model) and Koshland, Nemethy, Filmer (KNF model). These models postulate that each subunit of a multimeric allosteric protein occupies a small number of internal states between which transitions occur either spontaneously or upon interaction with a ligand. The MWC model postulates a thermal equilibrium between two distinct states while the KNF model postulates that conformational changes are induced by binding events. These models have proved successful at fitting experimental data and multiple extensions have been developed. They leave, however, a fundamental question unanswered: what physical and evolutionary factors justify the presence of either one or several internal states?

Here, we address this question by studying a simplified physical model of protein allostery, where the presence of one or several states can emerge naturally due to physical and evolutionary constraints. Simplified physical models of proteins have been extensively studied in the context of protein folding, a problem that they helped to solve. More recently, several such models have been developed to study the physics and evolution of allostery. These models, however, constrain the mechanism to involve either one or two states. Here we introduce a more general model, which allows us to analyze the role that one or multiple states play in allostery.

The central result is that two archetypal mechanisms of cooperative allostery can arise, depending on the physical and selective constraints under which evolution takes place. First, a single-state mechanism where ligand binding actuates a soft normal mode. Second, a multi-state mechanism where ligand binding stabilizes an alternate stable state, resulting in a switch-like conformational change. The former necessarily emerges when the energy landscape is constrained to be smooth. In contrast, when the energy landscape has the possibility to be rugged, we find that the second mechanism provides a statistically more likely and effective cooperative mechanism. We elucidate the origin of this evolutionary outcome and thus provide a testable explanation for the pervasiveness of multiple states in allosteric proteins.

I. MODEL

Our model abstracts proteins into a two-dimensional elastic network of beads whose interactions depend on their types, which can take Q values playing the role of the 20 amino acids constituting protein sequences (Figure 1A). The energy of a network with sequence $s = (s_1, \ldots, s_N)$ and conformation $r = (r_1, \ldots, r_N)$ is of the form

$$U(r, s) = \frac{1}{2} \sum_{(i,j)} k_{ij} (\delta r_{ij} - \ell_{ij})^2$$  \hspace{1cm} (1)

where the sum is over adjacent beads in the network and

where $\delta r_{ij} = |r_i - r_j|$ is the distance between beads $i$ and $j$, $k_{ij}$ is the stiffness of the spring that connects them and $\ell_{ij}$ is its rest length. Both the values of $k_{ij}$ and $\ell_{ij}$ depend on the types $s_i$ and $s_j$:

$$k_{ij} = K(s_i, s_j), \quad \ell_{ij} = L(s_i, s_j) + D_{ij}.$$  \hspace{1cm} (2)
FIG. 1. The elastic network model – (A) The physical parameters of the networks are determined by a sequence \( s = (s_1, \ldots, s_N) \) that specifies the type \( s_i \in \{1, \ldots, Q\} \) of each bead \( i \). Beads are organized in a two-dimensional triangular lattice. The spring connecting beads \( i \) and \( j \) has stiffness \( K(s_i, s_j) \) and rest length \( L(s_i, s_j) + D_{ij} \) (see SI). (B) The table \( L(s_i, s_j) \) has entries drawn uniformly in \([1 - \sigma, 1 + \sigma]\) where \( 0 < \sigma < 1 \) controls the disorder of the interactions. (C) The table \( K(s_i, s_j) \) has all entries with \( K(s_i, s_j) = 1 \) except for one soft interaction with \( K(s_i, s_j) = 0.01 \). (D) Ground-state structures of an elastic network for the four possible ligand combinations. Solid lines represent stiff springs \((K(s_i, s_j) = 1)\) and dashed lines represent soft springs \((K(s_i, s_j) = 0.01)\). Ligand binding is modeled by changing the rest length of springs between two pairs of beads that define the active or allosteric sites. One value of the rest length defines a ligand (in green) and the other the solvent (in blue).

To prevent unphysical behaviors, small amount of spatial disorder \( D_{ij} \) is added to the rest lengths and an exclusion term is introduced between non-adjacent beads (see SI). The values of \( K(s_i, s_j) \) and \( L(s_i, s_j) \) are given by \( Q \times Q \) interaction tables (Figure 1B-C). Specifically, we consider all entries in \( K(s_i, s_j) \) to be stiff \((K = 1)\) except for one interaction that is soft \((K = 0.01)\). The entries of \( L(s_i, s_j) \) are drawn uniformly in \([1 - \sigma, 1 + \sigma]\) where \( 0 < \sigma < 1 \) is a parameter controlling the disorder in the rest lengths. When \( \sigma = 0 \), the absolute minimum of \( U(r, s) \), which defines the ground state conformation, is substantially lower than other local minima associated with excited states. Increasing \( \sigma \) adds frustration (the extent to which springs are stressed in the ground state) which decreases the energy gap between the ground state and excited states, thus resulting in a more rugged energy landscape (Figure 2).

We define two springs on the opposite sides of the network to represent active and allosteric sites. Binding at these sites is modeled by changing the rest length of the spring from one value representing the “solvent” \( \ell_0 \) to another value representing the “ligand” \( \ell_1 \) (colored bonds in Figure 2D); their stiffness is left unchanged, \( K = 1 \). Four combinations of ligand binding are therefore possible, depending on whether the two sites are unbound (with ground-state energy denoted \( E_{00} \)), one site is bound (energies \( E_{01} \) and \( E_{10} \)) or both sites are bound (energy \( E_{11} \)). These energies depend on the sequence \( s \) and are estimated using a variant of the Basin-Hopping algorithm [29] (Methods). We quantify allostery by the extent to which the binding energy at the active site depends on the presence of a ligand at the allosteric site, that is,

\[
\Delta E(s) = (E_{10}(s) - E_{00}(s)) - (E_{11}(s) - E_{01}(s)). \tag{3}
\]

We evolve the sequence \( s \) of a network using a Monte Carlo algorithm with the analog of mutations consisting of randomly changing the type of the bead and a fitness defined by \( \Delta \Delta E \) (Methods).

II. RESULTS

Physical constraints on allostery

Previous models of allostery based on elastic networks [14, 16-19] had two key design properties. First, they had no or little frustration, the condition in which stressed springs occur in the ground state. Second, mutations changed the spring stiffness of interactions. Our model implements these design properties when \( \sigma = 0 \).

In this limit, evolving networks for allostery reproduces the mechanism described in previous works [14] – a soft normal mode connects the active site to the allosteric site and ligand binding induces a strain that aligns with the softest normal mode (Figure 3A-F). This soft normal mode defines a direction along which the system can fluctuate substantially even without a large energetic input. The energy along the conformational coordinate upon ligand binding is indeed nearly flat with a single minimum (Figure 2D), This mechanism defines “single-state allostery”.

Making the energy landscape more rugged by taking \( \sigma > 0 \) qualitatively changes this picture (Figure 2G-L). A network evolved for allostery in this context can now switch upon binding to a different stable state that is separated by an energy barrier (Figure 2J). Additionally, the allosteric displacement no longer necessarily overlaps with the softest mode (Figure 2L). This mechanism defines “multi-state allostery”.

Which of these mechanisms emerge over evolution depends critically on the diversity of available interactions imposed by \( \sigma \) : as \( \sigma \) increases, the energy landscape becomes more rugged and the fraction of evolved networks with a multi-state conformational change \((n_{cc}/n)\) increases while the overlap between the softest mode and the allosteric displacement decreases (Figure 3A-B). This is also the case for random networks (gray curves in Figure 3A-B) but evolved networks show a significant enrichment in multi-state mechanisms for large \( \sigma \) and of single-state mechanisms for low \( \sigma \) (green curves). The results of Figure 3AB are robust to parameter choice (Figure 4).
The difference between mechanisms is also illustrated by representing the ground-state energy of evolved networks as a function of different binding ligands, corresponding to varying the rest lengths $\ell_{\text{act}}$ and $\ell_{\text{allo}}$ of the springs defining the active and allostery sites (Figure 2C–D). In this representation, the energy landscape associated with a single-state allostery network typically takes the form of an anisotropic basin elongated in the $\ell_{\text{act}}$ direction such that $E_{11} + E_{00} < E_{10} + E_{01}$. On the other hand, the energy landscape associated with a multi-state allostery network can display two minima around 00 and 11, which also achieves $E_{11} + E_{00} < E_{10} + E_{01}$.

Evolutionary constraints on allostery

The previous results show that the diversity of available physical interactions determines the mechanism of allostery, but if both mechanisms can evolve, which does evolution favor? We address this question by considering a set of interactions that contains both homogeneous ($\sigma = 0$) and disordered ($\sigma = 0.3$) rest length distributions (Figure 3A). Networks evolved with such an interaction table have effectively the “choice” to populate a part of sequence space with either smooth or rugged local energy landscapes. Simulations show that evolution under selection for allostery leads to networks with a greater number of disordered interactions (those between beads of type 1-5) than those of random networks (random: 24%, evolved: 34%). Correspondingly, the vast majority of these evolved networks are poised to display multi-state conformational changes (random: 10%, evolved: 90%) and an overlap with the softest mode comparable to those of random networks (random: $q_1 = 0.32$, evolved: $q_1 = 0.36$). These results are represented by the data-point $E_{\text{unfolded}} = \infty$ in Figure 4A. They indicate that the multi-state mechanism is more competitive than the single-state mechanism. That is, when the interactions provide sufficient disorder, networks tend to evolve towards multi-state allostery.

In real proteins, the analog of our interaction tables are interactions between the amino acids. The physics of these interactions are largely fixed and $\sigma$ is therefore not subject to physiological control. But, some tunable parameters may play a role similar to $\sigma$ and effectively control the ruggedness of the energy landscape. One such parameter is thermal stability, which is itself subject to natural selection. As a proxy for thermal stability, we introduce here an arbitrarily defined energy $E_{\text{unfolded}}$ to represent the energy of a non-functional unfolded state. To impose a stability constraint, we again select networks based on $\Delta \Delta E$ but now restrict the evolution to sequences satisfying $E_{00} < E_{\text{unfolded}}$.

By evolving networks for varying values of $E_{\text{unfolded}}$, we verify that the smaller $E_{\text{unfolded}}$ is, the more stable the networks are (Figure 4F). The most stable networks are less likely to have multi-state conformational changes (Figure 4C) and, on average, show a greater overlap between the allostery displacement and the softest mode (Figure 4E). Additionally, the usage of disordered interactions decreases with decreasing $E_{\text{unfolded}}$ (Figure 4D). These results show how an additional selective pressure, here stability, can alter the likelihood to evolve a single or multi-state mechanism of allostery. The underlying phenomenon is the same as before – stable networks minimize frustration, and thus tend to populate smoother parts of the landscape, effectively corresponding to a smaller $\sigma$. Thus, thermal stability is a parameter.
that can, in principle, control the mechanism of allostery.

### 1-D model

The two mechanisms displayed by our two-dimensional network model can be illustrated in an even simpler one-dimensional model. This model consists of two rigid bars connected by three springs – two harmonic springs represent the active and allosteric sites and a single elastic spring mediates the mechanism of allostery (Figure 5A). The energy of this model is

\[
U(x) = \frac{1}{2} \left[ k_a (x - \ell_{\text{act}})^2 + k_m (|x| - \ell_m)^2 + k_a (x - \ell_{\text{allo}})^2 \right].
\]

The ground-state energy \( E(\ell_{\text{act}}, \ell_{\text{allo}}) = \min_x U(x) \) is harmonic with a single minimum when \( \ell_m = 0 \) and has two minima when \( \ell_m > 0 \) (Figure 5C-E). For simplicity, we assume that the rest lengths at the two binding sites take the same two (algebraic) values \( \ell_0 \) and \( \ell_1 \), with \( \ell_0 = -\ell_1 \). Under these assumptions, the cooperativity is (see Methods)

\[
\Delta \Delta E = \frac{k_a (k_m \delta + 2 k_m \ell_m) \delta}{2 k_a + k_m},
\]

with \( \delta = |\ell_1 - \ell_0| \). The mechanism is strictly single-state only for \( \ell_m = 0 \), in which case \( \Delta \Delta E \) cannot exceed \( k_a \delta^2 / 2 \). On the other hand, when \( \ell_m > 0 \), \( \Delta \Delta E \) can take arbitrarily large values and scales as \( \Delta \Delta E \sim k_a \ell_m \delta \) when \( k_m \to \infty \). A continuum of mechanisms exists between these two extremes (Figure 5B) but, when viewing \( \ell_m \) as a physical property of the landscape and \( k_m \) as an evolutionary parameter, two distinct regimes emerge: when \( \ell_m < \delta / 4 \), a single-state mechanism with a soft mode \( (k_m = 0) \) is optimal while when \( \ell_m > \delta / 4 \), a two-state mechanism with a large barrier \( (k_m = \infty) \) is optimal. Finally, if \( \ell_m \) is itself subject to evolution, maximal cooperativity \( \Delta \Delta E \) is achieved by the two-state mechanism \( (\ell_m = \infty, k_m = \infty) \).

By defining analogs of \( k_m \) and \( \ell_m \), we verify that the two-dimensional model behaves indeed as the one-dimensional model (Figure 5F).

### III. DISCUSSION

In this work, we study the evolutionary origins of single or multiple states in systems selected for allostery using a minimal yet generic physical model of protein allostery. Depending on the ruggedness of the underlying energy landscapes, two archetypal mechanisms emerge: in smooth landscapes, a single-state mechanism evolves while in rugged landscapes a multi-state mechanism
evolves. In single-state systems, allostery is mediated through actuation of a soft global mode induced by ligand binding whereas in multi-state systems ligand binding stabilizes an alternate pre-existing state. We find that the multi-state mechanism has a greater potential for cooperativity and is therefore evolutionarily favored whenever it has the possibility to evolve. We also find that additional selective pressures can modulate the outcome of evolution; in particular, a strong selection for stability favors the evolution of single-state mechanisms. These results are demonstrated by numerical simulations in a two-dimensional elastic network model and recapitulated by analytical calculations in a simpler one-dimensional model.

For computational tractability, we limited our simulations to zero temperature and ignored entropic effects, on which allostery can also rely [24]. However, the distinction between single-state and multi-state mechanisms extends to finite temperature by considering the free energy instead of the ground-state energy. We carried out this generalization for the one-dimensional model, showing that temperature does not modify our general conclusions (SI text, Figure 9). Our model also does not explicitly account for partial or global unfolding [25] but we note that allosteric mechanisms where ligand binding differentially stabilizes the folded and unfolded ensembles are instances of multi-state mechanisms provided that folding is a cooperative process [26].

The distinction between single and multi-state mechanisms of allostery reflects the two classes of phenomenological models that have been introduced to describe allostery, namely the MWC and KNF models [2-3]. The KNF model, where state changes only upon ligand binding, assumes a single-state mechanism, while the MWC model, where two states preexist and ligand binding assumes a two-state mechanism. Indeed, the physical model described here can be reformulated from a thermodynamic perspective to be analogous to MWC and KNF models (SI text). The MWC and KNF models are archetypes at the two ends of a continuum of models for allostery that interpolate between them [10]. Thus the work presented here provides a foundation for understanding the assumptions underlying these models, and perhaps more importantly, the evolutionary origin of specific models for allostery.

Our results also stand in contrast to previous works with simplified physical models of allostery. Many of these previous works assumed as we do an elastic network but restricted their analyses to linear responses and therefore did not allow for multi-state allostery [14-16, 19, 20]. Elastic network models have also been extensively studied as coarse-grained models for studying thermal fluctuations based on crystal structures of proteins [27, 28]. In our work, however, elastic networks are only used to implement a generic continuous energy landscape and we expect our results to extend to other classes of potentials, provided their ruggedness can be tuned.

A critical parameter of our model is the diversity $\sigma$ of available interactions – the central factor controlling the ruggedness of the fitness landscape. This raises the question of what value of $\sigma$ is representative of the interactions between amino acids in actual proteins. The fact that conformational switching between stable states has been observed in a large range of proteins [4, 29, 30] suggests that amino acid interactions are indeed diverse enough to permit the evolution of multi-state allostery. The finding that most proteins are only marginally stable [31] also suggests a relatively weak selective pressure for thermal stability, leaving room for multiple states. Significant frustration, which $\sigma > 0$ induces in our model, has in fact been estimated in proteins [32, 33]. Taken together, the data suggest that proteins selected to maximize allosteric cooperativity are statistically more likely to work through a multi-state mechanism.

Indeed, this statement is consistent with the diversity of mechanisms underlying allostery in proteins. Previous analyses estimating the largest overlap between the allosteric displacement and any normal mode ($\max_i (q_i)$) of allosteric proteins have found a broad range of values [20, 44, 59]. As predicted, most are far from archetypal single-state allostery where $q_1 \approx 1$, but the quantitative diversity of mechanisms remains to be explained. It could arise from additional selective pressures that tune
the evolved mechanism of allostery, or from kinetic constraints not accounted for by our model. For instance, energetic barriers for conformational switching cannot be too large or the time to cross them becomes prohibitive [20].

In this work, we focus on the emergence of multiple states in proteins with direct selection for allosteric regulation. However, allosteric effects in proteins have been proposed to precede their use for regulation [36–38], raising the question of what is the origin of allostery in proteins. Rather than a consequence of direct allosteric selection, the presence of a conformational switch with allosteric effects may first arise as a by-product of selective pressures unrelated to regulation or signal transmission per se, and then later coopted for these purposes. Two non-exclusive scenarios are a selection for binding specificity [21] and a selection for evolvability [39, 40]. Our model provides a flexible platform to test these hypotheses and advance towards a general theory for the origin of models for allostery in proteins.
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Appendix A: Methods

Estimating ground states. We estimate the ground state of a network with a version of the Basin-Hopping algorithm [23] where a genetic algorithm is used instead of a Monte Carlo algorithm to search conformation space. The algorithm (1) initializes a population of $p$ copies of a network; (2) perturbs ($r \rightarrow r + \eta$, $\eta \sim N$) and relaxes each structure using the FIRE algorithm [11]; (3) removes the $p/2$ structures with the highest relaxed energy; (4) replicates each remaining structure; (5) repeats steps 2-4 $N_{\text{iterations}}$ times; (6) outputs the structure with lowest energy. We take $p = 20$ and $N_{\text{iterations}} = 100$, which we find to be sufficient for estimating the ground state (Figure 8D and 7P).

Definition of multi-state mechanisms. Let $r_{00}$ and $r_{11}$ denote the ground-state conformations with no ligand (00) and two ligands (11). We define $r_{00}'$ as the structure relaxed from $r_{11}$ in absence of ligand and $r_{11}'$ as the structure relaxed from $r_{00}$ in presence of the two ligands. We say that the mechanism is single-state if $r_{00} = r_{00}'$ and $r_{11} = r_{11}'$, and multi-state otherwise.

Normal modes. Normal modes are computed by eigenvalue decomposition of the Hessian of the energy function in the unbound state. Three zero modes correspond to a global rotation $v_{\text{rot}}$ and two global translations $v_x$ and $v_y$. The nonzero modes and their stiffnesses are denoted $v_k$ and $\lambda_k$ with $\lambda_i \leq \lambda_j$ if $i > j$, with $v_1$ being the softest nonzero mode.

Allosteric displacement. Given $\Delta = r_{11} - r_{00}$, the allosteric displacement $dr$ is computed as

$$dr = \Delta - (\Delta \cdot v_{\text{rot}}) v_{\text{rot}} - (\Delta \cdot v_x) v_x - (\Delta \cdot v_y) v_y.$$  \hspace{1cm} (A1)

Overlaps. The overlap between a nonzero normal mode $v_k$ and the allosteric displacement $dr$ is computed as

$$q_k = \frac{dr}{\|dr\|} \cdot v_k.$$  \hspace{1cm} (A2)

Conformational coordinate. The conformational coordinate $y$ is defined by $r(y) = r_{00} + ydr$ and its associated energy by $U(y) = U(r(y), s)$.

Monte Carlo evolution. Networks are “evolved” using a Metropolis Monte Carlo method with an error catching step due to the error prone nature of the ground state finding algorithm. A candidate sequence $s'$, one mutation away from the current sequence $s$, is accepted with probability $p = \exp((\Delta\Delta E(s') - \Delta\Delta E(s))/T_{\text{evo}})$ where $T_{\text{evo}} = 10^{-5}$. Following the acceptance or rejection step, the ground states of the current sequence, $E_{00}$, $E_{10}$, $E_{01}$, $E_{11}$ are systematically reevaluated. If a lower ground state energy is found, the current sequence is set to the previous sequence and ground states are recomputed. This step prevents inaccurate ground state estimates from causing fictitiously large values of $\Delta\Delta E$.

Appendix B: Supplemental Information

1. Elastic networks model details

The full energy of a network with sequence $s = (s_1, \ldots, s_N)$ and conformation $r = (r_1, \ldots, r_N)$ is

$$U(r, s) = \frac{1}{2} \sum_{i>j} k_{ij}(\delta r_{ij} - \ell_{ij})^2 + \frac{1}{2} k_{\text{rep}} \sum_{i>j} (1 - A_{ij}) \Theta(\ell_{\text{rep}} - \delta r_{ij})(\delta r_{ij} - \ell_{\text{rep}})^2,$$  \hspace{1cm} (B1)

where $\delta r_{ij} = |r_i - r_j|$ is the distance between beads $i$ and $j$, $k_{ij}$ is the stiffness of the spring that connects them and $\ell_{ij}$ is its rest length. Both the values of $k_{ij}$ and $\ell_{ij}$ depend on the types $s_i$ and $s_j$:

$$k_{ij} = A_{ij} K(s_i, s_j), \quad \ell_{ij} = L(s_i, s_j) + D_{ij}.$$  \hspace{1cm} (B2)

The values of $K(s_i, s_j)$ and $L(s_i, s_j)$ are given by $Q \times Q$ interaction tables. Specifically, we consider all interactions in $K(s_i, s_j)$ to be stiff ($K = 1$) except for one randomly chosen entry that is soft ($K = 0.01$). The entries of $L(s_i, s_j)$ are draw uniformly in $[1 - \sigma, 1 + \sigma]$ where $0 < \sigma < 1$ is a parameter controlling the disorder in the rest lengths. The adjacency matrix $A_{ij}$ is designed by placing $N$ beads on a triangular lattice and taking $A_{ij} = 1$ for nearest neighbors and $A_{ij} = 0$ otherwise ($A_{ii} = 0$).

$D_{ij}$ adds spatial disorder to avoid possible complications from straight lines of beads [14].

After beads are first placed on a triangular lattice to construct the adjacency matrix as described above, the pairwise distances are stored in $W_{ij}^{\text{lattice}}$. The beads are then displaced by a random normal perturbation $\Delta r_i \sim N(\mu, \Sigma)$ where $\mu = [0]$ and $\Sigma = [0.05, 0; 0, 0.05]$. From this conformation, new pairwise distances are stored in $W_{ij}^{\text{pert}}$ and
\[ D_{ij} = W_{ij}^{\text{pert}} - W_{ij}^{\text{lattice}} \]  

The key feature of \( D_{ij} \) is that it does not add any frustration to the network (i.e., when \( \sigma = 0 \) the ground state energy \( E_0 = 0 \)). Both \( A_{ij} \) and \( D_{ij} \) are fixed during evolution of a given network.

To prevent unphysical networks collapse behaviors, the second term of Eq. \[ B1 \] defines a harmonic repulsion term between non-adjacent beads. \( \Theta \) is the Heaviside function so that \( \Theta(\ell_{ij} - \delta_{ij}) = 1 \) if \( \ell_{rep} > \delta_{ij} \) and 0 otherwise. \( \ell_{rep} = 0.7 \) and \( k_{rep} = 2 \) are the distance cutoff and spring constant for the harmonic repulsion term, respectively. All networks simulated in this work have a size of \( N = 49 \) beads.

2. \( \tilde{k}_m \) and \( \tilde{\ell}_m \)

In the 1d model, \( k_m \) can be interpreted as the stiffness of the allosteric mode. To define an equivalent quantity for the 2d elastic network model, we consider \( \tilde{k}_m = \lambda_2/\lambda_1 \), where \( \lambda_1 \) is the stiffness of the softest non-zero mode and \( \lambda_2 \) is the median stiffness. In the 1d model, \( \ell_m \) is related to the height of the barrier of \( U(x) \) when \( k_a = 0 \): \( \Delta E_{\text{barrier}} = \tilde{k}_m \ell_m^2/2 \).

To define an equivalent quantity for the 2d elastic network model, we consider \( \tilde{\ell}_m = \sqrt{2\Delta E_{\text{barrier}}/\tilde{k}_m} \) when \( k_{act} = k_{allo} = 0 \). \( \Delta E_{\text{barrier}} = 0 \) if \( U(y) \) has one minimum \( \left(U'(y) = 0, U''(y) > 0 \right) \) and \( \Delta E_{\text{barrier}} = U(y_3) - \max(U(y_1),U(y_2)) \), if \( U(y) \) has two minima at \( y_1 \) and \( y_2 \) and one maximum at \( y_3 \). Other possibilities are not observed.

3. 1d model at zero temperature

For a system of harmonic springs, the energy takes the form,

\[
V(x) = \frac{1}{2} \sum_i k_i (x - \ell_i)^2 = \frac{1}{2} \left( \sum_i k_i \right) (x - \frac{\sum_i k_i \ell_i}{\sum_i k_i})^2 + V_{\text{min}} \tag{B3}
\]

where

\[
V_{\text{min}} = \min_x V(x) = \frac{1}{2} \left( \sum_i k_i \ell_i^2 - \frac{(\sum_i k_i \ell_i)^2}{\sum_i k_i} \right). \tag{B4}
\]

The 1d model of allostery is given by

\[
U(x) = (1/2)k_a (x - \ell_{act})^2 + (1/2)k_a (x - \ell_{allo})^2 + (1/2)k_m (|x| - \ell_m)^2. \tag{B5}
\]

Putting \( B5 \) in the form of \( B3 \) gives

\[
V(x, \ell_m) = \frac{1}{2} (2k_a + k_m) \left( x - \frac{k_a (\ell_{act} + \ell_{allo}) + k_m \ell_m}{2k_a + k_m} \right)^2 + V_{\text{min}}(\ell_m) \tag{B6}
\]

where

\[
V_{\text{min}}(\ell_m) = \frac{1}{2} \left[ k_a (\ell_{act}^2 + \ell_{allo}^2) + k_m \ell_m^2 - \frac{(k_a (\ell_{act} + \ell_{allo}) + k_m \ell_m)^2}{2k_a + k_m} \right]. \tag{B7}
\]

The ground state of \( U \) is defined by \( E = \min_x U(x) = \min_{\pm} V_{\text{min}}(\pm \ell_m) \). This gives

\[
E(\ell_{act}, \ell_{allo}) = \frac{k_a}{2(2k_a + k_m)} (k_a (\ell_{act} - \ell_{allo})^2 + k_m (\ell_{act}^2 + \ell_{allo}^2 + 2\ell_m^2) - 2k_m (|\ell_{act} + \ell_{allo} + \ell_m|)) \tag{B8}
\]

Cooperative allostery is computed as

\[
\Delta \Delta E = E(\ell_1, \ell_0) + E(\ell_0, \ell_2) - E(\ell_1, \ell_2) - E(\ell_0, \ell_0). \tag{B9}
\]

If \( \ell_1 = \ell_2 \) then,

\[
\Delta \Delta E = \frac{k_a}{2k_a + k_m} (k_a |\ell_1 - \ell_0|^2 + 2k_m |\ell_m| (|\ell_1| + |\ell_0| - |\ell_1 + \ell_0|)) \tag{B10}
\]
If \( \ell_1 = -\ell_0 \) and \( \delta = |\ell_1 - \ell_0| \),
\[
\Delta \Delta E = \frac{k_a (k_a \delta + 2k_m \ell_m) \delta}{2k_a + k_m}.
\] (B11)
The mechanism changes from single-state to multi-state at the transition rest length \( \ell^*_m = \delta/4 \). When \( \ell_m < \delta/4 \), \( \Delta \Delta E \) is optimized at \( k_m = 0 \) and can not exceed \( k_a \delta^2/2 \). When \( \ell_m > \delta/4 \), \( \Delta \Delta E \) is optimized at \( k_m = \infty \) and can take arbitrarily large values (\( \Delta \Delta E = 2k_m \ell_m \delta \)). The first term in (B11) is the contribution from being able to actuate the (potentially) soft allosteric mode and the second term is the contribution from the two-state switch.

4. 1d model at finite temperature

In the canonical ensemble, the partition function \( Z \) of a system with energy \( U(x) = kx^2/2 \) at temperature \( T \) is given by
\[
Z = \int e^{-E(x)/T} dx = \int_{-\infty}^{\infty} e^{-kx^2/2T} dx = \sqrt{\frac{2\pi T}{k}},
\] (B12)
and its free energy is
\[
F = -T \ln Z = \frac{T}{2} \ln \frac{k}{2\pi T}.
\] (B13)
The energy of the 1d model (B31) takes the form of two parabolas that abut at \( x = 0 \). The partition function is
\[
Z = \int_{\infty}^{0} e^{-V(x, -\ell_m)/T} dx + \int_{0}^{\infty} e^{-V(x, \ell_m)/T} dx
\] (B14)
Setting \( \kappa = 2k_a + k_m \) and \( \lambda(\ell_m) = (k_a (\ell_{act} + \ell_{allo}) + k_m \ell_m)/(2k_a + k_m) \) gives
\[
Z = e^{-V_{min}(-\ell_m)/T} \int_{-\infty}^{0} e^{-\kappa(x-\lambda(-\ell_m))^2/2T} dx + e^{-V_{min}(\ell_m)/T} \int_{0}^{\infty} e^{-\kappa(x-\lambda(\ell_m))^2/2T} dx
\] (B15)
\[
= \frac{1}{2} \sqrt{\frac{\pi T}{\kappa}} e^{-V_{min}(-\ell_m)/T} \left( 1 + \text{erf} \left( -\sqrt{\frac{\kappa}{2T}} \lambda(-\ell_m) \right) \right) + e^{-V_{min}(\ell_m)/T} \left( 1 + \text{erf} \left( \sqrt{\frac{\kappa}{2T}} \lambda(\ell_m) \right) \right)
\] (B16)
where \( \text{erf} \) is the error function.

In the limit where \( k_m/k_a \to \infty \) the energy simplifies to
\[
U(x) = \begin{cases} 
\frac{k_a}{2} (x - \ell_{act})^2 + (\ell_m - \ell_{allo})^2 & \text{if } x = -\ell_m \\
\frac{k_a}{2} (x - \ell_{act})^2 + (\ell_m - \ell_{allo})^2 & \text{if } x = \ell_m \\
\infty & \text{otherwise}
\end{cases}
\] (B17)
and the free energy becomes
\[
F(\ell_{act}, \ell_{allo}) = -T \ln \left[ e^{-\frac{k_a}{2}(x+\ell_{act})^2+(\ell_m+\ell_{allo})^2} + e^{-\frac{k_a}{2}(x-\ell_{act})^2+(\ell_m-\ell_{allo})^2} \right]
\] (B18)
Taking \( \ell_0 = -\delta/2 \) and \( \ell_1 = \delta/2 \) the cooperativity is
\[
\Delta \Delta F = F(\delta/2, -\delta/2) + F(-\delta/2, \delta/2) - F(\delta/2, \delta/2) - F(-\delta/2, -\delta/2),
\] (B19)
and after some algebra,
\[
\Delta \Delta F = 2T \ln \cosh (k_a \ell_m \delta / T).
\] (B20)
In the opposite limit where \( k_m/k_a \to 0 \),
\[
U(x) = \frac{k_a}{2} (x - \ell_{act})^2 + \frac{k_a}{2} (x - \ell_{allo})^2
\] (B21)
\[
= k_a \left( x - \frac{\ell_{act} + \ell_{allo}}{2} \right)^2 + \frac{k_a}{4} (\ell_{act} - \ell_{allo})^2
\] (B22)
(B23)
and the free energy is
\[ F(\ell_{\text{act}}, \ell_{\text{allo}}) = \frac{k_a}{4} (\ell_{\text{act}}^2 - \ell_{\text{allo}}^2) - \frac{T}{2} \ln \frac{\pi T}{k_a} \]  

Taking \( \ell_0 = -\delta/2 \) and \( \ell_0 = \delta/2 \) the cooperativity is
\[ \Delta \Delta F = F(\delta/2, -\delta/2) + F(-\delta/2, \delta/2) - F(\delta/2, \delta/2) - F(-\delta/2, -\delta/2) \]
and after some algebra
\[ \Delta \Delta F = \frac{1}{2} k_a \delta^2. \]

When \( T > 0 \) the transition point between mechanisms occurs for
\[ \ell_m^*(T) = \frac{T}{k_a \delta} \ln \left[ e^{k_a \delta^2/4T} + \sqrt{e^{k_a \delta^2/2T}} - 1 \right] \]

5. Thermodynamical models

Our models can be coarse-grained to obtain a thermodynamical description comparable to the formulation of the MWC and KNF models. This is achieved by defining “states” with given free energies, from which equilibrium probabilities are computed from Boltzmann’s law. A state corresponds in our models to a distinct local minimum of the energy or free energy landscape. At finite temperature, a further requirement is that the free energy barriers are large relative to the temperature so that a local equilibrium occurs within the states. If two states have free energies \( F_1 \) and \( F_2 \) with a maximum \( F_1 \) along the conformational coordinate that connects them, this assumption amounts to \( F_1 - \max(F_1, F_2) \ll T \) in units where the Boltzmann constant is \( k_B = 1 \). A description can also be given in terms of kinetic rates \( k_{1 \rightarrow 2} \) and \( k_{2 \rightarrow 1} \) for the transition between the states, which may for instance be of the form \( k_{1 \rightarrow 2} = k_0 e^{-F_1/F_1} \) and \( k_{2 \rightarrow 1} = k_0 e^{-F_2/F_1} \).

One possible coarse-graining of the 1d model could assert that two conformational states exist: state \( T \) corresponding to \( x < 0 \) and state \( R \) corresponding to \( x > 0 \). This coarse-groaning separates the two states by the barrier at \( x = 0 \). With two binding sites, there would be a total of eight states: \( T00, T10, T01, T11, R00, R10, R01, R11 \) (the last two digits represent the state of ligand binding as in Figure 1). Taking \( \ell_0 \) and \( \ell_1 \) to be the rest lengths of the springs representing the unbound and bound states, the free energies of the eight states are,

\[ F_{Tij} = -T \ln \left( \int_{-\infty}^{0} e^{-\frac{1}{2} (k_a (x+\ell_i)^2 + k_a (x-\ell_j)^2 + k_m (x+\ell_m)^2)/T} \, dx \right) \]

\[ F_{Rij} = -T \ln \left( \int_{0}^{\infty} e^{-\frac{1}{2} (k_a (x-\ell_i)^2 + k_a (x-\ell_j)^2 + k_m (x-\ell_m)^2)/T} \, dx \right) \]

A quantity of particular interest is the fraction of occupied binding sites \( Y \) at a ligand concentration \( c \),

\[ Y(c) = 0 \cdot P_{00}(c) + \frac{1}{2} \cdot P_{01}(c) + \frac{1}{2} \cdot P_{10}(c) + 1 \cdot P_{11}(c) \]

\[ Y(c) = \frac{c e^{-F_{R11}/T} + e^{-F_{R10}/T} + c^2 e^{-F_{T11}/T} + c^2 e^{-F_{R11}/T}}{e^{-F_{T00}/T} + e^{-F_{R00}/T} + 2c e^{-F_{T10}/T} + 2c e^{-F_{R10}/T} + c^2 e^{-F_{T11}/T} + c^2 e^{-F_{R11}/T}} \]

Appendix C: Supplemental Figures
FIG. 6. Ruggedness and frustration increase with $\sigma$. (A) The energies of the 25 lowest minima relative to the ground state energy ($E_0$) for a network with $\sigma = 0$ (blue) and $\sigma = 0.3$ (red). The networks with ordered interactions ($\sigma = 0$) have a ground state far more stable than any other minima, whereas networks with disordered interactions $\sigma = 0.3$ have many near-degenerate low energy states. (B) We measure ruggedness of an energy landscape as the number of minima within $\epsilon$ of the ground state energy ($E_0$). For each $\sigma$, we plot the ruggedness averaged over 100 random networks. Higher $\sigma$ implies more low energy minima relative to the ground state. Minima are found with the ground-state finding algorithm (Methods). (C) Frustration, the extent to which bonds are stressed, is measured by the ground state energy $E_0$. A ground state where all springs are relaxed has $E_0 = 0$. For each $\sigma$, 100 random networks are generated and their ground states are estimated with the ground-state finding algorithm (Methods). (D) The error in the estimated ground state energy $\hat{E}_0$ for increasing number of iterations of the ground state finding algorithm for 100 random networks. ($\sigma = 0.3$ and population size $p = 20$). At 100 iterations, 96% of ground states estimates are correct. The energies after 10000 iterations are taken to be the true ground state energies, $E_0$. These data show that the ground state can be estimated with sufficient accuracy even when the energy landscapes are rugged with many minima.
FIG. 7. Robustness of Fig 3AB with respect to various parameters. Each panel shows the fraction of networks that undergo a multi-state conformational change upon binding ligand $ncc/n$, the mean overlap of the allosteric mode with the softest mode $q_1$, and the mean cooperativity $\Delta \Delta E$ for 100 random (gray) and evolved (green) networks. In panels B-Q only one parameter is changed from the reference in panel A. (A) Same data as in Figure 3AB where the parameters of the simulation are: $\ell_0 = 2 \sin(\pi/3) - 0.3$, $\ell_1 = 2 \sin(\pi/3) + 0.3$, $N_{\text{evosteps}} = 500$, $N_{\text{soft}} = 2$, $T_{\text{evo}} = 10^{-5}$, $Q = 5$, $k_{\text{soft}} = 0.01$, $N_{\text{iterations}} = 100$, and $D_{ij}$ as defined in Methods. (B-F) Results do not significantly change with different choices of ligands except that cooperativity decreases when the difference between $\ell_0$ and $\ell_1$ decreases, as predicted by the 1d model. (G) Results do not change when the number of interactions of the Monte Carlo evolution is increased from $N_{\text{evosteps}} = 500$ to $N_{\text{evosteps}} = 2000$. (H) When there are no soft interactions permitted between beads, $N_{\text{soft}} = 0$, (i.e. if $K(s_i, s_j) = 1$ for all entries) no cooperativity evolves at low $\sigma$. (I) Doubling the number of soft interactions from $N_{\text{soft}} = 2$ to $N_{\text{soft}} = 4$ does not significantly change the results. (JKL) Changing the temperature of the evolutionary Monte Carlo $T_{\text{evo}}$ does not change the results as long as it is sufficiently small, $T_{\text{evo}} < 10^{-3}$. At $T_{\text{evo}} \geq 10^{-3}$ nearly no cooperativity evolves at small $\sigma$. This result was previously described in [14]. (MN) The results are unchanged with different number of bead types $Q$. (O) The results are unchanged when the softness of the soft interactions is increased to $k_{\text{soft}} = 0.1$. (P) The results are unchanged if the number of iterations of the basin hopping algorithm is increased from $N_{\text{iterations}} = 100$ to $N_{\text{iterations}} = 500$. (Q) The results are unchanged when the spatial disorder is removed, $D_{ij} = 0$.
FIG. 8. The properties of the 1d model recapitulate the properties of the 2d elastic network. $\tilde{k}_m$ and $\tilde{\ell}_m$ are the 2d elastic network analogs of the 1d model’s parameters $k_m$ and $\ell_m$. See Methods for their definitions and motivation. (A) For each $\sigma$, $\tilde{\ell}_m$ of each of the 100 random (initial) and 100 evolved networks is plotted, showing an estimate of the range of possible values of $\tilde{\ell}_m$ given $\sigma$. (BCD) The mean $\tilde{k}_m$ and $\tilde{\ell}_m$ and $\Delta\Delta E$ are plotted for 100 random and 100 evolved networks at different $\sigma$. Consistent with the 1d model, non-allosteric random networks have a large $\tilde{k}_m$ and small $\tilde{\ell}_m$. When $\sigma$ is small, networks approach the single-state mechanism limit ($\tilde{\ell}_m = 0, k_m = 0$). As $\sigma$ increases, networks localize towards the multi-state mechanism limit of large $k_m$, large $\ell_m$. Error bars are 95% CI. (D) Scaling of $\Delta\Delta E$ with $\delta$. Each data point shows average $\Delta\Delta E$ over 100 evolved networks with parameters $\sigma$ and $\delta$. For each $\sigma$, data is fit to the power law $\Delta\Delta E = \alpha \delta^\gamma$. The 1d model predicts that in the single-state limit, $\gamma = 2$, while in the multi-state limit $\gamma = 1$. 
FIG. 9. 1d model at finite temperature. (A) Free energy surfaces as a function of different binding ligands, corresponding to varying the rest lengths $\ell_{\text{act}}$ and $\ell_{\text{allo}}$ of the springs defining the active and allosteric sites. The two panels on the left show the free energy surfaces of a single-state mechanism ($k_m = 1$ and $\ell_m = 0$) at $T/k_a = 0$ and $T/k_a = 0.2$. The two panels on the right show the free energy surfaces of a multi-state mechanism ($k_m = \infty$ and $\ell_m = 0.5$) at $T/k_a = 0$ and $T/k_a = 0.2$. (B) The cooperativity $\Delta\Delta F$ as a function of the normalized quantities $k_m/k_a$ and $\ell_m/\delta$ for different temperatures. (C) A plot of $\ell^*_{m}(T)$, the value of $\ell_m$ where the single and multi-state mechanisms provide equal cooperativity at temperature $T$. 