Efficient Object Detection based on Deep Feature Fusion Network
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Abstract. Real-time object detection is crucial for many applications, such as automatic driving, security monitoring. It is vital for these application to perform accurate detection while keeping real-time performance. This paper propose an efficient object detection method based on deep feature fusing strategy. The feature extraction network employs deep convolution neural network to fuse multi-channel input, including colored image, infrared image and motion image. Multiple sources of images can provide complementary information, which is beneficial to accurate object detection. The backbone network is based on darknet-53 while integrating with feature aggression modules to capture features of shallow and deep activation maps. Our network is first trained on large-scale IMAGENET and COCO datasets, and then fine-tuned on small-scale datasets collected in real world. A series of quantitatively and qualitatively experiments are conducted to show superiority and efficiency of our method.

1. Introduction
Object detection is a fundamental and challenging computer vision task, which need to predict bounding box together with its property of each target in an image. Object detection has made tremendous advance in recent years thanks to the rapid development of deep convolutional neural networks (CNN). Generally, the object detection methods are categorized into two-stage detectors[1, 2, 3, 4] and one-stage detectors[5, 6, 7, 8, 9, 10]. Two-stage detectors are based on region proposal which perform classification and bounding box regression in separate stage while one-stage frameworks estimate object labels and location simultaneously. In general, two-stage detectors can achieve better precision while one-stage detectors usually run relatively faster. Current mainstream object detectors such as Faster R-CNN, SSD and YOLO depend on a set of pre-defined anchor boxes, which is vital for the success of detection. In recent years, anchor free methods[5, 13, 14] have played increasingly important role in object detection, which show excellent results compared to anchor-based ones.

The image classification methods have surpass human level on IMAGENET with the development of convolutional neural network (CNN). At the same time, general object detection achieve excellent results on several public datasets, such as PASCAL VOC[11], COCO[12]. However, these methods are not applicable for small target detection under complex scenarios, where it is difficult to distinguish between targets and their backgrounds. Under these backgrounds, the difference between target and its background is tiny, which is difficult to observe even for human eyes. Worse still, the object appearance and scales are changed during fast moving of interested target.
In this paper, we focus on object detection under complex background, where limited difference exists between targets and their background. Deep features are fused using multiple input channels, which includes RGB image, infrared image and motion image. The proposed method is relatively good for small object detection under complex scenarios.

2. Related Works
Deep convolutional neural network has been successfully adopted to object detection and achieve excellent results. Commonly used detection methods can be classified into two-stage detectors and one-stage detectors.

A two-stage detector [1, 2, 3, 4] first generates several region proposals, and then use bounding box regression while get target labels. R-CNN [1] employs CNN to extract target feature, and then send to classifier to perform classification. R-CNN had achieved amazing results compared to traditional hand-crafted method. R-CNN is very slow because of repeated CNN computation. Fast R-CNN [2] take whole image as input to compute activation map, which can prevent repeated computation to save cost. Faster R-CNN [3] employs a Region Proposal Networks (RPNs) that share convolutional layers with detection networks to further reduce computational cost, which show amazing accuracy and speed. FPN[4] integrate pyramid model into deep neural network to fuse top-down and bottom-up feature. In this way, high and low level feature are captured in detection procedure.

A one-stage detector [5, 6, 7, 8, 9] carry out object detection in single procedure to simultaneously get target labels and location. You Only Look Once (YOLO) [5, 8, 9] consider object detection as a regression problem to estimate bounding boxes and class labels in end-to-end manner, which can achieve real-time performance while obtain relatively good detection results. YOLO V3 modified backbone network and detection header to use multiple feature map, which can achieve state-of-art accuracy especially on smaller targets. SSD [6] generate confidence scores for each bounding box while make regression to better match object location. Li etc.[15] design a fresh feature aggregation modules to fuse shallow and deep convolutional features, which can get good performance especially for small targets.

Anchor-based detector taken anchor boxes as pre-defined sliding windows, similar to the traditional sliding-window approaches. On the contrary, anchor free detectors[5, 13, 14] do not depend on anchor boxes which significantly reduces the designed parameters and computational cost. YOLO V1 predicts bounding box at points near the center of targets, which can produce higher-quality detection. CornetNet[13] detects a pair of corners of a bounding box and then groups them to form final bounding box, which needs complicated post-processing to group the corner pairs. FCOS [14] employs all points in a ground truth bounding box to predict target location, which achieve state-of-the-art performance among one-stage detectors.

In this paper, we follow the idea of one-stage detection strategy, which is very accuracy while keeping real-time performance. In addition, we use feature aggregation modules and residual blocks to boost detection performance.

3. Multi-Channel Images Fusion
Generally, object detector takes RGB images as network input to perform feature extraction and detection. However, RGB image may have low quality especially in the dark environment. This paper employs a combination of RGB images, infrared images and motion images to get complementary information from different video source. In this way, detection performance can boost a lot especially for small object under complex background. Both CCD camera and thermal camera are used to form five-channel input. The two cameras are installed in a monitoring system, which is calibrated ahead of time to ensure the cameras always have same field of view.

**RGB images:** RGB images taken by CCD cameras can retain high-frequency information and keep sensitive to illumination changes. Under good lightening condition, RGB images can get sufficient information for target detection. Unfortunately, when light condition is not so ideal, images may suffer from poor quality, a lot of noise and low contrast.
**Infrared images:** Long-wave infrared cameras are used in our systems to form infrared images, which are sensitive to temperature discrimination over targets and their surroundings. When in darken environment, infrared images can provide supplement details for RGB images. However, infrared image may lose detail information of targets, such as edges and texture.

**Motion images:** For moving target, motion information can provide significant clue for detection. To estimate target motion, the n-th video frame is subtract with (n-3) th video frame to obtain motion images[15]. This can be formulated as follows:

\[ M_n(x, y) = I_n(x, y) - I_{n-3}(x, y) \]

where \( M_n(x, y) \) represents the motion image pixel value at point \((x, y)\) and \( I_n(x, y) \) denotes the pixel value of frame n at point \((x, y)\). This is a straightforward and easier method to achieve the trade-off between accuracy and computational complexity.

**Fusion Methods:** Typically, there are three types of image fusion strategy, including pixel-level, feature-level and decision-level, see Fig. 1 for illustration. Pixel-level fusion, as depicted in Fig. 1 (a), dealing with the raw pixels of multiple images directly to improve the visual enhancement. The combination is then fed into detection network to generate final results. Feature-level fusion, as depicted in Fig. 1 (b), send different source of images to separate feature extractor, which are then sent to upper layers to produce final results. This method needs double computation and storage resources. Decision-level fusion, as shown in Fig. 1 (c), refers to combine different results from separate detection network for different types of images. This strategy also require duplicated resources to maintain same inference time. Meanwhile, interior relationship between different types of images can not be well fused. This paper follows approach taken from Liu[15], which is similar to pixel-level strategy. Three types of images, RGB images, infrared images and motion images are employed to form five-channel input. The raw pixels are put into independent channel of fused images and then fed into neural network. The network can be trained in end-to-end manner. Our method is easy to implement but effective.

![Fig. 1 Different fusion architecture. (a) pixel-level fusion; (b) feature-level fusion; (c) decision-level fusion.](image-url)

### 4. Deep Feature Pyramid Detection Network

#### 4.1. Network Structure

Typically, a detection network includes a stack of convolutional, polling and full-connected layers, followed by proper activation functions. The convolutional layers are used to learn useful features by convolving input activations with filters. Pooling operation is used to down sampling the activation map to shrink the receptive field. The activation functions are used to add non-linearity of the network.

**Backbone.** We adopt an efficient one-stage detection strategy. The overall network structure is shown in Fig. 2. The backbone is a modified version of darknet-53[9] while integrating with feature aggregation modules. Darknet-53 includes 53 convolutional layers, and one average pool and full-connected layers. It is an efficient and accurate feature extractor which is much faster than ResNet-101 and ResNet-152 while having similar accuracy. In order to strengthen the feature of activation output,
Feature aggregation modules (FAM) are used to integrate shallow and deeper feature of convolutional layer. The details of FAM are depicted in section 4.2.

Feature Pyramid Structure. Darknet-53 is used to extract feature at several scales in bottom-up pathway. It builds a feature hierarchy consisting feature map at a scaling step of 2. These feature map has stride of \{2, 4, 8, 16, 32\} pixels with respect to input image. Following [18], feature pyramid structure is used to detect objects at different scales. One single scale image of different size is used to perform object detection while multiple levels of feature maps are produce at different scales.

The pyramid structure include bottom-up pathway and a top-down pathway. Bottom-up pathway is the commonly used feed forward convolutional computation, which perform feature extraction using various conv-pooling-activation steps. Typically, the output of each layer has strides of \{2, 4, 8, 16, 32\} pixels compared to input image. For our cases the network takes 800x800 images as input, the subsequent layers output the resolution of 400x400, 200x200, 100x100, 50x50, 25x25, respectively. The top-down pathway takes higher pyramid layers, which have low spatially resolution while keep rich semantic. These feature maps are further enhanced through bottom-up pathway via skip connections. Each skip connection integrate activation map of same spatial size from both bottom-up and top-down pathways. In this way, low-level and high-level features are fused, which is benefit for different size of object detection.

4.2. Feature Aggregation Block

Feature aggregation blocks, which are proposed by Li.[16], can integrate feature maps from different layers to form new feature channels. In this way, feature maps from shallow layers have larger receptive field while feature maps from deep layers often have more semantics information. The structure of FAM block is shown in Fig. 3 (a). Spatial Attention (SA) block is included in the FAM block to highlight target region, which is favor of detecting smaller objects.

SA blocks is shown in Fig. x(b). More details can be found in [16]. Given two input activation map with same channels: $X \in \mathbb{R}^{H \times W \times C}$ and $Y \in \mathbb{R}^{H \times W \times C}$, 1x1 convolutional layer is employed to integrate multiple input into one channel and then generate output.

![Fig. 2 The network architecture of our method.](image)
\[
O = F_{\text{conv}}(X) \in R^{H \times W}
\]

\(F_{\text{conv}}(\cdot)\) denote 1x1 CBR (convolutional + batch normalization + ReLU) operation. Then, an activation function is used after full-connected layer to get activation map, that is
\[
A = \sigma(WO) \in R^{H \times W}
\]

The final output \(Z\) is calculated by product of \(Y\) and \(A\),
\[
Z = Y \cdot S
\]

After a stack of transformation, image feature in shallow layers are effectively enhanced, which is beneficial for small object detection.

4.3. Data Augmentation
Data augmentation methods are used to improve the accuracy of detectors without hurt the inference cost. By using different kinds of data augmentation methods, the detection models have high robustness to targets under different backgrounds. We adjust brightness, contrast, hue, saturation, and noise of the images to achieve photometric distortions. We also add random scaling, cropping, flipping, and rotating to realize geometric distortion. In addition, Mosaic[20] is used to further enhance the detection ability of small objects. In addition, Mosaic can reduce overfit of the detection models. Mosaic mixes 4 training images into one, which allows detection of objects outside their normal context, seen Fig. 4.

4.4. Implementation Details
Network Input. This paper employs a pixel-level fusion method to integrate information from multiple image. The network input include five channels, which includes red, green, blue channels of CCD images, infrared image from thermal sensors and motion image. These images are combined to form five-channel input and fed it into convolutional neural network to train object detector. Consequently,
features from different sensors can be fused in pixel level in the internal of CNN. Similar to YOLO, the network can be trained in end-to-end manner. Compared with feature-level and decision-level fusion methods, our approach is easier to implement with low computational budget.

5. Experiments

Experimental setup: We use NVIDIA GeForce GTX 2080Ti GPU, an Intel Core i7 CPU with 64GB memory for training. All the codes are based on PyTorch for easy implementation. For the hyper-parameters setting up, we follow YOLO, where all the networks are trained for 40000 iterations with initial learning rate 0.001 and 0.0001 for the last 10000 iterations, momentum 0.9 and weight decay 0.0005.

Evaluation Metric. Mean Average Precision (mAP) is employed to evaluate performance of different network. Firstly, the average precision (AP) of each class is calculated and then AP values are averaged to get mAP. The AP value is computed using the precision-recall curve. Moreover, frame per-second (FPS) is used to evaluate the real-time performance of different methods.

Datasets. Because of limited datasets from real environment, we first train the network using large scale IMAGENET dataset and then retrain the network using images taken from binocular vision system to boost detection performance. Binocular vision system contain one colored CCD camera, one infrared camera. Motion image is obtained by subtraction of interval CCD images. There are four classes in the dataset, person, aeroplane, car and truck.

Comparison. The performance of our method and three other methods, Faster R-CNN, YOLO, Tiny-YOLO, are shown in Table 1. Our method achieves best detection performance while running in real-time. Faster R-CNN achieve relatively good mAP but very slow. Tiny-YOLO runs very fast but with low mAP.

More results: More detection results of our method are shown in Fig. 5. From the image, we can see low contrast between target and its background. Even hard for human eyes to discriminate. However, our method show preferably good results with sufficient train samples.

Table 1. Comparison of different methods

| Methods     | mAP  | person | aeroplane | car   | truck | FPS |
|-------------|------|--------|-----------|-------|-------|-----|
| Faster R-CNN| 82.7 | 77.3   | 84.2      | 82.9  | 86.4  | 7   |
| YOLO        | 83.2 | 79.1   | 83.8      | 83.1  | 86.8  | 45  |
| Tiny-YOLO   | 71.3 | 67.4   | 73.3      | 71.1  | 73.4  | 155 |
| Our methods | 84.9 | 81.2   | 85.3      | 84.5  | 88.6  | 50  |

Fig. 5. More detection results of our methods.
6. Conclusion
In this paper, we propose a novel detection structure that is based on ResNet. The network takes colored image, infrared image and motion image as input. Multiple image source can offer complementary information to boost detection accuracy. We also use feature aggregation modules to integrate information of different layers. The idea of transfer learning is employed to train the network using large-scale IMAGENET datasets first, and then fine-turn on small-scale datasets. Extensive experiments are conducted to show superior detection performance while running in real-time. In the future, we will collect more data under complex background to train more accurate detector that can be used in real application. Furthermore, we will seek more simple network structure to further accelerate inference speed while maintaining high accuracy.
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