Quantum computation of phase transition in the massive Schwinger model
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Abstract
As pointed out by Coleman, physical quantities in the Schwinger model depend on a parameter $\theta$ that determines the background electric field. There is a phase transition for $\theta = \pi$ only. We develop a momentum space formalism on a lattice and use it to perform a quantum computation of the critical point of this phase transition on the NISQ device IMB Q Lima. After error mitigation, our results give strong indication of the existence of a critical point at $m/e \simeq 0.32$, where $m$ is the bare fermion mass and $e$ is the coupling strength, in good agreement with the classical numerical result $m/e \simeq 0.3335$.

1. Introduction

Gauge theories form a class of quantum field theories that play an essential role in the description of fundamental particle physics. Thus, devising methods that provide an efficient calculation of physical quantities within these theories, especially in a non-perturbative setting, is of primary importance. Non-perturbative calculations rely primarily on lattice formulations of gauge theories requiring a prohibitive amount of computational resources due to Fock spaces that grow exponentially with the size of the system. Quantum computers, as systems that inherently behave quantum mechanically and naturally operate according to the Hamiltonian formalism, promise to address or bypass many of the complications arising in classical computing methods, such as the aforementioned exponentially growing Fock spaces as well as the infamous sign problem occurring in Monte Carlo simulations, which rely on the path integral.

In addition to some theoretical schematics of such quantum simulations (see, for example, [1–4]), the recent emergence of real quantum hardware has ushered in intense focus on how to translate these techniques towards implementation on existing devices [5–9]. The limited efficacy of these devices, termed noisy intermediate scale quantum (NISQ) hardware, is one major hurdle to overcome. Gauge theories present the additional challenge of requiring that quantum computers process only quantum states which live within the physical, or gauge invariant, subspace of the full Fock space.

The Schwinger model has been studied extensively serving as a toy model for quantum chromodynamics (QCD) [10–12]. Gauge invariance is usually implemented with constraints derived from Gauss’s law [13, 14]. In the quantum computation of reference [5] the gauge degrees of freedom were completely removed by solving Gauss’s law, following [15]. This was previously done in reference [16], which computed energy levels using matrix product states. While this resulted in a pure spin formulation, the new Hamiltonian exhibited long-range couplings between the spins. Devices with limited qubit connectivity, such as superconducting qubit systems, require a costly number of operations in order to entangle distant qubits. Therefore, given the need to simulate the Hamiltonian on a quantum computer in the dynamical setting of reference [5], the authors were forced to rely on the global connectivity of a trapped ion system. In addition to this complication, accidental ‘leakage’ of the pure spin system into unphysical states is inevitable on NISQ devices, and so the results of the computation required projection onto the physical subspace. The authors of reference [7] evaded the latter issue by encoding only states that were constructed by hand to satisfy Gauss’s law, at the cost of leaving in the original gauge degrees of freedom. Reference [7]
also reduced the size of the Hilbert space using symmetry arguments, which was necessary for an actual quantum computation.

The Schwinger model depends on an additional parameter \( \theta \) that parametrizes the background electric field. It is known that a phase transition occurs only for \( \theta = \pi \) [12]. Here we study this phase transition using quantum computation. We show that, even though the phase transition occurs in the continuum, we can estimate the critical point with a small number of points in the spatial dimension (as low as four). We implement the quantum algorithm on quantum hardware (IBM Q Lima) by minimizing the number of qubits and circuit depth to avoid quantum error. We achieve this minimization by employing the formalism developed in [17], adapted to accommodate a spatial lattice. After reducing the gauge degrees of freedom to one in a fashion similar to [15], this alternative formalism allows for a more careful treatment of the gauge zero mode which is present in the case of periodic boundary conditions. Additionally, this formalism enforces Gauss’s law automatically in the encoded basis states facilitating the restriction of the Hilbert space to states obeying certain symmetries. Thus, we adopted the advantages of both approaches (references [5, 7]) while expanding our analysis to include the dynamics of the zero mode.

The discussion proceeds as follows. In section 2, we review the Schwinger model and its properties. In section 3, we introduce the lattice Hamiltonian written in momentum space, providing an alternative approach with a focus on the gauge zero mode degree of freedom. In section 4, we discuss the critical point of the phase transition for \( \theta = \pi \) in the continuum, and how it can be approximated to a significant degree of accuracy using small lattice sizes with as low as four spatial sites. In section 5, we perform a quantum calculation employing the variational quantum eigensolver algorithm (VQE) applied to very simple Ansätze. We discuss two error mitigation techniques and present our results. Our conclusions are summarized in section 6.

2. The model

In this section, we review the massive Schwinger model and its pertinent features. We also briefly discuss some important features of the momentum space formalism developed in reference [17], which arrives at an exact solution in the massless case. We adapt this formalism to lattice discretization in section 3.

The massive Schwinger model describes a massive charged fermion in one spatial dimension. Despite being a \( U(1) \) abelian gauge theory, it shares many important features with QCD (an SU(3) gauge theory), making it an effective toy model. Charge screening, ‘quark’ confinement, and spontaneous chiral symmetry breaking can all be found within the theory [11].

Most importantly for our discussion, the model features topological ‘\( \theta \)-vacua.’ The case \( \theta = \pi \) exhibits a phase transition when the mass gap vanishes somewhere between the asymptotic limits \( e \gg m \) and \( e \ll m \) [12, 20–22]. The latter limit corresponds to a phase where charge conjugation and parity (C/P) symmetry is spontaneously broken. In references [20, 23], the transition was shown to belong in the universality class of the Ising model, with the use of renormalization group methods. A similar analysis was done in [24] using a \( \mathbb{Z}_n \) gauge group discretization, which was later applied in the observation of out-of-equilibrium properties of the Schwinger model [25].

The Lagrangian density for the model is given by

\[
\mathcal{L} = -\frac{1}{4}F_{\mu\nu}F^{\mu\nu} + \bar{\psi} \left( i\partial_\mu - eA_\mu \right) \gamma^\mu \psi - m\bar{\psi}\psi, \tag{1}
\]

where \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu, A_\mu \) is an abelian gauge potential, and \( \psi \) is a two-component fermionic field. \( \gamma^0 \) and \( \gamma^1 \) are Dirac matrices which in one space and time dimension are simply Pauli matrices: \( \gamma^0 = \sigma^3 \) and \( \gamma^1 = i\sigma^2 \). We also have \( \bar{\psi} \equiv \psi^\dagger \gamma^0 \). There are two parameters in the model, the coupling strength \( e \) and the bare fermion mass \( m \). In the case \( m = 0 \), the model can be solved exactly and is equivalent to a massive scalar boson of mass \( \sqrt{\frac{e}{\pi}} \) [26]. The non-vanishing mass of the boson in the chiral limit \( m = 0 \) has been attributed to both the Higg’s mechanism as well as the chiral anomaly [11, 17].

Gauss’s law is the constraint

\[
\partial_\mu E = \sigma_{\mu 0}, \tag{2}
\]

where \( E = F_{0\mu} \) is the electric field and \( j_0 = \psi^\dagger \psi \) is the charge density. The solution to Gauss’s law involves a constant of integration which is the background electric field [12]

\[
F = \frac{e\theta}{2\pi} \tag{3}
\]

1 In QCD the ‘strong CP problem’ centers around nature’s apparent choice of \( \theta \approx 0 \) [18, 19].
written in terms of a third parameter $\theta$ that determines the system, in addition to $e$ and $m$.

The Hamiltonian is

$$H = \int_0^{2L} dx \left( \frac{1}{2} E^2 + i \bar{\psi} \gamma^1 (\partial_1 + i e A_1) \psi + m \bar{\psi} \psi \right),$$

where $2L$ is the length of the spatial dimension. We apply periodic boundary conditions.

The Gauss law constraint generates gauge transformations. Thus in the quantum theory physical (gauge invariant) states $|\Psi\rangle$ must satisfy

$$G(x)|\Psi\rangle = 0, \quad G(x) = \partial_1 E(x) - e j_0(x)$$

Gauss’s Law does not completely eliminate all gauge degrees of freedom. This can be seen by, e.g., applying the Coulomb gauge $\partial_1 A_1 = 0$ [27], or a Fourier expansion of the gauge field $A_1$ in the temporal gauge $A_0 = 0$ [17]. The residual gauge degree of freedom is the zero mode

$$q = \frac{1}{2L} \int_0^{2L} dx A_1,$$

It determines the exponent of the Wilson loop operator $e^{ie \oint A_1}$ which is a gauge-invariant quantity [28, 29].

The scheme employed by reference [17] has certain advantages that we will use in the lattice formulation. The residual gauge degree of freedom is the only bosonic (zero) mode, whereas all other (higher) modes are purely fermionic. While the reduction of the gauge degrees of freedom to one is not unique to the construction of [17], the role of the zero mode is better addressed exhibiting its own dynamics even in the absence of fermionic excitations. In this restricted case, as pointed out by Manton [27], the explicit appearance of the zero mode in the regularized chiral charge $Q_5$ demonstrates the chiral anomaly of the massless Schwinger model. While we will not investigate the chiral anomaly here, we will still see that the zero mode plays a significant role on the lattice.

Second, the massless theory yields an infinite and degenerate set of ‘$\theta$-vacua’ of the form

$$|0\rangle_\theta = \sum_N e^{-iN\theta} |0\rangle_N,$$

where $N$ characterizes the level of ‘displacement’ of some low-energy fermionic state (Dirac sea). This displacement is implemented by large gauge transformations which are topologically non-trivial. Large gauge transformations and $\theta$-vacua will be key ingredients in the development of a basis to be used on the lattice.

3. Lattice

In this section, we introduce the lattice Hamiltonian using the Kogut–Susskind staggering formulation [13, 30, 31] which is expressed in the position representation. We then transform it to the momentum space representation in order to facilitate restricting to the relevant sector of the Hilbert space and employing the two advantageous features of the formalism of [17] discussed in the previous section. By using Gauss’s law to eliminate all but one of the gauge degrees of freedom, the electric part of the Hamiltonian is split into a zero-mode bosonic term and a fermionic term corresponding to the higher Fourier modes.

We also discuss the parameter $\theta$ in the context of large gauge transformations, which we use to identify states of the form (7). In appendix B, we explain how $\theta$ can be related to a background field in our lattice formulation.

The Kogut–Susskind Hamiltonian for the Schwinger model consists of an electromagnetic (gauge) and a fermionic part,

$$H = H_{EM} + H_f,$$

where

$$H_{EM} = \frac{1}{2} \sum_{r=0}^{2L-1} E^2(r)$$

$$H_f = \frac{1}{2} \sum_{r=0}^{2L-1} \left( \bar{\psi}(r) e^{i e A_1(r)} \psi(r + 1) - \text{h.c.} \right) + m \sum_{r=0}^{2L-1} (-1)^r \bar{\psi}(r) \psi(r).$$

(9)
We work in units in which the lattice spacing (between fermionic sites) is $a = 1$, so $L$ is the number of spatial sites and $2L$ is the number of fermionic sites. The fermionic part is simplified by defining

$$\tilde{\psi}(r) = e^{i q f(r)} \psi(r).$$  

(10)

This transformation is similar to that used in [15], in which a purely fermionic formulation is obtained for open boundary conditions. A free parameter exists at the boundary, which references [5, 15] set to zero. In our approach, we use periodic boundary conditions which results in a single gauge degree of freedom (zero mode) [17].

Using (10), the fermionic part of the Hamiltonian $H_f$ simplifies to

$$H_f = \frac{i}{2} \sum_{r=0}^{2L-1} \left( \tilde{\psi}(r) \tilde{\psi}(r+1) - \text{h.c.} \right) + m \sum_{r=0}^{2L-1} (-1)^r \tilde{\psi}(r) \tilde{\psi}(r).$$  

(11)

It is convenient to express the fields in momentum space. We have

$$\tilde{\psi}(r) = \frac{1}{\sqrt{2L}} \sum_{j=0}^{2L-1} b_j e^{-iq r}, \quad k_l = \frac{(2L + 1)\pi}{2L} - eq,$$

(12)

where $q$ is the zero mode of the gauge field $A_1$ (equation (6)), while for the fermion expansion coefficients the usual anti-commutation relations hold:

$$\{b_l, b_l^\dagger\} = \delta_{ll}. $$  

(13)

Since $A(r)$ obeys periodic boundary conditions, the expansion (12) gives anti-periodic boundary conditions for $\psi(r)$. We obtain

$$H_f = \sum_{l=0}^{2L-1} b_l^\dagger b_l \sin k_l + m \sum_{l=0}^{2L-1} b_{l+1}^\dagger b_l.$$  

(14)

For the gauge part, we introduce the Fourier expansion of the electric field,

$$E(r) = \frac{p + (-1)^l a_l}{2L} - \frac{i}{2L} \sum_{l=1}^{L-1} \left( a_l e^{iql/2L} - \text{h.c.} \right).$$  

(15)

The modes $p, a_l$ are Hermitian, and $p$ is the momentum conjugate to the gauge zero mode $q$,

$$[q, p] = i. $$  

(16)

The Hamiltonian for the gauge field becomes

$$H_{EM} = \frac{p^2 + a_l^2}{4L} + \frac{1}{2L} \sum_{l=1}^{L-1} a_l^\dagger a_l.$$  

(17)

Gauss’s law reads

$$E(r) - E(r - 1) = e : j(r), $$  

(18)

where $j(r) = \tilde{\psi}(r) \tilde{\psi}(r)$ is the charge density and $: :$ indicates normal ordering ($:O:= O - \langle O \rangle$, where $\langle O \rangle$ is the vacuum expectation value of the operator $O$).

In terms of modes, (18) becomes

$$a_l = \frac{ie}{1 - e^{-imL}} : j_l : , \quad a_l = \frac{e}{2} : j_l : , \quad j_l = \sum_{i=0}^{2L-1} b_{l+i}^\dagger b_i,$$

(19)

where indices are mod(2L) and $j_l = \sum_{r=0}^{2L-1} j(r) e^{-rql/2}$ are Fourier modes of the charge density $j(r)$. Notice that $j_{2L-l} = j_l$. It is also easy to show that $[j_l, j_{l'}] = 0$, $\forall (l, l')$.

Moreover, the total charge vanishes,

$$Q = : j_0 : = 0.$$  

(20)

The gauge part of the Hamiltonian is written entirely in terms of fermionic modes and the bosonic zero mode momentum $p$,

$$H_{EM} = \frac{p^2}{4L} + \frac{e^2}{16L} \sum_{l=1}^{2L-1} \csc^2 \frac{\pi l}{2L} : j_l : : j_l :.$$  

(21)
We adopt the ground state in which \( \langle \hat{j}(r) \rangle = r \mod(2) \). In reference [31] it was shown that this is the ground state in the strong-coupling limit \( \epsilon \gg 1 \). Therefore,
\[
\langle \hat{j} \rangle = L \left( \delta_{00} - \delta_{LL} \right)
\]
and the Hamiltonian \( H_{EM} \) becomes
\[
H_{EM} = \frac{p^2}{4L} + \frac{e^2}{8L} \sum_{l=1}^{L-1} \csc^2 \frac{\pi l}{2L} j_l^2 + \frac{e^2}{16L} \left( j_L + L \right)^2.
\]
(23)

The remaining constraint (20) needs to be imposed on all physical states. From (22), we see that the requirement of vanishing charge restricts our Hilbert space to half-filling: \( \tilde{j}_0 = L \).

By solving Gauss’s law, we have restricted the Hilbert space to states that are invariant under small gauge transformations. In order to account for large gauge transformations, first consider a general gauge transformation,
\[
\psi(r) \rightarrow e^{i\omega(r)} \psi(r), \quad A(r) \rightarrow A(r) - \omega(r + 1) + \omega(r).
\]
(24)

From this we have
\[
q \rightarrow q - \frac{\omega(2L) - \omega(0)}{2L}, \quad \tilde{\psi}(r) \rightarrow e^{i\omega(0)} \tilde{\psi}(r).
\]
(25)

Gauge transformations are classified by their winding numbers \( w \in \mathbb{Z} \),
\[
\omega(2L) - \omega(0) = \frac{2\pi}{e} w
\]
(26)

transforming
\[
q \rightarrow q - \frac{\pi}{eL} w, \quad k_l \rightarrow k_{l+w}, \quad b_l \rightarrow b_{l+w}
\]
(27)

with indices taking values \( \mod(2L) \). Gauss’s law itself only yields (20) as a necessary condition for a physical state. However, if \( w = 0 \) (small gauge transformation) one can show in a manner similar to the continuum case [17] that it is a sufficient condition as well.

Large gauge transformations correspond to \( w \neq 0 \). Let \( U_1 \) implement the gauge transformation with \( w = 1 \),
\[
U_1 q U_1^\dagger = q - \frac{\pi}{eL}, \quad U_1 b_l U_1^\dagger = b_{l+1}.
\]
(28)

Notice that \( U_1^{2L} = \mathbb{I} \). Physical quantities must be invariant under \( U_1 \). For physical states, this implies
\[
U_1 |\text{phys} \rangle = e^{i\theta} |\text{phys} \rangle.
\]
(29)

Owing to the periodicity \( U_1^{2L} = \mathbb{I} \), \( \theta \) can take on 2L values,
\[
\theta = 0, \pm \frac{\pi}{L}, \ldots, \pm \frac{(L-1)\pi}{L}, \pi.
\]
(30)

Each \( \theta \) labels a distinct sector of the Hilbert space defining an independent physical system. The parameter \( \theta \) is related to the background electric field (see appendix B for details). The system considered in [5, 7] corresponds to the \( \theta = 0 \) sector.

The Fock space is a tensor product of fermionic states and a one-dimensional system described by the residual gauge degree of freedom \( q \). A basis for fermionic states is provided by the states
\[
|x\rangle \equiv |x_0 x_1 \ldots x_{2L-1}\rangle = (b_l^\dagger)^{x_l}(b_L^\dagger)^{x_0} \ldots (b_{2L-1}^\dagger)^{x_{2L-1}} |\Omega\rangle,
\]
(31)

where \( |\Omega\rangle \) is the fermionic vacuum annihilated by all \( b_l \), and \( x_l = 0, 1 \) \( (l = 0, 1, \ldots, 2L - 1) \) are occupation numbers.

For the gauge degree of freedom, a basis is provided by plane waves
\[
|q|_p = ne \rangle = \frac{1}{\sqrt{2\pi}} e^{i\omega q}, \quad \omega = \frac{2\pi}{eL}
\]
(32)

where \( n \in \mathbb{Z} \).

Imposing invariance under large gauge transformations, we obtain states in the \( \theta \) sector,
\[
|p = ne, x; \theta \rangle \propto \sum_{l=0}^{2L-1} e^{i\theta l} U_1^l |p = ne \rangle \otimes |x\rangle,
\]
(33)
where normalization is neglected for the moment since there may be repeated terms in the sum.

Under the large gauge transformation $U_1$ we have

$$U_1|n\theta\rangle = e^{-i\theta} |n\theta\rangle$$

(34)

for the values (30) of the parameter $\theta$.

We define the action of $U_1$ on the fermionic vacuum by

$$U_1|\Omega\rangle = (-)^L |\Omega\rangle$$

(35)

so that systems in the $\theta$ sector with odd $L$ behave similar to those with even $L$.

It is convenient to introduce the lattice translation operator

$$\mathcal{T} \equiv (-)^L e^{2i\mathcal{P}}, \quad \mathcal{P} \equiv \sum_{l=0}^{2L-1} \frac{(2l+1)\pi}{2L} b_l^\dagger b_l$$

(36)

where $\mathcal{P}$ is the momentum operator (notice the extra factor of 2 owing to the smallest translation on a staggered lattice being by two fermionic sites). The $(-)^L$ factor is inserted for a similar reason to (35). It is straightforward to check that the translation operator $\mathcal{T}$ commutes with the Hamiltonian and is gauge-invariant (under both small and large gauge transformations).

We also define the lattice parity operator $\Pi$ by [32]

$$\Pi b_l \Pi = -b_{L-l-1}, \quad \Pi q \Pi = -q, \quad \Pi p \Pi = -p,$$

(37)

where indices are defined mod$(2L)$. We define its action on $|\Omega\rangle$ including a phase that depends on $L$:

$$\Pi|\Omega\rangle = (-)^{(L+1)/2} |\Omega\rangle,$$

(38)

which ensures that the Dirac sea state is even under parity.

It is straightforward to show that $H$ is invariant under $\Pi$. In particular, we have $\Pi j_0 \Pi = j_{L-L}$. It should be noted that $\Pi$ is not gauge-invariant on the entire Hilbert space. Indeed, it is straightforward to show that

$$\Pi|p = ne, x; \theta\rangle = |p = -ne, x'; -\theta\rangle$$

(39)

with $|x'\rangle = \Pi|x\rangle$, i.e., $\Pi$ maps states in the $\theta$ sector to states in the $-\theta$ sector. Thus $\Pi$ is only gauge-invariant for $\theta = 0, \pi$, which are the sectors we concentrate on here.

To reduce the size of the Fock space for the calculation of the critical point, we invoke the symmetries of the lattice Schwinger model under $\mathcal{T}$ and $\Pi$, enabling us to focus on the sectors that contain the ground and first-excited states. We take advantage of the gauge invariance of the states.

Details of the calculation of matrix elements of the Hamiltonian can be found in appendix A.

To calculate eigenvalues numerically using the matrix elements of the Hamiltonian, it is necessary to truncate the infinite dimensional Hilbert space to a cutoff, $n \leq n_{\text{max}}$. For $\epsilon \gg 1$ and/or $m \gg 1$ the values of the mass gap (difference between the energies of the first-excited state and ground state) obtained from exact diagonalization converge to fixed values, which we take to be the exact gaps, for modest values of $n_{\text{max}}$. We need $n_{\text{max}} \geq 20$ for $L = 2, 3$, while for $L = 4, 5$ we need $n_{\text{max}} \geq 30$.

In figure 1, the mass gap is plotted as a function of $\epsilon$ and $m$, for two spatial points ($L = 2$), with the Hilbert space truncated to $n_{\text{max}} = 20$. For $\theta = \pi$ (right panel), the gap approaches zero asymptotically for all values of $\epsilon$, as $m$ varies from $m \ll \epsilon$ (where the gap is noticeably finite) to $m \gg \epsilon$ indicating the presence of a phase transition. For $\theta = 0$ (left panel), as we increase the mass $m$, the gap initially increases and then levels out when the spectrum of the mass term in the Hamiltonian becomes dominant, indicating the absence of a phase transition.

In figure 2, the mass gap is plotted as a function of $\epsilon$ and $m$, for three spatial points ($L = 3$), with the Hilbert space truncated to $n_{\text{max}} = 20$. As expected, these plots exhibit similar behavior to those for two spatial points ($L = 2$) (figure 1). Notice that for $\theta = \pi$, the drop of the gap to zero asymptotically is sharper, in accord with the expectation of a phase transition in the continuum limit, where the gap vanishes at a finite value of $m$ (critical point) for each $\epsilon$.

In appendix C, it is shown that a large cutoff in the Fock space is not needed when working in the $\theta = \pi$ sector, for a wide range of parameters. We find convergence to the exact gaps for $n_{\text{max}} \sim 2L$. This is advantageous for quantum computation on NISQ devices.
4. Phase transition

In this section, we estimate the critical value of $\frac{m}{e}$ for the phase transition that occurs in the $\theta = \pi$ sector. To this end we borrow techniques from finite-size scaling theory, typically reliable in the case of large lattice sizes, in order to gather as much information as we can from small lattice sizes, going up to $L = 5$ (five spatial sites). For each lattice size and coupling $e$ the scaling theory yields key values of $\frac{m}{e}$ known as ‘pseudo-critical points.’ Using weighted linear regression we can extrapolate to $e = 0$, which corresponds to zero lattice spacing (since the dimensionless quantity $ea \to 0$, where $a$ is the lattice spacing). Remarkably, this allows us to find the critical point to considerable accuracy. We perform exact diagonalization classically. A quantum calculation using $L = 3, 4$ is implemented on quantum hardware (IBM Q) in the next section.

As shown in figure 3, the mass gap $\Delta$ approaches zero for $m > 0$ for $\theta = \pi$, as expected. For other values of $\theta$, this behavior is not observed, which is consistent with the absence of a phase transition. For $\theta = 0$, it vanishes for a negative value of $m$, because the system is equivalent to $\theta = \pi$ if we transform $m \to -m$ [33–35]. This is shown explicitly in appendix B2.

Adopting the methods of finite-size scaling theory [36, 37], we estimate the critical point by finding values of the bare mass $m$ and coupling constant $e$ such that the scaled energy-gap ratio $R = 1$, where for a given lattice size $L$, the ratio is defined by

$$R_L(m/e) \equiv \frac{L\Delta_L(m/e)}{(L-1)\Delta_{L-1}(m/e)}$$

and $\Delta_L$ is the mass gap. This form was developed by Hamer, et al., [37] for Hamiltonian field theory from the statistical mechanics scaling theory of Fisher et al., [36], and was applied to the Schwinger model in [23, 38]. Solutions to $R_L = 1$ are the aforementioned pseudo-critical points approximating the critical point obtained in the continuum limit $L \to \infty$. Pseudo-critical points are plotted for $L = 4$ and $e \in [0.1, 1]$ in figure 4. A weighted linear regression, using the deviation of the $L = 3$ points as an estimate of the error, yields a value of $m/e = 0.339$ for $e = 0$ which corresponds to the continuum limit. To our surprise, this

---

Figure 1. Mass gap $\Delta$ for $L = 2$ as a function of coupling $e$ and bare mass $m$, for (a) $\theta = 0$ and (b) $\theta = \pi$. The Hilbert space is truncated to $n_{\text{max}} = 20$.

Figure 2. Mass gap $\Delta$ for $L = 3$ as a function of coupling $e$ and bare mass $m$, for (a) $\theta = 0$ and (b) $\theta = \pi$. The Hilbert space is truncated to $n_{\text{max}} = 20$. 

---
Figure 3. Mass gap $\Delta$ vs bare mass $m$ in the $\theta = \pi$ sector for $L = 2, 3, 4, 5$. The coupling is set at (a) $e = 0.1$ and (b) $e = 1$. Notice that the $L \to \infty$ limit is approached faster for larger $e$.

Figure 4. Pseudo-critical points vs coupling constant $e$ for (a) $L = 4$ and (b) $L = 5$, along with a weighted linear regression. The error bars are estimated as the deviation of the $L = 3$ and $L = 4$ points, respectively. While errors increase as $e \to 0$, the weighted linear regression yields the values $0.339$ for $L = 4$ and $0.331$ for $L = 5$ at $e = 0$, in good agreement with the continuum result $0.3335 \pm 0.0002$ [23].

result agrees with reference [38] where the critical value was found to be $0.325 \pm 0.02$. It is also a good approximation to $0.3335 \pm 0.0002$, obtained in reference [23] through the use of very large lattice sizes.

In order to obtain figures 3 and 4, we diagonalized finite matrices by imposing a sufficiently high cutoff on the value of $p = ne$, $n \in \mathbb{Z}$ in the Fock space. In our quantum computation we had limited resources to work with, which necessitated truncating the space at a lower cutoff. Fortunately, this truncation did not have a significant effect on the mass gap in the $\theta = \pi$ sector where the phase transition is observed (see appendix C for details).

5. Quantum computation

In this section, we locate the critical point in the $\theta = \pi$ sector using IBM’s quantum hardware. The algorithm used is the VQE [39], which we find useful in our case since the ground and first excited states appear as ground states in the even/odd parity sectors, respectively (see appendix A for details). We develop simple Ansätze involving only three qubits for this algorithm, and describe the error mitigation techniques employed for improved accuracy. To reduce machine error from long circuit depth and numerous two-qubit gates, we set the maximum lattice size we put on quantum hardware to $L = 4$. In the previous section it was shown that this is sufficient for a good estimate of the critical point.

For the quantum computation, we restrict our scope to the points carrying small error bars in figure 4, which eliminates the need for a weighted linear regression involving the calculation of two ratios, $R_3$ and $R_4$. Thus we may restrict our attention to $L = 3$ and $L = 4$ and only calculate $R_4$. In this range of the coupling
constant $e$, we can write simple Ansätze for the ground and first excited states that can be implemented with only three qubits. The Ansätze introduced below are effective in the range $e \in [0.5, 1.0]$.

According to the discussion in appendix A4, we expect to require a maximum of $2 \log_2 L + 1$ qubits for $L \leq 5$. Thus one might expect to need five qubits for our purposes ($L \leq 4$). However the results of appendix C indicate that three qubits suffice for this range of $e$.

5.1. Trial functions

To form our Ansätze we select appropriate basis states $|p = ne, x; \theta\rangle$ which contribute the most to the full eigenstates. For $L = 3$ ($L = 4$) we take the six (eight) most significant basis states. This yields a three-qubit problem. From perturbation theory it can be deduced that for large $e$ we should populate our trial function with basis states with small $n$. On the other hand if $e$ is decreased, we expect higher $n$ to contribute, but it is the ‘Dirac-sea’ fermionic configurations which give the largest contributions (e.g., $|0001111\rangle$ for $L = 4$).

We find from exact diagonalization that the former choice of basis states will be more useful in forming our simple Ansätze for the ground and first excited states that can be implemented with $3$ qubits suffice for this range of $e$.

To form simple Ansätze it is helpful to permute the basis so that the states are ordered from highest to lowest in terms of contribution to the exact eigenstates (although one additional swap is useful in order to construct the $L = 3$ ground state). Instead of including the permutation unitary within the ansatz, which will increase circuit depth, we instead transform the Hamiltonian into the newly-ordered basis.

For $L = 4$, we adopt trial functions with a simple structure, composed of pairs of basis states that contribute nearly equally,

$$\Psi_{\text{trial}}|L=4\rangle = (a_0|00\rangle + a_1|01\rangle + a_2|10\rangle + a_3|11\rangle) \otimes \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle), \quad a_i \in \mathbb{R}, \quad \sum_i a_i^2 = 1, \quad (41)$$

where we used IBM Qiskit’s convention where the last qubit is ‘qubit 0’. Thus the following circuits suffice for the ground and first excited states, respectively:

For $L = 3$ we use the same circuit for both the ground and first excited states:

This circuit constructs a trial function in a six dimensional subspace:

$$\Psi_{\text{trial}}|L=3\rangle = (a_0|00\rangle + a_1|01\rangle) \otimes \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) + |10\rangle \otimes (a_2|00\rangle + a_3|11\rangle), \quad a_i \in \mathbb{R}, \quad \sum_i a_i^2 = 1. \quad (42)$$

While these circuits suit our needs for these small lattice sizes and remain within reach of the limited capabilities of today’s quantum hardware, it would be interesting to see how the trial functions should be constructed as we scale up the system size, assuming we had more flexible resources at our disposal, and the role of the zero mode. This is a subject for future work. It should be investigated whether it is advantageous to focus on populating the trial function with basis states with small $n$ only, as was done above. As discussed in appendix C, there is evidence that this could remain the case for larger lattice sizes, at least in the $\theta = \pi$ sector.

5.2. Error mitigation

We employ two forms of error mitigation to improve the accuracy of our results. The first source of error to address is readout (RO) error, also known as measurement error, in which unintended classical bit-flips

\footnote{Classical calculations reveal that the pseudo-critical points for $R_5$ and $R_4$ are nearly equal in this range. After extrapolating these to $e = 0$, however, it is $R_4$ which delivers a critical value right at the upper bound of Hamer’s result [38] (with improvement if we include weights), while that from $R_5$ lies well above it. It is also important to note that the error bars for $R_5$ require results from the simple $L = 1$ (one spatial site) case, and these error bars turn out to be significant even for $e \geq 0.8$.}
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Figure 5. Example of the Richardson extrapolation procedure, using both linear and quadratic extrapolation. Here we calculate the ground and first excited state energies for $L = 3$ and $L = 4$, with the parameters $e = 0.5$ and $m = 0.12$. For reference we added horizontal lines indicating the energy obtained by diagonalizing the Hamiltonian 'exactly' (i.e., using a very large cutoff for the gauge field) and that obtained from a raw quantum calculation (without extrapolation). Results are obtained from IBM Q Lima.

5.3. Results

Due to long queue and run times on IBM’s quantum hardware, it is not practical to locate the pseudo-critical points solely on hardware. Not only are there many points in the two-dimensional parameter space ($e - m$ plane) we need to sample, but with run times scaling with the number of shots, results with error bars small enough to distinguish each point in the space are inaccessible. Instead, we proceed by first locating the pseudo-critical points using noiseless simulations, and then checking that the
Figure 6. Pseudo-critical points vs coupling $e$ for $R_4$, along with linear regressions to extrapolate to the continuum critical point, found using: (1) ideal applications of the variational method, using the statevector simulator from qiskit-aer, and (2) VQE with shot noise, using the qasm simulator from qiskit-aer.

Figure 7. Hardware results for the $L = 3$ and $L = 4$ ground and first excited state energies, vs coupling $e$. For each $e$, $m$ is chosen so that the points $(e, m)$ in the parameter space are pseudo-critical points as identified by the black points in figure 6. The means and error bars describe the data from 15 runs. Results without Richardson extrapolation and with linear and quadratic extrapolation are compared with the eigenenergies found by diagonalizing the Hamiltonian ‘exactly’ (exact in the sense that we take a very large cutoff for the gauge field). Results are obtained from IBM Q Lima.

results obtained on hardware for the scaled gap ratio, evaluated at these points, contain the value $R_4 = 1$ within error bars.

We vary $e$ from 0.5 to 1 in steps of 0.1. Then using noiseless simulations, for each of these values of $e$, we sample different values of $m$ in steps of 0.01 and determine the value of $m$ that gives a gap ratio closest to 1. This way only six separate points in the $e$–$m$ plane need be implemented on actual quantum hardware. Also, in order to reduce the number of optimization iterations performed on hardware, we feed the optimizer as an initial point the optimal VQE parameters obtained from noiseless simulations.
Figure 8. Hardware results for the $L = 3$ and $L = 4$ mass gaps $\Delta$, vs coupling $e$, found by subtracting the ground state energies from the first excited state energies. The energies used in this calculation are displayed in figure 7. For each $e, m$ was chosen so that the points $(e, m)$ in the parameter space are pseudo-critical points as identified by the black points in figure 6. The raw and extrapolated results for the mass gap are separated for clarity.

Figure 9. Hardware (HW) results for the scaled energy-gap ratio $R_4$ with (a) no Richardson extrapolation, (b) linear extrapolation, and (c) quadratic extrapolation. The mass gaps for $L = 3, 4$ used to compute the ratio are those from figure 8. The parameter values $(e, m)$ we evaluate this ratio at should correspond to pseudo-critical points, and so we expect $R_4 \approx 1$. Also given are results from noisy simulations, with 15 runs for each point.

The scaled gap ratio is very sensitive to variations in the calculated energies. This means that shot noise can have a significant effect on results. To demonstrate this, we plot the pseudo-critical points determined from simulations both with and without shot noise in figure 6. The pseudo-critical points seem to differ significantly but we still end up with final critical points which are relatively close to the true value: $m/e = 0.316$ and $m/e = 0.335$, with and without shot noise, respectively. To best mimic usage of an actual device we use the pseudo-critical points with shot noise for our hardware runs.

Next, we present our final results with and without Richardson extrapolation. The device used was IBM Q Lima. In figures 7–9, the statistical means and error bars correspond to 15 hardware runs.

In figure 7, we plot the ground and first excited state energies for $L = 3, 4$. We find that extrapolation improves the accuracy of the results for these energies. The mass gap, which is the difference between the ground and first excited state energies, is shown in figure 8. In figure 9 we plot the ratio $R_4$ obtained from the mass gaps in figure 8, using equation (40). From figures 8 and 9, we see that the mass gaps and ratio are very sensitive to errors and variations in the energies. It can also be seen that extrapolation is a somewhat unstable technique, sometimes producing significantly larger error bars for certain points when compared with no extrapolation. Also given are results from noisy simulations, with 15 runs for each point. They overlap with hardware results as expected.

If we are to accept each point in figure 9 as being close enough to 1, then we can confirm the pseudo-critical points depicted in figure 6 (black points) as the true pseudo-critical points, which after extrapolation lead us to a continuum critical value of $m/e \simeq 0.32$.

5.4. Discussion

One immediate observation from figure 9 is that there does not seem to be a major improvement in the calculation of $R_4$ when extrapolation is performed. This can be attributed to the fact that we are calculating the difference between the ground and first excited state energies, whose corresponding quantum circuits are very similar for $L = 4$ and identical (even up to qubit layout on hardware) for $L = 3$. This would suggest that in calculating the gap, most of the machine error from each circuit should cancel. Once extrapolation is
introduced, the unstable effects of adding additional CNOTs (as evidenced by the larger error bars) can disrupt this cancellation, even if the energies themselves are generally more accurate post-extrapolation.

We conclude this section by noting that it is possible to reduce the size of the error bars by increasing the number of shots. However, the above results use the maximum offered on hardware, 8192. To get around this, one may use circuit bundling in which the same circuits are run several times within each job so that the counts (probabilities) for each computational basis state correspond more accurately to actual probability amplitudes in the quantum states. Unfortunately, in order to see a significant decrease in the size of the error bars, so many circuits would need to be run that the device run time would increase beyond a practical duration (this has been tested with five runs per job; while there was a small improvement in the size of error bars, the increase in run time was far more significant).

6. Conclusion

In summary, we have developed a momentum space formalism for the massive Schwinger model on the lattice which includes and clearly demonstrates the role of the gauge zero mode degree of freedom that results from periodic boundary conditions. This was done in the spirit of [17]. This gauge degree of freedom provides us with an infinite dimensional Hilbert space that we truncate for our quantum computation. By using plane waves for the gauge field wavefunctions and invoking symmetry considerations, we identified a basis in the truncated Hilbert space that minimized the number of qubits needed for a quantum computation.

We analyzed the phase transition that occurs when $\theta = \pi$. We found via exact diagonalization (of matrices written in our carefully selected basis) that we did not need large lattice sizes in order to obtain a good approximation of the critical point for the ratio $m/e$. This allowed us to calculate the critical point on a quantum computer (IBM Q) using only three qubits and low-depth circuits. We identified simple Ansätze for the VQE algorithm with which we could get good approximations to the ground and first excited state energies for lattices with $L = 3$ and $L = 4$ spatial sites. We utilized RO error mitigation and Richardson extrapolation in our quantum computation, and compared the effects of linear vs quadratic extrapolation. We found that the calculation of the critical point was highly sensitive to the effects of shot and machine noise, leading to large error bars. We saw that if we separated our results from ten runs into two sets of five runs each and picked the lowest energies from each set, we could reduce the size of the error bars. The results from our quantum computation on IBM Q were in good agreement with results obtained by classical means.

It would be interesting to apply our calculation to an ion trap quantum device (IBM’s devices utilize superconducting qubits), with which we would have access to better connectivity between qubits. This would allow us, for example, to obtain the ground and first excited state energies via the quantum imaginary time evolution algorithm [46]. This would lead to Ansätze that better approximate the desired states. It would also allow us to more freely increase the number of qubits, providing the opportunity to obtain accurate results for larger lattices ($L > 4$).

It would also be interesting to better understand the behavior of the model for $e \lesssim 1$ and $m \lesssim 1$, which is a region relevant to the continuum regime. If we can further develop our formalism in this regime, going beyond the use of a plane-wave basis for the gauge zero mode, we would be in a position to improve the accuracy of the quantum computation of pseudo-critical points.
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Appendix A. Hamiltonian matrix elements

In this appendix we provide details on the structure of the matrices for the Hamiltonian and discuss its spectrum.
A1. Two spatial sites

Here, we provide details on the case of two spatial sites \((L = 2)\). Since we are only interested in the ground and first excited states, we may restrict attention to the states obeying the constraint \((22)\). They are built out of the set of half-filled fermionic states

\[
\{|11\rangle, |01\rangle, |00\rangle, |10\rangle, |101\rangle, |010\rangle, |0101\rangle\}. \tag{A1}
\]

These states are split into two subsets each of which is gauge-invariant under large gauge transformations,

\[
\{|11\rangle, |01\rangle, |00\rangle, |10\rangle\} \quad \text{and} \quad \{|101\rangle, |010\rangle, |0101\rangle\}. \tag{A2}
\]

The two subsets correspond to different eigenspaces of the translation operator \(T\) with eigenvalues \(\pm 1\), respectively. The lowest energy states have \(T = +1\). Since under a large gauge transformation these states transform into each other, we will concentrate on the set of states \(|n, 0011; \theta\rangle\) without loss of generality. From \((33)\) they are given by

\[
|p = ne, 0011; \theta\rangle = \frac{1}{2} \sum_{l=0}^{3} e^{i\theta} U_l^\dagger |p = ne\rangle \otimes |0011\rangle, \quad \theta = 0, \pm \frac{\pi}{2}, \pi. \tag{A3}
\]

These are the eigenstates of the Hamiltonian in the strong-coupling regime.

For \(\theta = 0, \pi\), it is not difficult to symmetrize the states built out of \(|p = ne, 0011; \theta\rangle\) with respect to the parity operator \(\Pi\). The advantage is that the ground and first excited states live in separate parity sectors. This fact manifests for example in the well-known eigenstates of the strong-coupling case at \(\theta = 0\), in which the first excited state is a ‘vector meson’ excitation above the vacuum \([31]\). We also know that at zero mass and arbitrary \(\theta\), the continuum limit yields ground and first excited states in which the wavefunctions \(|q|n\rangle\) are the ground and first excited state harmonic oscillator wavefunctions \([17]\), which are opposite in parity.

To achieve this symmetrization define the states

\[
|n, 0011; \theta; \pm\rangle = \frac{1}{\sqrt{2}} \left(|p = ne, 0011; \theta\rangle \pm |p = -ne, 0011; \theta\rangle\right) \tag{A4}
\]

which are eigenstates of the parity operator,

\[
\Pi|n, 0011; \theta; \pm\rangle = \pm |n, 0011; \theta; \pm\rangle. \tag{A5}
\]

Next, we calculate matrix elements in the basis given by \((A3)\) and then apply this symmetrization to further reduce the size of the Hilbert space for the ground and first excited state energy calculations.

In the \(e, m \gg 1\) regime, the Hamiltonian simplifies to

\[
H^{(0)} = \frac{p^2}{8} + \frac{e^2}{32} \left(4j_1j_1 + (j_2 + 2)^2\right) + mj_2 \tag{A6}
\]

with all terms mutually commuting. The states \(|n, 0011; \theta\rangle\) are eigenstates of \(H^{(0)}\) with corresponding energy levels

\[
E_{n, \theta}^{(0)} = \frac{m^2 e^2}{8} + \frac{e^2}{2} \sin^2 \left(\frac{\theta}{2} - \frac{n\pi}{4}\right) \left[1 + \cos^2 \left(\frac{\theta}{2} - \frac{n\pi}{4}\right)\right] - 2m \cos \left(\frac{\theta - n\pi}{2}\right). \tag{A7}
\]

For \(\theta = 0\), the ground state of \(H^{(0)}\) (strong-coupling vacuum) is given explicitly by

\[
\langle q|0, 0011; \theta = 0\rangle = \frac{1}{\sqrt{8\pi}} (|0011\rangle - |1001\rangle + |1100\rangle + |0110\rangle), \tag{A8}
\]

where we used \(|q|0\rangle = \frac{1}{\sqrt{2}}|0\rangle\), and has energy \(E_{0,0}^{(0)} = -2m\). For \(\theta = \pi\), the ground state is doubly degenerate. These two ground states are \(|\pm 2, 0011; \theta = \pi\rangle\) with energy \(E_{\pm 2, \pi}^{(0)} = \frac{e^2}{4} - 2m\). Looking at figure 1, perturbations from the rest of \(H\) introduce an energy difference in the degenerate subspace. This gap increases for \(e \gg m\) and vanishes asymptotically for \(m \gg e\). The states \(|\pm 2, 0011; \theta = \pi\rangle\) map between one another under parity, and so we expect the ground states to exhibit spontaneous symmetry breaking in the continuum limit, for \(m \gg e\).

The remaining part of the Hamiltonian is

\[
H^{(1)} = H - H^{(0)} = \sum_{i=0}^{3} b_i^\dagger b_i \sin k_i, \quad k_i = \frac{(2l + 1)\pi}{4} - eq. \tag{A9}
\]
Using the $q$-space representation for the gauge degree of freedom, we obtain the matrix elements

$$\langle n', 0011; \theta | H^{(1)} | n, 0011; \theta \rangle = -\frac{1}{\sqrt{2}}(\delta_{n', n + 1} + \delta_{n', n - 1}). \quad (A10)$$

For $\theta = 0, \pi$, there are no transitions between states of different parity II. We can construct independent Hamiltonian matrices in the even and odd parity sectors using the parity eigenstates given by equation (A4). Since the energy levels (A7) are invariant under $(n, \theta) \rightarrow (-n, -\theta)$, parity eigenstates are also eigenstates of $H^{(0)}$ with eigenvalues given by (A7). The matrix elements of $H^{(1)}$ in the basis of parity eigenstates are easily deduced from (A10). The ground and first excited states of the system are the ground states of the Hamiltonian in the even and odd parity sectors, respectively.

### A2. Three spatial sites

Working as in the $L = 2$ case, we construct the ground and first-excited states from the states $|p = ne, 000111; \theta \rangle$ and $|p = ne, 101010; \theta \rangle$, where

$$|p = ne, x; \theta \rangle \propto \sum_{i=0}^{5} e^{i\beta U_i} |p = ne\rangle \otimes |x\rangle, \quad \theta = 0, \pm \frac{\pi}{3}, \pm \frac{2\pi}{3}, \pi. \quad (A11)$$

Thus, we obtain two independent sets of gauge-invariant states, both with $T = +1$. Note that some of these states vanish ($|p = ne, 101010; \theta \rangle$ vanishes for $n \neq \frac{3m}{6}$ mod(3)).

At $e, m \gg 1$ the Hamiltonian is

$$H^{(0)} = \frac{p^2}{12} + \frac{e^2}{48} \left( 8j_j^2 + \frac{8}{3}j_j^2 + (j_3 + 3) \right) + mj_j. \quad (A12)$$

Concentrating on $\theta = 0, \pi$, the eigenstates of $H^{(0)}$ can easily be found by diagonalizing $j_3$. For $n \neq 0$ mod(3), $|p = ne, 101010; \theta = 0, \pi \rangle$ vanishes and $|p = ne, 000111; \theta = 0, \pi \rangle$ is an eigenstate of $j_3$ with eigenvalue $-2 \cos \left( \theta - \frac{2\pi}{3} \right)$. For $n = 0$ mod(3), the eigenstates of $j_3$ are

$$|p = ne, \alpha; \theta = 0, \pi \rangle \equiv \frac{1}{2} \left( |p = ne, 000111; \theta = 0, \pi \rangle - |p = ne, 101010; \theta = 0, \pi \rangle \right)$$

$$|p = ne, \beta; \theta = 0, \pi \rangle \equiv \frac{1}{2} \left( |p = ne, 000111; \theta = 0, \pi \rangle + \sqrt{3} |p = ne, 101010; \theta = 0, \pi \rangle \right) \quad (A13)$$

with eigenvalues $-3 \cos \left( \theta - \frac{\pi}{3} \right)$ and $\cos \left( \theta - \frac{\pi}{3} \right)$, respectively.

The Hamiltonian $H^{(0)}$ is block-diagonal with $2 \times 2$ blocks for $n = 0$ mod(3) and $1 \times 1$ blocks otherwise. We deduce the spectrum of $H^{(0)}$,

$$E^{(0)}_n = \frac{n^2 + 4}{12} e^2 + \frac{e^2}{48} \left( 3 - 2 \cos \left( \theta - \frac{n\pi}{3} \right) \right)^2 - 2m \cos \left( \theta - \frac{n\pi}{3} \right) \quad (A14)$$

for $n \neq 0$ mod(3), and

$$E^{(0)}_{n, \alpha} = \frac{n^2}{12} e^2 + \frac{3e^2}{4} \sin^2 \left( \frac{\theta}{2} - \frac{n\pi}{6} \right) - 3m \cos \left( \theta - \frac{n\pi}{3} \right)$$

$$E^{(0)}_{n, \beta} = \frac{n^2}{12} e^2 + \frac{e^2}{48} \left( 3 + \cos \left( \theta - \frac{n\pi}{3} \right) \right)^2 + m \cos \left( \theta - \frac{n\pi}{3} \right) \quad (A15)$$

for $n = 0$ mod(3).

For $\theta = 0$, the strong-coupling vacuum is the state $|p = 0, \alpha; \theta = 0 \rangle$ with energy $E^{(0)}_{n, \alpha} = -3m$. As with $L = 2$, $\theta = \pi$ contains a doubly degenerate ground state. The states are $|l \pm 3, \alpha; \theta = \pi \rangle$ with energy $E^{(0)}_{l \pm 3, \alpha} = \frac{3e^2}{4} - 3m$. As seen in figure 2, $H^{(1)}$ once again introduces an energy difference which increases for $e \gg m$ and vanishes asymptotically for $m \gg e$.

The remaining part of the Hamiltonian is

$$H^{(1)} = \sum_{l=0}^{5} b_l^\dagger b_l \sin k_l, \quad k_l = \frac{(2l + 1)}{6} - eq. \quad (A16)$$

Its matrix elements in the basis (A11) can be calculated in the same fashion as for $L = 2$. We obtain the non-vanishing matrix elements

$$\langle p = n'e, 000111; \theta | H^{(1)} | p = ne, 000111; \theta \rangle = -\delta_{n', n+1} - \delta_{n', n-1}. \quad (A17)$$
From this we may easily construct \( H \) in the basis of parity eigenstates, keeping in mind that the energy levels of \( H^{(0)} \) are invariant under \((n, \theta) \rightarrow (-n, -\theta)\) as before.

### A3. Four spatial sites

For \( L = 4 \), the ground and first-excited states are constructed from three sets of states \(|p = ne, 00001111; \theta\rangle, |p = ne, 10010110; \theta\rangle, \) and \(|p = ne, 01100110; \theta\rangle\), with

\[
|n, x; \theta\rangle \propto \sum_{l=0}^{7} e^{i\theta l} U_l^i |p = ne\rangle \otimes |x\rangle, \quad \theta = 0, \pm \frac{\pi}{4}, \pm \frac{3\pi}{4}, \pi. \tag{A18}
\]

The Hamiltonian in the strong-coupling limit \( H^{(0)} \) is block-diagonal with blocks as large as \( 3 \times 3 \). Thus we see that the maximum block size increases with \( L \). For \( \theta = 0 \), the strong-coupling vacuum \(|0; \theta = 0\rangle_{\text{SC}}\) lives in a \( 2 \times 2 \) block corresponding to \( n = 0 \). We obtain

\[
|0; \theta = 0\rangle_{\text{SC}} = \frac{1}{\sqrt{2}} (|0, 00001111; 0\rangle + |0, 10010110; 0\rangle) \tag{A19}
\]

with energy \( E^{(0)} = -4m \). As might be expected from \( L = 2, 3 \) the two degenerate ground states for \( \theta = \pi \) are

\[
\frac{1}{\sqrt{2}} (|p = \pm 4e, 00001111; \theta = \pi\rangle + |p = \pm 4e, 10010110; \theta = \pi\rangle) \tag{A20}
\]

with energy \( E^{(0)} = \epsilon^2 - 4m \).

The non-vanishing matrix elements of \( H^{(1)} \) in the basis (A18) are

\[
\langle p = n' e, 00001111; \theta | H^{(1)} | p = ne, 00001111; \theta \rangle = -\sqrt{2} \cos \frac{\pi}{8} (\delta_{n',e+1} + \delta_{n',e-1})
\]

\[
\langle p = n' e, 10010110; \theta | H^{(1)} | p = ne, 10010110; \theta \rangle = -\sqrt{2} \sin \frac{\pi}{8} (\delta_{n',e+1} + \delta_{n',e-1}). \tag{A21}
\]

### A4. Larger lattices

As we increase \( L \) beyond 4, the number of relevant sets of gauge-invariant states increases quickly. While we only needed \( L - 1 \) sets for \( L \leq 4 \), we need \( L + 1 = 6 \) sets of states for \( L = 5 \) and \( 2L + 2 = 14 \) sets of states for \( L = 6 \).

What we can say is that for \( L \leq 5 \) we have ~\( L \) sets of gauge-invariant states. As is shown in appendix C, for a wide range of parameters \( e \) and \( m \), we obtain fairly accurate results with a Hilbert space cutoff \( n_{\text{max}} \sim 2L \). Therefore, the Hilbert space needed for the calculation of low-lying energy levels and the mass gap has dimension \( \sim 2L^2 \) for \( L \leq 5 \). Thus, about 2 log\(L\) \( L \) qubits are needed for quantum calculations. For the case \( L = 4 \) considered here for the quantum computation of the phase transition, only five qubits at most are needed. In appendix C we will show that in fact three qubits suffice.

### Appendix B. Role of the theta parameter

In this appendix we discuss the well-known connection between \( \theta \) and the background electric field in the context of our formalism. We also study via several examples the dependence of the gap on the value of \( \theta \). We demonstrate through these examples that a phase transition does not occur for \( \theta \neq \pi \).

#### B1. Background field

As mentioned in section 2, the parameter \( \theta \), which determines the gauge sector one is working in, can also be thought of as a constant of integration when solving Gauss’s law,

\[
F = \frac{e \theta}{2\pi}, \tag{B1}
\]

where \( F \) acts as a background field to the system. Introducing \( \theta \) as in (33), we can see its connection to a background electric field as follows. In terms of the gauge zero mode, we have

\[
\langle q | p = ne, x; \theta \rangle \propto e^{i \frac{2L-1}{m} \theta} \sum_{l=0}^{2L-1} e^{i \frac{q}{m} \theta} U_l^i |x\rangle. \tag{B2}
\]

This is an eigenstate of the zero mode of the electric field with eigenvalue \( \frac{q}{m} \).
Evidently, this state is related to the $\theta = 0$ state with the quantum number $n$ shifted by $L\theta/\pi$,
\begin{align}
    \langle q | p = ne, x; \theta \rangle &= e^{i\frac{L\theta}{\pi}} \langle q | p = ne - \frac{L\theta}{\pi}, x; \theta = 0 \rangle.
\end{align}

This shift corresponds to a shift in the zero mode of the electric field, $\frac{e\theta}{\pi} \rightarrow \frac{e\theta}{\pi} - \frac{m\theta}{\pi}$, which coincides with the background field $F$ (equation (B1)).

Coleman [12] includes the background field in the full electric field operator, and then describes the spectrum in terms of a Hamiltonian which depends on $F$, hence $\theta$. This may be viewed as an active transformation of the Hamiltonian. In our case, instead of modifying the operators, the Hilbert space of states is itself modified by the addition of a background field, as demonstrated by (B2). In addition, it follows from (B2) that switching from the $\theta$-sector to $\theta = 0$ is implemented with a unitary operator which is not gauge-invariant. In the continuum case [17], the generator of this transformation is related to the chiral charge $Q_5$, and the addition of a background field to the system is related to the phenomenon of spontaneous chiral symmetry breaking.

### B2. Behavior of the gap for general theta

Here, we study the behavior of the mass gap for $\theta \neq 0$ where no phase transition is expected.

In figure 10, the mass gap is plotted for $\theta = 0$. Evidently, it does not vanish for $m > 0$, which is consistent with the expectation that no phase transition occurs. In the plots we included $m < 0$ which is equivalent to the $\theta = \pi$ sector (the latter is obtained via a reflection about $m = -\frac{e\theta}{\pi}$). The mass gap approaches zero for large negative $m$, which is consistent with the phase transition occurring for $\theta = \pi$.

Notice that convergence to the continuum ($L \rightarrow \infty$) limit is quicker as the coupling $e$ increases for $m < 0$.

In figure 11, we plot the mass gap for $\theta = \pm \frac{\pi}{2}$. In these cases the gap does not approach zero, as no phase transition occurs. Similar behavior is observed for $\theta = \pm \frac{\pi}{2}, \pm \frac{3\pi}{2}$, as shown in figure 12.
Figure 11. Gap $\Delta$ vs bare mass $m$ in the $\theta = \pm \pi$ sectors for $L = 2, 4$.

Figure 12. Gap $\Delta$ vs bare mass $m$ in the $\theta = \pm \pi/3$ and $\theta = \pm 2\pi/3$ sectors for $L = 3$.

Figure 13. Gap $\Delta$ vs bare mass $m$ at coupling $e = 0.5$ in the $\theta = \pi$ sector. The curve for the cutoff $n_{\text{max}} = 2L$ is compared with the curve obtained when the cutoff is made large enough so that its form converges. Values were obtained using exact diagonalization.

Appendix C. Truncation

Interestingly a high cutoff for the gauge field is not required for many values of $m$ in the $\theta = \pi$ sector, namely for $m \gg 1$. This can be seen in figures 13 and 14. Looking at these figures, we deduce that the cutoff $n_{\text{max}} \sim 2L$ suffices for the points in figure 4 which have small error bars. Therefore any truncation error will correspond to points where there is already a good deal of uncertainty even with a cutoff $n_{\text{max}} \rightarrow \infty$. This further prompts us to focus on $e \geq 0.5$ for the quantum computation.

In figures 13 and 14 agreement between the curves corresponding to a cutoff $n_{\text{max}} = 2L$ and the exact curves holds for most $m > 0$ (physical regime for $\theta = \pi$), but this is not the case for $m < 0$ (physical regime for $\theta = 0$). The range of agreement expands as $L$ increases. Note that the $\theta = 0$ case can be obtained by reflecting across $m = -e^2/8$.

In our quantum calculation we work with very limited resources, and so even a cutoff of $n_{\text{max}} = 2L$ is not practical for $L > 3$. In our calculations we reduce $L = 3$ and $L = 4$ to a three-qubit problem. While immediately this may seem to be an extreme move, especially for $L = 4$ which has a Hilbert space of dimension 20 at truncation $n_{\text{max}} = 8$, it turns out not to cause insurmountable problems. If we choose to populate our low-dimensional Hilbert space (six and eight-dimensional for $L = 3, 4$, respectively) with the most relevant basis states for the range of $e$ that is of interest to us, in this case $[0.5, 1.0]$, then we get gap vs mass curves such as those shown in figure 15.
Figure 14. Gap $\Delta$ vs bare mass $m$ at coupling $e = 0.1$ in the $\theta = \pi$ sector. The curve for the cutoff $n_{\text{max}} = 2L$ is compared with the curve obtained when the cutoff is made large enough so that its form converges. Values were obtained using exact diagonalization.

Figure 15. Gap $\Delta$ vs bare mass $m$ at coupling $e = 0.75$ in the $\theta = \pi$ sector. The curve obtained from the eigenvalues of an 'optimal' six-dimensional Hamiltonian (for $L = 3$) and eight-dimensional Hamiltonian (for $L = 4$) is compared with the curve obtained when the cutoff is sent to infinity.

In the figure, we zoom in so that we may analyze the region containing the pseudo-critical points: $m \in [0.12, 0.22]$. We see a small degree of disagreement between the curves corresponding to the three-qubit truncation and the exact curves, in the region of interest, but there is improvement when $e$ is increased.
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