Abstract

Collaborative filtering is a broad and powerful framework for building recommendation systems that has seen widespread adoption. Over the past decade, the propensity of such systems for favoring popular products and thus creating echo chambers have been observed. This has given rise to an active area of research that seeks to diversify recommendations generated by such algorithms. [3, 15, 47].

We address the problem of increasing diversity in recommendation systems that are based on collaborative filtering that use past ratings to predicting a rating quality for potential recommendations. Following our earlier work, [8], we formulate recommendation system design as a subgraph selection problem from a candidate super-graph of potential recommendations where both diversity and rating quality are explicitly optimized: (1) On the modeling side, we define a new flexible notion of diversity that allows a system designer to prescribe the number of recommendations each item should receive, and smoothly penalizes deviations from this distribution. (2) On the algorithmic side, we show that minimum-cost network flow methods yield fast algorithms in theory and practice for designing recommendation subgraphs that optimize this notion of diversity. (3) On the empirical side, we show the effectiveness of our new model and method to increase diversity while maintaining high rating quality in standard rating data sets from Netflix and MovieLens.
1 Motivation

Collaborative filtering has long been a favored approach in recommender systems since its recommendations are derived mainly from the record of interactions between users and items. However, a key concern of CF systems is the filter bubble, the idea that recommendation systems that focus solely on accuracy lead to echo chambers that amplify “rich-get-richer” effects among the recommended items [13, 18, 37, 52]. This problem stems from the way these systems are designed since they can only make confident recommendations on items that have had a lot of engagement, and hence increase their importance. This is the main motivation to diversify the recommendations of such CF systems.

Recent ethical concerns about algorithms have focused on similar issues about algorithmic results inherently being biased [34, 31]. One approach to counter the status quo, also advocated by Karger [31] is to explicitly design algorithms that do not discriminate by designing an appropriate objective function that will increase diversity in CF recommendations.

The importance of diversifying recommendations for the sake of the user arises from their intrinsic appreciation for novelty and serendipity, a view that is supported by psychological studies [45]. Conversely, research in recommendation systems [32] has shown that focusing solely on ratings hurts user satisfaction. This has led to a subfield of recommendation systems that focuses on improving diversity for the benefit of the user [47, 51].

A third motivation is the business need for diversifying recommendations: long-tail catalogs that are frequent in the internet [10, 11] as well as media distributors with all-you-can-play business models [22] require that the recommendations influence users to consume diverse content by driving more traffic to different portions of the site.

Roadmap: In this paper, we address the non-diverse nature of CF recommendations, the needs of a long-tail business to shape traffic on its own site, and diversifying recommendations for the benefit of the users. We define a notion of diversity conducive to all these needs based on the degree-properties of the graph defined by the recommendations (Sections 2, 3). After reviewing related work (Section 4), we show that the design problem for this notion can be solved efficiently both in theory and practice using network flow techniques (Section 5). We validate our method by showing how to adapt standard collaborative filtering algorithms with an efficient post-processing step to optimize for our measure of diversity by sacrificing very little on the recommendation quality on standard data sets (Section 6).
2 A New Graph Optimization Problem

We model all the user-item recommendations provided by a CF system as a bipartite graph, and the choice of recommendations actually given to the users as a subgraph selection problem in this graph. The constraints on the number of items that can be recommended to a user put bounds on the out-degree of the user nodes. Following our earlier work [8], we model the problem of achieving diversity among the items as specifying target in-degree values for each item and then finding a subgraph that satisfies these constraints as closely as possible. We develop the resulting graph optimization problem next.

We start our discussion by reviewing the well known \(b\)-matching problem on bipartite graphs [41]. In the \(b\)-matching problem, an underlying bipartite graph \(G = (L, R)\) with edge set \(E\) is given, along with a nonnegative weight \(g\) on the edges, and two vectors of non-negative integers \((c_1, \ldots, c_l)\) and \((a_1, \ldots, a_r)\) (degree bounds) such that \(\sum_{i=1}^{l} c_i = \sum_{i=1}^{r} a_i\). The goal is to find a maximum \(g\)-weight (or minimum \(g\)-cost) subgraph \(H\) where the degree of vertex \(u_i \in L\) in \(H\) is \(c_i\) for every \(1 \leq i \leq l\) and the degree of vertex \(v_j \in R\) in \(H\) is \(a_j\) for every \(1 \leq j \leq r\). This problem generalizes the well-known maximum weight perfect matching problem, which can be obtained as a special case if we set all target degrees to 1. Like the perfect matching problem in bipartite graphs, the \(b\)-matching problem can be solved by a reduction to a network flow model by adding a source with arcs to \(L\), a sink with arcs from \(R\) and using the degree constraints as capacities on these respective arcs.

Assume that the degree bounds are given. The vector \((c_1, \ldots, c_l)\) will be taken as a vector of hard constraints that must be met exactly, based on display constraints for the users. In other words, we consider a subgraph \(H\) to be a feasible solution if and only if \(\deg^+_H(u_i) = c_i\) for all \(u_i \in L\). The vector \((a_1, \ldots, a_r)\) will be specified by the recommendation system designer to reflect the motivations described above (increase the coverage of items in CF results, increase the novelty to users on average, or shape traffic to some items). However, this target degree bounds may be unattainable (i.e. there is no feasible \(b\)-matching for these degree bounds). To handle this potential infeasibility, we incorporate them in the objective. We call the vector \((a_1, \ldots, a_r)\), the target degree distribution. We now define the objective for a given feasible solution \(H\),

\[
f(H) = \sum_{v_j \in R} |\deg_H(v_j) - a_j|
\]
which is simply the sum of the violations (in both directions) of the degree constraints for \( R \). We call this objective the discrepancy between \( H \) and the degree distribution \((a_1, \ldots, a_r)\), and we name the problem of meeting the hard constraints \((c_1, \ldots, c_l)\) while minimizing this objective as \( \text{MIN-DISCREPANCY}(G, \{c_i\}_{i=1}^l, \{a_j\}_{j=1}^r) \).

The min-discrepancy problem defined above generalizes the \( b \)-matching problem, and has objective value zero iff there is a feasible \( b \)-matching for the given degree bounds. Like the weighted \( b \)-matching problem mentioned above, we can adapt our problem to the weighted setting where each edge has a real-valued weight. In this setting, the objective to maximize the total weight of the chosen edges, among graphs that have the minimal discrepancy possible from the given targets.

### 3 Post-processing a CF Recommender

We now show how we can apply the graph optimization problem defined above to post-processing the results of a CF recommendation system. As input to a CF system, we have a set of items \( I \), a set of users \( U \), and list of known ratings given by each user to different subsets of the items. The CF system outputs a relevance function \( \text{rel} : U \times I \to [a, b] \) that takes pairs of users and items to a predicted recommendation quality in some interval on the real line. (If \( g \) can be thought of as a similarity measure, then \( \frac{1}{b-a}(b - \text{rel}(u, i)) \) can be thought of as a dissimilarity measure.) Without any extra information on the problem domain, CF systems employ user-based filtering, item-based filtering, matrix factorization, or other methods to arrive at these predicted rating qualities. For the rest of this paper, this rating function will be considered to be given as a black-box since its implementation details have no consequence on our model, even though we will experiment with various options in our empirical tests.

**A Surplus of Candidate Recommendations.** To generate the graph \( G \) that will serve as input to our optimization problem, we choose only the recommendations for which the CF recommender predicts a rating above a certain threshold – we enforce this by constraining each user’s recommendation list to their top-\( k \) candidate recommendations. This is a standard approach used in recommendation diversification [4, 47] and ensures that none of our candidate recommendations are below a certain quality level, thus establishing a quality baseline for our algorithm.

We apply our max-weight min-discrepancy method on this graph with the given predicted ratings as weights and given degree bounds as a post-processing
Summary of Contributions.

1. Following our earlier work [8], we model the problem of post-processing recommendations from a CF system to increase diversity as a maximum-weight degree-constrained subgraph selection problem to minimize the discrepancy from a target distribution.

2. We demonstrate that the problem of finding maximum-weight minimum-discrepancy subgraph can be reduced to the problem of finding minimum cost flows. In particular, this shows that the discrepancy between a recommendation system and any desired indegree distribution can be minimized in polynomial time. The abundance of fast solvers [28] for this problem makes our model not just theoretically interesting, but also practically feasible. Moreover, we prove that aggregate diversity maximization can be implemented special case of the discrepancy minimization problem. This generalizes the work of Adomavicius and Kwon on maximizing aggregate diversity [3] while simultaneously maximizing recommendation quality, while matching the same asymptotic runtimes.

3. We conduct experiments on standard datasets such as MovieLens-1m, and Netflix Prize data. By feeding our discrepancy minimizer as a post-processing step on the undiversified recommendation networks created by standard collaborative filtering algorithms, we measure the trade-off our algorithm makes between discrepancy and recommendation quality under a variety of parameter settings. We compare against baselines and other diversification approaches, and find that our diversifier makes more relevant recommendations despite achieving higher diversity gains, as measured not only by our discrepancy measure, but also by standard sales diversity metrics such as the Gini index or aggregate diversity.

4 Related Work

First we review related work on various collaborative filtering approaches, and then discuss various extant notions of diversity already considered in the recommender system literature.
4.1 Collaborative Filtering

Collaborative filtering is the most versatile and widely accepted way of building recommender systems. The main idea behind collaborative filtering is to exploit the similarities between different users or between different items using user feedback. While there are many different methods for doing this, we constrain our evaluation to three representative approaches.

1. Matrix factorization approaches assume the existence of $D$ latent features which describe both users and items, and seeks to find two rank $D$ matrices whose product approximates the matrix of all known rankings. The advantage is that $D$ is typically much smaller than the number of users or items. In our work, we experiment with a version of this approach due to Hu [25].

2. Another popular approach is neighborhood based recommenders, which can either be user-based or item-based. These approaches define a distance between pairs of users and pairs of items respectively, using measures like cosine similarity or Pearson correlation [17]. The user-based approach then predicts the unknown rating from user $u$ to item $i$ by taking a distance weighted linear combination of the ratings of similar users on item $i$. The item-based approach operates similarly, but instead takes a weighted combination of the ratings of user $u$ on items similar to item $i$. We use the implementations of these methods in RankSys [39] in our experiments.

3. Finally, we consider a graph based recommender strategy due to Cooper et. al. [16]. This method considers a bipartite graph of known user and item interactions, ignoring all rating information. In this graph, a random walk of length 2 from a user $u$ corresponds to the selection of a user similar to $u$, in the sense that both $u$ and any user reachable from $u$ in 2 steps have at least one item as a common interest. Therefore, a random walk of length 3 corresponds to sampling an item liked by a similar user, and recommendations for a user $u$ are ranked according to how many random walks of length 3 starting at that user terminate at a given item. Since this method is both simple to state and implement on small to medium sized datasets, we use our own implementation of this method in our empirical comparisons. While less commonly used than the first two types of recommenders we discussed, this approach is still representative of a large class of recommendation strategies such as UserRank [20], ItemRank [23], or other other random walk based techniques [29].
4.2 Sales Diversity

User-Focused Diversity: User novelty has been called intra-list diversity [12], with the list referring to the list of recommendations made to a particular user. The need for novelty from the user’s point of view is a psychological one [45]. While lack of intra-list diversity was a particularly bad shortcoming of early recommender systems [6], these problems have since been addressed in many works [46]. In this work, we do not consider diversity at a user level, and instead take a system level view, which motivated more by business needs than user needs.

The Need for Sales Diversity: As mentioned above, the need for system-level diversification in recommenders is a business related one. Since the internet enables businesses with low inventory costs, focusing on making more recommendations in the long tail can be an effective retail strategy. This view is most clearly expressed by Anderson, who advocates selling “selling less of more” [7]. Interestingly, recommender systems rarely capitalize on this opportunity, and often compound the problems observed with popularity bias. Indeed, Zhou et. al. find that YouTube’s recommendation module leads to an increase in popularity for the most popular items [52]. Similarly, Celma et. al. report similar findings for music recommendations on Last.fm [13]. Hosanagar and Fleder show that this popularity bias can lead to subpar pairings between users and items, potentially hurting customer satisfaction [18], and McNee reports that a focus on accuracy alone has hurt the user experience of recommender systems [32]. Since recommendations have an outsized impact on customer behavior [42, 3], businesses have a need to control the distribution of recommendations that they surface in their recommenders.

Metrics for Sales Diversity: There are several well-established metrics for measuring sales diversity, and we focus our attention on three.

1. The most popular among these is the aggregate diversity, which is the total number of objects that have been recommended to at least one user. Under this name, this measure has been used notably by Adomavicius and Kwon [4, 3] and by Castells and Vargas [46]. It has also been used as a measure of system-wide diversity under the name of coverage [21, 2]. While easy to understand and measure, the aggregate diversity leaves a lot be desired as a measure of distributional equality. In particular, aggregate diversity treats an item which was recommended once as well-covered as an item which was recommended thousands of times. For example, imagine a system that recommends
each item in a set of $n$ items twice. This network will have the same aggregate diversity as a network which recommends one of the items $n$ times, and every other item only once, even though this system is much more biased than the first. Moreover, aggregate diversity can be a misleading measure of diversity when the number of users far outnumbers the size of the catalog. Under these circumstances, even very obscure items may get recommended at least once. Therefore, while aggregate diversity is a good baseline, more refined measures are needed to evaluate the equitability of the distribution of recommendations.

2. An example of a more nuanced metric is provided by the Gini index. This measure is most popularly used in economics, as a quantization of wealth or income inequality. The Gini Index can be adapted for the recommendation setting by considering the number of recommendations an item gets as its “wealth” in the system. The Gini index defines the most equitable distribution to be the one where every item is recommended an equal number of times. Given the actually realized distribution of recommendations, it aggregates the difference between the number of recommendations the bottom $n^{th}$ percentile gets in the system and the number of recommendations they would have obtained under the uniform distribution where $n$ ranges from 0 to 100%. The measure we propose is a particularly good proxy for the Gini index, since both measure a notion of distance from the uniform distribution. Since recommender systems produce distributions even more unequal than the typical wealth distributions within a country, this metric has found widespread acceptance in the recommendation community [43, 21, 24, 38].

3. Finally, we consider the entropy of the distribution of recommendations. Entropy has its roots in physics and information theory, where it is used to measure the amount of information contained in a stochastic process. For every item, we can define a probability of being surfaced by the recommender by counting what fraction of recommendations (made to any user) point to this item. As with the Gini index, optimal entropy is achieved if and only if the recommendation distribution is uniform. While less common than either aggregate diversity or the Gini index, the entropy of the recommender system has also been used by many researchers [43, 44].

We measure the diversification performance of our methods and the baselines
we test in our experimental section by all three of these metrics - aggregate diversity, Gini index and entropy.

**Approaches for Increasing Sales Diversity:** Attempts at increasing sales diversity fall into two approaches: optimization and reranking.

1. The optimization approach has been taken up most notably by Adomavicius and Kwon [3], who consider heuristic and exact algorithms for improving aggregate diversity. Their flow based solution is approximate, while their exact solution to this problem relies on integer programming and has exponential complexity. Our work in this paper subsumes these approaches by giving an exact polynomial algorithm for aggregate diversity maximization. To the best of our knowledge, neither the Gini index nor the entropy of the degree distribution can be optimized in an exact sense.

2. The reranking based approaches are by far the more popular choice in increasing sales diversity. Here, we consider three different approaches by Castells and Vargas, spread across two different papers. The first two approaches model discovery in a recommender system by associating each user-item pair with a binary random variable called $\text{seen}$ which represents the event that a user is familiar with the given item, with the assumption that an unseen item is novel to the user. Given a training dataset $\theta$ which maps pairs of users from $U$ and items from $I$ to known rating values, the authors use a maximum likelihood model to estimate the probability that an item is seen by a user. In particular, they set the probability of an item $i$ already being known to a user as the fraction of users who have rated that item

$$p(\text{seen}|i,\theta) = \frac{|\{u \in U|r(u,i) \neq \emptyset\}|}{|U|}$$

Given these probabilities, the popularity complement similarly defines the novelty of an item $i$ as $\text{nov}_{PC}(i|\theta) = 1 - p(\text{seen}|i,\theta)$. The free discovery method of measuring novelty similarly defines the novelty of an item $i$ to a user $u$ as $\text{nov}_{FD}(i|\theta) = -\log_2(p(\text{seen}|i,\theta))$. After these probabilities are estimated from the training data, the candidate list of recommendations are reranked according to the a score which is the average of the predicted relevance of the item and the novelty of the item [47]. Instead of combining novelty and relevance components in the same function, the Bayes Rule method by the same authors explicitly adjusts
the rating prediction function. In particular, let \( rel : U \times I \rightarrow [0, 1] \) be the function which predicts the strength of a recommendation between user and item pairs. The authors suggest that the probability that an item is relevant to a user is proportional to its predicted rating, and verify this claim experimentally. Combining this assumption with Bayesian inversion, they come up with a revised prediction function

\[
rel_{BR}(u, i) = rel(u, i) \left( \sum_{u'} rel(u', i) \right)^{-\alpha},
\]

and rerank the recommendations according to this function. Note that predicted quality of a recommendation only differs from the original prediction by a factor of \( \left( \sum_{u'} rel(u', i) \right)^{-\alpha} \). This term is a function of the item \( i \), and grows larger as the sum of the predicted ratings of \( i \) goes lower. Therefore, rescoring in this manner dampens the predicted ratings of popular items, while increasing the predicted ratings of less popular items [48].

**Constrained Recommendations:** Finally, our problem is one of constrained recommendation, and this problem has been studied in contexts where the data is both large and small. In the small data end of the spectrum, recommenders have been developed to solve problems such as matching students to courses based on prerequisites and requirements [36] or matching reviewers to paper submissions [33, 26]. These types of models perform well because they are built specifically for the task at hand, but they are not suited for general purpose recommendation tasks for increasing diversity.

On the other end of the spectrum, in a context of matching buyers with sellers with the goal of maximizing revenue [14], the problem has been modeled as a matching problem to maximize the number of recommended edges (rather than their diversity). Similarly, large-scale matching problems modeling recommendations have been tackled in a distributed setting [30] using degree bounds, but these methods are unable to accurately enforce degree lower bounds on the items begin recommended (so they are simply set to zero). Here again, the objective is to maximize the number of edges chosen rather than any measure of diversity. While our methods do not scale to the same level, we are able to model diversity with degree bounds more accurately.

5 **Algorithms**

In this section, we prove that discrepancy from a target distribution can be minimized efficiently by reducing this problem to one invocation of a
minimum cost flow problem. This result holds regardless of the target in-degree distribution and the required out-degree distribution.

5.1 Construction of the Flow Network

Let $G = (L, R, E)$ be the input bipartite graph which contains candidate recommendations. We construct a flow network out of $G$ such that the minimum cost feasible flow will have cost equal to the minimum discrepancy. Our network will have $|V| + 2$ nodes: two special sink nodes $t_1$ and $t_2$, as well as a copy of each node in $G$ (See Figure 1). We set the supply of each node $u_i$ to $c_i$ (its specified out-degree), and the demand of the sink $t_2$ to $\sum_{j=1}^r a_j = \sum_{i=1}^l c_i$.

Next, for each arc $(u_i, v_j) \in G$, we create an arc $(u_i, v_j)$ in the flow network, with unit capacity and zero cost. For each node $v_j$, we create an arc to each sink. We add the arc $(v_j, t_1)$ of capacity $a_j$ (its target out-degree) and zero cost, and the arc $(v_j, t_2)$ of infinite capacity and cost 2. We finally add to our network an arc $(t_1, t_2)$ between the two sinks, with infinite capacity and zero cost. Our assumptions ensure that total supply, $\sum_{i=1}^l c_i$ meets total demand $\sum_{j=1}^r a_j$, and that a feasible flow exists since each node $u_i$ in $L$ can send as much as $\deg_G(u_i) \geq c_i$ flow to the sink $t_2$ via any $c_i$ different neighbors.

Note that there are $|E| + 2|R| + 1$ arcs in total in our flow network. The complete flow network constructed this way is shown in Figure 1.

Our main theorem shows that the minimum cost of a flow in this network is the same as the minimum discrepancy a subgraph of $G$ has from our target in-degree distribution.

**Theorem 1.** Suppose $G = (V, E)$ satisfies $\deg^+_G(u_i) \geq c_i$ for all $u_i \in L$ and the degree distributions satisfy $\sum_{i=1}^l c_i = \sum_{j=1}^r a_i$. Then the minimum cost flow in the network constructed above has value $\text{MIN-DISCREPANCY}(G(L, R), \{c_i\}_{i=1}^l, \{a_j\}_{j=1}^r)$ and can be computed $O(|E||V|^2 \log(|V|))$ time.

**Proof.** Consider a minimum cost flow in this network. Since the network’s capacities and supplies are all integral, we may assume that this minimum cost flow is integral as well [5]. This means each edge crossing from $L$ to $R$ is either fully used or unused because it is unit capacity.

We let $H$ be a subgraph of $G$ defined by taking the edges of the form $(u_i, v_j)$ where $(u_i, v_j)$ is used in the flow. Since each such edge is either used or unused, and the supply of node $u_i$ is $c_i$, we will satisfy the constraints of the form $\deg^+_H(u_i) = c_i$. To see that the cost of this flow is the same as the cost of our objective, note that we can partition the vertices in $R$ into two halves: $P$ for the vertices satisfying their degree requirement $\deg^+_H(v_j) \geq a_j$, and
Figure 1: The network flow model for min-discrepancy with nodes labelled with their supply and arcs labeled with their cost/capacity. Unlabelled nodes have zero supply.
and $N$ for the vertices not satisfying their degree requirement. We can now
write our objective as follows.

$$\sum_{v_j \in R} |\deg_H^{-}(v_j) - a_j| = \sum_{v_j \in P} (\deg_H^{-}(v_j) - a_j) + \sum_{v_j \in N} (a_j - \deg_H^{-}(v_j))$$

However, note that our flow is feasible. Therefore, the total number of
edges recommended is $\sum_{i=1}^{t} c_i$. It now follows that $\sum_{v_j \in R} (\deg_H^{-}(v_j) - a_j) = \sum_{v_j \in R} \deg_H^{-}(v_j) - \sum_{i=1}^{t} c_i = 0$ from our assumption that $\sum_{i=1}^{t} c_i = \sum_{j=1}^{r} a_j$. Adding this to the expression above gives the following.

$$\sum_{v_j \in R} |\deg_H^{-}(v_j) - a_j| = 2 \sum_{v_j \in P} (\deg_H^{-}(v_j) - a_j)$$

In our formulation, we only pay for the flow going through a node $v_j$ if the
flow is in excess of $a_j$. Since we pay 2 units of cost for each unit of this type
of flow, and don’t pay for anything else, our objective matches that of the
flow problem.

By reversing our reduction, we can show that every subgraph $H$ with the
desired properties induces a flow with the same cost as well. Therefore,
the minimum discrepancy problem can be solved by a single invocation of
a minimum cost flow algorithm, on a network with $|L| + |R| + 2$ nodes and
$2|R| + |E| + 1$ edges with capacity bounded by $|V|$. This can be solved in
$O(|E||V|^2 \log(|V|))$ time, using capacity scaling or other competitive meth-
ods [35].

**Aggregate Diversity.** Recall that aggregate diversity is the total number
of items recommended by a recommender system. Aggregate diversity does
not correspond to discrepancy from any target distribution, however it can
be maximized by our model as well.

**Theorem 2.** Suppose $\sum_{i=1}^{t} c_i \geq r = |R|$. Then the minimum cost flow
solution in the network constructed for the MIN-DISCREPANCY($G, \{c_i\}_{i=1}^{t}, \{1\}_{j=1}^{r}$)
problem maximizes aggregate diversity.

**Proof.** The sufficiency of our condition is obvious as it is needed to make
sure that the supply of the nodes in $L$ can be absorbed by the sink node.
Now suppose that a recommender system achieves aggregate diversity $r$.
A total of $\sum_{i=1}^{t} c_i$ units of flow make it to the sink, and each has to travel
through an arc of cost 0 or 1. Since there are \( r \) different items in \( R \), and each can send 1 unit of flow without cost, this solution has cost \( \left( \sum_{i=1}^{l} c_i \right) - r \).

Conversely, suppose some solution obtains cost \( \left( \sum_{i=1}^{l} c_i \right) - r \). The only way the cost can be reduced below \( \left( \sum_{i=1}^{l} c_i \right) \) is achievable is through the use of 0 cost arcs. Since each such arc has capacity 1, at least \( r \) such arcs must be used in the solution. This implies that a solution of aggregate diversity \( r \) exists.

5.2 Incorporating Recommendation Relevance

5.2.1 Cumulative Gain

Note that we have had to assign zero costs to all the edges crossing between the two sides of our bipartition in order for our reduction to work. Recommendation strengths can be taken into account by our flow based methods, and we can find the graph that has the highest total recommendation quality given a discrepancy value using an extra pass with a flow solver. This can be done accomplished as follows: first, we solve the regular discrepancy problem, and finding the lowest discrepancy value \( OPT \) attainable by the underlying \( G \). Knowing this value, we can now fix the flow between \( t_1 \) and \( t_2 \) in the original flow network to \( lc - OPT \), where \( lc \) is the total out-degree of the subgraph from \( L \). This constrains the flow solver to choose subgraphs where exactly \( OPT \) of the recommendations go over the charged edges. We then keep all the other capacities the same and add new nonzero weights reflecting recommendation quality while removing all other costs. In a second pass, we find the highest weight flow in this network, which corresponds to the recommender graph with \( OPT \) discrepancy with the highest total recommendation quality. We call this approach the two-pass method

Maximizing average recommendation quality in this fashion corresponds to the finding the recommendation subgraph with the highest cumulative gain. In some cases, recommendation algorithms do not give each recommendation a score that falls in a uniform interval, and instead rank the resulting recommendations among themselves. In this case, we cannot use the average recommendation quality as a measure of the quality of our recommendations. An appropriate measure of quality in this case is the precision-in-top-c metric, where the quality of the recommendations made to the user \( u \) is measured as \( |N(u) \cap T_k(u)|/c \), where \( T_k(u) \) is the list of top-k recommendations for

\(^1\)This follows the goal-programming methodology for two-objective functions, popular in Operations Research.
the user $u$. When $c$ recommendations are made for each user, the average recommendation quality of the system is

$$\sum_{u \in L} \frac{|N(u) \cap T_k(u)|}{c} = \frac{1}{c} \sum_{u \in L} |N(u) \cap T_k(u)|$$

Note that the quantity inside the sum is simply a linear function of the recommendations made by the subgraph: recommendation edges which are in the top-$k$ for a user $u$ have weight 1, while every other edge has weight 0. Therefore, we can optimize the average of the accuracy-in-top-$k$ using a flow model as well. The objective we maximize in this setting corresponds to the average cumulative gain in the binary relevance setting.

### 5.2.2 Discounted Cumulative Gain

Not every recommendation in a list is considered equally valuable, and the value of recommendation slot depends on its rank among the presented recommendations. Discounted cumulative gain accomplishes this by weighing the relevance of the $i^{th}$ slot by $1/\log(i + 1)$. That is, if we let $v_1, \ldots, v_c$ be the recommendations made to user $u$ and $\text{rel}(u, v_i)$ the relevance of the $i^{th}$ recommendation

$$\text{CDG}(u) = \sum_{i=1}^{c} \frac{\text{rel}(u, v_i)}{\log(i + 1)}$$

We first show how to maximize CDG in the binary relevance case, which has a simpler construction than the general case.

**Theorem 3.** The recommendation graph matching the minimum discrepancy given by $\text{MIN-DISCREPANCY}(G(L, R), \{c_i\}_{i=1}^l, \{a_j\}_{j=1}^r)$ while having the highest cumulative discounted gain in the binary relevance setting and can be computed with one extra min-cost flow problem.

**Proof.** We use the construction in Theorem 1 as our starting point and set the cost of each arc to 0. We fix the flow between $t_1$ and $t_2$ to $lc - OPT$ to constrain the solver to solutions which have the desired discrepancy as discussed above.

Note that when $k$ relevant recommendations are made to a user, then the resulting discounted cumulative gain is $\sum_{i=1}^{k} \frac{1}{\log(i)}$. In order to be able to charge this quantity in our flow model, we create an intermediary node $n_{u,c}$. Every recommendation $(u, v)$ which has binary relevance 1, now connects $n_{u,c}$ to $v$ instead of $u$ and $c$. We also connect $n_{a,c}$ to node $u$
by using $c$ parallel arcs with costs $-1, -1/\log(2), \ldots, -1/\log(c)$, each of capacity 1. This modification only adds an extra node and $c$ arcs for each user. Furthermore, the cost of the flow is the negation of the CDG function summed across all users, and this can be minimized with a single invocation of a min-cost flow solver.

The rationale behind discounting the value of later recommendations is based on a model of the user’s consumption of the recommendations: later recommendations are less likely to receive attention from the user, which diminishes their usefulness. However, the discounting serves another beneficial purpose in our model. In particular, the value of making $k$ relevant recommendations in the binary relevance model is

$$ \sum_{i=1}^{k} \frac{1}{\log(k)} = \Theta \left( \frac{k}{\log(k)} \right) $$

This function grows slower than linearly, which means that there are diminishing returns as more and more relevant recommendations are made to the same user. It is therefore, more advantageous to make a second relevant recommendation for a user $u$ than to make a tenth relevant recommendation to a user $u'$. This can be used to ensure that no user gets a disproportionate share of irrelevant recommendations.

**Theorem 4.** The recommendation graph matching the minimum discrepancy given by \( \text{MIN-DISCREPANCY}(G(L,R), \{c_i\}_{i=1}^L, \{a_j\}_{j=1}^R) \) while having the highest cumulative discounted gain and can be computed with one extra min-cost flow problem.

**Proof.** We use the construction in Theorem 1 as our starting point and set the cost of each arc to 0. We fix the flow between $t_1$ and $t_2$ to $lc - OPT$ to constrain the solver to solutions which have the desired discrepancy as discussed above.

Since cumulative discounted gain depends on the ranking of the recommendations made, we create $c$ nodes for each user $n_{u,1}, \ldots, n_{u,c}$. We connect each of these to the user node $u$ by an arc of cost 0 and capacity 1. For each candidate recommendation $(u, v) \in G$ we create $c$ arcs in total. For each $1 \leq i \leq c$, the node $n_{u,i}$ is connected to node $v$ by a cost $-rel(u, v)/\log(i+1)$ capacity 1 arc. The rest of the construction remains the same, and these modifications add $|V|$ vertices to the construction, as well as $(c - 1)|E|$ additional arcs since every recommendation edge now has $c$ copies instead of just 1.
In a feasible solution, no more than $c$ recommendations can be made to a user because the total capacity of the arcs coming out of node $u$ is $c$. The single unit of flow that is allowed to leave $n_{u,i}$ discounts the value of this recommendation by $\log(i + 1)$ due to the way we set the costs. The sum of these contributions gives us the negation of the cumulative discounted gain for the system, which can be minimized with one extra min-cost flow invocation.

Table 1 summarizes the number of arcs and nodes in each of our constructions.

| Cumulative Gain (Binary) | Arcs | Nodes    |
|--------------------------|------|----------|
|                          | $2|R| + |E| + 1$ | $|L| + |R| + 2$ |
| Cumulative Gain          | $2|R| + |E| + 1$ | $|L| + |R| + 2$ |
| Cumulative Discounted Gain (Binary) | $(c + 1)|L| + 2|R| + |E| + 1$ | $2|L| + |R| + 2$ |
| Cumulative Discounted Gain | $|L| + 2|R| + c|E| + 1$ | $c|L| + |R| + 2$ |

Table 1: The number of nodes and arcs in each of our difference relevance models. The non-discounted models are the most efficient, followed by the binary cumulative discounted model. The full discounted gain model is likely to be prohibitively expensive for most settings of $c$.

### 5.2.3 Bicriteria Optimization

In each of the constructions above, we needed to make an extra pass with a flow solver in order to find a solution with a high level of relevance. If we used these cost settings along with the cost settings we used in 1, we would no longer be optimizing only for ratings, or only for discrepancy. Instead, this results in a bicriteria objective of the form $\text{discrepancy}(H) - \mu \cdot \text{rel}(H)$, where $\mu$ can be any real number, and where relevance of a solution graph denotes the average relevance of the recommendations in $H$ as measured by any of the metrics discussed above. We call this approach the weighted method, and demonstrate that while it is strictly worse than the two-pass method in theory, it yields acceptable results in practice while saving an extra pass of flow minimization. We discuss the performance differences in our experimental section.

### 5.3 Category Level Constraints

It is sometimes desirable to set multiple goals in an optimization problem. For example, a news website might have a target distribution for the articles
in mind, but might also want to ensure that none of the different categories such as current events, politics, sports, entertainment, etc. are neglected. Alternatively, due to a payment from a sponsor, a vendor may wish to boost the profile of a specific subset of movies in the catalog, and might need to balance its own needs about the distribution of recommendations with their commitment to their sponsor.

This type of problem can be accommodated by our model in the following way. Let there be \( k \) categories \( C_1, \ldots, C_k \) that partition the items in \( R \) with minimum targets \( A_1, \ldots, A_k \) respectively. We will require have \( A_t \leq \sum_{v_j \in A_t} a_j \), i.e., the category requirements are less stringent than the aggregate of the individual target requirements. For ease of notation, let \( D_1, \ldots, D_k \) be the number of times an item from category \( C_1, \ldots, C_k \) are recommended. In this setting, we can optimize the objective \( \sum_{v_i \in R} |\deg^{-}(v_j) - a_j| + \sum_{i=1}^{k} \min(A_i - D_i, 0) \). Note that this objective is simply the discrepancy objective, plus another term which looks like discrepancy objective for categories. However, we must make an important distinction. The discrepancy objective penalizes low degree nodes both directly, and indirectly via the targets degrees for other nodes, since an extra recommendation for one node is one “stolen” from another node. The second term in our new objective penalizes low-degree categories, but does not necessarily penalize oversaturated categories.

**Theorem 5.** Assume the conditions of theorem 1, and let \( C_1, \ldots, C_k \) be a partition of \( L \), with \( A_1, \ldots, A_k \) an arbitrary sequence of non-negative integers. Then a flow network exists, whose flow cost equals the objective \( \sum_{v_i \in R} |\deg^{-}(v_j) - a_j| + \sum_{i=1}^{k} \min(A_i - D_i, 0) \).

**Proof.** The proof is similar to that of Theorem 1. For each category \( C_i \), we create three nodes: \( t_{i1}, t_{i2}, \) and \( t_{i3} \). The first two of these nodes are connected to the items in their category with arcs having the same costs/capacities as they did in the original network. Unlike the original network, where \( t_{i2} \) would have non-zero demand, both nodes in this construction have zero demand for flow. We set the demand for \( t_{i3} \) to be the category constraint \( A_i \), and connect it to \( t_{i2} \) with an arc of capacity \( A_i \) and cost 0. In addition to these nodes, we create two more nodes, common to all categories: a distributor node \( s_1 \) and a supersink \( s_2 \) that are common to all the categories. The distributor \( s_1 \) can accept any amount of flow from a node of type \( t_{i3} \) at cost 1. It can also move any amount of flow to a node of type \( t_{i3} \) at 0 cost. Finally, the supersink \( s_2 \) has demand \( lc - \sum_{i=1}^{k} A_i \), and accepts unbounded flow from nodes of type \( t_{i3} \) at no cost. Since we
Figure 2: The network flow model for category targets with nodes labelled with their supply and arcs labeled with their cost/capacity. The central node with no supply or demand is the distributor $s_1$. The rightmost node is the supersink $s_2$.

require that the category requirements sum to less than the total number of requirements, this node always has non-negative demand, and feasibility is ensured. Figure 2 illustrates the construction:

From the proof of Theorem 1, it follows that ignoring the cost of moving flow between nodes of type $t_2$ and $t_3$, the cost of the flow in this network is the discrepancy of the network from the target distribution. Therefore, we only need to account for the second term in our objective. The arc connecting $t_{i2}$ and $t_{i3}$ ensures that only $A_i$ units of flow can go uncharged towards the sink $t_{i3}$. Every other unit of flow must first go to the distributor, then to $t_{i3}$ to satisfy the demand of this node. Since the demand of this node is only $A_i$, we charge 1 unit of cost for every unit of flow we can’t send to this category, but no cost for units of flow above the demand of this node. This gives us the term $\min(A_i-D_i, 0)$ for the contribution of this category to the objective, and completes the proof.
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5.4 Greedy Algorithm

In this section we describe an alternative approach to solving the discrepancy minimization problem that does not require the use minimum cost flow solvers, which can be efficient in practice, but do not guarantee linear runtimes. Our greedy algorithm constructs the solution subgraph iteratively, making a discrepancy reducing recommendation whenever possible. If such an edge is not available, then we choose from all available recommendations. Our choice of recommendation is conditioned on the quality of this recommendation, as measured by our black-box relevance function \( rel(u, v) \). Since the greedy algorithm considers all discrepancy reducing recommendations for a user at the same time, a large number of candidate recommendations may lead to the greedy algorithm making subpar selections, since almost every recommendation we consider early on will likely be a discrepancy reducing edge. In order to moderate this effect, we include a parameter \( q > 1 \) which we use to reweigh the relevance scores. The larger the \( q \) is, the more our greedy algorithm prefers making relevant recommendations. On the other hand, if we pick a \( q \) which is too large, then we overprioritize high relevance values, and the greedy algorithm effectively turns into the standard recommendation approach. To balance these concerns, we run the greedy algorithm with different settings of \( q \), and select the solution with the highest predicted rating quality which has discrepancy at most 10% higher than the best solution we generate.

6 Experiments

In this section, we put our model to the test. Our findings are summarized below, and we discuss each point further in the following subsections.

1. Our fast models perform well at optimizing for pre-existing notions of diversity such as aggregate diversity and the Gini index despite these measures not being explicitly referenced in our model. Conversely, we show that optimizing directly only for aggregate diversity (either by using heuristics or solving to optimality) does not yield results that are diverse by the other measures (See Tables 2, 3, 4).

2. Normalized discrepancy can often be reduced by more than 50%, at the cost of only a 15-30% change in average recommendation quality. Both the two-pass method, and the weighted method performed well in producing a smooth trade-off between recommendation quality and discrepancy reduction, with large gains in discrepancy being
Data: $G = (L, R, E)$, the graph of candidate recommendations, a target indegree distribution $\{a_v\}_{v=1}^r$, tuning parameter $q$, and a relevance function $rel : L \times R \rightarrow [0, 1]$

Result: Solution subgraph $H$

$H \leftarrow \emptyset$

for $j = 1$ to $c$ do

foreach $u \in L$ do

$D \leftarrow \{v \in N_G(u) : \deg_H(v) < a_v\}$;

if $D \neq \emptyset$ then

Sample $e = (u, v)$ from $D$ with $p(e) \propto rel(u, v)^q$;

else

Sample $e = (u, v)$ from $N_G(u)$ with $p(e) \propto rel(u, v)^q$;

end

$H \leftarrow H \cup \{(u, v)\}$;

end

end

Algorithm 1: The Greedy Algorithm for Discrepancy Minimization for a fixed value of $q$

made for minimal recommendation quality loss (See Figure 4). The two-pass method is optimal, but the weighted-model provides a good approximation of two-pass method’s output with less computational overhead.

3. Sales diversity maximization problems become easier as the display constraints are relaxed since there are more opportunities for the system to make unconventional recommendations. We show that the advantage our optimization based approach has over competing approaches gets bigger as display constraints are tightened, which is desirable for applications on mobile platforms where screen real estate is scarce (see Figure 3).

4. Using the uniform target distribution can lead the optimizer to pick subgraphs where degree constraints are violated by large margins at certain nodes. To remedy this, we advocate the use of target distributions that move towards resembling the underlying degree distribution rather than the uniform distribution (See Figure 5).

Experimental Setup and Datasets. All of our experiments were conducted on a desktop computer with an Intel i5 processor clocked at 2.7GHz,
and with 16GB of memory. We used three rating datasets to generate the graphs we fed to our flow solvers: MovieLens-1m, MovieLens-10m [1] and the Netflix Prize dataset.

We pre-process the datasets to ensure that every user and every item has an adequate amount of data on which to base predictions. This post processing leaves the MovieLens-1m data with 5800 users and 3600 items, the MovieLens-10m dataset with 67000 users and 9000 items, and the Netflix dataset with 8000 users and 5000 items. The use of these datasets is standard in the recommender systems literature. In this paper, we consider the rating data to be triples of the form \((user, item, rating)\), and discard any extra information.

We used version 0.4.4 of the RankSys project to generate recommendations using standard collaborative filtering approaches [39]. The resulting network flow problems were optimized using a modified version of the MCFSimplex solver due to Bertolini and Frangioni [19]. Our choice of MCFSimplex was motivated by its open-source status and efficiency, but any other minimum cost flow solver such as CPLEX or Gurobi which accepts flow problems in the standard DIMACS format can also be used by our algorithms. Our discrepancy minimization code is available at .

**Quality Evaluation.** To evaluate the quality of our method, we employ a modified version of \(k\)-fold cross-validation. In particular, for each user in our datasets who has an high enough number of observed ratings, we divide the rating set into 10 equal sized subsets, and place each subset in one of 10 test sets. When creating the test sets, we filter out the items which received a rating of 1 or 2 and keep the items which received a rating of 3 or higher in order to ensure the relevance of our selections. We then define the precision of our recommendation list to be the number of items we recommend among all of our top-\(c\) recommendations which are also included in the test set. This provides an underestimate of the relevance of our recommendations, as there might be items which are relevant, but for which we have no record of the user liking. A simpler version of our hold-out method is utilized in other works [16, 48] where only a single random split is made. Using a 10-fold split of the test data enables us to run a signed rank test, and test whether the improvements made by our algorithms are statistically significant.

Our methodology stands in contrast with the methodology used by Adomavicius and Kwon to evaluate the effectiveness of their aggregate diversity maximization framework [3]. They use a metric called prediction-in-top-\(c\), which measures the average predicted relevance of the \(c\) recommended items for each user. We believe that using predicted ratings for relevance evaluation purposes is flawed since these predictions are approximate in the first
place. Furthermore, using the relevance values used by the recommender make comparisons across different recommenders difficult, as each recommender has its own scale.

**Supergraph Generation.** All of our optimization problems require that a supergraph of candidate recommendations be given. For each dataset we used, we generated 240 supergraphs in total. This is the result of using 10 training sets, 4 different recommender approaches, and 6 different quality thresholds enforced by picking the top 50, 100, 200, 300, 400 and 500 recommendations for each user. We use $k$ to denote the number of candidate recommendations in the supergraph. The matrix factorization model we utilize [25] comes with three parameter settings: a regularization parameter $\lambda$, a confidence parameter $\alpha$ and the number of latent factors [25]. While the authors report an $\alpha$ value of 40 is suitable for most applications, we set a lower value of $\alpha = 30$ in order to obtain more diverse candidate recommendation lists. The regularization parameter $\lambda$ was tuned with cross-validation as recommended by the authors, and the model was trained with 50 latent factors. For the neighborhood based methods, we consider neighborhoods of size 100 in both the item-based and user-based cases. For these recommenders we opted use the inverted neighborhood policy approach described in [48] in order to obtain more diverse candidate recommendation lists. Instead of using the top 100 most similar items to an item $i$ as the neighborhood, this approach uses the items which have item $i$ in their top 100 neighborhoods. We also used Jaccard similarity in order to measure similarity between pairs of users and items in the neighborhood based methods. The authors of the random walk recommender we implemented consider a parameter setting $\alpha$ which raises every element of the transition matrix to the power $\alpha$ and find that predictive accuracy is maximized for $\alpha = 1.5$ [16]. Since they conduct their experimental validation on the same datasets as ours, we also use this parameter in our tests. In our tables, we shorten the names of these recommenders as MF for the matrix factorization model, IB and UB for the (item- and user-) neighborhood based approaches, and RW for the random walk approach.

**Trading Off Discrepancy and Rating Quality.** The higher we set the number of candidate recommendations per user, the larger the input graph $G$ will be, giving our algorithm more freedom to minimize discrepancy. On the other hand, in order to include more edges in $G$, we will have to resort to using more lower quality recommendations which will be reflected in our post-processed solution. Therefore, there is a trade-off between minimizing the discrepancy from the target distribution, and maintaining a high average recommendation quality. We will quantify this trade-off in our experiments.
and show that large discrepancy reductions can be made even with small compromises in recommendation quality.

**Post-Processing CF for a Diversified Recommender.** To summarize the discussion so far, we start with an arbitrary rating function which can predict the relevance of any item to a given user. We use this rating function to generate a large number of candidate recommendations which we encode in a weighted bipartite graph. We use this graph along with the designer-specified degree constraints on users and items to create a discrepancy minimization problem. Finally, we measure the quality of the resulting solution by comparing the predictive accuracy on the held-out test data.

### 6.1 Comparison To Other Methods and Metrics

In this section we compare our discrepancy minimization framework to other similar approaches. In particular, we test 6 different approaches to diversifying the recommendation lists.

- **Top(TOP):** The standard method considers the unmodified output of the underlying recommender, and makes the top-k recommendations for each user. This is the undiversified solution but provides the highest rating quality.

- **Two pass (GOL):** The two-pass method first finds the lowest discrepancy value achievable with the given graph for the current target degrees, and then in a second pass, finds the highest rating solution which achieves this minimum.

- **Aggregate Diversity (AGG):** The aggregate diversity maximizing method is also optimized using our own flow-based framework, by running our min-cost flow algorithms with the setting of $a_i = 1$ as described in Theorem 2.

- **PC Reranking (PC), FD Reranking (FD) and Bayes Rule Reranking (AB):** These diversifiers are due Vargas and Castells [47, 48], and were discussed in detail in our related work section.

- **Greedy (GRD):** This is an implementation of the greedy heuristic described in Section 5.4.

We evaluate these different approaches on the following metrics, all measured for the top-$n$ recommendation task on both the MovieLens and Netflix data.
• **D@n:** Discrepancy from the uniform distribution, normalized to fit in the $[0,1]$ range by dividing by the maximum discrepancy achievable, i.e. $2 \sum_{i=1}^{r} c_i$.

• **A@n:** The fraction of items which received a recommendation.

• **G@n:** The Gini index of the degree distribution of items. If the degree distribution of the items is given as a sorted list $\{d_i\}_{i=1}^{r}$, then the Gini index is defined as follows:

$$G = \frac{1}{r} \left( r + 1 - 2 \sum_{i=1}^{r} \frac{(r + 1 - i)d_i}{\sum_{i=1}^{r} d_i} \right)$$

• **E@n:** The entropy of the probability distribution formed by normalizing this degree distribution. Given the same degree distribution as above, entropy is defined as follows:

$$E = \sum_{i=1}^{r} \frac{d_i}{\sum_{i=1}^{r} d_i} \log \left( \frac{d_i}{\sum_{i=1}^{r} d_i} \right)$$

• **P@n:** Precision, measured as the fraction of items in the recommendation list which are part of the test set.

Table 3 summarizes our results for the Netflix dataset and Table 2 does the same for the MovieLens-1m dataset.

We start our discussion with the results on the two medium sized datasets. The first thing to notice in these tables is that the undiversified recommendation lists perform very poorly with respect to all distributional measures. This is true with respect to even the simplest measure, aggregate diversity. The Random Walk Recommender in particular surfaces only 3% of the items in the Netflix catalog and 7% of the items in the MovieLens catalog. Other recommenders do not do particularly better, and only surface 15-20% of items to the users via top-10 recommendation lists.

Interestingly, the standard recommendation approach is not always the most precise among the methods we tested. Both our discrepancy minimization framework, and the PC and FD reranking methods beat the prevision of the baseline recommendation approach in multiple instances, most notably for the Random Walk Recommender. This observation may seem paradoxical at first, but was in fact noted by other authors in multiple different settings [48]. The Random Walk Recommender is notable among the methods we tested for being the recommendation approach with the highest amount
|        | MF       | IB       | UB       | RW       |
|--------|----------|----------|----------|----------|
|        | k=50     | k=250    | k=500    |
|        | P@10     | A@10     | G@10     | E@10     | D@10     |
| TOP    | 0.433    | 0.432    | 0.433    | 0.433    |
| AGG    | 0.439    | 0.429    | 0.432    | 0.432    |
| FD     | 0.340    | 0.355    | 0.316    | 0.289    |
| PC     | 0.362    | 0.331    | 0.335    | 0.335    |
| AB     | 0.257    | 0.249    | 0.167    | 0.209    |
| GOL    | 0.414    | 0.423    | 0.358    | 0.358    |
| GRD    | 0.269    | 0.418    | 0.125    | 0.094    |
| OP10   | A@10     | G@10     | E@10     | D@10     |
| TOP    | 0.433    | 0.432    | 0.433    | 0.433    |
| AGG    | 0.429    | 0.429    | 0.432    | 0.432    |
| FD     | 0.340    | 0.355    | 0.316    | 0.289    |
| PC     | 0.362    | 0.331    | 0.335    | 0.335    |
| AB     | 0.257    | 0.249    | 0.167    | 0.209    |
| GOL    | 0.414    | 0.423    | 0.358    | 0.358    |
| GRD    | 0.269    | 0.418    | 0.125    | 0.094    |
| G@10   | E@10     | D@10     | P@10     | A@10     |
| TOP    | 0.433    | 0.432    | 0.433    | 0.433    |
| AGG    | 0.429    | 0.429    | 0.432    | 0.432    |
| FD     | 0.340    | 0.355    | 0.316    | 0.289    |
| PC     | 0.362    | 0.331    | 0.335    | 0.335    |
| AB     | 0.257    | 0.249    | 0.167    | 0.209    |
| GOL    | 0.414    | 0.423    | 0.358    | 0.358    |
| GRD    | 0.269    | 0.418    | 0.125    | 0.094    |
| E@10   | D@10     | P@10     | A@10     |
| TOP    | 0.433    | 0.432    | 0.433    | 0.433    |
| AGG    | 0.429    | 0.429    | 0.432    | 0.432    |
| FD     | 0.340    | 0.355    | 0.316    | 0.289    |
| PC     | 0.362    | 0.331    | 0.335    | 0.335    |
| AB     | 0.257    | 0.249    | 0.167    | 0.209    |
| GOL    | 0.414    | 0.423    | 0.358    | 0.358    |
| GRD    | 0.269    | 0.418    | 0.125    | 0.094    |
| D@10   | P@10     | A@10     | G@10     |
| TOP    | 0.433    | 0.432    | 0.433    | 0.433    |
| AGG    | 0.429    | 0.429    | 0.432    | 0.432    |
| FD     | 0.340    | 0.355    | 0.316    | 0.289    |
| PC     | 0.362    | 0.331    | 0.335    | 0.335    |
| AB     | 0.257    | 0.249    | 0.167    | 0.209    |
| GOL    | 0.414    | 0.423    | 0.358    | 0.358    |
| GRD    | 0.269    | 0.418    | 0.125    | 0.094    |

Table 2: Comparison of different diversifiers systems on various diversification metrics for the 10 item recommendation task. The underlying dataset is the MovieLens-1m dataset and the candidate recommendations were generated using Matrix Factorization (MF), Item-Based (IB), User-Based (UB), and Random Walk Recommenders (RW). The bolded entries show the best values in each metric (ignoring the greedy algorithm), and italicized values show a statistically insignificant change from the baseline with \( p < 0.01 \).
Table 3: Comparison of different diversifiers systems on various diversification metrics for the 10 item recommendation task. The underlying dataset is the Netflix dataset and the candidate recommendations were generated using Matrix Factorization (MF), Item-Based (IB), User-Based (UB), and Random Walk Recommenders (RW). The bolded entries show the best values in each metric (ignoring the greedy algorithm), and italicized values show a statistically insignificant change from the baseline with \( p < 0.01 \).
Table 4: Comparison of different diversifiers systems on various diversification metrics for the 10 item recommendation task. The underlying dataset is the MovieLens-10m dataset and the candidate recommendations were generated using Matrix Factorization (MF), Item-Based (IB), User-Based (UB) recommenders. The bolded entries show the best values in each metric (ignoring the greedy algorithm), and italicized values show a statistically insignificant change from the baseline with $p < 0.01$. 

|     | TOP       | AGG       | FD       | PC       | AB       | GOL       | GRD       | UB       | TOP       | AGG       | FD       | PC       | AB       | GOL       | GRD       | UB       |
|-----|-----------|-----------|----------|----------|----------|-----------|-----------|----------|-----------|-----------|----------|----------|----------|-----------|-----------|----------|-----------|-----------|-----------|-----------|
| MF  | 0.451     | **0.849** | 0.381    | 0.282    | 0.267    | 0.439     | 0.275     | 0.388    | **0.828** | 0.387     | 0.359    | 0.358    | 0.275    | 0.362     | 0.239     | 0.440    |
|     | 0.817     | 0.959     | 0.636    | 0.939    | 0.837    | 0.835     | 0.834     | 0.968    | 0.966     | 0.956     | 0.879    | 0.972    | 0.859    | 0.934     | 0.950     | 0.844    |
|     | 0.901     | 0.863     | 0.901    | 0.876    | 0.929    | 0.919     | 0.910     | 0.901    | 0.901     | 0.909     | 0.892    | 0.891    | 0.856    | 0.853     | 0.863     | 0.859    |
|     |           |           |          |          |          |           |           |          |           |           |          |          |          |           |           |          |
| IB  | **0.388** | 0.828     | **0.945**| **0.900**| 0.388    | **0.927** | 0.387     | **0.828**| 0.386    | 0.386     | 0.306    | 0.331    | 0.232    | 0.354     | 0.131     | 0.440    |
|     | 0.910     | 0.901     | 0.950    | 0.909    | 0.910    | 0.912     | 0.919     | 0.968    | 0.966    | 0.966    | 0.892    | 0.882    | 0.856    | 0.853     | 0.863     | 0.859    |
|     |           |           |          |          |          |           |           |          |           |           |          |          |          |           |           |          |
| UB  | **0.440** | **0.853** | **0.900**| **0.909**| **0.440**| **0.927** | **0.437** | **0.878**| **0.377**| **0.377** | **0.377**| **0.377**| **0.377**| **0.377** | **0.377** | **0.377**|
|     | 0.802     | 0.970     | 0.970    | 0.970    | 0.802    | 0.970     | 0.802     | 0.970    | 0.802    | 0.802    | 0.802    | 0.802    | 0.802    | 0.802     | 0.802     | 0.802    |
|     | 0.199     | 0.199     | 0.199    | 0.199    | 0.199    | 0.199     | 0.199     | 0.199    | 0.199    | 0.199    | 0.199    | 0.199    | 0.199    | 0.199     | 0.199     | 0.199    |
of popularity bias. Therefore, our results lend support to the idea that recommender systems benefit from being optimized for metrics other than accuracy and popularity.

We also note that an optimization based approach using aggregate diversity as the objective function is unlikely to make a large difference in the degree distribution of the underlying recommender system. Indeed, for all the recommenders and for both of the datasets, the aggregate diversity maximization approach only makes significant improvements with respect to its own metric. This is to be expected from a crude measure of system-level diversity such as aggregate diversity, as it is possible to have a very lopsided recommendation distribution even while achieving full coverage of the item catalog. As an extreme example, consider a recommender which seeks to make 2 recommendations per user, and suppose there are as many users as there are items. If the recommender recommends one unique item to each users, and one of the items to every user, aggregate diversity will be maximized. However, the Gini index will be high and the entropy of the degree distribution will be low. Aggregate diversity is still a valuable measure of the coverage properties of the recommender, as our baseline approaches do not achieve good values for even this simple metric. However, all of the other approaches we tested also make significant gains in aggregate diversity while also significantly impacting the other metrics at the same time. In particular, the Bayes Rule reranking approach and our own discrepancy minimization almost maximize aggregate diversity on the MovieLens-1m and Netflix datasets respectively. Therefore, we believe that the best approach to aggregate diversity maximization is to optimize it by proxy, by optimizing for a more refined measure of recommendation diversity.

As expected, our method performs the best with respect to minimizing discrepancy from the uniform distribution. However, the other methods we tested also make gains towards minimizing discrepancy, which lends credibility to the use of discrepancy from the uniform distribution as a metric for evaluating the system-wide diversity of recommendations.

Among the methods we tested, the most aggressive diversifier is the Bayes Rule reranker, which obtains the best scores with respect to every metric, in almost every instance. Among the metrics we tested, our method is best suited for optimizing for aggregate diversity, the Gini index, and entropy of the degree distribution, in that order. Even though the two-pass method does not always obtain the best diversity improvements, it does so at a very low predictive cost. Furthermore, as more edges are included in the list of permissible recommendations (the second column of Tables 2,3,4), the advantage of the Bayes Rule reranker almost vanishes with respect to the Gini
and aggregate diversity metrics, despite our recommender surfacing between 30% to 120% more relevant recommendations. The predictive accuracy of the Popularity Complement and Free Discovery reranking methods fall off at a slower rate than the Bayes Rule reranking method, but our method dominates those two methods in every metric except for entropy. When 500 candidate recommendations are included for each user, our recommender creates solutions with better diversity values and better precision values than all the other recommenders we tested, even when they were supplied with more accurate and shorter candidate recommendation lists.

Finally, we comment on the performance of the greedy discrepancy reducing technique. With a relatively small number of candidate recommendations per user like $k = 50$, the greedy algorithm can strike a good balance between discrepancy reduction and maintaining the relevance of recommendations. However, in this regime, the greedy diversifier is matched on all diversity metrics by the corresponding reranking based techniques, which also beat it in predictive accuracy. The greedy algorithm is much quicker to improve diversity as more candidate recommendations are added; However, in this regime the Bayes Rule Reranker matches it well in diversity measures while beating it in predictive accuracy. Since the predictive losses are too great, the greedy algorithm is an inadequate replacement for the full flow based methods.

6.1.1 Large Dataset

The large dataset we tested deserves a special discussion for two reasons. First, the MovieLens-10m dataset has 7 times as many users as it has items in its catalog, compared to only a 1.5 times ratio in the MovieLens-1m dataset. With 70 times as many recommendations as items, even the standard recommendation approach achieved 80% coverage of the item catalog. This renders aggregate diversity maximization ineffective as a method for increasing the equitability of the recommendation distribution. Second, the large dataset is too large to solve in one batch by our flow methods. Therefore for these experiments, we split the user base into 4 batches, find the minimum discrepancy graph in each of these problems and combine them. Naturally, this leads to a higher discrepancy and lower precision than solving the entire problem in one go. Despite these factors, our results for the precision, Gini index and entropy measurements follow the trends found in the medium sized datasets.
Figure 3: The effect of recommendation list length on distributional diversity measures in the MovieLens Matrix Factorization graph with 200 candidate recommendations.

6.2 Effect of Recommendation List Length

With more computer usage shifting from devices with larger displays like desktops and laptops to mobile devices like phones and tablets, display constraints that govern the number of recommendations we can make to user have gotten tighter. Therefore, it has become increasingly important for diversification approaches to be effective even when there is space for only a few recommendations to be made. In the set of graphs below, we fix the underlying subgraph to be the graph generated by our Matrix Factorization recommender with 200 candidate recommendations for each user, and measure the performance of the different diversifiers with display constraints set to $c = 5, 10$ and $20$. 
We note that our diversifier performs better as the display constraints get tighter. All approaches suffered precision loss as display constraints were tightened, which is to be expected. The lowest level of losses came from the Bayes Reranking approach, but this approach had such low baseline precision that all the other algorithms kept outperforming it even as recommendation lists got longer. Moreover, our two-pass method increased both its absolute and relative edge over the Free Discovery and Popularity Complement diversifiers as $c$ was set lower.

Our two-pass method also performed better in increasing diversity metrics when the (initial) recommendation lists were shorter. In particular, there was no significant changes in the aggregate diversity achieved by our algorithms as $c$ was varied. This was also the case for Bayes Rule Reranking approach, but not for the novelty based reranking approaches FD and PC. These approaches would have needed lists of size $c = 50$ to achieve comparable aggregate diversity values, at which point the precision of these diversifiers suffer considerably.

For the top-5 recommendation task, our method effectively outperformed all other diversifiers. Our two-pass method loses out to the aggregate diversity and the baseline approaches in precision, which achieve low diversity values. It loses out to aggregate diversity maximization when considering the A@5 metric, but only by a small and statistically insignificant margin. We also achieve the highest G@5 value, while beating the runner-up Bayes Rule Reranker significantly in precision. We only achieve the second highest E@5 value, but once again beat our main competition in the Bayes Rule reranker in precision. Considering all of these factors, we conclude that an optimization based framework works better in applications where display constraints are particularly tight. The reranking approaches make recommendations for each user independently, whereas our optimization framework makes all of these recommendations at once, while optimizing explicitly for a diversity metric. Therefore, our two-pass method is better able to coordinate a small number of recommendations to make large gains in diversity while also keeping precision high.

6.3 Trading Off Discrepancy and Precision

In this section we explore the discrepancy/precision trade-offs made by our different models. Throughout the section, we consider the discrepancy from the uniform target distribution. This target indegree distribution sets $a_j = c \cdot l/r$ for each $v_j \in R$ for a fixed $c$ which represents the display constraints. The discrepancy from this target can be thought of as an extreme
measure of diversity, since we are measuring distance from the most equitable distribution.

For the set of comparison graphs in Figure 4, we increase the number of candidate recommendations for each user from 100 to 500 in increments of 100, and show how this affects the recommendation quality of our solution as well as the lowest discrepancy achievable. We plot the normalized discrepancy to the uniform target on the x-axis against precision in the y-axis. Discrepancy improves towards the left, and recommendation quality improves towards the top.

We consider 4 different approaches to reducing discrepancy. The first is our two-pass method, which optimizes for discrepancy first, then for average predicted relevance across the system. We also consider the weighted method with the settings $\mu = 1$, and $\mu = 1/2$ and $\mu = 0.01$. Recall that the weighted method optimizes the objective discrepancy$(H) - \mu \cdot \text{rel}(H)$, where $\text{rel}(H)$ denotes the average recommendation quality in the solution graph $H$ we produce. Therefore, the weighted method does not optimize for discrepancy. Instead, it finds a solution where the cost of reducing discrepancy by $\mu$ units is the same as reducing aggregate predicted relevance by 1 unit. When run on the same input graph, the predicted relevance of the two-pass method is always lower than the predicted relevance of the $\mu = 1$ model, and the predicted relevance of the weighted method with $\mu$ is always lower than the predicted relevance of the weighted method with $\mu' > \mu$. The discrepancies produced by these algorithms on the same graph are also ordered in the same way.

From these graphs we can immediately notice certain features. First, all three algorithms produce highly clustered data with initial normalized discrepancy from the uniform distribution always being over 0.8. Second, the fall-off in discrepancy happens first quickly, then slowly as more edges are included. Therefore, significant gains are possible even while including a small number of candidate recommendations. Third, the choice of recommender matters. It is harder to improve the discrepancy on graphs generated by the Random Walk recommender than on any of the other other graphs we generated.

Fourth, with a high enough number of edges, discrepancy to the uniform target can be driven down towards 0. However, this may come at significant quality loss in recommendation quality depending on the underlying graph. In particular, after the addition of 500 candidate recommendations for each user, we were able to reduce discrepancy from the uniform distribution on every one of the graphs except for the Random Walk Recommender by nearly 50% over the baseline. This drops the number of relevant recommendations
Figure 4: Recommendation quality vs normalized discrepancy from the uniform target in MovieLens and Netflix generated graphs. In each series, the number of edges in the input graph increases towards the left.
surfaced by our method by 15%-30%. These precision losses are smaller than the losses produced the reranking diversifiers we tested, even when they were supplied with a shorter candidate recommendation lists which contain more relevant recommendations (see Table 2). Nonetheless, this level of loss in precision is not insignificant, and we suggest that users of our methods explore the full range of the trade-offs possible before putting the algorithms into commercial use.

**Two-pass versus Weighted Methods.** One notable difference between the weighted methods and the two-pass method is that in the weighted method, the discrepancy improvements start slowing down as more and more candidate edges are included in the supergraph. As mentioned above, the bicriteria objectives improve when discrepancy gains can be made which offset the fall in predicted relevance. As we enlarge the candidate set of recommendations, we enable discrepancy increases with edges that are less and less able to make up for the corresponding relevance losses. Therefore, the solution graph stops changing though lower discrepancies are possible. Where this limiting point lies depends on the structure of the graph and the distribution of relevance values assigned by the underlying recommender and is not easy to predict. We find that the Matrix Factorization and User Based recommenders were more amenable to bicriteria optimization than the Item Based or Random Walk Based recommenders. We also find that for suitably low values of $\mu$, the weighted method can adequately approximate the output of the two-pass method, achieving essentially the same trade-off curves.

6.4 Qualitative Parameter Tuning: Choice of Target Distribution

It might not be realistic to set the same target indegree for every item since the popular items are probably popular for a good reason. In order to create alternative distribution, we will use a convex combination of two different distributions. The first distribution we use is $f$, the uniform target indegree distribution. We also generate a more skewed distribution $p$ by taking the indegree distribution of the candidate supergraph, and normalizing it so that it sums to the same value as the flat distribution. This distribution, while more diversified than the top $c$ distribution, should still be significantly unbalanced. Finally, we generate the distribution $d_\alpha = \alpha f + (1 - \alpha)p$ to be used as our target. Since both $f$ and $p$ satisfy our feasibility criterion $\sum a_i = \sum c_j$, so does $d_\alpha$ for all $\alpha \in [0, 1]$. Furthermore, for $0 \leq \alpha \leq 1$, this function smoothly interpolates between $f$ and $p$ and produces a non-negative
Table 5: Pairwise discrepancy between different target distributions in the top-10 recommendation task in the MovieLens-1m Item-Based recommender and thresholded to 300 candidate recommendations

|     | $d_0$ | $d_{0.2}$ | $d_{0.4}$ | $d_{0.6}$ | $d_{0.8}$ | $d_1$ |
|-----|-------|-----------|-----------|-----------|-----------|-------|
| $d_0$ | 0     | 0.17      | 0.38      | 0.59      | 0.81      | 0.86  |
| $d_{0.2}$ | 0.17  | 0         | 0.21      | 0.42      | 0.64      | 0.85  |
| $d_{0.4}$ | 0.38  | 0.21      | 0         | 0.22      | 0.43      | 0.64  |
| $d_{0.6}$ | 0.59  | 0.42      | 0.22      | 0         | 0.22      | 0.42  |
| $d_{0.8}$ | 0.81  | 0.64      | 0.43      | 0.22      | 0         | 0.21  |
| $d_1$  | 0.86  | 0.85      | 0.64      | 0.42      | 0.21      | 0     |

Table 6: Rating loss vs reduction in discrepancy given different target distributions when compared with the top 10 recommendations, in the MovieLens-1m Item-Based recommender and thresholded to 200 candidate recommendations

|     | $d_0$ | $d_{0.2}$ | $d_{0.4}$ | $d_{0.6}$ | $d_{0.8}$ | $d_1$ |
|-----|-------|-----------|-----------|-----------|-----------|-------|
| $\Delta P@10$ | 0.097 | 0.100     | 0.105     | 0.109     | 0.105     | 0.103 |
| $\Delta D@10$ | 0.300 | 0.351     | 0.413     | 0.464     | 0.475     | 0.480 |

vector of target indegree values.

The particular setting of $\alpha$ is not special, and provided there are enough
edges in the underlying graph, the two-pass method can achieve significant
improvements regardless of the distribution used. To demonstrate this, fix
the candidate supergraph to be the graph generated by applying the Item
Based recommender to the MovieLens-1m dataset and thresholding can-
didate recommendations to the top 300 recommendations. Table 5 below
shows that as we vary $\alpha$, we get significantly different target distributions
in the top-10 recommendation problem.

Table 6 shows that our diversifier achieves significant normalized discrepancy
reduction in each case with the same modest rating loss.

We have mentioned earlier that it is not always desirable to use the uni-
form target. In our modeling section, we gave a semantically motivated
reason for this: a recommendation engine that recommends every item the
same number of times would do a poor job of endorsing any item, even the
ones that obviously deserve such endorsement. Here, we give an empirically
motivated reason as well. When targeting the uniform distribution ($d_0$),
discrepancy can do a poor job of producing a pleasing in-degree distribution
at the items. We reduce the degrees of more vertices, more drastically this way, but this can mean that we produce a small group of vertices with really high indegree as well. In the Figure 5, we show the in-degree distributions of the items in the solutions produced by our two-pass method on the same underlying graph, but with varying target distributions. It demonstrates that the degree distribution is much smoother in the global sense when a proportional target is used, and that the number of outliers with very large degree are reduced.

6.5 Qualitative Parameter Tuning: Convex Cost Functions

As noted in the Algorithms section, we can change the way we charge for degree overruns and change the types of distributions that the flow model prefers. This can be used to remedy a particular behavior of the $\ell_1$ norm, which is used in the discrepancy definition, to prefer sparse solutions. The flipside is that the majority of the contributions to discrepancy come from relatively few vertices. Since the amount a vertex can contribute to discrepancy by undershooting its target indegree is bounded, these vertices must in fact be very high degree vertices. Therefore, while straightforward $\ell_1$ norm minimization still has benefits in spreading degree more equitably among lower degree vertices, it does not necessarily cut down on the long tail. While it is possible to use another $\ell_p$ norm in the objective by approximating the costs by piecewise linear cost functions [49], common network flow solvers neither provide tools to convert arbitrary convex costs to piecewise linear costs, nor do they implement algorithms that can efficiently solve

Figure 5: Degree distribution in a log-scale of the solution subgraphs as the $\alpha$ of the target distribution is varied in a top-10 recommendation task. The underlying supergraph is the MovieLens graph generated by Item Based recommender and thresholded to the top 200 recommendations. Note the presence of large outliers when the target distribution is close to uniform.
convex cost versions of flow problems.

We can overcome this problem by more strictly punishing degree overruns. To demonstrate this, we fix our attention to the supergraph generated on the Netflix data using User Based Filtering, thresholded to the top 300 recommendations. We then diversified the graph against the target indegree distributions \( d_0, d_{1/3}, d_{2/3}, d_1 \), as defined in the previous section. In one set of runs, we optimized our flow model directly for discrepancy. In another set of runs, labelled “2-slope” in the chart below, we added a second sink, which does not charge for the first \( a_v \) edges, charges a cost for the next 20 edges, and charges double the cost for any edges beyond that. The name is due to the fact that the cost of a network edge increases first with slope 1, then with slope 2, as opposed to the usual setting where it increases with slope 1 throughout. On the x-axis, we put the number of times an item is recommended. On the y-axis, we show the fraction of recommendations in the system which were made to items with fewer than a given number of recommendations.

As predicted, the 2-slope runs are much better at cutting down on the long tail. Solutions optimized for regular discrepancy tend to satisfy the indegree requirement of more vertices exactly. So when \( \alpha \) is small, and the target distribution close to uniform, there tends to a large bump in the degree distribution near the average indegree of the target distribution. When the extra sink is added, it causes a secondary bump. The location of this bump can be seen to be 20 units higher than the first bump, showing the reluctance of the optimizer to go above the threshold. Secondary bumps like this cause more of the long tail to be subsumed under given thresholds. However, it should be noted that this effect is not true across all target distributions.

Figure 6: Cumulative degree distribution of the solution subgraph with different \( \alpha \) and cost functions for a candidate supergraph on the Netflix data.
For example, in Figure 6, we can see that there is no difference between the 2-slope and regular runs against the \( d_1 \) target distribution. The reason for this is that when \( \alpha \) is high, the target indegrees can all be met exactly, leading to no difference between the solutions produced by the two different schemes.

### 6.6 Resource Use

Since our methods are based on minimum cost flow, the problems that result from our reduction can be solved efficiently. The two graphs below show the cost of optimizing for uniform discrepancy with the two-pass method and the weighted method in the MovieLens-1m and Netflix graphs. We increase the number of candidate recommendations from 100 to 500, and report the average runtime across the different recommenders. The labels for this plot are identical to the labels we have been using so far, with the exception of WGT, which denotes a run of the weighted method. We did not find significant runtime differences between different settings of \( \mu \) for this model, and present the results for a representative run with the setting \( \mu = 1 \). While our methods do not run as efficiently as reranking methods, they provide much better diversification, and even instances with tens of millions of candidate recommendations can be run on a desktop.

![Figure 7: Time to optimize the top-10 recommendation task in MovieLens-1m based graphs in seconds (|L|=5800,|R|=3600)](image)

We also note that the two-pass method takes noticeably longer than twice runtime the cost of the weighted method. It may be possible to improve this by a using a better implementation of the two-pass method, whereby the feasible solution found in the first pass is fed as a seed solution to the second pass. While we do not test this approach, we recommend its use to
anyone who would like to use our framework in a commercial setting. Even if this improvement were to be made, the second pass of the two-pass method optimization is still a more challenging optimization problem than the first pass since it includes a stricter set of constraints. Moreover, the difficulty of the second pass is determined by how close the discrepancy target we set is to the lowest discrepancy achievable, which can lead to a significant increase in resource use. This problem can be dealt with in practice either by reducing the size of the discrepancy problems as mentioned in Section 6.1.1, or by using the weighted method instead of the two-pass method as described in Section 6.1.
7 Conclusions

We have proposed a new way of measuring how equitably a recommender system distributes its recommendations called discrepancy, and showed that it can be optimized for in polynomial time using network flow techniques. We validated the effectiveness and the efficiency of our method by conducting extensive tests on MovieLens and Netflix datasets, and showed it to improve diversity across a variety of measures. Our work demonstrates that distributional diversity measures like discrepancy can be efficiently optimized to allow information designers to have more control over their recommender systems.
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