Abstract

Deep learning-based domain-invariant feature learning methods are advancing in near-infrared and visible (NIR-VIS) heterogeneous face recognition. However, these methods are prone to overfitting due to the large intra-class variation and the lack of NIR images for training. In this paper, we introduce Domain-Based Label Face (DBLFace), a learning approach based on the assumption that a subject is not represented by a single label but by a set of labels. Each label represents images of a specific domain. In particular, a set of two labels per subject, one for the NIR images and one for the VIS images, are used for training a NIR-VIS face recognition model. The classification of images into different domains reduces the intra-class variation and lessens the negative impact of data imbalance in training. To train a network with sets of labels, we introduce a domain-based angular margin loss and a maximum angular loss to maintain the inter-class discrepancy and to enforce the close relationship of labels in a set. Quantitative experiments confirm that DBLFace significantly improves the rank-1 identification rate by 6.7% on the EDGE20 dataset and achieves state-of-the-art performance on the CASIA NIR-VIS 2.0 dataset.

1. Introduction

NIR-VIS heterogeneous face recognition refers to the problem of matching face images across the two visual domains. It has been widely adopted to various applications, such as video surveillance and user authentication in deficient lighting conditions. With the evolution of deep learning models, a number of deep learning-based methods [10, 7, 17] are presented and achieved significant improvement on the popular benchmarks (e.g., CASIA NIR-VIS 2.0 [23] and Oulu-CASIA NIR-VIS [18]). However, NIR-VIS heterogeneous face recognition remains a challenging problem due to the large cross-modality gap and the lack of large-scale training data with both VIS and NIR images.

Datasets of VIS images (e.g., MS1M [13] and Glint [5]) that contain millions of faces with various face poses and illuminations play a vital role in the success of face recognition algorithms in the VIS domain. In comparison to these datasets, cross-domain face datasets contain a significantly fewer number of subjects and images. For instance, CASIA NIR-VIS 2.0, one of the largest cross-spectral face datasets, contains only 17,580 images of 725 subjects captured in a constrained environment. The amount of data from CASIA NIR-VIS 2.0 is insufficient for training a face recognition system that can accurately identify images in both visual domains. Several deep learning-based domain-invariant feature learning methods [19, 15, 17] have been proposed to overcome the high intra-class variation by training on a large-scale dataset of VIS images and fine-tuning on a small-scale dataset of both VIS and NIR images. Although training or fine-tuning on a small-scale dataset alleviates the gap between the source and the target domains,

Figure 1: Depiction of a set of two labels of a subject: (a) the VIS images with label 1 and (b) the NIR images with label 2. The images depicted on (a) and (b) belong to the same subject, but they are labeled as two separate classes.
it also reduces the generalization capability of the trained models. The lack of generalization leads to poor performance on new data with much difference to the training data.

To avoid fine-tuning on a small-scale dataset, we propose to train a face recognition model on a joint dataset of a large-scale dataset of VIS images and a small-scale dataset of both VIS and NIR images. The number of NIR images in the joint dataset is significantly fewer than the number of VIS images. Therefore, the NIR images become outliers in their classes. To enhance the contribution of NIR images to the training process, we assume that a subject is not represented by a single label but by a set of labels. Each label represents images of a specific visual domain. In particular, a set of two labels per subject, one for the NIR images and one for the VIS images, are used for training a NIR-VIS face recognition model. Based on this assumption, NIR images can contribute to the learning of their class representations without being dominated by VIS images. In addition, the classification of images of each subject into two different labels reduces the intra-class variation since each class contains images of only one visual domain.

Inspired by the additive angular margin loss (ArcFace) [6], we introduce a domain-based angular margin loss (DAML) to maintain the inter-class discrepancy. Based on our assumption, the relationship between classes is not equal. It is redundant to enforce the discrepancy between classes that correspond to the same subject. Therefore, the DAML is designed to enforce the margin between classes of different subjects only. In addition, the classes that correspond to the same subject should be close to each other in the representation space. Therefore, we introduce a maximum angular loss (MAL) to minimize the angle between class representations that correspond to the same subject. The geometrical interpretation of our DAML and MAL is depicted in Fig. 2.

The key contributions of this work are as follows:

• We introduce DBLFace, a learning approach based on the assumption that a subject is represented by a set of two labels, one for the VIS images and one for the NIR images. The classification of images reduces the intra-class variation and lessens the negative impact of data imbalance in training (Section 1).

• We propose a DAML to enforce the angular margin between classes of different subjects (Section 3.1).

• We propose a MAL that controls the close relationship of class representations of the same subject. The MAL allows class representations of the same subject to be close in the representation space (Section 3.2).

2. Related Work

In this section, we summarize deep learning-based methods for NIR-VIS heterogeneous face recognition. We focus on the methods presented in the last five years. For other works, please refer to [8, 27]. Deep learning-based methods for NIR-VIS heterogeneous face recognition can be categorized into three groups: adversarial learning, latent subspace learning, and domain-invariant feature learning. The three categories of NIR-VIS heterogeneous face recognition methods are independent and can be combined together to improve face recognition performance. The adversarial learning methods can be used as a pre-processing step, which generates new images for training and matching. The latent subspace learning methods can be used as a post-processing step, which can enhance the feature discrimination across different domains. The domain-invariant feature learning methods directly seek discriminative features by optimizing network designs and loss functions.

Adversarial learning. Adversarial learning methods aim to synthesize both VIS and NIR images so that the synthesized images can be used for training or matching with the existing face recognition models. The first deep learning method that attempted to synthesize VIS images from NIR images is introduced by Lezama et al. [22]. In this work, three CNNs are trained on pairs of corresponding NIR-VIS patches. Each CNN is trained to convert an image channel in the YCbCr color space. Even though Lezama’s method can produce VIS images from NIR images, the synthesized images look unrealistic. With the development of the Generative Adversarial Networks (GANs) [11], several methods are able to produce high-quality VIS images. Song et al. [32] integrate cross-spectral face hallucination and discriminative feature learning into an end-to-end adversarial network. Song’s method used a two-path model to learn from both global structures and local textures. Instead of directly generating VIS images, He et al. [14] introduced a cross-spectral face completion method that generates a facial texture map and a UV map. The VIS image is generated by a warping network that warps the facial texture map and the UV map together. Recently, Fu et al. [10] introduced the Dual Variational Generation (DVG) method that promotes the inter-class diversity by generating massive new pairs of VIS and NIR images from noise. The synthesized pairs are used in training heterogeneous face recognition models to reduce domain discrepancy. Although adversarial learning methods can generate new images, the identity of the generated images is not well preserved. A pretrained face recognition model is used to control the identity of the generated images. Therefore the precision of the identity is limited by the performance of the pretrained model.

Latent subspace learning. Latent subspace learning methods project the extracted features from two different domains to a common latent subspace. The feature match-
Domain-invariant feature learning. Domain-invariant feature learning methods attempt to alleviate domain information and learn discriminative features by introducing new network designs and new learning metrics. Due to the lack of training data, some methods \cite{30, 25} chose to finetune the last one or two layers of deep face recognition models using logistic discriminant metric \cite{12} or triplet loss \cite{31}. Wu et al. \cite{33} presented a cross-modal ranking among triplet domain-specific images to maximize the margin for different identities and increase data for a small number of training samples. He et al. \cite{15} used a siamese network to learn a modality-invariant feature subspace by minimizing the Wasserstein distance between the distributions of NIR features and VIS features. Hu et al. \cite{16} designed a dimension reduction block to effectively extract the auxiliary features on multiple mid-level layers and reduce spectrum variations of two different modalities. In addition, they introduced the scatter loss to embed both inter-class and intra-class information for effectively training the deep model. The DSVNs model \cite{17} presented disentangled spectrum variation blocks to remove spectrum information step-wise and learned identity discriminative features. Deng et al. \cite{7} introduced a residual compensation module to compensate for the variation of features in different domains and learn discriminative features by minimizing the modality discrepancy loss. Cao et al. \cite{1} presented a multi-margin loss to minimize cross-domain intra-class distance and further maximize cross-domain inter-class distance. Cho et al. \cite{4} introduced a graph-structured module called Relational Graph Module (RGM) that focuses on the high-level relational information between facial components. The RGM embeds spatially correlated feature vectors into graph node vectors and performs relation modeling between them. Domain-invariant feature learning methods are prone to overfitting because they are finetuned on a small-scale dataset of VIS and NIR images. Our proposed method belongs to the domain-invariant feature learning category, but it is trained on the joint dataset to maintain model generalization.
Figure 3: Training procedure for DBLFace. Given an input image $I$, a normalized feature embedding $x_i \in R^d$ is learned using a residual network. The normalized weights $W \in R^{d \times n}$ are presented to transform the feature embedding $x_i$ to logits. The logit $\cos \theta_y$ for each class is computed as the dot product between the normalized feature embedding $x_i$ and the column $W_k$ of $W$. The additive angular margin $m$ is added to the corresponding logits. The red logit represents the logit of the target class $y_i$, and the blue logit represents the logit of the class that has the same subject with the target class $y_i$. All logits are scaled by a constant $s$ before passing through the softmax cross-entropy loss function. The output of softmax cross-entropy loss is our DAML $L_d$. The MAL $L_m$ is computed directly from the normalized weights $W$.

3. Method

The overall training procedure for DBLFace is depicted in Fig. 3 with two loss functions: DAML $L_d$ and MAL $L_m$.

3.1. Domain-based Angular Margin Loss (DAML)

Based on our assumption, images of a subject are split into multiple classes. Each class represents images of a specific visual domain. The DAML is designed to enforce the angular margin between classes of different subjects. The function of our DAML is derived from the softmax loss [24] and the additive angular margin loss [6]. Instead of only adding the margin $m$ to the logit of the target class $y_i$, the additive margin $m$ is also added to the logits of the classes that correspond to the same subject with the target class $y_i$. The addition to both the target class and the classes that correspond to the same subject with the target class eliminated the margin enforcement between these classes.

The origin softmax loss (i.e., cross-entropy loss) is formulated as:

$$L_s = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{W_{y_i}^T x_i + b_{y_i}}}{\sum_{j=1}^{n} e^{W_{y_i}^T x_i + b_j}},$$

where $N$ and $n$ are the batch size and the number of classes, respectively, $x_i \in R^d$ denotes the $d$-dimensional feature embedding of the $i^{th}$ sample, $y_i \in [1, ..., n]$ is the target class of $x_i$, $W_j \in R^d$ denotes the $j^{th}$ column of the weight $W \in R^{d \times n}$, and $b_j \in R$ is the bias of the $j^{th}$ class.

The angular margin loss assumes that all feature embeddings are distributed on a hypersphere of radius $s$. The assumption is obtained by fixing the bias $b_j = 0$ and normalizing the weight $W_j$ and the feature embedding $x_i$ by $L_2$ normalization. The feature embedding $x_i$ is then re-scaled by the radius $s$ of the hypersphere so that $\|x_i\| = s$. The additive angular margin is defined as follows:

$$L_a = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s(\cos(\theta_{y_i} + m))}}{\sum_{j=1,j \neq y_i} e^{s \cos \theta_j} + \sum_{j=1,j \neq y_i} e^{s \cos \theta_j}},$$

where $m$ is the additive margin penalty, $\theta_{y_i}$ is the angle between the weight $W_{y_i}$ and the feature embedding $x_i$, and $\theta_j$ is the angle between the weight $W_j$ and the feature embedding $x_i$. The additive margin $m$ enforces the intra-class compactness and inter-class diversity.

To eliminate the enforcement of the additive margin $m$ to the classes that correspond to the same subject with the target class $y_i$, the margin $m$ is also added to the angles between the feature embedding $x_i$ and the weights $W_j$, $j \in D_{y_i}$. The symbol $D_{y_i}$ denotes the set of classes that correspond to the same subject with the target class $y_i$. Therefore, the DAML function is formulated as follows:

$$L_d = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s(\cos(\theta_{y_i} + m))}}{\sum_{j \in D_{y_i}} e^{s(\cos(\theta_{y_i} + m))} + \sum_{k=1,k \not\in D_{y_i}} e^{s \cos \theta_k}},$$

The DAML $L_d$ can be simplified as follows:

$$L_d = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s(\cos(\theta_{y_i} + m))}}{\sum_{j \in D_{y_i}} e^{s(\cos(\theta_{y_i} + m))} + \sum_{k=1,k \not\in D_{y_i}} e^{s \cos \theta_k}}.$$
3.2. Maximum Angular Loss (MAL)

The DAML $L_d$ enforces the inter-class discrepancy by maintaining a margin between classes of different subjects. However, the classes that correspond to the same subject are needed to be “close” to each other in the hypersphere. Therefore, the MAL is proposed to enforce the similarity between classes that correspond to the same subject.

As depicted in Fig. 2b, the relationship between class representations that correspond to the same subject can be represented by the angle $\theta$ between them. Ideally, the angle $\theta$ should be 0, so all class representations that correspond to the same subject can be merged into one class. However, strictly minimizing $\theta$ may lead to overfitting due to the dominance of VIS images in the training set. Therefore, instead of minimizing the angle $\theta$, the angle $\theta$ is controlled to be smaller than a maximum angle $p$. Specifically, the MAL is defined based on Hinge loss [29] as follows:

$$L_m = \frac{1}{\pi nd} \sum_{i=1}^{n} \sum_{j \in D_i} \left[ \arccos \left( W_i^T W_j \right) - p \right]_+, \tag{5}$$

where $d = |D_{yi}|$ is the number of classes that share the same subject with the class $i$, and $p$ is the maximum angle between class representations. The MAL $L_m$ ensures that the angle between two class representations that correspond to the same subject is smaller than the angle $p$. The angle $p$ should be significantly smaller than the margin $m$ to ensure that the angular distance between two class representations that correspond to the same subject is smaller than the angular distance between two class representations of different subjects.

Based on the two proposed loss functions, the learning objective of DBLFace is defined as:

$$L = L_d + \alpha L_m, \tag{6}$$

where $\alpha$ is the weight to balance the two loss functions $L_d$ and $L_m$.

4. Datasets

The four datasets used for training and testing are summarized in Table 1.

| Dataset            | # Subjects | # Images     | Domain               |
|--------------------|------------|--------------|----------------------|
| MS-Celeb-1M        | 86,876     | 3,923,399    | VIS                  |
| Asian-Celeb        | 93,979     | 2,830,146    | VIS                  |
| CASIA NIR-VIS 2.0  | 725        | 17,580       | NIR-VIS              |
| EDGE20             | 197        | 3,241        | NIR-VIS              |

MS-Celeb-1M [13] is the largest face dataset of VIS images, which has 10M images of 100k identities. Because MS-Celeb-1M contains many noisy labels, the cleaned version of MS-Celeb-1M that provided by DeepGlint [5] is used for training. The cleaned MS-Celeb-1M contains about 4M aligned images of 86,876 identities. Besides the MS-Celeb-1M dataset, the Asian-Celeb [5] is also used for training. The Asian-Celeb dataset contains 93,979 identities with roundly 3M VIS images. The dataset that merged MS-Celeb-1M and Asian-Celeb is called Glint [5].

Since Glint contains only VIS images, it is merged with the training set of CASIA NIR-VIS 2.0 for both VIS and NIR images. As mentioned above, the CASIA NIR-VIS 2.0 dataset contains 17,580 images of 725 different subjects captured in an indoor environment. Some of the subjects in the CASIA NIR-VIS 2.0 dataset wore glasses that acted as a form of facial occlusion. We follow the view1 protocol provided by the dataset to split training and testing sets. The subjects in the training and testing sets do not overlap, and the number of subjects in the training and testing sets is almost equal. Since the CASIA NIR-VIS 2.0 dataset contains only frontal face images, we only evaluate the proposed method with frontal face images.

Since the CASIA NIR-VIS 2.0 dataset is acquired in a lab-controlled environment, it is no longer a challenging dataset. Thus, in addition to CASIA NIR-VIS 2.0, the EDGE20 dataset [21] is used for testing. The images of EDGE20 are captured from trail cameras during both day and night in an unconstrained environment. EDGE20 contains 3,241 images of 197 subjects, in which 2,500 face images in the VIS spectrum and 741 images in the NIR spectrum. Figure 4 depicts some pairs of VIS and NIR images from the CASIA NIR-VIS 2.0 and the EDGE20 datasets. The EDGE20 dataset is more challenging than CASIA NIR-VIS 2.0 due to occlusion, low-resolution, and motion blur. We follow the evaluation protocol $FR3$ defined by EDGE20. The protocol $FR3$ evaluates the performance of a NIR-VIS face recognition model using a set of VIS and frontal faces as gallery and using all available NIR and frontal faces as probe. The numbers of images of the gallery and the probe

![Figure 4: Depiction of images from two testing datasets: (a) CASIA NIR-VIS 2.0 and (b) EDGE20.](image-url)
are 68 and 164, respectively. Each image in the gallery represents a different subject.

5. Implementation

All models in our approach are implemented using MXNet [2]. The Dlib DNN face detector [20] is used to detect faces, and PRNet [9] is used for landmark detection. Due to the limited performance of PRNet on NIR images, we manually annotated landmarks for the EDGE20 dataset to alleviate the error of misalignment. All images are cropped and aligned to a size of $112 \times 112$ and normalized to the range $[-1, 1]$. We follow the same network architecture used in ArcFace, which is Resnet101. The angular margin $m$ is set to 0.5, which yields the best performance on ArcFace. The maximum angle $p$ is set to 0.15 based on our parameter tuning. During training, the batch size is set as 256, and models are trained using four GPUs. The SGD optimizer is employed with the learning rate set to 0.1 and the weight decay set to $5 \times 10^{-4}$. The learning rate is started from 0.1 and divided by ten at 8, 10, and 12 epochs. Based on our experiments, we notice that the MAL $L_m$ converges faster than the DAML $L_d$. Therefore, the weight $\alpha$ is set to 0.5 to balance the convergence speed between the two losses. During testing, the last fully connected layer is removed. The output 512-dimensional feature embedding is used as a face template. Cosine distance is used to measure the similarity between two face templates.

In an ideal world, a cross-spectral face dataset would contain face images with uniform distribution of the number of images in each domain. In this case, a batch of training images can be equally sampled from each visual domain without repetition. However, this is not the case with existing face datasets since the number of NIR images is far fewer than the number of VIS images. A simple strategy for DBS is to equally sample data from each domain so that a batch of images contains the same number of images from both visual domains. However, the equally sampling strategy prolongs the training time due to the repeated training on the same NIR images in an epoch. Therefore, for each batch of images, we sample more images in the VIS domain to maintain a balance between the training time and the balance of training data. In particular, for a batch of 256 images, 192 VIS images (75%) are sampled from the Glint dataset, 32 VIS images (12.5%) are sampled from the VIS images of the CASIA NIR-VIS 2.0 training set, and 32 NIR images (12.5%) are sampled from the NIR images of the CASIA NIR-VIS 2.0 training set.

6. Experiments

6.1. Results

In this section, we evaluate the performance of DBLFace on EDGE20 and CASIA NIR-VIS 2.0 by comparing the identification rate and the verification rate with the state-of-the-art methods on NIR-VIS face recognition.

EDGE20. The EDGE20 dataset is a challenging dataset due to the poor quality of the images. Figure 5 depicts the failed matching pairs of DBLFace on EDGE20. These pairs clarify the challenges of EDGE20, including low resolution, motion blur, and occlusion. Therefore, a model trained barely on CASIA NIR-VIS 2.0 tends to be overfitted and does not generalize well to EDGE20. Table 2 presents a comparison of DBLFace with the state-of-the-art NIR-VIS face recognition methods on the EDGE20 dataset, and Fig. 6 is the corresponding CMC curve. The code and pretrained model of DSVNs is shared publicly by the authors. The simplified version of DVG is shared publicly by the author. We followed the instructions of DVG and trained a model for evaluation. Since DSVNs is finetuned on the training set of CASIA NIR-VIS 2.0, it is overfitted and shows poor performance on EDGE20. DVG is trained on a synthetic dataset that derived from the CASIA NIR-VIS 2.0 dataset. Therefore, the DVG model performs better than the DSVNs model but does not generalize well to the images of EDGE20. Even though the baseline ArcFace is not designed for cross-spectral matching, it still
outperforms both DSVNs and DVG. The great performance of ArcFace is based on the additive angular margin loss and the large-scale training dataset Glint. The proposed method DBLFace extended the additive angular margin loss by the two loss functions DAML and MAL. The two loss functions allow DBLFace to be trained on the joint dataset of Glint and CASIA NIR-VIS 2.0. Thus, DBLFace significantly enhanced the rank-1 identification rate of the baseline model ArcFace by 6.7%. The verification rate at the FAR=0.1% is also enhanced by 2.9%.

Table 2: Comparison of DBLFace with the state-of-the-art NIR-VIS face recognition methods on the EDGE20 dataset. The numbers under the Rank-1 column are the identification rate, and the numbers under the VR@FAR=0.1% column are the verification rate at the false acceptance rate of 0.1%. The percentage sign (%) after each number is omitted for short.

| Method      | Rank-1 | VR@FAR=0.1% |
|-------------|--------|-------------|
| DSVNs [17]  | 17.68  | 26.97       |
| DVG [10]    | 31.10  | 39.78       |
| ArcFace [6] | 60.98  | 62.94       |
| DBLFace     | 67.68  | 65.84       |

Table 3: Contingency table based on rank-1 identification performance of ArcFace and DBLFace.

|          | ArcFace | DBLFace |
|----------|---------|---------|
| +        | 94      | 6       |
| -        | 17      | 47      |

Table 4: Comparison of DBLFace with the state-of-the-art NIR-VIS face recognition methods on the CASIA NIR-VIS 2.0 dataset. The numbers under the Rank-1 column are the identification rate, and the numbers under the VR@FAR=0.1% column are the verification rate at the false acceptance rate of 0.1%. The percentage sign (%) after each number is omitted for short.

| Method      | Rank-1 | VR@FAR=0.1% |
|-------------|--------|-------------|
| DSVNs [17]  | 98.20  | 97.30       |
| CFC [14]    | 99.21  | 98.81       |
| RGM [4]     | 99.30  | 98.90       |
| RCN [7]     | 99.32  | 98.74       |
| DVG [10]    | 99.80  | 99.80       |
| MMDL [1]    | 99.90  | 99.40       |
| ArcFace [6] | 99.97  | 99.96       |
| DBLFace     | 99.98  | 99.97       |

Figure 6: CMC of DBLFace in comparison with DSVNs, DVG, and ArcFace on EDGE20.

McNemar’s test [26] is conducted to verify if the improvement of DBLFace on EDGE20 is statistically significant. Table 3 is the contingency table based on rank-1 identification performance of ArcFace and DBLFace. McNemar’s test with continuity correction gives the chi-square statistic value $\chi^2 = 4.35$ and the corresponding p-value $p = 0.038$. The p-value is below the common significance level 0.05, which confirms that the performance difference between ArcFace and DBLFace is statistically significant.

CASIA NIR-VIS 2.0. Even though the performance of the state-of-the-art methods is saturated on the CASIA NIR-VIS 2.0 dataset, it remains the most popular benchmark for NIR-VIS face recognition. Therefore, we evaluate the performance of DBLFace on the CASIA NIR-VIS 2.0 dataset for comparison purposes. Table 4 shows a comparison of DBLFace with the state-of-the-art NIR-VIS face recognition methods on the CASIA NIR-VIS 2.0 dataset. DSVNs and DVG achieve high performance on CASIA NIR-VIS 2.0 but perform poorly on EDGE20. The behavior of DSVNs and DVG clarifies the lack of generalization of the methods that relied on the CASIA NIR-VIS 2.0 for fine-tuning. The baseline ArcFace already outperforms other methods on both rank-1 identification rate and verification rate at the FAR=0.1%. DBLFace demonstrates improved performance over ArcFace and achieves the best performance among state-of-the-art methods. Figure 7 lists all the false-negative cases of ArcFace and DBLFace on the CASIA NIR-VIS 2.0 dataset. ArcFace contains only two false-negative pairs, while the number of false-negative pairs of DBLFace is one. The first false-negative pair of ArcFace is challenging due to the glare on glasses and the head pose. DBLFace indirectly overcomes these challenges by narrowing down the domain discrepancy. The common false-negative pair of both ArcFace and DBLFace is due to mislabeling. The two images belong to two different subjects. Images on CASIA NIR-VIS 2.0 are supposed to contain only one face per image. However, several images con-
tain more than one face. Our face detector selected the first detected face, which may not the subject of interest.

![Image](https://via.placeholder.com/150)

Figure 7: The two false-negative pairs of ArcFace and DBLFace on CASIA NIR-VIS 2.0: Both (a) and (b) are false-negative pairs of ArcFace, and (b) is the only false-negative pair of DBLFace.

### 6.2. Parameter Tuning

In this section, we study the impact of the parameter $p$ to the performance of DBLFace. The parameter tuning tests are conducted on a subset of the FR3 protocol of the EDGE20 dataset. In this subset, the numbers of images of the gallery and the probe are 42 and 96, respectively.

The angle $p$ represents the maximum angle between two class representations that correspond to the same subject. The value of $p$ should be significantly smaller than the margin $m$, which is set to 0.5. Therefore, we trained five versions of DBLFace by setting the maximum angle $p$ to 0.05, 0.1, 0.15, 0.2, and 0.25. Table 5 shows the performance of DBLFace with different settings of the angle $p$, and Fig. 8 is the corresponding CMC curve. The smaller the value of $p$, the harder the enforcement to the relationship between two class representations that correspond to the same subject. We observe that the peak performance is achieved with $p = 0.15$. When the value of $p$ is decreased, the model tends to be overfitted to the training data. When the value of $p$ is increased, the model loosens up the enforcement. As shown in Fig. 8, loosening the enforcement reduces the identification rate at rank 1 and 2 but allows the model to perform well at a larger rank.

### 7. Conclusion

In this paper, we described the challenges of large intra-class variation and data imbalance in NIR-VIS heterogeneous face recognition. To address these challenges, we introduced the idea that a subject is represented by two labels, one for the VIS images and one for the NIR images. Based on this idea, we proposed DBLFace, a learning approach based on the DAML and the MAL. The DAML is presented to maintain the discrepancy between classes of different subjects. The MAL is presented to control the close relationship of class representations that correspond to the same subject. We evaluated DBLFace with EDGE20 and CASIA NIR-VIS 2.0. Through our extensive experiments, we demonstrated that DBLFace achieves statistically significant improvement on the EDGE20 dataset and attains the state-of-the-art result on the CASIA NIR-VIS 2.0 dataset.
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