Well-conditioned ultraspherical and spectral integration methods for resolvent analysis of channel flows of Newtonian and viscoelastic fluids
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Modal and nonmodal analyses of fluid flows provide fundamental insight into the early stages of transition to turbulence. Eigenvalues of the dynamical generator govern temporal growth or decay of individual modes, while singular values of the frequency response operator quantify the amplification of disturbances for linearly stable flows. In this paper, we develop well-conditioned ultraspherical and spectral integration methods for frequency response analysis of channel flows of Newtonian and viscoelastic fluids. Even if a discretization method is well-conditioned, we demonstrate that calculations can be erroneous if singular values are computed as the eigenvalues of a cascade connection of the frequency response operator and its adjoint. To address this issue, we utilize a feedback interconnection of the frequency response operator with its adjoint to avoid computation of inverses and facilitate robust singular value decomposition. Specifically, in contrast to conventional spectral collocation methods, the proposed method (i) produces reliable results in channel flows of viscoelastic fluids at high Weissenberg numbers (≈ 500); and (ii) does not require a staggered grid for the equations in primitive variables.
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I. INTRODUCTION

Analysis of the linearized flow equations provides information about the early stages of transition to turbulence in Newtonian and viscoelastic fluids. Two broad aspects are typically considered: asymptotic stability and nonmodal amplification of disturbances in linearly stable flows [24, 42]. While eigenvalues of the linearized dynamical generator govern asymptotic growth or decay of flow fluctuations, singular values of the frequency response operator provide information about nonmodal amplification of disturbances that can trigger subcritical transition to turbulence [6, 47]. In particular, input-output analysis can be utilized to quantify amplification of exogenous input forcings to the linearized flow equations and provide insight into transition mechanisms [24, 25, 43]. In the presence of purely harmonic inputs, this analysis is colloquially referred to as resolvent analysis and the largest singular value of the frequency response operator determines the worst-case amplification of inputs with a particular temporal frequency [24, 25, 43]. This quantity determines the so-called “resolvent norm” and it has been used to address nonmodal amplification and robustness to modeling imperfections in channel flows of Newtonian [23, 24, 47] and viscoelastic fluids [33–35].

Resolvent analysis is typically conducted using finite-dimensional approximations of spatial differential operators in the evolution model. This model is given by a system of first-order differential equations (in time) that govern the evolution of system’s state [24]. For incompressible fluid flows, in contrast to the equations in primitive variables, the evolution model does not impose any additional constraints on the state apart from the boundary conditions. Relative to techniques based on finite-differences, pseudo-spectral collocation methods offer many advantages but may suffer from ill-conditioning of differentiation matrices [4]. Well-conditioned ultraspherical and spectral integration methods [11, 18, 38, 48] may alleviate these challenges while preserving convenience of traditional pseudo-spectral collocation techniques.

In this paper, we study frequency responses of partial differential equations (PDEs) with one spatial variable and demonstrate that numerical challenges in resolvent analysis can arise even if discretization matrices of spatial differential operators are well-conditioned. We utilize the reaction-diffusion equation with homogeneous Neumann boundary conditions and strongly elastic channel flows of viscoelastic fluids to expose these challenges. For such problems, we show that reliable resolvent norm calculations can be obtained by applying well-conditioned ultraspherical and spectral integration methods to a suitable feedback interconnection of the frequency response operator with its adjoint. This formulation avoids computation of inverses and facilitates robust singular value decomposition (SVD) of the frequency response operator.

In [34], the frequency response operator and its adjoint were cast as two-point boundary value problems (TPBVPs) which take the form of high-order differential equations in a spatially-independent variable. Reference [34] converted these TPBVPs into a system of integral equations and used Chebfun [10] to compute the eigenvalue decomposition of a cascade connection of the frequency response operator with its adjoint. This approach avoids numerical ill-conditioning of pseudo-spectral collocation techniques in resolvent analysis and facilitates straightforward implementation of boundary conditions.

We build on the formulation provided in [34] and develop a robust method for resolvent analysis of channel flows of Newtonian and viscoelastic fluids. Even if a discretization method is well-conditioned, we demonstrate that calculations can be erroneous if singular values are computed as the eigenvalues of a cascade connection of the frequency response operator and its adjoint, as done in [34]. To avoid computation of inverses, we utilize a feedback interconnection of the frequency response operator with its adjoint [4] and, to avoid discretization-induced ill-conditioning, we employ ultraspherical and spectral integration techniques. For incompressible fluid flows, the spectral integration method can be directly applied to the equations in primitive variables, thereby not requiring elimination of the pressure via the divergence-free condition to obtain the evolution model (which was a starting point in [34]). For channel flows of viscoelastic fluids, the model in primitive variables is less algebraically cumbersome than the evolution formulation [20, 21] and the prior work demonstrates that it yields accurate eigenvalue calculations with a smaller number of basis functions than the evolution model [29]. In contrast to spectral collocation techniques, our approach does not require a staggered grid and it is well-suited for resolvent analysis of strongly elastic flows of viscoelastic fluids for which the state-of-the-art approaches fail to produce reliable results. For a model in the evolution form, we also leverage Chebfun’s automatic collocation technique based on ultraspherical discretization [10].

Our presentation is organized as follows. In Section II, we formulate the problem and provide motivating examples that identify the need for developing well-conditioned methods for resolvent analysis. In Section III, we present a method for SVD that utilizes a feedback interconnection of the frequency response operator with its adjoint, discuss numerical methods that we employ in this work, and show how to do computations for models in primitive variables and in the evolution form. In Section IV, we use a reaction-diffusion equation as well as channel flows of Newtonian and viscoelastic fluids to demonstrate the merits and the effectiveness of our approach. We summarize our results in Section V and relegate technical details to the appendix.
II. PROBLEM FORMULATION AND MOTIVATING EXAMPLES

In this section, we formulate the problem and provide examples to motivate our developments. Our approach represents an outgrowth of the framework developed in [34], where a cascade connection of the frequency response operator and its adjoint was utilized in nonmodal analysis of stable linear dynamical systems in which the spatial variable belongs to a finite interval.

A. Problem formulation

We consider linear dynamical systems whose spatio-temporal frequency response $T(\omega)$ can be cast as,

$$
[A(\omega) \phi(\cdot)](y) = [B(\omega) d(\cdot)](y),
$$

$$
[\xi(\omega)](y) = [C(\omega) \phi(\cdot)](y),
$$

$$
[L_a \phi(\cdot)](a) = [L_b \phi(\cdot)](b) = 0,
$$

where $\omega \in \mathbb{R}$ is the temporal frequency and $y \in [a, b]$ is the spatial variable. The state, input, and output fields are respectively denoted by $\phi$, $d$, and $\xi$; $A$, $B$, and $C$ are linear differential block matrix operators of appropriate dimensions with potentially non-constant coefficients in $y$; and $L_a$ and $L_b$ are linear operators that specify the boundary conditions on $\phi$. At any temporal frequency, we assume that the operator $A(\omega)$ in (1) is invertible, thereby leading to,

$$
T(\omega) = C(\omega) A^{-1}(\omega) B(\omega).
$$

While we allow a nonlinear dependence of the operators $A$, $B$, and $C$ on $\omega$, for systems that can be cast as,

$$
\partial_t [E \phi(\cdot, t)](y) = [F \phi(\cdot, t)](y) + [B d(\cdot, t)](y),
$$

$$
[\xi(y, t)] = [C \phi(\cdot, t)](y),
$$

$$
[L_a \phi(\cdot, t)](a) = [L_b \phi(\cdot, t)](b) = 0,
$$

the operator $A(\omega)$ in (1) depends linearly on $\omega$, where $t \in [0, \infty)$ is time. In this case, the application of the temporal Fourier transform yields the resolvent operator, $A^{-1}(\omega) = (i\omega E - F)^{-1}$, where $i$ is the imaginary unit, and the operators $B$ and $C$ in (1) do not depend on $\omega$.

The frequency response operator $T(\omega)$ determines the steady-state response of a stable linear dynamical system to purely harmonic inputs. Namely, for $d(y, t) = d(y, \omega)e^{i\omega t}$, the steady-state response is given by $\xi(y, t) = \xi(y, \omega)e^{i\omega t}$ and $T(\omega)$ maps a spatial input profile $d(y, \omega)$ into the corresponding output $\xi(y, \omega)$,

$$
\xi(y, \omega) = [T(\omega) d(\cdot, \omega)](y).
$$

The singular value decomposition (SVD) of $T(\omega)$ can be used to determine the input shapes (i.e., the left singular functions $\hat{v}_i(y, \omega)$), the resulting responses (i.e., the right singular functions $\hat{u}_i(y, \omega)$), and the corresponding gains (i.e., the singular values $\sigma_i(\omega)$),

$$
\xi(y, \omega) = [T(\omega) d(\cdot, \omega)](y) = \sum_{i=0}^{\infty} \sigma_i(\omega) \hat{u}_i(y, \omega) \langle \hat{v}_i(\cdot, \omega), d(\cdot, \omega) \rangle,
$$

where $\langle \cdot, \cdot \rangle$ is the standard $L_2[a, b]$ inner product. SVD requires computation of the adjoint $T^\dagger(\omega)$ of $T(\omega)$,

$$
\langle T^\dagger(\omega) \xi, d \rangle = \langle \xi, T(\omega) d \rangle,
$$

and the eigenvalue decomposition of the composite operators $T(\omega)T^\dagger(\omega)$ and $T^\dagger(\omega)T(\omega)$ [34, 43],

$$
[T(\omega)T^\dagger(\omega) \hat{u}_i(\cdot, \omega)](y) = \sigma_i^2(\omega) \hat{u}_i(y, \omega), \quad [T^\dagger(\omega)T(\omega) \hat{v}_i(\cdot, \omega)](y) = \sigma_i^2(\omega) \hat{v}_i(y, \omega).
$$

Here, $T^\dagger(\omega)$ is the continuous adjoint which is not determined by the complex conjugate transpose of an operator-valued matrix $T(\omega)$; its computation typically involves integration by parts and discretization of the resulting equation.
B. Reaction-diffusion equation with Neumann boundary conditions

For the reaction-diffusion equation with \( y \in [-1,1] \) and homogeneous Neumann boundary conditions,

\[
\begin{align*}
\partial_t \phi(y, t) &= \partial_{yy} \phi(y, t) - \epsilon^2 \phi(y, t) + d(y, t), \\
\partial_y \phi(\pm 1, t) &= 0,
\end{align*}
\]

where \( \epsilon \) is a real parameter, in representation (1) we have

\[ \mathcal{A}(\omega) = i\omega I - D^2 + \epsilon^2 I, \quad \mathcal{B} = \mathcal{C} = I. \]

Here, \( I \) is the identity operator, \( D = d/dy \), and the frequency response operator is determined by

\[ \mathcal{T}(\omega) = (i\omega I - D^2 + \epsilon^2 I)^{-1}. \]

The dynamical generator \( D^2 - \epsilon^2 I \) with homogeneous Neumann boundary conditions in (3) is self-adjoint and its eigen-pairs are given by \[\text{Example 5.4-1}\]

\[ \lambda_n = -(\epsilon^2 + n^2\pi^2), \quad \phi_n(y) = \cos(n\pi y), \]
\[ \lambda_n = -(\epsilon^2 + (n + \frac{1}{2})^2\pi^2), \quad \phi_n(y) = \sin((n + \frac{1}{2})\pi y), \]

where \( n \in \mathbb{Z} \). Furthermore, the singular values of the frequency response operator are determined by

\[ \sigma_n^2(\omega) = \begin{cases} \\
1/(\omega^2 + (\epsilon^2 + n^2\pi^2)^2), \\
1/(\omega^2 + (\epsilon^2 + (n + \frac{1}{2})^2\pi^2)^2).
\end{cases} \]

and the largest value of \( \sigma_n(\omega) \) occurs for \( n = 0 \) and \( \omega = 0 \), i.e., \( \max_{n, \omega} \sigma_n(\omega) = \sigma_0(0) = 1/\epsilon^2 \).

The separation between \( \sigma_0(0) \) and \( \sigma_1(0) \) increases with decrease in \( \epsilon \) and this ill-conditioning negatively impacts performance of standard numerical schemes. Singular value decomposition typically involves the resolvent operator and its numerical evaluation requires computation of the inverse of the discretized version of an operator-valued matrix. Figure 1 illustrates that computations based on the composite operator \( \mathcal{T}(\omega)\mathcal{T}^T(\omega) \) yield erroneous results for reaction-diffusion equation (3) with small values of \( \epsilon \). The collocation method with 64 Chebyshev basis functions is used and similar results are obtained even with a well-conditioned spectral integration scheme. For \( \epsilon = 10^{-4} \), \( \sigma_0(0) = 10^8 \) is significantly larger than the other singular values and it is not shown in Figure 1. The largest singular value is computed correctly to a relative accuracy of \( O(10^{-5}) \) using both approaches. Even though the collocation method is well-conditioned for 64 basis functions \[\text{Example 5.4-1}\], singular values resulting from spatial discretization of the composite operator \( \mathcal{T}(\omega)\mathcal{T}^T(\omega) \) have non-zero imaginary parts and their real parts significantly deviate from the true values; see Figure 1(b). When the composite operator is used, increasing the number of basis functions does not fix this problem. In contrast, for \( \epsilon = 1 \) (Figure 1(a)), we observe a good match between analytical solutions (marked by crosses) and singular values calculated using the composite operator \( \mathcal{T}(\omega)\mathcal{T}^T(\omega) \) (marked by circles).

In this example, since \( \mathcal{B} = \mathcal{C} = I \) and \( \mathcal{T}^T(\omega)\mathcal{T}(\omega) = \mathcal{A}^{-1}(\omega)\mathcal{A}^{-1}(\omega) = (\mathcal{A}(\omega)\mathcal{A}^T(\omega))^{-1} \), ill-conditioning can be circumvented by computing the eigenvalues of the operator \( \mathcal{A}(\omega)\mathcal{A}^T(\omega) \). However, in general, \( \mathcal{B} \) and \( \mathcal{C} \) are non-square block-matrix operators and the computation of \( \mathcal{A}^{-1}(\omega) \) and \( \mathcal{A}^{-1}(\omega) \) cannot be avoided when a cascade connection of \( \mathcal{T}(\omega) \) and \( \mathcal{T}^T(\omega) \), shown in Figure 3, is used in the frequency response analysis. As described in § IV B, similar operator-induced ill-conditioning arises in strongly elastic flows of viscoelastic fluids. Furthermore, reaction-diffusion system (3) is normal and the largest singular value of the frequency response operator is reliably captured by both cascade and feedback interconnections with similar level of accuracy. On the other hand, for a cascade interconnection shown in Figure 1(b) all other singular values are erroneous and they contain large imaginary parts. For non-normal systems, e.g., viscoelastic channel flows, the largest singular value can also have significant imaginary part. A framework that avoids matrix inversions can potentially deal with challenging cases in which a system is close to being singular.

In § III A and § IV A, we revisit the reaction-diffusion problem and show that the use of a feedback interconnection, shown in Figure 4, leads to a computational framework that is insensitive to ill-conditioning of the underlying operator. While using a higher precision arithmetic (e.g., quadruple) may mitigate errors associated with inversion of matrices \[\text{Example 5.4-1}\], required level of precision would depend on the value of the reaction
Figure 1: Singular values of the frequency response operator of the reaction-diffusion equation (3) obtained using Chebfun’s spectral scheme with $N = 64$ collocation points. Symbols represent exact values $(\times)$ and the numerical solution resulting from the composite operator $T(\omega)T^\dagger(\omega)$ ($\circ$). The principal singular value is not shown as its value is very large compared to the remaining singular values.

Figure 2: Geometry and steady-state velocity profiles in Poiseuille and Couette flows.

rate. In contrast, the feedback interconnection shown in Figure 4 is insensitive to such ill-conditioning.

C. Channel flow of viscoelastic fluids

We now examine the model that governs the dynamics of infinitesimal fluctuations around the laminar flow of a dilute polymer solution in a channel. This problem was used in [34] to demonstrate that spectral collocation and an integral reformulation of spectral collocation can produce significantly different results with accurate and grid-independent results only feasible with the latter. In § IV B, we show that ultraspherical discretization offers a similar level of accuracy as spectral integration and that under similar conditions, spectral collocation performs poorly, which is in concert with the observations made in [34].

The linearized momentum, mass conservation, and constitutive equations for an incompressible flow of the Oldroyd-B fluid are given by [20–22, 27, 28],

$$
\begin{align}
Re(\partial_t v + V \cdot \nabla v + v \cdot \nabla V) &= -\nabla p + \beta \nabla^2 v + (1 - \beta) \nabla \cdot \tau + d, \\
\nabla \cdot v &= 0, \\
\partial_t \tau + V \cdot \nabla \tau + v \cdot \nabla \tau &= \tau \cdot \nabla V + (\tau \cdot \nabla V)^T + T \cdot \nabla v + (T \cdot \nabla v)^T + \frac{1}{We} \left(\nabla v + \nabla v^T - \tau\right).
\end{align}
$$

(7a) (7b) (7c)

Here, $v$, $\tau$, and $p$ are velocity, stress, and pressure fluctuations around the corresponding base-flow quantities $V$, $T$, and $P$, respectively. The length is normalized with the half-channel height $h$ (see Figure 2 for geometry), velocity with the largest value of the steady-state velocity $U_0$, time with $h/U_0$, pressure with $\mu_T U_0/h$ where $\mu_T$ is the effective shear viscosity of the dilute viscoelastic solution, and the polymer stress $T$ with $\mu_p U_0/h$, where $\mu_p = \mu_T - \mu_s$ and $\mu_s$ is the pure-solvent viscosity. The Reynolds number, $Re = hU_0\rho/\mu_T$, quantifies the ratio between the inertial and viscous forces, where $\rho$ is the fluid density; the Weissenberg number, $We = \lambda_p U_0/h$, provides a measure of the degree of elasticity in the fluid, where $\lambda_p$ is the polymer relaxation time; and the viscosity ratio, $\beta = \mu_s / \mu_T$, determines the polymer concentration in the fluid. Setting $\beta = 0$ in (7) yields an upper convected Maxwell (UCM) model and for $\beta = 1$ a flow of Newtonian fluid is recovered.
In channel flow, the steady-state velocity profile only contains the streamwise component, i.e., \( \mathbf{V} = (U(y), 0, 0) \), where \( U(y) = 1 - y^2 \) for pressure-driven Poiseuille flow and \( U(y) = y \) for shear-driven Couette flow. The non-zero components of the base stress tensor are given by \( T_{xx} = 2\text{We}(U'(y))^2 \) and \( T_{xy} = T_{yx} = U'(y) \), where the prime denotes a derivative with respect to \( y \). For this base flow, the streamwise and spanwise directions are translationally invariant and the spatio-temporal Fourier transform brings (7) to a two-point boundary value problem in the wall-normal coordinate \( y \).

In the absence of inertia, we can set \( Re = 0 \) in (7), rescale time with \( We \), and examine the dynamics of 2D velocity fluctuations \( \mathbf{v} = (u, v) \) in the streamwise/wall-normal plane \((x, y)\). Introducing the streamfunction \( \phi \) so that the streamwise and wall-normal velocity components are given by \( u = \partial_y \phi \) and \( v = -i k_x \phi \) and eliminating pressure and stress fluctuations from (7) brings the frequency response operator \( \mathcal{T}(\omega) \) into the following form with \( D = d/dy \),

\[
\left( \sum_{n=0}^{4} a_n(y, \omega) D^n \right) \phi(y, \omega) = \begin{bmatrix} D & -i k_x \end{bmatrix} \begin{bmatrix} d_x(y, \omega) \\ d_y(y, \omega) \end{bmatrix},
\]

thereby implying that, in representation (1), we have,

\[
\mathcal{A}(\omega) = \sum_{n=0}^{4} a_n(y, \omega) D^n, \quad \mathcal{B} = \begin{bmatrix} D & -i k_x \end{bmatrix}, \quad \mathcal{C} = \begin{bmatrix} D \\ -i k_x \end{bmatrix}.
\]

Alternatively, the components of the fluctuation stress tensor, which can play an active role in triggering instabilities in viscoelastic fluids [32], can be selected as the output in (8a),

\[
\begin{bmatrix} \tau_{xx}(y, \omega) \\ \tau_{xy}(y, \omega) \\ \tau_{yy}(y, \omega) \end{bmatrix} = \begin{bmatrix} c_{11}(y, \omega)D^2 + c_{12}(y, \omega)D + c_{13}(y, \omega) \\ c_{21}(y, \omega)D^2 + c_{22}(y, \omega)D + c_{23}(y, \omega) \\ c_{31}(y, \omega)D + c_{32}(y, \omega) \end{bmatrix} \phi(y, \omega).
\]

The expressions for functions \( a_n(y, \omega) \) and \( c_{ij}(y, \omega) \) are provided in Appendix A.

D. The linearized Navier-Stokes equations: A model in the descriptor form

Setting \( \beta = 1 \) and rescaling pressure with \( Re \) in (7) yields the linearized Navier-Stokes (NS) equations,

\[
\begin{align*}
\partial_t \mathbf{v} + \mathbf{V} \cdot \nabla \mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{V} &= -\nabla p + \frac{1}{Re} \nabla^2 \mathbf{v} + \mathbf{d}, & (9a) \\
\nabla \cdot \mathbf{v} &= 0. & (9b)
\end{align*}
\]

At any time \( t \), the velocity fluctuations in (9) have to satisfy the algebraic constraint given by the continuity equation (9b). In channel flow, the application of the Fourier transform in \( x, z, \) and \( t \) allows us to cast (9) in the form given by (1) which is parameterized by the wall-parallel wavenumbers \((k_x, k_z)\) and the temporal frequency \( \omega \). Using a standard procedure [43, Chapter 3], pressure can be eliminated from (9) to obtain a model in the evolution form in which the state is captured by the wall-normal velocity and vorticity fluctuations, \((v, \eta)\). When the pressure is kept in the governing equations, we deal with a model in the descriptor form in which the state is captured by the primitive variables \((u, v, w, p)\).

Bringing (9) to the evolution form has advantages and disadvantages. This transformation eliminates the need to deal with pressure boundary conditions, which are unknown, and it yields a smaller number of state variables. However, there are considerable disadvantages both in Newtonian and viscoelastic fluids. As shown in [29, 30], for the same level of accuracy, the descriptor form in channel flows of Newtonian fluids requires a smaller number of basis functions compared to the evolution form. Furthermore, in flows of viscoelastic fluids, the transformation to the evolution form can result in a system that is algebraically cumbersome (e.g., see Appendices in [20, 50]) and eliminating pressure from (7) requires taking higher derivatives of the stress variables and necessitates specification of additional boundary conditions on stress fluctuations. Certain boundary conditions on stress fluctuations have been identified to produce reliable results [17], but
the physical basis of these remains unclear.

Since the boundary conditions on pressure are not known, working with the model in the descriptor form requires use of a staggered grid for the velocity and pressure fields in the spectral collocation method. If velocity is evaluated at Chebyshev collocation points,

\[ y_j = \cos \left( \pi j / N \right), \quad j = 0, 1, \ldots, N, \]  

then the pressure is evaluated at the points

\[ y_j = \cos \left( \pi (j + \frac{1}{2}) / N \right), \quad j = 0, 1, \ldots, N - 1; \]  

when using a staggered grid. A similar procedure for the Chebyshev-Tau method is described in [7]. By setting \( j = 0 \) and \( j = N - 1 \) in (10b), pressure is not evaluated at the boundaries, i.e., at \( y = \pm 1 \), and thus the need for specifying pressure boundary conditions is avoided. We refer the reader to [16] for implementation details of the staggered-grid formulation.

However, implementing a staggered grid can be challenging and there are well-developed open-source codes to solve two-point boundary value problems using spectral methods, e.g., A Matlab Differentiation Matrix Suite [49] and Chebfun [10]. Implementing staggered grids in such solvers requires special treatment and the standard solvers currently available in Chebfun do not cater to unconventional discretizations. In § IV C, we demonstrate that the Chebyshev spectral integration method does not need a staggered grid when retaining the problem in the descriptor form and reinforcing algebraic constraint (9b) at the boundaries, \( y = \pm 1 \).

In channel flow of a viscoelastic fluid, the momentum equation in (7) contains the divergence of stress fluctuations and the presence of the \( y \)-derivative of \( \boldsymbol{\tau} \) complicates determination of boundary conditions for the adjoint system. In § III D 1, we develop a method for resolvent analysis that retains the accuracy of the descriptor formulation and circumvents the challenge of dealing with stress boundary conditions. In our approach, we eliminate the stress fluctuations from (7), while retaining the pressure, and exploit the fact that the spectral integration method does not require a staggered grid when pressure is kept in the governing equations. In § IV C 2, we demonstrate that our spectral integration implementation of the descriptor formulation provides a reliable tool for conducting the frequency response analysis in 3D channel flow of a viscoelastic fluid even in strongly elastic regimes.

### III. SINGULAR VALUE DECOMPOSITION VIA FEEDBACK INTERCONNECTION

In this section, we first summarize the standard procedure for computing the singular value decomposition of the frequency response operator \( \mathcal{T}(\omega) \). This approach utilizes a cascade connection of \( \mathcal{T}^T(\omega) \) and \( \mathcal{T}(\omega) \), shown in Figure 3, and it relies on computing inverses to determine the resolvent operator and its adjoint. Since it can suffer from ill-conditioning, we employ an alternative method that avoids inversion [4, Theorem 1]. This method extends the standard reflection technique [1, 13, 31] to frequency response analysis and exploits feedback interconnection, shown in Figure 4, to avoid numerical errors and guard against ill-conditioning. We close the section with a discussion of numerical schemes that are utilized in this work.

The frequency response operator \( \mathcal{T}(\omega) = \mathcal{C}(\omega)\mathcal{A}^{-1}(\omega)\mathcal{B}(\omega) \) in (1) is described by

\[ [\mathcal{T} \phi(\cdot)](y) = [\mathcal{B} \mathcal{d}(\cdot)](y), \]  

\[ [\mathcal{L}_a \phi(\cdot)](a) = [\mathcal{L}_b \phi(\cdot)](b) = 0, \]  

and the adjoint operator \( \mathcal{T}^T(\omega) = \mathcal{B}^T(\omega)\mathcal{A}^{-1}(\omega)\mathcal{C}^T(\omega) \) is determined by

\[ [\mathcal{T}^T \psi(\cdot)](y) = [\mathcal{C}^T \mathcal{g}(\cdot)](y), \]  

\[ [\mathcal{L}_a^T \psi(\cdot)](a) = [\mathcal{L}_b^T \psi(\cdot)](b) = 0, \]  

where we suppress the dependence on \( \omega \) for notational convenience. The adjoint operators are defined as [40],
additional boundary conditions in order to make the adjoint system well-posed. In § Section 5] yields smaller number of boundary conditions than necessary to have a well-posed adjoint system. A results. Since the frequency response operator and its adjoint involve inverses of the operators AA matrix This so-called reflection technique avoids floating-point errors associated with computing the composite matrix operators using the procedure described in [40, Section 5]. We note that a similar procedure as in [34] is also used in the current Chebfun system to compute the formal adjoint of a linear differential operator. While the method for determining formal adjoints described in [40, Section 5] and [34] can be also utilized for systems in the descriptor form, determination of the adjoint boundary conditions requires additional attention. For the linearized NS equations described in § III C, we describe how this challenge can be overcome by utilizing the governing equations to impose additional boundary conditions in order to make the adjoint system well-posed.

In [34], the adjoints and the corresponding boundary conditions were evaluated analytically for arbitrary block matrix operators using the procedure described in [40, Section 5]. We note that a similar procedure is also used in the current Chebfun system to compute the formal adjoint of a linear differential operator [10]. While the method for determining formal adjoints described in [40, Section 5] and [34] can be also utilized for systems in the descriptor form, determination of the adjoint boundary conditions requires additional attention. For the linearized NS equations described in § II D, the method developed in [40, Section 5] yields smaller number of boundary conditions than necessary to have a well-posed adjoint system. In § III C, we describe how this challenge can be overcome by utilizing the governing equations to impose additional boundary conditions in order to make the adjoint system well-posed.

The eigenvalue decomposition of the composite operator \( T^T(\omega)T(\omega) \), whose block diagram is shown in Figure 3, can be used to obtain squares of the singular values. Detailed equations representing the composite operator, \( T^T(\omega)T(\omega) \), can be used to compute the singular values of the frequency response operator \( T(\omega) \) without having to compute any inverses.

A. The feedback interconnection

Singular values of the matrix \( A \in \mathbb{C}^{n \times n} \) are typically computed via the eigenvalue decomposition of the matrix \( AA^\dagger \) (or \( A^\dagger A \)) [14]. Alternatively, they can be obtained from the eigenvalues of the matrix \( \begin{bmatrix} 0 & A \\ A^\dagger & 0 \end{bmatrix} \).

This so-called reflection technique avoids floating-point errors associated with computing the composite matrix \( AA^\dagger \) [1, 13, 31]. In most cases this error is not significant and both methods should yield similar results. Since the frequency response operator and its adjoint involve inverses of the operators \( A \) and \( A^\dagger \), for ill-conditioned problems errors associated with computing these inverses can become large [14]. In what follows, we employ a method that is inspired by the reflection technique and provide a reformulation that does not involve any inversions [4, Theorem 1].

Through a sequence of transformations, the composite system shown in Figure 3 can be brought into the feedback interconnection shown in the block diagram in Figure 4(c). This representation requires realizations of the operators \((1/\sigma) T(\omega)\) and \((1/\sigma) T^T(\omega)\) which are respectively determined by

\[
\begin{align*}
\xi(y) &= \frac{1}{\sigma} T \tilde{d}(\cdot)(y) \iff \\
\tilde{\xi}(y) &= \frac{1}{\sigma} C \tilde{\phi}(\cdot)(y), \\
[\mathcal{L}_a \tilde{\phi}(\cdot)](a) &= [\mathcal{L}_b \tilde{\phi}(\cdot)](b) = 0,
\end{align*}
\]
Figure 4: Through a sequence of transformations, the cascade connection of the operators $T^\dagger(\omega)$ and $T(\omega)$ shown in Figure 3 is cast as a feedback interconnection of $(1/\sigma)T^\dagger(\omega)$ and $(1/\sigma)T(\omega)$ [4, Theorem 1].

and

$$\zeta(y) = \frac{1}{\sigma^2} [T^\dagger(\omega) g(y)](y)$$

and

$$\tilde{\zeta}(y) = \frac{1}{\sigma} [T(\omega) g(y)](y)$$

The block diagram in Figure 4(c) requires setting $d(y) = \tilde{\zeta}(y)$ and $\tilde{g}(y) = \tilde{\zeta}(y)$ in (13), which yields

$$[A^\dagger \tilde{\psi}(\cdot)](y) = [\frac{1}{\sigma} C^\dagger \tilde{g}(\cdot)](y),$$

$$[\tilde{\zeta}(y)](a) = [\tilde{\zeta}(y)](b) = 0,$$

which can be equivalently expressed as the generalized eigenvalue problem,

$$\begin{bmatrix} 0 & \sigma B^\dagger \\ C^\dagger C & 0 \end{bmatrix} \begin{bmatrix} \tilde{\phi} \\ \tilde{\psi} \end{bmatrix} = \gamma \begin{bmatrix} A & 0 \\ 0 & A^\dagger \end{bmatrix} \begin{bmatrix} \tilde{\phi} \\ \tilde{\psi} \end{bmatrix},$$

where we suppress the dependence on the spatial variable $y$ for brevity. Eigenvalues resulting from this approach determine the singular values in pairs of opposite signs, i.e., $\gamma = \pm \sigma$.

This approach offers two advantages relative to the computation of the eigenvalues using the composite operator $T^\dagger(\omega)T(\omega)$. First, it allows simultaneous computation of both the right and the left singular functions, i.e., $\tilde{\phi}(y)$ and $\tilde{\psi}(y)$. The second and more important advantage is that the use of the QZ algorithm does not require computation of inverses [36]. This feature avoids a potential issue of ill-conditioning and allows application to systems in the descriptor form, thereby avoiding the need for determining the evolution form representation. However, these advantages come at the cost of having to solve a generalized eigenvalue problem that is twice the size compared to size resulting from the cascade interconnection in Figure 3.

In most cases, it is of interest to compute only the few largest finite singular values and standard subspace-iteration techniques [41] can be used to accomplish this objective. We utilize well-conditioned spectral methods [11, 38] to obtain finite-dimensional approximations of the operators in the generalized eigenvalue
problem (15). These methods typically lead to banded matrices which favorably reflects on sparsity of the discretized operators in (15). The use of sparse solvers requires one of the two matrices in (15) to be invertible, a requirement that typically holds for physical systems. When both matrices in (15) are non-invertible, certain sparse QZ algorithms [12] can be used to avoid matrix inversions.

In [37], a method that avoids matrix inversion was developed by recasting computation of the resolvent norm as an optimization problem which is solved using a time-stepping iterative procedure in conjunction with direct numerical simulations. In contrast, our method utilizes a direct approach to compute the resolvent norm, and is also closely related to computation of quick estimates for the $H_\infty$ norm [4, 5], i.e., the smallest upper bound on the largest singular value of the frequency response operator across temporal frequencies.

When $A(\omega) = i\omega E - F$, we next describe how the procedure of this section can be utilized to compute the $H_\infty$ norm. For stable linear dynamical systems, this quantity determines the $L_2$-induced gain (i.e., the worst-case amplification of finite energy disturbances) and it has an appealing robustness interpretation [44, Section 4.10.2] that is closely related to the notion of pseudo-spectra of linear operators [46].

**Computation of the $H_\infty$ norm**

The peak of the largest singular value of the frequency response operator $T(\omega)$ over all temporal frequencies $\omega \in \mathbb{R}$ determines the $H_\infty$ norm of a stable linear time-invariant system,

$$\| T \|_\infty := \sup_{\omega} \sigma_{\text{max}}(T(\omega)).$$

When $A(\omega) = i\omega I - F$, the $H_\infty$ norm can be computed to a desired accuracy using the purely imaginary eigenvalues of the Hamiltonian operator [4, 5],

$$M_\gamma = \begin{bmatrix} F & \frac{1}{\gamma} BB^\dagger \\ -\frac{1}{\gamma^2} C^\dagger C & -F^\dagger \end{bmatrix}. \quad (17)$$

For a given $\omega = \omega_0$, the formulation based on a feedback interconnection (15) implies that $\gamma$ is a singular value of $T(\omega_0)$. The expression for $M_\gamma$ given by (17) can be obtained by rearranging (15), and a selected value of $\gamma = \gamma_1$ is a singular value of $T(\omega)$ if and only if $M_{\gamma_1}$ has at least one purely imaginary eigenvalue [4, Theorem 2]. In this case, $\gamma_1$ provides a lower bound on $\| T \|_\infty$ and the value of $\gamma_1$ can be updated using either the bi-section algorithm [4] or the method provided in [5] to compute the $H_\infty$ norm to a desired accuracy.

This procedure can be also extended to the problems with $A(\omega) = i\omega E - F$; e.g., see [2]. The algorithm involves calculation that identifies the existence of purely imaginary eigenvalues for a generalized eigenvalue problem with operators $(M_\gamma, N_\gamma)$, where,

$$N_\gamma = \begin{bmatrix} E & 0 \\ 0 & E^\dagger \end{bmatrix}. \quad (18)$$

**B. Numerical approximation of spatial differential operators**

Solving two-point boundary value problems via spectral methods requires expressing the variable of interest in a global basis of orthogonal functions, e.g., the Chebyshev polynomials. For example, in reaction-diffusion equation (3) the variable $\phi(y, t)$ can be expressed as

$$\phi(y, t) = \sum_{i=0}^{\infty} a_i(t) T_i(y),$$

where $T_n(y)$ is the $n$th Chebyshev polynomial of the first kind, $a_n(t)$ is the $n$th spectral coefficient, and the prime denotes a summation with the first term halved.

**1. Implementation using Chebfun**

Chebfun is an open-source software for spectral methods that provides various standard discretizations [10]. We implement the feedback interconnection shown in Figure 4 using Chebfun in Matlab [9, 10] and explore the utility of different discretization schemes that Chebfun offers. As a representative of an ill-conditioned discretization scheme, we use Chebfun’s spectral collocation routine which utilizes Chebyshev polynomials of the second kind as basis functions and goes under the name chebcolloc2. Chebfun also provides a
well-conditioned scheme, ultra5, which expresses the \( k \)th derivative of a function in terms of a series of ultra-spherical polynomials \([38]\). We develop a function that takes the operators \( A, B, \) and \( C \) in (1) as inputs in the Chebyshev syntax, and produces the singular values and the corresponding singular functions as outputs. For systems with \( A(\omega) = i\omega E - F \) and nonsingular \( E \), we also provide a function that computes the \( H_\infty \) norm and returns the frequency at which \( \sigma_{\text{max}}(\omega) \) peaks using the algorithm developed in [5]. All routines that utilize Chebfun are restricted to systems in the evolution form.

\[ \phi(y) = t^y \Phi(2), \]

where \( \Phi(2) = [\phi_0^{(2)} \phi_1^{(2)} \phi_2^{(2)} \cdots]^T \) is the infinite vector of spectral coefficients and \( t^y \) is the vector of Chebyshev polynomials of the first kind \( T_i(y), \) \( t^y := [\frac{1}{2} T_0(y) \ T_1(y) \ T_2(y) \cdots] \). Subsequent indefinite integration of (18a) yields

\[ D\phi(y) = \sum_{i=0}^{N} \phi_i^{(1)} T_i(y) + c_1 =: t^y \Phi(1) + c_1, \]

\[ \phi(y) = \sum_{i=0}^{N} \phi_i^{(0)} T_i(y) + c_1 y + c_0 =: t^y \Phi(0) + c_1 y + c_0, \]

where \( c_0 \) and \( c_1 \) are constants of integration. The spectral coefficients of \( \Phi(1) \) and \( \Phi(0) \) are related to the spectral coefficients of \( \Phi(2) \) as

\[ \Phi(1) = Q \Phi(2), \quad \Phi(0) = Q^2 \Phi(2), \]

where \( Q \) is given by,

\[ Q := \begin{bmatrix} 0 & 1 & 0 & \cdots \\ \frac{1}{2} & 0 & -\frac{1}{4} & 0 & \cdots \\ 0 & \frac{1}{2} & 0 & -\frac{1}{4} & 0 & \cdots \\ 0 & 0 & \frac{1}{4} & 0 & -\frac{1}{4} & 0 & \cdots \\ \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \end{bmatrix}. \]

The first row of the integration operator \( Q \) we use in (20) is different from what is used in [11, Section 4] and [18, Eq. (12)], and its derivation is provided in supplementary material. In contrast to [11, 18] where the first row of \( Q \) is full, our representation for \( Q \) in (20) is given by a banded tri-diagonal matrix.

From the above, we can express \( \phi(y), D\phi(y), \) and \( D^2\phi(y) \) and as

\[ \phi(y) = t^y (Q^2 \Phi(2) + R_2 c), \]

\[ D\phi(y) = t^y (Q^4 \Phi(2) + R_1 c), \]

\[ D^2\phi(y) = t^y (Q^4 \Phi(2) + R_0 c), \]
where $R_i$ are matrices that account for the constants of integration in a basis of Chebyshev polynomials, $c := [c_0 \ c_1]^T$, and $c_0 = 2\tilde{c}_0$.

The feedback interconnection used to compute the frequency response of (3) is given by (see (15)),

$$
\begin{bmatrix}
0 & I \\
I & 0
\end{bmatrix}
\begin{bmatrix}
\phi(y) \\
\psi(y)
\end{bmatrix}
= \gamma
\begin{bmatrix}
(i\omega + \epsilon^2)I - D^2 & 0 \\
0 & (-i\omega + \epsilon^2)I - D^2
\end{bmatrix}
\begin{bmatrix}
\phi(y) \\
\psi(y)
\end{bmatrix},
$$

(22a)

$$
\begin{bmatrix}
L(1, D) & 0 \\
L(-1, D) & 0
\end{bmatrix}
\begin{bmatrix}
\phi(y) \\
\psi(y)
\end{bmatrix}
= 0,
$$

(22b)

where $L(a, L)$ evaluates the action of the linear operator $L$ on a variable at a point $y = a$. In particular, (22b) specifies homogeneous Neumann boundary conditions at $y = \pm 1$.

For the reaction-diffusion equation, the infinite-dimensional representation of the system shown in Figure 4 is obtained by combining (21) with (22a) and equating terms that correspond to the same basis functions,

$$
\begin{bmatrix}
0 & 0 & Q^2 & R_2 \\
Q^2 & R_2 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\Phi^{(2)} \\
\Phi^{(2)}_c
\end{bmatrix}
= \begin{bmatrix}
\Phi^{(2)} \\
\Phi^{(2)}_c
\end{bmatrix}
$$

\begin{bmatrix}
\gamma (i\omega + \epsilon^2)Q^2 - I \\
0
\end{bmatrix}
\begin{bmatrix}
\phi(y) \\
\phi(y)
\end{bmatrix}
= \begin{bmatrix}
\gamma (i\omega + \epsilon^2)Q^2 - I \\
0
\end{bmatrix}
\begin{bmatrix}
\phi(y) \\
\phi(y)
\end{bmatrix},
$$

(23a)

Similarly, substitution of (21) to (22b) yields the representation of boundary conditions,

$$
\begin{bmatrix}
0 & 0 & 0 & R_2 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\Phi^{(2)} \\
\Phi^{(2)}_c
\end{bmatrix}
= \begin{bmatrix}
\Phi^{(2)} \\
\Phi^{(2)}_c
\end{bmatrix}
$$

\begin{bmatrix}
(t_{1}^{T}Q & t_{1}^{T}Q R_1 & 0 & 0 \\
0 & t_{1}^{T}Q & t_{1}^{T}Q R_1 & 0
\end{bmatrix}
\begin{bmatrix}
\phi(y) \\
\phi(y)
\end{bmatrix}
= \begin{bmatrix}
\phi(y) \\
\phi(y)
\end{bmatrix},
$$

(23b)

Thus, in the generalized eigenvalue problem (23a) only the eigenfunctions that belong to the null-space of the operator in (23b) are acceptable and the system of equations (23) can be written as,

$$\hat{E} \hat{v} = \gamma \hat{F} \hat{v}, \quad \hat{M} \hat{v} = 0.
$$

(24)

The finite-dimensional approximation of (24) is derived by utilizing a projection operator,

$$\hat{P} = \begin{bmatrix} I_{N+1} & 0 \end{bmatrix},
$$

(25)

where $\hat{P}$ has $N + 1$ rows and an infinite number of columns. The projection operator (25) is applied to the spectral coefficients of the regular and adjoint variables and not the constants of integration. We use matrices

$$\hat{R} = \begin{bmatrix}
\hat{P} & 0 & 0 & 0 \\
0 & I_2 & 0 & 0 \\
0 & 0 & \hat{P} & 0 \\
0 & 0 & 0 & I_2
\end{bmatrix}, \quad \hat{P}_2 = \begin{bmatrix} \hat{P} & 0 \\
0 & \hat{P} \end{bmatrix},
$$

(26)
to reduce (24) to

$$E \mathbf{v} = \gamma F \mathbf{v},$$  \hfill (27a)

$$M \mathbf{v} = 0,$$  \hfill (27b)

where,

$$E := \hat{P} \hat{E} \hat{R}^T, \quad F := \hat{P} \hat{F} \hat{R}^T, \quad M := \hat{M} \hat{R}^T, \quad \mathbf{v} := \hat{R} \mathbf{v}.$$  

The SVD of the fat full-row-rank matrix $M$ in (27b) can be used to parameterize its null-space and obtain the eigenfunctions that satisfy the boundary conditions (22b) [26] (see supplementary material for details),

$$M \mathbf{v} = U \Sigma \mathbf{v}^\dagger = U \begin{bmatrix} \Sigma_1 & 0 \\ V_1^\dagger & V_2^\dagger \end{bmatrix} \mathbf{v} = 0.$$  \hfill (28)

Thus, $\mathbf{v} := V_2 \mathbf{u}$ parametrizes the null-space of the matrix $M$ [45] and satisfies Eq. (27b). Substituting this expression for $\mathbf{v}$ in (27a) yields the finite-dimensional generalized eigenvalue problem,

$$(E \mathbf{v}_2) \mathbf{u} = \gamma (F \mathbf{v}_2) \mathbf{u},$$  \hfill (29)

which can be used to compute the singular values as $\gamma = \pm \sigma$ and $\mathbf{u}$.

Finite-dimensional approximations of more complex systems, e.g., the linearized NS equations (9) and the equations governing channel flow of a viscoelastic fluid (8a), are derived using a similar procedure. Additional care is required to account for spatially varying coefficients and for the presence of a static-in-time constraint that arises from the continuity equation. An in-depth discussion of our implementation of spectral integration in both C++ and Matlab is provided in the supplementary material. Finally, we solve a generalized eigenvalue problem resulting from the finite-dimensional approximation to (15) using the sparse eigenvalue solver, eigs in Matlab, and LAPACK’s zggev routine in C++.

As discussed in § III A, the feedback interconnection in Figure 4(c) can be used for systems in the descriptor form and the spectral integration method does not require a staggered grid when pressure is retained in the governing equations. We next describe how we handle pressure boundary conditions in the spectral integration method for channel flows of incompressible Newtonian and viscoelastic fluids.

C. Boundary conditions for the linearized NS equations in the descriptor form

1. Boundary conditions for the frequency response operator

For the linearized NS equations in the descriptor form, the boundary conditions on pressure are unknown and it is necessary to impose additional constraints to guarantee well-posedness. These additional boundary conditions do not need to be imposed on pressure fluctuations [1]. In particular, the no-slip and no-penetration conditions at the walls, $\mathbf{v}(\pm 1) = 0$, can be used in conjunction with continuity equation (9b) (i.e., $ik_z u(y) + Dv(y) + ik_z w(y) = 0$ after the Fourier transform in the wall-parallel directions has been utilized) to obtain two additional constraints, $[Dv(\cdot)](\pm 1) = 0$. Thus, the velocity fluctuations in the descriptor formulation of the NS equations have to satisfy eight boundary conditions,

$$u(\pm 1) = v(\pm 1) = w(\pm 1) = [Dv(\cdot)](\pm 1) = 0.$$  \hfill (30)

The number of integration constants has to be equal to the number of (linearly independent) constraints for the spectral integration method to ensure well-posed numerical implementation [11]. Since $D^2 \mathbf{v}$ and $Dp$ appear in (9), expressing them in terms of Chebyshev polynomials and integrating would give one integration constant less than the number of boundary conditions. A well-posed formulation can be obtained by expressing the second derivative of the pressure in a basis of Chebyshev polynomials,

$$D^2 p(y) = \sum_{i=0}^N p_i^{(2)} T_i(y).$$  \hfill (31)

Subsequent integration (as in (18b) and (18c)) yields two additional integration constants which can be used to account for $[Dv(\cdot)](\pm 1) = 0$. Such a treatment for pressure is not uncommon in numerical approximations
of the linearized NS equations; for example, two homogeneous Neumann boundary conditions on pressure have been used for modal analysis of the formulation in primitive variables [15, 19, 30].

While conventional spectral methods (e.g., the Chebyshev-tau and collocation methods) require different numbers of basis functions for pressure and velocity fluctuations (i.e., a staggered grid) to avoid spurious modes [3, 7], we express velocity and pressure using an equal number of basis functions, i.e., \( N + 1 \). Moreover, the additional Neumann boundary conditions on wall-normal velocity fluctuations simply result from imposing the no-slip and no-penetration conditions at the walls, \( v(\pm 1) \), on the continuity equation (9b). The same process of deriving linearly independent boundary conditions to make a spectral collocation method well-posed was previously used in pipe flow [29]. However, in contrast to the spectral integration method, the spectral collocation technique still requires a staggered grid [29].

In summary, we augment the linearized NS equations (9) with boundary conditions (30). In § IV C 1, we demonstrate that these boundary conditions produce the correct eigenvalues for the formulation in primitive variables (i.e., the descriptor form of the linearized NS equations) without a staggered grid.

2. Boundary conditions for the adjoint system

For the NS equations linearized around the base flow \( (U(y), 0, 0) \), application of the Fourier transform in \( t, x, \) and \( z \) on (9) yields the operators \( \mathbf{A}, \mathbf{B}, \) and \( \mathbf{C} \) in (11a),

\[
\begin{align*}
\mathbf{A} &= \begin{bmatrix}
i(\omega + k_x U) - \frac{\Delta}{\text{Re}} & U'(y) & 0 & i k_x \\
0 & i(\omega + k_x U) - \frac{\Delta}{\text{Re}} & 0 & D \\
i k_x & 0 & i(\omega + k_x U) - \frac{\Delta}{\text{Re}} & i k_x \\
D & 0 & i k_x & 0 \\
\end{bmatrix}, \\
\mathbf{B} &= \begin{bmatrix}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I \\
\end{bmatrix}, \\
\mathbf{C} &= \begin{bmatrix}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I \\
\end{bmatrix}, \\
\end{align*}
\]

(32)

where \( \Delta := D^2 - \frac{1}{\text{Re}}(k_x^2 + k_z^2) \). The operators \( \mathbf{A} \) and \( \mathbf{C} \) act on the vector of flow fluctuations in primitive variables, i.e., \( \phi = [u \; v \; w \; p]^T \) in (11a); the operator \( \mathbf{B} \) acts on the vector of forcing fluctuations, \( d = [d_x \; d_y \; d_z]^T \); and the output is determined by the velocity fluctuation vector, \( \xi = [u \; v \; w]^T \). Following [40, Section 5], we obtain the adjoint operators \( \mathbf{A}^\dagger, \mathbf{B}^\dagger, \) and \( \mathbf{C}^\dagger \) in (11b),

\[
\begin{align*}
\mathbf{A}^\dagger &= \begin{bmatrix}
-i(\omega + k_x U) - \frac{\Delta}{\text{Re}} & 0 & 0 & -i k_x \\
U'(y) & -i(\omega + k_x U) - \frac{\Delta}{\text{Re}} & 0 & -D \\
0 & 0 & -i(\omega + k_x U) - \frac{\Delta}{\text{Re}} & -i k_x \\
-i k_x & -D & -i k_x & 0 \\
\end{bmatrix}, \\
\mathbf{B}^\dagger &= \begin{bmatrix}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I \\
\end{bmatrix}, \\
\mathbf{C}^\dagger &= \begin{bmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I \\
0 & 0 & 0 \\
\end{bmatrix}, \\
\end{align*}
\]

(33)

and show that the adjoint variables \( \psi = [\hat{u} \; \hat{v} \; \hat{w} \; \hat{p}]^T \) in (11b) satisfy \( \hat{u}(\pm 1) = \hat{v}(\pm 1) = \hat{w}(\pm 1) = 0 \). Furthermore, evaluation of the last row in \( [\mathbf{A}^\dagger \psi(\cdot)](y) = [\mathbf{C}^\dagger g(\cdot)](y) \) at the walls yields two additional boundary conditions \( \mathbf{D} \hat{v}(\pm 1) = 0 \). Thus, for the linearized NS equations in the descriptor form we impose the following boundary conditions on the components of the vector \( \psi = [\hat{u} \; \hat{v} \; \hat{w} \; \hat{p}]^T \) in (11b),

\[
\hat{u}(\pm 1) = \hat{v}(\pm 1) = \hat{w}(\pm 1) = [\mathbf{D} \hat{v}(\cdot)](\pm 1) = 0.
\]

(34)

In § IV C 1, we demonstrate that the spectral integration method with boundary conditions (30) on the frequency response operator along with the adjoint boundary conditions (34) can be used to correctly compute the resolvent norm for the linearized NS equations in the descriptor form. We next show how this formulation can be extended to viscoelastic fluids.

D. Frequency response analysis of 3D channel flow of a viscoelastic fluid

The flow of a viscoelastic fluid in a channel is governed by equations (7c) that account for the memory (time-dependent variation) of the stress in the fluid. As there are no boundary conditions on stress fluctuations, it is favorable to transform (7) in a manner that the stress is eliminated, and to retain as state variables
quantities whose boundary conditions are known, i.e., the velocity and pressure fluctuations (as discussed in § III C, velocity boundary conditions derived from the continuity equation account for pressure boundary conditions). After a spatio-temporal Fourier transform, the stress can be expressed in terms of the velocity as,

$$\tau(y) = [\mathcal{V} v](y),$$  \hfill (35)

The derivation of the operator $\mathcal{V}$ is described in Appendix B and two approaches to compute frequency responses, that rely on elimination of stress fluctuations, are discussed next.

1. The descriptor formulation with the stress eliminated

In this approach, we utilize (35) to derive a system equivalent to (7). This yields a system of equations with state variables $\tilde{\phi} = [u \ v \ w \ p]^T$ in (11a). The operators $A$, $B$, and $C$ in (11a) for this system are given in Appendix B 2 and the boundary conditions are the same as that for linearized NS equations, i.e., (30) and (34). In this paper, the “descriptor form” for viscoelastic fluids refers to the formulation in which stress fluctuations have been eliminated.

2. The evolution form model

Once the stress fluctuations have been eliminated using the procedure described in § III D 1, the pressure can also be eliminated to bring the 3D viscoelastic system to a form where the state variables are given by $\tilde{\phi} = [v \ \eta]^T$ with $\eta := i k_z u - i k_x w$ [24, 25, 43]. This system is now in the evolution form where, apart from the boundary conditions, there are no additional constraints on state variables and the standard procedure described in [40, Section 5] can be used to determine the adjoint boundary conditions. The corresponding system representation (11a) is given in Appendix B 1. In this paper, the evolution form for viscoelastic fluids refers to the formulation in which stress and pressure fluctuations have been eliminated.

IV. EXAMPLES

In this section, we provide examples to demonstrate the merits and the effectiveness of the developed framework. For the reaction-diffusion equation, we show that the computations based on a feedback interconnection shown in Figure 4(c) are insensitive to the operator-induced ill-conditioning discussed in § II B.

We next apply this feedback interconnection to the 2D viscoelastic system in the evolution form (8a) and show that our approach provides robust results over a much wider range of elasticities than the approach based on a cascade connection shown in Figure 3. Finally, we use the feedback interconnection in conjunction with the spectral integration method to compute frequency responses of systems in the descriptor form.

A. Reaction-diffusion equation

As demonstrated in § II B, SVD of the operator $\mathcal{T}(\omega)^T(\omega)$ is ill-conditioned for small values of $\epsilon$ in (3). We revisit this example using the feedback interconnection shown in Figure 4(c). Figure 5 shows the first twenty singular values of the frequency response operator for reaction-diffusion equation (3) with $\epsilon = 10^{-4}$. While the values computed using the feedback connection (marked by circles) agree with the analytical solution (marked by crosses), the singular values resulting from the cascade connection (marked by diamonds) are erroneous. This mismatch arises from ill-conditioning of the operator $\mathcal{T}(\omega)^T(\omega)$ and has nothing to do with the spatial discretization (increasing $N$ does not improve computations resulting from the cascade connection shown in Figure 3). Furthermore, the spectral integration method applied on the cascade connection also produces erroneous results (not shown). This observation was made using both our implementation and implementation developed in [34].

B. 2D viscoelastic channel flow

As a second application, we consider 2D channel flow of an Oldroyd-B fluid described in § II C. In contrast to operator-induced ill-conditioning, discretization-induced errors can be alleviated by employing a well-conditioned discretization scheme, e.g., the ultraspherical and spectral integration schemes discussed in § III. In conventional spectral methods (e.g., Chebyshev collocation method), discretization matrices become increasingly ill-conditioned with an increase in the number of basis functions. Viscoelastic channel flow requires a large number of basis functions for good resolution and provides an excellent benchmark for studying effects that arise from both discretization- and operator-induced ill-conditioning.

The frequency response operator $\mathcal{T}(\omega)$ for 2D channel flow of an Oldroyd-B fluid is described by (8a) and numerical implementation requires a large number of basis functions (about 4000) for good resolution
Figure 5: Singular values of the frequency response operator for reaction-diffusion equation (3) with $\epsilon = 10^{-4}$ and $\omega = 0$ resulting from the use of Chebfun’s spectral collocation scheme with $N = 64$. Symbols represent analytical solution ($\times$), and the computations based on the feedback interconnection shown in Figure 4(c) ($\circ$) and the cascade connection shown in Figure 3 ($\triangledown$). The principal singular value (corresponding to $i = 0$) is not shown as its value is significantly larger than the remaining singular values.

Figure 6: Principal singular values of the frequency response operator (8a) for inertialess 2D Couette flow of an Oldroyd-B fluid with $\beta = 0.5$, $k_x = 1$, and $\omega = 0$ as a function of fluid elasticity, $We$, resulting from the use of (a) ultraspherical; (b) spectral integration; and (c) spectral collocation methods. The velocity fluctuations are selected as the output and symbols represent $N = 479$ ($\circ$) and $N = 511$ ($\times$).

In a flow with moderate Weissenberg numbers ($We \sim 50$). In strongly elastic flows (with $We \sim 500$), an operator-induced ill-conditioning, similar to the one discussed § IV A, also arises. The discrete eigenvalues in a 2D flow scale as $1/We$ [39] and, at large $We$, the cascade connection shown in Figure 3 is prone to ill-conditioning because of the inversions in $\mathcal{T}(\omega)/\mathcal{T}^\dagger(\omega)$. At high elasticities, only the feedback connection in Figure 4(c) produces reliable results and all calculations in this section are based on it.

1. Velocity output

For 2D Couette flow of an Oldroyd-B fluid, we employ spectral collocation, ultraspherical discretization, and spectral integration methods to compute singular values of the frequency response operator (8a) with the velocity as the output. In Figure 6, we show the largest singular value as a function of $We$ for $Re = 0$, $\beta = 0.5$, $k_x = 1$, and $\omega = 0$. Calculations are performed using 479 (marked by circles) and 511 (marked by crosses) basis functions. Figures 6(a) and 6(b) demonstrate that the ultraspherical and spectral integration methods produce grid-independent results. In contrast, Figure 6(c) illustrates that the spectral collocation method produces grid-dependent results.

In [34], the performance of spectral integration and spectral collocation methods was compared using the same example. As in our study, it was observed that the collocation method produces unreliable, grid-dependent results, and that the spectral integration method yields reliable, grid-independent results. We find that the method based on ultraspherical discretization performs on par with the spectral integration method and that it produces grid-independent results for 2D Couette flow of an Oldroyd-B fluid with moderate $We$.

2. Stress output

When the stress fluctuations are selected as the output, we use the Chebfun’s ultraspherical discretization in Matlab for the frequency response analysis. The computations are verified using our spectral integration method (not reported here). Among other features, Chebfun offers the automatic collocation technique which increases the number of basis functions until the solution reaches machine precision [10].
The left singular functions associated with the largest singular value for the stress output reveal why these computations require a large number of basis functions. Figure 7 shows the principal left singular function of the normal stress component, $\tau_{xx}$, in inertialess 2D Couette flow with $We = 40, k_x = 1, \omega = 0, \beta = 0.5$. Figure 7(a) illustrates $\tau_{xx}$ over the entire domain $y \in [-1, 1]$, and Figure 7(b) shows $\tau_{xx}$ in the region where the highest values are achieved (near the center of the channel). In spite of large peak magnitudes, the left singular function is smooth and well-resolved.

In contrast to the Couette flow computations, which require around 4000 basis functions, the computations for Poiseuille flow were resolved to machine precision with around 1000 basis functions. Figure 8 shows the principal left singular function for the stress output in Poiseuille flow that is obtained under the same conditions as Figure 7 for Couette flow ($Re = 0, We = 40, k_x = 1, \omega = 0$). While in Couette flow the stress shows a steep variation near the channel center (see Figure 7(a)), in Poiseuille flow the steep variation occurs near the walls (see Figure 8(a)). Since interpolations based on Chebyshev polynomials utilize points that are more densely populated near the ends of the domain, sharp variations in Poiseuille flows can be resolved with a smaller number of basis functions than sharp variations in Couette flow.

Finally, we consider inertialess 2D Poiseuille flow with high elasticity ($We = 500, k_x = 1, \omega = 0, \beta = 0.5$). A well-resolved computation based on the feedback interconnection shown in Figure 4(c) requires around 15000 basis functions. We also used our implementation of the spectral integration method (described in § III) as well as the spectral integration code developed in [34] to verify that the approach based on a cascade connection shown in Figure 3 fails to produce reliable results. The principal left singular function corresponding to $\tau_{xx}$ is shown in Figure 9. As expected, steep variations near $y = \pm 1$ are observed with the peak value of around 1000. Figure 9(b) shows a close-up of Figure 9(a) near $y = 1$ and demonstrates that the most amplified output direction is well-resolved even though the variation in $\tau_{xx}$ is spanning three orders in magnitude within the region of width $10^{-3}$ in $y \in [-1, 1]$. The computed principal singular value, $\sigma_0 = 5.98$, has an imaginary part of $O(10^{-7})$ and the corresponding singular function is resolved to machine accuracy as verified by the Chebfun’s automatic collocation procedure [9, 10, 38].
Figure 9: The left singular function associated with the principal singular value $\sigma_{\text{max}} = 5.98$ of inertialess 2D Poiseuille flow of an Oldroyd-B fluid with $We = 500$, $k_x = 1$, $\omega = 0$, and $\beta = 0.5$. The normal stress component, $\tau_{xx}$, (a) in the whole domain, $y \in [-1, 1]$; and (b) near $y = 1$ is shown. The stress fluctuations are selected as the output and the lines correspond to $\text{Re}(\tau_{xx})$ (-), and $\text{Im}(\tau_{xx})$ (- -).

C. Frequency response analysis of systems in the descriptor form

For 2D viscoelastic fluids in the evolution form, § IV A demonstrates that both the ultraspherical and the spectral integration methods produce reliable results. We next utilize the formulation based on the feedback interconnection shown in Figure 4(c) in conjunction with the spectral integration method for frequency response analysis of systems in the descriptor form. We examine the linearized NS equations presented in § II D and the 3D flow of an Oldroyd-B fluid with the stress fluctuations eliminated (see § III D 1). As discussed in § II D, for incompressible flows in the descriptor form, conventional spectral methods require a staggered grid which may be difficult to implement in generic solvers like Chebfun [10]. Our spectral integration method overcomes this challenge by reinforcing the algebraic constraint (9b) at the walls; see § III C.

1. Channel flow of a Newtonian fluid

We first examine the linearized NS equations in Poiseuille flow; see (9) and Figure 2 for geometry. Modal analysis considers temporal growth or decay of infinitesimal fluctuations around the parabolic velocity profile $U(y) = 1 - y^2$. For $Re = 2000$, the linearized NS equations are stable [43] and Figure 10(a) shows the spectrum of the flow with $k_x = k_z = 1$. The results are obtained using the spectral integration method with 255 basis functions. Figure 10(a) shows that all eigenvalues are in the left-half of the complex plane and demonstrates the absence of spurious modes. We note that the computations based on the evolution form model (crosses) and the descriptor formulation (circles) agree with each other and with the results reported in the literature [43].

Figure 10(b) shows the dependence on the temporal frequency of the two largest singular values of the frequency response operator. For the principal singular value, the evolution form model results are marked by crosses and the descriptor formulation results are marked by circles. For the second largest singular value, the evolution form model results are marked by triangles and the descriptor formulation results are marked by inverted triangles. We observe excellent agreement in both cases.

2. Channel flow of an Oldroyd-B fluid

Figure 11(a) demonstrates the agreement between the singular values obtained using the descriptor formulation (×) with $N = 383$ basis functions and the evolution formulation (○) with $N = 1000$ basis functions. For inertialess Couette flow of an Oldroyd-B fluid with $\beta = 0.5$, $k_x = k_z = 1$, and $\omega = 0$, the velocity fluctuations are selected as the output and the influence of fluid elasticity $We$ on the principal singular value is shown. Although the imaginary part of a computed singular value should be equal to zero, its value depends on the accuracy of the numerical method, and a smaller imaginary part signals higher accuracy. Figure 11(b) displays the imaginary part of the principal singular value; the average imaginary part resulting from the descriptor formulation (with $N = 383$) and from the evolution formulation (with $N = 1000$) are, respectively, determined by $\sim 10^{-15}$ (dashed line) and $\sim 10^{-10}$ (dashed dotted line). Imaginary parts in Figure 11(b) are obtained by increasing the number of basis functions until no further decrease is observed and they are of $O(10^{-10})$ and $O(10^{-15})$ for the evolution and descriptor form models, respectively.

For inertialess Couette flow of an Oldroyd-B fluid with $\beta = 0.5$, $k_x = k_z = 1$, and $\omega = 0$, Figure 12(a) shows the $We$-dependence of the principal singular value of the frequency response operator. The normal stress component, $\tau_{xx}$, is selected as the output and the computations are obtained using the descriptor
Figure 10: The linearized NS equations in Poiseuille flow with $Re = 2000$ and $k_x = k_z = 1$. The spectral integration method with $N = 255$ basis functions is used. (a) Spectrum resulting from the use of the evolution form model ($\times$) and the descriptor formulation ($\circ$); and (b) two largest singular values of the frequency response operator (evolution form ($\times$) and descriptor formulation ($\circ$) results for $\sigma_{\text{max}}$; evolution form ($\triangle$) and descriptor formulation ($\triangledown$) results for the second largest singular value). The singular values in (b) agree with the values reported in [43, Figure 4.10].

Figure 11: (a) Real; and (b) imaginary parts of the principal singular value in inertialess Couette flow of an Oldroyd-B fluid with $\beta = 0.5$, $k_x = k_z = 1$, and $\omega = 0$. The velocity fluctuations are selected as the output and the results are obtained using the descriptor formulation ($\times$) that eliminates stresses (see § III D 1) with $N = 383$ basis functions and the evolution form model ($\circ$) (see § III D 2) with $N = 1000$ basis functions.

Figure 12: (a) Real; and (b) imaginary parts of the principal singular value in inertialess Couette flow of an Oldroyd-B fluid with $\beta = 0.5$, $k_x = k_z = 1$, and $\omega = 0$. The normal stress component, $\tau_{xx}$, is selected as the output and the results are obtained using the descriptor formulations that eliminates stresses (see § III D 1) with $N = 863$ basis functions.
Figure 13: The left singular function corresponding to the principal singular value \( \sigma_{\text{max}} = 7.434 \) in inertialess Poiseuille flow of an Oldroyd-B fluid with \( We = 10, \beta = 0.5, k_x = k_z = 1, \) and \( \omega = 0. \) The normal stress component, \( \tau_{xx}, \) is selected as the output and the results are obtained using the descriptor formulations that eliminates stresses with \( N = 863 \) basis functions. The lines correspond to \( \text{Re}(\tau_{xx}) (\cdot) \) and \( \text{Im}(\tau_{xx}) (-\cdot) \) and the results (a) in the entire domain, \( y \in [-1, 1]; \) and (b) near \( y = 1, \) are shown.

V. CONCLUDING REMARKS

In this paper, we explore the merits and the effectiveness of well-conditioned ultraspherical and spectral integration methods for nonmodal analysis of channel flows of Newtonian and viscoelastic fluids. We develop a framework for resolvent analysis that is based on a feedback interconnection of the frequency response operator with its adjoint and demonstrate its advantages over the standard formulation that utilizes a cascade connection. For ill-conditioned problems, we show that a combination of the formulation based on this feedback interconnection with well-conditioned ultraspherical and spectral integration methods can be used to overcome limitations of standard spectral collocation techniques. In particular, we demonstrate that our approach provides robust results in channels flows of Oldroyd-B fluids with high elasticity and show that the spectral integration method does not require a staggered grid for modal or nonmodal analysis of channel flows of incompressible fluids in the descriptor form. This facilitates analysis of relevant flow physics in strongly elastic regimes and enables computations using the formulation with primitive variables. For a given number of basis functions, we show that the computations resulting from the descriptor formulation are more accurate than the computations based on the evolution formulation. Even though we focus on nonmodal analysis of channel flows of Newtonian and viscoelastic fluids, the developed framework is general enough to find use for a variety of problems in fluid mechanics and beyond.

SOFTWARE

Additional information about the spectral integration method along with source codes for A Matlab Spectral Integration Suite (SISMatlab) that we developed can be found at:

https://viterbi-web.usc.edu/~mihailo/software/sismatlab/
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Appendix A: Operators governing 2D channel flow of an Oldroyd-B fluid

The variable coefficients for the operator in (8a) are given by (we have suppressed the dependence on \( \omega \) for the sake of brevity, e.g., \( a_0(y, \omega) \) is denoted as \( a_0(y) \))

\[
a_4(y) = \frac{\beta - 1}{c(y)} - \beta,
\]
\[
a_3(y) = -\frac{2(\beta - 1) \left( c'(y) - ik_x We c(y) U'(y) \right)}{c(y)^2},
\]
\[
a_2(y) = \frac{(1 - \beta) c''(y)}{c(y)^2} + \frac{2i(1 - \beta) k_x We c'(y) U'(y)}{c(y)^2} - \frac{2(1 - \beta) k_x^2 We^2 U'(y)^2}{c(y)^2} + \frac{2i(1 - \beta) k_x We U''(y)}{c(y)^2} - \frac{4i(1 - \beta) k_x We c'(y) U'(y)}{c(y)^3} - \frac{2(1 - \beta) k_x^2 We^2 U'(y)^2}{c(y)^3} + \frac{2(1 - \beta) k_x^2 We U''(y)}{c(y)^3} - \frac{3i(1 - \beta) k_x We U''(y)}{c(y)} + 2\beta k_x^2,
\]
\[
a_1(y) = \frac{12(1 - \beta) k_x^2 We^2 c'(y) U'(y)^2}{c(y)^4} + \frac{12i(1 - \beta) k_x We c(y) U'(y)^2}{c(y)^4} - \frac{4i (1 - \beta) k_x We c''(y) U'(y)}{c(y)^3} + \frac{8(1 - \beta) k_x^2 We^2 c'(y) U'(y)^2}{c(y)^3} - \frac{8i (1 - \beta) k_x We c'(y) U''(y)}{c(y)^3} + \frac{4i (1 - \beta) k_x^3 We^3 U'(y)^3}{c(y)^3} - \frac{8(1 - \beta) k_x^2 We U''(y) U''(y)}{c(y)^3} - \frac{2(1 - \beta) k_x^2 c'(y)}{c(y)^2} + \frac{2i (1 - \beta) k_x We c'(y) U''(y)}{c(y)^2} - \frac{4i (1 - \beta) k_x^3 We U'(y)^3}{c(y)^2} - \frac{6 (1 - \beta) k_x^2 We^2 U'(y) U''(y)}{c(y)^2} + \frac{2i (1 - \beta) k_x^2 We U''(y)}{c(y)} + \frac{4(1 - \beta) k_x^2 We^2 U'(y) U''(y)}{c(y)},
\]

where \( c(y) = i \omega + 1 + ik_x We U(y) \),

\[
c_{11}(y) = \frac{2 We U'(y)}{c(y)} + \frac{2 We U'(y)}{c(y)^2},
\]
\[
c_{12}(y) = \frac{4 i k_x We^2 U'(y)^2}{c(y)} - \frac{4 i k_x We^2 U'(y)^2}{c(y)^3} + \frac{2i k_x}{c(y)},
\]
\[
c_{13}(y) = \frac{4 k_x^2 We^3 U'(y)^3}{c(y)^3} + \frac{4 i k_x We^2 U'(y)^3}{c(y)^2} + \frac{2 k_x^2 We^2 U'(y) U''(y)}{c(y)^2} + \frac{2i k_x We^2 U'(y) U''(y)}{c(y)^2} + \frac{4 i k_x We^2 U'(y) U''(y)}{c(y)},
\]
\[
c_{21}(y) = \frac{1}{c(y)},
\]
\[ c_{22}(y) = -\frac{2i k_x \text{We} U'(y)}{c(y)^2}, \]
\[ c_{23}(y) = \frac{2 k_x^2 \text{We} U'(y)^2}{c(y)} + \frac{2 k_x^2 \text{We}^2 U''(y)^2}{c(y)^2} + \frac{k_x^2}{c(y)} + \frac{i k_x \text{We} U''(y)}{c(y)}, \]
\[ c_{31}(y) = -\frac{2i k_x}{c(y)}, \]
\[ c_{32}(y) = \frac{2 k_x^2 \text{We} U'(y)}{c(y)}. \]

**Appendix B: Operators governing 3D channel flow of an Oldroyd-B fluid**

The nonzero components in the operator \( \mathcal{V} \) in (35) are derived from the following relations that come from (7c). Note that \( c(y) = \omega + 1/\text{We} + i k_x U(y) \) in this section.

\[
\begin{align*}
\tau_{zz}(y) &= \frac{2i k_x}{\text{We} c(y)} w(y) \quad \text{(B1a)} \\
\tau_{yz}(y) &= \frac{1}{c(y)} \left( \frac{i k_x}{\text{We}} v(y) + i k_x T_{xy}(y) w(y) + \frac{u'(y)}{\text{We}} \right) \quad \text{(B1b)} \\
\tau_{yy}(y) &= \frac{2i k_x T_{xy}(y)}{c(y)} w(y) + \frac{2}{\text{We} c(y)} v'(y) \quad \text{(B1c)} \\
\tau_{xz}(y) &= \frac{1}{c(y)} \left( U'(y) \tau_{yz}(y) + i k_x T_{xx}(y) w(y) + \frac{i k_x}{\text{We}} u(y) + \frac{i k_x}{\text{We}} w(y) + T_{xy}(y) w'(y) \right) \quad \text{(B1d)} \\
\tau_{xy}(y) &= \frac{1}{c(y)} \left( i k_x T_{xy}(y) u(y) + i k_x T_{xx}(y) v(y) - T_{xy}'(y) v(y) \right) + \\
&\quad + \frac{1}{c(y)} \left( \frac{i k_x}{\text{We}} v(y) + \frac{1}{\text{We}} u'(y) + U'(y) \tau_{yy} + T_{xy}(y) v'(y) \right) \quad \text{(B1e)} \\
\tau_{xx}(y) &= \frac{1}{c(y)} \left( \frac{2i k_x}{\text{We}} u(y) + 2 k_x T_{xx}(y) u(y) - T_{xx}'(y) v(y) + 2 T_{xy}(y) u'(y) + 2 U'(y) \tau_{xy}(y) \right) \quad \text{(B1f)}
\end{align*}
\]

1. **Evolution form**

The state variables for this system are the wall-normal velocity and vorticity, \( \phi = [v \ \eta]^T \) in (11a). The boundary conditions are given by

\[ v(\pm 1) = [Dv(\cdot)](\pm 1) = \eta(\pm 1) = 0. \quad \text{(B2)} \]

The operator-valued matrices \( \mathcal{A}, \mathcal{B}, \) and \( \mathcal{C} \) in (1) are presented in this section. \( \mathcal{A} \) is of size \( 2 \times 2 \) with

\[
\begin{align*}
\mathcal{A}_{11} &= \sum_{n=0}^{4} a_{n,11}(y, \omega) D^n, \\
\mathcal{A}_{12} &= 0, \\
\mathcal{A}_{21} &= \sum_{n=0}^{2} a_{n,21}(y, \omega) D^n, \\
\mathcal{A}_{22} &= \sum_{n=0}^{2} a_{n,22}(y, \omega) D^n,
\end{align*}
\]

where the nonzero elements of \( \mathcal{A} \) are given by
\[ a_{4,11} = - \frac{(1 - \beta)}{Wec(y)} \beta, \]
\[ a_{3,11} = \frac{2(1 - \beta) c'(y)}{Wec(y)} - \frac{2i(1 - \beta) k_x T_{xy}(y)}{c(y)}, \]
\[ a_{2,11} = \frac{(1 - \beta) c''(y)}{Wec(y)^2} + \frac{2i(1 - \beta) k_x T_{xy}(y)c'(y)}{c(y)^2} - \frac{4i(1 - \beta) k_x c'(y)U'(y)}{Wec(y)^3} - \frac{2(1 - \beta) c'(y)^2}{Wec(y)^3} \]
\[ + \frac{2(1 - \beta) k^2}{Wec(y)} + \frac{(1 - \beta) k_x^2 T_{xx}(y)}{c(y)} - \frac{2(1 - \beta) k_x^2 T_{xy}(y)U'(y)}{Wec(y)^2} - \frac{4(1 - \beta) k_x^2 U'(y)^2}{Wec(y)^3} \]
\[ - \frac{3i(1 - \beta) k_x T_{xy}''(y)}{c(y)} + \frac{2i(1 - \beta) k_x U''(y)}{Wec(y)^2} + 2 \beta k^2 + ik_x Re U(y) + i \omega Re, \]
\[ a_{1,11} = - \frac{4i(1 - \beta) k_x c''(y)U'(y)}{Wec(y)^3} + \frac{8(1 - \beta) k_x^2 T_{xy}(y)c'(y)U'(y)}{c(y)^3} + \frac{12(1 - \beta) k_x^2 c'(y)U'(y)^2}{Wec(y)^4} \]
\[ + \frac{12i(1 - \beta) k_x c'(y)^2 U'(y)}{Wec(y)^4} - \frac{2(1 - \beta) k_x^2 c'(y)}{c(y)^2} - \frac{2i(1 - \beta) k_x^2 T_{xy}(y)}{c(y)} \]
\[ - \frac{4i(1 - \beta) k_x T_{xy}(y)c'(y)U'(y)}{Wec(y)^3} + \frac{12i(1 - \beta) k_x^2 T_{xy}(y)c'(y)U'(y)^2}{c(y)^3} + \frac{12(1 - \beta) k_x^2 T_{xy}(y)c'(y)U''(y)}{c(y)^3} \]
\[ - \frac{2(1 - \beta) k_x^2 T_{xx}(y)c'(y)^2}{c(y)^3} + \frac{4(1 - \beta) k_x^2 T_{xy}(y)c'(y)U'(y)}{c(y)^3} + \frac{8(1 - \beta) k_x^2 T_{xy}(y)c'(y)U''(y)}{c(y)^3} \]
\[ - \frac{12(1 - \beta) k_x T_{xy}(y)c'(y)^2 U'(y)}{c(y)^4} - \frac{2i(1 - \beta) k_x c'(y)^2 T_{xy}''(y)}{Wec(y)^3} - \frac{(1 - \beta) k^4}{Wec(y)} + \frac{(1 - \beta) k_x^2 T_{xx}(y)}{c(y)} \]
\[ - \frac{2i(1 - \beta) k_x T_{xy}(y)U'(y)}{c(y)^2} + \frac{i(1 - \beta) k_x k_y T_{xy}'(y)}{c(y)} - \frac{2i(1 - \beta) k_x^2 U''(y)}{Wec(y)^2} - \frac{2i(1 - \beta) k_x T_{xy}'(y)U'(y)}{c(y)^2} \]
\[ - \frac{2i(1 - \beta) k_x^2 T_{xx}(y)U''(y)}{c(y)^2} - \frac{4i(1 - \beta) k_x T_{xy}'(y)U''(y)^2}{c(y)^3} + \frac{8i(1 - \beta) k_x^2 T_{xy}(y)U''(y)U''(y)}{c(y)^3} \]
\[ - \frac{2(1 - \beta) k_x^2 T_{xy}''(y)U''(y)}{c(y)^2} - \beta k^4 - ik^2 k_x Re U(y) - ik^2 \omega Re - ik_x Re U''(y), \]
\[ a_{2,21} = - \frac{i(1 - \beta) k_x U'(y)}{Wec(y)^2}, \]
\[ a_{1,21} = \frac{i(1 - \beta) k_x T_{xy}(y)c'(y)}{c(y)^2} + \frac{4i(1 - \beta) k_x c'(y)U'(y)}{Wec(y)^3} + \frac{3(1 - \beta) k_x k_y T_{xy}(y)U'(y)}{c(y)^2} \]
\[ + \frac{4i(1 - \beta) k_x k_y U''(y)}{Wec(y)^3} - \frac{2i(1 - \beta) k_x U''(y)}{Wec(y)^2}, \]
For the stress output \( \tau \)

where,

The relations in (B1) can be used to eliminate stress from (7). In this representation the operator-valued \( C \) of size \( 4 \times 4 \) is given by

\[
C = \begin{bmatrix}
    i k_x D & -i k_x \\
    i k_x D & i k_x
\end{bmatrix}, \quad \mathcal{B} = \begin{bmatrix}
    -i k_x D & -k^2 & -i k_x D \\
    i k_x D & 0 & i k_x
\end{bmatrix}.
\] (B3a)

For the stress output \( \tau_{xx} \), \( C \) is a \( 1 \times 2 \) block-matrix operator with

\[
C_{11} = \sum_{n=0}^{2} c_{n,11}(y, \omega) D^n, \quad C_{12} = \sum_{n=0}^{1} c_{n,12}(y, \omega) D^n,
\] (B3b)

where,

\[
\begin{align*}
c_{2,11} &= \frac{2i k_x T_{xx}(y)}{k^2 c(y)} + \frac{2i k_x U'(y)}{k^2 c(y)^2}, \\
c_{1,11} &= - \frac{2k^2 T_{xx}(y)}{k^2 c(y)} - \frac{2k^2}{k^2 c(y)^2} + \frac{2k^2 T_{xy}(y) U'(y)}{c(y)^2} + \frac{4U'(y)^2}{c(y)^3}, \\
c_{0,11} &= \frac{2i k_x T_{xx}(y) U'(y)}{c(y)^2} + \frac{4i k_x T_{xy}(y) U'(y)^2}{c(y)^2} + \frac{2i k_x U'(y)}{c(y)^2} \frac{T_{xx}(y)}{c(y)} - \frac{2U'(y)}{c(y)^2}, \\
c_{1,12} &= - \frac{2i k_x T_{xy}(y)}{k^2 c(y)} - \frac{2k^2}{k^2 c(y)^2}, \\
c_{0,12} &= \frac{2k_x T_{xx}(y)}{k^2 c(y)} + \frac{2k_x k_x T_{xy}(y) U'(y)}{k^2 c(y)^2} + \frac{2k_x U'(y)}{k^2 c(y)}.
\end{align*}
\]

2. Descriptor form with the stress eliminated

The state variables are velocity and pressure, \( \phi = [u \ v \ w]^T \) in (11a), and the boundary conditions are

\[ u(\pm1) = v(\pm1) = w(\pm1) = [Dv(\cdot)](\pm1) = 0. \]

The relations in (B1) can be used to eliminate stress from (7). In this representation the operator-valued matrix \( A \) is of size \( 4 \times 4 \) and its components are given by

\[
A_{ij} = \sum_{n=0}^{2} a_{n,ij}(y, \omega) D^n,
\]
where the non-zero coefficients $a_{n,ij}$ are given by

\[
\begin{align*}
a_{2,11} &= \frac{(1 - \beta)}{We \, c(y)} - \beta, \\
a_{1,11} &= \frac{(1 - \beta) \left(c'(y) - ik_x (3We \, c(y)T_{xy}(y) + 2U'(y))\right)}{We \, c(y)^2}, \\
a_{0,11} &= \frac{(1 - \beta) k_x T_{xy}(y) (2k_x U'(y) + ic'(y))}{c(y)^2} + \frac{(1 - \beta) \left(2k_x^2 + k_x We \left(2k_x T_{xx}(y) - iT_{xy}'(y)\right) + k_x^2\right)}{We \, c(y)} \\
&\quad + \beta k^2 + ik_x Re \, U(y) + i\omega \, Re, \\
a_{2,12} &= - \frac{(1 - \beta) \left(We \, c(y)T_{xy}(y) + 2U'(y)\right)}{We \, c(y)^2}, \\
a_{1,12} &= \frac{(1 - \beta) T_{xy}(y)c'(y)}{c(y)^2} + \frac{4(1 - \beta) c'(y)U'(y)}{We \, c(y)^3} - \frac{i(1 - \beta) k_x T_{xx}(y)}{c(y)} - \frac{4i(1 - \beta) k_x T_{xy}(y)U'(y)}{c(y)^2} \\
&\quad - \frac{4i(1 - \beta) k_x U'(y)^2}{We \, c(y)^3} - \frac{i(1 - \beta) k_x}{We \, c(y)} - \frac{2(1 - \beta) U''(y)}{We \, c(y)^2}, \\
a_{0,12} &= \frac{i(1 - \beta) k_x T_{xy}(y)c'(y)}{c(y)^2} + \frac{4i(1 - \beta) k_x T_{xy}(y)c'(y)U'(y)}{c(y)^3} + \frac{i(1 - \beta) k_x c'(y)}{We \, c(y)^2} - \frac{(1 - \beta) c'(y)T_{xy}'(y)}{c(y)^2} \\
&\quad + \frac{2(1 - \beta) k_x^2 T_{xx}(y)U'(y)}{c(y)^2} + \frac{4(1 - \beta) k_x^2 T_{xy}(y)U'(y)^2}{c(y)^3} + \frac{2(1 - \beta) k_x U'(y)}{We \, c(y)^2} \\
&\quad - \frac{2i(1 - \beta) k_x T_{xy}(y)U''(y)}{c(y)^2} - \frac{(1 - \beta) k_x^2 U'(y)}{Re \, c(y)^2} + Re \, U'(y), \\
a_{1,13} &= - \frac{i(1 - \beta) k_x \left(We \, c(y)T_{xy}(y) + U'(y)\right)}{We \, c(y)^2}, \\
a_{0,13} &= \frac{(1 - \beta) k_x k_z \left(We \, c(y)T_{xz}(y) + c(y) + We \, T_{xy}(y)U'(y)\right)}{We \, c(y)^2}, \\
a_{0,14} &= - \frac{ik_x}{We \, c(y)}, \\
a_{1,21} &= - \frac{i(1 - \beta) k_x}{We \, c(y)}, \\
a_{0,21} &= \frac{(1 - \beta) k_x^2 T_{xy}(y)}{c(y)}, \\
a_{2,22} &= - \frac{2(1 - \beta)}{We \, c(y)} - \beta, \\
a_{1,22} &= \frac{2(1 - \beta) c'(y)}{We \, c(y)^2} - \frac{3i(1 - \beta) k_x T_{xy}(y)}{c(y)} - \frac{2i(1 - \beta) k_x U'(y)}{We \, c(y)^2}, \\
a_{0,22} &= \frac{2i(1 - \beta) k_x T_{xy}(y)c'(y)}{c(y)^2} + \frac{(1 - \beta) k_x^2 T_{xx}(y)}{c(y)} + \frac{2(1 - \beta) k_x^2 T_{xy}(y)U'(y)}{c(y)^2} \\
&\quad + \frac{(1 - \beta) k_x^2}{We \, c(y)} - \frac{i(1 - \beta) k_x T_{xy}'(y)}{c(y)} + \frac{(1 - \beta) k_x^2}{We \, c(y)^2} + \beta k^2 + ik_x Re \, U(y) + i\omega \, Re, \\
a_{1,23} &= - \frac{i(1 - \beta) k_z}{We \, c(y)}, \\
a_{0,23} &= \frac{(1 - \beta) k_x k_z T_{xy}(y)}{c(y)},
\end{align*}
\]
\[ a_{1,24} = 1, \]
\[ a_{0,31} = \frac{(1 - \beta) k_x k_z}{We \, c(y)}, \]
\[ a_{1,32} = -\frac{i(1 - \beta) k_z}{We \, c(y)}, \]
\[ a_{0,32} = \frac{(1 - \beta) k_z (k_x U'(y) + ic'(y))}{We \, c(y)^2}, \]
\[ a_{2,33} = -\frac{(1 - \beta)}{We \, c(y)} - \beta, \]
\[ a_{1,33} = \frac{(1 - \beta) c'(y)}{We \, c(y)^2} - \frac{2i(1 - \beta) k_x T_{xy}(y)}{c(y)} - \frac{i(1 - \beta) k_x U'(y)}{We \, c(y)^2}, \]
\[ a_{0,33} = \frac{i(1 - \beta) k_x T_{xy}(y)c'(y)}{c(y)^2} + \frac{(1 - \beta) k_x^2 T_{xx}(y)}{c(y)} + \frac{(1 - \beta) k_x^2 T_{xy}(y)U'(y)}{c(y)^2} + \frac{(1 - \beta) k_x^2}{We \, c(y)} - \frac{i(1 - \beta) k_x T_{xy}'(y)}{c(y)} + \frac{2(1 - \beta) k_x^2}{We \, c(y)} + \beta k^2 + i k_x Re U(y) + i \omega Re, \]
\[ a_{0,34} = ik_z. \]

The expressions for \( B \) and \( C \) are given by

\[
B = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]

and for the stress output \( \tau_{xx} \), \( C \) is a \( 1 \times 3 \) block-matrix operator given by

\[
C_{ij} = \sum_{n=0}^{1} c_{n,ij}(y, \omega)D^n,
\]  

where the non-zero coefficients \( c_{n,ij} \) are given by

\[
c_{1,11} = \frac{2(We \, c(y)T_{xy}(y) + U'(y))}{We \, c(y)^2},
\]
\[
c_{0,11} = \frac{2ik_x (We \, c(y)T_{xx}(y) + c(y) + We \, T_{xy}(y)U'(y))}{We \, c(y)^2},
\]
\[
c_{1,12} = \frac{2U'(y)(We \, c(y)T_{xy}(y) + 2U'(y))}{We \, c(y)^3},
\]
\[
c_{0,12} = \frac{2ic(y)U'(y) (k_x We \, T_{xx}(y) + k_x + i We \, T_{xy}'(y)) - We \, c(y)^2 T_{xx}'(y) + 4ik_x We \, T_{xy}(y)U'(y)^2}{We \, c(y)^3}.
\]