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Abstract—Recommender systems suffer from confounding biases when there exist confounders affecting both item features and user feedback (e.g., like or not). Existing causal recommendation methods typically assume confounders are fully observed and measured, forgoing the possible existence of hidden confounders in real applications. For instance, product quality is a confounder since it affects both item prices and user ratings, but is hidden for the third-party e-commerce platform due to the difficulty of large-scale quality inspection; ignoring it could result in the bias effect of over-recommending high-price items. This work analyzes and addresses the problem from a causal perspective. The key lies in modeling the causal effect of item features on a user’s feedback. To mitigate hidden confounding effects, it is compulsory but challenging to isolate the causal effect without measuring the confounder. Towards this goal, we propose a Hidden Confounder Removal (HCR) framework that leverages front-door adjustment to decompose the causal effect into two partial effects, according to the mediators between item features and user feedback. The partial effects are independent from the hidden confounder and identifiable. During training, HCR performs multi-task learning to infer the partial effects from historical interactions. We instantiate HCR for two scenarios and conduct experiments on three real-world datasets. Empirical results show that the HCR framework provides more accurate recommendations, especially for less-active users. We will release the code once accepted.

Index Terms—Recommender system, causal inference, hidden confounder.

I. INTRODUCTION

DATA-DRIVEN models have become the default choice for building personalized recommendation services [1], [2]. These models typically focus on the correlation between item attributes and user feedback, suffering from the confounding bias [3], [4]. The source of such bias is the confounder that affects item attributes and user feedback simultaneously, leading to spurious correlations [5], [6]. For instance, the high quality of an item is the driving factor behind its high price, and it also tends to generate more positive ratings from users, resulting in a spurious correlation between high price and high rating. Fitting the data solely based on this correlation can lead to the over-recommendation of high-price items. Worse still, the confounding effect will hurt the fairness across item producers and make the model vulnerable to be attacked, e.g., some producers may intentionally increase the price for more exposure opportunities. It is thus essential to mitigate the confounding effect in recommendation.

Causal recommendation has been studied to eliminate the confounding effect, which takes the causal effect of item attributes on user feedback as the recommendation criterion. To achieve this goal, some efforts leverage the propensity score to adjust the data distribution to be unbiased during training, aiming to obtain an unbiased model [7], [8], [9], [10], [11], [12]. Meanwhile, others employ the do-calculus to adjust the model predictions on different values of the confounder for estimating causal effects [5], [13], [14]. These methods could effectively cut down the backdoor paths that lead to confounding effects, simulating unconfoundedness to achieve debiasing. Unfortunately, these methods cannot handle hidden confounders, since they require knowledge of the confounder’s distribution to estimate the propensity score or adjust model predictions.

It is indispensable to mitigate hidden confounding effects in recommendation since many confounders are hard to measure due to technical difficulties, privacy restrictions, etc. [15]. For example, product quality is a such confounder in product recommendation. Most e-commerce platforms cannot monitor the productive process of items and also cannot afford the overhead to launch large-scale inspections. News events are hidden confounders in video recommendation.¹ For example, COVID-19 brings videos with face masks and attracts more user attention on epidemic-relevant videos. The spurious correlation would result in the bias of over-recommending the videos with face masks. In food recommendation, hidden confounders can cause severe effects: some restaurants may use banned food additives (e.g., poppy capsule) to please users for high ratings, but will not disclose it due to illegality; such spurious correlation may mislead the model to recommend unhealthy food. To mitigate such biases, it is critical to consider the hidden confounder in recommendation modeling.

¹Current video recommendation systems typically neglect news events [16], which are costly to be considered.
Noticing the distinct properties of hidden confounder in different scenarios, we pursue a general solution for handling the hidden confounder in recommender systems. To understand its impact, we abstract the generation process of the like feedback as a general causal graph in Fig. I(a). The hidden confounder \( V \) affects item features \( I \) and the happening of like \( L \) through \( V \rightarrow I \) and \( V \rightarrow L \), respectively. Item features \( I \) affect \( L \) through some mediators \( M \) such as the interaction of user-item features and mediation feedback (e.g., clicks). To simplify, this work narrows its focus to scenarios where the confounder \( V \) either has no influence or exerts negligible effects on the mediator \( M \), i.e., there is no direct edge from \( V \) to \( M \). Under this assumption, effectively mitigating hidden confounding effects between \( I \) and \( L \) relies on blocking the backdoor path \( (I \leftarrow V \rightarrow L) \) to estimate the causal effect of \( I \) on \( L \), i.e., \( P(L|U, do(I)) \) [5], [13]. This is non-trivial since \( V \) is unobserved, restricting us from adopting any operation requiring the value (or distribution) of the confounder \( V \).

In this work, we propose a general Hidden Confounder Removal (HCR) framework to estimate the causal effect \( P(L|U, do(I)) \) by performing front-door adjustment [6] with the assumption of no edge \( V \rightarrow M \). The core idea is to decompose the causal effect into two partial effects through the mediator \( M \): 1) the effect of \( M \) on \( L \), i.e., \( P(L|U, do(M)) \); and 2) the effect of \( I \) on \( M \), i.e., \( P(M|U, do(I)) \). According to causal theory, both partial effects are identifiable and can be derived from plain conditional probabilities \( P(M|U, I) \) and \( P(L|I, M) \).

In this light, we design HCR as a multi-task learning framework that simultaneously learns the two distributions from historical interactions. After training, we infer the partial effects and chain them up to obtain \( P(L|U, do(I)) \), which is used for making recommendations. We select two recommendation scenarios, e-commerce products and micro-videos, and instantiate HCR over MMGCN [17], a representative multimodal recommendation model. We conduct extensive experiments on three real-world datasets, validating the effectiveness of HCR, especially for less-active users.

Main contributions of this work are summarized as follows:

- We study a important but rarely discussed problem of hidden confounder in recommender systems and analyze it from a causal perspective.
- We propose a new causal recommendation framework, Hidden Confounder Removal, which mitigates the hidden confounding effect with front-door adjustment.
- We evaluate HCR in two practical scenarios and conduct extensive experiments on three real-world datasets, verifying the effectiveness of our proposal.

II. Task Formulation

We first give a brief introduction of notations used in this paper. We use upper characters (e.g., \( I \)), lowercase characters (e.g., \( i \)), and calligraphic font (e.g., \( \mathcal{D} \)) to denote random variables, values of a random variable, and the sample space of variables, respectively. Taking \( I \) as an example, we denote the probability distribution of a variable as \( P(I) \) where the probability of observing \( I = i \) from the distribution is denoted as \( P(i) \) or \( P(I = i) \).

From the probabilistic perspective, the target of recommendation is to estimate \( P(L = 1|u, i) \), which denotes the like probability between a user-item pair \((u,i)\) [18]. Conventional data-driven methods parameterize the target distribution as a recommender model \( f_\Theta(u, i) \) where \( \Theta \) denotes model parameters. These methods learn model parameters from a set of historical interactions \( D = \{(u, i, l_{u,i})| u \in \mathcal{U}, i \in \mathcal{I}\} \). \( l_{u,i} \in \{0, 1\} \) indicates the happening of like between the user \( u \) and item \( i \), \( \mathcal{U} \) and \( \mathcal{I} \) denote the user set and item set, respectively. After training, the model infers the interaction probability for each user-item pair and constructs personalized ranking accordingly.

Causal Recommendation: To mitigate confounding biases, causal recommendation casts the recommendation problem as estimating \( P(L = 1|u, do(i)) \), which indicates the causal effect of item features \( I \) on \( L \) [5]. Note that \( P(L = 1|u, do(i)) \) is a probability from the distribution \( P(L|U, do(I)) \). In the rest of this paper, we interchangeably use \( P(L = 1|u, do(i)) \) and \( P(l|u, do(i)) \). The existing work on causal recommendation estimates the causal effect \( P(l|u, do(i)) \) under a setting of observing all confounders between \( I \) and \( L \), i.e., ignoring all hidden confounders. Noticing that hidden confounders are common in practice, we formulate the task as estimating the causal effect when hidden confounder exists.

III. Approach

In this section, we first introduce the causal graph describing the recommendation process with hidden confounders and analyze their impact. We then present the HCR framework that aims to mitigate the hidden confounding effects, followed by an instantiation of the HCR framework.

A. Causal Graph of Recommendation Process

By definition, causal graph [6] is a directed acyclic graph, in which a node denotes a random variable and an edge denotes a causal relation between two nodes. A causal graph describes the abstract process of data generation and can guide the modeling
of causal effects [5], [14], Fig. 1(a) shows the generation process of the like feedback with hidden confounders. We explain the semantics of nodes and edges in the graph as follows:

- Nodes \( U \) and \( I \) denote the user and item, specifically, the corresponding user and item features.
- Node \( L \) denotes the label of the like feedback. The like feedback conceptually denotes post-click user behaviors such as favorite, purchase, etc.
- Node \( V \) denotes hidden confounders which affect both item features and the happening of like.
- Node \( M \) denotes a set of variables that act as mediators between \( \{ U, I \} \) and \( L \). For example, click feedback is such a mediator, which is affected by the user and item features and is a prior behavior of the post-click feedback \( L \), i.e., the happening of like depends on the happening of click.
- Edges \( I \leftarrow V \rightarrow L \) denote that \( V \) affects both item features and the happening of like.
- Edges \( \{ U, I \} \rightarrow M \rightarrow L \) denote that \( U \) and \( I \) usually affect like through a set of mediators, e.g., the matching of user and item features. In other words, \( U \) and \( I \) do not result in like solely. Moreover, users often demonstrate multiple cascading feedback [19], e.g., click \( \rightarrow \) add-to-cart \( \rightarrow \) purchase (like) in e-commerce scenarios and click \( \rightarrow \) finish \( \rightarrow \) thumbs-up (like) on micro-video platforms. Therefore, prior feedback is also a mediator between item features \( \{ U, I \} \) and like feedback \( L \).

**Confounding Effect:** Note that the hidden confounder \( V \) opens the backdoor path \( I \leftarrow V \rightarrow L \), bringing spurious correlations between the item feature \( I \) and like \( L \).

- As to conventional recommender models that are trained on the historical interactions, i.e., observational data, they would inherit these spurious correlations, resulting in biased estimation of user preferences.
- While there exist causal models to estimate the causal effect \( P(l|u, do(i)) \), they can only consider observed confounders, i.e., neglecting the hidden confounder \( V \). Consequently, the backdoor path through \( V \) still brings the confounding effect to their estimation of \( P(l|u, do(i)) \). These methods thus also face bias issues.

**B. Hidden Confounder Removal Framework**

We now consider how to mitigate the hidden confounding effect through the backdoor path \( I \leftarrow V \rightarrow L \) without measuring the confounders \( V \).

1) Causal Effect Recognition: The progress of causal inference provides us a tool to handle our case with mediator between \( I \) and \( L \). The key is front-door adjustment, which constructs the causal effect \( P(l|u, do(i)) \) from the underlying effects w.r.t. the mediator. The is because any change on item features \( I \) can only affect the like feedback \( L \) when it has changed the value of the mediator, e.g., the matching between user and item features. Note that \( P(l|u, do(i)) \) means controlling input item features \( I = i \) with the do-calculus [6], which is shown in Fig. 1(b).

Accordingly, we can draw the joint distribution of \( L, V \), and \( M \) as,

\[
P(l, v, m|u, do(i)) = P(m|u, do(i))P(v)P(l|m, v, u). \tag{1}
\]

Equation (1) holds due to the conditional independence of variables given their parent nodes. Summing the probabilities in (1) over \( v \) and \( m \) yields the target causal effect:

\[
P(l|u, do(i)) \equiv \sum_{v} P(m|u, do(i)) \sum_{v} P(v)P(l|m, v, u)
\]

\[
\equiv \sum_{v} P(m|u, do(i))P(l|u, do(m)). \tag{2}
\]

Equation (2) (b) holds due to the back-door adjustment [6]. In (2), \( P(l|u, do(m)) \) denotes the causal effect of \( M \) on \( L \) and \( P(m|u, do(i)) \) denotes the causal effect of \( I \) on \( M \). In particular, \( P(l|u, do(m)) \) is the probability of like happening when forcibly setting the value of mediator as \( m \). \( P(m|u, do(i)) \) represents how likely the mediator will be set as \( m \) when we choose the item feature \( i \).

According to the causal graph in Fig. 1, we can find that both \( P(l|u, do(m)) \) and \( P(m|u, do(i)) \) are identifiable.

- As to \( P(l|u, do(m)) \), we can block the backdoor path \( M \leftarrow I \leftarrow V \rightarrow L \) without measuring \( V \). This is because controlling \( V \) is equal to controlling \( I \) [6]. As such, we can achieve \( P(l|u, do(m)) \) by conducting a back-door adjustment over the observable item feature \( I \), which is similar to the existing causal recommendation methods on observable confounders [5], [20].
- As to \( P(m|u, do(i)) \), the backdoor path \( I \leftarrow V \rightarrow L \) is \( d \)-separated by the collider \( L \) [6]. Therefore, \( P(m|u, do(i)) = P(m|u, i) \) where \( m \), \( u \), and \( i \) are all observable values.

We then further derive the second term \( P(l|u, do(m)) \), i.e.,

\[
\sum_{v} P(v)P(l|m, v, u) \tag{3}
\]

The derivation is explained step by step as follows:

- (a) holds since \( P(v) = \sum_{v} P(v|i)P(i) \).
- (b) is based on \( P(l|m, v, u) = P(l|m, v, u, i) \) since \( I \) is independent with \( L \) given \( V, M \) according to the causal graph.
- (c) is based on \( P(v|i) = P(v|i, m) \), since \( M \) is independent with \( V \) given \( I \) according to the causal graph.
- (d) holds due to the properties of marginal distribution. Note that \( P(l|i, m) = P(l|i, m) \) holds since \( l \) and \( u \) are conditionally independent given \( i \) and \( m \). By replacing
\[ P(l|u, do(m)) = \sum_i P(l|i, m)P(i) \] with \( P(m|i, m)P(i) \) and \( P(i|u, do(m)) \) with \( P(m|i, u) \), we obtain the causal effect free from the hidden confounder \( V \), which is:

\[ P(l|u, do(i)) = \sum_m P(m|u, i) \sum_{i'} P(l|i', m)P(i'). \quad (4) \]

Up to this point, we have freed the causal effect \( P(l|u, do(i)) \) from the hidden confounder \( V \). We then consider estimating the causal effect from historical data \( D \). According to (4), to obtain \( P(l|u, do(i)) \), we need to: 1) in the training stage, estimate the conditional mediator probability \( P(m|u, i) \) and the conditional like probability \( P(l|i, m) \) through historical data \( D \); 2) in the inference stage, avoid iterating over all values of \( I \) and \( M \) since it is computationally costly. We need to get rid of the sum over \( i' \) and \( m \) in (4).

### 2) Estimation in Training Stage:

We estimate the two conditional probabilities \( P(m|u, i) \) and \( P(l|i, m) \) in the following steps:

**Step 1. Modeling the conditional mediator probability \( P(m|u, i) \):** We parameterize the distribution of the conditional mediator probability as \( f_m(u, i) \), where \( f(\cdot) \) can be arbitrary backbone models (e.g., MMGCN) that take \( u \) and \( i \) as inputs, and \( f_m \) denotes the predicted probability of \( M = m \).

**Step 2. Modeling the conditional like probability \( P(l|i, m) \):** Considering \( m \) is affected by \( u \) and \( P(l|i, u, m) = P(l|i, m) \), we parameterize the distribution \( P(l|i, m) \) with the variables \( u, i, \) and \( m \), employing the following decomposition:

\[ h(u, i, m) = h^1(u, m) * h^2(u, i), \quad (5) \]

where \( h^1(\cdot) \) and \( h^2(\cdot) \) can be any backbone models for recommendation. Similar to [5], [20], our main consideration for the decomposition is that the correlation \( P(l|i, m) \) comes from two different sources: (1) \( M \) is correlated with \( L \) due to the casual path \( M \to L \) given \( I \); (2) \( I \) is correlated with \( L \) due to the backdoor path \( I \leftarrow V \to L \) given \( M \).

**Step 3. Estimating \( P(m|u, i) \) and \( P(l|i, u, m) \):** As the backbone models have different target values, we adopt multi-task learning to learn them simultaneously. Formally,

\[ \min_{f_m, h} \sum_{(u, i, m) \in D} R_M(f_m(u, i, m), \beta \sum_{(u, i, m, l) \in D} R_L(h(u, i, m), l)), \quad (6) \]

where \( R_M(\cdot) \) and \( R_L(\cdot) \) denote the recommendation losses of the two tasks, respectively, such as the cross-entropy loss, and \( \beta \) is a hyper-parameter to balance the two tasks. Note that we let the backbone models share the embedding layer to facilitate knowledge transferring across tasks [21]. Fig. 2 shows our model architecture under the multi-task learning framework. Note that we merge \( h^1(u, m) \) and \( h^2(u, i) \) in the figure for briefness.

### 3) Inference:

To construct the recommendation list for each user, we need to calculate the causal effect \( P(l|u, do(i)) \) for each user-item pair. It is computationally costly to directly calculate the causal effect according to (4) as traversing all combinations of \( M \) and \( I \) requires \( |M| * |I| \) times of model inference, where \( |\cdot| \) denotes the size of the sample space. Owing to our design of decomposing \( h(u, i, m) \), we can get rid of the sum operation

\[ P(l|u, do(i)) = \sum_c P(c, z|u, i) \sum_{i'} P(l|i', c, z) P(i') \cdot \quad (8) \]

Since the like feedback are conditioned on clicks, we have \( P(l = 1|i', c = 0, z) = 0 \). Besides, the integrated feature of

\[ \text{Fig. 2. Model architecture for HCR. The training stage and inference stage use blue arrows and red arrows, respectively.} \]
user-item pair, i.e., \( z \), is determined given the input features of \( u \) and \( i \). Hence, we have \( P(c, z \neq z(u, i)|u, i) = 0 \) (or \( P(z \neq z(u, i)|u, i) = 0 \)) [13], where \( z(\cdot) \) represents the feature integration function in recommender systems. Similar to [13], we implement \( f_m(u, i) \) as:

\[
f_m(u, i) = \begin{cases} f(u, i, z(u, i)), & \text{if } z = z(u, i) \\ 0, & \text{else} \end{cases}
\]

where \( f(\cdot) \) estimates \( P(c = 1|u, i, z) \). It corresponds to the click prediction task. \( h(u, i, m) \) is instantiated by:

\[
h(u, i, m) = \begin{cases} h^1(u, z(u, i))h^2(u, i), & \text{if } c = 1 \\ 0, & \text{else} \end{cases}
\]

\( h^1(u, z(u, i)), h^2(u, i), \) and \( \hat{f}(u, i, z(u, i)) \) are backbone recommender models, which should match the property of input features. For instance, we select MMGCN when features are in multiple modalities. As \( C \) and \( L \) represents two different user feedback, the objective in (6) for training these backbone models is similar to multi-behavior recommendation [19] where the hyper-parameter \( \beta \) adjusts weights of different feedback. For inference, substituting the designed models into (7) gives that:

\[
P(l|u, do(i)) = S_{\theta} \cdot \hat{f}(u, i, z(u, i))h^1(u, z(u, i)) \\
\propto \hat{f}(u, i, z(u, i))h^1(u, z(u, i)).
\]

To summarize, Algorithm 1 shows the whole training and inference procedure of HCR under this case.

### D. Discussion

In this part, we will discuss HCR’s assumptions on hidden mediators and its general applicability considering measured confounders. Furthermore, we will investigate potential violations of the assumptions underlying HCR, with the aim of elucidating the limitations associated with its application.

**Hidden Mediators:** Hidden mediators between \( I \) and \( L \) conflict with the front-door criterion, i.e., HCR is under a no hidden mediator assumption. Generally, there could be two kinds of mediators between \( I \) and \( L \): 1) \( M \) that is affected by user features; and 2) \( M' \) that is independent to user features, as shown in Fig. 4(a) and (b). As to \( M \), HCR accounts for both the integrated features and prior behavior of like, which should be sufficient to avoid hidden confounders. As to \( M' \), there could be two cases: 1) \( M' \) that is not directly affected by \( V \), as shown in Fig. 4(a); and 2) \( M' \) that is directly affected by \( V \) (i.e., edge \( V \rightarrow M' \) in the causal graph), as shown in Fig. 4(b). We acknowledge that HCR may not be able to handle this case due to its violation of frontdoor adjustment. However, we believe such case may be considered to be ignorable as practical recommender systems primarily focus on providing personalized services, while \( M' \) affects \( L \) regardless of user features.

**Measured confounders:** Confounders between item attributes and like feedback could be divided into two categories: hidden confounders and measured confounders, as shown in Fig. 4(c). The existence of measured confounders (i.e., \( V' \) ) does not conflict with the proposed HCR framework because the causal effect...
of $I$ on $L$ is still determined through the mediator $M$.\footnote{I still affects $L$ only through the path $I \rightarrow M \rightarrow L$.} Therefore, HCR is able to handle both categories of confounders. HCR is not applicable in situations where confounders are measured but no mediator is present. In such cases, conventional methods designed for observed confounders [5], [20] can be utilized.

Effects of Hidden Confounders on Mediators: There are two cases that hidden confounders directly affect mediators: 1) the hidden confounder directly affects the mediator that is independent to user features, as shown in Fig. 4(b). As aforementioned, we believe that this case is ignorable since practical recommender systems mainly focus on providing personalized services; 2) the hidden confounder directly affects the mediator that is affected by user features, as shown in Fig. 4(d). In practical scenarios, confounders between $I$ and $L$ are likely to affect $M$ to some extent. Therefore, there is an unblocked backdoor path $I \rightarrow M \leftarrow V \rightarrow L$, violating the front-door criterion. HCR cannot be directly applied as it operates under the assumption that there is no direct edge from $V$ to $M$. In scenarios where the hidden confounding effect between $I$ and $L$ is predominant, while the effect of $V$ on $M$ is comparatively weaker, HCR has the potential to mitigate a portion of the confounding effects. However, the application of HCR is in scenarios where hidden confounders have non-negligible effects on $M$. In our future work, we plan to explore methods that involve more sophisticated techniques, such as instrumental variable analysis, to address this limitation.

IV. EXPERIMENTS

We conduct experiments to answer three main research questions:

- \textit{RQ1:} Does removing hidden confounding effects with HCR benefit the recommendation performance? How is the performance of HCR compared with existing state-of-the-art methods?

- \textit{RQ2:} How do the causal effect identification and components of HCR influence the effectiveness of HCR?

- \textit{RQ3:} Where do the improvements of HCR come from, and can HCR obtain unbiased user preference estimations and achieve stable improvements?

A. Experimental Settings

1) Datasets: We conduct experiments on three publicly available real-world datasets: Tiktok, Kwai, and Taobao. All datasets have multi-behaviors, one of which is the mediator – the click feedback. The statistics of datasets are in Table I.

2) Baselines: To evaluate the validity of our proposal, we compare HCR with various recommender methods, which could be categorized into two groups: normal methods (CT and ESMM) and de-biasing methods (CR, DCF, Multi-IPW and Multi-DR). These baselines are described as follows.

- \textit{CT} [17]: This method is conducted in clean training (CT) setting, where only like feedback are used to train backbone models through a recommendation loss. It is a single-task method without considering bias issues.

- \textit{ESMM} [22]: ESMM uses supervised Click-Through Rate (CTR) and Click-Through & Conversion Rate (CTCVR) prediction tasks to implicitly train the Conversion Rate (CVR) model in a multi-task learning manner. Thus, ESMM is trained in the entire exposure space and tries to remedy selection bias and data sparsity issues in CVR estimation. ESMM is included for comparison since it also employs multi-task learning. The original implementation of ESMM adopts multi-layer perception as the backbone. For a fair comparison, we replace MLP in ESMM with MMGCN to make better use of multimodal features.

- \textit{CR} [20]: CR is a counterfactual inference-based method that addresses the clickbait issue. CR aims to capture unbiased user preferences without using like feedback.

- \textit{Tiktok}[^7]: This is a multimodal video micro-video dataset released in the ICME Challenge 2019. It records several user feedback on videos, including click, finish and thumbs-up. We view both the \textit{finish} and \textit{thumbs-up} as the like feedback, i.e., $L$ in Fig. 3. Tiktok dataset contains textual, visual and audio features for items. According to [20], the video captions, i.e., textual features in the dataset are exposure features, which have direct effect on the clicks.

- \textit{Kwai}[^8]: This is also a micro-video dataset released in the Kuaishou User Interest Modeling Challenge. This dataset includes three types of user feedback: click, finish, and thumbs-up. Similarly, we treat \textit{finish} and \textit{thumbs-up} as the like feedback. Besides the interaction data, the visual features of video covers were extracted by the organizer and can be viewed as exposure features.

- \textit{Taobao}[^9]: This is an e-commercial dataset including users’ click and purchase records. Besides interactions, the seller and category features are also provided. For this dataset, the \textit{purchase} will be treated as the like feedback.

We sort click feedback chronologically. The earlier 70% clicks are used for training. For each user, liked items not included in the training set are equally divided into validation and test set, keeping chronological order. The main consideration is that the hidden confounding effects may drift over time (e.g., news events). Thus, achieving better performance on validation and test sets indicates the better capacities of recommender models to get rid of the confounding effects (in training set) and provide more accurate recommendation results. We take the like feedback to evaluate performance of all models.

2) Baselines: To evaluate the validity of our proposal, we compare HCR with various recommender methods, which could be categorized into two groups: normal methods (CT and ESMM) and de-biasing methods (CR, DCF, Multi-IPW and Multi-DR). These baselines are described as follows.

- \textit{CT} [17]: This method is conducted in clean training (CT) setting, where only like feedback are used to train backbone models through a recommendation loss. It is a single-task method without considering bias issues.

- \textit{ESMM} [22]: ESMM uses supervised Click-Through Rate (CTR) and Click-Through & Conversion Rate (CTCVR) prediction tasks to implicitly train the Conversion Rate (CVR) model in a multi-task learning manner. Thus, ESMM is trained in the entire exposure space and tries to remedy selection bias and data sparsity issues in CVR estimation. ESMM is included for comparison since it also employs multi-task learning. The original implementation of ESMM adopts multi-layer perception as the backbone. For a fair comparison, we replace MLP in ESMM with MMGCN to make better use of multimodal features.

- \textit{CR} [20]: CR is a counterfactual inference-based method that addresses the clickbait issue. CR aims to capture unbiased user preferences without using like feedback.
To achieve this goal, CR requires identifying exposure features, which directly affect users’ clicks. Since the Taobao dataset does not contain exposure features, we only evaluate CR on Tiktok and Kwai datasets. We use code released by the authors to re-implement experiments, where CR is also implemented based on MMGCN. The hyper-parameter $\alpha$ to control the influence of exposure feature during training is tuned in range of $\{1, 2, 3, 5\}$.

- **Multi-IPW [8]:** It is a de-biasing method which applies the Inverse Propensity Weighting method under a multi-task learning framework. It tries to solve the selection bias issue for post-click conversion rate (CVR) estimation. For this goal, it introduces an auxiliary CTR task to remedy the data sparsity issue. Meanwhile, predictions of the CTR model are treated as propensities for the CVR task. We implement its CTR and CVR backbone models with MMGCN to exploit multimodal features.

- **Multi-DR [8]:** This is a Doubly Robust-based method under a multi-task (CVR and CTR) learning framework. Multi-DR makes use of the IPW like Multi-IPW and adopts an imputation model to predict estimation errors for better de-biasing. Similarly, we implement its CTR, CVR and imputation model with MMGCN.

- **DCF [23]:** This is a method that takes hidden confounders into account. Assuming item exposures are highly related to hidden confounders, it learns an exposure model by fitting exposures. The exposure model provides substitutes for unobserved confounders and then DCF leverages the substitutes to remove the impact of hidden confounders in rating data. Since no exposure data is provided in all three datasets, we use the click and like feedback to substitute exposures and ratings, respectively. Similarly, we implement DCF based on MMGCN for a fair comparison.

The baselines can also be categorized into two groups: methods with multi-task learning framework, including ESMM, Multi-IPW and Multi-DR and methods without multi-task learning framework, including CT, CR and DCF.

3) **Evaluation Protocols:** During evaluation, recommender models serve each user and generate a recommendation list by ranking items that do not appear in the training dataset, i.e., the all-ranking protocol. Since the like feedback has better ability to indicate actual user preferences, we only treat the like feedback on validation and test sets as positive samples. To measure the top-K recommendation performance, we take two widely-used evaluation metrics: Recall@K (abbreviated as R@K), which considers whether the relevant items are retrieved within top-K positions, and NDCG@K (abbreviated as R@K) that measures relative orders among positive and negative items in the top-K recommendation list. Due to the large number of items and sparsity of the like feedback in real-world datasets, we report the results of K = 50 and K = 100.

4) **Hyper-Parameters Settings:** We optimize all models with the Adam [24] optimizer and use default mini-batch size of 1024. For Tiktok and Kwai, we search learning rate in the range of $\{1e-4, 5e-4, 1e-3\}$. For Taobao, we search learning rate in the range of $\{1e-5, 1e-4, 5e-4, 1e-3\}$. For all methods, $L_2$ regularization coefficient is searched in the range of $\{1e-4, 1e-3, 1e-2\}$, and the settings of the backbone MMGCN follow previous work CR [20], including latent dimension, concatenation strategy, the number of GCN layer, etc. For HCR, the weight $\beta$ in the multi-task loss function (i.e., (6)) is tuned in the range of $\{1, 2, 3, 5\}$. Moreover, for model selections, early stopping is adopted. Training will stop if NDCG@50 in the validation set does not increase for 10 successive epochs.

### B. Performance Comparison (RQ1)

In this section, we study the recommendation performance of HCR framework. We compare HCR with a variety of approaches including the biased conventional methods and de-biasing methods. The comparison result is summarized in Table II, where we have the following observations:

- In most cases, the proposed HCR achieves distinct improvements over all baselines, showing its capacity of obtaining more accurate user preference estimations. The improvement can be attributed to the deconfounded training and inference, which remove hidden confounding effects. In addition, HCR consistently outperforms all methods that do not model hidden confounders, i.e., all baselines except DCF. These findings reflect the rationality of our causal analysis of hidden confounders and validate the necessity to deal with hidden confounder issues.

- HCR consistently outperforms ESMM, while both these two methods adopt the multi-task learning framework. This result implies that improvements of HCR over baselines should be attributed to removing the hidden confounding effects rather than the multi-task learning.

- CR outperforms CT on Tiktok and Kwai. It is confusing that the model trained with direct access to the like (CT) cannot beat a model using only clicks (CR) during evaluation on the like data. However, this phenomenon is also found in the CR paper [20]. Two main reasons exist: 1) highly sparse like data; 2) CT captures correlations between like and item features without eliminating spurious correlations brought by confounders, leading to biased estimations. CR employs counterfactual inference to eliminate biases in clicks, resulting in improved user preference estimations. Meanwhile, HCR outperforms CR w.r.t. R@50 by 16.75% and 4.88% on Tiktok and Kwai, respectively. These results again show that it is essential to address hidden confounders.

- Multi-IPW and Multi-DR are de-biasing recommendation methods, and they outperform CT on Tiktok dataset. However, they cannot maintain improvements across all datasets. This phenomenon may be due to the high variance of IPW-based methods [4]. Another reason is that in order to achieve the desired unbiased estimations, these two methods assume the non-existence of hidden confounders, which is usually impossible in practice [23].

- DCF performs well in certain scenarios by controlling hidden confounding effects using substitute variables. However, DCF falls short compared to other baselines in several cases, and it is outperformed by the proposed HCR (except for Recall@50 on Tiktok). Substitute confounder
estimations may not effectively handle arbitrary hidden confounders, particularly when confounders have weak correlations with exposures. In contrast, HCR directly identifies the causal impact of item features on user preferences, without explicitly measuring or estimating them.

### C. Ablation Study (RQ2)

To shed light on performance improvements, we further study four variants of HCR, named HCR-T, HCR-S1, HCR-S2, and HCR-NS, respectively. The former three variants differ from the original HCR during inference, with components of models disabled or replaced. The HCR-NS model disables the shared embedding layer between the two probability estimation models in the training stage. During inference, HCR-NS adopts the same scoring function as the original model.

#### HCR-T:
Recall that we decompose $h_m(u,i,m)$ as the product of $h^1(u,z)$ and $h^2(u,i)$ as described in (5). This decoupling design enables rid of the sum over $i'$ through removing $h^2(u,i')$ in the inference stage. For the variant HCR-T, we adapt the inference formula to,

$$P_{HCR-T} = \hat{f}(u,i,z(u,i))\hat{h}^1(u,z(u,i))h^2(u,i).$$ (12)

In fact, it solely relies on correlations to represent the effect of $M$ on $L$, disabling intervention during inference.

#### HCR-S1:
Denotes the model in which we disable $\hat{h}^1(u,z(u,i))$ in the inference stage, formulated as,

$$P_{HCR-S1} = \hat{f}(u,i,z(u,i)).$$ (13)

#### HCR-S2:
Denotes the model in which we disable $\hat{f}(u,i,z(u,i))$ during inference, formulated as,

$$P_{HCR-S2} = \hat{h}^1(u,z(u,i)).$$ (14)

#### HCR-NS:
Represents that we disable the shared embedding layer between the two probability estimation models in the training stage. During inference, HCR-NS adopts the same scoring function as the original model.

The recommendation performance of HCR and its four variants on the three datasets are summarized in Table III. We can obtain the following findings from the results:

- HCR consistently outperforms HCR-S1 and HCR-S2, indicating that using a single estimation model in the HCR framework as ranking scores harms recommendation results. Especially, $\hat{h}^1(u,z(u,i))$ (adopted by HCR-S2) can be viewed as the partial effect of $M$ on $L$ while forgoing the effect of $I$ on $M$. The absence of complete causal effects explains performance drops of HCR-S1 and HCR-S2. These results confirm the effectiveness of the multi-task framework and causal recognition.

- During inference, HCR-T directly combines trained estimation functions fitted in the observed data to perform recommendations. Thus the ranking scores of HCR-T cannot reflect the causal effects, but only correlations, resulting in worse performance compared to HCR. Therefore, the superior performance of HCR over HCR-T reflects rationalities of causal effect identification and the capacities of HCR to mitigate hidden confounding effects.

- HCR achieves consistent gains over HCR-NS in all cases. Meanwhile, ESMM that also adopts embedding sharing without causal interventions is outperformed by HCR (cf. Table II). These results imply the necessity of combining embedding sharing and causal effect identification. We attribute the performance drop of HCR-NS to its failure to facilitate knowledge transfer across tasks. Thus, the accurate causal effect $P(l|u,do(i))$ cannot be achieved due to the insufficient estimations of the required correlations.

### D. In-Depth Analyses (RQ3)

In this subsection, we conduct comparisons between HCR and CT as examples to further investigate: 1) where the main
performance improvements come from; 2) whether the improvements are stable along time; and 3) whether HCR recommends high-quality items.

1) Improvements in Active and Less-Active User Groups: In this part, we examine if HCR provides greater enhancements for active or less-active user groups. For Tiktok and Kwai datasets, the top 40% users based on click count are considered active, while the rest are considered less-active. Due to higher sparsity of Taobao dataset, we select top 20% users as the active users.

We compare 1) the absolute performance w.r.t. Recall@100 of HCR and CT; 2) the relative improvements of HCR over CT. The experimental results are summarized in Fig. 5.

According to Fig. 5, 1) both HCR and CT achieve better performance in less-active user groups. We propose that active users usually have diverse preferences, and their interests drift with time with higher probabilities. Recall that datasets are chronologically split. The inherent user interests in training and test sets are different, leading to the performance drop. In contrast, less-active users have stable interests. 2) HCR can outperform CT on both active and less active user groups in most cases (5 of 6), which verifies the superiority of HCR. 3) HCR achieves greater relative improvements in less-active user group.

As aforementioned, active users have more unstable interests. Even though HCR obtains relatively more precise estimations of users’ interests during training, it cannot achieve greater improvements on the test set since users’ interests have drifted. While the less active users have more stable interest, thus the unbiased estimation of HCR (regarding hidden confounders) could show greater superiority over the biased estimation of CT. Meanwhile, improving the experience of less-active users is meaningful, since a large percentage of users belong to the less-active group due to the long-tail phenomenon.

2) Improvement Along Time: As aforementioned, the value of hidden confounders may change along time, e.g., different types of social event occur on different dates, which means its impact drifts over time. Therefore, we evaluate the performance of HCR over time compared to CT. For each user, we evenly divide the corresponding liked items in validation and test sets into four subsets chronologically, denoted as subset 1, 2, 3, and 4 respectively. We conduct two experiments: 1) compare relative improvements of HCR over CT in four subsets; 2) evaluate average performance drop of HCR and CT in subsets 2, 3, and 4, compared to subset 1.

The results are summarized in Fig. 6(a). As aforementioned, the value of hidden confounders may change along time, thus the unbiased estimation of HCR (regarding hidden confounders) could show greater superiority over the biased estimation of CT. Meanwhile, improving the experience of less-active users is meaningful, since a large percentage of users belong to the less-active group due to the long-tail phenomenon.

average performance drop of HCR and CT in subsets 2, 3, and 4, compared to subset 1. The results are summarized in Fig. 6. Fig. 6(a) shows that in all subsets, HCR achieves consistent gains over CT. Fig. 6(b) shows that HCR maintains a relatively small performance drop compared to CT. These findings can be attributed to the mitigation of dynamic hidden confounding effects, resulting in more accurate estimations of user preferences. However, even though HCR consistently outperforms CT, its performance still declines over time. We attribute this fact to the drift of user interest. Recommender models always tend to perform worse on subsets later in time. In the future, we may need to design models that remove the impact of hidden confounders dynamically to capture real-time unbiased user preferences.

3) Recommendation Results w.r.t. Like/Click Ratio: Whether the proposed HCR can achieve consistent and unbiased user preference estimations is our concern. Thus in this part, we sort items according to like/click ratio and divide them into two subsets with a 1:2 ratio of size. Items with higher like/click ratios are more likely to satisfy users’ interest, while over-recommending items with low like/click ratios is likely to hurt user experience. We use normalized recall to evaluate recommender models, defined as the recall metric normalized by proportions of target item group in recommendation list. The performance of HCR and CR in the two groups are shown in Fig. 7. HCR achieves consistent gains over CT in item groups with higher like/click ratios, showing that HCR can provide more recommendations with high quality items due to the removal of hidden confounders.

4) Effects of Confounding Strength: To further investigate source of performance gains of HCR and effects of confounding strength, we generate semi-simulated datasets from Taobao and Tiktok.
evaluate HCR and the strongest baseline CT. The semi-simulated datasets are generated by selectively masking a ratio of like feedback according to the item feature. The masking can be viewed as introducing hidden confounders that affect item features and like feedback into the training datasets. The larger ratio means stronger hidden confounding effects. We keep validation and test sets consistent with the original experiments. The results are summarized in Fig. 8. Fig. 8(a) shows that HCR achieves greater relative improvements over CT as the mask ratio increases. In datasets with stronger confounding effects (i.e., higher mask ratios), HCR has a greater advantage over CT. This result can be attributed to that HCR could recognize causal effects of item features on like feedback, while CT suffers more from confounding effects in the training dataset. According to Fig. 8(b), as the mask ratio in the training dataset increases, the performance of both HCR and CT deteriorates. Possible reasons of performance drop include increased confounding effects and reduction of training data size. While HCR cannot entirely eliminate the confounding effects in real-world datasets due to their complexity, it exhibits smaller decline in performance compared to CT. This outcome demonstrates that HCR can retain relatively accurate estimations of user preferences with increasing confounding effects, thereby validating its ability to mitigate hidden confounding effects in practical scenarios.

V. RELATED WORK

In this section, we first overview existing work on de-biasing in recommendation, then we specially discuss the work to deal with the bias from the confounder perspective.

A. De-Biasing in Recommendation

Recommender systems encounter various bias issues, including position bias [25], [26], exposure bias [11], [27], and popularity bias [5], [28]. Several methods have been developed to address these biases, following different technical approaches. IPW-based methods adjust the data distribution through sample re-weighting [7], [8], [10], [12], but their performance heavily relies on accurate propensity scores and may exhibit high variance [4]. Doubly Robust (DR) approaches combine IPW with an imputation model [29], [30], [31], which also depend on precise propensities for optimal performance. However, these methods do not account for hidden confounding effects, and therefore, the accuracy of propensities cannot be guaranteed in our settings. Another alternative to address bias issues is leveraging unbiased data [10], [32], [33], [34]. However, obtaining unbiased data often requires causal intervention, which may negatively impact the user experience [29]. Furthermore, controlling confounders for intervention experiments becomes infeasible when hidden confounders are present. Heuristic methods like re-ranking [28], [35] and loss constraints [36], [37] have been proposed to mitigate recommendation bias. However, these methods often lack a solid theoretical foundation and struggle to handle hidden confounders.

B. Deconfounding in Recommendation

Recently, causality-aware methods have thrived in recommenda-
tions, mostly focusing on observed confounders, while a few works focus on hidden confounders. The two types of work are introduced respectively in following.

1) Deconfounding for Observed Confounders: Recent works utilize causal tools to address bias problems and identify confounding effects as underlying causes [5], [13], [14], [38], [39], [40]. PDA [5] identifies popularity as a confounder affecting both exposures and clicks. [13] identifies the distribution of historical interactions as a confounding factor amplifying bias. [14] identifies the moment of the SGD optimizer as a confounder, contributing to popularity bias in session-based recommendations. [40] identifies item aspects (e.g., actor) as confounders in scenarios with diverse information. These works employ backdoor adjustment methods to handle confounding issues, requiring control over confounders. In contrast, our approach does not identify any specific controllable factor as a confounder, making backdoor adjustment methods unsuitable. [38] identifies user/item features as confounders when estimating causal effects of recommendation, while [39] identifies response rate as a confounder for user satisfaction, both employing IPW for deconfounding. Additionally, counterfactual inference-based methods [20], [41] also tackle confounding bias, assuming the availability of measurable confounders.

2) Deconfounding for Hidden Confounders: DCF [23] considers hidden confounders related to exposures and learns exposure models to compute substitutes. However, DCF’s substitute confounder estimation may not effectively address hidden confounders weakly related to exposures. [42] addresses the case where hidden confounders affect treatment and outcomes in model inputs. Biased representations are learned and the biased component is discarded during inference using an information bottleneck approach. However, confounders such as news events may not be included in model inputs. Instead, HCR focuses on general confounders affecting item attributes and user feedback, without assuming that confounding effects are fully reflected in embedding representations.

For sequential recommendation, [43] proposes an unbiased approach by modeling hidden confounders. This work achieves
de-confounding using IPW with estimated propensities. DE-
MER [44] focuses on reinforcement learning-based sequential
recommendation and uses confounding agents to simulate
confounders in the environment reconstruction. It introduces a
confounder embedded policy and a compatible discriminator for
deconfounded environment reconstruction. However, adapting these
methods to general recommendation settings is challenging.
Disentangling hidden confounding effects without sufficient
inductive bias or supervised information remains an open prob-
lem [45]. Instead, HCR identify the causal effect directly without
explicitly modeling the hidden confounder.

VI. CONCLUSION AND FUTURE WORK

In this article, we highlighted the importance of considering
hidden confounders in recommender systems. We resorted to
causal language to abstract the recommendation process as a
simplified causal graph with some assumptions. Inspired by
the front-door adjustment technique rooted in causality the-
ory, we proposed a novel deconfounded training and inference
framework named Hidden Confounder Removal (HCR), which
mitigates the hidden confounding effect when estimating the
causal effect \( P(l|u, do(i)) \). In this work, we focused on a sim-
plified causal model and instantiated HCR in micro-videos and
e-commerce product recommendation scenarios over a repre-
sentative multi-modal model MMGCN. Empirical results on
three real-world datasets validated the advantages of mitigating
hidden confounding effects.

Currently, HCR is based on the assumption of no direct edge
from the confounder \( V \) to the mediator \( M \) in the proposed causal
graph, which could experience partial violations in complex
real-world situations. Therefore, the applicability of HCR may
have limitations in certain scenarios. In the future, we will
extend the proposed HCR framework to handle cases where the
mediators are non-existent or do not satisfy the front-door crite-
rion. Besides, we will also consider the following directions: 1)
considering hidden confounders between like and user features;
2) investigating the relation between the hidden confounder
and bias issues in recommender systems, e.g., selection bias
and popularity bias; and 3) testing HCR framework with more
backbone models in recommendation scenarios such as food
recommendation.
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