WAN: Watermarking Attack Network
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Abstract

Multi-bit watermarking (MW) has been developed to improve robustness against signal processing operations and geometric distortions. To this end, benchmark tools that test robustness by applying simulated attacks on watermarked images are available. However, limitations in these general attacks exist since they cannot exploit specific characteristics of the targeted MW. In addition, these attacks are usually devised without consideration of visual quality, which rarely occurs in the real world. To address these limitations, we propose a watermarking attack network (WAN), a fully trainable watermarking benchmark tool that utilizes the weak points of the target MW and induces an inversion of the watermark bit, thereby considerably reducing the watermark extractability. To hinder the extraction of hidden information while ensuring high visual quality, we utilize a residual dense blocks-based architecture specialized in local and global feature learning. A novel watermarking attack loss is introduced to break the MW systems. We empirically demonstrate that the WAN can successfully fool various block-based MW systems. Moreover, we show that existing MW methods can be improved with the help of the WAN as an add-on module.

1 Introduction

Digital watermarking is a technique used to protect copyright by embedding identification information, referred to as watermark, into the original image [3, 6]. Unlike visible watermarking, which inserts a watermark perceptible by the human visual system (HVS), invisible watermarking is an approach that embeds imperceptible watermarks [14]. In particular, multi-bit watermarking (MW), which is a representative example of invisible watermarking, has been actively researched so that multi-bit information can be extracted from the watermarked image [23, 28]. MW inserts watermarks by considering the fundamental requirements: Imperceptibility, which is the degree of invisibility of the watermarked signal, and Robustness, which is the ability of the watermark to survive against various watermarking attacks [3, 6].
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Imperceptibility is assessed using image quality assessment (IQA) metrics, which evaluate visual quality degradation caused by the watermark embedding. To assess robustness, a benchmark tool composed of various attacks, such as StirMark [29, 30] and CheckMark [27], is applied to a watermarked image. These tools assess the robustness of the watermarking system by determining how well the inserted watermark can survive these simulated attacks. However, these tools attack watermarked images in a general way without considering the context of the watermarking system, so they cannot dig into the specific weak points of the watermarking system [35]. Moreover, these attacks degrade the visual quality beyond what is acceptable for commercial usage in the process of interfering with watermark extraction by deteriorating the image.

Instead, malicious users can design effective attacks to remove the watermark by targeting the MW and without visual degradation [35], which further deepens the gap between attacks in the real-world and existing benchmark tools. In this case, the designers of the watermarking system can assume a worst-case attack, where the watermark embedding and extraction algorithms are public (i.e., Kerckhoffs’s principle [13]), to make systems more robust against adversaries. In this context, designing novel benchmark tools to create tests that are adequate for individual, specific watermarking systems to induce the false extraction of inserted information while maintaining a high quality level for the content is required.

Motivated by the need for watermarking designers, who want to analyze the vulnerability of their MW methods, we propose a watermarking attack network (WAN) that exploits the weak points of individual watermarking systems without compromising visual quality. As illustrated in Fig. 1, the proposed WAN is devised to hinder the extraction of inserted watermarks by adding interference signals to mislead the watermarking extractor. With proposed loss function, our work can both induce abnormal extraction and generate a reconstructed image with a visual quality similar to the original content. We determine that the residual dense block-based architecture’s ability to learn local and global features is suitable for analysing each MW method composed of various procedures and detailed attributes such as the watermarking domains and embedding algorithms [40]. Moreover, we show that our WAN can be used as an add-on module to further improve the performance of existing MW methods. The main contributions are listed as follows.

- To the best of our knowledge, this is the first attempt to successfully introduce a convolutional neural network (CNN)-based watermarking attack framework for interfering with the watermark extraction of MW systems.
- Compared to existing benchmark tools [27, 29, 30], the WAN induces abnormal watermark extraction while conserving perceptual quality. For specific MW methods [15, 18, 19, 24, 33], the WAN can apply subtle modification to induce the extraction of the watermark bit embedded in the image in an inverted state (e.g., 0 → 1 or 1 → 0).

Figure 1: How the watermarking attack network works.
2 Background

In this section, we review the concept of MW and the limitations of existing benchmark tools for testing robustness against watermarking attacks.

2.1 Multi-bit Watermarking

Rather than using zero-bit watermarking to detect the presence or the absence of a watermark, MW can be used in various applications since the n-bit-long message \( m = \{0, 1\}^n \) can be inserted in the host image \( I_o \) to get a watermarked image \( I_w \). In particular, block-based MW methods \([16, 18, 19, 24, 33]\), which insert a watermark bit (0 or 1) in each original block \( B_o \), are mainly used for multi-bit information insertion rather than the keypoint-based approach \([23]\) due to the benefits that can be achieved by utilizing the entire domain. As shown in Table 1, the attributes of block-based MW methods vary, and each attribute is determined by considering the aimed performance and media’s inherent properties\(^1\). In general, the transform domain such as discrete wavelet transform (DWT) \([31]\), discrete cosine transform (DCT) \([1]\), nonsampled contourlet transform (NSCT) \([8]\), singular value decomposition (SVD) \([12]\), and QR decomposition (QRD) \([14]\) is first applied to each pre-processed block, and then watermark embedding is performed by applying an embedding algorithm such as spread spectrum (SS) \([1, 15]\), improved spread spectrum (ISS) \([20]\), quantization (QT) \([17, 36]\), and embedding for causing differences between sub-groups (DIF) \([19, 33]\) to the selected domain.

The block-based MW system consists of an embedder and extractor, and procedures for watermark embedding and extraction are performed independently for each block (see Fig. 2). The block-wise embedding function follows: \( B_w = E_m(B_o, b, A_d) \) where \( b \) and \( A_d \) denote an assigned watermark bit and auxiliary data, respectively. By applying \( E_m \) to each \( B_o \), constituting \( I_o \), \( I_w \) containing message \( m \) with a capacity of \( n \) can be obtained. In the case where \( n \) is set to 1, \( I_w \) and \( B_w \) are equal. In the extraction phase, the estimated message \( \hat{m} \) can be obtained by merging \( \hat{b} \), which is extracted from each \( B_w \), and the block-wise extraction function takes the following form in the case of a blind fashion: \( \hat{b} = E_x(B_w, A_d) \) where the blind fashion denotes that the original image is not required \([23]\). In the case where \( n \) is set to 1, \( \hat{m} \) and \( \hat{b} \) are equal. The performance of MW is evaluated in terms of imperceptibility and robustness. Specifically, the visual differences between the original and watermarked images are determined using the IQA metrics, such as peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) \([37]\), and robustness is evaluated by calculating the bit error rate (BER) between \( m \) and \( \hat{m} \).

---

\(^1\) More details are provided in the supplementary material.
2.2 Watermarking Attack and Motivation

Watermarking attacks are employed to evaluate the robustness of MW methods; let $\tilde{B}_w$ be the attacked block image of $B_w$. By comparing the watermark bit extracted from $B_w$ and $\tilde{B}_w$, a MW designer can evaluate the robustness of the MW by determining whether the hidden information survived [35]. Currently, StirMark [29, 30] and CheckMark [27] are the representative benchmark tools that provide various types of common attacks such as signal processing operations and geometric distortions. As can be seen in Fig. 3, common watermarking attacks mounted in StirMark are accompanied by visual degradation and have a limitation of not being able to model the vulnerabilities of each MW method. That is, the more that a watermarking attack utilizes the characteristics of the targeted watermarking system, the more effective the attack is possible without image quality degradations.

With the development of neural networks, CNN-based MW methods [21, 22] have been newly proposed, and they can be neutralised with adversarial attacks attempting to fool watermarking systems through malicious inputs; these are referred to as adversarial examples. However, attacking numerous handcrafted MW methods that contain non-differentiable operators with an adversarial attack is difficult. Although there is a differential evolution-based attack [32] that randomly modifies one pixel and queries the extractor, it is difficult to disable robust MW systems with only a few pixel changes. To address these issues, we propose a CNN-based watermarking attack that automatically learns and exploits the weak points of individual watermarking systems.

3 Watermarking Attack Network (WAN)

The proposed WAN targets block-based MW and needs one triple set of block images, of $B_o$, watermarked images with bit 0 $B_w0$, and watermarked images with bit 1 $B_w1$, in the training phase. WAN takes $B_w0$ and $B_w1$ as inputs and reconstructs each of them into attacked images $\tilde{B}_w0$ and $\tilde{B}_w1$, respectively. Our goal is to reconstruct images that mislead the watermarking extractor to decide on the wrong bit. In other words, when $\tilde{B}_w0$ and $\tilde{B}_w1$ are considered to have been inserted 1 bit and 0 bit, we judge the attack to be successfully done. On the other hand, the attacked image should be similar to the original to minimize visual degradation.

We start with in-depth descriptions of loss functions consisting of watermarking attack loss and content loss and provide detailed descriptions of the architecture of the network and the mini-batch configuration.

3.1 Loss Function

The proposed WAN is trained to reconstruct attacked images containing an inverted watermark bit while minimizing the visual quality degradation. To achieve this, we propose a customized loss as an objective function to train the WAN as follows: $\mathcal{L} = \lambda_{wa}\mathcal{L}_{wa} + \lambda_{c}\mathcal{L}_{c}$, where $\mathcal{L}_{wa}$ and $\mathcal{L}_{c}$ represent watermarking attack loss, which is devised to change an inserted bit and content loss to minimize visual degradation, respectively. $\lambda_{wa}$ and $\lambda_{c}$ indicate predefined weight terms for each loss.

3.1.1 Watermarking Attack Loss

Existing watermarking methods vary in terms of the watermarking domains and embedding algorithms, so it is difficult to theoretically model MW in a single system. Moreover, con-
3.1.1 Watermarking Attack Loss

Conventional MW methods incorporate non-differentiable operations, so it is difficult for the neural network to learn directly from these methods even though step-by-step instructions are publicly available. We simplify this problem as the watermark signal is added to the original image in the pixel domain, and focus on the noise patterns that are decided by bit information. In other words, the residual signal arose by bit 0 insertion $R_{o,w0} = B_o - B_{w0}$ and the residual signal arisen by bit 1 insertion $R_{o,w1} = B_o - B_{w1}$, which can be identified by neural networks. We hypothesise that the neural network can remove watermark signals in images and insert opposite noise patterns, which causes wrong bit extraction at the watermarking extractor. In this case, the attacked image $\tilde{B}_{w0}$ on $B_{w0}$ would have similar noise pattern $\tilde{R}_{o,w0}$ to $R_{o,w1}$, for which the one with bit 0 makes. The noise pattern $\tilde{R}_{o,w1}$ of the attacked image $\tilde{B}_{w1}$ on $B_{w1}$ would be similar to $R_{o,w0}$, in the same way.

To capture the above observation, watermarking attack loss for the image of size $W \times H$, $L_{wa}$ is defined as follows:

$$L_{wa} = \frac{1}{N} \sum_{j=1}^{N} |R_{o,w0}^j - \tilde{R}_{o,w1}^j| + \frac{1}{N} \sum_{j=1}^{N} |R_{o,w1}^j - \tilde{R}_{o,w0}^j|,$$

where superscript $i$ refers to pixel location and $N = W \times H$. The first term of the equation is for deriving the watermark bit 1 inserted in $B_{w1}$ into 0, and the second term is for deriving bit 0 inserted in $B_{w0}$ into bit 1. As depicted in Fig. 4, a loss is designed by pairing the residual images before and after going through the WAN according to the inserted bit and reducing the difference between the paired images. Through the $L_{wa}$, it is possible to add a fine noise-like attack that inverts the actually inserted bit during the process of passing the watermarked images over the WAN.

3.1.2 Content Loss

In terms of watermarking attack, it is important to preserve visual quality while adding adversarial signals. To this end, content loss is adopted to reduce the visual differences between the original content $B_o$ and its corresponding reconstructed images, including $\tilde{B}_{w0}$ and $\tilde{B}_{w1}$ attacked by the WAN (see Fig. 4). Inspired by the papers in [42] demonstrating that $\ell_1$ loss can bring better visual quality than $\ell_2$ loss for general restoration tasks, the content loss of $L_c$ is defined as follows: $L_c = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=0}^{1} |B_o^i - \tilde{B}_{wj}^i|$. From $L_c$, it is possible to conduct a watermarking attack while minimizing visual quality degradations in the original content. Through the final objective function of $L$ combined with $L_c$ and $L_{wa}$, the proposed WAN can reconstruct images in a way that adversely affects the extraction of the inserted bit while maintaining the inherent properties of the original content.

3.2 Model Architecture

We follow the network design from the residual dense network (RDN) that is used for the learning of the local and global features and the ability of image restoration [40, 41].
residual dense block (RDB) constituting the RDN is composed of densely connected convolution (Conv) layers and is specialized in extracting abundant local features. In the proposed WAN, the pooling layer and up-sampling are excluded, so the input and output sizes are the same ($\{B_{w0}, B_{w1}, \tilde{B}_{w0}, \tilde{B}_{w1}\} \in \mathbb{Z}^{1 \times W \times H}$). The first and second Conv layers are placed to extract shallow features and conduct global residual learning. Next, RDBs are placed consecutively, and we expect sub-components for local residual learning and local feature fusion commonly used in RDB to help our model learn fine-grained distortions caused by watermark embedding. After that, by the concatenation layer followed by $1 \times 1$ and $3 \times 3$ Conv layers, dense local features extracted from the set of RDBs are fused in a global way. The deep part of the proposed WAN is composed for global residual learning based on shallow feature maps.

### 3.3 Mini-batch Configuration

Since invisible MW is the approach of inserting a watermark so that it is unnoticeable by HVS, mini-batch configuration suitable for fine signal learning is required instead of the standard mini-batch used in high-level computer vision. The authors in [25] presented paired mini-batch training, which is efficient for learning noise-like signals such as multimedia forensics [2, 38] and steganalysis [39]. To aid in learning the discriminative features between watermarked results more effectively, paired mini-batch training is employed. That is, $B_{w0}$ and $B_{w1}$ generated for the same original image $B_o$ are allocated in a single batch, which allows the proposed WAN to learn fine signals due to the differences in the fine signals caused by the watermark bit. In detail, when the batch size is $b_s$, $\frac{b_x}{2} B_{w0}$ images are selected first, and then $\frac{b_x}{2} B_{w1}$ images corresponding to $B_{w0}$ are assigned to be in the same batch. The entire dataset is shuffled every epoch.

### 4 Experiments

#### 4.1 Datasets

BOSSbase [5] and BOWS [4] datasets are used to generate 20,000 original grey-scale images with a size of $512 \times 512$. We resize them to $64 \times 64$ (i.e., $W = H = 64$) using the default settings in MATLAB R2018a, the resized images are divided into three sets for training, validation, and test (with a $14 : 1 : 5$ ratio). The block-based MW methods [15, 18, 19, 24, 33] are used to generate watermarked images, and the images are generated by embedding watermark bits (0 or 1) into the original images given for each method listed in Table 2. These methods perform watermark bit extraction in blind fashion. For further quantitative and qualitative evaluation on watermark capacity, we additionally generate test images sized $128 \times 128$ and $256 \times 256$ for the test set. Watermarked images with resolutions of $128 \times 128$ and $256 \times 256$ have a watermark capacity of 4 bits and 16 bits, respectively. In experiments, the WAN-based attacks and watermark bit extraction proceeds for each $64 \times 64$ patch $^2$.

#### 4.2 Implementation Details and Training Settings

The number of RDB, Conv layer per RDB, feature-maps, and the growth rate are set to 12, 6, 32, and 16, respectively. We build our network using PyTorch and run the experiments on NVIDIA GeForce GTX 1080 Ti. The size of mini-batch $b_s$ is set to 32, and each mini-batch

---

$^2$ We provide details of datasets and additional experimental results in the supplementary material.
Table 2: Quantitative evaluation results of the proposed W AN on the test set with 1 bit, 4 bits, and 16 bits watermark capacities.

| MW method | PSNR | SSIM | BER | PSNR | SSIM | BER | PSNR | SSIM | BER | PSNR | SSIM | BER | PSNR | SSIM | BER |
|-----------|------|------|-----|------|------|-----|------|------|-----|------|------|-----|------|------|-----|
| M1        | 35.55| 0.938| 0.026| 34.04| 0.956| 0.093| 35.53| 0.938| 0.049| 34.79| 0.963| 0.893| 37.73| 0.957| 0.043|
| M2        | 41.86| 0.988| 0    | 37.47| 0.979| 0    | 42.62| 0.987| 0    | 37.44| 0.980| 0.993| 43.11| 0.985| 0    |
| M3        | 36.59| 0.974| 0    | 33.05| 0.960| 1.000| 37.55| 0.973| 0    | 33.64| 0.962| 0.998| 38.33| 0.973| 0    |
| M4        | 38.98| 0.986| 0.002| 37.70| 0.985| 0.988| 39.71| 0.985| 0.002| 38.09| 0.985| 0.990| 39.88| 0.979| 0.003|
| M5        | 39.21| 0.987| 0.013| 36.54| 0.980| 0.947| 40.64| 0.987| 0.041| 37.22| 0.982| 0.885| 41.63| 0.989| 0.032|
| Average   | 38.44| 0.974| 0.008| 35.76| 0.972| 0.965| 39.21| 0.974| 0.018| 36.24| 0.974| 0.954| 40.14| 0.977| 0.015|

is configured for paired mini-batch training [25]. We use the Adam optimizer with a learning rate of $10^{-4}$ and momentum coefficients $\beta_1 = 0.9$, $\beta_2 = 0.999$. The proposed W AN is trained with the hyperparameters $\lambda_c = 0.4$ and $\lambda_{wa} = 0.3$ during 30 epochs, and the best model is selected as the one that maximizes BER on the validation set for each MW method.

### 4.3 Quantitative Evaluation of W AN

First, a quantitative evaluation of the W AN is conducted in terms of watermark extraction interference and the visual quality of attacked images. We use IQA metrics, PSNR (dB) and SSIM [37], to determine the imperceptibility and BER to evaluate attacks to get quantitative results. The left part of Table 2 shows the performance results of our work on the test set with 1 bit capacity generated through each MW method, which are composed of various attributes. In non-attack situations, each method has a low BER value of 0.026 or less, while the average BER value increases dramatically to 0.965 after W AN is applied. In particular, for MW methods in [18, 19, 33], the BER value of methods rise to 0.988 or more, which means that the W AN has learned a fine signal generated during the watermark embedding and successfully performs bit inversion. In general, making the extraction performance at a random guessing level is considered a very fatal attack [34], and it is validated that the proposed $L_{wa}$ successfully leads to abnormal extraction of watermark bits.

In addition, minimizing the visual damage caused by watermarking attacks is an important issue in our work. To do this, we introduce $L_c$, and the gain of visual quality obtained from the loss can be analyzed through PSNR and SSIM values with original content in Table 2. In case of 1 bit, the average PSNR and SSIM values in non-attack situation are 38.44 dB and 0.974, respectively. After the WAN attacks images, average PSNR decreases by 2.68 dB, and SSIM remained similar to that before the attack. We would like to note that existing benchmark tools [27, 30] have to degrade images up to 20.66 dB for noise addition to get a random guessed results, as shown in Fig. 3. Meanwhile, our model is capable of inducing the drastic reversal of the watermark bit with acceptable small loss of perceptual quality.

We further test for 4 and 16 bits of watermark capacity scenarios with the trained WAN model with stride 64. As listed in the middle side of Table 2, for 4 bits capacity, the average PSNR, SSIM, and BER values for the attacked images over the WAN are 36.24 dB, 0.974, and 0.954, respectively. For the results of the 16 bits capacity, the average BER value is 0.942 while achieving the improved visual quality. Compared with the results for 1 bit capacity, we can confirm that the WAN’s overall performance is maintained even when the watermark capacity is increased. Overall, the results of quantitative evaluation show that the proposed WAN is suitable for testing MW methods as a benchmark tool in terms of interference of watermark extraction, maintenance of visual quality, and scalability according to watermark capacity.

### 4.4 Qualitative Evaluation of W AN
Next, we perform qualitative evaluation in terms of perceptual quality. As shown in Fig. 5, the types of low-level distortion caused by watermark embedding vary by MW method while having similar high-level features (i.e., inherent content). For MW systems [15, 18, 19, 24, 33], the WAN hardly causes visual degradation in the process of inverting watermark bits (see magnified sub-figures in Fig. 5). The proposed WAN with $\mathcal{L}_{wa}$ and $\mathcal{L}_{c}$ can hinder watermark extraction by learning these fine feature and induces the attacked image to visually follow the original content.

Next, we acquire four types of residual images ($\{\hat{R}_{o,w0}, \hat{R}_{o,w1}, \tilde{R}_{o,w1}, \tilde{R}_{o,w0}\}$) and analyze WAN-based attacks by comparing the differences between residual images. As described in Sec. 3.1.1, the WAN is guided to reduce the difference between the paired residual images during the training phase, thereby applying an adversarial signal to $B_w$ that causes abnormal extraction. High similarity between $R_{o,w0}$ and $\hat{R}_{o,w1}$ located in the 2nd and 4th columns in Fig. 6 is observed, indicating that the WAN successfully attacks the watermarked image containing watermark bit 1 (i.e., 1$\rightarrow$0). Similarly, the characteristics of residual images in the 3rd and 5th columns are co-related. Furthermore, since MW methods with various attributes are used in this study, the distribution and characteristics of each residual data vary depending on the methods. In summary, we can confirm that WAN can adaptively learn the individual characteristics of the MW method, such as watermarking domain and embedding algorithm.

Fig. 3 compares results of the our model and StirMark [29, 30] consisting signal processing operations and geometric distortions. For fairness in comparison, attacked images generated through attack parameters of StirMark that cause random guessing of bit extraction (e.g., BER = 0.5) are compared. As mentioned above, the StirMark is not an approach of attacking by modeling the vulnerability of the MW method or considering inherent content, so it is accompanied by unwanted visual degradation in the attack process (see magnified sub-figures in Fig. 3). In contrast, our WAN can adversely affect the extraction of the inserted bit while maintaining the inherent properties of the original content. From the results of qualitative evaluation, it is confirmed that the CNN architecture specialized for image restoration and the proposed loss function are effective in generating natural attacked images.

**4.5 Ablation Study**

To investigate how loss function $\mathcal{L}$ contributes to the overall performance of our WAN, we conduct an ablation study on the test set with 1 bit of watermark capacity. The results are summarized in Table 3. For $\mathcal{L}_{c}$ only, each MW shows outstanding performance in terms of fidelity, but the effectiveness of WAN decreases to the level of random guessing. $\mathcal{L}_{c}$ induces the reconstructed image to follow the distribution of the original content. When training $\mathcal{L}_{wa}$
only, all MW methods show a high BER value (of 0.914 or higher), but the visual quality is greatly reduced during the attack process. In particular, $L_{wa}$-based WAN shows a tendency to rapidly improve attack performance with a BER value of 0.85 or more before 10 epochs. As described in Section 3.1, the proposed objective function $L$ is designed considering the advantages of $L_c$ and $L_{wa}$ jointly. From the results in Table 3, we can conclude that $L$ helps the model to leverage the advantages of $L_c$ and $L_{wa}$ simultaneously.

| Loss | M1 | M2 | M3 | M4 | M5 |
|------|----|----|----|----|----|
| PSNR | SSIM | BER | PSNR | SSIM | BER | PSNR | SSIM | BER | PSNR | SSIM | BER | PSNR | SSIM | BER |
| $L_c$ | 38.49 | 0.983 | 0.526 | 43.94 | 0.995 | 0.497 | 41.79 | 0.992 | 0.513 | 42.5 | 0.994 | 0.525 | 41.93 | 0.991 | 0.364 |
| $L_{wa}$ | 30.38 | 0.905 | 0.914 | 35.55 | 0.964 | 0.996 | 31.48 | 0.947 | 1 | 34.88 | 0.972 | 0.997 | 34.17 | 0.969 | 0.972 |
| $L$ | 34.04 | 0.956 | 0.893 | 37.47 | 0.979 | 0.996 | 33.05 | 0.96 | 1 | 37.7 | 0.985 | 0.988 | 36.54 | 0.98 | 0.947 |

Table 3: Ablation study results of the proposed WAN on loss function.

4.6 Evaluation Results on Color Images

In this subsection, we present quantitative and qualitative results of the WAN on color images (see Table 4 and Fig. 7). To this end, we exploited the color image dataset to generate watermarked color images for training, validation, and test of WAN [9, 11, 26]. In detail, after converting the RGB domain to the YCbCr domain, watermarks are inserted into the Y-channel of a given image for each MW method. In non-attack situation, each MW method has a low BER value (of 0.048 or less), while the average BER value increases dramatically to 0.903 after WAN is applied. For average PSNR and SSIM, only minor degradations of 2.51 dB and 0.006, respectively, are shown after WAN-based attack. Furthermore, as shown in attacked and residual images in Fig. 7, it can be observed that WAN hardly causes visual degradation. It is expected that the performance difference from the results on gray-scale image is caused because the WAN should target the watermark signals inserted in a specific channel from the given RGB image.

4.7 Application of WAN

Watermarking designers need to adjust their watermarking methods according to the requirements of content characteristics and distribution environments. Professional photographers may prefer the invisibility of embedded watermarks for robustness against various signal processing attacks. On the other hand, confidential documents have to be very robust against not only general processing but also malicious editing, so visual degradation to some extent may be acceptable. We present Add-on Watermarking (AoW), one application of WAN, that adjusts between the imperceptibility and robustness of pre-defined watermarking methods. We introduce AoW-min and AoW-max, which are defined as follows:

| MW method | Color image | Non-attack | WAN |
|------------|-------------|------------|-----|
| PSNR | SSIM | BER | PSNR | SSIM | BER | PSNR | SSIM | BER | PSNR | SSIM | BER | PSNR | SSIM | BER |
| M1 | 42.63 | 0.968 | 0.048 | 40.14 | 0.966 | 0.805 |
| M2 | 43.14 | 0.979 | 0 | 39.51 | 0.971 | 0.942 |
| M3 | 40.89 | 0.972 | 0 | 38.19 | 0.963 | 0.987 |
| M4 | 41.03 | 0.969 | 0 | 38.41 | 0.965 | 0.977 |
| M5 | 43.07 | 0.988 | 0.037 | 41.97 | 0.981 | 0.802 |
| Average | 42.15 | 0.975 | 0.017 | 39.64 | 0.969 | 0.903 |

Table 4: Quantitative evaluation results of the proposed WAN on color images with 1 bit of capacity.

Figure 7: Qualitative evaluation results of the proposed WAN on color images with 1 bit of capacity.
In this paper, we propose a novel CNN-based benchmark tool for block-based MW methods that exploits vulnerability of the targeted watermarking method and attacks watermarked images to mislead the watermarking extractor with minimal visual degradation. To achieve this goal, we design customized losses of a watermarking attack loss for abnormal bit extraction and a content loss to maintain visual quality. Through quantitative and qualitative experiments with a variety of MW methods, we demonstrate that the WAN performs more effective attacks than existing benchmark tools in terms of maintaining visual quality and interfering with watermark extraction. Furthermore, we show our WAN can be an add-on module for existing MW methods to get additional performance gains.

In this section, we propose a novel CNN-based benchmark tool for block-based MW methods that exploits vulnerability of the targeted watermarking method and attacks watermarked images to mislead the watermarking extractor with minimal visual degradation. To achieve this goal, we design customized losses of a watermarking attack loss for abnormal bit extraction and a content loss to maintain visual quality. Through quantitative and qualitative experiments with a variety of MW methods, we demonstrate that the WAN performs more effective attacks than existing benchmark tools in terms of maintaining visual quality and interfering with watermark extraction. Furthermore, we show our WAN can be an add-on module for existing MW methods to get additional performance gains.
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