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Abstract. We determine the shape which minimizes, among domains with
given measure, the first eigenvalue of the anisotropic laplacian perturbed by
an integral of the unknown function. Using also some properties related to the
associated “twisted” problem, we show that, this problem displays a saturation
phenomenon: the first eigenvalue increases with the weight up to a critical value
and then remains constant.

1. Introduction

Let $\Omega$ be a bounded open set in $\mathbb{R}^n$, with $n \geq 2$, and $H^1_0(\Omega)$ be the closure of
the space $C_0^\infty(\Omega)$ with respect to the norm $||u|| := (\int_\Omega |\nabla u|^2 + u^2)^{1/2}$. We consider
the following minimization problem

$$
\lambda(\alpha, \Omega) = \inf_{u \in H^1_0(\Omega)} \mathcal{D}_\alpha(u, \Omega)
$$

with

$$
\mathcal{D}_\alpha(u, \Omega) = \frac{\int_\Omega (H(\nabla u))^2 \, dx + \alpha(\int_\Omega u \, dx)^2}{\int_\Omega u^2 \, dx}
$$

where $\alpha$ is a real parameter and $H$ is a suitable homogeneous convex function. The minimization problem (1.1) leads to the following eigenvalue problem

$$
\begin{cases}
-\text{div}(H(\nabla u)\nabla H(\nabla u)) + \alpha \int_\Omega u \, dx = \lambda u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
$$

In the euclidean case, when $H(\xi) = |\xi|$, problems like the above ones arise, for example, in the study of reaction-diffusion equations describing chemical processes (see [24]). More examples can be found in [6, 10, 11, 16] and [22].

The extension to a general $H(\xi)$ is considered here as it has been made in other contexts to take into account a possible anisotropy of the problem. Typical examples are anisotropic elliptic equations ([1], [4]), anisotropic eigenvalue problems ([12], [13]), anisotropic motion by mean curvature ([2], [3]).
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We also observe that, when $\alpha \to +\infty$, problem (1.1) becomes a twisted problem in the form (see [18] for the euclidean case)

$$\lambda^T(\Omega) = \inf_{u \in H^1_0(\Omega)} \left\{ \int_{\Omega} (H(\nabla u))^2 \, dx, \int_{\Omega} u^2 \, dx = 0 \right\}. \quad (1.4)$$

We denote by $W$ the so-called Wulff set centered in the origin, that is the set $\{ x \in \mathbb{R}^n : H^o(x) < 1 \}$, where $H^o$ is polar to $H$. As in [18], we prove the following isoperimetric inequality

$$\lambda^T(\Omega) \geq \lambda^T(W_1 \cup W_2), \quad (1.5)$$

where $W_1$ and $W_2$ are two disjoint Wulff set, each one with measure $|\Omega|/2$.

The principal objective of this paper consists in finding an optimal domain $\Omega$ which minimizes $\lambda(\alpha, \cdot)$ among all bounded open sets with a given measure. If we denote with $\kappa_n$ (we refer to Section 2 for details) the measure of $W$, in the local case ($\alpha = 0$) we have a Faber-Krahn type inequality

$$\lambda(0, \Omega) \geq \lambda(0, \Omega^#) = \frac{\kappa_n^{2/n} j_{n/2-1,1}}{|\Omega|^{2/n}}, \quad (1.6)$$

where $j_{\nu,1}$ is the first positive zero of $J_{\nu}(z)$, the ordinary Bessel function of order $\nu$, and $\Omega^#$ is the Wulff set centered at the origin with the same measure of $\Omega$. Hence, when $\alpha$ vanishes, the optimal domain is a Wulff set. We show that the non local term affects the minimizer of problem (1.1) in the sense that, up to a critical value of $\alpha$, the minimizer is again a Wulff set, but, if $\alpha$ is big enough, the minimizer becomes the union of two disjoint Wulff sets of equal radii. This is a consequence of the fact that the problem (1.1) have an unusual rescaling with respect to the domain. Indeed, we have

$$\lambda(\alpha, t\Omega) = \frac{1}{t^2} \lambda(t^{n+2}\alpha, \Omega), \quad (1.7)$$

which, for $\alpha = 0$, becomes

$$\lambda(0, t\Omega) = \frac{1}{t^2} \lambda(0, \Omega), \quad (1.8)$$

that is the rescaling in the local case. Therefore we show that we have a Faber-Krahn-type inequality only up to a critical value. Above this, we show a saturation phenomenon (see [17] for another example), that is the estimate cannot be improved and the optimal value remains constant. More precisely, we prove the following

**Theorem 1.1.** For every $n \geq 2$, there exists a positive value

$$\alpha_c = \frac{2^{3/n} \kappa_n^{2/n} j_{n/2-1,1}^3 j_{n/2-1,1}(2^{1/n} j_{n/2-1,1})}{2^{1/n} j_{n/2-1,1} j_{n/2-1}(2^{1/n} j_{n/2-1,1}) - n j_{n/2}(2^{1/n} j_{n/2-1,1})} \quad (1.9)$$
such that, for every bounded, open set $\Omega$ in $\mathbb{R}^n$ and for every real number $\alpha$, it holds
\[
\lambda(\alpha, \Omega) \geq \begin{cases} 
\lambda(\alpha, \Omega#) & \text{if } \alpha|\Omega|^{1+2/n} \leq \alpha_c, \\
\frac{2^{2/n} \kappa_n^{2/2j_n-1,1}}{|\Omega|^{2/n}} & \text{if } \alpha|\Omega|^{1+2/n} \geq \alpha_c.
\end{cases}
\] (1.10)
If equality sign holds when $\alpha|\Omega|^{1+2/n} < \alpha_c$ then $\Omega$ is a Wulff set, while if inequality sign holds when $\alpha|\Omega|^{1+2/n} > \alpha_c$ then $\Omega$ is the union of two disjoint Wulff sets of equal measure.

In Figure 1 we illustrate the transition between the two minimizers.

The continuous line represents the minimum of $\lambda(\alpha, \Omega)$, among the open bounded sets of measure $\kappa_n$, as a function of $\alpha$.

The outline of the paper follows. In Section 2 we recall some useful properties of gauge functions, rearrangements and anisotropic Laplacian. In Section 3 we show some properties of the first eigenvalue of (1.1) and in Section 4 we investigate the first twisted Dirichlet eigenvalue. In Section 5 we give the proof of the main theorem.

2. Preliminaries

2.1. Gauge functions. Let $H : \mathbb{R}^n \to [0, \infty[$ be a $C^1(\mathbb{R}^n \setminus \{0\})$ convex function satisfying the homogeneity property:
\[
H(t\xi) = |t|H(\xi), \quad \forall \xi \in \mathbb{R}^n, \quad \forall t \in \mathbb{R},
\] (2.1)
and such that any level set $\{\xi \in \mathbb{R}^n : H(\xi) \leq t\}$ is strictly convex, for every $t > 0$. Furthermore, assume that $H$ satisfies
\[
\alpha|\xi| \leq H(\xi) \leq \beta|\xi|, \quad \forall \xi \in \mathbb{R}^n,
\] (2.2)
for some positive constants $\alpha \leq \beta$. We also assume that
\[
K = \{x \in \mathbb{R}^n : H(x) < 1\}
\] (2.3)
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has measure $|K|$ equal to the measure $\omega_n$ of the unit ball in $\mathbb{R}^n$. Because of (2.1), this assumption is not restrictive and sometimes we will say that $H$ is the gauge of $K$. We define the polar function $H^o : \mathbb{R}^n \to [0, +\infty]$ of $H$ as

$$H^o(x) = \sup_{\xi \in K} \frac{\langle x, \xi \rangle}{H(\xi)}.$$  \hspace{1cm} (2.4)

It is easy to verify that also $H^o$ is a convex function which satisfies properties (2.1) and (2.2). The set

$$W = \{ x \in \mathbb{R}^n : H^o(x) < 1 \} \hspace{1cm} (2.5)$$

is the so-called Wulff set centered at the origin and we indicate the Lebesgue measure of $W$ by $\kappa_n$. More generally, we denote by $W_r(x_0)$ the set $rW + x_0$, that is the Wulff set centered in $x_0$ of radius $r$ and, throughout this paper, we put $W_r := W_r(x_0)$ if no misunderstanding occurs. Let us observe that Lebesgue measure of $W_r$ is $\kappa_n r^n$. Furthermore, we denote by $\Omega^#$ the Wulff set centered at the origin such that $|\Omega^#| = |\Omega|$.

The definitions of $H$ and $H^o$ give (see e.g. [3])

$$H(\nabla H^o(x)) = 1 \quad \text{and} \quad H^o(\nabla H(x)) = 1 \quad \forall x \in \mathbb{R}^n;$$

$$H^o(x) \nabla H(\nabla H^o(x)) = x \quad \text{and} \quad H(x) \nabla H^o(\nabla H(x)) = x \quad \forall x \in \mathbb{R}^n \setminus \{0\}. \hspace{1cm} (2.6)$$

It is possible to give the following “generalized” definition of perimeter of a set $E$ with respect to $H$:

$$P_H(E; \Omega) = \int_{\Omega} |\nabla \chi_E|_H \, dx = \sup \left\{ \int_{\Omega} \text{div} \varphi \, dx : \varphi \in C^1_0(\Omega; \mathbb{R}^n), H^o(\varphi) \leq 1 \right\}. \hspace{1cm} (2.7)$$

This definition yields the “generalized” isoperimetric inequality (see [1]):

$$P_H(E; \mathbb{R}^n) \geq n\kappa_n^{1/n} |E|^{1-\frac{1}{n}}. \hspace{1cm} (2.8)$$

We denote the generalized perimeter of $W$ by $\gamma_n$ and hence we have that $\gamma_n = n\kappa_n$.

2.2. Rearrangements. Let $\Omega$ be a measurable and not negligible subset of $n$-dimensional euclidean space $\mathbb{R}^n$, let $u$ be a measurable map from $\Omega$ into $\mathbb{R}$. We define the distribution function of $u$ as the map $\mu$ from $[0, \infty]$ to $[0, \infty]$ such that

$$\mu(t) = |\{ x \in \Omega : |u(x)| > t \}| \hspace{1cm} (2.9)$$

and the decreasing rearrangement of $u$, denoted by $u^*$, as the map from $[0, \infty]$ to $[0, \infty]$ such that

$$u^*(s) := \sup \{ t > 0 : \mu(t) > s \}. \hspace{1cm} (2.10)$$

For the properties of decreasing rearrangement we refer, for example, to [21]. We define the (decreasing) convex rearrangement of $u$ (see [1]), denoted by $u^\#$, as the map such that

$$u^\#(x) = u^*(\kappa_n(H^o(x))^n). \hspace{1cm} (2.11)$$
By definition it holds
\[ ||u||_{L^p(\Omega)} = ||u^\#||_{L^p(\Omega^\#)}, \quad \text{for} \quad 1 \leq p \leq +\infty. \] (2.12)

Furthermore, when \( u \) coincides with its convex rearrangement, we have (see [1])
\[ \nabla u^\#(x) = u^*(\kappa_n(H^o(x))^n)n\kappa_n(H^o(x))^{n-1}\nabla H^o(x); \] (2.13)
\[ H(\nabla u^\#(x)) = -u^*(\kappa_n(H^o(x))^n)n\kappa_n(H^o(x))^{n-1}; \] (2.14)
\[ \nabla H(\nabla u^\#(x)) = \frac{x}{H^o(x)}. \] (2.15)

Now, we recall here a result about a Pólya-Szegö principle related to \( H \) (we refer to [1], [8]) in the equality case (see [14], [15] for further details).

**Theorem 2.1.** Let \( u \in H^1_0(\Omega) \), then
\[ \int_{\Omega} (H(\nabla u))^2 \, dx \geq \int_{\Omega^\#} (H(\nabla u^\#))^2 \, ds. \] (2.16)

Furthermore, if \( u \) satisfies the equality in (2.16), then, for a.e. \( t \in [0, \text{ess sup } u] \), the set \( \{ x \in \Omega : u(x) > t \} \) is equivalent to a Wulff set.

2.3. **Properties of local problem.** Now we recall some known results about the anisotropic local \((\alpha = 0)\) eigenvalue problem.

**Theorem 2.2.** Let \( \Omega \) be an open bounded set, then
\[ \lambda(0,\Omega) \geq \lambda(0,\Omega^\#) = \frac{2^{2/n} J_{n/2-1,1}}{|\Omega|^{2/n}}. \] (2.17)

The details of the proof can be found in [1, Th. 3.3]. The computation of the first eigenvalue on \( \Omega^\# \) comes from the fact that the first eigenfunction \( u(x) = u^\#(x) \) in \( \mathcal{W}_R \) satisfies (see also [23]):
\[ \begin{cases} \frac{d^2}{d\rho^2} u^*(\kappa_n\rho^n) + \frac{n-1}{\rho} \frac{d}{d\rho} u^*(\kappa_n\rho^n) + \lambda u^*(\kappa_n\rho^n) = 0 & \text{in } \mathcal{W}_R \\ u^*(\kappa_n\rho^n) = 0 & \text{on } \partial\mathcal{W}_R, \end{cases} \] (2.18)
where \( \rho = H^o(x) \) and \( R \) is the radius of the set \( \Omega^\# \), which is a Wulff set.

As a consequence of these and other related Theorems, we have:

**Proposition 2.3.** Let \( \Omega \) be the union of two disjoint Wulff sets of radii \( R_1, R_2 \geq 0 \).

(a) If \( R_1 < R_2 \), then the first eigenvalue \( \lambda(0,\Omega) \) coincides with the first eigenvalue on the larger Wulff set. Hence, any associated eigenfunction is simple and identically zero on the smaller set and it does not change sign on the larger one.

(b) If \( \Omega \) is the union of two disjoint Wulff sets of equal radii, then the first eigenvalue \( \lambda(0,\Omega) \) is \[ \frac{2^{2/n} J_{n/2-1,1}}{|\Omega|^{2/n}}. \] It is not simple and there exists an associated eigenfunction with zero average.
3. The First Eigenvalue of the Nonlocal Problem

In this Section we collect some properties of problem (1.1), which will be fundamental in the proof of the main theorem.

Proposition 3.1. Let \( \Omega \) be an open bounded set, then the problem (1.1) admits a solution \( \forall \alpha \in \mathbb{R} \).

Proof. The direct methods in the Calculus of Variation provide an existence proof for a minimizer of (1.1). In a bounded domain \( \Omega \), the existence of a first eigenfunction (and of the first eigenvalue) is established via a minimizing sequence \( u_k \) for the Rayleigh quotient. By homogeneity, it is possible the normalization and, using the Rellich-Kondrachov imbedding theorem [7, Th. IX.16], we find a minimizer by the lower semicontinuity [19, Th. 4.5] of the functional. □

Remark 3.2. Let us note that if \( u \in H^1_0(\Omega) \) is a minimizer of problem (1.1), then it satisfies the associated Euler-Lagrange equation, that we can write as

\[
L_\alpha u = \lambda u,
\]

where

\[
L_\alpha u := -\text{div}(H(\nabla u)\nabla H(\nabla u)) + \alpha \int_{\Omega} u \, dx.
\]

Proposition 3.3. Let \( \Omega \) be a bounded open set which is union of two disjoint Wulff sets \( \mathcal{W}_{R_1}(x_1) \) and \( \mathcal{W}_{R_2}(x_2) \), with \( R_1, R_2 \geq 0 \), and let \( L_\alpha \) be the operator as in (3.1). Then:

(a) if a real number \( \lambda \) is an eigenvalue of \( L_\alpha u = \lambda u \) for some nonzero \( \alpha \), either there exists no other real value of \( \alpha \) for which \( \lambda \) is an eigenvalue of \( L_\alpha \) or \( \lambda \) is an eigenvalue of the local problem \((\alpha = 0)\); in the last case \( \lambda \) is an eigenvalue of \( L_\alpha \) for all real \( \alpha \).

(b) \( \lambda \) is an eigenvalue of \( L_\alpha u = \lambda u \) for all \( \alpha \) if and only if it is an eigenvalue of the local problem having an eigenfunction with zero average in \( \Omega \).

Proof. We set \( \mathcal{W}_i = \mathcal{W}_{R_i}(x_i) \), \( i = 1, 2 \). We assume that \( \lambda \) is an eigenvalue for two distinct parameters \( \alpha_1 \) and \( \alpha_2 \) and that \( u \) and \( v \) are the corresponding eigenfunctions. If we denote \( u_i := u|_{\mathcal{W}_i} \) and \( v_i := v|_{\mathcal{W}_i} \), \( i = 1, 2 \), then the functions \( u_i \) satisfy

\[
-\text{div}(H(\nabla u_i)\nabla H(\nabla u_i)) + \alpha_1 \left( \int_{\Omega} u \, dx \right) = \lambda u_i \quad \text{on} \ \mathcal{W}_i, \ \text{for} \ i = 1, 2; \quad (3.2)
\]

and the functions \( v_i \) satisfy

\[
-\text{div}(H(\nabla v_i)\nabla H(\nabla v_i)) + \alpha_2 \left( \int_{\Omega} v \, dx \right) = \lambda v_i \quad \text{on} \ \mathcal{W}_i, \ \text{for} \ i = 1, 2. \quad (3.3)
\]
We observe that \( u_i(x) = u^*_i(\kappa_n(H^\alpha(x - x_i))^n) \) and \( v_i(x) = v^*_i(\kappa_n(H^\alpha(x - x_i))^n) \), \( i = 1, 2 \). This means that, by (2.13), (2.14) and (2.15), we have
\[
\int_{W_i} H(\nabla u_i) \nabla H(\nabla u_i) \nabla v_i \; dx = \int_{W_i} -u^*_i(\kappa_n(H^\alpha(x - x_i))^n)n\kappa_n(H^\alpha(x - x_i))^{n-1} \frac{x - x_i}{H^\alpha(x - x_i)} \cdot v^*_i(\kappa_n(H^\alpha(x - x_i))^n)n\kappa_n(H^\alpha(x - x_i))^{n-1} H^\alpha(x - x_i) \; dx
\]
for \( i = 1, 2 \). Now, we multiply the first equations of (3.2) and (3.3) respectively by \( v_1 \) and \( u_1 \), the second ones by \( v_2 \) and \( u_2 \) and then we integrate the first equations on \( W_1 \) and the second ones on \( W_2 \). By subtracting each one the equations integrated on \( W_1 \) and using (3.4), we get
\[
\alpha_1 \int_{W_1} v_1 \; dx \int_{\Omega} u \; dx - \alpha_2 \int_{W_1} u_1 \; dx \int_{\Omega} v \; dx = 0,
\]
in the same way we get also
\[
\alpha_1 \int_{W_2} v_2 \; dx \int_{\Omega} u \; dx - \alpha_2 \int_{W_2} u_2 \; dx \int_{\Omega} v \; dx = 0.
\]
Hence, the sum of (3.5) and (3.6) leads to
\[
(\alpha_1 - \alpha_2) \int_{\Omega} u \; dx \int_{\Omega} v \; dx = 0.
\]
The result (a) follows because, if \( \alpha_1 \) and \( \alpha_2 \) are distinct, either \( u_1 \) or \( u_2 \) must have zero average, and hence satisfy the local equation. Finally, if (3.7) is valid for all \( \alpha_1, \alpha_2 \), there is at least one eigenfunction with zero average and also (b) is proved. □

**Proposition 3.4.** Let \( \Omega \) be a connected bounded open set and \( \alpha \leq 0 \). Then the first eigenvalue of (1.1) is simple and the corresponding eigenfunction has constant sign in all \( \Omega \).

**Proof.** For any \( u \in H^1_0(\Omega) \) we have \( \mathcal{D}_\alpha(u, \Omega) \geq \mathcal{D}_\alpha(|u|, \Omega) \) with equality if and only if \( u = |u| \) or \( u = -|u| \). From now on, without loss of generality, we can assume that \( u \geq 0 \). Let us observe that if \( u \) is a minimizer of (1.1), then it satisfies (3.1) with \( \alpha \int_{\Omega} u \leq 0 \). Therefore \( u \) is strictly positive in \( \Omega \) by a weak Harnack inequality (see [25, Th. 1.2]). Now, we give a proof of simplicity following the arguments of [4] and [5]. Let \( u \) and \( v \) be two positive eigenfunctions, then we can find a real
constant \( c \) such that \( u \) and \( cv \) have the same integral:
\[
\int_{\Omega} u \, dx = \int_{\Omega} cv \, dx.
\] (3.8)
We call \( w \) the function \( cv \), which is again an eigenfunction and we set
\[
\varphi = \left( \frac{u^2 + w^2}{2} \right)^{1/2}
\] (3.9)
which is an admissible function. A short calculation yields
\[
\nabla \varphi = \frac{\sqrt{2}}{2} \frac{u \nabla u + w \nabla w}{(u^2 + w^2)^{1/2}}
\] (3.10)
and hence, by homogeneity, we have
\[
(H(\nabla \varphi))^2 = \frac{u^2 + w^2}{2} \left( H\left( \frac{u \nabla u + w \nabla w}{u^2 + w^2} \right) \right)^2
\] (3.11)
Because of the convexity of \( H(\xi) \) and the fact that \( u^2/(u^2 + w^2) \) and \( w^2/(u^2 + w^2) \) add up to 1, we can use Jensen’s inequality to obtain
\[
(H(\nabla \varphi))^2 \leq \frac{u^2 + w^2}{2} \left[ \frac{u^2}{u^2 + w^2}(H(\nabla \log u))^2 + \frac{w^2}{u^2 + w^2}(H(\nabla \log w))^2 \right]
\] (3.12)
On the other hand, we have
\[
\left( \int_{\Omega} \varphi \, dx \right)^2 \geq \left( \int_{\Omega} \left( \frac{u}{2} + \frac{w}{2} \right) \, dx \right)^2 = \frac{1}{2} \left( \int_{\Omega} u \, dx \right)^2 + \frac{1}{2} \left( \int_{\Omega} w \, dx \right)^2
\] (3.13)
Hence, definition (1.1) and inequalities (3.12)-(3.13) yield the following inequality chain
\[
\lambda(\alpha, \Omega) \leq \frac{\int_{\Omega} (H(\nabla \varphi))^2 \, dx + \alpha \int_{\Omega} \varphi^2 \, dx}{\int_{\Omega} \varphi^2 \, dx}
\] (3.14)
Therefore, inequalities in (3.14) hold as equalities. This implies that \( (H(\nabla \varphi))^2 = \frac{1}{2}(H(\nabla u))^2 + \frac{1}{2}(H(\nabla w))^2 \) almost everywhere. By (3.12), the strict convexity of the level sets of \( H \) gives that \( \nabla \log u = \nabla \log w \) a.e.. This proves that \( u \) and \( w \) are
constant multiples of each other and, in view of (3.8), we have \( u = w \). Therefore \( u \) and \( v \) are proportional. □

**Proposition 3.5.** Let \( \Omega \) be a bounded open set, then:

(a) the first eigenvalue of \((1.1)\) \( \lambda(\alpha, \Omega) \) is Lipschitz continuous and non-decreasing with respect to \( \alpha \) (increasing when the eigenfunction relative to \( \lambda(\alpha, \Omega) \) has nonzero average);

(b) for nonnegative values of \( \alpha \), the first eigenvalue of \((1.1)\) \( \lambda(\alpha, \Omega) \) satisfies

\[
\lambda(\alpha, \Omega) \geq \frac{\kappa_n^{2/n} J_n^{2-1,1}}{|\Omega|^{2/n}}; \tag{3.15}
\]

(c) for nonnegative values of \( \alpha \), if \( \Omega \) is the union of two disjoint Wulff sets of equal radii, the first eigenvalue of \((1.1)\) \( \lambda(\alpha, \Omega) \) is equal to \( \frac{2^{2/n} \kappa_n^{2/n} J_n^{2-1,1}}{|\Omega|^{2/n}} \).

**Proof.**

(a) By simple computation we have the following inequalities

\[
\mathcal{D}_\alpha(u, \Omega) \leq \mathcal{D}_{\alpha+\varepsilon}(u, \Omega) \leq \mathcal{D}_\alpha(u, \Omega) + |\Omega|\varepsilon \quad \forall \, \varepsilon > 0.
\]

Taking the minimum over all \( u \in H_0^1(\Omega) \), we obtain

\[
\lambda(\alpha, \Omega) \leq \lambda(\alpha + \varepsilon, \Omega) \leq \lambda(\alpha, \Omega) + |\Omega|\varepsilon \quad \forall \, \varepsilon > 0,
\]

and, in view of Proposition 3.3 (a)-(b), the claim follows.

(b) By monotonicity of \( \lambda(\alpha, \Omega) \) with respect to \( \alpha \), we have that \( \lambda(\alpha, \Omega) \geq \lambda(0, \Omega) \); then, by (2.17), we obtain the (3.15).

(c) By Proposition 2.3 (b), if \( \Omega \) is the union of two disjoint Wulff sets of equal radii, \( \frac{2^{2/n} \kappa_n^{2/n} J_n^{2-1,1}}{|\Omega|^{2/n}} \) is the first eigenvalue of the local problem and it admits an eigenfunction with zero average. This implies that, by Proposition 3.3 (b), \( \frac{2^{2/n} \kappa_n^{2/n} J_n^{2-1,1}}{|\Omega|^{2/n}} \) is an eigenvalue of \( L_\alpha \) for all \( \alpha \). □

4. ON THE FIRST TWISTED DIRICHLET EIGENVALUE

In this Section we prove a Rayleigh-Faber-Krahn type equation for the twisted eigenvalue problem

\[
\lambda^T(\Omega) = \inf_{u \in H_0^1(\Omega), u \neq 0} \mathcal{Q}^T(u, \Omega), \tag{4.1}
\]

where

\[
\mathcal{Q}^T(u, \Omega) = \left\{ \frac{\int_\Omega H(\nabla u)^2 \, dx}{\int_\Omega u^2 \, dx}, \int_\Omega u \, dx = 0 \right\}. \tag{4.2}
\]

Let us denote by

\[
\Omega_+ = \{ x \in \Omega, u(x) > 0 \} \quad \text{and} \quad \Omega_- = \{ x \in \Omega, u(x) < 0 \}, \tag{4.3}
\]
and by $W_+$ and $W_-$ the Wulff sets such that $|W_±| = |Ω_±|$. 

Lemma 4.1. 
\[ \lambda^T(Ω) ≥ \lambda^T(W_+ ∪ W_-) \]

Proof. Let us denote with $u_+^\#$ (resp. $u_-^\#$) the decreasing convex rearrangement of $u|Ω_+$ (resp. $u|Ω_-\). The Pólya-Szegő principle (2.16) and properties of convex rearrangements provide
\[ \lambda^T(Ω) ≥ \frac{\int_{W_+} (H(\nabla u_+^\#))^2 \, ds + \int_{W_-} (H(\nabla u_-^\#))^2 \, ds}{\int_{W_+} (u_+^\#)^2 \, ds + \int_{W_-} (u_-^\#)^2 \, ds} \quad (4.4) \]

and
\[ \int_{W_+} u_+^\# \, ds - \int_{W_-} u_-^\# \, ds = \int_{Ω_+} u \, dx + \int_{Ω_-} u \, dx = \int_{Ω} u \, dx = 0. \quad (4.5) \]

In view of (4.4) and (4.5), we have the following inequality:
\[ \lambda^T(Ω) ≥ \lambda^* := \inf_{(f,g) ∈ H^1_0(W_+) × H^1_0(W_-)} \frac{\int_{W_+} (H(\nabla f))^2 \, ds + \int_{W_-} (H(\nabla g))^2 \, ds}{\int_{W_+} f^2 \, ds + \int_{W_-} g^2 \, ds}. \]

Using classical methods of calculus of variations, we can prove that this infimum is attained in $(f, g)$. Now, following the ideas of [IS, Sect. 3], the function
\[ w = \begin{cases} f & \text{in } W_+ \\ -g & \text{in } W_- \end{cases} \]
satisfies
\[ \left\{ \begin{array}{l} -\text{div}(H(\nabla w)\nabla H(\nabla w)) = \lambda^* w - \frac{1}{|Ω|} \int_{W_+ ∪ W_-} \text{div}(H(\nabla w)\nabla H(\nabla w)) \, dx \quad \text{in } W_+ ∪ W_- \\ w = 0 \quad \text{on } \partial(W_+ ∪ W_-). \end{array} \right. \quad (4.6) \]

This shows that $\lambda^*$ is an eigenvalue of the twisted problem (4.1) on $W_+ ∪ W_-$. and therefore,
\[ \lambda^T(Ω) ≥ \lambda^* ≥ \lambda^T(W_+ ∪ W_-). \quad (4.7) \]

Throughout this Section, we investigate the first eigenvalue when $Ω$ is the union of two disjoint Wulff sets, of radii $R_1 ≤ R_2$. Without loss of generality, we assume that the volume of $Ω$ is such that
\[ R_1^n + R_2^n = 1 \]

and we denote by $θ(R_1, R_2)$, the first positive root of equation
\[ R_1^n \frac{J_{n+1}^2(θ R_1)}{J_{n-1}^2(θ R_1)} + R_2^n \frac{J_{n+1}^2(θ R_2)}{J_{n-1}^2(θ R_2)} = 0 \quad (4.8) \]

Now we recall a result given in [IS, Prop. 3.2].

Proposition 4.2. There exists a constant $c_n < 1$, depending on the dimension $n$, such that
(a) if $R_1/R_2 < c_n$, then $\lambda^T(W_{R_1} \cup W_{R_2}) = \left(\frac{j_{n,1}}{R_2}\right)^2$;

(b) if $R_1/R_2 \geq c_n$, then $\lambda^T(W_{R_1} \cup W_{R_2}) = \theta^2(R_1, R_2)$.

Moreover, if we set $\theta^* = 2^{1/n} j_{n-1,1}$, we obtain the following

**Proposition 4.3.** The first positive root equation of (4.8) $\theta(R_1, R_2)$ satisfies

$$\theta(R_1, R_2) \geq \theta^*,$$  

(4.9)

for all $R_1, R_2 \geq 0$.

This result is proved in [18, Lemma 3.3] when $\Omega$ has the same measure as the unit ball, but it can be obtained for all sets of finite measure. Now, we show the following isoperimetric inequality.

**Theorem 4.4.** Let $\Omega$ be any bounded open set in $\mathbb{R}^n$. Then

$$\lambda^T(\Omega) \geq \lambda^T(W_{R_1} \cup W_{R_2})$$  

(4.10)

where $W_1$ and $W_2$ are two disjoint Wulff sets of measure $|\Omega|/2$. Equality holds if and only if $\Omega = W_{R_1} \cup W_{R_2}$.

**Proof.** Thanks to Lemma 4.1, it remains to prove that the union of two disjoint Wulff sets with the same measure gives the lowest possible value of $\lambda^T(\cdot)$ among unions of disjoint Wulff sets with given measure $|\Omega|$. Hence, we compute the first twisted eigenvalue of the union $\Omega$ of the Wulff sets $W_{R_1}(x_1)$ and $W_{R_2}(x_2)$, with $R_1 \leq R_2$. If we consider the eigenfunction that is zero on the smaller Wulff set and coincides with the first eigenfunction on the larger one, we trivially have $\lambda_1^T(W_{R_1}(x_1) \cup W_{R_2}(x_2)) = \lambda_1^T(W_{R_2}(x_2))$.

Now we study the case in which the eigenfunction $u$ does not vanish on any of the two Wulff sets. We denote by $u_1$ and $u_2$ the functions that express $u$ respectively on $W_{R_1}(x_1)$ and $W_{R_2}(x_2)$. The proof of Lemma 4.1 shows that we can study only functions dependent on the radius of the Wulff set in which are defined. Therefore, in an abuse of notation, we consider functions such that $u_j(x) = u_j(H^0(x - x_j))$, for $j = 1, 2$, and hence, instead of (4.6), we can solve equivalently (see [23])

$$\begin{cases}
\begin{align*}
u''_j(\rho) + \frac{n-1}{\rho} u'_j(\rho) + \lambda^T u_j(\rho) &= c, \\
u_j(0) &= 0, \\
u_j(R_j) &= 0,
\end{align*}
\end{cases}$$  

(4.11)
for $j = 1, 2$, where $c = \frac{1}{|\Omega|} \int_{\Omega} \text{div}(H(\nabla u)\nabla H(\nabla u)) \, dx$. Therefore, the solution $u$ of (4.11) can be written in the form:

$$u = \begin{cases} 
  u_1 = c_1 \left( (H^o(x-x_1))^{1-\frac{2}{n}} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, H^o(x-x_1) \right) \right. \\
  \left. - R_1^{1-\frac{2}{n}} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, R_1 \right) \right) \right) & \text{in } W_{R_1}(x_1) \\
  u_2 = -c_2 \left( (H^o(x-x_2))^{1-\frac{2}{n}} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, H^o(x-x_2) \right) \right. \\
  \left. - R_2^{1-\frac{2}{n}} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, R_2 \right) \right) \right) & \text{in } W_{R_2}(x_2) 
\end{cases}$$

(4.12)

Now we express the coupling condition $\int_{\Omega} u \, dx = 0$ as

$$0 = \int_{W_{R_1}} u_1 \, dx + \int_{W_{R_2}} u_2 \, dx,$$

(4.13)

and hence we obtain

$$0 = c_1 \left( \gamma_n \int_0^{R_1} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, \rho \right) \rho^{\frac{n}{2}} \, d\rho - \kappa_n R_1^{\frac{n}{2}+1} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, R_1 \right) \right)$$

$$- c_2 \left( \gamma_n \int_0^{R_2} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, \rho \right) \rho^{\frac{n}{2}} \, d\rho - \kappa_n R_2^{\frac{n}{2}+1} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, R_2 \right) \right).$$

We use classical properties of Bessel functions [26], namely

$$\int_0^R J_{\frac{n}{2}-1}(kr) \rho^\frac{n}{2} \, dr = \frac{1}{k^\frac{n}{2}} R_1^\frac{n}{2} J_{\frac{n}{2}}(kr) \quad \text{and} \quad \frac{n}{kr} J_{\frac{n}{2}}(kr) - J_{\frac{n}{2}-1}(kr) = J_{\frac{n}{2}+1}(kr),$$

together with $\gamma_n = n\kappa_n$, where $\gamma_n$ is the generalized perimeter of $\mathcal{W}$, to get

$$c_1 R_1^{\frac{n}{2}+1} J_{\frac{n}{2}+1} \left( \sqrt{\lambda^T} \, R_1 \right) - c_2 R_2^{\frac{n}{2}+1} J_{\frac{n}{2}+1} \left( \sqrt{\lambda^T} \, R_2 \right) = 0.$$  

(4.14)

Hence it is possible to take

$$c_1 = R_2^{\frac{n}{2}+1} J_{\frac{n}{2}+1} \left( \sqrt{\lambda^T} \, R_2 \right) \quad \text{and} \quad c_2 = R_1^{\frac{n}{2}+1} J_{\frac{n}{2}+1} \left( \sqrt{\lambda^T} \, R_1 \right)$$

(4.15)

in (4.12).

Now we want that the constant $c$ in (4.11) is the same for $j = 1$ and for $j = 2$. This automatically implies that this constant $c$ coincides with the average of the anisotropic laplacian computed on $u$. Since

$$\text{div}(H(\nabla u_1)\nabla H(\nabla u_1)) = -c_1 \lambda^T (H^o(x-x_1))^{1-\frac{2}{n}} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, H^o(x-x_1) \right)$$

$$\text{div}(H(\nabla u_2)\nabla H(\nabla u_2)) = c_2 \lambda^T (H^o(x-x_2))^{1-\frac{2}{n}} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, H^o(x-x_2) \right),$$

we have

$$c = \text{div}(H(\nabla u_1)\nabla H(\nabla u_1)) + \lambda^T u_1 = -c_1 \lambda^T R_1^{1-\frac{2}{n}} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, R_1 \right)$$

$$c = \text{div}(H(\nabla u_2)\nabla H(\nabla u_2)) + \lambda^T u_1 = c_2 \lambda^T R_2^{1-\frac{2}{n}} J_{\frac{n}{2}-1} \left( \sqrt{\lambda^T} \, R_2 \right).$$
Comparing this two relations and taking in account (4.15), if we set \( \lambda^T(W_{R_1}(x_1) \cup W_{R_2}(x_2)) = \theta^2 \), the condition \(-c + c = 0\) gives the equation (4.16). Now we observe that, in the case that \( R_1/R_2 < c_0 \), by Proposition 4.2(a) and by the inequality \( j_{2,1} > 2^{1/n} j_{2-1,1} \) [19, Cor. A.2], we have
\[
\lambda^T(W_{R_1}(x_1) \cup W_{R_2}(x_2)) \geq \left( \frac{j_{2,1}}{R_2} \right)^2 \geq \left( \frac{2^{1/n} j_{2-1,1}}{R_2} \right)^2 = \theta^2. \tag{4.16}
\]
If \( R_1/R_2 \geq c_0 \), by Proposition 4.2(b) and Proposition 4.3 we have
\[
\lambda^T(W_{R_1}(x_1) \cup W_{R_2}(x_2)) = \left( \theta(R_1, R_2) \right)^2 \geq \theta^2. \tag{4.17}
\]
Therefore, in both case, we obtain that \( \lambda^T(W_{R_1}(x_1) \cup W_{R_2}(x_2)) \geq \theta^2 \) and since \( \theta^* \) is the value of \( \lambda^T(\Omega) \) computed on two Wulff sets with the same measure, this conclude the proof.

5. The Nonlocal Problem

The aim of this Section is to prove Theorem 1.1. We start by showing some preliminary results.

**Theorem 5.1.** Let \( \Omega \) be an open bounded set in \( \mathbb{R}^n \), then there exists a positive value of \( \alpha \) such that the corresponding first eigenvalue \( \lambda(\alpha, \Omega) \) is greater or equal than
\[
\frac{2^{2/n} c_0^{2/n} j_{n/2-1,1}}{|\Omega|^{2/n}}.
\]

**Proof.** We first observe that \( \lambda(\alpha, \Omega) \) is bounded, indeed
\[
\lim_{\alpha \to +\infty} \lambda(\alpha, \Omega) \leq \min_{u \in H_0^1(\Omega)} \left\{ \frac{\int_{\Omega} (H(\nabla u))^2 \, dx}{\int_{\Omega} u^2 \, dx}, \int_{\Omega} u \, dx = 0 \right\} = \lambda^T(\Omega).
\]

Compactness arguments show that there exists a sequence of eigenfunctions \( u_\alpha \), \( \alpha \to +\infty \), with norm in \( L^2(\Omega) \) equal to 1, weakly converging in \( H_0^1(\Omega) \) and strongly in \( L^2(\Omega) \) to a function \( u \). Obviously \( \int_{\Omega} u_\alpha \, dx \to \int_{\Omega} u \, dx = 0 \), as \( \alpha \to +\infty \) (this limit exists by compactness) and hence, by the lower semicontinuity [19, Th. 4.5]
\[
\lim_{\alpha \to +\infty} \lambda(\alpha, \Omega) \geq \inf_{u \in H_0^1(\Omega)} \left\{ \frac{\int_{\Omega} (H(\nabla u))^2 \, dx}{\int_{\Omega} u^2 \, dx}, \int_{\Omega} u \, dx = 0 \right\} = \lambda^T(\Omega).
\]

In Theorem 4.4 we have proved that the last term is greater or equal than the first eigenvalue on two disjoint Wulff sets of equal radii. Therefore, by Proposition 3.5(c), the result follows. \( \square \)

**Proposition 5.2.** If \( \alpha > 0 \) and \( \Omega \) is a bounded, open set in \( \mathbb{R}^n \) which is not union of two disjoint Wulff sets. Then there exist \( W_{R_1} \) and \( W_{R_2} \) disjoint such that \( |W_{R_1} \cup W_{R_2}| = |\Omega| \) and
\[
\lambda(\alpha, \Omega) > \lambda(\alpha, W_{R_1} \cup W_{R_2}) = \min_{A = W_{R_1} \cup W_{R_2}} \lambda(\alpha, A). \tag{5.1}
\]
Proof. Let $u$ be an eigenfunction of \([1.1]\), $\Omega_\pm$ be defined as in \([1.3]\), $u_\pm = u|_{\Omega_\pm}$ and $\Omega_\pm^#,$ be the Wulff sets with the same measure as $\Omega_\pm.$ Using \([2.16]\), it is easy to show that
\[
\lambda(\alpha, \Omega) \geq \min_{A = W_{R_1} \cup W_{R_2}} \lambda(\alpha, A). \tag{5.2}
\]
Indeed, we have
\[
\lambda(\alpha, \Omega) = \frac{\int_{\Omega}(H(\nabla u))^2 \, dx + \alpha \left( \int_{\Omega} u \, dx \right)^2}{\int_{\Omega} u^2 \, dx} \\
\geq \frac{\int_{\Omega_+^#}(H(\nabla (u_+^#)))^2 \, ds + \int_{\Omega_-^#}(H(\nabla (u_-^#)))^2 \, ds + \alpha \left( \int_{\Omega_+^#} (u_+^#) \, ds - \int_{\Omega_-^#} (u_-^#) \, ds \right)^2}{\int_{\Omega_+^#} (u_+^#)^2 \, ds + \int_{\Omega_-^#} (u_-^#)^2 \, ds} \\
\geq \min_{(f,g) \in H^1_0(\Omega_+^#) \times H^1_0(\Omega_-^#)} \left( \int_{\Omega_+^#}(H(\nabla f))^2 \, ds + \int_{\Omega_-^#}(H(\nabla g))^2 \, ds + \alpha \left( \int_{\Omega_+^#} f \, ds - \int_{\Omega_-^#} g \, ds \right)^2 \right) \\
= \frac{\int_{\Omega_+^#}(H(\nabla f))^2 \, ds + \int_{\Omega_-^#}(H(\nabla g))^2 \, ds + \alpha \left( \int_{\Omega_+^#} f \, ds - \int_{\Omega_-^#} g \, ds \right)^2}{\int_{\Omega_+^#} f^2 \, ds + \int_{\Omega_-^#} g^2 \, ds} \\
\geq \inf_{A = W_{R_1} \cup W_{R_2}} \lambda(\alpha, A) \tag{5.3}
\]
Let us prove that, actually, the inequality \([5.2]\) is strict. Suppose, by contradiction that \([5.2]\) holds as an equality. In particular, from \([5.3]\) we have
\[
\lambda(\alpha, \Omega) = \lambda(\alpha, \Omega_+^# \cup \Omega_-^#),
\]
hence, by Theorem \ref{thm:2.1}, we deduce that $\Omega_+^#$ and $\Omega_-^#$ are Wulff sets. Then, we may have two cases:
\begin{enumerate}
  \item [(i)] $\Omega = \Omega_+^# \cup \Omega_-^#$, \n  \item [(ii)] $|\Omega_+| + |\Omega_-| < |\Omega|$. \n\end{enumerate}
In the first case, we have immediately a contradiction because, by hypothesis, $\Omega$ is not a union of two Wulff sets.

In the second case, we observe that eigenfunction $u$ vanishes on a set of positive measure and, by \([1.3]\), it has zero average. Using the strict monotonicity of the Dirichlet eigenvalue with respect to homotheties, we again reach a contradiction since $\lambda(\alpha, \Omega_+^# \cup \Omega_-^#) > \inf_{A = W_{R_1} \cup W_{R_2}} \lambda(\alpha, A).$ Therefore, we have
\[
\lambda(\alpha, \Omega) > \inf_{A = W_{R_1} \cup W_{R_2}} \lambda(\alpha, A). \tag{5.5}
\]
Finally, the compactness of family of disjoint pair of Wulff sets and the continuity of $\lambda(\alpha, \Omega)$ with respect to uniform convergence of the domains gives the existence of the set $A = W_{R_1} \cup W_{R_2}$ (see e.g. \cite{9, 20}).
Remark 5.3. Before showing the next result, let us observe that when \( \Omega \) reduces to the union of two Wulff sets \( W_{R_1} \cup W_{R_2} \), then problem (1.3) becomes

\[
\begin{cases}
-\text{div}(H(\nabla u)\nabla H(\nabla u)) + \alpha \left( \int_{W_{R_1}} u \, dx + \int_{W_{R_2}} v \, dx \right) = \lambda u & \text{in } W_{R_1} \\
-\text{div}(H(\nabla v)\nabla H(\nabla v)) + \alpha \left( \int_{W_{R_1}} u \, dx + \int_{W_{R_2}} v \, dx \right) = \lambda v & \text{in } W_{R_2}
\end{cases}
\]

(5.6)

Proposition 5.4. Let \( \Omega \) be the union of two disjoint Wulff sets \( W_{R_1} \) and \( W_{R_2} \) such that \( \kappa_n (R_1^n + R_2^n) = |\Omega| \). Then, for every \( \eta \in \left( \frac{\kappa_n^{2/n} j_{n/2-1,1}}{|\Omega|^{2/n}}, \frac{\kappa_n^{2/n} j_{n/2-1,1}}{|\Omega|^{2/n}} \right) \) and for every \( R_1, R_2 \geq 0 \), there exists a unique value of \( \alpha \), denoted by \( \alpha_\eta \), given by

\[
\frac{1}{\alpha_\eta} = \frac{\kappa_n (R_1^n + R_2^n)}{\eta} - \frac{n\kappa_n}{\eta^{3/2}} \left[ R_1^{n-1} \frac{J_{n/2}(\sqrt{\eta}R_1)}{J_{n/2-1}(\sqrt{\eta}R_1)} + R_2^{n-1} \frac{J_{n/2}(\sqrt{\eta}R_2)}{J_{n/2-1}(\sqrt{\eta}R_2)} \right],
\]

(5.7)

such that \( \eta = \lambda(\alpha_\eta, W_{R_1} \cup W_{R_2}) \).

Proof. In view of Proposition 5.2, problem (1.3) reduces to (5.6). Then, we easily verify that the functions

\[
u = R_2^{1-\frac{n}{2}} J_{\frac{n}{2}-1} (\sqrt{\eta} R_2) \left[ (H^o(x))^{1-\frac{n}{2}} J_{\frac{n}{2}-1} (\sqrt{\eta} H^o(x)) - R_1^{1-\frac{n}{2}} J_{\frac{n}{2}-1} (\sqrt{\eta} R_1) \right]
\]

and

\[
v = R_1^{1-\frac{n}{2}} J_{\frac{n}{2}-1} (\sqrt{\eta} R_1) \left[ (H^o(x))^{1-\frac{n}{2}} J_{\frac{n}{2}-1} (\sqrt{\eta} H^o(x)) - R_2^{1-\frac{n}{2}} J_{\frac{n}{2}-1} (\sqrt{\eta} R_2) \right].
\]

solve problem (5.6). Now, we show that, for all \( R_1, R_2 \) and \( \eta \) as in the hypothesis, there exists at least one value of \( \alpha \) such that problem (5.6) admits a non trivial solution. Indeed, the eigenvalue \( \lambda(\alpha, W_{R_1} \cup W_{R_2}) \) is clearly unbounded from below as \( \alpha \to -\infty \) and, by Theorem 5.1, is larger than \( \frac{2^{2/n} \kappa_n^{2/n} j_{n/2-1,1}}{|\Omega|^{2/n}} \) as \( \alpha \to +\infty \). Hence the continuity and the monotonicity of \( \lambda(\alpha, W_{R_1} \cup W_{R_2}) \) with respect to \( \alpha \) implies that when \( \alpha = \alpha_\eta \), then \( \eta \) is the first eigenvalue of problem (5.6). This value of \( \alpha \) is unique, indeed, arguing by contradiction, if for some \( \eta \), there exists another value \( \alpha \neq \alpha_\eta \) such that \( \eta \) is the first eigenvalue of problem (5.6), then by Proposition 3.5, \( \eta \) is also an eigenvalue of the local problem and the corresponding eigenfunction has zero average in \( W_{R_1} \cup W_{R_2} \). Hence, if these Wulff sets have the same measure, then the eigenvalue \( \eta \) is, by Proposition 3.5(c), equal to \( \frac{2^{2/n} \kappa_n^{2/n} j_{n/2-1,1}}{|\Omega|^{2/n}} \) and this contradicts the fact that \( \eta < \frac{2^{2/n} \kappa_n^{2/n} j_{n/2-1,1}}{|\Omega|^{2/n}} \). Otherwise, if the sets do not have the same measure, by Proposition 2.3(a), the first eigenfunction is identically zero on the smaller set and it does not change sign on the larger one; this is in contradiction with the fact that the eigenfunction is not trivial and has zero average. \( \square \)
Proof of Theorem 1.1. Let us firstly analyze the case of nonpositive $\alpha$. Let $u$ be an eigenfunction, by (2.16) we have

$$\lambda(\alpha, \Omega) = \mathcal{D}_\alpha(u, \Omega) \geq \mathcal{D}_\alpha(|u|, \Omega) \geq \mathcal{D}_\alpha(u^\#, \Omega^\#) \geq \lambda(\alpha, \Omega^\#).$$

By Proposition 3.4, we can say that $u$ is positive; therefore $\Omega$ coincides with the set $\{x \in \Omega : u(x) > 0\}$ that, by Theorem 2.1, is equivalent to a Wulff set. Therefore the equality case is proved.

Now, we study the case of positive value of $\alpha$. In view of Proposition 5.2 we can restrict our study to the case of two disjoint Wulff sets, of radii $R_1$ and $R_2$, whose union has the same measure of $\Omega$. By Proposition 3.5 (b)-(c), the first eigenvalue is greater than $\frac{\kappa_n^2/\eta^2 j_n^2}{|\Omega|^{2/n}}$ and is lower than the first eigenvalue computed on two Wulff sets with the same measure, that is $\frac{2^{2/n}\kappa_n^2/\eta^2 j_n^2}{|\Omega|^{2/n}}$. Hence, we can restrict our study to the eigenvalues in the range $\left(\frac{\kappa_n^2/\eta^2 j_n^2}{|\Omega|^{2/n}}, \frac{2^{2/n}\kappa_n^2/\eta^2 j_n^2}{|\Omega|^{2/n}}\right)$. Now, let us observe that if $\Omega$ is a Wulff set and $\alpha = \alpha_c|\Omega|^{-1-2/n}$, then, from (5.7) with $R_2 = 0$, $\lambda(\alpha, \Omega^\#) = \frac{2^{2/n}\kappa_n^2/\eta^2 j_n^2}{|\Omega|^{2/n}}$. Therefore $\alpha = \alpha_c|\Omega|^{-1-2/n}$ is a critical value of $\alpha$ because the first eigenvalue on $\Omega^\#$ coincides with the first eigenvalue on the union of two disjoint Wulff sets of equal radii.

We firstly analyze the subcritical cases ($0 < \alpha < \alpha_c|\Omega|^{-1-2/n}$). Thanks to Proposition 5.2, it remains to prove that if $\Omega$ is union of two non negligible disjoint Wulff sets, then $\lambda(\alpha, \Omega) > \lambda(\alpha, \Omega^\#)$. Therefore, by Proposition 5.4, this is equivalent to say that, for any $\eta \in \left(\frac{\kappa_n^2/\eta^2 j_n^2}{|\Omega|^{2/n}}, \frac{2^{2/n}\kappa_n^2/\eta^2 j_n^2}{|\Omega|^{2/n}}\right)$, $\alpha_\eta$ attains its maximum if and only if $R_1$ or $R_2$ vanishes, with the constraint $\kappa_n(R_1^2 + R_2^2) = |\Omega|$. This is proved in [6] Prop. 3.4 with $\kappa_n$ instead of $\omega_n$ using Bessel function properties.

The continuity of $\lambda(\alpha, \Omega)$ with respect to $\alpha$ for subcritical values yields $\lambda(\alpha_c, \Omega) \geq \lambda(\alpha_c, \Omega^\#)$. Hence, for supercritical values ($\alpha > \alpha_c|\Omega|^{-1-2/n}$), using the monotonicity of $\lambda(\alpha, \Omega)$ with respect to $\alpha$, we have

$$\lambda(\alpha, \Omega) \geq \lambda(\alpha_c, \Omega) \geq \lambda(\alpha_c, \Omega^\#) = \frac{2^{2/n}\kappa_n^2/\eta^2 j_n^2}{|\Omega|^{2/n}}. \tag{5.8}$$

If the inequalities in (5.8) hold as equalities, then $\Omega$ is the union of two disjoint Wulff sets of same measure. Indeed, by Proposition 3.5 (a), the first inequality is strict only when the eigenfunction relative to $\lambda(\alpha, \Omega)$ has nonzero average, that is when the two Wulff sets have different radii. Hence also the equality case follows and this conclude the proof of the Theorem 1.1.
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