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Abstract

This paper aims to provide an introduction to the problem of determining the mass-radius relationship for white dwarfs. Both Newtonian and general relativistic case are examined, electromagnetic interactions are considered and the problem of $\beta$-decay equilibrium is discussed in particular for Helium WD.

1 Introduction

White Dwarfs represent one of the possible final stage of the stellar evolution.

The study of compact object is an interesting problem as efforts from different fields are conveyed: high density environment requires both a quantum description and a relativistic one.

2 Equilibrium equations

In this section the equations that regulate the hydro-static equilibrium of stars will be examined. Both the Newtonian case and the general relativistic case one will be discussed.

2.1 Newtonian equilibrium equations

White Dwarf can be well-approximated as spherical; in the Newtonian case, the request of equilibrium for a spherical distribution of mass implies the hydro-static equilibrium for an infinitesimal shell of radius $dr$ at $r$ from the center and leads to the following differential equation:

$$\begin{aligned}
\frac{dp}{dr} &= -\frac{Gm(r)\rho(r)}{r^2} \\
\frac{dm}{dr} &= 4\pi r^2 \rho(r)
\end{aligned}$$

(1)

Where $m(r)$, $\rho$ and $p$ are mass, density and pressure at a given radius $r$. 
With the boundary conditions:

\[ \begin{align*}
m(0) &= 0 \\
p(0) &= p_c
\end{align*} \]

they define a system of non linear coupled differential equations.

It is interesting to study the problem of uniqueness of solution of the differential problem.

### 2.2 Uniqueness of the solution

In this section the problem of the uniqueness of the solution for the problem (1) with given initial condition is discussed.

As Kähler, & Weigert, appointed KW74 a real star evolve uniquely given its initial condition, the problem is whether the approximation we make yield to a unique solution.

Kähler showed KW74 Käh72 a condition for a local uniqueness in the static cases (the one we are treating).

Even though for the general case the uniqueness cannot be guaranteed, by linearizing the equation uniqueness in the neighbourhood of any equilibrium condition can be established.

The linear approximation is not truly limiting as in the pragmatic cases methods of solution for the numeric integration are based on the calculation of finite differences.

The 4 most general differential equations that govern stellar structure Gle00 can be expressed in function of pressure \( p \), temperature \( T \), radius \( r \), Energy flux \( L_r \) and \( m(r)/M = \xi \), neglecting the time-dependence as :

\[ a = (p, T, r, L_r) \quad (3) \]

\[ \frac{da_i}{d\xi} = f_i(\xi, a_1, a_2, a_3, a_4); \quad i = 1, \cdots, 4; \quad (4) \]

Assuming \( \nabla_{ad} \) and chemical composition given \( \epsilon_n = \epsilon_\nu = 0 \) (nuclear and neutrinos contributions to energy).

We can now solve for \( \xi \in [\xi_\alpha, \xi_\beta] \) with boundary condition at \( \xi_\beta \) near center and \( \xi_\alpha \) near atmosphere imposing:

\[ a_1(\xi_\alpha) = \psi_1(a_3(\xi_\alpha), a_4(\xi_\alpha)) \quad (5) \]

\[ a_2(\xi_\alpha) = \psi_2(a_3(\xi_\alpha), a_4(\xi_\alpha)) \quad (6) \]

The conditions 5 & 6 are equivalent to fix the exterior boundary of the star (normally where \( a_1 = a_2 = 0 \)).

Interior boundary condition expressed in function of some parameters \( P_c \) and \( T_c \) (central pressure and temperature) are need to be fixed in order to give meaning to the differential problem:

\[ a_i(\xi_\beta) = \varphi_i(P_c, T_c) \quad i = 1, \cdots, 4 \quad (7) \]

Since we are interested only in smooth solution for stellar structure, so we can safely assume that:

\[ \frac{\partial f_i}{\partial a_k} \in C^0 \]

\[ \frac{\partial f_i}{\partial \xi} \in C^0 \quad (8) \]

Note that, we have chosen \( \xi_\beta \) near the center as we can admit singularity at \( \xi = 0 \).

The problem with these hypothesis has a unique solution \( a(\xi) \) determined by \( a(\xi_\beta) \).

The value of \( a(\xi) \) on the outer boundary can
therefore be seen as function of $P_c$ and $T_c$: $a_i(\xi) = h_i(P_c, T_c)$. Defining $g_i$ for $i = 1, 2$:

$$g_i := h_i(P_c, T_c) - \psi_i(h_3(P_c, T_c), h_4(P_c, T_c))$$  \(9\)

Imposing that $g_i = 0$ implies that the problem of local uniqueness is equivalent to a unique solution of $\delta g_i$ in terms of $(P_c, T_c)$ in a neighbourhood.

To discuss the neighbourhood uniqueness, two solutions $a_i(\xi)$ and $\bar{a}_i(\xi)$ that differ only for a small perturbation $\delta a$ can be considered.

Giving that, we can expand eq. 4 linearly:

$$\frac{\partial \delta a}{\partial \xi} = \frac{\partial f_i}{\partial a_k}(\xi) \cdot \delta a$$  \(10\)

Then the two initial condition should differ only for a $(\delta P_c, \delta T_c)$ infinitesimal. Again we note that the general uniqueness cannot be proven and it has been demonstrated false in some numerical experiment, but a first-order uniqueness can be interesting as is it useful in applying the finite differences method.

With that aim we can expand $\delta g_i$ to the first order:

$$\begin{cases}
\frac{\partial g_1}{\partial P_c} \delta P_c + \frac{\partial g_1}{\partial T_c} \delta T_c = 0 \\
\frac{\partial g_2}{\partial P_c} \delta P_c + \frac{\partial g_2}{\partial T_c} \delta T_c = 0
\end{cases}$$  \(11\)

A more convenient way to express $11$ is:

$$G \cdot \delta = \left(\frac{\partial g_1}{\partial P_c} \frac{\partial P_c}{\partial T_c} \frac{\partial g_1}{\partial T_c} \frac{\partial P_c}{\partial T_c} \delta P_c \delta T_c\right) = 0$$  \(12\)

Giving that $12$ is a linear system, we can apply Rouché-Capelli theorem affirming that a solution is unique if:

$$\det[G] \neq 0$$  \(13\)

Then we have derived that $13$ is a sufficient condition for local uniqueness in a linearized case. The argument can be further developed for time-dependent solutions $^{Käh72KW74}$.

### 2.3 General relativistic case

In this section the Oppenheimer-Volkoff equations will be derived. $c=1$ when not specified.

In a static isotropic region of space-time, $g^{\mu\nu}$ is time independent. Chosing $x^\mu = (t, \theta, \phi)$ we have, after imposing the spherical symmetry, that the line element is:

$$d\tau^2 = e^{2\nu(r)}dt^2 - e^{2\lambda(r)}dr^2 + r^2(d\theta^2 + \sin^2\theta d\phi^2)$$  \(14\)

From which we can deduce both $g_{\mu\nu}$ and $R_{\mu\nu}$ (The Ricci tensor).

The Eintein equations:

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R$$  \(15\)

$$G_{\mu\nu} = -8\pi GT_{\mu\nu}$$  \(16\)

Can be integrated, given $T_{\mu\nu}$. Since the spatial component of $u^\mu$ is zero (static assumption) we have that $T_{\mu\nu}$ is diagonal: $T^0_0 = \epsilon$ energy density and $T^\mu_\mu = -p$ ($\mu \neq 0$) the pressure given by the Equation of State (EoS).

The $(00)$ component of $15$ gives:

$$e^{-2\lambda(r)} = 1 - \frac{8\pi G}{r} \int_0^r \epsilon(r)r^2dr$$  \(17\)

In analogy with the Newtonian case we define:

$$M(r) = 4\pi \int_0^r \epsilon(r)r^2dr$$  \(18\)

$$^1R = \text{Tr}R_{\mu\nu}$$
\[ \frac{dM}{dr} = 4\pi r^2 \epsilon(r) \] (19)

represents the first equation for the stellar structure.

In terms of \( M(r) \) the other 3 Einstein equations can be deduced and, once the metric has been eliminated, we obtain (\( G=c=1 \)):

\[ \frac{dp}{dr} = \frac{\left[ p(r) + \epsilon(r) \right]\left[ M(r) + 4\pi r^3 p(r) \right]}{r[r - 2M(r)]} \] (20)

The equations (20) are commonly known as Oppenheimer-Volkoff equations, and represent the most important results of this section. They can be solved simultaneously with (18) for the radial distribution of mass-energy density.

We can now re-write the differential problem (1) generalised as (\( G \) and \( c \) are now re-introduced):

\[ \frac{dp}{dr} = -\frac{Gm(r)\epsilon(r)}{c^2r^2} \left[ \frac{1 + p(r)}{\epsilon(r)} \right] \left[ 1 + \frac{4\pi r^3 p(r)}{m(r)c^2} \right] \times \left[ 1 - \frac{2Gm(r)}{c^2r} \right]^{-1} \] (21)

\[ \frac{dm}{dr} = 4\pi c^2 r^2 \epsilon(r) \] (22)

Eq (21) together with (19) and boundary conditions define the generalisation of the Newtonian problem (1) is discussed:

\[ \frac{\partial M(\epsilon_c)}{\partial \epsilon_c} > 0 \] (23)

The derivative of the total mass \( M \) of the structure respect to the initial condition \( \epsilon_c = \rho c^2 \) should be always greater than zero in order to have a stable configuration.

To prove the statement above, consider a neighbourhood of a stationary point in which the mass of the structure is a maximum, as displayed in Fig[1]. In this case if the star is in the state \( A \), where \( \frac{dM}{d\rho} > 0 \) then a small perturbation that compresses the structure sends \( A \) in a point \( A' \). The corresponding stable configuration \( A'' \) has a bigger mass so that the gravitational force pushes \( A' \) towards \( A \); the same process happens whether \( A \) is perturbed with a small decompression.

On the opposite, if \( B \) is perturbed, then the new stable condition has a smaller mass, so that the perturbation is not re-adsorbed by gravitational attraction and the state is pushed away from \( B \).

The case in which:

\[ \frac{\partial M(\epsilon_c)}{\partial \epsilon_c} = 0 \] (24)

needs to be treated carefully: in this cases if \( \epsilon_c \) is a stationary points but \( \forall \epsilon_c \in I(\epsilon_c), \frac{\partial M(\epsilon_c)}{\partial \epsilon_c} \geq 0 \) then the configuration is of equilibrium. It is noticeable that the condition founded above is equivalent (in the temperature independent case) to the what established in the Newtonian case. This suggests that the analysis could be meaningful to repeat even in the relativistic case.

\[ 4 \]
In this section the Equation of State (EoS) will be discussed. The highly dense environment of stars requires a quantum treatment of matter, Beta-decay processes are also relevant in analysing the composition of stars. In this Chapter Coulomb interaction will be neglected, the discussion of the electric interaction will be further developed in sec 8. As we are interested in the static case, once the equilibrium has been reached, subtraction of energy by neutrinos will be also neglected even though they represent an important factor in the cooling-process of White Dwarf.

3.1 Fermi-gas equation of state

As nucleons and electrons are all fermions they obey to the Fermi-Dirac statistic.

If \( n \) is the numerical density, the quantum properties of gases cannot be neglected when

\[
\chi := \frac{\Lambda}{a} \gtrsim 1
\]  

(25)

Where \( \Lambda \) is the De Broglie thermal wave-length and \( a = \left( \frac{\hbar}{\pi n} \right)^{-1/3} \). In a typical core of White Dwarf for electrons \( \chi \simeq 96 \), so that the gas can be considered as highly degenerate. In a first-order approximation, the gas can be considered completely degenerate and treated at zero temperature.

In addition to this, for electrons relativistic endeavours should be considered when:

\[
X_r := \frac{p_F}{m_e c^2} \gtrsim 1
\]  

(26)

Where \( p_F \) is the Fermi-momentum. In typical White Dwarf condition \( X_r \) values more than one. For a density \( \rho = 2 \times 10^6 \text{g/cm}^3 \), \( X_r \sim 1 \). The transition to the relativistic region is responsible for the presence of a limiting mass in the Chandrasekhar model.

3.2 Completely degenerate equation of state

In this section the EoS for a completely degenerate Fermi-gas is computed.

We therefore compute the limit \( T \to 0 \) of the Fermi Distribution function over quantum states given that the degeneracy of each state is \( g = 2s + 1 = 2 \) (spin = 1/2).

The Fermi Distribution over state is [LL69]:

\[
n_p = \frac{1}{e^{\beta (\epsilon - \mu)} + 1}
\]  

(27)

Where \( \beta = \frac{1}{kT} \), \( \epsilon \) is the energy of the level and \( \mu \) is the chemical potential.

\[
\lim_{T \to 0} n_p(T) = \Theta(\epsilon - \epsilon_F)
\]  

(28)

Where \( \epsilon_F := \lim_{T \to 0} \mu(T) \)
We can therefore obtain the distribution over momentum requiring that in the completely degenerate case all the levels are fully occupied and the highest one have \( p = p_F \)

\[
N/V = n = 2 \cdot \frac{4\pi}{h^3} \int_0^{p_F} p^2 dp = \frac{p_F^3}{3\pi^2 h^3}
\]

Hence the distribution function over momentum is:

\[
f(p) = \begin{cases} 
\frac{4\pi}{\pi^2 p_F^2} & p \leq p_F \\
0 & p > p_F 
\end{cases}
\]

Then Energy \( \mathcal{E} = E/V \) and the pressure are now computable:

\[
\mathcal{E} = \int_0^{p_F} f(p) \sqrt{(mc^2)^2 + (pc)^2} dp 
\]

\[
P = \frac{8\pi c}{3h^3} \int_0^{p_F} p^3 \frac{p}{\sqrt{(mc^2)^2 + (pc)^2}} dp
\]

The calculation has been carried out in the Appendix 11.1, the results are:

\[
\mathcal{E} = \frac{c}{8\pi^2 h^3} \left\{ p_F \left( 2p_F^2 + m^2c^2 \right) \sqrt{p_F^2 + m^2c^2} - (mc)^4 \arcsinh \frac{p_F}{mc} \right\}
\]

\[
P = \frac{c}{8\pi^2 h^3} \left\{ p_F \left( \frac{2}{3} p_F^2 - m^2c^2 \right) \right. \\
\times \sqrt{p_F^2 + m^2c^2 + (mc)^4 \arcsinh \frac{p_F}{mc}} \right\}
\]

**Non-relativistic limit** In the non-relativistic limit the EoS has a simple form. Expressing \( p_F \) in terms on \( n \), when \( p_F \ll mc \):

\[
P = \frac{\left(3\pi^2\right)^{2/3} \hbar}{5} \frac{n^{5/3}}{m} 
\]

\[
\mathcal{E} = \frac{3\hbar^2 3\pi^2}{10} \frac{n^{2/3}}{m}
\]

**Ultra-relativistic limit** In the ultra-relativistic case, when \( p_F \gg mc \) we have:

\[
\mathcal{E} = \frac{3\hbar c}{4} \left(3\pi^2\right)^{1/3} n^{4/3}
\]

\[
P = \frac{\mathcal{E}}{3}
\]

4 Chandrasekhar approach

We are now ready to compute the mass-radius relation in the Chandrasekhar limit for a White Dwarf.

In lack of nuclear reaction, the main contribution to the pressure is given by the degeneracy pressure of electrons, so that we can approximate all the pressure with the pressure of the Fermi-Dirac electrons gas. The nucleons pressure is negligible as in \( \chi_n \simeq \chi_e/2000 \)

4.1 Polytropes method

An equation of state in which \( P = P(n) = Kn^n \) is called a polytropic equation of state(No temperature dependence). We note that for a ultra-rel and non-rel degenerate gases have polytropic EoS: \( P_{nr} = Kn^{5/3} \) and \( P_{ur} = Kn^{4/3} \). Polytropes are very powerful methods to find a semi-analytical solution to the differential problem 1.
In the Newtonian approximation when a polytropic relation with index \( n = \frac{1}{1-\gamma} \) is assumed \( P = K \rho^n \) (\( \rho \) is the mass-density), the equations 1 can be reduced to the Lane-Emden equation:

\[
\frac{1}{\xi^2} \frac{d}{d\xi} \xi^2 \frac{d\phi}{d\xi} + \phi^n = 0
\]

(39)

In terms of a-dimensional radius and density:

\[
\xi = \frac{r}{\lambda} \quad \lambda = \left( \frac{(n+1)K\rho_c^{\frac{1-n}{4}}}{4\pi G} \right)^{1/2}
\]

(40)

\[
\rho = \rho_c \phi^n
\]

(41)

Where \( \rho_c \) the parameter that fixes the central density of the star.

Two initial conditions are required as the first-order differential system 1 has been transformed in a second-order ODE:

\[
\phi(\xi = 0) = 1
\]

(42)

\[
\frac{d\phi}{d\xi}(\xi = 0) = 0
\]

(43)

The condition 43 impose that the density is maximum at the center.

Once the ODE is solved for the a-dimensional density \( \phi(\xi) \) we can obtain the radius of the structure \( \xi_* \) as the smallest zero of the solution:

\[
\xi_* = \min_{\xi} \{ \xi_i \mid \phi(\xi_i) = 0 \}
\]

(44)

Therefore the total mass \( M \) is:

\[
M(R) = 4\pi \int_0^R r^2 \rho(r) dr = 4\pi \rho_c \lambda^3 \int_{\xi_*}^{\infty} \phi^n(\xi) \xi^2 d\xi = -4\pi \rho_c \lambda^3 \left[ \xi^2 \frac{d\phi}{d\xi} \right]_{\xi_*}
\]

(45)

(46)

(47)

4.2 Solutions to Lane-Emden equation

The Lane-Emden equation admits analytical solutions only for \( n = 0, 1, 5 \); in the other cases it has to be integrated numerically. In Fig[2] solutions to the equation have been evaluated numerically and analytically (when possible) for seven different values of the polytropic index using Mathematica.

For index \( n > 0 \) polytropes has an infinite extension.

4.3 The Chandrasekhar mass

In this section the Chandrasekhar mass value is derived.

For \( n = 3 \) the numerical solutions for the
relevant quantities are:

\[ \xi = 6.89685 \quad (48) \]

\[ \left[ \xi^2 \frac{d \phi}{d \xi} \right]_{\xi_*} = -2.01824 \quad (49) \]

Given that \( n = \frac{\rho}{\mu m_H} \) where \( \mu = 2^2 \) is the overall electronic weight and \( m_H \) is the Hydrogen mass,

\[ \lambda = \left[ \frac{K}{\pi G} \right]^{1/2} \rho_c^{-1/3} \quad (50) \]

\[ K = \frac{3^{1/3}}{\pi} \frac{\hbar c}{8 (2m_H)^{4/3}} \quad (51) \]

We note that in the special case of \( n = 3 \) the total mass of the polytropos do not depend on the central density, we can therefore state that it represent a limiting mass for the structure, known as the Chandrasekhar mass:

\[ M_{Ch} = 1.43469 M_{\odot} \quad (52) \]

Where \( M_{\odot} = 1.989 \times 10^{33} \text{ g} \) is the Sun mass.

4.4 Solution with complete EoS

In this section the problem is treated in a more general way, using the complete EoS for a Fermi-gas.

We need to solve the differential problem 1 with the complete EoS:

\[ P = \mathcal{K} \left[ (2\xi^3 - 3\xi) \sqrt{1 + \xi^2} + 3 \text{arcsinh}^{-1} \xi \right] \quad (53) \]

\[ \mathcal{K} = \frac{(mc)^3 \pi c}{3 \hbar^3}, \quad \xi = \frac{p_F}{mc} \quad (54) \]

We have that the baryon density, in terms of \( \xi \) is:

\[ \rho = \frac{(mc)^3 \mu e m_H (g)}{3 \pi^2 \hbar^3} \xi^3 := \chi \xi^3 \quad (55) \]

Introducing the variables: \( \mu = m/M_{\odot} \) and \( x = r/R_{\odot} \) the differential problem has the form:

\[ \frac{dm}{dr} = 4\pi \chi^3 r^2 \quad (56) \]

\[ \frac{d\xi}{dr} = - \left( \frac{G \chi}{8 \mathcal{K}} \right) \sqrt{1 + \xi^2} \frac{m}{r^2 \xi} \quad (57) \]

This equations can be simultaneously solved for \( m(r) \) and \( \xi(r) \) given the initial conditions:

\[ \xi(0) = \frac{1}{K} \rho_c^{1/3} \quad (58) \]

\[ m(0) = 0 \quad (59) \]

This differential system can be numerically integrated, in that case I used ND-Solve of Mathematica, it uses the Runge-Kutta based on finding the coefficient for the Taylor Series associated to the solutions. I used also Numpy methods on Python but since the algorithm in that case is not released I report the results obtained with Mathematica.

Once the solution has been founded, the Mass of the structure can be determined by looking for the point in which \( \xi [r] \) change sign. In fact, the zero of the density represent the external limit of the structure (cfr. section for boundary conditions 2.2). For numerical purpose of stability the initial conditions cannot be imposed ad \( r = 0 \), instead it is more convenient to fix it on the \$MachineEpsilon^3.

\[ ^3 \text{Gives the difference between 1 and the next smallest number representable } \$\text{MachineEpsilon} = 2.22045 \times 10^{-16} \]
Figure 3: Solution for $\rho_c = 10^{6.7}$

Figure 4: Mass-Radius relationship for a White Dwarf

Figure 5: Mass-Central density

In Fig [3] an example of the solution, it is clear from the plot the limit of the structure, we can see how after the change in sign of the density the mass decrease: a non-physical situation.

The procedure has been repeated extracting the couples $(M_{\text{Max}}, R_{\text{Max}})$ and $(M_{\text{Max}}, \rho_{c,\text{Max}})$ from the solution, varying the central density. In Fig[4] the results obtained. As expected in the limit for which $\rho_c \to \infty$ the Chandrasekhar limiting cases is valid and the Mass tends to a vertical asymptote such that the configuration is stable. The numerical value of the latter is $M = 1.434899$ that differs only for 0.015% with $M_{\text{Ch}}$ founded solving Lane-Emden equation in the ultra-relativistic limit.

An important feature is that, in this model, all the states obey the condition necessary for stability proven in 2.4. In Fig[5] the results.

5 General relativistic corrections

In the complete Chandrasekhar solution, there is no lower bound to the radius as it decreases when the central density increases so that the total mass remains the fixed $M_{\text{Ch}}$. If we do not consider other effects, this remains true whether the radius of the structure is big compared to the Schwarzschild radius of the body i.e.:

$$R > \frac{2G M_{\text{Ch}}}{c^2} \simeq 6.0855 \times 10^{-6} R_\odot \quad (60)$$
$$=4.2376 \text{ km} \quad (61)$$
For \( R \approx R_\odot \frac{500}{1} \) (i.e. \( \rho \gtrsim 1 \times 10^{10} \text{ g cm}^{-3} \)) relativistic effects cannot be ignored anymore.

With the aim of consider relativistic corrections we integrate the structure equations with a approximation \( \epsilon(r) \approx \rho(r)c^2 \), where \( \rho(r) \) is the baryonic mass density.

This approximation is valid because:

- The baryonic matter momentum \( |p_b|^2 = 0 \) in the static case;
- Even though electrons have \( p_F \gg m_e \) in the worst situation considered in the non relativistic approximation \( \rho_c = 5 \times 10^{14} \text{ g cm}^{-3} \) and became less than 400 \( m_e c \) at \( R = R_\text{TOT}/1000 \), so that in the most of the cases \( p_F c \ll m_pc^2 \);
- For Baryons \( \frac{p_F}{m_pc} \approx \frac{\xi}{2000} \) therefore Fermi momentum of Baryons is also negligible.

The following differential problem can be solved numerically with the same boundary conditions used before:

\[
\frac{dm}{dr} = \frac{4\pi}{c^2} \epsilon(r) \tag{62}
\]

\[
\frac{d\xi}{dr} = -\frac{d\xi}{dp} \frac{Gm(r)\epsilon(r)}{c^2 r^2} \left[ 1 + \frac{p(r)}{\epsilon(r)} \right] \\
\times \left[ 1 + \frac{4\pi r^3 p(r)}{m(r)c^2} \right] \left[ 1 - \frac{2Gm(r)}{c^2 r} \right] \tag{63}
\]

Where \( \epsilon(r) = Kc^2 \xi^3 \) and \( p = p(\xi) \) the complete EoS for a degenerate electrons gas 34.

In Fig[6] In this level of approximation there is no presence of a Chandrasekhar mass. Nevertheless, there is a maximum mass at

\[
M_{\text{Max}} = 1.404565 M_\odot \tag{64}
\]

This value can be considered as the maximum mass for a White Dwarf. Interesting information can be deduced from the relation between mass and central density. In Fig[7] is plotted the total mass in function

\[
R(M_{\text{Max}}) = 0.001280 R_\odot = 0.1399 R_\text{Earth} \tag{65}
\]

\[
\rho_c(M_{\text{Max}}) = 1.7783 \times 10^{10} \text{ g/cm}^3 \tag{66}
\]
of the central density \( \propto \epsilon_c \). Because of the stability conditions (cfr. 2.4) \( M_{\text{Max}} \) is also a limiting mass as beyond that all the configurations are unstable. This limiting mass differ from \( M_{\text{Ch}} \) by 2.1%.

Both in the Chandrasekhar and in the Relativist model with complete EoS there is no dependence from the temperature and, from the chemical composition, therefore they represent simplifications of the problem. Nevertheless, the results obtained describe the correct magnitude of the mass-radius relation for the stars.

6 Improvements to the Equation of state

Matter in white dwarfs is not at its lowest energy state: neutrons and protons are bounded in nuclei that are not in their lowest state possible (\(^{62}\)Ni or \(^{56}\)Fe, depending on whether the total binding energy or the binding energy per nucleons is considered) as in the neutron star case. Because of that, it is possible to extract energy further energy through beta-decay and pico-nuclear reactions(The latter will not be analysed in this paper)

6.1 Charge neutrality

As White Dwarf are mainly constituted by ionized atoms and free electrons, it is important to study the electric properties of matter.

The limit for which particle with charge \( e \) and mass \( \mu \) will not be expelled from the external surface of the star by Coulomb Force is given by:

\[
\frac{Z_{\text{tot}} e^2}{R^2} < \frac{GM\mu}{R^2}
\]

(67)

In the general relativistic case \( M > Am_p \) (where \( A \) is the total number of baryons of the star). In the worst case \( \mu = Zm_p Z \leq 16 \) (Oxygen White Dwarf) so that:

\[
\frac{Z_{\text{tot}}}{AZ} < \left( \frac{m_e}{e} \right)^2 \simeq 10^{-36}
\]

(68)

So that the mean electric charge per nucleons is \( \sim Z10^{-36} \): White Dwarf can be considered electrically neuter.

6.2 \( \beta \)-equilibrium

As the mass of neutron is greater than the sum of proton and electron by:

\[
\Delta := (m_n - m_p - m_e)c^2
\]

(69)

in normal condition inverse \( \beta \) decay are forbidden.

\[
p + e^- \rightarrow n + \nu_e
\]

(70)

But in a degenerate environment whenever happens that:

\[
E_F := E - m_e c^2 \geq \Delta
\]

(71)

Is more convenient energetically for an electron to decade \( \beta \) rather than be in a phase space cell with \( P_F \).

White Dwarf equation of state should be corrected.

If we consider a 3 component plasma (simplest situation possible) made of free protons, neutrons and electrons, we need to minimise for every configuration the total energy of the plasma:

\[
\epsilon(n_n, n_p, n_e) = \epsilon(n_n) + \epsilon(n_p) + \epsilon(n_e)
\]

(72)
Where $\epsilon(n_i)$ we have two different constraints:

\begin{align*}
  n_n + n_p &= \text{const.} := n_b \tag{73} \\
  n_p &= n_e \tag{74}
\end{align*}

The first one is the expression of the conservation of Baryon number and the second is the overall neutrality of charge. Since the three particles are all fermions we can use eq 33 for $\epsilon(n)$

To minimise 72 we can use the Lagrange multipliers method, we define:

\[ F := \epsilon(n,n_p,n_e) + \alpha(n_p+n_n-n_b) + \beta(n_p-n_e) \tag{75} \]

We need impose:

\[ \frac{\partial F}{\partial n_i} = 0 \tag{76} \]

A clever way to calculate 76 is using the integral expression for $\epsilon$:

\[ \frac{\partial \epsilon}{\partial n} = \frac{\partial \epsilon}{\partial p} \frac{\partial p}{\partial n} = \]

\[ = \frac{1}{8\pi^2\hbar^3} \sqrt{(mc^2)^2 + (pc)^2} \cdot \frac{8\pi^2\hbar^3}{p^2} = \]

\[ = \sqrt{(mc^2)^2 + (pc)^2} \tag{77} \]

Imposing 76 and eliminating the Lagrange multipliers we obtain:

\[ \sqrt{p^2_n + (m_pc)^2} + \sqrt{p^2_e + (m_ec)^2} = \]

\[ = \sqrt{p^2_n + (m_n c)^2} \tag{78} \]

We can recognise in 79 the general condition on the chemical potential at equilibrium when coexist different phases:

\[ \mu_e + \mu_p = \mu_n \tag{80} \]

Eq. 80 ensures that all the levels below the Fermi level are filled and that no energy can be further extracted from the gas by $\beta$ decay. Clearly this is only an approximation as for low density the configuration in which $n_n = 0$ is the lowest possible.

The procedure above can be easily generalised\cite{1169}: in general we have $\beta$ decay:

\[ \frac{n}{Z}X + e^{-} \rightarrow \frac{n+1}{Z-1}Y \tag{81} \]

that can be written in compact form as \[ \sum_i \nu_i X_i = 0 \]. If the decay happens at constant temperature and pressure then the potential $\Phi(\nu_i)$ must be minimum given $P$ and $T$. If we impose that the total derivative of $\Phi$ respect to the concentrations $n_i$ is zero we obtain:

\[ \sum_i \nu_i \frac{\partial \Phi}{\partial n_i} = 0 \tag{82} \]

Or:

\[ \mu_i = \frac{\partial \Phi}{\partial n_i} \tag{83} \]

\[ \sum_i \nu_i \mu_i = 0 \tag{84} \]

Eq. 84 is 80 in the special case of a three component plasma.

Using the relation eq. 29 between $n$ and $p$, we can obtain the chemical composition point for point. Do to that we integrate $\forall n$ fixed:

\[ \left\{ \begin{array}{l}
\frac{1}{8\pi^2\hbar^3} (p^3_n + p^3_p) = n \\
\mu_e(p_e) + \mu_p(p_p) = \mu_n(p_n)
\end{array} \right. \]

Together with $p_p = p_e$ (charge neutrality) and with the Fermi EoS for $p$. 


Figure 8: Protons and neutrons concentration at $\beta$ equilibrium

Hence:

$$p_n = \left(3\pi^2\hbar^3 n - p_p^3\right)^{1/3} \quad (86)$$

I have numerically integrated the equations above. It is convenient to use the adimensional variable $\xi = \frac{p}{m_e c}$.

In Fig[8] and Fig[9] the results obtained. The numerical threshold for $\beta$ decay is $\bar{\rho} = 2.37 \times 10^7 \text{ g/cm}^3$. The estimation with $\Delta$ leads to a value of $\bar{\rho} = 1.2 \times 10^7 \text{ g/cm}^3$ almost an half of what founded. This is mostly because in the numerical calculation we have considered the fact that neutrons are themselves fermions.

As expected for $\rho < \bar{\rho}$ pressure is dominated by electrons and a compression lead to an increase in concentration of protons and electrons.

Once $\rho > \bar{\rho}$, $p + e^- \rightarrow n + \nu$ can happen: a further compression do not results in an increase of pressure, instead it increases the concentration of neutrons in the mixture subtracting degenerate electrons. Asymptotically all protons and electrons are converted in neutrons who became the only source of pressure.

7 Stellar structure at $\beta$ equilibrium

$\beta$-decay are responsible for a source of instability in WD. Once the threshold density for $\beta$-decay is reached stars became unstable: as electrons are subtracted from the plasma the total pressure of electrons no longer balances the gravitational force.

Since we are interested in computing the mass-radius relation for White Dwarf considering $\beta$ equilibrium, the chemical composition can no longer be neglected.

To obtain an estimation of the effect, we can make the simplification for which, the star is considered a three-component plasma only after the threshold is reached.

The modified equation of state that includes the change in concentrations of electrons once the threshold has been reached can be numerically integrated in the gen-
eral relativistic case. To do that I have used `scipy.integrate` in python and. If $\rho > \bar{\rho}$ then the concentration of electrons at $\beta$ equilibrium is calculated and the pressure is evaluated with the given concentration. The results are in Fig[10].

The value for the limit mass obtained is $M = 1.02146M_\odot$ and the correspondent $R_{\text{Max}} = 0.8251R_{\text{Earth}}$.

The central pressure at instability is $\rho_{c,\text{Max}}^c = 2.3714 \times 10^7 \text{g/cm}^3$: in accord with the threshold numeric value of beta-decay.

The mass value is significantly different from what found before, this is due to the fact that a three component plasma is only a crude approximation.

7.1 A more refined EoS for helium WD

As appointed before a more realistic model should consider the equilibrium between the different compounds of the plasma.

$\beta$-decays in Helium white dwarf involve

$$\frac{4}{2}\text{He} + e^- \rightarrow \frac{3}{1}\text{H} + \nu \frac{10^{-22}s}{\text{s}} \rightarrow \frac{3}{1}\text{H} + \nu + n \quad (87)$$

If we neglect the fact neutrons and $\frac{3}{1}\text{H}$ are fermions themselves we can calculate a naive threshold for the Kinetic energy of the electron $^{ST83}$:

$$K_F \simeq 20.596 \text{MeV}/c \quad (87)$$

But for the reaction:

$$\frac{3}{1}\text{H} + e^- \rightarrow 3n \quad (88)$$

I have calculated a threshold of:

$$K_F \simeq 8.752 \text{MeV}/c \quad (89)$$

therefore it is reasonable to consider:

$$\frac{4}{2}\text{He} + 2e^- \rightarrow 4n + 2\nu \quad (90)$$

only for purpose of calculating the equilibrium between phases. Even though a three body reaction is particularly rare, we can
consider reaction 88 as more rapid than reaction 87, so that 90 is a good approximation.

Because of that, we can consider stellar matter composed by:

\[ ^4_2\text{He} \quad e^- \quad n \quad (91) \]

We can therefore study the equilibrium between the 3 phases as in section 6.2. As \(^4\text{He}\) is a boson its energy coincide its rest mass in the static approximation. We can write the Baryonic number conservation constraint and electric neutrality as:

\[ n_{\text{He}} + \frac{1}{4}n_n = n \quad (92) \]

\[ 2n_{\text{He}} = n_e \]

We want to minimise the total energy, using the Lagrange multipliers method:

\[ F := \epsilon(n_e) + \epsilon(n_n) + n_{\text{He}}m_{\text{He}}c^2 + \]

\[ + \alpha(n_{\text{He}} + \frac{1}{4}n_n - n) + \beta(2n_{\text{He}} - n_e) \quad (93) \]

We need to impose the the conditions \(\frac{\partial F}{\partial n_i}\), derivative have been calculated in the same way of paragraph 6.2:

\[
\left\{
\begin{array}{l}
\sqrt{(p_e)c^2 + (m_e)c^2} = \beta \\
\sqrt{(p_n)c^2 + (m_n)c^2} + \frac{1}{4}\alpha = 0 \\
m_{\text{He}}c^2 + \alpha + 2\beta = 0
\end{array}
\right. \quad (94)
\]

So that:

\[ m_{\text{He}}c - 4\sqrt{p_n^2 + (m_n)c^2} + \\
+ 2\sqrt{p_e^2 + (m_e)c^2} = 0 \quad (95) \]

Together with constraints eq.92 can be solved for \(p_e\) for every given Helium density \(n\).

I have computed numerically the EoS. In Fig[12] the results obtained. The numeric threshold founded is

\[ \tilde{\rho}_e = 4.8452 \times 10^{10} \text{ g/cm}^3 \quad (96) \]

As expected \(\tilde{\rho}_e \gg 2.37 \times 10^7 \text{ g/cm}^3\) founded in 6.2 as the threshold central density in the case of a mixture of protons neutrons and electrons. Thus the EoS can be implemented for integrating the stellar structure equations. In Fig[13] the integrated stellar structure with the determined EoS. With this new EoS the instability is reached first because of the TOV equations rather than because of \(\beta\)-decay. This is considerable improvement: with the 3 component plasma model of 6.2 we had that the instability were reached for \(M \ll M_{\text{Ch}}\).

It would be interesting to repeat the analysis for different chemical compositions.
8 Coulomb Interaction and other corrections

Coulombian interactions between charged particles have been neglected, in this section the aspect will be deepened. The Salpeter approach will be followed in deriving the results needed.

8.1 Classical treatment

In this first approach quantum effects are neglected and the problem is treated classically. We can assume a perfect lattice of ions and the shape of the Wigner-Seitz cells can be assumed spherical. In a first-order discussion, we neglect also the interactions between the actual cells.

The Wigner-Seitz spherical cell is occupied on average by one single electron. The radius of the cell must be proportional to the Bohr radius \( a_0 = \frac{\hbar}{m_e c_0} \), we can write it as:

\[
R = Z^{1/3} \eta a_0
\]  

The constant of proportionality can be related with the density:

\[
n = \frac{\rho}{\mu m_w} = \left(\frac{4\pi}{3} (\eta a_0)^3\right)^{-1} \tag{98}
\]

It trivial to calculate the energy of a sphere with a charge \( Ze \) in the center and a negative uniform distribution \(-Ze\), the potential energy per electron is:

\[
E_1 = \frac{U}{Z} = -\frac{9}{5} \frac{Z^{1/3}}{\eta} 1\text{Ry} = \tag{99}
\]

\[
= -\frac{9}{10} \frac{Z^{1/3} e^2}{a_0 \eta} \tag{100}
\]

The calculation can be found in the Appendix 11.2.

Given the total energy \( E \), the pressure \( P \) per electron -at constant chemical potential and constant temperature- is simply

\[
P = -\frac{dE}{dV} = -\frac{dn}{dn^{-1}} \frac{dE}{d\eta} \tag{101}
\]

\textbf{bcc crystals Madelung constant}  If we were interested in a more precise calculation of the lattice coulombian energy, then we need to use the Madelung constant for a square centered (\( \text{bcc} \)) lattice. In that case instead of \( 9/10 \) in Eq: 100, we need to use \( \xi_M = 0.895029255682^{\text{BPY01}} \). This result is negligible as \( \frac{\xi_M-0.9}{0.9} \simeq 0.45\% \).

8.2 Perturbative Thomas-Fermi model

Since effects of coulomb interactions are only small perturbations to the leading Fermi Energy term, we can attempt a perturbative expansion:

\[
E = E_0 + E_1 + E_2 + \cdots \tag{102}
\]
$E_0$ is the Fermi energy, $E_1$ is 99 $E_3$ is often called Thomas-Fermi energy.

To find $E_3$ we expand the charge distribution $n(r)$ as:

$$n(r) = n_0(1 + \lambda(r)) \quad (103)$$

where $n_0$ is the uniform distribution of negative charge.

If $V(r)$ is the electric potential given by the ion & $n_0$. We can then determine $n(r)$ imposing that:

$$E_F = mc^2(\sqrt{1 + x^2(r)} - 1) = c + eV(r) \quad (104)$$

Where $x = \frac{p_F}{mc}$. This gives an expression for $n(r)$ in terms on $c$, imposing that $\int V n(r) dV = n_0$ then $c$ can be calculated. We can now integrate the energy of $\epsilon(r)$ over the volume and obtain $E_3$. (calculation have been carried out in Appendix 11.3):

$$E_{TF} = -\frac{324}{175} \left( \frac{4}{9\pi} \right)^{2/3} \sqrt{1 + x^2} Z^{4/3} \text{Ry} \quad (105)$$

In Fig[14] is plotted the deviation from a uniform distribution of charge $\Delta n(r) = \lambda(r) = \frac{n-n_0}{n_0}$ versus the distance from the central ion (in bohr radius $a_0$) for $x = \frac{p_F}{mc} = 1$. It is clear, as expected, that the electrons tend to be concentrated near the ion.

8.3 Exchange Energy & correlation energy

Another effect that need to be considered is the transverse electromagnetic interaction (spin-spin) between electrons. The results in cited by Salpeter$^{Sal61}$. The discussion merit more than a single paragraph to be discussed.

For a complete discussion consult Jan-covici$^{Jan62}$, I cite only the result:

$$E_{ex} = -\frac{3}{4\pi} \alpha mc^2 x \phi(x) \quad (106)$$

$$\phi(x) = \frac{1}{4x^4} \left[ \frac{9}{4} + 3(\frac{\beta^2 - 1}{\beta^2}) \ln \beta 
- 6 \ln^2 \beta - (\frac{\beta^2 + 1}{\beta^2}) - \frac{1}{8}(\beta^4 + \frac{1}{\beta^4}) \right]$$

$$\beta = x + \sqrt{1 + x^2}$$

The next term in the perturbative series is the "Correlation energy": as electrons are fermions exchange of momentum in collisions needs to be considered. This contribution to the energy can be calculated in the approximation of a continuous background of positive charge in which the degenerate electron sea is immersed. The problem has been treated by Gell-Mann and Bruecker$^{GMB57}$

$$E_{corr} = (0.062 \ln \eta - 0.096)\text{Ry} \quad (107)$$
9 Stellar structure with corrections

We have solved numerically the star structure equations in the general relativistic case considering Coulombian interactions and other corrections in section 8. $\beta$-decay equilibrium is instated neglected in this calculation. In Fig[15] and [16] the results obtained. Including Coulomb interaction avoids divergence at low central density, furthermore it introduces differences due to chemical composition, a more realistic situation. In Tab[1] are summarised the relevant feature of the solutions.

Helium WD In Fig[17] also $\beta$-decay are considered in the EoS. The model developed in 7.1 is a more realistic one, the $\beta$-decay instability is reached for a more realistic central density.

10 Conclusion

The method developed for Helium White dwarf at $\beta$ equilibrium had positive results, in a future work it will be applied also for $^{16}$O and $^{12}$C; effects of finite temperature will be also treated in that work.
$$Z \quad M_{\text{Max}}[M_{\odot}] \quad R(M_{\text{Max}})[R_{\odot}] \quad \rho(M_{\text{Max}})[10^{10} \text{g/cm}^3] \quad R_{\text{Max}}[R_{\odot}]$$

|   |   |   |   |   |
|---|---|---|---|---|
| 2 | 1.39485 | 0.001293 | 1.7783 | 0.035292 |
| 12 | 1.31900 | 0.001262 | 1.7783 | 0.020272 |
| 16 | 1.29607 | 0.001254 | 1.7783 | 0.018424 |

Table 1: M, R and $\rho_c$ at maximum mass and maximum radius of the structure

11 Appendix

11.1 Evaluation of $E$ and $P$

In this section the integrals in Eq. 33 and 34 are evaluated.

**Integral of $P$**

We need to compute:

$$P = \frac{8\pi c}{3h^3} \int_0^{p_F} \frac{p^4}{\sqrt{(mc^2)^2 + (pc)^2}} dp$$  \hspace{1cm} (108)

Changing to a-dimensional variable first:

$$\xi = \frac{p}{mc}, \quad x = \frac{p_F}{mc}$$

$$P = \frac{8\pi m^4 c^5}{3h^3} \int_0^x d\xi \frac{\xi^4}{\sqrt{1 + \xi^2}} = \int_0^x \frac{\sinh^4 y}{ \cosh y} \cosh^4 y dy = \frac{8\pi m^4 c^5}{3h^3} \int_0^{\sinh^{-1} x} \sinh^4 y dy$$  \hspace{1cm} (109)

The integral 110 is straightforward as it can be carried on using the trigonometrical formulas for hyperbolic functions.

$$\int \sinh^4 y dy = \frac{1}{4} \sinh^3 y \cosh y +$$

$$- \frac{3}{8} \left(\frac{1}{2} \sinh(2y) - x\right)$$  \hspace{1cm} (111)

Giving 111, 110 is:

$$E = \frac{m^4 c^5}{24\pi^2 h^3} \left[ \frac{1}{4} x^3 \sqrt{1 + x^2} + \right.$$

$$- \frac{3}{8} \left( x \sqrt{1 + x^2} - \sinh^{-1} x \right)$$ \hspace{1cm} (112)

Which is 34.

**Integral of $E$**

Computing 33 is easy once 34 has been computed, in fact

$$E = \frac{1}{8\pi^2 h^3} \int_0^{p_F} p^2 \sqrt{(mc^2)^2 + (pc)^2} dp =$$

$$\frac{m^4 c^5}{8\pi^2 h^3} \int_0^x \xi^2 \sqrt{1 + \xi^2} d\xi =$$

$$\frac{m^4 c^5}{24\pi^2 h^3} \left[ x^3 \sqrt{1 + x^2} - \int_0^x \frac{\xi^4}{\sqrt{1 + \xi^2}} d\xi \right]$$ \hspace{1cm} (113)

The integral in 113 was evaluated in 11.1, hence we obtain 33.

11.2 Electrostatic energy

The total energy is given by the sum of the of interaction between the ion and the electronic cloud and the energy of the spherical
distributing itself

\[ E_{TOT} = E_{Sph} + E_{int} = \]

\[ = \frac{3}{5} \frac{(Ze)^2}{R} - \int_0^R \left( \frac{Ze}{r} \right) \frac{Ze}{ \frac{2}{\pi} R^3} 4\pi r^2 dr = \]

\[ = \frac{3}{5} - \frac{3}{2} \frac{(Ze)^2}{R} = - \frac{9}{5} \frac{(Ze)^2}{R} \]

Eq. 99 is obtained with \( R \rightarrow Z^{1/3} \eta a_0 \) and dividing by \( Z \).

### 11.3 Thomas-Fermi Energy

\[ n(r) = n_0 (1 + \lambda(r)) \]  

(117)

The Fermi Energy is:

\[ E_F = m_e c^2 \sqrt{1 + x^2(r)} - 1 \]  

(118)

\[ x(r) = \frac{\left(3\pi^2 \hbar^3\right)^{1/3}}{m_e c} n^{1/3}(r) \]  

(119)

We need to impose that at a first order of expansion in \( \lambda \):

\[ E_F = c + V(r) \]  

(120)

If,

\[ H = \left( \frac{3n_0 \pi^2 \hbar^3}{(mc^2)^3} \right)^{2/3} \]

Then \( E_F \) can be expanded in a neighbourhood of \( E_F = E_F (n(r) = n_0) \) as:

\[ E_F = mc^2 \left[ \left(1 + H \left(1 + \lambda\right)^{2/3}\right)^{1/2} - 1 \right] = \]

\[ = E_F + \frac{Hmc^2}{3\sqrt{1+H}} \lambda + o(\lambda^2) \]  

(121)

We now need to evaluate the Potential \( V(r) \) due to a uniform distribution of negative charge \(-Ze\) in a uniform sphere of radius \( R \):

\[ n_0 = -\frac{Ze}{4\pi R^3} \]

this is trivial:

\[ V_-(r) = \begin{cases} \frac{4}{3} \pi n_0 (3R^2 - r^2) & r \leq R \\ \frac{4}{3} \pi n_0 \frac{R^3}{r} = -\frac{Ze}{r} & r > R \end{cases} \]  

(122)

So that the total potential is:

\[ V(r) = \begin{cases} 2\pi n_0 \left(3R^2 - r^2\right) + \frac{Ze}{r} & r < R \\ 0 & r > R \end{cases} \]  

(123)

We can therefore find the value of \( \lambda(r) \) by imposing that eq. 121 is equal to the potential:

\[ \lambda = \left( c - E_F + eV(r) \right) \frac{3\sqrt{1+H}}{Hmc^2} \]  

(124)

Where \( c \) is a constant. To find \( c \), we impose that:

\[ \int_0^R \lambda(r)r^2 dr = 0 \]  

(125)

In that way an analytic expression for \( \lambda \) is obtained, in Fig[14] is plotted \( \lambda \) in percentage.

In the end, to find the corrections in energy due to the non uniformity, we integrate:

\[ E_{TF} = \int_0^R 4\pi V(r)n_0 \lambda(r) r^2 dr \]  

(126)

Doing that the eq 105 is obtained expressing \( R \) in function of \( x \).
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