Bathymetric-Based Band Selection Method for Hyperspectral Underwater Target Detection
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Abstract: Band selection has imposed great impacts on hyperspectral image processing in recent years. Unfortunately, few existing methods are proposed for hyperspectral underwater target detection (HUTD). In this paper, a novel unsupervised band selection method is proposed for HUTD by embedding the bathymetric model into the band selection process. Considering the dependence between targets and background, a bathymetric latent spectral representation learning scheme is designed to investigate a physically meaningful subspace where the desired targets are the most distinguishable from the background. This calculated subspace is exploited as a reference to select out desired bands based on the spectral distance metric. Then, we propose an iteration-based band subset generation strategy for the sake of promoting the diversity of the band selection results and taking full advantage of the ample spectral information. Moreover, a representative band selection approach based on sparse representation is also conducted to eliminate the redundant information among adjacent bands. The band selection result is eventually achievable by connecting the representative bands of all the band subsets. Qualitative and quantitative evaluations demonstrate the effectiveness and efficiency of the proposed method in comparison with state-of-the-art band selection methods.
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1. Introduction

Hyperspectral images (HSIs), continuously recording the signatures of materials in a given image scene, always possess abundant spectral information and are an important scientific data medium for remote sensing image processing. Owing to their high spectral resolutions, HSIs have been widely employed to provide the comprehensive and quantitative analyses for some specific missions in both civilian and military fields over recent years [1–5].

However, the characteristic of high dimensionality leads to a large hyperspectral data volume and can undermine the performances of HSIs in real-world applications [6,7]. On one hand, the large hyperspectral data volume is deemed to result in the ‘Hughes phenomenon’ [8]. On the other hand, massive redundant spectral information has been captured, leading to considerable burdens on time and memory during HSI processing, storage and transmission.

To tackle the above issues, the prevalent approaches in remote sensing are feature extraction and band selection [9]. Feature extraction, such as Subspace Minimum Noise Fraction [10], Hyperspectral Subspace Identification [11], Independent Component Analysis [12], and Discrete Wavelet Transform [13], exploit statistical information to seek out a linear or nonlinear mapping mechanism for transforming input data into a low-dimension
space, which requires little prior information but alters the structure of input data set and makes the final results unexplainable [14].

Therefore, feature extraction methods might not be of great value in practical applications. Different from feature extraction methods, band selection merely picks out the appropriate bands from input HSI on the basis of specific criteria and succeeds in preserving original spectral information to generate physically meaningful dimensionality reduction results.

Band selection has attracted plentiful attention in the past decades and numerous methods [15–19] have been proposed in recent publications. According to the requirement of prior information, these methods can be roughly divided into three categories: supervised [20], semi-supervised [21] and unsupervised [22]. Supervised methods design the band selection strategy with the guidance of prior label information [23,24], while semi-supervised methods utilize both the label and unlabeled bands to yield band selection results [25].

Prior label information is not easily achievable and then the supervised or semi-supervised methods may demonstrate limited performances in real-world applications. On the contrary, unsupervised methods are capable of selecting out desired bands without any prior label knowledge. The selection strategies of these methods are derived from the evaluations of band information, such as ranking-based, clustering-based and greedy-based strategies [26].

The ranking-based methods [27] first rank all the bands by using a certain information measurement and then select the top-rank bands as the selection result. As for the clustering-based methods [19], they group the bands that own identical band features into one cluster and employ some criteria to determine the representative bands of each cluster as the selection subset. Moreover, the greedy methods [28] seek out the desired bands with lots of iterations, and the selected results of the current iteration depend on the performances of previous iterations.

Unfortunately, most of the existing band selection methods cannot be applied to underwater target detection for two major obstacles. The first one is that these methods do not take the correlation between targets and background into consideration when the desired targets are located in underwater environments [29]. Therefore, the target pixels and background pixels are not distinguishable in the calculated subset of input HSI, which finally brings compromise to the detection performances. The second obstacle refers to the partiality of band selection strategies [30]. Selection strategies adopted by the majority of proposed methods only select bands with maximum information, minimum similarity or other data qualities but discard the rest of bands that might possess some vital characteristics. These strategies make it difficult to take the advantage of the ample spectral information and the generated band selection results are short of characteristic diversities.

In this paper, a novel unsupervised band selection method has been proposed for hyperspectral underwater target detection (UTD), named bathymetric latent spectral representation learning (BLSRL)-based band selection (BBS). Considering the interference of dependence between targets and background, BBS first develops a specific latent spectral representation learning scheme based on autoencoder and bathymetric model to investigate a favorable subspace, in which the separability of target and background pixels turns out to be the greatest.

Then, this subspace is exploited as the reference to select out suitable bands from input HSI with the assistance of spectral distance metrics. Instead of being discarded, the unselected bands are handled with the latent spectral representation learning scheme once again to generate new subspace. Similarly, a new band subset can also be yielded from above unselected bands on the basis of spectral distance with new subspace and this iterative process will be repeated until reaching the terminal condition.

This iteration-based strategy devotes to dividing the input HSI into different band subsets while making full use of the spectral information of input HSI and promoting the diversity of final band selection result. Moreover, owing to the similarity of spectral
features among adjacent bands, there could be a certain amount of redundancies existing in the obtained band subsets. To get around this issue, BBS designs a sparse representation method to find the representative bands of each band subset based on the performance of classical target detector.

Finally, the band selection result is derived from concatenating all the representative bands in the original band order while prior target spectra are also sampled from these selected bands. Sufficient experiments have been conducted to validate the effectiveness and efficiency of BBS. In summary, the main contributions of this work can be exhibited as follows:

- We develop a novel unsupervised spectral representation learning scheme to generate the physically meaningful subspace as the reference for band selection, which is devoted to tackling the issue of insufficient labelled samples and the interference of water environment in hyperspectral underwater detection task.
- Considering the diversity of band selection result, we establish an iteration-based band subset generation strategy to select out the distinct band subsets based on different subspaces. Meanwhile, this strategy also contributes greatly to making full use of spectral information.
- To decrease the redundancy in band subsets, we design a sparse representation method to pick out the representative bands. Then, all of these representative bands are utilized to generate the final band selection result with specific band sequence.

The remainder of this paper is organized as follows. Section 2 briefly introduces the essential domain knowledge used in our research work. In Section 3, the details of proposed method are demonstrated as explicit as possible. The experimental results and their corresponding analyses are exhibited in the Section 4. In Section 5, a comprehensive conclusion is completed for the whole paper.

2. Preliminaries

To achieve a more comprehensive understanding of our research work, in this section we will shortly introduce the necessary domain knowledge: bathymetric model and autoencoder.

2.1. Bathymetric Model

With the development of hyperspectral oceanography, classical bathymetric model [31] has been proposed based on the generation process of an hyperspectral image which is illustrated in Figure 1. In principle, this bathymetric model is established as a mathematical formula to describe the components of sensor-observed spectrum in an underwater HSI, which can be depicted as follows [31]:

\[ r(\lambda) = r_{\infty}(\lambda) \left( 1 - e^{-2k(\lambda)H} \right) + \frac{r_B(\lambda)}{\pi} e^{-2k(\lambda)H}, \]

where \( r_{\infty}(\lambda) \) and \( r_B(\lambda) \) refer to spectrum of water column and land-based signature of desired target respectively. \( k(\lambda) \) denotes the attenuation coefficients during light transmission process while \( H \) is the depth information.

From above equation, the sensor-observed spectrum \( r(\lambda) \) is a linear combination of water column spectrum \( r_{\infty}(\lambda) \) and target spectrum \( r_B(\lambda) \), where the magnitudes of these two components are determined by the attenuation coefficients of water environment \( k(\lambda) \) and the depth information of desired target \( H \). Furthermore, the attenuation coefficients are the variables of wavelength which are assumed to be spatial-invariant in a small localized region.

As for the depth information, it is a vital parameter deciding the water column to be ‘optical shallow’ or ‘optical deep’ [32]. When it tends to be positive infinity, the sensor-observed spectrum comes to be the water column that acts as the background in the given underwater scene. Therefore, the value of depth information sometimes can be used as a criterion to distinguish the target spectra and background spectra.
Figure 1. The illustration of the generation process for sensor-observed spectrum.

2.2. Autoencoder

Generally speaking, a basic autoencoder network is composed of one visible layer with $d$ inputs, one hidden layer with $h$ units and one reconstruction layer with $d$ outputs, which can be illustrated in Figure 2.

During the forward passing process, the input spectrum $x \in \mathbb{R}^d$ is mapped to the hidden layer and then generate a specific spectral vector $y \in \mathbb{R}^h$ named latent spectral vector. We generally call above procedure transforming the input vector into a low-dimension latent vector as the ‘encode’ step. After that, the latent vector is used to produce a vector $\hat{x} \in \mathbb{R}^d$ as the output of reconstruction layer that possesses the same size of input spectrum. This procedure, exploiting the low dimension latent vector to predict the output for reconstruction layer, usually denotes as ‘decode’ step.

The aim of training an autoencoder network is to determine the weight parameters combination that minimizes the reconstruction error between input spectrum $x$ and reconstruction $\hat{x}$. Once the autoencoder has been well-fitted, the decoder step can be exploited to transform input spectrum into a low-dimension vector and then different low-dimension vectors will establish a novel subspace. In this special subspace, the spectra vectors might possess some favorable characteristics contributing a great deal to HSI analysis.

3. Methodology

In this section, we will minutely demonstrate the details of our proposed method. The framework of BBS is illustrated in Figure 3 and its implementation process can be roughly summarized as three stages: bathymetric latent spectral representation learning, diversified band subset generation and representative band selection.
3.1. Bathymetric Latent Spectral Representation Learning

According to [33], the spectra of underwater target are indistinguishable from background due to the effect of water columns in underwater scenarios, leading to a decrease of detection performance. For the sake of alleviating this phenomenon, an intuitionistic perspective is to seek out the bands in which desired targets and background possess the best separability. Therefore, a criterion, contributing to select bands based on the measurement of separability between targets and background, is required to select out eligible bands.

As mentioned beforehand, a bathymetric model is a mathematical formula developed to depict the constituents of sensor-observed spectrum \( r(\lambda) \) in underwater HSI. From Equation (1), we can find that depth information turns out to be a distinct feature to differentiate the background and target pixels. Since the depth information of background pixels is approximate to infinity, whereas it is only a bounded value for target pixels. Moreover, the attenuation coefficient \( k(\lambda) \) is a variable of wavelength rather than spatial position. In other words, \( k(\lambda) \) is spatial location-invariant and can be regarded as a uniform constant for both background and target pixels. Then, we can come up with a new variable \( H_K(x) \):

\[
H_K(x) = K(\lambda) \cdot H(x)
\]

\[
= \begin{cases} 
\infty, & \text{if } x \text{ is background pixel;} \\
\text{bounded value}, & \text{if } x \text{ is target pixel.}
\end{cases}
\]

where \( K(\lambda) \) refers to the water attenuation coefficients and \( H(x) \) denotes as the depth information of pixel \( x \).

Clearly, this new variable can be exploited as an excellent metric to distinguish the target and background pixels. Consequently, the subspace \( S \) consisting of \( H_K \) with different spatial position information is deemed as a subspace that is appropriate for UTD task. Therefore, the BLSRL scheme is proposed to determine this special subspace with the assistance of bathymetric model.

With the viewpoint proposed in [34], an autoencoder is specialized in generating the subspace in an unsupervised manner. However, for a basic autoencoder, the physical essence of corresponding subspace might not be explainable and controllable. Since a subspace associated with \( H_K \) is required, BLSRL scheme would employ the bathymetric model as the decoder part to modify the structure of a basic autoencoder network.
For an input pixel \( Y \), it works as the input of encoder part, which is a stack form of \( T \) convolution layers and one fully connection layer. This encoder part would compress input pixel vector into a constant, which can also be interrupted as making a prediction for \( H_K \) according to pixel vector \( Y \):

\[
Z(t) = \begin{cases} 
    f\left(\mathbf{w}(t) \ast Y + \mathbf{b}(t)\right), & t = 1 \\
    f\left(\mathbf{w}(t) \ast Z(t-1) + \mathbf{b}(t)\right), & t \geq 2 
\end{cases}
\]

\[
H_K = g\left(\mathbf{\hat{w}} \cdot Z(T) + \mathbf{\hat{b}}\right)
\]

(3)

where \( Z(t) \), \( \mathbf{w}(t) \), and \( \mathbf{b}(t) \) represent the output, weight vector, and bias vector of the \( t \)-th convolution layer. \( \mathbf{\hat{w}} \) and \( \mathbf{\hat{b}} \) refer to the weight vector and bias vector of fully connected layer. Note that, \( r_{\infty}(\lambda) \) can be determined as the pixel-wised mean vector of input HSI while \( r_B(\lambda) \) is also known as prior knowledge. Therefore, the reconstructed input vector \( \hat{Y} \) is available with this prediction value \( H_K \) when the bathymetric model is utilized as the decoder part:

\[
\hat{Y} = r_{\infty}(\lambda)\left(1 - e^{-2H_K}\right) + \frac{r_B(\lambda)}{\pi}e^{-2H_K}.
\]

(5)

Clearly, the desired subspace can be acquired if we minimize the difference between input pixel \( Y \) and \( \hat{Y} \). To further fit the training data set, BLSRL uses a multi-criterion reconstruction error as the objective function:

\[
\mathcal{L} = \|\hat{Y} - Y\|_2^2 + \frac{\lambda}{\pi} \arccos\frac{\hat{Y} \cdot Y}{\|Y\|_2 \|\hat{Y}\|_2},
\]

(6)

where \( \lambda \) denotes the hyper-parameter to maintain the trade-off between different constraints, and \( \|\cdot\|_i \) represents \( L_i \)-norm of a vector. The former term of the above formula is the reconstruction error in numerical aspect while the latter one can be considered as the penalty for shape discrepancy. Finally, once the autoencoder has been well-trained, we can determine the desirable subspace \( S \) with specified physical meanings from the output of the encoder part.

3.2. Diversified Band Subsets Generation

There is no doubt that the bands selected from input HSI should be similar to the obtained subspace \( S \). That is to say, the space \( S \) works as the reference map, and the spectral distance from \( S \) refers to the band selection metric. It is noticeable that this spectral distance should be related to the pixel value distribution instead of pixel values because the similarity in distribution aspect is sufficient to guarantee the capacity of distinguishing target and background for the selected bands. Consequently, BBS employed the SID [35] between the \( i \)-th testing band \( b_i \) and subspace \( S \) as the band selection metric, while the selection rule can be formulated as follows:

\[
(i) = \{\text{SID}(b_i, S) \leq \tau\},
\]

(7)

where \( i \) represents the index of the selected band, and \( \tau \) denotes the hyper-parameter to control the size of the calculated band subset.

With Equation (7), it is ready to acquire a favorable band selection result. However, this band selection result may be not of good diversity, and it is a waste of the abundant spectral information of input HSI if the unselected bands are simply discarded. To tackle this issue, an iteration-based method is also proposed for both promoting the diversity of band selection result and making full use of the unselected bands. This method employs BLSRL scheme to yield a novel subspace from the remainder bands once again and selects out another band subset with rule mentioned in Equation (7).
Moreover, this process would be repeated until reaching the stopping condition and eventually several band subsets are derived from the input HSI. Intuitively, the novel subspace reflects the characteristic of its associated band subset; thus, it is essential to make the latest generated subspace be different from the former ones, for the sake of decreasing the redundancy and promoting the distinctness among different band subsets.

That is to say, the number of selected band subsets $T$ is dependent on the similarity between the novel produced band subset and the existing band subsets. This viewpoint is adopted to design the terminal condition for above iterative process, and the terminal condition of the $n$-th iteration ($n \geq 2$) can be demonstrated as follows:

$$\bigcap_{i=1}^{n-1} \{\text{SID}(S_i, S_n) \geq \text{SID}(S_i, \overline{S}_j)\},$$  \hspace{1cm} (8)

where $S_i(S_n)$ refers to the $i$($n$)-th subspace, $\overline{S}_j$ represents the mean vector of the $i$-th selected band subset and $\bigcap_{i=1}^{n-1}$ means that the conditions for all the existing band subsets should be met simultaneously. As for the physical essence of this terminal condition, the first term in Equation (8) denotes the inter-class discrepancy between different band subsets, and the second one is the intra-class difference with one band subset.

3.3. Representative Bands Selection

Owing to the high spectral resolution of HSI, adjacent bands would possess almost the same spectral features, and then the generated band subset may also possess some redundant information. Furthermore, it would have no impact or slight impact on the detection result if we remove these redundant bands. Following this perspective, a detection performance-guided representative band selection method is proposed to circumvent the redundant band problem.

Assume that the $i$-th band subset $B_i \in \mathbb{R}^{L \times W \times p}$ contains $p$ bands $\{b_{i1}, b_{i2}, \cdots, b_{ip}\}$ ($b_{ij} \in \mathbb{R}^{L \times W}$) and the land-based target signature is $d = \{d_1, d_2, \cdots, d_p\}$. Constrained Energy Minimization (CEM) [36], a classical land-based target detection method, can be shown in the vector form:

$$M = (b_{i1}, b_{i2}, \cdots, b_{ip}) \cdot (w_1, w_2, \cdots, w_p)^T$$ \hspace{1cm} (9)

where $M$ refers to the detection result of CEM detector. Moreover, let $\alpha = \{\alpha_1, \alpha_2, \cdots, \alpha_p\}$ denotes the selection vector, the representative band selection operation can be represented in following mathematical form:

$$\hat{B}_i = (b_{i1}, b_{i2}, \cdots, b_{ip}) \cdot (\alpha_1, \alpha_2, \cdots, \alpha_p)^T$$ \hspace{1cm} (10)

where

$$\alpha_j = \begin{cases} 0, & \text{if } b_{ij} \text{ is unselected} \\ 1, & \text{if } b_{ij} \text{ is selected} \end{cases} \hspace{1cm} (11)

Then, the CEM result on representative bands refers to:

$$\hat{M} = (B_i \alpha) \cdot w = B_i \cdot (\alpha w) = B_i \cdot \hat{w}$$ \hspace{1cm} (12)

where $\hat{w} = \alpha \cdot w$ denotes the sparse form of CEM operator, and the sparse degree $||w||_0$ is used to control the number of representative bands. To reduce the degeneration of detection performance due to removing redundant bands, it is required to minimize the discrepancy between $M$ and $\hat{M}$. Consequently, $\hat{w}$ can be determined by solving this optimization problem:

$$\|M - \hat{M}\|_2^2 = \|M - B_i \cdot \hat{w}\|_2, \quad \text{s.t. } ||\hat{w}||_0 \leq q$$ \hspace{1cm} (13)
where \( q \) represents the sparse degree control factor. Since solving \( L_0 \) regularized optimization is an NP-hard problem, we employ \( L_1 \) regularization in practical application. With the obtained sparse CEM operator \( \hat{w} \), the representative bands are readily achievable by selecting out the bands whose sparse CEM operator coefficients are nonzero values. Finally, the band selection result is generated by concatenating the representative bands of all the band subsets. To make a conclusion, the whole process of the proposed method is exhibited in Algorithm 1.

### Algorithm 1

**The total process of the proposed method**

**Input:** HSI \( X \), band subset size control factor \( \tau \) and sparse degree control factor \( q \)

**Output:** Band selection result for hyperspectral underwater target detection

1. Establish an autoencoder with bathymetric model according to Equation (5).
2. Train autoencoder \( A \) with HSI \( X \) to minimize Equation (6).
3. Exploit the encoder part of \( A \) to generate the bathymetric-based subspace \( S_1 \).
4. Transform the HSI \( X \) into a hyperspectral bands set \( B \).
5. \( t \leftarrow 1 \).
6. **while** the terminal condition in Equation (8) is not satisfied **do**
   7. Produce the \( t \)-th band subset \( b_t \) from \( B \) with subspace \( S_t \) with Equation (7);
   8. Update the hyperspectral bands set \( B \) based on:
      
      \[
      B \leftarrow B - b_t;
      \]
   9. \( t \leftarrow t + 1 \)
10. Train autoencoder \( A \) with hyperspectral bands set \( B \) to minimize Equation (6).
11. Use the encoder part of \( A \) to yield a new bathymetric-based subspace \( S_t \) from hyperspectral bands set \( B \);
12. **end while**
13. **for** \( i = 1, 2, \cdots, t \) **do**
14. Compute the sparse form of band subset \( b_i \) according to Equation (13);
15. Select out the bands whose sparse coefficients are nonzero values as representative bands for band subset \( b_i \).
16. **end for**
17. Concatenate the representative bands of all the band subsets with the original band sequence to generate final band selection result.

### 4. Experiments

In this section, we performed plenty of experiments on different underwater datasets to demonstrate the effectiveness and efficiency of the proposed method. At the very beginning, the detailed information of experimental datasets will be briefly introduced. After that, we will state the employed evaluation criteria and parameter settings for all the experiments in next subsection. Then, corresponding ablation studies are designed to validate the effectiveness of the innovativeness proposed in Section 3. Finally, in the rest of this section, we exploit the underwater detection performances to reflect the performance of different band selection methods and specify their corresponding discussions and analyses.

#### 4.1. Dataset Description

To achieve the most comprehensive evaluation of the proposed method, we should perform all the experiments on real datasets. However, since this research topic is novel, there exist few datasets containing underwater targets up to now. Therefore, we have to create two distinct HSI underwater datasets according to the scheme proposed by [32], which simulates the situations that desired targets locate in two different underwater scenes with disparate depth information. More specifically, in each underwater scenario, one specific material with four different depth information types are exploited as the desired underwater target placed in different spatial locations.
In other words, four different but relevant targets were contained in each dataset. As for the dataset generation scheme, we have summarized it into Algorithm 2. It is worth mentioning that the water attenuation coefficient $k(\lambda)$, which are required, as prior information should be determined beforehand. IOPE-Net [33] works as an excellent tool to address this issue. Furthermore, a real data collected by ourselves is also employed to demonstrate the performances of our method. Then, with the contribution of IOP-Net and Algorithm 2, we eventually achieve two synthetic data sets and one real data set:

**Algorithm 2** The process of generating experimental datasets

**Input:** Real-world underwater HSI set $H$, water attenuation coefficient $k(\lambda)$

**Output:** Underwater target detection data set

1. for real-world underwater HSI $h \in H$ do
2. Acquire the water column spectrum $r_\infty(\lambda)$ by calculating the mean vector of real-world underwater HSI $h$;
3. Select the spectra of one specific material from USGS spectral library [37] as the desired target spectrum $r_B(\lambda)$;
4. Produce the four distinct underwater target spectra $r(\lambda)$ with the water column spectrum $r_\infty(\lambda)$, desired target spectrum $r_B(\lambda)$ and four different depth information $H$ according to Equation (1);
5. Embed the generated target spectra into the real-world underwater HSI $h$ at different spatial locations.

(1) Nano-Hyper Data Set: The real data is obtained by the Nano-Hyperspec sensor at Qianlu Lake Reservoir Changsha City, Hunan Province, China on 10 July 2021. The spectral solution of this data is 2.2 nm, and its wavelength ranges from 400 to 1000 nm. To conduct corresponding experiments, we segment out a chip with $137 \times 137$ pixels that contains the desired underwater targets. In terms of the underwater targets, they are yellow metal plates whose sizes refer to $1 \times 1$ m. Considering the turbidity of lake water, we only set the targets at the shallow depths of 1 and 1.5 m. The detailed information of this real data set is exhibited in Figure 4.

(2) Synthetic Data Based on Turbid Water HSI: The first synthetic dataset is derived from a turbid water HSI whose water inherent optical properties are recorded in [38]. This turbid water HSI is used to mirror the scene that desired targets locate in a muddy water environment. Its spatial resolution refers to $100 \times 100$, and the spectral region of this HSI ranges from 400 to 700 nm with 150 bands. Furthermore, we denote the sheet metal material as targets of interest. Their corresponding depth information is 0.1, 1, 2, and 3 m, respectively. We illustrate the detailed information of this dataset in Figure 5.

(3) Synthetic Data Based on Sea Water: The second synthetic dataset is established based on a hyperspectral sea water image, which is collected by Airborne Visible Infrared Imaging Spectrometer (AVIRIS) at a gullet locating in Galveston Bay, Texas. In general, the sea water is always more pellucid than other types of water. Consequently, this dataset can be regarded as a representation of clear water situation. This specific sea water image possesses 224 bands covering from 366 to 2495 nm at 9.5 nm spectral resolution. As for its spatial resolution, an image chip with $384 \times 384$ pixels are segmented out as the experimental dataset. Moreover, the reflectance spectra of alunite material are chosen as the desired target spectra. We set the depth values of different underwater targets as 0.5, 1, 2.5, and 5 m. Similarly, Figure 6 is utilized to demonstrate the detailed information about the second dataset.
In summary, we list the key information of these two produced datasets in Table 1. Meanwhile, these datasets are renamed as “Nano-Hyper”, “turbid water”, and “sea water” in the remainder of this paper.

Table 1. The summary of the important information for all the experimental datasets.

| Dataset         | Spatial Solution | Band Numbers | Target Material         | Depth Information          |
|-----------------|------------------|--------------|-------------------------|----------------------------|
| Nano-Hyper      | 137 × 137        | 270          | Metal plates            | 1 m and 1.5 m              |
| Turbid water    | 100 × 100        | 150          | Sheet metal material    | 0.1 m, 1 m, 2 m and 3 m   |
| Sea water       | 384 × 384        | 224          | Alunite material        | 0.5 m, 1 m, 2.5 m, and 5 m|

4.2. Experimental Details

For the sake of introducing the experimental results in a more comprehensive manner, some necessary experimental details should be introduced in advance. There is no doubt
that how to evaluate the performances of comparison methods is vital information for our experiments. Thus, we will briefly exhibit the evaluation criteria in the first part. After that, the experimental settings for different employed datasets are introduced in the rest of this section.

1) Evaluation Criteria: Band selection methods work as a pre-processing operation for other HSI analysis application, whose performance cannot be measured directly. Since our proposed method is designed specifically for underwater target detection, the performances of detection results associated with different band selection methods can, thus, be exploited as the performance measurement.

To evaluate the performance of the detection results qualitatively, we use the receiver operating characteristic (ROC) curve as the first criterion. ROC, the most used metric in computer vision detection tasks, is devoted to depicting the relationship between the target detection probability $P_d$ and the false alarm rate (FAR) $P_f$ [39]. More specifically, the FAR $P_f$ denotes the percentage of falsely-detected pixels among all the testing pixels:

$$ P_f = \frac{N_f}{N} $$

where $N_f$ refers to the quantity of falsely-detected pixels, and $N$ is the amount of testing pixels contained in the input image. At the same time, the target detection probability $P_d$ reflects the ratio between correctly-detected pixels and the desired target pixels:

$$ P_d = \frac{N_c}{N_t} $$

where $N_c$ is the number of correctly-detected pixels and $N_t$ represents the amount of desired target pixels. Note that, if the ROC curve of one method remains over other methods, it indicates that this method has achieved the best detection performance among all the comparison methods. In addition, the area under the ROC curve (AUC) values is another excellent metric to measure the performance of the detection results in a quantitative way.

2) Dataset Pre-processing: Before employing the datasets to accomplish corresponding experiments, we should pre-process these datasets at the very beginning. Considering the effect of atmospheric interference, a classical atmospheric correction model ATCOR [40] is utilized to pre-process the input HSI data sets.

As for the water-surface effects, they will transform some pixels into sun glints, which act as the noisy points for the input hyperspectral imagery. For the sake of tackling this issue, we design a dual-window based local average strategy as a specific sun glints filter to pre-process input hyperspectral imagery. Since sun glints always pollute a pixel block instead of a single pixel, the inner window works as a guard window to ensure that average result will not be affected by the polluted pixels.

Then, owing to the local similarity, each pixel will be replaced by the average result of pixels located between the inner window and outer window. Exploiting the spatial resolution as a criterion, the sizes of inner window and outer window for the turbid water data set are 2 and 4. In terms of the sea water data set, the corresponding sizes are 3 and 7. The illustration of the proposed average strategy is demonstrated in Figure 7.
**Figure 7.** The illustration of the dual-window based local average strategy for (a) inner pixels and (b) boundary pixels.

**3) Network parameter analysis:** The autoencoder is the main part of bathymetric latent spectral representation learning in our proposed method. Thus, the depth of network and the amount of hidden nodes are vital parameters for the band selection method. The more network layers and hidden nodes, the stronger feature extraction ability the autoencoder embodies. However, more layers and nodes can also lead to more network parameters, long training time, and overfitting. To determine these two parameters, different values are set to find an optimal combination.

While finding the best depth of network, the number of hidden nodes is 50 (to make each hidden layer possess sufficiently strong feature extraction ability). Similarly, when analyzing the impact of the number of hidden nodes, the depth of network is set as result determined in last step. As demonstrated in Figure 8, we can find that if we set the depth of network as 2, our proposed method can achieve the best performance. Then, the depth of network is fixed as 2, and it can be observed that 30 is the best hidden node amount.

**Figure 8.** Network parameter analysis of the autoencoder on different datasets. (a) Network depth and (b) number of hidden nodes.

**4) Experimental settings:** There exist three different kinds of experimental settings required to be stated: hyper-parameter setting, comparison methods, and experimental conditions.

In this paper, we raise three different hyper-parameters: regularization coefficient $\lambda$, band subset size control factor $\tau$, and the sparse degree control factor $q$. The first hyper-parameter has less impact on the other hyper-parameters, and then we can tune this hyper-parameter individually. Since $\lambda$ replaces the weight of spectral angle loss in objective function, we will find the optimal value range from 0.01 to 0.1 with a fixed step of 0.01. The concrete values of this parameter for different selected band amounts in all the datasets are listed in Table 2.

In terms of band subset size control factor $\tau$ and sparse degree control factor $q$, these are the critical hyper-parameters to determine the amount of selected bands. Band subset size control factor $\tau$ affects the process of diversified band subset generation, while sparse degree control factor $q$ is proposed for representative band selection. Since representative
band selection operation is conducted on generated diversified band subsets, we should
determine the value of $\tau$ at the very beginning.

If the band selection amount is not determined and we would like to find optimal
number of bands, the parameter adjustment strategy is demonstrated as follows. To
alleviate the effect of sparse degree control factor $q$, its value is set to 1, which makes
all the bands in one cluster representative bands. Then, we find the best $\tau$ based on the
underwater target detection performance. After that, $\tau$ is fixed as prior knowledge, and we
find the optimal $q$ that helps to achieve first-rank band selection performance. With the
fixed $\tau$ and $q$, we can eventually determinate the optimal number of bands.

When the number of bands has been determined beforehand, we can exploit the binary
search strategy to determine the combination of these two parameters that achieves the
best band selection performance and meets the the number of selected bands. The concrete
values of these two hyper-parameters and their corresponding selected band amounts for
different datasets are listed in Table 2.

Table 2. The hyper-parameter settings and their corresponding selected band amounts for
different datasets.

| Dataset    | Hyper-Parameter $\lambda$ | Hyper-Parameter $\tau$ | Hyper-Parameter $q$ | Selected Band Amount |
|------------|---------------------------|------------------------|---------------------|----------------------|
| Nano-Hyper | 0.005                     | 0.1                    | 0.1                 | 22                   |
|            | 0.01                      | 0.2                    | 0.2                 | 34                   |
|            | 0.02                      | 0.3                    | 0.3                 | 58                   |
| Turbid water| 0.02                     | 0.1                    | 0.1                 | 8                    |
|            | 0.03                      | 0.2                    | 0.2                 | 18                   |
|            | 0.05                      | 0.3                    | 0.3                 | 27                   |
| Sea water  | 0.01                      | 0.1                    | 0.1                 | 17                   |
|            | 0.02                      | 0.2                    | 0.2                 | 27                   |
|            | 0.04                      | 0.3                    | 0.3                 | 42                   |

To further demonstrate the band selection performances, we employ three repre-
sentative band selection methods OCF [41], ONR [42], and LBS [43] as the comparison
methods. Furthermore, we also employ a specific band selection named best contrast and
lowest attenuation (BCLA) method as another comparison method. This method finds
wavelengths where the contrast between the target and the background (the sea floor) is
the highest and the attenuation constant is the lowest.

Finally, as for the experimental hardware conditions, all the algorithms are performed
with an Intel(R) Core (TM) i9-10920X CPU machine and 64 GB of RAM. The correspond-
ing operation system refers to Windows 10 operating system, while the deep learning
framework Pytorch 1.7.0 is used to accomplish all the codes.

4.3. Ablation Study

In this subsection, we will perform some special experiments for ablation studies to
demonstrate the validity of the innovation points proposed in our research work.

(1) Effectiveness Evaluation of the iteration-based band subset generation scheme
(IBSGS): In Section 3.2, we proposed a novel band subset generation scheme named IBSGS.
This scheme is employed to make full use of the hyperspectral information while promoting
the diversity of band selection results. Therefore, for the sake of confirming the effectiveness
of this specific scheme, we conduct the BBS without it as the comparison. We selected 10,
20, and 30 bands from employed dataset to demonstrate the effect of IBSGS under different
selected band amount conditions. The corresponding results are listed in Table 3, where
the characters (Y and N) in parentheses imply whether BBS contains IBSGS.

From this table, we can draw the conclusion that IBSGS will contribute greatly to the
UTD results, which also reflects its profitable effect on the promotion of diversity of the
band selection results. In addition, the contribution of IBSGS turns out to be proportional
to the numbers of selected bands. In other words, the benefit of IBSGS will improve as
the amount of selected bands increases. Considering the computation burden, there is
a trade-off between the effect of IBSGS and the amount of selected bands. In practical application, it is recommended to exploit IBSGS when the number of selected bands refers to a relatively large value.

Table 3. The AUC values of the UTD results for confirming the effectiveness of IBSGS.

| Number of Selected Bands | Nano-Hyper Turid Water | Sea Water |
|--------------------------|------------------------|-----------|
|                          | BBS (N) | BBS (Y) | BBS (N) | BBS (Y) | BBS (N) | BBS (Y) |
| 10                       | 0.68    | 0.73    | 0.81    | 0.85    | 0.91    | 0.93    |
| 20                       | 0.74    | 0.79    | 0.84    | 0.91    | 0.92    | 0.96    |
| 30                       | 0.76    | 0.83    | 0.86    | 0.95    | 0.94    | 0.98    |
| Average                  | 0.727   | 0.783   | 0.834   | 0.903   | 0.923   | 0.957   |

The bold entries represent the best performance in each row.

(2) Effectiveness Evaluation of the sparse representation-based representative band selection strategy (SRRBSS): Considering the interference of redundant information between adjacent bands, we have come up with a sparse representation-based strategy to pick out the representative bands for all the generated band subsets, named SRRBSS. To verify the practicability of SRRBSS, the intra-class variability of a band subset is utilized as the metric since SRRBSS is used to alleviate the correlation among adjacency bands. To determine a quantitative result, statistical magnitude $\sigma$ is calculated, which can be formulated as follows:

$$
\sigma = \sum_{i=1}^{n} \| x_i - \bar{x} \| 
$$

(16)

where $x_i$ and $\bar{x}$ represent the $i$-th band and the mean vector of the band selection result, respectively. $n$ denotes the number of selected bands. For statistical magnitude $\sigma$, a larger value of this parameter is achievable when the bands contained in one subset are more different from their average band, which indicates that this band subset has less redundancy information. Analogously, we perform the BBS without SRRBSS, as the reference and the comparison results are shown in Table 4.

According to the comparison results, the bands selected by the BBS method with SRRBSS possess a better intra-class irrelevance. To further explore the effect of irrelevance on UTD tasks, the corresponding detection performances are evaluated and demonstrated in Table 5. Unsurprisingly, SRRBSS can boost the performances of UTD tasks, while the performance gaps are pretty severe. This phenomenon shows the necessity of employing SRRBSS to achieve a favorable band selection result.

Table 4. The values of statistical magnitude $\sigma$ for confirming the effectiveness of SRRBSS.

| Number of Selected Bands | Nano-Hyper Turid Water | Sea Water |
|--------------------------|------------------------|-----------|
|                          | BBS (N) | BBS (Y) | BBS (N) | BBS (Y) | BBS (N) | BBS (Y) |
| 10                       | 0.14    | 0.41    | 0.17    | 0.54    | 0.08    | 0.33    |
| 20                       | 0.25    | 0.63    | 0.31    | 0.62    | 0.27    | 0.57    |
| 30                       | 0.43    | 0.71    | 0.46    | 0.77    | 0.41    | 0.62    |
| Average                  | 0.273   | 0.583   | 0.313   | 0.643   | 0.253   | 0.507   |

The bold entries represent the best performance in each row.

Table 5. The AUC values of the UTD results for confirming the effectiveness of SRRBSS.

| Number of Selected Bands | Nano-Hyper Turid Water | Sea Water |
|--------------------------|------------------------|-----------|
|                          | BBS (N) | BBS (Y) | BBS (N) | BBS (Y) | BBS (N) | BBS (Y) |
| 10                       | 0.59    | 0.73    | 0.69    | 0.85    | 0.71    | 0.93    |
| 20                       | 0.62    | 0.79    | 0.73    | 0.91    | 0.78    | 0.96    |
| 30                       | 0.71    | 0.83    | 0.77    | 0.95    | 0.84    | 0.98    |
| Average                  | 0.64    | 0.783   | 0.73    | 0.903   | 0.776   | 0.957   |

The bold entries represent the best performance in each row.
4.4. Band Selection Performances and Discussion

In this subsection, we will minutely demonstrate the band selection results and their associated discussions. As mentioned beforehand, the underwater target detection performances are exploited as the band selection performance measures since our method is proposed particularly for underwater target detection task. Therefore, the CEM method is utilized as the underwater target detector in our experiments. To further demonstrate the band selection performances, we employ four representative band selection methods OCF [41], ONR [42], LBS [43], and BCLA as the comparison methods.

At the very beginning, we visualize the band selection results in Figures 9–11. In these figures, all the x axes represent the wavelengths of selected bands, and then we can achieve the distribution of selected bands for different methods. Then, the underwater target detection performances are demonstrated from the visual aspect. Figures 12–14 illustrate the reference maps (such as ground truths and detection maps) for all the UTD results.

According to the above visualized detection results, it is effortless to determine that the BBS-associated UTD results achieve the slightest difference with the ground truths based on the visual judgment. More importantly, the proposed method may contribute greatly to detecting the targets located in a deeper position. For instance, in the turbid water dataset, the CEM detector can integrally determine the targets located in the depth of 3 m from the band selection results derived from our method, while other band selection results may lead to a higher false negative rate.

As the numbers of selected bands increase, the UTD performances will be promoted for all the compared methods. However, this influence has less impact on our proposed method, which manifests that BBS can contribute greatly to the underwater detection task with less selected bands, and the bands selected by BBS are more representative and more appropriate for detecting underwater targets.

![Figure 9](image_url1)

**Figure 9.** The band selection result with different selected band amounts for the compared band selection methods on the Nano-Hyper data set. (a) 22 bands, (b) 34 bands, (c) 58 bands.

![Figure 10](image_url2)

**Figure 10.** The band selection result with different selected band amounts for the compared band selection methods on the turbid water data set. (a) 8 bands, (b) 18 bands, (c) 27 bands.
Figure 11. The band selection result with different selected band amounts for the compared band selection methods on the sea water data set. (a) 12 bands, (b) 27 bands, (c) 42 bands.

Figure 12. The detection maps of the Nano-Hyper dataset with different bands. (a) BBS, (b) LBS, (c) OCF, (d) ONR, (e) BCLA.

Figure 13. The detection maps of the turbid water dataset with different bands. (a) BBS, (b) LBS, (c) OCF, (d) ONR, (e) BCLA.
Figure 14. The detection maps of the sea water dataset with different bands. (a) BBS, (b) LBS, (c) OCF, (d) ONR, (e) BCLA.

In order to conduct the qualitative analysis of the detection performance, the ROC curves of \((P_D, P_F)\) and \((P_F, \text{Threshold})\) about the detection results were plotted as another detection performance measurement. Figures 15–17 are associated with the ROC curves of \((P_D, P_F)\) with different selected band numbers for all the datasets. According to these two figures, all the ROC curves associated with proposed method remain over other curves in all the testing datasets with different selected band numbers. In addition, the Figures 18–20 is used to depict the ROC curves of \((P_F, \text{Threshold})\) for the underwater detection results.

To be specific, the curves relevant to BBS locate at the bottom of other compared methods under all the experimental conditions, which illustrates that BBS exposes a positive effect on reducing FARs for underwater target detection performances. With the aforementioned evidence, we can finally draw the conclusion that BBS can promote the underwater target performances in the aspect of detection accuracy and FAR.

Figure 15. The ROC of \((P_D, P_F)\) for the UTD results on the Nano-Hyper data set with different band selection methods. The number of selected bands is (a) 22, (b) 34, (c) 58.
Figure 16. The ROC of \((P_D, P_F)\) for the UTD results on the turbid water data set with different band selection methods. The number of selected bands is (a) 8, (b) 18, (c) 27.

Figure 17. The ROC of \((P_D, P_F)\) for the UTD results on the sea water data set with different band selection methods. The number of selected bands is (a) 17, (b) 27, (c) 42.

Figure 18. The ROC of \((P_F, \text{Threshold})\) for the UTD results on the Nano-Hyper data set with different band selection methods. The number of selected bands is (a) 22, (b) 34, (c) 58.

Figure 19. The ROC of \((P_F, \text{Threshold})\) for the UTD results on the turbid water data set with different band selection methods. The number of selected bands is (a) 8, (b) 18, (c) 27.
Figure 20. The ROC of $(P_F, \text{Threshold})$ for the UTD results on the sea water data set with different band selection methods. The number of selected bands is (a) 17, (b) 27, (c) 42.

Then, for the sake of achieving a quantitative comparison, the AUC values of ROC curves demonstrated from Figures 16–20 were calculated and are listed in the Tables 6 and 7. On the basis of Table 6, the detection performances combined with our proposed method have the largest AUC values, and all exceed 0.8. Furthermore, the average values of BBS are 0.87, 0.94, and 0.947 for the Nano-Hyper, turbid water data set, and sea water data set while the suboptimum method can only achieve 0.82, 0.797, and 0.85.

The statistical information contained in Table 6 confirms the superiority of improving detection accuracy in numerical aspect. In terms of the AUC values for the ROC curves of $(P_F, \text{Threshold})$, the detection results derived from BBS achieved the lowest AUC values for all the datasets under different selected band amounts, which demonstrates that these detection results possess the best performances in FARs. That is to say, BBS succeeds in finding out the space where targets and backgrounds have the best separability, leading to effectively eliminating the interference of water background.

According to the above analyses, it is easy to find the selected band amounts would have great impacts on the final underwater detection result. Therefore, we change the values of subset size control factor $\tau$ and sparse degree control factor $q$ to generate band selection results with different band amounts. To make a comprehensive comparison, the employed methods are also used to produce the band selection results with the identical band amounts. The relationship between underwater detection performance (AUC values of $(P_D, P_F)$) and band amounts is illustrated in Figure 21.

Based on this figure, for our proposed method, increasing the amount of selected bands will improve the performance of detection result at the very beginning. However, when the amount of selected bands exceeds a certain value, the detection performance will decrease as more bands were picked out. This phenomenon is satisfied with the ‘Hughes phenomenon’, and this indicates that, for the BBS method, we should determine its optimal selected band amount before using it.

Finally, the execution time of all the compared methods are determined to exhibit an efficiency comparison and the relevant results are presented in Table 8. We performed all the methods with experimental environment mentioned in Section 4.2. To yield a more fair comparison result, the final execution time is derived by averaging the execution time under different selected amounts. According to Table 8, LBS method achieved the best performances on both the average execution time and the execution time for each testing dataset.

Unfortunately, the time burden of BBS is the heaviest one among all the comparison methods. The reason accounting for this phenomenon is that BBS exploits an iteration-based scheme to pick out more band subsets for the sake of promoting the diversity of detection results and making full use of the spectral information. Therefore, the efficiency has been sacrificed to improve the effectiveness of our proposed method. However, it is worth mentioning that the time consumption of BBS is not too large, and it is tolerable in real-world applications.
Table 6. The AUC of \((P_D, P_F)\) for the UTD results on all the data sets with different band selection methods.

| Number of Selected Bands | AUC Values for Nano-Hyper Data Set |  |  |  |  |
|--------------------------|-----------------------------------|---|---|---|---|
|                          | LBS  | OCF  | ONR | BCLA | BBS |
| 22                       | 0.71 | 0.76 | 0.69 | 0.79  | 0.82 |
| 34                       | 0.78 | 0.71 | 0.77 | 0.76  | 0.84 |
| 58                       | 0.80 | 0.85 | 0.91 | 0.92  | 0.96 |
| Average                  | 0.76 | 0.77 | 0.79 | 0.82  | 0.87 |

| Number of Selected Bands | AUC Values for Turbid Water Data Set |  |  |  |  |
|--------------------------|-----------------------------------|---|---|---|---|
|                          | LBS  | OCF  | ONR | BCLA | BBS |
| 8                        | 0.76 | 0.72 | 0.78 | 0.83  | 0.91 |
| 18                       | 0.71 | 0.65 | 0.76 | 0.72  | 0.94 |
| 27                       | 0.78 | 0.76 | 0.85 | 0.94  | 0.97 |
| Average                  | 0.75 | 0.71 | 0.80 | 0.83  | 0.94 |

| Number of Selected Bands | AUC Values for Sea Water Data Set |  |  |  |  |
|--------------------------|-----------------------------------|---|---|---|---|
|                          | LBS  | OCF  | ONR | BCLA | BBS |
| 17                       | 0.88 | 0.73 | 0.76 | 0.85  | 0.91 |
| 27                       | 0.93 | 0.84 | 0.92 | 0.94  | 0.95 |
| 42                       | 0.88 | 0.79 | 0.87 | 0.89  | 0.98 |
| Average                  | 0.90 | 0.79 | 0.85 | 0.89  | 0.95 |

The bold entries represent the best performance in each row.

Table 7. The AUC of \((P_F, Threshold)\) for the UTD results on all the data sets with different band selection methods.

| Number of Selected Bands | AUC Values for Nano-Hyper Data Set |  |  |  |  |
|--------------------------|-----------------------------------|---|---|---|---|
|                          | LBS  | OCF  | ONR | BCLA | BBS |
| 22                       | 0.35 | 0.40 | 0.31 | 0.39  | 0.22 |
| 34                       | 0.52 | 0.39 | 0.39 | 0.37  | 0.16 |
| 58                       | 0.33 | 0.35 | 0.24 | 0.21  | 0.15 |
| Average                  | 0.40 | 0.38 | 0.31 | 0.32  | 0.18 |

| Number of Selected Bands | AUC Values for Turbid Water Data Set |  |  |  |  |
|--------------------------|-----------------------------------|---|---|---|---|
|                          | LBS  | OCF  | ONR | BCLA | BBS |
| 8                        | 0.39 | 0.58 | 0.27 | 0.30  | 0.26 |
| 18                       | 0.29 | 0.26 | 0.27 | 0.29  | 0.26 |
| 27                       | 0.26 | 0.29 | 0.28 | 0.27  | 0.26 |
| Average                  | 0.31 | 0.38 | 0.27 | 0.29  | 0.26 |

| Number of Selected Bands | AUC Values for Sea Water Data Set |  |  |  |  |
|--------------------------|-----------------------------------|---|---|---|---|
|                          | LBS  | OCF  | ONR | BCLA | BBS |
| 17                       | 0.37 | 0.37 | 0.40 | 0.32  | 0.26 |
| 27                       | 0.41 | 0.34 | 0.37 | 0.36  | 0.17 |
| 42                       | 0.21 | 0.27 | 0.19 | 0.26  | 0.15 |
| Average                  | 0.33 | 0.33 | 0.32 | 0.31  | 0.19 |

The bold entries represent the best performance in each row.
Figure 21. The relationship between the target detection performances and selected band amounts with different band selection methods for (a) turbid water dataset, (b) sea water data set, (c) Nano-Hyper data set.

Table 8. Average execution time (in seconds) of the compared methods for all the datasets.

| Dataset        | Execution Time (in Seconds) |
|----------------|-------------------------------|
|                | BBS  | LBS  | ONR  | OCF  | BCLA |
| Nano-Hyper     | 36.7081 | 3.8713 | 11.7812 | 19.6337 | 29.4203 |
| Turbid water   | 27.7148 | 2.8456 | 8.7495  | 15.1754 | 23.7893 |
| Sea water      | 42.4982 | 5.3969 | 14.8247 | 22.7496 | 37.4817 |
| Average        | 35.6404 | 4.0199 | 11.7851 | 19.1862 | 30.2304 |

The bold entries represent the best performance in each row.

In summary, we have confidence to make the conclusion that BBS is an effective band selection method to improve the detection performances of underwater target tasks.

4.5. The Limitation of Our Study

In this paper, we proposed a novel band selection method for underwater target detection tasks. Adequate experimental results confirmed the performance of our proposed method. However, there remain some limitations that must be dealt with in future research:

1. The proposed method can only be applied in deep-water scenarios. The employed physical model (underwater bathymetric model in Equation (1)) in this paper is based on the assumption that the hyperspectral sensor will capture the reflectance deprived by the sea bottom. Thus, our proposed method does not consider the effects of the sea bottom and is proposed for deep-underwater scenarios. Consequently, the practical application scenario of our proposed method is limited, and we will attempt to modify the physical model to improve the generalization of our proposed method in future research.

2. The proposed method leads to more burden on time and memory. Based on Table 8, we can find that the time burden of BBS refers to the heaviest one among all the comparison methods, since an iteration-based strategy is designed to promote the performance of the band selection results. Deep learning methodology is also exploited in our research work, and the method requires more computational memory and resource.

3. The proposed method refers to a two-stage band selection method. The process of our proposed method can be divided into two stages: diversified band subset generation and representative band selection. There is no doubt that the performance of diversified band subset generation will affect the the performance of representative band selection, which might eventually undermine the final band selection results.

5. Conclusions

In this paper, we proposed an unsupervised band selection method called BBS for UTD tasks. This novel BBS consists of three indispensable parts: a bathymetric latent spectral representative learning scheme, iteration-based band subset generation strategy, and sparse representation-based representative band selection method. Considering the dependence
between the target pixels and background pixels, BBS first exploits the bathymetric model to modify a basic autoencoder to determine a physically meaningful subspace.

In this special space, targets and background maintain the maximum distance, which is favorable to underwater target detection tasks. Therefore, the generated subspace is exploited as the reference to select out desired bands. Then, we developed an iteration-based strategy to divide the input HSI into massive subsets. The iteration-based strategy was designed to improve the diversity of the band selection results and the use ratio of hyperspectral information.

The corresponding experimental results mentioned in Section 3.2 confirmed the validation of this specific strategy. After that, a sparse representation-based approach was proposed to determine the representative bands for all the band subsets, which aims at reducing the redundancy in each band subset.

Similarly, some special tests were performed to demonstrate the usage of this sparse representation based approach. Finally, the band selection result was achieved by connecting the obtained representative bands in the original band sequence. The experiments on two synthesis data sets and one real data set demonstrated the performance of BBS. Comprehensive analysis in both qualitative and quantitative aspects also validates the effectiveness of our proposed method.

In summary, the major findings of this research work can be listed as follows:

- **$H_K(x)$**, the product of depth information and water attenuation coefficient, comes to be an excellent metric for designing band selection criterion. First of all, target pixels and background pixels possess different $H_K(x)$ values, then $H_K(x)$ can be regarded as a preeminent feature to differentiate these two kinds of pixels. Furthermore, compared with the depth information and water attenuation coefficient, our research found that it was easy to determine $H_K(x)$ in an unsupervised manner. In other words, $H_K(x)$ performed well in real-world applications.

- **Making full use of the unselected bands contributes greatly to the diversify and the performance of band selection result.** Most of the existing band selection methods merely select the bands from input HSI at a time and then discard the unselected bands. In our research, the experimental results in Table 3 confirm that iteratively selecting out bands from the input HSI had a better performance than selecting the bands from the input HSI at a time. More generally, it is more rational to select a few bands many times instead of picking out plenty of bands only once. Therefore, we believe that designing the band selection method in an iteration manner can be a useful trick to promote band selection performance.

- **Representative band selection helps to reduce the redundancy of band selection result.** Due the high spectral resolution of HSI, the band selection results always contain plentiful redundant information, which leads to long processing times and bad band selection performance. To tackle this issue, we proposed a representative band selection strategy based on the detection results, and the relevant experimental results in Tables 4 and 5 validate the effectiveness of this proposed strategy. On the basis of the above results, it is necessary to exploit the representative band selection method to post-processing the band selection results, especially for cluster-based band selection methods. It remains an interesting research topic regarding how to merge the band selection process and the redundant information reduction process into an entire whole.

- **Compared with other testing methods, our proposed method can take full advantage of the target spectrum information.** In the representative band selection strategy, we employed the prior target information as guidance to determine the proper representative bands. Prior target information makes the selected bands more appropriate for underwater target detection task. Moreover, since the band selection method is proposed to promote the performance of underwater target detection results, prior target information may play a more important role than other prior information.
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