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Abstract

Likelihood-free inference provides a rigorous approach to performing Bayesian analysis using forward simulations only. The main advantage of likelihood-free methods is their ability to account for complex physical processes and observational effects in forward simulations. Here we explore the potential of likelihood-free forward modeling for Bayesian cosmological inference using the redshift evolution of the cluster abundance combined with weak-lensing mass calibration. We use two complementary likelihood-free methods, namely Approximate Bayesian Computation (ABC) and Density-Estimation Likelihood-Free Inference (DELF), to develop an analysis procedure for the inference of the cosmological parameters ($\Omega_m$, $\sigma_8$) and the mass scale of the survey sample. Adopting an eROSITA-like selection function and a 10% scatter in the observable–mass relation in a flat $\Lambda$CDM cosmology with $\Omega_m = 0.286$ and $\sigma_8 = 0.82$, we create a synthetic catalog of observable-selected Navarro–Frenk–White clusters in a survey area of 30 deg$^2$. The stacked tangential shear profile and the number counts in redshift bins are used as summary statistics for both methods. By performing a series of forward simulations, we obtain convergent solutions for the posterior distribution from both methods. We find that ABC recovers broader posteriors than DELFI, especially for the $\Omega_m$ parameter. For a weak-lensing survey with a source density of $n_s = 20$ arcmin$^{-2}$, we obtain posterior constraints on $S_8 = \sigma_8(\Omega_m/0.3)^{0.3}$ of 0.836 ± 0.032 and 0.810 ± 0.019 from ABC and DELFI, respectively. The analysis framework developed in this study will be particularly powerful for cosmological inference with ongoing cluster cosmology programs, such as the XMM–XXL survey and the eROSITA all-sky survey, in combination with wide-field weak-lensing surveys.

Unified Astronomy Thesaurus concepts: Weak gravitational lensing (1797); Observational cosmology (1146); Galaxy clusters (584); Bayesian statistics (1900)

1. Introduction

As the largest bound objects formed in the universe, galaxy clusters play a fundamental role in testing models of background cosmology and structure formation. In the standard picture of hierarchical structure formation, the abundance of cluster halos as a function of mass and redshift is sensitive to the amplitude and growth rate of density fluctuations and the cosmic volume–redshift relation (e.g., Haiman et al. 2001). Cluster number counts measured over a wide range in mass and redshift can thus provide powerful cosmological constraints especially on the matter density parameter $\Omega_m$ and the amplitude of linear density fluctuations $\sigma_8$ (defined in detail at the end of this section) (e.g., Mantz et al. 2015). In this context, recent and ongoing cluster surveys covering a significant fraction of the sky allow us to place stringent constraints on the cosmological parameters (e.g., de Haan et al. 2016; Schellenberger & Reiprich 2017; Pacaud et al. 2018; Bocquet et al. 2019; Costanzi et al. 2021; Chiu et al. 2021; To et al. 2021).

Cosmological parameters in the standard $\Lambda$ cold dark matter ($\Lambda$CDM) model derived from low-redshift cosmological probes, such as galaxy clusters and cosmic shear, are often in tension with those from observations of cosmic microwave background anisotropies (Planck Collaboration et al. 2020). Such apparent discrepancies in terms of $\Omega_m$ and $\sigma_8$ are often referred to as the “$S_8$ tension” (e.g., Hildebrandt et al. 2017), where $S_8 = \sigma_8(\Omega_m/0.3)^{0.3}$ with $\alpha$ being a constant that depends on the degree of parameter degeneracy (typically, $\alpha = 0.3$–0.5; see Section 4). In general, there are various challenging issues associated with cosmological tests using low-redshift probes, especially galaxy clusters, which involve complex measurement processes and modeling in the highly nonlinear regime of structure formation coupled with baryonic physics (Pratt et al. 2019). To obtain robust cosmological constraints from clusters in the present era of precision cosmology, one needs to conduct accurate statistical inference accounting for various observational and instrumental effects in modeling processes.

Accurate calibration of cluster-mass measurements is another critical ingredient of cluster cosmology (Pratt et al. 2019). In cluster surveys, different observational techniques are employed to define an observable-selected cluster sample using a low-scatter proxy (e.g., X-ray luminosity and temperature, integrated Compton $y$ parameter, and optical richness) that correlates with the underlying cluster mass. With the assumption of hydrostatic equilibrium or virial theorem, these mass proxies can provide cluster-mass estimates, which however are expected to be biased by the presence of merging substructures, nongravitational processes, or instrumentation effects (Nagai et al. 2007; Donahue et al. 2014). Consequently, cosmological cluster studies often require an external mass calibration of the survey sample using direct mass measurements (Planck Collaboration et al. 2016; Pacaud et al. 2018).

Weak gravitational lensing offers a direct probe of the total mass distribution around galaxy clusters projected along the line of sight, irrespective of their dynamical state (e.g., von der Linden et al. 2014; Umetsu et al. 2014; Hoekstra et al. 2015; Okabe & Smith 2016; Medezinski et al. 2018; Dietrich et al. 2019;
Cluster weak lensing thus allows us to obtain an unbiased mass calibration of galaxy clusters for accurate cosmology, if systematic effects, such as shear calibration bias, photometric-redshift bias, and mass modeling bias, are under control (Pratt et al. 2019).

In cluster cosmology, a Bayesian statistical approach is often used to derive cosmological parameter constraints from observational data, because the Bayesian framework enables probabilistic incorporation of prior knowledge about uncertain physical processes. This framework assumes that the likelihood of data given a set of model parameters is known. In practice, a Gaussian likelihood is often assumed. However, non-Gaussian contributions could dominate the errors owing to complex and nonlinear measurement processes. Moreover, statistical fluctuations of cluster properties at fixed halo mass (e.g., cluster-lensing signals; Gruen et al. 2015) are likely non-Gaussian due to their nonlinear nature. As a result, Gaussian distributions are likely an insufficient representation for modeling cluster observations, so that the likelihood is essentially intractable. As a possible solution to overcome these difficulties, a simulation-based likelihood-free approach is receiving increasing attention.

In particular, Ishida et al. (2015) explored the utility of likelihood-free inference for cosmological analysis based on number counts of galaxy clusters selected from a Sunyaev–Zel’dovich (SZ) effect survey. They used NUMCOSMO (Dias Pinto Vitenti & Penna-Lima 2014) to create a synthetic catalog of SZ-selected clusters from forward simulations, taking into account the uncertainties from photometric-redshift measurements and lognormal scatter in the SZ detection significance. Using SZ cluster counts combined with the distribution of cluster redshift and SZ detection significance as observable features, they demonstrated the possibility of using likelihood-free techniques for cluster cosmology.

In this paper, we aim to develop a likelihood-free procedure for accurate cosmological parameter inference based on the redshift evolution of the cluster abundance in combination with weak-lensing mass calibration. Specifically, we will use two different likelihood-free algorithms, namely Approximate Bayesian Computation (ABC; Rubin 1984) and Density-Estimation Likelihood-Free Inference (DELFI; Fan et al. 2012; Papamakarios & Murray 2016; Lueckmann et al. 2017; Alings et al. 2018; Lueckmann et al. 2018; Papamakarios et al. 2018). ABC methods sample the model parameter space and compare simulated and observed data sets using a distance metric. Accepting parameter samples for which this distance is smaller than a given threshold, ABC provides an approximate posterior distribution of the model parameters. By contrast, DELFI requires much fewer simulations than ABC. It trains a set of neural density estimators for a target posterior by using simulated data–parameter pairs. These likelihood-free approaches allow us to bypass the need for an evaluation of the likelihood by using synthetic data made through forward modeling. In this study, we will use two publicly available software packages, ABCPMC (Akeret et al. 2015) and PYDELFI (Alings et al. 2019), which implement the ABC and DELFI algorithms, respectively. We note that, in contrast to this work, Ishida et al. (2015) used the SZ mass proxy and redshift as cluster observables, focusing on an ABC algorithm (COSMOABC).

This paper is organized as follows. The formalism of cluster–galaxy weak lensing and the modeling procedure of our forward simulations are described in Section 2. Section 3 summarizes the likelihood-free inference methods. In Section 4, we present the results of likelihood-free cosmological inference and discuss the prospects and current limitations of using our forward simulator for cosmological cluster surveys. Finally, we present our conclusions in Section 5.

Throughout this paper, we assume a spatially flat ΛCDM cosmology with $\Omega_m = 0.286$, $\Omega_\Lambda = 0.714$, a Hubble constant of $H_0 = 100\, h\, \text{km s}^{-1} \text{Mpc}^{-1}$ with $h = 0.7$, and $\sigma_8 = 0.82$ (Hinshaw et al. 2013), where $\sigma_8$ is the rms amplitude of linear density fluctuations in a sphere of comoving radius $8\, h^{-1} \text{Mpc}$ at $z = 0$. We denote the critical density of the universe at a particular redshift $z$ as $\rho_c(z) = 3H^2(z)/(8\pi G)$, with $H(z)$ the redshift-dependent Hubble function. We adopt the standard notation $M_{\Delta}$ to denote the mass enclosed within a sphere of radius $r_{\Delta}$ within which the mean overdensity equals $\Delta \times \rho_c(z)$. We denote three-dimensional cluster radii as $r$ and reserve the symbol $R$ for projected cluster-centric distances. We use “log” to denote the base-10 logarithm and “ln” to denote the natural logarithm. The fractional scatter in natural logarithm is quoted as a percent. All quoted errors are $1\sigma$ confidence levels unless otherwise stated.

## 2. Modeling Procedure

### 2.1. Basics of Cluster Weak Lensing

Weak gravitational lensing causes small but coherent distortions in the images of source galaxies lying behind overdensities such as galaxy clusters (for a didactic review of cluster weak lensing, see Umetsu 2020). The lensing convergence $\kappa$ is responsible for isotropic magnification and proportional to the surface mass density $\Sigma$ projected along the line of sight,

$$\kappa = \Sigma/\Sigma_{cr},$$

with $\Sigma_{cr}$ the critical surface mass density for gravitational lensing as a function of lens redshift $z_l$ and source redshift $z_s$, defined as

$$\Sigma_{cr}(z_l, z_s) = \frac{c^2D_s(z_s)}{4\pi GD_l(z_l)D_h(z_l, z_s)},$$

where $D_l(z_l)$, $D_s(z_s)$, and $D_h(z_l, z_s)$ are the angular diameter distances from the observer to the lens, from the observer to the source, and from the lens to the source, respectively. For an unlensed source with $z_s \leq z_p$, $\Sigma_{cr}(z_l, z_s) = 0$.

The shape distortion due to lensing is described by the complex gravitational shear,

$$\gamma = \gamma_1 + i\gamma_2.$$  

The observable quantity for weak shear lensing is the reduced shear,

$$g := g_1 + ig_2 = \frac{\gamma}{1 - \kappa},$$

which can be directly estimated from the image ellipticities of background galaxies.

The shear $(\gamma_1, \gamma_2)$ can be decomposed into the tangential component $\gamma_+ \text{ and the } 45^\circ \text{ rotated cross-component } \gamma_\times$ defined with respect to the cluster center. The azimuthally averaged tangential shear $\gamma_+(R)$ as a function of cluster radius $R$ is proportional to the excess surface mass density $\Delta \Sigma(R)$, defined as

$$\Delta \Sigma(R) \equiv \Sigma(<R) - \Sigma(R) = \Sigma_{cr} \gamma_+(R),$$

$$S = \frac{\Sigma_{cr}}{\Sigma_{cr}},$$

$$R_{\text{max}} = \frac{c^2D_s(z_s)}{4\pi GD_l(z_l)D_h(z_l, z_s)},$$

where $D_l(z_l)$, $D_s(z_s)$, and $D_h(z_l, z_s)$ are the angular diameter distances from the observer to the lens, from the observer to the source, and from the lens to the source, respectively. For an unlensed source with $z_s \leq z_p$, $\Sigma_{cr}(z_l, z_s) = 0$.

The shape distortion due to lensing is described by the complex gravitational shear,

$$\gamma = \gamma_1 + i\gamma_2.$$  

The observable quantity for weak shear lensing is the reduced shear,

$$g := g_1 + ig_2 = \frac{\gamma}{1 - \kappa},$$

which can be directly estimated from the image ellipticities of background galaxies.

The shear $(\gamma_1, \gamma_2)$ can be decomposed into the tangential component $\gamma_+ \text{ and the } 45^\circ \text{ rotated cross-component } \gamma_\times$ defined with respect to the cluster center. The azimuthally averaged tangential shear $\gamma_+(R)$ as a function of cluster radius $R$ is proportional to the excess surface mass density $\Delta \Sigma(R)$, defined as

$$\Delta \Sigma(R) \equiv \Sigma(<R) - \Sigma(R) = \Sigma_{cr} \gamma_+(R),$$

$$S = \frac{\Sigma_{cr}}{\Sigma_{cr}},$$

$$R_{\text{max}} = \frac{c^2D_s(z_s)}{4\pi GD_l(z_l)D_h(z_l, z_s)},$$

where $D_l(z_l)$, $D_s(z_s)$, and $D_h(z_l, z_s)$ are the angular diameter distances from the observer to the lens, from the observer to the source, and from the lens to the source, respectively. For an unlensed source with $z_s \leq z_p$, $\Sigma_{cr}(z_l, z_s) = 0$.
where $\Sigma(R)$ represents the azimuthally averaged surface mass density at cluster radius $R$ and $\Sigma(<R)$ is its mean interior to the radius $R$.

The reduced tangential shear signal $g_\times(R)$ as a function of cluster radius is related to $\Sigma(R)$ and $\Delta\Sigma(R)$ as

$$g_\times(R) = \frac{\Sigma_{\text{cr}}^{-1} \Delta\Sigma(R)}{1 - \Sigma_{\text{cr}}^{-1} \Sigma(R)}.$$  \hspace{1cm} (6)

The azimuthally averaged cross-shear component, $g_\times(0)$, is expected to vanish if the signal is caused by weak lensing.

### 2.2. Cluster Abundance and Stacked Weak-lensing Signal

For a given cosmology and a given survey selection function, the abundance of galaxy clusters detected by the survey can be predicted. The redshift distribution of galaxy clusters detected by a survey is expressed as

$$\frac{dN_{\text{cl}}}{dz} = 4\pi f_{\text{sky}} \Omega_{\text{h}}^2 c v^2(z) \int dM \frac{dn(M, z)}{dM} \times \int d\ln M' S(\ln M', z) P(\ln M' | \ln M),$$  \hspace{1cm} (7)

where $f_{\text{sky}} = \Omega_{\text{h}}/(4\pi)$ is the sky coverage fraction with $\Omega_{\text{h}}$ the solid area of the survey, $dn(M, z)/dM$ is the comoving mass function of halos, $S(\ln M', z)$ is the survey selection function of the “observable” mass $\ln M'$, $P(\ln M' | \ln M)$ is the conditional probability distribution function of $\ln M'$ for a given true logarithmic mass $\ln M$, and $cv^2(z)/H(z)$ is the comoving volume per unit redshift interval and per unit steradian. Here $r = f_k(\chi)$ is the comoving angular diameter distance, with $f_k(\chi) = \chi$ for zero spatial curvature, $K = 0$. The total number of clusters detected by the survey is $N_{\text{cl}} = \int dz \int dN_{\text{cl}}(z)/dz$.

In this study, we adopt the halo-mass function given by Despali et al. (2016) with the halo-mass definition of $M_{500}$. We assume a selection function of the form

$$S(\ln M') = \mathcal{H}(\ln M' - \ln M_{\text{min}}(z)),$$  \hspace{1cm} (8)

where $M_{\text{min}}(z)$ is the minimum mass threshold as a function of redshift and $\mathcal{H}(x)$ is the Heaviside step function defined such that $\mathcal{H}(x) = 1$ for $x \geq 0$ and $\mathcal{H}(x) = 0$ otherwise. The probability function $P(\ln M' | \ln M)$ is assumed to be a Gaussian distribution with $\log M' = \log M + \sigma_{\text{int}}$ with $\sigma_{\text{int}}$ the intrinsic dispersion. We adopt a 10% intrinsic scatter in the observable–mass relation of $\sigma_{\text{int}} = 0.1/\ln 10$. In this way, we take into account the effect of Eddington bias as well as statistical fluctuations in $\log M'$ on the selected sample of galaxy clusters. In Appendix A, we present a general procedure for modeling the observable–mass relation.

In real observations, galaxy clusters are selected by their mass proxy from optical, X-ray, or SZ-effect observations. Here we assume an X-ray cluster survey over a total sky area of $\Omega_s = 50$ deg$^2$ (e.g., the XLL survey with the XMM-Newton X-ray satellite; see Pierre et al. 2016). We adopt an eROSITA-like selection function with the minimum mass threshold $M_{\text{lim}}(z)$ parameterized as

$$\log \left[ \frac{M_{500,\text{min}}(z)}{M_\odot} \right] = \max \left\{ 13, A \left[ 1 + \text{erf} \left( \frac{z - B}{C} \right) \right] \right\},$$  \hspace{1cm} (9)

for $z < 1$, with $A = 7.212$, $B = -0.432$, and $C = 0.602$. In this study, we set $M_{500,\text{min}}(z) \rightarrow \infty$ at $z \geq 1$. Here $A$ sets the normalization of the $M_{\text{lim}}(z)$ function, while $B$ and $C$ describe its redshift evolution. Figure 1 shows the cluster selection function in terms of $M_{500,\text{min}}(z)$ adopted in this study. The fitting function given by Equation (9) approximates well the eROSITA selection function for a detection threshold of 50 photon counts (Pillepich et al. 2012, see their Figure 2). We note that the selection function defined with Equation (9) ensures that halos with $M_{500} < 10^{15} M_\odot$ are not detected.

We model the mass distribution of individual cluster halos with a spherical Navarro–Frenk–White (NFW) profile motivated by cosmological simulations of collisionless CDM (Navarro et al. 1996, 1997). This assumption is supported by observational and theoretical studies, which found that the stacked $\Delta\Sigma(R)$ profile around galaxy clusters can be well described by a projected NFW profile (e.g., Oguri & Hamana 2011; Okabe & Smith 2016; Umetsu et al. 2016; Sereno et al. 2017; Umetsu & Diemer 2017).

The NFW density profile is given by

$$\rho(r) = \frac{\rho_s}{(r/r_s)(1 + (r/r_s))^2},$$  \hspace{1cm} (10)

where $\rho_s$ is the characteristic density and $r_s$ is the scale radius at which the logarithmic density slope equals $-2$. We parameterize the NFW model with the halo mass $M_\Delta$ and the concentration parameter $c_\Delta = r_s/\Delta$ defined at $\Delta = 500$. For a given cosmology, we assign a concentration to each cluster in our sample using the mean concentration–mass ($c$–$M$) relation $c_{500}(M_{500}, z|\Omega_m, \sigma_8)$ of Diemer & Joyce (2019). It should be noted that for the sake of simplicity, our modeling procedure

3 The contribution from the 2-halo term to the excess surface density $\Delta\Sigma$ becomes significant at about several virial radii (see Figure 2 of Oguri & Hamana 2011). In this study, we ignore the density steepening associated with the splashback radius.
ignores the effect of intrinsic scatter in the $c-M$ relation. We will discuss in Section 4.3 the implications of the assumptions made in the present study.

The stacked weak-lensing signal averaged over the sample of all detected clusters is written as

$$
\langle g_\theta \rangle(R_i) = \frac{1}{N_{\text{clus}}} \int dV \frac{c(z)^2}{H(z)} \int dM \frac{dn(M, z)}{dM} \times \int dM' S(\ln M', z) P(\ln M | \ln M) \times g_\theta(R_i| M, z),
$$

where $g_\theta(R_i|M, z)$ is the expected reduced tangential shear signal in the $i$th radial bin ($i = 1, 2, ..., N_{\text{bin}}$) for a cluster with halo mass $M$ and redshift $z$ (see Equation (6)). To simplify the procedure and facilitate the interpretation of results, we assume that all source galaxies lie at a redshift of $z_s = 1$, the typical mean redshift of spatially resolved background galaxies from deep ground-based imaging observations (e.g., Umetsu et al. 2014). We note that Equation (11) assumes the use of uniform weighting for lens–source pairs. It is straightforward to implement a redshift-dependent weighting for lensing (Umetsu et al. 2014; Miyatake et al. 2019).

The dominant source of noise in weak shear lensing is the shape noise of background galaxy images. Assuming a shape dispersion of $\sigma_e = 0.4/\sqrt{2}$ per galaxy per shear component, we add random-phase Gaussian noise with zero mean and dispersion $\sigma_{\text{eff}} = \sigma_e \sqrt{\frac{N_{\text{gal}}}{N_{\text{clus}}}}$ to the reduced tangential shear signal $g_\theta(R_i)$ for each cluster and each radial bin. Here, $N_{\text{clus}}$ is the number of detected clusters in each radial bin $[R_i, R_{i+1})$, $N_{\text{gal}} = \pi n_g(R_{i+1}^2 - R_i^2)/D^2$, with $n_g$ the mean surface density of background galaxies. In addition, cosmic noise covariance arises from the projected large-scale structure uncorrelated with the clusters (Schneider et al. 1998; Hoekstra 2003). This noise is correlated between radial bins and becomes important at large cluster distances where the cluster-lensing signal is small (Miyatake et al. 2019). We thus ignore the cosmic noise contribution in this study. In principle, it is straightforward to compute the cosmic noise covariance matrix $\mathbf{C}^\text{Cov}$ for a given cosmology using the nonlinear matter power spectrum (see Oguri & Takada 2011; Umetsu 2020). We also ignore the contribution from statistical fluctuations of the cluster-lensing signal ($\mathbf{C}^\text{stat}$) due to intrinsic variations associated with assembly bias and cluster asphericity (see Gruen et al. 2015; Umetsu et al. 2016; Miyatake et al. 2019; Umetsu 2020).

In this study, we consider two different weak-lensing sensitivities defined in terms of the background galaxy density parameter $n_g$, namely $n_g = 20$ galaxies arcmin$^{-2}$ and $n_g = 400$ galaxies arcmin$^{-2}$. Our fiducial analysis uses $n_g = 20$ galaxies arcmin$^{-2}$, which is close to the typical value of $n_g$ for weak-lensing shape measurements with the 8.2 m Subaru telescope (e.g., Miyatake et al. 2019; Umetsu et al. 2020). The case with $n_g = 400$ galaxies arcmin$^{-2}$ represents an idealized, essentially “noise-free” setup for comparison purposes. For the latter case, the uncertainties in the inferred parameters will be dominated by the sample variance of the selected sample, in contrast to the former case with noisy weak-lensing measurements. The comparison of the two different realizations will thus give us a crude idea of the respective error contributions to the parameter uncertainty.

Finally, we simulate reduced tangential shear profiles $(g_\theta)_{i=1}^{N_{\text{clus}}}$ for all clusters in $N_{\text{bin}} = 10$ equally spaced logarithmic bins of comoving cluster radius $R$, ranging from $R_{\text{min}} = 0.3 h^{-1}$ Mpc to $R_{\text{max}} = 3 h^{-1}$ Mpc typically adopted in cluster weak-lensing studies with Subaru Hyper Suprime-Cam observations (e.g., Umetsu et al. 2020). For our fiducial choice of the weak-lensing sensitivity with $n_g = 20$ galaxies arcmin$^{-2}$, the contributions from both $\mathbf{C}^\text{Cov}$ and $\mathbf{C}^\text{stat}$ can be safely ignored within the chosen radial range (Miyatake et al. 2019; Umetsu 2020).

### 3. Likelihood-free Forward Modeling

A schematic diagram of our forward-modeling procedure is shown in Figure 2. First, our forward model $F(\Omega_m, \sigma_8, A)$ is specified for a given set of $(\Omega_m, \sigma_8)$ and for a given value of the $A$ parameter that sets the normalization of $M_{\text{min}}(z)$, corresponding to the mass scale of the survey sample (see Appendix A for a general treatment of the mass calibration). Our fiducial model is $F(\Omega_m = 0.286, \sigma_8 = 0.82, A = 7.212)$. In this work, we adopt the mass function by Despali et al. (2016) and an NFW halo description with the $c(M, z)$ relation by Diemer & Joyce (2019), both of which depend on the input cosmology. Next, we construct a synthetic catalog of halos with $M_{500} > 10^{14}h^{-1}M_\odot$, out to $z = 1$ drawn from the mass function for a given survey strategy (e.g., the chosen value of $A$, the survey area of 50 deg$^2$). Having created the initial catalog of...
NFW halos, each with \((c_{500}, M'_{500}|M_{500}, z)\), we apply a selection cut of \(M'_{500} > M_{\text{lim}}(z)\) to obtain an observable-selected sample of synthetic clusters. Finally, we create synthetic observations of cluster counts and weak-lensing profiles for the selected sample according to the procedure described in Section 2.2.

In this study, we select one realization of synthetic data (i.e., cluster counts and weak-lensing profiles) created with our fiducial model \(F(\Omega_m = 0.286, \sigma_8 = 0.82, A = 7.212)\) as an “input” data set for our cosmological analysis. That is, the same forward simulator is used to create both the input data set and forward simulations of synthetic data. This is an idealized assumption that is not necessarily true in reality. The recovered uncertainties are thus likely to be underestimated compared to real observations where one would explore a wide range of possible models.

In our cosmological forward simulations, it is assumed that we have perfect knowledge of the survey selection function except for the normalization \(A\) of the \(M_{\text{lim}}(z)\) function and of the source redshift distribution for weak lensing. We also assume that weak-lensing mass measurements are unbiased. As a result, we have three parameters for modeling our cluster observables (see Section 2.2), namely, \((\Omega_m, \sigma_8, A)\). In our cosmological forward inference, we adopt the following uniform priors: \(\Omega_m = 1 - \Omega_L \in [0.1, 0.5], \sigma_8 \in [0.5, 1.0]\), and \(A \in [7.0, 7.5]\).

Figure 3 shows the number counts of detected galaxy clusters as a function of their true halo mass \(M_{500}\) for one particular realization of synthetic observations to illustrate the impact of Eddington bias due to scatter in the observable–mass relation. The blue histogram represents the cluster sample when the selection (Equation (9)) is applied on the true halo mass \(M_{500}\), while the orange histogram represents the sample when the selection is applied on the scattered mass observable \(M'_{500}\). The cluster sample defined by the scattered mass observable \(M'_{500}\) includes upscattered low-mass halos below the minimum mass threshold \(M_{\text{lim}}(z)\). We note that the selection on the true mass \(M_{500}\) is for illustration purposes only.

In Figure 4, we present the stacked reduced shear profiles \(\langle g_+ \rangle(R)\) and \(\langle g_\times \rangle(R)\) derived from a synthetic weak-lensing data set created with our simulator with our fiducial model, \(F(\Omega_m = 0.286, \sigma_8 = 0.82, A = 7.212)\). It should be noted that these two synthetic surveys detect different numbers of clusters (Table 1) corresponding to different realizations of scattered mass observables, with different masses of individual clusters.

**Table 1**

| Survey Sensitivity | \(N_d\) | \(S/N\) | \(S/N\) |
|--------------------|--------|--------|--------|
| \(n_g = 20\) arcmin\(^{-2}\) | 325 | 44.2 | 2.49 |
| \(n_g = 400\) arcmin\(^{-2}\) | 336 | 191 | 2.80 |

Note.  
\(^4\) Number of detected clusters for the particular realization of synthetic survey data.  
\(^5\) \(S/N\) estimated from the stacked reduced tangential shear profile \(\langle g_\times \rangle(R)\).  
\(^6\) \(S/N\) estimated from the stacked reduced cross-shear profile \(\langle g_\times \rangle(R)\).

**3.1. ABC Inference**

ABC constitutes a family of likelihood-free inference methods suitable for statistical problems with intractable likelihoods, but
where fast model evaluations with simulations are possible. The main advantage of ABC inference is that one can implement complex physical processes and instrumental effects into a simulation-based model, which is generally more straightforward compared to incorporating these effects in a likelihood function. Consequently, ABC has been widely applied in various areas of astrophysics and cosmology (e.g., Cameron & Pettitt 2012; Schäfer & Freeman 2012; Weyant et al. 2013; Robin et al. 2014; Akeret et al. 2015; Lin & Kilbinger 2015; Jennings et al. 2016; Hahn et al. 2017; Davies et al. 2018; Kacprzak et al. 2018; He et al. 2020; Tortorelli et al. 2020, 2021).

In the rejection ABC algorithm (Rubin 1984), a synthetic data vector is generated from a forward simulator, given a set of input parameters \( p \). A predefined distance metric measures the similarity between observed and simulated data. Parameters are accepted only if the synthetic data vector is within a user-specified threshold \( \epsilon \) from the observed data vector. The accepted parameters will then form a set of approximated posterior samples. As the thresholds decrease toward zero \( (\epsilon \to 0) \), the ABC-derived posterior will tend to approach the true posterior distribution.

During the optimization process of rejection-based ABC, it is generally inefficient to propose parameters randomly drawn from an uninformative prior, because many simulations may be rejected. Therefore, variants of likelihood-free rejection algorithms, such as Population Monte Carlo ABC (PMC; Beaumont et al. 2008; Akeret et al. 2015; Ishida et al. 2015) and Sequential Monte Carlo ABC (SMC; Del Moral et al. 2006; Sisson et al. 2009), improve upon this situation by drawing parameters from an adaptive proposal distribution that identifies a more relevant portion of the parameter space. These advanced algorithms start from the prior distribution and converge to an approximate posterior by sampling parameters for a sequence of gradually decreasing thresholds \( \epsilon \).

In this work, we use the ABC-PMC package (Akeret et al. 2015) to perform our ABC analysis. We first define a distance metric \( d_1 \) for cluster weak-lensing observations using the stacked lensing observable as

\[
d_1 = \sum_{i=1}^{N_{\text{obs}}} \left( (g_{+}^{\text{obs}})(R_i) - (g_{+}^{\text{sim}})(R_i|p) \right)^2,
\]

where \( i \) runs over all radial bins, \( (g_{+}^{\text{obs}})(R_i) \) is the stacked shear measurement in the \( i \)-th bin, and \( (g_{+}^{\text{sim}})(R_i|p) \) is a simulated realization given a set of model parameters \( p \).

It should be noted that \( (g_{+}^{\text{sim}})(R_i|p) \) includes a realization of observational noise and, in general, a statistical fluctuation of the signal. The theoretical expectation of Equation (14) is given by Equation (11).

Next, we define a distance metric for the cluster abundance as

\[
d_2 = \sum_{k=1}^{N_c} \left( \Delta N_{\text{obs}}^k(z_k) - \Delta N_{\text{sim}}^k(z_k|p) \right)^2,
\]

where \( k \) runs over all redshift bins \((1, 2, \ldots, N_c)\), \( N_c \) is the number of redshift bins, \( \Delta N_{\text{obs}}^k(z_k) \) is the observed cluster counts in the \( k \)-th bin, and \( \Delta N_{\text{sim}}^k(z_k|p) \) is a simulated realization of cluster counts given a set of model parameters \( p \). In this work, we set \( N_c = 20 \). We note that both \( \Delta N_{\text{obs}}^k(z_k) \) and \( \Delta N_{\text{sim}}^k(z_k|p) \) include statistical fluctuations from the intrinsic scatter in the observable–mass relation and the resulting effect of Eddington bias.

We define \( \epsilon_1 \) and \( \epsilon_2 \) to be the thresholds for the two distance metrics \( d_1 \) and \( d_2 \), respectively. A set of model parameters \( p \) is accepted only when \( d_1 < \epsilon_1 \) and \( d_2 < \epsilon_2 \). The initial thresholds \( \epsilon_1,0 \) and \( \epsilon_2,0 \) are set to 1.0 and 2000.0, respectively. Following Akeret et al. (2015), we use an adaptive choice of the threshold such that the threshold for each distance metric \( (d_1 \text{ or } d_2) \) is set to the 75th percentile of the accepted distances from the previous iteration. In this way, the thresholds will be automatically reduced during the iterative process.

An illustrative schematic of the ABC-PMC algorithm is shown in Figure 5. In ABC-PMC, the threshold \( \epsilon \) shown in the next iteration. In the first iteration step, all particles have equal weight, \( w = 1/N \), with \( N \) the number of sampled particles (or the number of realizations). In subsequent iteration steps, the algorithm randomly samples particles from the parameter space by accounting for the probabilities, or the assigned weights. New weights are assigned to newly sampled particles. Because the weights determine the regions of parameter space to be efficiently explored, the weighting scheme is crucial for the efficiency of the algorithm. We also refer the reader to Akeret et al. (2015) for more details.

Taking into account both the finite computational resources available and the selection efficiency of the algorithm (Simola et al. 2019), we define a stopping criterion such that the acceptance rate reaches a fixed threshold value of 0.5\%. In practice, when \( \epsilon \) approaches small values, the approximated posterior begins to stabilize. A continued reduction of \( \epsilon \) does not improve the accuracy of the inferred posterior significantly but results in a low acceptance rate (Akeret et al. 2015; Ishida et al. 2015; Lin & Kilbinger 2015). For a further lower acceptance rate (\(<0.5\%\)) corresponding to an even smaller threshold, the sampling process will become increasingly inefficient, so that a large fraction of the computational effort may be wasted.

### 3.2. DELFI Inference

As we discussed in Section 3.1, it is computationally intensive to obtain a good posterior approximation (i.e., small enough \( \epsilon \)) using an ABC algorithm. Even using an advanced sampling algorithm such as ABC-PMC, ABC methods suffer from the problem of vanishingly small acceptance rates when the threshold \( \epsilon \) approaches zero (Alsing et al. 2018). As a
result, ABC requires an expensively large number of simulations.

To overcome this problem of rejection-based ABC, we employ an \( \alpha \)-free approach known as DELFI (Density Estimate Likelihood-Free inference; Papamakarios & Murray 2016; Lueckmann et al. 2017; Papamakarios et al. 2018; Alsing et al. 2019) as an alternative to the ABC–PMC method. DELFI is a likelihood-free density-estimation approach to learn the sampling distribution of data as a function of the model parameters using neural density estimators.

In this study, we use the PYDELFI package\(^7\) (Alsing et al. 2019) to infer the posterior distribution. Recently, PYDELFI has been used to study several inference problems (e.g., Taylor et al. 2019; de Belsunce et al. 2021; Gerardi et al. 2021; Jeffrey et al. 2021; Zhao et al. 2021). The algorithm uses simulations to learn the conditional density function \( p(t|p) \), where \( t \) represents a set of “data summaries” and \( p \) represents a set of model parameters. The likelihood is then evaluated for a given observed data vector \( t_o \) as \( p(t_o|p) \). Multiplying this by the prior leads to the posterior \( p(p|t_o) \propto p(t_o|p) \times p(p) \).

The inference procedure of PYDELFI is briefly summarized as follows: We first sample an initial set of parameters \( p \) from the prior and create synthetic data summaries \( t \) (a data vector containing summary statistics) using forward simulations. In our analysis, data summaries comprise the stacked cluster-lensing profile and the cluster number counts in redshift bins, \( \langle (g_+)(R), \Delta N(z) \rangle \). These data summaries are identical to the ones used in the ABC approach. Although PYDELFI implements advanced data compression schemes to obtain a small number of informative data summaries, we use the same set of data summaries to achieve a direct comparison to the ABC approach.

DELFI uses flexible neural density estimators to learn the sampling distribution of data in the parameter space from a set of simulated data–parameter pairs \( (t, p) \). PYDELFI implements an active learning scheme with the sequential neural likelihood (SNL; Papamakarios et al. 2018) algorithm, which allows neural density estimators to draw new simulations from a proposal density based on the current posterior approximation. This algorithm adaptively learns the most relevant regions of the parameter space to run new simulations, thus improving the posterior inference. During the training process, the neural density estimators are trained to learn the weights of the neural network, \( w \), by minimizing the (negative log) loss function defined as

\[
-Ln(U) = -\sum_{i=1}^{N_{data}} ln P(t|p_i, w),
\]

which is equivalent to the negative log-likelihood of the simulation data \((t, p)\).

Finally, this density-estimation network derives a sample of parameters to constitute the posterior distribution. For details of the algorithm used in PYDELFI, we refer the reader to Papamakarios & Murray (2016), Lueckmann et al. (2017), Papamakarios et al. (2018), and Alsing et al. (2019).

4. Cosmological Parameter Inference

In this section, we present and discuss the results of likelihood-free cosmological inference using our forward simulator. In Appendix B, we present two toy models for weak-lensing mass calibration to demonstrate the potential and performance of likelihood-free methods along with the conventional maximum-likelihood (ML) approach (see Section 5 for a summary of the findings).

4.1. Results and Discussion

In this subsection, we perform cosmological parameter inference from a synthetic cluster survey using ABC–PMC and
PYDELFI. We use our fiducial model \( F(\Omega_m = 0.286, \sigma_8 = 0.82, A = 7.212) \) described in Section 3 to generate synthetic data sets. In both the ABC–PMC and PYDELFI analyses, we use the stacked lensing profile \((g_+)(R)\) and the cluster counts in redshift bins \( \Delta N(z) \) (Section 3) as summary statistics, or data summaries.

We run ABC–PMC in a series of iterations, in each of which \( 10^5 \) accepted samples are generated. We also use the same stopping criterion defined in Section 3.1. With this setup, more than \( O(10^5) \) forward simulations are required.

To set up PYDELFI, we implement an ensemble of six neural density estimators, including, first, one masked autoregressive flow with six masked autoencoders for density estimations each containing 2 hidden layers of 30 hidden units and, second, 5 mixture density networks with 1, 2, ..., 5 Gaussian components, respectively, with each mixture density network containing 2 hidden layers of 30 hidden units. We have a total of 15 training steps with 2000 simulations for an initial training step. A batch size of 800 in each training cycle is also given. A learning rate of \( 1 \times 10^{-5} \) is used so that the minimum value of the loss function gradually decreases with the total cumulative number of simulations (see Figure 6).

The resulting posterior distributions of the cosmological parameters obtained using ABC–PMC and PYDELFI are shown in Figures 7 and 8, respectively. In each figure, we show the results for two different survey depths, \( n_g = 20 \) galaxies \( \text{arcmin}^{-2} \) and \( n_g = 400 \) galaxies \( \text{arcmin}^{-2} \). Both likelihood-free methods provide unbiased and consistent posterior constraints, while ABC–PMC recovers broader posteriors than PYDELFI.

With a sufficient amount of simulations, ABC produces a reasonable approximation to the posterior distribution, which is unbiased but broader than the true posterior. The more simulations we produce, the more accurate the approximated posterior will be, but at the expense of increased computational run time. In Figure 9, we demonstrate the convergence of the cosmological parameters inferred by the ABC–PMC algorithm. The figure plots the posterior means and errors of \( \Omega_m \) and \( \sigma_8 \) in each iteration step for two different survey depths. The marginalized uncertainties of \( \Omega_m \) and \( \sigma_8 \) decrease gradually and their posterior means converge after a sufficient number of iterations.

Posterior summaries of the model parameters \((\Omega_m, \sigma_8, A)\) are listed in Table 2. In our cosmological inference, we find that ABC–PMC gives more conservative errors than PYDELFI. In particular, the uncertainty of \( \Omega_m \) obtained from ABC–PMC is larger by a factor of 2–3 than that from PYDELFI. Similarly, the uncertainty of \( \sigma_8 \) from ABC–PMC is 30%–40% larger than that from PYDELFI. Because we analyze only one realization of synthetic data for each survey depth (as in the case of real experiments), it is expected that the posterior means deviate from the ground truth (Figures 7 and 8; see also Appendix B).

In each survey depth, the posterior means inferred from ABC–PMC and PYDELFI are in agreement with each other, having the same direction of shift, and they are consistent within the errors with the true value.

In Figures 10 and 11, we show the marginalized posterior distribution of \( S_8 = \sigma_8(\Omega_m/0.3)^{0.3} \) obtained from the ABC–PMC and PYDELFI methods, respectively (see also Table 2). For the case of \( n_g = 400 \) galaxies \( \text{arcmin}^{-2} \) with an idealized

\footnote{We emphasize that such deviations in the inferred parameters are inevitable as long as there is only one realization of observations to be analyzed. If we were to analyze a large number of independent sets of synthetic observations and average them over, we expect to precisely recover the ground truth.}

survey depth, the uncertainty in \( S_8 \) is largely dominated by the statistical fluctuation of the survey sample. The \( \sigma_8 \) parameter is sensitive to the mass calibration so that the uncertainty in \( S_8 \) is increased substantially when the mean number density of background galaxies is decreased from \( n_g = 400 \) galaxies \( \text{arcmin}^{-2} \) to 20 galaxies \( \text{arcmin}^{-2} \).

4.2. Covariance Structure in Data

The main advantage of the likelihood-free approach is its ability to implement complex physical processes, observational conditions, and instrumental effects into forward modeling. One of the key difficulties in the standard cosmological inference based on the Gaussian likelihood occurs in the derivation of the full covariance matrix. In likelihood-free methods, by contrast, all relevant statistical fluctuations due to observational noise and underlying cosmological/astrophysical signals are properly encoded in forward simulations.

In the likelihood-free approach, we need not model or quantify the covariance matrix a priori. Instead, as long as we properly account for and implement the relevant physics and observational effects in forward simulations, all statistical information will be fed into ABC–PMC or PYDELFI, which avoids the complex derivation of the covariance matrix in a highly nonlinear and inherently complex problem.

4.3. Modeling Assumptions and Current Limitations

In this subsection, we summarize the simplifying assumptions and limitations made in our current forward-modeling pipeline and discuss possible improvements to be made.
First, we have assumed a spherical NFW description to model individual cluster halos. Collisionless cosmological N-body simulations predicted that cluster-scale dark matter halos are nonspherical and better described as triaxial halos with a preference for prolate shapes (e.g., Jing & Suto 2002; Hopkins et al. 2005; Despali et al. 2017). Moreover, the current modeling procedure ignores the intrinsic scatter in halo concentration at fixed halo mass. These effects will introduce substantial scatter in the projected cluster-lensing signal at fixed halo mass (a total of ~20% scatter in the cluster-lensing signal; see Gruen et al. 2015; Umetsu et al. 2016). Therefore, a more realistic halo description with triaxial NFW density profiles with a scattered c–M relation (e.g., Chiu et al. 2018) is expected to improve our cluster-mass modeling for weak-lensing simulations. Nevertheless, we note that most recent lensing mass calibration studies for X-ray cluster surveys (Umetsu et al. 2020; Chiu et al. 2021) adopted an NFW halo description in their Bayesian population modeling. In these studies, the weak-lensing inferred mass is statistically calibrated using numerical simulations.

Second, our modeling focuses on the lensing signal produced by a single cluster halo, without including any contribution from subhalos or large-scale environments, i.e., the 2-halo term (Cooray & Sheth 2002). The 2-halo term describes the large-scale clustering properties of matter around dark matter halos, which contains crucial cosmological information. At smaller scales, other systematic effects that can affect the interpretation of the observed cluster-lensing profiles include cluster mis-centering and residual contamination of the lensing signal by cluster members (e.g., Chiu et al. 2021). An implementation of such small- and large-scale modeling in our cosmological forward simulations will be a subject of future work.

Third, in this study, we have made various simplifications of background source and noise properties. In particular, we assumed perfect knowledge of the source redshift distribution and a constant background galaxy density $n_g$ for all clusters out to $z = 1$. Moreover, we ignored the effect of cosmic noise covariance on cluster-lensing measurements as well as the intrinsic scatter in halo concentration. All of these effects will act to reduce the statistical precision of the weak-lensing mass calibration. Our future studies will include these realistic observational effects in our forward simulations.
Finally, this study has considered as summary statistics a single stack of the cluster-lensing signal averaged over the full sample (Equation (12)). However, the redshift evolution of cluster density profiles and the geometric scaling of the lensing signal as a function of source redshift contain a wealth of cosmological information (e.g., Taylor et al. 2007; Medezinski et al. 2011), which we have not included in our cosmological inference. We will explore this possibility in our future work.

4.4. Comparison with Observational Results from Cluster Surveys

In this subsection, we first briefly summarize observational constraints on the cosmological parameters $\Omega_m$ and $\sigma_8$ (or $S_8$) from recent cluster programs in the published literature. Mantz et al. (2015) obtained cosmological constraints using a sample of 50 high-mass X-ray clusters targeted by the Weighing the Giants program (von der Linden et al. 2014). By combining cosmological information from X-ray observations with direct weak-lensing mass measurements, they obtain $S_8 = \sigma_8(\Omega_m/0.3)^{0.17} = 0.81 \pm 0.03$, or $\Omega_m = 0.26 \pm 0.03$ and $\sigma_8 = 0.83 \pm 0.04$. de Haan et al. (2016) analyzed a sample of 377 clusters from the South Pole Telescope survey, finding $S_8 = \sigma_8(\Omega_m/0.27)^{0.3} = 0.797 \pm 0.031$, or

$$\Omega_m = 0.289 \pm 0.042 \text{ and } \sigma_8 = 0.784 \pm 0.039.$$

Schellenberger & Reiprich (2017) combined observational constraints on the mass function and gas mass fractions for 64 HIFLUGCS galaxy clusters to obtain $\Omega_m = 0.30 \pm 0.01$ and $\sigma_8 = 0.79 \pm 0.03$. Pacaud et al. (2018) analyzed the redshift distribution of 178 X-ray groups and clusters detected by the 50 deg$^2$ XMM-XXL survey, finding $\Omega_m = 0.316 \pm 0.060$ and $\sigma_8 = 0.814 \pm 0.054$.

Here we turn to discuss our inference results based on synthetic observations with $n_g = 20$ galaxies arcmin$^{-2}$ by comparing to the cosmological constraints from cluster observations summarized above. For our ABC–PMC inference, the uncertainties of the inferred parameters are comparable to those of the observational ones. Our smaller uncertainties in $\Omega_m$ are likely due in part to the small amount of scatter assumed for the observable–mass relation (10% intrinsic scatter and no measurement uncertainty). Moreover, in our idealized setup, it is assumed that we have perfect knowledge of the selection function and the observable–mass relation out to $z = 1$, which helps break the parameter degeneracy between $\Omega_m$ and $\sigma_8$ and thus reduce the uncertainty on $\Omega_m$.

In contrast, the size of the uncertainty in $\sigma_8$ is closer to the observational results. However, we reiterate that as a consequence of various simplifications made in our simulations...
(see Section 4.3), the uncertainty in $\sigma_8$ is expected to be underestimated.

5. Conclusions and Summary

In this paper, we explored the potential of likelihood-free inference of cosmological parameters from the redshift evolution of the cluster abundance combined with weak-lensing mass calibration. Likelihood-free inference provides an alternative way to perform Bayesian analysis using forward simulations only. The main advantage of likelihood-free methods is their ability to incorporate complex physical and observational effects in forward simulations. We employed two complementary likelihood-free methods, namely ABC and DELFI, to develop an analysis procedure for the inference of the cosmological parameters ($\Omega_m$, $\sigma_8$) and the mass scale of the survey sample ($\Delta z$). These likelihood-free approaches allow us to bypass the need for a direct evaluation of the likelihood using forward simulations. In this study, we used two publicly available software packages, ABCPMC (Akeret et al. 2015) and PYDELFI (Alsing et al. 2019), which implement the ABC and DELFI algorithms, respectively.

To demonstrate the utility of likelihood-free methods, we presented in Appendix B two simplified toy models of weak-lensing mass calibration, where we ignore the scatter in the observable–mass relation and fix the number of selected clusters. In addition to the ABC and DELFI methods, we also employed a conventional ML method based on a single-mass-bin NFW fit to the stacked lensing signal. We find that for a simple problem (Toy model I) in which the underlying likelihood is well described by a Gaussian, both likelihood-free and conventional ML approaches obtain an unbiased recovery of the model parameters. For a more complex problem (Toy model II), forward-modeling approaches can properly account for all relevant statistical effects, which are encoded in the resulting posterior distributions.

In general, a full description of complicated physical and observational effects is difficult to implement in the likelihood function. The use of the covariance matrix constructed from numerical simulations has to rely on the Gaussian likelihood assumption. Compared to the conventional Bayesian analysis, forward-modeling methods provide a more flexible framework that allows us to incorporate complex processes, which improve upon the completeness and accuracy of parameter inference.

Assuming an eROSITA-like selection function (Figure 1; Pillepich et al. 2012) and a 10% scatter in the observable–mass relation in a flat LCDM cosmology ($\Omega_m = 0.286$, $\sigma_8 = 0.82$), we create with our simulator a synthetic data set of observable-selected NFW clusters in a survey area of 50 deg$^2$ similar to the XXL survey (Pierre et al. 2016). The stacked tangential shear profile ($\gamma(z)$) and the number counts in redshift bins $\Delta N(z)$ are used as summary statistics for both methods. By performing a series of forward simulations, we have obtained convergent solutions for the posterior distribution from both methods. We find that ABC–PMC recovers broader posteriors than PYDELFI, especially for the $\Omega_m$ parameter. PYDELFI recovers convergent posteriors from an order of magnitude fewer simulations than ABC–PMC. For a weak-lensing survey with a source density of $n_s = 20$ arcmin$^{-2}$, we find posterior constraints on $\Omega_m = 0.30 \pm 0.02$ and $0.81 \pm 0.019$ from ABC–PMC and PYDELFI, respectively.

Throughout this study, we have made several simplifying assumptions in our forward simulations, particularly in using a single NFW halo description of cluster lenses (see Section 4.3). In our forthcoming work, we will improve our simulator by implementing more realistic models of galaxy clusters and weak-lensing noise properties.

The analysis framework developed in this study will be particularly powerful for cosmological inference with ongoing cluster cosmology programs, such as the XMM–XXL survey (Pierre et al. 2016) and the eROSITA all-sky survey (Brunner et al. 2021), in combination with wide-field weak-lensing surveys. Simulation tools developed in this study will also be implemented into the publicly available SKPY package (Amara et al. 2021; SkyPy Collaboration et al. 2021).
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Software: abcpmc (Akeret et al. 2015), AstroPy (Astropy Collaboration et al. 2018), Colossus (Diemer 2018), emcee (Foreman-Mackey et al. 2013), matplotlib (Hunter 2007), NumPy (van der Walt et al. 2011), pathos (McKerns & Michael 2010; McKerns et al. 2012), PyDelfi (Alsing et al. 2019), pygtc (Bocquet & Carter 2016), Python (Van Rossum & Drake 2009), Scipy (Virtanen et al. 2020), TensorFlow (Abadi et al. 2015).

Appendix A

Mass-scaling Relations

In this appendix, we outline a general procedure for modeling the mass-scaling relations in cosmological inference. As evident from Equation (7), modeling of the cluster abundance requires the knowledge of the survey selection function and the observable–mass relation. In practical applications, the selection function can be determined from observations and calibrated by simulations. External observations can be used to constrain the observable–mass relation, which sets the “mass scale” of the cluster sample detected by a survey.

Weak lensing offers a robust but scattered proxy $M_{500, WL}$ for the true halo mass $M_{500}$ of galaxy clusters. Forward modeling allows for a statistical mass calibration by linking the cluster observable $O_{500}$ (e.g., X-ray luminosity) and the weak-lensing mass $M_{500, WL}$ through the following coupled, scattered equations (e.g., Umetsu et al. 2020):

$$\log O_{500} = \alpha + \beta \log M_{500}$$
$$\log M_{500, WL} = \log(1 + b_{WL}) + \gamma \log E(z) \pm \sigma_{\text{int}}(\log O)$$

$$\log M_{500, WL} = \log(1 + b_{WL}) + \log M_{500} \pm \sigma_{\text{int}}(\log M_{WL}).$$

(A1)

where $E(z) \equiv H(z)/H_0$ is the dimensionless Hubble function; $\alpha, \beta,$ and $\gamma$ are the intercept, mass-trend, and redshift-trend parameters for the $O-M$ relation; $\sigma_{\text{int}}(\log O)$ and $\sigma_{\text{int}}(\log M_{WL})$ are the lognormal intrinsic dispersions at fixed $M_{500}$ for $O_{500}$ and $M_{500, WL}$, respectively; and $b_{WL}$ characterizes the bias in weak-lensing mass.
estimates. In the first line of Equation (A1), all normalization constants are absorbed into the intercept $\alpha$. The intrinsic scatter in $M_{\text{WL}}$ of $\sim 20 \%$, or $\sigma_{\text{int}}(\log M_{\text{WL}}) \sim 0.2/\ln 10$, arises from fluctuations of the cluster-lensing signal due to intrinsic variations associated with halo assembly bias and asphericity. In a general procedure, some of the parameters describing the mass-scaling relations (Equation (A1)) should be set free in forward modeling.

When a scattered $M_{\text{WL}}-M$ relation (i.e., $\sigma_{\text{int}}(\log M_{\text{WL}}) > 0$) is used to generate weak-lensing masses $M_{\text{WL}}$ for individual NFW clusters, the synthetic weak-lensing signal $S_g(R)\langle R \rangle$ (Equation (14)) should be created using their weak-lensing masses $M_{500,\text{WL}}$ instead of $M_{500}$. In this way, we effectively account for the effect of intrinsic scatter due to halo assembly bias and asphericity, without creating triaxial halos with scattered concentrations (see Section 4.3).

In this study, we have largely simplified our modeling procedure to facilitate the interpretation of results. Specifically, we take the cluster observable $O_{500}$ as a hypothetical unbiased mass proxy $M'_i$ (i.e., $\alpha = 0$, $\beta = 1$, $\gamma = 0$); for weak lensing, we assume that weak lensing provides an unbiased mass calibration with zero astrophysical scatter (i.e., $b_{500} = 0$, $\sigma_{\text{int}}(\log M_{\text{WL}}) = 0$):

$$\log M'_i = \log M_{500} \pm \sigma_{\text{int}},$$

$$M_{500,\text{WL}} = M_{500},$$

with $\sigma_{\text{int}} = 0.1/\ln 10$.

Because of the simplified mass-scaling relations, we use in this work the normalization $A$ of the minimum mass function $M_{\text{lim}}(z)$ (Equation (9)) to represent this mass-scale degree of freedom for the survey sample.

Appendix B
Tests with Toy Model Simulations

In this appendix, we consider two simplified toy models to demonstrate the utility of likelihood-free approaches based on forward simulations. Here we ignore the scatter between the true and observable cluster mass (i.e., $M' = M$) and fix the number of selected clusters $N_{\text{cl}}$ (i.e., no statistical fluctuation and no Eddington bias). These toy models thus reduce to a mass calibration problem. In addition to the forward-modeling methods described in Section 2, we also employ a conventional ML approach based on a single-mass-bin NFW fit to the stacked lensing signal (e.g., Umetsu 2020).

**Toy model I:** For the first toy model, we assume a Dirac delta mass function $\delta_0(M_{500} - M'_{500})$ with $M'_{500} = 10^{14} h^{-1} M_\odot$ at a single cluster redshift of $z = 0.3$. Here $M'$ is the only parameter of this model that sets the cluster-mass scale. We create a synthetic weak-lensing data set for a sample of $N_{\text{cl}} = 150$ clusters using the forward-modeling procedure described in Section 2. For parameter inference, we use an uninformative uniform prior of $\log(\Delta_{\text{lim}}/h^{-1} M_\odot) \in [12, 16]$. Because we consider only Gaussian shape noise as a source of statistical fluctuations in this analysis, the resulting uncertainty on the single parameter $M_{200}$ is expected to scale as $1/\sqrt{N_{\text{cl}}}$ regardless of the inference methods. To examine this scaling of the errors, we will consider an additional noisy realization of synthetic weak-lensing observations with $\eta_g = 1$ galaxies arcmin$^{-2}$.

**Toy model II:** For the second toy model, we assume that the cluster mass $M_{200}$ is lognormally distributed with a mean logarithmic mass of $\mu = \langle \log (M_{200}/h^{-1} M_\odot) \rangle$ and a logarithmic dispersion of $\sigma_{\log M_{\text{ WL}}}$. We model the redshift distribution of clusters with a generalized gamma distribution of the form

$$\frac{dN_{\text{cl}}}{dz} = \frac{\beta N_{\text{cl}}}{\Gamma((1 + \alpha)/\beta)} \left( \frac{z}{z_1} \right)^{\alpha} \exp \left[ -\left( \frac{z}{z_1} \right)^{\beta} \right] \frac{1}{z_1},$$

$$z_1 = z_0 \frac{\Gamma((1 + \alpha)/\beta)}{\Gamma((2 + \alpha)/\beta)},$$

(B1)

where $z_0$ is the mean cluster redshift and $N_{\text{cl}}$ is the total number of clusters. In this model, we set $\alpha = 2$, $\beta = 4$, $z_0 = 0.3$, and $N_{\text{cl}} = 150$. We assume that the mean logarithmic mass $\mu$ of the mass probability distribution function $P(\log M_{200})$ evolves with redshift as (Sereno 2016; Umetsu et al. 2020)$^9$

$$\mu(z) = \mu_0 + \gamma_0 \log \left( \frac{D_L(z)}{D_L(z_0)} \right),$$

(B2)

where $D_L(z)$ is the luminosity distance at redshift $z$, $\mu_0$ is the mean at the reference redshift $z = z_0$, and $\gamma_0$ describes the redshift trend of $\mu(z)$. In this toy model, we have three parameters in total, namely, $\mu_0$, $\sigma_{\log M_{200}}$, and $\gamma_0$. In this model, we set $\mu_0 = 14$, $\sigma_{\log M_{200}} = 0.7/\ln 10 \approx 0.30$, and $\gamma_0 = 0.5$.

To construct a sample of clusters, we draw a set of 150 redshifts and masses from the respective distributions (Equations (B1) and (B2)) and produce a synthetic weak-lensing data set using our simulator. We use uninformative uniform priors for the three parameters: $\mu_0 \in [12, 16]$, $\sigma_{\log M_{200}} \in [0.5/\ln 10, 1.0/\ln 10]$, and $\gamma_0 \in [0.2, 0.9]$. In the conventional method, we only consider the (effective) mass scale of the sample as a single parameter, which is extracted from the stacked lensing signal $S(g, \langle R \rangle)$.

Here we briefly summarize our inference procedures for three different approaches.

1. In the ABC–PMC analysis, parameter sets sampled from the prior distribution are compared to the stacked lensing profile $S(g, \langle R \rangle)$ from synthetic weak-lensing data according to Equation (12). To obtain convergent results, a series of iterations are performed. In each iteration, $10^3$ accepted samples are generated. We use the stopping criterion defined in Section 3.1 (Figure 5). The total number of simulations required for convergence is larger than $O(10^5)$.

2. For the PYDELFI analysis, the neural network architecture is an ensemble of six neural density estimators, including one masked autoregressive flow with five masked autoencoders for density estimations, each with 2 hidden layers of 50 hidden units, and 5 mixture density networks with 1, 2, ..., 5 Gaussian components, respectively, each with 2 hidden layers of 30 hidden units. We use nonlinear activation functions, tanh, for all neural units. We divide the inference task into 20 training steps with 1000 simulations for an initial training step. A batch size of 800 in each training cycle is also given. Ten percent of

$^9$ The mass probability distribution $P(\log M)$ of observable-selected clusters is mainly shaped by the following two effects: first, as predicted by the cosmic mass function, more-massive objects are less abundant; second, less-massive objects tend to be fainter and more difficult to detect. Accordingly, $P(\log M)$ tends to be unimodal, and it evolves with redshift (Sereno 2016).
simulations are set as a validation sample to avoid overfitting.

3. In the conventional approach, we fit the stacked cluster-lensing signal $(g_+)(R)$ with a single NFW profile. Here the logarithm of the mass scale $\log (M_{200}/h^{-1}M_\odot)$ of the sample is a single parameter of interest. The concentration parameter is set according to the mean $c-M$ relation $c_{200}(M_{200},z)$ of Diemer & Joyce (2019). We derive the posterior probability distribution of the effective mass scale using the EMCEE python package (Foreman-Mackey et al. 2013). For the mass-scale parameter, we use the same uniform prior as in the forward-modeling cases, $\log (M_{200}/h^{-1}M_\odot) \in [12, 16]$.

The Gaussian likelihood for the conventional approach is given by

$$-2 \ln L = \sum_{i=1}^{N_{\text{gal}}} \left\{ \frac{[(g_+)(R_i) - \hat{g}_+(R; p)]^2}{\sigma_{g,i}^2} + \ln (2\pi \sigma_{g,i}^2) \right\},$$  \hspace{1cm} (B3)

where $i$ runs over all radial bins, $(g_+)(R_i)$ is the stacked reduced tangential shear in the $i$th bin, $\sigma_{g,i}$ is its measurement uncertainty, and $\hat{g}_+(R_i)$ is the expectation value predicted by the model $p$.

Table 3 summarizes the resulting posterior constraints on the mass-scale parameter $M_{200}^*$ of Toy model I obtained using the three different methods. In each survey depth ($n_g$), we find that the resulting posterior constraints on $M_{200}^*$ using the ABC–PMC, PYDELFI, and ML methods are consistent with each other, except for the noisiest realization with $n_g = 1$ galaxies arcmin$^{-2}$ where ABC–PMC recovers a broader posterior distribution than that from the other two methods. This is expected because only in the limit of $\epsilon \rightarrow 0$, the accepted samples are drawn from the exact posterior. For a noisier realization that requires an ABC rejection sampling over a wider parameter space, it will take longer for the iterative process to converge. Otherwise, the magnitude of errors approximately scales as $1/\sqrt{n_g}$, as expected. We note that for each survey depth ($n_g$), we analyze only one particular realization of synthetic observations created using our forward simulator. As a result, the posterior means can deviate from the ground truth. However, all methods are expected to show a consistent shift in the posterior mean.

Table 4 shows the results for Toy model II. For the conventional ML method, we obtain a constraint on the parameter $\log (M_{200})$ similar to that for Toy model I. This is because in this approach we only consider the effective mass scale extracted from the stacked lensing signal. The ML method, however, yields a much narrower posterior distribution compared to the marginal errors in $\mu_0$ obtained with ABC–PMC and PYDELFI.

Overall, ABC–PMC and PYDELFI yield comparable constraints on the model parameters. We notice again that ABC–PMC produces somewhat broader posterior distributions compared to PYDELFI. For any nonzero $\epsilon$, an ABC approximate posterior is always broader than the true posterior distribution. Compared to ABC–PMC that requires $O(10^6)$ forward simulations, PYDELFI is computationally much more efficient as it requires only $O(10^5)$ forward simulations.

It is worth pointing out that for ABC–PMC and PYDELFI, the errors in $\mu_0$ do not simply scale with the number density of background galaxies. This is because, in addition to shape noise, forward simulations properly account for the statistical fluctuations of the cluster sample drawn from the distributions given by Equations (B1) and (B2). In particular, for the survey depth of $n_g = 400$ galaxies arcmin$^{-2}$, the uncertainty in the mass-scale parameter is dominated by this sample variance, which is ignored in the ML method. In contrast, all relevant sources of statistical fluctuations are automatically taken into account in ABC–PMC and PYDELFI based on forward simulations.

From these results, we find that for a simple problem (Toy model I) in which the underlying likelihood is well described by a Gaussian, both likelihood-free and ML approaches obtain an unbiased recovery of the model parameters. For a more complex problem (Toy model II), forward-modeling approaches can properly account for all relevant statistical effects, which are properly encoded in the resulting posterior distributions, and thus improve the completeness and accuracy of the analysis. We note that forward modeling assuming a Gaussian likelihood (e.g., Sereno 2016; Chiu et al. 2021) is also capable of properly handling such statistical effects, as long as the Gaussian assumption is valid. We also notice that compared to the ABC

### Table 3

| Survey Sensitivity | $M_{200}^*$ $(10^{14}h^{-1}M_\odot)$ | Maximum-likelihood | ABC–PMC | PYDELFI |
|-------------------|-----------------------------------|-------------------|--------|--------|
| $n_g = 1$ arcmin$^{-2}$ | 1.07 ± 0.19 | 0.99 ± 0.25 | 1.09 ± 0.18 |
| $n_g = 20$ arcmin$^{-2}$ | 0.98 ± 0.04 | 0.98 ± 0.05 | 0.98 ± 0.04 |
| $n_g = 400$ arcmin$^{-2}$ | 1.00 ± 0.01 | 1.00 ± 0.01 | 1.00 ± 0.01 |

### Table 4

| Survey Sensitivity | Maximum-likelihood | ABC–PMC | PYDELFI |
|-------------------|-------------------|--------|--------|
| $n_g = 20$ arcmin$^{-2}$ | log($\log (M_{200}/h^{-1}M_\odot)$) | $\mu_0$ | $\sigma_{\log M_{200}}$ | $\gamma_0$ | $\mu_0$ | $\sigma_{\log M_{200}}$ | $\gamma_0$ |
| $n_g = 400$ arcmin$^{-2}$ | 14.00 ± 0.00 | 13.99 ± 0.04 | 0.71 ± 0.13 | 0.55 ± 0.20 | 13.99 ± 0.02 | 0.74 ± 0.09 | 0.49 ± 0.12 |

Note. The values of the input parameters are $\mu_0 = \langle \log (M_{200}/h^{-1}M_\odot) \rangle = 14$, $\sigma_{\log M_{200}} = 0.7/\ln 10 \approx 0.30$, and $\gamma_0 = 0.5$.

* The 1σ uncertainty is less than 0.01.
approach, PYDELF1 requires much fewer simulations and produces narrower posteriors (see Alsing et al. 2018; Leclercq 2018).
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