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**Abstract** A new algorithm to approximate Hermitian matrices by positive semidefinite Hermitian matrices based on modified Cholesky decompositions is presented. In contrast to existing algorithms, this algorithm allows to specify bounds on the diagonal values of the approximation.

It has no significant runtime and memory overhead compared to the computation of a classical Cholesky decomposition. Hence it is suitable for large matrices as well as sparse matrices since it preserves the sparsity pattern of the original matrix.

The algorithm tries to minimize the approximation error in the Frobenius norm as well as the condition number of the approximation. Since these two objectives often contradict each other, it is possible to weight these two objectives by parameters of the algorithm. In numerical experiments, the algorithm outperforms existing algorithms regarding these two objectives.

A Cholesky decomposition of the approximation is calculated as a byproduct. This is useful, for example, if a corresponding linear equation should be solved.

A fully documented and extensively tested implementation is available. Numerical optimization and statistics are two fields of application in which the algorithm can be of particular interest.
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1 Introduction

Algorithms for approximating Hermitian matrices by positive semidefinite Hermitian matrices are useful in several areas. In stochastics they are needed to transform nonpositive semidefinite estimations of covariance and correlation matrices to valid estimations [50,44,27,23]. In optimization they are needed to deal with nonpositive definite Hessian matrices in Newton type methods [20,40,8].

The existing algorithms have different disadvantages, which will be outlined below. A new algorithm without these disadvantages is presented in Section 2 where it is also examined in detail. An implementation is introduced in Section 3 together with numerical experiments and corresponding results. Conclusions are drawn in Section 4.

1.1 Objectives of approximation algorithms

In order to evaluate the existing algorithms, objectives of an ideal approximation algorithm are established. For this, let $A \in \mathbb{C}^{n \times n}$ be an Hermitian matrix and $B \in \mathbb{C}^{n \times n}$ its approximation. The first three objectives are the following:

(O1) $B$ is positive semidefinite.

(O2) The approximation error $\|B - A\|$ is small.

(O3) The condition number $\kappa(B) = \|B\| \|B^{-1}\|$ is small.

In addition to the approximation error, the condition number of the approximation is usually important as well, since, for example, often linear equations including the approximation have to be solved.

The three objectives [O1], [O2] and [O3] are sometimes contradictory. Hence, an ideal algorithm would allow to prioritize between [O2] and [O3]. The norm used in [O2] and [O3] may depend on the actual application. Typical choices are the spectral norm or the Frobenius norm.

Especially for large matrices, the execution time of the algorithm as well as the needed memory are important. The fastest way to test whether a matrix is positive definite is to try to calculate its Cholesky decomposition [24]. This needs $\frac{1}{2}n^3 + \mathcal{O}(n^2)$ basic operations in the dense real valued case. The approximation algorithm cannot be expected to be faster but at least asymptotically as fast. Thus, the next two objectives are:

(O4) The algorithm requires at most $\mathcal{O}(n^2)$ more basic operations than the calculation of a Cholesky decomposition of $B$.

(O5) The algorithm needs to store $\mathcal{O}(n)$ numbers besides $A$ and $B$ and allows to overwrite $A$ with $B$.

If $A$ is a sparse matrix, $B$ should have the same sparsity pattern. This allows an effective overwriting and is essential if the corresponding dense matrix would be too big to store. Thus, the next objective is:
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\( A_{ij} = 0 \) implies \( B_{ij} = 0 \).

For correlation matrices it is crucial that \( B \) has only ones as diagonal values. This is the reason for the last objective:

\( B \) The diagonal of \( B \) can be predefined.

Similar objectives to \( [O1] \), \( [O2] \), \( [O3] \) and \( [O4] \) have been used in [53, 54, 7, 15]. Here, another objective has been established: If \( A \) is "sufficiently" positive definite, \( B \) should be equal to \( A \). This objective is not explicitly listed here and should be covered by \( [O2] \).

1.2 Existing approximation methods

An overview of existing methods to approximate Hermitian matrices by positive semidefinite Hermitian matrices is provided next. They are evaluated using the objectives mentioned above.

The minimal approximation error can be achieved by computing an eigen-decomposition and replacing negative eigenvalues [24, 25]. This was done in statistics [32, 50] as well as in optimization [40, Chapter 3.4], [20, Chapter 4.4.2.1]. However, this does not meet \( [O4] \), \( [O6] \) and \( [O7] \).

It is also possible to calculate approximations with minimal approximation error and the restriction that all diagonal values are one [27, 3, 4, 28]. These methods could be extended so that the approximation has arbitrary predefined (nonnegative) diagonal values. Nevertheless, these methods do not meet \( [O4] \) and \( [O6] \).

Another method, especially common in optimization, is to add a predefined positive definite matrix multiplied by a sufficiently large scalar to the original matrix. The predefined matrix is usually the identity matrix or a diagonal matrix. The scalar is usually determined by increasing a value until the resulting approximation can be successfully Cholesky factorized. This method is also used in a modified Newton’s method [21, 8, 40] and the Levenberg-Marquardt method [37, 38, 8]. However, \( [O4] \) and \( [O7] \) are not met.

A well-known method, in statistics, is a convex combination with a predefined positive definite matrix. In this context it is based on the concept of shrinkage estimator [55, 14, 50]. The positive definite matrix is again usually the identity matrix or a diagonal matrix. Only the convex combination factor has to be determined. This is usually done by examining the underlying statistical problem [5, 16, 30, 35, 36, 52, 53]. However, methods without using any statistical assumptions exist as well [23]. None of these meet \( [O4] \) and \( [O7] \).

Other methods used, especially in optimization, are modified Cholesky algorithms [19, 20, 53, 51, 39, 15]. These compute a variant of a Cholesky decomposition like a \( LDL^T \), a \( LBL^T \) or a \( LTL^T \) decomposition. Here \( L \) is a lower triangular matrix, \( D \) is a diagonal matrix, \( B \) is a block diagonal matrix with block size smaller of one or two and \( T \) is a tridiagonal matrix. During or after the calculation of these decompositions, their factors are modified so that they represent a positive definite matrix. The methods based on \( LBL^T \)
decomposition do not meet (O4), (O6) and (O7), the ones based on LTL decomposition do not meet (O4) and (O7) and the ones based on LDL decomposition do not meet (O7).

Hence, none of the existing methods meet all objectives. However, methods that do not meet (O7) can be extended to meet this objective. For that the calculated approximation is multiplied by a suitable chosen diagonal matrix from both sides. This does not affect (O1), (O4), (O5) and (O6). So the modified Cholesky method based on LDL decomposition could meet all objectives if they are extended to meet (O7).

The new method presented in Section 2 is a modified Cholesky method based on LDL decomposition as well. Contrary to the already published methods of this kind, this methods modifies not only the matrix D but also the matrix L during their calculation. In this way, the algorithm meets all objectives. Furthermore it better meets (O2) and (O3) than the other extended methods based on LDL decomposition as shown in Section 3 by numerical experiments.

2 The approximation algorithm

The algorithm which approximates Hermitian matrices by positive semidefinite matrices Hermitian is presented and analyzed in this section.

2.1 The and the DECOMPOSITION algorithm

Previous modified Cholesky methods based on LDL decomposition applied to a symmetric matrix A try to calculate its LDL decomposition. While doing so, they increase some of the values in the diagonal matrix D. Hence, they result in a decomposition of a positive definite matrix A + Δ, where Δ is a diagonal matrix with values greater or equal to zero. However, is this way, the approximation A + Δ cannot have predefined diagonal elements.

The key idea of the new algorithm is to modify the off-diagonal values of A instead or in addition to its diagonal values. In detail, the Hermitian positive definite approximation B ∈ Cⁿ×ⁿ of an Hermitian A ∈ Cⁿ×ⁿ is defined as

\[ B_{ij} := \hat{\omega}_{ij} A_{ij} \text{ if } i \neq j \] and \[ B_{ii} := A_{ii} + \delta_i \]

where \( \hat{\omega}_{ij} \in [0, 1], \hat{\omega}_{ij} = \hat{\omega}_{ji} \) and \( \delta_i \in \mathbb{R} \) for all \( i, j \in \{1, \ldots, n\} \).

If, for example, \( \hat{\omega}_{ij} = 0 \) and \( \delta_i > |A_{ii}| \) for all \( i, j \in \{1, \ldots, n\} \), then B is a diagonal matrix with only positive values and thus positive definite. If, on the other hand, \( \hat{\omega}_{ij} = 1 \) and \( \delta_i = 0 \) for all \( i, j \in \{1, \ldots, n\} \), then B = A and there is no approximation error.

The challenge is now to determine the values \( \hat{\omega}_{ij} \) and \( \delta_i \) such that the objectives established in Subsection 1.1 are met. This is where we use a (complex valued) modified Cholesky method based on LDL decomposition. During
the calculation of a \(LDL^H\) decomposition of \(A\), we modify \(L\) and \(D\) if the matrix represented by the decomposition would become not positive definite, its condition number would become too high or the requirements on the diagonal values would be violated otherwise.

In detail, the off-diagonal values in the \(i\)-th row of \(L\) are multiplied by \(\omega_i \in [0, 1]\) and \(\delta_i \in \mathbb{R}\) is added to the \(i\)-th diagonal value of \(D\). This \(\delta_i\) corresponds to the previously mentioned \(\delta_i\) and \(\omega\) to \(\hat{\omega}\) such that \(\hat{\omega}_{i,j} = \omega_{\text{max}(i,j)}\) for all \(i, j \in \{1, \ldots, n\}\). This relationship is discussed in Subsection 2.2. Furthermore, symmetric permutation techniques are used to reduce the approximation error, the computational effort and the required memory.

The algorithm [DECOMPOSITION] which computes the permuted modified \(LDL^H\) decomposition and the values \(\omega\) and \(\delta\), is described in detail in Algorithm 1.

Algorithm 1 DECOMPOSITION

Input:
\[\cdot A \in \mathbb{C}^{n \times n} \text{ Hermitian}, \quad x \in (\mathbb{R} \cup \{-\infty\})^n, \quad y \in (\mathbb{R} \cup \{\infty\})^n, \quad l \in \mathbb{R} \cup \{-\infty\}, \quad u \in \mathbb{R} \cup \{\infty\}, \quad \epsilon > 0\]
\[\cdot \text{ with } \max\{x_i, l\} \leq \min\{y_i, u\} \text{ for all } i \in \{1, \ldots, n\}\]
\[\cdot \text{ with } |x_i|, |l| \geq \epsilon \text{ or } |y_i|, |u| \geq \epsilon \text{ for all } i \in \{1, \ldots, n\}\]

Output:
\[\cdot L \in \mathbb{C}^{n \times n}, \quad d, \omega, \delta \in \mathbb{R}^n, \quad p \in \{1, \ldots, n\}^n\]

1: function decomposition \((A, x, y, l, u, \epsilon)\)
2: \[p_i \leftarrow i \text{ for all } i \in \{1, \ldots, n\}\]
3: \[\alpha_i \leftarrow 0 \text{ for all } i \in \{1, \ldots, n\}\]
4: for \(i \leftarrow 1, \ldots, n\) do
5:   select \(j \in \{i, \ldots, n\}\)
6:   swap \(p_i\) with \(p_j\) and \(L_{ik}\) with \(L_{jk}\) for all \(k \in \{1, \ldots, i - 1\}\)
7:   select \(d_i \in [l, u], \omega_{p_i} \in [0, 1]\) with \(|d_i| \notin (0, \epsilon), d_i + \alpha_{p_i} \omega_{p_i}^2 \in [x_{p_i}, y_{p_i}]\)
8:   \[L_{ij} \leftarrow \omega_{p_i} L_{ij} \text{ for all } j \in \{1, \ldots, i - 1\}\]
9:   \[\delta_{p_i} \leftarrow d_i + \omega_{p_i}^2 \alpha_{p_i} - A_{p_i p_i}\]
10: for \(j \leftarrow i + 1, \ldots, n\) do
11:   if \(d_i \neq 0\) then
12:      \[L_{ji} \leftarrow \left( A_{p_i p_i} - \sum_{k=1}^{i-1} L_{jk} T_{ik} d_k \right) (d_i)^{-1}\]
13:      \[\alpha_{p_j} \leftarrow \alpha_{p_j} + |L_{ji}|^2 d_i\]
14:   else
15:      \[L_{ji} \leftarrow 0\]
16:   end if
17: end for
18: end for
19: \(L_{ii} \leftarrow 1\) and \(L_{ij} \leftarrow 0\) for all \(i, j \in \{1, \ldots, n\}\) with \(j > i\)
20: return \((L, d, p, \omega, \delta)\)
21: end function
The algorithm $\text{{MATRIX}}$ which computes the approximation $B$, is described in detail in Algorithm 2.

**Algorithm 2 MATRIX**

**Input:**
- $A \in \mathbb{C}^{n \times n}$ Hermitian, $x \in (\mathbb{R} \cup \{-\infty\})^n$, $y \in (\mathbb{R} \cup \{\infty\})^n$, $l \in \mathbb{R} \cup \{-\infty\}$, $u \in \mathbb{R} \cup \{\infty\}$, $\epsilon > 0$
- with $\max\{x_i, l\} \leq \min\{y_i, u\}$ for all $i \in \{1, \ldots, n\}$
- with $|x_i|, |l| \geq \epsilon$ or $|y_i|, |u| \geq \epsilon$ for all $i \in \{1, \ldots, n\}$

**Output:**
- $B \in \mathbb{C}^{n \times n}$

1: function $\text{matrix}(A, x, y, l, u, \epsilon)$
2: $(L, d, p, \omega, \delta) \leftarrow \text{DECOMPOSITION}(A, x, y, l, u, \epsilon)$
3: $q_p \leftarrow i$ for all $i \in \{1, \ldots, n\}$
4: for $i \leftarrow 1, \ldots, n$ do
5:   $B_{ii} \leftarrow A_{ii} + \delta_i$
6:   for $j \leftarrow i + 1, \ldots, n$ do
7:     if $q_i > q_j$ then
8:       $a \leftarrow j$, $b \leftarrow i$
9:     else
10:       $a \leftarrow i$, $b \leftarrow j$
11:     end if
12:     if $d_{q_a} \neq 0$ or $\omega_b = 0$ then
13:       $B_{ij} \leftarrow A_{ij} \omega_b$
14:     else
15:       $B_{ij} \leftarrow \sum_{k=1}^{q_{a}-1} L_{q_{a}k} d_k L_{q_{j}k}$
16:     end if
17:   end for
18: end for
19: for all $i, j \in \{1, \ldots, n\}$ with $j > i$
20:   $B_{ji} \leftarrow \overline{B_{ij}}$
21: return $B$
22: end function

The parameters $l$ and $u$ of the algorithms are lower and upper bounds on the diagonal values of $D$. The positive definiteness of $B$ can be controlled by $l$ as pointed out in Subsection 2.3. The parameters $x$ and $y$ are lower and upper bounds on the diagonal values of $B$ as shown in Subsection 2.4. The condition number of $B$ and the approximation error $\|B - A\|$ are influenced by $x, y, l, u$ as demonstrated in Subsection 2.5 and 2.6, respectively. Moreover, they allow to prioritize a low approximation error or a low condition number. The numerical stability of the algorithms is controlled by $\epsilon$.

The algorithms can be considered as a whole class of algorithms since there are many possibilities to choose the permutation and $\omega$ and $\delta$ as discussed in
Subsection 2.7 and 2.8 The algorithm is carefully designed, so that the overhead in computational effort and memory consumption compared to classical Cholesky decomposition algorithms is negligibly if $\omega$ and $\delta$ are chosen in a proper way, as shown in Subsection 2.9.

For the rest of this section, we use the following notation for the analysis of both algorithms.

**Definition 1** Let

\[ B := \text{MATRIX}(A, x, y, l, u, \epsilon) \]

where \((A, x, y, l, u, \epsilon)\) is some valid input for the algorithm with \(A \in \mathbb{C}^{n \times n}\) and

\[(L, d, p, \omega, \delta) := \text{DECOMPOSITION}(A, x, y, l, u, \epsilon).\]

Define \(D := \text{diag}(d)\) the diagonal matrix with \(d\) as the diagonal. Define \(P \in \mathbb{R}^{n \times n}\) as the permutation matrix induced by \(p\), which is

\[ P_{ij} := \begin{cases} 1 & \text{if } j = p_i \\ 0 & \text{else} \end{cases} \quad \text{for all } i, j \in \{1, \ldots, n\}. \]

2.2 Representation of the approximation matrix

In this subsection it is shown that \(B = P^T LDL^H P\). This means that \text{MATRIX} calculates the matrix represented by the decomposition calculated by \text{DECOMPOSITION}. This will be crucial for further investigation of \text{MATRIX}.

First, we prove that \(p\) is a permutation vector.

**Lemma 1**

\[ \{p_i \mid i \in \{1, \ldots, n\}\} = \{1, \ldots, n\}. \]

**Proof:** In \text{DECOMPOSITION} the variable \(p\) is initiated at line 2 of the algorithm so that \(p_i = i\) for all \(i \in \{1, \ldots, n\}\). After its initialization, the variable \(p\) is only changed in line 6. Here some of its components are swapped in each iteration. Thus \( \{p_i \mid i \in \{1, \ldots, n\}\} = \{1, \ldots, n\} \) at the end of the algorithm. \(\square\)

Next it is shown how a corresponding inverse permutation vector can be defined.

**Lemma 2** Define

\[ q_p := i \text{ for all } i \in \{1, \ldots, n\}. \]

\(q\) is well defined and

\[ p_{qi} = i \text{ for all } i \in \{1, \ldots, n\}. \]
Proof: $q$ is well defined due to Lemma 1. Let $i \in \{1, \ldots, n\}$. Due to Lemma 1 a $j \in \{1, \ldots, n\}$ exists with $p_j = i$. Furthermore $q_{p_j} = j$ due to the definition of $q$. Thus, $p_{q_i} = p_{q_{p_j}} = p_j = i$ follows.

A fast way to calculate $LDL^H$, using only $A$, $\omega$, $\delta$ and $p$, is pointed out in the next lemma.

Lemma 3

$(LDL^H)_{ii} = A_{p_i p_i} + \delta_{p_i}$

and

$(LDL^H)_{ij} = A_{p_i p_j} \omega_{p_{\max\{i,j\}}}$ if $d_{\min\{i,j\}} \neq 0$ or $\omega_{p_{\max\{i,j\}}} = 0$

for all $i, j \in \{1, \ldots, n\}$ with $i \neq j$.

Proof: First some properties of the variable $p$ during the execution of the algorithm are proved. Denote the for loop starting at line 4 of the algorithm the main for loop. Let $p^{(0)}$ be the value of the variable $p$ directly before the main for loop and $p^{(i)}$ its value directly after its $i$-th iteration for each $i \in \{1, \ldots, n\}$. Its final value is denoted by $p$.

Let $i \in \{1, \ldots, n\}$. The variable $p$ is initialized so that $p^{(0)}_i = i$. After its initialization, the variable $p$ is only changed in line 6. Here the variables $p_i$ and $p_j$ are swapped for some $j \in \{i, \ldots, n\}$ in the $i$-th iteration of the main for loop. Hence

\[ \{p^{(j)}_i \mid i \in \{1, \ldots, n\}\} = \{1, \ldots, n\} \text{ for all } j \in \{1, \ldots, n\}. \] (1)

Furthermore the variable $p_i$ is not changed anymore after the $i$-th iteration. Thus

\[ p_i = p^{(j)}_i \text{ for all } i, j \in \{1, \ldots, n\} \text{ with } i \leq j \] (2)

and hence

\[ p^{(i)}_i \neq p^{(j)}_j \text{ for all } i, j \in \{1, \ldots, n\} \text{ with } i \neq j. \] (3)

Next it is shown that all entries in the variables $d$, $\omega$ and $\delta$ are set once in the algorithm and are never changed after that. Hence, we do not need an index indicating the current iteration for this variables. Let $d$, $\omega$ and $\delta$ be the final value of the corresponding variables.

The value of $d_i$ is set in the $i$-th iteration of the main for loop at line 7 and nowhere else. The values of $\omega_{p_i}$ and $\delta_{p_i}$ are set in the $i$-th iteration of the main for loop at line 7 and line 9 and due to (3) nowhere else. Furthermore $\omega_i$ and $\delta_i$ are set due to equation (2) and Lemma 1. Hence, all entries in the variables $d$, $\omega$ and $\delta$ are set once in the algorithm and are never changed after that.

Next properties of the variable $L$ in the algorithm are proved which will lead to the result of this lemma. Denote with $L^{(i)}$ the value of the variable $L$ directly after the $i$-th iteration of the main for loop for all $i \in \{1, \ldots, n\}$. $L$ denotes its final value.
Let $i, j \in \{1, \ldots, n\}$ with $j < i$. The variable $L_{ij}$ is only changed in the $j$-th iteration at line 12 or line 15 in the $i$-th iteration at line 8 and maybe in the $k$-th iteration at line 6 for $k \in \{j+1, \ldots, i\}$. Thus, after the $i$-th iteration it is unchanged which means

$$L_{ij} = L_{ij}^{(k)} \text{ for all } i, j, k \in \{1, \ldots, n\} \text{ with } j < i \leq k. \tag{4}$$

In the $i$-th iteration, the variable $L_{ij}$ might only be changed in line 6 and line 8. In line 6 the variable $L_{ij}$ is only changed if it is swapped with the variable $L_{kj}$ for some $k \in \{i+1, \ldots, n\}$. This is exactly the case if the variable $p_i$ is swapped with the variable $p_k$. This together with line 8 and equation (1) implies

$$L_{ij}^{(i)} = \omega_{p_i^{(i)}} L_{kj}^{(i-1)} \text{ if } p_{i}^{(i)} = p_{k}^{(i-1)}$$
for all $i, j, k \in \{1, \ldots, n\}$ with $j < i$. 

This results with equation (2) and (4) in

$$L_{ij} = \omega_{p_{i}} L_{kj}^{(i-1)} \text{ if } p_{i} = p_{k}^{(i-1)}$$
for all $i, j, k \in \{1, \ldots, n\}$ with $j < i$. \tag{5}

In the $k$-th iteration for all $k \in \{j+1, \ldots, i-1\}$, the variable $L_{ij}$ might only be changed in line 6 due to a swap with the variable $L_{kj}$. This is exactly the case if the variable $p_i$ is swapped with the variable $p_k$. This together with equation (1) implies

$$L_{ij}^{(l)} = L_{kj}^{(l-1)} \text{ if } p_{i}^{(l)} = p_{k}^{(l-1)}$$
for all $i, j, k, l \in \{1, \ldots, n\}$ with $j < l < i$. \tag{6}

Equation (5) and (6) result in

$$L_{ij} = \omega_{p_{i}} L_{kj}^{(l)} \text{ if } p_{i} = p_{k}^{(l)}$$
for all $i, j, k, l \in \{1, \ldots, n\}$ with $j \leq l < i$. \tag{7}

Now with this preparatory work, the main statement of this lemma can be proved. $L_{jj} = 1$ and $L_{jk} = 0$ for all $k \in \{j+1, \ldots, n\}$ due to line 19. This implies

$$(LDL^H)_{ij} = \sum_{k=1}^{n} L_{ik} T_{jk} d_k = L_{ij} d_j + \sum_{k=1}^{j-1} L_{ik} T_{jk} d_k.$$ 

Due to equation (1), a $l \in \{1, \ldots, n\}$ exists with $p_i = p_l^{(j)}$. Hence, equation (4) and (7) imply

$$L_{ij} d_j + \sum_{k=1}^{j-1} L_{ik} T_{jk} d_k = L_{ij} d_j + \sum_{k=1}^{j-1} L_{ik} T_{jk}^{(j)} d_k = \omega_{p_{i}} \left( L_{ij}^{(j)} d_j + \sum_{k=1}^{j-1} L_{ik} T_{jk}^{(j)} d_k \right).$$
Thus
\[
(\text{LDL}^H)_{ij} = \omega_{pi} \left( L_{ij} d_j + \sum_{k=1}^{j-1} L_{ik}^j T_{jk}^d k \right). \tag{8}
\]

Due to line 12
\[
A_{p_i^{(j)} p_j^{(j)}} = L_{ij} d_j + \sum_{k=1}^{i-1} L_{ik}^j T_{jk}^d k d_k j \quad \text{if} \quad d_j \neq 0.
\]

Furthermore \( p_i = p_i^{(j)} \) by definition of \( l \) and \( p_j = p_j^{(j)} \) due to equation (2). This together with the previous two equations implies
\[
(\text{LDL}^H)_{ij} = \omega_{pi} A_{pi} p_j \quad \text{if} \quad d_j \neq 0.
\]

Moreover with equation (8) it follows
\[
(\text{LDL}^H)_{ij} = \omega_{pi} A_{pi} p_j \quad \text{if} \quad \omega_{pi} = 0.
\]

\( D \) is a real-valued diagonal matrix and thus Hermitian. Hence, the matrix \( \text{LDL}^H \) is Hermitian as well. Since \( A \) is also Hermitian,
\[
(\text{LDL}^H)^{ji} = (\text{LDL}^H)_{ij} = \omega_{pi} A_{pi} p_j \quad \text{if} \quad d_j \neq 0 \quad \text{or} \quad \omega_{pi} = 0. \tag{9}
\]

The combination of the three previous equations results in
\[
(\text{LDL}^H)_{ij} = A_{pi} p_j \omega_{p_{\max(i,j)}} \quad \text{if} \quad \omega_{p_{\max(i,j)}} \neq 0 \quad \text{or} \quad d_{\min(i,j)} = 0
\]

for all \( i, j \in \{1, \ldots, n\} \) with \( i \neq j \)

which is one part of the statement of this lemma.

Since \( L_{ii} = 1 \) and \( L_{ik} = 0 \) for all \( k \in \{i+1, \ldots, n\} \) due to line 19
\[
(\text{LDL}^H)_{ii} = \sum_{j=1}^{n} L_{ij}^2 d_j = d_i + \sum_{j=1}^{i-1} L_{ij}^2 d_j. \tag{10}
\]

Define for every \( k \in \{0, \ldots, i-1\} \) an \( i_k \in \{1, \ldots, n\} \) with \( p_i = p_i^{(k)} \) which exists uniquely due to equation (1). Then equation (7) implies
\[
\sum_{j=1}^{i-1} L_{ij}^2 d_j = \omega_{pi} \sum_{k=1}^{i-1} L_{ik}^{(k)} d_k. \tag{11}
\]

Denote with \( \alpha^{(0)} \) the value of the variable \( \alpha \) directly before the main for loop and with \( \alpha^{(i)} \) its value directly after its \( i \)-th iteration for each \( i \in \{1, \ldots, n\} \).

Define for every \( k \in \{0, \ldots, i-1\} \) an \( i_k \in \{k+1, \ldots, n\} \) with \( p_i = p_i^{(k)} \) which exists uniquely due to equation (1). Then
\[
\alpha_{p_i^{(i)}} = \frac{\alpha^{(i-1)}_{p_{i-1}}}{p_{i-1}}
\]
and
\[ \alpha_{p_i}^{(k)} = \alpha_{p_i}^{(k-1)} + |L_{i k}^{(k)}| d_k \text{ for all } k \in \{1, \ldots, i-1\} \]
due to line 13. Furthermore \( \alpha_{p_0}^{(0)} = 0 \) due to line 3. Hence
\[ \alpha_{p_i}^{(i)} = \sum_{k=1}^{i-1} |L_{i k}^{(k)}|^2 d_k. \] (12)

The combination of equation (10), (11) and (12) results in
\[ (LDL^H)_{ii} = d_i + \omega_{p_i}^2 \alpha_{p_i}^{(i)} . \]

Due to line 9 and equation (2), \( d_i + \omega_{p_i}^2 \alpha_{p_i}^{(i)} = \delta_{p_i} + A_{p_i} p_i \) and thus
\[ (LDL^H)_{ii} = \delta_{p_i} + A_{p_i} p_i \]
which is the other part of the statement of this lemma.

The next lemma shows how \( B \) can be calculate using only \( A, \delta, \omega \) and \( p \).

**Lemma 4**

\[ B_{ii} = A_{ii} + \delta_i \]
and
\[ B_{ij} = A_{ij} \omega_{b(i,j)} \text{ if } d_{q_{a(i,j)}} \neq 0 \text{ or } \omega_{b(i,j)} = 0 \]
where
\[ q_{p_i} := i, \ a(i,j) := \begin{cases} j & \text{if } q_i > q_j \\ i & \text{else} \end{cases}, \ b(i,j) := \begin{cases} i & \text{if } q_i > q_j \\ j & \text{else} \end{cases} \]
for all \( i, j \in \{1, \ldots, n\} \) with \( i \neq j \).

**Proof:** First of all, \( q \) is well defined due to Lemma 2. Let \( i \in \{1, \ldots, n\} \). In MATRIX, \( B_{ii} \) is set only at line 3 in the \( i \)-th iteration of the outer for loop at line 4. Due to this line \( B_{ii} = A_{ii} + \delta_i \) and thus
\[ B_{ii} = A_{ii} + \delta_i \text{ for all } i \in \{1, \ldots, n\} \]

Let \( j \in \{i+1, \ldots, n\} \). In MATRIX, the variable \( B_{ij} \) is set only in line 13 or line 15 in the \( i \)-th iteration of the outer for loop at line 4 and the \( j \)-th iteration of the inner for loop at line 6. At this iteration the variables \( a \) and \( b \) have the the value \( a(i,j) \) and \( b(i,j) \), respectively, due to line 8 and line 10. Hence due to line 13
\[ B_{ij} = A_{ij} \omega_{b(i,j)} \text{ if } d_{q_{a(i,j)}} \neq 0 \text{ or } \omega_{b(i,j)} = 0 \]
for all \( i, j \in \{1, \ldots, n\} \) with \( i < j \).

The variable \( B_{ji} \) is set only in line 19 so that \( B_{ji} = \overline{B}_{ij} \). Hence, the previous equation implies
\[ B_{ji} = \overline{B}_{ij} = \overline{A}_{ij} \omega_{b(i,j)} = \overline{A}_{ij} \omega_{b(j,i)} = A_{ji} \omega_{b(j,i)} \]
if \( d_{q_{a(i,i)}} \neq 0 \) or \( \omega_{b(j,i)} = 0 \) for all \( i, j \in \{1, \ldots, n\} \) with \( i < j \).
Next the main theorem of this subsection emphasizes the connection between \textsc{matrix} and \textsc{decomposition}.

**Theorem 1**

\[ B = P^T \text{LDL}^H P. \]

**Proof:** Define 
\[ q_p := i \text{ for all } i \in \{1, \ldots, n\}. \]

Due to Lemma 2, \( q \) is well defined and 
\[ p_q = i \text{ for all } i \in \{1, \ldots, n\}. \]

Let \( i, j \in \{1, \ldots, n\} \) with \( i < j \). Define \( a \) and \( b \) so that 
\[ q_a = \min\{q_i, q_j\} \text{ and } q_b = \max\{q_i, q_j\}. \]

This is well defined due to Lemma 1.

Due to line 15 of \textsc{matrix} and the definition of the variables \( a \) and \( b \) in the algorithm,
\[ B_{ij} = \sum_{k=1}^{q_a-1} L_{q_i,k} d_k T_{q_j,k} \text{ if } d_{q_a} = 0 \text{ and } \omega_b \neq 0. \]

Since \( L \) is a lower triangular matrix and due to the definition of \( q_a \),
\[ L_{q_i,k} = 0 \text{ or } L_{q_j,k} = 0 \text{ for all } k \in \{q_a + 1, \ldots, n\}. \]

Thus,
\[ B_{ij} = \sum_{k=1}^{n} L_{q_i,k} d_k T_{q_j,k} = (\text{LDL}^H)_{q_i,q_j} \text{ if } d_{q_a} = 0 \text{ and } \omega_b \neq 0. \]

Furthermore Lemma 3 and Lemma 4 and the definition of \( q \) imply
\[ B_{ij} = A_{ij} \omega_b = A_{p_i,p_j} \omega_{p_i q_b} = (\text{LDL}^H)_{q_i,q_j} \text{ if } d_{q_a} \neq 0 \text{ or } \omega_b = 0. \]

Due to line 19 of \textsc{matrix}
\[ B_{ji} = B_{ij} = (\text{LDL}^H)_{q_i,q_j} = (\text{LDL}^H)_{q_j,q_i}. \]

Lemma 3 and Lemma 4 imply
\[ B_{ii} = A_{ii} + \delta_i = A_{p_i,p_i} + \delta_{p_i} = (\text{LDL}^H)_{q_i,q_i}. \]

Thus
\[ B_{ij} = (\text{LDL}^H)_{q_i,q_j} \text{ for all } i, j \in \{1, \ldots, n\}. \]

The definition of \( P \) implies
\[ P_{q_i,q_j} = 1 \text{ and } P_{q_i,i} = 0 \text{ for all } i, j \in \{1, \ldots, n\} \text{ with } i \neq j. \]

Hence,
\[ (\text{LDL}^H)_{q_i,q_j} = \sum_{k=0}^{n} \sum_{j=0}^{n} P_{ki} (\text{LDL}^H)_{ki} P_{ij} = (P^T \text{LDL}^H P)_{ij} \]
for all \( i, j \in \{1, \ldots, n\} \). \( \square \)
2.3 Positive semidefinite approximation

MATRIX can be forced to calculate positive definite or positive semidefinite matrices using \( l > 0 \) or \( l \geq 0 \), respectively as shown in Theorem 2. Thus, MATRIX meets objective \([\text{O1}]\) if \( l \geq 0 \) is chosen. To prove this theorem, it is first shown that the values of \( d \) are bounded below by \( l \). For subsequent proofs, it is also shown that the values of \( d \) are bounded above by \( u \) and \( y \).

**Lemma 5**

\[
d_i \in [l, u] \cap \mathbb{R} \quad \text{and} \quad |d_i| \not\in (0, \epsilon)
\]

and if \( l \geq 0 \),

\[
d_i \leq y_{pi}
\]

for all \( i \in \{1, \ldots, n\} \).

**Proof:** Let \( i \in \{1, \ldots, n\} \). In DECOMPOSITION the variable \( d \) is only changed in line 7. Here \( d_i \) is chosen at the \( i \)-th iteration of the surrounding for loop so that \( d_i \in [l, u] \cap \mathbb{R} \) and \( |d_i| \not\in (0, \epsilon) \). Apart from that, the variable \( d_i \) is not set or changed anymore, so

\[
d_i \in [l, u] \cap \mathbb{R} \quad \text{and} \quad |d_i| \not\in (0, \epsilon)
\]

for all \( i \in \{1, \ldots, n\} \).

The variable \( \alpha \) in DECOMPOSITION is only changed in line 3 and line 13. Due to this lines and the previous equation,

\[
\alpha_i \geq 0 \quad \text{if} \quad l \geq 0.
\]

In line 7, \( d_i \) is also chosen so that \( d_i + \omega^2_{pi} \alpha_{pi} \leq y_{pi} \). This implies, together with the previous equation,

\[
d_i \leq y_{pi} \quad \text{if} \quad l \geq 0 \quad \text{for all} \quad i \in \{1, \ldots, n\}.
\]

\( \square \)

**Theorem 2** \( B \) is positive semidefinite if \( l \geq 0 \) and positive definite if \( l > 0 \).

**Proof:** Theorem 1 implies

\[
z^H B z = z^H P^T L D L^H P z = (L^H P z)^H D (L^H P z)
\]

for all \( z \in \mathbb{C}^n \). Moreover \( L \) and \( P \) are invertible. Hence, \( B \) is positive semidefinite if \( D_{ii} = d_i \geq 0 \) and positive definite if \( D_{ii} = d_i > 0 \) for all \( i \in \{1, \ldots, n\} \). Thus, Lemma 5 implies that \( B \) is positive semidefinite if \( l \geq 0 \) and positive definite if \( l > 0 \).
2.4 Diagonal values

\text{MATRIX} allows to define lower and upper bounds for the diagonal values of \( B \) using \( x \) and \( y \) as proved in Theorem 3. This allows to predefined diagonal values of \( B \) by setting both bounds to the desired diagonal values. Thus, \text{MATRIX} meets objective \([O7]\) by appropriately selecting the parameters \( x \) and \( y \).

It should be taken into account that the algorithm requires \( x_i \leq u \) and \( l \leq y_i \) for all \( i \in \{1, \ldots, n\} \). Hence, if positive semidefinite approximations are required, only nonnegative values can be used as predefined diagonal values. However, this is not an actual restriction, since positive semidefinite matrices always have nonnegative diagonal values.

**Theorem 3**

\[ x_i \leq B_{ii} \leq y_i \text{ for all } i \in \{1, \ldots, n\}. \]

**Proof:** In the \text{MATRIX} \text{DECOMPOSITION} is called first to calculate \( L, d, p, \omega \) and \( \delta \). Let \( i \in \{1, \ldots, n\} \). At the \( i \)-th iteration of the outer for loop in \text{DECOMPOSITION}

\[ d_i + \omega_{p_i}^2 \alpha_{p_i} \in [x_{p_i}, y_{p_i}] \]

due to line 7 and

\[ \delta_{p_i} = d_i + \omega_{p_i}^2 \alpha_{p_i} - A_{p_i,p_i} \]

due to line 9 and thus also

\[ A_{p_i,p_i} + \delta_{p_i} \in [x_{p_i}, y_{p_i}]. \]

The variables \( p_i \) and \( \delta_{p_i} \) are not changed anymore after that. Thus

\[ A_{p_i,p_i} + \delta_{p_i} \in [x_{p_i}, y_{p_i}] \text{ for all } i \in \{1, \ldots, n\} \]

at the end of the algorithm. Due to Lemma 1

\[ \{p_i \in \{1, \ldots, n\} \} = \{1, \ldots, n\} \]

and thus

\[ A_{ii} + \delta_i \in [x_i, y_i]. \]

Lemma 4 states that

\[ B_{ii} = A_{ii} + \delta_i \]

and thus

\[ x_i \leq B_{ii} \leq y_i. \]
2.5 Condition number

The condition number of $B$ can be controlled by $l$, $u$ and $y$ as shown in Theorem 4. Hence, MATRIX meets objective (O3) with suitable chosen parameters.

**Theorem 4** Let $l > 0$. Then

$$
\kappa_2(L) \leq 2 \left( \frac{a}{l} \right)^2, \quad \kappa_2(D) \leq \frac{b}{l} \quad \text{and} \quad \kappa_2(B) \leq 4 \frac{a^n b}{l^{n+1}}
$$

with $a := \frac{1}{n} \sum_{i=1}^{n} y_i$ and $b := \min\{u, \max_{i=1,\ldots,n} y_i\}$. 

**Proof**: $P$ is a permutation matrix and thus $\text{trace}(PBP^T) = \text{trace}(B)$. Furthermore, $PBP^T$ is positive definite because a permutation matrix is invertible and $B$ is positive definite due to Theorem 2. Moreover, $\kappa_2(PBP^T) = \kappa_2(B)$ because a permutation matrix is also orthogonal. Thus, Theorem 3 implies

$$
\frac{\text{trace}(PBP^T)}{n} = \frac{\text{trace}(B)}{n} \leq \frac{1}{n} \sum_{i=1}^{n} y_i = a.
$$

Theorem 5 states that $PBP^T = LDL^H$.

Lemma 6 implies

$$
l \leq D_{ii} \leq \min\{u, y_p\} \leq b \quad \text{for all} \quad i \in \{1, \ldots, n\}
$$

since $l \geq 0$. Hence, Theorem 9 in the appendix implies

$$
\kappa_2(L) \leq 2 \left( \frac{a}{l} \right)^2, \quad \kappa_2(D) \leq \frac{b}{l} \quad \text{and} \quad \kappa_2(B) \leq 4 \frac{a^n b}{l^{n+1}}.
$$

2.6 Approximation error

The approximation error $\|B - A\|$ can be expressed using $A$, $\delta$, $\omega$ and $p$ as shown in the next theorem where it is also proved that the approximation error is bounded. For that, it is first demonstrated that $\delta$ is bounded.

**Lemma 6** Let $l \geq 0$. Then

$$
|\delta_i| \leq a + b \quad \text{for all} \quad i \in \{1, \ldots, n\}
$$

with $a := \max_{i=1,\ldots,n} y_i$ and $b := \max_{i=1,\ldots,n} |A_{ii}|$. 

**Proof:** Let $i \in \{1, \ldots, n\}$. $B$ is positive semidefinite due to Theorem 2 since $l \geq 0$. Hence,

$$0 \leq B_{ii} \text{ and } B_{ii} \leq y_i \leq a$$

due to Theorem 3. Furthermore

$$B_{ii} = A_{ii} + \delta_i$$

due to Lemma 4. Thus

$$|\delta_i| = |B_{ii} - A_{ii}| \leq |B_{ii}| + |A_{ii}| \leq a + b.$$

\[\square\]

**Theorem 5** Let $l > 0$ or otherwise $d_i = 0$ imply $\omega_j = 0$ for all $i, j \in \{1, \ldots, n\}$ with $j \geq i$. Define $E := B - A$. Then

$$\|E\|_2 \leq \|E\|_1 = \|E\|_\infty$$

$$= \max_{i=1, \ldots, n} \left( |\delta_{pi}| + (1 - \omega_{pi}) \sum_{j=1}^{i-1} |A_{p_i p_j}| + \sum_{j=i+1}^{n} (1 - \omega_{pi}) |A_{p_i p_j}| \right)$$

$$\leq a + b + (n - 1)c$$

and

$$\|E\|_F^2 = \sum_{i=1}^{n} \left( \delta_{pi}^2 + 2(1 - \omega_{pi}) \sum_{j=1}^{i-1} |A_{p_i p_j}|^2 \right)$$

$$\leq n((a + b)^2 + (n - 1)c^2)$$

with

$$a := \max_{i=1, \ldots, n} y_i, b := \max_{i=1, \ldots, n} |A_{ii}| \text{ and } c := \max_{i,j=1,\ldots,n,i\neq j} |A_{ij}|.$$

**Proof:** Let $i, j \in \{1, \ldots, n\}$. Lemma 3 and Theorem 1 imply

$$B_{p_i p_j} = \begin{cases} A_{p_i p_j} \omega_{p_{\max}(i,j)} & \text{if } i \neq j \\ A_{p_i p_i} + \delta_{pi} & \text{else} \end{cases}.$$

Thus,

$$E_{p_i p_j} = \begin{cases} (\omega_{p_{\max}(i,j)} - 1) A_{p_i p_j} & \text{if } i \neq j \\ \delta_{pi} & \text{else} \end{cases}.$$

Furthermore

$$\{p_i \mid i \in \{1, \ldots, n\}\} = \{1, \ldots, n\}$$

due to Lemma 1. Hence, $E$ is Hermitian because $A$ is Hermitian. Thus, the properties of the norms imply

$$\|E\|_2 \leq \|E\|_1 = \|E\|_\infty.$$
Moreover

\[ \|E\|_{\infty} = \max_{i=1, \ldots, n} \sum_{j=1}^{n} |E_{p,p_j}| = \max_{i=1, \ldots, n} \left( |E_{p,p_i}| + \sum_{j=1}^{i-1} |E_{p,p_j}| + \sum_{j=i+1}^{n} |E_{p,p_j}| \right) \]

\[ = \max_{i=1, \ldots, n} \left( |\delta_{p_i}| + (1 - \omega_{p_i}) \sum_{j=1}^{i-1} |A_{p,p_j}| + \sum_{j=i+1}^{n} (1 - \omega_{p_j})|A_{p,p_j}| \right) \]

\[ \leq a + b + (n - 1)c \]

because |\delta| \leq a + b and \omega \in [0, 1] due to Lemma 6 and line 7 in DECOMPOSITION.

Additionally

\[ \|E\|^2_F = \sum_{i=1}^{n} \left( |E_{p,p_i}|^2 + 2 \sum_{j=1}^{i-1} |E_{p,p_j}|^2 \right) \]

\[ = \sum_{i=1}^{n} \left( \delta_{p_i}^2 + 2(1 - \omega_{p_i})^2 \sum_{j=1}^{i-1} |A_{p,p_j}|^2 \right) \]

\[ \leq n(a + b)^2 + n(n - 1)c^2. \]

\[ \square \]

2.7 Choice of \(\omega\) and \(d\)

The choice of \(\omega\) and \(d\) in line 7 in DECOMPOSITION is arbitrary apart from that they must be feasible. However, their choice is crucial for the approximation error due to Theorem 5 and line 9 of DECOMPOSITION.

Based on this theorem the algorithm MINIMAL_CHANGE presented in Algorithm 3 is derived which chooses \(\omega\) and \(d\) so that in each iteration the additional approximation error in the Frobenius norm is minimized. This does not guaranteed that the overall approximation error is minimized but still results in a small approximation error as numerical tests in Subsection 3.2 have shown. Hence, MATRIX meets objective (O2) when using MINIMAL_CHANGE. It can be incorporated by replacing line 7 in DECOMPOSITION with the code snippet CHOOSE \(d, \omega\) presented in Algorithm 4.

MINIMAL_CHANGE was designed so that its needed number of basic operations and memory is negligible compared to the number of basic operations and memory needed by MATRIX as discussed in Subsection 2.9. This makes it possible to meet objectives (O4) and (O5) while using MINIMAL_CHANGE.

It also ensures that \(B = A\) if \(A\) already meets the requirements on \(B\). In detail, these are \(x_i \leq A_{ii} \leq y_i\) and \(\max\{|l, \epsilon| \leq D_{ii} \leq u\} \) for all \(i \in \{1, \ldots, n\}\), where \(D\) is the diagonal matrix of the \(LDL^T\) decomposition of \(PAP^T\).

If several pairs \((d, \omega)\) minimize the additional approximation error, the one with the biggest \(d\) is chosen in MINIMAL_CHANGE. This results in absolute smaller values in \(L\) which reduces the condition number of \(B\), as shown in
the proof of Theorem 9. Moreover the numerical stability of the algorithms is increased because a division by \(d\) is part of the algorithms.

**Algorithm 3** MINIMAL_CHANGE

**Input:**
- \(x \in \mathbb{R} \cup \{-\infty\}, y, u \in \mathbb{R} \cup \{\infty\}, l, \epsilon, \alpha, \beta, \gamma \in \mathbb{R}\) with \(l, \alpha, \beta \geq 0, \epsilon > 0,\)
- \(\max\{l, \epsilon, x\} \leq \min\{u, y\}\) and \(\beta = 0 \Rightarrow \alpha = 0\)

**Output:**
- \(d, \omega \in \mathbb{R}\)

1: \(\text{function minimal\_change}(x, y, l, u, \epsilon, \alpha, \beta, \gamma)\)
2: \(\text{if } \max\{l, \epsilon, x - \alpha\} \leq \gamma - \alpha \leq \min\{u, y - \alpha\} \text{ then}\)
3: \(\text{return } (\gamma - \alpha, 1)\)
4: \(\text{end if}\)
5: \(C \leftarrow \emptyset\)
6: \(\text{if } \max\{l, \epsilon, x - \alpha\} \leq \min\{u, y - \alpha\} \text{ then}\)
7: \(C \leftarrow \{(\min\{\max\{l, \epsilon, x - \alpha, \gamma - \alpha\}, u, y - \alpha\}, 1)\}\)
8: \(\text{end if}\)
9: \(\text{if } \alpha \neq 0 \text{ then}\)
10: \(\text{for } d \in (\{\max\{l, \epsilon\}\} \cap [x - a, \infty)) \cup (\{u\} \cap (-\infty, y]) \text{ do}\)
11: \(\omega \leftarrow \min\{\max\{\sqrt{\max\{x-d,0\}}}, \sqrt{\frac{u-d}{\alpha}}, 1\}\)
12: \(C \leftarrow C \cup \{(d, \omega)\}\)
13: \(\text{end for}\)
14: \(\text{end if}\)
15: \(\text{if } l = 0 \text{ and } x \leq 0 \text{ and } 2\gamma \leq \epsilon \text{ then}\)
16: \(C \leftarrow C \cup \{(0, 0)\}\)
17: \(\text{end if}\)
18: \(\text{return } (d, \omega) \in C \text{ with smallest } ((d + \omega^2 \alpha - \gamma)^2 + (\omega - 1)^2 \beta, -d, \omega) \text{ in lexicographical order}\)
19: \(\text{end function}\)

**Algorithm 4** CHOOSE\(_d,\omega\)

1: \(\text{for } k \leftarrow i, \ldots, n \text{ do}\)
2: \(\text{if } i = 1 \text{ then}\)
3: \(\beta_{p_k} \leftarrow 0\)
4: \(\text{else}\)
5: \(\beta_{p_k} \leftarrow \beta_{p_k} + 2|A_{p_kp_{k-1}}|^2\)
6: \(\text{end if}\)
7: \(\text{end for}\)
8: \((d_{p_i}, \omega_{p_i}) \leftarrow \text{MINIMAL\_CHANGE}(x_{p_i}, y_{p_i}, l, u, \epsilon, \alpha_{p_i}, \beta_{p_i}, A_{p_ip_i})\)
The next Theorem stats that \texttt{MINIMAL\_CHANGE} chooses feasible $d$ and $\omega$ which minimize in each iteration the additional approximation error.

**Theorem 6** Let
\[
d, \omega := \texttt{MINIMAL\_CHANGE}(x, y, l, u, \epsilon, \alpha, \beta, \gamma)
\]
where $(x, y, l, u, \epsilon, \alpha, \beta, \gamma)$ is some valid input for the algorithm. Let
\[
\Phi_\star := \{(d, \omega) \mid d \in \max\{l, \epsilon\}, \omega \in [0, 1], d + \omega^2\alpha \in [x, y]\},
\]
\[
\Phi_0 := \begin{cases} 
(0, 0) & \text{if } \max\{l, x\} \leq 0 \\
\emptyset & \text{else} 
\end{cases}, \Phi := \Phi_\star \cup \Phi_0
\]
and
\[
\Psi := \{(d, \omega) \in \Phi \mid f(d, \omega) = \min_{(d, \omega) \in \Phi} f(\hat{d}, \hat{\omega})\}
\]
with $f : \mathbb{R}^2 \to \mathbb{R}, (d, \omega) \mapsto (d + \omega^2\alpha - \gamma)^2 + (\omega - 1)^2\beta$. Then $(d, \omega) \in \Psi$.

**Proof:** $\Phi$ is compact and $f$ is continuous. Thus, $f$ has a minimum on $\Phi$ due to Weierstrass’s theorem [51, Theorem 4.16]. Hence, $\Psi \neq \emptyset$ and thus,
\[
(\gamma - \alpha, 1) \in \Phi_\star \quad \text{if } \Psi \cap \Phi_\star \neq \emptyset
\]
where $\Phi_\star^\circ$ denotes the interior of $\Phi_\star$ and $\partial \Phi_\star$ its boundary. Next these three cases are considered.

First consider the case that $\Psi \cap \Phi_\star^\circ \neq \emptyset$. Then
\[
\nabla f(d, \omega) = 0 \quad \text{for all } (d, \omega) \in \Psi \cap \Phi_\star^\circ
\]
due to [40 Theorem 12.3]. Furthermore
\[
\nabla f(d, \omega) = \begin{pmatrix}
2(d + \omega^2\alpha - \gamma) \\
4\alpha\omega(d + \omega^2\alpha - \gamma) + 2\beta(\omega - 1)
\end{pmatrix}
\]
for all $(d, \omega) \in \Phi_\star^\circ$. This implies
\[
\omega = 1 \quad \text{and } d = \gamma - \alpha \quad \text{for all } (d, \omega) \in \Psi \cap \Phi_\star^\circ \text{ if } \beta \neq 0.
\]
If $\beta = 0$, the algorithm requires $\alpha = 0$, which implies
\[
(\gamma - \alpha, 1) \in \Psi \text{ if } \Psi \cap \Phi_\star^\circ \neq \emptyset \text{ and } \beta = 0.
\]
Hence,
\[
(\gamma - \alpha, 1) \in \Psi \text{ if } \Psi \cap \Phi_\star^\circ \neq \emptyset.
\]
Thus, $\Psi \cap \Phi_\star^\circ \neq \emptyset$ implies $(\gamma - \alpha, 1) \in \Phi_\star$. Hence, $(\gamma - \alpha, 1)$ is returned by the algorithm in line 3 if $\Psi \cap \Phi_\star^\circ \neq \emptyset$.

If $\Psi \cap \Phi_\star^\circ = \emptyset$, the algorithm constructs a candidate set $C$ and returns a minimizer of $f$ on $C$ in line 20. Hence, it remains to prove that
\[
C \cap \Psi = \emptyset \text{ if } \Psi \cap \partial \Phi_\star \neq \emptyset \text{ or } \Psi \cap \Phi_0 \neq \emptyset.
\]
Consider now the case $\Psi \cap \partial \Phi_0 \neq \emptyset$. Let $(d, \omega) \in \Psi \cap \partial \Phi_0$ and define $a := \max\{l, \epsilon\}$. Then

$$d \in \{a, u\} \text{ or } d + \omega^2 \alpha \in \{x, y\} \text{ or } \omega \in \{0, 1\}.$$ 

If $\omega = 1$, the definitions of $f$ and $\Phi_0$ imply

$$\max\{a, x - \alpha\} \leq \min\{u, y - \alpha\}$$

and

$$(d, \omega) = (\min\{\max\{a, x - \alpha, \gamma - \alpha\}, u, y - \alpha\}, 1).$$

This value is included in $C$ at line 7.

If $\alpha = 0$, $(d, \omega) \in \Psi$ implies $(d, 1) \in \Psi$ for all $(d, \omega) \in \Phi_0$. Hence, the case $\alpha = 0$ is covered by the previous case where $\omega = 1$. Thus, assume $\alpha \neq 0$.

If $d + \omega^2 \alpha = c$ for $c \in \{x, y\}$, $d \leq c$ and $\omega = \sqrt{\frac{c-d}{\alpha}}$. Since

$$f\left(d, \sqrt{\frac{c-d}{\alpha}}\right) = (c - \gamma)^2 + \left(\sqrt{\frac{c-d}{\alpha}} - 1\right)^2 \beta$$

and $(d, \omega)$ is a minimizer of $f$ on $\Psi$, it follows

$$d \in \{c - \alpha, a, u\} \text{ if } d + \omega^2 \alpha = c.$$ 

If $d = c - \alpha$ any $d + \omega^2 \alpha = c$ imply $\omega = 1$. The case $\omega = 1$ was already considered.

The case $d \in \{a, u\}$ is considered now. Then $(d, \omega) \in \Phi_0$ is equivalent to $\omega \in [\tilde{\omega}_d, \hat{\omega}_d]$ with

$$\tilde{\omega}_d := \sqrt{\frac{\max\{x-d, 0\}}{\alpha}}, \quad \hat{\omega}_d := \sqrt{\frac{\min\{y-d, 0\}}{\alpha}}.$$ 

Hence, $d = u$ implies $y \geq u$ and $d = a$ implies $x - \alpha \leq a$. Define

$$\Omega_d := \{\omega \in \mathbb{R} \mid \frac{\partial}{\partial \omega} f(d, \omega) = 0\}.$$ 

$\omega \in (\tilde{\omega}_d, \hat{\omega}_d)$ implies $\omega \in \Omega_d$. $\omega = \tilde{\omega}_d$ implies $\min \Omega_d \leq \tilde{\omega}_d$ and $\omega = \hat{\omega}_d$ implies $\max \Omega_d \geq \hat{\omega}_d$. Hence

$$\omega \in \{\min\{\max\{\omega, \tilde{\omega}_d\}, \hat{\omega}_d\}\} \mid \omega \in \Omega_d}.$$ 

These values are included in $C$ in line 13.

The last case is $\omega = 0$. This implies $d = a$, because $(d, \omega)$ is a minimizer of $f$ on $\Phi_0$. The case $d = a$ was already considered.

Hence,

$$C \cap \Psi \neq \emptyset \text{ if } \Psi \cap \partial \Phi_0 \neq \emptyset.$$ 

Thus, it remains to show that $C \cap \Psi \neq \emptyset$ if $\Psi \cap \Phi_0 \neq \emptyset$. Hence, consider now the case $\Psi \cap \Phi_0 \neq \emptyset$. The definition of $\Phi_0$ implies then $(0, 0) \in \Psi$ and $\max\{l, x\} \leq 0$. This implies $\epsilon \leq u, y$ due to the requirements of the algorithm. Thus, $(\epsilon, 0) \in \Phi$. Hence, since $(0, 0) \in \Psi$,

$$\gamma^2 + \beta = f(0, 0) \leq f(\epsilon, 0) = (\epsilon - \gamma)^2 + \beta = \gamma^2 - 2\epsilon \gamma + \epsilon^2 + \beta.$$
Thus, $\Psi \cap \Phi_0 \neq \emptyset$ implies $2\gamma \leq \epsilon$. $(0,0)$ is included in $C$ in line 18 in this case. Hence
\[ C \cap \Psi \neq \emptyset \]
and the algorithm returns a value in $\Psi$ in all cases.

\[ \square \]

2.8 Permutation

Another part of [DECOMPOSITION] with some flexibility in its design is the permutation step in line 5 where the row and column for the current iteration are chosen. This choice drastically affects the output of [DECOMPOSITION] and thus of [MATRIX] too. Several strategies for the permutation are conceivable.

A strategy to reduce the approximation error is to choose the permutation that minimizes the additional approximation error. To achieve this, in each iteration the additional approximation error for all remaining indices is computed and the one with the lowest additional approximation error is chosen. If this is the same for several indices, a higher value in $d$ is preferred. As already stated in the previous subsection, this reduces the condition number of the approximation and increases the numerical stability. If these values are the same as well, a lower $\omega$ and then a lower index is preferred.

Another strategy is to prioritize higher values in $d$ instead of lower additional approximation errors. This improves the condition number and the numerical stability even further and does not necessarily increase the total approximation error as numerical experiments have shown.

To use this strategy, line 8 in [CHOOSE] can be replaced by the following code snippet [CHOOSE] presented in Algorithm 5. Furthermore in [DECOMPOSITION], the swap in line 6 has to be moved after [CHOOSE] and line 5 could be removed.

**Algorithm 5** CHOOSE

```
1: \[ \hat{d} \leftarrow -\infty \]
2: \textbf{for} $k \leftarrow i, \ldots, n$ \textbf{do}
3: \[ (\tilde{d}, \tilde{\omega}) \leftarrow \text{MINIMAL CHANGE}(x_{p_k}, y_{p_k}, l, u, \epsilon, \alpha_{p_k}, \beta_{p_k}, A_{p_k}) \]
4: \[ f \leftarrow (\tilde{d} + \tilde{\omega}^2 \alpha_{p_k} - A_{p_k}p_k)^2 + (\tilde{\omega} - 1)^2 \beta_{p_k} \]
5: \textbf{if} \[ (-\hat{d}, \hat{\omega}, k) < (-\tilde{d}, \tilde{\omega}, j) \text{ in lexicographical order} \] \textbf{then}
6: \[ j \leftarrow k, \hat{d} \leftarrow \tilde{d}, \hat{\omega} \leftarrow \tilde{\omega}, f \leftarrow \tilde{f} \]
7: \textbf{end if}
8: \textbf{end for}
9: \[ (d_{p_j}, \omega_{p_j}) \leftarrow (\hat{d}, \hat{\omega}) \]
```
For sparse matrices, the permutation also affects the sparsity pattern of the matrix \( L \). Hence, it would be beneficial to choose a permutation which reduces the number of nonzero values in \( L \) and thus reduces also the computational effort and the memory consumption. However, minimizing the number of nonzero values is a NP-complete problem [60].

However, several heuristic methods exist, which can reduce the number of nonzero values significantly. These are band reducing permutation algorithms like the CuthillMcKee algorithm [9] and the reverse CuthillMcKee algorithm [17], symmetric approximate minimum degree permutation algorithms [18], like for example [1], or symmetric nested dissection algorithms. A good overview is provided by [12, chapter 7] and [13, Chapter 8]. It should be taken into account that only symmetric permutation methods are applicable in our context.

2.9 Complexity

In the context of large matrices and limited resources, the needed run time and memory of [MATRIX] and [DECOMPOSITION] are crucial.

The fastest way to check if \( A \in \mathbb{C}^{n \times n} \) is positive definite is to try to calculate a (classical) Cholesky decomposition of \( A \), that is a lower triangular matrix \( L \) with \( A = LL^H \) [26, Chapter 10]. [22, Chapter 4.2]. This needs at worst \( \frac{1}{2}n^3 + \mathcal{O}(n^2) \) basic operations and stores \( 2n^2 + \mathcal{O}(n) \) numbers in the real valued case. The needed memory can be reduced if only the lower triangles of \( A \) and \( L \) are stored. This would result in \( n^2 + \mathcal{O}(n) \) numbers. It can be reduced even more if \( A \) can be overwritten by \( L \). This would result in \( \frac{1}{2}n^2 + \mathcal{O}(n) \) numbers.

MATRIX and DECOMPOSITION using [CHOOSE] need at worst \( \frac{1}{2}n^3 + \mathcal{O}(n^2) \) basic operations and memory for \( 2n^2 + \mathcal{O}(n) \) numbers in the real valued case, too. For this only a few small modifications are necessary which are explained below. Hence, both algorithms have asymptotically the same worst case number of basic operations and memory as an algorithm which calculates a Cholesky decomposition. Thus, their overhead is negligible and vanishes asymptotically. With some small modifications, it is also possible to overwrite the input matrix \( A \) with the output matrices \( L \) and \( B \). Thus, MATRIX meets objective \((O4)\) and \((O5)\).

For MINIMAL CHANGE the number of needed basic operations and numbers that have to be stored is \( \mathcal{O}(1) \). Hence, [CHOOSE] needs \( \mathcal{O}(n) \) basic operations and stores \( \mathcal{O}(1) \) numbers. If [CHOOSE] is used in DECOMPOSITION to choose the permutation as well as \( d \) and \( \omega \), \( \mathcal{O}(n^2) \) additional basic operations have to be performed and \( \mathcal{O}(n) \) additional numbers have to be stored.

In DECOMPOSITION, a crucial part for the number of needed operations is the calculation of \( L \) in line [12]. Here the effort can be reduced by calculating and storing \( LD^\frac{1}{2} \) instead of \( L \) first. After that \( L \) can be calculated with an effort of \( \mathcal{O}(n^2) \) basic operations. This approach results in an overall worst case
number of $\frac{1}{3}n^3 + O(n^2)$ basic operations plus the basic operations needed for the permutation and the choice of $d$ and $\omega$. Furthermore $2n^2 + O(n)$ numbers have to be stored in \texttt{DECOMPOSITION} despite the memory needed for the choice of the permutation, $d$ and $\omega$. Hence, if \texttt{CHOOSE}_p,d,\omega is used, the overall worst case number of basic operations is $\frac{1}{3}n^3 + O(n^2)$ and $2n^2 + O(n)$ numbers have to be stored.

The needed storage can be reduced by storing only one triangle of $A$ and the lower triangle of $L$ and by overwriting $A$ with $L$. This would result in $n^2 + O(n)$ and $\frac{1}{2}n^2 + O(n)$ numbers, respectively. However, the permutation in \texttt{DECOMPOSITION} must be taken into account here. For this, the indexing of $A$ in line 12 must be suitably adapted or $A$ must be permuted. However, these modifications would not influence the $\frac{1}{3}n^3$ as the dominant part in the number of basic operations.

For \texttt{MATRIX} at most $\frac{1}{3}n^3 + O(n^2)$ basic operations plus the basic operations for choosing the permutation, $d$ and $\omega$ are needed as well. This is because for each execution of line 15 in \texttt{MATRIX} the execution of line 12 in \texttt{DECOMPOSITION} is once omitted. Thus, the worst case number of needed basic operations of \texttt{MATRIX} increases only by $O(n^2)$ compared to the worst case number of needed basic operations of \texttt{DECOMPOSITION}.

At most $2n^2 + O(n)$ numbers have to be stored in \texttt{MATRIX} plus the numbers that need to be stored for choosing the permutation, $d$ and $\omega$. To achieve this, $B$ must overwrite $L$. If the strict lower triangle of $L$ is allowed to overwrite the strict lower triangle of $A$, at most $n^2 + O(n)$ numbers have to be stored plus the numbers for the choice of the permutation, $d$ and $\omega$.

Hence, \texttt{MATRIX} with the small modifications mentioned above, needs at most $\frac{1}{3}n^3 + O(n^2)$ basic operations and stores at most $2n^2 + O(n)$ numbers if \texttt{CHOOSE}_p,d,\omega is used to choose the permutation, $d$ and $\omega$. It stores only $n^2 + O(n)$ numbers if it is allowed to overwrite the input matrix.

It would also be possible to reduce the needed memory to $\frac{1}{2}n^2 + O(n)$ numbers by passing only the lower triangle of the matrices $A$, $L$ and $B$. Since in this case $A$ is then no longer available after the calculation of $L$, $B$ must be calculated in the more expensive way shown in Theorem 1. This would result in $\frac{1}{3}n^3 + O(n^2)$ additional basic operations.

In the complex valued case, the main statement remains the same: The overhead of \texttt{MATRIX} and \texttt{DECOMPOSITION} using \texttt{CHOOSE}_p,d,\omega is negligible and vanishes asymptotically compared to an algorithm which calculates a (classical) Cholesky decomposition. In a similar way, an analysis can be carried out for the case where $A$ is a sparse matrix.

### 3 Implementation and numerical experiments

An implementation of the algorithms \texttt{MATRIX} and \texttt{DECOMPOSITION} is presented in this section together with the performed numerical experiments.
3.1 Implementation

The algorithms \textbf{MATRIX} and \textbf{DECOMPOSITION} presented in Section 2 are implemented in a software library written in Python \cite{43} called matrix-decomposition library \cite{48}. Their implementation uses the \textbf{MINIMAL\_CHANGE} algorithm and provides both permutation algorithms described in Subsection 2.8 as well as several fill reducing permutation algorithms for sparse matrices. In addition, the library provides many more approximation and decomposition algorithms together with various other useful functions regarding matrices and its decompositions.

The library is available at github \cite{46}. It is based on NumPy \cite{41}, SciPy \cite{33,59} and scikit-sparse \cite{49}. It was extensively tested using pytest \cite{34} and documented using Sphinx \cite{5}. The matrix-decomposition library and all required packages are open-source.

They can be comfortably installed using the cross-platform package manager Conda \cite{2} and the Anaconda Cloud \cite{45}. Here all required packages are installed during the installation of the matrix-decomposition library. The library is also available on the Python Package Index \cite{47} and is thus installable with the standard Python package manager pip \cite{42} as well.

3.2 Comparison with other approximation algorithms

The \textbf{MATRIX} algorithm has been compared with other modified Cholesky algorithms based on $LDL^T$ decomposition by the resulting approximation errors and the condition numbers of the approximations. For the results presented here, we have use the Frobenius norm. However, the results using the spectral norm look similar.

The other algorithms are GMW81 \cite{20}, which is a refined version of \cite{19}, GMW1 \cite{15} and GMW2 \cite{15} which are based on GMW81, SE90 \cite{53} and its refined version SE99 \cite{54} as well as SE1 \cite{15} which in turn is based on SE99. All these algorithms are implemented in the matrix-decomposition library \cite{48}. These algorithms have been extended so that the approximation can have predefined diagonal values. For this, the calculated approximation was scaled by multiplying with a suitable diagonal matrix on both sides.

\textbf{MATRIX} has been configured so that the permutation strategy which prefers high values in $D$ is used and no upper bound on the values in $D$ is applied.

Different test scenarios were used. The first three scenarios are random correlation matrices disturbed by some additive unbiased noise which should be approximated by valid correlation matrices. The random correlation matrices have been generated by the algorithm described in \cite{10}. The off-diagonal values of the symmetric noise matrices have been drawn from a normal distribution with expectation value zero and 0.1, 0.2 or 0.3 as standard deviation depending on the scenario. The diagonal values of the noise matrices were zero in all scenarios.
Fig. 1: Frequency, how often the algorithm achieved the smallest approximation error for the four different bounds on the condition number of the approximation (different colors) and for each of the six test scenarios (different plots).

The last three scenarios are randomly generated symmetric matrices with eigenvalues uniformly distributed in \([-10^4, 10^4], [-10^4, 1], \text{ or } [-1, 10^4]\), depending on the scenario, which should be approximated by symmetric positive semidefinite matrices. Each of these random symmetric matrices has been generated by multiplying a random orthogonal matrix, generated with the algorithm described in [56], with a diagonal matrix with the chosen eigenvalues as diagonal values and then multiplying this with the transposed random orthogonal matrix. The eigenvalues have been drawn from uniform distributions and were altered so that each matrix has at least one negative and one positive eigenvalue.
Fig. 2: Median of the approximation errors for the four different bounds on the condition number of the approximation (different colors) and for each of the six test scenarios (different plots).

For each of the six scenarios, 100 matrices have been generated with dimensions evenly distributed between 10, 20, 30, 40 and 50 and each of them was approximated.

The approximations are assessed according to the approximation error and their condition number using different objectives. The first one is to minimize the approximation error without caring about the condition number. The other three are to minimize the approximation error while getting a condition number lower or equal to $10n$, $5n$ and $2n$, respectively, where $n$ is the dimension of the matrix. This corresponds to the requirement, that the condition number should be sufficiently small (but must not be minimal), which often occurs in application examples. Minimizing only the condition number without taking the approximation error into account is not useful.
Each of the algorithms has a parameter, representing a lower bound on the values of $D$, allowing to favor a low approximation error or a low condition number. Hence, each algorithm has been executed several times with different values for this parameter and for each of the four objectives only the approximation which best meets the objective was taken into account.

Figure 1 shows how many times each algorithm has computed the approximation with the smallest approximation error among all tested algorithms for the six scenarios and the four objectives. The MATRIX algorithm clearly outperforms all other tested algorithms in all scenarios.

Figure 2 shows the median of the approximation errors for each of the six scenarios and the four objectives. The approximation errors are relative to the minimal possible approximation errors which have been calculated using the methods described in [24] and [27]. No bar in Figure 2 indicates that the algorithm was not able to calculate an approximation with the restriction to the condition number for at least half of the test matrices.

The results show that MATRIX calculates approximations with approximation errors usually close to optimal and still sufficiently small condition numbers. In addition, it performs better, sometimes very considerably, than the other tested algorithms.

The numerical tests have also indicated that, for determining $d_i$, a varying lower bound $\hat{l}_i$, defined as

$$\hat{l}_i := \begin{cases} 
  l & \text{if } \frac{1}{2}c_{p_i} < l \\
  u & \text{if } \frac{1}{2}c_{p_i} > u \\
  \frac{1}{2}c_{p_i} & \text{else}
\end{cases}$$

for each $i \in \{1, \ldots, n\}$, is useful in order to achieve a low approximation error and a low condition number. This varying lower bound is also choosable in the matrix-decomposition library.

4 Conclusions

A new algorithm to approximate Hermitian matrices by positive semidefinite Hermitian matrices was presented. In contrast to existing algorithms, it allows to specify bounds on the diagonal values of the approximation.

It tries to minimize the approximation error in the Frobenius norm and the condition number of the approximation. Parameters of the algorithm can be used to select which of these two objectives is preferred if not both objectives can be met equally well. Numerical tests have shown that the algorithms outperforms existing algorithms regarding the approximation error as well as the condition number.

The algorithm is suitable for very large matrices, since it needs only $\frac{1}{3}n^3 + O(n^2)$ basic operations and storage for $n^2 + O(n)$ numbers in the real valued case. This is asymptotically the same number of basic operations as the computation of a Cholesky decomposition would need. Moreover the algorithm is
also suitable for sparse matrices since it preserves the sparsity pattern of the original matrix.

The $LDL^H$ decomposition of the approximation is calculated as a byproduct. This allows to solve corresponding linear equations or to calculate the corresponding determinant very quickly. If such a decomposition should be calculated anyway, the algorithm has no significant overhead.

Two parts in the algorithm are realizable in many different ways. Various possibilities were presented, more are conceivable.

An open-source implementation of this algorithm is freely available. The implementation is fully documented and easy to install. Extensive numerical tests confirm the functionality of the algorithm and its implementation.

Numerical optimization and statistics are two fields of application in which the algorithm can be of particular interest.

A Appendix

**Theorem 7** Let $A \in \mathbb{C}^{n \times n}$ be a positive semidefinite matrix. A has a $LDL^H$ decomposition. If $A$ is positive definite this decomposition is unique.

**Proof:** See [29, p. 13].

**Theorem 8** Let $L \in \mathbb{C}^{n \times n}$ be a lower triangular matrix with ones on the diagonal and $D \in \mathbb{R}^{n \times n}$ a diagonal matrix. $LDL^H$ is

a) invertible if and only if $D_{ii} \neq 0$ for all $i \in \{1, \ldots, n\}$.

b) positive semidefinite if and only if $D_{ii} \geq 0$ for all $i \in \{1, \ldots, n\}$

c) positive definite if and only if $D_{ii} > 0$ for all $i \in \{1, \ldots, n\}$.

**Proof:** Sylvester’s law of inertia [57] extended to Hermitian matrices [31] implies that $LDL^H$ and $D$ have the same number of negative, zero, and respectively positive eigenvalues. Since $D$ is a diagonal matrix, the eigenvalues of $D$ are its diagonal values. Hence $LDL^H$ is invertible, positive semidefinite or positive definite if and only if the diagonal values of $D$ are non-zero, non-negative or positive, respectively.

**Theorem 9** Let $A \in \mathbb{C}^{n \times n}$ be a positive definite matrix. Let $L$ and $D$ be the matrices of its $LDL^H$ decomposition. Then

\[
\left( \frac{\text{trace}(A)}{n^2} \right)^{\frac{n}{2}} \leq \kappa_2(L) \leq 2 \left( \frac{\text{trace}(A)}{n^2} \right)^{\frac{n}{2}},
\]

\[
\kappa_2(D) = \frac{\beta}{\alpha} \quad \text{and} \quad \kappa_2(A) \leq 4 \frac{\beta}{\alpha} \left( \frac{\text{trace}(A)}{n^2} \right)^n
\]

with $\alpha := \min_{i=1, \ldots, n} D_{ii}$ and $\beta := \max_{i=1, \ldots, n} D_{ii}$.

**Proof:** Define $B := LL^H$. The definition of $B$ implies

\[
\kappa_2(L) = \sqrt{\kappa_2(B)}
\]

since $\kappa_2(B) = \kappa_2(LL^H) = \kappa_2(L)^2$.

$L$ is a lower triangular matrix with ones on the diagonal. Hence, $\det(L) = 1$ and

\[
\det(B) = \det(L) \det(L^H) = \det(L)^2 = 1.
\]
Thus, \([11]\) state that
\[
c^{-\frac{1}{n}} \leq \kappa_2(B) \leq \frac{1 + \sqrt{1 - c}}{1 - \sqrt{1 - c}} \] with \(c := \left( \frac{n}{\text{trace}(B)} \right)^n\). \hfill (14)

Besides,
\[
\text{trace}(B) = \text{trace}(LL^H) = \sum_{i,j=1}^n L_{ij} L_{ij} = \sum_{i,j=1}^n |L_{ij}|^2 = \|L\|_F^2.
\] \hfill (15)

and
\[
\|L\|_F^2 = \sum_{i,j=1}^n |L_{ij}|^2 \geq \sum_{i=1}^n |L_{ii}|^2 = n.
\]

Hence \(0 \leq c \leq 1\), which implies
\[
\frac{1 + \sqrt{1 - c}}{1 - \sqrt{1 - c}} = \frac{(1 + \sqrt{1 - c})^2}{(1 - \sqrt{1 - c})(1 + \sqrt{1 - c})} = \frac{(1 + \sqrt{1 - c})^2}{c} \leq \frac{2}{c}.
\] \hfill (16)

Equations \((14), (15)\) and \((16)\) result in
\[
\left( \frac{\|L\|_F^2}{n} \right)^{\frac{n}{n-1}} \leq \kappa_2(B) \leq 4 \left( \frac{\|L\|_F^2}{n} \right)^{\frac{n}{n-1}}
\]
and thus
\[
\left( \frac{\|L\|_F^2}{n} \right)^{\frac{n}{n-1}} \leq \kappa_2(L) \leq 2 \left( \frac{\|L\|_F^2}{n} \right)^{\frac{n}{n-1}}.
\] \hfill (17)

Theorem \(\[\[\\]\[\]\]\) implies \(0 < \alpha\) because \(A\) is positive definite. Moreover, \(\alpha \leq D_{ii} \leq \beta\) for all \(i \in \{1, \ldots, n\}\) by definition of \(\alpha\) and \(\beta\). Thus
\[
\frac{\text{trace}(A)}{\beta} = \frac{1}{\beta} \sum_{i=1}^n A_{ii} = \frac{1}{\beta} \sum_{i=1}^n \sum_{j=1}^n L_{ij} D_{jj} L_{ij} = \frac{1}{\beta} \sum_{i=1}^n \sum_{j=1}^n |L_{ij}|^2 \frac{D_{jj}}{\beta}
\]
\[
\leq \sum_{i=1}^n \sum_{j=1}^n |L_{ij}|^2 = \|L\|_F^2 = \sum_{i=1}^n \sum_{j=1}^n |L_{ij}|^2
\]
\[
\leq \frac{n}{\alpha} \sum_{i=1}^n \sum_{j=1}^n D_{jj} L_{ij} = \frac{1}{\alpha} \sum_{i=1}^n \sum_{j=1}^n L_{ij} D_{jj} L_{ij} = \frac{1}{\alpha} \sum_{i=1}^n A_{ii} = \frac{\text{trace}(A)}{\alpha}.
\]

Hence
\[
\left( \frac{\text{trace}(A)}{n\beta} \right) \frac{n}{n-1} \leq \kappa_2(L) \leq 2 \left( \frac{\text{trace}(A)}{n\beta} \right) \frac{n}{n-1}
\]
and
\[
\kappa_2(D) = \frac{\max_{i=1,\ldots,n} |D_{ii}|}{\min_{i=1,\ldots,n} |D_{ii}|} = \frac{\beta}{\alpha}
\]
with \((17)\).

Furthermore
\[
\kappa_2(A) = \kappa_2(LDL^H) \leq \kappa_2(L)\kappa_2(D)\kappa_2(L^H)
\]
\[
= \kappa_2(L)^2\kappa_2(D) \leq \frac{\beta}{\alpha} \left( \frac{\|L\|_F^2}{n} \right)^{\frac{n}{n-1}},
\]
because \(\kappa_2(AB) \leq \kappa_2(A)\kappa_2(B)\) and \(\kappa_2(A) = \kappa_2(A^H)\) for every invertible matrices \(A, B \in \mathbb{C}^{n \times n}\).

\(\square\)
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