Phase operators and blurring time of a pair-condensed Fermi gas
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Due to atomic interactions and dispersion in the total atom number, the order parameter of a pair-condensed Fermi gas experiences a collapse in a time that we derive microscopically. As in the bosonic case, this blurring time depends on the derivative of the gas chemical potential with respect to the atom number and on the variance of that atom number. The result is obtained first using linearized time-dependent Bogoliubov-de Gennes equations, then in the Random Phase Approximation, and then it is generalized to beyond mean field. In this framework, we construct and compare two phase operators for the paired fermionic field: The first one, issued from our study of the dynamics, is the infinitesimal generator of adiabatic translations in the total number of pairs. The second one is the phase operator of the amplitude of the field of pairs on the condensate mode. We explain that these two operators differ due to the dependence of the condensate wave function on the atom number.

PACS numbers: 67.85.Lm,03.75.Kk

I. INTRODUCTION

Long range coherence in time and space is a key property of macroscopic quantum systems such as lasers, Bose-Einstein condensates, superfluids and superconductors. In the case of bosonic systems, coherence derives from the macroscopic occupation of a single particle mode and can be directly visualized in an interference experiment by mixing the quantum fields extracted at two different spatial points of the system or at two different times. The interference pattern then depends on the relative phase of the two fields.

Experimental investigation of temporal coherence in Bose-Einstein condensates began right after their achievement in the laboratory [1–3] and the use of their coherence properties in atomic clocks or interferometers [4–6], or even for the creation of entangled states [33, 34].

Let us now turn to the case of fermions. Cold fermionic gases have been widely studied in the last decade [21–23]. With respect to bosons, fermions have the advantage that the interaction strength can be changed by the use of Feshbach resonances without introducing significant losses in the system. Across these resonances the s-wave scattering length characterizing the short range interactions in the cold gas can be ideally changed from \(-\infty\) to \(+\infty\). Using the same physical system, different interaction regimes can be accessed, ranging from a BCS (Bardeen-Cooper-Schrieffer) superfluid of weakly bound Cooper pairs, when \(a\) is small and negative, to a condensate of tightly bound dimers behaving like bosons, when \(a\) is small and positive. In between, the strongly interacting unitary gas is obtained when \(a\) diverges [24, 25].

Recent progress in the experiments made it possible to observe the coherence and superfluidity of these Fermi gases [24, 27], to study with high precision their thermodynamics in the different interaction regimes [28–31] and to perform an interference experiment between two independent condensates of dimers [32].

In the near future we expect the experimental studies to extend to coherence properties e.g. along the lines of [33, 34] and this motivates a theoretical study of phase dynamics in paired fermionic systems. The scope of this paper is to provide an analysis of this problem, at zero temperature.

Let us consider an unpolarized Fermi gas with two internal states \(\uparrow\) and \(\downarrow\), in presence of weak attractive interactions between fermions in different internal states. At zero temperature, a macroscopic number of \(\uparrow\downarrow\) pairs of fermions condense in the same two-body wave function. Long range order and coherence properties then show up in the two-body correlations that are in principle measurable [33, 34].

To investigate temporal coherence of the pair-condensed Fermi system, in a first stage, we determine the time evolution of the order parameter of a state that is a coherent superposition of different particle numbers. At the mean field level, the broken symmetry state is simply the ground state of the gas in the BCS theory [35].

Interactions and an initial dispersion in the particle number cause a blurring of the phase and the collapse of the order parameter of the BCS gas, after a time that we derive analytically. This is done in section II. Loss of coherence is described in a low-energy subspace of the linearized equations of motion by a zero-energy mode [36] and an anomalous mode [37] excited respectively by phase and particle number translations. We derive these modes and the related phase and number operators explicitly and express the phase blurring time in terms of the particle number fluctuations and of thermodynamic quantities of...
the gas. We show that the same microscopic expression of the blurring time is obtained using the Random Phase Approximation put forward in [30]. A similar symmetry breaking approach, based on the linearized treatment of quantum fluctuations, was introduced for bosonic phase dynamics in [3]. We stress that the collapse we are interested in is a finite size effect and the blurring time we find diverges in the thermodynamic limit.

In section [III] we make some general considerations about the definition of a phase operator in the fermionic case and we examine two possible candidates for this operator. We find that the phase operator derived in section [II] in the dynamical study of the order parameter is a generator of adiabatic translations of the number of particles of the gas, that is it increases the particle number while leaving the system in its many-body ground state. A second natural definition of the phase operator, that we call the phase operator of the condensate of pairs, is associated to the amplitude of the field of pairs $\hat{\psi}_1(r)\hat{\psi}_\uparrow(r')$ on the condensate wave function, defined as the macroscopically populated mode of the two-body density matrix. We show that the two phase operators differ if the condensate wave function depends on the total number of particles. Although not pointed out at that time, this difference was already present in the studies of bosonic phase breaking approach, based on the linearized treatment of quantum fluctuations, was introduced for bosonic phase dynamics [24, 40–44].

In Sec. [IV] we extend our results for the blurring time and the phase operator beyond the BCS theory. This is done in two ways. First, we go beyond $U(1)$ symmetry breaking: although they are not appropriate to describe the state of an isolated gas, as they cannot be prepared experimentally, broken symmetry states can be given a precise physical meaning when dealing with a bi-partite system with a well defined relative phase [10, 34]. In Sec. [IV A] we restore the symmetry by considering a mixture of broken symmetry states, and we relate the order parameter to correlation functions. Second, in Sec. [IV B] we go beyond the mean field regime by replacing the BCS ansatz by a coherent superposition of the exact ground states for different number of particles. We have chosen to postpone this section giving a general result after the microscopic derivations based on the mean field BCS theory that are useful to set the stage and become familiar with the problem. Nevertheless subsection [IV B] is self-contained, and the reader willing to avoid all technicalities might go to this subsection directly.

Finally, in Sec. [V] we sketch an experiment in which such state would be prepared and which would allow the observation of a Gaussian decay of the time-correlation function. We conclude in section [VI].

II. COLLAPSE OF THE BCS ORDER PARAMETER

In this section we show that the phase of the order parameter of a gas initially prepared in the $U(1)$ symmetry-breaking BCS state spreads in time, causing the order parameter to collapse. To this aim, we use linearized equations of motion both at the “classical” mean field level and at the quantum level (RPA). The two approaches yield equivalent equations of motions for small fluctuations, either classical or quantum, of the dynamical variables. However while the quantum fluctuations of the initial state are build-in in the quantum theory, we need an ad hoc probability distribution of the classical fluctuations to reproduce the quantum behavior with the “classical” theory.

A. Hamiltonian

We consider a gas of fermions in two internal states $\uparrow$ and $\downarrow$ in the grand canonical ensemble of chemical potential $\mu$, in a cubic lattice model of step $b$ with periodic boundary conditions in $[0, L]^3$. The fermions have on-site interactions characterized by the bare coupling constant $g_0$. The grand canonical Hamiltonian of this system is given by

$$\hat{H} = b^3 \sum_{r, \sigma} \hat{\psi}_\sigma(r) \left( -\frac{\hbar^2}{2m} \Delta_r - \mu \right) \hat{\psi}_\sigma(r) + \frac{g_0 b^3}{3} \sum_{r} \hat{\psi}_\uparrow(r)\hat{\psi}_\downarrow(r)\hat{\psi}_\uparrow(r)\hat{\psi}_\downarrow(r) \quad (1)$$

where the single particle discrete laplacian on the lattice has plane waves $e^{ikr}$ as eigenvectors with eigenvalues $\hbar^2 k^2 / 2m$ and the field operators obey discrete anti-commutation relations such as $\{ \hat{\psi}_\sigma(r),\hat{\psi}_{\sigma'}(r') \} = \delta_{\sigma\sigma'} \delta_{rr'} / b^3$, and $\sigma, \sigma' = \uparrow$ or $\downarrow$. The bare coupling constant $g_0$ is adjusted to reproduce the scattering length $a$ of the true interaction potential [21, 33, 34]:

$$\frac{1}{g_0} = \frac{m}{4\pi\hbar^2a} - \int_{\text{FBZ}} \frac{d^3k}{(2\pi)^3} \frac{m}{\hbar^2 k^2} \quad (2)$$

where FBZ is the first Brillouin zone $[-\pi/b, \pi/b]^3$ of the lattice.

B. Reminder of the BCS theory

The BCS theory is based on the introduction of the ansatz

$$|\psi_{\text{BCS}}\rangle = N e^{\gamma \hat{C}^\dagger} |0\rangle \quad (3)$$

where $\gamma$ is a complex number and $\hat{C}^\dagger$ creates a pair of $\uparrow\downarrow$ fermions in a wave function $\varphi$. In Fourier space

$$\hat{C}^\dagger = \sum_{k} \varphi_k \hat{a}_{k\uparrow}^\dagger \hat{a}_{-k\downarrow}^\dagger$$

where $\hat{a}_{k\sigma}^\dagger$ creates a fermion of wave vector $k$ in spin state $\sigma$ and obeys the usual anti-commutation relations. For the purpose of this work, it is sufficient to restrict to pairs
of zero total momentum, as this will describe both the initial ground BCS state and the relevant fluctuations for phase dynamics. To parametrize the BCS state we use the complex \( V_k \) coefficients:

\[
V_k = -\frac{\gamma \varphi_k}{\sqrt{1 + |\gamma \varphi_k|^2}}
\]  

(5)

which can be interpreted as the probability amplitudes of finding a pair with wave vectors \( k \) and \(-k\):

\[
|V_k|^2 = \langle \hat{a}_k^\dagger \hat{a}_{-k} \rangle_{\text{BCS}}
\]  

= \langle \hat{a}_k^\dagger \hat{a}_{-k} \rangle_{\text{BCS}} = \langle \hat{a}_k^\dagger \hat{a}_{-k} \rangle_{\text{BCS}}
\]  

(6)

where the notation \( \langle \ldots \rangle_{\text{BCS}} \) means that the average value is taken in the BCS state \( |3\). We rewrite this state using the parameters \( \xi \) in the usual form (up to a different sign convention)

\[
|\psi_{\text{BCS}}\rangle = \prod_k \left( U_k - V_k \hat{a}_k^\dagger \hat{a}_{-k} \right) |0\rangle
\]  

(7)

where \( U_k \) defined by

\[
U_k \equiv \sqrt{1 - |V_k|^2}
\]  

(8)

is real and positive. The BCS ansatz breaks the \( U(1) \) symmetry and has a non-zero order parameter \( \Delta \)

\[
\Delta \equiv g_0 \langle \hat{\psi}_L \hat{\psi}_R \rangle_{\text{BCS}} = -\frac{g_0}{L^3} \sum_k V_k U_k \neq 0
\]  

(9)

The BCS ground state \( |\psi_{0\text{BCS}}\rangle \) is obtained by minimizing the energy functional

\[
E = \langle \hat{H} \rangle_{\text{BCS}}
\]  

(10)

treated as a classical Hamiltonian with respect to the complex parameters \( V_k \)

\[
\frac{\partial E}{\partial V_k} \bigg|_{V_k=V_k^0} = \frac{\partial E}{\partial \bar{V}_k^0} \bigg|_{V_k=V_k^0} = 0
\]  

(11)

Explicitly

\[
E = g_0 L^3 \rho_1 m + \frac{L^3}{g_0} |\Delta|^2 + \sum_k 2 \left( \hbar^2 k^2 + \bar{\xi} \right) |V_k|^2
\]  

(12)

where the average density of spin \( \sigma \) particles,

\[
\rho_\sigma \equiv \langle \hat{\psi}_L^\dagger \hat{\psi}_\sigma \rangle_{\text{BCS}} = \frac{1}{L^3} \sum_k |V_k|^2
\]  

(13)

is here spin-independent. This minimization leads to

\[
2 \xi_k U_k^0 V_k^0 = \Delta_0 [(U_k^0)^2 - (V_k^0)^2]
\]  

(14)

whose solution with positive \( V_k^0 \) is

\[
V_k^0 = \sqrt{\frac{1}{2} \left( 1 - \frac{\xi_k}{\epsilon_k} \right)}
\]  

(15)

where \( \xi_k = \frac{\hbar^2 k^2}{2m} - \mu + g_0 \rho_1^0 \) is the kinetic energy shifted by the chemical potential and corrected by the mean-field energy, and

\[
\epsilon_k = \sqrt{\xi_k^2 + \Delta_0^2}
\]  

(16)

is the energy of the BCS pair-breaking excitations. The gap \( \Delta_0 \) is the ground state value of the order parameter \( \psi_{0\text{BCS}} \)

\[
\Delta_0 \equiv g_0 \langle \hat{\psi}_L \hat{\psi}_R \rangle_{\text{BCS}}
\]  

(17)

where the notation \( \langle \ldots \rangle_{\text{BCS}} \) means that the average value is taken in the BCS ground state \( |\psi^0_{\text{BCS}}\rangle \). The parameters of \( |\psi^0_{\text{BCS}}\rangle \) depend on the unknowns \( \Delta_0 \) and the average total density \( \rho^0 = \rho^0_1 + \rho^0_2 \), implicitly related to \( \mu \) and to the scattering length \( a \) by

\[
\rho^0 = \frac{1}{L^3} \sum_k \left( 1 - \frac{\xi_k}{\epsilon_k} \right)
\]  

(18)

\[
- \frac{1}{g_0} = \frac{1}{L^3} \sum_k \frac{1}{2 \epsilon_k}
\]  

(19)

Equations (18) and (19) are obtained using the mean particle number equation

\[
\bar{N} \equiv \langle \bar{N} \rangle_0 = 2 \sum_k (V_k^0)^2
\]  

(20)

in addition to (2) and (15). Equation (19) is called the gap equation.

### C. Time-dependent Bogoliubov-de Gennes approach: zero frequency mode, anomalous mode and phase dynamics

#### 1. Linearized time-dependent Bogoliubov-de Gennes equations

We now consider a nonstatic BCS state \( |\psi_{\text{BCS}}(t)\rangle \), of parameters

\[
V_k(t) = V_k^0 + \delta V_k(t)
\]  

(21)

The time-dependent BCS equations (or Bogoliubov-de Gennes equations) arise from the minimization of the action

\[
S = \int_{t_1}^{t_2} dt \left\{ \frac{i \hbar}{2} \left( \langle \psi(t) | \frac{d}{dt} \psi(t) \rangle - c.c. \right) - \langle \psi(t) | \hat{H} | \psi(t) \rangle \right\}
\]  

Choosing \( U_k(t) \) as in (8) real at all times, this gives

\[
\hbar \frac{dV_k}{dt} = \frac{\partial E}{\partial \bar{V}_k}, \quad \hbar \frac{d\bar{V}_k}{dt} = -\frac{\partial E}{\partial V_k}
\]  

(23)

These equations can be linearized around the BCS ground state for small perturbations \( \delta V_k \). Introducing the operator \( \mathcal{L} \) such that

\[
\hbar \frac{d}{dt} \left( \frac{\delta V_k}{\bar{V}_k} \right)_{k \in \mathcal{D}} = \mathcal{L} \left( \frac{\delta V_k}{\bar{V}_k} \right)_{k \in \mathcal{D}}
\]  

(24)
where $\mathcal{D}$ contains all possible values of the single particle wave vector, $\mathcal{D} = [-\frac{\pi}{2}, \frac{\pi}{2}] \cap \left( \frac{\pi}{2} \mathbb{Z} \right)^3$, we can write $\mathcal{L}$ in a block form using the derivatives of $E$ taken in the ground BCS state:

$$\mathcal{L} = \begin{pmatrix} A & B \\ -B^* & -A^* \end{pmatrix}$$  \hspace{1cm} (25)

$$A_{kq} = \frac{\partial^2 E}{\partial V_q \partial V_k} \quad B_{kq} = \frac{\partial^2 E}{\partial V_q \partial V_k^*}$$

The matrix $A$ is hermitian and the matrix $B$ is symmetric, we give their explicit expressions in Appendix A. The operator $\mathcal{L}$ gives access to the time evolution of a given perturbation:

$$\left( \frac{\delta V_k}{\delta V_k^*} \right)_{k \in \mathcal{D}} (t_f) = \exp \left[ -\frac{i}{\hbar} \mathcal{L} (t_f - t_i) \right] \left( \frac{\delta V_k}{\delta V_k^*} \right)_{k \in \mathcal{D}} (t_i)$$  \hspace{1cm} (26)

and to the energy difference between the perturbed state and the BCS ground state up to second order in the perturbation:

$$E[(V_k, V_k^*)_{k \in \mathcal{D}}] = E_0 + \frac{1}{2} \left( \delta V_k \right)_{k \in \mathcal{D}} \mathcal{L} \left( \delta V_k^* \right)_{k \in \mathcal{D}}$$  \hspace{1cm} (27)

where $E_0 = \langle \hat{H} \rangle_0$ and $\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, $\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$ are block Pauli matrices. Note that the matrix $\sigma_z \mathcal{L}$ is hermitian by construction and it is non negative since $E_0$ is the ground state BCS energy. In full analogy with previous results for bosons [33], our choice of canonically conjugate variables leads to a highly symmetric linearized evolution operator. The symplectic symmetry

$$\sigma_z \mathcal{L} \sigma_z = \mathcal{L}^*$$  \hspace{1cm} (28)

ensures that the eigenvectors of $\mathcal{L}^*$ are equal to those of $\mathcal{L}$ multiplied by $\sigma_z$. The time reversal symmetry

$$\sigma_x \mathcal{L} \sigma_x = -\mathcal{L}^*$$  \hspace{1cm} (29)

ensures that for each eigenvector $(a, b)$ of $\mathcal{L}$ with eigenvalue $\varepsilon$, $(b^*, a^*)$ is also an eigenvector of $\mathcal{L}$ with eigenvalue $-\varepsilon^*$. Consequently the classical Hamiltonian $E$ [12] is not affected by a global phase change of the BCS state parameters $V_k^0$, $E[(V_k^0 e^{iQ}, V_k^0 e^{-iQ})_{k \in \mathcal{D}}] = E_0$. From (24) this implies that the perturbation linearized for $Q \ll 1$,

$$\bar{\varepsilon}_n = \begin{pmatrix} i V_k^0 \\ -i V_k^0 \end{pmatrix}$$  \hspace{1cm} (31)

is a zero-energy (null energy) mode

$$\mathcal{L} \bar{\varepsilon}_n = \bar{\varepsilon}_n$$  \hspace{1cm} (32)

Alternatively we can consider the continuous family $Q \mapsto (V_k^0 e^{iQ}, V_k^0 e^{-iQ})_{k \in \mathcal{D}}$. Each element of this family is a time independent solution of (23). For $Q$ infinitesimal, the difference with respect to the $(V_k^0, V_k^0)_{k \in \mathcal{D}}$ member of the family is then a zero frequency solution of (24).

The vector (31) is equal to its time-reversal symmetric $\bar{\varepsilon}_n = \sigma_x \bar{\varepsilon}_n$, and does not span the full zero-energy subspace. We will obtain the missing vector in the following paragraph.

b. Anomalous mode After phase translations, one naturally turns to mean particle number translations. By adiabatically varying the chemical potential $\mu$ of the gas (i.e. by changing the mean number of particles continuously following the BCS ground state), we will prove the existence of an anomalous mode with the properties

$$\mathcal{L} \bar{\varepsilon}_a = -2i \frac{d\mu}{dN} \bar{\varepsilon}_a$$  \hspace{1cm} (33)

$$\mathcal{L}^2 \bar{\varepsilon}_a = \bar{\varepsilon}_a$$  \hspace{1cm} (34)

Let us introduce $V_k^0(\tilde{\mu}) \in \mathbb{R}^+$, the parameters of the ground state BCS solution corresponding to a chemical potential $\tilde{\mu}$. Within the BCS ansatz, they minimize the mean value of $\hat{H} + (\mu - \tilde{\mu}) \hat{N}$ with $\hat{H}$ given by (11). We then consider the family of time-dependent BCS parameters

$$\tilde{\mu} \mapsto V_k(\tilde{\mu}, t) \equiv V_k^0(\tilde{\mu}) e^{-2i(\tilde{\mu} - \mu)t/\hbar}$$  \hspace{1cm} (35)

We will show later on that each element of this family is a solution of the time dependent BCS equations [24] for a chemical potential $\mu$, the phase factor in (35) precisely compensating the mismatch between the two chemical potentials $\mu$ and $\tilde{\mu}$. By linearizing (35) for a small value of $\tilde{\mu} - \mu$, we obtain the deviations

$$\left\langle \frac{\delta V_k}{\delta V_k^*} \right\rangle_{k \in \mathcal{D}} = (\tilde{\mu} - \mu) \left[ \frac{2i}{\hbar} \left( i V_k^0(\mu) \right) + \frac{d}{d\mu} \left( \frac{d}{d\mu} V_k^0(\mu) \right) \right]_{k \in \mathcal{D}}$$  \hspace{1cm} (36)

which must be a solution of the linearized time dependent BCS equations [24]. Using the expression (31) for the zero-energy mode, this explicitly gives the announced anomalous mode [33]

$$\bar{\varepsilon}_a = \frac{d\mu}{dN} \left( \frac{d}{d\mu} V_k^0 \right)_{k \in \mathcal{D}}$$  \hspace{1cm} (37)
Let us now show as promised that the family \( \hat{\psi} \) is a solution of the time dependent BCS equations \( \hat{H} + (\mu - \bar{\mu}) \bar{N} \) for a chemical potential \( \mu \). A first way is to remark that if \( |\hat{\psi}\rangle \) is a solution of the time dependent Schrödinger equation of Hamiltonian \( \hat{H} + (\mu - \bar{\mu}) \bar{N} \), then \( e^{-i(\mu - \bar{\mu}) t \bar{N} / \hbar} |\hat{\psi}\rangle \) is a solution of the time dependent Schrödinger equation of Hamiltonian \( \hat{H} \). By the application of this unitary transformation to the ground-state BCS solution in the usual form \( \phi \) for a chemical potential \( \bar{\mu} \) and using

\[
e^{-i(\mu - \bar{\mu}) t \bar{N} / \hbar} \hat{a}^\dagger_k \hat{a}^{-1}_{-k} e^{i(\mu - \bar{\mu}) t \bar{N} / \hbar} = e^{-2i(\mu - \bar{\mu}) t / \hbar} \hat{e}^\dagger_n \hat{e}^{-1}_n \tag{38}\]

we get the announced result. Alternatively one can directly insert the form \( \hat{\psi} \) into the time dependent BCS equations \( \hat{H} \), which also gives the announced result. Introducing \( \bar{E} \) as the classical Hamiltonian for a chemical potential \( \bar{\mu} \) one indeed has from \( \hat{\phi} \)

\[
E[(V_k(\bar{\mu}, t), V_k^*(\bar{\mu}, t))_{k \in D}] = \bar{E}[(V_k(\bar{\mu}, t), V_k^*(\bar{\mu}, t))_{k \in D}] + 2(\mu - \bar{\mu}) \sum_k |V_k(\bar{\mu}, t)|^2 \tag{39}\]

Furthermore the derivatives \( \partial \bar{E}/\partial V_k^* \) and \( \partial \bar{E}/\partial V_k \) vanish when evaluated in the point \( (V_k(\bar{\mu}, t), V_k^*(\bar{\mu}, t))_{k \in D} \) since this point coincides with the ground state point \( (V_k^0(\mu), V_k^0(\mu))_{k \in D} \) up to a global phase factor.

c. Dual vectors of \( \bar{e}_n \) and \( \bar{e}_a \). An arbitrary fluctuation of components \( \bar{V}_k \) and \( \bar{V}_k^* \) can be expanded on the basis formed by the anomalous mode \( \bar{e}_a \) and the eigenvectors of \( \mathcal{L} \) including the zero-energy mode \( \bar{e}_n \) and the excited eigenmodes \( \bar{e}_\lambda \). To obtain the coefficients of such an expansion, we introduce the dual basis (also called adjoint basis) formed by \( \bar{d}_a \), \( \bar{d}_n \) and the duals of the excited modes \( \bar{\lambda} \) such that

\[
\bar{d}_a^\dagger \cdot \bar{e}_a^\dagger = \delta_{ij} \text{ where } i, j = n, a, \lambda \tag{40}\]

We now calculate explicitly \( \bar{d}_a \) and \( \bar{d}_n \) using the symplectic symmetry \( \hat{\mathcal{S}} \). By taking the hermitian conjugate of \( \hat{\mathcal{S}} \) and of \( \hat{\mathcal{J}} \) and using \( \hat{\mathcal{J}} \) we obtain \( \forall \bar{\bar{x}} \):

\[
(\sigma_z \bar{e}_n^* \cdot \mathcal{L} \bar{x} = 0 \tag{41}\]

\[
(\sigma_z \bar{e}_a^* \cdot \mathcal{L} \bar{x} = 2(\frac{d}{d\mu}(\sigma_z \bar{e}_n^* \cdot \bar{x})^\dagger - \bar{x} \tag{42}\]

This suggests that the dual vectors of \( \bar{e}_n \) and \( \bar{e}_a \) are obtained by the action of \( \sigma_z \) on \( \bar{e}_n \) and \( \bar{e}_a \) respectively. Indeed we obtain

\[
\bar{d}_n = 2i\sigma_z \bar{e}_a = 2 \frac{d}{d\mu} (\frac{i}{\hbar} \frac{d}{d\mu} V_k^0)_{k \in D} \tag{43}\]

\[
\bar{d}_a = -2i\sigma_z \bar{e}_n = 2 \frac{d}{d\mu} (\frac{d}{d\mu} V_k^0)_{k \in D} \tag{44}\]

To check that \( \bar{d}_a^\dagger \cdot \bar{e}_\lambda = 0 \) we simply take \( \bar{x} = \bar{e}_\lambda \) in \( \hat{\phi} \). Further taking \( \bar{x} = \bar{e}_\lambda \) in \( \hat{\phi} \) gives \( \bar{d}_a^\dagger \cdot \bar{e}_\lambda = 0 \). Taking \( \bar{x} = \bar{e}_n \) in \( \hat{\phi} \) and using \( \hat{\phi} \) gives \( \bar{d}_a^\dagger \cdot \bar{e}_n = 0 \). The last orthogonality relation \( \bar{d}_a^\dagger \cdot \bar{e}_n = 0 \) can be checked by direct substitution. Finally the normalization conditions \( \bar{d}_a^\dagger \cdot \bar{e}_n = \bar{d}_n^\dagger \cdot \bar{e}_n = 1 \) result from the relation

\[
\sum_{k} V_k^0 \frac{d}{d\mu} V_k^0 = \frac{1}{4} \frac{d\bar{N}}{d\mu} \tag{45}\]

obtained from \( \hat{\phi} \) by a derivation with respect to \( \mu \).

3. Phase variable and phase dynamics

We expand a classical fluctuation over the modes introduced in the previous subsection:

\[
\left( \frac{\delta V_k}{\delta V_k^*} \right)_{k \in D} = P \bar{e}_n + Q \bar{e}_n + \sum_{\lambda} C_{\lambda} \bar{e}_{\lambda} \tag{46}\]

The time dependent coefficients \( P \) and \( Q \) of the anomalous and zero-energy modes are determined by projection upon their dual vectors:

\[
P = 2 \sum_k V_k^0 (\delta V_k + \delta V_k^*) = \delta N \tag{47}\]

\[
Q = -2 i \frac{d\mu}{d\bar{N}} \sum_k \left( \frac{d}{d\mu} V_k^0 \right) (\delta V_k - \delta V_k^*) \tag{48}\]

and are real quantities. We interpret \( P \) as the classical particle number fluctuation, from linearization of \( \hat{\phi} \). To interpret \( Q \) we consider the infinitesimal phase translation:

\[
\gamma \rightarrow e^{i\delta \phi} \delta V_k = i \delta \phi V_k^0 \tag{49}\]

Inserting such fluctuation in \( \hat{\phi} \) and using \( \hat{\phi} \) gives \( \bar{Q} = \delta \phi \). For reasons that will become clear in the next section, we call \( Q \) the classical adiabatic phase.

The two quantities \( P \) and \( Q \) are canonically conjugate classical variables. Defining the Poisson brackets as

\[
\{X, Y\} = \frac{1}{\hbar} \sum_k \frac{\partial X}{\partial (\delta V_k)} \frac{\partial Y}{\partial (\delta V_k^*)} - \frac{\partial X}{\partial (\delta V_k^*)} \frac{\partial Y}{\partial (\delta V_k)} \tag{50}\]

so that \( \frac{i}{\hbar} \{X, E\} = \{Q, P\} = -\frac{2}{\hbar} \tag{51}\)

Inserting the modal decomposition \( \hat{\phi} \) in the quadratized Hamiltonian \( \hat{\phi} \), we find that the \( P \) and \( Q \) variables appear only via a term proportional to \( P^2 \)

\[
E[(V_k, V_k^*)_{k \in D}] = E_0 + \frac{1}{2} \frac{d\mu}{d\bar{N}} P^2 + \ldots \tag{52}\]

where the “...” only involve the excited modes amplitudes \( C_{\lambda} \). This implies that \( P \) is a constant of motion.
and that $Q$ has a ballistic trajectory[62]:
\[
\frac{d}{dt} P = \{ P, E \} = 0
\] (53)
\[
\frac{d}{dt} Q = \{ Q, E \} = -\frac{2}{\hbar} \frac{d\mu}{d\delta N} P
\] (54)

If $P = \delta N$ fluctuates from one realization to the other the slope of the classical phase evolution changes from shot to shot, and the overall phase distribution spreads out ballistically. For a classical distribution having zero first moments for $P$ and $Q$ one has:
\[
\langle Q(t) \rangle_{cl} = \frac{2}{\hbar} \frac{d\mu}{d\delta N} \langle P \rangle_{cl} t = 0
\]
\[
\langle [Q(t) - Q(0)]^2 \rangle_{cl} = \frac{4t^2}{\hbar^2} \left( \frac{d\mu}{d\delta N} \right)^2 \langle P^2 \rangle_{cl}
\]

If we choose our classical probability distribution to mimic quantum fluctuations in the ground state of the BCS theory, with $(P^2)_{cl} = \left( \langle (\hat{N} - \bar{N})^2 \rangle \right)_0$, we obtain from our classical approach a phase blurring time scale
\[
t_{br} = \hbar \left[ \text{Var} \, \hat{N} \left( \frac{d\mu}{d\delta N} \right)^2 \right]^{-1/2}
\] (55)

D. Quantum approach: adiabatic phase operator

In this subsection, we use a fully quantum approach to quantize the conjugate phase and number variables of the classical approach of the previous subsection. The quantum approach uses Anderson’s Random-Phase Approximation (RPA) [28] treatment of the interaction term of the full Hamiltonian [1] to derive linearized equations of motion directly for the two-body operators, rather than for classical perturbations.

We introduce the quadratic operators
\[
\hat{n}_k^q = \hat{c}_{k+q} \hat{\bar{c}}_{k\downarrow}, \quad \hat{\bar{n}}_k^q = \hat{\bar{c}}_{k\downarrow} \hat{c}_{k+q},
\]
\[
\hat{a}_k^q = \hat{a}_{k-\mathbf{q}} \hat{\bar{a}}_{k\uparrow}, \quad \hat{\bar{a}}_k^q = \hat{\bar{a}}_{k\uparrow} \hat{a}_{k-\mathbf{q}}.
\] (56)

The equations of motion of these operators in the Heisenberg picture involve quartic terms, for example for $\hat{n}_k^q$:
\[
-\frac{i\hbar}{L^3} \sum_{k',p} \left( \hat{a}_{k+q}^\dagger \hat{a}_{k+q+p} \hat{a}_{k-p} \hat{\bar{a}}_{k+p} + \text{h.c.} \right)
\] (57)

where all the combinations of wave vectors have to be mapped back into the first Brillouin zone. To linearize these equations of motion, we consider a small region of the Hilbert space around the BCS ground state in which the action of the operators is only slightly different from multiplication by their BCS ground state expectation value noted $(\ldots)_{0}$. These average values will then be taken as zeroth order quantities (note that only the operators with $\mathbf{q} = \mathbf{0}$ have a non-zero expectation value) from which the operators differ by a first order infinitesimal quantity. This suggest to write an arbitrary quadratic operator $\hat{a}\hat{b}$ (where $\hat{a}$ and $\hat{b}$ are creation or annihilation operators) as
\[
\hat{a}\hat{b} = \langle \hat{a}\hat{b} \rangle_0 + \delta(\hat{a}\hat{b})
\] (58)

This prescription however is not sufficient. Indeed, a quartic operator $\hat{a}\hat{b}\hat{c}\hat{d}$ can be reordered using anticommutation rules and one cannot pair the operators inserting the first order expansion in a unique way. Instead, the RPA considers that a product $\hat{a}\hat{b}\hat{c}\hat{d}$ is of relevant order if one can form a $\mathbf{q} = \mathbf{0}$ quadratic operator from at least two of the linear operators. Otherwise, the product will be regarded as second order and discarded. This procedure is equivalent to replacing the product using incomplete Wick’s contractions:
\[
\hat{a}\hat{b}\hat{c}\hat{d} \rightarrow \hat{a}\langle \hat{b}\hat{c}\rangle_0 + \langle \hat{a}\hat{b} \rangle_0 \hat{c}\hat{d} - \hat{a}\hat{c}\langle \hat{b}\hat{d}\rangle_0 - \langle \hat{a}\hat{c} \rangle_0 \hat{b}\hat{d} + \langle \hat{a}\rangle_0 \hat{d}(\hat{b}\hat{c})_0
\] (59)

Note that the last three terms are included to ensure that the expectation value $\langle \hat{a}\hat{b}\hat{c}\hat{d} \rangle_0$ remains exact in this approximation. The simplification introduced by the RPA decouples the operators of different $\mathbf{q}$ so that we are left with a set of linear differential equations for each value of $\mathbf{q}$. Furthermore the phase dynamics we are interested in takes place in the $\mathbf{q} = \mathbf{0}$ subspace where lives the anomalous mode due to the $U(1)$ symmetry breaking, a subspace to which we restrict by now. We have then from (59) the simplifications $\hat{n}_k^0 = \hat{n}_{k\uparrow}$, $\hat{\bar{n}}_k^0 = \hat{n}_{k\downarrow}$, and $\hat{a}_k^0 = \hat{a}_{k\uparrow}$. As a shorthand notation we use
\[
\hat{a}_k = \hat{a}_{k\uparrow} = \hat{a}_{k\downarrow} = \hat{a}_{k\downarrow}, \quad \hat{\bar{a}}_k = \hat{\bar{a}}_{k\uparrow} = \hat{\bar{a}}_{k\uparrow} = \hat{\bar{a}}_{k\downarrow}.
\] (60)

We also introduce as a more convenient combination of zero-mean variables:
\[
\hat{y}_k = \delta \hat{a}_k - \hat{\bar{a}}_k, \quad \hat{s}_k = \delta \hat{\bar{a}}_k + \delta \hat{a}_k
\] (61)
\[
\hat{m}_k = \delta \hat{n}_{k\uparrow} + \delta \hat{n}_{k\downarrow}, \quad \hat{\bar{h}}_k = \delta \hat{n}_{k\uparrow} - \delta \hat{n}_{k\downarrow}
\] (62)

where the $\delta$ indicates the deviation of the operator with respect to its expectation value in the BCS ground state: $\delta \hat{x} \equiv \langle \hat{x} \rangle_0$. From the linear equations of motion (not given here) we remark that two linear combinations of these four variables are in fact constants of motion:
\[
\frac{d\hat{h}_k}{dt} = 0
\] (63)
\[
\frac{d\hat{s}_k}{dt} = 0 \quad \text{where} \quad \hat{\xi}_k = \hat{s}_k + \frac{\xi_k}{\Delta_0} \hat{m}_k
\] (64)

The quantity $\hat{h}_k$ is indeed conserved when one creates or annihilates pairs of particles with opposite spin and zero
energy mode

Explicitly, the equations take the form:

\[ \hat{\mathcal{L}}_{\text{RPA}} = \left( 2i\frac{d\hat{k}}{dt} \right)_{\mathbf{k} \in \mathcal{D}} = \left( \frac{\xi_k}{\epsilon_k} \right) \hat{\mathcal{L}}_{\text{RPA}} \]

The source term is

\[ \hat{S}_k = 2\xi_k \hat{\mathcal{L}}_{\text{RPA}} \]

Direct spectral decomposition of \( \mathcal{L}_{\text{RPA}} \) yields the zero energy mode

\[ e_{\text{RPA}}^{\text{RPA}} = \left( 2i\frac{d\hat{k}}{dt} \right)_{\mathbf{k} \in \mathcal{D}} \]

where we used [19] and (66), and the anomalous mode

\[ e_{\text{RPA}}^{\text{RPA}} = \left( 2i\frac{d\hat{\mathcal{L}}_{\text{RPA}}}{dt} \right)_{\mathbf{k} \in \mathcal{D}} 
\]

where we used the two intermediate relations

\[ 2 \frac{d}{dN} \langle \hat{n}_{\mathbf{k}} \rangle_0 = \frac{d\mu}{dN} \frac{\Delta_0}{\epsilon_k} \left[ \chi_k \frac{d\Delta_0}{d\mu} + \Delta_0 \left( 1 - \frac{g_0}{2L^3} \frac{dN}{d\mu} \right) \right] 
\]

respectively obtained by taking the derivative of [13] and of the ground state version of [12], with respect to \( N \) or \( \mu \), and further using [19] and the thermodynamic relation \( N = \frac{d\mu}{dN} \). Note that we normalized \( e_{\text{RPA}}^{\text{RPA}} \) so that the second equality in [73] is identical to the one of the semiclassical theory [22].

\( \mathcal{L}_{\text{RPA}} \) does not show the symplectic symmetry [22], hence the necessity to perform the spectral analysis of \( \mathcal{L}_{\text{RPA}} \) to find the dual vectors defined as in [10]. We obtain [45] for the dual of the zero-energy mode:

\[ \tilde{d}_n^{\text{RPA}} = \left( i\frac{d\mathcal{L}_{\text{RPA}}}{d\mu} (\hat{n}_{\mathbf{k}})_{0} \right)_{\mathbf{k} \in \mathcal{D}} 
\]

and for the dual of the anomalous mode

\[ \tilde{d}_n^{\text{RPA}} = \left( 1 \right)_{\mathbf{k} \in \mathcal{D}} 
\]

Remarkably the matrix \( \mathcal{L}_{\text{RPA}} \) [68] and the corresponding Bogoliubov-de Gennes matrix \( \mathcal{L} \) [24] are related through a change of basis

\[ \mathcal{L}_{\text{RPA}} = \Lambda \mathcal{L} \Lambda^{-1} \]

and so are their modes

\[ \left( \hat{y}_k \hat{m}_k \right)_{\mathbf{k} \in \mathcal{D}} = \Lambda_{\mathbf{k}} \left( \hat{y}_k \hat{m}_k \right)_{\mathbf{k} \in \mathcal{D}} \]

where the subscript \( d \) in \( (\ldots)_{d} \) refers to the dual vectors. Here \( \Lambda_{\mathbf{k}} \) is a two-by-two matrix

\[ \Lambda_{\mathbf{k}} = \left( \begin{array}{cc} -\frac{U_k}{2V_k} & U_k \frac{\Delta_0}{\epsilon_k} \\ U_k \frac{\Delta_0}{\epsilon_k} & \frac{U_k}{2V_k} \end{array} \right) \]

and \( \Lambda \) is a block-diagonal matrix with matrices \( \Lambda_{\mathbf{k}}, \mathbf{k} \in \mathcal{D} \) on the diagonal. To show this correspondence, we think of the classical fluctuations \( \delta(\hat{d}_k) = \langle \hat{d}_k \rangle - \langle \hat{d}_k \rangle_0 \) and \( \delta(\hat{n}_{\mathbf{k}}) = \langle \hat{n}_{\mathbf{k}} \rangle - \langle \hat{n}_{\mathbf{k}} \rangle_0 \) (where the expectation value \( \langle \ldots \rangle \) is taken in a BCS state of the form [7] slightly perturbed away from the BCS ground state) as a particular case of the quantum fluctuations we consider here. In the state [7] \( \langle \hat{d}_k \rangle = -U_k V_k \) according to [9], and \( \langle \hat{n}_{\mathbf{k}} \rangle = V_k V_k^* \). Linearizing these relations around the BCS ground state one gets

\[ \hat{y}_k \leftrightarrow -U_k \frac{\Delta_0}{\epsilon_k} \hat{m}_k \]

which explains the value of the matrix \( \Lambda_{\mathbf{k}} \). One has also the correspondence \( \hat{\mathcal{L}}_{\text{RPA}} \leftrightarrow 0 \) and \( \hat{\mathcal{L}}_{\text{RPA}} \leftrightarrow 0 \). The equivalence [77] between the matrices is shown in Appendix A.

In the RPA quantum theory, \( \hat{P} \) and \( \hat{Q} \) are now the amplitudes of the vector \( (\hat{y}_k \hat{m}_k)_{\mathbf{k} \in \mathcal{D}} \) on the anomalous and zero energy mode respectively:

\[ \left( \hat{y}_k \hat{m}_k \right)_{\mathbf{k} \in \mathcal{D}} = \hat{Q} e_{\text{RPA}}^{\text{RPA}} + \hat{P} e_{\text{RPA}}^{\text{RPA}} + \ldots \]

where we have written explicitly the expansion within the zero-energy subspace only. Using the expression of the dual vectors [79] and [80] we obtain:

\[ \hat{P} = \sum_{\mathbf{k}} \hat{m}_k = \delta \hat{N} \]

\[ \hat{Q} = 2i \frac{d\mu}{dN} \sum_{\mathbf{k}} \frac{dV_0}{U_k} \left( \delta \hat{d}_k - \delta \hat{d}_k^* \right) \]
The resulting equations of motion are
\[
\frac{d \hat{P}}{dt} = 0
\]
\[
\frac{d \hat{Q}}{dt} = -\frac{2}{\hbar} \frac{d\mu}{dN} \hat{P} + \hat{Z}.
\]  
(85) \hspace{1cm} (86)

The difference with the corresponding linearized time-dependent Bogoliubov-de Gennes equations is due to the operator \( \hat{Z} = (2/\hbar) \sum_k \frac{dV^0_k}{dN} \hat{c}_k^0 / U^0_k \) that originates from the source term in \( (70) \). Its mean and variance in the BCS ground state are however zero,
\[
\hat{Z} \langle \psi^0_{\text{BCS}} \rangle = 0
\]  
(87)

so that this operator will not contribute to the collapse of the order parameter in the thermodynamic limit as we will see.

E. Collapse of the order parameter

We can now calculate the evolution of the order parameter for a system initially prepared in the BCS ground state. In the Heisenberg picture,
\[
\Delta(t) \equiv g_0 \langle \hat{\psi}^\dagger(t) \hat{\psi}(t) \rangle_0 = g_0 \frac{\gamma}{L} \sum_k \langle \hat{d}_k(t) \rangle_0
\]  
(88)

From \( g_0 \) and using \( \langle \hat{\psi} \rangle_0 \), \( \langle \hat{\psi}^\dagger \rangle_0 \), \( \langle \hat{c}_k \rangle_0 \), \( \langle \hat{Z} \rangle \), we obtain the evolution of \( \hat{d}_k \) in the zero energy subspace:
\[
\hat{d}_k(t) = [1 + i \hat{Q}(t)] \langle \hat{d}_k \rangle_0 + \delta N \frac{d}{dN} \langle \hat{d}_k \rangle_0 + \frac{\gamma}{2} \hat{c}_k(0) + \ldots
\]  
(89)

Should we calculate the order parameter directly from this expression we would obtain a constant value because all the operators arising from the linearized equations of motion have a zero mean value. To overcome this difficulty, we recall that, for an arbitrary (i.e. not necessarily infinitesimal) phase fluctuation \( \hat{Q} \), the field is modified as
\[
V_k = e^{i\hat{Q}} V_k^0, \quad \langle \hat{d}_k \rangle = e^{i\hat{Q}} \langle \hat{d}_k \rangle_0
\]  
(90)

The \( 1 + i \hat{Q} \) terms appearing in our decomposition must therefore be the linearization of the operator \( e^{i\hat{Q}} \) contained in \( \hat{d}_k(t) \). Having recovered this factor, the order parameter reads:
\[
\Delta(t) = \Delta_0 \left< e^{i\hat{Q}(t)} \right>_0
\]  
(91)

Using \( \hat{Q}(t) = \hat{Q}(0) - \frac{2}{\pi N} (\hat{N} - \bar{N}) \frac{t}{\hbar} \) and going to the thermodynamic limit where one can neglect the contributions of \( \hat{Z} \) and of the fluctuations of the initial phase \( \hat{Q}(0) \), we obtain
\[
\Delta(t) = \Delta_0 e^{-2t^2/\ell^2_{\text{br}}}
\]  
(92)

where the phase blurring time \( \ell_{\text{br}} \) is given by \( 53 \). We give the details of this calculation in Appendix \( B \).

F. Application: blurring time in the BEC-BCS crossover

The mean field BCS theory gives analytical expressions of the thermodynamical quantities in the BEC-BCS crossover \( 40 \) \( 48 \) in terms of special functions \( 49 \). We use them here to show some numerical results for the coherence time of a BCS ground state, paying a special attention to the so-called BEC and BCS limits.

We imagine that we have initially prepared a BCS ground state so that the variance of the particle number can be expressed as a sum over \( k \) using \( 60 \):
\[
\text{Var} \bar{N} = \sum_k \frac{\Delta_0^2}{\epsilon_k^2}
\]  
(93)

Var \( \bar{N} \) is an explicit function of \( \mu \) and \( \Delta_0 \). Using BCS equations \( 18 \) \( and \) \( 19 \) we express it in terms of the Fermi wavenumber \( k_F = (6\pi^2 \rho_0^2)^{1/3} \) and of the scattering length \( a \) as we change the sum in \( 93 \) into an integral in the thermodynamic limit and as we take the limit of a vanishing lattice step \( b \). The result is shown in Fig. \( 1 \).

In the \( k_F a \rightarrow 0^{-} \) BCS limit, the variance is proportional to the gap and thus tends exponentially to zero:
\[
\text{Var} \bar{N} \sim \frac{3\pi}{4} \frac{\bar{N}}{\epsilon_F} \Delta_0 = \frac{3\pi}{4} \bar{N} \epsilon_F^2 e^{-\pi \epsilon_F^2 / \epsilon_F^2}
\]  
(94)

where \( \epsilon_F = \hbar^2 k_F^2 / (2m) \) is the Fermi energy. In the \( k_F a \rightarrow 0^{+} \) BEC limit, the BCS theory correctly predicts the Poissonian variance of an ideal gas of composite bosons \( \text{Var} (\bar{N}/2) = \bar{N}/2 \).

The derivative \( d\mu/d\bar{N} \) is the variation with \( \bar{N} \) of the energy cost of adding an extra particle to the gas when
$\tilde{N}$ in average are already present. For a BCS state, it can be obtained by taking the derivative of the mean density equation \[ \frac{d\mu}{dN} = \frac{\Delta_0 \Theta}{\Theta + X^2} \] (95)

where we have defined the quantities

$$\Theta = \sum_k \frac{\Delta_0^3}{\epsilon_k}, \quad X = \sum_k \frac{\Delta_0^2 \xi_k}{\epsilon_k}$$

related to $\Delta_0$ by

$$\frac{d\Delta_0}{d\mu} = \frac{X}{\Theta}$$

as it can be obtained by taking the derivative of (19) with respect to $\mu$. The behavior of $d\mu/dN$ is shown in Fig. 2 (see also [50]). Since adding an extra fermion to a Fermi sea costs an energy $\varepsilon_F$, $\mu$ should tend to $\varepsilon_F$ and $d\mu/d\tilde{N}$ to $d\mu/d\tilde{N} = (2/3)\varepsilon_F/\tilde{N}$ when $k_F a \to 0^-$, as is correctly reproduced by the BCS approximation. In the BEC limit, the approximation predicts for $\mu$

$$\mu_{k_F a \to 0^+} = -\frac{3\varepsilon_F}{(k_F a)^2} + \frac{\varepsilon_F}{3\pi} k_F a_{\text{mol}} + o(k_F a)$$

(98)

which is the mean field chemical potential of a gas of dimers with binding energy $\hbar^2/ma^2$ and dimer-dimer scattering length $a_{\text{mol}}$. Then for $d\mu/d\tilde{N}$

$$\frac{d\mu}{d\tilde{N}} = \frac{\varepsilon_F}{3\pi N} k_F a_{\text{mol}} + o(k_F a)$$

(99)

The value of the dimer-dimer scattering length predicted by the BCS theory $a_{\text{mol}} = 2a$ \[51\] is however quantitatively incorrect. The exact value $a_{\text{mol}} = 0.6a$ obtained in reference \[52, 53\] is used to plot the dashed red line of Fig. 2.

The blurring time is shown in Fig. 3. It tends to infinity in both BEC and BCS limits, however not for the same reasons. In the BEC limit, as it is the case in bosonic phase dynamics, the blurring time diverges because the non-linearity of the Hamiltonian introduced by the $d\mu/d\tilde{N}$ factor vanishes:

$$t_{br}/h \sim \frac{3\pi \sqrt{\tilde{N}}}{2 \sqrt{\varepsilon_F} k_F a_{\text{mol}}}$$

(100)

Again the exact value $a_{\text{mol}} = 0.6a$ is used to plot the dashed red line. In the BCS limit however, the divergence is due the fact that the initial variance $\text{Var} \tilde{N}$ tends to zero as the BCS ansatz converges to the Fermi sea of the ideal gas:

$$t_{br}/h \sim \frac{3e^2}{8\pi} \left( \frac{3\varepsilon_F}{8 \varepsilon_F^2} \right)^{1/2} \sqrt{\varepsilon_F} k_F a_{\text{mol}}$$

(101)

In the whole interaction range, the blurring time is proportional to $\sqrt{\tilde{N}}$ and diverges in the thermodynamic limit as expected. We emphasize however that the particle number variance of the $U(1)$ symmetry breaking BCS state does not have in fact any physical meaning \[54\]. We use it here as an illustration of our results. In practice the variance of $\tilde{N}$, and hence the $N$ dependence of the blurring time, will depend on the details of the realization of the interference experiment (see Sec. V).
III. WHAT THE ADIABATIC PHASE OPERATOR REALLY IS

Surprisingly, the phase operator $\hat{Q}$ that appears in our dynamical study is not the phase of the condensate of pairs, $\theta_0$, that we introduce in this section.

1. Phase of the condensate

To define the phase operator of the condensate, we assume that the state of the gas is such that one and only one mode, noted $\phi(r_1, r_2)$, of the two body density matrix is macroscopically populated. This mode is defined by the eigenvalue problem (see section 2.4 in [55])

$$b^0 \sum_{r_1', r_2'} \rho_2(r_1, r_2; r_1', r_2') \phi(r_1', r_2') = \tilde{N}_0 \phi(r_1, r_2)$$  \hspace{1cm} (102)

where $\rho_2$ is the opposite spin two-body density matrix in real space

$$\rho_2(r_1, r_2; r_1', r_2') = \langle \psi_\uparrow^0(r_1') \psi_\uparrow^0(r_2') \psi_\downarrow^0(r_2) \psi_\downarrow^0(r_1) \rangle.$$  \hspace{1cm} (103)

Here $\phi$ is the condensate wave-function and $\tilde{N}_0$, which scales as $N$, is the number of condensed pairs.

This is indeed the case of the BCS ground state. The density matrix computed using Wick’s contractions contains two non zero terms:

$$\rho_2(r_1, r_2; r_1', r_2') = \langle \psi_\uparrow^0(r_1') \psi_\uparrow^0(r_2') \psi_\downarrow^0(r_2) \psi_\downarrow^0(r_1) \rangle_0 + \langle \psi_\uparrow^0(r_1') \psi_\downarrow^0(r_1) \psi_\downarrow^0(r_2') \psi_\uparrow^0(r_2) \rangle_0.$$  \hspace{1cm} (104)

The second term involves functions of $r_1 - r_1'$ and $r_2 - r_2'$ which tend to zero on typical scales given by the Fermi length $k_F^{-1}$ or the pair size $\hbar^2 k_F/m \Delta_0$. In the thermodynamic limit, keeping only the long range (LR) part, we obtain a factorized density matrix:

$$\rho_2^{LR}(r_1, r_2; r_1', r_2') = \frac{1}{L^6} \sum_{k, k'} \frac{\Delta_0^2}{4 \varepsilon_k \varepsilon_{k'}} e^{-i k \cdot (r_1 - r_2) - i k' \cdot (r_1' - r_2')}$$

$$= \tilde{N}_0 \phi(r_1, r_2) \phi^*(r_1', r_2').$$  \hspace{1cm} (105)

The only populated eigenvector of this matrix, here normalized to unity, does not depend on the center of mass coordinates:

$$\phi(r_1, r_2) = \frac{1}{\sqrt{\tilde{N}_0 L^4}} \sum_{k} \frac{\Delta_0}{2 \varepsilon_k} e^{-i k \cdot (r_1 - r_2)}.$$  \hspace{1cm} (106)

Even though we deal with an homogeneous system, this wave function depends (via $\varepsilon_k$) on the total number of particles in the system. The corresponding number of condensed particles is

$$\tilde{N}_0 = \sum_{k} \frac{\Delta_0^2}{4 \varepsilon_k^2}.$$  \hspace{1cm} (107)

Remarkably the condensed fraction $2 \tilde{N}_0/\tilde{N}$ is equal to the quantity $\text{Var} \tilde{N}/2 \tilde{N}$ already shown in Fig. 1 as it is apparent from equation (14). In the ground state $\tilde{N}_0/\tilde{N}$ has a fixed value for a given interaction strength $k_F a$.

Changing this ratio by adding new particles in the condensate will excite the system. In the BEC limit all the composite bosons are condensed, whereas in the BCS limit the number of condensed Cooper pairs goes to zero as $\Delta_0 \rightarrow 0$ and the state of the system approaches the Fermi sea.

The amplitude of the field of pairs on the condensate mode is obtained by projection onto the condensate wavefunction:

$$\tilde{a}_0 \equiv b^0 \sum_{r_1, r_2} \phi^*(r_1, r_2) \hat{\psi}_\downarrow(r_2) \hat{\psi}_\uparrow(r_1)$$  \hspace{1cm} (108)

And the phase of the condensate is the phase of this amplitude

$$e^{-i \tilde{\theta}_0} = \frac{1}{\sqrt{\tilde{N}_0}} \hat{\theta}_0$$  \hspace{1cm} (109)

where $\tilde{N}_0 = \tilde{a}_0^\dagger \tilde{a}_0$ and $\tilde{\theta}_0$ is hermitian. In the BEC limit, $\tilde{a}_0$ obeys bosonic commutation relations and the phase operator is well defined if we neglect border effects for an empty condensate mode [56]. It then generates translations of the number of condensed dimers:

$$\langle e^{i \tilde{N}_0 \tilde{a}_0^\dagger \tilde{a}_0 e^{-i \tilde{N}_0 \tilde{a}_0}} \rangle_0 = \tilde{N}_0 + \delta \tilde{N}_0$$  \hspace{1cm} (110)

Out of the BEC limit, $\tilde{a}_0$ is not a bosonic operator and the translation (110) does not hold [63]. In the BCS approximation the phase can be expressed analytically:

$$e^{-i \tilde{\theta}_0} = \frac{1}{2 \sqrt{\tilde{N}_0 \tilde{N}}} \sum_{k} \Delta_0 \frac{\tilde{a}_0^\dagger \tilde{a}_k^\dagger \tilde{a}_{-k} \tilde{a}_{-k}^\dagger}{\varepsilon_k}.$$  \hspace{1cm} (111)

If we linearize (111), close to the BCS ground state, we obtain an expression with a structure similar to (84):

$$\tilde{\theta}_0 = \frac{i}{4 N_0} \sum_{k} \frac{\Delta_0}{\varepsilon_k} (\delta \tilde{a}_k - \delta \tilde{a}^\dagger_k).$$  \hspace{1cm} (112)

but the coefficients on each mode of wave vector $k$ are different so that $\tilde{\theta}_0$ is not in general equal to $\tilde{Q}$.

We note that the variance of $\tilde{\theta}_0$ (at time $t = 0$) has the property

$$\text{Var} \tilde{\theta}_0(0) \text{Var} \tilde{N} = 1$$  \hspace{1cm} (113)

In Fig. 4 we show, as a function of $1/k_F a$, $\text{Var} \tilde{Q}(0)$, $\text{Var} \tilde{N}$ and $\text{Var} \tilde{\theta}_0(0) \text{Var} \tilde{N}$, the latter being identically equal to one (113) and the former being larger than one. The value of $\text{Var} \tilde{Q}(0)$ is given in (135). The variances of the two phases coincide only in the BEC limit.
with the variance of the number of particles at time $t = 0$ for a system in the BCS ground state. The black solid line shows $\text{Var} \hat{Q}(0) \text{Var} \hat{N}$, the dashed red line $\text{Var} \hat{\theta}_0(0) \text{Var} \hat{N}$, and the blue dashed dotted line is the BCS limit of $\text{Var} \hat{Q}(0) \text{Var} \hat{N}$. The expression of $\text{Var} \hat{Q}(0)$ is given by (84) and the one of $\text{Var} \hat{N}$ by equation (85).

2. The adiabatic phase shifts the number of particles in the ground state

To explain the difference between $\hat{Q}$ and $\hat{\theta}_0$, we study the action of $e^{i\hat{Q}}$ on the BCS ground state. Using the expression (84) we write

$$e^{i\delta N\hat{Q}} = \prod_k \exp \left( -2\delta N \frac{d}{dN} \frac{V_k^0}{U_k^0} \hat{y}_k \right)$$

$$\approx \delta N \text{e}^{\delta N \sum_k \left( 1 - \frac{2\delta N}{U_k^0} \frac{d}{dN} \frac{V_k^0}{U_k^0} \hat{y}_k \right)}$$

(114)

Then acting on the BCS ground state we obtain

$$\prod_k \left( 1 - \frac{2\delta N}{U_k^0} \frac{d}{dN} \frac{V_k^0}{U_k^0} \hat{y}_k \right) |\psi_{\text{BCS}}^0 \rangle$$

$$= \prod_k \left[ \left( U_k^0 - 2\delta N \frac{d}{dN} U_k^0 \right) \hat{a}_{k_+} \hat{a}_{k}^\dagger \right] |0\rangle$$

(115)

and hence the property

$$e^{i\delta N\hat{Q}} |\psi_{\text{BCS}}^0 \rangle = |\psi_{\text{BCS}}^0 (\hat{N} - 2\delta N) \rangle$$

(116)

$\hat{Q}$ is then the generator of adiabatic translations of the number of pairs in the ground state. In the BEC limit Pauli blocking plays no role and the ground state is a pure condensate of dimers, $\tilde{N}_0 = \tilde{N}/2$. We are then not surprised that translating the ground state or translating the number of condensed particles be strictly equivalent:

$$\hat{Q} \rightarrow \theta_0$$

as we have checked explicitly. In other regimes, Pauli blocking cannot be neglected. Adding a new Cooper pair in the ground state thus requires to update the wave function $\phi$. $\hat{Q}$ does this updating whereas $\theta_0$ creates excitations out of the BCS ground state.

Using the RPA equation (70) we can evaluate the time derivative of $\theta_0$. For simplicity we give the results only in the zero lattice spacing limit (more details are given in App. D):

$$\frac{d\hat{\theta}_0}{dt} = - \frac{1}{2\hbar N_0} \sum_k \left[ \tilde{m}_k (\epsilon_k - \xi_k) - \tilde{\xi}_k \frac{\Delta_0}{2\epsilon_k} \right]$$

(118)

where the contribution involving $\tilde{m}_k$ is not proportional to $\hat{P}$ except in the BEC limit. $\theta_0$ thus has a projection on the excited modes of the RPA equations. However we argue that the long time dynamics of the two phases is the same. We expand $\hat{y}_k$ over the eigenmodes of $\mathcal{L}$ using (89) including the projection $\hat{y}_{\text{exc}}_k$ of $\hat{y}_k$ over the excited modes of $\mathcal{L}$:

$$\hat{y}_k = 2i\hat{Q} (\hat{d}_k^0 + \hat{y}_{\text{exc}}_k)$$

(119)

Inserting this expression in (112) and using (66), we find remarkably

$$\theta_0 = \hat{Q} + \frac{i}{4N_0} \sum_k \frac{\Delta_0}{\epsilon_k} \hat{y}_{\text{exc}}_k$$

(120)

At long times, the second term on the right hand side of (120), which is a sum of oscillating terms, is negligible with respect to the first term that is linear in time according to (86).

3. The bosonic case revisited

We show here that even for bosons, the adiabatic phase and the phase of the condensate do not coincide if the condensate wave function depends on the particle number as for example in the trapped case.

a. Eigenmodes of the linearized equations The adiabatic phase $\hat{Q}^B$ naturally appears in the dynamics when the number of particles is not fixed. To set a frame, we consider the symmetry breaking description in section V of (38). The linearized dynamics is ruled by the operator $\mathcal{L}_{\text{GP}}$ obtained by linearization of the Gross-Pitaevskii equation:

$$i\hbar \frac{d}{dt} (\delta \psi) = \mathcal{L}_{\text{GP}} (\delta \psi^\dagger)$$

(121)
The field fluctuations of the bosonic field operator are
\[ \delta \hat{\psi} = \hat{\psi} - \Psi_0 \] where we introduced the ground state order parameter \( \Psi_0 = \langle \hat{\psi} \rangle_0 \) taken to be the positive solution of the Gross-Pitaevskii equation
\[ (\hbar_0 - \mu + g_0 \Psi_0^2)\Psi_0 = 0, \] (122)
and
\[ L_{GP} = \left( \hbar_0 + 2g_0 \Psi_0^2 - \mu \right) \Psi_0 + \left( g_0 \Psi_0^2 - \mu \right) \right). \] (123)
Here \( \hbar_0 \) is the one-body Hamiltonian including kinetic energy and trapping potential. In addition to the usual Bogoliubov modes, of positive energy \( \epsilon^B_\lambda \) and modal functions \( U_\lambda^B(r) \) and \( V_\lambda^B(r) \), such that
\[ L_{GP} \left( \begin{array}{c} U_\lambda^B(r) \\ V_\lambda^B(r) \end{array} \right) = \epsilon^B_\lambda \left( \begin{array}{c} U_\lambda^B(r) \\ V_\lambda^B(r) \end{array} \right) \] (124)
with \( \sum \lambda b^\dagger(0) U_\lambda^B(r)^2 - |V_\lambda^B(r)|^2 = 1 \), \( L_{GP} \) has a zero-energy and an anomalous mode. With similar notations to those of section III [64]
\[ \epsilon^B_n = \left( \begin{array}{c} \Psi_0 \\ -i \Psi_0 \end{array} \right) \quad \text{and} \quad \epsilon^B_a = \left( \begin{array}{c} \frac{d}{dn} \Psi_0 \\ -i \frac{d}{dn} \Psi_0 \end{array} \right) \] (125)
\[ \bar{d}^B_n = \left( \begin{array}{c} i \frac{d}{dn} \Psi_0 \\ -i \frac{d}{dn} \Psi_0 \end{array} \right) \quad \text{and} \quad \bar{d}^B_a = \left( \begin{array}{c} \Psi_0 \\ \Psi_0 \end{array} \right) \] (126)
where \( \Psi_0 = \sqrt{N} \phi_0 \) is the order parameter and \( \phi_0 \) is the condensate wave function. One has
\[ L_{GP} \epsilon^B_n = 0 \] (127)
\[ L_{GP} \epsilon^B_a = -i \frac{d}{dn} \epsilon^B_n. \] (128)

One then obtains the decomposition of unity [38]
\[ 1 = \left( \begin{array}{c} \Psi_0 \\ -i \Psi_0 \end{array} \right) \left( \frac{d}{dn} \Psi_0 - \frac{d}{dn} \Psi_0 \right) + \left( \frac{d}{dn} \Psi_0 + \frac{d}{dn} \Psi_0 \right) \left( \Psi_0 \Psi_0 \right) \]
\[ + \sum \lambda \left( \begin{array}{c} U_\lambda^B \Psi_0 \\ V_\lambda^B \Psi_0 \end{array} \right) \left( \begin{array}{c} U_\lambda^B \Psi_0 \\ -V_\lambda^B \Psi_0 \end{array} \right) \]
\[ + \sum \lambda \left( \begin{array}{c} U_\lambda^B \Psi_0 \\ V_\lambda^B \Psi_0 \end{array} \right) \left( \begin{array}{c} U_\lambda^B \Psi_0 \\ V_\lambda^B \Psi_0 \end{array} \right) \] (129)

b. The adiabatic phase The adiabatic phase \( \hat{Q}^B \) and all the other operators that have a simple linearized dynamics are obtained by projecting the vector of field fluctuations over the modes discussed above, using their dual vectors given in [129]:
\[ \left( \begin{array}{c} \delta \hat{\psi} \\ \delta \hat{\psi}^\dagger \end{array} \right) = \left( \begin{array}{c} \Psi_0 \\ -i \Psi_0 \end{array} \right) \hat{Q}^B + \left( \begin{array}{c} \frac{d}{dn} \Psi_0 \\ \frac{d}{dn} \Psi_0 \end{array} \right) \hat{P}^B \\
+ \sum \lambda \left( \begin{array}{c} U_\lambda^B \Psi_0 \\ V_\lambda^B \Psi_0 \end{array} \right) \hat{B}_\lambda + \left( \begin{array}{c} V_\lambda^B \Psi_0 \\ U_\lambda^B \Psi_0 \end{array} \right) \hat{B}^\dagger_\lambda \] (130)
with the operator valued coefficients
\[ \hat{Q}^B = -i \sum_r b^\dagger \frac{d}{dn} \Psi_0(r) \left[ \delta \hat{\psi}(r) - \delta \hat{\psi}^\dagger(r) \right] \] (131)
\[ \hat{P}^B = \sum_r b^\dagger \Psi_0(r) \left[ \delta \hat{\psi}(r) + \delta \hat{\psi}^\dagger(r) \right] = \delta \hat{N} \] (132)
\[ \hat{B}_\lambda = \sum_r b^\dagger \left[ U_\lambda^B(r) \delta \hat{\psi}(r) - V_\lambda^B(r) \delta \hat{\psi}^\dagger(r) \right] \] (133)
From [121] and [130] we easily get
\[ \frac{d}{dt} \hat{Q}^B = \frac{1}{\hbar} \frac{d}{dN} \hat{P}^B \quad \frac{d}{dt} \hat{P}^B = 0 \] (134)
As in the fermionic case one can check that \( \hat{Q}^B \) is a generator of adiabatic translations of the number of particles
\[ e^{i\lambda \hat{Q}^B} |\alpha(\hat{N})\rangle \approx \frac{1}{\delta \hat{N}} |\alpha(\hat{N} - \delta \hat{N})\rangle \] (135)
where \( |\alpha(\hat{N})\rangle \) is the bosonic coherent state
\[ |\alpha(\hat{N})\rangle = e^{\sum_r b^\dagger \hat{\psi}_0(r)} \hat{\psi}^\dagger(r) e^{-\frac{\alpha^2}{2}} |0\rangle \] (136)
To show [139], one can use the identity
\[ e^{i\lambda \hat{Q}^B} e^{i\lambda \hat{B}^\dagger} e^{i\lambda \hat{B}^\dagger} = e^{i\lambda \hat{B}^\dagger} e^{i\lambda \hat{B}} \] (137)
where \( \hat{A} \) and \( \hat{B} \) are arbitrary linear combinations of \( \hat{\psi}^\dagger \) and \( \hat{\psi} \).

c. Phase of the condensate We define the phase of the condensate as the phase of the operator \( \hat{\theta}^B_0 \) that annihilates a particle in the condensate mode \( \phi_0 \). To first order in the field fluctuations:
\[ \hat{\theta}^B_0 = \frac{1}{2\sqrt{N}} \sum_r b^\dagger \phi_0(r) \left[ \delta \hat{\psi}(r) - \delta \hat{\psi}^\dagger(r) \right] \] (138)
From the bosonic commutation relation \([\hat{\theta}^B_0, (\hat{\theta}^B_0)^\dagger] = 1\) it results that \( \hat{\theta}^B_0 \) is conjugate to \( \hat{N} \). As a consequence \( \hat{\theta}^B_0 \) is the generator of translations of the number of condensed particles [57]. At variance with the transformation induced by \( \hat{Q}^B \), the transformation induced by \( \hat{\theta}^B_0 \) is non adiabatic as soon as the condensate wavefunction depends on \( N \).

Indeed from the definition of the phases [138] and [161], and given the fact that
\[ \frac{d}{dN} \Psi_0 = \frac{\phi_0}{2\sqrt{N}} + \sqrt{N} \frac{d}{dN} \phi_0 \] (139)
we see the adiabatic phase and the phase of the condensate are different operators if \( \frac{d}{dN} \phi_0 \neq 0 \). In particular we have
\[ \hat{\theta}^B_0 = \hat{Q}^B - i \sum \lambda \left( \alpha_\lambda \hat{B}_\lambda - \alpha_\lambda^\dagger \hat{B}^\dagger_\lambda \right) \] (140)
with
\[ \alpha_\lambda = - \frac{1}{2\sqrt{N}} \sum_r b^\dagger \phi_0(r) [U_\lambda^B(r) - V_\lambda^B(r)] \]
\[ = \sqrt{N} \sum_r b^\dagger \phi_0(r) \left[ U_\lambda^B(r) - V_\lambda^B(r) \right] \] (141)
where we inserted [130] in eq:thetaB and use the fact that \( \sum_r b^\dagger \frac{d}{dN} \Psi_0 \left( U_\lambda^B - V_\lambda^B \right) = 0 \). By taking the time
derivative of (140) we obtain the dynamics of the phase of the condensate \( \dot{\theta}_0^B \)
\[
\frac{d}{dt} \dot{\theta}_0^B = -\frac{1}{\hbar} \frac{d}{dN} \dot{P}^B + \frac{1}{\hbar} \sum_\lambda \left( \alpha_\lambda \epsilon_\lambda^B \dot{B}_\lambda + \text{h.c.} \right)
\] (142)

The operators \( \dot{B}_\lambda \) corresponding to excited Bogoliubov modes oscillate in time. The equation (142) then indicates that, although they are different operators, \( \dot{\theta}_0^B \) and \( \dot{Q}^B \) have the same dynamics at long times, dominated by the constant term in (142) proportional to \( \dot{P}^B \). The oscillating terms in the condensate phase derivative (142) are also found within a number conserving theory in the spatially inhomogeneous case [39].

IV. BEYOND BCS THEORY

A. Restoring a physical state by mixing symmetry breaking states

In our study of the phase dynamics, the choice of a symmetry-breaking ground state as the starting point of a linearized treatment is more than a matter of convenience in the sense that no zero temperature phase dynamics would appear in a state with a fixed number of particle. Therefore we need to give a precise meaning to this choice of an \textit{a priori} non physical state.

Experimentally one cannot prepare a BCS state with a well defined phase. The choice of a broken symmetry state is however meaningful when we deal with a bipartite system, for example a Josephson junction with two wells \( a \) and \( b \). We imagine that the two subsystems interact in a way that fixes the relative phase \( \phi \) but leaves the global phase \( \theta \) as a free parameter. For a given realization we write the initial state of the system as a product of BCS ground states:
\[
|\psi(\theta)\rangle = \mathcal{N}_0^a e^{i\alpha \phi} (a \hat{c}_a^\dagger + e^{i\beta \phi} \hat{c}_b^\dagger) |0\rangle
\] (143)
where \( \alpha \) and \( \beta \) are real numbers and \( \hat{c}_a^\dagger \) creates a pair in well \( a(b) \) centered in position \( r_a(r_b) \). As we said, the relative phase \( \phi \) is fixed whereas the global phase \( \theta \) must be treated as a random variable. The physical state of the system is then described by the density operator
\[
\hat{\rho} = \int_0^{2\pi} \frac{d\theta}{2\pi} |\psi(\theta)\rangle \langle \psi(\theta)|
\] (144)
since, contrarily to (143), it does not contain unphysical coherences between states of different total numbers of particles [11]. The corresponding correlation function
\[
C(t) = \text{Tr} \left( \hat{\rho} \hat{c}_a^\dagger(r_b, t) \hat{c}_a^\dagger(r_a, t) \hat{c}_b \hat{c}_b^\dagger(r_a, t) \right)
\] (145)
can be expressed in terms of the order parameters of the two subsystems:
\[
C(t) = \langle \psi_{\text{BCS}}^a | \hat{c}_b^\dagger(r_b, t) \hat{c}_a^\dagger(r_a, t) | \psi_{\text{BCS}}^a \rangle 
\times \langle \psi_{\text{BCS}}^b | \hat{c}_b(r_a, t) \hat{c}_b^{\dagger}(r_a, t) | \psi_{\text{BCS}}^b \rangle
\] (146)
where \( |\psi_{\text{BCS}}^a\rangle = \mathcal{N}_0^a e^{i\alpha^a \phi} |0\rangle \) and \( |\psi_{\text{BCS}}^b\rangle = \mathcal{N}_0^b e^{i\beta^b \phi} |0\rangle \). The predicted Gaussian collapse of these order parameters thus implies a Gaussian decay of the correlation function.

B. Blurring time beyond mean field approximation

1. Collapse of the order parameter beyond the mean field approximation

Now that we have given our symmetry breaking description of phase dynamics a precise meaning, we wish to generalize it beyond the mean field approximation. To this end we introduce the state \( |\psi\rangle \):
\[
|\psi\rangle = \sum_N c_N |\psi_0(N)\rangle
\] (147)
where \( |\psi_0(N)\rangle \) is the \textit{exact ground state} with exactly \( N \) particles, and \( c_N \) are coefficients of a distribution peaked around \( N \). The state (147) differs from the BCS ground state insofar as the projection of the BCS state of (3) onto the subspace with \( N \) particles is not the exact ground state for that particle number. The state \( |\psi\rangle \) leads to a non zero order parameter:
\[
\Psi = \langle \psi | \hat{\psi}_1 \hat{\psi}_1 | \psi \rangle \neq 0
\] (148)
that we will show to undergo a collapse using minimal approximations.

During the time evolution, each eigenstate \( |\psi_0(N)\rangle \) in (147) acquires a phase factor involving its energy \( E_0(N) \) in the canonical ensemble, that we expand around \( \bar{N} = N \):
\[
E_0(N) - \mu N = E_0(\bar{N}) - \mu \bar{N} + \frac{1}{2} (N - \bar{N})^2 \langle \mu N \rangle_{\bar{N}} \frac{d\mu}{dN}(N = \bar{N}) + \ldots
\] (149)
For the time evolution of the order parameter this implies
\[
\Psi(t) = e^{2i\bar{\Psi}(-\mu + \frac{1}{2} \lambda \mu)^2} \sum_N \exp \left[ -2it \frac{\lambda}{2} (N - \bar{N}) \frac{d\mu}{dN} \right] 
\times \langle \psi_0(N - 2) | \hat{\psi}_1 \hat{\psi}_1 | \psi_0(N) \rangle c_N c_{N-2}
\] (150)
Assuming a weak dependence of the matrix element on \( N \):
\[
\langle \psi_0(N - 2) | \hat{\psi}_1 \hat{\psi}_1 | \psi_0(N) \rangle \simeq \langle \psi_0(\bar{N} - 2) | \hat{\psi}_1 \hat{\psi}_1 | \psi_0(\bar{N}) \rangle
\simeq \Psi(t = 0)
\] (151)
and changing the sum into an integral for a Gaussian distribution of \( c_N \) of width \( \sqrt{\text{Var} \bar{N}} \), one obtains the expected collapse
\[
\Psi(t) = \Psi(0) \exp \left\{ -2 \bar{\Psi} \frac{\lambda}{2} \frac{d\mu}{dN} \bar{N}^2 \frac{t^2}{h} \right\}
\] (152)
From (152), we recover the expression of the blurring time \( t_{bd} \) of (50), except that now the \textit{exact chemical potential} and the \textit{physical variance} of the particle number enter.
2. Generalization of the adiabatic phase and its dynamics

We now generalize the adiabatic phase and show that its dynamics can be formally derived beyond the linearized dynamics of Sec. II.

a. Generalized adiabatic phase

We define the generalized adiabatic phase $\hat{Q}$ as a generator of translations of the exact ground states:

$$e^{i\delta N \hat{Q}}|\psi_0(N)\rangle = |\psi_0(N-2\delta N)\rangle$$

(153)

Using this definition, we can calculate the commutators:

$$e^{-i\hat{Q}t}|\psi_0(N)\rangle = \sum_N [E_0(N-2) - E_0(N)]|\psi_0(N)\rangle\langle \psi_0(N)|$$

(154)

and

$$e^{-i\hat{Q}t}\hat{P}|\psi_0(N)\rangle = \left(-2\mu(N)\right)^P$$

(155)

one can show that formally

$$e^{i\hat{Q}t} = e^{i\hat{Q}(0)}e^{-2\mu(N)\frac{t}{\hbar}}$$

(156)

A more convenient expression can be obtained at short times, writing $\hat{Q}(t) = \hat{Q}(0) + \hat{Q}(t) - \hat{Q}(0)$ and treating $\hat{Q}(t) - \hat{Q}(0)$ as an infinitesimal $\delta$:

$$\dot{\hat{Q}}(t) - \dot{\hat{Q}}(0) \simeq -2\mu(N)\frac{\dot{t}}{\hbar}$$

(157)

whose variance predicts a $t^2$ ballistic spreading of the phase change during $t$, that reproduces (155) for small relative fluctuations of the total atom number. Another application of (155) is that, in the case of negligible initial fluctuations in the phase operator $\hat{Q}$ around zero,

$$\langle e^{i\hat{Q}(t)} \rangle \simeq \langle e^{-2\mu(N)\frac{t}{\hbar}} \rangle$$

(158)

that reproduces the Gaussian decay of (152) for weak relative fluctuations of $N$.

V. HINTS FOR AN EXPERIMENT

To conclude this work, we propose an experimental situation in which one could observe, for any value of the interaction strength, the phase dynamics that we have described. The first step is to prepare an ideal gas of bosonic dimers in a trap (see Fig. 5). In the middle of this trap we adiabatically raise a barrier that splits it into two wells $a$ and $b$ (see Fig. 6). Such a splitting was achieved experimentally in [52]. During this stage, the tunneling link and the adiabatic variation of the trapping potential ensure that the gas remains in its ground state:

$$|\psi\rangle = \frac{1}{\sqrt{(N/2)!}} \left( \hat{a}^\dagger + \hat{b}^\dagger \right)^{N/2}|0\rangle$$

(159)

$$= \sum_{n_a=0}^{N/2} c_{n_a} |n_a : \phi_a; N/2 - n_a : \phi_b\rangle$$

(160)

where $c_{n_a} = \frac{1}{\sqrt{2^{N/2} n_a!}} (N/2)^{1/2}$, $\phi_a(b)$ is the condensate wave function in the $a/b$ well, $n_a$ is the number of bosonic dimers in the $a$ well, and $N$ is the total number of fermions in the two wells.

We then cut the link between the two wells so that they form isolated but entangled systems. We tune the scattering length to reach the region of the BEC-BCS crossover we wish to study. The evolution is slow enough so that the state $|n_a : \phi_a; N/2 - n_a : \phi_b\rangle$ evolves to a state $|\psi_a^0(2n_a); \psi_b^0(N-2n_a)\rangle$ with $2n_a$ fermions $(N-2n_a)$ fermions in the ground state of the $a$ $(b)$ well:

$$|\psi\rangle = \sum_{n_a=0}^{N/2} c_{n_a} |\psi_a^0(2n_a); \psi_b^0(N-2n_a)\rangle$$

(161)

but fast enough so that phase dynamics during this stage can be neglected. We then let the the state (161) evolve from 0 to $t$.

Finally, we measure the left-right equal time correlation function

$$C_{ab}(t) = \langle \hat{\psi}_a^\dagger(r_b, t) \hat{\psi}_a(r_b, t) \hat{\psi}_b^\dagger(r_a, t) \hat{\psi}_b(r_a, t) \rangle$$

Following the steps of the derivation of the previous section (Sec. IV B 2), and writing with a subscript $a(b)$ the operators acting on the $a(b)$ well, we predict

$$C_{ab}(t) = C_{ab}(0) \exp \left[ -\frac{2t^2}{\hbar^2} \left( \frac{d\mu}{dN} \right)^2 \Var\left( \hat{N}_a - \hat{N}_b \right) \right]$$

(162)
where the second equality assumes the quadratic expansion of the energy around the mean atom numbers for equal chemical potential in the two wells.

Direct measurement of pair correlation functions using noise correlations in time-of-flight images has been proposed in [33, 34, 58, 59]. Experimental results in that direction have been obtained for fermions in [31, 32]. An alternative possibility is to ramp the interactions back to the BEC side before the measurement. The pair correlation functions should behave as bosonic one-body correlation functions whose measurement was already achieved.

VI. CONCLUSION

By linearization of the equations of motion around the BCS ground state for an interacting spin 1/2 Fermi gas, both in a time-dependent Bogoliubov-de Gennes approach and in the RPA approach, we microscopically derived the existence of and we gave the explicit expressions for a zero-energy mode and an anomalous mode, associated to infinitesimal generators of the translation of the phase and of the adiabatic translation of the number of particles, respectively. Projection of the quantum state operator in time is consistent with what is known for bosons. We predict a coherence time of the order parameter depending of the derivative of the chemical potential of the gas with respect to the atom number, and on the variance of that atom number. In the thermodynamic limit, with a variance scaling as \( \sqrt{N} \), we can be deduced from the expression.
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Appendix A: Relation between the linearized time-dependent Bogoliubov-de Gennes and the RPA equations

1. Time-dependent Bogoliubov-de Gennes equations

From the expression \( (12) \) it is apparent that the derivative of the energy with respect to \( V_k^{\ast} \) can be deduced from the derivatives of the density and order parameter.

\[
\begin{align*}
\frac{\partial \rho_1}{\partial V_k} &= \frac{V_k^{\ast}}{L^3} \\
\frac{\partial \Delta}{\partial V_k} &= -\frac{g_0}{L^3} \left( U_k - \frac{|V_k|^2}{2U_k} \right) \\
\frac{\partial \Delta^*}{\partial V_k} &= \frac{g_0}{L^3} \left( V_k^{\ast} \right)^2 \\
\frac{\partial \rho_1}{\partial \rho_1} &= \frac{V_k^{\ast}}{L^3} \\
\frac{\partial \rho_1}{\partial \Delta} &= -\frac{g_0}{L^3} \left( U_k - \frac{|V_k|^2}{2U_k} \right) \\
\frac{\partial \rho_1}{\partial \Delta^*} &= \frac{g_0}{L^3} \left( V_k^{\ast} \right)^2
\end{align*}
\]

where we used \( (8) \), \( (9) \) and \( (13) \). We then obtain

\[
-i\hbar \frac{d}{dt} V_k^{\ast} = \frac{\partial E}{\partial V_k} = 2 \left( \frac{\hbar^2 k^2}{2m} - \mu + g_0 \rho_1 \right) V_k^{\ast} - \Delta^* U_k + \frac{V_k^{\ast}}{2U_k} (V_k \Delta^* + V_k^{\ast} \Delta)
\]

By linearizing around the BCS ground state value \( V_0 \), we obtain

\[
\begin{align*}
-i\hbar \frac{d}{dt} \delta V_k^{\ast} &= \frac{\partial E}{\partial V_k} \approx \left( 2 \xi_k \frac{\Delta_0 V_0}{U_0} \right) \delta V_k^{\ast} + \frac{\Delta_0 V_0}{U_0} \left( 1 + \frac{V_0^2}{2U_0^2} \right) \left( \delta V_k^{\ast} + \delta V_k \right) \\
&+ 2g_0 V_k^{\ast} \delta \rho_1 - U_0 \delta \Delta^* + \frac{V_0^2}{2U_0^2} \left( \delta \Delta + \delta \Delta^* \right)
\end{align*}
\]

where \( \delta \rho_1 \) and \( \delta \Delta \) are obtained by linearizing \( (9) \) and \( (13) \).

\[
\begin{align*}
\delta \rho_1 &= \frac{1}{L^3} \sum_q V_q^{\ast} \left( \delta V_q + \delta V_q^{\ast} \right) \\
\delta \Delta &= \frac{g_0}{L^3} \sum_q \left( \left( U_q^{\ast} - \frac{V_q^{\ast} V_q}{2U_q} \right) \delta V_q - \frac{V_q^{\ast} V_q}{2U_q} \delta V_q^{\ast} \right)
\end{align*}
\]

Referring to the notations in \( (25) \), we finally obtain

\[
\begin{align*}
A_{kq} &= \delta_{kq} \left\{ 2 \xi_k + \frac{\Delta_0 V_0}{U_0} \left( 1 + \frac{V_0^2}{2U_0^2} \right) \right\} \\
&+ \frac{g_0}{L^3} \left[ 2 \left( U_q^{\ast} V_q^{\ast} + V_q^{\ast} V_q \right) + \frac{V_q^{\ast} V_q}{2U_q^2} \right]
\end{align*}
\]
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where we have neglected the mean field contribution $g_0 d \rho_\uparrow / d \mu$ in the $b \to 0$ limit and used the relation (D7). Expressing $d \mu / d N$ in terms of $X$ and $\Theta$ from (A9), we obtain

\[
\text{Var}(\hat{Q}(0)) = \frac{1}{(X^2 + \Theta^2)^2} \left[ (\Theta^2 - X^2) \sum_k \frac{\Delta_0^4}{\epsilon_k} + X^2 \sum_k \frac{\Delta_0^4}{\epsilon_k} \right] + 2X\Theta \sum_k \frac{\Delta_0^4 \xi_k}{\epsilon_k} \tag{C2}
\]
Appendix D: Details on the computation of $\frac{d}{dt}\hat{\theta}_0$

Taking the temporal derivative of (112) and replacing $\frac{d}{dt}\hat{\theta}_k$ by its RPA expression leads to

$$\frac{d}{dt}\hat{\theta}_0 = -\frac{1}{2\hbar N_0} \left[ \sum_k \left( \epsilon_k + \frac{g_0}{2L^3} \Sigma_1 + \frac{g_0 \xi_k}{2L^7} \Sigma_2 \right) \hat{m}_k \right]$$

$$- \sum_k \frac{\Delta_0}{2\epsilon_k} \hat{S}_k$$

(D1)

where

$$\Sigma_1 = \sum_k \frac{\Delta_0^2}{\epsilon_k^2} = \text{Var} \hat{N}$$

(D2)

$$\Sigma_2 = \sum_k \frac{\xi_k}{\epsilon_k^2}$$

(D3)

$\Sigma_1$ tends to a finite value in the limit of zero lattice spacing, regardless of the system size. Consequently, its contribution in (D1) tends to zero:

$$\frac{g_0}{2L^3} \Sigma_1 \to 0.$$  (D4)

$\Sigma_2$ does not converge in the limit of zero lattice spacing, but using the gap equation (111) we can rewrite it as

$$\Sigma_2 = -\frac{2L^3}{g_0} + \Sigma_3$$

(D5)

where $\Sigma_3 = \sum_k \frac{\Delta_0^2}{\epsilon_k^2} \xi_k$ converges since $|\Sigma_3| \leq \frac{N}{2\hbar^2 \epsilon_0}$. As a consequence

$$\frac{g_0}{2L^3} \Sigma_2 \to -1$$

(D6)

and hence the value of the limit of $d\hat{\theta}_0/dt$ given in (118).
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This last remark raises the question of the validity of equation (109). From the alleged unitarity of \( e^{-i\theta_0} \), one expects

\[
\hat{\alpha}_0 \frac{1}{N_0} \hat{\alpha}_0^\dagger = \frac{1}{\sqrt{N_0}} \hat{\alpha}_0^\dagger \hat{\alpha}_0 \frac{1}{\sqrt{N_0}} = 1
\]

While the second equality is obvious, to obtain the first one, one can use the relation

\[
\left( 1 + \frac{1}{N_0} [\hat{\alpha}_0, \hat{\alpha}_0^\dagger] \right) \hat{\alpha}_0 \frac{1}{N_0} \hat{\alpha}_0^\dagger = \left( 1 + \frac{1}{N_0} [\hat{\alpha}_0, \hat{\alpha}_0^\dagger] \right)
\]

that can be checked by straightforward expansion of the commutators. In a small neighborhood of the BCS ground state, one can show that \( [\hat{\alpha}_0, \hat{\alpha}_0^\dagger] = O(1) \), so that in the large \( N_0 \) limit the operator in parenthesis is invertible and can be simplified.

Note that to be consistent with our previous notations, the zero energy mode and the anomalous mode we introduce here differ from the ones of [23] by a factor \( \sqrt{N} \) respectively.

The non-commutation of \( \hat{Q}(t) - \hat{Q}(0) \) with \( \hat{Q}(0) \) introduces a fuzziness on \( \hat{Q} \) in the right-hand side of (157) at most of order unity and negligible for large particle numbers.