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ABSTRACT: We have quantum chemically investigated how solvation influences the competition between the $S_N2$ and E2 pathways of the model $F^- + C_2H_5Cl$ reaction. The system is solvated in a stepwise manner by going from the gas phase, then via microsolvation of one to three explicit solvent molecules, then last to bulk solvation using relativistic density functional theory at (COSMO)-ZORA-OLYP/QZ4P. We explain how and why the mechanistic pathway of the system shifts from E2 in the gas phase to $S_N2$ upon strong solvation of the Lewis base (i.e., nucleophile/protophile). The E2 pathway is preferred under weak solvation of the system by dichloromethane, whereas a switch in reactivity from E2 to $S_N2$ is observed under strong solvation by water. Our activation strain and Kohn–Sham molecular orbital analyses reveal that solvation of the Lewis base has a significant impact on the strength of the Lewis base. We show how strong solvation furnishes a weaker Lewis base that is unable to overcome the high characteristic distortivity associated with the E2 pathway, and thus the $S_N2$ pathway becomes viable.

INTRODUCTION

One of the fundamental challenges in chemistry is the rational design of chemical reactions. Understanding the processes that control reactivity in chemistry paves the way for the tailor-made design of reactions and can open up avenues to discover new chemistry. Two elementary reactions in organic chemistry that are used in many synthetic routes are the bimolecular nucleophilic substitution ($S_N2$) and base-induced bimolecular elimination (E2) reactions. In principle, these reactions are always in competition (Scheme 1). This intrinsic competition requires active tuning of the reactivity of the system toward the desired pathway to avoid unwanted side reactions, which can hamper the use of these reactions in synthetic endeavors. The competition between $S_N2$ and E2 has been experimentally and computationally extensively studied, and valuable insights have emerged from these studies.

In general, strong Lewis bases (e.g., $F^-$, $HO^-$) will follow an E2 pathway (i.e., protophilic attack) because the strong acid–base-like interaction with the substrate can overcome the highly destabilizing characteristic distortivity that intrinsically accompanies the E2 reaction. The characteristic distortivity is always more destabilizing for the more distortive E2 pathway compared to $S_N2$ as a result of the two bonds that are being broken during this pathway ($C^\alpha$–Y and $C^\beta$–H), while for the latter, only one bond is being broken ($C^\alpha$–Y). In contrast, weak Lewis bases (e.g., $\Gamma^-$, $HS^-$) are, due to their weak acid–base-like interaction with the substrate, unable to overcome the characteristic distortivity of the E2 pathway and prefer the less distortive $S_N2$ reaction (i.e., nucleophilic attack). In contrast, the nature of the leaving group generally affects both reaction pathways in a similar fashion, in which good leaving groups result in high reactivity for both the $S_N2$ and E2 pathways, and poor leaving groups cause a low reactivity for both reaction pathways.

In all, the strength of the Lewis base is decisive on whether it will react as either a nucleophile ($S_N2$ reaction) or protophile (E2 reaction), and has a vital role in the $S_N2$/E2 competition. Solvation can have a dramatic impact on the Lewis base strength, and, in turn, the $S_N2$/E2 competition. Nonetheless, limited quantitative data are available regarding the exact underlying mechanism of the effect of solvation. With the aim to eclipse these phenomenological observations, we now reexamine and provide concrete quantitative insights into the solvent effects, and their underlying mechanism, on the $S_N2$/E2 competition.

Herein, we have quantum chemically investigated how exactly solvation influences the competition between $S_N2$ and E2 pathways in the $F^- + C_2H_5Cl$ model reaction system, by going stepwise from the gas phase, via different extents of microsolvation (1–3 solvent molecules $H_2O$ or $CH_2Cl_2$) to bulk solvation (simulated with COSMO), using relativistic...
density functional theory at ZORA-OLYP/QZ4P (Scheme 1). We selected dichloromethane (ε = 9, nonpolar aprotic) and water (ε = 78, polar protic) as solvents because they represent realistic extremes of solvent polarity, and are often used in experimental reactions and studies. The activation strain model (ASM)\(^6\) and Kohn–Sham molecular orbital (KS-MO)\(^6\) theory in combination with the matching energy decomposition analysis (EDA)\(^6b,c\) were used to provide quantitative insight into the effect of solvation on the S\(_{n}\)/E2 preference. This methodological approach enables the investigation of the potential energy surface and the activation barrier by decomposing the system’s total energy into chemically intuitive terms, proving to be valuable for understanding chemical reactivity.\(^3h,7\)

**RESULTS AND DISCUSSION**

Table 1 and Figure 1 summarize the computed reaction profiles with the energies relative to the separate reactants (reactivity trends are consistent for ΔE and ΔG; see SI Table S1) and structural data of the S\(_{n}\) and E2 reactions of S\(_{n}\)−F\(^−\) + C\(_2\)H\(_5\)Cl (see Table S2 for additional data). In our following detailed analysis, we transition in a stepwise manner from the gas phase to microsolvation then to bulk solvation. In general, the reactions proceed via a reactant complex (RC), and a transition state (TS), toward a product complex (PC), which can eventually dissociate into the products (P). Analyzing the reaction profiles, several apparent trends emerge. First of all, the reactant complexes (RC), formed upon the interaction between the Lewis base and the substrate, systematically become less stabilized when increasing the number of explicit solvent molecules interacting with the Lewis base F\(^−\) (i.e., increasing the solvation strength).\(^{6c}\) In other words, the Lewis base–substrate reactant complexes are destabilized relative to the separate reactants of the reaction (i.e., S\(_{n}\)−F\(^−\) + C\(_2\)H\(_5\)Cl) as solvation is increased. This observation is regardless of the nature of the solvent. When going to bulk solvation, simulated with COSMO, these stationary points are no longer stable. This is the result of the increasingly stronger interaction between the solvent and the Lewis base, which weakens the Lewis base–substrate interaction until the point it is unbound.

Table 1. Energies Relative to Reactants (in kcal mol\(^{−1}\)) of the Stationary Points of the S\(_{n}\) and E2 Reactions of S\(_{n}\)−F\(^−\) + C\(_2\)H\(_5\)Cl along the PES, in which S = CH\(_2\)Cl\(_2\) and H\(_2\)O, and n = 0−3

| S\(_{n}\)−F\(^−\) | RC | S\(_{n}\)-TS | E2-TS | S\(_{n}\)-PC | E2-PC | S\(_{n}\)-P | E2-P |
|----------------|----|-------------|-------|-------------|-------|-----------|-------|
| F\(^−\)         | −20.6 | −14.9 | −20.5 | −44.7 | −48.8 | −37.5 | −46.2 |
| (CH\(_2\)Cl\(_2\))−F\(^−\) | −10.0 | 1.6 | −1.9 | −26.8 | −29.3 | −20.9 | −8.0 |
| (CH\(_2\)Cl\(_2\))−F\(^−\) | −7.4 | 9.0 | 7.0 | b | −21.4 | −15.2 | −2.3 |
| (CH\(_2\)Cl\(_2\))−F\(^−\) | −3.4 | 15.4 | 13.6 | b | b | −12.1 | 0.9 |
| COSMO(CH\(_2\)Cl\(_2\))−F\(^−\) | b | 19.9 | 18.4 | b | b | −13.5 | −3.0 |
| COSMO(CH\(_2\)Cl\(_2\))−(CH\(_2\)Cl\(_2\))−F\(^−\) | b | 21.1 | 19.3 | b | b | −8.4 | 1.9 |
| (H\(_2\)O)−F\(^−\) | −11.3 | 0.1 | −3.0 | −20.2 | −29.3 | −20.9 | −8.0 |
| (H\(_2\)O)−F\(^−\) | −8.7 | 9.0 | 8.4 | −18.4 | −19.6 | −13.1 | −0.2 |
| (H\(_2\)O)−F\(^−\) | −6.9 | 16.4 | 18.0 | b | −13.0 | −8.5 | 4.4 |
| COSMO(H\(_2\)O)−F\(^−\) | b | 23.1 | 22.4 | b | b | −11.1 | −0.8 |
| COSMO(H\(_2\)O)−(H\(_2\)O)−F\(^−\) | b | 26.7 | 28.1 | b | b | −4.3 | 6.0 |

aElectron energies computed at ZORA-OLYP/QZ4P or COSMO-ZORA-OLYP/QZ4P. bNonexistent: Stationary point is not stable.

**Figure 1.** Transition state structures with key bond lengths (in Å) for the S\(_{n}\) and E2 reactions of F\(^−\), (CH\(_2\)Cl\(_2\))−F\(^−\), and (H\(_2\)O)−−F\(^−\) + C\(_2\)H\(_5\)Cl. Computed at ZORA-OLYP/QZ4P. Atom colors: carbon (gray), hydrogen (white), fluorine (green), chlorine (cyan), and oxygen (red).
In parallel, the reaction barriers, for both the $S_n2$ and $E2$, also systematically rise along with this series, however, to a more significant degree. The reaction barriers rise more rapidly when increasing the number of explicit solvent molecules coordinating with the Lewis base $F^-$, for the $E2$ than for the $S_n2$ reaction pathway. This can be found for both solvents, while more pronounced in the systems with water compared to dichloromethane. For example, along $F^-$, $(H_2O)\cdots F^-$, $(H_2O)_2\cdots F^-$, $(H_2O)_3\cdots F^-$, the reaction barrier for $S_n2$ moderately increases from $-14.9$, to $+0.1$, to $+9.0$, to $+16.4 \text{ kcal mol}^{-1}$, respectively, whereas the $E2$ barrier rises more steeply from $-20.5$, to $-3.0$, to $+8.4$, to $+18.0 \text{ kcal mol}^{-1}$ (i.e., $\Delta \Delta E^\ddagger = +5.6$, $+3.1$, $+0.6$, $-1.6 \text{ kcal mol}^{-1}$ for $S_n2$ relative to $E2$). This ultimately causes the mechanistic preference to switch from $E2$ to $S_n2$ in water. For the systems in dichloromethane, this trend is also present; however, it is not sufficiently strong to induce a switch from $E2$ to $S_n2$ along $F^-$, $(CH_2Cl_2)\cdots F^-$, $(CH_2Cl_2)_2\cdots F^-$, $(CH_2Cl_2)_3\cdots F^-$ (i.e., $\Delta \Delta E^\ddagger = +5.6$, $+3.5$, $+2.0$, $+1.8 \text{ kcal mol}^{-1}$ for $S_n2$ relative to $E2$).

Next, when going from microsolvation to bulk solvation by using COSMO, i.e., COSMO$(H_2O)-(H_2O)_3\cdots F^-$ and COSMO$(CH_2Cl_2)-(CH_2Cl_2)_3\cdots F^-$, the reaction barriers of both the $S_n2$ and $E2$ pathway rise further. Bulk solvation in COSMO without any microsolvation results in slightly lower barriers than the systems with microsolvation in combination with COSMO. Again, also for COSMO-only solvation, the barrier for $E2$ increases more rapidly than that for $S_n2$. That solvation by only COSMO, which does not account for covalent solute–solvent interactions (vide infra), is not able to fully induce the mechanistic switch from $E2$ to $S_n2$ as discussed for the microsolvation. Similar to the situation with microsolvation, bulk solvation in water (i.e., strong solvation) leads to a larger shift in the $S_n2/E2$ competition than bulk solvation in dichloromethane (i.e., weak solvation). Thus, every form of solvation erodes the intrinsic $E2$ preference of the system; however, the extent to which it does so strongly depends on the solvation strength. Altogether, if no competing $E2$ channel exists then solvation always leads to a weaker nucleophile. This is the “intrinsıc nucleophilicity”, which systematically decreases when increasing the solvation strength. However, we also previously showed that if a competing $E2$ pathway exists, this is slowed more, going to a weaker Lewis base, than $S_n2$. This is the “apparent nucleophilicity”, in which weaker Lewis bases or, in the context of solvation, more strongly solvated Lewis bases, prefer an $S_n2$ mechanism (vide infra).

To gain quantitative insight into the effect of solvation on the Lewis base, we turned to the activation strain model (ASM) of reactivity. The ASM decomposes the electronic energy ($\Delta E$) into two distinct energy terms, namely, the strain energy ($\Delta E_{\text{strain}}$) and the interaction energy ($\Delta E_{\text{int}}$).

The strain energy results from the required deformation of the individual reactants, and the interaction energy consists of all mutual interactions between the deformed reactants along the intrinsic reaction coordinate (IRC) which we project in the resulting activation strain diagrams (ASD) onto the $C^\alpha\cdots Cl$ leaving-group bond distance. In the ASD of Figure 2a, we show the $S_n2$ reaction of $S\cdots F^- + CH_3Cl$ in the gas phase, i.e., bare $F^-$, and with $F^-$ microsolvated by three $H_2O$ molecules, i.e., $(H_2O)_3\cdots F^-$, as representative systems. Note that the ASM/EDA results of all systems (i.e., $S = H_2O$ and $CH_2Cl_2$, and $n = 0\cdots3$) of both the $S_n2$ and $E2$ reaction provided in Figure S1 exhibit the same characteristics (see Tables S3 and S4 for the

![Figure 2](https://doi.org/10.1021/acs.joc.1c02354)

Figure 2. (a) Activation strain analysis and (b) energy decomposition analysis of the $S_n2$ reactions between $S\cdots F^-$ ($S =$ none, $n = 0$, red; $S = \text{water}, n = 3$, black) + $CH_3Cl$, along the IRC projected on the $C^\alpha\cdots Cl$ bond stretch. (c) Schematic molecular orbital diagram of the most important $\text{HOMO}_{S\cdots F^-}\cdots \text{LUMO}_{C^\alpha\cdots Cl}$ orbital interaction. Computed at ZORA-OLYP/QZ4P.
ASM/EDA data on consistent geometries extracted from the IRC). As found in Table 1, we observe that the reaction barriers always rise by the microsolvation of Lewis base F\(^-\). This trend in reactivity is traced back to a less stabilizing interaction energy between the Lewis base and the substrate (i.e., C\(_2\)H\(_5\)Cl) for systems in which the Lewis base is microsolvated. The magnitude of this effect depends on the nature and amount of the solvent molecules, i.e., the solvation strength. Increasing the number of solvent molecules coordinating to the Lewis base results in a systemic decrease in stabilizing interaction energy (see Figure S1 and Table S2).

In contrast, solvation of the leaving group will lead to a less destabilizing strain energy for the more strongly solvated systems, which can directly be related to the donor–acceptor interaction between the leaving group and the solvent. This stabilizes the evolving negative charge localizing on the leaving group. Therefore, we arrive at a higher reaction barrier (see Table S5).

To understand the less stabilizing interaction energy of the solvated Lewis base with the substrate, we employ an energy decomposition analysis (EDA). Our canonical EDA decomposes the \(\Delta E_{\text{int}}\) between the deformed reactants into the following three chemically intuitive energy terms: steric (Pauli) repulsion (\(\Delta E_{\text{Pauli}}\)), classical electrostatic interactions (\(\Delta V_{\text{elstat}}\)), and orbital interaction (\(\Delta E_{\text{oi}}\)). Herein, \(\Delta E_{\text{Pauli}}\) includes the destabilizing interaction between the occupied orbitals of the reactants, due to the Pauli exclusion principle, and is a measure for steric repulsion. The \(\Delta V_{\text{elstat}}\) is the electrostatic interaction between the unperturbed charge distributions of the (deformed) reactants. The orbital interaction energy, \(\Delta E_{\text{oi}}\), accounts for, among others, charge transfer between the reactants, such as HOMO–LUMO interactions.

We find that both the electrostatic attraction and, even more so, the orbital interactions are significantly less stabilizing for (H\(_2\)O)\(_3\)···F\(^-\) than F\(^-\) reacting with C\(_2\)H\(_5\)Cl (Figure 2b). The less stabilizing orbital interaction between (H\(_2\)O)\(_3\)···F\(^-\) and C\(_2\)H\(_5\)Cl can be ascribed to the difference in the orbital energies of their interacting lone pair HOMOs. As shown in Figure 2c, the HOMO of (H\(_2\)O)\(_3\)···F\(^-\) is lower (i.e., more stable) than that of bare F\(^-\). This makes (H\(_2\)O)\(_3\)···F\(^-\) a weaker Lewis base which hence engages in a weaker HOMO–LUMO interaction with the substrate. As a consequence, the TS is less stable, and therefore, we arrive at a higher reaction barrier (see Table S5 for more data on the key occupied orbitals of the Lewis base—solvant complexes). This working mechanism is also operational when going from microsolvation to bulk solvation, in which COSMO also stabilizes the HOMO of the Lewis base resulting in a weaker HOMO–LUMO interaction with the substrate (vide infra).

Next, we turn to the ASM analysis of the S\(_2\) and E2 reactions of (CH\(_2\)Cl)\(_2\)···F\(^-\) + C\(_2\)H\(_5\)Cl and (H\(_2\)O)\(_3\)···F\(^-\) + C\(_2\)H\(_5\)Cl, where (CH\(_2\)Cl)\(_2\)···F\(^-\) still favors the E2 mechanism while (H\(_2\)O)\(_3\)···F\(^-\) prefers the S\(_2\) pathway (Table 1). In the previous section, we established that solvation reduces the basicity of the Lewis base. But how does this affect the competition between S\(_2\) and E2? By applying the ASM, we find a switch from the preferential E2 to S\(_2\) reactivity if one goes from weak solvation in the case of (CH\(_2\)Cl)\(_2\)···F\(^-\) to strong solvation in the case of (H\(_2\)O)\(_3\)···F\(^-\), i.e., going from an effectively stronger to an effectively weaker Lewis base (see also Table 1). This mechanistic switch is the direct result of the weaker interaction between the Lewis base and the substrate for (H\(_2\)O)\(_3\)···F\(^-\) compared to (CH\(_2\)Cl)\(_2\)···F\(^-\) (Figure 3a and 3b). The weaker interaction of (H\(_2\)O)\(_3\)···F\(^-\) cannot anymore overcome the higher characteristic activation strain for the more distortive E2 reaction, and therefore, the reaction follows...
the less distortive $S_{\delta1}$ pathway. This effect is best observed in the ASDs in Figure 3a and 3b, after the TS: the strain curves of both systems are almost superimposed, while the interaction energies for $(\text{H}_2\text{O})_n\cdots\text{F}^-$ is significantly less stabilizing.

The origin of the less stabilizing interaction energy upon microsolvation is again traced back to the more stabilized HOMO (i.e., lower energy HOMO) of the Lewis base (Figure 3c). The low-energy HOMO of $(\text{H}_2\text{O})_n\cdots\text{F}^-$ engages in a less stabilizing HOMO–LUMO interaction with the substrate which results in a less stabilizing interaction energy. The weakening in the Lewis base–substrate interaction is more disadvantageous for the highly distortive E2 pathway (2 bonds breaking in the substrate) than for the less distortive $S_{\delta2}$ pathway (only 1 bond breaking in the substrate). Again, this also holds when going from microsolvation to bulk solvation. Altogether, our analyses thus show that the stronger a solvent interacts with the Lewis base the higher the tendency to switch from protophilic attack (E2) to nucleophilic attack ($S_{\delta2}$).

Finally, we wish to understand how solvation of the Lewis base lowers its HOMO energy and, therefore, causes the aforementioned weakening in the HOMO–LUMO interaction with the substrate and the concomitant rise in barriers and reduced preference from E2 (in dichloromethane) or even switch to $S_{\delta2}$ (in water). In order to rationalize this, we investigated the strength and nature of the interaction between the Lewis base and the solvent. The total complexation energy between the Lewis base and the solvent becomes more stabilizing when the number of solvent molecules increases. This trend is exclusively determined by the interaction energy between the Lewis base and the solvent (see Table S6). This is the case for both solvents but more pronouncedly so for water than for dichloromethane. For example, along $(\text{CH}_2\text{Cl}_2)_n\cdots\text{F}^-$, $(\text{CH}_2\text{Cl}_2)_n\cdots\text{F}^-$, $(\text{CH}_2\text{Cl}_2)_n\cdots\text{F}^-$, the interaction energy moderately becomes more stabilizing from $-28.1$ kcal/mol, to $-42.2$, to $-52.4$ kcal/mol, respectively, whereas the corresponding systems with water decrease more steeply from $-29.0$, to $-47.5$, to $-61.7$ kcal/mol (see Table S5).

Both the orbital interaction and, even more so, the electrostatic interaction play an important role in the complexation energy (i.e., strength of the Lewis base–solvent interaction), and become more stabilizing along with the stepwise introduction of solvent molecules. The electrostatic attraction is mainly the result of the partially positively charged H-atom of the polarized $Y\cdots\text{H}^+$ bond of the solvent molecule ($Y = \text{O, C}$ for water and dichloromethane, respectively) being coordinated toward the anionic Lewis base $\text{F}^-$ resulting in favorable interaction, i.e., $Y\cdots\text{H}^+$.”

![Figure 4](https://doi.org/10.1021/acs.joc.1c02354)
lone-pair orbital with the $\sigma^*$ (O–H or C–H) antibonding LUMO of the solvent molecules. This explains the saturation effect associated with the stepwise addition of the solvent molecules: each additional solvent molecule will interact with F$^-$ in a less stabilizing manner than the previously added solvent molecule (vide supra, also see Table S3). The reason is that the F$^-$ HOMO is stabilized upon coordination of a solvent molecule and, thus, becomes a less capable electron-donating orbital for the HOMO–LUMO interaction with the next solvent molecule. Also, the electrostatic interaction with the next solvent molecule effectively levels off as the charge of F$^-$ decreases upon coordination of each solvent molecule.

To interrogate the role of the stabilizing HOMO$_{\text{Lewis base}}$–LUMO$_{\text{solvant donor–acceptor}}$ orbital interaction on the stability of the HOMO of the Lewis base–solvant complex, we performed an additional bonding analysis of the interaction between the Lewis base and the solvent complex in S$_{\text{micro}}$–F$^-$ where the empty acceptor orbitals on the solvent fragment were artificially removed (see Table S7). Indeed, in the absence of the unoccupied orbitals on the solvent, and thus without the stabilizing donor–acceptor interactions, the HOMO of the Lewis base–solvant complex is significantly less stabilized (i.e., less lowered in energy compared to bare F$^-$) by the solvent. This analysis confirms that by removing the unoccupied orbitals of the solvent, the Lewis base regains a significant amount of its original Lewis base strength. Hence, this charge transfer mechanism is indeed causing a part of the reduction of the Lewis base strength by the stabilization of the HOMO of the Lewis base (see Figure 4a). Taken altogether, the solvent can be viewed as a weak Lewis acid that interacts with the Lewis base and renders an overall weaker Lewis base as a result.

On removing the unoccupied orbitals of the solvent fragment, the HOMO of the Lewis base did not fully regain its original Lewis base strength of bare F$^-$ (see Table S6). This can be traced back to the positive external potential of the solvent, which, aside from the charge-transfer mechanism, also stabilizes the HOMO of the Lewis base (see Figure 4b). This is, as the electrostatic interactions, originating from the polarized Y$\delta^-$−H$\delta^+$ bonds of the solvent introducing an apparent positive potential. This general phenomenon is observed for many other chemical systems, in which a (partial) positive charge will pull down the molecular orbitals (i.e., stabilize), in contrast, a (partial) negative charge will push up the orbitals (i.e., destabilize). Importantly, without the charge-transfer mechanism, the HOMO of the F$^-$ solvated by water is still significantly more stabilized than by dichloromethane (see Table S6), which can be directly related to the more stabilizing electrostatic interactions between water and F$^-$. This mechanism is also operational for the systems that are bulk solvated by only COSMO, which accounts for electrostatic interactions between the Lewis base and solvent. Thus, solvation of the Lewis base with water by COSMO also stabilizes the HOMO of Lewis base significantly more than with dichloromethane (see Table S6).

To ultimately understand why these Lewis base–solvant interactions (Figure 4a and 4b) result for water in strong solvation and for dichloromethane in weak solvation, we employed a canonical energy decomposition analysis as a function of the S$_{\text{micro}}$–F$^-$ distance. On the basis of the EDA results in Figure 4c, one would be tempted to conclude that dichloromethane (green) can engage in a more stabilizing interaction with the Lewis base than water (red) because, at a given bond distance, it goes with a significantly more stabilizing orbital interaction. However, dichloromethane is also sterically more demanding than water, and therefore experiences a significantly more destabilizing steric (Pauli) repulsion with the Lewis base. This results in a weaker overall interaction $\Delta E_{\text{int}}$ and more importantly, in a longer S$_{\text{micro}}$–F$^-$ equilibrium distance for dichloromethane than water, which in turn leads to substantially less stabilizing electrostatic and orbital interactions. As previously discussed, each additional solvent molecule interacts with a less stabilizing orbital and electrostatic interaction with F$^-$ than the previously added solvent molecule (Figure 4d). Importantly, however, each additional solvent molecule will engage in practically a similar destabilizing steric (Pauli) repulsion with the Lewis base, which pushes the solvent molecules increasingly further away from the Lewis base (Figure 4d and Figure S2 for data on the dichloromethane system). As expected, this effect is more apparent for the larger dichloromethane resulting in an overall weak solvation. The smaller water molecules can interact at a shorter distance, and thus, stronger with the Lewis base, enabling to significantly stabilize the HOMO of the Lewis base resulting in strong solvation. Bulk solvation by COSMO can mimic this effect by its larger effective solvent radius for dichloromethane (2.94 Å for CH$_2$Cl$_2$ versus 1.93 Å for H$_2$O), and thus a larger cavity for the solute in the continuum. These effects will be even more apparent progressing in the S$_{\text{micro}}$/E2 reaction, when also steric interactions between the solvent and the substrate will push the solvent molecules further away, which again will be more pronounced for the larger dichloromethane.

## CONCLUSIONS

Solvation raises all reaction barriers for our studied systems and shifts the mechanistic preference from E2 elimination toward S$_{\text{N2}}$ substitution, as we show in our relativistic DFT computations. This tendency already appears upon monosolvation, by water and dichloromethane, and continues along higher orders of microsolvation up to bulk solvation, as follows from our quantum chemical activation strain analyses for gas phase, microsolvated, and bulk-solvated model reactions of F$^-$ + C$_2$H$_5$Cl. If solvation is strong enough, e.g., for water, not for dichloromethane, the overall mechanistic preference indeed switches from E2 (intrinsically preferred for F$^-$ + C$_2$H$_5$Cl) to the S$_{\text{N2}}$ pathway (for the S$_{\text{N2}}$/E2 competition in the gas phase, see ref 3b).

Our activation strain and Kohn–Sham MO analyses reveal the causal physical mechanisms behind the above reactivity trends. Solvation stabilizes the HOMO of the Lewis base F$^-$ (i.e., lowers the HOMO) and, if modeled using discrete solvent molecules, it reduces the negative charge on the Lewis base through HOMO–LUMO interactions with the solvent. Thus, effectively, solvation reduces the basicity of the Lewis base F$^-$ and, consequently, it weakens the orbital and the electrostatic interactions with the substrate C$_2$H$_5$Cl in the S$_{\text{N2}}$/E2 reaction. Therefore, the TS is less stabilized and reaction barriers rise. This effect is more apparent for the E2 pathway which suffers extra from a high characteristic activation strain associated with the more distortive character of the E2 reaction (2 bonds are breaking in substrate) than the S$_{\text{N2}}$ pathway (only 1 bond is breaking). Thus, solvation pushes the mechanistic preference from E2 toward S$_{\text{N2}}$.

Finally, we have found that the biggest steps from the gas phase to solution phase behavior happen upon introducing the
The activation strain model (ASM) of chemical reactivity,\textsuperscript{5} also known as the distortion/interaction model,\textsuperscript{20} is a fragment-based approach in which the potential energy surface (PES) can be described with respect to, and understood in terms of the characteristics of, the reactants. It considers the rigidity of the reactants and to which extent they need to deform during the reaction, plus their capability to interact with each other as the reaction proceeds. With the help of this model, we decompose the gas phase total energy, \( \Delta E(\zeta) \), into the strain and interaction energy, \( \Delta E_{\text{strain}}(\zeta) \) and \( \Delta E_{\text{int}}(\zeta) \), respectively, and project these values onto the reaction coordinate \( \zeta \) (eq 1).

\[
\Delta E(\zeta) = \Delta E_{\text{strain}}(\zeta) + \Delta E_{\text{int}}(\zeta)
\]

In this equation, the strain energy, \( \Delta E_{\text{strain}}(\zeta) \), is the penalty that needs to be paid to deform the reactants from their equilibrium to the geometry they adopt during the reaction at the point \( \zeta \) of the reaction coordinate. On the other hand, the interaction energy, \( \Delta E_{\text{int}}(\zeta) \), accounts for all the chemical interactions that occur between these two deformed reactants along the reaction coordinate.

The interaction energy between the deformed reactants can be further analyzed in terms of quantitative Kohn–Sham molecular orbital (KS-MO)\textsuperscript{6a} theory together with a canonical energy decomposition analysis (EDA).\textsuperscript{6b,c} The EDA decomposes the \( \Delta E_{\text{int}}(\zeta) \) into the following three energy terms (eq 2):

\[
\Delta E_{\text{int}}(\zeta) = \Delta V_{\text{dstat}}(\zeta) + \Delta E_{\text{Pauli}}(\zeta) + \Delta E_{\text{oi}}(\zeta)
\]
competing E2 and SN2 reactions.
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