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Introduction

Chemical material development belongs to the fields chemical synthesis of raw materials and formulation of products like plastics, adhesives, coatings, composites, etc. The improvement of material behavior is based on a wide range of chemical structures fulfilling the conditions of the application.

Thus, various combinations of reactants or mixtures of chemical substances are possible.

High-throughput technology has been evolved from simple pipetting tasks for example in pharmaceutical research [1] to more complex workflows for material sample preparation and characterization [2]. This accelerated the research and development of new materials by automated repetitive cycles and allowed a deep analysis of the multi-dimensional experimental space based on variation of the raw material synthesis and formulation.

On the other hand, the large sample numbers challenge the human operator with the analysis by extracting complex relationships between all ingredients. Design of experiment (DoE) for planning samples within the experimental space and statistical techniques like analysis of variance (ANOVA) and polynomial regression are commonly used in such cases [3-4]. Nowadays, other modelling methods from the discipline computer science for simulation are rarely applied in material formulation.

Machine learning (ML) includes concepts known for their widespread use in technical applications such as picture recognition or social media but gained more and more attention in material science during the last decade [5]. These techniques allow a more sophisticated modelling of the experimental space reducing the number of samples in comparison to the commonly applied sampling strategies known in DoE with exponentially rising number of samples required. Furthermore, sampling technique using ML plans the location for additional experiments by an algorithm based on the data situation.

In this review we describe a combination of high-throughput equipment and ML algorithms being setup at the University of Applied Sciences Niederrhein [https://ihit.online/de/]. It is an autarchic unit autonomously executing sample preparation and characterization of an user-defined task for coatings material development until a certain optimization or predictability of the target properties is succeeded.

High-Throughput Formulation

The preparation of coating samples (Figure 1) involves the automated dispensing of liquids such as resins or solvents and pigment or filler powders depending on the specification of each sample. The homogenization of the material is realized by dual-axis centrifugal mixing that also allows milling of pigmented systems with beads. The liquid coating is applied on the substrate by spray application or draw down and hardened at room or elevated temperature. Optical properties like color, gloss, surface profile are measured with several sensors [6-8] for surface detection. The mechanical resistance is recognized by automated cutting tests and image detection.

The overall system layout allows individual sampling of coatings demanded by the input of the material recipe. In the end the output
of the properties for each sample is automatically provided in a database.

**ML Analysis and Sampling**

The input can be related to the output properties by modelling the given data. The model itself can be used finding optimal conditions for the application of the material or simulating the material behavior depending on the chemical compounds being incorporated. Well-known techniques fit polynomial equations for the modelling including a certain number of model parameters according to the model being chosen [3]. In general, the user always defines the polynomial degree and to what extend interferences between input parameters need to be considered.

An autonomous analysis for modelling data requires an algorithm finding the best fitting solution. Rather than applying a parametric model by polynomial regression, a non-parametric model by Gaussian process regression can be quite helpful. The target function of the output (eq. 1) is defined by the Gaussian process (GP) with the mean of a normal distribution of functions \( m(x) \) and the covariance function \( k(x,x') \) [9].

\[
f(x) = GP(m(x), k(x, x'))
\]  

Figure 2 visualizes the model function for an output according to one input factor based on the experimental data as the observations. The model is able to predict the output and its confidence interval within the bounds given by the input parameters.

Figure 2 Model describing the observation by the mean (black line) of a distribution of functions and the 95% confidence interval (grey area). Five sample functions of the distribution are shown by the red lines.
An algorithm called Deep Gaussian Covariance Network (DGCN) combines benefits from Gaussian processes and convolutional neural networks and does not require a setting of parameters by the user. The model is locally adjusted to the data set even in case of a small data size.

The DGCN model can be combined with Bayesian optimization that is applied for sampling the next experiments. Operating this sampling method, the location of new experiments collecting information on the analyzed case is planned in separated packages with small sample numbers in contrast to the common DoE that samples all experiments beforehand. The analysis of the systems begins with a number of start samples and the sampling is stepwise proceeded in so called adaptions until the task is finished.

The start samples with no information on the system are planned with Latin hypercube sampling \cite{10,11} achieving a uniform distribution of data points. Latin hypercube sampling randomly chooses input values so that the distribution of data points over the whole experimental space in all dimensions is well-balanced. It avoids overlapping of data points in each dimension and prevents a loss of information if input parameters only show little effect on the output value.

The following adaptions sample new experiments conditioned by the information already given by the collected data. Based on the model and its local uncertainty new test samples within the experimental space will be identified by an acquisition function (AQF) following the highest improvement. The type of acquisition function depends on the task and allows a convergence with less experiments as possible. Expected improvement (eq. 2) \cite{12,13}

\[
AQF(x_i) = (\hat{y}_i - y_{best}) \cdot \Phi(Z) + \hat{s}_i \cdot \Phi(Z)
\]  

Expected improvement in the literature is often described with an additional factor covering the trade-off between exploitation as the most promising candidate and exploration searching locations with higher uncertainty \cite{14,15}.

The optimization is carried out with the AQF instead of the surrogate model itself. The goal is to find the point \(x_\ast\), that maximizes the AQF. From the eq. 2 two cases can be derived, that meet this requirement:

\[
AQF''(x_i) \text{ is high if } \exists y_{best}
\]

\[
AQF''(x_i) \text{ is high if } \hat{s}_i \text{ around } x_i \text{ is high}
\]

In the case of eq. 3 sampling is executed in locations with the highest uncertainty until the overall predictability of the model is acceptable.

**Intelligent Automation**

The automation of sample preparation including testing and the ML algorithms for automated computer analysis and sampling based on the information collected so far are connected to an autonomous working unit. This unit operates a user-defined case based on a coating recipe with variation of its ingredients until the initial objective is succeeded. The user specifies the task differing...
between optimization and complete modelling, the bounds of the variations or other constraints and the workflow of the preparation procedure. The ML algorithm connects the elements from DGCN transferring the given data into a virtual model of the material and the AQF suggesting next samples planned in adaptions.

The input parameters itself are chosen by the algorithms processing input and output data collected by the high-throughput equipment. Additionally, the user defines the number of experiments for the start samples and the adaptions. The number of the start samples is usually higher since the first insight of the material behavior needs to be revealed and modelled before the adaptions improve in smaller steps (Figure 3).

The scheme in Figure 3 shows the workflow of the intelligent automation for material development.

On the top the user interferes with the unit defining the task and its conditions of the experimental setup. The algorithm uses this information planning the starting experiments within the boundaries, which are executed on the high-throughput equipment. The data from the starting experiments result in an adaption cycle including sampling of new experiments, execution by the high-throughput equipment, generating the next model with the decision, whether the task is succeeded and sampling new experiments if not.

The result from sample execution and analysis is a coatings recipe achieving optimal material properties. The more detailed analysis decreasing the overall uncertainty results in a model, which is the virtual copy describing the relationship between input and output parameters. This model can be applied for simulation of material properties being asked for a certain recipe or predicting the right formulation for on-demand material properties.

General Summary

The combination of ML algorithm handling the data regarding an automated analysis that suits nearly all cases to a certain extend and automated sample preparation is one realization of artificial intelligence for material design. In comparison to the traditional way of creating new formulations for materials this tool accelerates the development and is able to find improved solutions due to a better interpretation of the multi-dimensional character of the problem.
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