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ABSTRACT
If Coronavirus (COVID-19) is not predicted, managed, and controlled timely, the health systems of any country and their people will face serious problems. Predictive models can be helpful in health resource management and prevent outbreak and death caused by COVID-19. The present study aimed at predicting mortality in patients with COVID-19 based on data mining techniques. To do this study, the mortality factors of COVID-19 patients were first identified based on different studies. These factors were confirmed by specialist physicians. Based on the confirmed factors, the data of COVID-19 patients were extracted from 850 medical records. Decision tree (J48), MLP, KNN, random forest, and SVM data mining models were used for prediction. The models were evaluated based on accuracy, precision, specificity, sensitivity, and the ROC curve. According to the results, the most effective factor used to predict the death of COVID-19 patients was dyspnea. Based on ROC (1.000), accuracy (99.23%), precision (99.74%), sensitivity (98.25%) and specificity (99.84%), the random forest was the best model in predicting of mortality than other models. After the random forest, KNN5, MLP, and J48 models were ranked next, respectively. Data analysis of COVID-19 patients can be a suitable and practical tool for predicting the mortality of these patients. Given the sensitivity of medical science concerning maintaining human life and lack of specialized human resources in the health system, using the proposed models can increase the chances of successful treatment, prevent early death and reduce the costs associated with long treatments for patients, hospitals and the insurance industry.
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Introduction
The rapid outbreak of Coronavirus (COVID-19) disease in December 2019 in China became a global health emergency [1]. The virus can cause a wide range of illnesses, ranging from cold to acute respiratory symptoms, and can lead to death due to pneumonia and respiratory problems [2]. Also, COVID-19 patients have a low psychological tolerance capacity and are highly prone to psychological disorders such as anxiety, fear, depression and negative thoughts [3].

On the other hand, COVID-19 imposes great health, economic and social challenges for countries [4]. In addition to putting much pressure on health care providers, it has also led to increased health care costs [5]. Thus, if the outbreak of this disease is not managed and controlled
timely, health systems will face serious problems due to the lack of medical staff and medical equipment [6]. Given these challenges and the rapid spread of the disease worldwide, it should be noted that predictive models can be helpful in the management of health resources and planning for the prevention of COVID-19 [7]. Early diagnosis of diseases can lead to timely intervention and reduction of patient mortality. Also, these models can be used as a guideline in prioritizing patients, supporting the clinical decision, evaluating care quality, controlling care quality, and standardizing and optimizing care [8].

Data mining models and techniques are well-known tools for developing predictive and data analysis models. These techniques can implicitly extract useful information from raw data [7]. Some classification techniques that are used in data mining for prediction include Decision Tree (J48), random forest, K Nearest Neighborhood (KNN), Multi-Layer Perceptron (MLP), and Support Vector Machine (SVM) [9]. These data mining tools analyze data and create practical models in various fields such as knowledge base and determine strategy for the business and scientific medical research [10]. These models can help health policymakers and managers plan health resources and prevent the spread of epidemics such as COVID-19 [7]. The results of a study conducted by Mengistie showed that data mining techniques and related technologies have greatly influenced our daily lives and also have been effective in helping humans fight against COVID-19 [11]. Due to the availability of large amounts of data, the urgent need to extract knowledge from this data, and the high costs imposed on health institutions, it is expected that in addition to a clinical evaluation system, a dedicated prediction system based on data mining techniques (decision tree (J48), multilayer perceptron, KNN, random forest, and SVM) were compared. Finally, the most optimal model for predicting the mortality rate of patients with COVID-19 was identified and introduced. Also, this study tries to estimate the mortality rate among COVID-19 patients by extracting appropriate features with higher accuracy and precision. Since the diagnosis of the disease by a human is a difficult, time-consuming, and error-prone process, conducting this study can increase the speed, reduce error, and facilitate diagnostic and therapeutic decision-making processes, that makes it possible to plan for service provision in the Intensive Care Units (ICU) of patients with COVID-19 (for example, the allocation of ICU beds to patients with more acute conditions). It finally results in a reduction in treatment costs and improved health.

Material and Methods

The present study was conducted based on the proposed model, i.e. the Cross-Industry Standard Process (CRISP) methodology (Figure 1), which includes steps of system recognition, data understanding, data preparation, modeling, and deployment.

Step1: Data Identification

In the first step, to identify the predictive factors of mortality of COVID-19 patients, various studies in this field were reviewed [1, 2, 4, 6, 7]. These five studies were approved in accordance with the opinion of two infectious disease specialists. They believed that these studies provided complete and comprehensive information on the predictive factors of mortality of COVID-19 patients. Thus, factors identified in each study were recorded through a data extraction form. Then the researchers examined 50 record samples of COVID-19 patients in Valiasr Hospital affiliated to Ilam University of Medical Sciences, Iran (Darreh Shahr city) to be sure about these factors. Data were extracted from medical records based on...
Predicting Mortality of Patients with COVID-19

This data extraction form consisted of fields of the row, medical record number, COVID-19 mortality prediction factors, ward name, and hospital name. After extracting the effective factors, duplicate factors were removed and factors with different names were homogenized. Finally, a final list of factors was prepared. In the next step, for final confirming of factors, ten invitations were sent via e-mail to specialists in three fields of internal medicine, pulmonary and infectious diseases, working in the hospitals of Ilam University of Medical Sciences. The invitation was sent to physicians who had experience of working on COVID-19 patients. Six physicians responded to our invitation to participate in the study (internal medicine (n=3), pulmonary (n=1), and infectious diseases (n=2)). In the next step, for final confirming of factors, two brainstorming sessions were held through WhatsApp. The sessions lasted one hour on September 30 and October 1.

In the next step, a total of 850 records (650 living patients and 250 dead patients) were examined from three hospitals affiliated to Ilam University of Medical Sciences, Iran (including Shahid Mostafa Khomeini, Hazrat Valiasr hospital, and Imam Hossein hospital). The medical records belonged to the patients with a positive COVID-19 test. They referred to hospitals from March 5 to September 22 of 2020. The data collection tool was a researcher-made checklist designed according to the research objectives. Data were collected according to this checklist, which consisted of fields of the row, medical record number, mortality prediction factors for COVID-19 patients, ward name, and hospital name. Necessary data were collected from the hospitals by the researcher. The inclusion criteria for this study were patients with positive COVID-19 tests and who living in the Ilam province. All the data collected through the checklist were entered into an Excel file.

**Step 2: Pre-processing the data**

After collecting data, they were sorted and managed according to the type and mode of data. Records that had missing values or had no resemblance to other data (Outlier) were deleted. Also, the variable of patients’ medical record numbers was deleted. Patients’ names were anonymously placed in the database (with the number one to 850). Then the data were prepared for analysis, and the data set created for data preprocessing, which is missing value management and data valida-
tion, was re-examined in more detail. Data entered outside the normal or possible range were re-examined and corrected. Also, since the sample size consisted of 200 deceased patients and 650 living patients, the data set was imbalanced, i.e. the number of records in one class was higher than in the others (the number of samples in a larger class could be up to twice as many as in the other classes). As a result, the prediction of classification models is biased towards the class that has a larger sample size. Thus, the values of the performance indicators of the classification models will decrease. To solve this problem, two methods of under-sampling or over-sampling are defined. In under-sampling, the larger class size decreases to be equal with a smaller class, and in over-sampling, the smaller class size increases to be equal with the larger class. In this study, over-sampling was used to balance the records of the deceased class with the records of the living class, so that the class with the lowest number of samples is oversampled and balanced. Then data mining models were performed on the balanced samples.

**Step 3: Implementing the selected data mining techniques**

In this step, to select data mining models for data analysis, various studies in this field were reviewed [12-14]. According to the studies and the type and quality of data, appropriate models were selected. In this study, decision tree (J48), multilayer perceptron, KNN, random forest, and SVM models were used. It should be noted that to reduce the minimum distance between the query instance and the training samples, the KNN model was applied to the data set three times [15].

17 leaves were used to create a decision tree. Finally, a tree with a size of 31 was formed. The test option selected for the decision tree was Validation-Fold Cross-10. Experiments have shown that the best choice for getting the most accurate estimate is Validation-Fold Cross-10 [16]. To create the neural network, its usual structure, MLP, was used. Neural network inputs and outputs were effective factors in predicting mortality and the target variable or patient death, respectively. Therefore, the neural network used in the present study consisted of 1 input, 11 nodes in the hidden layer, and 1 output. Samples of clinical data mining studies were cited to determine the hidden layers [17, 18]. These studies emphasized the ability of two-layer neural networks. It should be noted that one of these layers was the output layer and another one was the hidden layer. For KNNs, 1, 3, and 5 neighbors were used. For random forest analysis, bagging with 100 iterations and base learner were used. As the decision tree algorithm in this model, 10 Fold Cross Validation was used to obtain the most accurate estimate [16]. To create each of these models, sample studies that used these models in different clinical areas were reviewed.

**Step 4: Evaluating and validating the performance of the models**

Sensitivity, specificity, accuracy, precision, and area under the ROC curve indices were used to evaluate the performance of predictive models. These criteria will be defined and calculated using the confusion matrix componet.
nents (Table 1). Accuracy refers to the number of living and dead people who have been diagnosed as living or dead correctly. Precision refers to the number of people who have died and the model has correctly identified them. Sensitivity refers to the proportion of people who have died and the model has correctly identified them as dead people. Therefore, the larger value indicates a more accurate diagnosis of the dead people. Specificity is the proportion of people who are living and the model has correctly identified as living [16]. Receiver operating characteristic (ROC) is also often used as an indicator to determine the power of a model. Also, in the medical field, the area under the ROC curve is used to evaluate the accuracy of diagnostic tests [17].

Finally, for all the selected models, their performance was reported separately. We used Weka v3.9.2 software to analyze the data, identify the importance of each factor in predicting patient mortality, implement patient mortality prediction models, and draw a confusion matrix. Weka is a set of machine learning algorithms for data mining and data analysis. On the other hand, this software program includes tools for data preparation, classification, regression, clustering, rule extraction and visualization.

**Step 5: Development**

This step includes presenting the rules created in determining the probability of mortality of COVID-19 patients and the factors related to the mortality of these patients.

To conduct the present study (code: 99000245), the code of ethics of IR.KMU.REC.1399.329 was obtained from the ethics committee of Kerman University of Medical Sciences. The anonymity of COVID-19 patients was maintained by deleting the medical record number and using the number one to 850.

**Technical presentation**

The research results are presented based on the research steps.

**Identifying and pre-processing data**

In total, according to the reviewed studies and the opinion of experts, 16 factors were finally confirmed to predict the mortality of COVID-19 patients. Table 2 shows the importance of the 16 factors used. Dyspnea was the most effective factor to predict mortality in COVID-19 patients. The gender factor also had the least effect compared to other factors.

The required data set was extracted from 850 medical records of patients with coronary artery disease in four hospitals. The mean age of dead and living patients was 53.2 and 44.8, respectively. In terms of gender, 63.9% were male and 36.1% were female. The dead people accounted for 23.5% and living people accounted for 76.5% of the study population. Died males and females were 15.2 and 8.3 per-

---

**Table 2: Effective factors used in the mortality prediction database of patients with COVID-19.**

| Row | Factors name                              | Degree of importance |
|-----|-------------------------------------------|----------------------|
| 1.  | Dyspnea                                   | 0.594                |
| 2.  | Underlying diseases                       | 0.470                |
| 3.  | Headache                                  | 0.450                |
| 4.  | Weakness and lethargy                     | 0.398                |
| 5.  | Body pain                                 | 0.314                |
| 6.  | Fatigue                                   | 0.261                |
| 7.  | Sore throat                               | 0.252                |
| 8.  | Age                                       | 0.214                |
| 9.  | Dry cough                                 | 0.166                |
| 10. | Diarrhea                                  | 0.148                |
| 11. | Pain or pressure in the chest             | 0.073                |
| 12. | High fever                                | 0.066                |
| 13. | Loss of sense of smell and taste          | 0.056                |
| 14. | Nausea and Vomiting                       | 0.047                |
| 15. | Anorexia                                  | 0.032                |
| 16. | Gender                                    | 0.004                |
Evaluating and validating the performance of models

In this step, the performance of the decision tree (J48), MLP, KNN, and random forest models was evaluated. Then their sensitivity, specificity, accuracy, precision, and ROC curve indicators were reported. A comparison of these indicators for each model is presented in Table 3. Sensitivity, accuracy, and ROC curve indicators of random forest were higher than other models. Also, the specificity and accuracy in KNN2 were better than other models. The specificity and accuracy of this model were reported at 100%. J48 model was found as the weakest model based on ROC curve.

According to the Table 3, among the models, KNN and KNN2 performed better than the two models of KNN1 and KNN3.

The performance of the selected models based on sensitivity, specificity, accuracy, precision, and ROC is shown in Figure 2.

Discussion

In the present study, based on retrospec-

Table 3: Performance evaluation of selected models.

| Models                  | Sensitivity (%) | Specificity (%) | Accuracy (%) | Precision (%) | ROC   |
|-------------------------|-----------------|-----------------|--------------|---------------|-------|
| Decision Tree (J48)     | 98              | 97.38           | 97.61        | 95.84         | 0.980 |
| Multilayer perceptron   | 95.25           | 98.76           | 97.42        | 97.94         | 0.989 |
| KNN1                    | 95.25           | 97.84           | 96.85        | 96.45         | 0.992 |
| KNN2                    | 97.75           | 100             | 99.14        | 100           | 0.987 |
| KNN3                    | 95              | 95.23           | 95.14        | 92.45         | 0.993 |
| Random forest           | 98.25           | 99.84           | 99.23        | 99.74         | 1.000 |
| SVM                     | 98              | 96              | 96.47        | 93.73         | 0.966 |

ROC: Receiving Operating Characteristics, KNN: K Nearest Neighborhood, SVM: Support Vector Machine

Figure 2: Performance evaluation of selected models
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Predictive data, the mortality of COVID-19 patients was predicted. The total number of predictors of mortality in patients with COVID-19 disease was 16. Patients’ mortality was predicted based on a data set extracted from 850 medical records (200 dead and 650 living patients) of patients with a positive corona test. Four data mining models of the decision tree (J48), multilayer perceptron, KNN, and random forest were used to predict patient mortality. The random forest was the best model in predicting mortality than other models. KNN5, MLP, and J48 models were ranked next, respectively. Based on the results, COVID-19 mortality prediction models can be presented with high accuracy.

Muhammad et al. [13] identified patients with COVID-19 infection based on data mining. In this study, in addition to different models of support vector machine, naive Bayes, logistic regression, as in the present study, random forest, decision tree, and KNN were used. The data set of this study (1505) [13] was larger than the present study and formed based on five factors of gender, age, infectious cases, and patients’ condition (living or dead). In this study, the decision tree with 99.88% accuracy had the highest accuracy in identifying patients with COVID-19 infection. The highest accuracy in the present study belonged to KNN2. Muhammad et al. [13] believed that SVM controls nonlinear input spaces and separates data points using a hyperplane with the highest amount of margins. They also stated that SVM as a discriminative classifier was able to find an optimal hyperplane for their data and help classify new unannotated data points. Due to some efficient characteristics of k-NN in the predictions, some studies have used it. Weinberger and Saul [19] believed that k-NN improves classification accuracy. Kubota et al. [20] introduced a hierarchical model developed based on k-NN. The efficiency and high sensitivity of this model in discriminating small classes was noteworthy.

In contrast to the present study, which predicted mortality of COVID-19 patients based on symptoms, signs, laboratory tests, and demographic characteristics, Mousavi et al. [14] identified high-risk COVID-19 patients based on only laboratory tests. In this study, the sample size (n=4542) was higher than the present study. However, unlike the present study, in which all people with COVID-19 disease were included at any age, in this study, only the COVID-19 patients aged over 18 years were studied. Also, in contrast to the present study, which used four different data mining models, in the study conducted by Mousavi et al. [14], logistic regression was used to compare recovered and dead patients in the SPSS environment. The highest accuracy in the present study was reported at 99.14% using the KNN2 algorithm. The accuracy of the regression model used in the study conducted by Ahouz et al. [18] was obtained at 83% and in the study conducted by Li et al. [21], it was obtained at 0.8698 with the SVM (Linear kernel) model. In the study conducted by Ahouz et al. [18], 17136 records and 4 variables (latitude, longitude, history, and background) were analyzed. Li et al. [21] also identified stress symptoms in people due to the COVID-19 outbreak using data mining. In this study, SVM (Linear kernel), logistic regression, naive Bayes, and simple neural network models were used. The collected data contained 80 million tweets.

In reviewing the above studies, we found that none of these studies focused on predicting mortality in patients with COVID-19. These studies have been conducted with different aims of identifying patients with COVID-19 infection [13], predicting death in patients with suspected sepsis [22], and identifying stress symptoms in people due to outbreak of COVID-19 [21], and patients with high-risk COVID-19 [14] and predicting the rate of COVID-19 in the next two weeks [18]. Regarding the importance of predicting patients’ mortality, Deschepper et al. [23] stated that early prediction of mortality in hospitals can improve the patient outcomes and enable health care
providers to take adequate and timely action to save lives. Bhattacharya also believed that identifying patients at risk of death could lead to vital decisions such as discontinuing treatment, using the necessary equipment, assessing medical risks, tracking the resources needed by the intensive care unit, and reducing the length of hospital stay in the intensive care unit [24].

Also, as mentioned in the studies [13, 18, 21], some different predictors have been used in the development of the models. All of these studies used fewer factors to develop their models compared to the present study. These studies have shown that different algorithms have different performance in different conditions (sample size and number of different predictors). Therefore, based on the results of the mentioned studies, it can be stated that with decreasing the number of predictors, the accuracy of the models decreases. The present study also introduced dyspnea and underlying diseases as the most effective in predicting mortality in COVID-19 patients. Li et al. [25], as in the present study, identified clinical factors over 50 years of age, underlying diseases, and dyspnea as three risk factors for severe/critical COVID-19 pneumonia. Liguoro et al. [26] examined the SARS-COV-2 infection and found that dyspnea was the most commonly reported symptom in infancy that can be life-threatening. Shi et al. [27] also showed in their study that shortness of breath was positively associated with an increased risk of mortality in COVID-19 patients. Some studies on COVID-19 patients have also shown that people with underlying diseases are not only at higher risk for developing the disease, but also more likely to die from the virus infection compared to others [28]. Therefore, based on the results of the present study and other studies mentioned, it can be stated that with increasing the severity of shortness of breath and underlying diseases, the mortality rate among COVID-19 patients will be higher.

One of the limitations of the study is the small sample size in evaluating the models. It is recommended to use a larger sample size in future studies or conduct studies in other provinces. Also, in this study, only five data mining models and 16 effective factors were used to predict mortality in patients with COVID-19. Thus, it is recommended that more effective factors along with more data mining models be used to predict the mortality of COVID-19 patients. Another limitation of the study was the non-use of CT scan data, and a study should be thus conducted to use a combination of symptoms, sign, and CT scan data. Also, like all data mining models, these models can be viewed as “black box” models, i.e. there is little knowledge of the way factors, playing a role in predicting patient mortality. This problem can be reduced by ranking predictors after their contribution to the total AUC.

Conclusion
In the present study, five mortality prediction models of COVID-19 patients based on data mining techniques were compared. The results showed that the use of data mining techniques can be an efficient way to predict mortality in patients with COVID-19. Thus, considering the critical role of medical science in maintaining human life and the lack of specialized human resources in the health system, the proposed models can provide the necessary services to patients by diagnosing death earlier according to the identified factors. Thus, the chances of successful treatment can be increased, early death can be prevented, service providers can help to prioritize and allocate hospital resources, and the costs of long-term treatment imposed on patients, hospital, and insurance industry can be reduced.
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