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ABSTRACT The emergence of vehicle-to-cloud (V2C) technology is changing cloud computing and transportation ecosystems. V2C technology enables the development of smart services, such as driving assistance and vehicle maintenance, that transmit information to the driver. Recent studies have primarily focused on services. To date, there has not been sufficient research on security functions to detect abnormal behaviors on virtual application. If an abnormal behavior occurs in the application, the service not only notices the wrong information to driver, but also affects the transportation system around the vehicle. To defend against distributed denial of service (DDoS) attacks, system resources should be monitored constantly. However, continuous monitoring is difficult because V2C services change dynamically according to the service environment. In addition, rule-based or supervised monitoring is impossible for each of the numerous services provided by a cloud computing center. In this paper, we propose an intelligent application protection mechanism for smart vehicle services in a V2C environment that detects abnormal behavior through image-based system resource monitoring using artificial intelligence (ISRM-AI) to improve cloud vehicle service security. The ISRM-AI generates images about system information such as CPU, network, memory on V2C cloud services. Also, the mechanism analyzes the status using a convolutional neural network (CNN) to detect abnormal behavior of the each services. We constructed a service environment to test the performance of the proposed mechanism. In addition, we simulated the proposed mechanism’s ability to detect DDoS attacks using real attack data. The proposed mechanism guarantees the reliability of a smart service by enhancing the security of the V2C environment.

INDEX TERMS Vehicle to cloud, V2C service, cloud computing, detection mechanism, transportation, artificial intelligence.

I. INTRODUCTION
Cloud computing has been used to reduce capital and operational expenditures using a logical network. Recent interest in virtualization technology and services based on cloud computing is increasing because virtualization technology can quickly adapt to changing service environments by creating logical networks without forming physical networks. Cloud services are customized to provide a cost-effective solution for multiple tenants in a cloud environment [1]. Moreover, multi-tenant cloud architecture facilitates a single instance of the software and its supporting infrastructure can serve multiple users. Each service shares the same software application as well as the same database and applications. The data in the database are isolated and remain invisible to other tenants.

Continuing research on virtualization technology has led to considerable advances in next-generation network core technology and network function virtualization (NFV), which decouples network function from the network hardware. Additionally, NFV can provide scalability and flexibility to achieve optimal performance [2]. Therefore, internet of things (IoT) infrastructure can be lightweight using NFV technology. A system using NFV technology utilizes resources dynamically and efficiently to satisfy users in virtualized space [3, 4]. This advantage allows cloud services
to combine microservices to create additional services. With the widespread penetration of NFV into vehicular services, microservices have moved from simple infrastructure environments to our lives. Apart from the amount of time spent at home and work, one spends a considerable amount of time commuting by vehicle. NFV allows a vehicle to develop advanced vehicle-to-cloud (V2C) services. V2C communication enables the exchange of information about various applications, such as driving assistance, entertainment, and vehicle maintenance. Although cloud systems are typically associated with large-scale industries, such as energy, transportation, and the smart home industry, V2C services allow a private vehicle to use information from other vehicles. V2C infrastructure not only offers better processing power and storage capabilities but also reduces the amount of existing in-car hardware and software and paves the way for a new range of services. However, V2C services must guarantee security functions that can detect abnormal service behaviors and entities.

If a malicious V2C service employed a botnet to perform abnormal behaviors, such as a distributed denial of service (DDoS) attack, many transportation services in the same tenant and cloud service user will be out of service. Then, the service not only provides wrong information to driver but also affects the transportation system around the vehicle. Therefore, to prevent such attacks, a mechanism to monitor system resources is important because the objective of a DDoS attack is resource exhaustion. Each V2C service in the tenant requires a security mechanism to prevent the spread of contamination from an infected V2C service. Therefore, monitoring V2C services and detecting attacks should be considered in the V2C environment, and a security mechanism is essential to ensure reliability in a cloud environment. However, detecting DDoS attacks is difficult because the cloud service environment is complex and can change dynamically. Moreover, it should be easy for administrator to detect abnormal behavior occurring in services. In this paper, we propose an intelligent application protection mechanism for smart vehicle service in a V2C environment that monitors each cloud service and can detect DDoS attacks. The proposed image-based system of resource monitoring using AI (ISRM-AI) generates images related to system information, including the CPU, network, and memory, on V2C cloud services. It also analyzes the system status using a CNN to detect abnormal behavior of each service. Unlike the conventional method of using neural networks by applying a preprocessing technique, such as the arrangement of data, in the proposed system, neural networks are used to classify the system status using images of cloud services only. Therefore, the proposed mechanism investigates changes to information using image models to detect abnormalities in services.

The remainder of this paper is organized as follows. In Section 2, we discuss concepts related to V2C services, abnormal behavior, and DDoS detection using artificial intelligence (AI). In Section 3, we describe the proposed ISRM-AI and subsystems. In Section 4, we simulate the performance of cloud services’ abnormal behavior, such as operation overhead and detection error rate. Finally, we present conclusions and suggestions for future work in Section 5.

II. RELATED WORK

A. VEHICLE-TO-CLOUD

Vehicle-to-everything (V2X) is vehicular communication that transmits information from a vehicle to any entity that may affect the vehicle and vice versa, as shown in Fig. 1. V2X includes vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-to-pedestrian (V2P), vehicle-to-home (V2H), and vehicle-to-network/cloud (V2N/V2C) network connections [5].

Previous studies have investigated transferring vehicle data to the cloud for evaluation. Interest in V2C technology, whereby a vehicle is linked to various services, is increasing. V2C technology can help vehicles obtain various types of information, such as infotainment, and driving assistance. In addition, V2C technology supports location services, such as local dynamic map (LDM) services. LDM service involves a conceptual database to manage dynamic vehicle sensor data and static map data and to provide local traffic control, real-time road status notification, and on-board diagnostic services [6]. As the name implies, vehicular infotainment services combine driver entertainment and information services, such as intelligent personal assistance, media streaming, and vehicle maintenance. Driving assistance services help drivers with regard to safety and improved driving behavior, e.g., detecting abnormal driving operations, predicting driving behavior, and emergency handling services. In addition, driving assistance services can contribute to building intelligent transport systems, such as automated driving systems.

In other words, V2C technologies can improve traffic efficiency, reduce incidents of accidents, and improve traffic management [7]. To create these services, the virtualized function combines microservices comprising the smallest
unit of software and employs scale-up, scale-down, scale-in, and scale-out functions [8]. In the field of networks, virtualization technology utilizes resources dynamically and efficiently to deliver satisfactory results to users.

However, V2C networks face various threats that can reduce performance. V2C application services are vulnerable to hackers due to low development thresholds and easy accessibility. Cloud service platforms not only face the problems associated with traditional network cloud platforms but also have problems caused by the principle of mutual trust, such as abnormal behaviors. Therefore, to advance V2C technology, security functions that can detect abnormal behavior of cloud services should be investigated.

**B. ABNORMAL BEHAVIOR**

Cloud computing is vulnerable to various security threats, such as denial of service (DoS) and DDoS attacks. Such attacks employ various means to flood a targeted system with traffic, thereby exhausting network and service resources [9], [10], [11]. For example, DoS and DDoS attacks cause high network communication latency, as well as network and node service unavailability [9]. There are Dos attacks such as jamming, tempering, and greedy. A jamming attack is an attack on the physical layer. The attacker jams the wireless communication channel using a jammer comprising electromagnetic interference, which increases V2X communication latency and reduces network reliability.

Bandwidth and resource consumption attacks and application attacks are representative types of DDoS attacks [12], [13]. In bandwidth consumption attacks, the attacker controls many zombie computers that generate a sufficiently large number of packets and to exceed network bandwidth capacity [14]. In particular, bandwidth consumption attacks cause connection failures to other systems in the same network. UDP and ICMP flooding are typical bandwidth consumption attacks [15], [16]. In resource consumption attacks, the attacker increases the CPU load by increasing the packet throughput using the TCP. Rather than increasing bps, resource consumption attacks generate system overhead by increasing the packet per second (pps) rate. A SYN packet flooding attack is a representative resource consumption attack [17]. Finally, in application attacks, the attacker generates a disorder of system services through excessive application accesses. For example, the Slowloris DDoS attack is a representative application attack [18]. Here, the attacker employs the HCCP CC method to interrupt cache use by the system and HTTP GET flooding, where a large number of HTTP GET messages are generated [19].

The NFV environment is a virtual environment; thus, attackers load multiple services in the tenant. Therefore, using this characteristic, attackers cause bandwidth exhaustion attacks that deplete the virtual network bandwidth in the network and can paralyze entire networks. In other words, if an attacker makes a botnet with a service in a tenant, the botnet infects and paralyzes all services. It is possible to detect such abnormal behaviors by continuously monitoring the service’s CPU utilization, network I/O, and memory map changes.

**C. DDoS DETECTION-BASED AI**

DDoS detection and mitigation have been studied in industry for several years. The related literature reveals that several studies have proposed solutions to address with DDoS detection and mitigation in a general manner.

AI requires a long learning time; however, we can determine whether various input traffic patterns are an attack. In other words, deep learning has led to advances in learning the deep hidden features in many artificial intelligence processes, such as bots and digital assistance, cognitive computing, object recognition, and text mining [20]. Neural networks have the advantage of multilayer features in computer vision tasks and abnormal behavior detection [21], [22]. In some studies, deep learning models based on CNNs that use pattern recognition in training datasets consisting of raw data have been constructed [23], [24]. CNNs can also be used to learn mappings from image pixels to 3D coordinates [25]. This technique detects abnormal traffic patterns from large amounts of data and identifies attacks in these patterns. We determine abnormal traffic with services in the virtual environment. DDoS attacks are difficult to defense from network attacks and are the most extensive and dangerous type of attack. A new type of DDoS attack, i.e., the distributed reflector denial of service (DRDoS), has appeared in recent years. It is more dangerous than traditional DDoS attacks because it has more effective disguise mechanics [26]. DRDoS is an attack based on traffic reflection and amplification. This kind of attack uses the nodes that generate requests to replace the source IP address with the IP address of the attacked host. These requests are sent to servers or other devices that can be used to reflect network traffic. The replies to these requests are sent to the target node. The traffic reflection mechanism increases the complexity of identifying the real source of the attack. When DRDoS attacks occur, network traffic patterns are analyzed by fuzzy association rules with path restriction. The DRDoS attacks’ defensive architecture based on multi-agent (DAMA) is set up to realize the detection, orientation, and defensive function [27]. DAMA is validated using network simulator 2 (NS-2) platform to quickly detect the attack source, screen the attack source, and stop transmitting attack traffic. However, the detection mechanism is difficult to adopt in complicated and dynamic virtual network environments. Moreover, the real environment is different from the NS-2 platform. In addition, V2C services change dynamically according to the service environment.

Therefore, it is difficult for a service administrator to detect DDoS attacks. Thus, we propose a DDoS detection mechanism that uses image-based system resource monitoring. The proposed ISRM-AI method detects abnormal behaviors in services for V2C services by analyzing various system information, e.g., CPU utilization, network I/O, and memory, using a convolutional neural network (CNN).
III. IMAGE-BASED SYSTEM RESOURCE MONITORING SYSTEM USING ARTIFICIAL INTELLIGENCE

The proposed ISRM-AI comprises an image unification (IMU) subsystem and CNN-based attack detection (CAD). The goal of DDoS attacks is to disable a service by exhausting system resources, e.g., CPU utilization, network I/O, and memory changes. Therefore, we investigate changes to information using image models to detect abnormal services.

Figure 2-(A) shows the IMU subsystem used to unify graph images of CPU utilization, network I/O, and memory changes in cloud services, and Fig. 1-(B) shows the CAD system to identify DDoS attacks.

A. IMAGE UNIFICATION SUBSYSTEM

The IMU of ISRM-AI comprises a monitoring agent for service CPU utilization, network I/O, and memory changes, as well as an image preprocessing module to collect an image of the service’s current status and the unification module. Table 1 shows the parameters of the IMU process.

Here, “CPU_util,” “Memory_Info,” “Network_Input,” and “Network_Output” are the information used to check the system status, and “Service_ID” is the service ID for monitoring.

The information change image is a one-dimensional graph. Here, “Image_info” represents a set of unified images based on information. One image comprises graphs of CPU utilization and memory information, and the other image represents network I/O information. After image generation, the IMU transmits the graph images to the CAD subsystem.

In the process shown in Fig. 3-(1), the cloud services in the tenant transmit their current status, e.g., CPU utilization, network I/O, and memory changes, to the monitoring agent. Here, we employ a monitoring client and server configuration. In addition, the information is stored in a database to generate the graph images.

In Fig. 3-(2), the image preprocessing module generates graph images using raw information about the cloud services. This process uses computer algorithm to perform image processing on digital image. It allows a much wider range of algorithms to be applied to the input data. In Fig. 3-(3), the IMU module unifies three sets of information to multidimensional images. This module converts color images to gray scale to reduce computation complexity before executing the abnormal behavior detection process. Moreover, the module improves the appearance of the image to recognition rate. The images are shown as below.

The IMU transmits the CPU utilization and memory usage and network I/O graphs to the CAD subsystem to detect an attack.

B. CNN-BASED ATTACK DETECTION

In the proposed of ISRM-AI method, the CAD comprises an attack detection module subsystem. In addition, the learning, validation, and detection module comprises a CAD subsystem.

As shown in Fig. 6-(1), the CAD receives unification images from the IMU subsystem. Here, the normalization module resizes the image to a unified dimension and removes the image to enhance attack detection accuracy. The images with unified dimension are processed and scaled to identical widths and heights prior to applying the algorithm.

The CAD trains the detection model using a training dataset of images with unified dimension. After generating images of unified dimension, the images are transmitted to the learning module (Fig. 6-(2)). The module is trained using CNN with a multilayer perceptron, which is commonly applied in visual imagery analysis. The CNN consists of a convolutional pooling layer that extracts features from data and a fully connected layer that performs classification based on the extracted features.

The CAD process involves feature extraction, shift and distortion invariance, and classification. For feature extraction, a received image is abstracted to a feature map with shape including the number of images, feature map width, feature map height, and feature map channels. Table 2 shows the parameters of the convolution equation.

The hundreds of layers that make up a CNN can be trained to detect different characteristics of the images. The equation for the convolution process is given as follows.

\[
C_{ij} = F(i) \ast X(j) = \sum_{m=0}^{F_w-1} \sum_{n=0}^{F_h-1} X(i-m)(j-n) F(m, n) \quad (1)
\]
The training image can be represented as a matrix. Here, the \(i\)-th row and \(j\)-th column of the image are calculated as the convolution of the original image \(X\) and filter \(F\).

The filter is applied at different resolutions to each training image, and the output of the filter is used as the input to the next layer. Filters can begin with very simple features, e.g., brightness and edges, and develop more complexly to object’s unique feature. The convolution operation reduces the number of hyper-parameters, which allows a deeper network with fewer parameters to be produced. In this process, the optimization algorithm minimizes the error function, which is a function dependent on the learning parameters of the model used in computing the prediction. The learnable parameters, such as weight and bias, are learned and updated in the direction of the optimal solution in the neural network.

In addition, the model must be evaluated periodically using the validation process shown in Fig. 6-(3). In the process, the model enhances the accuracy by calculating loss, e.g., error rate. The output layer back propagates to backward. The backpropagation equation is given as follows.

\[
\frac{\partial E}{\partial w} = \frac{\partial E}{\partial x} \frac{\partial x}{\partial s} \frac{\partial s}{\partial w}
\]  

(2)
To calculate the degree to which weight \( w \) should change for the error value for the output \( x \). For shifting and distortion invariance, the pooling layers reduce the dimensionality. The pooling layers down-sample each feature map independently, thereby reducing the height and width. The activation functions and the pooling layer enhance the nonlinear learning ability of the network. In the model, the dropout operation is used to reduce overfitting in neural networks by preventing complex co-adaptations of the training data. By dropping a unit, the model temporarily removes the unit from the network along with all its incoming and outgoing connections.

The following is the pseudo-code used for the validation and updating process.

The learning and validation processes are repeated to reconfigure the learning parameters based on the frequent evaluation results obtained on the validation set. To validate the classifier, the CAD sorts the misclassified examples by false positives. The error labeled set is included in the training dataset \( D_{Train} \). The \( D_{Error} \) is excluded from \( D_{Train} \). As a result of the validation process, the classifier is updated and the accuracy of the abnormal behavior detection is enhanced. Finally, the detection model for DDoS is generated, and we detect attacks using the CNN.

**Algorithm The Validation & Update Process of CNN based Attack Detection Model**

**Training Process**

- Train a CNN classifier with the labeled training dataset \( D_{Train} \)
- Abnormal labeled set \( X = \{x_1, x_2, \ldots, x_m\} \), \( m \) is the total number of services
- Normal labeled set \( Y = \{y_1, y_2, \ldots, y_n\} \), \( n \) is the total number of services
- CNN \( \leftarrow X, Y \)

**Validation Process**

```plaintext
for D_{Val} do{
  Validate the resulting classifier with the validation dataset D_{Val}
  Sort misclassified examples by false positives
  Select the misclassified examples as error-labeled set D_{Error}
  Update datasets
  \( D_{Train} = D_{Train} \cup D_{Error} \)
  \( D_{Val} = D_{Val} - D_{Error} \)
} while \( D_{Test} \neq \emptyset \) && \( D_{Error} \neq \emptyset \)
```

**Testing Process**

Test the resulting classifier using \( D_{Test} \)

the state of cloud services on the host system. The network topology is illustrated in Fig. 7.

**A. SYSTEM OVERHEAD**

We implemented tests to analyze the overhead of the protection mechanism. In the test, we analyzed the system
resources of the host system on which the proposed ISRM-AI was applied to the service. The first experiment compared the detection rate for a DDoS attack in a service environment, and the second experiment compared the time required to detect a DDoS attack with 50 and 100 services in a tenant.

A shown in Fig. 8, GPU utilization increased by less than 0.2\% compared with 15–20 MB in total when ISRM-AI was operating. The proposed ISRM-AI should be directly proportional to the number of cloud services in the tenant. The DDM-AI simply classifies whether the system status image is normal or abnormal caused by DDoS.

Therefore, because the host system has increased within 0.2\%, we confirm that there is no performance degradation on the host system owing to the ISRM-AI.

In addition, we analyzed the time required to detect an attack on services in a tenant. The results are shown in Fig. 9.

Figure 9 shows that the average time required to detect an attack was 903 ms on 50 services and 1,517 ms on 100 services. The time required to detect an attack depends on the number of virtual services in the tenant, and the detection time increased as the number of virtual services in the tenant also increased. Therefore, we confirm that the proposed method

| Table 3. Input traffic. |
|-------------------------|
| ICMP Traffic | SYN Traffic | UDP Traffic |
| 74 bytes ~ 1000 bytes | 1500 bytes | 74 bytes ~ 1000 bytes |
incurs no performance degradation and no overhead on the host system.

**B. EVALUATION OF DDoS DETECTION USING ISRM-AI**
We performed tests to analyze the proposed method’s attack detection performance using system information.

On 2009, important sites of national agency in United States, South Korea were the targets of attacks. These attacks are referred to as the 7.7 DDoS attacks. This attack was based on many well-known DDoS attack methods and targeted 25 popular sites. High-rate attacks use ICMP and/or UDP flooding to waste network resources. Because a single flow carries a large amount of data, the byte and flow counts are correlated. However, in low-rate attacks, the data rate in a single flow is low and each attack packet is a unique flow.

We generated the attack traffic as simulation data from the 7.7 DDoS attacks [28]. The protocols of the attack traffic are ICMP, SYN, and UDP. The network speed (bps) is up to 200 Kbps, and pps is up to 3 Kpps. The input attack traffic used in the test is detailed in Table 3.

Then, we analyzed the proposed ISRM-AI method’s DDoS attack detection performance. We performed three detection experiments using only one information, i.e., memory usage, network I/O, CPU utilization. The results of detection performance analysis using memory usage are described in the following.

Figure 10 shows that the false positive rate was approximately 60.387%. Thus, we confirm that detection performance is not outstanding. The results of analyzing detection performance using CPU utilization are summarized as follows.

Figure 11 shows that the false positive rate was approximately 38.99%. Thus, we discovered that the detection rate
of the test using memory usage was better than when using CPU utilization.

Figure 12 shows that the false positive rate was approximately 31.041%. We confirmed that the detection rate of the test using network I/O is the best of the three experiments.

We also performed three detection experiments using two types of information: memory usage and network I/O, CPU utilization and network I/O, and CPU utilization and memory usage. The results of the analysis of the detection performance of the experiment that used memory usage and network I/O are described in the following.

Figure 13 shows that the false positive rate was approximately 35.162%. This confirms that the detection performance was not outstanding. The corresponding results for the performance of the detection using CPU utilization and network I/O are summarized below.

Figure 14 shows that the false positive rate was approximately 27.329%. We discovered that the detection rate of the test using CPU utilization and network I/O was better than when using memory usage and network I/O. The results of analysis of detection performance using CPU utilization and memory usage are summarized as follows.

Figure 15 shows that the error rate of attack detection was approximately 53.411%. In the three experiments using sets of two information on system have high error rate on DDoS detection because the DDoS packets comprise various protocol, e.g., ICMP, TCP, and UDP. Finally, we analyzed the detection performance of the proposed ISRM-AI method using CPU utilization, memory usage, and network I/O.

As shown in Fig. 16, the error rate of detecting an attack was approximately 7.36%. Thus, using three sets of information yielded significantly higher accuracy compared to
the previous three experiments with two sets of information. Therefore, we confirm that the proposed ISRM-AI method with three sets of system information is effective for detecting various protocol-based DDoS attacks. As a result, the collaboration with CPU utilization, network I/O, memory information is necessary for DDoS.

V. CONCLUSION

With the emergence of widespread NFV penetration in to vehicle, V2C technique exchanges information about applications of the vehicle such as driving assistance, entertainment, and vehicle maintenance. These services related to transportation allow the vehicle to use information from other vehicles, though the cloud systems are connected with industries such as energy, transportation, and smart homes. However, in order to use the cloud service in V2C, it needs to guarantee security functions for the detection of abnormal service and DDoS. If a malicious V2C service polluted a botnet for DDoS, many of the services in the same tenant and the subscriber can be out of service.

However, detecting DDoS attacks is difficult because the cloud service environment is complex and can change dynamically. In addition, it should be easy for an administrator to detect the abnormal behavior that occurs in the services.

Therefore, we have proposed a DDoS detection method that uses an image-based system resource monitoring with AI for V2C environments. In the proposed ISRM-AI, the IMU monitors the system status and generates a multidimensional graph image. In the CAD process, the detection model is trained using the multidimensional image generated by the IMU. The image is processed to npy value. Then, the mechanism detects that the system is in an abnormal state using a CNN. To evaluate the performance of the proposed ISRM-AI in a V2C environment, we analyzed the overhead on the host system and attack detection performance. For distinguishing the normal and abnormal state, we verified the performance of this mechanism by evaluating its performance using a DDoS attack similar to the one that occurred in Korea and the USA on July 7th, 2009. Because this DDoS attack is representative attack caused by the lack of collaborative between network and security device. The simulation results demonstrated that GPU utilization for the host system was 0.2%, and the detection error rate was 7.36%. In addition, the time required to detect an attack was 903 ms with 50 services and 1,517 ms for 100 services. Therefore, the proposed ISRM-AI guarantees the security for V2C services using AI. Therefore, we conclude that the results outperform in terms of security enhancement.

For future research, it is necessary to analyze the application of the proposed ISRM-AI. Especially, field experiments should be conducted with real-site data, establish the possible affecting factors and parameters to configure our proposal systematically. The second is necessary to objective experiments in real networks because DDoS detection mechanism is required various tests for the recent and actual situation. Lastly, the image-based detection technology requires the design and development of integrated detection system, after that its effect can be quantified and analyzed systematically. Thus, we consider that the proposed attack detection method for cloud services can be used to secure communication between V2C services and transportation system in a smart society.
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