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ABSTRACT: The prototype Diels–Alder (DA) reaction between butadiene and ethene (system 1) and the DA reaction involving 1-methoxy-butadiene and cyano-ethylene (system 2) are investigated with an explicit-time-dependent Density Functional Theory approach. Bond orders and atomic net charges obtained in the dynamics at the transition state geometry and along the reaction coordinate toward reactants are used to provide a picture of the process in terms of VB/Lewis resonance structures that contribute to a resonance hybrid. The entire dynamics can be divided into different domains (reactant-like, product-like, and transition state domains) where different Lewis resonance structures contribute with different weights. The relative importance of these three domains varies along the reaction coordinate. In addition to the usual reactant-like and product-like covalent Lewis structures, ionic Lewis structures have non-negligible weights. In system 2, the electron-donor OCH$_3$ on the diene and the electron-acceptor CN on the dienophile make more important the contributions of ionic Lewis structures that stabilize the transition state and determine the decrease of the reaction barrier with respect to system 1.

INTRODUCTION

Molecules, due to the ever-present electron delocalization, can be represented as resonance hybrids to which Lewis (resonance) structures contribute with different weights.

The hybrid mesomeric wave function $\Psi$ is described as a linear combination of Lewis structures, $\phi_i$:

$$\Psi = \sum c_i \phi_i$$

(1)

where $c_i$ are variational coefficients that represent the weight of $\phi_i$ and minimize the electronic energy. Because the energy of a resonance hybrid is lower than the energy of any of the individual Lewis structures, much of the chemical stability and reactivity can be rationalized in terms of mesomerism. High energy states, such as transition states (TSs), can be stabilized by the presence of various resonance structures with a consequent lowering of the activation barrier. Therefore, mesomerism helps to explain why some reactions are fast and others are slow or do not proceed at all. "Arrow chemistry” is the pictorial representation of mesomerism. This qualitative popular approach to mesomerism was demonstrated to be a powerful tool capable of rationalizing organic reactivity. Arrows indicate the motion of individual or pairs of electrons connecting different Lewis structures and, in a natural extension, leading to products from reactants.

The contributions $c_i$ of each resonance (Lewis) structure $\phi_i$ can be, in principle, computed with the Valence Bond (VB) theory, ascribable to the pioneering work of Ingold and Pauling. The pictorial movement of electrons, described by the curly arrows, can be related to the oscillations of the electronic wave function, which even in the stationary case can be caused by vibrations or by the environment. This electron density reorganization occurs in a subfemtosecond time scale (where nuclei are frozen) and can be related to the contributions of the various resonance structures $\phi_i$’s.

The VB approach is seldom used because of the high complexity and computational costs required for VB calculations. Instead, Molecular Orbital (MO) theory is routinely employed to determine $\Psi$, but it can give only a rough estimate of the contribution of the various resonance (Lewis) structures. In this way, the familiar description of reactivity in terms of Lewis structures and curly arrows (beloved by organic chemists) is almost completely missed. Nevertheless, in a few papers, the language of mesomerism was used to interpret the results of MO computations for some prototype organic reactions. Bernardi and co-workers computed resonance energies defined in the theory of aromaticity using a VB Hamiltonian obtained from CASSCF wave functions. They applied this analysis to the transition structures of ethylene dimerization and Diels–Alder (DA)
reaction between ethylene and butadiene. More recently, the prototype DA reaction was investigated with a new approach able to extract the movement of the electrons from static (no-time-dependent) Hartree–Fock calculations that were used to construct a reference configuration and “excited” configurations. For the Claisen rearrangement and other reactions, the bond reorganization expressed by curly arrows was directly observed in ab initio calculations as transformations of intrinsic bond orbitals along the reaction coordinate.

Even if it is commonly accepted that there is no time-dependent oscillation between the resonance structures ($\phi_i$ partakes in $\Psi$, but not as a function of time), time is implicitly present in “arrow chemistry”. The arrows indicate how electrons move and reorganize in the reactants–products transformation and are an example of time dependence.

To evaluate the contribution of the Lewis structures to the resonance hybrid and renovate the language of mesomerism in the context of MO computations, a time-dependent picture where electrons reorganize at the ultrafast time scale can be employed. In this Article, we use an explicit-time Density Functional Theory approach to obtain a “mesomeric” picture of one of the most popular pericyclic reactions: the [4+2] Diels–Alder (DA) cycloaddition. We investigate two different systems: (i) the prototype DA reaction between butadiene and ethylene (system 1), and (ii) the reaction between 1-methoxy-butadiene and cyano-ethylene, labeled as system 2. The RT-TD-DFT (real-time-dependent Density Functional Theory) dynamics, carried out at fixed nuclei, describes the change in time of electron densities in TSs and intermediate points along the Intrinsic Reaction Coordinate (IRC). Within the present theoretical approach, the initial nonstationary wave function, describing the two unperturbed fragments at the TS (or IRC point) geometry, is perturbed by the adiabatic Hamiltonian, which represents the effect of the working/chemical environment upon the molecular fragments. The perturbation activates the electron flow between and within the fragments. During the dynamics, the total density matrix population shifts between diagonal and off-diagonal elements and provides information on the evolution of local atomic charges ($Q_i$) and bond orders (BOs). Because our dynamics does not provide the values of experimental observables, bond orders and atomic charges, which are related to the evolution of the wave function, are useful quantities to discuss many experimental results for the DA reaction and not directly measured by the dynamics. In this picture, BOs and $Q_i$ vary in time, they identify the resonance structures $\phi_i$’s explored by the hybrid $\Psi$, and they are crucial to decode the nature of the wave function in terms of VB structures.

## COMPUTATIONAL BACKGROUND

The explicit-time-dependent DFT simulations were performed by means of a numerically stable algorithm that we applied in previous studies to predict the nonlinear electronic response in systems under the effect of external perturbations:

$$\psi(t + \Delta t) = \left(1 + \frac{\text{i} H \Delta t}{2\hbar}\right)^{-1} \left[1 - \frac{\text{i} H \Delta t}{2\hbar}\right]\psi(t)$$

(2)

where $\psi(t)$ is the nonstationary wave function at time ($t$), $H$ is the Hamiltonian, and $\Delta t$ is the simulation time-step, here set to 0.0048 fs. The time dependence of the electronic wave function is calculated using a generalized Cayley algorithm, based on a Dyson-like expansion of the time-evolution operator, which conserves probability and preserves orthogonality. Numerically, the algorithm evolves the time-dependent Schrödinger equation by means of the Crank–Nicolson method.

Wave function coefficients and energies of the critical and intermediate geometries computed on the ground-state PES of systems 1 and 2, as reported in the QM section of the Supporting Information, were used to set up the wavepacket dynamics, in a vacuum. Initially, the wave function, $\psi(t = 0)$, is built in terms of block-localized MOs for each fragment, that is, the diene (DN) and dienophile (DP). The ground-state electronic structures of both fragments, distinctly obtained on their frozen geometries at different PES points, were calculated at the M06-2X/6-31+G(d) level of theory:

$$\psi_0 = \begin{pmatrix} \psi_{0,DN}^0 \\ 0 \\ 0 \psi_{0,DP}^0 \end{pmatrix}$$

(3)

In a sense, the initial wave function is constrained on the electronic structures of the unperturbed fragments along the nuclear geometries of the reaction path. The $\psi_{DN}^0$ and $\psi_{DP}^0$ wave functions were orthonormalized by a Löwdin transformation.

The coupling between fragments is introduced by means of the electronic Hamiltonian calculated at the same level of theory on the Löwdin orthonormalized wave functions of the total system at each PES geometry.

To quantify the electron density redistribution activated by coupling between interacting fragments, bond orders and atomic effective charges were calculated in time for different PES points.

In particular, the time-dependent inter- and intramolecular bond order between atoms A and B was calculated from the total density matrix $P(t)$, according to the Wiberg definition:

$$\text{BO}_{AB}(t) = \sum_{\mu \in A, \nu \in B} P_{\mu \nu}(t)$$

(4)

The time-dependent atomic effective charge on atom A, for an atom centered basis set, was estimated by the Löwdin population analysis:

$$q_A(t) = Z_A - \sum_{\mu \in A} P_{\mu \mu}(t)$$

(5)

The orbital occupation numbers, determined by projecting the time-dependent density matrix onto the initial orbitals, were also calculated:

$$n_k(t) = \Psi_k^* (0) P(t) \Psi_k (0)$$

(6)

We consider short-time coherent electron dynamics, of about 5 fs time length, before vibrational relaxation and interactions with the environment occur.

Importantly, the wave function $\psi(t + \Delta t)$ of eq 2 is nonvariational. If $\psi(t = 0)$ is the eigenfunction of $H$, the dynamics is trivial and does not require numerical integration. In the present context, either the Hamiltonian or the wave function can be adiabatic:

$$H_{\text{adiabatic}} = H_{\text{fragments}} + H_{\text{interaction}}$$

(7)

$$\psi_{\text{full adiabatic}} = \psi_{\text{fragments}} + \psi_{\text{correction}}$$

(8)

where
However, $H_{\text{interaction}}$ and $\psi_{\text{correction}}$ are not related by an eigenvalue problem. In a perturbative scheme, $\psi_{\text{correction}}$ can include contributions from electronic excitations from the $\psi(t = 0)$ wave function. These excitations effectively make $\psi(t)$ multiconfigurational. Analogously, $H_{\text{interaction}}$ includes perturbative contributions at all orders of perturbation.

In the present calculations, $H_{\text{adiabatic}}$ operates on $\psi_{\text{fragments}}$.

**RESULTS AND DISCUSSION**

**QM Calculations.** All calculations were performed in vacuo with the M06-2X functional with the 6-31+G(d) basis set. A schematic representation of the critical points obtained for system 1 and system 2 is reported in Figures 1 and 2.

Following the usual interpretation of a $[4\pi + 2\sigma]$ pericyclic reaction, the prototype DA reaction between butadiene and ethylene (system 1) is a concerted process (as confirmed by previous studies). The transition state (TS1) is a cyclic symmetric aromatic-like structure, where two new $\sigma$ C–C bonds between $C_1(C_4)$ and $C_6(C_5)$ (2.27 Å) form simultaneously to the elongation of the $C_1-C_2(C_1-C_3)$ $\pi$-bonds (1.38 Å). The $C_2-C_3$ bond shortens from 1.47 Å in Rx1 to 1.41 Å in TS1. The energy barrier from Rx1 is 18.5 kcal mol$^{-1}$. The formation of product Pd1 is highly exothermic ($-41.8$ kcal mol$^{-1}$).

The DA reaction mechanism computed for the formation of 3-methoxy-4-cyano-cyclohexene from 1-methoxy-butadiene and cyano-ethylene (system 2) entails the passage through transition state TS2 where the new C–C bond forms asymmetrically. TS2 corresponds to the most favorable relative orientation of the two reactant molecules. All other possible orientations were discarded because they require a significantly higher activation energy (see Table S1). The $\sigma$-bond $C_4-C_5$ (2.05 Å) is almost formed when $C_1$ and $C_6$ are rather distant (2.57 Å). The energy of TS2 with respect to reactants Rx2 is 11.2 kcal mol$^{-1}$, and the exothermicity of the reaction is 43.0 kcal mol$^{-1}$.

**Wave Function Dynamics.** As previously underlined, the results of our theoretical approach cannot be directly

---

**Table 1. Percentages of the Dynamics Computed for Different Ranges of BOs at the Transition State TS1 and for Various Points, IP, Determined along the IRC in the Reactant Direction**

| domain       | bond             | BO range | TS1 | IP1 | IP2 | IP3 | IP4 | IP5 |
|--------------|------------------|----------|-----|-----|-----|-----|-----|-----|
| reactant-like| $C_1C_2(C_4C_5)$ | $\leq 0.25$ | 8%  | 22% | 45% | 75% | 93% | 99% |
|              | $C_1C_3$         | $\leq 1.25$ | 72% | 72% | 55% | 25% | 7%  | 1%  |
| trans. state/benzene-like | $C_1C_2(C_4C_5)$ | $[0.25, 0.55]$ | 20% | 6%  | 0%  | 0%  | 0%  | 0%  |
|              | $C_4C_5$         | $[1.25, 1.55]$ | 7%  | 7%  | 5%  | 25% | 7%  | 1%  |
|              | $C_2C_3$         | $\geq 0.55$  | 20% | 6%  | 0%  | 0%  | 0%  | 0%  |
|              | $C_1C_3$         | $\geq 1.55$  | 7%  | 7%  | 5%  | 25% | 7%  | 1%  |

$H_{\text{fragments}}\psi_{\text{fragments}} = E_{\text{fragments}}\psi_{\text{fragments}}$ (9)
Table 1.

is in the range from 0.25 to 0.55. These results are collected in Table S2. The period of their oscillations is less than a femtosecond. In the following discussion, we refer to the BOs and Q’s of the reactants (products) and transition state reported in Table 1 and in Tables S2–S5. The values for Rx1 (Pd1) were obtained from the DFT static computations, while the results reported for TS1 refer to 5 fs of dynamics carried out at the transition state geometry. The butadiene double bonds C1−C4 and C3−C4 have a BO value of 2.11 (1.15) in Rx1 (Pd1). During the dynamics, it oscillates between 2.03 and 1.31, with an average value of 1.60. The butadiene single bond C2−C3 has a BO value of 1.23 (2.04) and oscillates between 1.80 and 1.14 (with an average value of 1.42) in the simulation. The ethene bond C5−C6 has a BO value of 2.30 (1.15) in reactants (products) and oscillates between 2.26 and 1.21, with an average value of 1.65. The incipient bond has a BO value of 0.0 (1.13) and oscillates between 0.0 and 0.83 during the dynamics, with an average value of 0.42. These values are collected in Table S2.

If we choose the average value as a reference and consider a deviation of ±20% of the difference between the maximum and minimum values of each BO during the dynamics (see Table S2), we find that for 72% of the dynamics the C2−C3 BO ranges from 1.25 to 1.55 and the incipient C4−C6 (C1−C6) BO is in the range from 0.25 to 0.55. These results are collected in Table 1.

Thus, assuming the BOs of C2−C3 and C4−C6 (C1−C6) as meaningful indicators of the time evolution of electron motion, the electron distribution observed in the major part of the dynamics (72%) is represented by a resonance hybrid where the inner butadiene bond is becoming single and the incipient bond is in an advanced state of formation. This hybrid is a linear combination of various Lewis structures that must include covalent structures I and II of Scheme 1, with significant and comparable weights.

Scheme 1. A Schematic Representation of the Two Covalent Lewis Structures for the Prototype DA Reaction

The limiting values of the oscillations reach close to the values of the reactants and product, suggesting a different contribution of I and II in various intervals of the dynamics. When in the oscillations, a large value of the BO of the incipient bond is associated with a large value of the inner C2−C3 butadiene bond (this occurs for 20% of dynamics, with BOs of C2−C3(C1−C6) > 0.50 and C1−C6 > 1.50), the Lewis structure II is dominant, and the corresponding resonance hybrid is product-like.

The contribution of I and II is reversed (I becomes dominant) when the BOs of C2−C3 and incipient bonds significantly decrease (BO of C2−C3 ≤ 1.25 and BO of C4−C6(C1−C6) ≤ 0.25). This occurs for 8% of dynamics, and the resonance hybrid becomes reactant-like. Thus, the entire dynamics can be thought of as divided into different domains: reactant-like, product-like, and transition state domains. We can name the central domain as a benzene-like domain because of the complete electron delocalization. A graphical representation of these three domains is given in Figure 3, reporting the time-dependency of C2−C3(C1−C6) and C2−C3 BOs (left and right sides of the diagram, respectively). The transition state domain corresponds to the central horizontal region of the diagrams, where the C2−C3(C1−C6) BO ranges from 0.25 to 0.55 and the C2−C3 BO from 1.25 to 1.55. The upper and lower regions represent the product-like and reactant-like domains. The transition state domain is marked by a benzene-like structure showing the concerted, synchronous character of the mechanism.

The 5 fs dynamics were carried out for various points along the Intrinsic Reaction Coordinate (IRC) in the reactant direction (see Table 1). Energy values along the IRC are reported in Table S3. Importantly, as the system approaches the reactants, the percentage of dynamics characterized by a BO of the incipient bond C2−C3(C1−C6) ≤ 0.25 and of the inner C2−C3 bond ≤ 1.25 increases significantly (from 8% to 99%), that is, the reactant-like domain becomes rapidly more important. Simultaneously, we observed a decrease of the percentage corresponding to C2−C3(C1−C6) BO ≥ 0.25 and C2−C3 BO ≥ 1.25. This trend perfectly agrees with the gradual increase of the weight of Lewis structure I and the concurrent decrease of the importance of structure II.

The analysis of the atomic charges computed in the dynamics (see Table S4) can identify qualitatively the contribution of other Lewis resonance structures bearing formal negative and positive Q’s on the atoms (see Scheme 2).

The terminal carbon atom of butadiene is characterized by a negative charge that is on average −0.47, more negative than the charge in reactants (products), which is −0.42 (−0.41).

Figure 3. Time-dependency of (a) C2−C3(C1−C6) BO and (b) C2−C3 BO. The transition state (benzene-like) domain corresponds to the central horizontal zone.
Scheme 2. A Schematic Representation of the Possible Ionic Lewis Structures for the Prototype DA Reaction

![Scheme 2](image)

“In a molecular orbital approach, some structures are multiconfigurational.

Figure 4. Electronic occupancies at the TS1 geometry over the 5 fs dynamics of the dienophile HOMO and diene LUMO and of the diene HOMO (left side), and of the dienophile LUMO and the C4−Cσ* orbital (right side).

The increase of negative charge with respect to reactants (the maximum charge on C1(C4) is −0.32, while the minimum value is −0.68) suggests that almost one electron occasionally becomes localized on these atoms and indicates that ionic Lewis structures such as III and VII provide a non-negligible contribution to the resonance hybrid describing the transition state.

The charge of the inner carbon has an average value of −0.28, which is similar to that in reactants (products) that is −0.27 (−0.28). It ranges between −0.03 and −0.51, consistent with contributions of structures IV, V, VII, and VIII. The charge of the ethene carbons C5(C6) is on average −0.42, similar to that of the reactants (products) that is −0.44 (−0.42). In the simulation, this charge varies between −0.16 and −0.67, which is compatible with contributions of structures V and VI.

Thus, during the simulation, both C1(C4) and C5(C6) become either more positive or more negative with respect to reactants, suggesting that butadiene and ethylene can behave either as a donor (nucleophile) or as an acceptor (electrophile).

However, the increase of positive charge on C5(C6) is larger with respect to C1(C4) (−0.16 and −0.32 are the less negative values, respectively, and −0.42 and −0.47 are the corresponding average charges). Thus, the simulation shows that electrons have a stronger propensity to move from ethene to butadiene than in the opposite direction, suggesting that, at the transition state geometry, ethene is playing a more important role as a donor than butadiene. The trend of occupancies of the frontier orbitals can help to understand the difference between diene and dienophile. During 5 fs of dynamics (see Figure 4), the occupancies of the dienophile HOMO and diene LUMO show a regular and opposite oscillating trend in the ranges 0.8−0.2 and 1.2−1.8, respectively.

The sum of the two occupancies is approximately 2. Thus, the two orbitals “are talking directly to each other”, without involvement of other orbitals. A different behavior was observed for the occupancies of the diene HOMO and dienophile LUMO. During the first 2 fs of dynamics, the trend is similar to that previously discussed. After this time interval, the curves become flatter, and the involvement in the charge transfer of the σ* orbital of the inner (C2−C3) butadiene bond is evident. Thus, electrons are also moving within the butadiene fragment from the HOMO to the σ* orbital. These orbitals, at the transition state geometry, have the correct symmetry to interact because they are both antisymmetric with respect to the symmetry plane that characterizes the TS1 structure. The effect of this intrafragment charge transfer is that during the simulation butadiene appears as a worse donor than ethylene.

Additional information on the nature of the transition state hybrid can be obtained from the occupancies of the orbitals corresponding to different ranges of Qs at the transition state TS1 for various points along the IRC. These data are reported in Table S5 and discussed in detail in the Supporting Information. They demonstrate that structures such as V, VI, and VII must be taken into account to provide an accurate description of the resonance hybrid corresponding to the transition state.

Bond orders for reactants (product) and transition state for system 2 are collected in Table S6. Also, for system 2, bond orders and charges are weakly periodic (Figure S2 and Scheme S2). The BO of the stronger incipient bond C6−C4 oscillates between 0.0 and 0.90. Its average value, 0.55, is greater than that (0.42) calculated for the symmetric pathway of system 1. For the weaker incipient bond C1−C6, BO oscillates in the range 0.0−0.39, with an average value of 0.20, much lower with respect to that of system 1, reflecting the asynchronous character of TS1.

The butadiene double bond C4−C5 in reactants has a BO of 1.89, lower with respect to system 1 (2.11). This is consistent with the expected effect of the electron-donating group OCH3 and the consequent contribution of Lewis structures such as III in Scheme 3.
the incipient C1 centers product-like structure) is consistent with the fact that are significant contributions of Scheme 3 (in particular, “1, 3, and 4”) are significant. Also, the contribution of structure IV′ (a five-centered product-like structure) is consistent with the fact that the incipient C1−C6 bond is nearly absent in the transition state resonance hybrid. Importantly, Lewis structures such as III′ and IV′ are not present in system 1. In system 2, these structures contribute to stabilize further the transition state and lower the activation barrier. For 20% of dynamics, the C1−C3 BO is smaller than 1.25 and the C4−C5 BO is smaller than 0.40. This domain corresponds to a reactant-like hybrid structure, where Lewis structures such as I′ and III′ are dominant. 31% of dynamics is spent on electrons exploring a product-like resonance hybrid where the major contribution is represented by I′. The time-dependency of C2−C3 and C4−C5 BOs used as indicators of the time evolution of the electron flow is shown in Figure S3. Transition state, reactant-like, and product-like domains are evidenced. The results of dynamics carried out along the IRC toward the reactants (Table 2) are again informative. In approaching the reactants, the time spent by electrons in exploring a reactant-like hybrid structure (C1−C3 BO < 0.40 and C4−C5 BO < 1.25) rapidly increases: there is a larger contribution of I′ and III′ to the hybrid resonance with a simultaneous decrease of Lewis structures II′ and IV′.

A more complete picture appears when local charges are considered (see Table S7). The terminal carbon atom of butadiene (C4) that forms the stronger incipient bond has a negative charge that is on average −0.44 (it oscillates between −0.24 and −0.66), identical to the charge in reactants. The terminal carbon atom of butadiene that forms the weaker incipient bond (C1) is often nearly neutral (it oscillates between 0.08 and −0.29), its average charge being −0.09. The charges of the two atoms oscillate out-of-phase (see Figure S3, right panel). The charge on the ethene carbon C5, involved in the stronger new bond, is on average −0.41 (it oscillates between −0.23 and −0.56), more negative with respect to reactants (−0.34). Because during the simulation both C4 and C5 can become either more positive or more negative with respect to reactants and the atomic charges oscillate out-of-phase, these two atoms can behave either as a nucleophilic or as an electrophilic center. All of the above evidence enforces the idea that Lewis structures such as III′ and IV′ strongly participate in the resonance hybrid that represents the transition state, but additional contributions, even though less important, arise from Lewis structures such as V′, VI′, and VII′ (Scheme 4). However, because the increase of negative charge with respect to reactants is larger on C5 (ethene) than on C4 (butadiene) (previously reported average charges are −0.41 and −0.44, respectively), the dynamics indicates that, at the transition state geometry, electrons spend more time on ethene than on butadiene. In other words, and contrary to

**Scheme 3. A Schematic Representation of Relevant Lewis Structures for the DA Reaction Occurring in System 2**
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“X = OCH3, Y = CN.

**Table 2. Percentages of the Dynamics Computed for Different Ranges of BOs at the Transition State TS2 and for Various Points IPn Determined along the IRC toward the Reactants**

| domain               | bond  | BO range | TS2 | IP1 | IP2 | IP3 | IP4 | IP5 |
|----------------------|-------|----------|-----|-----|-----|-----|-----|-----|
| reactant-like        | C6C5  | ≤0.40    | 20% | 29% | 45% | 61% | 99% | 100%|
|                      | C4C5  | ≤1.25    |     |     |     |     |     |     |
| trans. state/benzene | C4C5  | ≥0.40, ≤0.70 | 49% | 54% | 51% | 39% | 4%  | 0%  |
|                      | C6C5  | ≥1.25, ≤1.55 |     |     |     |     |     |     |
| product-like         | C4C5  | ≥0.70    | 31% | 17% | 4%  | 0%  | 0%  | 0%  |
|                      | C4C6  | ≥1.55    |     |     |     |     |     |     |

The effect of this group and the influence of structure III′ on the transition state resonance hybrid are evident during the dynamics because the C1−C3 BO varies in the range 1.74−1.22 with an average value of 1.47 (it was 1.60 in system 1). The BO value of the butadiene single bond C2−C3 in reactants (products) is 1.21 (2.01) and during the dynamics oscillates between 1.71 and 1.18, with an average value of 1.44, larger than that found in system 1 (1.42). Even in this case, the influence of structure III′ is evident. Finally, the ethene bond C5−C6 has a BO value of 2.10 (1.09) in reactants (products) and during the dynamics oscillates between 2.05 and 1.18 (average value of 1.49). The decrease of bond order with respect to system 1 (average value of 1.65) is coherent with the presence of the electron-withdrawing group CN and a non-negligible contribution of III′ and IV′ (Scheme 3).

In Table 2, we report the percentages of the dynamics corresponding to different ranges of the BOs for C2−C3 and C4−C5. Deviations of ±20% of the difference between maximum and minimum were used again to define the different domains.

For 49%, the C2−C3 BO and the C4−C5 BO vary in the intervals 1.25−1.55 and 0.40−0.70, respectively. Thus, for a significant percentage of the dynamics, electrons are “exploring” a resonance hybrid where the contributions of Lewis structures of Scheme 3 (in particular, II′, III′, and IV′) are significant. Also, the contribution of structure IV′ (a five-centers product-like structure) is consistent with the fact that the incipient C1−C6 bond is nearly absent in the transition state resonance hybrid. Importantly, Lewis structures such as III′ and IV′ are not present in system 1. In system 2, these structures contribute to stabilize further the transition state and lower the activation barrier. For 20% of dynamics, the C1−C3 BO is smaller than 1.25 and the C4−C5 BO is smaller than 0.40. This domain corresponds to a reactant-like hybrid structure, where Lewis structures such as I′ and III′ are dominant. 31% of dynamics is spent on electrons exploring a product-like resonance hybrid where the major contribution is represented by I′. The time-dependency of C2−C3 and C4−C5 BOs used as indicators of the time evolution of the electron flow is shown in Figure S3. Transition state, reactant-like, and product-like domains are evidenced. The results of dynamics carried out along the IRC toward the reactants (Table 2) are again informative. In approaching the reactants, the time spent by electrons in exploring a reactant-like hybrid structure (C1−C3 BO < 0.40 and C4−C5 BO < 1.25) rapidly increases: there is a larger contribution of I′ and III′ to the hybrid resonance with a simultaneous decrease of Lewis structures II′ and IV′.

A more complete picture appears when local charges are considered (see Table S7). The terminal carbon atom of butadiene (C4) that forms the stronger incipient bond has a negative charge that is on average −0.44 (it oscillates between −0.24 and −0.66), identical to the charge in reactants. The terminal carbon atom of butadiene that forms the weaker incipient bond (C1) is often nearly neutral (it oscillates between 0.08 and −0.29), its average charge being −0.09. The charges of the two atoms oscillate out-of-phase (see Figure S3, right panel). The charge on the ethene carbon C5, involved in the stronger new bond, is on average −0.41 (it oscillates between −0.23 and −0.56), more negative with respect to reactants (−0.34). Because during the simulation both C4 and C5 can become either more positive or more negative with respect to reactants and the atomic charges oscillate out-of-phase, these two atoms can behave either as a nucleophilic or as an electrophilic center. All of the above evidence enforces the idea that Lewis structures such as III′ and IV′ strongly participate in the resonance hybrid that represents the transition state, but additional contributions, even though less important, arise from Lewis structures such as V′, VI′, and VII′ (Scheme 4). However, because the increase of negative charge with respect to reactants is larger on C5 (ethene) than on C4 (butadiene) (previously reported average charges are −0.41 and −0.44, respectively), the dynamics indicates that, at the transition state geometry, electrons spend more time on ethene than on butadiene. In other words, and contrary to

**Scheme 4. Schematic Representation of Ionic Lewis Structures for the DA Reaction Occurring in System 2**
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what was found for system 1, butadiene becomes a better donor than ethene, in agreement with the presence on butadiene of the electron-donating group OCH3.

Further evidence of the effect of substituents on diene (OCH3) and dienophile (CN) is provided by the trend of occupancies of the frontier orbitals during the dynamics (Figure 5) and comparison with system 1. In system 1, the oscillating trends of the dienophile HOMO and diene HOMO are similar: at the beginning of the dynamics, the corresponding occupancies vary from 2 to ~1.2, which indicates the transfer of ~0.8 of an electron. In system 2, these two orbitals show a rather different behavior: the occupancy of the diene HOMO (right side of Figure 5) changes from 2 to 1.1, while that of the dienophile HOMO (left side) changes from 2 to 1.4. Thus, the charge transfer originating from the dienophile is significantly lower than that coming from the diene, and this in turn is slightly higher with respect to system 1. This trend is consistent with the presence of the electron-donating group OCH3 on the diene and the electron-withdrawing group CN on the dienophile, which partly “adsorbs” the moving electrons.

Even if the results of our dynamics are not directly connected to the experiment, we have shown that bond orders and charges can be used to interpret experimental evidence in terms of VB structures. As a further example, we use the VB picture derived by BOs and Q’s to elucidate some interesting experimental results obtained by Bartlett et al. at the end of the 1960s and concerning the mechanism (concerted or two-step) of the DA reaction. This author demonstrated that in the case of few alkenes (for instance, fluorinated alkenes) the reaction with butadiene leads exclusively to four-membered rings (1,2 cycloaddition). In other cases, a mixing of four-membered and six-membered (1,4-cycloaddition) rings was observed. Furthermore, a careful reinvestigation of the prototype DA reaction (ethylene + butadiene) revealed, besides the dominant cyclohexene product, 0.02% of vinlycyclobutane. Also, the reaction is usually stereospecific, suggesting a concerted mechanism. However, such stereospecificity often disappears in the formation of four-membered adducts. These results are consistent with the existence of two possible reaction paths, a concerted path and a nonconcerted one involving a biradical or dipolar ion intermediate. The lifetime of this intermediate can be long enough to allow the internal rotation to compete with ring closure with loss of stereospecificity. The existence of a potentially competitive nonconcerted path involving a dipolar ion and leading to four-membered adducts is evidenced by VB structures VI and VIII in Scheme 2 and structures V and VII in Scheme 4. These structures are usually high in energy (for instance, in the prototype DA reaction). They can stabilize in the presence of appropriate electron-withdrawing and electron-donating substituents, making the 1,2 cycloaddition path more favorable. In some cases, the two reaction paths coexist (mix of 1,4 and 1,2 adducts), while in other cases (for instance, fluorinated ethylenes) the 1,2 reaction channel can become dominant.

**CONCLUSIONS**

Explicit-time-dependent Density Functional Theory was used to investigate the prototype [4+2] DA reaction between butadiene and ethylene (system 1) and the DA reaction between 1-methoxy-butadiene and cyano-ethylene (system 2). Analysis of bond orders (BOs) and atomic net charges (Q’s) during the dynamics allows one to interpret the results of MO computations in terms of VB/Lewis structures.

The entire dynamics obtained for system 1 can be divided into three domains: reactant-like, product-like, and transition state domains. The transition state domain is characterized by a complete electron delocalization (benzene-like domain). It corresponds to a resonance hybrid that can be represented as a linear combination of various Lewis structures. Covalent reactant-like and product-like structures of Scheme 1 are dominant and contribute with comparable weights. Besides conventional covalent Lewis structures, other (ionic) Lewis structures (Scheme 2) give non-negligible contributions.

The relative importance of all VB structures varies along the reaction coordinate. The transition state domain is dominant at the transition state geometry, but its importance rapidly decreases when we move from transition state to reactant geometry. Simultaneously, the importance of the reactant-like domain (a resonance hybrid dominated by Lewis covalent structure II) increases.

In system 2, additional Lewis structures involving the electron-donor OCH3 on diene and the electron-acceptor CN on dienophile give important stabilizing contributions to the transition state resonance hybrid (Scheme 3) and determine a decrease of the reaction barrier with respect to the prototype case.

Our results indicate that during the dynamics both diene and dienophile can behave either as an electron donor or as an electron acceptor. For the prototype reaction, because of an
internal electron transfer mechanism involving the diene HOMO and the $\sigma^*$ orbital of the inner (C$_2$–C$_3$) diene bond, ethylene appears as a better donor than butadiene. The situation is reversed in system 2 because of the presence of the two substituents on diene (OCH$_3$) and dienophile (CN).

The VB picture derived by BOs and Qs helps to elucidate some unusual experimental results$^{20}$ showing that four-membered rings can be obtained in the presence of specific substituents (F, Cl, CN) on the dienophile. VB structures such as VI and VIII in Scheme 2 (system 1) and V’ and VII’ in Scheme 4 (system 2) are consistent with the existence of a competitive nonconcerted path involving a dipolar ion intermediate and leading to four-membered adducts with loss of stereospecificity.

The result presented here are rather promising for possible future applications of explicit-density Functional Theory to chemical reactivity and its interpretation in terms of VB language.
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