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We use exact symmetry properties of the two-dimensional quantum compass model to derive nonequivalent invariant subspaces in the energy spectra of $L \times L$ clusters up to $L = 6$. The symmetry allows one to reduce the original $L \times L$ compass cluster to the $(L-1) \times (L-1)$ one with modified interactions. This step is crucial and enables: (i) exact diagonalization of the $6 \times 6$ quantum compass cluster, and (ii) finding the specific heat for clusters up to $L = 6$, with two characteristic energy scales. We investigate the properties of the ground state and the first excited states and present extrapolation of the excitation energy with increasing system size. Our analysis provides physical insights into the nature of nematic order realized in the quantum compass model at finite temperature. We suggest that the quantum phase transition at the isotropic interaction point is second order with some admixture of the discontinuous transition, as indicated by the entropy, the overlap between two types of nematic order (on horizontal and vertical bonds) and the existence of the critical exponent. Extrapolation of the specific heat to the $L \rightarrow \infty$ limit suggests the classical nature of the quantum compass model and high degeneracy of the ground state with nematic order.
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I. INTRODUCTION

Spin-orbital physics is a very exciting and challenging field of research within the theory of strongly correlated electrons. Well known examples of Mott insulators with active orbital degrees of freedom are two-dimensional (2D) and three-dimensional (3D) cuprates, manganites, and vanadates. These realistic models are rather complicated and difficult to investigate due to spin-orbital entanglement, including the one on superexchange bonds. A common feature of spin-orbital models is intrinsic frustration of the orbital superexchange which follows from the directional nature of orbital states and their interactions. The orbital interactions are frequently considered alone, leading to orbital ordered states to valence bond crystal or to orbital pinball liquid exotic quantum states.

We shall concentrate below on a generic and the simplest model which describes orbital-like superexchange, the so-called quantum compass model (QCM) introduced long ago by Kugel and Khomskii. In this 2D model the coupling along a given bond is Ising-like, but different spin components are active along different bond directions. A frequently used convention is that interactions take the form $J_{x} \sigma_{i}^{x} \sigma_{j}^{x}$ and $J_{z} \sigma_{i}^{z} \sigma_{j}^{z}$ along $a$ and $b$ axis of the square lattice. The compass model is challenging already for classical interactions. Recent interest in this model is motivated by its interdisciplinary character as it plays a role in the variety of phenomena beyond the correlated oxides: is also dual to recently studied models of $p+ip$ superconducting arrays, namely to the Hamiltonian introduced by Xu and Moore and to the toric code model in a transverse field. Its 2D and 3D version was studied in the general framework of unified approach to classical and quantum dualities and in the 2D case it was proved to be self-dual. The QCM was also suggested as an effective description for Josephson arrays of protected qubits as realized in recent experiment. Finally, it could describe polar molecules in optical lattices and systems of trapped ions.

First of all, the 2D QCM describes a quantum phase transition between competing types of one-dimensional (1D) nematic orders, favored either by $x$ or $z$ part of the Hamiltonian and accompanied by discontinuous behavior of the nearest-neighbor (NN) spin correlations when anisotropic interactions are varied through the isotropic point $J_{x} = J_{z}$, as shown by high-order perturbation theory rigorous mathematical approach, mean field (MF) theory on the Jordan-Wigner fermions and sophisticated infinite projected entangled-pair state (PEPS) algorithm. Thus, in the thermodynamic limit one of the involved interactions is intrinsically frustrated because the energy of bonds along one direction is minimized but the other is not. In fact, these bonds which do not contribute to the actual spin order give no energy gain and are totally ignored. Second, the quantum Monte-Carlo studies of the isotropic QCM proved that the nematic order remains stable at finite temperature up to $T_{c} = 0.055J$ and the phase transition to disordered phase stays in the Ising universality class. As shown by Doucot et al. the eigenstates of the QCM are twofold degenerate and the number of low-energy excitations scales as linear size of the system. Further on, it was proved by exact diagonalization of small systems that these excitations correspond to the spin flips of whole rows or columns of the 2D lattice and survive when a small admixture of the Heisenberg interactions is included into the compass Hamiltonian. The elaborated multiscale entanglement-renormalization ansatz (MERA) calculations, together with high-order spin wave expansion showed that the 2D QCM undergoes a second order quantum phase transition when the interac-
tions are modified smoothly from the conflicting compass interactions towards classical Ising model. It has also been shown that the isotropic QCM is not critical in the sense that the spin waves remain gapful in the ground state, confirming that the order in the 2D QCM is not of magnetic type.

For further discussion of the properties of the 2D QCM it is helpful to recall the 1D case. The 1D generalized variant of the compass model with \( z \)-th and \( x \)-th spin component interactions that alternate on even/odd exchange bonds is strongly frustrated, similar to the 2D QCM. The 1D QCM can be solved exactly by an analytical method in two different ways. We note that the 1D compass model is equivalent to the 1D anisotropic XY model, solved exactly in the seventies. An exact solution of the 1D compass model demonstrates that certain NN spin correlation functions change discontinuously at the point of a quantum phase transition (QPT) when both types of interactions have the same strength, similarly to the 2D QCM. This somewhat exotic behavior is due to the QPT occurring in this case at the multicritical point in the parameter space. The entanglement measures, together with so called quantum discord in the ground state characterizing the quantumness of the correlations, were analyzed recently to find the location of quantum critical points and to show that the correlations between two pseudospins on even bonds are essentially classical in the 1D QCM. While small anisotropy of interactions leads to particular short-range correlations dictated by the stronger interaction, in both 1D and 2D compass model one finds a QPT to a highly degenerate disordered ground state when the competing interactions are balanced.

The purpose of this paper is to present the symmetry properties of the 2D compass model and their implications for the energy spectra. Exact properties of the 2D QCM were introduced in Refs. 38–40. Here we concentrate ourselves on certain generic features and extensions which provide more insights into the physical properties of the QCM. We present several results which were not published until now — they give a rather complete description of the physical properties of the model. We apply the symmetry for obtaining numerical results for the QCM on small square clusters, including the 6 \( \times 6 \) cluster which becomes considerably easier within the present approach than by a Lanczos exact diagonalization (ED) in invariant subspaces of fixed \( S^z \) which makes no use of the symmetry described below. This symmetry is of importance here in spite of remarkable progress in the ED studies performed recently on large systems. For example, \( S = 1/2 \) Heisenberg model was studied recently on the kagome lattice with \( N = 42 \) sites in the subspace with \( S^z = 0 \).

The paper is organized as follows. In Sec. II we focus first on special symmetries of the planar QCM, giving the spin transformations that bring the Hamiltonian into the block-diagonal (or reduced) form and confirm its self-duality (Sec. II A). Next, in Sec. II B we derive the equivalence relations between these diagonal blocks (or invariant subspaces) following from the translational invariance of the original QCM Hamiltonian and show the multiplet structure of the invariant subspaces for \( 4 \times 4 \), \( 5 \times 5 \) and \( 6 \times 6 \) lattices in Sec. II A and in the Appendix. The study of symmetries culminates in unveiling the hidden symmetry of the ground state of the QCM, see Sec. II B and its consequences for the four-point correlation functions using another spin transformation. Next, in Sec. IV we present the results of ED techniques applied to the QCM for lattices of the sizes up to \( 6 \times 6 \). Due to the complexity of the many-body problem which includes time-consuming implementation of symmetry properties of the 2D QCM, this can be regarded as the state-of-the-art implementation of ED, see Sec. IV A. The results include ground state properties of the QCM such as: spin correlation functions and covariances of the local and nonlocal type in Sec. IV B. In Sec. IV C we present the evolution of energy levels as a functions of anisotropy, and entanglement entropy of a row in the lattice. We study as well the density of states for the \( 6 \times 6 \) cluster and heat capacities of the systems of different size at the isotropic point, see Sec. IV D. The paper is summarized briefly in Sec. V.

II. SYMMETRY PROPERTIES OF THE TWO-DIMENSIONAL COMPASS MODEL

A. Block-diagonal Hamiltonian

We consider the anisotropic ferromagnetic QCM for pseudospins \( \frac{1}{2} \) on a finite \( L \times L \) square lattice with periodic boundary conditions (PBCs):

\[
\mathcal{H}(\alpha) = -J \sum_{i,j=1}^{L} \{ (1-\alpha)X_{i,j}X_{i+1,j} + \alpha Z_{i,j}Z_{i,j+1} \} = -(1-\alpha)H^x - \alpha H^z , \tag{2.1}
\]

where \( \{ X_{i,j}, Z_{i,j} \} \) stand for Pauli matrices at site \((i, j)\) of a 2D square lattice, i.e., \( X_{i,j} \equiv \sigma^x_{i,j} \) and \( Z_{i,j} \equiv \sigma^z_{i,j} \) components, interacting on vertical and horizontal bonds by \( H^x \) and \( H^z \), respectively. The coupling constant \( J \) is positive and the sign factor \(-1\) is introduced to provide comparable ground state properties for odd and even systems. In this section we set \( J = 1 \). The parameter \( \alpha \in [0,1] \) changes the anisotropy between horizontal \((H^x)\) and vertical \((H^z)\) interactions; the isotropic model is found at \( \alpha = \frac{1}{2} \). In case of \( L \) being even, this model is equivalent to the antiferromagnetic QCM.

One can easily construct a set of \( 2L \) operators which commute with the Hamiltonian but anti-commute with one another:

\[
P_i \equiv \prod_{j=1}^{L} X_{i,j}, \quad Q_j \equiv \prod_{i=1}^{L} Z_{i,j} . \tag{2.2}
\]
Below we will use as symmetry operations all
\[ R_i \equiv P_i P_{i+1} \]  
and \( Q_j \) to reduce the Hilbert space; this approach led to the exact solution of the compass ladder. The QCM Eq. (1) can be written in a common eigenbasis of \( \{ R_i, Q_j \} \) operators using spin transformations of the form:
\[ X_{i,j} = \prod_{p=i}^{L} \tilde{X}_{p,j}, \quad \tilde{X}_{i,j} = X'_{i,j-1} X'_{i,j}, \]  
\[ Z_{i,j} = \tilde{Z}_{i-1,j} \tilde{Z}_{i,j}, \quad \tilde{Z}_{i,j} = \prod_{q=j}^{L} \tilde{Z}'_{i,q}, \]
where \( \tilde{Z}_{0,j} \equiv 1 \) and \( X'_{i,j} \equiv 1 \). After writing the Hamiltonian \( \mathcal{H}(\alpha) \) of Eq. (2.1) in terms of primed pseudospin operators one finds that the transformed Hamiltonian,
\[ \mathcal{H}'(\alpha) = -(1-\alpha) H'_x - \alpha H'_z, \]
contains no \( \tilde{X}_{L,j} \) and no \( Z'_{1,L} \) operators so the corresponding \( \tilde{Z}_{L,j} \) and \( X'_{1,L} \) can be replaced by their eigenvalues \( q_j \) and \( r_i \), respectively.

The Hamiltonian \( \mathcal{H}'(\alpha) \) is dual to the QCM \( \mathcal{H}(\alpha) \) Eq. (2.1) in the thermodynamic limit; we give here an explicit form of its transformed \( x \)-part:
\[ H'_x = \sum_{i=1}^{L-1} \left\{ \sum_{j=1}^{L-2} X'_{i,j} X'_{i,j+1} + X'_{i+1,j} + r_i X'_{i,L-1} \right\} \]
\[ + P'_1 + \sum_{j=1}^{L-2} P'_j P'_{j+1} + r P'_{L-1}, \]  
and the similar form for the \( z \)-part:
\[ H'_z = \sum_{j=1}^{L-1} \left\{ \sum_{i=1}^{L-2} Z'_{i,j} Z'_{i+1,j} + Z'_{1,j} + s_j Z'_{L-1,j} \right\} \]
\[ + Q'_1 + \sum_{j=1}^{L-2} Q'_j Q'_{j+1} + s Q'_{L-1}, \]
where \( s_j = q_j q_{j+1}, \) \( s = \prod_{j=1}^{L-1} s_j \) and \( r = \prod_{i=1}^{L-1} r_i \), and new nonlocal operators,
\[ P'_j = \prod_{p=1}^{L-1} X'_{p,j}, \quad Q'_1 = \prod_{q=1}^{L-1} Z'_{1,q}. \]

originates from the PBCs. As we can see, the \( z \)-part \( H'_z \) follows from \( H'_x \) by the lattice transposition, replacing \( X'_{i,j} \rightarrow Z'_{i,j} \) and \( r_i \rightarrow s_j = q_j q_{j+1} \). Ising variables \( r_i \) and \( s_j \) are the eigenvalues of the symmetry operators \( R_i \equiv P_i P_{i+1} \) and \( S_j = Q_j Q_{j+1} \).

Instead of the initial \( L \times L \) lattice of quantum spins, one finds here \( (L-1) \times (L-1) \) internal quantum spins with \( 2(L-1) \) classical boundary spins, which gives \( L^2 - 1 \) degrees of freedom. The missing spin is related to the \( Z_2 \) symmetry of the QCM and makes every energy level at least doubly degenerate. Although the form of Eqs. (2.1) and (2.2) is complex, the size of the Hilbert space is reduced in a dramatic way by a factor \( 2^{2L-1} \) which makes it possible to perform easily exact (Lanczos) diagonalization of 2D \( L \times L \) clusters up to \( L = 6 \).

### B. Equivalent subspaces

The spin transformations defined by Eqs. (2.1) and (2.2) bring the QCM Hamiltonian (2.1) into the block-diagonal form of Eqs. (2.7) and (2.8) with invariant subspaces labeled by the pairs of vectors \( (\vec{r}, \vec{s}) \), with \( \vec{r} = (r_1, r_2, \ldots, r_{L-1}) \) and \( \vec{s} = (s_1, s_2, \ldots, s_{L-1}) \). The original QCM of Eq. (2.1) is invariant under the transformation \( X \leftrightarrow Z \), if one also transforms the interactions, \( \alpha \leftrightarrow (1-\alpha) \). This sets a relation between different invariant subspaces \( (\vec{r}, \vec{s}) \), i.e., after transforming \( \alpha \leftrightarrow (1-\alpha) \) the QCM Hamiltonian in subspaces \( (\vec{r}, \vec{s}) \) and \( (\vec{s}, \vec{r}) \) has the same energy spectrum. In general, we may say that the two subspaces are equivalent if the QCM has in them the same energy spectrum. This relation becomes especially simple for \( \alpha = \frac{1}{2} \) when for all \( r_i \)'s and \( s_i \)'s subspaces \( (\vec{r}, \vec{s}) \) and \( (\vec{s}, \vec{r}) \) are equivalent.

Now we will explore another important symmetry of the 2D compass model reducing the number of nonequivalent subspaces — the translational symmetry. We note from Eqs. (2.7) and (2.8) that the reduced Hamiltonians are not translationally invariant for any choice of \( (\vec{r}, \vec{s}) \) even though the original Hamiltonian is. This means that translational symmetry must impose some equivalence conditions among subspace labels \( (\vec{r}, \vec{s}) \). To derive them, let us focus on translation along the rows of the lattice by one lattice constant. Such translation does not affect the
We have verified that no other equivalence conditions exist between the subspaces by numerical Lanczos diagonalizations for lattices of sizes up to 6 × 6, so we can change all if statements above into if and only if ones.

III. CONSEQUENCES OF SYMMETRY

A. Multiplets of equivalent subspaces: examples

For the finite square clusters of the sizes 4 × 4, 5 × 5 and 6 × 6 we used the reduced form of the compass Hamiltonian to reduce the dimensionality of the Hilbert space and apply exact diagonalization techniques to get the ground state and thermodynamic properties of the QCM. For this purpose we needed to create a list of inequivalent subspaces for L = 4, 5, 6 to save time and computational effort. According to the previous discussion let’s denote all inequivalent \( \vec{r} \) configurations for our systems. For \( L = 4 \) these fall into four TI-equivalence classes,

\[
\{[- + + +], [- - + +], [- - + -], [- - - -]\},
\]

where the sign labels \( q_+ \) and \( q_- \) in Eqs. (2.10), respectively, the number of different \( \vec{q} \) labels that can be constructed out of each class is equal to the cardinality of this class divided by two. For the \( 4 \times 4 \) system these numbers are \( 4, 2, 1, 1 \). For \( \vec{r} \) labels we have exactly the same set of classes so the subspace structure can be characterized by the following diagrams,

\[
\begin{array}{cccc}
16 & 8 & 4 & 4 \\
8 & 4 & 2 & 2 \\
4 & 2 & 1 & 1 \\
4 & 2 & 1 & 1 \\
\end{array}
\]

(3.1)

where each number symbolizes an equivalence class of subspaces in anisotropic (left) and isotropic (right) cases is equal to the number of subspaces in each class divided by two. As we see, the right diagram can be obtained from the left one by leaving diagonal numbers untouched, removing subdiagonal numbers and doubling the upper ones.

For \( 5 \times 5 \) we have again four TI-equivalence classes,

\[
\{[- + + + +], [- - + + +], [- - + + -], [- - - - -]\},
\]

with half-cardinalities \( \{5, 5, 5, 1\} \). This leads to the following diagrams,

\[
\begin{array}{cccc}
25 & 25 & 25 & 5 \\
25 & 25 & 25 & 5 \\
25 & 25 & 25 & 5 \\
5 & 5 & 5 & 1 \\
\end{array}
\]

(3.2)

Finally, for the largest system considered here of \( L = 6 \), the TI-equivalence classes read,

\[
\{[- + + + + +], [- - + + + +], [- - + + + -], [- - + + - -], [- - - - - -]\},
\]

(3.3)

with half-cardinalities \( \{6, 6, 6, 6, 3, 3, 1, 1\} \), yielding the anisotropic diagram of the form,

\[
\begin{array}{cccccccc}
36 & 36 & 36 & 18 & 18 & 6 & 6 \\
36 & 36 & 36 & 18 & 18 & 6 & 6 \\
36 & 36 & 36 & 18 & 18 & 6 & 6 \\
18 & 18 & 18 & 18 & 9 & 9 & 3 & 3 \\
18 & 18 & 18 & 18 & 9 & 9 & 3 & 3 \\
6 & 6 & 6 & 6 & 3 & 3 & 1 & 1 \\
6 & 6 & 6 & 6 & 3 & 3 & 1 & 1 \\
\end{array}
\]

(3.4)

The isotropic diagram can be obtained using the known procedure. These examples show that the number of inequivalent subspaces \( N \) stays the same for the systems of sizes \( L = 2l \) and \( L = 2l + 1 \) (with \( l = 1, 2, 3, \ldots \)) and is directly related to the number \( n \) of TI-equivalence classes of the binary string of the length \( L \). We have:

\[
N = \begin{cases} 
\frac{n^2}{2} & \text{for } \alpha \neq \frac{1}{2} \\
\frac{1}{2}n(n + 1) & \text{for } \alpha = \frac{1}{2} 
\end{cases}
\]

(3.5)

The most numerous TI-equivalence class for the \( L \times L \) system consists of the binary strings which transform into themselves after \( L \) translations, so carrying highest number of possible pseudomomenta. This implies...
that largest subspace equivalence class contains $2L^2$ subspaces in anisotropic and $4L^2$ subspaces in isotropic case. Knowing that the total number of subspaces is $2 \times 2^{2(L-1)}$ one can estimate that $N > 2^{2(L-1)} L^2$ for $\alpha \neq \frac{1}{2}$, and $N > 2^{2L-3} L^2$ for $\alpha = \frac{1}{2}$.

B. Hidden order

Due to the symmetries of the QCM Eq. (2.1) only $\langle Z_{i,j} Z_{i,j+a} \rangle$ and $\langle X_{i,j} X_{i+d,j} \rangle$ two-point spin correlations are finite ($d \geq 1$). This suggests that the entire spin order concerns pairs of spins from one row (column) which could be characterized by four-point correlation functions of the dimer-dimer type. Such correlations are presented in form of the 2d point $(XXX)$ correlation function in Fig. 2(a) and by dimer-dimer correlations in Fig. 2(b). Indeed, examining such quantities for finite QCM clusters via Lanczos diagonalization we observed certain surprising symmetry: for any $\alpha$ two dimer-dimer $(\langle XX \rangle (XX))^2$ correlators are equal under the quasi-reflection along the local diagonal as shown in Fig. 2(b). This property turns out to be a special case of a more general relation between correlation functions of the QCM which we prove below.

We will prove that in the ground state of the QCM for any two sites $(i,j)$ and $(k,l)$ and for any $\alpha \in (0,1)$:

$$\langle X_{i,j} X_{i+1,j} X_{k,l} X_{k+1,l} \rangle \equiv \langle X_{i,j} X_{i+1,j} X_{i-\delta,k+\delta} X_{i+1,k+\delta} \rangle,$$  \hspace{1cm} (3.6)

where $\delta = j - i$. To prove Eq. (3.6) let us transform again the effective Hamiltonian (2.7) in the ground state subspace ($r_i \equiv s_i \equiv 1$) introducing new spin operators,

$$Z'_{i,j} = \tilde{Z}_{i,j} \tilde{Z}_{i,j+1}, \quad X'_{i,j} = \prod_{r=1}^{j} \tilde{X}_{i,r},$$  \hspace{1cm} (3.7)

with $i,j = 1, \ldots, L-1$ and $\tilde{Z}_{i,L} \equiv 1$. This yields

$$\hat{H}_x = \sum_{i,j=1}^{L-1} \tilde{X}_{i,j} + \sum_{i,j=1}^{L-1} \sum_{j=1}^{L-1} \tilde{X}_{i,j} + \sum_{i,j=1}^{L-1} \sum_{j=1}^{L-1} \tilde{X}_{j,i},$$  \hspace{1cm} (3.8)

and

$$\hat{H}_z = \sum_a \sum_{b=1}^{L-2} \sum_{i=1}^{L-2} \tilde{Z}_{a,b} + \sum_{i=1}^{L-1} \tilde{Z}_{a,i} \tilde{Z}_{a,i+1} + \tilde{Z}_{i,a} \tilde{Z}_{i+1,a} + \sum_{i=1}^{L-2} \sum_{j=1}^{L-2} \tilde{Z}_{i,j} \tilde{Z}_{i,j+1} \tilde{Z}_{i+1,j} \tilde{Z}_{i+1,j+1},$$  \hspace{1cm} (3.9)

where $a = 1, L-1$ and $b = 1, L-1$. Due to the spin transformations Eqs. (2.4), (2.5), and (3.7), $\tilde{X}_{i,j}$ operators related to the original bond operators by $X_{i,j} X_{i+1,j} = \tilde{X}_{i,j}$, which implies that

$$\langle X_{i,j} X_{i+1,j} X_{k,l} X_{k+1,l} \rangle \equiv \langle \tilde{X}_{i,j} \tilde{X}_{k,l} \rangle.$$  \hspace{1cm} (3.10)

Because of the PBC, all original $X_{i,j}$ spins are equivalent, so we choose $i = j$. The $x$-part of the Hamiltonian is completely isotropic. Note that the $z$-part would also be isotropic without the boundary terms (see Fig. 3); the effective Hamiltonian in the ground subspace has the symmetry of a square. Knowing that in the ground state we have only $Z_2$ degeneracy, one finds

$$\langle \tilde{X}_{i,j} \tilde{X}_{k,l} \rangle \equiv \langle \tilde{X}_{i,j} \tilde{X}_{l,k} \rangle.$$

where $d = \delta$.

FIG. 2. Example of application of the proved identities in two cases: (a) — Eq. (3.12) long range correlation function $\langle X_{i,j} X_{i+d+1,j} \rangle$ along the column (circles) is equal to the 2d-point $\langle XX \ldots X \rangle$ correlation function along the row (solid (red) frame of length $d$); (b) — Eq. (3.11) for two chosen dimers at $(i,j)$ and $(k,l)$ (solid frames), correlations between them are the same as between dimers at $(i,j)$ and $(k-\delta,l+\delta)$ (dashed frame). Green dashed line marks the plane of the mirror reflection transforming site $(k,l)$ into $(k-\delta,l+\delta)$.

FIG. 3. Panel (a): Schematic view of the $x$-th part of the reduced ground state subspace Hamiltonian $\hat{H}_x$ (5.5): empty (green) circles are $\tilde{X}_{i,j}$ spin operators acting on every site, dashed (blue) frame symbolize nonlocal product of all $\tilde{X}_{i,j}$ operators products and solid (red) frames are products of $\tilde{X}_{i,j}$ along all lines and columns. Panel (b): Schematic view of $\hat{H}_z$ (5.5): empty (green) circles in the corners stand for $\tilde{Z}_{i,j}$ spin operators related to the site $(i,j)$, solid (red) frames are $\tilde{Z}_{i,j}$ operator products acting on the boundaries of the lattice, and dashed (blue) square stands for one of the plaquette $\tilde{Z}_{1} \tilde{Z}_{1} \tilde{Z}_{1}$ spin operators. The exemplary three sites in the identity (3.11) are: $(i,i), (k,l)$ and $(l,k)$. 

\[ FIG. 3. Panel (a): Schematic view of the x-th part of the reduced ground state subspace Hamiltonian \( H_x \) (5.5): empty (green) circles are \( \tilde{X}_{i,j} \) spin operators acting on every site, dashed (blue) frame symbolize nonlocal product of all \( \tilde{X}_{i,j} \) operators products and solid (red) frames are products of \( \tilde{X}_{i,j} \) along all lines and columns. Panel (b): Schematic view of \( H_z \) (5.5): empty (green) circles in the corners stand for \( \tilde{Z}_{i,j} \) spin operators related to the site \( (i,j) \), solid (red) frames are \( \tilde{Z}_{i,j} \) operator products acting on the boundaries of the lattice, and dashed (blue) square stands for one of the plaquette \( \tilde{Z}_{1} \tilde{Z}_{1} \tilde{Z}_{1} \) spin operators. The exemplary three sites in the identity (3.11) are: \( (i,i), (k,l) \) and \( (l,k) \).\]
for any $i$ and $(k, l)$. This proves the identity \ref{eq:5.4} for $\delta = 0$; $\delta \neq 0$ case follows from lattice translations along rows.

The nontrivial consequences of Eq. \ref{eq:3.11} are: (i) hidden dimer order in the ground state of the QCM — dimer correlation functions in two a priori nonequivalent directions in the QCM are identical and robust for $X$-components for $\alpha > \frac{1}{2}$ (Fig. 1) and for $Z$-components for $\alpha > \frac{1}{2}$ (not shown), and (ii) long range two-site $\langle X_{i,j}X_{i+d,j}\rangle$ correlations along the columns which are equal to the multi-site $(XX \ldots X)$ correlations involving two neighboring rows, see Fig. \ref{fig:2}(a). The latter comes from symmetry properties of the transformed Hamiltonian Eqs. \ref{eq:5.5} and \ref{eq:5.6} applied to the multi-site correlations:

$$\langle \tilde{X}_{i,1}\tilde{X}_{i,1+1}\ldots \tilde{X}_{i,i+d}\rangle = \langle \tilde{X}_{i,r}\tilde{X}_{i+1,r}\ldots \tilde{X}_{i+d,r}\rangle.$$ \hfill \ref{eq:5.12}

\section{IV. Numerical Studies on Finite Square Clusters}

\subsection{A. Exact diagonalization methods}

Although there is no exact solution for the 2D QCM Eq. \ref{eq:2.1}, the latest Monte Carlo data\cite{26} prove that the model exhibits a phase transition at finite temperature both in quantum and classical version, with symmetry breaking between $x$ and $z$ part of the QCM. In this section we suggest a scenario for a phase transition with increasing cluster size by the behavior of spin-spin correlation functions and von Neumann entropy of a single column in the ground state obtained via Lanczos algorithm. We also present the specific heat calculated using Kernel Polynomial Method (KPM)\cite{44}.

Ground state energies and energy gap of the 2D QCM has already been calculated for different values of $\alpha$ and anticommutates with the Hamiltonian \ref{eq:2.1}. This means that for every eigenvector $|v\rangle$ satisfying $H(\alpha)|v\rangle = E(\alpha)|v\rangle$ we have another eigenvector $|w\rangle = S|v\rangle$ that satisfies $H(\alpha)|w\rangle = -E(\alpha)|w\rangle$. This proves that for even values of $L$ spectrum of $H(\alpha)$ is symmetric around zero but for odd $L$’s this property does not hold; then $S$ no longer anticommutates with the Hamiltonian. To obtain a symmetric spectrum in this case we would have to impose open boundary conditions. We would like to emphasize that both Lanczos and KPM calculation for $6 \times 6$ lattice (with $2^{36}$-dimensional Hilbert space) would be nearly impossible without using the symmetry operators and reduced Hamiltonians given by Eqs. \ref{eq:2.7} and \ref{eq:2.8}.
B. Ground state properties

In Fig. 4 we compare NN correlations $\langle X_{i,j}X_{i+1,j} \rangle$ as functions of $\alpha$ obtained via Lanczos algorithm for clusters of the sizes $L = 3, 4, 5, 6$. Curves for finite clusters converge to certain final functions with an infinite slope at $\alpha = \frac{1}{2}$, but not to a step function which would mean completely classical behavior. This result shows that even in the limit of large $L$ the 2D QCM preserves quantum correction even though it chooses to order in only one direction. Looking at the inset of Fig. 5 we can see longer-range correlations of the form $X_\alpha(x) \equiv \langle X_{i,j}X_{i+r,j} \rangle$ (for symmetry reasons any other two-point correlation functions involving $X_{i,j}$ operators must be zero in the ground state) for the $L = 6$ system and $r = 1, 2, 3$. Their behavior is very similar to the NN correlations in the sector of $\alpha \leq \frac{1}{2}$ but for $\alpha > \frac{1}{2}$ they are strongly suppressed and effectively behave in a more classical way.

In Fig. 6(a) we show the ground state covariances of the bond operators $b_{i,j}^\alpha \equiv X_{i,j}X_{i+1,j}$ and $b_{i,j}^\alpha \equiv Z_{i,j}Z_{i,j+1}$, i.e.,

$$C(b_{i,j}^\alpha, b_{i,j}^\beta) = \langle b_{i,j}^\alpha b_{i,j}^\beta \rangle - \langle b_{i,j}^\alpha \rangle \langle b_{i,j}^\beta \rangle.$$  

(4.2)

Analogous covariances for whole $x$ and $z$-part of the Hamiltonian, namely $H^x(z) = \sum_{i,j} b_{i,j}^x(z)$, are shown in Fig. 6(b) as normalized by the total number of terms in $H^x H^x$, i.e., $L^4$. All covariances are of maximal magnitude at $\alpha = \frac{1}{2}$ and get suppressed when system size increases. In case of bond covariances suppression is not total and we have some finite covariance in whole range of $\alpha$ with cusp at $\alpha = \frac{1}{2}$, indicating singular behavior at this point. This means that locally vertical and horizontal bonds cannot be factorized despite the fact that the system chooses only one direction of ordering. On the other hand, the normalized nonlocal covariance of $H^z$ and $H^z$ tends to vanish for all $\alpha$ in the thermodynamic limit meaning that in the long-range vertical and horizontal bonds behave as independent from one another. We believe that this justifies the onset of directionally ordered phase for $L \rightarrow \infty$.

Another interesting quantity that can be calculated in the ground state is the von Neumann entropy of a chosen subsystem. This entropy tells us to what extent the full wave function of the system cannot be factorized and written as the wave function of the subsystem multiplied by the wave function of the rest. In case of the QCM on square lattice the most promising choice of a subsystem would be a single column or a single row of the square lattice. To calculate von Neumann entropy of a column we need to use its reduced density matrix $\rho_L$, defined as a partial trace of a full density matrix,

$$\rho = \langle \Psi_0 | \Psi_0 \rangle,$$  

(4.3)

taken over the spins outside the column. This definition, however true, is not very practical. For systems with spin

FIG. 6. Local and nonlocal ground state covariances of: (a) the bond operators $b_{i,j}^x$ and $b_{i,j}^z$, and (b) the $x$ and $z$-part of the Hamiltonian, $H^x$ and $H^z$, normalized by $L^4$ for different cluster sizes $L$ (note that the result for $L = 3$ was scaled by factor $\frac{1}{5}$).

$s = \frac{1}{2}$ one can derive a simpler formula:

$$\rho_L = \frac{1}{2L} \sum_{\mu_1,..,\mu_L} \langle \sigma_{\mu_1}^x..\sigma_{\mu_L}^x \rangle \langle \sigma_{\mu_1}^z..\sigma_{\mu_L}^z \rangle.$$  

(4.4)

Here $\mu_i = 0, x, y, z$, $\sigma_{\mu_i}^x = 1$ and $\sigma_{\mu_i}^z$ are the spins taken from one column of a square cluster.

After diagonalizing $\rho_L$, which is of the size $2L \times 2L$, one can easily calculate von Neumann entropy as:

$$S_L = -\text{Tr} \rho_L \log_2 \rho_L.$$  

(4.5)

For the symmetry reasons, described in detail in Sec. II, Eq. (4.4) simplifies greatly as only the $x$-component spin operators multiplied along the columns can give a finite average in the ground state and their number must be even. Thus, for $L \leq 6$ systems, the matrix $\rho_L$ can be constructed with two-point, four-point and single six-point correlation functions at most. Again, the reduced form of the compass Hamiltonian simplifies getting the ground state but we have to keep in mind that $\rho_L$ is expressed in terms of original spins.

The results of von Neumann entropy calculations for a column of length $L$ belonging to the $L \times L$ cluster is shown in Fig. 7(a). We can see that for $\alpha = 0$ the entropy $S_L(\alpha)$ is finite as we expect from the product state. On the other hand, the system at $\alpha = 0$ is purely classical and the Hamiltonian (2.1) describes a set of noninteracting Ising columns. Why is the ground state not a product of such columnar states? This is not visible for the present choice of basis adapted for the reduced form of the compass Hamiltonian given by Eqs. (2.7) and (2.8). Because of the spin transformations (2.3) and (2.5), the ground state from the subspace $r_z = s_z = 1$ found here is a superposition of two-column product states with equal weights and gives $SS_L(0) = 1$. This stays in agreement with the known fact that von Neumann entropy depends on the choice of basis and this dependence comes precisely from the partial trace of the density matrix $\rho$. Eq.
where $|\psi_\alpha\rangle$ is one of two possible ground states at $\alpha = 0$ (or $|\psi_\alpha(0^+)|$) is one of two possible $x$-ordered ground states for $\alpha$ being close to 0. As we can see from Fig. 8(a), $\chi_L(\alpha)$ decays monotonously for growing $\alpha$ and the drop is most pronounced around $\alpha = \frac{1}{2}$, especially for few largest $L$, as one could expect. Less expected is that for small system sizes $\chi_L(\alpha)$ does not vanish at $\alpha = 1$ though the $x$-order changes completely to the $z$-one. This effect is again due to the symmetries — the symmetry obeying ground state at $\alpha = 0^+$ is a linear combination of the classical configurations found at $\alpha = 0$ and hence not necessarily orthogonal to the one at $\alpha = 1^-$. On the other hand, for growing system size these states become more and more orthogonal and already for $L = 4$ we find that $\chi_L(\alpha)$ vanishes at $\alpha = 1^-$. In the extreme case of $L = 6$ system $\chi_L(\alpha)$ is strongly suppressed already at $\alpha = 0.6$. Also in the $\alpha < \frac{1}{2}$ regime the fidelity drops faster for larger systems. The overall shape of the limiting $\chi_{L=\alpha}(\alpha)$ curve is very similar to the one obtained with von Neumann entropy $S_{L=\alpha}(\alpha)$ of Fig. 7(a), especially below $\alpha = \frac{1}{2}$, showing the universality of the transition. Also the behaviors of the derivatives are qualitatively the same, see Figs. 8(b) and 7(b).

C. The structure of energy levels for $L = 6$

The discrete energy spectrum of the Ising model changes into a dense spectrum of the QCM when $\alpha$ increases, see Fig. 9 where we show the results of full brute-force ED of the $4 \times 4$ periodic cluster (this task is impossible without using the symmetries of the QCM). All negative-energy levels for $0 \leq \alpha \leq \frac{1}{2}$ are shown; full spectrum can be constructed from the plot in Fig. 9 by the mirror reflections with respect to $\alpha = \frac{1}{2}$ and $E_\alpha = 0$ axes. The structure of energy levels undergoes the evolution from the ladder-like classical excitation spectrum at $\alpha = 0$ to the dense spectrum, with low-energy states separated by small gaps and a quasi-continuum structure at higher energy, at the isotropic point $\alpha = \frac{1}{2}$. Excited states at $\alpha = 0$, being defected classical antiferromagnetic chains with energy determined by the number of spin defects, are well separated from one another until $\alpha \approx 0.2$. For a fixed value of $\alpha$, increasing energy reflects increasing number of spin defects. The states with the lowest excitation energy, corresponding to a single spin defect, are less susceptible to the mixing caused by transverse terms in $H^z$, and remain separated from other states almost until the transition point at $\alpha = \frac{1}{2}$. Even at this point the mixing involves only singly and doubly defected states.

From the form of the QCM Hamiltonian (2.1), one can easily infer the relation between the slope of the energy level $E_\alpha$ and the preferred ordering direction in the state

![FIG. 7](image1.png) Panel (a) — von Neumann entropy $S_L(\alpha)$ of a column in the lattice of the size $L = 3, 4, 5, 6$ as a function of $\alpha$. Panel (b) — derivative of von Neumann entropy $SS_L(\alpha)$ with respect to $\alpha$ normalized by $L$. The line character as in panel (a).

![FIG. 8](image2.png) Panel (a) — fidelity $\chi_L(\alpha)$ for different values of $L = 2, \ldots, 6$. Panel (b) — derivative of the fidelity $\chi_L(\alpha)$ with respect to $\alpha$ for the same values of $\alpha$. 

For that reason we should always employ the most natural basis for a given problem.

For $0 < \alpha < 1$ the subspace $r_\perp \equiv s_\perp \equiv 1$ is the most natural one because it is the only subspace with the ground state (up to global two-fold degeneracy). For $\alpha = 0$ or 1 the choice of the eigenbasis of $\sigma^\perp$ or $\sigma^z$ operators seems to be more natural one which implies $S_L(0) = S_L(1) = 0$ so the plot in Fig. 7(a) is valid only away from these points. The upper limit for $S_L(\alpha)$ is always $L$ which can be easily proved by taking a state with all components equal. As we can see in Fig. 7(a) this limit is reached for $\alpha \to 1$ and before we have a region of abrupt change in $S_L(\alpha)$ with slope growing with increasing size $L$. As a consequence, the derivative of $S_L(\alpha)$ with respect to $\alpha$ normalized by $L$ increases with system size, see Fig. 7(b). Because of the above normalization the area under the plot is constant and equal to 1. As we can see the curve tends to a delta function centered around $\alpha = \frac{1}{2}$ for growing system size $L$. This suggests that there is a quantum phase transition of the second order at $\alpha = \frac{1}{2}$ in the thermodynamic limit because second derivative of von Neumann entropy diverges, which stays in analogy to the classical entropy and classical phase transition.

We have also examined the overlap of the ground states obtained for $\alpha$ to the left and to the right of (before and after) the transition point at $\alpha = \frac{1}{2}$ called also a fidelity. In this case we are interested in fidelity $\chi_L(\alpha)$ defined as,

$$\chi_L(\alpha) \equiv \langle \psi_0(0^+) | \psi_\alpha(\alpha) \rangle,$$  \hspace{1cm} (4.6)

where $|\psi_\alpha(\alpha)\rangle$ is a ground state for a given $\alpha$ and $|\psi_0(0^+)\rangle$ is one of two possible $x$-ordered ground states for $\alpha$ being close to 0. As we can see from Fig. 8(a), $\chi_L(\alpha)$ decays monotonously for growing $\alpha$ and the drop is most pronounced around $\alpha = \frac{1}{4}$, especially for few largest $L$, as one could expect. Less expected is that for small system sizes $\chi_L(\alpha)$ does not vanish at $\alpha = 1$ though the $x$-order changes completely to the $z$-one. This effect is again due to the symmetries — the symmetry obeying ground state at $\alpha = 0^+$ is a linear combination of the classical configurations found at $\alpha = 0$ and hence not necessarily orthogonal to the one at $\alpha = 1^-$. On the other hand, for growing system size these states become more and more orthogonal and already for $L = 4$ we find that $\chi_L(\alpha)$ vanishes at $\alpha = 1^-$. In the extreme case of $L = 6$ system $\chi_L(\alpha)$ is strongly suppressed already at $\alpha = 0.6$. Also in the $\alpha < \frac{1}{2}$ regime the fidelity drops faster for larger systems. The overall shape of the limiting $\chi_{L=\alpha}(\alpha)$ curve is very similar to the one obtained with von Neumann entropy $S_{L=\alpha}(\alpha)$ of Fig. 7(a), especially below $\alpha = \frac{1}{2}$, showing the universality of the transition. Also the behaviors of the derivatives are qualitatively the same, see Figs. 8(b) and 7(b).

C. The structure of energy levels for $L = 6$

The discrete energy spectrum of the Ising model changes into a dense spectrum of the QCM when $\alpha$ increases, see Fig. 9 where we show the results of full brute-force ED of the $4 \times 4$ periodic cluster (this task is impossible without using the symmetries of the QCM). All negative-energy levels for $0 \leq \alpha \leq \frac{1}{2}$ are shown; full spectrum can be constructed from the plot in Fig. 9 by the mirror reflections with respect to $\alpha = \frac{1}{2}$ and $E_\alpha = 0$ axes. The structure of energy levels undergoes the evolution from the ladder-like classical excitation spectrum at $\alpha = 0$ to the dense spectrum, with low-energy states separated by small gaps and a quasi-continuum structure at higher energy, at the isotropic point $\alpha = \frac{1}{2}$. Excited states at $\alpha = 0$, being defected classical antiferromagnetic chains with energy determined by the number of spin defects, are well separated from one another until $\alpha \approx 0.2$. For a fixed value of $\alpha$, increasing energy reflects increasing number of spin defects. The states with the lowest excitation energy, corresponding to a single spin defect, are less susceptible to the mixing caused by transverse terms in $H^z$, and remain separated from other states almost until the transition point at $\alpha = \frac{1}{2}$. Even at this point the mixing involves only singly and doubly defected states.

From the form of the QCM Hamiltonian (2.1), one can easily infer the relation between the slope of the energy level $E_\alpha$ and the preferred ordering direction in the state
FIG. 9. All the energy levels $E_n$ of the $L = 4$ system as functions of $\alpha \in [0, \frac{1}{2})$. The result is symmetric with respect to $E_n = 0$ and $\alpha = \frac{1}{2}$ axes. [This figure is not reproduced here for technical reasons; it will appear in the published version of this paper.]

$|\Psi_n\rangle$:

$$\frac{d}{d\alpha} E_\alpha(\alpha) = \langle \Psi_\alpha(\alpha) | H^x - H^z | \Psi_\alpha(\alpha) \rangle ,$$ (4.7)

which means that states ordered by $H^x$ are related with energy levels with positive slope and the others are related with energy levels with negative slope. Zero slope indicates that the state has no preferred order direction; this happens to the ground state at $\alpha = \frac{1}{2}$ and the anticipated symmetry breaking between $H^x$ and $H^z$ implies that in the thermodynamic limit the lowest energy level will have a cusp at this point because any infinitesimal deviation from $\alpha = \frac{1}{2}$ must lead to strictly positive or negative slope of $E_\alpha(\alpha = \frac{1}{2} \pm \varepsilon)$ (as also shown by the PEPS simulations of Ref. [28]).

Table 1 contains the two lowest energies, $E_0$ and $E_1$, from each of the 36 nonequivalent invariant subspaces of the QCM for $L = 6$ at $\alpha = \frac{1}{2}$. Their degeneracies $d$ agree with the considerations of Sec. IIIA, however was obtained by Lanczos recursions done in the full set of subspaces and then the energies were compared to arrange the subspaces into the classes. Similar Tables II-IV for the $L = 2, 3, 4, 5$ systems are presented in the Appendix. Note that the $E_0$ energies appear in the ascending order and that $E_0$'s from the first 8 subspaces form a multiplet of low lying states. This multiplet, already described in Ref. [26], consists of the classical ground state configurations at $\alpha = 0$ and $\alpha = 1$, split by the quantum corrections at $\alpha = \frac{1}{2}$. One could thus expect that the number of states in the multiplet is equal to $2 \times 2^L$ but it turns out that the ground state of degeneracy $d = 2$ is common for the two sets of states as the multiplicity equals to $2 \times 2^L - 2$. In case of the $L = 6$ system this gives 126 and can be obtained by adding the degeneracies of the first 8 subspaces in Table I. Looking at the results presented in the Appendix one can see that this holds for other system sizes as well.

In Fig. 11(a) we show the extrapolation of different energies for the infinite system done using the data from Table I and from the Appendix. Fig. 11(a) shows the behavior of the ground state energy per site $\varepsilon_0$ as a function of $1/L^2$. As we can see the data points nicely lie on a straight line and the linear fit gives the extrapolated ground state energy per site equal to

$$\varepsilon_0(L \to \infty) = -(0.5575 \pm 0.0007)J ,$$ (4.8)

This value lies between the classical value of $\varepsilon_0^{\text{class}} = -0.5J$ which one can get by keeping only one part of the Hamiltonian, either $H^x$ or $H^z$, and a chain MF (CMF) value, $\varepsilon_0^{\text{CMF}} \approx -0.5661J$. The CMF approach that we used here relies on splitting the interaction along one direction and treating the system as a set of Ising chains in a transverse field coupled to the MF (see Ref. 45 for more details). Such chains can be then solved exactly so the quantum physics within a single chain is well captured. Being variational, the CMF approach must give higher ground state energy than the exact ground state energy, and indeed the PEPS estimation for $\varepsilon_0$ is $\varepsilon_0^{\text{PEPS}} \approx -0.5684J$ (originally for different parametrization of interactions, see Ref. 24), is only slightly lower than $\varepsilon_0^{\text{CMF}}$. Therefore we can conclude that the linear extrapolation 11(a) is not fully satisfactory though all three energies lie indeed close to one another. Surprisingly, the CMF description of the 2D QCM turns out to be quite precise.

In Fig. 11(b) depicts the energy gap $\Delta E_m$ between the ground state energy of the last subspace from the ground state multiplet and the lowest energy of the remaining subspaces. For instance, in case of the $L = 6$ system the gap reads $\Delta E_m = E_0(n = 9) - E_0(n = 8)$. Like before, this quantity shows relatively good linear behavior as a function of $1/L^2$ (however small negative curvature can be observed for $L = 6$) and the extrapolation in $L \to \infty$ can be easily performed to obtain $\Delta E_m(L \to \infty) = (0.408 \pm 0.018)J$. The finite value of this gap for $L \to \infty$ means that the spectrum of the system divides into the

| TABLE I: Ground state energy $E_0$ and first excited state energy $E_1$ (both in the units of $J$) and their total number is 126 = 2 ($2^6 - 2$). |
|---|---|---|---|---|---|
| $n$ | $1$ | $2$ | $3$ | $4$ | $5$ |
| $E_0$ | $-20.705$ | $-20.547$ | $-20.539$ | $-20.537$ | $-20.491$ | $-20.489$ |
| $E_1$ | $-20.293$ | $-19.734$ | $-19.549$ | $-19.462$ | $-19.239$ | $-19.147$ |
| $d$ | $2$ | $24$ | $24$ | $12$ | $24$ |
| $n$ | $7$ | $8$ | $9$ | $10$ | $11$ |
| $E_0$ | $-20.489$ | $-20.451$ | $-20.050$ | $-19.984$ | $-19.965$ | $-19.877$ |
| $E_1$ | $-19.101$ | $-18.910$ | $-19.416$ | $-19.359$ | $-19.370$ | $-19.521$ |
| $d$ | $24$ | $4$ | $72$ | $144$ | $72$ |
| $n$ | $13$ | $14$ | $15$ | $16$ | $17$ |
| $E_0$ | $-19.835$ | $-19.834$ | $-19.814$ | $-19.813$ | $-19.722$ | $-19.707$ |
| $E_1$ | $-19.585$ | $-19.158$ | $-19.154$ | $-19.140$ | $-19.113$ | $-19.012$ |
| $d$ | $72$ | $144$ | $72$ | $144$ | $18$ |
| $n$ | $25$ | $26$ | $27$ | $28$ | $29$ |
| $E_0$ | $-19.458$ | $-19.39$ | $-19.315$ | $-19.304$ | $-19.211$ | $-19.207$ |
| $E_1$ | $-19.151$ | $-18.869$ | $-18.850$ | $-18.880$ | $-18.036$ | $-18.741$ |
| $d$ | $72$ | $72$ | $72$ | $144$ | $12$ |
| $n$ | $31$ | $32$ | $33$ | $34$ | $35$ |
| $E_0$ | $-19.175$ | $-19.073$ | $-19.068$ | $-18.900$ | $-18.714$ | $-18.264$ |
| $E_1$ | $-18.877$ | $-18.689$ | $-18.561$ | $-18.429$ | $-18.463$ | $-17.918$ |
| $d$ | $72$ | $72$ | $12$ | $24$ | $2$ |
FIG. 10. Extrapolations in $1/L^2$ for the $\alpha = 1/2$ QCM. Filled circles represent: (a) the ground state energy $\varepsilon_0$ per site; (b) the gap $\Delta E_m$ between the ground state multiplet and the higher lying states; and (c) the energy gap $\Delta E$ to the first excited state. The (red) lines are the linear fits to the data for panels (a), (b). The inset of panel (c) shows the log-log plot for the energy gap $\Delta E$. The (red) dots at $1/L^2 = 0$ are the values predicted by the fits and square and diamond of panel (a) are the classical $\varepsilon_0^{\text{clas}}$ and CMF $\varepsilon_0^{\text{CMF}}$ extrapolated values of $\varepsilon_0$.

D. Density of states and specific heat

The main benefit for ED calculations is that after the transformation the Hamiltonian of $L \times L$ compass model ($\alpha = 1/2$) turns into $2^{2L-1}$ spin models, each one on an $(L-1) \times (L-1)$ lattice. In fact, the number of different models is much lower than $2^{2L-1}$; most of the resulting Hamiltonians differ only by a similarity transformation as shown in the Sec. III A. For example, in case of the $6 \times 6$ system we find out that only 36 out of 2048 Hamiltonians are different; their two lowest energies obtained using the Lanczos algorithm, and their degeneracies are given in Table I. Similar data for lower system sizes can be found in the Appendix (in fact, these energies are known with much higher precision and up to $L = 5$ we have determined all the high energy states).

This brings us to the calculation method — the KPM based on the expansion into the series of Chebyshev polynomials.
Using this procedure we can get the density of states for the dimension of the Hilbert space. The moments of the expansion of \( \tilde{\rho}(E) \) can be done easily if we know the width of the spectrum. Our aim is to calculate the renormalized density of states \( \tilde{\rho}(E) \) given by

\[
\tilde{\rho}(E) = \frac{1}{D} \sum_{n=0}^{D-1} \delta(E - \tilde{E}_n),
\]

where the sum is over eigenstates of \( \mathcal{H}(\alpha) \) and \( D \) is the dimension of the Hilbert space. The moments \( \mu_n \) of the expansion of \( \tilde{\rho}(E) \) in basis of Chebyshev polynomials can be expressed by:

\[
\mu_n = \int_{-1}^{1} T_n(E) \tilde{\rho}(E)dE = \frac{1}{D} \text{Tr}\{T_n(\hat{\mathcal{H}})\}.
\]

Trace can be efficiently estimated using stochastic approximation:

\[
\text{Tr}\{T_n(\hat{\mathcal{H}})\} \approx \frac{1}{R} \sum_{r=1}^{R} \langle r|T_n(\hat{\mathcal{H}})|r \rangle,
\]

where \( |r \rangle \) are randomly picked complex vectors with components \( x_{r,k} \) satisfying \( \langle x_{r,k}x_{r',l} \rangle = 0 \), \( \langle x_{r,kx_{r',l} \rangle} = 0 \), \( \langle x_{r,k} \rangle = \delta_{r,k} \delta_{k,l} \) (the average is taken over the probability distribution). This approximation converges very rapidly to the true value of the trace, especially for a large value of \( D \).

Action of the \( T_n(\hat{\mathcal{H}}) \) operator on a vector \( |r \rangle \) can be determined recursively using the following relation between Chebyshev polynomials:

\[
T_n(\hat{\mathcal{H}})|r \rangle = \{2\hat{\mathcal{H}}T_{n-1}(\hat{\mathcal{H}}) - T_{n-2}(\hat{\mathcal{H}})\}|r \rangle.
\]

We can also use the relation

\[
2T_m(x)T_n(x) = T_{m+n}(x) + T_{m-n}(x)
\]

to get moments \( \mu_{2n} \) from the polynomials of the degree \( n \). Finally, the required function,

\[
\tilde{\rho}(E) \approx \frac{1}{\pi \sqrt{1 - E^2}} \left\{ \mu_0 + 2 \sum_{n=1}^{N-1} g_n \mu_n T_n(E) \right\},
\]

can be reconstructed from the \( N \) known moments, where coefficients \( \{g_n\} \) come from the integral kernel we use for better convergence. Here we use Jackson kernel. Choosing the arguments of \( \tilde{\rho}(E) \) as being equal to \( E_k = \cos[(2k - 1)\pi/2N'] \) \( (k = 1, 2, \ldots, N') \) we can change the last formula into a cosine Fourier series and use fast Fourier transform algorithms to obtain \( \tilde{\rho}(E_k) \) rapidly. This point is crucial when \( N \) and \( N' \) are large, which is the case here; our choice will be \( N = 20000 \) and \( N' = 2N \). Using this procedure we can get the density of states for \( L = 4, 5, 6 \) systems. After getting energy spectra for the nonequivalent subspaces we sum them with proper degeneracy factors to get the final density of states \( \tilde{\rho}(E) \) and next the partition function via rescaling and numerical integration.

In Figs. (11a) and (11b) we display the density of states \( \rho(E) \) (without normalization) for the system size \( L = 6 \). Achieved resolution is such that one can distinguish single low-lying energy states and the positions of peaks agree with the results of Lanczos algorithm, see panel (a). In addition we get information about the degeneracy of energy levels encoded in the area below the peaks. This required very time-consuming calculations as the size of Hilbert space is above 30 million. In Fig. (11b) we present an overall view of full density of states in the logarithmic scale exhibiting gaussian behavior. Note different orders of magnitude in Figs. (11a) and (11b). Both plots show that in the thermodynamic limit the spectrum of the 2D QCM can be discrete in the lowest and highest-energy region and continuous in the center, which agrees with the existence of ordered phase above \( T = 0 \).

In Fig. (12) we show the specific heat \( C_V/L^2 \) obtained for the compass \( L \times L \) clusters calculated from: (i) the densities of states \( \rho(E) \) for \( L = 5, 6 \), and (ii) the full energy spectrum for \( L = 2, 3, 4 \). Additionally, to enhance the precision at low temperatures the lowest-lying energies obtained via stabilized Lanczos algorithm were used up to certain energy above \( E_0 \). For \( L = 5 \) system all the energies up to \( E \approx E_0 + 2J \) were determined by Lanczos algorithm but for \( L = 6 \) only a few states above \( E_0 \) could be found due to the large size of the Hilbert space. The curves of specific heat of Fig. (12) exhibit two-peak structure similar to the one observed for a compass ladder (see Ref. 38), but in contrary to the ladder case the low-temperature peak seems to vanish for \( L \to \infty \) and the specific heat develops a gap before the high-temperature peak.
The best obtained fit is of the exponential form, with 

\[ T_2(L \to \infty) = (0.505 \pm 0.035)J. \]  

Finally, in Fig. 13(c) we show the scaling behavior of the entropy \( S(T_{\text{min}}) \) calculated from the specific heat at the temperature \( T_{\text{min}} \) being the minimum between the two peaks in \( C_V \) which separates the low- and the high-energy excitations of the model, see Fig. 12. As one could expect \( S(T_{\text{min}}) \) scales linearly in \( L \) because the number of the low-lying states is of the order of \( 2^L \) as shown in Section IV C.

Effectively, the present data suggest that the specific heat curve in the thermodynamic limit would be rather like the one of classical Ising ladder (see Ref. 38), with a single broad peak in the high temperature regime and zero specific heat up to certain \( T_0 \), than the one of a compass ladder with robust low-energy excitations. This means that the thermal behavior of the 2D QCM is indeed mostly classical and agrees with the presence of ordered phase for finite \( T \) in the thermodynamic limit.

Finally, in Fig. 13(c) we show the scaling behavior of the entropy \( S(T_{\text{min}}) \) calculated from the specific heat at the temperature \( T_{\text{min}} \) being the minimum between the two peaks in \( C_V \) which separates the low- and the high-energy excitations of the model, see Fig. 12. As one could expect \( S(T_{\text{min}}) \) scales linearly in \( L \) because the number of the low-lying states is of the order of \( 2^L \) as shown in Section IV C.

Effectively, the present data suggest that the specific heat curve in the thermodynamic limit would be rather like the one of classical Ising ladder (see Ref. 38), with a single broad peak in the high temperature regime and zero specific heat up to certain \( T_0 \), than the one of a compass ladder with robust low-energy excitations. This means that the thermal behavior of the 2D QCM is indeed mostly classical and agrees with the presence of ordered phase for finite \( T \) in the thermodynamic limit.

V. SUMMARY AND CONCLUSIONS

We have presented the consequences of symmetry properties of the 2D QCM which is in the center of interest at present. Using this example we argue that for a certain class of pseudospin models, which have lower symmetry than SU(2), the spectral properties can be uniquely determined by discrete symmetries like parity. In the case of the conservation of spin parities in rows and columns in the 2D QCM (for \( x \) and \( z \)-components of spins), we have observed that the ground state behaves according to a nonlocal Hamiltonian Eqs. (2.7) and (2.8).

In the ground state most of the two-site spin correlations vanish and the two-dimer correlations exhibit the non-trivial hidden order. For a finite system, the low-energy excitations are the ground states of the QCM Hamiltonians in different invariant subspaces which, as shown for the \( Q_j \) symmetries, become degenerate with the ground state in the thermodynamic limit, leading to degeneracy \( d \) being exponential in the linear system size \( L \) \( (d = 2^L \rightarrow \infty) \) or larger, if one could count the excited states from different subspaces. The invariant subspaces can be classified by lattice translations — the reduction of the Hilbert space achieved in this way is important for future numerical studies of the QCM and will play a role for spin models with similar symmetries.

The reduced QCM Hamiltonian turned out to be very useful for the state-of-the-art implementations of the ED techniques and gives the access to the system sizes unavailable otherwise. In contrast to the point-group or translational symmetries often explored for such models, spin transformations lead to spin Hamiltonian again which makes it particularly easy to implement. Although QCM has no sign problem and can be treated with powerful quantum Monte Carlo methods, ED gives most complete solution: the ground state wave function giving the access to all possible correlators and measures of entanglement. Using Lanczos and full diagonalization techniques we showed the behavior of all two-point corre-
lation functions for different system sizes and the full structure of energy levels as functions of anisotropy parameter \( \alpha \), indication of discrete-continuum nature of the spectrum of the QCM. Finally, we have obtained the ground state energy \( \varepsilon_0 \) per site up to \( L = 6 \) and its extrapolation in the limit of \( L \to \infty \), \( \varepsilon_0(L \to \infty) = -(0.5575 \pm 0.0007)J \), which is very close indeed to the CMF result, \( \varepsilon_0^{\text{CMF}} \approx -0.5661J \). Both values are also very close to the best estimate known from PEPS for the QCM, \( \varepsilon_0^{\text{PEPS}} \approx -0.5684J \).

The behavior of von Neumann entropy \( S_L(\alpha) \) of a single column of a square lattice together with the fidelity \( \chi_L(\alpha) \) and the energy gap \( \Delta E \) at \( \alpha = \frac{2}{3} \), which decays in a power-law fashion for growing \( L \), suggests that the phase transition at \( \alpha = \frac{2}{3} \) is of the second order with dynamical critical exponent \( z = 1.409 \pm 0.042 \). On the other hand, there is strong evidence, provided by the PEPS simulations, that the transition is indeed of the first order. Following the idea of Ref. [22] we argue that this discrepancy could be cured by adopting a similar scenario of a phase transition to the one suggested for the 1D QCM (see Ref. [23]) — \( \alpha = \frac{2}{3} \) could be a multicritical point of a more general model whose special case is the isotropic QCM thus the transition carries the features of both first and second order.

Summarizing, using Kernel Polynomial Method we have gained the access to the full density of states function \( \rho(E) \) for system sizes excluding full ED, i.e., for \( L = 5, 6 \). The obtained \( \rho(E) \) for \( L = 6 \) confirms that the spectrum consists of discrete states at low energy, accompanied by the continuum part at higher energy, as observed before for smaller system size \( L = 4 \) [26]. In addition, the extrapolation of the gap \( \Delta E_m \) in the limit \( L \to \infty \) shows that the manifold of the low-lying states, which collapse to the degenerate ground state in the \( L \to \infty \) limit [26] develops a gap to the higher-lying states of the width \( \Delta E_m = (0.408 \pm 0.018)J \). This supports the existence of an ordered quasi-1D nematic phase at finite temperature.

It is quite remarkable that the specific heat of the system, calculated from \( \rho(E) \) for growing \( L \), evolves to the curve characteristic for a classical Ising ladder [22] with a single broad peak at \( T_2 = (0.505 \pm 0.035)J \) and a gap in low temperature, as shown by the finite-size extrapolation. Within the error bar this is half of the classical excitation energy when only interactions along a single direction contribute. While the specific heat for a finite system consists of two characteristic peaks, we demonstrated a distinct behavior of these peaks: (i) the position of the broad peak at high temperature saturates exponentially with increasing system size \( L^2 \), and (ii) the low-temperature maximum decreases and its position approaches zero as \( 1/L^2 \). Finally, the entropy related with the low-energy sector scales linearly with \( L \) which agrees with the number of states in the low-energy manifold being of the order of \( 2^L \), as indicated before [22] and confirmed by our analysis. This is another manifestation of a classical behavior of the QCM at finite temperature.
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**Appendix: Square clusters with \( L < 6 \)**

As a supplement to Table II of Sec. IV C, we present here analogous Tables with energies and degeneracies for inequivalent subspaces for other \( L \times L \) clusters with \( L < 6 \): Table II for \( L = 5 \), Table III for \( L = 4 \), and Table IV for \( L = 3 \) and for \( L = 2 \).

**TABLE II. Ground state energy \( E_0 \) and first excited state energy \( E_1 \) (in the units of \( J \)) and their degeneracies \( d \) for 10 nonequivalent subspaces of the \( 5 \times 5 \) QCM Eq. (2.1) at \( \alpha = \frac{2}{3} \). States \( n = 1, \ldots, 4 \) (bold face) come from the classical ground state manifolds at \( \alpha = 0, 1 \) and their total number is \( 62 = 2 \times 31 \).**

| \( n \) | 1   | 2   | 3   | 4   | 5   |
|--------|-----|-----|-----|-----|-----|
| \( E_0 \) | -14.54 | -14.31 | -14.30 | -14.22 | -13.75 |
| \( E_1 \) | -13.80 | -13.15 | -12.91 | -12.50 | -12.86 |
| \( d \) | 2   | 20  | 20  | 20  | 50  |
| \( n \) | 6   | 7   | 8   | 9   | 10  |
| \( E_0 \) | -13.67 | -13.52 | -13.45 | -13.22 | -12.79 |
| \( E_1 \) | -12.99 | -13.26 | -12.67 | -12.88 | -12.30 |
| \( d \) | 100 | 50  | 100 | 50  | 100  |

**TABLE III. Ground state energy \( E_0 \) and first excited state energy \( E_1 \) (in the units of \( J \)) and their degeneracies \( d \) for 10 nonequivalent subspaces of the \( 4 \times 4 \) QCM Eq. (2.1) at \( \alpha = \frac{1}{2} \). States \( n = 1, \ldots, 4 \) (bold face) come from the classical ground state manifolds at \( \alpha = 0, 1 \) and their total number is \( 30 = 2 \times 15 \).**

| \( n \) | 1   | 2   | 3   | 4   | 5   |
|--------|-----|-----|-----|-----|-----|
| \( E_0 \) | -9.51 | -9.18 | -9.17 | -9.04 | -8.48 |
| \( E_1 \) | -8.17 | -7.32 | -7.36 | -6.76 | -7.46 |
| \( d \) | 2   | 16  | 8   | 4   | 32  |
| \( n \) | 6   | 7   | 8   | 9   | 10  |
| \( E_0 \) | -8.38 | -8.11 | -8.05 | -7.61 | -6.84 |
| \( E_1 \) | -7.69 | -6.98 | -7.12 | -7.33 | -6.48 |
| \( d \) | 32  | 8   | 16  | 8   | 2   |

By comparing the data in Tables II-IV for different system size \( L \), we observe that the total width of the spectrum increases with increasing \( L \), but the first excitation energy \( E_1 - E_0 \) decreases. It is also remarkable that the number of nonequivalent subspaces in the range of \( L < 6 \) increases from odd \( L \) to even \((L + 1)\) but stays constant from an even \( L \) to the next odd \((L + 1)\) size. No general proof of this property could be found so far.
TABLE IV. Ground state energy $E_0$ and first excited state energy $E_1$ (in the units of $J$) and their degeneracies $d$ for 3 nonequivalent subspaces of the 3×3 ($L = 3$) and 2×2 ($L = 2$) QCM Eq. 24 at $\alpha = \frac{1}{2}$. States $n = 1, 2$ (bold face) come from the classical ground state manifolds at $\alpha = 0, 1$ and their total number is 2 ($2^L$) – 2, i.e., 14 for $L = 3$ and 6 for $L = 2$.

| $L = 3$ | $L = 2$ |
|---------|---------|
| $n$ | 1 | 2 | 3 | 1 | 2 | 3 |
| $E_0$ | -5.61 | -5.12 | -4.08 | -2.83 | -2.00 | 0.00 |
| $E_1$ | -3.00 | -2.34 | -3.20 | +2.83 | +2.00 | 0.00 |
| $d$ | 2 | 12 | 18 | 2 | 4 | 2 |
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