MULTIPLICATION THEOREMS FOR SELF-CONJUGATE PARTITIONS
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Abstract. In 2011, Han and Ji proved addition-multiplication theorems for integer partitions, from which they derived modular analogues of many classical identities involving hook-length. In the present paper, we prove addition-multiplication theorems for the subset of self-conjugate partitions. Although difficulties arise due to parity questions, we are almost always able to include the BG-rank introduced by Berkovich and Garvan. This gives us as consequences many self-conjugate modular versions of classical hook-length identities for partitions. Our tools are mainly based on fine properties of the Littlewood decomposition restricted to self-conjugate partitions.

1. Introduction and notations

Formulas involving hook-length abound in combinatorics and representation theory. One illustrative example is the hook-length formula discovered in 1954 by Frame, Robinson and Thrall [10], stating the equality between the number $f^\lambda$ of standard Young tableaux of shape $\lambda$ and size $n$, and the number of permutations of $\{1, \ldots, n\}$ divided by the product of the elements of the hook-lengths multiset $H(\lambda)$ of $\lambda$, namely:

$$f^\lambda = \frac{n!}{\prod_{h \in H(\lambda)} h}.$$  

A much more recent identity is the Nekrasov–Okounkov formula. It was discovered independently by Nekrasov and Okounkov in their work on random partitions and Seiberg–Witten theory [21], and by Westbury [28] in his work on universal characters for $\mathfrak{sl}_n$. This identity is commonly stated as follows:

$$\sum_{\lambda \in \mathcal{P}} q^{\lambda} \prod_{h \in H(\lambda)} \left(1 - \frac{z}{h^2}\right) = \prod_{k \geq 1} (1 - q^k)^{z^{-1}},$$  

(1.1)

where $z$ is a fixed complex number. This identity was later obtained independently by Han [14], using combinatorial tools and the Macdonald identities for type $A$, [20].

Recall that a partition $\lambda$ of a positive integer $n$ is a nonincreasing sequence of positive integers $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_\ell)$ such that $|\lambda| := \lambda_1 + \lambda_2 + \cdots + \lambda_\ell = n$. The integers $\lambda_i$ are called the parts of $\lambda$, the number of parts $\ell$ being the length of $\lambda$, denoted by $\ell(\lambda)$. The well-known generating series for $\mathcal{P}$ can also be obtained by (1.1) with $z = 0$:

$$\sum_{\lambda \in \mathcal{P}} q^{|\lambda|} = \prod_{j \geq 1} \frac{1}{1 - q^j}.$$  

(1.2)

Each partition can be represented by its Ferrers diagram, which consists in a finite collection of boxes arranged in left-justified rows, with the row lengths in
non-increasing order. The Durfee square of \( \lambda \) is the maximal square fitting in the Ferrers diagram. Its diagonal will be called the main diagonal of \( \lambda \). Its size will be denoted \( d = d(\lambda) := \max(s|s_\lambda \geq s) \). As an example, in Figure 1a, the Durfee square of \( \lambda = (4, 3, 3, 2) \), which is a partition of 12 of length 4, is coloured in red.

For each box \( v \) in the Ferrers diagram of a partition \( \lambda \) (for short we will say for each box \( v \) in \( \lambda \)), one defines the arm-length (respectively leg-length) as the number of boxes in the same row (respectively in the same column) as \( v \) strictly to the right of (respectively strictly below) the box \( v \). One defines the hook-length of \( v \), denoted by \( h_v(\lambda) \) or \( h_v \), the number of boxes \( u \) such that either \( u = v \), or \( u \) lies strictly below (respectively to the right) of \( v \) in the same column (respectively row). The hook-length multiset of \( \lambda \), denoted by \( \mathcal{H}(\lambda) \), is the multiset of all hook-lengths of \( \lambda \). For any positive integer \( t \), the multiset of all hook-lengths that are congruent to 0 (mod \( t \)) is denoted by \( \mathcal{H}_t(\lambda) \). Notice that \( \mathcal{H}(\lambda) = \mathcal{H}_1(\lambda) \).

A rim hook (or border strip, or ribbon) is a connected skew shape containing no \( 2 \times 2 \) square. The length of a rim hook is the number of boxes in it, and its height is one less than its number of rows. By convention, the height of an empty rim hook is zero.

Recall from the work of Berkovich and Garvan [3] that the \( \text{BG}-\text{rank} \) of the partition \( \lambda \), denoted by \( \text{BG}(\lambda) \), is defined as follows. First fill each box in the Ferrers diagram of \( \lambda \) with alternating \( \pm 1 \)'s along rows and columns beginning with a “+1” in the (1, 1) position (see Figure 1c). Then sum their values over all the boxes. Note that all boxes belonging to the diagonal of a Ferrers diagram are filled with a “+1”. For instance, the BG-rank of \( \lambda = (4, 3, 3, 2) \) is 0.

Let \( a \) and \( q \) be complex numbers such that \( |q| < 1 \). Recall that the \( q \)-Pochhammer symbol is defined as \( (a; q)_n = 1 \) and for any integer \( n \geq 1 \):
\[
(a; q)_n = (1 - a)(1 - aq) \cdots (1 - aq^{n-1}),
\]
and
\[
(a; q)_\infty = \prod_{j \geq 0} (1 - aq^j).
\]

A classical bijection in partition theory is the Littlewood decomposition (see for instance [18, Theorem 2.7.17]). Roughly speaking, for any positive integer \( t \), it transforms \( \lambda \in \mathcal{P} \) into two components, namely the \( t \)-core \( \omega \) and the \( t \)-quotient \( \nu \) (see Section 2 for precise definitions and properties):
\[
\lambda \in \mathcal{P} \mapsto (\omega, \nu) \in \mathcal{P}_{(t)} \times \mathcal{P}^t.
\]
In [15], Han and Ji underline some important properties of the Littlewood decomposition, which enable them to prove the following multiplication-addition theorem.

**Theorem 1.1.** [15, Theorem 1.1] Let $t$ be a positive integer and set $\rho_1, \rho_2$ two functions defined on $\mathbb{N}$. Let $f_i$ and $g_i$ be the following formal power series:

$$f_i(q) := \sum_{\lambda \in \mathcal{P}} q^{\lambda \cdot |H_i(\lambda)|} \prod_{h \in H_i(\lambda)} \rho_1(th),$$

$$g_i(q) := \sum_{\lambda \in \mathcal{P}} q^{\lambda \cdot |H_i(\lambda)|} \prod_{h \in H_i(\lambda)} \rho_1(th) \sum_{h \in H_i(\lambda)} \rho_2(th).$$

Then we have

$$\sum_{\lambda \in \mathcal{P}} q^{\lambda \cdot |H_i(\lambda)|} \prod_{h \in H_i(\lambda)} \rho_1(h) \sum_{h \in H_i(\lambda)} \rho_2(h) = t \frac{(q^t; q^t)_\infty}{(q^t)_\infty} \left( f_i(xq^t) \right)^{t-1} g_i(xq^t).$$

Note that Walsh and Warnaar in [27] also prove multiplication theorems giving rise to hook-length formulas. They also prove interesting extensions regarding leg-length.

Theorem 1.1 gives modular analogues of many classical formulas. For instance, setting $\rho_1(h) = 1 - z/h^2$ for any complex number $z$ and $\rho_2(h) = 1$, it provides the modular analogue of the Nekrasov–Okounkov formula in [14, Theorem 1.2]:

$$\sum_{\lambda \in \mathcal{P}} q^{\lambda \cdot |H_i(\lambda)|} \prod_{h \in H_i(\lambda)} (1 - \frac{z}{h^2}) = \frac{(q^t; q^t)_\infty}{(xq^t)^{t-z/t} (q; q)_\infty}. \quad (1.3)$$

In the present work, we extend Theorem 1.1 to an important subset of $\mathcal{P}$, namely the self-conjugate partitions, and derive several applications regarding these. Recall that the conjugate of $\lambda$, denoted $\lambda'$, is defined by its parts $\lambda'_i = \# \{ j, \lambda_j \geq i \}$ for $1 \leq i \leq \ell(\lambda)$. For instance in Figure 1, the conjugate of $\lambda = (4, 3, 3, 2)$ is $\lambda' = (4, 4, 3, 1)$. A partition $\lambda$ is said to be self-conjugate if it satisfies $\lambda = \lambda'$.

We denote the set of self-conjugate partitions by $\mathcal{SC}$. This subset of partitions has been of particular interest within the works of Pétroille [23, 24] where two Nekrasov–Okounkov type formulas for $\tilde{C}$ and $\tilde{C}^-$ are derived. See also the work of Han–Xiong [16] or Cho–Huh–Sohn [7]. The already mentioned Littlewood decomposition, when restricted to $\mathcal{SC}$, also has interesting properties and can be stated as follows (see for instance [11, 24]):

$$\begin{align*}
\lambda \in \mathcal{SC} & \quad \mapsto \ (\omega, \mu) \in \mathcal{SC}(t) \times \mathcal{P}^{t/2} \quad \text{if } t \text{ even}, \\
\lambda \in \mathcal{SC} & \quad \mapsto \ (\omega, \mu) \in \mathcal{SC}(t) \times \mathcal{P}^{(t-1)/2} \times \mathcal{SC} \quad \text{if } t \text{ odd}.
\end{align*}$$

Indeed, as will be detailed in Section 2, in the particular case of self-conjugate partitions, elements of the $t$-quotient $\mathcal{P}^t$ can be gathered two by two through conjugation (except $\nu^{(t-1)/2}$ when $t$ is odd), therefore yielding the above vectors $\tilde{\nu}$ and $\tilde{\mu}$.

As can be seen above, to provide an analogue of Theorem 1.1 for self-conjugate partitions, the $t$ even case is simpler to handle, therefore we first restrict ourselves to this setting. Nevertheless, it yields a slightly more general result than Theorem 1.1 as the BG-rank can be incorporated.
Theorem 1.2. Let \( t \) be a positive even integer and set \( \rho_1, \rho_2 \) two functions defined on \( \mathbb{N} \). Let \( f_t \) and \( g_t \) be the formal power series defined as:

\[
 f_t(q) := \sum_{\nu \in \mathcal{P}} q^{\|\nu\|} \prod_{h \in \mathcal{H}(\nu)} \rho_1(\nu h)^2,
\]

\[
 g_t(q) := \sum_{\nu \in \mathcal{P}} q^{\|\nu\|} \prod_{h \in \mathcal{H}(\nu)} \rho_1(\nu h)^2 \sum_{h \in \mathcal{H}(\nu)} \rho_2(\nu h).
\]

Then we have

\[
 \sum_{\lambda \in \mathcal{SC}} q^{\|\lambda\|} x^{\mathcal{H}_t(\lambda)} y^{\mathrm{BG}(\lambda)} \prod_{h \in \mathcal{H}_t(\lambda)} \rho_1(h) \sum_{h \in \mathcal{H}_t(\lambda)} \rho_2(h)
 = t \left( f_t(x^2 q^{2t}) \right)^{t/2-1} \left( g_t(x^2 q^{2t}) \right)^{t/2} \left( -bq; q^4 \right)_\infty \left( -q^{3/t}; q^4 \right)_\infty.
\]

Remark 1.3. Note that the functions \( f_t \) and \( g_t \) in Theorem 1.2 are close to the ones in Theorem 1.1, the explanation is that when \( t \) is even, there is no additional self-conjugate partition \( \mu \) in the Littlewood decomposition.

We will derive several consequences of this result, including a new trivariate generating function for \( \mathcal{SC} \), new hook-length formulas, new modular versions of the Han–Carde–Loubert–Potenchin–Sanborn, the Nekrasov–Okounkov, the Bessenrodt–Bacher–Manivel, the Okada–Panova, and the Stanley–Panova formulas. Among them, we highlight here the self-conjugate version of (1.3).

Corollary 1.4. For any complex number \( z \) and \( t \) an even positive integer, we have:

\[
 \sum_{\lambda \in \mathcal{SC}} q^{\|\lambda\|} x^{\mathcal{H}_t(\lambda)} y^{\mathrm{BG}(\lambda)} \prod_{h \in \mathcal{H}_t(\lambda)} \left( 1 - \frac{z}{h^2} \right)^{1/2}
 = \left( x^2 q^{2t}; x^2 q^{2t} \right)_\infty \left( z/t - 1 \right)^{1/2} \left( q^{2t}; q^{2t} \right)_\infty \left( -bq; q^4 \right)_\infty \left( -q^{3/t}; q^4 \right)_\infty.
\]

As some combinatorial signs naturally appear in the work of Pétrolello regarding Nekrasov–Okounkov type formulas for self-conjugate partitions, we will also prove a signed refinement of Theorem 1.2 (see Theorem 5.2 in Section 5, which actually generalizes Theorem 1.2).

It is also possible to prove a result similar to Theorem 1.2 when \( t \) is odd; nevertheless more difficulties arise due to the additional \( \mu \in \mathcal{SC} \) appearing in the Littlewood decomposition. However, as will be seen later, the subset of \( \mathcal{SC} \) for which \( \mu \) is empty, can be handled almost similarly as for Theorem 1.2 (see Theorem 6.2 in Section 6). The interesting thing here is that this subset of \( \mathcal{SC} \) actually corresponds to partitions called \( \mathrm{BG}_t \) in [4], which are algebraically involved in representation theory of the symmetric group over a field of characteristic \( t \) when \( t \) is an odd prime number.

This paper is organized as follows. In Section 2 we provide the necessary background and properties regarding the Littlewood decomposition for self-conjugate partitions. Section 3 is devoted to the proof of Theorem 1.2 together with some useful special cases. Many interesting modular self-conjugate analogues of the above mentioned classical formulas are then listed and proved in Section 4. In Section 5 our signed generalization of Theorem 1.2 is proved, and finally in Section 6 we study the odd case.
2. Combinatorial properties of the Littlewood decomposition on self-conjugate partitions

In this section, we use the formalism of Han and Ji in [15]. Recall that a partition \( \mu \) is a \( t \)-core if it has no hook that is a multiple of \( t \). For any \( A \subset \mathcal{P} \), we denote by \( A(t) \) the subset of elements of \( A \) that are \( t \)-cores. For example, the only 2-cores are the “staircase” partitions \((k, k-1, \ldots, 1)\), for any positive integer \( k \), which are also the only SC 2-cores.

Let \( \partial \lambda \) be the border of the Ferrers diagram of \( \lambda \). Each step on \( \partial \lambda \) is either horizontal or vertical. Encode the walk along the border from the South-West to the North-East as depicted in Figure 2: take “0” for a vertical step and “1” for a horizontal step. This yields a 0/1 sequence denoted \( s(\lambda) \). The resulting word \( s(\lambda) \) over the \( \{0, 1\} \) alphabet:

- contains infinitely many “0”s (respectively “1”s) at the beginning (respectively the end),
- is indexed by \( \mathbb{Z} \),
- and is written \((c_i)_{i \in \mathbb{Z}}\).

This writing as a sequence is not unique since for any \( k \), sequences \((c_{k+i})_{i \in \mathbb{Z}}\) encode the same partition. Hence it is necessary for that encoding to be bijective to set the index 0 uniquely. To tackle that issue, we set the index 0 when the number of “0”s on and to the right of that index is equal to the number of “1”s to the left. In other words, the number of horizontal steps along \( \partial \lambda \) corresponding to a “1” of negative index in \((c_i)_{i \in \mathbb{Z}}\) along \( \partial \lambda \) must be equal to the number of vertical steps corresponding to “0”s of nonnegative index in \((c_i)_{i \in \mathbb{Z}}\) along \( \partial \lambda \). The delimitation between the letter of index \(-1\) and the one of index 0 is called the median of the word, marked by a \( | \) symbol. The size of the Durfee square is then equal to the number of “1”s of negative index. Hence a partition is bijectively associated by the application \( s \) to the word:

\[ s(\lambda) = (c_i)_{i \in \mathbb{Z}} = (\ldots c_{-2}c_{-1}|c_0c_1c_2\ldots), \]

where \( c_i \in \{0, 1\} \) for any \( i \in \mathbb{Z} \), and such that

\[ \#\{i \leq -1, c_i = 1\} = \#\{i \geq 0, c_i = 0\}. \]

Moreover, this application maps bijectively a box \( u \) of hook-length \( h_u \) of the Ferrers diagram of \( \lambda \) to a pair of indices \((i_u, j_u)\) \( \in \mathbb{Z}^2 \) of the word \( s(\lambda) \) such that

- \( i_u < j_u \),
- \( c_{i_u} = 1 \), \( c_{j_u} = 0 \)
- \( j_u - i_u = h_u \).

The following lemma will be useful in Section 5.

**Lemma 2.1.** Set \( \lambda \in \mathcal{P} \) and \( s(\lambda) \) its corresponding word. Let \( u \) be a box of the Ferrers diagram of \( \lambda \). Let \((i_u, j_u) \in \mathbb{Z}^2 \) be the indices in \( s(\lambda) \) associated with \( u \). Then \( u \) is a box strictly above the main diagonal in the Ferrers diagram of \( \lambda \) if and only if \(|i_u| \leq |j_u|\).

**Proof.** Let \( u \) be a box and \((i, j) \in \mathbb{Z}^2 \) the corresponding indices in \( s(\lambda) = (c_k)_{k \in \mathbb{Z}} \) such that \( c_{i_u} = 1 \) and \( c_{j_u} = 0 \). Assume that \( i_u \) and \( j_u \) have the same sign. This is equivalent to the fact that the hook defined by the sequence \( c_{i_u} \ldots c_{j_u} \) begins and ends on the same side of the median of \( s(\lambda) \).
Then the box $u$ associated with this hook is either below the Durfee square or to its right. Hence $u$ is below when $i_u$ and $j_u$ are negative as we also know that $i_u < j_u$, then $|j_u| < |i_u|$. If $u$ is to the right of the Durfee square, which is above the main diagonal of the Ferrers diagram, then both $i_u$ and $j_u$ are nonnegative. This implies that $|j_u| > |i_u|$.

Now, if we consider the case $i_u < 0 \leq j_u$, the box $u$ is in the Durfee square. The sequences $c_i \ldots c_{i-1}$ of length $|i_u|$ and $c_0 \ldots c_{j_u}$ of length $j_u + 1$ correspond to the number of steps before, respectively after, the corner of the Durfee square. Moreover $u$ is below the main diagonal if and only if the number of steps before the Durfee square is greater or equal to the number of steps after. Hence it is equivalent to $|i_u| \geq |j_u| + 1$. □

\[ \begin{array}{cccccc}
\text{NW} & \lambda_1' & \lambda_2' & \lambda_3' & \lambda_4' & \text{NE} \\
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \text{SW} \\
\end{array} \]

**Figure 2.** $\partial \lambda$ and its binary correspondence for $\lambda = (5, 5, 3, 2)$.

Now we recall the following classical map, often called the Littlewood decomposition (see for instance [11, 15]).

**Definition 2.2.** Let $t \geq 2$ be an integer and consider:

$$
\Phi_t : \mathcal{P} \rightarrow \mathcal{P}(t) \times \mathcal{P}^t \\
\lambda \mapsto (\omega, \nu^{(0)}, \ldots, \nu^{(t-1)}),
$$

where if we set $s(\lambda) = (c_i)_{i \in \mathbb{Z}}$, then for all $k \in \{0, \ldots, t-1\}$, one has $\nu^{(k)} := s^{-1}((c_{i+k})_{i \in \mathbb{Z}})$. The tuple $\nu = (\nu^{(0)}, \ldots, \nu^{(t-1)})$ is called the $t$-quotient of $\lambda$ and is denoted by $\text{quot}_t(\lambda)$, while $\omega$ is the $t$-core of $\lambda$ denoted by $\text{core}_t(\lambda)$.

Obtaining the $t$-quotient is straightforward from $s(\lambda) = (c_i)_{i \in \mathbb{Z}}$: we just look at subwords with indices congruent to the same values modulo $t$. The sequence 10 within these subwords are replaced iteratively by 01 until the subwords are all the infinite sequence of “0”’s before the infinite sequence of “1”’s (in fact it consists in removing all rim hooks in $\lambda$ of length congruent to 0 (mod $t$)). Then $\omega$ is the partition corresponding to the word which has the subwords (mod $t$) obtained after
the removal of the 10 sequences. For example, if we take $\lambda = (4, 4, 3, 2)$ and $t = 3$, then $s(\lambda) = \ldots 001111|0100111\ldots$

- $s(\nu^{(0)}) = \ldots 001|001\ldots$
- $s(\nu^{(1)}) = \ldots 000|111\ldots$  \rightarrow  $s(w_0) = \ldots 000|011\ldots$
- $s(\nu^{(2)}) = \ldots 011|011\ldots$  \rightarrow  $s(w_1) = \ldots 000|111\ldots$
- $s(\nu^{(3)}) = \ldots 011|111\ldots$

Thus

$$s(\omega) = \ldots 000001|01111\ldots$$

and

$$\text{quot}_3(\lambda) = \left(\nu^{(0)}, \nu^{(1)}, \nu^{(2)}\right) = ((1, 1), (0, 2)), \quad \text{core}_3(\lambda) = \omega = (1)$$

The following properties of the Littlewood decomposition are given in [15].

**Proposition 2.3.** [15] Theorem 2.1 Let $t$ be a positive integer. The Littlewood decomposition $\Phi_t$ maps bijectively a partition $\lambda$ to $(\omega, \nu^{(0)}, \ldots, \nu^{(t-1)})$ such that:

1. $\omega$ is a $t$-core and $\nu^{(0)}, \ldots, \nu^{(t-1)}$ are partitions,
2. $|\lambda| = |\omega| + t \sum_{i=0}^{t-1} |\nu^{(i)}|,$
3. $\mathcal{H}_t(\lambda) = t\mathcal{H}(\nu),$ 

where, for a multiset $S$,

$$tS := \{ts, s \in S\} \quad \text{and} \quad \mathcal{H}(\nu) := \bigcup_{i=0}^{t-1} \mathcal{H}(\nu^{(i)}).$$

and the first part of their Theorem 2.2 which reads as follows:

**Proposition 2.4.** [15] Theorem 2.2 When $t = 2$, the Littlewood decomposition $\Phi_2$ has the further two properties:

- (P4) $\text{BG} (\lambda) = \begin{cases} \frac{\ell(\omega)+1}{2} & \text{if } \text{BG}(\lambda) > 0, \\ -\frac{\ell(\omega)}{2} & \text{if } \text{BG}(\lambda) \leq 0. \end{cases}$

Now we discuss the Littlewood decomposition for $\mathcal{SC}$ partitions. Let $t$ be a positive integer, take $\lambda \in \mathcal{SC}$, and set $s(\lambda) = (c_i)_{i \in \mathbb{Z}} \in \{0, 1\}^2$ and $(\omega, \nu) = (\text{core}_t(\lambda), \text{quot}_t(\lambda))$. Then we have (see for instance [11, 24]):

$$\lambda \in \mathcal{SC} \iff \forall i_0 \in \{0, \ldots, t-1\}, \forall j \in \mathbb{N}, c_{i_0+j} = 1 - c_{i_0-jt-1}$$

$$\iff \forall i_0 \in \{0, \ldots, t-1\}, \forall j \in \mathbb{N}, c_{i_0+j} = 1 - c_{i-t(i_0+1)-t(j-1)} \quad (2.1)$$

$$\iff \forall i_0 \in \{0, \ldots, t-1\}, \nu^{(i_0)} = \left(\nu^{(t-i_0-1)}\right)' \quad \text{and} \quad \omega \in \mathcal{SC}_{(t)}.$$

Therefore $\lambda$ is uniquely defined if its $t$-core is known as well as the $\lfloor t/2 \rfloor$ first elements of its quotient, which are partitions without any constraints. It implies that if $t$ is even, there is a one-to-one correspondence between a self-conjugate partition and a pair made of one $\mathcal{SC}$ $t$-core and $t/2$ generic partitions. If $t$ is odd, the Littlewood decomposition is a one to one correspondence between a self-conjugate partition and a triple made of one $\mathcal{SC}$ $t$-core, $(t-1)/2$ generic partitions and a self-conjugate partition $\mu = \nu^{((t-1)/2)}$. Hence the analogues of the above theorems when applied to self-conjugate partitions are as follows.
Proposition 2.5. [23] Lemma 4.7 Let $t$ be a positive integer. The Littlewood decomposition $\Phi_t$ maps a self-conjugate partition $\lambda$ to $(\omega, \nu(0), \ldots, \nu(t-1)) = (\omega, \nu)$ such that:

(SC1) the first component $\omega$ is a $\text{SC}$ $t$-core and $\nu(0), \ldots, \nu(t-1)$ are partitions,

(SC2) $\forall j \in \{0, \ldots, \lfloor t/2 \rfloor - 1\}$, $\nu^{(j)} = (\nu^{(t-1-j)})'$,

(SC’2) if $t$ is odd, $\nu^{((t-1)/2)} = (\nu^{((t-1)/2)})' =: \mu$,

(SC3) $|\lambda| = \begin{cases} 
|\omega| + 2t \sum_{i=0}^{t/2-1} |\nu^{(i)}| & \text{if } t \text{ is even}, \\
|\omega| + 2t \sum_{i=0}^{(t-1)/2-1} |\nu^{(i)}| + t|\mu| & \text{if } t \text{ is odd},
\end{cases}$

(SC4) $H_t(\lambda) = tH(\nu)$.

The set $D(\lambda) = \{ h(i,i) : i = 1, 2, \ldots \}$ is called the set of main diagonal hook-lengths of $\lambda$. For short, we will denote $h(i,i)$ by $\delta_i$. It is clear that if $\lambda \in \text{SC}$, then $D(\lambda)$ determines $\lambda$, and elements of $D(\lambda)$ are all distinct and odd. Hence, as observed in [27], for a self-conjugate partition $\lambda$, the set $D(\lambda)$ can be divided into the following two disjoint subsets:

$D_1(\lambda) := \{ \delta_i \in D(\lambda) : \delta_i \equiv 1 \pmod{4} \}$,

$D_2(\lambda) := \{ \delta_i \in D(\lambda) : \delta_i \equiv 3 \pmod{4} \}$.

We have the following result.

Lemma 2.6. For a self-conjugate partition $\lambda$, set $r := |D_1(\lambda)|$ and $s := |D_2(\lambda)|$. Then

$$\text{BG}(\lambda) = r - s.$$  

Proof. Set $a_1 > a_2 > \cdots > a_r \geq 0$ and $b_1 > b_2 > \cdots > b_s \geq 0$ integers such that:

$D_1(\lambda) = \{ 4a_1 + 1, \ldots, 4a_r + 1 \}$,

$D_2(\lambda) = \{ 4b_1 + 3, \ldots, 4b_s + 3 \}$.

Let us consider a hook in the main diagonal of $\lambda$ whose length is $4a + 1$ for a nonnegative integer $a$. Then its leg and arm are both of length $2a$. As the BG-rank alternates in sign, we have $\text{BG}(4a + 1) = 1$. In the same way, we can observe that $\text{BG}(4b + 3) = -1$ for any main diagonal hook-length $4b + 3 \in D_2(\lambda)$. Hence

$$\text{BG}(\lambda) = \sum_{i=1}^{r} \text{BG}(4a_i + 1) + \sum_{j=1}^{s} \text{BG}(4b_j + 3) = r - s.$$

Remark 2.7. Note that as its diagonal is filled with “$+1$”, we can consider $\lambda$ hook by hook. In the following example are depicted two hooks of length congruent to 1 (mod 4) and 3 (mod 4) respectively.

In the case $t = 2$, we can combine Lemma 2.6 and Proposition 2.4 (P4) to derive the following additional result.
3. Multiplication-addition theorems for self-conjugate partitions

In this section, we prove Theorem 1.2 stated in the introduction and we exhibit some interesting special cases.

3.1. Proof of Theorem 1.2

Let $t$ be a fixed positive even integer. Let $\rho_1$ and $\rho_2$ be two functions defined on $\mathbb{N}$. First we will compute the term

$$\sum_{\lambda \in SC \text{core}_t \lambda} q^{\lambda \vdash H_t(\lambda)} b^{BG(\lambda)} \prod_{h \in H_t(\lambda)} \rho_1(h) \sum_{h \in H_t(\lambda)} \rho_2(h),$$

(3.1)

where $\omega \in SC(t)$ is fixed. Let us remark that for $\lambda \in SC$ and $\omega = \text{core}_t(\lambda)$, one has $BG(\lambda) = BG(\omega)$. Indeed $\omega$ is obtained by removing from $\lambda$ ribbons of even length $t$ and these have BG-rank 0. Hence (3.1) can be rewritten as follows

$$b^{BG(\omega)} q^{\omega} \sum_{\lambda \in SC \text{core}_t(\lambda) = \omega} q^{\lambda \vdash H_t(\lambda)} \prod_{h \in H_t(\lambda)} \rho_1(h) \sum_{h \in H_t(\lambda)} \rho_2(h).$$

Hence using properties $(SC3)$ and $(SC4)$ from Proposition 2.5, this is equal to

$$b^{BG(\omega)} q^{\omega} q^{t/2} \sum_{\nu \in P^t} q^{t/2} \prod_{h \in H(\nu)} \rho_1(th) \sum_{h \in H(\nu)} \rho_2(th),$$

(3.2)

where $|\nu| := \sum_{i=0}^{t-1} |\nu(i)|$.

The product part $q^{t/2} \prod_{h \in H(\nu)} \rho_1(th)$ inside the sum over $\nu$ can be rewritten as follows

$$\prod_{i=0}^{t/2-1} q^{t/2 - |\nu(i)| - |\nu(t-i)|} \prod_{h \in H(\nu(i))} \rho_1(th) \prod_{h \in H(\nu(t-i))} \rho_1(th).$$

When $t$ is even, as mentioned in the introduction, Proposition 2.5 $(SC2)$ implies that the $t$-quotient $\nu$ is uniquely determined by its first $t/2$ components, which are any partitions. It also implies that $|\nu(i)| = |\nu(t-i)|$ and $H(\nu(i)) = H(\nu(t-i))$ for any $i \in \{0, \ldots, t/2 - 1\}$ because sizes and hook-lengths multisets of partitions are
invariant by conjugation. Therefore

$$q^{|\nu| x^{|\nu|}} \prod_{h \in H(\nu)} \rho_1(\nu) = \prod_{i=0}^{t/2-1} q^{2i|\nu(i)| x^{2i|\nu(i)|}} \prod_{h \in H(\nu(i))} \rho_1^2(\nu(i)).$$

Moreover by application of Proposition 2.8 (SC2) and (SC4), the sum part

$$\sum_{h \in H(\nu)} \rho_2(\nu)$$

in (3.2) is

$$\sum_{i=0}^{t/2-1} \left( \sum_{h \in H(\nu(i))} \rho_2(\nu) + \sum_{h \in H(\nu(i-1))} \rho_2(\nu) \right) = 2 \sum_{i=0}^{t/2-1} \sum_{h \in H(\nu(i))} \rho_2(\nu).$$

Therefore (3.2), and thus (3.1), become

$$2^{\text{BG}(\nu)} q^{|\nu|} \sum_{i=0}^{t/2-1} \left( \sum_{\nu(i) \in P} q^{2i|\nu(i)| x^{2i|\nu(i)|}} \prod_{h \in H(\nu(i))} \rho_1^2(\nu(i)) \sum_{h \in H(\nu)} \rho_2(\nu) \right)$$

$$\times \left( \sum_{\nu \in P} q^{2i|\nu| x^{2i|\nu|}} \prod_{h \in H(\nu)} \rho_1^2(\nu) \right)^{t/2-1}.$$

Hence we get:

$$\sum_{\lambda \in SC_{\text{core}}(\lambda) = \omega} q^{|\lambda|} x^{t|H_1(\lambda)|} \prod_{h \in H_1(\lambda)} \rho_1(h) \sum_{h \in H_2(\lambda)} \rho_2(h)$$

$$= t^{\text{BG}(\nu)} q^{|\nu|} \left( f_1 \left( x^2 q^2 \right) \right)^{t/2-1} g_0(x^2 q^2).$$

To finish the proof, it remains to show that

$$\sum_{\omega \in SC_{(t)}} q^{\nu} \delta^{\text{BG}(\nu)} = \left( q^{2t}; q^{2t} \right)^{t/2} \left( -bq; q^4 \right)_\infty \left( -q^3/b; q^4 \right)_\infty. \quad (3.3)$$

For an integer $k$, let $c_{t/2}(k)$ be the number of $t/2$-core partitions of $k$. Following [7], define for a nonnegative integer $m$:

$$SC_{(t)}(m)(n) := \{ \lambda \in SC(n) : |D_1(\lambda)| - |D_3(\lambda)| = (-1)^{m+1} \lfloor m/2 \rfloor \}.$$ 

Setting $p = 1$ in [7 Proposition 4.7], we get that for any integer $m \geq 0$, the number of self-conjugate $t$-core partitions $\omega$ such that $|D_1(\omega)| - |D_3(\omega)| = (-1)^{m+1} \lfloor m/2 \rfloor$ is

$$sc_{(t)}(m)(n) = \begin{cases} c_{t/2}(k) & \text{if } n = 4k + \frac{m(m+1)}{2}, \\ 0 & \text{otherwise.} \end{cases}$$

To prove this, the authors define a bijection $\phi^{(m)}$ in [7 Corollary 4.6] between $\omega \in SC_{(t)}(m)$ and $k \in P_{(t/2)}$ with $|\omega| = 4|k| + m(m+1)/2$ and $k$ independent of $m$.

Recall from Lemma 2.6 that $\text{BG}(\lambda) = r - s = |D_1(\lambda)| - |D_3(\lambda)|$. Therefore

$$m = \begin{cases} 2 \text{BG}(\lambda) - 1 & \text{if } \text{BG}(\lambda) > 0, \\ -2 \text{BG}(\lambda) & \text{if } \text{BG}(\lambda) \leq 0. \end{cases}$$

Hence the bijection $\phi^{(m)}$ maps a $t$-core self-conjugate partition $\omega$ with $\text{BG}$-rank $j$ to a $t/2$-core partition independent of $j$. Then property (SC5) from Proposition 2.8...
implies that $|\omega| = j(2j - 1) + 4|\kappa|$ with $\kappa$ independent of $j$. Therefore we deduce
\[
\sum_{\omega \in SC(\lambda)} q^{1/2}b_{BG}(\omega) = \sum_{j=1}^{\infty} b_j q^{j(2j-1)} \times \sum_{\kappa \in P_{(t/2)}} q^{4|\kappa|}.
\] (3.4)

Now we compute the sum over $j$. Recall that the Jacobi triple product [17] can be stated as
\[
\sum_{j=-\infty}^{+\infty} (-1)^j z^j q^{j(j-1)/2} = (z; q)_\infty (q/z; q)_\infty (q; q)_\infty.
\]

Therefore, setting $z = -bq$ and then replacing $q$ by $q^4$ in the above identity, yields
\[
\sum_{j=-\infty}^{+\infty} b_j q^{j(2j-1)} = (-bq; q^4)_\infty (-q^3/b; q^4)_\infty (q^4; q^4)_\infty.
\] (3.5)

Finally, to complete the proof of Theorem 1.2, it remains to compute the generating function of $t/2$-core partitions which is well-known (see [11, 14]). However we shortly recall its computation. By direct application of the Littlewood decomposition, using (SC3) and the generating series (1.2) for $P$ where $q$ is replaced by $q^{t/2}$, we have for $\omega \in P_{(t/2)}$:
\[
\sum_{\lambda \in P_{\text{core}_{t/2}(|\lambda|=\omega}}} b_{\lambda} = \sum_{\omega \in P_{(t/2)}} \sum_{\lambda \in P_{\text{core}_{t/2}(|\lambda|=\omega}}} q^{1/2} = \frac{q^{1/2}}{(q^{t/2}; q^{t/2})^{1/2}}.
\]

As by (1.2)
\[
\frac{1}{(q; q)_\infty} = \sum_{\lambda \in P} q^{1/2} = \sum_{\omega \in P_{(t/2)}} \sum_{\lambda \in P_{\text{core}_{t/2}(|\lambda|=\omega}}} q^{1/2},
\]
we derive
\[
\sum_{\omega \in P_{(t/2)}} q^{1/2} = \frac{(q^{t/2}; q^{t/2})^{1/2}}{(q; q)_\infty}.
\] (3.6)

Replacing $q$ by $q^4$ in (3.6), and using (3.4) and (3.5), this proves (3.3) and the theorem.

3.2. Special cases. Here we list useful special cases of Theorem 1.2.

First, by setting $\rho_2 = 1$, we have the following result.

Corollary 3.1. Set $\rho_1$ a function defined on $\mathbb{N}$, and let $t$ be a positive even integer and $f_t$ be defined as in Theorem 1.2. Then we have
\[
\sum_{\lambda \in SC} q^{1/2} \prod_{h \in H(\lambda)} \rho_1(h)
\]

\[
= \left(f_t(x^2 q^{2t})\right)^{1/2} (q^{2t}; q^{2t})^{1/2} (-bq; q^4)_\infty (-q^3/b; q^4)_\infty.
\]

Proof. Take $\rho_2 = 1$ in Theorem 1.2. This yields $g_t = \sum_{\omega \in P_{(t/2)}} q^{1/2} \prod_{h \in H(\omega)} \rho_1(th)^2$.

Therefore we get
\[
g_t(x^2 q^{2t}) = \frac{x}{2} \frac{d}{dx} f_t(x^2 q^{2t}).
\]
The right-hand side of Theorem 1.2 is then
\[ \frac{t}{2} \left( f_t(x^2 q^{2t}) \right)^{1/2-1} x \frac{d}{dx} f_t(x^2 q^{2t}) \times \left( q^{2t}; q^{2t} \right)_{\infty}^{1/2} \left( -bq; q^4 \right)_{\infty} (-q^3/b; q^4)_{\infty}, \]
while its left-hand side becomes
\[ \sum_{\lambda \in S} q^{\left| \lambda \right|} |H_t(\lambda)| b_{BG(\lambda)} \prod_{h \in H_t(\lambda)} \rho_1(h). \]
We complete the proof by dividing both sides by \( x \) and integration with respect to \( x \).

Similarly, as when we take \( \rho_1 = 1 \) in Theorem 1.2, then \( f_t \) becomes the generating function (1.2) of \( P \) (with \( q \) replaced by \( x^2 q^{2t} \)), we immediately derive the following special case.

**Corollary 3.2.** Set \( \rho_2 \) a function defined on \( \mathbb{N} \) and let \( t \) be a positive even integer and \( g_t \) be defined as in Theorem 1.2. Then
\[ \sum_{\lambda \in S} q^{\left| \lambda \right|} |H_t(\lambda)| b_{BG(\lambda)} \sum_{h \in H_t(\lambda)} \rho_2(h) = t g_t(x^2 q^{2t}) \times \left( q^{2t}; q^{2t} \right)_{\infty}^{1/2} \left( -bq; q^4 \right)_{\infty} (-q^3/b; q^4)_{\infty}. \]

4. **Applications**

In [15], Han and Ji derive from Theorem 1.1 modular versions of many classical identities for partitions. In this section, we give self-conjugate modular analogues of most of them as consequences of Theorem 1.2 and its corollaries. The specificity for \( S \) is that we have to consider \( t \) even in all this section. Nevertheless, our results are slightly more general than in [15], as the BG-rank can be included in our formulas, although this was only possible in [15] for \( t = 2 \).

4.1. **A generating function.** Setting \( \rho_1(h) = 1 \) in Corollary 3.1 we derive the following trivariate generating function for \( S \):
\[ \sum_{\lambda \in S} q^{\left| \lambda \right|} |H_t(\lambda)| b_{BG(\lambda)} = \left( q^{2t}; q^{2t} \right)_{\infty}^{1/2} \left( -bq; q^4 \right)_{\infty} (-q^3/b; q^4)_{\infty}. \]

If we take \( x = 1 \), we obtain the generating function with respect to the BG-rank for \( S \):
\[ \sum_{\lambda \in S} q^{\left| \lambda \right|} b_{BG(\lambda)} = \left( -bq; q^4 \right)_{\infty} (-q^3/b; q^4)_{\infty}. \]

4.2. **Two classical hook-length formulas.** Recall the following hook-length formulas:
\[ \sum_{\lambda \in P} q^{\left| \lambda \right|} \prod_{h \in H} \frac{1}{h^2} = \exp(q), \quad (4.1) \]
\[ \sum_{\lambda \in P} q^{\left| \lambda \right|} \prod_{h \in H} \frac{1}{h} = \exp \left( q + \frac{q^2}{2} \right), \quad (4.2) \]
These formulas are direct consequences of the Robinson–Schensted–Knuth correspondence (see for example [25] p.324). Again, we can use Corollary 3.1 to find
self-conjugate modular versions for them. The difference between the case of \( P \) treated in \[15\] and the case of self-conjugate partitions is that now \( \rho_1 \) is replaced by its square leading to applications with \( 1/h \) and \( 1/\sqrt{h} \) instead of \( 1/h^2 \) and \( 1/h \).

The modular \( \text{SC} \) version of (4.1) is as follows.

**Corollary 4.1.** For \( t \) an even positive integer, we have:

\[
\sum_{\lambda \in \text{SC}} q^{\lambda_1} x^{\left| H_c(\lambda) \right|} \prod_{h \in H_c(\lambda)} \frac{1}{h} = \left( q^{2t}; q^{2t} \right)_\infty \left( -bq; q^4 \right)_\infty \left( -q^3/b; q^4 \right)_\infty \exp \left( \frac{x^2q^{2t}}{2t} \right).
\]

**Proof.** Taking \( \rho_1(h) = 1/h \) in Corollary 3.1, we have by using (4.1):

\[
f_t(q) = \exp \left( \frac{q}{t} \right).
\]

\( \square \)

Setting \( x = 1 \) and comparing coefficients \( b^0 \) on both sides of Corollary 4.1, we get:

\[
\sum_{\lambda \in \text{SC}, \lambda \vdash 2tn} q^{\lambda_1} \prod_{h \in H_c(\lambda)} \frac{1}{h} \prod_{\text{BG}(\lambda) = j} \frac{1}{h} = \frac{1}{n!2^n n^t}.
\]

Note that in \[15\], a similar formula was given for \( P \) only when \( t = 2 \).

By identification of the coefficients of \( b^j x^{2nq^{2tn+j(2j-1)}} \) on both sides of Corollary 4.1 we have for all integers \( j \) and all nonnegative integers \( n \):

\[
\sum_{\lambda \in \text{SC}, \lambda \vdash 2tn+j(2j-1), |H_c(\lambda)| = 2n} \prod_{\text{BG}(\lambda) = j} \frac{1}{h} = \frac{1}{n!2^n n^t}.
\]

The case \( j = 0 \) is the same result as Pétréolle \([23\) Corollary 4.24]:

\[
\sum_{\lambda \in \text{SC}, \lambda \vdash 2tn} \prod_{|H_c(\lambda)| = 2n} \frac{1}{h} = \frac{1}{n!2^n n^t};
\]

as the conditions on \( \lambda \) in the summation necessarily imply by the Littlewood decomposition that \( \omega = \emptyset \), which is equivalent to \( \text{BG}(\lambda) = 0 \).

Now we prove the following modular \( \text{SC} \) version of (4.2).

**Corollary 4.2.** For \( t \) an even positive integer, we have:

\[
\sum_{\lambda \in \text{SC}} q^{\lambda_1} x^{\left| H_c(\lambda) \right|} \prod_{h \in H_c(\lambda)} \frac{1}{h^{1/2}} = \left( q^{2t}; q^{2t} \right)_\infty \left( -bq; q^4 \right)_\infty \left( -q^3/b; q^4 \right)_\infty \exp \left( \frac{x^2q^{2t}}{2} + \frac{x^4q^{4t}}{4t} \right).
\]

**Proof.** Take \( \rho_1(h) = 1/h^{1/2} \) in Corollary 3.1. Then by direct application of (4.2), we have:

\[
f_t(q) = \exp \left( \frac{q}{t} + \frac{q^2}{2t^2} \right).
\]

\( \square \)
Setting $x = 1$ and comparing coefficients $b^0$ on both sides of Corollary 4.2 we derive:

$$
\sum_{\lambda \in SC} q^{\lambda} \prod_{h \in H_t(\lambda)} \frac{1}{h^{1/2}} = \left( \frac{q^{2t}; q^{4t}}{(q^4; q^4)_\infty} \right)^{1/2} \exp \left( \frac{q^{2t}}{2} + \frac{q^{4t}}{4t} \right).
$$

On the other hand, by comparing coefficients of $q^{2t_n+j(2j-1)} x^{2n} b^j$ on both sides of Corollary 4.2, we have the following result, which is true for all integers $j$ and all positive integers $n$:

$$
\sum_{\lambda \in SC} q^{\lambda} \prod_{h \in H_t(\lambda)} \frac{1}{h^{1/2}} = \frac{1}{2^n} \sum_{k=0}^{\lfloor n/2 \rfloor} \frac{1}{k!(n-2k)!} q^{2k} t^k.
$$

4.3. The Han–Carde–Loubert–Potechin–Sanborn formula. The following formula is an interpolation between (4.1) and (4.2) conjectured by Han in [13] and proved by Carde–Loubert–Potechin–Sanborn in [8] :

$$
\sum_{\lambda \in P} q^{\lambda} \prod_{h \in H_t(\lambda)} \frac{1}{h^{1/2}} = \exp \left( \frac{1}{1-z} q + \frac{q^2}{2} \right).
$$

Here is a modular $SC$ version of (4.3).

**Corollary 4.3.** For $t$ an even positive integer, for any complex number $z$, we have:

$$
\sum_{\lambda \in SC} q^{\lambda} \prod_{h \in H_t(\lambda)} \frac{1}{h^{1/2}} = \left( \frac{1+z/h}{1-z/h} \right)^{1/2} \frac{1}{t} \sum_{k=0}^{\lfloor n/2 \rfloor} \frac{1}{k!(n-2k)!} q^{2k} t^k.
$$

**Proof.** Take $\rho_1(h) = \left( \frac{1+z/h}{1-z/h} \right)^{1/2}$ in Corollary 3.1. By direct application of (4.3), we have:

$$
\exp \left( \frac{1+z/t}{1-z/t} q + \frac{q^2}{2t^2} \right).
$$

4.4. The Nekrasov–Okounkov formula. In [24], Pétreolle discovered and proved analogues of the Nekrasov–Okounkov formula (1.1) for $SC$ and $DD$ (which is a slight deformation of $SC$). In his work, a sign appears combinatorially, which corresponds to the algebraic sign in the associated Littlewood formulas for Schur functions [19, 11.9.5 p.238]. Here it is possible to avoid the sign and only use (1.1) with Theorem 1.2 to derive a modular $SC$ version of Nekrasov–Okounkov type when $t$ is even. This is given in Corollary 4.4 that we prove below. In Section 5 we will prove refined versions of our results which take the signs into account.

**Proof of Corollary 4.4**. Take $\rho_1(h) = \left( 1-z/h \right)^{1/2}$ in Corollary 3.1. By application of (1.1) we have:

$$
\exp \left( \frac{1+z/t}{1-z/t} q + \frac{q^2}{2t^2} \right).
$$

The conclusion follows when this result is plugged in the right-hand side of Corollary 3.1.
By setting \( z = -c^2/x^2 \) and letting \( x \to 0 \), the left-hand side of Corollary 1.4 becomes:

\[
\sum_{\lambda \in SC} q^{\lambda} b_{BG(\lambda)} \prod_{h \in H(\lambda)} \frac{c}{h}
\]

On the right hand side, the three first terms remain unchanged, while we can write for all \( j \geq 1 \):

\[
\left(1 - x^{2j} q^{2tj}\right)^{(z/t-1)/2} = \exp \left( \frac{1}{2} \left( \frac{c^2}{tx^2} + t \right) \sum_{k \geq 1} \frac{x^{2jk} q^{2tjk}}{k} \right),
\]

therefore

\[
\left(x^2 q^{2t}; x^2 q^{2t}\right)_\infty = \exp \left( \frac{c^2 q^{2t}}{2t} + O(x^2) \right)
\]

\[
x \to 0 \exp \left( \frac{c^2 q^{2t}}{2t} \right).
\]

Therefore

\[
\sum_{\lambda \in SC} q^{\lambda} b_{BG(\lambda)} \prod_{h \in H(\lambda)} \frac{c}{h} = \left( q^{2t}; q^{2t}\right)_\infty^{1/2} (-bq; q^4)_\infty (-q^3/b; q^4)_\infty \exp \left( \frac{c^2 q^{2t}}{2t} \right),
\]

which is equivalent to the identity in Corollary 4.1.

4.5. The Bessenrodt–Bacher–Manivel formula. The following formula deals with power sums of hook-lengths. Its proof is based on a result due to Bessenrodt, Bacher and Manivel [5, 2] which provides a mapping, for any couple of positive integers \( j < k \), the total number of occurrences of the part \( k \) among all partitions of \( n \) to the number of boxes whose hook-type is \((j, k - j - 1)\). In [15], Han and Ji explain that this result can be embedded in the following generalization, which is true for any complex number \( \beta \):

\[
\sum_{\lambda \in P} q^{\lambda} \sum_{h \in H(\lambda)} h^\beta = \frac{1}{(q; q)_\infty} \sum_{k \geq 1} k^{\beta+1} \frac{q^k}{1 - q^k}.
\]

(4.4)

The modular \( SC \) version of (4.4) takes the following form.

**Corollary 4.4.** For any complex number \( \beta \) and \( t \) an even positive integer, we have:

\[
\sum_{\lambda \in SC} q^{\lambda} \cdot x^{|H(\lambda)|} b_{BG(\lambda)} \sum_{h \in H(\lambda)} h^\beta = \left( q^{2t}; q^{2t}\right)_\infty^{1/2} (-bq; q^4)_\infty (-q^3/b; q^4)_\infty \sum_{k \geq 1} (tk)^{\beta+1} \frac{x^{2k} q^{2kt}}{1 - x^{2k} q^{2kt}}.
\]

**Proof.** Take \( \rho_2(h) = h^\beta \) in Corollary 3.2 and then use (4.4) to compute:

\[
g_t(q) = \frac{1}{(q; q)_\infty} \sum_{k \geq 1} k^{\beta+1} \frac{q^k}{1 - q^k}.
\]

\( \square \)
4.6. The Okada–Panova formula. The following formula is the generating function form of the Okada–Panova formula, which was conjectured by Okada and proved by Panova in [22]:

\[
\sum_{\lambda \in \mathcal{P}} q^{\lambda} \prod_{h \in \mathcal{H}} \frac{1}{h^2} \sum_{h \in \mathcal{H}(\lambda)} \prod_{i=1}^{r} (h^2 - i^2) = C(r)q^{r+1} \exp(q), \tag{4.5}
\]

where

\[
C(r) := \frac{1}{2(r + 1)^2} \binom{2r}{r} \left( \frac{1}{r+1} \right).
\]

To find a modular \(SC\) version of (4.5), we want to use Theorem 1.2 with \(\rho_1(h) = 1/h\) and \(\rho_2(h) = \prod_{i=1}^{r} (h^2 - i^2)\). Recall from [15] that:

\[
f_{\alpha}(q) := \sum_{\lambda \in \mathcal{P}} q^{\lambda} \prod_{h \in \mathcal{H}(\lambda)} \frac{1}{(\alpha h)^2} = \exp \left( \frac{q}{\alpha^2} \right). \tag{4.6}
\]

We also define as in [15]:

\[
g_{\alpha}(q) := \sum_{\lambda \in \mathcal{P}} q^{\lambda} \prod_{h \in \mathcal{H}(\lambda)} \frac{1}{(\alpha h)^2} \sum_{h \in \mathcal{H}(\lambda)} \prod_{i=1}^{r} ((\alpha h)^2 - i^2).
\]

In order to evaluate \(g_{\alpha}(q)\), Han and Ji introduce the polynomials defined by the following relations:

\[
B_{r,0}(\alpha) = \prod_{j=1}^{r} (\alpha^2 - j^2),
\]

\[
B_{r,k}(\alpha) = \left[ \alpha^2 (k + 1)^2 - r^2 \right] B_{r-1,k}(\alpha) + \alpha^2 B_{r-1,k-1}(\alpha) \quad \text{for} \quad k \in \{1, \ldots, r - 1\},
\]

\[
B_{r,r}(\alpha) = \alpha^{2r}.
\]

This enables them to rewrite \(g_{\alpha}(q)\) in [15 Proposition 8.2] as:

\[
g_{\alpha}(q) = \exp \left( \frac{q}{\alpha^2} \right) \sum_{k=0}^{r} B_{r,k}(\alpha) C(k) \left( \frac{q}{\alpha^2} \right)^{k+1}. \tag{4.7}
\]

We prove the following modular \(SC\) version of (4.5).

**Corollary 4.5.** For any positive integer \(r\) and \(t\) an even positive integer, we have:

\[
\sum_{\lambda \in \mathcal{SC}} q^{\lambda} \prod_{h \in \mathcal{H}_t(\lambda)} \frac{1}{h^2} \sum_{h \in \mathcal{H}_t(\lambda)} \prod_{i=1}^{r} (h^2 - i^2)
\]

\[
= t \left( q^{2t}; q^{2t} \right)_{t/2} \left( -bq; q^4 \right)_{\infty} \left( -q^3/b; q^4 \right)_{\infty}
\]

\[
\times \exp \left( \frac{x^2 q^{2t}}{2t} \right) \sum_{k=[(r-t+1)/t]}^{r} B_{r,k}(t) C(k) \left( \frac{x^2 q^{2t}}{t^2} \right)^{k+1}.
\]

**Proof.** Take \(\rho_1(h) = 1/h\) and \(\rho_2(h) = \prod_{i=1}^{r} (h^2 - i^2)\) in Theorem 1.2 and \(\alpha = t\) in (4.6) and (4.7) to rewrite \(f_t\) and \(g_t\), respectively. \(\square\)
4.7. The Stanley–Panova formula. Panova and Stanley proved the following formula \cite{Panova2012,Stanley2013}:

$$n! \sum_{\lambda \vdash n} \prod_{h \in H(\lambda)} \frac{1}{h^2} \sum_{h \in H(\lambda)} h^{2k} = \sum_{i=0}^{k} T(k+1, i+1) C(i) \prod_{j=0}^{i} (n-j)$$

(4.8)

where $T(k, i)$ is a central factorial number \cite[ex.5.8]{Stanley1999} defined for $k \geq 1$ and $i \geq 1$ by:

$$T(k, 0) = T(0, i) = 0, \quad T(1, 1) = 1,$$

$$T(k, i) = i^2 T(k-1, i) + T(k-1, i-1) \quad \text{for} \quad (k, i) \neq (1, 1).$$

By setting $\rho_1(h) = 1/(\alpha h)$ and $\rho_2(h) = (\alpha h)^{2k}$, we have as in (4.6)

$$f_\alpha(q) = \sum_{\lambda \in \lambda} q^{\mid \lambda \mid} \prod_{h \in H(\lambda)} \frac{1}{(\alpha h)^2} \exp \left( \frac{q}{\alpha^2} \right),$$

and by using (4.8)

$$g_\alpha(q) = \sum_{\lambda \in \lambda} q^{\mid \lambda \mid} \prod_{h \in H(\lambda)} \frac{1}{(\alpha h)^2} \sum_{h \in H(\lambda)} \alpha^{2k} h^{2k}$$

$$= \alpha^{2k} \exp \left( \frac{q}{\alpha^2} \right) \sum_{i=0}^{k} T(k+1, i+1) C(i) \left( \frac{q}{\alpha^2} \right)^{i+1}.$$  (4.10)

Now we prove the following modular $\mathcal{SC}$ version of (4.8).

**Corollary 4.6.** For any positive integer $k$ and $t$ an even positive integer, we have:

$$\sum_{\lambda \in \mathcal{SC}} q^{\mid \lambda \mid} \prod_{h \in H(\lambda)} \frac{1}{h^2} \sum_{h \in H(\lambda)} h^{2k}$$

$$= t^{2k+1} \left( q^{2t}; q^{2t} \right)_{\infty}^{1/2} (-bq^4)_{\infty} (-q^3/b; q^4)_{\infty}$$

$$\exp \left( \frac{x^3 q^{2t}}{2t} \right) \sum_{i=0}^{k} T(k+1, i+1) C(i) \left( \frac{x^3 q^{2t}}{2t} \right)^{i+1}. $$

Proof: Take $\rho_1(h) = 1/h$ and $\rho_2(h) = h^{2k}$ in Theorem 1.2 and $\alpha = t$ in (4.9) and (4.10) to rewrite $f_t$ and $g_t$, respectively.

5. Signed refinements

In \cite{Petroeolle2013}, Petrèolle proved the following $\mathcal{SC}$ Nekrasov–Okounkov type formula similar to (1.1), which stands for any complex number $z$:

$$\sum_{\lambda \in \mathcal{SC}} \delta_{\lambda} q^{\mid \lambda \mid} \prod_{h \in H(\lambda)} \left( 1 - \frac{2z}{h_u e_u} \right) = \left( \frac{(q^2; q^2)_{\infty}^{2z+1}}{(q; q)_{\infty}} \right)^{2z-1}.$$  (5.1)

Here, $\delta_{\lambda}$ and $\epsilon_u$ are signs depending on the partition $\lambda$, and the position of any box $u$ in its Ferrers diagram (written $u \in \lambda$ in the above formula), respectively. If the Durfee square of $\lambda$ has size $d$, then one simply defines $\delta_{\lambda} := (-1)^d$. Recall that this sign also has an algebraic meaning regarding Littlewood summations for Schur functions indexed by partitions in $\mathcal{SC}$. Next, for any partition $\lambda \in \mathcal{SC}$ and a box
\( u = (i, j) \in \lambda, \varepsilon_u \) is defined as \(-1\) if \( u \) is a box strictly below the diagonal of the Ferrers diagram and as \(1\) otherwise.

Our goal in this section is to prove a multiplication-addition theorem similar to Theorem 1.2 including the above signs. Nevertheless one can notice that for \( \lambda \in \mathcal{SC} \), we have actually \( \delta_\lambda = (-1)^{\vert \lambda \vert} \). Indeed, by Lemma 2.4 in Section 2 and by definition of the BG-rank, one has \( \vert \lambda \vert \equiv r - s \pmod{2} \); and moreover \( d = r + s \) by definition of \( D_1(\lambda) \) and \( D_3(\lambda) \). This means that the sign \( \delta_\lambda \) can readily be omitted, by replacing \( q \) by \(-q\) in formulas like (5.1) and their modular analogues.

Recall that Lemma 2.4 allows to determine the position with respect to the main diagonal of the Ferrers diagram, thanks to the correspondence between a box of \( \lambda \) and a pair of indices of the corresponding word \( s(\lambda) \). Next, to include the sign \( \varepsilon \), we will need a refinement of Proposition 2.3 (P3), which is an immediate consequence of the Littlewood decomposition: for \( \lambda \in \mathcal{P} \) and any box \( u \in \lambda \) with hook-length \( h_u \in \mathcal{H}_t(\lambda) \) (here \( t \) is any positive integer), there exists a unique \( k \in \{0, \ldots, t-1\} \) and a unique box \( u_k \in \nu^{(k)} \) such that \( h_u = t h_{u_k} \), where \( h_{u_k} \) is the hook-length of \( u_k \) in the partition \( \nu^{(k)} \). We will say that the box \( u_k \) is associated to the box \( u \). We have the following result for self-conjugate partitions.

**Lemma 5.1.** Set \( \lambda \in \mathcal{SC} \), let \( t \) be a positive even integer. Set \( u \in \lambda \) such that \( h_u \in \mathcal{H}_t(\lambda) \). Then the following properties hold true:

1. The box \( u \) does not belong to the main diagonal of \( \lambda \).
2. The application \( u \mapsto u' \), where \( u' \) is the symmetric of \( u \) with respect to the main diagonal of \( \lambda \), is well-defined on \( \lambda \), bijective and satisfies \( h_{u'} = h_u \in \mathcal{H}_t(\lambda) \) and \( \varepsilon_u = -\varepsilon_{u'} \).
3. If \( u_k \) and \( u_l \) are the boxes associated to \( u \) and \( u' \) respectively, then \( l = t - 1 - k \).

**Proof.** For any \( \mathcal{SC} \) partition, all hook-lengths of boxes on the main diagonal are odd numbers. As \( t \) is even, the result (1) follows.

Next (2) is a direct consequence of (1) and the definitions of \( \mathcal{SC} \) and \( \varepsilon_u \).

Finally, to prove (3) we need to explicit the bijection between the coordinates of a box of \( \lambda \) and a pair of indices of the corresponding word \( s(\lambda) = (c_i)_{i \in \mathbb{Z}} \) defined in Section 2. Let us introduce the two following sets:

\[
I := \{ i \in \mathbb{Z} \mid c_i = 1 \text{ and } \exists j \in \mathbb{Z} \text{ such that } i < j, c_j = 0 \}, \\
J := \{ j \in \mathbb{Z} \mid c_j = 0 \text{ and } \exists i \in \mathbb{Z} \text{ such that } i < j, c_i = 1 \}.
\]

By definition of \( s(\lambda) \), those sets are finite. Therefore one can write \( I = \{ i_1, \ldots, i_{\lambda'_1} \} \) and \( J = \{ j_1, \ldots, j_{\lambda'_2} \} \) such that the sequence \( (i_a)_{a \in \{1, \ldots, \lambda'_1\}} \) (resp. \( (j_b)_{b \in \{1, \ldots, \lambda'_1\}} \)) is strictly increasing (resp. strictly decreasing).

Let \( F(\lambda) \) be the Ferrers diagram of \( \lambda \) and define the application

\[
\Psi : \begin{cases} 
F(\lambda) & \to I \times J \\
(x, y) & \mapsto (i_y, j_x).
\end{cases}
\]

Note that \( \Psi \) is injective by monotony of the sequences \((i_a)\) and \((j_b)\).

Recall that \( \lambda \in \mathcal{SC} \) translates in terms of the associated word to:

\[
c_j = 1 - c_{-j-1} \quad \forall j \in \mathbb{N}.
\]

This implies that \( |I| = \lambda'_1 = |J| = \lambda'_2 \). Let \( \psi : I \to \psi(I) \) be the application such that \( \psi(i_m) := -1 - i_m \). The aforementioned property actually guarantees that \( \psi(I) \subset J \). As \( |I| = |J| \), we deduce that \( \psi \) is bijective. Moreover, as \((i_a)_{a \in \{1, \ldots, \lambda'_1\}}\)
is strictly increasing, we derive that \((\psi(i_a))\) is strictly decreasing and for any \(a \in \{1, \ldots, \lambda'_1 = \lambda_1\}\), we have \(j_a = -1 - i_a\).

Suppose that \((i_y, j_x) \in \Psi(F(\lambda))\) is such that \(i_y \equiv k \pmod{t}\) and \(j_x \equiv k \pmod{t}\). By (2.1) and the bijectivity of \(\psi\) sending \((i_a)\) to \((j_b)\), we have that \((i_x, j_y) \in \Psi(F(\lambda))\) and \(i_x \equiv t - 1 - k \pmod{t}\) and \(j_y \equiv t - 1 - k \pmod{t}\). As \(u'\) has coordinates \((i_x, j_y)\) and is associated to the box \(u_t\), we derive that \(l = t - 1 - k\), which concludes the proof. \(\square\)

5.1. A signed addition-multiplication theorem. We will now prove a generalization of Theorem 1.2 which includes the sign mentioned above.

**Theorem 5.2.** Set \(t\) an even integer and let \(\tilde{\rho}_1, \tilde{\rho}_2\) be two functions defined on \(\mathbb{Z} \times \{-1, 1\}\). Set also \(f_i(q), g_i(q)\) the formal power series defined by:

\[
\begin{align*}
    f_i(q) &:= \sum_{\nu \in \mathcal{P}} q^{(|\nu|)} \prod_{h \in \mathcal{H}(\nu)} \tilde{\rho}_1(th, 1) \tilde{\rho}_1(th, -1), \\
    g_i(q) &:= \sum_{\nu \in \mathcal{P}} q^{(|\nu|)} \prod_{h \in \mathcal{H}(\nu)} \tilde{\rho}_1(th, 1) \tilde{\rho}_1(th, -1) \sum_{h \in \mathcal{H}(\nu)} (\tilde{\rho}_2(th, 1) + \tilde{\rho}_2(th, -1)).
\end{align*}
\]

Then we have

\[
\begin{align*}
    \sum_{\lambda \in \mathcal{C}} q^{[\lambda]} \prod_{h \in \mathcal{H}(\lambda)} b_{\lambda} \prod_{u \in \mathcal{L} \subseteq \lambda} \tilde{\rho}_1(h_u, \varepsilon_u) \prod_{u \in \mathcal{L} \subseteq \lambda} \tilde{\rho}_2(h_u, \varepsilon_u) & = \frac{t}{2} \left( f_t(x^2 q^{2t}) \right)^{t/2 - 1} g_t(x^2 q^{2t}) \left( q^{2t}; q^{2t} \right)^{t/2} (-bq; q^4)_\infty (-q^3/b; q^4)_\infty.
\end{align*}
\]

**Proof.** The proof follows the same steps as the one of Theorem 1.2 but now (5.3) becomes

\[
\begin{align*}
    b_{\lambda} q^{[\lambda]} \sum_{u \in \mathcal{L} \subseteq \lambda} q^{[\lambda]} \prod_{u \in \mathcal{L} \subseteq \lambda} \tilde{\rho}_1(th_u, \varepsilon_u) \sum_{u \in \mathcal{L} \subseteq \lambda} \tilde{\rho}_2(th_u, \varepsilon_u),
\end{align*}
\]

where \(\omega\) is in \(\mathcal{C}(i)\). The product part \(q^{[\lambda]} \prod_{u \in \mathcal{L} \subseteq \lambda} \tilde{\rho}_1(th_u, \varepsilon_u)\) inside the sum over \(\mathcal{L}\) can be rewritten as follows

\[
\begin{align*}
    \prod_{i = 0}^{t/2 - 1} q^{t \cdot (\nu(i) + |\nu(t - 1 - i)|)} \prod_{h \in \mathcal{H}(\nu(i))} \tilde{\rho}_1(th, 1) \tilde{\rho}_1(th, -1).
\end{align*}
\]

Indeed, by Lemma 5.1 each box \(u \in \nu(i)\), with \(0 \leq i \leq t - 1\), is bijectively paired with a box \(u' \in \nu(t - 1 - i)\) satisfying \(\tilde{\rho}_1(th_u, \varepsilon_u) = \tilde{\rho}_1(th_u, -\varepsilon_u)\). The sum part \(\sum_{u \in \mathcal{L} \subseteq \lambda} \tilde{\rho}_2(th_u, \varepsilon_u)\) in (5.3) can be rewritten in a similar fashion. We leave the rest of the proof to the reader as the remaining computations are similar to the ones used to prove Theorem 1.2. \(\square\)

Note that Theorem 1.2 is a consequence of Theorem 5.2 by choosing \(\tilde{\rho}_1(a, \varepsilon) = \rho_1(a)\) and \(\tilde{\rho}_2(a, \varepsilon) = \rho_2(a)\). Moreover by choosing \(\rho_1 = 1\) or \(\rho_2 = 1\), we have special cases similar to Corollaries 3.1 and 3.2. However we will only highlight the case where \(\rho_2 = 1\), as this one yields interesting consequences.
Corollary 5.3. Set $\tilde{\rho}_1$ a function defined on $\mathbb{Z} \times \{-1, 1\}$, and let $t$ be a positive even integer and $f_t$ be defined as in Theorem 5.2. Then we have

$$\sum_{\lambda \in SC} q^{\lambda | x} \delta_{H_t(\lambda)} g_{BG(\lambda)} \prod_{u \in \lambda \atop h_u \in H_t(\lambda)} \tilde{\rho}_1(h_u, \varepsilon_u) = \left(f_t(x^2 q^{2t})\right)^{t/2} \left(q^{2t}; q^{2t}\right)^{t/2}_\infty \left(-bq; q^t\right)_\infty \left(-q^3/b; q^4\right)_\infty \left(-q^3/b; q^4\right)_\infty.$$ 

5.2. Applications. We have applications similar to the ones obtained in Sections 4.1–4.7. However, we only highlight the cases concerning Sections 4.1–4.4, which are the most interesting in our opinion and are all derived from Corollary 5.3.

First note that the generating series obtained with $\tilde{\rho}_1 = 1$ is the same as the one in Section 4.1.

Next, when $t$ is an even positive integer and $\lambda \in SC$, notice that

$$\prod_{u \in \lambda \atop h_u \in H_t(\lambda)} \varepsilon_u = (-1)^{H_t(\lambda)/2}.$$

Therefore the specialization $\tilde{\rho}_1(a, \varepsilon) = 1/(ae)$ yields a hook-length formula equivalent to the one in Corollary 4.1 when $x$ is replaced by $x\sqrt{-1}$. Similarly, the specialization $\tilde{\rho}_1(a, \varepsilon) = 1/(ae)^{1/2}$ yields a hook-length formula equivalent to the one in Corollary 4.2 when $x$ is replaced by $x\sqrt{-1}$.

Now the signed modular analogue of (4.3) is as follows.

Corollary 5.4. For $t$ an even positive integer, for any complex number $z$, we have:

$$\sum_{\lambda \in SC} q^{\lambda | x} \delta_{H_t(\lambda)} g_{BG(\lambda)} \prod_{u \in \lambda \atop h_u \in H_t(\lambda)} \frac{1 + \varepsilon_u z^{h_u}}{1 - \varepsilon_u z^{h_u}} = \left(q^{2t}; q^{2t}\right)^{t/2}_\infty \left(-bq; q^t\right)_\infty \left(-q^3/b; q^4\right)_\infty \exp \left(1 + \frac{4z^4q^{4t}/4t}{1 - z^t} \right).$$

Proof. Take

$$\tilde{\rho}_1(a, \varepsilon) = \frac{1 + \varepsilon z^a}{a^{1/2} - \varepsilon z^a}$$

in Corollary 5.3 and use the identity $\tilde{\rho}_1(a, 1)\tilde{\rho}_1(a, -1) = (1 + z^a)/(a(1 - z^a))$ and Formula (4.15) to conclude.

The signed modular SC analogue of the Nekrasov–Okounkov formula (1.1), which is actually a modular analogue of (5.1), is the following.

Corollary 5.5. For any complex number $z$ and $t$ an even positive integer, we have:

$$\sum_{\lambda \in SC} q^{\lambda | x} \delta_{H_t(\lambda)} g_{BG(\lambda)} \prod_{u \in \lambda \atop h_u \in H_t(\lambda)} \left(1 - \frac{z}{h_u \varepsilon_u}\right) = \left(q^{2t}; q^{2t}\right)^{t/2}_\infty \left(-bq; q^t\right)_\infty \left(-q^3/b; q^4\right)_\infty \left(x^2 q^{2t}; x^2 q^{2t}\right)_{\infty}^{(z^2/t-1)/2}.$$

Proof. Take $\tilde{\rho}_1(a, \varepsilon) = 1 - z/(ae)$ in Corollary 5.3 then use the identity $\tilde{\rho}_1(a, 1)\tilde{\rho}_1(a, -1) = 1 - z^2/a^2$ and (1.11) to conclude.
Corollary 5.6. For all positive integers $n$ and all integers $j$, we have

$$
\sum_{\lambda \in \mathcal{SC}, \lambda^m=2n+j(2j-1)} \prod_{h \in \mathcal{H}_s(\lambda)} \frac{1}{h} \sum_{h \in \mathcal{H}_t(\lambda)} \frac{h^2}{2} = \frac{1}{2^{n+1}(n-1)!(t+3n-3)}. \tag{5.4}
$$

Proof. By Lemma 4.1, the left-hand side of Corollary 5.5 can be rewritten as

$$
\sum_{\lambda \in \mathcal{SC}} q^{\lambda_1} \prod_{h \in \mathcal{H}_s(\lambda)} q^{BG(\lambda)} \prod_{u \in \lambda} \left(1 - \frac{z^2}{h_u^2}\right). \tag{5.5}
$$

The left-hand side of (5.4) is the coefficient of $q^{2n+j(2j-1)}x^{2n}b^j(-z^2)^{n-1}$ in (5.5). Using the following identity

$$
\prod_{m \geq 1} \frac{1}{1-q^m} = \exp \left( \sum_{k \geq 1} \frac{q^k}{k(1-q^k)} \right),
$$

the right-hand side of Corollary 5.5 can be rewritten:

$$
R = \frac{(q^{2t}; q^{2t})_{\infty}^{1/2}}{(x^{2q^{2t}}; x^{2q^{2t}})^{1/2} \infty} (-bq; q^4)_{\infty} (-q^3/b; q^4)_{\infty} \exp \left( \frac{-z^2}{2t} \sum_{k \geq 1} \frac{(x^2 q^{2t})^k}{k(1 - (x^2 q^{2t})^k)} \right).
$$

Thus, by also using (3.3), our desired coefficient is equal to

$$
\left[ q^{2n+j(2j-1)}x^{2n}b^j(-z^2)^{n-1} \right] R
$$

$$
= \left[ q^{2n}x^{2n}(-z^2)^{n-1} \right] \frac{(q^{2t}; q^{2t})_{\infty}^{1/2}}{(x^{2q^{2t}}; x^{2q^{2t}})^{1/2} \infty} \exp \left( \frac{-z^2}{2t} \sum_{k \geq 1} \frac{(x^2 q^{2t})^k}{k(1 - (x^2 q^{2t})^k)} \right)
$$

$$
= \left[ q^{2n}x^{2n} \right] \frac{1}{2^{n+1}(n-1)!} \frac{1}{(x^{2q^{2t}}; x^{2q^{2t}})^{1/2} \infty} \left( \sum_{k \geq 1} \frac{(x^2 q^{2t})^k}{k(1 - (x^2 q^{2t})^k)} \right)^{n-1}
$$

$$
= \left[ q^{2t}x^2 \right] \frac{1}{2^{n+1}(n-1)!} \left( \frac{t}{2} + \frac{3(n-1)}{2} \right)
$$

$$
= \frac{1}{2^{n+1}(n-1)!} (t + 3n - 3).
$$

Corollary 5.6 could also be derived from Corollary 4.6 by setting $k = 1$ and comparing the coefficients of $q^{2n+j(2j-1)}x^{2n}b^j$ on both sides.

Note that taking $b = 1$ in the above formula, one gets Pétroille’s result Theorème 4.22, in which $q, x, z$ have to be replaced by $-q, x, z/t$, respectively.

By identifying coefficients on both sides of the previous formula, we get the following consequence.

Corollary 5.6
6. The odd case

In this section, we analyse the case where \( t \) is a positive odd integer. Recall that in this case the Littlewood decomposition can be written as follows:

\[
\lambda \in \mathcal{SC} \mapsto (\omega, \tilde{\nu}, \mu) \in \mathcal{SC}_t \times \mathcal{P}^{(t-1)/2} \times \mathcal{SC}.
\]

When \( t \) is odd, Formula (3.4) in [11] gives a connection between the BG-rank of a partition, and its \( t \)-quotient and its \( t \)-core. However the formula implies a dependence between \( t \)-core and \( t \)-quotient, which is not convenient for multiplication-addition type theorems. This is why we will formulate multiplication-addition type theorems without the BG-rank.

Moreover, because of the partition \( \mu \in \mathcal{SC} \) appearing in (6.1), more difficulties arise which make a general result less elegant than in the even case. Even if it is possible to prove a general odd analogue to Theorem 1.2 (without the BG-rank), formulas on self-conjugate partitions would be required to derive interesting applications. These are, to our knowledge, missing in the literature. This is why we will focus here on a subset of self-conjugate partitions for which \( \mu \) is empty, which, as will be explained, is algebraically interesting.

For a fixed positive odd integer \( t \), let us define

\[
\text{BG}^t := \{ \lambda \in \mathcal{SC}, \Phi_t(\lambda) = (\omega, \nu) \in \mathcal{SC}_t \times \mathcal{P}^t \text{ with } \nu((t-1)/2) = \emptyset \}.
\]

Note that \( \lambda \) is in \( \text{BG}^t \) if and only if the partition \( \mu \) is empty in (6.1). Following [4], we also define for an odd prime number \( p \), the set of self-conjugate partitions with no diagonal hook-length divisible by \( p \):

\[
\text{BG}_p := \{ \lambda \in \mathcal{SC} | \forall i \in \{1, \ldots, d\}, p \nmid h(i,i) \}.
\]

Algebraically, this set yields interesting properties in representation theory of the symmetric group over a field of characteristic \( p \), see for instance [6, 4]. Combinatorially, it is natural to extend this definition to a set \( \text{BG}_t \) for any positive odd number \( t \).

The following result explains the connection between the two above sets and is proved in [6] Lemma 3.4 for any prime number \( p \). Nevertheless, we give a proof here to generalize it to any positive odd integer \( t \).

**Lemma 6.1.** For any positive odd integer \( t \), we have:

\[
\text{BG}^t = \text{BG}_t.
\]

**Proof.** Take \( \lambda \in \mathcal{SC} \setminus \text{BG}_t \). There exists \((x, x) \in \lambda \) such that \( t \mid h(x,x) \). Recall that \( h(x,x) \) is necessarily odd. Take \( m \) such that \( h(x,x) = t(2m + 1) \). Let \((i_x, j_x) \in \mathbb{Z}^2 \) be the pair of indices in \( s(\lambda) \) associated with the box \((x, x)\). Then \( j_x \geq 0 \) and \( i_x < 0 \). Moreover, by (5.2), one has \( i_x = -j_x - 1 \). As \( h(x,x) = j_x - i_x \), we get \( h(x,x) = 2j_x + 1 \). This yields \( 2j_x + 1 = t(2m + 1) \). Therefore we have

\[
j_x = tm + \frac{t - 1}{2}.
\]

This implies that there exists a sequence “10” in the subword \((c_{kt+(t-1)/2})_{k \in \mathbb{Z}} = s(\mu)\), where \( \mu = \nu((t-1)/2) \) is the partition uniquely defined by the Littlewood decomposition. Hence \( \mu \neq \emptyset \) and therefore \( \lambda \notin \text{BG}^t \).

Conversely, let \( \lambda \in \mathcal{SC} \setminus \text{BG}^t \). So \( \mu \neq \emptyset \). Set \( s(\lambda) = (c_k)_{k \in \mathbb{Z}} \) the corresponding word. Remark that \( \mu \neq \emptyset \) is equivalent to the existence of \( i_1 \in \mathbb{N} \) such that

\[
(\omega, \tilde{\nu}, \mu) \in \mathcal{SC}_t \times \mathcal{P}^{(t-1)/2} \times \mathcal{SC}.
\]
Then we have

\[
\sum_{\lambda \in \text{BG}^{t}} q^{\lambda} \prod_{u \in \lambda} \hat{\rho}_{1}(h_{u}, \varepsilon_{u}) \sum_{u \in \lambda} \hat{\rho}_{2}(h_{u}, \varepsilon_{u}) = (t - 1) \left( f_{t}(x^{2}q^{2t}) \right)^{t+1/2} g_{t}(x^{2}q^{2t}) \frac{(q^{2t}; q^{2t})_{\infty}^{(t+1)/2} (-q; q^{2})_{\infty}^{(t-1)/2}}{(-q^{t}; q^{2t})_{\infty}}.
\]

**Proof.** The proof follows the same lines as the ones of Theorems 1.6 and 5.4 but with \(b = 1\). Here \(t\) is odd and the summation on the left-hand side is over partitions in \(\text{BG}^{t}\) (therefore \(\nu^{(t-1)/2} = \emptyset \)), so the Littlewood decomposition shows that, in our situation, \([5.3]\) takes the form

\[
q^{\omega} \sum_{x \subseteq \mathbb{P}^{t-1}} q^{x^{\omega}x_{|x|}} \prod_{u \in \mathbb{P}} \hat{\rho}_{1}(th_{u}, \varepsilon_{u}) \sum_{u \in \mathbb{P}} \hat{\rho}_{2}(th_{u}, \varepsilon_{u}),
\]

where \(\omega\) is a fixed \(t\)-core in \(\text{BG}^{t}\). Next we can transform the above expression by using Proposition 2.5 and Lemma 5.4, although the latter was proved in the \(t\) even case only, it is possible to extend it to \(t\) odd for partitions \(\lambda \in \text{BG}^{t}\), by noticing that a box \(u\) is on the main diagonal of \(\lambda\) and satisfies \(h_{u} \in \mathcal{H}_{t}(\lambda)\) only if \(\varepsilon_{u}\) is associated by the Littlewood decomposition to a box in \(\nu^{(t-1)/2} = \mu\), which is empty in our situation. Therefore we can proceed as in the proof of Theorem 5.4 but the factor \(t\) in Theorem 5.4 now becomes \(t - 1\).

The remaining part to finish the proof is the computation of the generating series of partitions \(\omega \in \text{BG}^{t}\) that are \(t\)-cores, that are partitions in the set \(\text{BG}^{t}\). As remarked in [1], the generating series of \(\text{BG}^{t}\) is given by

\[
\sum_{\lambda \in \text{BG}^{t}} q^{\lambda} = \prod_{k \geq 1} \left( 1 + q^{2k+1} \right) = \left( \frac{-q; q^{2}}{(-q^{t}; q^{2t})_{\infty}} \right).
\]

By using Proposition 2.5 SC3 of the Littlewood decomposition and the generating series [1.2] for partitions, the left-hand side of [6.2] can be rewritten as

\[
\sum_{\omega \in \text{BG}^{t}} q^{\omega} \left( \sum_{\mu \in \mathbb{P}} q^{2\omega|\mu|} \right)^{(t-1)/2} = \frac{1}{(q^{2t}; q^{2t})_{\infty}^{(t-1)/2}} \sum_{\omega \in \text{BG}^{t}} q^{\omega},
\]

Hence the generating series of \(\text{BG}^{t}\) is

\[
\sum_{\omega \in \text{BG}^{t}} q^{\omega} = \left( \frac{q^{2t}; q^{2t}}{(-q; q^{2})_{\infty}} \right)^{(t-1)/2} \left( \frac{q^{2t}; q^{2t}}{(-q^{t}; q^{2t})_{\infty}} \right).
\]
The rest of the proof follows the exact same steps as for Theorem 1.2 without taking the BG-rank into account.

Note that by taking \( \tilde{\rho}_1(a, \varepsilon) = \rho_1(a) \) and \( \tilde{\rho}_2(a, \varepsilon) = \rho_2(a) \) in the above result, we get an analogue of Theorem 1.2 for \( t \) odd and \( b = 1 \), restricted to the set \( \text{BG}^t = \text{BG}_t \).

We now derive applications of Theorem 6.2 in the same spirit as the ones proved in Sections 4 and 5, but for odd \( t \). As the specializations are the same here, we do not give details for the proofs.

First, our bivariate generating function takes the form:

\[
\sum_{\lambda \in \text{BG}^t} q^{|\lambda|} x^{\|\lambda\|} \prod_{h \in \mathcal{H}_t(\lambda)} \frac{1}{h} = \frac{\left( q^{2t}; q^{2t} \right)_{\infty}^{(t-1)/2} \left( -q; q^2 \right)_{\infty}}{\left( x^2 q^{2t}; x^2 q^{2t} \right)_{\infty}^{(t-1)/2} \left( -q^t; q^{2t} \right)_{\infty}} \exp \left( (t-1) \frac{x^2 q^{2t}}{2t^2} \right),
\]

and

\[
\sum_{\lambda \in \text{BG}^t} q^{|\lambda|} x^{\|\lambda\|} \prod_{h \in \mathcal{H}_t(\lambda)} \frac{1}{h^{1/2}} = \frac{\left( q^{2t}; q^{2t} \right)_{\infty}^{(t-1)/2} \left( -q; q^2 \right)_{\infty}}{\left( -q^t; q^{2t} \right)_{\infty}} \exp \left( (t-1) \left( \frac{x^2 q^{2t}}{2t} + \frac{x^4 q^{4t}}{4t^2} \right) \right).
\]

The odd version of Corollary 5.4 is as follows.

**Corollary 6.4.** For \( t \) a positive odd integer, we have:

\[
\sum_{\lambda \in \text{BG}^t} q^{|\lambda|} x^{\|\lambda\|} \prod_{\substack{u \in \lambda \\in \mathcal{H}_t(\lambda) \\in \mathcal{H}_t(\lambda)}} \frac{1 + \varepsilon_u \sqrt{-1} z^{h_u}}{h_u^{1/2} \left( 1 - \varepsilon_u z^{h_u} \right)} = \frac{\left( q^{2t}; q^{2t} \right)_{\infty}^{(t-1)/2} \left( -q; q^2 \right)_{\infty}}{\left( -q^t; q^{2t} \right)_{\infty}} \exp \left( (t-1) \left( \frac{1 + z^t x^2 q^{2t}}{2t} + \frac{x^4 q^{4t}}{4t^2} \right) \right).
\]

Now the odd version of the modular signed Nekrasov–Okounkov type formula given in Corollary 6.3 is given below.

**Corollary 6.5.** For \( t \) a positive odd integer, we have:

\[
\sum_{\lambda \in \text{BG}^t} q^{|\lambda|} x^{\|\lambda\|} \prod_{\substack{u \in \lambda \\in \mathcal{H}_t(\lambda) \\in \mathcal{H}_t(\lambda)}} \left( 1 - \frac{z}{h_u \varepsilon_u} \right) = \frac{\left( q^{2t}; q^{2t} \right)_{\infty}^{(t-1)/2} \left( -q; q^2 \right)_{\infty}}{\left( -q^t; q^{2t} \right)_{\infty}} \left( x^2 q^{2t}; x^2 q^{2t} \right)_{\infty}^{(t-1)(z^2/t^2 - 1)/2}.
\]

Finally, the odd analogues of Corollaries 4.3, 4.5 and 4.6 are given in the three results below.
Corollary 6.6. For any complex number $\beta$ and $t$ a positive odd integer, we have:

$$\sum_{\lambda \in BG^t} q^{\lambda} x^{H_t(\lambda)} \sum_{h \in H_t(\lambda)} h^\beta = (t - 1) \frac{(q^{2t}; q^{2t})_{\infty}^{(t-1)/2} (-q; q^2)^{2t}}{(x^2q^{2t}; x^2q^{2t})_{\infty}^{(t-1)/2} (-q^t; q^{2t})_{\infty}} \times \sum_{k \geq 1} (tk)^{\beta+1} k - x^{2k} q^{2kt}.$$

Corollary 6.7. For any positive integer $r$ and $t$ a positive odd integer, we have:

$$\sum_{\lambda \in BG^t} q^{\lambda} x^{H_t(\lambda)} \prod_{h \in H_t(\lambda)} \frac{1}{h} \sum_{i=1}^r (h^2 - i^2) = (t - 1) \frac{(q^{2t}; q^{2t})_{\infty}^{(t-1)/2} (-q; q^2)^{2t}}{(-q^t; q^{2t})_{\infty}} \times \exp \left( (t - 1) \left( \frac{x^2q^{2t}}{2t^2} \right) \right) \sum_{k=[(r - t + 1)/t]} B_{r,k}(t) C(k) \left( \frac{x^2q^{2t}}{t^2} \right)^{k+1}.$$  

Corollary 6.8. For any positive integer $k$ and $t$ a positive odd integer, we have:

$$\sum_{\lambda \in BG^t} q^{\lambda} x^{H_t(\lambda)} \prod_{h \in H_t(\lambda)} \frac{1}{h} \sum_{i=1}^k h^{2k} = (t - 1) t^{2k} \frac{(q^{2t}; q^{2t})_{\infty}^{(t-1)/2} (-q; q^2)^{2t}}{(-q^t; q^{2t})_{\infty}} \times \exp \left( (t - 1) \frac{x^2q^{2t}}{2t^2} \right) \sum_{i=0}^{k} T(k + 1, i + 1) C(i) \left( \frac{x^2q^{2t}}{t^2} \right)^{i+1}.$$  

REFERENCES

[1] G. E. Andrews and J. B. Olsson, Partition identities with an application to group representation theory, J. Reine Angew. Math. 413 (1991), 198–212.
[2] R. Bacher and L. Manivel, Hooks and powers of parts in partitions, Sem. Lothar. Combin. 47 (2001), article B47d.
[3] A. Berkovich and F. Garvan, On the Andrews–Stanley refinement of Ramanujan’s partition congruence modulo 5 and generalizations, Trans. Amer. Math. Soc. 358 (2006), 703–726.
[4] A. Bernal, On self-Mullineux and self-conjugate partitions, Electron. J. Combin. 28 (2021), Article Number P1.57.
[5] C. Bessenrodt, On hooks of Young diagrams, Ann. Comb. 2 (1998) 103–110.
[6] O. Brunat and J.-B. Gramain, A basic set for the alternating group, J. Reine Angew. Math. 641 (2010), 177–202.
[7] H. Cho, J. Huh, and J. Sohn, A bijection between self-conjugate and ordinary partitions and counting simultaneous cores as its application, Proc. FPSAC 31, Ljubljana, Slovenia, Sém. Lothar. Combin. 82 (2019), article B.30, 12 pp.
[8] K. Carde, J. Loubert, A. Potechin, and A. Sanborn, Proof of Han’s hook expansion conjecture, preprint [arXiv:0808.0928] (2008), 10 pages.
[9] P.-O. Dehaye, G. Han, and H. Xiong, Difference operators for partitions under the Littlewood decomposition, The Ramanujan J. 44 (2017), 197–225.
[10] J. S. Frame, G. de B. Robinson, and R. M. Thrall, The hook graphs of the symmetric group, Can. J. Math. 6 (1954), 316–325.
[11] F. Garvan, D. Kim, and D. Stanton, Cranks and t-cores, Invent. Math. 101 (1990), 1–17.
[12] G. Han, Discovering hook-length formulas by an expansion technique, Electron. J. Combin. 15 (2008), Article Number R133.
[13] G. Han, Some conjectures and open problems on partition hook-lengths, Experimental Math. 18 (2009), 97–106.
[14] G. Han, The Nekrasov-Okounkov hook-length formula: refinement, elementary proof, extension and applications, Ann. Inst. Fourier 60 (2010), 1–29.
[15] G. Han and K. Q. Ji, Combining hook-length formulas and BG-ranks for partitions via the Littlewood decomposition, Trans. Amer. Math. Soc. 363 (2011), 1041–1060.
[16] G. Han and H. Xiong, Polynomiality of Plancherel averages of hook-content summations for strict, doubled distinct and self-conjugate partitions, J. Combin. Theory Ser. A 168 (2019), 50–83.
[17] M. Hirschhorn and J. Sellers, On representations of a number as a sum of three squares, Discrete Math. 199 (1999), 85–101.
[18] G. James and A. Kerber, The Representation Theory of the Symmetric Group, Addison-Wesley, Reading, 1981.
[19] D. E. Littlewood, The Theory of Group Characters, Clarendon Press: Oxford, 1940.
[20] I. G. Macdonald, Affine root systems and Dedekind’s η-function, Invent. Math. 15 (1972), 91–143.
[21] N. A. Nekrasov and A. Okounkov, Seiberg–Witten theory and random partitions, in The Unity of Mathematics, pp. 525–596, Progr. Math., Vol. 244, Birkhäuser Boston, Boston, MA, 2006.
[22] G. Panova, Polynomiality of some hook-length statistics, The Ramanujan J. 27 (2012), 349–356.
[23] M. Pétroolle, Quelques développements combinatoires autour des groupes de Coxeter et des partitions d’entiers, PhD thesis (2015), https://hal.archives-ouvertes.fr/tel-01325290/.
[24] M. Pétroolle, A Nekrasov–Okounkov type formula for C, Adv. Appl. Math. 79 (2016), 1–36.
[25] R. P. Stanley, Enumerative combinatorics, vol. 2, Cambridge University Press, 1999.
[26] R. P. Stanley, Some Combinatorial Properties of hook-lengths, Contents, and Parts of Partitions, The Ramanujan J. 23 (2010), 91–105.
[27] A. Walsh, S. O. Warnaar, Modular Nekrasov-Okounkov formulas, Séminaire Lotharingien de Combinatoire, 81 (2020), Art. B81c 28p.
[28] B. W. Westbury, Universal characters from the Macdonald identities, Adv. Math. 202 (2006), 50–63.

Institut Camille Jordan, Université Claude Bernard Lyon 1, 69622 Villeurbanne Cedex, France
Email address: wahiche@math.univ-lyon1.fr