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Abstract

Knowledge Graphs, such as Wikidata, comprise structural and textual knowledge in order to represent knowledge. For each of the two modalities dedicated approaches for graph embedding and language models learn patterns that allow for predicting novel structural knowledge. Few approaches have integrated learning and inference with both modalities and these existing ones could only partially exploit the interaction of structural and textual knowledge. In our approach, we build on existing strong representations of single modalities and we use hypercomplex algebra to represent both, (i), single-modality embedding as well as, (ii), the interaction between different modalities and their complementary means of knowledge representation. More specifically, we suggest Dihedron and Quaternion representations of 4D hypercomplex numbers to integrate four modalities namely structural knowledge graph embedding, word-level representations (e.g. Word2vec, Fasttext), sentence-level representations (Sentence transformer), and document-level representations (sentence transformer, Doc2vec). Our unified vector representation scores the plausibility of labelled edges via Hamilton and Dihedron products, thus modeling pairwise interactions between different modalities. Extensive experimental evaluation on standard benchmark datasets shows the superiority of our two new models using abundant textual information besides sparse structural knowledge to enhance performance in link prediction tasks.
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1 Introduction

Knowledge Graphs (KGs) have become a core component of many AI systems ranging from question answering and named entity recognition to recommender systems [1–3]. KGs represent knowledge in the form of multi-relational directed labeled graphs where nodes with labels may represent entities, e.g. “Danny Pena” and labeled edges represent relations between entities, e.g. wasBornIn. In
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Inglewood is a city in southwestern Los Angeles County, California, southwest of downtown Los Angeles. As of the 2010 U.S. Census, the city had a population of 109,673. It was incorporated on February 14, 1908. The city is in the South Bay region of the Greater Los Angeles Area. City of Champions Stadium is currently under construction in the city.

Danny Pena (born June 17, 1968 in Inglewood, California) is a retired U.S. soccer defensive midfielder. He spent most of his career, both indoors and outdoors, with teams in the western U.S.

Figure 1: Knowledge Graph with textual description of entities. The entity "Danny Pena" lacks proper structural information. However, it contains rich textual description, which may help to predict the place of birth.

this way, a fact may be represented as a triple, \((node, edge, node)\), e.g. \((\text{Danny Pena}, \text{wasBornIn}, \text{Inglewood California})\).

To enable machine learning to act on KGs with symbolic information [4], Knowledge Graph embedding (KGE) maps each node and each edge of a KG into a low dimensional vector (embedding) space. Such embedding, which are assumed to capture semantic and structural knowledge, support machine learning tasks such as link prediction, entity linking, or question answering. Although KGs contain many facts, they are still highly incomplete when compared to which facts hold in the world, which adversely affects the performance of KGE in downstream tasks.

Consider Figure 1 and assume that the red link (Danny Pena, wasBornIn, Inglewood_California) is unknown because the entity “Danny Pena” is only connected to one other entity, “Defensive Midfielder”. While graph structural information alone cannot help to bridge from “Danny Pena” to “Inglewood_California”, a second modality, such as further textual knowledge (e.g. from Wikipedia) might come to the rescue.

Previous work such as DKRL [5] and ConMask [6] are among the KGE models which go beyond structural graph knowledge and also incorporate textual information for link prediction. These models employ deep learning methods such as convolutional neural network (CNN) and attention mechanism to map the textual information into the same space of KGE. Therefore the link prediction task takes advantage of both structural information from KGE and semantic information from text. However, these models cannot benefit from recent pretrained language models such as BERT [7].

Another line of work [8–11] propose different approaches to incorporate pretrained language models into KGE models. They provide different approaches that incorporate KGE and masked language models by unifying the two loss functions for each of the models. Although effective, the mentioned work considering pretrained language models only focus on a single representation (e.g., word representation) with a single pretrained language model (e.g., Word2Vec). However, integration of various representations of textual information (e.g., various features of the same text captured by different pretrained language models aiming at word, sentence and document embedding) together with structural information can further enhance the performance of KGE models. Such an integration requires sophisticated mathematical tools to efficiently model all representations and their pairwise correlations.

In this paper, we employ a 4D space of hypercomplex numbers to integrate the knowledge from KGs and text in a unified representation. We first exploit a variety of pretrained language models to extract
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different levels of representations from entity descriptions. Then we integrate these representations of textual information with structural information of KGE to obtain a rich and unified 4D representation for each entity in a hypercomplex space. Specifically, we employ Dihedron and Quaternion as 4D hypercomplex spaces to represent all of the mentioned representations uniformly. Finally, we conduct fruitful experiments, ablation studies and analysis on various datasets to confirm the advantage of incorporating different pretrained language models into KGE models.

2 Related Work

2.1 Structural Knowledge Graph Embedding Models

We first discuss KGE models considering only structural information of KG. TransE [12] is the first KGE work that introduces a distance-based scoring function in the real vector space. It minimizes the distance between the tail entity and the query formulated by the addition of the head entity and relation. TransH [13] further enhances TransE by projecting entities to relation-specific hyperplanes, and thus an entity has different representations w.r.t. different relations.

ComplEx [14] is the first work modeling the KGE beyond the real space. It uses the Hermitian dot product of complex space to model the scoring function. With the same set of head and tail entities, the non-symmetric relations have different scores given different orders of entities in the complex space. RotatE [15] further models relation compositions where multiple individual relations combine to a unique relation. It naturally models relations as the rotation in the complex space.

Moreover, AttE and AttH [16] employ an attention mechanism on KGE in the Euclidean and hyperbolic space. QuatE [17] and Dihedral [18] separately model KGE with Quaternion and Dihedron. These novel geometry-aware KGE models further enhance the representation of KGE.

2.2 Text-enhanced Knowledge Graph Embedding Models

There are also a variety of KGE works considering both textual information such as description and name of entities and structural information of KG. As an early work, DKRL [5] enhances the TransE model by considering the entity descriptions. The entity descriptions are encoded by a CNN and jointly optimized together with the scoring function of TransE. ConMask [6] deals with the issue that an entity may involve multiple relations. It extracts relation-specific information from the entity description by training a well-designed network that computes attention over entity descriptions.

Many recent approaches exploit pretrained language models such as BERT to further enhance the performance of KGE models. KG-Bert [8] is the first model that utilizes BERT. It regards triples in the KG as a sequence of text and then it obtains the representation of triplets with BERT. PretrainKGE [9] extracts knowledge from the BERT by representing the entity descriptions and relation names with the embedding from BERT. The embedding from the BERT can be utilized to further enhance different algorithms of KGE. More recent approaches [10, 11] also explore different methods to combine pretrained language models and KGE.

3 Preliminaries

In this section, we present the preliminaries required for proposing our models.

Knowledge Graph: A knowledge graph is a set of triples $\mathcal{K} = \{(h, r, t) | h, t \in \mathcal{E}, r \in \mathcal{R}\} \subset \mathcal{E} \times \mathcal{R} \times \mathcal{E}$ where $\mathcal{E}, \mathcal{R}$ are the set of all entities and relations in a KG respectively.

Textual Knowledge Graph: For a KG $\mathcal{K}$, we can collect word, sentence or documents for each given node/relations and construct the textual KG $\mathcal{T}\mathcal{K}$ as follows

$$\mathcal{T}\mathcal{K} = \{(h^T, r^T, t^T) | h^T, t^T \in \mathcal{E}^T, r^T \in \mathcal{R}^T\} \subset \mathcal{E}^T \times \mathcal{R}^T \times \mathcal{E}^T,$$

where $h^T, r^T, t^T$ are the word ($T=W$), sentence ($T=S$) or document ($T=D$) representation of entities and relations. For example, $h = \text{Berlin}$ is an entity in the KG that has the word representation $h^W = "\text{Berlin}"$, sentence representation $h^S = "\text{Berlin is the capital and largest city of Germany by both area and population}"$, and document representation $h^D = "\text{Berlin is the capital and largest city of Germany by both area and population}"$. Its 3.7 million inhabitants make it the European
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Danny Pena (born June 17, 1968 in Inglewood, California) is a retired U.S. soccer defensive midfielder. He spent most of his career, both indoors and outdoors, with teams in the western U.S.

Union’s most populous city, according to the population within city limits. One of Germany’s sixteen constituent states, Berlin ...

Knowledge Graph Embedding: A KG $\mathcal{K}$ can be embedded into a (low-dimensional) vector representation, shown as $\mathcal{K} \in \mathbb{R}^d \subset \mathbb{R}^n \times \mathbb{R}^r$ where $\mathbb{E}, \mathbb{R}$ are the embedding sets of entities and relations in the KG which are $n_e \times d_e$ and $n_r \times d_r$ dimensions respectively. $n_e, n_r$ are the number of entities and relations, and $d_e, d_r$ are the embedding dimension of entities and relations respectively.

Pretrained Language Model KG Embedding: Similar to KGE, the word, sentence, and document representations of triples can be represented in vector forms by using pretrained (word embedding and language) models. Therefore, using the pretrained language models, we can represent the embedding of $\mathbb{T}$ as the following set $\mathbb{T} \in \mathbb{E}^d \subset \mathbb{E}^n \times \mathbb{E}^r$ where $\mathbb{E}^d$ are the embedding set of all word/sentence/document level of all entities in the KG which are obtained by feeding the word/sentence/document of each entity into a pretrained language or word embedding models.

Quaternion and Dihedron Algebra: To integrate graph, word, sentence and document representation of an entity or a relation in a unified representation, we require a 4D algebra which has been well-studied in the area of hypercomplex numbers. In particular, we focus on Quaternion $Q$ and Dihedron $D$ algebra [19] as 4D hypercomplex numbers defined as follows $u = s + xi + yj + zk$ where $i, j, k$ are the three imaginary parts. In Quaternion representation, we have

$$i^2 = j^2 = k^2 = ij = k = \bar{i}, \quad ik = j,$$  
$$ji = k, \quad k = \bar{j}, \quad ik = j.$$

where $\bar{a} = -a$. In Dihedron representation, we have
Each Quaternion and Dihedron have their own product which are defined as follows:

**Quaternion Product**: This product is also known as the Hamilton product. Let \( u = s_u + x_u i + y_u j + z_u k, v = s_v + x_v i + y_v j + z_v k \) be two Quaternion numbers. The Hamilton product between \( u, v \) is defined as follows:

\[
\begin{align*}
\langle u \otimes_{Q} v \rangle & := (s_u s_v - x_u x_v - y_u y_v - z_u z_v) + (s_u x_v + x_u s_v + y_u z_v - z_u y_v) i \\
& + (s_u y_v - x_u z_v + y_u s_v + z_u x_v) j \\
& + (s_u z_v + x_u y_v - y_u x_v + z_u s_v) k.
\end{align*}
\]

**Dihedron Product**: Let \( u, v \) be two Dihedron numbers. The Dihedron product is defined as

\[
\begin{align*}
\langle u \otimes_{D} v \rangle & := (s_u s_v - x_u x_v + y_u y_v + z_u z_v) + (s_u x_v + x_u s_v - y_u z_v + z_u y_v) i \\
& + (s_u y_v - x_u z_v - y_u s_v + z_u x_v) j \\
& + (s_u z_v + x_u y_v - y_u x_v - z_u s_v) k.
\end{align*}
\]

**Inner Product**: In both Dihedron and Quaternion, the inner product is defined as

\[
\langle u, v \rangle = u \cdot v := s_u s_v + x_u x_v + y_u y_v + z_u z_v.
\]

**Conjugate**: The conjugate in both representations is \( \bar{u} = s - xi - yj - zk \).

**Norm**: The norm in Quaternion and Dihedron representations is defined as \( \| u \| = \langle u, \bar{u} \rangle \) is \( \sqrt{s_u^2 + x_u^2 + y_u^2 + z_u^2} \) and \( \sqrt{s_u^2 + x_u^2 - y_u^2 - z_u^2} \) respectively.

Both Quaternion and Dihedron provide various geometric representations. While Quaternion numbers represent hyperspheres, Dihedron numbers represent various shapes namely circle, one-sheet, two-sheet and Conical Surface. Therefore, Dihedron is more expressive in terms of geometric representation.

### 4 Our Method

In this section, we present a class of embedding models based on Dihedron and Quaternion algebra. Our models act on 4D space which enables modeling the four representations of entities, from node level in graph to word, sentence, and document levels in text. Incorporating embedding from word, sentence, and document levels enables modeling various features from unstructured data to capture both content and contextualized information. Those features, together with embedding from KG provide a rich representation for each entity in the KG. Additionally, our formulation enables capturing the pairwise correlation between different elements mutually to provide a rich feature representation (by a mixture of various features) while measuring the likelihood of links. Figure 2 illustrates our overall framework. To measure the likelihood of a link (edge) e.g., (Danny_Pena, wasBornIn, Inglewood, California), we split the triple into two parts of triple pattern e.g., (Danny_Pena, wasBornIn, ?) and tail e.g., Inglewood, California. Because the triple pattern corresponds to a question e.g., Where was Danny Pena born?, we also call it a query. We then compute query and answer (tail) embedding considering textual and structural information and then calculate the final score by measuring the distance between the query and the corresponding answer in the embedding space.

In the rest of this section, we will present our model according to the following steps a) entity representation, b) relation and query representation, c) triple plausibility measurement (answering query), and d) dimension adjustment.
We represent each entity $e$ as $4 \times d_e$ dimensional vector as follows

$$e = s_e + x_e^{T_1} i + y_e^{T_2} j + z_e^{T_3} k,$$

(7)

where $T_i, i = 1, 2, 3$ can be selected from the model set

$$\mathcal{M} = \{\_\text{-Word2Vec}, \text{Fasttext, Sentence Transformer, Doc2Vec}\}.$$

where ")" refers to trainable embedding from KG structure.

Each of the models in $\mathcal{M}$ are pretrained and we feed the corresponding text into the models to obtain the pretrained embedding vector $x_e^{T_i}$. Note that the dimension of the vectors $s_e, x_e^{T_1}, y_e^{T_2}, z_e^{T_3}$ should be same. In the case of mismatched dimensions, we use a multi-layer perceptron to adjust the dimension before integrating it into the entity vector $e$. In Figure 2, both of the entities "Danny_Pena" and "Inglewood,_California" contain textual descriptions. We process the textual description of the entities to extract word, sentence and document level representation. Using the models in $\mathcal{M}$, we obtain the 4D representation of the entities.

**Relation and Query Representation**: Each relation is represented as a rotation in a hypercomplex space which is

$$r = \frac{s_r + x_r^{T_1} i + y_r^{T_2} j + z_r^{T_3} k}{\sqrt{s^2_r + x^2_r + y^2_r + z^2_r}},$$

(8)

To measure the likelihood of a link $(h, r, t)$, we split it into two pieces of query $(h, r, ?)$ and answer $t$. Each of these two elements are embedded into 4D spaces. Table 1 presents three variants of our models for query representation of a triple pattern in the form of $(h, r, ?)$. We propose the following approaches for query representation:

**Text – Enhanced Relational Rotation (Tetra)**: This model represents each entity by four parts, namely embedding learned from KG structure $s_h, s_t$, and the parts $(x_h^{T_1}, y_h^{T_2}, z_h^{T_3})$ which are learned from textual description (word, sentence and document) of the entities by three of the models in $\mathcal{M}$. The model computes the query by providing relation-specific rotating of the head in Dihedron or Quaternion spaces. $\otimes$ refers to Hamilton or Dihedron products for Quaternion and Dihedron spaces. According to equation 5 and 4, the obtained query (the first row of the Table 1) inherently contains the pairwise correlations between each of $s_h, x_h^{T_1}, y_h^{T_2}, z_h^{T_3}$ and provides a rich feature representation for the corresponding query (mixture of sub-features). Figure 2 shows the representation of this model.

**Text – Relation-Based Rotation and Translation (Robin)**: In this model, we incorporate the embedding of the entity name (e.g., "Berlin") indexed by $l$ and the embedding of the textual description indexed by $t$. We perform rotation $h_l^{T_1}$ and translation $h_t^{T_2} + h_t^{T_3} + r$ by these two source of information. We use two different word embedding and language models from $\mathcal{M}$ (details in experiment section) to embed name and textual description. Therefore, the query is computed by head entity embedding from KG, relation embedding, name, and description of the entity by considering translation and rotation in Quaternion or Dihedron spaces. Combining translation and rotation improves the expressivity power of the model to learn more complex structures than a single rotation [16, 20].
Language model – RelatIon ROtation and TranslatioN (Lion) : In this model, for the same textual description of an entity, we use two language/word embedding models (indexed by $l$) to embed the same description. We use description embedding as translation and rotation for query representation in Dihedron or Quaternion spaces.

The above mentioned query representations are related to the triple pattern $(h, r, ?)$. For the triple pattern $(?, r, t)$, we use $(t, r^{-1}, ?)$ for query representation, and utilize the equations in the Table 1 for query computation. $r^{-1}$ is a reverse relation corresponding to the relation $r$, which are added to the training set [21, 22].

Note that each of the introduced models in the Table 1 has its advantage and can be used depending on various characteristics of the KG such as sparsity and density, quality of textual description, etc. For example, if the KG has a complex structure, a more expressive model is required. Therefore, the model Robin and Lion are used due to having a more degree of expressivity obtained by mixing the translation and rotation, compared to a single rotation Tetra.

4.2 Triple Plausibility Measurement

To measure the plausibility of a triple $(h, r, t)$, the distance between the query $q$ and the corresponding answer $t$ is computed as follows

$$f(h, r, t) = -d(q, t) + b_h + b_t,$$

where $b_h, b_t$ are entity-specific biases proposed in [23]. In Figure 2, we see several geometric representations (on top of the figure) in which the query and the corresponding answer are matched (from the blue circle to the red circle). In Figure 2, in the description of "Danny_Pena", we observe the mention of the entity "Inglewood,_California" as well as "born" which is closely related to the "wasBornIn" relation. In the description of "Inglewood,_California", we see the entity mention "Inglewood" as well as "California". The descriptions are highly correlated and cover the mention of the triple elements (head, relation, tail). Therefore, from the descriptions of the entities, it can be inferred that "Danny_Pena" was born in "Inglewood California".

4.3 Dimension Adjustment

The assumption of equation 7 is that the vectors $s_e, x_e^{T_1}, y_e^{T_2}, z_e^{T_3}$ have same dimension. However, by using pretrained language models, the mentioned vectors may have different dimensions. To overcome this problem, we employ a neural network to adjust the dimension. Therefore, equation 7 is written as follows

$$e = s_e + NN(x_e^{T_1})i + NN(y_e^{T_2})j + NN(z_e^{T_3})k,$$

where $NN$ is a multilayer perceptron which takes a vector with dimension $d_e$ and returns a vector with dimension $d_e$.

5 Experiments

This section presents an evaluation of our models and other KGE models. The evaluation and various ablation studies have been done in several text based KGs introduced in the following part.

5.1 Experimental Setup

Datasets : We consider four different datasets in our experiment: NATIONS, Diabetes, FB-ILT and YAGO-10. NATIONS [24] is a small dataset that represents relations between countries. The entity names are given and we collect entity descriptions from Wikipedia data. We construct Diabetes from the original data source [25] that contains all types of disease information. We extracted names and descriptions for each entity. FB-ILT is a subset of Freebase dataset FB15k [12]. We collected triples and entity descriptions from [26]. The entity names were collected from [3]. YAGO-10 is a subset

---

3https://git.uwaterloo.ca/jimmylin/BuboQA-data/raw/master/FB5M.name.txt.bz2
of YAGO dataset [27]. We collected triples and entity names from 4 and entity descriptions from datasets/YAGO-10 plus/Textual data.txt from the implementation 5.

Table 2 summarizes the overall number of entities, relations, training, validation, and test triples in these datasets.

| Dataset     | #ent  | #rel  | #train   | #val   | #test  |
|-------------|-------|-------|----------|--------|--------|
| NATIONS     | 14    | 55    | 1,592    | 199    | 201    |
| Diabetes    | 7,886 | 67    | 56,830   | 7,103  | 7,103  |
| FB-ILT      | 11,757| 1231  | 285,850  | 29,580 | 34,863 |
| YAGO-10     | 103,222| 30    | 155,370  | 2,295  | 2,292  |

Table 2: The statistics of our datasets.

Environment and Hyperparameters: Our models are implemented with PyTorch [28] on the top of the Chami’s framework, [29]. For pretrained language models, we consider Word2Vec [30] and Doc2Vec [31] in python Gensim library, FastText 6, and Sentence Transformer with pretrained model “distilbert-base-nli-mean-tokens” 7.

We use Adagrad optimizer to train the model and early-stopping on the validation dataset to prevent overfitting.

The hyperparameters we use for both low(d = 32) and high dimension(d = 500) setup are shown in the Table 3, where b is batch size, lr is the learning rate and n is the negative sampling size. Specifically, n = −1 indicates that we use full cross-entropy loss instead of negative sampling as [16].

Evaluation Metrics: Following previous works, we evaluate our models on the link prediction task with the following metrics: Mean Reciprocal Rank(MRR), Hits@K, K = {1, 3, 10}. Specifically, given all queries in the dataset, MRR measures the mean reciprocal ranks of correct entities, and Hits@K measures the proportion of correct entities ranking at top-K. During the models’ evaluation, filtering setup [32] is performed to remove the existing triples in the dataset during ranking.

Baselines and Our Ablation Models: For comparison, we consider three baselines and state of the art KGE models without considering the textual information: TransE [12], AttE and AttH [16]. We also consider three baselines and state of the art KGE models considering the textual information: DKRL [5], ConMask [6] and PretrainKGE [9].

We also consider the ablation study of different variants of our model. For simplicity, we abbreviate the pretrained language models {Word2Vec, Fasttext, Doc2Vec, Sentence Transformer, } as {W, F, D, S}. We compare 4 different variants of Robin that use one of {W, F, D, S} individually. For Lion, we compare 2 variants that utilize two pretrained language or word embedding models {S, D} or {F, S}. For all variants of Tetra, we always use the same pretrained language or word embedding models from {W, S, D} to embed the three pieces of information namely word, sentence, and document. Specifically, Tetra is the model that we only incorporate {W, S, D} to represent different levels of textual information only for the head entity, and Tetra-tail is the model that we do so for both head and tail entities.

5.2 Link Prediction results and analysis

Low Dimensional Results On Large Scale Datasets: Among four different datasets, the size of Diabetes, FB-ILT and YAGO-10 are significantly larger than NATIONS. We first compare different variants of our model (Robin, Lion and Tetra) with baselines on these three datasets.

Table 4 presents the results with the embedding dimension d = 32. On three datasets, different variants of our model consistently outperform all competitors, which proves that our model is able to enhance the quality of KGE. Among different variants of our model, we find that Lion and Tetra
outperform Robin. This result indicates that better performance can be obtained by incorporating different pretrained language models of a single modality. Please remember that Robin, Lion and Tetra separately incorporates one, two, and three pretrained language models. Furthermore, the performance of Tetra-tail is much better than Tetra because Tetra-tail considers pretrained model for both head and tail entities, but Tetra only does so for the head entity. Regarding the transformation function and geometric point of view, Lion and Robin use translation and rotation simultaneously, while Tetra only uses rotation. Therefore, on large dataset with complex patterns and structures together with a low embedding dimension, Lion and Robin outperform Tetra.

| Dataset   | k | b | \(t_r\) | n |
|-----------|---|---|--------|---|
| Diabetes  | 32 | 100 | 0.25  | -1 |
| FB-ILT    | 32 | 100 | 0.25  | -1 |
| NATIONS   | 32 | 400 | 0.01  | 100 |
| YAGO-10   | 32 | 400 | 0.2   | 100 |

Table 3: Optimal hyperparameters for all datasets

| Elements               | Model   | Diabetes | FB-ILT | YAGO-10 |
|------------------------|---------|----------|--------|---------|
|                        | MRR     | H@1     | H@3   | H@10   |
|                        | MRR     | H@1     | H@3   | H@10   |
|                        | MRR     | H@1     | H@3   | H@10   |
|                        | MRR     | H@1     | H@3   | H@10   |

Table 4: Link prediction Evaluation of multimodal models on Diabetes, FB-ILT, and YAGO-10 datasets for \(d = 32\)

| Elements               | Model   | Diabetes | FB-ILT | YAGO-10 |
|------------------------|---------|----------|--------|---------|
|                        | MRR     | H@1     | H@3   | H@10   |
|                        | MRR     | H@1     | H@3   | H@10   |
|                        | MRR     | H@1     | H@3   | H@10   |
|                        | MRR     | H@1     | H@3   | H@10   |

Table 5: Link prediction Evaluation of multimodal models on Diabetes, FB-ILT, and YAGO-10 datasets for \(d = 500\)

**High Dimensional Results On Large Scale Datasets**: Next we perform evaluation on the same datasets where embedding dimension \(d = 500\). The results can be viewed in Table 5.

In the setting of high dimension, our model still outperforms all competitors. Among different variants of our model, Lion is still the best one, because it considers both translation and rotation compared with Tetra and it incorporates more pretrained language models than Robin. When compared with low-dimension cases, all of our ablation models have a larger increment of performance. The result
is that the default dimensions of most pretrained language models are much larger than $d = 32$. When we incorporate them with KGE models in the low dimension setting, a significant dimension reduction must be applied to representations from these pretrained language models, and thus lots of semantic information is dropped. Additionally, in both low and high dimension, only on FB-ILT the Quaternion performs better than Dihedron. This is consistent with the findings in [16? ] that rotation with more degree of hyperbolicity is more suitable for Freebase dataset. In other words, spherical rotation is more suitable for modeling the structures and patterns in Freebase datasets.

Our model still outperforms all baselines on NATIONS. Unlike the large datasets above, on NATIONS Tetra outperforms Lion by a large margin. The reason is that on such a small dataset, structural information from KG is insufficient and the exploitation of additional textual information becomes more important. Given insufficient structural information, Lion cannot learn the translation well. However, Tetra performs better because it incorporates three different pretrained models and thus it exploits the textual information better.

Summary Of Link Prediction Experiments: We make a summary about all the link prediction experiments above.

1. On all datasets, with the setting of both low and high dimensions, our proposed model always outperforms other models. Specifically, our model performs better with the setting of high dimension.
2. Lion and Tetra generally outperform Robin, which indicates incorporating more pretrained language models enhances the performance.
3. When dataset is large, Lion outperforms Tetra because Lion learns extra translation compared with Tetra. However, when a dataset is small, Tetra performs better because it incorporates more pretrained language models and better utilizes textual information when there is a lack of proper structural information.

Effect Of Textual Information In Entity Representation: In this visualization, we demonstrate the effect of pretrained language models with Tetra-tail. We select two triples from the FB-ILT dataset: \((40th	ext{ Academy Awards, locations, Los Angeles California USA})\) and \((Atlantic	ext{ Canada, contained by, Canada})\). The heat maps in Figure 3 show the cosine similarities between four parts of our Dihedron representation $s_h$, $x_h$, $y_h$, $z_h$: entity embedding, word embedding, sentence embedding, document embedding. According to four similarities in the diagonal, we understand the contribution of each part when matching the query and tail in the link prediction task, where Y-axis of the heating map is for the query and X-axis is for the tail.

Comparing the similarity of entity embedding $s_h$ and textual embedding $\{x_h, y_h, z_h, T_h\}$, we find out textual embedding plays an important role when matching the information from query and tail. On the one hand, in the first heat map, the head entity 40th Academy Awards is semantically different than the tail entity Los Angeles California USA, and textual information helps a lot in bridging the gap between query and tail. We can view that the cosine similarity between sentence embedding (0.63) is much larger than the similarity between entity embedding (0.44). On the other hand, in the second heat map, the head entity Atlantic Canada is semantically similar to the tail entity Canada.
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Figure 3: Cosine similarities for queries and answer of two triples. Up: (40th Academy Awards, locations, Los Angeles California USA). Down: (Atlantic Canada, contained by, Canada)

and thus entity embedding naturally has the highest similarity (0.69). Moreover, matching between textual embeddings such as word and sentence embedding is also effective in this case.

In both examples, among three levels of textual representations \( \{ x_{T1}^h, y_{T2}^h, z_{T3}^h \} \), we observe that sentence embedding \( y_{T2}^h \) has the largest similarity scores. However, the document embedding \( z_{T3}^h \) shows very low similarity scores to the other three. Therefore we conclude that sentence embedding captures most semantic information from the entity description during the matching between query and tail. The other two levels of textual representations generally capture relatively less information for matching the query and tail. Specifically, document embedding has the least effect, because it is too coarse to condense all information from the description into a single embedding in the pretrained language model (Doc2Vec). However, from the second heat map, we observe that document embedding can partially help to improve the link prediction in some triples.

5.3 Semantic Clustering Of Entity Embedding

We further demonstrate the semantic of learned entity embedding from our best performing model Lion_SD on FB-ILT dataset. The target is to view whether semantically similar entities also have close distance in the space of trained entity embedding. Specifically, we perform K-means clustering algorithm and TSNE dimension reduction to these trained entity embedding so that they can be visualized on 2-dimension figure. The result can be viewed in the Figure 4.

From the figure, we can see that semantically relevant points are close to each other. For example, universities and languages separately gather in the blue and red clusters, respectively. We can conclude that the KGE learned by our model possesses semantic information.

| Triple | Sentence rank | Sentence source | Sentence |
|--------|---------------|----------------|----------|
| Mars_Callahan, created, Zigs_(film) | 1 | tail | Zigs is a 2001 English language drama starring Jason Priestley Peter Dobson and Richard Poitier and directed by Mars Callahan. The film received an r rating by the MPAA. At the age of eleven Callahan toured with a children’s musical group through thirty-seven states. |
| Margaret_of_Geneva, isMarriedTo, Thomas_Count_of_Savoy | 1 | tail | Thomas Tommy I was count of savoy from 1189 to 1233 he is sometimes numbered Thomas I to distinguish him from his son of the same name who governed savoy but was not count. Margaret of Geneva 1180-1252 countess of savoy was the daughter of William I count of Geneva. When her father was escorting her to France in May 1195 Thomas I of savoy carried her off. |
| Gilbert_Mushangazhike, isAffiliatedTo, Mpumalanga_Black_Aces_F.C. | 1 | tail | Aces usually played their home games in the Mpumalanga province but were trained in Johannesburg. Gilbert Mushangazhike born 11 August 1975 in Harare is a Zimbabwean footballer. |
| Mpumalanga_Black_Aces_F.C. | 2 | head | The association football striker recently played in south Africa for manning rangers F.C. Orlando Pirates and Mpumalanga Black Aces. |

Table 7: Examples about sentence contribution of our model, where a sentence with higher rank (smaller number) is more important for model. Sentence source indicates whether a sentence comes from the description of head or tail entity.
Figure 4: Trained entity embedding clustering of Lion_SD model of FB-ILT dataset where dimension $d = 32$. In the figure, each cluster has a topic, each point represents an entity and each red arrow points to the corresponding point of an entity name.

5.4 Contribution of individual sentences

We consider the Tetra-tail model and YAGO-10 dataset in this analysis. The target is to explore how our model exploits sentence-level representation by selecting important sentences. To achieve this, for each triple, we collect sentences from the descriptions of its head and tail entities. Then we measure the importance of each sentence with Shapley value [33] and rank all sentences according to their Shapley values from high to low. Then we manually check the semantics of each sentence. If a semantically important sentence obtains a high rank, we can conclude that our model exploits sentence-level representation for the corresponding triple.

In Table 7, we select 3 examples, and in each example, we only demonstrate the top-3 important sentences among a maximum of 8 sentences in the description. For the first triple (Mars_Callahan, created, Zigs_(film)), we can see that the top-1 sentence comes from the tail description, and the keywords about the head entity “directed by Mars Callahan” is within it. Our model selects this sentence because it is important when matching the query with the tail.

For the second triple (Margaret_of_Geneva, isMarriedTo, Thomas_Count_of_Savoy), we can find that the top-1 and top-2 sentences refer to the definition of both entities. The keywords “escorting” and ”carried her off” in the top-3 sentence can be regarded as implicit information about the relation “isMarriedTo”, even though they are not literary the same. In addition, "count of" in head and “countess of” in tail implicitly represents marriage relations. With the help of entity definition and information about the relation, our model grasps the overall picture of the triple.

The third triple (Gilbert_Mushangazhike, isAffiliatedTo, Mpumalanga_Black_Aces_F.C.), our model also exploits top-1 and top-2 sentences to represent the head and tail entities. Furthermore, in the third sentence from the head description, the keywords ”Mpumalanga Black Aces” are directly related to the tail entity, and "played" can be regarded as a synonym of the relation.

From these examples, we demonstrate that our model exploits sentence-level representation when representing the triple.

6 Conclusion

In this work, we enhance KGE models with different levels of semantic information from entity descriptions and names by incorporating multiple pretrained language models. In order to incorporate different semantic information with entity embedding, we propose a unified framework with the help of hypercomplex numbers. We also discuss several ablation models under this framework. Extensive experimental results, ablation studies, and analysis demonstrate that our framework effectively utilizes different levels of semantic information as well as structural knowledge and outperforms other KGE models.
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