Emotions explain differences in the diffusion of true vs. false social media rumors
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False rumors (often termed “fake news”) on social media pose a significant threat to modern societies. However, potential reasons for the widespread diffusion of false rumors have been underexplored. In this work, we analyze whether sentiment words, as well as different emotional words, in social media content explain differences in the spread of true vs. false rumors. For this purpose, we collected $N = 126,301$ rumor cascades from Twitter, comprising more than 4.5 million retweets that have been fact-checked for veracity. We then categorized the language in social media content to (1) sentiment (i.e., positive vs. negative) and (2) eight basic emotions (i.e., anger, anticipation, disgust, fear, joy, trust, sadness, and surprise). We find that sentiment and basic emotions explain differences in the structural properties of true vs. false rumor cascades. False rumors (as compared to true rumors) are more likely to go viral if they convey a higher proportion of terms associated with a positive sentiment. Further, false rumors are viral when embedding emotional words classified as trust, anticipation, or anger. All else being equal, false rumors conveying one standard deviation more positive sentiment have a 37.58% longer lifetime and reach 61.44% more users. Our findings offer insights into how true vs. false rumors spread and highlight the importance of managing emotions in social media content.

A vast number of social media users have been exposed to knowingly false content. This was confirmed to be the case during humanitarian crises1 and elections2–5. For example, in the 2016 U. S. presidential election, each adult was shown, on average, more than one item with false content. On top of that, there were more user interactions with deliberately false content than with reliable information sources. To this end, false content on social media poses a threat to individuals, organizations, and even whole societies.6,7

Understanding the spread of false content is of wide interest2,9. For users, understanding this phenomenon could yield certain signals based on which true and false content can be recognized. For social media platforms, a better understanding could inform the design of early warning systems that automatically detect the spread of false content.8 Specifically, it would allow one to derive features from the propagation dynamics of false content that could then be fed into machine learning classifiers.11–14 For policy makers, understanding the spread of false content is necessary for developing mitigation strategies that directly target the viral effects of false content (e.g., educating users to exercise more critical thinking when confronted with emotional content). This is especially critical as repeated exposure to false information has led many users to erroneously believe that it was true.15

Only a few studies have focused on understanding differences in the spread of true vs. false social media content. True vs. false rumors have been compared across different characteristics of resharing cascades by Refs.16,17. They observed larger, wider, and deeper cascades for false rumors. Further, some emotions are more often found in false rumors; however, it does not link emotions to differences in diffusion across true vs. false rumors.

In this work, we hypothesize that differences in the diffusion of true vs. false rumors can be explained by the conveyed sentiment and basic emotions. Our rationale is motivated by prior literature. Emotions are highly influential for human judgment and decision making, and strongly affect how humans draw or capture attention. Emotions are highly contagious and thus spread through direct interaction within a social network. Emotions have also been found to impact retweeting, thus driving diffusion. To this end, emotional stimuli trigger cognitive processing, which in turn results in the behavioral response of information sharing. Reliance on emotions further promotes belief in false information. Altogether, this suggests that sentiment and emotions might offer a potential explanation for differences in the spreading dynamics of true vs. false rumors; however, empirical evidence is lacking.

Prior literature has established sentiment, as well as emotions, to be drivers of online diffusion. However, these works suggest that their roles regarding different types of online content vary. For example, the
spreading of news has been found to be promoted by positive sentiment\textsuperscript{26,34}, whereas the diffusion of health-related content is driven by negative sentiment\textsuperscript{35}. Another work studies how sentiment promotes the diffusion of online rumors\textsuperscript{38}. However, the sample used in this study only comprises rumors for a single crisis event, thus motivating us to analyze the role of sentiment and emotions in the spreading of true vs. false rumors.

We perform a large-scale explanatory analysis from observational data and, based on this, quantify to what extent language characterized by sentiment and basic emotions explain cascades of true vs. false rumors (see “Materials and methods”). We focus our analysis on three common structural properties of cascades: (1) size, (2) lifetime, and (3) the so-called “structural virality”\textsuperscript{39}. These metrics quantify (1) how many users they reach, (2) how long rumors persist, and (3) how effectively they spread through the social network (i. e., a breadth-depth trade-off\textsuperscript{39}).

Using a text mining framework, we extract sentiment and emotions embedded in replies to rumor cascades according to Plutchik’s emotion model\textsuperscript{40}. Plutchik’s emotion model provides a comprehensive categorization across 8 basic emotions (i. e., anger, anticipation, joy, trust, fear, surprise, sadness, and disgust) that are regarded as universally recognized across cultures\textsuperscript{41,42}. We compute a sentiment score that measures the overall valence of the text, that is, whether words are categorized more often as positive or negative. We then use hierarchical generalized linear models with one-way interactions in order to capture differences in the effects of sentiment and basic emotions across veracity. Here we control for between-rumor heterogeneity, specifically the social influence of senders (e. g., we correct for the number of followers, etc.).

To address our research questions, we analyze $N = 126,301$ rumor cascades from Twitter. Our data provides a large-scale, cross-sectional sample based on a comprehensive set of cascades on Twitter during the time period from the founding of Twitter in 2006 through 2017. In particular, our sample contains all English-language tweets that were subject to fact-checking by one of five different fact-checking organizations (see “Materials and methods”). Overall, this amounts to $\sim 4.5$ million retweets by $\sim 3$ million different users.

In summary, we study whether variations in language characterized as (1) positive and negative sentiment and (2) certain emotions (e. g., anger, anticipation, trust) explain differences in the structural properties of true vs. false rumor cascades on social media. For this, we draw upon a large-scale dataset of true and false rumors from Twitter and, on this basis, analyze the effect across a comprehensive, fine-grained set of emotions.

**Results**

Cascades of true and false rumors exhibit different structural properties. Figure 1 compares the diffusion based on the complementary cumulative distribution functions (CCDF). Overall, we find that false rumors are characterized by cascades of larger size and longer lifetime. For instance, the average cascade lifetime for false rumors is 149.61 h, whereas it is 71.62 h for true rumors. Furthermore, false rumors also entail cascades with higher structural virality.

True and false rumors also convey language of different sentiment and with different emotions. As shown in Fig. 2, the language in false rumors is more often associated with negative sentiment than in true rumors. In addition, Fig. 3 shows that false rumors convey a higher proportion of words classified as disgust, fear, and
surprise, while true rumors are more likely to be linked to anger, anticipation, joy, sadness, and trust. In Fig. 4, we plot the CCDFs for each of the eight basic emotions. Evidently, false rumors are more likely to contain words associated with fear, disgust, and surprise, whereas true rumors contain words associated with sadness but also anger, anticipation, joy, and trust. Kolmogorov–Smirnov (KS) tests confirm that these differences are statistically significant.

Analysis of sentiment. We fit explanatory regression models to evaluate how variations in sentiment (i.e., the difference between positive vs. negative word counts) are associated with differences in the structural properties of true vs. false rumor cascades (see “Materials and methods” and Supplementary Table S1). In Fig. 5, the parameter estimates establish a pronounced role of sentiment ($s_{ij}$) with significantly different estimates for true vs. false rumors. For each dependent variable (DV), we observe negative coefficients for the sentiment variable, meaning that true rumors diffuse more pronouncedly if negative language is present. The positive coefficient
for the interaction term (Sentiment × Falsehood) suggests the opposite effect for false rumors. Compared to true rumors, a one standard deviation more positive sentiment for false rumors is linked to a 61.44% increase in the cascade size, a 37.58% increase in the cascade lifetime, and a 4.81% increase in structural virality. Notably, the estimated effect sizes are larger for false as compared to true rumors. Hence, positive sentiment appears to promote the diffusion of false rumors (while negative sentiment is estimated to promote the diffusion of true rumors).

Figure 6 shows the predicted marginal mean effect of the sentiment variable on the DVs. For each DV, we find relatively large effect sizes for the sentiment variable that significantly differ between true vs. false rumors. All else being equal, false rumors have cascades that are of larger size, longer duration, and greater virality if the sentiment is positive. Hence, a (positive) sentiment in the language of rumors explains the pronounced diffusion of false rumors.

Our regression model controls for heterogeneity in users’ social influence (see Supplementary Table S1). In short, rumor cascades initiated from accounts that are verified and younger are linked to a larger, longer, and more viral spread. Similar relationships are observed for users exhibiting greater numbers of followers and followees. In contrast, a higher engagement level is negatively associated with the size, lifetime, and structural virality of a cascade.

We calculated the pseudo-$R^2$ for each model, resulting in relatively high values of 0.64 for cascade size, 0.43 for cascade lifetime, and 0.31 for structural virality. Evidently, the model variables explain a large proportion of the DV variations. Furthermore, visual inspection of the actual vs. fitted plot and goodness-of-fit tests indicate that the models are well specified. This is also supported when considering the differences between the AIC models for individual models estimated with/without sentiment variables. For each DV, the difference is greater than 10 (cascade size: 303.43; lifetime: 110.56; structural virality: 170.01), indicating strong support for the corresponding candidate models.

Therefore, the inclusion of sentiment variables in the regression model is to be preferred.

Analysis of emotions. Plutchik’s emotion model arranges the eight basic emotions into four pairs of bipolar emotions (see “Materials and methods”). We now evaluate how these bipolar emotion pairs are associated with differences in the structural properties of true vs. false rumor cascades (see coefficient estimates in Supplementary Table S2). The reason for using bipolar emotions is the strong linear dependence among the 8 basic emotions. Adding all basic emotions to the same model would make the estimation rank-deficient. As a remedy, we focus on bipolar emotions, which allow for all eight basic emotions to be examined in the same model.

The predicted marginal effects for the bipolar emotion pairs are shown in Fig. 7. Changes in the emotional language dimensions are associated with greater changes in size, lifetime, and structural virality for false rumors vs. true rumors, as evidenced by steeper slopes of the curves. We observe that false rumor cascades containing words associated with anticipation, anger, and trust have a more extensive diffusion than their true counterparts.

We find no statistically significant coefficient for language related to joy vs. sadness. In summary, false rumors spread more extensively than true rumors in the presence of emotional language embedding anticipation, anger, and trust, whereas we observe opposite effects, albeit of smaller magnitude, for language connected to surprise, fear, and disgust.

Discussion

Here we analyze to what extent language embedded in online content can explain differences in the spread of true vs. false social media rumors. Specifically, we study two dimensions: (1) sentiment and (2) basic emotions. Our results establish that both are important determinants of the different spread of true vs. false rumors. For sentiment, we find that positive language is associated with a wider, longer, and more viral spread for false rumors. For basic emotions, we find that language characterized as anger, anticipation, and trust is associated with a wider, longer, and more viral spread for false rumors.

Our research is based on the following rationale as to why sentiment (and emotions) should have the ability to influence the spread of true vs. false rumors. Sentiment (and emotions) are highly relevant for diffusion of online content$^{9,24,26,44,45}$. For instance, prior research has studied the role of sentiment in the diffusion of online rumors during crisis$^{38}$. Similarly, online rumors are characterized by a distinctive set of emotions$^{37}$. Hence, this motivated our research to examine whether sentiment (and emotions) are determinants for the distinct spread of true vs. false rumors.
of true vs. false rumors. Different from previous works, we demonstrate that language in the form of sentiment and emotions can explain the unique structural properties of false rumors.

In our research, we studied the role of different discrete emotions (e.g., anger) in promoting the spread of true vs. false rumors. This choice was made for two reasons. First, discrete emotions are commonly used in affective computing. Specifically, we build upon the NRC emotion lexicon which provides a prominent and comprehensive dictionary for examining discrete emotions. This choice renders our analysis comparable to other research. Second, and more importantly, discrete emotions such as anger have been identified as being relevant for offline rumors and online rumors. Because of this, our analysis also involves discrete emotions. Future research could expand our work and follow a physiological constructionist perspective as an alternative emotion model (where emotions form a 2 × 2 dimensional space around valence-arousal).

This study is subject to the typical limitations inherent in observational inferences. First, we report associations and refrain from making causal claims. Other studies argue that estimates should resemble those from causal inferences due to the temporal nature whereby the tweet precedes the cascade formation. Second, our inferences are limited by the accuracy and availability of fact-checking labels. Possible selection biases might arise from the preferences and processes of the used fact-checking websites (e.g., partisan biases). Reassuringly, the fact-checking websites reveal high pairwise agreement. Third, our objective was to compare true vs. false rumors. Future research might further investigate rumors that cannot be clearly attributed to one of the two fact-checking labels. Fourth, our dictionary approach does not allow us to infer the physiological state of users and whether certain emotions are inspired. Instead, our dictionary approach quantifies the use of language in text. Thus, it is possible that even if rumors embed words associated with positive language, they may still elicit negative emotions in readers. More research is necessary to understand the relationship between expression and elicitation of emotions in online rumors, i.e., author vs. receiver effects. Fifth, our study builds upon Plutchik’s emotion model and does not account for the the extent of emotionality in rumor cascades, i.e., the extent to which emotional words are present at all. Future research might complement our analysis, by distinguishing the roles of total emotionality and emotional valence in rumor diffusion. Sixth, we follow earlier research and quantify online diffusion by extracting the size, lifetime, and structural virality of cascade. Therefore, our unit of analysis is at the cascade level, which is consistent with earlier research.

As such, we expect interesting research opportunities by studying the within-cascade diffusion dynamics. Policy initiatives around the world require social media platforms to limit the spread of false rumors. To detect them early, our findings emphasize the importance of considering variations in positive and negative words as well as emotional language. In machine learning predictions, sentiment and emotions have been employed in comparatively few works, despite the fact that sentiment and emotions promise benefits in platform-wide settings: they are likely to be more robust against manipulation than other predictors (e.g., content features, for which predictive power is limited if an unseen topic or keyword is encountered). Sentiment and emotions are also available in the early stages of the diffusion, at which point features from the propagation dynamics are scarce (cf. the discussion in). By managing sentiment and emotions in social media content, platforms might develop an effective strategy for reducing the proliferation of false rumors.
Materials and methods

Data collection. We analyze a comprehensive dataset with rumor cascades from Twitter. In particular, we examine a sample of English-language cascades on Twitter from its founding in 2006 through 2017. To this end, rumors were matched against established fact-checking websites (see below). Permission to process this dataset for the purpose of our study was granted by Twitter. This ensures a real-world, large-scale sample. Each rumor in our sample involves one or more rumor cascades. A rumor has more than one rumor cascade if it exhibits multiple independent retweet chains started by different users but pertaining to the same story/claim. In sum, our data contains \( N = 126,301 \) rumor cascades corresponding to 2448 rumors. The rumors were retweeted more than 4.5 million times by around 3 million different users. The rumors in the dataset cover varying topics (e.g., Politics, Business, Natural Disasters), while the largest proportion of rumors are political rumors.

As per terminology, we adopt the definition of rumors used in. This definition emerged in the 1940’s in social psychology literature, formalizing it as a proposition involving person-to-person propagation but without necessarily being truthful, such that fact-checking can determine the underlying veracity.

Twitter was selected for this study for the following reasons. First, Twitter represents a social media platform with tremendous popularity. In 2019, it counted \( \sim 330 \) million active users. Second, Twitter is extensively used for news consumption. Twitter is consulted for information on political matters by one in ten U.S. adults. Third, Twitter is regarded as highly influential in the public discourse, especially concerning political matters, in which deceptive content poses a threat to the functioning of societies.

Our dataset further contains information regarding the retweet path of each rumor cascade, i.e. the temporal propagation dynamics of a rumor cascade on Twitter. Figure 8 shows an exemplary tree structure of a rumor cascade. The root node is the original tweet containing a rumor, whereas the children are retweets of the original tweet and all other nodes are retweets of retweets of the original tweet. We use the retweet path to calculate structural characteristics of each rumor cascade, namely the size (the number of users involved in a cascade), lifetime (the time difference between the root tweet and the terminal tweet), and structural virality.

IRB approval was received from ETH Zurich (2020-N-44). The above data collection results in a large-scale dataset on online rumors.

Fact-checking. Our data sample comprises a comprehensive set of Twitter cascades that were subject to fact-checking based on at least one of six independent organizations: http://factcheck.org, http://hoax-slayer.com, http://politifact.com, http://snopes.com, http://truthorfiction.com, and http://urbanlegends.about.com. Fact-checking returns labels that denote the veracity of the content according to three categories: true, false, or mixed. Fact-checking websites show high pairwise agreement, ranging between 95 and 98%. True and false labels are even completely disjunct.

In our data, the frequencies of fact-checking labels at cascade level are: 24,409 (= true) and 82,605 (= false). For 19,287 rumors, no clear assignment to true or positive was possible; these rumors were discarded in our analysis as we aim at comparing true vs. false rumors. Examples of analyzed rumors are given in Table 1.

Calculation of scores for sentiment and emotions. Scores for sentiment and emotions were computed based on affective computing. Here we use (1) sentiment giving the overall valence across positivity and negativity and (2) eight basic emotions: anger, fear, anticipation, trust, surprise, sadness, joy, and disgust. The basic emotions are defined in Plutchik’s wheel of emotions; see Fig. 9. Basic emotions are rooted in human evolution and are thus stable across ethnic or cultural differences. Furthermore, according to emotion theory, basic emotions represent a small subset of core emotion based on which other more complex emotions are derived. As shown in the Plutchik’s wheel of emotions, basic emotions exhibit a bipolar categorization, where each emotion has a corresponding opposite emotion.

The underlying computation of the emotion scores followed the procedure from. For all rumor cascades \( j \) of rumor \( i \), the scores were determined based on the NRC emotion lexicon that contains a comprehensive list of

Figure 8. Example tree structure of a rumor cascade.
141,820 English words and their associations with each of the eight basic emotions. Each reply to the root tweet of a rumor cascade was cleaned, tokenized, and then compared against the NRC emotion lexicon. To illustrate examples of emotional words, Table 2 categorizes a set of online rumors across the eight basic emotions using the NRC emotion lexicon.

**Sentiment.** We calculate a sentiment score $s_{ij}$ that only measures the extent of positive/negative polarity in replies to rumor cascades. Based on Plutchik’s wheel of emotions, we compute the word count of all positive words, denoted by $\text{Positivity}_{ij}$, and the word count of all negative words, denoted by $\text{Negativity}_{ij}$, respectively. Both scores were normalized so that they add to one, and thus measure the relative extent to which language leans toward a positive or negative polarity. The sentiment score $s_{ij}$ is then defined as the difference between positivity and negativity, i.e., $s_{ij} = \text{Positivity}_{ij} - \text{Negativity}_{ij}$.

**Bipolar emotion pairs.** We start by computing the fraction of words in the reply tweets that relate to each of the eight emotions. These were then aggregated and averaged to create a vector of emotion weights that sum to one across the emotions. The eight emotion dimensions in $e_{ij}$ thus range from zero to one, while most rumor cascades exhibit multiple emotions. For instance, emotion scores in replies to rumor cascades can be 70% surprise and 30% fear.

We calculate a 4-dimensional score $b_{ij}$ for the bipolar emotion pairs in Plutchik’s wheel of emotions, one for each of the four axes: “anticipation–surprise”, “anger–fear”, “trust–disgust”, and “joy–sadness”. Each of the four bipolar emotion pairs thus measures the difference between an emotion (e.g., joy) and its complement at the opposite side of the wheel (e.g., sadness). We use bipolar emotions due to the strong linear dependence among the eight basic emotions. Adding all basic emotions to the same model would make the estimation rank-deficient. Therefore, we focus on bipolar emotions as these allow for all basic emotions to be examined in the same model.

---

| Rumor                                                                 | Label |
|----------------------------------------------------------------------|-------|
| “From 2010 to 2014, median household income has actually gone up 7.4%.” | FALSE |
| “Increasing the min. wage to $15 an hour would reduce spending on food stamps, public housing and other programs by over $7.6 billion a year.” | FALSE |
| “Thanks to #ObamaCare, average E.R. wait in California is 5 hours. [link] And “it’s only going to get worse.”” | FALSE |
| “California Gov says yes to poisoning more children with mercury and aluminum in manditory vaccines. This corporate fascist must be stopped.” | FALSE |
| “It’s the longest running congressional investigation ever. It’s cost taxpayers $4 million. And what’s it about?” | FALSE |

Table 1. Examples of rumors posted on Twitter. Fact-checking labels from [politifact.com](http://politifact.com). Fact-checking labels from the other websites show high pairwise agreement, with true and false labels being completely disjunct.
**Table 2.** Examples for rumors posted on Twitter and the emotional words they contain. The emotional words are classified according to the NRC emotion lexicon using eight basic emotions: anger, fear, anticipation, trust, surprise, sadness, joy, and disgust. Emotional word corresponding to the basic emotion in column 1.

| Emotion | Online rumor |
|---------|--------------|
| Anger   | "Reports That IS Leader Abu Bakr Al-Baghdadi Was Wounded In A Coalition Air Strike Are "Unconfirmed" - Us Defense Sec John Kirby #F4today" |
|         | "I'm Just Read That ABC Paid Darren Wilson $500k For The Interview: Destroying Black Life Remains A Lucrative American Career #Ferguson" |
| Fear    | "Reports Of Shooting At Dannmartin En Goele On Route N2 North East Of Paris - French Medias Says Car Chase Under Way" |
|         | "Sydney Hostage - Taker - Man Montis, 49 - Originally From Iran - Self-Styled Sheikh Accused Of Sexually Assaulting ? Women Developing." |
| Anticipation | "Obama's Daughter Is Pregnant LOL Michelle Should've Spent More Time With Her Instead Of Taking Away Our French Fries" |
| Trust | "Darren Wilson Is A Six Year Veteran Of The Ferguson Police And Had No Disciplinary Actions Against Him." |
| Surprise | "Canadian Authorities Have Given Name Of Suspect In Ottawa Attacks To U.S. Feds; Ask For FBI Assistance: Sr U.S. Law Enforcement Official" |
| Sadness | "Walmart Donates $10,000 To Support Darren Wilson, But Won T Give Tracy Morgan A Penny For The Accident Their Company Caused. #Boycottwalmart" |
| Joy | "Conservative Caucus Informed Soldier Shot At War Memorial In Ottawa This Morning Has Died. A Sad Development On A Shocking Day." |
| Disgust | "Disney Are Making Their First Movie To Feature Two Gay Princes Who Fall In Love. Amazing." |

In Plutchik’s emotion model, emotion scores sum up to one across the basic emotions. We thus omit 149 rumor cascades that do not contain any emotional words from the NRC emotion lexicon (since, otherwise, the denominator is not defined).

**Validation of dictionary approach.** Our results rely on the validity of dictionaries to extract sentiment and emotions from online rumors. We thus checked how the perceived sentiment and emotions in rumors align with the lexicon-based sentiment score and emotion scores. For this, we conducted two user studies (see Supplementary Section A), where participants were asked to rate the perceived sentiment, as well as the perceived emotions, in a given rumor. In both studies, the participants exhibited a statistically significant interrater agreement (using Kendall’s W). Importantly, we found Spearman’s correlation coefficients for the human labels and lexicon-based approach should thus capture the perceived sentiment, as well as the perceived emotions, in online rumors.

**Variable description.** A rumor cascade $j = 1, \ldots, N$ belonging to rumor $i$ is given by a tree structure $T_{ij} = (r_{ij}, t_{ij0}, R_{ij})$ with root tweet $r_{ij}$, the root node’s timestamp $t_{ij0}$, and a set of retweets $R_{ij} = \{(p_{ijk}, t_{ijk})\}_{k}$, where each retweet is a 2-tuple comprising a parent $p_{ijk}$ and a timestamp $t_{ijk}$. The root denotes the original sender of the tweet.

**Cascade structure.** Based on the tree structure $T_{ij}$, we compute the following variables $y_{ij}$ characterizing the underlying diffusion dynamics (Fig. 8):

- **Size** The size refers to the overall number of retweets in the cascade, that is, $|R_{ij}| + 1$. Hence, it measures how many users interacted with a tweet.
- **Lifetime** This is the overall timespan during which the tweet travels through the network, defined as max $\{t_{ijk}\}_{k} - t_{ij0}$.
- **Structural virality** This metric measures the trade-off between a cascade that stems from a single retweet and a cascade that has a chain structure, thus quantifying how frequently and how extensively a message is retweeted. Formally, it is defined as the average “distance” between all pairs of retweeters, i.e.,

$$v(T_{ij}) = \frac{1}{n(n-1)} \sum_{k=1}^{n} \sum_{j=1}^{n} d_{ij_k, ij_k}$$

for a cascade $T_{ij}$ with $n$ nodes and where $d_{ij, ij'}$ is the shortest path between nodes $ij$ and $ij'$ (similar to the Wiener index).
Social influence. Following earlier research\textsuperscript{12,24,63}, the social influence of the root $r_{ij}$ is quantified by the following covariates $x_{ij}$:

- **Account age** The age of the root’s account (in years).
- **Out-degree** The number of followers, i.e., the number of accounts that follow the user (in 1000s).
- **In-degree** The number of followers, i.e., the number of accounts whom the user follows (in 1000s).
- **User engagement** For the sender, past engagement is measured by the past number of interactions on Twitter (i.e., tweets, shares, replies, and likes) relative to the account age\textsuperscript{12}. Formally, it computes to $(T + R + P + L)/A$ given the past volume of tweets $T$, retweets $R$, replies $P$, and likes $L$ divided by the root’s account age $A$ (in days).
- **Verified account** A binary dummy indicating whether the account of the root has been officially verified by Twitter ($= 1$; otherwise $= 0$). This is shown by a blue badge that is reserved for users of public interest (e.g., celebrities, politicians).

All of the above variables are computed at the level of cascades as our unit of analysis. Time is not explicitly included but later captured in the random effects (we also performed a separate analysis with time effects as part of our robustness checks).

Research framework. In this work, our objective is to attribute differences in the structural properties of true vs. false rumors to positive and negative language as well as words associated with certain emotions. For this purpose, we link the structural properties to the sentiment and emotions conveyed by the language in the replies to rumor cascades. Specifically, we address the following questions: (1) How are variations in language characterized by positive and negative sentiment associated with differences in the structural properties of true vs. false rumor cascades? (2) How does the presence words conveying certain emotions (e.g., anger, trust) explain differences in the structural properties of true vs. false rumor cascades?

Our research questions aim to explain why false rumors (as compared to true rumors) have a longer lifetime, a larger size, and higher structural virality. As defined before, sentiment is a one-dimensional measure along with positive and negative polarity, while emotions refer to a granular, bipolar assessment of arousal along multiple dimensions. In answering the above research questions, we are interested in the marginal effects (that is, by controlling for other sources of heterogeneity).

Model specification. We specify regression models that explain the cascade structure based on positive and negative language as well as emotional words, while also accounting for further sources of heterogeneity. Recall that the cascade structure (i.e., the lifetime, size, and structural virality) is given by $y_{ij}$. Furthermore, let $\phi_i$ denote the veracity of rumor $i$. Here we define a true rumor as $\phi_i = 0$ and a false rumor as $\phi_i = 1$. Rumors of mixed veracity are included later as part of the robustness checks.

Controls. In order to estimate marginal effects, we include several control variables. The control variables are: the social influence of the root $x_{ij}$ (as cascades are likely to diffuse more extensively from influential users) and the veracity $\phi_i$. The latter measures, all else being equal, the relative contribution of veracity to a rumor going viral. In addition, we control for heterogeneity among rumors by using rumor-specific random effects. The latter is important as it accounts for other unobserved factors (e.g., rumor topic, links to external websites, posting date) that may influence the spreading dynamics.

Regression. Based on the above, we yield the following hierarchical generalized linear model for our analysis of language classified by positive and negative sentiment:

$$y_{ij} = \beta_0 + \beta_1 x_{ij} + \beta_2 \phi_i + \beta_3 s_{ij} + \beta_4 (\phi_i \times s_{ij}) + u_{ij}$$

with intercept $\beta_0$, rumor-specific random effects $u_{ij}$, and coefficients $\beta_1, \ldots, \beta_4$ (out of which $\beta_1$ is a vector). Here the dependent variable is given by $y_{ij}$ (i.e., lifetime, size, or structural virality). Depending on the actual choice of the dependent variable, a different distribution is modeled and, hence, a different estimator must be used. This is detailed later. The notation $(\phi_i \times s_{ij})$ refers to a one-way interaction term.

For our analysis of emotional language, a hierarchical generalized linear model is analogously obtained whereby the sentiment variable $s_{ij}$ is replaced by the bipolar emotions pairs $b_{ij} \in \mathbb{R}^4$, i.e.,

$$y_{ij} = \beta_0 + \beta_1 x_{ij} + \beta_2 \phi_i + \beta_3 b_{ij} + \beta_4 (\phi_i \circ b_{ij}) + u_{ij}$$

with parameters $\beta_0, \ldots, \beta_4$ (out of which $\beta_1$, $\beta_3$, and $\beta_4$ are vectors and where $\circ$ is the element-wise multiplication).

Model coefficients. The estimation results for the parameters $\beta_0, \ldots, \beta_4$ characterize the spread of true vs. false rumors as follows:

- $\beta_1$ is the intercept. It represents the baseline structure for a cascade with average properties.
- $\beta_2$ assesses the overall contribution of veracity to diffusion dynamics (after correcting for different emotions and social influence as in true vs. false rumors). Hence, all else being equal, this parameter quantifies to what extent false rumors last longer, spread more widely, and go more viral as compared to true rumors.
• $\beta_3$ measures how tweets with emotional language link to cascade structures. Estimation results for this coefficient have been discussed elsewhere\cite{1,2,3,4} and, for reasons of brevity, are thus omitted from our results section. We note that the influence directly attributed to emotional language is consistent with previous research.

Of particular interest is the following parameter:

• $\beta_4$ estimates the relative differences in how emotional language is received in relation to true vs. false rumors. This is captured by the one-way interaction between the emotion variables and veracity. Hence, a positive $\beta_4$ indicates that an increase in the fraction of emotional words of a certain category is associated with larger increases of the dependent variable for false vs. true rumors. As we controlled for other sources of heterogeneity, these estimates are “ceteris paribus,” that is, all else being equal, they measure how much larger/smaller is the effect of language classified by emotions on size, lifetime, and structural virality if the rumor is false.

**Estimation details.** The actual choice of the dependent variable requires a different estimator in order to account for the underlying distribution. Cascade size represents count data and its variance is larger than its mean. We thus adjust for overdispersion and apply negative binomial regression with log-transformation. For lifetime, prior research has suggested that response times are log-normally distributed\cite{5}. Accordingly, we log-transform the lifetimes. Results of the Shapiro-Wilk test for normality applied to the log-transformed variable suggest that the null hypothesis of normal distribution cannot be rejected. This allows us to estimate the model using ordinary least squares (OLS). For structural virality, we use a gamma regression with log-link, which is a common choice for modeling positively skewed, non-negative continuous variables.

Our implementation uses the lme4 package in R 3.6.3. This ensures that random effects are considered. Approaches for winsorizing or censoring the data (or other filtering options) were intentionally disregarded, as we consider all observations to be informative, especially those in the tails. We nevertheless performed a robustness check with winsorizing, yielding consistent outcomes. We z-standardized all variables in order to facilitate interpretability. Accordingly, the regression coefficients measure the relationship with the dependent variable in standard deviations.

**Robustness checks.** We conducted the following checks to validate the robustness of our results.

**Fine-grained emotions.** Instead of having four bipolar dimensions, we ran a regression with all eight fine-grained emotions as separate variables (see Supplementary Tables S3–S5). Consistent with our previous findings, we again find that words associated with emotions like anticipation, trust, and anger accelerate the spread of false rumors. However, the estimation is rank-deficient and, hence, our main analysis is instead based on bipolar emotion pairs.

**Additional checks.** We conducted additional checks to validate the robustness of our results: (1) we ran separate regressions for true vs. false rumors. (2) to ensure robustness across the complete time period of the study, we used clustered standard errors at the annual level and repeated the analysis for different time periods. Furthermore, we included dummy variables for each year in our sample to control for year-level effects. The results show a good agreement of the coefficients of all variables and support the robustness of our results across time periods (see Supplementary Section B). (3) The validity of our estimates was ensured by following common practice for regression modeling. In particular, we determined the variance inflation factor (VIF) to be below the critical threshold of five\cite{6}. (4) We added non-linear regressors (i.e., quadratic terms) for each emotion to our regression models. In all cases, our results are robust consistently support our findings. (5) We analyzed how the diversity of emotion scores is association with the spread of rumors. Here we extended our regression models with a variable that measures the sum of squares over the 8-dimensional vector comprising the different emotion scores. We find that a higher diversity of emotion scores is associated with higher values for cascade size, duration, and structural virality (see Supplementary Section B).

**Data availability**

Permission from Twitter to analyze the dataset was obtained. All data needed to evaluate the conclusions in the paper are publicly available (and the source reported in the paper). Replication code for this study is available via https://github.com/DominikBaer95/Emotions_true_vs_false_online_rumors.

Received: 23 June 2021; Accepted: 3 November 2021
Published online: 22 November 2021

**References**

1. Starbird, K., Maddock, J., Orand, M., Achterman, P. & Mason, R. M. Rumors, false flags, and digital vigilantes: Misinformation on Twitter after the 2013 Boston marathon bombing, in iConference (2014).
2. Aral, S. & Eckles, D. Protecting elections from social media manipulation. Science 365, 858–861. https://doi.org/10.1126/science.aaw8243 (2019).
3. Bakshy, E., Messing, S. & Adamic, L. A. Exposure to ideologically diverse news and opinion on Facebook. Science 348, 1130–1132. https://doi.org/10.1126/science.aaa1160 (2015).
4. Bovet, A. & Makse, H. A. Influence of fake news in twitter during the 2016 us presidential election. Nat. Commun. 10, 7. https://doi.org/10.1038/s41467-018-07761-2 (2019).
9. Lazer, D. M. J.
10. Shao, C.
8. Allen, J., Howland, B., Mobius, M., Rothschild, D. & Watts, D. J. Evaluating the fake news problem at the scale of the information ecosystem. Sci. Adv. 6, eaay3539. https://doi.org/10.1126/sciadv.aay3539 (2020).
11. Lazer, D. M. J. et al. The science of fake news. Science 359, 1094–1096. https://doi.org/10.1126/science.aao2998 (2018).
12. Shao, C. et al. The spread of low-credibility content by social bots. Nat. Commun. 9, 4787. https://doi.org/10.1038/s41467-018-06930-7 (2018).
13. Castillo, C., Mendoza, M. & Poblete, B. Information credibility on Twitter. in International World Wide Web Conference (WWW). https://doi.org/10.1145/3018050.3018330 (2011).
14. Kwon, S., Cha, M. & Jung, K. Rumor detection over varying time windows. in ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD) (2020).
15. Pennycook, G., Cannon, T. D. & Rand, D. G. Prior exposure increases perceived accuracy of fake news. J. Exp. Psychol. General 147, 1865–1880. https://doi.org/10.1037/age0000465 (2018).
16. Friggeri, A., Adamic, L. A., Eckles, D. & Cheng, J. Rumor cascades. in International AAAI Conference on Web and Social Media (ICWSM) (2014).
17. Vosoughi, S., Roy, D. & Aral, S. The spread of true and false news online. Science 359, 1146–1151. https://doi.org/10.1126/science.aap9559 (2018).
18. Chua, Y. & Zhao, J. Anger makes fake news viral online. arXiv (2020).
19. Lerner, J. S., Li, Y., Valdesolo, P. & Kassam, K. S. Emotion and decision making. Annu. Rev. Psychol. 66, 799–823. https://doi.org/10.1146/annurev-psych-012113-115043 (2015).
20. Fox, E., Russo, R., Bowles, R. & Dutton, K. Do threatening stimuli draw or hold visual attention in subclinical anxiety? Emotion 18, 475–480. https://doi.org/10.1016/j.aem.2007.12.008 (2007).
21. Kramer, A. D. I., Guillory, J. E. & Hancock, J. T. Experimental evidence of massive-scale emotional contagion through social networks. Proc. Natl. Acad. Sci. (PNAS) 111, 8786–8790. https://doi.org/10.1073/pnas.1320041111 (2014).
22. Goldenberg, A. & Gross, J. J. Digital emotion contagion. Trends Cogn. Sci. 24, 316–328. https://doi.org/10.1016/j.tics.2020.01.009 (2020).
23. Stieglitz, S. & Dang-Xuan, L. Emotions and information diffusion in social media: Sentiment of microblogs and sharing behavior. J. Manage. Inf. Syst. 29, 217–248. https://doi.org/10.2753/MIS7842-122290408 (2013).
24. Berger, J. Arousal increases social transmission of information. Psychol. Sci. 22, 891–893. https://doi.org/10.1177/0956797611413294 (2011).
25. Berger, J. & Milkman, K. L. What makes content viral?. J. Market. Res. 49, 192–205. https://doi.org/10.1177/0022243712444884 (2012).
26. Krzyvis, S., Fifer, F., Feurriegel, S. Emotions in online rumor diffusion. EPJ Data Sci. 10, Article 51. https://doi.org/10.1140/epjds/s13688-021-00307-5 (2021).
27. Zeng, L., Starbird, K. & Spira, E. S. Rumors at the speed of light? Modeling the rate of rumor transmission during crisis. in Hawaii International Conference on System Sciences (HICSS). https://doi.org/10.1109/HICSS.2016.248 (2016).
28. Goll, S., Anderson, A., Hofman, J. & Watts, D. J. The structural virality of online diffusion. Manag. Sci. 62, 180–196. https://doi.org/10.1287/mnsc.2015.2158 (2016).
29. Plutchik, R. The nature of emotions. Human emotions have deep evolutionary roots, a fact that may explain their complexity and provide tools for clinical practice. Am. Sci. 89, 344–350 (2001).
30. Ekman, P. An argument for basic emotions. Cognit. Emot. 6, 169–200. https://doi.org/10.1080/026999309208141068 (1992).
31. Sauter, D. A., Eissner, F., Ekman, P. & Scott, S. K. Cross-cultural recognition of basic emotions through nonverbal emotional vocalizations. Proc. Natl. Acad. Sci. (PNAS) 107, 2408–2412. https://doi.org/10.1073/pnas.0908239106 (2010).
32. Burnham, K. P. & Anderson, D. R. Multimodal inference: Understanding AIC and BIC in model selection. Sociol. Methods Res. 33, 261–304 (2004).
33. Tugnaita, S. & Ohshaki, H. On the relation between message sentiment and its virality on social media. Social Netw. Anal. Mining. https://doi.org/10.1007/s11278-017-0439-0 (2017).
34. Tellis, G. J., Machin, D. J., Tsunyura, S. & Zhang, Y. What drives virality (sharing) of online digital content? the critical role of emotion, evaluation, and brand prominence. J. Market. 83, 1–20. https://doi.org/10.1509/2222429189481034 (2019).
35. Mohammad, S. M. Sentiment analysis: Automatically detecting valence, emotions, and other affectual states from text. Emot. Meas. (Second Edition) https://doi.org/10.1007/b978-0-12-821124-3-00011-9 (2021).
36. Anthony, S. Anxiety and rumor. J. Social Psychol. 89, 91–98. https://doi.org/10.1080/00224454.1973.9922572 (1973).
48. Rosnow, R. L. Inside rumor: A personal journey. Am. Psychol. 46, 484–496 (1991).
49. Kato, Y., Kato, S. & Akahori, K. Effects of emotional cues transmitted in e-mail communication on the emotions experienced by senders and receivers. Comput. Hum. Behav. 23, 1894–1905 (2007).
50. Goel, S., Watts, D. J. & Goldstein, D. G. The structure of online diffusion networks. in ACM Conference on Electronic Commerce (EC). https://doi.org/10.1145/2229012.2229038 (2012).
51. Leskovec, J., Adamic, L. A. & Huberman, B. A. The dynamics of viral marketing. ACM Trans. Web. 1, Article 5. https://doi.org/10.1145/1233722.1233727 (2007).
52. Myers, S. A. & Leskovec, J. The bursty dynamics of the twitter information network. in International World Wide Web Conference (WWW). https://doi.org/10.1145/2566486.2568043 (2014).
53. Taxidou, I. & Fischer, P. M. Online analysis of information diffusion in Twitter. in International Conference on World Wide Web (WWW) Companion. https://doi.org/10.1145/2567948.2580905 (2014).
54. Zang, C., Cui, P., Song, C., Faloutsos, C. & Zhu, W. Quantifying structural patterns of information cascades. in International Conference on World Wide Web (WWW) Companion. https://doi.org/10.1145/3041021.3054214 (2017).
55. Wu, S., Tan, C., Kleinberg, J. & Macy, M. Does bad news go away faster? in International AAAI Conference on Web and Social Media (ICWSM) (2011).
56. Conti, M., Lain, D., Lazereretti, R., Lovisotto, G. & Quattrociocchi, W. It’s always april fools’ day! on the difficulty of social network misinformation classification via propagation features. in IEEE Workshop on Information Forensics and Security (WIFS). https://doi.org/10.1109/WIFS.2017.8267653 (2017).
57. Allport, G. W. & Postman, L. The Psychology of Rumor (Henry Holt, New York, NJ, 1947).
58. Knapp, R. H. A psychology of rumor. Public Opin. Quart. 8, 22–37 (1944).
59. Scharkow, M., Mangold, F., Stier, S. & Breuer, J. How social network sites and other online intermediaries increase exposure to news. Proc. Natl. Acad. Sci. (PNAS) 117, 2761–2763. https://doi.org/10.1073/pnas.1912879117 (2020).
60. Statista. Number of monthly active Twitter users worldwide from 1st quarter 2010 to 1st quarter 2019 (2020).
61. Pew Research Center. News use across social media platforms 2016 (2016).
62. Kratzwald, B., Illic, S., Kraus, M., Feuerriegel, S. & Prendinger, H. Deep learning for affective computing: Text-based emotion recognition in decision support. Decis. Supp. Syst. 115, 24–35. https://doi.org/10.1016/j.dss.2018.09.002 (2018).
63. Zaman, T., Fox, E. B. & Bradlow, E. T. A Bayesian approach for predicting the popularity of tweets. Ann. Appl. Stat. 8, 1583–1611. https://doi.org/10.1214/14-AOAS741 (2014).
64. Akinwande, M. O. et al. Variance inflation factor: As a condition for the inclusion of suppressor variable (s) in regression analysis. Open J. Stat. 5, 754–767 (2015).

Author contributions
N.P. and S.F. designed the study. N.P. and D.B. analyzed the data. N.P., D.B., and S.F. wrote and revised the manuscript. All authors reviewed the manuscript.

Funding
Open Access funding enabled and organized by Projekt DEAL.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-01813-2.

Correspondence and requests for materials should be addressed to N.P.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021