Quantum mechanical calculation of Rydberg–Rydberg autoionization rates
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Abstract
We present quantum mechanical calculations of autoionization rates for two rubidium Rydberg atoms with weakly overlapping electron clouds. We neglect exchange effects and consider tensor products of independent atom states forming an approximate basis of the two-electron state space. We consider large sets of two-atom states with randomly chosen quantum numbers and find that the charge overlap between the two Rydberg electrons allows one to characterise the magnitude of the autoionization rates. If the electron clouds overlap by more than one percent, the autoionization rates increase approximately exponentially with the charge overlap. This finding is independent of the energy of the initial state.
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1. Introduction

Exciting ultracold atoms to Rydberg states [1] with large principal quantum number \( n \) furnishes the atoms with extremely exaggerated properties. For example, the size, interaction strength and polarizability increases by several orders of magnitude as compared to ground state atoms. This feature allows one to study fundamental physical phenomena on completely new time and length scales and magnifies physical effects such that they become experimentally accessible. For example, dipole–dipole interactions between ground state atoms are typically weak, but they are strong and long-ranged between Rydberg atoms such that \( \mu \text{m} \)-sized molecules consisting of two [2–9] and three [10–12] atoms become possible. Moreover, dipole–dipole interactions between Rydberg atoms give rise to the blockade effect [13, 14] and crystals of spatially ordered Rydberg excitations that were experimentally observed in [15]. The modification of the quantum dynamics of Rydberg electrons due to their dipole–dipole interaction has been demonstrated in a recent experiment by Takei et al [16] via ultrafast pump-probe laser techniques.

In systems of dipole–dipole interacting Rydberg atoms the interatomic spacing is typically large compared to the size of the Rydberg electron orbital. A fascinating prospect for future studies is the investigation of Rydberg systems with overlapping electron clouds. In this regime the exaggerated properties of Rydberg atoms would allow one to study the rich physics of electron–electron interactions on much more accessible time and length scales compared to conventional solid state systems. More specifically, the size of the valence electron orbital increases like \( R_0 = 4n^2a_0 \) where \( a_0 \) is the Bohr radius and will thus reach the typical separation between atoms in optical lattices or tweezers for \( n \geq 35 \). Overlapping electron clouds could give rise to delocalized electrons and correlated quantum many-body states via the strong Coulomb interaction between the electrons. However, these coherent processes compete with autoionization and radiative decay processes enabled by the large number of empty orbitals below the Rydberg state.

The first step in investigating the regime of Rydberg atoms with overlapping electron clouds is to characterize the time scales of the occurring physical processes. While
with weakly overlapping electron clouds, we here present a simplified model and consider two-atom states $|\psi_M\rangle$ with weakly overlapping electron clouds as shown in figure 1. We assume that $|\psi_M\rangle$ is a tensor product of two generally different independent-atom orbitals and neglect exchange effects. In order to account for the fact that these states are not eigenstates of the system, we consider large sets of states $|\psi_M\rangle$ with different quantum numbers that could serve as an approximate basis of the true two-electron eigenstate. We evaluate the autoionization rate of the states $|\psi_M\rangle$ quantum mechanically and show that the charge overlap between the two atoms allows one to characterize the magnitude of the autoionization rates. In the regime of very small charge overlap between the Rydberg orbitals, the autoionization rates are small and depend on the energy of the initial state. Moreover, the full interaction Hamiltonian can be approximated by its multipole expansion. On the contrary, above a certain threshold the multipole expansion becomes invalid and the autoionization rates increase approximately exponentially with the charge overlap.

Note that the autoionization mechanism between two Rydberg atoms considered here is related to autoionization processes in crystals and clusters that have been termed interatomic auger decay [23] and more recently interatomic Coulombic decay (ICD) [24–27]. In particular, the strong enhancement of autoionization rates through the overlap between electron orbitals in clusters was reported in [25], and ICD processes between several excited atoms in a cluster were studied in [26, 27].

This paper is organized as follows. The system of interest and our model are described in section 2. We briefly outline the calculation of the autoionization rates in section 3 and defer more technical details to appendix. In order to account for many different initial states $|\psi_M\rangle$ we randomly select these states as described in section 4. Finally, the autoionization rates of the randomly selected states are presented in section 5 and a conclusion of our work is given in section 6.

2. The system

We consider two Rydberg atoms as shown in figure 1(a), where each atom is comprised of a singly-charged core and one valence electron. We assume that the atoms are so cold that their positions do not change during the decay process. Atom A is located at $R = R e_z$, where $e_z$ is the unit vector in $z$ direction and $R$ is the atomic separation. The total Hamiltonian of the two-atom system is $H = H_0 + V$, where $H_0 = H_0^{(A)} + H_0^{(B)}$ and $H_0^{(X)}$ is the Hamiltonian of Rydberg atom $X$. All interactions between atom A and atom B are described by

$$V = \frac{q^2}{4\pi\varepsilon_0} \left( \frac{1}{R} + \frac{1}{|\hat{\mathbf{r}}_1 - \hat{\mathbf{r}}_2|} - \frac{1}{|\hat{\mathbf{r}}_2|} - \frac{1}{|R - \hat{\mathbf{r}}_1|} \right),$$

where $q$ is the elementary charge and $\hat{\mathbf{r}}_i$ the operator associated with the position of electron $i$. The first term in equation (1) accounts for the repulsion of the two ion cores, the second is the electron–electron interaction and the third (fourth) term describes the interaction of electron 2 (1) with ion core A (B). The eigenstates of $H_0$ are

$$|\psi_M\rangle = |\psi_A, \psi_B\rangle,$$

where $|\psi_A\rangle$ and $|\psi_B\rangle$ are independent-atom Rydberg wavefunctions centered at the origin and $R$, respectively

$$\psi_A(\mathbf{r}) = \psi_{n_A m_A}(\mathbf{r}), \quad \psi_B(\mathbf{r}) = \psi_{n_B m_B}(\mathbf{r} - R).$$
We ignore the fine structure such that the wavefunctions \( \psi_{nlm}(r) \) are characterized by the principal quantum number \( n \), the orbital angular momentum quantum number \( l \) and the azimuthal quantum number \( m \). We generate the functions \( \psi_{nlm} \) with energy \( E_{nl} = -1/[n - \delta_n(l)]^2 \) via the Numerov method, where \( \delta_n(l) \) is the quantum defect [1, 28]. We choose Rubidium 85 atoms which are a popular choice in recent Rydberg experiments and obtain the energies \( E_{nl} \) (and hence the quantum defects) for \( n \leq 11 \) from spectroscopic data reported in [29]. For \( n = 11 \), the non-zero quantum defects are \( \delta_{11}(0) = 3.134, \delta_{11}(1) = 2.652 \) and \( \delta_{11}(2) = 1.341 \) which is consistent with the quantum defects provided in [30]. We ignore the weak dependence of \( \delta_n(l) \) on the principal quantum number for \( n > 11 \). Note that we order the quantum numbers in \( |\psi_m \rangle \) such that \( E_{nl} > E_{n' m'} \) by convention since the state obtained by interchanging \( A \) and \( B \) has the same autoionization rate.

An example for \( |\psi_M \rangle \) is shown in figure 1(c), where the size of the electron cloud of atom \( A \) (\( B \)) is indicated by a sphere of radius \( R_A \) (\( R_B \)), where \( R_A \) (\( R_B \)) is the classical outer turning point

\[
R_A = n^2 + n^2 \alpha^2 - \ell (\ell + 1),
\]

\( n^* = [n - \delta_n(l)] \) is the effective quantum number and \( \alpha \in \{A, B\} \). In order to quantify the overlap between the wavefunctions \( |\psi_A \rangle \) and \( |\psi_B \rangle \), we consider the amount of charge due to \( |\psi_A \rangle \) inside the sphere \( V_B \) with radius \( R_B \) around atom \( B \)

\[
\delta q_A(V_B) = q \int_{V_B} |\psi_A|^2 d^3r.
\]

Similarly

\[
\delta q_B(V_A) = q \int_{V_A} |\psi_B|^2 d^3r
\]

is the amount of charge due to \( |\psi_B \rangle \) inside the sphere \( V_A \) with radius \( R_A \) around atom \( A \). A measure for the differential overlap between \( |\psi_A \rangle \) and \( |\psi_B \rangle \) is then given by \( \delta q/Q \), where \( Q = 2q \) is the total electron charge and

\[
\delta q = \delta q_A(V_B) + \delta q_B(V_A).
\]

In the following we will consider only states with small overlap such that \( \delta q/Q \ll 1 \).

Note that the physical wavefunction of the two-electron system should include spin degrees of freedom and be completely antisymmetric with respect to electron exchange. However, we find that the simplified state in equation (2) results in a good approximation of the autoionization rate for weakly overlapping electron clouds as explained in section 3.

### 3. Autoionization rates

Next we outline the calculation of the autoionization rate for state \( |\psi_M \rangle \) in equation (2). To this end, we consider the process shown in figure 1(b) where atom \( B \) makes a transition to a lower bound state \( |\psi_n \rangle \equiv |\psi_{nlm} \rangle (r - R) \) with energy \( E_B \equiv E_{nlm} \), and the other electron is ejected into the continuum. We model the wavefunction of the ejected electron with mass \( m_e \) by energy-normalized Coulomb waves \( |\psi_{Em} \rangle \) [31, 32] with angular momentum \( l \), magnetic quantum number \( m \) and energy \( E \) obeying the generalized normalization relation

\[
\langle \psi_{Em}|\psi_{Em} \rangle = (E - E') \delta_{ll'} \delta_{mm'}.
\]

The Coulomb waves are numerically generated by following the procedure described in [1]. We calculate the autoionization rate using Fermi’s golden rule [33] and to first order in the interaction \( V \). The decay rate \( \Gamma_M^b \) for the process shown in figure 1(b) is thus given by

\[
\Gamma_M^b = \frac{2\pi}{\hbar} \sum_{l=-\infty}^{l=\infty} \sum_{m=-l}^{m=l} |\langle \psi_{Em}|V|\psi_M \rangle|^2,
\]

where the energy \( E_B = E_M - E_0 \) of the Coulomb wave is fixed by energy conservation between the initial and final states and

\[
E_M = \langle \psi_M|H|\psi_M \rangle
\]

is the expectation value of the total Hamiltonian \( H \) in the initial state \( |\psi_M \rangle \). Note that \( E_M \) differs by at most 2% from the unperturbed value \( E_M|H|\psi_M \rangle = E_{nl} + E_{nl}\) for all states considered in section 4. This is consistent with the wavefunctions comprising the initial state being only weakly perturbed by the electron–electron interaction in the overlap region.

A more rigorous calculation with a fully antisymmetric initial state would result in two Coulomb matrix elements in equation (9) that are termed the direct and the exchange term [34]. The single matrix element in equation (9) corresponds to the direct term, and the exchange term is absent since our initial state \( |\psi_M \rangle \) in equation (2) is a simple product state. The exchange term depends on the overlap between the single-electron orbitals and decreases exponentially with increasing distance \( R \) [25]. Since we are considering only weakly overlapping electron clouds we expect that exchange effects are small and hence the expression in equation (9) should be a good approximation for the autoionization rate.

The decay rate \( \Gamma_M^b \) in equation (9) accounts for all processes where atom \( B \) makes a transition into the bound state \( |\psi_B \rangle \) and atom \( A \) is ionized. In addition, we consider also the autoionization process with rate \( \Gamma_M^b \) where atom \( A \) makes a transition to \( |\psi_A \rangle \) and atom \( B \) is ionized. The full decay rate is then obtained by adding \( \Gamma_M^b \) and \( \Gamma_M^b \) and summing over all bound states

\[
\Gamma_M = \sum_{M = 0}^{M = 0} \Gamma_M^b + \Gamma_M^b.
\]

We numerically evaluate equation (11) by restricting the sum over bound states to those with \( n_A + n_B \geq 0.5(n_A + n_B) \). This is justified since the contribution of lower-lying bound states is negligible. The evaluation of the matrix element in equation (11) is described in detail in appendix. In short, we expand all involved wavefunctions and the interaction Hamiltonian \( V \) in equation (1) in terms of spherical harmonics and limit the integration region to the volume where \( |\psi_{A,B} \rangle \) both take on non-negligible values. We restrict the maximum
angular momentum in the expansion of the wavefunctions to \( l = 1000 \), and all terms in the expansion of \( V \) leading to an exchange of angular momentum \( \Delta l > 15 \) between the electrons due to the Coulomb interaction are neglected. With these choices the numerical expense of calculating one value of \( \Gamma_M \) still takes up to 20 h on a 16 core Intel E5-2640v3 compute node. We estimate that the numerical uncertainty in \( \Gamma_M \) due to these approximations is approximately 10% for initial states with \( \delta q/Q > 10^{-4} \), while we achieve full convergence for states with \( \delta q/Q \leq 10^{-4} \).

### 4. Selection of random states

The two-atom states in equation (2) are independent-atom states and thus not eigenstates of the total Hamiltonian \( H \). For sufficiently small atomic separations \( R \), the interaction \( V \) couples many states \( |\psi_M\rangle \) with different quantum numbers \( a > 4 \). Typically contains several \( Q \) that form the set \( \mathcal{M}_i \), we choose one atomic separation \( R \) and denote this selection process each set \( \mathcal{M}_i \) and \( \mathcal{M}_j \) that do not obey equation (12) are disregarded. After this pre-selection process each set \( \mathcal{M}_i \) typically contains several hundred manifolds, and we randomly select 100 manifolds in \( \mathcal{M}_J \) that form the set \( \mathcal{S}_i \). Since the total magnetic quantum number is conserved by the interaction Hamiltonian \( V \), we confine our analysis to the \( M = 0 \) subspace and assign each \( n_{A1}n_{B1} \) manifold in \( \mathcal{S}_i \), a random magnetic quantum number \( m_A \) with \( m_B = -m_A \). The distribution of the chosen states with respect to the principal quantum numbers \( n_A \) and \( n_B \) is shown in figure 2 for all four sets. It follows that each set contains a broad distribution of principal quantum numbers where the variation in both \( n_A \) and \( n_B \) is larger than five.

### 5. Results and discussion

The results for the autoionization rate \( \Gamma_M \) of the randomly chosen states in all sets \( \mathcal{S}_J \) are shown in figure 3 as a function of the overlap \( \delta q/Q \), see equation (7). There are two qualitatively different regions I and II divided by the dashed line at \( \delta q/Q = 10^{-4} \). In region I the decay rates appear to be independent of the overlap. On the contrary, the decay rates increase sharply with \( \delta q/Q \) in region II. In order to understand the physical reason for these two regions we perform reference calculations where we replace the interaction Hamiltonian \( V \) by its multipole expansion \( V_{ME} \) [36] including dipole–dipole, dipole–quadrupole and quadrupole–quadrupole interactions. We find that the autoionization rates calculated with \( V_{ME} \) differ by at most 10% from the values obtained with \( V \) for all states with \( \delta q/Q \leq 10^{-3} \). We thus conclude that the multipole expansion of the interaction Hamiltonian holds if the overlap between the Rydberg orbitals is less than \( 10^{-4} \). On the other hand, the results obtained by \( V_{ME} \) and \( V \) differ greatly in region II. While all autoionization rates obtained by \( V_{ME} \) are smaller than \( 3 \times 10^9 \) s\(^{-1} \), those calculated with \( V \) can be several orders of magnitude larger for \( \delta q/Q \geq 10^{-2} \). This dramatic increase in the

![Figure 2](image-url) Distribution of the principal quantum numbers \( n_A \) and \( n_B \) in the randomly chosen sets of states \( \mathcal{S}_J \). (a) Red squares correspond to set \( \mathcal{S}_1 \), (b) green squares show set \( \mathcal{S}_2 \), (c) blue triangles are for set \( \mathcal{S}_3 \), (d) black diamonds correspond to set \( \mathcal{S}_4 \).

![Figure 3](image-url) Log–log plot of the autoionization rates \( \Gamma_M \) of the randomly chosen states \( \mathcal{S}_J \) as a function of \( \delta q/Q \). Red dots correspond to \( \mathcal{S}_1 \), green squares show \( \mathcal{S}_2 \), blue triangles are for \( \mathcal{S}_3 \) and black diamonds correspond to \( \mathcal{S}_4 \). There are two regions I and II where the autoionization rates behave qualitatively different as a function of the overlap.
autoionization rates with the overlap is consistent with the findings in [25]. It can be explained physically by noting that the full interaction Hamiltonian $V$ allows for direct electron-electron interactions in the region where the charge densities overlap, whereas the leading term in $V_{\text{ME}}$ is the dipole–dipole interaction.

In the following we analyze the autoionization rates in regions I and II in more detail. First, we focus on region I and plot all autoionization rates $\Gamma_M$ with $\delta q/Q \lesssim 10^{-4}$ as a function of the energy $E_M$ of the initial state $|\psi_M\rangle$ as shown in figure 4(a). Within each set $S_i$, the autoionization rates show no evident energy dependence. The spread in $\Gamma_M$ is roughly the same for each set $S_i$ and spans about two orders of magnitude. However, the lower and upper bounds of each set $S_i$ depend on energy such that the mean decay rates $\langle \Gamma_M \rangle$ become gradually smaller by moving from set $S_1$ to $S_4$, where $\langle \Gamma_M \rangle$ is obtained by averaging over all decay rates $\Gamma_M$ in $S_i$ with $\delta q/Q \lesssim 10^{-4}$. This is illustrated by the dashed line in figure 4(a) interpolating the four mean decay rates $\langle \Gamma_M \rangle$,

$$\langle \Gamma_M \rangle = \kappa (|E_M|/\text{Ry})^\gamma,$$

where $\kappa = 2.51 \times 10^{12} \text{s}^{-1}$, $\gamma = 3.52$ and Ry is the Rydberg constant. The dominant contribution to the autoionization rate in the multipole regime is the dipole–dipole interaction term such that $\Gamma_M' \propto d_b^2 d_i^2 R^{-6}$ [19], where $d_b$ is the dipole matrix element between $|\psi_R\rangle$ and $|\psi_b\rangle$, and $d_i$ is the dipole matrix element between $|\psi_b\rangle$ and a Coulomb wave. The average principal quantum number $n$ of the involved Rydberg states increases from set $S_1$ to set $S_4$, and hence we expect the involved dipole matrix elements to increase on average with $n^2$ [37]. However, all states in a given set $S_i$ are evaluated at a given atomic separation $R$, (see section 4) with $R_i \approx R_A + R_B \propto n^2$ (see equation (12)). It follows that $\Gamma_M' \propto n^{-4}$, and hence we expect the full autoionization rate to decrease with increasing energy of the two-atom state. On the other hand, the large spread in $\Gamma_M$ within each set $S_i$ can be explained with the strong dependence of the transition dipole matrix elements on the quantum numbers of the initial and bound states.

Second, we analyze the steep increase of $\Gamma_M$ in region II. A log-linear plot of the autoionization rates $\Gamma_M$ in region II is shown in figure 4(b) as a function of $\delta q/Q$. We find that $\Gamma_M$ increases approximately exponentially for $\delta q/Q \gtrsim 10^{-2}$. This is illustrated by the dashed line in figure 4(b) given by

$$\Gamma_M = \Gamma_0 10^{\alpha \delta q/Q},$$

where the parameters $\Gamma_0 = 3.31 \times 10^7 \text{s}^{-1}$ and $\alpha = 15.28$ are obtained by fitting the data points from all sets $S_i$ with $\delta q/Q \gtrsim 10^{-2}$ to equation (14). The spread of the decay rates around the dashed line is roughly three orders of magnitude for $\delta q/Q \lesssim 0.15$, and reduces to two orders of magnitude for $\delta q/Q > 0.15$. In particular, the autoionization rates are apparently independent of the energy of the initial state if the overlap exceeds several percent.

Finally, we note that the overlap of a given state $|\psi_M\rangle$ is correlated with the symmetry of the energy distribution between the two atoms. More specifically, we consider the symmetry parameter

$$S = 2 \frac{E_{\text{M1}}}{E_M},$$

where $E_{\text{M1}}$ is the independent-atom energy of state $|\psi_1\rangle$ and $E_M$ is defined in equation (10). A value of $S = 1$ corresponds to a completely symmetric distribution of energy $E_M$ between atoms $A$ and $B$, and $S$ decreases monotonically with reduced symmetry. Figure 5 shows a log-linear plot of $S$ for all sets of states $S_i$ as a function of $\delta q/Q$, demonstrating that symmetry and overlap are clearly correlated. This result is relevant for systems similar to the experimental setup reported in [22], where a gas of cold atoms was excited to $n\text{dnd}$ states by short laser pulses. This initial state is perfectly symmetric with $S = 1$. However, the interatomic distance of some of the atom pairs in the gas will be so small that the dipole–dipole interaction couples the initial state to near-resonant two-atom states with $S < 1$. It follows that even if the autoionization rate of the initial $n\text{dnd}$ state is small for atomic pairs with
$\delta q/Q < 10^{-4}$, some of the two-atom states involved in the dipole–dipole cascades may autoionize much faster because they have $S < 1$ and hence their overlap can be significantly larger than for the initial state. A more quantitative analysis of this point can be achieved by a simulation of the full quantum dynamics starting from an experimentally achievable initial state and including all coherent couplings between two-atom states and their autoionization rates. Such an investigation would be an interesting prospect for future studies.

6. Conclusion

In this paper we present quantum mechanical calculations for autoionization rates of two nearby Rydberg atoms. We consider sets of randomly chosen two-atom states and calculate the autoionization rates in lowest order perturbation theory. Since the electron clouds overlap only slightly, we neglect exchange corrections to the autoionization rate. We find that the autoionization rates can be classified via the charge overlap between the two states. If the overlap is less than $10^{-4}$, the multipole expansion of the interaction Hamiltonian holds and the autoionization rates are relatively small. In particular, they decrease on average with increasing energy of the two-atom state and can be smaller or comparable to dipole transition rates between near-resonant two-atom states. It follows that the quantum dynamics in this regime will exhibit a rich interplay between coherent transitions and autoionization. However, we find that the autoionization rates increase dramatically beyond the dipole–dipole regime where overlap effects become significant. Our results show that this regime begins where the overlap exceeds $10^{-4}$, and an approximately exponential increase sets in if the overlap is larger than 1%. Our calculations were carried out for the specific example of Rubidium atoms. However, our classification of the autoionization rates in terms of the charge overlap makes no reference to the quantum numbers of the initial states or specific properties of Rubidium atoms. We thus expect that our findings hold for other alkali-metal atoms as well. While we had to restrict our calculations to relatively small principal quantum numbers due to technical reasons, we anticipate that qualitatively similar results should hold for higher principal quantum numbers as well. Extending our current calculations to this regime is subject to further investigation. Other possible extensions of our work include the calculation of the correct two-electron eigenstates via full configuration interaction methods [49], and the application of the complex rotation method [50] in order to find the energies and widths of the two-electron resonances.

In summary, Rydberg atoms with slightly overlapping electron clouds offer fascinating possibilities for future theoretical and experimental studies at the boundary between ultracold atom and molecular physics. In particular, ultrafast pump-probe laser techniques [16] allow one to resolve processes that are much faster than the autoionization rate even if the electron clouds overlap by a few percent. In this way autoionization and coherent processes in correlated Rydberg electron clouds could be measured with unprecedented temporal and spatial resolution. Such experiments would represent a paradigm shift from mimicking electron-electron interactions with ultracold atoms [38–43] to actually realizing them.
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Appendix. Evaluation of the Coulomb matrix element

Here we outline the evaluation of the matrix element

$$M = \langle \psi_{l_{lm}}^E, \psi_{il}^A | V | \psi_{il}^A, \psi_{il}^B \rangle$$

(A1)

entering the autoionization rate in equation (9). The operator $V$ in equation (1) is a sum of Coulomb interactions $1/|r - r'|$ which we expand as

$$\frac{1}{|r - r'|} = \sum_{l=0}^{\infty} \frac{4\pi}{2l + 1} r_c^l Y_l^m(\theta', \phi') Y_l^m(\theta, \phi),$$

(A2)

where $r_c = \min(r, r')$ and $r_c = \max(r, r')$. We truncate the sum over angular momenta $l$ in equation (A2) and omit all terms with $l > 15$. Here $l$ corresponds to $\Delta l$ in the main text and determines the amount of angular momentum that the Coulomb interaction can transfer between the electrons. In order to evaluate the matrix element $M$ we expand all wavefunctions in terms of spherical harmonics [44]. Since we place atom $A$ at the origin, the expansion of $|\psi_{il}^A\rangle$ and $|\psi_{lm}^E\rangle$...
comprise only a single term
\[ \psi_{\alpha}(r) = R_{\alpha}(r)Y_{l\alpha}^m(\theta, \phi), \quad (A3a) \]
\[ \psi_{\beta}^{*}(r) = C_{\beta}(r)Y_{l\beta}^m(\theta, \phi). \quad (A3b) \]
The wavefunctions \( \psi_{\alpha}(r) \) and \( \psi_{\beta}(r) \) in equation (A1) are centered at atom B. They are both of the form
\[ \psi_{\beta}(r, \theta, \phi) = \sum_{l_{\beta}=0}^{L_{\beta}} \sum_{m_{\beta}=-l_{\beta}}^{l_{\beta}} Q_{l_{\beta}}^{m_{\beta}}(r)Y_{l_{\beta}}^{m_{\beta}}(\theta, \phi), \quad (A5) \]
where we expressed \( r \) in terms of spherical coordinates \( (r, \theta, \phi) \). We set \( L_{\beta}=1000 \), and the function \( Q_{l_{\beta}}^{m_{\beta}}(r) \) can be found using the orthonormality of \( Y_{l_{\beta}}^{m_{\beta}} \),
\[ Q_{l_{\beta}}^{m_{\beta}}(r) = \int d\theta d\phi \sin \theta \psi_{\beta}(r, \theta, \phi) Y_{l_{\beta}}^{m_{\beta}}(\theta, \phi). \quad (A6) \]
We represent all radial functions on a grid with up to 14000 points. The integration region in equation (A6) is restricted to the solid angle where \( \psi_{\beta}(r) \) takes on non-negligible values, and the integral is carried out using the trapezoidal rule [45]. With the expansions in equations (A2), (A3a) and (A5) the evaluation of the matrix element \( M \) can be reduced to a double integral over the radial variables and the remaining integrals reduce to Gaunt coefficients [46]. The radial integrals are evaluated with the trapezoidal rule [45], and the Gaunt coefficients are defined as
\[ G_{l_1 l_2 m_1}^{m_2 m_3} = (-1)^{m_1} \sqrt{\frac{(2l_1+1)(2l_2+1)}{4\pi(2l_3+1)}} \left| l_1, l_2; 0, 0|l_3, 0 \right| l_1, l_2; m_1, m_2|l_3, -m_3 \right). \quad (A7) \]

The evaluation of Clebsch–Gordan coefficients [46] \( \left| l_1, l_2; m_1, m_2|l_3, m_3 \right) \) involves the calculation of factorials which can be numerically unstable for large values of \( l_1, l_2 \) and \( l_3 \) if floating point numbers are used. In order to circumvent this problem, we generate a library of all non-zero Gaunt coefficients with \( l_1, l_2 \leq 1000 \) and \( l_1 \leq 15 \) with the software package MATHEMATICA [47]. The calculation of \( \Gamma_{\alpha} \) is implemented in MATLAB [48].
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