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Abstract—In recent years, hyperspectral anomaly detection (HAD) has become an active topic and plays a significant role in military and civilian fields. As a classic HAD method, the collaboration representation-based detector (CRD) has attracted extensive attention and in-depth research. Despite the good performance of the CRD method, its computational cost mainly arising from the sliding dual window strategy is too high for wide applications. Moreover, it takes multiple repeated tests to determine the size of the dual window, which needs to be reset once the dataset changes and cannot be identified in advance with prior knowledge. To alleviate this problem, we propose a novel ensemble and random collaborative representation-based detector (ERCRD) for HAD, which comprises two closely related stages. Firstly, we process the random sub-sampling on CRD (RCRD) to gain several detection results instead of the sliding dual window strategy, which significantly reduces the computational complexity and makes it more feasible in practical applications. Secondly, ensemble learning is employed to refine the multiple results of RCRD, which act as various “experts” providing abundant complementary information to better target different anomalies. Such two stages form an organic and theoretical detector, which can not only improve the accuracy and stability of HAD methods but also enhance its generalization ability. Experiments on four real hyperspectral datasets exhibit the accuracy and efficiency of this proposed ERCRD method compared with ten-state-of-the-art HAD methods.

Index Terms—Hyperspectral imagery (HSI), hyperspectral anomaly detection (HAD), collaborative representation, random sub-sampling, ensemble learning.

I. INTRODUCTION

Hyperspectral imagery (HSI) offers plentiful useful spectral and spatial information to monitor the earth’s surface for the fine identification of various land cover materials [1]–[5], and thus HSI has been widely applied to various remote sensing fields, such as scene classification [3], [5], unmixing [6], clustering [7], [8], change detection [9] and target or anomaly detection [2], [10]–[12]. Since the spectral signal of the anomalies is unknown in the task of anomaly detection, it is very challenging to detect anomalies in HSI. Hence, hyperspectral anomaly detection (HAD) has attracted more and more interest and in-depth research for its widespread applications in military reconnaissance, civilian search and rescue, environmental monitoring, mineral exploration and so on [13], [14].

In essence, HAD is an unsupervised binary classification problem, which detects anomalies against the background without any prior knowledge of this scene. Different from the background pixels, anomaly pixels have two discriminative features: 1) low occurrence probability; 2) distinct spectral/spatial characteristic different from the background. That is to say, anomaly pixels in HSI are “few and different”. These two features of the anomalies allow the researchers to distinguish the anomalies from the backgrounds. In decades, HAD has been studied and extended. Generally, there are two main kinds of existing HAD methods: statistics modeling HAD and representation-based HAD. In addition, HAD has been incorporated in the strength of support vector data description (SVDD) [15], [16], morphological and attribute filters [17]–[19], tensor decomposition [20]–[23], and deep convolutional neural networks [24]–[26], which shows that the in-depth study of HAD has become a popular topic.

Statistics modeling HAD assumes a multivariate normal (Gaussian) background distribution, in which Reed-Xiaoli (RX) detector [27] is a well-known method that identifies anomalies based on the Mahalanobis distance between pixel and background. RX detector has two vital variants: the global RX (GRX) using the entire image to model the background, and the local RX (LRX) using the local dual window image. Then, numerous variants have been proposed [28]–[33]. For example, the kernel RX (KRX) [28] uses the kernel theory to characterize the non-Gaussian distributions, which helps to solve the nonlinear problem but has high computational complexity. To speed it up, the cluster RX (CKRX) [34] detector applied the fast eigenvalue decomposition on clusters obtained from the entire image, which is inspired by the cluster-based anomaly detection (CBAD) [29] that groups the entire image into clusters before presenting the RX for better performance. Since the background in the real-world is complex, it is not enough to model the background only using the Gaussian distribution. The subspace RX (SSRX) [30] detector is obtained by applying the RX to the low-variance principal components. Afterward, many adaptations of the RX detector have been proposed for improvement in different aspects [33]–[37]. As another line of work, representation-based methods have attracted considerable attention for HAD, due to its diverse application scenarios and rich theoretical basis such as sparse representation [39]–[44], low-rank representation and so on [45]–[50]. For example, Chen et al. [39] proposed the...
sparse representation-based HAD method, which approximates the background by several atoms in the dictionary. Based on the low-rank and sparse matrix decomposition (LRaSMD) detector [45], Zhang et al. [46] proposed the LRaSMD-based Mahalanobis distance (LSMAD) method, which employs the low-rank prior knowledge of the background first and then scores each pixel based on the Mahalanobis distance.

More recently, HAD based on collaborative representation (CRD) proposed by Li et al. is one of the most representative methods [51]. CRD assumes that each background pixel can be approximated by its spatial neighborhood pixels in a sliding dual window centered at this pixel, while the anomalies cannot. Afterward, many variants have been proposed recently. To make better use of the spatial features from HSI, a morphology-based collaborative representation detector (MCRD) [52] was presented. Besides, principal component analysis (PCA) was first applied in the CRD method to extract the main background pixel information and remove outliers (PCArOrCD) [54]. In order to decrease the complexity of computing, a recursive CRD (RCRD) [55] algorithm was proposed based on the matrix inversion lemma. All in all, CRD is the first method that applies collaborative representation to HAD. More importantly, CRD and its variants adopt brand new ideas for HAD, and they all have a closed-form solution, which is much simpler than a sparseness-constrained detector. However, most of the existing CRD methods adopt a sliding dual window strategy to approximate each pixel by its spatial neighborhood pixels, which gives rise to high computational complexity. What’s worse, multiple repeated tests are required to determine the size of the dual window, which needs to be reset once the dataset changes, but we cannot identify whether a specific size is suitable for a particular dataset in advance.

The isolation forest (iForest) introduced by Liu et al. [56], [57] is a well-known anomaly detector, which assumes that anomalies are “few and different”. Such two features make anomalies more susceptible to isolation in a binary tree (iTree) via random sub-sampling, through which each iTree is specialized and contains a small set of anomalies or even no anomaly. More importantly, iForest is ensembled by multiple iTrees acting as various “experts” providing abundant complementary information to target different anomalies, which can not only improve the accuracy and stability of the detector but also enhance its generalization ability. In 2020, Li et al. [58] first introduced iForest into HAD field, and we also established a hyperspectral anomaly detector combined with multiple features [59]. Afterward, iForest has been studied and extended in HAD [60]–[62], which shows that the research in this field is active but no one has ever incorporated iForest in CRD.

Due to the successful attempt of iForest on HAD and CRD being more and more valued and welcomed by researchers, we intend to introduce the idea of iForest to collaborative representation-based HAD methods, rather than simply apply it on HSI as an anomaly detector. In this paper, we come up with a novel ensemble and random collaborative representation-based detector (ERCRD) with random sub-sampling and ensemble learning, which is consisted of two closely related stages to form an organic and theoretical detector. 1) ERCRD repeatedly processes the random sub-sampling on the collaborative representation-based detector (RCRD) to gain a number of detection results. In specific, when we repeatedly adopt random sub-sampling on the whole image, several results with a small set of anomalies or even no anomaly can be regarded as the background, which meets the assumption of collaborative representation-based HAD methods. Moreover, ERCRD does not utilize the sliding dual window strategy which mainly produces the computational complexity of CRD and its variants. Thus, ERCRD significantly reduces the computational complexity and makes it more feasible in practical applications. 2) The multiple detection results of RCRD are further refined to the final detection result through ensemble learning. On the analogy of iForest being ensembled by multiple iTrees, ERCRD was ensembled by RCRD acting as various “experts” providing abundant complementary information to better target different anomalies, which can not only improve the accuracy and stability of HAD methods but also enhance its generalization ability.

Last but not least, the proposed ERCRD shows its advantages over many classic and benchmark HAD methods, such as GRX [27], LRX [27], SSRX [30], CBAD [29], and LSMAD [46]. In comparison with the state-of-the-art collaborative representation-based HAD methods like CRD [51] and its variants [52], [54], [55], we also validate that our ERCRD method is able to attain considerable or better detection accuracy with even much less implementation time. The rest of this paper is arranged as follows. In Section II we briefly review the traditional CRD and the recently proposed PCArOrCD. The proposed approach ERCRD is described in Section III. In Section IV we conduct empirical studies on four real-world datasets to validate the accuracy and efficiency of our proposed ERCRD. Finally, we summarize this paper in Section V.

II. RELATED WORK

Let $X \in \mathbb{R}^{d \times h \times w}$ denotes the hyperspectral imagery, where $d$ is the number of spectral bands, and $h$ and $w$ are the height and width of the background respectively. The three-dimensional (3-D) hyperspectral imagery $X$ is transformed into a two-dimensional (2-D) matrix $X = [x_1, x_2, \cdots, x_n] \in \mathbb{R}^{d \times n}$, where $n = h \times w$ is the total number of pixels.

A. CRD

In this subsection, we review the recently proposed collaborative representation-based detector (CRD) [51]. The CRD assumed that the background pixel can be well approximated by its spatial neighborhood pixels, whereas the anomalies cannot. For the pixel $x_i \in \mathbb{R}^{d \times 1}$, its spatial neighborhood pixels are selected by a sliding dual window, as can be seen from Fig. 1. The spatial neighborhood pixels specifically refer to pixels outside the inner window and inside the outer window. The size of the outer window and the inner window is represented as $w_{out}$ and $w_{in}$, respectively. Thus, the spatial neighborhood pixels are resized into a two-dimensional matrix $X_s = [x_1, x_2, \cdots, x_s] \in \mathbb{R}^{d \times s}$, where...
\( s \) denotes the number of spatial neighborhood pixels and \( s = w_{out} \times w_{out} - w_{in} \times w_{in} \). The objective function of the CRD is defined as [51]
\[
\min_{\alpha_i} ||x_i - X_s \alpha_i||_2^2 + \lambda \|\alpha_i\|_2^2, \tag{1}
\]
where \( \alpha_i \in \mathbb{R}^{s \times 1} \) denotes the weight vector and \( \lambda \) is the regularization parameter. Taking the derivative w.r.t \( \alpha_i \) and setting it to zero, so we have
\[
\hat{\alpha}_i = (X_s^T X_s + \lambda I)^{-1} X_s^T x_i, \tag{2}
\]
where \( I \) is an identity matrix. The reconstruction error \( r_i \) for the pixel \( x_i \) is regarded as the anomaly score and can be computed by
\[
r_i = ||x_i - X_s \hat{\alpha}_i||_2. \tag{3}
\]
If \( r_i \) is greater than a threshold, then the pixel \( x_i \) is called anomalous pixel.

The computational complexity of this step is \( O(ds^2 + s^3 + ds + d) \). Each pixel \( x_i \) needs to get the corresponding surrounding pixel matrix \( X_s \) on its sliding double window. Thus, the weight vector \( \alpha_i \) and the anomaly score \( r_i \) need to calculate \( n \) times, thereby the total computational complexity of the CRD being \( O(nds^2 + ns^3 + nds + nd) \). This repeated process needs a high computational burden, reduces the speed of the anomaly detection, and limits the application of the CRD.

[Fig. 1. The sliding dual window of the CRD.]

### B. PCAroCRD

The PCAroCRD method was recently proposed by Su et al. [54], which applied PCA to the CRD method for removing outliers. It has two versions: Global PCAroCRD and Local PCAroCRD.

The Global PCAroCRD first obtains the projection matrix \( W_g \in \mathbb{R}^{n \times n} \) by solving the standard PCA model:
\[
\max_{W_g} \text{tr}(W_g^T X^T X W_g), \tag{4}
\]
then the spatial-domain PCA transformation is represented as
\[
\hat{X} = X W_g \tag{5}
\]
where \( \hat{X} = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n] \in \mathbb{R}^{d \times n} \) denotes the transformed data matrix. For the pixel \( x_i \), the objective function of the Global PCAroCRD can be written as follows [54]
\[
\min_{\alpha_i} ||x_i - X_m \alpha_i||_2^2 + \lambda ||\alpha_i||_2^2. \tag{6}
\]
where \( X_m = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_m] \in \mathbb{R}^{d \times m} \) denotes the first \( m \) principal components of \( \hat{X} \) and contains the most information of \( X \) in the spatial domain. \( \Gamma^g_i \) denotes the Tikhonov regularization matrix and is defined as:
\[
\Gamma^g_i = \left[ \begin{array}{ccc} ||x_i - \hat{x}_1||_2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & ||x_i - \hat{x}_m||_2 \end{array} \right]. \tag{7}
\]
Similarly, taking the derivative w.r.t \( \alpha_i \) and setting the derivative to zero, we have
\[
\hat{\alpha}_i = (X_m^T X_m + \lambda \Gamma^g_i \Gamma^g_i)^{-1} X_m^T x_i. \tag{8}
\]
The reconstruction error \( r_i \) can be computed by
\[
r_i = ||x_i - X_m \hat{\alpha}_i||_2. \tag{9}
\]
If \( r_i \) is greater than a threshold, the pixel \( x_i \) is referred to as an anomaly. The total computational complexity of the Global PCAroCRD algorithm is \( O(n^3 + ndm^2 + nm^3 + ndm + nd) \).

The Local PCAroCRD first selects the surrounding pixels for each pixel \( x_i \) by a sliding dual window, which is exactly the same as the CRD. Then, the spatial-domain PCA transformation is performed on the surrounding pixels \( X_s \in \mathbb{R}^{d \times s} \) in the spatial domain:
\[
\hat{X} = X_s W_l \tag{10}
\]
where \( \hat{X} = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_s] \in \mathbb{R}^{d \times s} \) denotes the transformed data matrix. The projection matrix \( W_l \in \mathbb{R}^{s \times s} \) is obtained by solving the PCA model:
\[
\max_{W_l} \text{tr}(W_l^T X_s^T X_s W_l). \tag{11}
\]
For the pixel \( x_i \), the objective function of the Local PCAroCRD can be written as follows [54]
\[
\min_{\alpha_i} ||x_i - X_s \alpha_i||_2^2 + \lambda ||\alpha_i||_2^2. \tag{12}
\]
where \( X_k = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_k] \in \mathbb{R}^{d \times k} \) denotes the first \( k \) principal components of \( \hat{X} \) and contains the most information of \( X_s \) in the spatial domain. \( \Gamma^l_i \) denotes the Tikhonov regularization matrix and is defined as:
\[
\Gamma^l_i = \left[ \begin{array}{ccc} ||x_i - \hat{x}_1||_2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & ||x_i - \hat{x}_k||_2 \end{array} \right]. \tag{13}
\]
Similarly, taking the derivative w.r.t \( \alpha_i \) and setting the derivative to zero, we have
\[
\hat{\alpha}_i = (X_k^T X_k + \lambda \Gamma^l_i \Gamma^l_i)^{-1} X_k^T x_i. \tag{14}
\]
The reconstruction error \( r_i \) can be computed by
\[
r_i = ||x_i - X_k \hat{\alpha}_i||_2. \tag{15}
\]
If \( r_i \) is greater than a threshold, the pixel \( x_i \) is referred to as an anomaly. The total computational complexity of the Local PCAroCRD algorithm is \( O(ns^2 + ndk^2 + nk^3 + ndk + nd) \).
III. THE PROPOSED ERCRD METHOD

Although the CRD method performs very well, its computational cost is too high for wide applications and mainly arises from the sliding dual window strategy. Moreover, the size of the dual window is determined by multiple repeated tests, needs to be reset once the dataset changes and cannot be identified in advance with prior knowledge. To alleviate this problem, a novel ensemble and random collaborative representation-based detector (ERCRD) with random sub-sampling and ensemble learning is proposed in this section. Fig. 2 illustrates the flowchart of the proposed ERCRD method.

A. Random CRD (RCRD)

The main idea of the CRD hypothesize that the background pixel can be approximated by a linear combination of the background pixels, but the anomalous pixel cannot. In the CRD, the background pixels for each pixel are represented by the surrounding pixels, which are selected by a sliding dual window centered at this pixel.

Different from the sliding dual window in the CRD, we select the background pixels for each pixel by the random sub-sampling, which is completed from the whole hyperspectral image scene, as shown in Fig. 3.

Then, the background pixels obtained by the random sub-sampling are resized into a matrix \( X_r \). The reconstruction error for the pixel \( x_i \) is regarded as anomaly score and can be obtained by
\[
\delta_i = \| x_i - X_r a_i \|_2.
\]

Thus, the matrix \( X \) can be reconstructed by the matrix \( X_r A \). The reconstruction error for the pixel \( x_i \) is regarded as anomaly score and can be obtained by
\[
\delta_i = \| x_i - X_r a_i \|_2.
\]

where \( x_i \) and \( a_i \) denote the i column of \( X \) and \( A \), respectively.

If \( \delta_i \) is larger than a threshold, then the pixel \( x_i \) is called an anomaly. The computational complexity of the proposed Random CRD is \( O(n d r + n d T + d r^2 + r^3) \). The detailed process can be found in Algorithm 1.

\begin{algorithm} [h]
\caption{Random CRD}
\begin{algorithmic}
\Input{The two-dimensional HSI matrix \( X \), the number of random sub-sampling \( r \).
1. Randomly select \( r \) pixels from the matrix \( X \) and resize these pixels into the matrix \( X_r \).
2. Calculate the weight matrix \( A \) by Eq. (17).
3. Obtain the anomaly score \( \delta_i \) for the pixel \( x_i \) by Eq. (18).
\Output{The anomaly scores for all pixels.}
\end{algorithmic}
\end{algorithm}

B. Ensemble and Random CRD

As an anomaly detector ensemble that employs Random CRDs, the proposed Ensemble and Random CRD (ERCRD) has multiple Random CRDs acting as ‘experts’ to detect different anomalies. Through multiple Random CRDs, the anomaly score for the pixel \( x_i \) is obtained by
\[
\gamma_i = \sum_{t=1}^{T} \delta_{i,t}^t,
\]
where \( T \) denotes the ensemble size of the Random CRDs. Therefore, the total computational complexity of the proposed ERCRD is \( O(n d r T + n d T + d r^2 T + r^3 T) \). The details of the ERCRD can be found in Algorithm 2.

\begin{algorithm} [h]
\caption{Ensemble and Random CRD (ERCRD)}
\begin{algorithmic}
\Input{The two-dimensional HSI matrix \( X \), the number of random sub-sampling \( r \) and the ensemble size of the Random CRDs \( T \).
1. Repeat the Random CRD (Algorithm 1) \( T \) times.
2. Obtain the anomaly score \( \gamma_i \) for the pixel \( x_i \) by Eq. (19).
\Output{The anomaly scores for all pixels.}
\end{algorithmic}
\end{algorithm}
IV. EXPERIMENTAL RESULTS

To explore the detection performance of our ERCRD method, we conduct several experiments on a PC with E5-2680 v4 @ 2.40GHz and 256GB RAM, MATLAB 2016b. We use four hyperspectral datasets obtained from different scenes, which are described as follows:

1) AVIRIS-I Dataset: This dataset was acquired by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) from San Diego, CA, USA, with a spatial resolution of 3.5 m per pixel and a spectral resolution of 10 nm. This dataset has 224 spectral bands with wavelengths ranging from 370 to 2,510 nm. After removing the bands with water absorption, low signal-to-noise ratio, and poor-quality (1 – 6, 33 – 35, 97, 107 – 113, 153 – 166, and 221 – 224), 189 bands are retained in this experiment. The size of the entire image scene is 400 × 400 pixels, from which we select a 120 × 120 pixels area in the upper left corner to test and mark it as AVIRIS-I. The three airplanes in the image are considered to be anomalies, which consist of 58 pixels and should be detected.

2) AVIRIS-II Dataset: This dataset was derived from [17]. Same as the above dataset, we select a 100 × 100 pixels area at the center of the San Diego image to test and mark it as AVIRIS-II. The three airplanes consisting of 134 pixels in the image are considered to be anomalies.

3) AVIRIS-III Dataset: This dataset was obtained from [63]. Again, we select a 200 × 240 pixels area in the upper left of the San Diego image to test and mark it as AVIRIS-III. The six airplanes consisting of 90 pixels in the image are considered to be anomalies.

4) Cri Dataset: This dataset was derived from [46] and collected by the Nuance Cri hyperspectral sensor, with a spectral resolution of 10 nm. This dataset has a size of 400 × 400 pixels and 46 spectral bands with wavelengths ranging from 650 to 1,100 nm. The ten rocks consisting of 2,216 pixels in the image are considered to be anomalies.

Note that Fig. 4a and 4b respectively present the false color image and the corresponding ground truth map of the AVIRIS-I dataset. In the same way, Fig. 4c and 4d correspond to the AVIRIS-II dataset, Fig. 4e and 4f correspond to the AVIRIS-III dataset, and Fig. 4g and 4h correspond to the Cri dataset.

In addition, the color detection map is used as the qualitative evaluation metric in our experiments. The receiver operating characteristic (ROC) curve [64], the area value under the ROC curve (AUC), the normalized background-anomaly separation map, and the running time are used as quantitatively evaluation metrics in our experiments. The ROC curve reflects the relations between the detection probability (DP) and the false alarm rate (FAR) at the thresholds ranging from 0 to 1 on the strength of ground truth. An excellent detector usually has a high DP value under the same FAR value, which leads to the phenomenon that the corresponding ROC curve is located close to the upper left corner, making the area under the curve larger. The value of the area enclosed by the ROC curve and the false alarm rate axis is called AUC. The normalized background-anomaly separation map describes the normalized anomaly score distributions of the background, and anomalous pixels are represented by a box plot. Generally speaking, a good method should have a high AUC value and a distinct gap between the background box and the anomaly box.

A. Detection Performance

In this subsection, we carry out two experiments to verify the performance of our ERCRD method. Firstly, our ERCRD method is compared with five state-of-the-art methods. Since the proposed ERCRD method is a variant of the CRD, the CRD and four representative variants of the CRD are subsequently compared. The number of random sub-sampling \( r \) and the value of ensemble size \( T \) are set to be 10 and 20, respectively.
In the first experiment, in order to evaluate detection performance, we make a comparison between the proposed ERCRD method and five classic and benchmark methods: GRX [27], LRX [27], SSRX [30], CBAD [29], and LSMAD [46]. Among them, GRX is known as the benchmark anomaly detector for HSI. The LRX, SSRX, and CBAD are three representative improved versions of RX. LSMAD is a typical low-rank and sparse matrix decomposition-based detector with remarkable detection performance. We choose the inner window size $w_{in}$ ranging from 3 to 23 and the outer window size $w_{out}$ ranging from 5 to 25 for the reason that the detection performance of LRX is sensitive to them. Moreover, we set the parameters of SSRX, CBAD, and LSMAD to be accordant with earlier work [29], [30], [46].

The color detection maps of different methods based on the AVIRIS-I dataset, AVIRIS-II dataset, AVIRIS-III dataset, and Cri dataset are presented in Fig. 5. As for the AVIRIS-I dataset, our ERCRD method is able to identify the locations of three airplanes but fails to precisely picture their shapes. The GRX, LRX, SSRX, CBAD, and LRaSMD methods not only fail to detect the anomalies but also misidentify several normal background pixels as anomalies. Moreover, the ROC curves, the corresponding AUC values, and the normalized background-anomaly separation maps are displayed in Fig. 6. It can be observed that the curve of the ERCRD method is closer to the upper left corner than the others and its AUC value is 0.9870, which is larger than others. We can see that the separation gap for the proposed ERCRD method is larger than those for the other methods. This indicates that the ERCRD method achieves the best separation result. Moreover, the LSMAD, SSRX and CBAD methods obtain relatively better separation capacity, while the GRX and LRX methods perform unsatisfactorily separation capacity.

As for the AVIRIS-II dataset, the LRX and CBAD methods still can not separate the anomalies from the background and even misidentify some normal pixels as anomalies. The GRX, SSRX, LSMAD, and ERCRD methods can identify the locations of three airplanes, but their shapes are fuzzy and some false anomalies are also detected. The ROC curves, corresponding AUC values and normalized background-anomaly separation maps of different methods are given in Fig. 6. It can be concluded that the ROC curve of the ERCRD method
Fig. 6. I is detection accuracy evaluation for AVIRIS-I dataset. II is detection accuracy evaluation for AVIRIS-II dataset. III is detection accuracy evaluation for AVIRIS-III dataset. IV is detection accuracy evaluation for Cri dataset. (a) ROC curves. (b) AUC values. (c) Normalized background-anomaly separation map.
is closer to the upper left corner than the others, and its AUC value is 0.9793, which is also larger than others. Here, the proposed ERCRD method still achieves larger separation gaps while the separation capabilities of the GRX, SSRX, CBAD, and LSMAD methods are slightly poorer. Compared with the above methods, the LRX method performs relatively unsatisfactorily.

As for the AVIRIS-III dataset, the proposed ERCRD method is able to identify the locations of six airplanes but some anomalous pixels are missing and several normal pixels are misidentified. Unfortunately, other methods cannot detect anomalies effectively. In Fig. [III-a], the ROC curves indicate that the proposed ERCRD method obtains a higher detection probability than others. The AUC values of all methods are illustrated in Fig. [III-b] these values indicate that the proposed ERCRD method can achieve the best detection results among all the compared methods. Fig. [III-c] presents the separation maps for this dataset. Here, the proposed ERCRD method still achieves larger separation gaps. Moreover, the separation abilities of the other methods are greatly poorer, since their separation gaps are narrower than that of the ERCRD method.

As for the Cri dataset, the SSRX, LSMAD, and proposed ERCRD methods can effectively detect the locations and clear shapes of ten rocks, while the GRX, LRX, and CBAD methods can only detect the positions of several anomalous pixels but the shapes of some are missing. It can be seen from Fig. [5] that the proposed ERCRD method performs high detection abilities with a low false alarm rate, high AUC value and achieves larger separation gaps than the other methods.

In addition, the running times for the four datasets are displayed in Table II. It is noteworthy that the running time of the proposed ERCRD and CBAD methods are similar to that of the GRX and SSRX methods; meanwhile, ERCRD method also achieves excellent detection performance. Thus, ERCRD method with lower computational complexity and high efficiency. Furthermore, the LRX and LSMAD methods are more time-consuming than the others.

### TABLE I
**RUNNING TIME (SECONDS)**

| Dataset | GRX | LRX | SSRX | CBAD | LSMAD | ERCRD |
|---------|-----|-----|------|------|-------|-------|
| AVIRIS-I | 0.27 | 0.21 | 0.23 | 0.41 | 20.28 | 0.77  |
| AVIRIS-II | 0.15 | 0.14 | 0.23 | 14.50 | 0.79  |
| AVIRIS-III | 0.52 | 0.67 | 73.99 | 2.45  |
| Cri      | 0.79 | 2.76 | 55.01 | 1.82  |

In the second experiment, the detection performance of the ERCRD method is assessed and compared with the CRD [51] and four state-of-the-art variants of CRD: Global PCARoCRD proposed in 2018 [54], Local PCARoCRD in 2018 [54], MCRD in 2018 [52], and RCRD in 2019 [53]. It can be seen that the detection performance of the CRD, Local PCARoCRD, MCRD, and RCRD methods are sensitive to the inner window size $w_{in}$ and the outer window size $w_{out}$. Thus, we employed four window sizes: $(5,9)$, $(7,11)$, $(9,13)$ and $(11,15)$. The regularization parameter $\lambda$ of these six methods is set to $10^{-6}$. The AUC values and the corresponding running times of these six methods are displayed in Table II and Table III respectively.

### TABLE II
**AUC VALUES**

| Dataset       | AVIRIS-I | AVIRIS-II | AVIRIS-III | Cri |
|---------------|----------|-----------|------------|-----|
| CRD           | $(5,9)$  | 0.7116    | 0.9025     | 0.8395 | 0.8885 |
|               | $(7,11)$ | 0.7835    | 0.8970     | 0.8880 | 0.9355 |
|               | $(9,13)$ | 0.8842    | 0.9035     | 0.9388 | 0.9539 |
|               | $(11,15)$| 0.9493    | 0.9179     | 0.9659 | 0.9819 |
| Local PCARoCRD| $(5,9)$  | 0.8753    | 0.9517     | 0.8790 | 0.9616 |
|               | $(7,11)$ | 0.9053    | 0.9355     | 0.9115 | 0.9416 |
|               | $(9,13)$ | 0.9146    | 0.9468     | 0.9318 | 0.9726 |
|               | $(11,15)$| 0.9515    | 0.9280     | 0.9820 | 0.9999 |
| MCRD          | $(5,9)$  | 0.8460    | 0.9068     | 0.8206 | 0.5561 |
|               | $(7,11)$ | 0.9188    | 0.9162     | 0.8964 | 0.5463 |
|               | $(9,13)$ | 0.9803    | 0.9262     | 0.9415 | 0.5393 |
|               | $(11,15)$| 0.9904    | 0.9495     | 0.9696 | 0.5396 |
| RCRD          | $(5,9)$  | 0.7840    | 0.8963     | 0.8524 | 0.6261 |
|               | $(7,11)$ | 0.8880    | 0.9051     | 0.9341 | 0.6113 |
|               | $(9,13)$ | 0.9446    | 0.9197     | 0.9588 | 0.6422 |
|               | $(11,15)$| 0.9903    | 0.9259     | 0.9810 | 0.8183 |
| Global PCARoCRD|         | 0.9870    | 0.9793     | 0.9385 | 0.9844 |

### TABLE III
**RUNNING TIME (SECONDS)**

| Dataset       | AVIRIS-I | AVIRIS-II | AVIRIS-III | Cri |
|---------------|----------|-----------|------------|-----|
| CRD           | $(5,9)$  | 19.31     | 13.11      | 63.92 | 186.66 |
|               | $(7,11)$ | 25.12     | 18.53      | 88.05 | 264.28 |
|               | $(9,13)$ | 34.21     | 25.43      | 119.41 | 360.93 |
|               | $(11,15)$| 44.66     | 31.01      | 153.33 | 434.43 |
| Local PCARoCRD| $(5,9)$  | 11.39     | 7.72       | 39.79 | 101.31 |
|               | $(7,11)$ | 15.61     | 10.48      | 52.32 | 141.17 |
|               | $(9,13)$ | 20.97     | 13.59      | 70.29 | 186.62 |
|               | $(11,15)$| 26.82     | 18.12      | 91.24 | 214.92 |
| MCRD          | $(5,9)$  | 58.45     | 52.14      | 249.23 | 816.61 |
|               | $(7,11)$ | 82.84     | 72.11      | 341.20 | 1196.26 |
|               | $(9,13)$ | 115.99    | 91.41      | 463.19 | 1667.27 |
|               | $(11,15)$| 167.34    | 131.02     | 568.85 | 2061.34 |
| RCRD          | $(5,9)$  | 12.55     | 8.43       | 42.66 | 99.89  |
|               | $(7,11)$ | 15.88     | 10.56      | 51.18 | 125.39 |
|               | $(9,13)$ | 17.47     | 11.65      | 56.84 | 145.64 |
|               | $(11,15)$| 23.72     | 16.16      | 79.23 | 224.16 |
| Global PCARoCRD|         | 52.90     | 37.37      | 115.89 | 809.39 |
| ERCRD         | 0.77     | 0.79      | 2.45       | 1.82  |

In AVIRIS-I, the AUC value of the ERCRD is 0.9870, only larger than that of MCRD with window sizes (11, 15) and larger than that of the others. The running time of ERCRD is 0.77s, which is much lower than the others. The running time of MCRD with window sizes (11, 15) is 167.34s, which is much higher than that of the ERCRD. In AVIRIS-II, the AUC value of ERCRD is 0.9793, higher than the others. The running time of ERCRD is 0.79s, which is much lower than that of the others. In AVIRIS-III, the AUC value of ERCRD is 0.9385, smaller than that of CRD with window sizes (9, 13) and (11, 15), Local PCARoCRD with window sizes (11, 15), MCRD with window sizes (9, 13) and (11, 15), RCRD with window sizes (11, 15). Note that the running time of the ERCRD is 2.45s, which is much lower than others. In Cri dataset, the AUC value of the ERCRD is 0.9844, higher than the others. The running time of ERCRD is 1.82s, which is much lower than the others.
B. Parameter Analysis and Discussion

There are two parameters in the proposed ERCRD method: the number of random sub-sampling $r$ and the ensemble size $T$. We will conduct parameter analysis by comparing the AUC value and running time on four datasets.

Fig. 7 presents the impact of different random sub-sampling numbers $r$ on the detection performance and running time for each dataset. The value of the random sub-sampling number $r$ is varied in the range $[1, 2, \ldots, 20]$ and the ensemble size $T$ is set to 10. It can be seen from Fig. 7a that the AUC values on AVIRIS-I and AVIRIS-II datasets fluctuate in a small range from 0.97 to 0.99, while on the AVIRIS-III dataset it fluctuates in a slightly larger range from 0.91 to 0.95, and within a relatively larger range from 0.93 to 0.99 in Cri dataset. It is known from Fig. 7b that the running time on each dataset is nearly stable while the random sub-sampling number $r$ increases.

Then the impact of different ensemble size $T$ on the four datasets is analyzed. The value of ensemble size $T$ is changed within the range of $[5, 10, \ldots, 50]$ and the number of random sampling $r$ is set to 5. In Fig. 8a we see that the AUC values on AVIRIS-I and AVIRIS-II datasets are nearly stable, while on AVIRIS-III and Cri datasets are increasing at first, and then fluctuate on a small scale. Fig. 8b illustrates that with the ensemble size $T$ increasing, the running time of each dataset increases almost linearly.

V. CONCLUSION

Hyperspectral anomaly detection (HAD) has attracted more and more interest and in-depth research. More recently, the collaboration representation-based detector (CRD) has become an active topic for HAD methods. Although CRD achieved good performance, its computational cost mainly arising from the sliding dual window strategy is too high. Besides, it takes multiple repeated tests to determine the size of the dual window, which needs to be reset once the dataset changes and cannot be identified in advance. In this paper, we propose a novel ensemble and random collaborative representation-based detector (ERCRD) for HAD, which comprises two closely related stages: 1) we process a random sub-sampling on CRD (RCRD) to obtain multiple detection results without using sliding dual window, which reduces the computational complexity and makes it more feasible in practice; 2) we adopt ensemble learning to refine the multiple results of RCRD, which act as various “experts” providing abundant complementary information to better target different anomalies. These two stages perfectly form an organic and theoretical detector, which can not only improve the accuracy and stability of HAD methods but also enhance its generalization ability. Experimental results on four real hyperspectral datasets validate that our method outperforms its counterparts in the aspect of detection accuracy and running time.
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