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Internal symmetries can be used to classify multiple solutions to the time energy canonical commutation relation (TE-CCR). The dynamical behavior of solutions to the TE-CCR possessing particular internal symmetries involving time reversal differ significantly from solutions to the TE-CCR without those particular symmetries, implying a connection between the internal symmetries of a quantum system, its internal unitary dynamics, and the TE-CCR.
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I. INTRODUCTION

The status of time as a quantum mechanical observable has attracted, and continues to attract, much attention and controversy. Today, the status of time as a quantum observable continues to remain controversial due to a lack of a generalized approach in representing quantum time observables. As proof, numerous quantum time observables corresponding to a given physical system have been constructed using different procedures; examples of such quantum time observables are provided in references [1–21].

However, a generalized approach towards the representation of time as a quantum observable is detailed in references [22, 23]. In this approach, time is represented as an operator which satisfies the time-energy commutation relation (TE-CCR) ($TH - HT\phi = \pm i\hbar \phi$), where $H$ is the Hamiltonian operator corresponding to the system in which the TE-CCR is formulated, and $T$ is a time operator, or a solution to the TE-CCR. This approach implies that one can obtain a multitude of quantum time observables for a physical system simply by solving the TE-CCR. Applications of this approach towards the construction of quantum time observables for a particular physical system are detailed in references [24–30]. The time observables constructed in these references have attracted interest for both mathematical and physical reasons. In particular, the time operator constructed in reference [24] has been shown by Arai [31] to be a generalized time operator, as well as relevant to the perturbation expansion of the system Hamiltonian.

This generalized approach towards constructing quantum time observables leads to a multitude of quantum time observables for a given system, giving rise to a need for a mechanism to distinguish between these quantum time observables. Such a possible mechanism has been detailed in reference [32], where it was shown that one can distinguish between multiple solutions to the TE-CCR using their corresponding canonical domains, which are subspaces of $\mathcal{H}$ within which the TE-CCR is valid, as well as the system’s internal unitary dynamics. Such a mechanism for physically distinguishing between multiple solutions to the TE-CCR is significant, since it shows that there is a possible relationship between time and the internal unitary dynamics of the system, allowing for a better understanding of the nature of time as a quantum observable. However, there is the question of whether it is possible to distinguish between multiple solutions to the TE-CCR of the same category, i.e. multiple solutions to the TE-CCR with identical canonical domains. This question is significant, since a negative answer to this question implies that, from a physical point of view, multiple solutions to the TE-CCR of the same category are identical to each other, so one can use any of those solutions to the TE-CCR to represent the quantum time observable corresponding to those solutions.

To be able to answer this question, we construct solutions to the TE-CCR of closed and dense category respectively, and show that the resulting solutions to the TE-CCR may be distinguished from each other using particular internal symmetries involving time reversal. We then use the methods first described in reference [32] in order to determine whether one will be able to distinguish between multiple solutions to the TE-CCR of the same category via the system’s internal unitary dynamics. The results of these investigations, which will be presented later in the paper, then imply that indeed, it is possible to distinguish between multiple solutions to the TE-CCR of the same category using not just the system’s internal unitary dynamics, but also using certain internal symmetries which involve time reversal.

This paper represents our continuing efforts to understand the nature of time as a quantum observable. The rest of this paper is organized as follows. In section II, we give an overview of previous work done concerning multiple solutions to the TE-CCR of different categories. In sections III and IV, we show how multiple solutions to the TE-CCR of the same category can be mathematically and physically distinguished from each other using particular internal symmetries involving time reversal and the
system’s internal unitary dynamics. We summarize our findings in section V.

II. THE TIME - ENERGY CANONICAL COMMUTATION RELATION

Based on discussions on the mathematical properties of canonical commutation relations in reference [23], the TE-CCR is valid only within a subspace \( \mathcal{D}_C \) of the Hilbert space \( \mathcal{H} \), where \( \mathcal{D}_C \) is the canonical domain of the TE-CCR, which may either be dense or non-dense. If \( \mathcal{D}_C \) is dense, then the time operator corresponding to \( \mathcal{D}_C \) is said to be a solution to the TE-CCR of dense category. If, on the other hand, \( \mathcal{D}_C \) is non-dense, then its closure is a proper subspace of \( \mathcal{H} \), so \( \mathcal{D}_C \) is said to be closed, and the time operator corresponding to \( \mathcal{D}_C \) is said to be a solution to the TE-CCR of closed category.

A particular system in which a TE-CCR can be formulated and which was first described in references [25, 27] is a structureless particle of mass \( \mu \) confined within a potential-free segment of the real line with endpoints at \(-l \) and \( l \). The Hilbert space \( \mathcal{H} = L^2[-l, l] \) is attached to this system. The Hamiltonian for this system is defined as \( \mathcal{H}_\gamma = (2\mu)^{-1}p^2_x \), where \( p_x = -i\hbar \partial_q \) is a self-adjoint momentum operator whose domain is comprised of all elements \( \phi(q) \) of \( \mathcal{H} \) whose derivatives are square integrable and which satisfy the boundary conditions \( \phi(-l) = e^{-2i\gamma} \phi(l) \). We note that the eigenfunctions of \( \mathcal{H}_\gamma \) have the explicit form \( \phi_{k\gamma}(q) = (2l)^{-1/2} \exp \left\{ \frac{i\pi}{4} (\gamma + k\pi) \right\} \) and their corresponding eigenvalues have the form \( E_{k\gamma} = (2\mu)^{-1} (\hbar l)^{-1} \left( \gamma + k\pi \right)^2 \).

In reference [24], it has been shown that multiple solutions to the TE-CCR formulated in the system described in the previous paragraph exist, with nothing to mathematically forbid their existence. Two such solutions to this TE-CCR which were considered in reference [24] are the characteristic time operator (CTO) \( \mathcal{T}_{\gamma, 2} \), which is of dense category and which was first presented in reference [24], and the confined quantum time of arrival operator (CTOA operator) \( \mathcal{T}_{\gamma, 1} \), which is of closed category and which was first presented in reference [23]. These solutions to the TE-CCR were also shown in reference [32] to be distinct from each other with respect to the system’s internal unitary dynamics. As such, one can then distinguish between multiple solutions to the TE-CCR of different categories by means of either their canonical domain or the system’s internal unitary dynamics.

The use of the internal unitary dynamics to differentiate between the CTOA operator and the CTO has its origins in the use of the internal unitary dynamics to provide a physical interpretation for these time operators, a method which was first demonstrated in references [23, 24]. The standard way to interpret such operators would be via the quantum measurement postulate, which states that when a quantum observable is measured, the results of such a measurement of the observable will be one of the eigenvalues of the operator which represents the quantum observable in Hilbert space. Furthermore, such a measurement may be taken at any instant of time. In the case of a quantum time operator then, its eigenvalues will have units of time, and there can be countably many results obtained in taking a quantum measurement of a quantum time observable. A problem then occurs when we consider that the quantum measurement can be taken at any instant of time. The problem occurs because, as stated earlier, any one of the countably many eigenvalues of the quantum time operator corresponding to the quantum time observable being measured can emerge as the result of measuring such an observable. So it is possible then that at an instant of time equal to 15 seconds, the result of a quantum measurement of a quantum time observable will be one of the eigenvalues of the operator representation of that quantum observable whose magnitude is 3 seconds, in which case the quantum measurement postulate is inadequate in resolving this apparent paradox. Thus there is a need to devise a mechanism to physically interpret these time operators without having to resort to the use of the quantum measurement postulate, a mechanism provided by the system’s internal unitary dynamics.

However, there now arises the question of how one can distinguish between multiple solutions to the TE-CCR of the same category, i.e. multiple solutions to the TE-CCR with identical canonical domains. To be able to answer this question, there is a need to determine a mathematical property of a given solution to the TE-CCR which is independent of the solution’s canonical domain; this mathematical property can then be utilized to distinguish between multiple solutions to the TE-CCR of the same category. There is also a need to determine whether multiple solutions to the TE-CCR of the same category have identical dynamical behaviors. If a mathematical property is found that can be utilized to distinguish between multiple solutions to the TE-CCR of the same category, and if multiple solutions to the TE-CCR of the same category do not have identical dynamical behaviors, then one can distinguish between multiple solutions to the TE-CCR not just using a certain mathematical property, but also by means of the system’s internal unitary dynamics. We will attempt to answer this question in the next two sections of the paper.

III. EXISTENCE OF MULTIPLE SOLUTIONS TO THE TE-CCR OF CLOSED CATEGORY

Let us first consider multiple solutions to the TE-CCR described in the previous section, all of which have non-dense, or closed, canonical domains. One possible solution to the TE-CCR of closed category has been described in references [25, 27]. This solution to the TE-CCR is known as the confined quantum time of arrival (CTOA) operator, constructed via Weyl quantization of the classical arrival time \( t = -\mu q p^{-1} \) for this system. It is this solution to the TE-CCR that we use to generate
other solutions to the TE-CCR of closed category.

To see how the CTOA operator can be used to generate other solutions to the TE-CCR of closed category, let us consider the classical arrival time for a given particle defined in an arbitrary physical system. The most general quantization of the classical arrival time for a given particle will result in the following operator:

$$T = -\mu \frac{qp^{-1} + p^{-1}q + is(qp^{-1} - p^{-1}q)}{2}$$ (1)

where q and p^{-1} are the position and inverse momentum operators for the system, and s is a real number denoting the method of quantization used. Now for the physical system described in the previous section, equation 1 can be expressed in position representation as follows:

$$(T_{\gamma,s,1}\varphi)(q) = \int_{-l}^{l} \langle q| T_{\gamma,s,1} |q'\rangle T_{\gamma,s,1}(q,q')\varphi(q')dq'$$ (2)

for \(\gamma \neq 0\), where \(\langle q| T_{\gamma,s,1} |q'\rangle\) has the form

$$\langle q| T_{\gamma,s,1} |q'\rangle = -\frac{\mu}{4\hbar \sin \gamma} \times$$

$$\left( e^{i\gamma}H(q-q') + e^{-i\gamma}H(q'-q) \right) \left( (q + q') + is(q - q') \right)$$

and

$$(T_{0,s,1}\varphi)(q) = \int_{-l}^{l} \langle q| T_{0,s,1} |q'\rangle \varphi(q')dq'$$ (3)

for \(\gamma = 0\), and where \(\langle q| T_{0,s,1} |q'\rangle\) has the form

$$\langle q| T_{0,s,1} |q'\rangle = -\frac{\mu t}{4\hbar} \left( (q + q') + is(q - q') \right) \text{sgn}(q - q')$$

$$+ \frac{\mu t}{4\hbar} \left( (q^2 - q'^2) - is(q - q')^2 \right)$$ (4)

We note that equation 3 was first stated in reference [23]. The first terms in equations 3 and 5 are just the kernels for the CTOA operators \(T_{\gamma,1}\) and \(T_{0,1}\) respectively, and correspond to the term \(2^{-1}\mu (qp^{-1} + p^{-1}q)\) in equation 4. The second term in equations 3 and 5 on the other hand, correspond to the term \(2^{-1}is\mu (qp^{-1} - p^{-1}q)\) in equation 4 which in turn commutes with the Hamiltonian \(H_{\gamma}\). It can be shown that equations 3 and 5 are square integrable, which implies that the operators \(T_{\gamma,s,1}\) and \(T_{0,s,1}\) are self-adjoint and compact. As such, the operators \(T_{\gamma,s,1}\) and \(T_{0,s,1}\) are constructed by adding to the CTOA operators \(T_{\gamma,1}\) and \(T_{0,1}\) a term which commutes with the Hamiltonian, but which at the same time ensures the self-adjointness and compactness of the resulting operators.

Since the second term of the operators \(T_{\gamma,s,1}\) and \(T_{0,s,1}\) commute with the Hamiltonian, the canonical domains of the operators \(T_{\gamma,s,1}\) and \(T_{0,s,1}\) are identical, and so are the canonical domains of the operators \(T_{0,s,1}\) and \(T_{0,1}\). And since s is a real number, there are an infinite number of solutions to the TE-CCR \(T_{\gamma,s,1}\) and \(T_{0,s,1}\) that can exist, each of which can be distinguished from each other by means of their corresponding values of s. However, is it still possible to distinguish, either mathematically or physically, between multiple solutions to the TE-CCR \(T_{\gamma,s,1}\) without having to determine the exact value of the parameter s corresponding to them? We will answer this question in the next subsection, and in so doing we will be able to clarify the role of the parameter s corresponding to the solution to the TE-CCR \(T_{\gamma,s,1}\) of closed category.

A. Use of Internal Symmetries to Distinguish Between Multiple Solutions to the TE-CCR

The role of the parameter s in \(T_{\gamma,s,1}\) can be determined by examining the internal symmetries satisfied by \(T_{\gamma,s,1}\). It was shown in references [23] that the CTOA operator \(T_{\gamma,1}\) satisfies the following internal symmetries:

$$\Pi^{-1}T_{\gamma,1}\Theta\Pi = -T_{\gamma}$$

$$\Theta^{-1}T_{\gamma,1}\Theta = -T_{-\gamma}$$

$$\Pi^{-1}T_{\gamma,1}\Pi = T_{-\gamma}$$ (6)

where \(\Pi\) is the parity reversal operator, \((\Pi\varphi)(q) = \varphi(-q)\) and \(\Theta\) is the time reversal operator, \((\Theta\varphi)(q) = \varphi* (q)\). The physical significance of these internal symmetries were discussed in reference [23]. It can be shown that none of these symmetries are satisfied by \(T_{\gamma,s,1}\) if \(s \neq 0\), due to the presence of the second term in equation 5. As such, the parameter s corresponding to \(T_{\gamma,s,1}\) serves to break three particular internal symmetries for \(T_{\gamma,s,1}\), with the explicit form of those symmetries given by equation 6 and we can then mathematically distinguish between \(T_{\gamma,s,1}\) and \(T_{\gamma,1}\) in terms of the internal symmetries specified in equation 6.

It was also shown in references [23] that the CTOA operator \(T_{0,1}\) satisfies the following internal symmetries:

$$\Theta^{-1}T_{0,1}\Theta = -T_{0}$$

$$\Pi^{-1}T_{0,1}\Pi = T_{0}$$ (7)

The physical significance of these internal symmetries are discussed in reference [23]. None of these symmetries are satisfied by \(T_{0,s,1}\), again due to the presence of the second term in equation 5. So the role of s as an internal symmetry breaking parameter is further underscored, and we then see that the CTOA operator \(T_{0,1}\) differs from the solution to the TE-CCR \(T_{0,s,1}\) respectively with respect to the internal symmetry given in equation 7.

We pay particular attention to the second internal symmetry specified in equation 6 and the first internal symmetry specified in equation 7. Those internal symmetries, which involve the use of the time reversal operator alone, correspond to the following symmetry obeyed
by the classical arrival time:

$$- t(q, p) = t(q, -p)$$  \hspace{1cm} (8)$$

We note that equation 8 implies that a reversal of the classical arrival time can be carried out by a reversal of momentum. However, the second internal symmetry specified in equation 7 implies that due to the presence of the phase factor $\gamma$, in order for a full time reversal to occur, the phase must be reversed as well, since only by reversing the phase can the momentum be reversed. Because of this additional phase reversal operation, the second internal symmetry in equation 7 cannot be considered as a full time reversal symmetry despite it being the quantum analogue of equation 8. Instead, we call this internal symmetry $\tau$-symmetry. However, the first internal symmetry in equation 7 does not involve a reversal of the phase factor $\gamma$ in order for full time reversal to take place, and merely requires that the momentum be reversed; this internal symmetry is then said to be a proper time reversal operation. As such, we then say that the CTOA operator $T_{\gamma,1}$ is $\tau$-symmetric, whereas the solution to the TE-CCR $T_{\gamma,s,1}$ is non-\(\tau\)-symmetric. Similarly, we say that the CTOA operator $T_{0,1}$ is time reversal symmetric, whereas the solution to the TE-CCR $T_{\gamma,s,1}$ is non time reversal symmetric. We note that time reversal symmetry is a special case of $\tau$-symmetry, which can only be seen when $\gamma = 0$.

B. Physical Implications of $\tau$-symmetry

We have shown in the previous section that it is possible to distinguish between the solutions to the TE-CCR $T_{\gamma,1}$ and $T_{\gamma,s,1}$ as well as the solutions to the TE-CCR $T_{0,1}$ and $T_{0,s,1}$ via the internal symmetries given by equations 8 and 7 respectively. An effect of the lack of $\tau$-symmetry in $T_{\gamma,s,1}$ is that unlike the CTOA operator, all positive eigenvalues of $T_{\gamma,s,1}$ will not have negative eigenvalue counterparts of equal magnitude; that is, if $\tau_n$ is a positive eigenvalue of $T_{\gamma,s,1}$, then there will exist no negative eigenvalue $-\tau_n$ of $T_{\gamma,s,1}$ such that $|\tau_n| = |\tau_n|$. However, this is not just the only effect of the lack of $\tau$-symmetry in $T_{\gamma,s,1}$. To be able to determine other effects of the lack of $\tau$-symmetry in $T_{\gamma,s,1}$, we will compare the time evolution of the eigenfunctions of $T_{\gamma,s,1}$ with the eigenfunctions of $T_{\gamma,s,1}$, and the time evolution of the eigenfunctions of $T_{0,s,1}$ with the eigenfunctions of $T_{0,s,1}$.

1. Computation of the Eigenfunctions and the Eigenvalues of $T_{\gamma,s,1}$

Before we can actually do so, however, let us first determine the explicit form of the eigenfunctions of $T_{\gamma,s,1}$. First note that the eigenvalue equation for $T_{\gamma,s,1}$ can be written in the following form:

$$\varphi_{n,\gamma,\nu}^{s,1}(q) = -\frac{\mu}{4\hbar^2 \sin \gamma} \int_l^t ((q + q') + is(q - q')) \times$$

$$\left(e^{i\gamma(H(q - q') + e^{-i\gamma}H(q' - q)})\right) \varphi_{n,\gamma,\nu}^{s,1}(q') dq'$$  \hspace{1cm} (9)$$

where $\varphi_{n,\gamma,\nu}^{s,1}$ are the eigenfunctions of $T_{\gamma,s,1}$ and $\tau_n$ the corresponding eigenvalues. We solve for the eigenfunctions and eigenvalues of $T_{\gamma,s,1}$ in the same manner that we solved for the eigenfunctions and eigenvalues of the CTOA operator in references [23, 24]. In doing so, we find that the explicit form of the eigenvalues of $T_{\gamma,s,1}$ will have the explicit form:

$$\varphi_{n,\gamma,\nu}^{s,1}(q) = A_0 \, _1F_1\left(\frac{3 + is}{4}; \frac{1}{2}; \frac{-ir_n q^2}{l^2}\right) +$$

$$\alpha_1 q \, _1F_1\left(\frac{5 + is}{4}; \frac{3}{2}; \frac{-ir_n q^2}{l^2}\right)$$  \hspace{1cm} (10)$$

where $_1F_1(a; b; x)$ are hypergeometric functions, $A_0$ is the normalization constant, $r_n = \pm \frac{\mu l^2}{2\hbar^2}$, with $\tau_n$ the $n$th eigenvalue of $T_{\gamma,s,1}$, and

$$\alpha_1 = \frac{3A_0 \, _1F_1\left(\frac{3 + is}{4}; \frac{3}{2}; \frac{-ir_n (i - s)r_n}{l^2}\right)}{l \tan \gamma \left(\frac{r_n (1 - is)}{l^2} \right) _1F_1\left(\frac{5 + is}{4}; \frac{3}{2}; \frac{-ir_n}{l^2}\right) - \frac{3i \, _1F_1\left(\frac{5 + is}{4}; \frac{3}{2}; \frac{-ir_n}{l^2}\right)}{l \tan \gamma \left(\frac{r_n (1 - is)}{l^2} \right) _1F_1\left(\frac{5 + is}{4}; \frac{3}{2}; \frac{-ir_n}{l^2}\right)}}$$  \hspace{1cm} (11)$$

On the other hand, the eigenvalues $\tau_n$ of $T_{\gamma,s,1}$ are the roots of the characteristic equation $T_{11}T_{22} - T_{21}T_{12} = 0$, where

$$T_{11} = _1F_1\left(\frac{3 + is}{4}; \frac{1}{2}; \frac{-ir_n}{l^2}\right) -$$

$$\frac{r_n e^{-ir_n (1 + is)}}{\sin \gamma} \, _1F_1\left(\frac{3 + is}{4}; \frac{3}{2}; \frac{-ir_n}{l^2}\right)$$

$$T_{12} = -l \, _1F_1\left(\frac{5 + is}{4}; \frac{3}{2}; \frac{-ir_n}{l^2}\right) +$$

$$\frac{r_n e^{-ir_n (1 - is)}}{3 \sin \gamma} \, _1F_1\left(\frac{5 + is}{4}; \frac{5}{2}; \frac{-ir_n}{l^2}\right)$$

$$T_{21} = _1F_1\left(\frac{3 + is}{4}; \frac{1}{2}; \frac{-ir_n}{l^2}\right) +$$

$$\frac{r_n e^{ir_n (1 + is)}}{\sin \gamma} \, _1F_1\left(\frac{3 + is}{4}; \frac{3}{2}; \frac{-ir_n}{l^2}\right)$$

$$T_{22} = l \, _1F_1\left(\frac{5 + is}{4}; \frac{3}{2}; \frac{-ir_n}{l^2}\right) +$$

$$\frac{r_n e^{ir_n (1 - is)}}{3 \sin \gamma} \, _1F_1\left(\frac{5 + is}{4}; \frac{5}{2}; \frac{-ir_n}{l^2}\right)$$  \hspace{1cm} (12)$$

2. Special Case: $T_{\pi/2,s,1}$

We consider the operator $T_{\pi/2,s,1}$ separately from $T_{\gamma,s,1}$, where $\gamma \neq \pi/2$ as a special case, since when $\gamma$
assumes this value, the boundary conditions governing the elements of the domain of the Hamiltonian of the system assume the form $\varphi(-l) = -\varphi(l)$, which are antiperiodic. For this case, the eigenfunctions of $T_{\pi/2,s,1}$ are given in equation 10 bifurcate into odd and even parity components. Explicitly, these eigenfunctions will have the form

$$\varphi_{n,\pi/2,\nu}^{s,1,e}(q) = A_0 \, \text{F}_1\left( \frac{3 + is \cdot 1}{4}; \frac{3}{2}; -ir_n^{\nu} \right)$$

$$\varphi_{n,\pi/2,\nu}^{s,1,o}(q) = q A_1 \, \text{F}_1\left( \frac{5 + is \cdot 3}{4}; \frac{3}{2}; -ir_n^{\nu} \right)$$

where $A_0$ and $A_1$ are normalization constants and the notations $e$ and $o$ in the superscript denoting whether the eigenfunction has even or odd parity, respectively. On the other hand, the characteristic equations corresponding to $\varphi_{n,\pi/2,\nu}^{s,1,e}(q)$ and $\varphi_{n,\pi/2,\nu}^{s,1,o}(q)$ respectively will have the following explicit form:

$$-ir_n(1 + is) \, \text{F}_1\left( \frac{3 + is \cdot 1}{4}; \frac{3}{2}; -ir_n \right) + \text{F}_1\left( \frac{3 + is \cdot 1}{4}; \frac{3}{2}; -ir_n \right) = 0$$

$$ilr_n(1 - is) \, \text{F}_1\left( \frac{5 + is \cdot 5}{4}; \frac{5}{2}; -ir_n \right) + \text{F}_1\left( \frac{5 + is \cdot 5}{4}; \frac{5}{2}; -ir_n \right) = 0$$

The roots of these equations will then give us the eigenvalues corresponding to the eigenfunctions of $T_{\pi/2,s,1}$.

3. Computation of the Eigenfunctions and the Eigenvalues of $T_{0,s,1}$

For the solution to the TE-CCR $T_{0,s,1}$, we use the same techniques used to solve for the eigenfunctions and eigenvalues of the CTOA operator $T_{0,s,1}$. In doing so, we find that $T_{0,s,1}$ will have two sets of linearly independent eigenfunctions. The explicit form of the first set, which is of odd parity and which we designate as $\varphi_{n,0,\nu}^{s,1,o}$, is identical to the odd parity eigenfunctions of $T_{\pi/2,s,1}$ given by equation 13. Furthermore, the characteristic equation which gives the eigenvalues corresponding to the odd parity eigenfunctions $\varphi_{n,0,\nu}^{s,1,o}(q)$ is identical to equation 10. On the other hand, it can be shown that the second set of eigenfunctions of $T_{0,s,1}$, which we designate as $\varphi_{n,0,\nu}^{s,1,e}(q)$, will have the following explicit form:

$$\varphi_{n,0,\nu}^{s,1,e}(q) = A_0 \, \text{F}_1\left( \frac{3 + is \cdot 3}{4}; \frac{3}{2}; -ir_n^{\nu} \right) + 2A_0(1 - is) \, \text{F}_1\left( \frac{3 + is \cdot 3}{4}; \frac{3}{2}; -ir_n^{\nu} \right)$$

$$-ir_n(1 + is) \, \text{F}_1\left( \frac{3 + is \cdot 3}{4}; \frac{3}{2}; -ir_n^{\nu} \right) + \text{F}_1\left( \frac{3 + is \cdot 3}{4}; \frac{3}{2}; -ir_n^{\nu} \right) = 0$$

4. Time Evolution of the Eigenfunctions of $T_{\gamma,s,1}$

Having computed for the eigenfunctions of $T_{\gamma,s,1}$, we now proceed to evolve these eigenfunctions over time, in the same manner that the CTOA operator eigenfunctions were evolved. We present in this portion of the paper the results for the time evolution of the odd parity eigenfunctions of $T_{\pi/2,s,1}$ as well as the time evolution of the even parity eigenfunctions of $T_{0,s,1}$ only, similar results can be obtained when one evolves the other eigenfunctions of $T_{\gamma,s,1}$.

We first consider the time evolution of the odd parity eigenfunctions of $T_{\pi/2,s,1}$. As shown in figure 2a, if $s = 0$, $\varphi_{n,\pi/2,\nu}^{0,1,o}(q,t)$ will evolve in such a way that at $t = \tau_n$, the
position probability density $|\varphi_{n,\pi/2,\nu}^{s,1.0}(q,t)|^2$ will exhibit two definite symmetric peaks with a node at the origin; this behavior leads us to call these eigenfunctions nodal eigenfunctions of $T_{\pi/2,0,1}$. At this instant of time, the position variance of $\varphi_{n,\pi/2,\nu}^{0,1.0}(q,t)$, which we designate as $\sigma^2(t)$, is a minimum, as shown in figure 2a. One can then say that at $t = \pm \tau_n$, $\varphi_{n,\pi/2,\nu}^{0,1.0}(q,t)$ has unitarily arrived at the origin, by virtue of the variance attaining a minimum value.

However, if $s \neq 0$, $\varphi_{n,\pi/2,\nu}^{s,1.0}(q,t)$ will not unitarily arrive at the origin; this is because, as shown in figures 1b to 1d, the position probability density $|\varphi_{n,\pi/2,\nu}^{s,1.0}(q,t)|^2$ will become more diffuse as $s$ increases, and the position variance of $\varphi_{n,\pi/2,\nu}^{s,1.0}(q,t)$, $\sigma^2(t)$, will achieve a minimum value at an instant of time not equal to the eigenvalue corresponding to $\varphi_{n,\pi/2,\nu}^{s,1.0}(q,t)$, as shown in figures 2b to 2d. Furthermore, the instant of time when $\sigma^2(t)$ is a minimum, $t_{min}$, will be farther away from the eigenvalue corresponding to $\varphi_{n,\pi/2,\nu}^{s,1.0}(q,t)$, $\tau_n$, as $s$ increases, as shown in figures 2b to 2d. Hence, we can then conclude that the physical interpretation of the $\tau$-symmetric solution to the TE-CCR $T_{\pi/2,0,1}$ is different from the physical interpretation of the non $\tau$-symmetric solution to the TE-CCR $T_{\pi/2,s,1}$. Let us now consider the time evolution of the even parity eigenfunctions of $T_{0,s,1}$. For the time reversal

FIG. 3: (Color Online) Quantum carpets generated by $\varphi_{n,0,1,0}^{s,1.0}(q,t)$ corresponding to the first ten eigenvalues as a function of both position and time, for $l = 1$ and $s = 0$ (a), $s = 5$ (b), $s = 10$ (c) and $s = 15$ (d).

FIG. 4: Plots of the minimum value of the variance $\sigma^2(t_{min})$ of $\varphi_{n,0,1,0}^{s,1.0}(q,t)$ corresponding to the first ten eigenvalues as a function of eigenvalue order (solid line and circular markings) superimposed over the plots of the value of the variance at the eigenvalue $\sigma^2(\tau_n)$ as a function of eigenvalue order (broken line and cross markings) for $s = 0$ (a), $s = 5$ (b), $s = 10$ (c) and $s = 15$ (d).
symmetric solution to the TE-CCR $T_{0,1}$, its time evolved even parity eigenfunctions $\varphi_{n,0,\nu}^{0,1,e}(q,t)$ will evolve in such a way that at $t = \tau_n$, the position probability density $|\varphi_{n,0,\nu}^{0,1,e}(q,t)|^2$ will exhibit a single peak centered about the the origin, as shown in figure 4a; this behavior leads us to call these eigenfunctions non-nodal eigenfunctions of $T_{0,1}$ (to distinguish them from the nodal eigenfunctions). At this instant of time, the variance of $\varphi_{n,0,\nu}^{0,1,e}(q,t)$ is a minimum, as shown in figure 4a. One can then say that at $t = \tau_n$, $\varphi_{n,0,\nu}^{0,1,e}(q,t)$ has unitarily arrived at the origin, by virtue of the variance attaining a minimum value and the position expectation value achieving the closest possible value to zero at this instant of time.

However, if $s \neq 0$, $\varphi_{n,0,\nu}^{s,1,e}(q,t)$ will not unitarily arrive at the origin; this is because, as shown in figures 3b to 3d, the position probability density $|\varphi_{n,0,\nu}^{s,1,e}(q,t)|^2$ will become more diffuse as $s$ increases, and $\sigma^2(t)$ will achieve a minimum value at an instant of time not equal to the eigenvalue corresponding to $\varphi_{n,0,\nu}^{s,1,e}(q,t)$, as shown in figures 4b to 4d. Furthermore, the instant of time when $\sigma^2(t)$ is a minimum, $t_{\min}$, will be farther away from the eigenvalue corresponding to $\varphi_{n,0,\nu}^{s,1,e}(q,t)$, $\tau_n$, as $s$ increases, as shown in figures 4b to 4d. Hence, we can then conclude that the physical interpretation of the non time reversal symmetric solution to the TE-CCR $T_{0,1}$ is different from the physical interpretation of the non time reversal symmetric solution to the TE-CCR $T_{0,s,1}$.

### IV. EXISTENCE OF MULTIPLE SOLUTIONS TO THE TE-CCR OF DENSE CATEGORY

Having shown that multiple solutions to the TE-CCR of closed category can be constructed, and having shown that it is possible to physically distinguish between these multiple solutions to the TE-CCR of closed category from each other via $\tau$-symmetry, we proceed to determine whether the same is true for multiple solutions to the TE-CCR of dense category.

#### A. Solutions to the TE-CCR of Dense Category

Let us now consider the second category of solutions $T_{\gamma,0,2}$ to the TE-CCR. Falling under this category is the characteristic time operator, or CTO, which was first introduced by Galapon in reference $[24]$ and whose physical interpretation was given in reference $[32]$. Now it has been shown by Galapon in reference $[24]$ that the CTO can generate an infinite number of self-adjoint and compact solutions to the TE-CCR of dense category, by adding a term which commutes with the system’s Hamiltonian $H_s$. The resulting time operator, which we call the generalized characteristic time operator (GTO), will have the following form in position representation:

$$
(T_{\gamma,0,2}\varphi)(q) = \int_{-\infty}^{\infty} \langle q | T_{\gamma,0,2} | q' \rangle \varphi(q')dq'
$$

(19)

where the kernel $\langle q | T_{\gamma,0,2} | q' \rangle$ of the GTO $T_{\gamma,0,2}$ has the following explicit form:

$$
\langle q | T_{\gamma,0,2} | q' \rangle = i\hbar \sum_{k,k'=-\infty}^{+\infty} \phi_k^\gamma(q)\phi_{k'}^{\gamma*}(q') + \sum_{k=-\infty}^{\infty} \alpha_k\phi_k^\gamma(q)\phi_k^{\gamma*}(q')
$$

(20)

where the prime in the summation denotes that $k \neq k'$ and $\alpha_k$ is an element of a bounded sequence of real numbers $\alpha = \{\alpha_k\}_{k=1}^{\infty}$, which we call the $\alpha$ sequence corresponding to the GTO. Note that the first term of equation (20) is actually the kernel for the CTO, while the second term of equation (20) can be shown to commute with the Hamiltonian of the system. As such, this implies that the GTO is still a solution to the TE-CCR of dense category, with the canonical domain of the GTO identical to the canonical domain of the CTO. Furthermore, imposing appropriate conditions on the elements of the real valued sequence $\alpha$, e. g. $\sum_{k=-\infty}^{\infty} |\alpha_k|^2 < \infty$ ensures that equation (20) is square integrable, which means the GTO is self-adjoint and compact. Because there are an infinite number of $\alpha$ sequences that can be chosen to ensure that the GTO is self-adjoint, compact and a solution to the TE-CCR of dense category, there now arises the question of whether we can mathematically and physically distinguish between multiple GTOs without having to resort to determining the explicit form of their corresponding $\alpha$ sequences. We will answer this question in the next portion of the paper, but before we do so, let us first examine the physical interpretation of the CTO and how it can be shown to be mathematically distinct from other forms of the GTO.

#### B. Physical interpretation of the CTO and how it is mathematically distinct from the GTO

The physical interpretation of the CTO was first stated in reference $[32]$, and was made using the function

$$
P_I[n,n'] = |\langle \varphi_{n',\gamma,\nu} | U_t | \varphi_{n,\gamma,\nu} \rangle|^2
$$

(21)

which is also known as the transition probability, or the probability that the time evolved CTO eigenfunctions $|\varphi_{n,\gamma,\nu}(t)\rangle$ will make a transition to $|\varphi_{n',\gamma,\nu}\rangle$ at an instant of time $t$. As shown in figure 5a, the plot of $P_I[n,n']$ as a function of time will have a single, well-defined peak whose maximum value is numerically close to, if not equal to, one, at an instant of time $t_{\max}$, furthermore, the peak will be very narrow, signifying that any measurement of the instant when $|\varphi_{n,\gamma,\nu}\rangle$ will make

$$
\frac{\partial}{\partial t} \langle \varphi_{n,\gamma,\nu} | H_s | \varphi_{n,\gamma,\nu} \rangle = \frac{\partial}{\partial t} \omega n
$$

where $\omega n$ is defined as the Hamiltonian of the system. As such, this implies that the Hamiltonian of the system. As such, this implies that the Hamiltonian of the system. As such, this implies that the Hamiltonian of the system. As such, this implies that the Hamiltonian of the system. As such, this implies that the Hamiltonian of the system. As such, this implies that the Hamiltonian of the system.
a transition to $|\varphi_{n',\gamma,\nu}\rangle$ will be very accurate. On the other hand, as shown in figure 6a, plotting $t_{\text{max}}$ as a function of $\tau_n - \tau_{n'}$ will result in a linear graph whose slope is numerically very close to, if not equal to, one, with $\tau_n - \tau_{n'}$ asymptotically approaching zero, signifying that $t_{\text{max}}$ is numerically very close to, if not equal to, $\tau_n - \tau_{n'}$. Based on these plots, the CTO can be interpreted as a time operator whose time-evolved eigenfunctions $|\varphi_{n,\gamma,\nu}(t)\rangle = U_t |\varphi_{n,\gamma,\nu}\rangle$ will make transitions to other CTO eigenfunctions $|\varphi_{n',\gamma,\nu}\rangle$ at an instant of time very close to, if not equal to, $t = \tau_n - \tau_{n'}$, the difference between the eigenvalues corresponding to those eigenfunctions, so long as the difference between those eigenvalues asymptotically approaches zero.

Now the CTO and the GTO are distinct from each other with respect to $\tau$-symmetry. In particular, the CTO is $\tau$-symmetric; this can be shown by making use of the observation that $E_{k,\gamma} = E_{-k,-\gamma}$. However, it can be shown that the GTO $T_{1,\alpha,2}$ does not satisfy $\tau$-symmetry; this is due to the presence of the $\alpha$ sequence in the GTO’s kernel. Hence, we can distinguish between the CTO and the GTO via $\tau$-symmetry, with the CTO $T_{\gamma,\alpha,2}$ being $\tau$-symmetric and the GTO $T_{\alpha,\alpha,2}$ not $\tau$-symmetric. Also, the $\alpha$ sequence can then be seen as a $\tau$-symmetry breaking sequence for a GTO so long as it has nonzero elements.

C. Physical Implications of $\tau$-Symmetry on the GTO

We now investigate the effects of the presence or absence of $\tau$-symmetry in the GTO. To do so, we first compute for the eigenfunctions and eigenvalues of a particular form of the GTO. We then evolve the eigenfunctions of this GTO, over time, and compare the dynamics of this GTO with the dynamics of the time-evolved CTO eigenfunctions.

1. Computation of the Eigenvalues and the Eigenfunctions of the GTO

We compute for the eigenfunctions and eigenvalues of the GTO using the methods presented in reference [32] to compute for the eigenvalues and eigenfunctions of the CTO. Specifically, we use the energy representation of the GTO, which is an infinite matrix whose nondiagonal elements are identical to the nondiagonal elements of the energy representation of the CTO. However, the diagonal elements of the energy representation of the GTO will have the explicit form

$$ (T_{\gamma,\alpha,2})_{jj} = \alpha_k $$

which are different from the diagonal elements of the energy representation of the CTO, which are all equal to zero. We then truncate the resulting infinite matrix and compute for the eigenfunctions and eigenvalues of the resulting finite truncated matrix. We are assured that the resulting eigenfunctions and eigenvalues of this truncated matrix are numerically close to the actual eigenvalues $\tau_n$ and eigenfunctions $|\varphi_{n,\gamma,\nu}\rangle$ of the GTO, since the GTO is a compact operator [34].

2. Time Evolution of the GTO Eigenfunctions

Once we are able to compute for the eigenfunctions of the GTO, we then proceed to evolve these eigenfunctions over time, and we utilize the transition probability, whose explicit form is given by equation [21] in order to determine the probability that a time-evolved GTO eigenfunction $U_t |\varphi^{0,2}_{n,\gamma,\nu}\rangle = |\varphi^{0,2}_{n,\gamma,\nu}(t)\rangle$ will make a transition to another GTO eigenfunction $|\varphi^{0,2}_{n',\gamma,\nu}\rangle$. We then compare the resulting transition probabilities corresponding to the time-evolved GTO eigenfunctions with the transition probabilities corresponding to the time-evolved CTO eigenfunctions. The $\alpha$ sequence of the GTO to be considered in this section is $\alpha = \{E_{k,\gamma}\}^\infty_{k=-\infty}$, with $n \geq 2$ and $E_{k,\gamma}$ the energy eigenvalues for the system, which is not $\tau$-symmetric. This $\alpha$ sequence was chosen in order to ensure that the kernel for the GTO will remain square integrable, thus preserving the self-adjointness and compactness of the GTO.
The results of our analysis of the dynamics of the GTO eigenfunctions via the transition probability are shown in figures 5 and 6. Figures 5b to 5d show that the plot of the transition probability generated by the time-evolved GTO eigenfunctions will most likely not have a single, well-defined peak which is localized at a single instant of time \( t_{\text{max}} \), and if there is such a peak, the height of the peak will not be very close to or even equal to one. Furthermore, figures 6b to 6d show that the time when \( P[n, n'] \) will attain a maximum value, \( t_{\text{max}} \), will not be close to, or even equal to, the difference between the eigenvalues \( \tau_n - \tau_{n'} \) corresponding to the GTO eigenfunctions used to compute the transition probability, even if \( \tau_n - \tau_{n'} \to 0 \). As such, one cannot then physically interpret the GTO \( T_{2,0,\gamma} \) whose corresponding \( \alpha \) sequences will have nonzero elements in the same manner as the CTO \( T_{2,0,\gamma} \).

V. DISCUSSION

We have shown in this work that there exist multiple solutions to the TE-CCR of the same category, which may be distinguished from each other via particular internal symmetries involving time reversal, in particular the symmetry which we call \( \tau \)-symmetry. We have also shown that the presence or absence of \( \tau \)-symmetry in particular elements of a given set of solutions to the TE-CCR of the same category can affect the dynamics of those solutions to the TE-CCR, thus affecting not just the manner by which we interpret those solutions to the TE-CCR via the system’s internal unitary dynamics, but also ensuring that certain \( \tau \)-symmetric solutions to the TE-CCR of a given category will be physically distinct from their non-\( \tau \)-symmetric counterparts within that category.

This work, however, raises questions with regards to the precise role of the system’s internal symmetries in formulating quantum time observables. In particular, how exactly are we to interpret non-\( \tau \)-symmetric quantum time observables? More generally, is \( \tau \)-symmetry necessary in order to physically interpret quantum time observables? To be able to answer both of these questions, it is necessary to further investigate the dynamical behavior of the non-\( \tau \)-symmetric ATO and GTO, in order for us to be able to determine whether or not one can still use the system’s internal unitary dynamics to provide a physical interpretation to the ATO and GTO, and determine as well whether \( \tau \)-symmetry, or in general the internal symmetries of a system, is necessary in order to formulate solutions to the TE-CCR.

This work has been supported by a UP System Grant.

[1] Y. Aharonov and D. Bohm, Phys. Rev., 122, 1649 (1961)
[2] G. R. Allcock, Ann. Phys. (N.Y.) 53, 253 (1969); 53, 286 (1969); 53, 311 (1969)
[3] J. Kijowski Rep. Math. Phys., 6, 363 (1974)
[4] B. Misra and E. C. G. Sudarshan, J. Math. Phys., 18, 756 (1977)
[5] M. D. Srinivas and R. Vijayalakshmi, Pramana 16, 173 (1981)
[6] M. Buttiker and R. Landauer, Phys. Rev. Lett. 49, 1739 (1982)
[7] D. Sokolovski and L. M. Baskin, Phys. Rev. A, 36, 4604 (1987)
[8] J. B. Hartle, Phys. Rev. D, 37, 2818 (1988); Phys. Rev. D, 44, 3173 (1991)
[9] S. Brouard, R. Sala and J. G. Muga, Phys. Rev. A, 49, 4312 (1994)
[10] N. Yamada and S. Takagi, Prog. Theor. Phys., 85, 985 (1991); Prog. Theor. Phys., 86, 599 (1991); Prog. Theor. Phys., 87, 77 (1992)
[11] P. Busch et. al., Phys. Lett. A 191, 357 (1994)
[12] L. S. Schulman, A. Ranfagni and D. Mugnai, Phys. Scripta, 49, 536 (1994)
[13] J. J. Halliwell, Phys. Lett. A, 207, 237 (1995)
[14] Ph. Blanchard and A. Jadczyk, Helv. Phys. Acta 69, 613 (1996)
[15] N. Grot, C. Rovelli and R. S. Tate, Phys. Rev. A, 54,
4676 (1996)

[16] R. Giannitrapani, Int. Jour. Theor. Phys. 36, 1575 (1997)
[17] D. T. Pegg, Phys. Rev. A, 58, 4307 (1998)
[18] J. G. Muga and C. R. Leavens, Phys. Rep. 3368, 353 (2000)
[19] I. L. Egusquiza and J. G. Muga, Phys. Rev. A, 61, 012104 (1999) and Phys. Rev. A, 61, 059901(E) (2000)
[20] J. G. Muga, R. Sala Mayato R and I. L. Egusquiza (eds.) Time in Quantum Mechanics (Springer, Berlin 2002)
[21] Anastopoulos C and Savvidou N 2006 J. Math. Phys. 47 122106; 2008 J. Math. Phys. 49 022101; 2008 J. Math. Phys. 49 022103
[22] E. A. Galapon, Proc. R. Soc. London, Ser. A., 487, 451 (2002)
[23] E. A. Galapon, Time and Matter ed. I Bigi and M Faessler (World Scientific, Singapore 2006), p. 133
[24] E. A. Galapon, Proc. R. Soc. London, Ser. A., 487, 2671 (2002)
[25] E. A. Galapon, R. F. Caballar and R. T. Bahague, Phys. Rev. Lett., 93, 180406 (2004)
[26] E. A. Galapon, Jour. Math. Phys. 45, 3180 (2004)
[27] E. A. Galapon, R. F. Caballar and R. T. Bahague, Phys. Rev. A., 72, 062107 (2005)
[28] E. A. Galapon, Int. J. of Mod. Phys. A, 21, 6351-6381 (2006)
[29] E. A. Galapon and A. Villanueva, J. Phys. A: Math. Theor., 41, 455302 (2008)
[30] E. A. Galapon, Proc. R. Soc. London, Ser. A, 465, 2101 (2009)
[31] A. Arai and Y. Matsuzawa, Rev. Math. Phys., 20, 951 (2008)
[32] R. C. F. Caballar and E. A. Galapon, Phys. Lett. A, 373, 2660 (2009)
[33] L. Ocampo, Time Reversal Symmetry Broken Confined Quantum Time of Arrival Operators, B. S. thesis, University of the Philippines (2007)
[34] A. Taylor and J. G. Lay, Introduction to Functional Analysis, (John Wiley and Sons, New York, 1982)