DARCY’S LAW WITH A SOURCE TERM
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Abstract. We introduce a novel variant of the JKO scheme to approximate Darcy’s law with a pressure dependent source term. By introducing a new variable that implicitly controls the source term, our scheme is still able to use the standard Wasserstein-2-metric even though the total mass changes over time. Leveraging the dual formulation of our scheme, we show that the discrete-in-time approximations satisfy many useful properties expected for the continuum solutions, such as a comparison principle and uniform \( L^1 \)-equicontinuity. Many of these properties are new even in the well-understood case where the growth term is absent. Finally, we show that our discrete approximations converge to a solution of the corresponding PDE system, including a tumor growth model with a general nonlinear source term.

1. Introduction

In this paper, we study Darcy’s law with a pressure-dependent growth term, or more precisely the following equations

\[
(P) \quad \rho_t - \nabla \cdot (\rho \nabla p) = \rho G(p, x) \quad \text{and} \quad p \in \partial s(\rho) \quad \text{in} \quad \mathbb{R}^d \times [0, T],
\]

with initial data \( \rho_0 \). Here \( \rho = \rho(x, t) \) represents the density of a flowing material, \( p \) is the pressure generated by the internal energy

\[
E(\rho) = \int_{\mathbb{R}^d} s(\rho(x)) \, dx, \tag{1.1}
\]

and \( G \) is a pressure dependent growth term. \( (P) \) can be used to describe tumor growth models, where the malignant growth is limited only by the buildup of pressure when cells become too densely packed [Per14]. In order to capture this behavior, it is natural to restrict \( s \) to be a convex, increasing and superlinear function. Examples that we have in mind include the Rényi energy given by

\[
s_m(\rho) := \frac{1}{m-1} \rho^m \quad \text{when} \quad \rho \geq 0, \quad \text{otherwise} \quad + \infty.
\]

for \( m > 1 \), and its singular limit obtained as \( m \to \infty \) given by

\[
s_\infty(\rho) := 0 \quad \text{when} \quad 0 \leq \rho \leq 1, \quad \text{otherwise} \quad + \infty.
\]

\( s = s_\infty \) is a natural choice of internal energy for incompressible tumor growth models (see for instance [PQV14]).

Our goal is to introduce a discrete-in-time variational scheme (minimizing movements) to approximate solutions of \( (P) \). When the growth term \( G \) is absent, the system of equations \( (P) \) can be formally written as the gradient flow of the internal energy in 2-Wasserstein space (see [Ott01] for the case \( s = s_m \) and [MRS11] [AKY14] for \( s = s_\infty \)). With the presence of \( G \), it is no longer clear whether the equation can be realized as a gradient flow. First of all, in most scenarios, the energy \( E \) increases along the flow. As such, any gradient flow formulation must locate a different “energy” that is actually dissipated along the flow. Secondly, one must also deal with the fact that the total mass of the density is not constant in time. This obstructs a straightforward application of a 2-Wasserstein minimizing movements scheme (a.k.a. the JKO scheme [JKO08]), as the standard notion of optimal transport is only defined between densities.
with the same mass. While it is possible to consider a modified version of Wasserstein distance to allow for changing mass (see for instance [GLOP19, CPSV18, Ben03]), the resulting gradient flow cannot capture the full generality of \((P)\). For instance, in the case of the specific choice of \(s = s_\infty\), the gradient flow formulation restricts the growth term to be linear and homogenous with respect to the pressure (see [CDM17, GLM19]).

In this paper, we introduce a new discrete-in-time variational scheme for approximating the equation \((P)\). In contrast to previous results (e.g. [LMS16, CDM17, GLM19]), we do not modify the Wasserstein metric. Instead, we introduce an additional variational term that allows us to implicitly solve for the growth rate at each time step. The advantage of this perspective is that our scheme can approximate any flow of the form \((P)\). Furthermore, the dual problem associated to our scheme has a very efficient numerical implementation using the recently introduced back-and-forth method [JL19, JWL]. In particular, the numerical implementation via the back-and-forth method does not require introducing an additional time dimension, which allows for a faster computation time than schemes based around the Benamou-Brenier formula. In addition, our scheme has no difficulty with the singular energy \(s_\infty\) and produces a sharp boundary (see Proposition 3.9).

In what follows, we will also show that our scheme captures many of the favorable properties of the underlying PDE \((P)\), such as the comparison principle, finite propagation properties, and various uniform bounds, as well as an \(L^1\)-equicontinuity property that generalizes the \(BV\) bounds obtained in [PQV14]. Let us emphasize that some of these properties for discrete-time solutions are new even when \(G = 0\). Using these properties, we then show that the scheme converges to a solution of the continuum PDE \((P)\) as the time step tends to zero.

1.1. The discrete-in-time scheme. The following discussion is a quick introduction of our scheme and its dual formulation. A detailed analysis, including existence and uniqueness of the extreme values, will be delayed until Section 3.

Given a time horizon \(T > 0\), we choose a smooth, convex, and bounded domain \(\Omega\) that is sufficiently large to contain the flow in the time window \([0, T]\) (see Theorem 1.3 and the discussion in the beginning of Section 6 for more information on the choice of \(\Omega\)). We then construct a discrete-in-time approximation to \((P)\) as follows. For a fixed time step size \(\tau > 0\), we define \(\rho^{0,\tau} := \rho_0\) and then iterate the variational problem:

\[
(\rho^{n+1,\tau}, \mu^{n+1,\tau}) := \text{argmin}_{\rho \in X, \mu \in AC(\rho^n, \tau)} J(\rho, \mu, \rho^n, \tau)
\]

where \(X := \{\rho \in L^1(\Omega) : E(\rho) < \infty\}\) and \(AC(\rho)\) denotes the space of measures absolutely continuous with respect to \(\rho\),

\[
J(\rho, \mu, \rho^n, \tau) := E(\rho) + \tau F(\mu, \rho^n, \tau) + \frac{1}{2\tau} W^2_2(\rho, \rho^n, \tau + \tau \mu),
\]

and

\[
F(\mu, \rho^n, \tau) := \begin{cases} 
\int_{\Omega} \rho^n(x) f \left( \frac{\mu(x)}{\rho^n(x)}, x \right) dx & \text{if } \mu \in AC(\rho^n, \tau), \\
+\infty & \text{else.}
\end{cases}
\]

Here \(f = f(z, x)\) is the unique function defined by

\[
\begin{cases} 
 f(G(0, x), x) = 0; \\
 \partial_z f(z, x) = \{-b : z = G(b, x)\} & \text{when the set is nonempty, otherwise } +\infty.
\end{cases}
\]

Our scheme differs from the usual JKO scheme due to the terms involving the variable \(\mu\). Indeed, \(\mu(x)\) represents the amount of additional mass added at location \(x\), and \(f\) is a term that
encourages growth at the locations where \( \rho^{n,\tau}(x) \neq 0 \). Due to the growth term, we no longer expect to have the dissipation property \( E(\rho^{n+1,\tau}) \leq E(\rho^{n,\tau}) \).

We can recover the discrete analogue of the pressure variable in \((P)\) by applying convex duality to our scheme. Indeed, the pressure at the \((n+1)\)-th step solves the dual problem to \((1.2)\),

\[
p_{n+1,\tau} \in \arg\max_{p \in X^*} J^*(p, \rho^{n,\tau}).
\]

Here,

\[
J^*(p, \rho^{n,\tau}) = \int_\Omega \rho^{n,\tau}(x) \left( p^c(x) + \tau \bar{G}(p^c(x), x) \right) dx - \int_\Omega s^*(p(x)) dx,
\]

where \( \partial_z \bar{G}(z, x) = G(z, x) \), \( s^* \) is the Legendre transform of \( s \), and

\[
p^c(x) := \inf_y p(y) + \frac{1}{2\tau} |y - x|^2,
\]

is the quadratic \( c \)-transform which plays an essential role in optimal transport. In Section\(^3\) we will derive the connection between the primal and dual problems, including the relation \( p_{n+1} \in \partial s(\rho_{n+1}) \) (see Proposition\(^3.2\)).

Much of our subsequent analysis will focus on the dual problem \((1.5)\), which in many ways is easier to study than the primal problem. This is due to the fact that variations of the \( c \)-transform are easier to study than variations of the 2-Wasserstein distance (which essentially requires introducing a dual variable anyway). Of course, one could have also chosen problem \((1.5)\) as the starting point for the scheme, however, the physical interpretation of the primal problem is much clearer than that of the dual problem. Note that when \( s \) and \( s^* \) are differentiable, the second condition in \((P)\) yields

\[
p = s'(\rho), \quad \rho = (s^*)'(p).
\]

Hence \((P)\) can be written in a weak form as

\[
((s^*)'(p))_t - \Delta s^*(p) = \rho G(p, x).
\]

This is a nonlinear parabolic equation in terms of \( p \), whose particular structure is discussed in the classical paper\(^{AL83}\). This perspective further clarifies why it is easier to work with the dual problem. Indeed, many of the beneficial properties that we develop from the dual problem are related to the parabolic structure of the pressure equation.

1.2. Assumptions and Main results. Throughout the paper, we require the energy density function \( s : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \) to be proper, convex, lower semi-continuous, superlinear, and satisfy

\[
s(y) = +\infty \text{ if } \{y < 0\}, \quad s(0) = 0, \quad s(\rho) \text{ is increasing in } [0, \infty), \quad \text{and } \lim_{z \to 0^+} \frac{s(z) - s(0)}{z} = 0.
\]

The first condition forces the density function to be nonnegative, while the second and third conditions, \( s(0) = 0 \) and \( s(\rho) \) increasing, are physically natural for tumor growth models. In addition, these two conditions ensure that solutions stay compactly supported if initially so (see Section\(^3\)). The last condition is only for notational convenience — this condition ensures that the density variable is positive whenever the pressure is positive. Without this assumption, one would have to constantly refer to pressure values in the set \( \partial s((0, \infty)) \), which quickly gets quite cumbersome.

As for \( G \) we assume the following conditions:

(G1) \( G(0, x) \) is strictly positive for all \( x \).

(G2) \( G(z, x) \) is Lipschitz continuous with respect to \((z, x) \in \mathbb{R} \times \mathbb{R}^d\) and decreasing with respect to \( z \).

(G3) for all \( x \) there exists \( b(x) \) such that \( G(b(x), x) = 0 \), and \( 0 \leq b_0 \leq b(x) \leq b_1 < \infty \) for all \( x \in \mathbb{R}^d \).
\[(G4) \quad B := \sup_{(z,x) \in \mathbb{R}^+ \times \mathbb{R}^d} |G(z, x)| < \infty.\]

Assumptions \((G1)-(G3)\) are physically natural and correspond to the assumptions that growth occurs when the pressure is zero, growth slows continuously as the pressure increases, and at each location there is a threshold value where growth will cease if the pressure becomes too high. \((G4)\) is a technical condition bounding the growth rate, which will streamline our subsequent analysis. This condition could almost certainly be weakened, for instance to local bounds within the range of pressure. However, in the context of tumor growth models, we do not believe unbounded growth is relevant enough to justify the additional complication.

To approximate the equation \((P)\), we define the piecewise-constant-in-time interpolations

\[
\begin{align*}
\rho^\tau(x, t) &:= \rho^{n+1, \tau}(x) \quad \text{if } t \in [n\tau, (n+1)\tau), \\
\mu^\tau(x, t) &:= \mu^{n+1, \tau}(x) \quad \text{if } t \in [n\tau, (n+1)\tau), \\
p^\tau(x, t) &:= p^{n+1, \tau}(x) \quad \text{if } t \in [n\tau, (n+1)\tau),
\end{align*}
\]

starting with some given nonnegative initial data \(\rho^{0, \tau} = \rho_0\). We assume that \(\rho_0\) is compactly supported with

\[
\inf \partial s(\hat{M}_0) < \infty \text{ where } \hat{M}_0 := \|\rho_0\|_\infty. \tag{1.9}
\]

Note that in particular \(\hat{M}_0 < \infty\).

We first point out that the choice of \(\Omega\), if sufficiently large for the given time range, does not affect the discrete-time solutions. Indeed, if \(\rho_0\) is compactly supported and bounded, then \((\rho^\tau, \mu^\tau, p^\tau)\) stay compactly supported and bounded (see Theorem 1.3 and the discussion in the beginning of Section 6).

In the next two theorems, we will denote \(Q := \mathbb{R}^d \times [0, T]\), with \(\Omega\) sufficiently large. We will then show that \((\rho^\tau, \mu^\tau, p^\tau)\) converge to a continuum solutions of \((P)\) as we take \(\tau \to 0\). To be more precise, we have

**Theorem 1.1.** Let \(M_0 := \max(b_1, \inf \partial s(\|\rho_0\|_{L^\infty(\mathbb{R}^d)}))\), where \(b_1\) is given in \((G3)\). Suppose either \(s \in C^1_{\text{loc}}([0, \infty))\) or \(G(\cdot, x)\) is affine in \([0, M_0]\) for all \(x \in \mathbb{R}^d\). Then for any \(T > 0\),

(a) For all \(\tau \leq (2B)^{-1}\), \(\rho^\tau, \mu^\tau, p^\tau_+\) are uniformly bounded in \(L^\infty(Q)\).

There exists \(\rho, p \in L^\infty(Q)\) such that, as \(\tau \to 0\), up to a subsequence,

(b) \(\mu^\tau \rightharpoonup \rho G(p, x) \text{ in } L^1([0, T]; W^{-1,1}(\mathbb{R}^d))\);

(c) \(\rho^\tau \rightharpoonup \rho \text{ in } L^1(Q)\);

(d) \(p^\tau_+ \rightharpoonup p \text{ and } s^*(p^\tau) \rightharpoonup s^*(p) \text{ in } L^1(Q)\). They also a.e. converge provided \(s \in C^1_{\text{loc}}([0, \infty))\).

Moreover,

(e) \((\rho, p)\) is a very weak solution of \((P)\) in the sense that \(p \in \partial s(\rho)\) a.e. and

\[
\int_0^{t_0} \int_{\mathbb{R}^d} \rho \phi_t + s^*(p)\Delta \phi + G(p, x)\rho \phi \, dx \, dt = \int_{\mathbb{R}^d} (\rho \phi)(x, t_0) - (\rho \phi)(x, 0) \, dx
\]

for any \(\phi \in C^\infty(\mathbb{R}^d)\) and for a.e. \(t_0 \in [0, T]\).

(f) If \(\rho_0 \in BV\), we also have \(\rho(t, \cdot) \in BV\) with its BV norm growing at most exponentially in time.

When \(s = s_\infty\), despite the irregular nature of the energy functional, strong monotonicity properties holds for \(\rho^\tau\) and \(p^\tau\), which leads to convergence results. In this case the initial data we consider is a compactly supported function \(\rho_0\) in \(\mathbb{R}^d\) with \(\rho_0 \leq 1\).

**Theorem 1.2.** Let \(s = s_\infty\). For any \(T > 0\), there exists \(\rho \in L^\infty(Q)\) and \(p \in L^2_{\text{loc}}([0, T]; H^1_{\text{loc}}(\mathbb{R}^d))\) such that (a), (b) and (f) in Theorem 1.1. Moreover,
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1.3. (c') $\rho^{\tau} \in [0,1]$ is monotone increasing in time, and converges to $\rho$ in $L^1(Q)$. If $\rho_0 \in \{0,1\}$ a.e., then $\rho^{\tau}, \rho \in \{0,1\}$ a.e..

(d') $p^{\tau}_x$ is monotone increasing in time, and converges to $p$ in $L^2(Q)$. Moreover $\nabla p^{\tau}_x \rightharpoonup \nabla p$ in $L^2(Q)$.

(e') $(\rho,p)$ is a weak solution of $(P)$ in the sense that $p(1-\rho) = 0$ a.e. and

$$\int_0^t \int_{\mathbb{R}^d} \rho \partial_t \phi - \nabla p \cdot \nabla \phi + G(p,x) \rho \phi \, dx \, dt = \int_{\mathbb{R}^d} (\rho \phi)(x,t_0) \, dx - (\rho \phi)(x,0) \, dx,$$

for any $\phi \in C_c^\infty(Q)$ and for a.e. $t_0 \in [0,T]$.

One of the key ingredients in establishing the above results is the comparison principle among the discrete solutions, which is of independent interest. Similar results have been obtained for the case of $E = E_m$ in [AKY14], but our argument generalizes and simplifies the original proof by arguing through the dual formulation of the scheme. As a consequence, we can construct barriers to show the density propagates with finite speed. In particular, this allows us to ensure that the evolution remains bounded in any finite time horizon. Another main ingredient used to establish the convergence result is the spatial equicontinuity of the density variables. The equicontinuity estimate is motivated from [JKT20], but requires a substantially different argument in this setting due to the presence of the growth term. We collect these results in the following theorem.

**Theorem 1.3.** (a) (Comparison principle) If $(p_1)^{n,\tau} \leq (p_2)^{n,\tau}$ both satisfying (3.2), then $(p_1)^{n+1,\tau} \leq (p_2)^{n+1,\tau}$ and $(p_1)_n^{n+1,\tau} \leq (p_2)_n^{n+1,\tau}$.

(b) (Finite-speed propagation) If $\rho_0$ is supported in $B_{R_0}$ satisfying (1.9), then there exists $R_1, R_2 > 0$ independent of $\tau$ such that

$$\text{spt } \rho^{\tau}(-,t) \subset B_{R_0 + R_1 + R_2 t}.$$

(c) $(L^1$-equicontinuity) For any $y \in \mathbb{R}^d$ and sufficiently small $\tau$ we have

$$\lim_{\epsilon \to 0} \int_0^T \int_{\mathbb{R}^d} |\rho^{\tau}(x+\epsilon y,t) - \rho^{\tau}(x,t)| \, dx \, dt = 0.$$

Further characteristics of $R_1, R_2$ and its dependence on $\rho_0$, $G$ and $s$ are given in Section 5 as well as in the Appendix A.

Lastly, we briefly study coincidence of our continuum solutions with other notions of solutions. Both weak solutions and viscosity solutions approach are available for the well-posedness of the tumor model with $s = s_\infty$ [KP18, MPQ, PQV14, AKY14, CKY18]. There its well-posedness and coincidence are established, as well as its characterization as the limit of weak solutions with $s = s_m$ as $m \to \infty$. Given the extensive analysis on the continuum solutions in aforementioned references, we do not pursue a qualitative analysis at the continuum level.

**Theorem 1.4** (Coincidence). (a) Suppose $s \in C^{1}_{loc}([0,\infty))$. Then under a condition (8.1) that includes $s = s_m$ for $1 < m < \infty$, the continuum pair $(\rho,p)$ obtained in Theorem 1.4 is the unique weak solution of $(P)$. In particular they are the limit of the entire sequence $(\rho^{\tau}, p^{\tau})$ as $\tau \to 0$.

(b) When $s = s_\infty$ the pair $(\rho,p)$ obtained in Theorem 1.4 coincides with the unique weak solution obtained in [PQV14]. In particular they are the limit of the entire sequence $(\rho^{\tau}, p^{\tau})$ as $\tau \to 0$.

1.3. Organization of the paper. The remainder of the paper is organized as follows. In section 2, we recall basic properties of optimal transport and convex duality. In Section 3, we develop properties of the primal and dual variational problems. In particular, we show that the primal and dual problems are linked by strong duality, and we establish uniform bounds for discrete densities. In Section 4, we show the comparison principle, Theorem 1.3(a), based on properties
of the dual problem. This generalizes and simplifies the comparison principle proof developed in [AKY14]. Next, Section 5 establishes the finite propagation property, Theorem 1.3(b), based on the comparison principle and barrier constructions. Interestingly, the barriers are constructed using the dual problem and are backwards-in-time, which is natural in view of the duality approach. The last two sections, Sections 6 and 7, establish the compactness properties of discrete solutions and then show their convergence to the continuum limit as \( \tau \) tends to zero. Section 6 focuses on strong compactness of the density variable in \( L^1 \). The arguments in this section follow the ideas from [JKT20], however, we need to introduce significantly new ingredients, as the growth term prevents the use of \( L^1 \)-contraction argument from [JKT20]. Section 7 collects the results from the previous sections to derive the main convergence theorems Theorem 1.1 and Theorem 1.2. Section 8 discusses coincidence of our weak solutions with other existing notions of solution stated in Theorem 1.4. Finally, we construct in the Appendix A a more refined version of barriers from Section 5, which give a finer characterization of the propagation of the density support.
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2. Preliminary Results

We begin with recalling some essential properties of optimal transport and dual functions. Since we primarily work with optimal transport in its dual formulation, we shall work extensively with the \( c \)-transform. Here we focus on the specific cost \( c(x, y) := \frac{|x - y|^2}{2\tau} \) for some \( \tau > 0 \). We follow the notations given in [JKT20].

Definition 2.1. Given a function \( p : \Omega \to \mathbb{R} \) the \( c \)-transform of \( p \) is given by

\[
p^c(y) = \inf_{x \in \Omega} p(x) + c(x, y).
\]

Given a function \( q : \Omega \to \mathbb{R} \) the conjugate \( c \)-transform is given by

\[
q^\bar{c}(x) := \sup_{y \in \Omega} q(y) - c(x, y).
\]

Lemma 2.2 ([San14]). Given functions \( p, q : \Omega \to \mathbb{R} \), we have

\[
p^c \leq p, \quad q \leq q^\bar{c},
\]

and

\[
p^{c\bar{c}} = p^c, \quad q^{\bar{c}c} = q^\bar{c}.
\]

Definition 2.3. We say that a function \( p : \Omega \to \mathbb{R} \) is \( c \)-concave if \( p^{c\bar{c}} = p \), and we say a pair of functions \( p, q : \Omega \to \mathbb{R} \) are \( c \)-conjugate if \( p^c = q \) and \( q^\bar{c} = p \).

The following regularity result is a well-known consequence of the \( c \)-transform definition.

Lemma 2.4. If \( p \) is \( c \)-concave, then \( p \) is Lipschitz and the Lipschitz constant depends only on \( c \) and \( \Omega \).

The following two lemmas establish the fundamental relationship between optimal transport and the \( c \)-transform.

Lemma 2.5. If \( \mu \) is a nonnegative measure, then for any bounded function \( p : \Omega \to \mathbb{R} \),

\[
\inf_{\rho \in L^1(\Omega), \rho(\Omega) = \mu(\Omega)} \int_\Omega p(x) \rho(x) \, dx + \frac{1}{2\tau} W_2^2(\rho, \mu) = \int_\Omega p^c(y) \, d\mu(y).
\]
Lemma 2.6 ([Gan94] [Gan95] [GM96]). Let \( p : \Omega \to \mathbb{R} \) be c-concave with \( c(x,y) = \frac{|x-y|^2}{2\tau} \). Define \( T_p : \Omega \to \Omega \) be the unique solution to

\[
T_p(y) = y - \tau \nabla p^c(y). \tag{2.1}
\]

Then \( T_p \) is invertible a.e., and \( T_p^{-1} \) is the unique solution to

\[
T_p^{-1}(x) = x + \tau \nabla p(x).
\]

Moreover, if \( \mu \) is a nonnegative measure and if \( \phi : \Omega \to \mathbb{R} \) is a continuous function, then

\[
\lim_{t \to 0^+} \int_{\Omega} \frac{(p + t\phi)^c(y) - p^c(y)}{t} \, d\mu(y) = \int_{\Omega} \phi(T_p(y)) \, d\mu(y)
\]

Remark 2.7. The maps \( T_p \) and \( T_p^{-1} \) can additionally be characterized as the unique solutions to the optimization problems:

\[
T_p(y) = \arg\min_{x \in \Omega} p(x) + c(x,y), \quad T_p^{-1}(x) = \arg\max_{y \in \Omega} p^c(y) - c(x,y).
\]

Now we can finally state the fundamental result guaranteeing the existence and uniqueness of optimal transport maps.

Theorem 2.8 ([Bre91] [Gan95] [GM96]). If \( \mu, \nu \in L^1(\Omega) \) are nonnegative densities with the same mass, then there exists a c-concave function \( p^* : \Omega \to \mathbb{R} \) such that

\[
p^* \in \arg\max_p \int_{\Omega} p^c(y) \mu(y) \, dy - \int_{\Omega} p(x) \nu(x) \, dx,
\]

\[
W_2^2(\mu, \nu) = \int_{\Omega} (p^*)^c(y) \mu(y) \, dy - \int_{\Omega} p^*(x) \nu(x) \, dx,
\]

Moreover \( T_{p^*} \) is the unique optimal map transporting \( \mu \) to \( \nu \), and \( T_{p^*}^{-1} \) is the unique optimal map transporting \( \nu \) to \( \mu \). Conversely, if \( \bar{p} \) is a c-concave function such that \( T_{\bar{p}} \# \mu = \nu \) then \( T_{\bar{p}} \) is the unique optimal map transporting \( \mu \) to \( \nu \) and \( T_{\bar{p}}^{-1} \) is the unique optimal map transporting \( \nu \) to \( \mu \).

We conclude this section with some results from convex duality theory that we will use extensively in our arguments.

Lemma 2.9 ([JKT20]). For any proper, lower semi-continuous, convex function \( h : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \), we have \( p \in \partial h(z) \) if and only if \( pz = h(z) + h^*(p) \). Here \( h^* \) is the convex dual of \( h \) defined by \( h^*(p) := \sup_{s \in \mathbb{R}} \{sp - h(s)\} \).

Lemma 2.10 ([JKT20]). Suppose \( h : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \) is proper, lower semi-continuous, convex, and \( h(z) \equiv +\infty \) if \( z < 0 \). Then \( h^* \) is increasing, and it is strictly increasing on \( \partial h((0,\infty)) \).

3. Properties of the Primal and Dual Problems

In this section, we study properties of solutions \( (\rho^{n,\tau}, \mu^{n,\tau}) \) to the primal problem (1.2), and their relationship to the dual pressure variables \( p_{n,\tau} \) that maximize the dual problem (1.5). Since \( \tau \) is fixed for the results of this section, we denote \( \rho^n := \rho^{n,\tau} \) for simplicity.
### 3.1. Equivalence and well-posedness

We begin by showing the existence of a unique minimizer for the primal problem (1.3). Recall that \( X := \{ \rho \in L^1(\Omega) : E(\rho) < \infty \} \). For \( \rho \in X \) and \( \Sigma \subset \Omega \), define

\[
\rho(\Sigma) := \int_{\Sigma} \rho \, dx.
\]

Define the dual energy \( E^*: X^* \to \mathbb{R} \) such that

\[
E^*(p) := \int_{\Omega} s^*(p(x)) \, dx, \quad s^*(p) := \sup_{y \in \mathbb{R}} \{ py - s(y) \},
\]

where \( X^* \) is the convex dual of \( X \) with respect to \( E \), namely

\[
X^* := \{ p : \Omega \to [-\infty, +\infty] : p \text{ is measurable, } E^*(p) < +\infty \}.
\]

We begin with the following simple lemma, which establishes weak duality between the primal and dual problems.

**Lemma 3.1.** Suppose \( \rho^n \in X \). Then

\[
\inf_{(\rho, \mu) \in X \times AC(\rho^n)} J(\rho, \mu, \rho^n) \geq \sup_{p \in X^*} J^*(p, \rho^n).
\]

**Proof.** The energy \( E \) is convex, proper and lower semi-continuous, so

\[
E(\rho) = (E^*)^*(\rho) = \sup_{p \in X^*} (\rho, p) - E^*(p).
\]

It is thus immediate that the primal problem (1.2) is equal in value to the primal-dual problem

\[
\inf_{\rho \in X, \mu \in AC(\rho^n)} \sup_{p \in X^*} \left( (\rho, p) + \frac{1}{2\tau} W^2_2(\rho, \rho^n + \tau \mu) - E^*(p) + \int_{\Omega} \tau \rho^n(x) f\left( \frac{\mu(x)}{\rho^n(x)}, x \right) \right).
\]

By switching the inf and sup, the value only decreases, and after further enlarging the search space for \( \rho \) the above quantity is bounded from below by

\[
\sup_{p \in X^*} \inf_{\rho \in L^1(\Omega), \mu \in AC(\rho^n)} \left( (\rho, p) + \frac{1}{2\tau} W^2_2(\rho, \rho^n + \tau \mu) - E^*(p) + \int_{\Omega} \tau \rho^n(x) f\left( \frac{\mu(x)}{\rho^n(x)}, x \right) \right),
\]

which, by Lemma 2.5

\[
\sup_{p \in X^*} \inf_{\mu \in AC(\rho^n)} (\rho^n + \tau \mu, p^c) - E^*(p) + \int_{\Omega} \tau \rho^n(x) f\left( \frac{\mu(x)}{\rho^n(x)}, x \right),
\]

Now it is clear that \( \mu \) should be chosen so that

\[
p^c(x) \in -\partial_z f\left( \frac{\mu(x)}{\rho^n(x)}, x \right),
\]

which, by (1.4), is equivalent to

\[
\mu(x) = \rho^n(x) G(p^c(x), x).
\]

If we plug in this choice, we obtain the maximization problem

\[
\sup_{p \in X^*} \int_{\Omega} \rho^n(x) \left( p^c(x) + \tau \rho^n(x) G(p^c(x), x) + \tau f\left( G(p^c(x), x), x \right) \right) \, dx - E^*(p).
\]

Note that from (1.4)

\[
\partial_z \left( zG(z, x) + f\left( G(z, x), x \right) \right) = G(z, x)
\]

and thus

\[
zG(z, x) + f\left( G(z, x), x \right) = G(z, x), \quad (3.1)
\]

and we conclude. \( \square \)
Next we upgrade the previous proposition and show that the primal and dual problems satisfy a strong duality principle. This guarantees that the problems attain the same optimal value and links the primal and dual variables through necessary optimality conditions.

**Proposition 3.2.** Suppose that \( \rho^n \in X \) and satisfies

\[
0 = \lim\sup_{b \to -\infty} \partial s^*(b) < \frac{1}{|\Omega|} \int_{\Omega} \rho^n dx < \lim\inf_{b \to -\infty} \partial s^*(b). \tag{3.2}
\]

Then the primal problem \((1.2)\) has a unique minimizer \( (\rho^{n+1}, \mu^{n+1}) \in X \times AC(\rho^n) \) and the dual problem \((1.3)\) has a \(c\)-concave maximizer \( p_{n+1} \in X^* \) and

\[
\inf_{(\rho, \mu) \in X \times AC(\rho^n)} J(\rho, \mu, \rho^n) = \sup_{p \in X^*} J^*(p, \rho^n).
\]

Moreover, for a.e. \( x \in \Omega \),

\[
p_{n+1} \in \partial s(\rho^{n+1}), \quad \rho_{n+1} \in \partial s^*(p^{n+1}), \tag{3.3}
\]

\[
T_{p_{n+1}}(\rho^n + \tau \mu^{n+1}) = \rho^{n+1} \quad \text{with} \quad T_{p_{n+1}}^{-1}(x) = x + \tau \nabla p_{n+1}, \tag{3.4}
\]

and

\[
\mu^{n+1}(x) = \rho^n(x) G(p_{n+1}(x), x). \tag{3.5}
\]

**Remark 3.3.** In this paper, we will mostly concern ourselves with compactly supported initial data in \( \mathbb{R}^d \). In this case, we can choose an arbitrarily large domain where \((3.2)\) always holds for any given time range (see Corollary 5.3). However, if one wishes to consider a version of the problem where the density is restricted \( \Omega \), \((3.2)\) can only fail in trivial cases. Indeed, if \((3.2)\) does not hold, then \( \rho^n \) must already be the minimizer of the primal problem (i.e. \( \rho^{n+1} = \rho^n \)), and so the evolution has already reached a stationary state.

**Proof.** Let \( J^* \) be as given in \((1.6)\). Given some function \( p : X^* \to \mathbb{R} \), we can compute

\[
J^*(\rho^{cc}, \rho^n) = \int_{\Omega} \rho^n(x) \left( p^{cc}(x) + \tau G(p^{cc}(x), x) \right) dx - E(p^{cc}).
\]

From Lemmas 2.2 and 2.10, we have

\[
\int_{\Omega} \rho^n(x) \left( p^{cc}(x) + \tau G(p^{cc}(x), x) \right) dx = \int_{\Omega} \rho^n(x) \left( p^c(x) + \tau G(p^c(x), x) \right) dx
\]

and

\[
E(p^{cc}) \leq E(p).
\]

Thus \( J(p^{cc}, \rho^n) \geq J(p, \rho^n) \) and we have

\[
\sup_{p \in X^*} J^*(p, \rho^n) = \sup_{p \in X^*, p^{cc} = p} J^*(p, \rho^n),
\]

which allows the search to be restricted to the space of \(c\)-concave functions.

Let \( p_k \) be a sequence of bounded \(c\)-concave functions such that

\[
\lim_{k \to \infty} J^*(p_k, \rho^n) = \sup_{p \in X^*, p^{cc} = p} J^*(p, \rho^n).
\]

If we set \( \alpha_k = \frac{1}{|\Omega|} \int_{\Omega} p_k(x) dx \), then \( \tilde{p}_k = p_k - \alpha_k \) is \(c\)-concave and has zero mean. Thanks to Lemma 2.4, it follows that \( \tilde{p}_k \) is uniformly bounded in \( W^{1,\infty}(\Omega) \). Thus, we can assume without loss of generality that \( \tilde{p}_k \) converges uniformly to a zero mean function \( \tilde{p} \). Next, we chose

\[
\beta_k \in \arg \max_{\beta \in [-\infty, \infty]} F(\beta) := J^*(\tilde{p}_k + \beta, \rho^n).
\]
Since \((\tilde{p}_k(x) + \beta)\) is concave with respect to \(\beta\), we have that

\[
F'(\beta) = \int_\Omega \rho^n(x)(1 + \tau G(\tilde{p}_k(x) + \beta, x)) \, dx - \int_\Omega \partial s^*(\tilde{p}_k(x) + \beta, x) \, dx,
\]

which decreases with respect to \(\beta\). Therefore \(J^*(\tilde{p}_k + \beta, \rho^n)\) is concave with respect to \(\beta\). Since \(\tilde{p}_k\) is uniformly bounded, the assumption \((2.2)\) yields some \(M > 0\) that depends on \(\rho^n, G, c\) and \(\Omega\), such that \(F'\) is negative if \(\beta > M\) and is positive if \(\beta < -M\). Hence \(\beta_k\) exists and must be bounded uniformly in \(\mathbb{R}\). Hence, we can assume without loss of generality that the \(\beta_k\) converge to a finite limit \(\beta\).

Define \(p^* := (\tilde{p} + \beta)^c\). We then have

\[
J^*(p^*, \rho^n) \geq J^*(\tilde{p} + \beta, \rho^n) \geq \limsup_{k \to \infty} J^*(\tilde{p}_k + \beta_k, \rho^n)
\]

where the last inequality follows from the fact that the c-transform, \(G(\cdot, x)\), and \(-s^*\) are upper semi-continuous with respect to pointwise convergence. Thanks to our choice of \(\beta_k\), we see that

\[
\limsup_{k \to \infty} J^*(\tilde{p}_k + \beta_k, \rho^n) \leq \limsup_{k \to \infty} J^*(\tilde{p}_k + \alpha_k, \rho^n) = \sup_{p \in \mathcal{X}^*, \rho^* = p} J^*(p, \rho^n).
\]

Therefore, we can conclude that \(p^*\) is a c-concave maximizer of the dual problem.

Define

\[
\mu^*(x) := \rho^n(x)G((p^*)c(x), x), \quad \text{and} \quad \rho^* := T_{p^*} (\rho^n + \tau \mu^*).
\]

We would like to show that \((\rho^*, \mu^*)\) minimizes \(J(\rho, \mu, \rho^n)\).

Using Lemma \(2.6\) the optimality condition for \(p^*\) implies that there exists \(\omega \in \partial s^*(p^*)\) such that for every continuous function \(\phi : \Omega \to \mathbb{R}\)

\[
\int_\Omega \phi(T_{p^*}(y))(1 + \tau G((p^*)c(x), x))\rho^n(y) \, dy - \int_\Omega \omega(x)\phi(x) \, dx = 0.
\]

Thus, we must have

\[
\rho^* \in \partial s^*(p^*) \quad \text{a.e. in } \Omega.
\]

Therefore, from Lemma \(2.9\) we have the duality relation

\[
\int_\Omega \rho^*(x)p^*(x) \, dx = E(\rho^*) + E^*(p^*). \tag{3.8}
\]

From \((3.1)\) and \((3.8)\), as well as the definition of \(\mu^*\) in \((3.6)\), we have

\[
J^*(p^*, \rho^n) - \int_\Omega \tau \rho^n f\left(\frac{\mu^*}{\rho^n}, x\right) \, dx = \int_\Omega (p^*)c(y)(\rho^n + \tau \mu^*)(y) \, dy - \int_\Omega p^*(x)\rho^*(x) \, dx + E(\rho^*)
\]

\[
= \frac{1}{2\tau} W_2^2(\rho^*, \rho^n + \tau \mu^*) + E(\rho^*),
\]

where the last equality follows from Theorem \(2.8\). This allows us to conclude that

\[
J^*(p^*, \rho^n) = J(\rho^*, \mu^*, \rho^n) \geq \inf_{\rho \in \mathcal{X}} J(\rho, \mu, \rho^n).
\]

On the other hand we have, from Lemma \(3.1\)

\[
\inf_{(\rho, \mu) \in \mathcal{X} \times \mathcal{AC}(\rho^n)} J(\rho, \mu, \rho^n) \geq \sup_{p \in \mathcal{X}^*} J^*(p, \rho^n) = J^*(p^*, \rho^n).
\]

Therefore, it follows that \((\rho^*, \mu^*)\) is a minimizer of the primal problem. Denoting \(p^* = p_{n+1}\), \(\rho^* = \rho_{n+1}\) and \(\mu^* = \mu_{n+1}\), \((3.3)\) \((3.5)\) follow from \((3.6)\) \((3.7)\) and Lemma \(2.6\).

Now let us establish uniqueness of \((\rho^*, \mu^*)\). Suppose that we have two minimizers \((\rho_0, \mu_0)\) and \((\rho_1, \mu_1)\). Let \(T_i\) be the optimal transport map from \(\rho^n + \tau \mu_i\) to \(\rho_i\) (note that \(T_i\) must exist since we have established that minimizers are absolutely continuous with respect to the Lebesgue
measure. Let \( \pi_t : \Omega \times \Omega \to [0, \infty) \) be the transportation plan associated to the map \( T_t \), and define

\[
(\rho_t, \mu_t, \pi_t) := t(\rho_0, \mu_0, \pi_0) + (1 - t)(\rho_1, \mu_1, \pi_1) \text{ for } t \in [0, 1].
\]

By convexity, \((\rho_t, \mu_t)\) must be a minimizer for all \( t \in [0, 1] \), hence \( t \mapsto J(\rho_t, \mu_t, \rho^n) \) must be constant. If \( \pi_t \) is not an optimal transportation plan for some \( t \in (0, 1) \), then

\[
W_2^2(\rho_t, \rho^n + \tau \mu_t) < tW_2^2(\rho_1, \rho^n + \tau \mu_1) + (1 - t)W_2^2(\rho_0, \rho^n + \tau \mu_0),
\]

and thus,

\[
J(\rho_t, \mu_t, \rho^n) < tJ(\rho_1, \mu_1, \rho^n) + (1 - t)J(\rho_0, \mu_0, \rho^n)
\]

contradicting the optimality of \((\rho_1, \mu_1)\) and \((\rho_0, \mu_0)\). Therefore, \( \pi_t \) must be an optimal plan for all \( t \in [0, 1] \). \( \rho_t \) and \( \rho^n + \tau \mu_t \) are absolutely continuous, so \( \pi_t \) must be induced by a map \( T_t \) pushing \( \rho^n + \tau \mu_t \) to \( \rho_t \). For \( x \in \text{spt} \rho^n \) we have

\[
\pi_t(x, y) = t\delta(T_0(x) - y) + (1 - t)\delta(T_1(x) - y) = \delta(T_t(x) - y),
\]

which is only possible if there is a single map \( T \) such that \( T(x) = T_0(x) = T_1(x) \) for almost all \( x \) in \( \text{spt} \rho^n \). It remains to show that \( \mu_1 = \mu_0 \), which would yield that \( \rho_1 = T_\#(\rho^n + \tau \mu_1) = T_\#(\rho^n + \tau \mu_0) = \rho_0 \).

Once again using the fact that \( t \mapsto J(\rho_t, \mu_t, \rho^n) \) is constant, we can conclude that for all \( t \in (0, 1) \) there exists \( \eta_t(x) \in \partial_z f(\mu(x), x) \) and \( \zeta_t \in \partial s(\rho_t) \) such that

\[
(\eta_t, \mu_1 - \mu_0) + (\zeta_t, \rho_1 - \rho_0) + \frac{1}{2}(\|T - \text{id}\|^2, \mu_1 - \mu_0) = 0.
\]

In particular, we see that for \( 0 < t_1 < t_2 < 1 \)

\[
(\eta_{t_2} - \eta_{t_1}, \mu_1 - \mu_0) + (\zeta_{t_2} - \zeta_{t_1}, \rho_1 - \rho_0) = 0.
\]

Since \( \partial_z f(\cdot, x) \) is strictly increasing for all \( x \) in the range of \( G(\cdot, x) \) due to the continuity of \( G \), and since \( \partial s(y) \) is increasing,

\[
(\eta_{t_2} - \eta_{t_1}, \mu_1 - \mu_0) + (\zeta_{t_2} - \zeta_{t_1}, \rho_1 - \rho_0) > 0
\]

if \( \mu_1 \neq \mu_0 \) almost everywhere, yielding a contradiction. Thus we can conclude.

In general, we do not expect that there is a unique pressure that maximizes the dual problem. Luckily, the following Lemma guarantees that the set of maximizers \( \arg\max_{p \in X^*, \rho^n \in p} J^*(p, \rho^n) \), has a minimal element. Thus, we can always make a consistent choice of pressure in the scheme by setting \( p^{n+1} \) to be the smallest maximizer. Note that the proof of the lemma is parallel to the corresponding result, Lemma 4.4, of [JKT20].

**Lemma 3.4 (Existence of minimal pressure).** There exists a \( c \)-concave function

\[
p^* \in \arg\max_{p \in X^*, \rho^n \in p} J^*(p, \rho^n)
\]

such that \( p^* \leq \tilde{\rho} \) for any \( \tilde{\rho} \in \arg\max_{p \in X^*, \rho^n \in p} J^*(p, \rho^n) \).
3.2. Uniform bounds. Next we proceed to establish uniform bounds on both density and pressure variables. We begin by showing that the pressure stays bounded from above when the growth function $G$ is strictly decreasing.

**Lemma 3.5.** Let $b(x)$, $b_0$ and $b_1$ be as given in (G3), and in addition suppose that $G(\cdot, x)$ is strictly decreasing for all $x \in \Omega$. Let $\hat{M} = \sup \partial s^*(b_1)$, $\hat{M} = \inf \partial s^*(b_0)$. For $p_0$ chosen from (1.9), define for $n = 0, 1, \ldots$,
\[
\hat{M}_n := \text{ess sup} \rho^n(x), \quad \hat{M}_n := \text{ess inf} \rho^n(x), \quad \text{and } v_n := \inf \partial s(\hat{M}_n).
\]
Then the following holds:

- (a) $p_{n+1} \leq P_{n+1} := \max(v_n, b_1)$, and $P_{n+1}$ decreases with respect to $n$.
- (b) $\max(\hat{M}, \hat{M}_n)$ is non-increasing and $\min(\hat{M}, \hat{M}_n)$ is non-decreasing with respect to $n$.

In particular, if $\rho_0$ satisfies (1.9), then so is $\rho^n$, and the bound is independent of $n$ and $\tau$.

**Proof.** First let us define
\[
U := \{x : p_{n+1}(x) > \max(v_n, b_1)\}.
\]
From (3.3) we have that up to a measure zero set, $\{x \in \Omega : \rho^{n+1}(x) > \max(\hat{M}_n, \hat{M})\} \subset U$, and thus it is enough to show that $|U| = 0$ to conclude both (a) and the first claim in (b). Note that $p_{n+1}$ is continuous, so $|U| = 0$ implies $U = \emptyset$.

If $x \in T_{p_{n+1}}^{-1}(U)$, $p_{n+1}^c(x) \geq p_{n+1}(T_{p_{n+1}}(x)) > b_1$. Moreover from Remark 2.7 it follows that $p_{n+1}(x) \geq p_{n+1}(T_{p_{n+1}}(x))$. Since $G(\cdot, x)$ is strictly decreasing, we have
\[
T_{p_{n+1}}^{-1}(U) \subset U \quad \text{and} \quad G(p_{n+1}^c(x), x) < 0 \quad \text{in} \quad T_{p_{n+1}}^{-1}(U),
\]
(3.9)

Now let $\phi$ be the characteristic function of $U$. If $|U| \neq 0$, we can use (3.4) and (3.9) to conclude that
\[
\int_U \rho^{n+1}(x) \, dx = \int_{\Omega} \rho^n(x) \left(1 + \tau G(p_{n+1}^c(x), x)\right) \phi(T_{p_{n+1}}(x)) \, dx
\]
\[
< \int_{\Omega} \rho^n(x) \phi(T_{p_{n+1}}(x)) \, dx \leq \int_U \rho^n(x) \, dx.
\]
Lastly, note that from the definition of $v_n$ and the dual relation we have $\rho^{n+1} \geq \hat{M}_n \geq \rho^n$ a.e. in $U$. It follows that $|U| = 0$.

Next let $V = \{x \in \Omega : \rho^{n+1}(x) < \min(\hat{M}_n, \hat{M})\}$. It is immediate from (3.5) that $\mu^{n+1}(x) \geq 0$ in $V$. Moreover, since $b_0 > p_{n+1}(x) \geq p_{n+1}(T_{p_{n+1}}(x))$ in $V$, it follows that $V \subset T_{p_{n+1}}^{-1}(V)$. Thus,
\[
\int_V \rho^{n+1}(x) \, dx \geq \int_{T_{p_{n+1}}^{-1}(V)} \rho^n(x) + \tau \mu^{n+1}(x) \, dx \geq \min(\hat{M}, \hat{M}_n)|V|,
\]
which yields $|V| = 0$.

We can now extend the pressure bound to general $G$ by working with the minimal pressure from Lemma 3.3.

**Corollary 3.6.** If we choose $p^{n+1}$ to be the minimal pressure, the statements of Lemma 3.5 hold without the strict monotonicity assumption on $G$.

**Proof.** It is enough to show that $p_{n+1} \leq P_{n+1}$, since the rest of the proof does not use the strict monotonicity of $G$. Let us approximate $G$ by strictly decreasing functions $G_\delta(p, x) := G(p, x) + \delta(e^{-p} - 1)$, and let $J_\delta^*$ be the corresponding dual energy and let $p_{n+1, \delta}$ be the minimal element of $\arg\max_{p \in X^*, \rho = p} J_\delta^*(p, \rho)$ chosen by Lemma 3.3. Then Lemma 3.3 applies to $p_{n+1, \delta}$
to yield \( p_{n+1, \delta} \leq P_{n+1} \). Due to the uniform Lipschitz continuity, \( p_{n+1, \delta} \) uniformly converges to an element \( p^* \in S_n = \text{argmax}_{p \in X^*, p^x = p} J^*(p, \rho^n) \) along a subsequence as \( \delta \to 0 \). Since \( p_{n+1} \) is the minimal element of \( S_n \), we can conclude that \( p_{n+1} \leq p^* \leq P_{n+1} \). \( \Box \)

Lastly we discuss BV estimates for the density variable. The following lemma will yield exponential growth of the BV norm over time (see Corollary 6.3).

**Lemma 3.7.** Let \( \Omega \) be convex and bounded and let \( P_n \) be given as in Lemma 3.3. If \( g_0 := \|G\|_{W^{1, \infty}(\Omega, P_1 \times \mathbb{R}^d)} \) \( < \infty \) and \( \rho^n \in BV(\Omega) \), then for \( \tau < 1/B \) we have \( \rho^{n+1} \in BV(\Omega) \) with the bound

\[
\int_\Omega | \nabla \rho^{n+1} | dx \leq (1 + \tau B) \int_\Omega | \nabla \rho^n | dx + \tau \left( \frac{1}{2(1 - \tau B)} \int_\Omega | \nabla p_{n+1} |^2 \rho^{n+1} dx + \left( \frac{g_0^2}{2} + g_0 \right) \rho^n(\Omega) \right).
\]

**Proof.** From (1.2) we have \( \rho^{n+1} = \text{argmin}_{p \in L^1(\Omega)} W_2(\rho, \rho^n + \tau \mu^{n+1}) + E(\rho) \). Thanks to the useful estimate derived in \( [\text{DPMSV16}] \), it follows that

\[
\int_\Omega | \nabla \rho^{n+1} | \leq \int_\Omega | \nabla (\rho^n + \tau \mu^{n+1}) |.
\]

Using (3.5) we obtain

\[
\int_\Omega | \nabla \rho^{n+1} | \leq \int_\Omega | \nabla \rho^n | (1 + \tau G(p^{c}_{n+1}, x)) + \tau \rho^n(x) | \nabla G(p^{c}_{n+1}, x) \nabla p^{c}_{n+1} | + \tau \rho^n(x) | \nabla G(p^{c}_{n+1}(x), x) |.
\]

For the first term we have

\[
\int_\Omega | \nabla \rho^n | (1 + \tau G(p^{c}_{n+1}, x)) \leq (1 + \tau B) \int_\Omega | \nabla \rho^n |.
\]

We estimate the second term with the Cauchy-Schwarz inequality,

\[
\tau \int \rho^n | \nabla G(p^{c}_{n+1}, x) \nabla p^{c}_{n+1} | \leq \frac{\tau}{2} \left( \int \rho^n | \nabla G(p^{c}_{n+1}, x) |^2 dx + \int \rho^n | \nabla p^{c}_{n+1} |^2 dx \right).
\]

From (2.1) and (3.4), for \( \tau < 1/B \),

\[
\int \rho^n | \nabla p^{c}_{n+1} |^2 \leq (1 - \tau B)^{-1} \int (\rho^n + \tau \mu^{n+1}) | \nabla p^{c}_{n+1} |^2 dx = (1 - \tau B)^{-1} \tau^{-1} W_2^2(\rho^{n+1}, \rho^n + \tau \mu^{n+1}) = (1 - \tau B)^{-1} \int \rho^{n+1} | \nabla p_{n+1} |^2 dx.
\]

Now the stated estimate follows from the definition of \( g_0 \). \( \Box \)

### 3.3 Monotonicity properties

Here we study monotonicity properties of the density variable. We first show that the support of the density variable only expands over time. Note that throughout this subsection we are assuming that \( \rho^n \) satisfies (3.2).

**Lemma 3.8.** Up to a set of measure zero, \( \{ x \in \Omega : \rho^n(x) > 0 \} \subset \{ x \in \Omega : \rho^{n+1}(x) > 0 \} \).

**Proof.** If \( D = \{ x \in \Omega : \rho^n(x) > 0, \rho^{n+1}(x) = 0 \} \), then \( p_{n+1}(x) \leq 0 \) for almost all \( x \in D \). Thanks to assumption (G1) it then follows that \( \mu^{n+1}(x) = \rho^n(x) G(p^{c}_{n+1}(x), x) \geq \rho^n(x) G(0, x) > 0 \) a.e. \( x \in D \).

Choose some point \( x \in D \) and note that if \( T_{p_{n+1}}(x) \neq x \), then we must have \( p_{n+1}(T_{p_{n+1}}(x)) < p_{n+1}(x) \). Therefore, for almost every \( x \in D \), it follows that \( \rho^{n+1}(T_{p_{n+1}}(x)) \leq \rho^{n+1}(x) \). Now we can compute

\[
\int_D \rho^n(x) + \tau \mu^{n+1}(x) dx = \int_{T_{p_{n+1}}(D)} \rho^{n+1}(y) dy \leq 0.
\]

This is only possible if \( D \) has measure zero. \( \Box \)
When we consider the singular energy \( E_\infty(\rho) \), we can strengthen the previous proposition to a powerful monotonicity statement. In addition, we show that if the density starts out as a characteristic function it remains a characteristic function for all time. Recall that in this case

\[
X = \{ \rho \in L^1(\Omega) : E(\rho) < \infty \} = \{ \rho \in L^1(\Omega) : 0 \leq \rho \leq 1 \text{ a.e.} \}.
\]

**Proposition 3.9.** Let \( s = s_\infty \) with \( \rho^n \in X \). Then \( \rho^{n+1} \geq \rho^n \) almost everywhere. Moreover if \( \rho^n(x) \in \{0, 1\} \text{ a.e. in } \Omega \), then we have \( \rho^{n+1} \in \{0, 1\} \text{ a.e. in } \Omega \).

**Proof.** From Lemma 3.8 it follows that \( D = \{ x \in \Omega : \rho^n(x) > 0, \rho^{n+1}(x) = 0 \} \) has measure zero. Let us now consider the set \( E = \{ x \in \Omega : 0 < \rho^{n+1}(x) < \rho^n(x) \} \). This in particular means that \( \rho^{n+1}(x) \in (0, 1) \) on \( E \), and thus from the relation \( \rho^{n+1} \in \partial s_\infty^{+}(\rho_{n+1}) \) it follows that \( p_{n+1} = 0 \) almost everywhere on \( E \). \( p_{n+1} \) is Lipschitz, so we also have \( \nabla p_{n+1} = 0 \) almost everywhere on \( E \) (see for instance Theorem 4.4 in [EG15]). \( T_{p_{n+1}}^{-1}(x) = x + \tau \nabla p_{n+1}(x) \) is the optimal map from \( \rho^{n+1}(x) \) to \( \rho^n(x) + \tau \mu^{n+1}(x) \). Therefore, for almost every \( x \in E \), we have \( T_{p_{n+1}}(x) = T_{p_{n+1}}^{-1}(x) = x \). Since \( p_{n+1}^{+}(x) \leq p_{n+1}(x) \), we can conclude that \( \mu^{n+1}(x) \geq \rho^n G(0, x) \) for almost all \( x \in E \).

Now we can compute

\[
\int_E \rho^{n+1}(x) dx = \int_E \rho^n(x) + \tau \mu^{n+1}(x) dx \geq \int_E \rho^n(x)(1 + \tau G(0, x)) dx \geq \int_E \rho^n(x) dx.
\]

The above is only possible if \( E \) has measure zero.

It remains to show that if \( \rho^n \in \{0, 1\} \) almost everywhere, then \( \rho^{n+1} \in \{0, 1\} \) almost everywhere. Let \( A = \{ x \in \Omega : \rho^{n+1}(x) \in (0, 1) \} \). Arguing as before, we conclude that \( p_{n+1}(x) = 0 \) and \( T_{p_{n+1}}(x) = T_{p_{n+1}}^{-1}(x) = x \) for almost all \( x \in A \). Furthermore, we have \( \rho^n(x) \leq \rho^{n+1}(x) < 1 \) for almost all \( x \in A \), thus, \( \rho^n(x) \in \{0, 1\} \) implies \( \rho^n(x) = 0 \) for almost all \( x \in A \). Now we see that

\[
\int_A \rho^{n+1}(x) dx = \int_A \rho^n(x) + \tau \mu^{n+1}(x) dx \geq \int_A \rho^n(x)(1 + \tau G(0, x)) dx = 0.
\]

Thus, \( A \) must have zero measure. \( \square \)

### 4. Comparison Principles

In this section we establish a comparison principle for both the density and pressure variables. One main ingredient in the proof is [4.4], a property of optimal maps which played a central role in the \( L^1 \)-contraction result in [JKT20]. In the case of \( s = s_m \), the comparison principle was shown in [AKY14] where [4.4] was implicitly used.

We begin by establishing a comparison principle for the pressure variables. Note that we only compare the positive parts of the pressure. This is because we can only guarantee the comparison property on regions where the density variables do not vanish.

**Proposition 4.1.** For \( i \in \{0, 1\} \) let \( \rho_i \in X \) and \( G_i(p, x) \) be growth functions satisfying assumptions [G1] through [G4] with \( G_0 \) strictly decreasing in \( p \). Define

\[
J_i^*(p) := \int_\Omega \rho_i(x)(p^*(x) + \tau G_i(p^*(x), x)) - s^*(p(x)) dx,
\]

and suppose that the following properties hold:

1. \( 0 \leq \rho_0 \leq \rho_1 \) a.e. in \( \Omega \) and they satisfy [E2];
2. \( G_0(z, x) \leq G_1(z, x) \) for all \( (z, x) \in \mathbb{R} \times \Omega \).

If

\[
p_i \in \arg\max_{\{\rho \in X^+, p = p^0\}} J_i^*(\rho),
\]

then \( (p_0)^+ \leq (p_1)^+ \).
Proof. Lemma 2.6 and the optimality of \( p_i \)'s imply that there exists \( \eta_i \in \partial s^*(p_i) \) such that

\[
\int_{\Omega} \rho_i(x)(1 + \tau G_i(p_i^c(x), x)) \phi(T_{p_i}(x)) - \eta_i(x) \phi(x) \, dx = 0,
\]  

(4.1)

for any bounded function \( \phi \). Since \( \eta_i \geq 0 \), we have

\[
\rho_i(x)(1 + \tau G_i(p_i^c(x), x)) \geq 0 \quad \text{a.e. in } \Omega.
\]  

(4.2)

Let \( U = \{ x \in \Omega : p_0(x) > p_1(x) \} \) and choose \( \phi \) to be the characteristic function of \( U \). If we subtract (4.1) with \( i = 0 \) from (4.1) with \( i = 1 \) and rearrange, we see that

\[
\int_{\Omega} \rho_1(x)(1 + \tau G_1(p_1^c(x), x)) \phi(T_{p_1}(x)) - \rho_0(x)(1 + \tau G_0(p_0^c(x), x)) \phi(T_{p_0}(x)) \, dx
\]

\[
= \int_{\Omega} (\eta_1(x) - \eta_0(x)) \phi(x) \, dx.
\]

Since \( \partial s^* \) is increasing, it is clear that \( \eta_0(x) \geq \eta_1(x) \) on \( U \). Hence,

\[
\int_{\Omega} \rho_1(x)(1 + \tau G_1(p_1^c(x), x)) \phi(T_{p_1}(x)) \, dx \leq \int_{\Omega} \rho_0(x)(1 + \tau G_0(p_0^c(x), x)) \phi(T_{p_0}(x)) \, dx.
\]  

(4.3)

By Lemma 4.1 in [JKT20], we know that

\[
\text{if } T_{p_0}(x) \in U, \text{ then } T_{p_1}(x) \in U,
\]

(4.4)

which gives \( \phi(T_{p_0}(x)) \leq \phi(T_{p_1}(x)) \). Moreover, if \( T_{p_0}(x) \in U \), then

\[
p_1^c(x) = p_1(T_{p_1}(x)) + \frac{1}{2\tau} |T_{p_1}(x) - x|^2 \leq p_1(T_{p_0}(x)) + \frac{1}{2\tau} |T_{p_0}(x) - x|^2 < p_0^c(x),
\]

where the second inequality uses the definition of \( p_1^c \) and the third uses the fact that \( p_1 < p_0 \) at \( T_{p_0}(x) \). Due to the strict monotonicity of \( G_0 \), we obtain that

\[
G_0(p_0^c(x), x) < G_1(p_1^c(x), x) \quad \text{if } T_{p_0}(x) \in U.
\]  

(4.5)

So we derive by (4.2) that

\[
\int_{\Omega} \rho_1(x)(1 + \tau G_1(p_1^c(x), x)) \phi(T_{p_1}(x)) - \rho_0(x)(1 + \tau G_0(p_0^c(x), x)) \phi(T_{p_0}(x)) \, dx
\]

\[
\geq \int_{\Omega} \left( \rho_1(x)(1 + \tau G_1(p_1^c(x), x)) - \rho_0(x)(1 + \tau G_0(p_0^c(x), x)) \right) \phi(T_{p_0}(x)) \, dx
\]

\[
\geq \tau \int_{\Omega} \left( G_1(p_1^c(x), x) - G_0(p_0^c(x), x) \right) \rho_0(x) \phi(T_{p_0}(x)) \, dx \geq 0.
\]

In the last line, we used (4.2) and the assumption that \( \rho_0 \leq \rho_1 \) a.e. in \( \Omega \). This together with (4.3) and (4.4) implies that \( \rho_0(x) \phi(T_{p_0}(x)) = 0 \) a.e. in \( \Omega \). Let \( p_i^* := T_{p_i#}(\rho_i(1 + \tau G_i(p_i^c(x), x))) \) are the optimal densities in the corresponding primal problem, the proof. Then

\[
\int_{U} \rho_0^*(x) \, dx = \int_{\Omega} \rho_0(x)(1 + \tau G_0(p_0^c(x), x)) \phi(T_{p_0}(x)) \, dx = 0.
\]

Recall that Proposition 3.2 shows \( \rho_i^* \in \partial s^*(p_i) \) a.e.. Since \( \partial s^* \) is increasing, we have \( \rho_i^* \leq \rho_0^* \) a.e. on \( U \), which implies

\[
\int_{U} \rho_1^*(x) \, dx \leq \int_{U} \rho_0^*(x) \, dx = 0.
\]

This allows us to conclude that \( p_0(x) \leq p_1(x) \) for \( (\rho_1^* + \rho_0^*) \) a.e. \( x \). From the dual relation \( p_i \in \partial s(\rho_i^*) \) it follows that if \( p_i > 0 \) then \( \rho_i^* > 0 \). Taking the positive part of the pressures the result now follows. \( \square \)
**Corollary 4.2.** The statement of Proposition 4.1 holds without the strict monotonicity assumption on $G_0$.

**Proof.** We proceed using an argument similar to the proof of Corollary 4.6. We approximate $G$ from below by setting $G_\delta(p,x) := G_0(p,x) + \delta(e^{-p} - 1)$. Let $J_\delta^*$ be the corresponding dual energy and let $p_\delta$ be the minimal element of $\arg\max_{p \in \mathcal{X}^*, p \leq \delta} J_\delta(p, \rho_0)$ chosen by Lemma 3.3. Then Proposition 4.1 applies to $G_\delta$ to yield $p_\delta \leq p_1$. Due to the uniform Lipschitz continuity, $p_\delta$ uniformly converges to an element $p^* \in S_0 = \arg\max_{p \in \mathcal{X}^*, p \leq \delta} J^*(p, \rho_0)$ along a subsequence as $\delta \to 0$. Since $p_0$ is the minimal element of $S_0$, we can conclude that $(p_0)_+ \leq (p^*)_+ \leq (p_1)_+$. \qed

Next we extend the comparison principle to the density variable.

**Proposition 4.3.** For $i \in \{0,1\}$ let $J_i : \mathcal{X} \times \mathcal{AC}(p_i) \to \mathbb{R}$ be the functional

$$J_i(\rho, \mu) = E(\rho) + \frac{1}{2\tau} W_2^2(\rho, \rho_i + \tau \mu) + \int_\Omega \tau \rho_i f_i \left( \frac{\mu(x)}{\rho_i(x)} \right) \, dx$$

and suppose that the following properties hold

1. $0 \leq \rho_0 \leq \rho_1$ a.e. and they satisfy (3.2);
2. $\partial_z f_1(z,x) \leq \partial_z f_0(z,x)$ for all $(z,x) \in \mathbb{R} \times \Omega$.

If $(\rho^*_i, \mu^*_i) = \arg\min_{(\rho,\mu) \in \mathcal{X} \times \mathcal{AC}(p_i)} J_i(\rho, \mu)$

then $\rho^*_0 \leq \rho^*_1$ a.e. in $\Omega$.

**Proof.** Note that our primal problems correspond to the dual problems $J^*_i : \mathcal{X}^* \to \mathbb{R}$ where

$$J^*_i(p) = \int_\Omega \rho_i(x) \left( p^*(x) + \tau G_i(p^*(x),x) \right) - s^*(p(x)) \, dx.$$ 

Since $G_i(-z,x) = \partial_z f_i^*(z,x)$, $G_0(z,x) \leq G_1(z,x)$ for all $(z,x) \in \mathbb{R} \times \Omega$. Due to Proposition 4.2 and Corollary 4.2, there exist $p_0, p_1 \in \arg\max_{p \in \mathcal{X}^*, p \leq \delta} J^*_i(p)$ such that $p_0 \leq p_1$ on spt $\rho^*_0 \cup$ spt $\rho^*_1$ and

$$\rho^*_i \in \partial s^*(p_i), \quad T_{p_i}(\rho_i + \tau \mu^*_i) = \rho^*_i, \quad \mu^*_i(x) = \rho_i(x) G(p_i^*(x),x).$$

Now let $E = \{ y \in \Omega : \rho^*_1(y) < \rho^*_0(y) \}$. Since $E \subset \text{spt } \rho^*_0$ and $\partial s$ is increasing, we must have $p_0 = p_1$ almost everywhere on $E$. Therefore, $\nabla \rho_0 = \nabla \rho_1$ a.e in $E$ (see e.g. Section 4.2 of [EG15]), which gives $E = T_{p_1}^{-1}(E) = T_{p_0}^{-1}(E)$ (up to sets of measure zero) and $\mu^*_0(x) \leq \mu^*_1(x)$ for almost all $x \in E$. Therefore,

$$\int_E \rho^*_1(y) - \rho^*_0(y) \, dy = \int_E \rho_1(x) - \rho_0(x) + \tau (\mu^*_1(x) - \mu^*_0(x)) \geq 0.$$ 

Thus, $\rho^*_0(x) \leq \rho^*_1(x)$ for almost all $x \in \Omega$. \qed

Iterating Proposition 4.1 and Proposition 4.3, we have the following.

**Corollary 4.4.** Let $\rho_0, p_1$ and $G_0, G_1$ as given in Proposition 4.1. Let us denote $\{\rho^n_i\}_n$ and $\{p_{n,i}\}_n$ as the sequence of solutions generated respectively by (1.2) and (1.5) with initial data $\rho_i$. Then for $i = 1, \ldots, N$ we have

$$\rho^n_0 \leq \rho^n_1 \quad \text{and} \quad (p^n_0)_+ \leq (p^n_1)_+,$$

as long as $\{\rho^n_i\}_{n=1}^N$ satisfy (3.2).

Combining this with Proposition 3.9, we obtain the following corollary.

**Corollary 4.5.** Let $s = s_\infty$ and let $\rho_0 \in X$. Then both $\rho^n$ and $(p^n)_+$ increase a.e. with respect to $n$ as long as $\rho^1, \ldots, \rho^n$ satisfies (5.2).
5. Finite-speed Propagation Property

Based on the comparison principle, we will show that the support of the densities propagate with finite speed, see Proposition \ref{prop:finite-speed}. Since the support only expands in time (Lemma \ref{lem:finite-speed}), it is enough to obtain an upper bound on the expansion rate. This result in particular allows us to obtain our unique discrete solutions independently on the choice of domain \(\Omega\), as long as it is sufficiently large. See Corollary \ref{cor:finite-speed}.

The main step in this section is the following construction of radial barriers.

**Proposition 5.1.** Fix \(\tau > 0\) and a finite number \(\rho^+ \in \partial s^*(0, +\infty)\). There exist universal positive constants \(R_*\) and \(c_*\), whose upper bounds depend on \(G\), \(\partial s^*\) and \(\rho^+\), and a family of densities \(\{\rho_R\}_{R \geq R_*}\), which additionally depends on \(\tau\), such that

1. \(\rho_R\) is radially symmetric and supported on \(\overline{B_R}\), with \(\rho_R \geq \rho^+\) on \(B_{R - R_*}\);
2. The new optimal density \(\rho\) obtained by \((1.2)\) with \(\rho^0\) replaced by \(\rho_R\) satisfies \(\rho \leq \rho_{R + c_*\tau}\) a.e., provided that \(B_{R + c_*\tau} \subset \Omega\).

Note that given \(\rho_0 \in X\) satisfying \((1.9)\), we must have \(\|\rho_0\|_{L^\infty(\Omega)}\) finite and lie in \(\partial s^*(0, +\infty)\). Thanks to Proposition \ref{prop:finite-speed}, it immediately implies

**Corollary 5.2** (Densities propagate with finite speed). Given \(\rho_0 \in X\) satisfying \((1.9)\), let \(R_*\), \(c_*\) and \(\{\rho_R\}\) be as in Lemma \ref{lem:finite-speed} with \(\rho^+ := \|\rho_0\|_{L^\infty(\Omega)}\). For fixed \(\tau > 0\), let \(\rho^0 = \rho^{0, \tau}\) be as given in \((1.2)\) starting from \(\rho_0\). If \(\rho_0 \leq \rho_{R_0}\) a.e. for some \(R_0 \geq R_*\), then we have \(\rho^0 \leq \rho_{R_n}\) where \(R_n := R_0 + nc_\tau\), as long as \(B_{R_n} \subset \Omega\).

In particular, suppose that \(spt \rho_0 \subset \overline{B_R(0)}\) for some \(R > 0\). Then \(spt \rho^0 \subset \overline{B_{R_n}(0)}\) with \(R_n := R + R_* + nc_\tau\) provided that the latter ball is contained in \(\Omega\).

Due to the uniqueness of \(\rho^n\) (Proposition \ref{prop:finite-speed}), the following holds.

**Corollary 5.3.** Suppose that \(\rho_0 \in X\) satisfies \((1.9)\) with \(\rho_0 \subset B_R(0)\). Then for \(n\tau \leq T\) the sequence \(\{\rho^n\}\) is independent of the choice of domain \(\Omega\), as long as \(\Omega\) contains \(B_{R_0} + c_\tau T(0)\).

In the rest of this section we work toward the proof of Proposition \ref{prop:finite-speed}.

We start by taking a smooth decreasing function \(G = \tilde{G}(p)\), such that

1. \(\sup_{z \in \Omega} G(z, x) \leq \tilde{G}(z)\) for all \(z \in \mathbb{R}\);
2. \(\tilde{G}(0) < +\infty\) and satisfies \(\tilde{G}(z_M) = 0\), \(s^*\) is differentiable at \(z_M\) and \((s^*)'(z_M) \geq \rho^+\) for some \(z_M > 0\).

Indeed, thanks to \((G3)\) and \((G4)\), such \(\tilde{G}\) exists and only depends on \(G\) and \(\rho^+\).

Let \(\tilde{f} = \tilde{f}(z)\) be defined by \(\tilde{G}(z)\) by \((1.4)\) as \(f\) is determined by \(G\), and consider the modified dual problem with an \(x\)-independent growth term,

\[
\sup_{q \in X^*, q = q^e} \int_{\Omega} \rho_0(x) (q(x) + c\tilde{G}(q(x))) \, dx - s^*(q^e),
\]

where \(\tilde{G}(z) := z\tilde{G}(z) + \tilde{f}(\tilde{G}(z))\) is an anti-derivative of \(\tilde{G}\). By Proposition \ref{prop:finite-speed} \ref{prop:finite-speed}, \ref{prop:finite-speed} admits a maximizer, since we may introduce \(p = q^e\) and then \(p \in X^*\) and \(p\) is \(c\)-concave satisfying that \(q = p^e\). With abuse of notations, we still denote the maximizer by \(q\).

Instead of treating \(q\) to be determined by \(\rho_0\), we shall first propose the optimal \(q\) and then derive the corresponding \(\rho_0\). For this purpose, let us assume that

1. \(\rho_0\) is radially symmetric, supported on \(\overline{B_R} \subset \Omega\);
2. \(\rho_0 > 0\) on \(B_R\) and \(\rho_0 \ll \mathcal{L}^d\);
3. The optimal \(q\) is radially symmetric and \(q \in C^2(\overline{B_R})\).
By radial symmetry, we may write \( \rho_0 = \rho_0(r) \) and \( q = q(r) \). By definition, \( \rho^c(r - \tau q'(r)) = q(r) - \frac{\tau}{2} |q'(r)|^2 \). Taking \( q \)-variation in (5.1), we obtain the optimality condition for \( q \)

\[
\rho_0(r) \cdot \frac{1 + \tau \tilde{G}(q(r))}{(1 - \tau q''(r))(1 - \tau r^{-1} q'(r))^{d-1}} \in \partial s^+ \left( q(r) - \frac{\tau}{2} |q'(r)|^2 \right) \quad \text{a.e. } r \in [0, R]. \tag{5.2}
\]

Note that this is also implied by (3.3)-(3.5).

Let \( Q = Q(w) \) solve the following ODE on \( w \geq 0 \),

\[
-Q''(w) = \tilde{G}(\tau q^2(w)) + w, \quad Q(0) = z_M, \quad Q'(0) = 0. \tag{5.3}
\]

It is then straightforward to show the following:

**Lemma 5.4.**

1. There exists a unique \( w_0 > 0 \) only depending on \( \tilde{G} \), such that \( Q(w_0) = 0 \).
2. \( Q \) is smooth and \( Q'(w) \), \( Q''(w) \leq 0 \) for \( w \in [0, w_0] \);
3. There exists a unique \( w_1 \in [0, w_0] \), such that \( Q(w_1) = \frac{\tau}{2} |Q'(w)|^2 \). Moreover, \( c_* := |Q'(w_1)| \) is bounded by some universal constant that only depends on \( \tilde{G} \).

Let \( R_* = w_1 + 1 \). For any \( R \geq R_* \), we define

\[
q_R(r) = \begin{cases} 
  z_M & \text{if } r \leq R - w_1, \\
  Q(r - (R - w_1)) & \text{if } r \in (R - w_1, R], \\
  -\infty & \text{otherwise}.
\end{cases} \tag{5.4}
\]

Note that (5.3) and Lemma 5.1 guarantees \( q_R \in C^2(B_R) \). We also define according to (5.2) that

\[
\rho_R(r) = \begin{cases} 
  (s^*)'(z_M) & \text{if } r \leq R - w_1, \\
  \frac{(1 - \tau q''(r))(1 - \tau r^{-1} q'(r))^{d-1}}{1 + \tau \tilde{G}(q_R(r))} \cdot \partial s^+ \left( q_R(r) - \frac{\tau}{2} |q'(r)|^2 \right) & \text{if } r \in (R - w_1, R], \\
  0 & \text{otherwise}.
\end{cases} \tag{5.5}
\]

We need to justify that \( \rho_R \) is well-defined a.e. in \( \mathbb{R}^d \), in particular in the annular region \( \{y \in \mathbb{R}^d : |y| \in [R - w_1, R]\} \). Take arbitrary \( R' \in (R - w_1, R) \), and define

\[
S_{R'} := \left\{ r \in [R', R] : s^*(\cdot) \text{ is not differentiable at } q_R(r) - \frac{\tau}{2} |q_R'(r)|^2 \right\}.
\]

It is enough to show that \( S_{R'} \) has measure zero. Note that \( q_R(r) - \frac{\tau}{2} |q_R'(r)|^2 \) is \( C^1 \) and strictly decreasing on \( [R', R] \), satisfying that

\[
\frac{d}{dr} \left( q_R(r) - \frac{\tau}{2} |q_R'(r)|^2 \right) \leq C(R') < 0 \quad \forall r \in [R', R].
\]

Then \( S_{R'} \) must have measure zero by virtue of the area formula [Sim83] and the fact that \( s^*(\cdot) \) is convex and thus a.e. differentiable. Since \( R' \) can be arbitrarily close to \( R - w_1 \), we conclude that \( \rho_R \) is well-defined a.e. in \( \mathbb{R}^d \). Hence, it is valid to write

\[
\rho_R(r) = \frac{(1 - \tau q''(r))(1 - \tau r^{-1} q'(r))^{d-1}}{1 + \tau \tilde{G}(q_R(r))} \cdot (s^*)'(q_R(r) - \frac{\tau}{2} |q_R'(r)|^2) \quad \text{a.e. } r \in [0, R]. \tag{5.6}
\]

\( \rho_R \) satisfies the assumptions (i) (ii)

Define \( \tilde{\rho} \) by

\[
\tilde{\rho}(r + \tau |q_R'(r)|) = \begin{cases} 
  (s^*)'(z_M) & \text{if } r \leq R - w_1, \\
  \partial s^+ \left( q_R(r) - \frac{\tau}{2} |q_R'(r)|^2 \right) & \text{if } r \in (R - w_1, R], \\
  0 & \text{otherwise}.
\end{cases} \tag{5.7}
\]
By a similar argument as above,  \( \tilde{\rho} \) is well-defined a.e. in \( \mathbb{R}^d \). Let us note that if we consider the following modified dual problem,

\[
\sup_{\rho \in X^*, \rho^\geq = \rho} \int_{\Omega} \rho(x) \left( \rho^c(x) + \tau \tilde{G}(\rho^c(x)) \right) dx - \int_{\Omega} s^*(p(x)) dx,
\]

which is equivalent to (5.1) via \( \rho^* \) and \( \tilde{c} \)-transforms, by Proposition 5.2 the optimal \( p \) is uniquely given by \( q_{\tilde{R}} \) on \( \text{spt} \tilde{\rho} \), while \( \tilde{\rho} \) defined in (5.7) is exactly the optimal new density.

For \( \tilde{\rho} \), we can additionally show that

**Lemma 5.5.** \( \tilde{\rho} \leq \rho_{\tilde{R}} \) almost everywhere, where \( \tilde{R} := R + \tau |q_{\tilde{R}}(R)| \).

**Proof.** By Lemma 5.4 and (5.4), \( q'_{\tilde{R}}(r), q''_{\tilde{R}}(r) \leq 0 \) for \( r \in [0, \tilde{R}] \). By (5.3) and (5.6),

\[
\rho_{\tilde{R}}(r) \geq \frac{1 - \tau q''_{\tilde{R}}(r)}{1 + \tau \tilde{G}(q_{\tilde{R}}(r))} \cdot (s^*)' \left( q_{\tilde{R}}(r) - \frac{\tau}{2} |q_{\tilde{R}}(r)|^2 \right) \\
\geq (s^*)' \left( q_{\tilde{R}}(r) - \frac{\tau}{2} |q_{\tilde{R}}(r)|^2 \right).
\]

Since \( \tilde{\rho} \) is defined by (5.7) and \((s^*)'\) is non-decreasing, it suffices to show that for all \( r \in [0, R] \),

\[
q_{\tilde{R}}(r + \tau |q_{\tilde{R}}(r)|) - \frac{\tau}{2} |q_{\tilde{R}}(r + \tau |q_{\tilde{R}}(r)|)|^2 \geq q_{\tilde{R}}(r) - \frac{\tau}{2} |q_{\tilde{R}}(r)|^2.
\]

By Lemma 5.4, \( q_{\tilde{R}} \) is a decreasing function while \( |q'_{\tilde{R}}| \) and \( |q''_{\tilde{R}}| \) are increasing. Hence,

\[
q_{\tilde{R}}(r + \tau |q_{\tilde{R}}(r)|) - \frac{\tau}{2} |q_{\tilde{R}}(r + \tau |q_{\tilde{R}}(r)|)|^2 \\
\geq q_{\tilde{R}}(r + \tau |q_{\tilde{R}}(R)|) - \frac{\tau}{2} |q_{\tilde{R}}(r + \tau |q_{\tilde{R}}(R)|)|^2 \\
= q_{\tilde{R}}(r) - \frac{\tau}{2} |q_{\tilde{R}}(r)|^2.
\]

The last step is derived from (5.4) and the definition of \( \tilde{R} \).

Now the proof of Proposition 5.4 is around the corner.

**Proof of Proposition 5.4**. Let \( \rho \) be the new optimal density corresponding to \( \rho_{\tilde{R}} \) obtained by the original discrete scheme (1.2), while \( \tilde{\rho} \) is obtained from the primal problem associated with (5.1).

By the definition of \( \tilde{G} \) and the monotonicity of \( G(\cdot, x) \), it is not difficult to verify that \( \partial_z \tilde{f}(z) \leq \partial_z f(z, x) \). Thanks to Proposition 5.3, \( \rho \leq \tilde{\rho} \) almost everywhere. Hence, \( \rho \leq \rho_{R+c, \tau} \) follows from Lemma 5.5 and the fact that \( |q'_{\tilde{R}}(R)| = c_\ast \).

\( \Box \)

**Fine construction of barriers**

It is possible to construct a refined family of barriers \( \{\rho_{R,A}\} \), which describes finer features of the density propagation. Roughly speaking, \( \rho_{R,A} \) has a radial, plateau-shaped profile with support \( \overline{B_R} \), but the boundary transition of \( \rho_{R,A} \) from 0 to its maximum value takes place in an annular region of width \( O(A^{-1}) \). With these barriers we obtain the following proposition, describing relaxation of the spreading speed for densities which with initially steep profiles near the boundary. Since this result does not affect the rest of the paper, we postpone its proof as well as more detailed discussions in the Appendix A.

**Proposition 5.6** (Relaxation of the propagation speed). Suppose \( \rho_0 \in L^\infty(\Omega) \cap X \) satisfies (1.9). Fix \( \tau \in (0, 1) \). Let \( \{\rho^n\} \) be the sequence of densities obtained by the discrete scheme (1.2) starting from \( \rho_0 \). Take \( \rho^+ = \|\rho_0\|_{L^\infty(\Omega)} \) and let \( R_\ast \) and \( c_\ast \) be defined as in Lemma 5.5.

Proof of Proposition 5.4. Let \( \rho \) be the new optimal density corresponding to \( \rho_{\tilde{R}} \) obtained by the original discrete scheme (1.2), while \( \tilde{\rho} \) is obtained from the primal problem associated with (5.1).

By the definition of \( \tilde{G} \) and the monotonicity of \( G(\cdot, x) \), it is not difficult to verify that \( \partial_z \tilde{f}(z) \leq \partial_z f(z, x) \). Thanks to Proposition 5.3, \( \rho \leq \tilde{\rho} \) almost everywhere. Hence, \( \rho \leq \rho_{R+c, \tau} \) follows from Lemma 5.5 and the fact that \( |q'_{\tilde{R}}(R)| = c_\ast \).

\( \Box \)
With $A \geq 1$, let $\rho_{R,A}$ be defined in (A.2). Suppose $\rho_0 \leq \rho_{R_0,A_0}$ for some $A_0 \geq 1$ and suitable $R_0$. Then there is a sequence $\{R_n\}_{n=0}^{\infty}$ with $R_n - R_{n-1} \to \tau c_*$, such that $spt \rho^n \subset \overline{B_{R_n}}$ for all $n \in \mathbb{N}$ which satisfies $B_{R_n} \subset \Omega$.

6. Equicontinuity for the Densities

In the remainder of this paper, we will focus on showing that the interpolations $\rho^\tau, \mu^\tau$ and $p^\tau$ defined in (1.8) converge to a solution of the tumor growth PDE when $\tau$ goes to zero.

We shall suppose that the initial data $\rho_0 \in X$, satisfies (1.3). For such $\rho_0$, we will choose the domain $\Omega$ in the following way. For a given time horizon $T > 0$, we choose $\Omega$ sufficiently large so that

$$B_{R_0 + CT} \subset \Omega,$$

with $R_0$ and $C$ only depending on $\rho_0$, $G$ and $s$, so that (i) the interpolations $(\rho^\tau, \mu^\tau, p^\tau)$ given in (1.8) stay compactly supported in $B_{R_0 + CT}$ and (ii) $\rho^\tau$ satisfies (3.2), for $0 \leq t \leq T$. This is possible due to Proposition 5.2. We then extend the values of the discrete-time solutions to zero outside of $\Omega$. Due to Corollary 5.3 any $\Omega$ satisfying the above requirements produces the same discrete-in-time solutions for $0 \leq t \leq T$. In the below discussions, we will use the extended notion of discrete solutions in $\mathbb{R}^d \times [0, T]$.

Now we can turn to the main focus of this section, establishing spatial and temporal equicontinuity estimates for the densities. These equicontinuity estimates will be used to obtain strong convergence of densities (see Corollary 6.7) using an Arzela-Ascola-type argument given in [JKT20]. Although our arguments unfold along similar lines to [JKT20], we require substantially new arguments to handle the growth term and the lack of continuous differentiability for $s^\tau$.

6.1. The energy dissipation inequality, BV bounds, and equicontinuity in time.

We begin with the standard “energy dissipation inequality”, which will allow us to obtain both BV and equicontinuity-in-time estimates for the densities.

Lemma 6.1. Given a time horizon $T > 0$, let $\rho^\tau, \mu^\tau$ and $p^\tau$ be defined as in (1.8). Then for $T' := \left(\left\lfloor \frac{T}{\tau} \right\rfloor + 1\right)\tau$ we have

$$E(\rho^\tau(\cdot, T)) + \frac{1}{2} \int_0^{T'} \int_{\mathbb{R}^d} |\nabla p^\tau|^2 \rho^\tau \, dx \, dt \leq E(\rho_0) + \int_0^{T'} \int_{\mathbb{R}^d} \mu^\tau \, dx \, dt.$$

Proof. By Lemma 2.9 applied to $(\rho^{n+1,\tau}, p_{n+1,\tau})$ and the inequality $\rho \mu \leq s(\rho) + s^*(p)$,

$$E(\rho^{n+1,\tau}) - E(\rho^n) \leq \int_{\mathbb{R}^d} p_{n+1,\tau}(\rho^{n+1,\tau}(x) - \rho^n(x)) \, dx.$$

Using the first formula in (3.4) we can rewrite the right hand side of the previous formula as

$$\int_{\mathbb{R}^d} \rho^{n+1,\tau}( \rho^{n+1,\tau}(x) - p_{n+1,\tau}(T_{p_{n+1,\tau}}^{-1}(x)) \big) \tau \mu^{n+1,\tau}(x) \rho_{n+1,\tau}(x) \, dx.$$

The convexity of the map $y \mapsto p_{n+1,\tau}(y) + \frac{1}{2\tau} |y - x|^2$ gives us

$$p_{n+1,\tau}(T_{p_{n+1,\tau}}^{-1}(x)) + \frac{1}{2\tau} |T_{p_{n+1,\tau}}^{-1}(x) - x|^2 \geq p_{n+1,\tau}(x) + (\nabla p_{n+1,\tau}(x), T_{p_{n+1,\tau}}^{-1}(x) - x).$$

From the second formula in (3.4) it follows that

$$p_{n+1,\tau}(x) - p_{n+1,\tau}(T_{p_{n+1,\tau}}^{-1}(x)) \leq \frac{\tau}{2} |\nabla p_{n+1,\tau}(x)|^2.$$

Therefore

$$E(\rho^{n+1,\tau}) - E(\rho^n) + \frac{\tau}{2} \int_{\mathbb{R}^d} \rho^{n+1,\tau}|\nabla p_{n+1,\tau}(x)|^2 \, dx \leq \frac{\tau}{2} \int_{\mathbb{R}^d} \mu^{n+1,\tau}(x) p_{n+1,\tau}(x) \, dx.$$
Summing over \(n\) from 0 to \(\lfloor \frac{T}{\tau} \rfloor\) we conclude.

For \(\rho_0 \in X\) satisfying (1.9), \(p^*\) is uniformly bounded by \(P_1\) defined in Lemma 3.5. By the assumption (G4) for any \(t \in [0, T]\), \(\phi^*(t, \mathbb{R}^d) \leq e^{B(t+\tau)} \rho_0(\mathbb{R}^d)\). Hence,

\[
\int_0^T \int_{\mathbb{R}^d} p^* \mu^* \, dx \, dt \leq P_1 B \left( \tau \rho_0(\mathbb{R}^d) + \int_0^{T-T_0} \rho^*(\mathbb{R}^d, t) \, dt \right) \leq P_1 e^{BT} \rho_0(\mathbb{R}^d).
\]

Combining this with Lemma 6.1 and the fact \(T' \leq T + \tau\), we find that

**Corollary 6.2.** Assume \(\tau \leq 1/B\) and let \(T'\) be defined as in Lemma 6.1. Then

\[
\frac{1}{2} \int_0^{T'} \int_{\mathbb{R}^d} |\nabla p^*|^2 \rho^* \, dx \, dt \leq E(\rho_0) + M \rho_0(\mathbb{R}^d),
\]

(6.1)

where \(M\) depends on \(T\), \(G\), \(s\) and \(\|\rho_0\|_{L^\infty(\mathbb{R}^d)}\).

Based on Lemma 3.7 and (6.1), we can estimate the growth of the BV norm for the density. The BV estimate will play a crucial role in establishing the spatial equicontinuity of the densities in the following subsection.

**Corollary 6.3.** Assume \(\tau \leq (2B)^{-1}\). Suppose \(\rho_0 \in BV\). There exists a constant \(M\) depending on \(T\), \(G\), \(s\) and \(\|\rho_0\|_{L^\infty(\mathbb{R}^d)}\), such that for all \(t \in [0, T]\),

\[
F(t) := \int_{\mathbb{R}^d} |\nabla p^*|(x, t) \, dx \leq e^{BT} \left((1 + \tau B) F(0) + 2E(\rho_0) + M \rho_0(\mathbb{R}^d)\right).
\]

**Proof.** Let \(T'\) be defined as in Lemma 6.1. Due to Lemma 3.7 and (6.2), for any \(t \in [0, T]\),

\[
\int_{\mathbb{R}^d} |\nabla \rho^*(x, t)| \, dx \leq B \int_0^t \int_{\mathbb{R}^d} |\nabla \rho^*(x, s)| \, dx \, ds + (1 + \tau B) \int_{\mathbb{R}^d} |\nabla \rho_0| \, dx
\]

\[+ \int_0^{T-T_0} \int_{\mathbb{R}^d} |\nabla p^*|^2 \rho^* \, dx \, ds + M_2 \left( \int_0^t \rho^*(\mathbb{R}^d, s) \, ds + \tau \rho_0(\mathbb{R}^d) \right) \]

\[\leq B \int_0^t \int_{\mathbb{R}^d} |\nabla \rho^*(x, s)| \, dx \, ds + (1 + \tau B) \int_{\mathbb{R}^d} |\nabla \rho_0| \, dx
\]

\[+ 2M_1 + M_2 B^{-1} e^{B(t+\tau)} \rho_0(\mathbb{R}^d).\]

where \(M_1 := E(\rho_0) + M \rho_0(\mathbb{R}^d)\) and \(M_2 := \frac{1}{2} g_0^2 + g_0\).

Here we used the fact that \(\rho^*(\mathbb{R}^d, t) \leq e^{BT+\tau} \rho_0(\mathbb{R}^d)\). Then we conclude by the Gronwall’s inequality.

Next we obtain an equicontinuity-in-time estimate for the discrete densities.

**Lemma 6.4.** Assume \(\tau \leq 1/B\) and define \(\rho^*(x, t) := \rho_0(x)\) for \(t < 0\). Then for any \(T > 0\)

\[
\int_0^T \left\| \rho^*(\cdot, t) - \rho^*(\cdot, t-\tau) \right\|_{H^{-1}(\mathbb{R}^d)}^2 \leq M,
\]

where \(M\) depends only on \(T\), \(G\), \(s\) and \(\rho_0\).

**Proof.** Let \(\phi\) be a smooth function, and consider

\[
\int_{\mathbb{R}^d} \rho^{n+1,\tau}(x) - \rho^{n,\tau}(x) \, dx = \int_{\mathbb{R}^d} \phi(x) - \phi(x + \tau \nabla p_{n+1,\tau}(x)) \rho^{n+1,\tau}(x) \, dx.
\]

Applying the fundamental theorem of calculus, the previous line is equal to

\[
\int_{\mathbb{R}^d} \int_0^1 \nabla \phi(x + \tau \theta \nabla p_{n+1,\tau}(x)) \cdot \nabla p_{n+1,\tau}(x) \rho^{n+1}(x) + \mu^{n+1,\tau}(x) \phi(x) \, d\theta \, dx.
\]
Proposition 6.5. Let the initial data $\rho_{0}^{n+1}$, due to (3.5) we have

$$\|\nabla \phi\|_{L^{2}(\mathbb{R}^{d})} \|\nabla p_{n+1}\|_{L^{2}(\mathbb{R}^{d})} B^{1/2} = \|\rho_{n+1}\|_{L^{\infty}(\mathbb{R}^{d})}^{1/2} \|\rho_{n+1}\|_{L^{1}(\mathbb{R}^{d})}^{1/2}.$$ 

where

$$\rho_{n+1} := \int_{0}^{1} \rho_{0}^{n+1} d\theta \quad \text{and} \quad \rho_{0}^{n+1} := (id + \tau \theta \nabla p_{n+1}) \# \rho_{n+1}.$$ 

$L^{p}$-norms are displacement convex [San14], so

$$\|\rho_{n+1}\|_{L^{\infty}(\mathbb{R}^{d})} \leq \max \left(\|\rho_{n+1} + \tau \mu_{n+1}\|_{L^{\infty}(\mathbb{R}^{d})}, \|\rho_{n+1}\|_{L^{\infty}(\mathbb{R}^{d})}\right).$$

Hence,

$$\left\| \rho_{n+1}^{\tau} - \rho_{n+1} \right\|_{H^{-1}(\mathbb{R}^{d})} \leq \max \left(\|\rho_{n+1} + \tau \mu_{n+1}\|_{L^{\infty}(\mathbb{R}^{d})}, \|\rho_{n+1}\|_{L^{\infty}(\mathbb{R}^{d})}\right)^{1/2} \|\nabla p_{n+1}\|_{L^{2}(\mathbb{R}^{d})} + \left(\|\rho_{n+1}\|_{L^{\infty}(\mathbb{R}^{d})} \rho_{n+1}(\mathbb{R}^{d})\right)^{1/2} B.$$ 

Now we can conclude by Lemma 3.5 and Corollary 6.2. □

6.2. Equicontinuity in space. Based on the comparison principles from the previous section and the BV estimate in Lemma 3.7, we establish a spatial equicontinuity property for $\rho_{\tau}$.

Proposition 6.5. Let $\rho_{0}$ and $\rho_{\tau}$ as given above. For any $y \in \mathbb{R}^{d}$ we have

$$\lim_{\varepsilon \to 0} \sup_{0 < \tau \leq (2B)^{-1}} \int_{0}^{T} \int_{\mathbb{R}^{d}} |\rho_{\tau}(x + \varepsilon y, t) - \rho_{\tau}(x, t)| \, dx \, dt = 0.$$ 

Observe that when $\rho_{0} \in BV$, the result is immediate as $\{\rho_{\tau}\}_{\tau}$ has uniform BV bound on $[0, T]$ due to Corollary 6.3. In the general case, we will obtain equicontinuity by approximating the initial data $\rho_{0}$ with BV densities. In order for this strategy to work, we will need to be able to extend this approximation to all times. This is accomplished in the following lemma, which states that the $L^{1}$-difference of two discrete solutions can be controlled in terms of their $L^{1}$-difference at the initial time.

Lemma 6.6. Let $\rho_{0}, \rho_{1} \in X$ satisfy (1.9), and let $\rho_{\tau}$ be given by (1.8) with initial data $\rho_{i}$ for $i = 0, 1$. Then for all $0 \leq t \leq T$,

$$\int_{0}^{t} \int_{\mathbb{R}^{d}} |\rho_{1}^{\tau}(x, s) - \rho_{0}^{\tau}(x, s)| \, dx \, ds \leq \frac{1}{B} (e^{Bt} - 1)(1 + \tau B) \|\rho_{1} - \rho_{0}\|_{L^{1}(\mathbb{R}^{d})}, \quad (6.2)$$

where $B$ is given in (G4).

Proof. First we suppose $\rho_{0} \leq \rho_{1}$. For $i \in \{0, 1\}$, let $(\rho_{i}^{n}, \mu_{i}^{n})$ and $p_{i}^{n}$ be generated respectively from (1.2) and (1.5) by the initial data $\rho_{i}$. By Proposition 4.3 for all $1 \leq k \leq T/\tau$, we have $\rho_{0}^{k} \leq \rho_{1}^{k}$ almost everywhere. Thus,

$$\int_{\mathbb{R}^{d}} |\rho_{1}^{n+1}(x) - \rho_{0}^{n+1}(x)| = \int_{\mathbb{R}^{d}} \rho_{1}^{n+1}(x) - \rho_{0}^{n+1}(x)$$

$$= \int_{\mathbb{R}^{d}} \rho_{1}(x) - \rho_{0}(x) + \tau \sum_{k=0}^{n} \int_{\mathbb{R}^{d}} (\mu_{1}^{k+1}(x) - \mu_{0}^{k+1}(x)) \, dx.$$ 

Due to (3.5) we have

$$\mu_{1}^{k+1}(x) - \mu_{0}^{k+1}(x) = \mu_{1}^{k}(x) G_{1}^{k+1}(x, x) - \mu_{0}^{k}(x) G_{0}^{k+1}(x, x)$$

where
where \( q_i^{k+1} = (p_i^k)^c \). We now claim that
\[
q_1^{k+1}(y) \leq q_1^{k+1}(y) \quad \text{a.e. } y \in \text{spt } \rho_1^k.
\]
Indeed, if this were not the case, then for some \( y \in \text{spt } \rho_1^k \) we have
\[
q_1^{k+1}(y) = p_1^{k+1}(T_{p_1^{k+1}}(y)) + \frac{1}{2\tau} T_{p_1^{k+1}}(y) - y^2 < p_1^{k+1}(T_{p_0^{k+1}}(y)) + \frac{1}{2\tau} T_{p_0^{k+1}}(y) - y^2 = q_0^{k+1}(y).
\]
By the comparison principle, \( p_0^{k+1}(x) \leq p_1^{k+1}(x) \) for almost all \( x \in \text{spt } \rho_1^{k+1} \). Since \( T_{p_1^{k+1}}(y) \in \text{spt } \rho_1^{k+1} \) for every \( y \in \text{spt } \rho_1^k \), we can conclude that \( p_0^{k+1}(T_{p_1^{k+1}}(y)) \leq p_1^{k+1}(T_{p_1^{k+1}}(y)) \) for almost every \( y \in \text{spt } \rho_1^k \). Now we can compute
\[
p_0^{k+1}(T_{p_1^{k+1}}(y)) + \frac{1}{2\tau} T_{p_1^{k+1}}(y) - y^2 \leq p_1^{k+1}(T_{p_1^{k+1}}(y)) + \frac{1}{2\tau} T_{p_1^{k+1}}(y) - y^2
\]
which contradicts the optimality of \( T_{p_0^{k+1}} \). Thus (6.3) holds, and since \( G \) is non-increasing,
\[
\rho_1^k(x)G(q_1^{k+1}(x), x) - \rho_0^k(x)G(q_0^{k+1}(x), x) \leq (\rho_1^k(x) - \rho_0^k(x))G(q_1^{k+1}(x), x).
\]
At last, we obtain
\[
\int_{\mathbb{R}^d} |\rho_1^{n+1}(x) - \rho_0^{n+1}(x)| \leq \int_{\mathbb{R}^d} |\rho_1(x) - \rho_0(x)| + \tau B \sum_{k=0}^{n} \int_{\mathbb{R}^d} |\rho_1^k(x) - \rho_0^k(x)|.
\]
Or in terms of \( \rho_1^\tau \),
\[
\int_{\mathbb{R}^d} |\rho_1^\tau(x, t) - \rho_0^\tau(x, t)| dx \leq (1 + \tau B)\|\rho_1 - \rho_0\|_{L^1(\mathbb{R}^d)} + B \int_0^\tau \int_{\mathbb{R}^d} |\rho_1^\tau(x, s) - \rho_0^\tau(x, s)| dx ds.
\]
Now one can conclude via Gronwall’s inequality.

In general, let \( \rho_1(x) := \min(\rho_0(x), \rho_1(x)) \). By the assumption of \( s, \rho_1 \) satisfies (1.9) and \( \rho_1 \in X \). Hence, applying (6.2) to the pairs \( \rho_i \) and \( \rho_1 \) yields that
\[
\int_0^\tau \int_{\mathbb{R}^d} |\rho_1^\tau(x, s) - \rho_0^\tau(x, s)| dx ds \leq \frac{1}{B}(e^{BT} - 1)(1 + \tau B)(\|\rho_1 - \rho_1\|_{L^1(\mathbb{R}^d)} + \|\rho_0 - \rho_1\|_{L^1(\mathbb{R}^d)}).
\]
Thanks to the definition of \( \rho_1 \), the right hand side exactly gives the desired bound. \( \square \)

**Proof of Proposition 6.3.** For any \( \delta > 0 \), we may mollify \( \rho_0 \) to obtain a \( \rho_1 \in BV(\mathbb{R}^d) \), such that \( \rho_1 \in X \) satisfies (1.9) and \( \|\rho_0 - \rho_1\|_{L^1(\mathbb{R}^d)} \leq \delta \).

Let \( \rho^\tau \) and \( \rho_1^\tau \) be as given in (1.8) with initial data \( \rho_0 \) and \( \rho_1 \), respectively. By Lemma 6.6,
\[
\int_0^T \int_{\mathbb{R}^d} |\rho^\tau(x + ey, t) - \rho^\tau(x, t)| dx dt
\]
\[
\leq 2 \int_0^T \int_{\mathbb{R}^d} |\rho^\tau(x, t) - \rho_1^\tau(x, t)| dx dt + \int_0^T \int_{\mathbb{R}^d} |\rho_1^\tau(x + ey, t) - \rho_1^\tau(x, t)| dx dt
\]
\[
\leq \frac{2}{B}(e^{BT} - 1)(1 + \tau B)\|\rho_0 - \rho_1\|_{L^1(\mathbb{R}^d)} + T\epsilon |y| \sup_{0 \leq t \leq T} \|\rho_1^\tau(\cdot, t)\|_{BV(\mathbb{R}^d)}.
\]
In the last inequality, we applied the standard \( L^1 \)-Lipschitz property of BV functions. Thanks to Corollary 6.3,
\[
\lim_{\epsilon \to 0} \sup_{0 < \tau \leq (2B)^{-1}} \int_0^T \int_{\mathbb{R}^d} |\rho^\tau(x + ey, t) - \rho^\tau(x, t)| dx dt \leq C\delta,
\]
where $C$ depends on $B$ and $T$. Since $\delta$ is arbitrary, we can now conclude.

Lemma 6.4 and Proposition 6.5 together yield the strong convergence of $\rho^\tau$ in $L^1([\mathbb{R}^d \times [0, T])$.

**Corollary 6.7.** Along a subsequence, $\rho^\tau$ strongly converges to some $\rho$ in $L^1([\mathbb{R}^d \times [0, T])$.

**Proof.** The convergence result follows from Proposition 5.6 in [JKT20], which is based on the equicontinuity estimates Lemma 6.4 and Proposition 6.5.

7. Continuum Limit

Our goal is to show that these sequences converge to a very weak solution of the continuous-in-time problem $(P)$. We will fix the time horizon $T > 0$ and keep the assumptions on $\rho_0$ and $\Omega$ given in Section 6. To emphasize the independence of solutions on the choice of $\Omega$, we use the extended notion of the compactly supported solutions $(\rho^\tau, p^\tau)$ in $\mathbb{R}^d \times [0, T]$ with zero value for $x$ outside of $\Omega$.

We begin by showing that the discrete solutions approximately solve the continuity equation.

**Lemma 7.1.** Fix $T > 0$. Assume $\tau \leq \min\{1/B, T/2\}$. The pair $(\rho^\tau, p^\tau)$ approximately solves the continuity equation in the weak sense, i.e., for all $\phi \in C^2_0(\mathbb{R}^d \times [0, T])$ and $t_0 \in [2\tau, T]$,

$$
\int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau \partial_t \phi \, dx \, dt + \int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \mu^\tau \phi - \rho^\tau \nabla p^\tau \cdot \nabla \phi \, dx \, dt
$$

(7.1)

Here the error $\epsilon_\tau$ satisfies $|\epsilon_\tau| \leq \tau^{1/2} M$, where $M$ is a constant depending on $T, G, s, \rho_0$ and $\phi$.

**Proof.** From the definition of our interpolations, we have

$$
\int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau(x, t + \frac{\tau}{\tau}) \phi(x, t + \frac{\tau}{\tau}) - \phi(x, t) \, dx \, dt
$$

$$
= - \int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau(x, t) - \rho^\tau(x, t - \tau) \phi(x, t) \, dx \, dt
$$

$$
+ \frac{1}{\tau} \int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau(x, t - \tau) \phi(x, t) \, dx \, dt - \frac{1}{\tau} \int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau \phi \, dx \, dt.
$$

(7.2)

For the left hand side, by Taylor expansion,

$$
\left| \int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau(x, t) \frac{\phi(x, t + \tau) - \phi(x, t)}{\tau} \, dx \, dt - \int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau \partial_t \phi \, dx \, dt \right|
$$

$$
\leq \int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau \left( \frac{\tau}{2} \vert \partial_t^2 \phi \vert_{L^\infty(\mathbb{R}^d \times [0, T])} + \int_{t_0}^{t_0 + \tau} \rho^\tau \vert \partial_t \phi \vert_{L^\infty(\mathbb{R}^d \times [0, T])} \, dt \right)
$$

$$
\leq \tau e^{B(T + \tau)} \rho_0(\mathbb{R}^d) \vert \phi \vert_{C^2(\mathbb{R}^d \times [0, T])}.
$$

For the first term on the right hand side of (7.2), by the pushforward formula,

$$
\int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau(x, t) \phi(x, t) \, dx \, dt
$$

$$
= \int_{t_0}^{t_0 + \tau} \int_{\mathbb{R}^d} \rho^\tau(x, t) \phi(x, t) - \phi(x + \tau \nabla p^\tau(x, t), t) \frac{\phi(x, t) - \phi(x + \tau \nabla p^\tau(x, t), t)}{\tau} + \mu^\tau(x, t) \phi(x, t) \, dx \, dt.
$$
Thanks to the Taylor expansion of $\phi(x + \tau \nabla \rho^\tau(x,t), t)$ and Corollary 6.2

$$\left| \int_{\tau}^{t_0 - \tau} \int_{\mathbb{R}^d} \frac{\rho^\tau(x,t) - \rho^\tau(x,t - \tau)}{\tau} \phi(x,t) \, dx \, dt - \int_{\tau}^{t_0 - \tau} \int_{\mathbb{R}^d} -\rho^\tau \nabla \rho^\tau \cdot \nabla \phi + \mu^\tau \phi \, dx \, dt \right|$$

$$\leq \|\phi\|_{C^2(\mathbb{R}^d \times [0,T])} \int_0^T \int_{\mathbb{R}^d} \frac{\tau}{2} |\nabla \rho^\tau|^2 \, dx \, dt$$

$$\leq \tau M \|\phi\|_{C^2(\mathbb{R}^d \times [0,T])},$$

where $M$ is a constant depending on $T$, $G$, $s$ and $\rho_0$. From the Cauchy-Schwarz inequality and Corollary 6.2

$$\left| \left( \int_{\tau}^{t_0 - \tau} \int_{\mathbb{R}^d} -\rho^\tau \nabla \rho^\tau \cdot \nabla \phi + \mu^\tau \phi \, dx \, dt \right) \right|^{1/2} \leq \left( \int_{\tau}^{t_0 - \tau} \int_{\mathbb{R}^d} -\rho^\tau \nabla \rho^\tau \cdot \nabla \phi + \mu^\tau \phi \, dx \, dt \right)^{1/2}$$

$$\leq \left[ \left( \int_{\tau}^{t_0 - \tau} \int_{\mathbb{R}^d} -\rho^\tau \nabla \rho^\tau \cdot \nabla \phi + \mu^\tau \phi \, dx \, dt \right) \right]^{1/2} \left( \int_{\tau}^{t_0 - \tau} \int_{\mathbb{R}^d} -\rho^\tau \nabla \rho^\tau \cdot \nabla \phi + \mu^\tau \phi \, dx \, dt \right)^{1/2}$$

For the last two terms in (7.2), we derive that

$$\left| \int_{\tau}^{t_0 - \tau} \int_{\mathbb{R}^d} -\rho^\tau \nabla \rho^\tau \cdot \nabla \phi + \mu^\tau \phi \, dx \, dt \right| \leq \left( \int_{\tau}^{t_0 - \tau} \int_{\mathbb{R}^d} -\rho^\tau \nabla \rho^\tau \cdot \nabla \phi + \mu^\tau \phi \, dx \, dt \right)^{1/2}$$

The first term above is bounded by $\tau e^{BT} \rho_0(\mathbb{R}^d) \|\phi\|_{C^1(\mathbb{R}^d \times [0,T])}$. By the Cauchy-Schwarz inequality and the definition of $\rho^\tau$, the second term is bounded by

$$C \|\phi\|_{C^1(\mathbb{R}^d \times [0,T])} \tau^{-1/2} \left( \int_{\tau}^{t_0 - \tau} \|\rho^\tau(\cdot,t - \tau) - \rho^\tau(\cdot,t_0)\|_{H^{-1}(\mathbb{R}^d)} \, dt \right)^{1/2}$$

$$\leq C \|\phi\|_{C^1(\mathbb{R}^d \times [0,T])} \left( \|\rho^\tau(\cdot,t_0 - 2\tau) - \rho^\tau(\cdot,t_0 - \tau)\|_{H^{-1}(\mathbb{R}^d)}^2 + \|\rho^\tau(t_0 - \tau, \cdot) - \rho^\tau(t_0, \cdot)\|_{H^{-1}(\mathbb{R}^d)}^2 \right)^{1/2}.$$
Lemma 7.2. Fix $T > 0$. For any $\phi \in L^\infty([0, T]; W^{1,\infty}(\mathbb{R}^d))$, 
\[
\lim_{\tau \to 0} \int_0^T \int_{\mathbb{R}^d} (\mu^\tau(x, t) - \rho^\tau(x, t)G(p^\tau(x, t), x)) \phi(x, t) \, dx \, dt = 0.
\]

Proof. Assume $\tau \leq 1/B$ and let $0 \leq n \leq \lfloor \frac{T}{\tau} \rfloor$. Take an arbitrary test function $\varphi \in W^{1,\infty}(\mathbb{R}^d)$. Due to (3.4) and (3.5), we have 
\[
\int_{\mathbb{R}^d} \varphi(x)(\rho^n + \tau \mu^{n+1})G(p^c_{n+1}(x), x) \, dx = \int_{\mathbb{R}^d} \rho^{n+1}(x)\varphi(T^{-1}_{n+1}(x))G(p^c_{n+1}(T^{-1}_{n+1}(x)), T^{-1}_{n+1}(x)) \, dx.
\]
Hence, 
\[
\int_{\mathbb{R}^d} \varphi(x)(\rho^n(x)G(p^c_{n+1}(x), x) - \rho^{n+1}(x)G(p^c_{n+1}(x), x)) \, dx 
= \int_{\mathbb{R}^d} \rho^{n+1}(x)\left(\varphi(T^{-1}_{n+1}(x))G(p^c_{n+1}(T^{-1}_{n+1}(x)), T^{-1}_{n+1}(x)) - \varphi(x)G(p^c_{n+1}(x), x)\right) \, dx \quad (7.3)
\]
\[
- \tau \int_{\mathbb{R}^d} \varphi(x)\mu^{n+1}(x)G(p^c_{n+1}(x), x) \, dx
\]
The last term is trivially bounded by $\tau B^2 \epsilon B(T+\tau)p_0(\mathbb{R}^d)\|\varphi\|_{L^\infty(\mathbb{R}^d)}$.

To handle the first term, we have by the definition of $T^{-1}_{n+1}$ and the $\epsilon$-transform that 
\[
p^c_{n+1}(T^{-1}_{n+1}(x)) = p_{n+1}(x) + \frac{1}{\tau} |x - T^{-1}_{n+1}(x)|^2 = p_{n+1}(x) + \frac{\tau}{2} |\nabla p_{n+1}(x)|^2.
\]
Recall that $g_0 := \|G\|_{W^{1,\infty}([0, T]\times\mathbb{R}^d)}$ is defined in Lemma 3.7. Hence, 
\[
\left| \int_{\mathbb{R}^d} \rho^{n+1}(x)\left(\varphi(T^{-1}_{n+1}(x))G(p^c_{n+1}(T^{-1}_{n+1}(x)), T^{-1}_{n+1}(x)) - \varphi(x)G(p^c_{n+1}(x), x)\right) \right|
\leq \tau \left( B\|\nabla \varphi\|_{L^\infty(\mathbb{R}^d)} + g_0 \|\varphi\|_{L^\infty(\mathbb{R}^d)} \right) (\rho^{n+1}(\mathbb{R}^d))^{1/2} \|\nabla p_{n+1}\|_{L^2(\rho^{n+1})}
+ \frac{\tau}{2} g_0 \|\varphi\|_{C(\mathbb{R}^d)} \|\nabla p_{n+1}\|_{L^2(\rho^{n+1})}^2.
\]
Combining this with (7.3), we obtain by the Cauchy-Schwarz inequality that 
\[
\left| \int_{\mathbb{R}^d} \varphi(x)(\mu^{n+1}(x) - \rho^{n+1}(x)G(p^c_{n+1}(x), x)) \, dx \right| \leq \tau M \|\varphi\|_{W^{1,\infty}(\mathbb{R}^d)} \left(1 + \|\nabla p_{n+1}\|_{L^2(\rho^{n+1})}^2\right).
\]
where $M$ is a constant depending on $T$, $G$, $s$ and $\rho_0$.

Rewriting the above inequality in terms of $\rho^\tau$, $\mu^\tau$ and $p^\tau$, and replacing $\varphi(x)$ into $\phi(x, t)$, we take time integral over $[0, T]$ to find that 
\[
\left| \int_0^T \int_{\mathbb{R}^d} (\mu^\tau(x, t) - \rho^\tau(x, t)G(p^\tau(x, t), x)) \phi(x, t) \, dx \, dt \right|
\leq \tau M \|\phi(t, \cdot)\|_{L^\infty([0, T]; W^{1,\infty}(\mathbb{R}^d))} \left( T + \int_0^T \int_{\mathbb{R}^d} \rho^\tau |\nabla p^\tau|^2 \, dx \, dt \right),
\]
where $T' = ([\frac{T}{\tau}] + 1)^\tau$ is defined as in Lemma 6.2. Now we may conclude the proof by Corollary 6.2. \qed

Now we are ready to prove the convergence result as $\tau \to 0$. It should be noted that the convergence of the pressure variable is established only with the positive part of $p^\tau$. This is due to the lack of information on the pressure away from the support of $p^\tau$. On the other hand $p^\tau$ is nonnegative on the support of $\rho^\tau$, and thus we do not lose information by this reduction.
Proposition 7.3. Let \( \rho_0 \in X \) satisfy (1.9). Then \( \rho^\tau \) is uniformly bounded in \( L^\infty(\mathbb{R}^d \times [0,T]) \) and strongly converges in \( L^1(\mathbb{R}^d \times [0,T]) \) along a subsequence to some \( \rho \) in \( L^\infty(\mathbb{R}^d \times [0,T]) \). Furthermore, \( p^\tau_+ = \max(p^\tau,0) \) is uniformly bounded in \( L^\infty(\mathbb{R}^d \times [0,T]) \), and weak-* converges along a subsequence to some \( p \in L^\infty(\mathbb{R}^d \times [0,T]) \). Moreover, along a subsequence, \( \rho^\tau p^\tau \) and \( s^*(p^\tau) \) converge weakly in \( L^1(\mathbb{R}^d \times [0,T]) \) to \( pp \) and \( s^*(p) \), respectively.

Proof. Since \( p^\tau \) has a uniform upper bound in \( \mathbb{R}^d \times [0,T] \), by (1.3), \( \rho^\tau \) is uniformly bounded in \( L^\infty(\mathbb{R}^d \times [0,T]) \), and so is \( \rho^\tau p^\tau \). Hence, along a subsequence, \( p^\tau_+ \) converges to some \( p \in L^\infty(\mathbb{R}^d \times [0,T]) \) in the weak-* topology.

By Corollary 6.7, it follows that \( \rho^\tau p^\tau = \rho^\tau p^\tau_+ \) converges weakly to \( \rho p \) in \( L^1(\mathbb{R}^d \times [0,T]) \) up to a further subsequence.

Next we show that \( p \in \partial s(\rho) \). By Lemma 2.9 it suffices to show that
\[
\rho(x,t)p(x,t) = s(\rho(x,t)) + s^*(p(x,t)) \quad \text{for a.e. } (x,t) \in \mathbb{R}^d \times [0,T].
\]
(7.4)

It is enough to show that the left hand side is greater or equal to the right, since the other inequality is always true by definition. From the discrete scheme and the fact \( s^*(p) = 0 \) for all \( p \leq 0 \), we have
\[
\rho^\tau(x,t)p^\tau(x,t) = s(\rho^\tau(x,t)) + s^*(p^\tau_+(x,t)) \quad \text{a.e. } (x,t) \in \mathbb{R}^d \times [0,T].
\]
(7.5)

Since along a subsequence \( \rho^\tau \to \rho \) in \( L^1(\mathbb{R}^d \times [0,T]) \), the same holds for \( s(\rho^\tau) \) due to the continuity of \( s \). The desired inequality follows by combining this fact with the weak convergence of \( \rho^\tau p^\tau \) to \( \rho p \) in \( L^1(\mathbb{R}^d \times [0,T]) \), the weak-* convergence of \( p^\tau_+ \) in \( L^\infty(\mathbb{R}^d \times [0,T]) \) (both along a subsequence), and the weak lower semi-continuity of \( s^* \).

It remains to show that \( s^*(p^\tau) \), or equivalently \( s^*(p^\tau_+) \), weakly converges to \( s^*(p) \) along a subsequence in \( L^1(\mathbb{R}^d \times [0,T]) \). This immediately follows from (7.4) and (7.5), noting that \( \rho^\tau p^\tau \to \rho p \) and \( s(\rho^\tau) \to s(\rho) \) in \( \mathbb{R}^d \times [0,T] \) along a subsequence.

Now we are ready to characterize the continuum limit as a very weak solution of the diffusion equation (1.7). Recall from Lemma 3.5 that \( p^\tau \leq M_0 := \max(b_1,\inf \partial s(\|\rho_0\|_{L^\infty(\mathbb{R}^d)})) \) for all \( \tau > 0 \).

Theorem 7.4. Suppose that either \( s \in C^1_{\text{loc}}([0,\infty)) \), or \( G(\cdot,x) \) is affine on \([0,M_0]\) for all \( x \in \mathbb{R}^d \). Then for any \( T > 0 \), the limit density and pressure \((\rho,p)\) given in Proposition 7.3 satisfy
\[
\int_0^T \int_{\mathbb{R}^d} \rho \partial_t \phi + s^*(p^\tau) \Delta \phi + G(p,x)\rho \phi dx dt = \int_0^T \int_{\mathbb{R}^d} \rho(x,t_0)\phi(x,t_0) dx - \int_{\mathbb{R}^d} \rho_0(x)\phi(x,0) dx
\]
for any \( \phi \in C^\infty(\mathbb{R}^d) \) and a.e. \( t_0 \in [0,T] \).

Proof. We first show that, along a subsequence as \( \tau \to 0 \),
\[
\int_0^T \int_{\mathbb{R}^d} G(p^\tau_+,x)\rho^\tau_+ \phi dx dt \to \int_0^T \int_{\mathbb{R}^d} G(p,x)\rho \phi dx dt
\]
(7.7)
for any \( \phi \in C^0(\mathbb{R}^d) \) and any \( t_0 \in [0,T] \). If \( s \in C^1_{\text{loc}}([0,\infty)) \), we have \( p^\tau_+ = s'(\rho^\tau) \) almost everywhere. By Corollary 6.7 along a subsequence, \( p^\tau_+ \) a.e. converges to \( p \) on \( \mathbb{R}^d \times [0,T] \). Since \( G \) is continuous, \( \rho^\tau G(p^\tau(x,t),x) \) a.e. converges to \( \rho(x,t)G(p(x,t),x) \). Moreover, since \( G \) is uniformly bounded, we can conclude (7.4) by the dominated convergence theorem. Otherwise, if \( G(\cdot,x) \) is affine, (7.7) holds because of \( L^1 \)-convergence of \( \rho^\tau \) to \( \rho \) and the weak-* convergence of \( p^\tau_+ \) to \( p \) in \( L^\infty(\mathbb{R}^d \times [0,T]) \).

We then claim that
\[
\int_{\mathbb{R}^d} \rho^\tau \nabla p^\tau \cdot \nabla \phi dx = - \int_{\mathbb{R}^d} s^*(p^\tau) \Delta \phi dx.
\]
(7.8)
Given $\mathcal{E}_\mathcal{F}$, if $s^* \in C^1_{\text{loc}}(\mathbb{R})$, this is trivial by integration by parts. Suppose not. We construct $\{s^*_\epsilon\}_{\epsilon > 0}$ to be a non-negative sequence of $C^1$-approximation of $s^*$ as follows. Take $\zeta \in C^\infty_0(\mathbb{R})$, such that $\zeta \geq 0$, $\int_\mathbb{R} \zeta = 1$ and spt $\zeta \subset [0, 1]$. Define $\zeta_\epsilon(x) := \epsilon^{-1} \zeta(x/\epsilon)$ and let $s^*_\epsilon = s^* \ast \zeta_\epsilon$. Since $s^*$ is non-decreasing on $\mathbb{R}$ and locally Lipschitz, $\{s^*_\epsilon\}_{\epsilon}$ satisfies that $s^*_\epsilon$ is decreasing in $\epsilon$ and $s^*_\epsilon \to s^*$ locally uniformly as $\epsilon \to 0$. Moreover, since $s^*$ is convex, $(s^*_\epsilon)'(\cdot)$ is decreasing in $\epsilon$, and at any differentiable point of $s^*$, $(s^*_\epsilon)'(s^*)' \to 0$ as $\epsilon \to 0$. Then let $\rho^*_\epsilon := (s^*_\epsilon)'(p^*)$. Then with $\Omega$ being the sufficiently large convex smooth domain used to construct $(\rho^*, \rho^*)$, which contains spt $\rho^*$ and spt $\rho^*_\epsilon$.

\[
\int_\Omega \rho^*_\epsilon \nabla \rho^* \nabla \phi \, dx = -\int_\mathbb{R}^d s^*_\epsilon(p^*) \Delta \phi \, dx \to -\int_\mathbb{R}^d s^*(p^*) \Delta \phi \, dx \tag{7.9}
\]
as $\epsilon \to 0$.

The convergence is because of the local uniform convergence from $s^*_\epsilon$ to $s^*$. On the other hand, since $s^*$ is convex, it has countably many non-differentiable points, which are denoted as $\{a_i\}_{i=1}^{\infty}$. Let $A_i = \{x \in \Omega : \rho^* = a_i\}$ and $A = \bigcup_{i=1}^{\infty} A_i$. It is known that $\nabla \rho^* = 0$ a.e. in $A_i$ for all $i$. Hence,

\[
\left| \int_\Omega (\rho^*_\epsilon - \rho^*) \nabla \rho^* \nabla \phi \, dx \right| \leq \int_{\Omega \setminus A} |\rho^*_\epsilon - \rho^*| |\nabla \rho^*| |\nabla \phi| \, dx
\]

\[
\leq \|\nabla \rho^*\|_{L^\infty(\Omega)} \|\nabla \phi\|_{L^\infty(\mathbb{R}^d)} \int_{\Omega \setminus A} |(s^*_\epsilon)'(p^*) - (s^*)'(p^*)| \, dx.
\]

Since $p^*$ is $\omega$-concave, $\|\nabla \rho^*\|_{L^\infty(\Omega)}$ admits a uniform bound. Hence, by the monotone convergence $(s^*_\epsilon)'(p^*) \to (s^*)'(p^*)$ on $\Omega \setminus A$, the right hand side above goes to 0 as $\epsilon \to 0$. Combining this with (7.9), we finish the proof of (7.8).

Now by Proposition 7.3 for any $0 < t_0 \leq T$ and any $\phi \in C^\infty_0(\mathbb{R}^d \times [0, T])$,

\[
\int_0^{t_0} \int_{\mathbb{R}^d} \rho^* \nabla \rho^* \cdot \nabla \phi \, dx \, dt \to -\int_0^{t_0} \int_{\mathbb{R}^d} s^*(p) \Delta \phi \, dx \, dt \tag{7.10}
\]
along a subsequence as $\tau \to 0$.

Furthermore, by Corollary 6.7 and Fubini’s theorem, $\rho^*(t_0, \cdot) \to \rho(t_0, \cdot)$ in $L^1(\mathbb{R}^d)$ for a.e. $t_0 \in [0, T]$.

Therefore, (7.6) follows from Lemma 7.1, Lemma 7.2, Proposition 7.3, 7.7 and 7.10. \hfill $\square$

**Remark 7.5.** Combining Lemma 7.2 with (7.10), we obtain that, along a subsequence, $\mu^\tau \to \mu G(p, x)$ in $L^1([0, T]; W^{-1,1}(\mathbb{R}^d))$ as $\tau \to 0$.

When $s = s_\infty$, similar to [PQV14], we obtain strong convergence of $\rho^*$ using the monotonicity property established in Corollary 4.5.

**Theorem 7.6.** Let $s = s_\infty$ and let $p_0(x) \in [0, 1]$. Then $\{\rho^\tau\}_{\tau > 0}$ is uniformly bounded in $L^\infty(\mathbb{R}^d \times [0, T])$ and converges to some $\rho \in L^1(\mathbb{R}^d \times [0, T])$ along a subsequence. Moreover, there exists $p \in \partial s(\rho)$ such that $p^\tau \to p$ in $L^1(\mathbb{R}^d \times [0, T])$ and $p^\tau \to p$ in $L^2([0, T]; H^1(\mathbb{R}^d))$ along a subsequence. Lastly, $(\rho, p)$ satisfies \((\rho - 1)p = 0\) a.e. and

\[
\int_0^{t_0} \int_{\mathbb{R}^d} \rho \partial_t \phi - \nabla \rho \cdot \nabla \phi + G(p, x) \rho \phi \, dx \, dt = \int_{\mathbb{R}^d} \rho(t_0, x) \phi(t_0, x) \, dx - \int_{\mathbb{R}^d} \rho_0(x) \phi(0, x) \, dx \tag{7.11}
\]

for any $\phi \in C^\infty([0, \infty) \times \mathbb{R}^d)$ and a.e. $t_0 \in [0, T]$.

**Proof.** As before, $p^\tau_+$ is uniformly bounded in $L^\infty(\mathbb{R}^d \times [0, T])$ (see Lemma 3.5). Also, since $(\rho^\tau - 1)p^\tau_+ = 0$ a.e. from their dual relation, for $t \in [0, T]$, $p^\tau_+$ is supported on a compact set that
is uniform in $\tau$ (see Section 5). Moreover for any $t_0 \in [0, T]$,

$$\int_0^{t_0} \int_{\mathbb{R}^d} |\nabla p_{+}^\tau|^2 dx = \int_0^{t_0} \int_{\mathbb{R}^d} \rho^\tau |\nabla p_{+}^\tau|^2 dx,$$

(7.12)

which is uniformly bounded with respect to $\tau$ due to Corollary 6.2.

The convergence of $p_{+}^\tau$ in $L^1(\mathbb{R}^d \times [0, T])$ is a consequence of the time-monotonicity in Corollary 4.5. In fact, if we consider the linear interpolation

$$\tilde{p}^\tau(x, (n - 1 + \theta)\tau) := \theta p_{+}^\tau(x, n\tau) + (1 - \theta) p_{+}^\tau(x, (n - 1)\tau)$$

for $0 \leq \theta < 1$ and $n \in \mathbb{N}_+$, then for any $N \leq T/\tau + 1$,

$$\int_0^{N\tau} \int_{\mathbb{R}^d} |\partial_t \tilde{p}^\tau| dx \, dt = \sum_{n=1}^N \tau \int_{\mathbb{R}^d} \left| \frac{p_{+}^\tau(x, n\tau) - p_{+}^\tau(x, (n - 1)\tau)}{\tau} \right| dx = \int_{\mathbb{R}^d} (p_{+}^\tau(x, N\tau) - p_{+}^\tau(x, 0)) \, dx,$$

and thus $\partial_t \tilde{p}^\tau \in L^1(\mathbb{R}^d \times [0, T])$ for any $T > 0$. Combined with (7.12) we conclude that $\tilde{p}^\tau$, and thus $p_{+}^\tau$, strongly converges to $p$ in $L^1(\mathbb{R}^d \times [0, T])$ along a subsequence. Since $p_{+}^\tau$ and thus $p$ are uniformly bounded in $L^\infty(\mathbb{R}^d \times [0, T])$, this convergence also holds in $L^2(\mathbb{R}^d \times [0, T])$. Combined with the uniform $L^2$-bound of $\nabla p_{+}^\tau$ by (7.12), it follows that $\nabla p_{+}^\tau \rightharpoonup \nabla p$ in $L^2(\mathbb{R}^d \times [0, T])$.

Lastly, the dual relation $p(\rho - 1) = 0$ is obtained from the discrete version $p_{+}^\tau \rho^\tau = p_{+}^\tau$, from the strong convergence of $p_{+}^\tau$ and $p^\tau$ in $L^1 \cap L^2(\mathbb{R}^d \times [0, T])$. Finally, (7.11) can be justified as in the proof of Theorem 7.4.

\section{8. Coincidence of Solutions}

In this section we show that our continuum limit solutions in many cases, including those for $s = s_m$ and $s = s_\infty$ with general $G$, are sufficiently regular to coincide with the existing notion of unique solutions.

\subsection{8.1. Regular energy.}

\textbf{Definition 8.1.} $(\rho, p)$ is a \textit{very weak} solution of (1.7) if they are nonnegative, compactly supported and bounded functions in $\mathbb{R}^d \times [0, T]$ such that $s^*(p) \in L^2(\mathbb{R}^d \times [0, T])$ and satisfies (7.4) and (7.6).

\textbf{Theorem 8.2.} Let $s \in C^1_{\text{loc}}([0, \infty))$ and suppose that for any $C > 0$ there exists a constant $M = M_C$ such that

$$x|s'(x) - s'(y)| \leq M|x - y| \quad \text{for any } x, y \in [0, C].$$

(8.1)

Then the continuum pair $(\rho, p)$ as given in Theorem 7.4 is the unique very weak solution of (1.7).

\textbf{Remark 8.3.} Note that the assumptions are satisfied for $s(\rho) = \rho^m$ with $m > 1$.

\textbf{Proof.} From parallel arguments to Theorem 6.5 and Theorem 6.6 in Vázquez that uses the Hilbert duality method, where the same outline of proof applies when the Dirichlet data is replaced by the Neumann data, we obtain the inequality

$$\int_{\mathbb{R}^d} (\rho_1(t_0, x) - \rho_2(t_0, x))_+ dx \leq \int_0^{t_0} \int_{\mathbb{R}^d} (\rho_1 G(p_1, x) - \rho_2 G(p_2, x))_+ dx \, dt.$$

where $p_i = s'(\rho_i)$. Since $G(z, x)$ is bounded and is Lipschitz in $z$, we have

$$\int_{\mathbb{R}^d} |\rho_1(t_0, x) - \rho_2(t_0, x)| dx \leq A \int_0^{t_0} \int_{\mathbb{R}^d} (|\rho_1 - p_1| + |\rho_1 - p_2|) dx \, dt,$$
Where \( A := \sup_{z \leq \| p_1 + p_2 \|} G'(z) \). Hence if we know that
\[
\int_{\mathbb{R}^d} p_1(x,t) |p_1(x,t) - p_2(x,t)| \, dx \leq M \int_{\mathbb{R}^d} |p_1(x,t) - p_2(x,t)| \, dx,
\]
where \( M \) is a uniform constant for \( 0 \leq t \leq T \), then we can conclude by Gronwall’s inequality. This is true due to Lemma 3.25 and (8.1).

\[ \square \]

8.2. Tumor growth model. When \( s = s_\infty \), the above argument does not apply since the pressure difference can no longer be bounded by the density difference. Instead, we resort to stronger notion of weak solutions with information on their time derivatives.

Definition 8.4. \((\rho, p)\) is a weak solution of \((P)\) with \( s = s_\infty \) if they are compactly supported functions in \( \mathbb{R}^d \times [0, T] \) such that \( 0 \leq \rho \leq 1 \), \( p \in L^\infty(\mathbb{R}^d \times [0, T]) \cap L^2([0, T]; H^1(\mathbb{R}^d)) \), (7.4) and (7.11) hold, and in addition
\[
\rho_i, p_i \in L^1(\mathbb{R}^d \times [0, T]). \tag{8.2}
\]

The continuum limit pair \((\rho, p)\) obtained in Theorem 7.6 is a weak solution of \((P)\), with (8.2) satisfied due to the monotonicity of \( \rho \) and \( p \) in time by virtue of Corollary 4.5.

The following theorem is obtained in [PQV14], however we sketch their proof to highlight the necessary properties of weak solutions we need in the proof.

Theorem 8.5. Suppose \( G(\cdot, x) \) is locally uniformly \( C^2 \). Then the continuum limit pair \((\rho, p)\) given in Theorem 7.6 is the unique weak solution of (1.7) with \( s = s_\infty \).

\[ \text{Proof.} \]
Let us consider two pairs of weak solutions \((\rho_i, p_i)\) with \( s = s_\infty \). Denote \( \Omega_T := \Omega \times [0, T] \), where \( \Omega \) is sufficiently large so that \( \Omega_T \) contains the support of \((\rho_i, p_i)\) for \( i = 1, 2 \). Following [PQV14] Section 3, we write (7.11) in terms of the dual equation for \( \psi \), i.e.,
\[
\int \int_{\Omega_T} (p_1 - p_2 + p_1 - p_2) [A \partial_t \psi + B \Delta \psi + AG(p_1, x) \psi - CB \psi] = 0, \tag{8.3}
\]
where, since \( \rho_i = 1 \) whenever \( p_i > 0 \) and otherwise \( \rho_i \leq 1 \),
\[
A = \frac{\rho_1 - \rho_2}{(\rho_1 - \rho_2) + (p_1 - p_2)}, \quad B = \frac{p_1 - p_2}{(\rho_1 - \rho_2) + (p_1 - p_2)} \in [0, 1],
\]
and
\[
0 \leq C = -p_2 \left( \frac{G(p_1, x) - G(p_2, x)}{\rho_1 - p_1} \right) \leq M < \infty.
\]

Here \( A \) is defined zero when \( \rho_1 = \rho_2 \), and \( B \) is defined zero when \( p_1 = p_2 \). In [PQV14] one applies Hilbert’s duality method for the dual equation in (8.3). More precisely the idea is to solve the dual problem
\[
\left\{ \begin{array}{l}
A \partial_t \psi + B \Delta \psi + AG(p) \psi - CB \psi = A \Phi \text{ in } \Omega_T, \\
\psi = 0 \text{ in } \partial \Omega \times (0, T), \quad \psi(\cdot, T) = 0 \text{ in } \Omega,
\end{array} \right.
\]
for smooth \( \Phi \), and use \( \psi \) as test function in (8.3). This would yield uniqueness since \( \Phi \) can be chosen arbitrarily. However the coefficients of the dual problem are neither smooth nor strictly positive, hence we need approximation arguments to derive uniqueness.

For the approximation to create small error terms, we need some regularity assumptions on the coefficients. First the coefficients to be in \( L^2(\Omega_T) \), which is fine since they are bounded. In addition we need \( \nabla [G(p_i, x)] \in L^2(\Omega_T) \), \( G(p_i, x) \in L^\infty(\Omega_T) \), and \( \partial_t C \in L^1(\Omega_T) \). Since \( p_i \)'s are bounded, it remains for us to check that
\[
\nabla [G(p_i, x)] \in L^2(\Omega_T) \text{ and } \partial_t C \in L^1(\Omega_T). \tag{8.4}
\]
The first bound follows from the fact that $G$ is locally Lipschitz, as well as the fact that $\nabla p_i \in L^2(\Omega_T)$. To check the second condition we write
\[
\frac{G(p_1, x) - G(p_2, x)}{p_1 - p_2} = \int_0^1 G_p((1 - s)p_1 + sp_2, x) \, ds.
\]
Thus
\[
C_t = -\rho_t \int_0^1 G_p((1 - s)p_1 + sp_2, x) \, ds - \rho \int_0^1 G_{pp}((1 - s)p_1 + sp_2, x)((1 - s)(p_1)_t + s(p_2)_t) \, ds.
\]
The first term is integrable since $\rho_t \in L^1(\Omega_T)$ and $\int_0^1 G_{pp}((1 - s)p_1 + sp_2, x) \, ds$ is bounded due to the bound on $p_t$'s.

Since $(p_1)_t, (p_2)_t \geq 0$, we conclude by Fubini’s theorem that
\[
\int_{\Omega_T} |C_t| \leq M \int_{\Omega_T} [(p_1)_t + (p_2)_t] \leq 2M \sum_{i=1,2} \|p_i\|_{L^1(\Omega)}
\]
where
\[
M = \sup_{|p| \leq \max(\|p_1\|_\infty, \|p_2\|_\infty), x \in \Omega} (|\partial_p G(p, x)| + |\partial_{pp} G(p, x)|).
\]
\[
\square
\]

**Appendix A. An Improved Family of Barrier Densities**

We shall construct a refined version of barrier density $\rho_R$ discussed in Section 5 to prove Proposition 5.6.

Fix parameter $A \geq 1$; it will be clear later that $A$ roughly characterizes how steep the boundary transition of the density can be. Let $Q$ be defined in (5.3), and let $w_1$ and $c_s$ be defined in Lemma 5.4. We show that

**Lemma A.1.** (1) For all $A \geq 1$, there exists a unique $w_A \in (0, w_1]$ only depending on $\tilde{G}$, such that
\[
Q(w_A) = \frac{A^2 \tau}{2} |Q'(w_A)|^2.
\]
(2) $w_A$ is decreasing in $A$ and $A|Q'(w_A)|$ is increasing in $A$.

(3) $|Q'(w_A)| \leq \min \left\{ c_s, \sqrt{\frac{2z_M}{A^2 \tau}} \right\}$.

**Proof.** The first two claim easily follow from the monotonicity of $Q$ and $|Q'|$ by Lemma 5.4.

The last one follows from Lemma 5.4 and the fact that $Q(w_A) \leq z_M$. \[\square\]

Take $R \geq w_A/A + 1$, and define
\[
q_{R_A}(r) = \begin{cases} 
z_M & \text{if } r \leq R - w_A/A, \\
Q(A(r - R + w_A/A)) & \text{if } r \in (R - w_A/A, R], \\
-\infty & \text{otherwise}.
\end{cases}
\]

(A.1)

Clearly, this generalizes (5.4). Let $\rho_{R_A}$ be defined by (c.f. (5.5))
\[
\rho_{R_A}(r) = \begin{cases} 
(s^+)'(z_M) & \text{if } r \leq R - w_A/A, \\
(1 - \tau q_{R_A}^2(r))(1 - \tau r^{-1} q_{R_A}^2(r))^{s-1} & \text{if } r \in (R - w_A/A, R], \\
0 & \text{otherwise}.
\end{cases}
\]

(A.2)
We know that \( \rho_{R,A} \) is in a plateau-like shape, with the boundary transition from 0 to the height of the plateau taking place within an annular region of width \( w_A/A \). Let \( \rho_t \) be the optimal new density corresponding to \( \rho_{R,A} \) (see \((5.1)\)) in the modified problem \((5.1)\). Then \( \rho_{R,A} \) is supported on \( \overline{B_R} \), while \( \rho_t \) is supported on \( \overline{B_{R'}} \), where we define \( R := R + \tau A|Q'(w_A)| \) with abuse of notations.

In the spirit of Lemma \(5.5\) one can readily show \( \rho_t \leq \rho_{R,A} \) almost everywhere. However, we shall improve this by showing that \( \rho_t \leq \rho_{\tilde{R},A} \) a.e. for some \( \tilde{A} < A \). Note that \( \rho_{\tilde{R},A} \) has less steep boundary behavior than \( \rho_{R,A} \). We need an auxiliary result.

**Lemma A.2.** Define \( y_A \in [0, w_A] \) to solve

\[
|Q'(y_A)| = \frac{1}{2} |Q'(w_A)|. \tag{A.3}
\]

Then there exists a universal \( \tilde{c} \), which only depends on \( \tilde{G} \), such that for all \( \tilde{A} \in \left[ \frac{A}{1+c}, A \right] \),

\[
A \leq \tilde{A}(1 - \tau \tilde{A}^2 Q''(y_A)) \tag{A.4}
\]

and

\[
R - \frac{w_A}{A} \leq \tilde{R} - \frac{w_{\tilde{A}}}{A} - \frac{\tau A}{2} |Q'(w_A)|. \tag{A.5}
\]

**Proof.** We first consider \((A.5)\). Recall that \( Q \) is concave. By the monotonicity of \( w_A \), \( Q(w_A) \) and \( |Q'(w_A)| \) in \( A \) due to Lemma \(5.3\) and Lemma \(A.1\)

\[
|w_A - w_{\tilde{A}}||Q'(w_A)| \leq Q(w_A) - Q(w_{\tilde{A}})
\]

\[
= \frac{\tau A^2}{2} |Q'(w_A)|^2 - \frac{\tilde{A}^2}{2} |Q'(w_{\tilde{A}})|^2 \leq \frac{\tau}{2} (A^2 - \tilde{A}^2) |Q'(w_A)|^2.
\]

In the equality above, we used the definition of \( w_A \) and \( w_{\tilde{A}} \). Hence,

\[
\frac{w_{\tilde{A}} - w_A}{A} \leq \frac{\tau}{2A} (A^2 - \tilde{A}^2) |Q'(w_A)| \leq \frac{\tau A}{A} (A - \tilde{A}) |Q'(w_A)|.
\]

In order that \((A.5)\) holds, it suffices to have

\[
\frac{\tau A}{A} (A - \tilde{A}) |Q'(w_A)| + w_A \frac{A - \tilde{A}}{AA} \leq \frac{\tau A}{2} |Q'(w_A)|,
\]

which is true if

\[
\tilde{A} \geq \frac{1 + \frac{\tau A^2 |Q'(w_A)|}{w_A}}{1 + \frac{3\tau A^2 |Q'(w_A)|}{2w_A}}. \tag{A.6}
\]

By Lemma \(A.1\) for all \( A \geq 1 \) and \( \tau \leq 1 \),

\[
\frac{A |Q'(w_A)|}{w_A} \geq \frac{|Q'(w_1)|}{w_1} \geq C(\tilde{G}).
\]

Therefore, there exists a universal constant \( C(\tilde{G}) \), such that \( \tilde{A} \geq \frac{A}{1 + C(\tilde{G})} \) implies \((A.6)\). As a result, \((A.5)\) is also true.

For \((A.4)\), it suffices to show that \( \tilde{A} |Q''(y_A)| \geq C(\tilde{G}) \). Since \( |Q''| \) is an increasing function and \( Q'(0) = 0 \), by \((A.3)\) and the result proved above,

\[
\tilde{A} |Q''(y_A)| \geq \frac{\tilde{A}}{A} A \cdot \frac{|Q'(y_A)|}{y_A} \geq \frac{\tilde{A}}{A} \cdot \frac{A |Q'(w_A)|}{2w_A} \geq C(\tilde{G}).
\]

Therefore, by suitably choosing \( \tilde{c} \) that only depends on \( \tilde{G} \), we have \((A.4)\) and \((A.5)\) hold. \( \square \)

Now we generalize Lemma \(5.5\)
Lemma A.3. Suppose $\tau \in (0, 1]$. Let $\rho_\tau$ and $\bar{R}$ be defined as above, and let $\bar{A} \in [1, A]$ satisfy (A.4) and (A.5). Then $\rho_\tau \leq \rho_{\bar{R}, \bar{A}}$.

Proof. Since $\bar{A} \geq 1$, arguing as in Lemma A.5 it suffices to show $\bar{W}(r) \geq W(r)$ for all $r \in [0, \bar{R}]$, where

$$
\bar{W}(r) := q_{\bar{R}, \bar{A}}(r + \tau|\bar{q}_{R,A}(r)|) - \frac{\tau}{2}|\bar{q}_{R,A}(r + \tau|\bar{q}_{R,A}(r)||)^2,
$$

$$
W(r) := q_{R,A}(r) - \frac{\tau}{2}|q_{R,A}(r)|^2.
$$

By definition, $W(r) = z_M$ for all $r \leq (R - w_A/A)$, but $W(r) < z_M$ if $r > (R - w_A/A)$. On the other hand, by (A.5), we have $\bar{W}(r) = z_M$ on $[0, r_*)$ for some $r_* > (R - w_A/A)$. Moreover, $W(R) = \bar{W}(R) = 0$.

Let $\mathcal{S} = \{r \in [0, R] : \bar{W}(r) < W(r)\}$. Suppose $\mathcal{S} \neq \emptyset$. We take $r_0 = \inf \mathcal{S}$. Since $W$ and $\bar{W}$ are continuous, $W(r_0) = \bar{W}(r_0)$, i.e.,

$$
Q(y(r_0)) - \frac{A^2 r}{2}|Q'(y(r_0))|^2 = Q(\bar{y}(r_0)) - \frac{A^2 r}{2}|Q'(\bar{y}(r_0))|^2.
$$

(A.7)

Here for brevity, we denote

$$
y(r) := A(r - (R - w_A/A)),
$$

$$
\bar{y}(r) := \bar{A} \left( r + \tau|\bar{q}_{R,A}(r)| - \left( R - \frac{w_A}{A} \right) \right).
$$

Here it is also understood that $Q \equiv z_M$ on $(-\infty, 0]$. Since $\bar{A} \leq A$, (A.7) implies $y(r_0) \leq \bar{y}(r_0)$, which further gives

$$
r_0 + \tau A|Q'(y(r_0))| - \left( \bar{R} - \frac{w_A}{A} \right) \geq r_0 - \left( R - \frac{w_A}{A} \right).
$$

(A.8)

We claim that $\bar{W}'(r) \leq W'(r)$ for all $r \geq r_0$. We calculate that

$$
\bar{W}'(r) = q_{\bar{R}, \bar{A}}'(r + \tau|\bar{q}_{R,A}(r)|) \left( 1 - \tau \bar{q}_{R,A}''(r + \tau|\bar{q}_{R,A}(r)|) \right) \left( 1 - \tau q_{R,A}''(r) \right),
$$

$$
W'(r) = q_{R,A}'(r)(1 - \tau q_{R,A}''(r)).
$$

(A.9)

By (A.9), $\bar{W}'(r) \leq W'(r)$ is equivalent to

$$
\bar{A}Q'(\bar{y}(r))(1 - \tau \bar{A}^2 Q''(\bar{y}(r))) \leq AQ'(y(r)),
$$

By virtue of (A.8) and the monotonicity of $Q'$ and $Q''$, it suffices to show that $y(r) \leq \bar{y}(r)$ for all $r \geq r_0$. Since this is true for $r = r_0$, we shall prove $y'(r) \leq \bar{y}'(r)$ for all $r \geq r_0$, i.e.,

$$
A \leq \bar{A}(1 - \tau \bar{A}^2 Q''(\bar{y}(r))).
$$

(A.10)

Recall that $W(R) = \bar{W}(R) = 0$ and $W(r_0) = \bar{W}(r_0)$. So if $r_0 < R$, we must have $\bar{W}'(r) = W'(r)$ for all $r \geq r_0$. This implies $\bar{W}(r) = W(r)$, which leads to a contradiction. On the other hand, $r_0 \neq R$, since $\mathcal{S}$ is open in $[0, R]$.

This proves $\mathcal{S} = \emptyset$, so $\bar{W}(r) \geq W(r)$ on $[0, R]$. This completes the proof. □
Combining these two Lemmas with Proposition A.3, we argue as in Lemma 5.4 to conclude with the following result, from which Proposition 5.6 follows.

**Proposition A.4.** Suppose $\rho_0 \in L^\infty(\Omega) \cap X$ satisfies (1.9). Fix $\tau \in (0, 1]$. Let $\{\rho^n\}$ be the sequence of densities obtained by the discrete scheme (1.2) starting from $\rho_0$. Take $\rho^* = \|\rho_0\|_{L^\infty(\Omega)}$ and let $R_\ast$ and $c_\ast$ be defined as in Lemma 5.7.

With $A \geq 1$, let $q_{R,A}$ and $\rho_{R,A}$ be defined in (A.1) and (A.2), respectively. Suppose $\rho_0 \leq \rho_{R_0,A_0}$ for some $A_0 \geq 1$ and $R_0 \geq w_{A_0}/A_0 + 1$. With $\bar{c}$ defined in Lemma A.2, define $\{A_n\}_{n=0}^\infty$ and $\{R_n\}_{n=0}^\infty$ as follows:

$$A_n = \max \left\{1, \frac{A_0}{(1 + \bar{c}\tau)^n} \right\}, \quad R_n = R_{n-1} + \tau A_{n-1}|Q'(w_{A_{n-1}})|.$$

Then $\rho^n \leq \rho_{R_n,A_n}$ for all $n \in \mathbb{N}$ which satisfies $B_{R_n} \subset \Omega$. In particular, $\mathrm{spt} \rho^n \subset \overline{B_{R_n}}$.

**References**

[AKY14] Damon Alexander, Inwon Kim, and Yao Yao, *Quasi-static evolution and congested crowd transport*, Nonlinearity 27 (2014), no. 4, 823.

[AL83] Hans Wilhelm Alt and Stephan Luckhaus, *Quasilinear elliptic-parabolic differential equations*, Mathematische Zeitschrift 183 (1983), no. 3, 311–341.

[Ben03] Benjamin Jean-David, *Numerical resolution of an "unbalanced" mass transport problem*, ESAIM: M2AN 37 (2003), no. 5, 851–868.

[Bre91] Yann Brenier, *Polar factorization and monotone rearrangement of vector-valued functions*, Communications on Pure and Applied Mathematics 44 (1991), no. 4, 375–417.

[CDM17] Léonard Chizat and Simone Di Marino, *A tumor growth model of hele-shaw type as a gradient flow*, arXiv preprint arXiv:1712.06124 (2017).

[CKY18] Katy Craig, Inwon Kim, and Yao Yao, *Congested aggregation via newtonian interaction*, Archive for Rational Mechanics and Analysis 227 (2018), no. 1, 1–67.

[CPSV18] Léonard Chizat, Gabriel Peyré, Bernhard Schmitzer, and François-Xavier Vialard, *An interpolating distance between optimal transport and fisher-rao metrics*, Foundations of Computational Mathematics 18 (2018), 1–44.

[DPMSV16] Guido De Philippis, Alpár Richárd Mészáros, Filippo Santambrogio, and Bozhidar Velichkov, *BV estimates in optimal transportation and applications*, Archive for Rational Mechanics and Analysis 219 (2016), no. 2, 829–860.

[EG15] Lawrence Craig Evans and Ronald F Gariepy, *Measure theory and fine properties of functions*, Chapman and Hall/CRC, 2015.

[Gan94] Wilfrid Gangbo, *An elementary proof of the polar factorization of vector-valued functions*, Archive for Rational Mechanics and Analysis 128 (1994), no. 4, 381–399.

[Gan95] W Gangbo, *Habilitation thesis*, Université de Metz, available at http://people.math.gatech.edu/gangbo/publications/habilitation. pdf (1995).

[GLM19] Gallouët, Thomas, Laborde, Maxime, and Monaisgjon, Léonard, *An unbalanced optimal transport splitting scheme for general advection-reaction-diffusion problems*, ESAIM: COCV 25 (2019), 8.

[GLOP19] Wilfrid Gangbo, Wuchen Li, Stanley Osher, and Michael Puthawala, *Unnormalized optimal transport*, Journal of Computational Physics 399 (2019), 108940.

[GM96] Wilfrid Gangbo and Robert J McCann, *The geometry of optimal transportation*, Acta Mathematica 177 (1996), no. 2, 113–161.

[JKO98] Richard Jordan, David Kinderlehrer, and Felix Otto, *The variational formulation of the fokker–planck equation*, SIAM journal on mathematical analysis 29 (1998), no. 1, 1–17.

[JKT20] Matt Jacobs, Inwon Kim, and Jiajun Tong, *The $L^1$-contraction principle in optimal transport*, arXiv preprint (2020).

[JL19] Matt Jacobs and Flavien Léger, *A fast approach to optimal transport: The back-and-forth method*, arXiv preprint arXiv:1905.12154 (2019).

[JWL] Matt Jacobs, Lee Wonjun, and Flavien Léger, *The back-and-forth method for wasserstein gradient flows*, In progress.

[KP18] Inwon Kim and Norbert Požár, *Porous medium equation to hele-shaw flow with general initial density*, Trans. Amer. Math. Soc. 370 (2018), no. 2, 873–909.
[LMS16] Matthias Liero, Alexander Mielke, and Giuseppe Savaré, Optimal transport in competition with reaction: The hellinger–kantorovich distance and geodesic curves, SIAM Journal on Mathematical Analysis 48 (2016), no. 4, 2869–2911.

[MPQ] Antoine Mellet, Benoît Perthame, and Fernando Quirós, A hele-shaw problem for tumor growth, J. Funct. Anal. 273, no. 10, 3061–3093.

[MRCS11] B. Maury, A. Roudneff-Chupin, and F. Santambrogio, A macroscopic crowd motion model of gradient flow type, Math. Models Meth. Appl. Sci. 20 (2011), 1787–1821.

[Ott01] Felix Otto, The geometry of dissipative evolution equations: the porous medium equation, Comm. Partial Differential Equations 26 (2001), 101–174.

[Per14] Benoît Perthame, Some mathematical aspects of tumor growth and therapy, ICM 2014-International Congress of Mathematicians, 2014.

[PQV14] Benoît Perthame, Fernando Quiró, and Juan Luis Vázquez, The hele-shaw asymptotics for mechanical models of tumor growth, Archive for Rational Mechanics and Analysis 212 (2014), no. 1, 93–127.

[San14] Filippo Santambrogio, Introduction to optimal transport theory, Notes (2014).

[Sim83] Leon Simon, Lectures on geometric measure theory, 1983.

[Váz07] Juan Luis Vázquez, The porous medium equation: mathematical theory, Oxford University Press, 2007.