ABSTRACT. The purpose of this paper is to give a systematic description of potentials decaying to zero at infinity, which generate eigenvalues at the edge of the absolutely continuous spectrum when combined with non-local operators defined by Bernstein functions of the Laplacian. By introducing suitable Hölder-Zygmund type spaces with different scale functions than usual, we study the action of these non-local Schrödinger operators in terms of second-order centered differences of eigenfunctions integrated with respect to singular kernels. First we obtain conditions under which the potentials decay at all, and are bounded continuous functions. Next we derive decay rates at infinity separately for operators with regularly varying and exponentially light Lévy jump kernels. We show situations in which no decay occurs, implying that zero-energy eigenfunctions with specific decay properties cannot occur. Then we obtain detailed results on the sign of potentials at infinity which, apart from asymptotic behaviour at infinity, is a second main feature responsible for the occurrence or absence of zero eigenvalues. Finally, we study the behaviour of potentials at the origin, and analyze a delicate interplay between the pinning effect resulting from a well at zero combined with decay and sign at infinity, as a main mechanism in the formation of zero-energy bound states. Among the many possible examples of non-local operators, we single out the fractional Laplacian and the massive relativistic operator, and we will derive and make extensive use of an additive relationship between the two. In the paper we propose a unified framework and develop a purely analytic approach.
1. Introduction

The main aim of this paper is to investigate the following type of problem: Given a non-local operator such as the fractional Laplacian $(-\Delta)^{\alpha/2}$, $0 < \alpha < 2$, under what conditions does there exist a real-valued bounded continuous function $V(x)$ on $\mathbb{R}^d$, tending to zero as $|x| \to \infty$, such that the equation

$$(-\Delta)^{\alpha/2} \varphi + V \varphi = 0$$

has a non-zero solution $\varphi \in L^2(\mathbb{R}^d)$, and what are its more detailed properties. We will address this problem in a greater generality replacing the fractional Laplacian by a Bernstein function $\Phi$ of the Laplacian, motivated by applications as explained below and by our interest in seeing how the answer depends on the symbol of the operator. Since, as it will be seen, $\text{Spec } \Phi(-\Delta) = \text{Spec}_{\text{ess }} \Phi(-\Delta) = \text{Spec}_{\text{ac }} \Phi(-\Delta) = [0, \infty)$, the problem equivalently means that we look for describing potentials $V$ decaying to zero at infinity for which the non-local Schrödinger operator $H = \Phi(-\Delta) + V$ has an eigenvalue at zero, which is thus embedded in its continuous spectrum. The technical challenge is to establish all these properties for the object

$$(1.1) \quad V(x) = -\frac{1}{\varphi(x)} \Phi(-\Delta) \varphi(x), \quad x \in \mathbb{R}^d,$$
in the conditions of $\Phi(-\Delta)$ being a non-local operator. In the following first we explain these aspects and their context, and next give an outline of the results in this paper.

**Non-local Schrödinger operators.** A primary source of non-local operators is relativistic quantum theory, in which the square-root of the Laplacian plays a special role. Generalized to other exponents,

$$\Phi_{m,\alpha}(-\Delta) = L_{m,\alpha} = (-\Delta + m^{2/\alpha})^{\alpha/2} - m, \quad 0 < \alpha < 2, \, m > 0,$$

and

$$\Phi_{0,\alpha}(-\Delta) = L_{0,\alpha} = (-\Delta)^{\alpha/2}, \quad 0 < \alpha < 2,$$

give the massive relativistic (with rest mass $m > 0$) and massless relativistic (i.e., fractional Laplace) operators of index $\frac{\alpha}{2}$. The case $\alpha = 1$, reproducing the square-root Klein-Gordon operator $L_{m,1}$, has been much studied in both the physics and mathematics literature (see below). For cases of other values of $\alpha$ relevant in laser cooling, optics, anomalous kinetic theory etc we refer to [6, 51, 60, 89] and the references therein. A second motivation to a study of non-local operators is provided by potential theory. Like the classical negative Laplacian is the infinitesimal generator of Brownian motion, the operators $-L_{0,\alpha}$ and $-L_{m,\alpha}$ are the Markov generators of rotationally symmetric $\alpha$-stable and rotationally symmetric relativistic $\alpha$-stable processes, respectively. These are recently much studied jump Lévy processes, with many applications going beyond relativistic quantum theory. For a review we refer to [11] and the subsequent developments.

These and many other non-local operators, as well as the classical Laplacian, can be seen as specific cases of a family defined in terms of Bernstein functions of the Laplacian. A Bernstein function $\Phi : (0, \infty) \to \mathbb{R}$ can be canonically represented as

$$\Phi(u) = k + bu + \int_{(0,\infty)} (1 - e^{-yu})\mu(dy),$$

where $k, b \geq 0$ and $\mu$ is a Borel measure with mass on the strictly positive semi-axis only (see Section 2.1 below for the details). In this paper we make the choice $k = 0 = b$, and retain the measure $\mu$ only as an input parameter. Using functional calculus we can then define the operators

$$\Phi(-\Delta) = \int_{(0,\infty)} (1 - e^{it\Delta})\mu(dt).$$

Their prominent interest in potential theory is due to the fact that such $\Phi$ are Laplace exponents of subordinators, i.e., of almost surely non-decreasing jump Lévy processes $(S_t^\Phi)_{t \geq 0}$ so that $\mathbb{E}^0[e^{-uS_t^\Phi}] = e^{-t\Phi(u)}$ holds for every $u, t \geq 0$, where the expectation is taken with respect to the probability measure of the subordinator. This implies $e^{-t\Phi(-\Delta)}f(x) = \mathbb{E}^x[f(B_{S_t^\Phi})]$, where $(B_t)_{t \geq 0}$ is $\mathbb{R}^d$-valued Brownian motion and the new process $(B_{S_t^\Phi})_{t \geq 0}$ is a jump Lévy process called subordinate Brownian motion, i.e., Brownian motion sampled at the random times given by the paths of the subordinator $(S_t^\Phi)_{t \geq 0}$. We have explored this useful representation previously [29, 32], for a detailed discussion see also [51, Ch. 4], but in this paper we take another approach and will not use a probabilistic language. Besides potential theory, see [52, 50], Bernstein functions of the Laplacian are more recently used also in other directions such as maximum principles for non-local equations [9, 10], a generalization of the Caffarelli-Silvestre extension technique [56], and the blow-up of solutions of stochastic PDE with white or coloured noise [17].

Take now a Borel measurable function $V : \mathbb{R}^d \to \mathbb{R}$ called potential, and using it as a multiplication operator, consider the non-local Schrödinger operator

$$H = \Phi(-\Delta) + V,$$
which is a counterpart of the classical (local) Schrödinger operator obtained for \( \Phi(u) = \frac{1}{2}u \). Fractional Schrödinger operators of the type \( H = L_{0,\alpha} + V = (-\Delta)^{\alpha/2} + V \) have been first studied from a potential theory point of view in \[12, 13\]. An analysis from a different perspective has been made in \[41\], and explicit solutions of the eigenvalue problem for the cases \( \alpha = 1 \) and \( V(x) = x^2 \) (massless relativistic harmonic oscillator), and \( V(x) = x^4 \) (massless relativistic quartic oscillator) have been presented in \[62, 21\]. The relativistic Schrödinger operator \( H = L_{m,1} + V \) has been much studied, see e.g. \[86, 27, 14, 59, 51, 72\], also with extra terms involving magnetic fields or spin \[30, 31\]. For more aspects of the spectral theory of non-local Schrödinger operators we refer to \[29, 32, 33, 39, 1, 24, 34, 54\]. For a further class of operators which are Markov generators of what we call jump-pairing Lévy processes, having a partial overlap with Bernstein functions of the Laplacian, we have obtained detailed results on the asymptotic decay of eigenfunctions at infinity in \[42, 44\], and further studied a hierarchy of contractivity properties of the related Schrödinger semigroups in \[40\]. Several of our results show that non-local Schrödinger operators can produce some qualitatively different behaviours from classical Schrödinger operators. We note that further developments include random non-local Schrödinger operators \[46, 47\], and also variants of the fractional Laplacian or the fractional \( p \)-Laplacian in the context of non-linear Schrödinger operators, which go beyond the scope of our paper.

**Behaviour at the spectral edge.** The spectral behaviour at and around the continuum edge of classical Schrödinger operators is known to produce intricate phenomena, whose analysis led to the development of sophisticated methods. Results on the two aspects of occurrence or absence of embedded eigenvalues in the continuous spectrum are of equal interest. For classical Schrödinger operators \( H = -\frac{1}{2}\Delta + V \) on \( L^2(\mathbb{R}^d) \) we refer to \[2, 36, 52, 58, 69, 18, 49, 53, 25, 19, 80\], and the syntheses in \[70, 22, 15, 18\] providing further references. The results indicate that the existence of positive embedded eigenvalues is a long range effect, and the appearance of positive point spectrum is a combination of slow decay and oscillations of the potential.

In the borderline case of zero eigenvalues the understanding of the nature of potentials is more limited and calls for further investigation. Zero-eigenvalue/resonance cases relate in a sense to incipient bound states (\( L^2 \)-eigenfunctions), giving important insight into the mechanisms of the formation of stable quantum states, such as enhanced binding and the Efimov effect \[84, 83, 37\], but such potentials appear, for instance, also in wetting phenomena \[88\]. For work on the existence of zero-energy eigenvalues and the spatial decay of zero-energy bound states of classical Schrödinger operators we refer to \[7, 3, 19, 25, 28, 80\], and for related low-energy scattering theory see also \[87, 67\]. The absence of zero eigenvalues has a further relevance. One reason for which zero eigenvalues can become important is that they may be accumulation points of negative eigenvalues. We refer to \[77\] for a discussion of dispersive estimates related to time evolutions of projections to the continuous spectrum under the unitary Schrödinger semigroup in the absence of a zero eigenvalue. For another application see \[4, 5\], in which the existence of time operators is considered, which is a rigorous description of the energy-time complementarity principle in quantum mechanics, and in which the non-existence of zero eigenvalues is an important condition.

While the study of zero eigenvalues of classical Schrödinger operators involves various technical complications, the (partially rigorously proven) picture that emerges from the above and related results is the following. Suppose that the potential has a decay at infinity like \( V(x) \sim C|x|^{-\gamma}, \gamma > 0 \), with a definite sign for large enough \( |x| \). Roughly speaking, there are two qualitatively different cases. On the one hand, if \( V \) is positive at infinity, then there is no zero eigenvalue if \( \gamma > 2 \), there may be one if \( \gamma < 2 \), and if \( \gamma = 2 \), then there is a critical coupling constant \( C^* > 0 \)
such that there is no zero eigenvalue if $C \leq C^*$ and there is an eigenfunction at zero eigenvalue if $C > C^*$. On the other hand, if $V$ is negative at infinity, then there is no zero eigenvalue if $0 < \gamma < 2$ and there may be otherwise. While a truly rigorous proof explaining the mechanisms behind these behaviours does not seem readily available, one may think that for $V$ with a positive tail the main reason for the decay cannot be too rapid is that the potential barrier would otherwise be too “thin” to be sufficiently efficient to repel motion back in the bulk and thus support an eigenfunction, while a slowly decaying potential negative at infinity is attracting to a too large degree arbitrarily far from the origin. In a Feynman-Kac representation this picture can be appreciated even more meaningfully.

Apart from classical Schrödinger operators, more recent work started to extend also to relativistic Schrödinger operators. For massless operators $H = (-\Delta)^{1/2} + V$, by an analysis of the resolvent around zero it has been shown in [71] that for $V \in L^3(\mathbb{R}^3)$ the set of potentials for which zero is not in the point spectrum contains an open and dense subset of $L^3(\mathbb{R}^3)$. A further result is that if zero is not an eigenvalue, then it cannot be the accumulation point of positive eigenvalues, which has no analogue for classical Schrödinger operators. Moreover, if $|V(x)| \leq (1 + |x|^2)^{-\gamma/2}$, $x \in \mathbb{R}^3$, for $\gamma > 1$, and zero is not an eigenvalue, then $H$ has no zero-resonances. Also, for $d = 3$ the same operator has no non-negative eigenvalues provided $|V|$, $|x \cdot \nabla V|$ and $|x \cdot \nabla (x \cdot \nabla V)|$ are jointly bounded by $C(1 + |x|^2)^{-1/2}$ and $C > 0$ is small enough. In [61] we have obtained further results on non-existence of embedded eigenvalues. Related work on unique continuation for fractional Schrödinger equations imply further non-existence results [78, 23, 79, 73, 74, 75].

In contrast, in the work [63] we have constructed potentials for the massive relativistic operator $L_{m,1}$ such that for a sufficiently large rest mass $m > 0$ a strictly positive eigenvalue $\sqrt{1 + m^2 - m}$ exists, and another set of potentials for which zero is an eigenvalue for $L_{0,1}$. The possibility of zero eigenvalues for the massive relativistic operator has been studied for a non-positive potential with compact support in [65]. In a further development [35] we constructed explicit potentials on $\mathbb{R}^d$, $d \geq 1$, for $(-\Delta)^{\alpha/2}$ with arbitrary order $0 < \alpha < 2$. Specifically, let $\kappa > 0$, $\alpha \in (0,2)$, and $P$ be a harmonic polynomial, homogeneous of degree $l \geq 0$, i.e., satisfying $P(cx) = c^\alpha P(x)$ for all $c > 0$, and $\Delta P = 0$. Denote $\delta = d + 2l$, and consider the potentials and functions

$$
V_{\kappa,\alpha}(x) = -\frac{2^\alpha}{\Gamma(\kappa)} \Gamma\left(\frac{\delta + \alpha}{2}\right) \Gamma\left(\frac{\alpha}{2} + \kappa\right) (1 + |x|^2)^\kappa \mathbf{2F}_1\left(\frac{\delta + \alpha}{2}, \frac{\kappa}{2} - |x|^2\right)
$$

(1.4)

$$
\varphi_{\kappa}(x) = \frac{P(x)}{(1 + |x|^2)^\kappa},
$$

where $\mathbf{2F}_1$ is Gauss’ hypergeometric function. Then

$$(\Delta - \frac{\delta}{2})^\frac{\alpha}{2} \varphi_{\kappa} + V_{\kappa,\alpha}\varphi_{\kappa} = 0$$

holds in distributional sense with $\varphi_{\kappa} \in L^2(\mathbb{R}^d)$ if $\kappa \geq \frac{\delta}{2}$, and

$$
|V_{\kappa,\alpha}(x)| = \begin{cases} 
O(|x|^{-\alpha}) & \text{if } \kappa \in \left(l, \frac{\delta}{2}\right) \setminus \left\{\frac{\delta - \alpha}{2}\right\} \\
O(|x|^{-2\alpha}) & \text{if } \kappa = \frac{\delta - \alpha}{2} \\
O(|x|^{-\alpha} \log |x|) & \text{if } \kappa = \frac{\delta}{2} \\
O(|x|^{2\kappa - \delta - \alpha}) & \text{if } \kappa \in \left(\frac{\delta}{2}, \frac{\delta + \alpha}{2}\right).
\end{cases}
$$

(1.5)

Furthermore, for large $|x|$ we have that

$$
V_{\kappa,\alpha}(x) < 0 \quad \text{if } \kappa \in \left(\frac{\delta - \alpha}{2}, \frac{\delta + \alpha}{2}\right) \\
V_{\kappa,\alpha}(x) > 0 \quad \text{if } \kappa \in \left(l, \frac{\delta - \alpha}{2}\right).
$$

(1.6) (1.7)
More recently, by using methods of path integration, in [45] we have obtained detailed decay estimates on eigenfunctions at zero eigenvalue for fractional and related Schrödinger operators. We have identified three different decay scenarios distinguished by the subtle interplays between $\Phi$ and the Lévy measure of the non-local operator, for the fractional Laplacian reproducing specifically the behaviours [1.3] and [1.6]-[1.7]. Due to our probabilistic techniques we were also able to gain some insight into the mechanism of the decay behaviours. On the one hand, unlike for bound states at negative eigenvalues, where the decay rates are governed by the distance of the eigenvalue from the edge of the continuous spectrum, zero-energy bound states depend on vestigial effects of the potential such as its sign at infinity. On the other hand, the specifics of the decay regimes depend on the large $|x|$ behaviour of the quantity

$$\frac{\Phi \left( \frac{1}{|x|} \right)}{V(x)} \times \frac{\mathbb{E}^{x} \left[ \int_{0}^{\tau_{B(0,|x|)/2}} e^{-\int_{0}^{t} V(x_{s}) ds} dt \right]}{\mathbb{E}^{0}_{0} \left[ \tau_{B(0,|x|)} \right]}$$

where $(X_{t})_{t \geq 0}$ is the jump Lévy process generated by $-\Phi(-\Delta)$, $\mathbb{E}^{x}$ denotes expectation with respect to the probability measure of the process starting at $x \in \mathbb{R}^{d}$, $B_{r}(a)$ denotes a ball of radius $r$ centered in $a$, and $\tau_{B_{r}(a)} = \inf\{t > 0 : X_{t} \in B_{r}(a)^{c}\}$ means the first exit time of the process from the given ball. The result shows that the decay of zero-energy bound states are governed by global survival times (in large balls of radii proportional to $|x|$). This is in sharp contrast with the case of bound states with negative eigenvalues [44, 43] or for confining potentials [42], where the decay is played by local survival times (in balls of unit radius), i.e., how soon paths leave local neighbourhoods far out. This also further indicates that a potential leading to a zero eigenvalue must have special features such as discussed above, more than a potential creating a negative eigenvalue which has a comfortable energy margin from the spectral edge. In analytic terms, this translates into a competition at infinity between the symbol of the operator and the potential.

**Outline of results.** Motivated by these developments, in this paper our goal is to describe the potentials for which non-local Schrödinger operators of the form [1.3] with [1.2] have a zero eigenvalue or a zero resonance. Our approach is purely analytic. Classical Schrödinger operators will be discussed in a future work, but our results in this paper provide a context against which perturbations of the Laplacian can be understood in a different light. Assuming that $H$ has an eigenfunction $\varphi \in \text{Dom}(\Phi(-\Delta)) \subset L^{2}(\mathbb{R}^{d})$, $\varphi \not\equiv 0$, at eigenvalue zero, solving the eigenvalue equation

$$H \varphi = 0,$$

we obtain for the expression of the potential formula [1.1] or its equivalent

$$V(x) = \frac{1}{\varphi(x)} \int_{(0, \infty)} \left( e^{t\Delta} \varphi(x) - \varphi(x) \right) \mu(dt),$$

which will be the main object of our analysis. Note that $e^{t\Delta} \varphi(x) = \int_{\mathbb{R}^{d}} p_{t}(x, y) \varphi(y) dy$, $t > 0$, with integral kernel (in a slight abuse of notation)

$$p_{t}(x, y) = p_{t}(x - y) = \frac{1}{4\pi t} e^{-|x-y|^{2}/4t}, \quad t > 0, \quad x, y \in \mathbb{R}^{d},$$

which is weakly convergent to $\delta(x - y)$ in the $t \downarrow 0$ limit. Informally, the integral at the right-hand side of [1.3] can be expressed as $\int_{(0, \infty)} \int_{\mathbb{R}^{d}} (p_{t}(x, y) - \delta(x - y)) \varphi(y) dy \mu(dt)$, so the regularization of the “diagonal part” on subtracting the delta-kernel acts to compensate the $t = 0$ singularity of $\mu$ allowing the resulting function to be well-defined for suitable $\varphi$. A further difficulty in obtaining a bounded potential $V$ as given by [1.3] is that by division through $\varphi$ the zeroes of the expressions involved in the ratio need to be matched, which is generally hard to control for non-local operators.
For the purposes of our analysis, in Section 2.3 below we will derive the representation

$$\Phi(-\Delta)f(x) = -\frac{1}{2} \int_{\mathbb{R}^d} D_h f(x) j(|h|) dh$$

with

$$D_h f(x) = f(x+h) - 2f(x) + f(x-h)$$

and

$$j(r) = \int_0^\infty p_t(r)(\mu(dt) = (4\pi)^{-d/2} \int_0^\infty t^{-d/2} e^{-\frac{r^2}{4t}} \mu(dt),$$

and introduce suitable Hölder-Zygmund type spaces on which it holds, however, which have different scale functions than usual. While we will develop our investigation in the generality of the operators (1.3) with kinetic term $\Phi(-\Delta)$ in order to see the contribution of the symbol in the behaviours, we will also single out the cases $L_{0,\alpha}$ and $L_{m,\alpha}$ due to their special interest. In these cases there are explicit formulae available (see (2.22)-(2.23) below), and they also highlight the qualitatively different behaviours of operators with polynomially decaying Lévy measures $\mu$ at infinity allowing a heavy tail (massless operator), and those with exponential decay leading to a much lighter tail (massive operator). Furthermore, we will explore and develop the following relationship between the two operators, which can be deduced from a result in [76], where the potential theory of the relativistic stable process has been investigated. Formally we can decompose the massive operator in terms of the massless and another term like

$$(1.10) \quad L_{m,\alpha} f = L_{0,\alpha} f - (\sigma_{m,\alpha} - \delta_0) \star f,$$

where $\sigma_{m,\alpha}(x) dx$ is a finite measure for which we give an explicit representation (see (2.25) below), $\delta_0$ is Dirac delta concentrated on zero, and the star denotes convolution. As far as we are aware, this relationship has not been observed in the literature apart from its form cited, and we will discuss it rigorously in Section 2.3.2 below and use it repeatedly.

With input parameters $\mu$ and $\varphi$, we are interested in the following main questions:

1. **Decaying potentials.** A first question is under what conditions $V(x) \to 0$ as $|x| \to \infty$ at all. This will be answered in Theorems 4.1-4.2 below, and it will be seen that this is decided by how the control function in $x$ of the centered second-order differences $D_h \varphi(x)$, the tails and the second moment of the Lévy measure in dilated balls compare with the decay rate of the eigenfunction $\varphi$.

2. **Decay rates.** In Theorem 4.3 we obtain the rates of decay of potentials for operators with regularly varying jump measures. Apart from an extra slowly varying factor which $\Phi$ may include, the leading terms coincide with the behaviours given by (1.5), showing that the operators in this category behave like the fractional Laplacian. However, by tracking the constants one can see the contributions of the individual features of the non-local operator $\Phi(-\Delta)$ and of the control functions related to the eigenfunctions. The case of operators with exponentially concentrated Lévy measures shows a very different behaviour. Whereas for operators with regularly varying Lévy measures the contribution of local terms (i.e., in bounded neighbourhoods of positions where the decay is analyzed) plays almost no role while the far-away behaviour is crucial, for exponentially light Lévy measures the local terms dominate. In Theorem 4.4 we prove a generic $O(|x|^{-2})$ behaviour. Requiring a control on $D_h \varphi(x)$ also from below, under an excess (lack of balance) condition between the moments of the Lévy measure in regions where $D_h \varphi(x)$ is positive or negative, in Theorem 4.5 we show that an $|x|^{-2}$-like behaviour holds also from below. In Remarks 4.4 and 4.5 (3) we also comment on the possibility of any shorter-range potentials, and further refine these results in Theorems 4.6 and 4.7. Interesting consequences of these behaviours are $L^p$-integrability properties of the potentials, see Theorems 4.8-4.9.
(3) **Non-decaying potentials.** The expression \( \|x\| \) does not decrease by default on increasing \(|x|\), and this can be used to show non-existence of eigenfunctions at zero eigenvalue of particular properties. In Theorem 5.1 we show that the potential goes to infinity if the operator has a slowly varying jump measure and the eigenfunctions are in leading order subexponential or faster decaying. In Theorems 5.2-5.4 we obtain similar results for exponentially light jump measures, with further degrees of no-decay (e.g., two-sided bounded potentials with bounds away from zero) and dependent on the values of input parameters.

(4) **Regularity of the potential.** Although it is possible to extend many results to Kato-class potentials, which may have local singularities, we limit our study to bounded continuous potentials not to make this paper longer. These properties are shown in Theorems 3.1-3.2 and Corollary 3.1.

(5) **Sign at infinity.** While von Neumann-Wigner potentials generating strictly positive embedded eigenvalues in the case of classical Schrödinger operators are oscillating and this is a key feature, one may wonder if this also holds for zero eigenvalues. From the examples (1.5) and previous work [64, 45] there was indication that, at least for non-local cases, potentials giving rise to zero eigenvalues may have a definite sign at infinity, however, positivity or negativity makes a qualitative difference. Here we prove the sign properties of the potentials at infinity separately for operators with regularly varying and exponentially light jump measures. For regularly varying cases, in Theorems 6.1-6.2 we show positivity, and in Theorem 6.3 we show negativity of the potentials at infinity. Since in the latter two theorems we arrive at somewhat less immediate criteria, in Proposition 6.1 we give some sufficient conditions more directly in terms of the input parameters, and show that positivity generally follows for sufficiently rapidly decaying eigenfunctions, and negativity for low values of what would be the exponent of \((-\Delta)^{\alpha/2}\). For exponentially light cases we have Theorems 6.4 and 6.6 showing positivity, and Theorem 6.5 showing negativity at infinity. For the massive relativistic operator we have also Proposition 6.2 showing the sign patterns for annular regions approaching infinity. In Corollaries 4.1, 4.3 and 5.1 we note that the possible zeroes of the potentials are away from particular regions. From the proofs we can see that the impact of the local and remote terms is similar to how they act in determining the decay behaviours.

(6) **Qualitative properties of the potential.** In Theorems 7.1-7.3 we show rotation and reflection symmetries of the potentials. In Theorem 7.4 we prove that the origin is the location of a strict local minimum of the potential if it is a (local) maximizer of the eigenfunction. In Theorem 7.5 we show that the potential is negative in the origin, which then inspires the analysis of the pinning effect in Section 7.3. Indeed, complementing the picture described above for classical Schrödinger operators, we show in our set-up that there is an interesting interplay between the depth of the negative well around zero on the one hand, and the sign and decay rate of potentials at infinity, on the other. A potential having a positive part at infinity can “afford” to develop a shallower well in the origin due to its repelling part, however, a purely negative potential must follow another mechanism, only relying on the attracting force resulting from a sufficiently deep well around zero.

The remainder of this paper is organized as follows. In Section 2 we discuss all the necessary estimates on the jump kernels entering the class of non-local operators, and give the representations of the operators on suitable Hölder-Zygmund type function spaces. In Section 3 we obtain conditions under which the potentials are bounded and continuous. In Section 4 we consider decay and \(L^p\)-properties of the potentials. Section 5 is devoted to cases when the potentials do not decay to zero at infinity, ruling out the existence of eigenfunctions at zero eigenvalue with particular properties. In Section 6 we discuss the sign of the potentials at infinity. Finally, in Section 7 we show symmetry properties of the potentials, and further focus on their behaviour at zero and the pinning effect.
2. Non-local Schrödinger operators with Bernstein functions of the Laplacian

2.1. Bernstein functions and Lévy measures

Recall that a Bernstein function is a non-negative completely monotone function, i.e., an element of the convex cone

\[ \mathcal{B} = \left\{ f \in C^\infty((0, \infty)) : f \geq 0 \text{ and } (-1)^n \frac{d^n f}{dx^n} \leq 0, \text{ for all } n \in \mathbb{N} \right\}. \]

In particular, Bernstein functions are increasing and concave. A standard reference on Bernstein functions is [82]. Below we will restrict to the subset

\[ \mathcal{B}_0 = \left\{ f \in \mathcal{B} : \lim_{u \downarrow 0} f(u) = 0 \right\}. \]

Let \( \mathcal{M} \) be the set of Borel measures \( \mu \) on \( \mathbb{R} \setminus \{0\} \) with the property that

\[ \mu((-, 0)) = 0 \text{ and } \int_{\mathbb{R} \setminus \{0\}} (y \wedge 1) \mu(dy) < \infty. \]

Note that every \( \mu \in \mathcal{M} \) is a Lévy measure. Bernstein functions \( \Phi \in \mathcal{B}_0 \) can be canonically represented in the form

\[ \Phi(u) = bu + \int_{(0, \infty)} (1 - e^{-yu}) \mu(dy) \]

with \( b \geq 0 \), and the map \([0, \infty) \times \mathcal{M} \ni (b, \mu) \mapsto \Phi \in \mathcal{B}_0 \) is bijective, for details we refer to [82, Th. 3.2]. The parameters \((b, \mu)\) make the characteristic Lévy pair of \( \Phi \).

Next recall that \( \Phi \in \mathcal{B}_0 \) is called a complete Bernstein function if its Lévy measure \( \mu(dt) \) is absolutely continuous with respect to Lebesgue measure and its density (called Lévy intensity), which we will keep denoting for simplicity by \( \mu(t) \), is a completely monotone function. The following result holds in particular for complete Bernstein functions.

**Lemma 2.1.** Let \( \mu \in \mathcal{M} \) such that \( \mu(dt) = \mu(t)dt \), with a decreasing non-negative density \( \mu(t) \). Then for every \( C > 0 \) there exists \( t_0(C) \in (0, 1) \) such that \( \mu(t) \leq Ct^{-2} \), for every \( t \in (0, t_0(C)) \).

**Proof.** Suppose, to the contrary, that there exists \( \tilde{C} > 0 \) and a decreasing sequence \( (t_n)_{n \geq 1} \) such that \( t_1 < 1, t_n > 0 \) for all \( n \in \mathbb{N} \), \( \mu(t_n) > \tilde{C}t_{n-1}^{-2}, t_{n-1} - t_n > t_{n-1}^2/2 \) and \( t_n \to 0 \). Since \( \mu \in \mathcal{M} \), it satisfies \( \int_0^1 \mu(t)dt < \infty \). Write \( \int_0^1 t \mu(t)dt = \int_{t_1}^1 t \mu(t) + \sum_{n=1}^\infty \int_{t_n}^{t_{n+1}} t \mu(t) dt \). Since \( \mu \) is decreasing, we have \( \int_{t_n}^{t_{n+1}} t \mu(t) dt \geq t_1 \mu(1)/(1 - t_1) \). Moreover, for any \( n \geq 1 \),

\[ \int_{t_n}^{t_{n+1}} t \mu(t) dt \geq \mu(t_{n+1}) \int_{t_n}^{t_{n+1}} t dt = \mu(t_{n+1}) \frac{(t_n - t_{n+1})(t_n + t_{n+1})}{2} > \tilde{C} \frac{t_n t_{n+1}}{4t_{n+1}^2} > \frac{1}{4}. \]

Hence we get \( \int_0^1 t \mu(t)dt = \int_{t_1}^1 t \mu(t) + \sum_{n=1}^\infty \int_{t_n}^{t_{n+1}} t \mu(t) dt = \infty \), which is a contradiction. \( \square \)

In the following we will be interested, among others, in asymptotic properties of the expression \([11]\), which can be related to the asymptotics of \( \Phi \) and of the Lévy measure \( \mu \). Recall that a measurable function \( \ell : [0, \infty) \to [0, \infty) \) is said to be slowly varying at infinity, if for every \( c > 0 \)

\[ \lim_{t \to \infty} \frac{\ell(ct)}{\ell(t)} = 1. \]
Suppose that there exist \( \alpha \equiv f \). Proposition 2.1. \[50, \text{Prop. 2.23(ii)} \].

as \( u \) holds, where \( \lim_{t \to \infty} t^\eta \ell(t) = 0 \), \( \lim_{t \to \infty} t^\eta \ell(t) = \infty \) hold. Also, the following estimate due to Potter is known for \( \ell \) slowly varying at infinity: for every \( \delta, A > 0 \) there exists \( M(\delta, A) > 0 \) such that for all \( t, s > M(\delta, A) \)

\[
(2.3) \quad \frac{\ell(t)}{\ell(s)} \leq A \max \left\{ \left( \frac{t}{s} \right)^{\delta}, \left( \frac{s}{t} \right)^{\delta} \right\}.
\]

For details and proofs we refer to [5]. We will use the following standard notations. Given two real functions \( f, g \) defined on \( (0, \infty) \) and \( t_0 \in [0, \infty) \), we write \( f(t) \sim g(t) \) as \( t \to t_0 \) to mean that \( \lim_{t \to t_0} g(t)/f(t) = 1 \). Also, given two functions \( f : \mathbb{R}^d \to \mathbb{R} \) and \( g : \mathbb{R}^d \to [0, \infty) \) the notation \( f(x) = O(g(x)) \) means that there exist \( R, C > 0 \) such that \( |f(x)| \leq Cg(x) \) for \( |x| \geq R \). Finally, \( f \asymp g \) means that there exist constants \( 0 < C_1 < C_2 \) such that \( C_1 g \leq f \leq C_2 g \).

The following asymptotic result on the Lévy intensity of a complete Bernstein function is known [50, Prop. 2.23(ii)].

**Proposition 2.1.** Let \( \Phi \in \mathcal{B}_0 \) be a complete Bernstein function with Lévy measure \( \mu(dt) = \mu(t)dt \). Suppose that there exist \( \alpha \in (0, 2] \) and a function \( \ell \) slowly varying at zero such that \( \Phi(u) \sim u^{\alpha/2} \ell(u) \) as \( u \downarrow 0 \). Then

\[
\mu(t) \sim \frac{\Phi}{\Gamma(1 - \frac{\alpha}{2})} t^{-1 - \frac{\alpha}{2}} \ell(t), \quad t \to \infty,
\]

holds, where \( \ell(t) = \ell(1/t) \).

**Example 2.1.** Some examples of complete Bernstein functions include:

1. \( \Phi(u) = u^{\alpha/2}, \alpha \in (0, 2] \)
2. \( \Phi(u) = (u + m^{2/\alpha})^{\alpha/2} - m, m > 0, \alpha \in (0, 2] \)
3. \( \Phi(u) = u^{\alpha/2} + u^{\beta/2}, \alpha, \beta \in (0, 2] \)
4. \( \Phi(u) = u^{\alpha/2}(\log(1 + u))^{-\beta/2}, \alpha \in (0, 2), \beta \in [0, \alpha) \)
5. \( \Phi(u) = u^{\alpha/2}(\log(1 + u))^{\beta/2}, \alpha \in (0, 2), \beta \in (0, 2 - \alpha) \).

In contrast, the Bernstein function \( \Phi(u) = 1 - e^{-u} \) is not a complete Bernstein function.

### 2.2. Jump kernels of complete Bernstein functions

#### 2.2.1. Properties of subordinate jump kernels

Recall (1.9), and let \( \Phi \in \mathcal{B}_0 \) with Lévy pair \( (0, \mu) \). We define the jump kernel on \( \mathbb{R}^d \) associated with \( \Phi \) by

\[
(0, \infty) \ni r \mapsto j(r) = \int_0^\infty p_t(r) \mu(dt) = \frac{1}{(4\pi)^{\frac{d}{2}}} \int_0^\infty t^{-\frac{d}{2}} e^{-r^2/4} \mu(dt),
\]

and the related Lévy measure

\[
\nu(dx) = j(|x|)dx, \quad x \in \mathbb{R}^d \setminus \{0\}.
\]
Proof. (1) Fix \( r > 0 \) and with \( |x| = r \) write
\[
j(x) = \frac{1}{(4\pi)^{d/2}} \left( \int_0^1 + \int_1^{\infty} \right) t^{-\frac{d}{2}} e^{-t} \mu(dt) = \frac{1}{(4\pi)^{d/2}} (I_1(r) + I_2(r)).
\]
Since the integrand goes to zero as \( t \downarrow 0 \), we can choose \( C(r) \) for which \( t^{-\frac{d}{2}} e^{-t} \leq C(r)t \) for every \( t \in [0,1] \). Using the integrability of \( \mu \in \mathcal{M} \) we get \( I_1(r) \leq C(r) \int_0^1 t \mu(dt) < \infty \). Furthermore, since \( t^{-\frac{d}{2}} e^{-t} \leq 1 \) for \( t \in [1,\infty) \), similarly \( I_2(r) \leq \int_1^{\infty} \mu(dt) < \infty \). (2) is straightforward, and (3) is immediate by monotone convergence. Consider (4) and the first integral.
\[
\int_1^{\infty} j(x) dx = j(|x|) \in \mathbb{R} \text{ belongs to } L^p(B_c^\varepsilon(0)), \text{ for every } \varepsilon > 0 \text{ and } p \in [1,\infty].
\]

**Proposition 2.2.** Let \( \Phi \in \mathcal{B}_0 \) with Lévy pair \((0,\mu)\), and \( j \) be the jump kernel associated with \( \Phi \). The following properties hold:

1. \( j(x) < \infty \), for every \( x \in \mathbb{R}^d \);
2. \( j(x) \) is a decreasing function;
3. \( j(x) \) is continuous in \( \mathbb{R}^d \) and \( \lim_{|x| \to \infty} j(x) = 0 \);
4. \( \int_1^{\infty} r^{-d-1} j(r) dr < \infty \) and \( \int_0^1 r^{d+1} j(r) dr < \infty \);
5. the measure \( \nu(dx) = j(|x|) dx \) on \( \mathbb{R}^d \setminus \{0\} \) is a Lévy measure;
6. the function \( \mathbb{R}^d \ni x \mapsto j(|x|) \in \mathbb{R} \) belongs to \( L^p(B_c^\varepsilon(0)) \), for every \( \varepsilon > 0 \) and \( p \in [1,\infty] \).

Proof. (1) Fix \( r > 0 \) and with \( |x| = r \) write
\[
j(x) = \frac{1}{(4\pi)^{d/2}} \left( \int_0^1 + \int_1^{\infty} \right) t^{-\frac{d}{2}} e^{-t} \mu(dt) = \frac{1}{(4\pi)^{d/2}} (I_1(r) + I_2(r)).
\]
Since the integrand goes to zero as \( t \downarrow 0 \), we can choose \( C(r) \) for which \( t^{-\frac{d}{2}} e^{-t} \leq C(r)t \) for every \( t \in [0,1] \). Using the integrability of \( \mu \in \mathcal{M} \) we get \( I_1(r) \leq C(r) \int_0^1 t \mu(dt) < \infty \). Furthermore, since \( t^{-\frac{d}{2}} e^{-t} \leq 1 \) for \( t \in [1,\infty) \), similarly \( I_2(r) \leq \int_1^{\infty} \mu(dt) < \infty \). (2) is straightforward, and (3) is immediate by monotone convergence. Consider (4) and the first integral.
\[
\int_1^{\infty} j(x) dx = j(|x|) \in \mathbb{R} \text{ belongs to } L^p(B_c^\varepsilon(0)), \text{ for every } \varepsilon > 0 \text{ and } p \in [1,\infty].
\]

**Proposition 2.2.** Let \( \Phi \in \mathcal{B}_0 \) with Lévy pair \((0,\mu)\), and \( j \) be the jump kernel associated with \( \Phi \). The following properties hold:

1. \( j(x) < \infty \), for every \( x \in \mathbb{R}^d \);
2. \( j(x) \) is a decreasing function;
3. \( j(x) \) is continuous in \( \mathbb{R}^d \) and \( \lim_{|x| \to \infty} j(x) = 0 \);
4. \( \int_1^{\infty} r^{-d-1} j(r) dr < \infty \) and \( \int_0^1 r^{d+1} j(r) dr < \infty \);
5. the measure \( \nu(dx) = j(|x|) dx \) on \( \mathbb{R}^d \setminus \{0\} \) is a Lévy measure;
6. the function \( \mathbb{R}^d \ni x \mapsto j(|x|) \in \mathbb{R} \) belongs to \( L^p(B_c^\varepsilon(0)) \), for every \( \varepsilon > 0 \) and \( p \in [1,\infty] \).

Proof. (1) Fix \( r > 0 \) and with \( |x| = r \) write
\[
j(x) = \frac{1}{(4\pi)^{d/2}} \left( \int_0^1 + \int_1^{\infty} \right) t^{-\frac{d}{2}} e^{-t} \mu(dt) = \frac{1}{(4\pi)^{d/2}} (I_1(r) + I_2(r)).
\]
Since the integrand goes to zero as \( t \downarrow 0 \), we can choose \( C(r) \) for which \( t^{-\frac{d}{2}} e^{-t} \leq C(r)t \) for every \( t \in [0,1] \). Using the integrability of \( \mu \in \mathcal{M} \) we get \( I_1(r) \leq C(r) \int_0^1 t \mu(dt) < \infty \). Furthermore, since \( t^{-\frac{d}{2}} e^{-t} \leq 1 \) for \( t \in [1,\infty) \), similarly \( I_2(r) \leq \int_1^{\infty} \mu(dt) < \infty \). (2) is straightforward, and (3) is immediate by monotone convergence. Consider (4) and the first integral.
\[
\int_1^{\infty} j(x) dx = j(|x|) \in \mathbb{R} \text{ belongs to } L^p(B_c^\varepsilon(0)), \text{ for every } \varepsilon > 0 \text{ and } p \in [1,\infty].
\]
\(Ct^{-1}\) for \(t \in [1, \infty)\), and so \(I_0 \leq C \int_1^\infty \mu(dt) < \infty\). Next considering part (5), it is immediate by using (4) that

\[
\int_{\mathbb{R}^d \setminus \{0\}} (1 \land |x|^2) \nu(dx) = d\omega_d \left( \int_0^1 r^{d+1} j(r)dr + \int_1^\infty r^{d-1} j(r)dr \right) < \infty.
\]

(6) The case \(p = 1\) is an immediate consequence of the fact that \(\nu(dx) = j(|x|)dx\) is a Lévy measure. For \(p = \infty\) it follows from (2) since for every \(x \in B_c(0)\) we have \(j(|x|) \leq j(\varepsilon)\). Consider \(p \in (1, \infty)\). Since \(j\) is decreasing and \(\lim_{r \to \infty} j(r) = 0\), there exists \(M > 0\) such that \(j(|x|) < 1\) for every \(x \in B_c(0)\). This gives \(j^p(|x|) < j(|x|)\) for every \(x \in B_c(0)\), and if \(\varepsilon \geq M\), completes the proof. If \(\varepsilon < M\), then we can use that

\[
\int_{B_c(0)} j^p(|x|)dx = \left( \int_{B_M(0) \setminus B_c(0)} + \int_{B_c(0)} \right) j^p(|x|)dx \leq j^p(\varepsilon)(M^d - \varepsilon^d) + \nu(B_c(0)) < \infty.
\]

In the following we will be interested in the asymptotic behaviour of the jump kernel \(j\) under various basic assumptions on the related complete Bernstein function \(\Phi\) or Lévy intensity \(\mu\). We will focus on two different types of behaviours of the Lévy measure: first Lévy intensities which are regularly varying at infinity (i.e., with polynomially heavy tails), and secondly exponentially light Lévy intensities.

2.2.2. Regularly varying Lévy intensities

Instead of requiring the Lévy intensity \(\mu\) to be regularly varying, we will directly use regularly varying Bernstein functions \(\Phi\) since by Proposition 2.1 this implies our assumption on \(\mu\).

**Proposition 2.3.** Let \(\Phi \in \mathcal{B}_0\) be a complete Bernstein function with Lévy pair \((0, \mu)\), \(\alpha \in (0, 2]\), \(\ell\) a slowly varying function at zero such that \(\Phi(u) \sim u^{\alpha/2} \ell(u)\) as \(u \downarrow 0\), and \(j\) the jump kernel associated with \(\Phi\). Then

\[
j(r) \sim \frac{\alpha \Gamma\left(\frac{d+\alpha}{2}\right)}{2^{d-\alpha} \pi^{\frac{d}{2}} \Gamma\left(1 - \frac{\alpha}{2}\right)} r^{\alpha-d} \tilde{\ell}(r^2), \quad r \to \infty,
\]

where \(\tilde{\ell}(t) = \ell(1/t)\).

**Proof.** Choose \(\delta = \frac{\alpha}{2}\) and \(A = 1\) in Potter’s bound (2.3). Since \(\tilde{\ell}(t)\) is slowly varying at infinity, there exists a constant \(M_1(\alpha)\) such that

\[
\frac{\tilde{\ell}(t)}{\ell(s)} \leq \max \left\{ \left(\frac{t}{s}\right)^{\frac{\alpha}{2}}, \left(\frac{s}{t}\right)^{\frac{\alpha}{2}} \right\}, \quad t > M_1(\alpha).
\]

Moreover, by Proposition 2.1 there exists a constant \(M_2 > 0\) such that

\[
\frac{\mu(t)}{\Gamma(1-\frac{\alpha}{2}) t^{1-\frac{\alpha}{2}} \tilde{\ell}(t)} \leq 2, \quad t > M_2.
\]

Define \(M(\alpha) = \max\{M_1(\alpha), M_2\}\), and denote it by \(M\) for simplicity. By Lemma 2.1 there exists \(t_0 \in (0, 1)\) such that for every \(t \in (0, t_0)\) we have \(\mu(t) \leq t^{-2}\), where \(\mu\) is the density of the Lévy
measure for $\Phi$. The change of variable $s = r^2/(4t)$ in (2.14) and a division on both sides give

$$\frac{j(r)}{r^{-\alpha} \ell(r^2)} = \frac{1}{4\pi^2} \frac{r^{\alpha+2}}{\ell(r^2)} \left( \int_0^{4\pi^2} + \int_r^{2\pi^2} + \int_0^{\infty} \right) s^{d-2} e^{-s} \mu \left( \frac{r^2}{4s} \right) ds$$

$$= \frac{1}{4\pi^2} (I_1(r) + I_2(r) + I_3(r)),$$

where we assumed $t_0 < M$ with no loss of generality.

Consider first the integral $I_3(r)$. Observe that since $s > \frac{r^2}{4t_0}$, we have $\mu \left( \frac{r^2}{4s} \right) < \frac{16\pi^2}{r^2}$. This gives

$$0 \leq I_3(r) \leq \frac{16}{t_0} \int_0^{4\pi^2} s^{d-2} e^{-s} ds \leq \frac{16 \Gamma \left( \frac{d}{2} + 1 \right)}{t_0^{\alpha-\alpha}}.$$

Since $2 - \alpha \geq 0$ and $\tilde{\ell}(r^2)$ is again a slowly varying function at infinity, we have $\lim_{r \to \infty} r^{2-\alpha} \tilde{\ell}(r^2) = \infty$ and thus $\lim_{r \to \infty} I_3(r) = 0$. Next consider $I_2(r)$ and notice that

$$0 \leq I_2(r) \leq \frac{r^{\alpha+2}}{\ell(r^2)} \mu(t_0) \int_0^{4\pi^2} s^{d-2} e^{-s} \leq \frac{r^{\alpha+2}}{\ell(r^2)} \mu(t_0) \Gamma \left( \frac{d}{2} - 1, \frac{r^2}{4M} \right).$$

Using that $\lim_{x \to \infty} \frac{\Gamma(s,x)}{x^d e^{-x}} = 1$, there exists a constant $C_1 > 0$ such that

$$\Gamma \left( \frac{d}{2} - 1, \frac{r^2}{4M} \right) \leq \frac{C_1}{(4M)^{\frac{d-2}{2}} r^{d-4} e^{-\frac{r^2}{4M}}}.$$

Since $\lim_{r \to \infty} r^{\alpha+d+\gamma-2} e^{-\frac{r^2}{4M}} = 0$ for any $\gamma > 0$, for large enough $r$ there exists a constant $C_2 > 0$ such that $r^{\alpha+d-2} e^{-\frac{r^2}{4M}} \leq C_2 r^{-\gamma}$. Combining this with the above estimates we obtain

$$0 \leq I_2(r) \leq \frac{C_1 \mu(t_0)}{(4M)^{\frac{d-2}{2}} \ell(r^2)} e^{-\frac{r^2}{4M}} \leq \frac{C_1 C_2 \mu(t_0)}{(4M)^{\frac{d-2}{2}}} \frac{1}{r^{\gamma} \ell(r^2)},$$

which shows that $\lim_{r \to \infty} I_2(r) = 0$. Finally, consider $I_1(r)$. Denoting

$$F(r,s) = \mu \left( \frac{r^2}{4s} \right) \frac{\Gamma(\frac{d}{2}, \frac{r^2}{4s})}{\Gamma(\frac{d}{2})} \frac{r^2}{\ell(r^2)} \frac{1}{\ell(\frac{r^2}{4s})},$$

we get

$$I_1(r) = \frac{2^\alpha}{\Gamma(1-\frac{d}{2})} \int_0^{\infty} s^{\frac{d+\alpha}{2}} e^{-s} F(r,s) \left( \frac{\ell(\frac{r^2}{4s})}{\ell(r^2)} \right) 1(0,\frac{r^2}{4M}) (s) ds.$$

Observe that for $s < \frac{r^2}{4M}$ we have $F(r,s) \leq 2$, moreover, we may suppose $r^2 > M$ and then by Potter’s bound

$$\frac{\ell(\frac{r^2}{4s})}{\ell(r^2)} \leq \max\{(4s)^{\frac{d}{2}}, (4s)^{-\frac{d}{2}}\} \leq (4s)^{\frac{d}{2}} + (4s)^{-\frac{d}{2}}.$$

A combination of the above gives

$$s^{\frac{d+\alpha}{2}} e^{-s} F(r,s) \left( \frac{\ell(\frac{r^2}{4s})}{\ell(r^2)} \right) 1(0,\frac{r^2}{4M}) (s) \leq 2^{\alpha+1} s^d e^{-s} + 2^{-\alpha+1} s^d e^{-s},$$
and \( \int_0^\infty (2^{\alpha+1}s^{\frac{d}{2}+\alpha-1}e^{-s} + 2^{-\alpha+1}s^{\frac{d}{2}-1}e^{-s})ds = 2^{\alpha+1}\Gamma\left(\frac{d}{2} + \alpha\right) + 2^{-\alpha+1}\Gamma\left(\frac{d}{2}\right). \) Thus by dominated convergence
\[
\lim_{r \to \infty} I_1(r) = \frac{2^\alpha \alpha}{\Gamma\left(1 - \frac{d}{2}\right)} \int_0^\infty s^{\frac{d}{2}+\alpha-1}e^{-s}ds = \frac{2^\alpha \alpha \Gamma\left(\frac{d+\alpha}{2}\right)}{\Gamma\left(1 - \frac{d}{2}\right)},
\]
giving
\[
\lim_{r \to \infty} \frac{j(r)}{r^{d-\alpha} \ell(r^2)} = \frac{\alpha \Gamma\left(\frac{d+\alpha}{2}\right)}{2^{-\alpha} \pi^{\frac{d}{2}} \Gamma\left(1 - \frac{d}{2}\right)}.
\]
\[\square\]

A useful direct consequence of this result is that we can study the asymptotic behaviour of the Lévy measure \( \nu \) outside balls, some integrals related to the second moment of \( \nu \) within balls, and the \( L^p \) norm of \( j(|x|) \) on \( B_R^c(0) \) for large radii. We will use these estimates below.

**Corollary 2.1.** Let \( \Phi \in \mathcal{B}_0 \) be a complete Bernstein function, \( \alpha \in (0, 2], \) and \( \ell \) a slowly varying function at zero such that \( \Phi(u) \sim u^\frac{d}{2} \ell(u) \) as \( u \downarrow 0. \) Also, let \( \nu(dx) = j(|x|)dx \) and \( p > 1. \) Then the following properties hold:

1. \( \nu(B_R^c(0)) \sim \frac{d\omega_d \Gamma\left(\frac{d+\alpha}{2}\right)}{2^{-\alpha} \pi^{\frac{d}{2}} \Gamma\left(1 - \frac{d}{2}\right)} R^{-\alpha} \ell(R^2), \quad R \to \infty, \)

   where \( \ell(t) = \ell(1/t). \)

2. \( \mathcal{J}(R) := \int_{B_R(0)} |x|^2 j(|x|)dx \sim \frac{d\omega_d \alpha \Gamma\left(\frac{d+\alpha}{2}\right)}{2^{-\alpha} \pi^{\frac{d}{2}} \Gamma\left(1 - \frac{d}{2}\right)} R^{2-\alpha} \ell(R^2), \quad R \to \infty. \)

3. \( \|j\|_{L^p(B_R^c(0))} \sim \frac{(d\omega_d)^{\frac{1}{p}} \alpha \Gamma\left(\frac{d+\alpha}{2}\right)}{2^{-\alpha} \pi^{\frac{d}{2}} \Gamma\left(1 - \frac{d}{2}\right)} R^{-\frac{d}{q}} \ell(R^2), \quad R \to \infty, \)

   where \( q > 1 \) is the Hölder-conjugate exponent of \( p, \) i.e., \( \frac{1}{q} + \frac{1}{p} = 1. \)

**Proof.** We prove (1), the other parts can be shown completely similarly. First, we write
\[
\nu(B_R^c(0)) = d\omega_d \int_R^\infty j(r)r^{d-1}dr,
\]
and denote for a shorthand
\[
A = \frac{\alpha \Gamma\left(\frac{d+\alpha}{2}\right)}{2^{-\alpha} \pi^{\frac{d}{2}} \Gamma\left(1 - \frac{d}{2}\right)}.
\]
By Proposition 2.3 we have that for every \( \varepsilon \in (0, \frac{1}{2}) \) there exists \( R_1(\varepsilon) \) such that for \( r > R_1(\varepsilon) \)
\[
1 - \varepsilon \leq \frac{j(r)}{A r^{d-\alpha} \ell(r^2)} \leq 1 + \varepsilon
\]
holds. Moreover, by Karamata’s Tauberian theorem [8]
\[
\int_R^\infty r^{-1-\alpha} \ell(r^2)dr \sim \frac{R^{-\alpha}}{\alpha} \ell(R^2),
\]
hence for every \( \varepsilon \in (0, \frac{1}{2}) \) there exists \( R_2(\varepsilon) \) such that for all \( R > R_2(\varepsilon) \) we have
\[
1 - \varepsilon \leq \frac{\int_R^\infty r^{-1-\alpha} \ell(r^2)dr}{R^{-\alpha} \ell(R^2)} \leq 1 + \varepsilon.
\]
Take $\varepsilon \in (0, \frac{1}{2})$ and $R > \max\{R_1(\varepsilon), R_2(\varepsilon)\}$. By (2.8),

$$\nu(B^c_R(0)) = d\omega_dA \int_R^\infty \frac{j(r)}{Ar^{-d-\alpha} \tilde{\ell}(r^2)} r^{-1-\alpha} \tilde{\ell}(r^2) dr,$$

and so

$$\nu(B^c_R(0)) = \int_R^\infty \frac{j(r)}{Ar^{-d-\alpha} \tilde{\ell}(r^2)} r^{-1-\alpha} \tilde{\ell}(r^2) dr$$

Choosing $r > R > R_1(\varepsilon)$, we get by (2.9)

$$(1 - \varepsilon) \int_R^\infty \frac{r^{-\alpha-1} \tilde{\ell}(r^2)}{\tilde{\ell}(R^2)} \leq \frac{\nu(B^c_R(0))}{d\omega_dAR^{-\alpha} \tilde{\ell}(R^2)} \leq (1 + \varepsilon) \int_R^\infty \frac{r^{-\alpha-1} \tilde{\ell}(r^2)}{\tilde{\ell}(R^2)}$$

and for $R > R_2(\varepsilon)$ by (2.10)

$$(1 - \varepsilon)^2 \leq \frac{\nu(B^c_R(0))}{d\omega_dAR^{-\alpha} \tilde{\ell}(R^2)} \leq (1 + \varepsilon)^2,$$

for arbitrary $\varepsilon > 0$, giving the statement in (1). \hfill \Box

**Remark 2.1.** We can actually show that for every $\gamma \in (\alpha, 2]$ and $0 < R_0 < R$

$$\int_{B_R(0) \setminus B_{R_0}(0)} |x|^{-\gamma} j(|x|) dx \sim \frac{d\omega_d\alpha \Gamma \left(\frac{d+\alpha}{2}\right)}{(\gamma - \alpha) 2^{-\alpha} \pi^{\frac{d}{2}} \Gamma \left(1 - \frac{\alpha}{2}\right)} R^{\gamma-\alpha} \tilde{\ell}(R^2), \quad R \to \infty.$$

The choice $\gamma = 2$ is suggested by the fact that since $j(|x|)$ is the density of a Lévy measure, $|x|^2 j(|x|)$ is in $L^1_{\text{loc}}(\mathbb{R}^d)$. In general, we may consider any function $\beta(|x|)$ such that $\beta(|x|) j(|x|)$ belongs to $L^1(B_{R_0}(0))$ for some $R_0 > 0$ and $\beta(r) \sim r^\gamma$ as $r \to \infty$. In this case we can show that

$$\int_{B_{R_0}(0)} \beta(|x|) j(|x|) dx \sim \frac{d\omega_d\alpha \Gamma \left(\frac{d+\alpha}{2}\right)}{(\gamma - \alpha) 2^{-\alpha} \pi^{\frac{d}{2}} \Gamma \left(1 - \frac{\alpha}{2}\right)} R^{\gamma-\alpha} \tilde{\ell}(R^2), \quad R \to \infty.$$

In what follows, we will use for simplicity $\beta(|x|) = |x|^2$. In cases when other $\beta$ will be needed, we will use the notation

$$J_\beta(R) = \int_{B_R(0)} \beta(|h|) j(|h|) dh$$

for $R > 0$, whenever $\beta(|h|)$ belongs to $L^1_{\text{loc}}(\mathbb{R}^d, \nu)$.

**2.2.3. Exponentially light Lévy intensities**

Next we turn to the asymptotic behaviour of jump kernels for Lévy intensities with exponentially short tails. Recall the modified Bessel function of the third kind given by

$$K_{\rho}(z) = \frac{1}{2} \left(\frac{z}{2}\right)^{\rho} \int_0^\infty t^{-\rho-1} e^{-t-\frac{z^2}{4t}} dt, \quad z > 0, \quad \rho > -\frac{1}{2}$$

We will make repeated use of the asymptotic formula [26]

$$K_{\rho}(z) \sim \sqrt{\frac{\pi}{2|z|}} e^{-|z|}, \quad |z| \to \infty.$$

**Proposition 2.4.** Let $\Phi \in B_0$ be a complete Bernstein function with Lévy pair $(0, \mu)$, and suppose that there exist $\alpha \in (0, 2]$, $\eta, \theta > 0$ such that $\mu(t) \sim \theta t^{-1-\frac{\alpha}{2}} e^{-\eta t}$ as $t \to \infty$. Then

$$j(r) \sim \theta \pi^{\frac{1-d}{2}} 2^{\frac{\alpha+4}{2} - \frac{d+4}{2}} \eta^{\frac{d+4}{4} - \frac{d+4}{2}} r^{\frac{d+4}{2} - \frac{d+4}{2}} e^{-\sqrt{\eta r}}, \quad r \to \infty.$$
Proof. With no loss of generality we may set $\theta = 1$. Since $\mu(t) \sim t^{-1-\frac{\alpha}{2}} e^{-\eta t}$ as $t \to \infty$, for fixed $\varepsilon \in (0, 1)$ there exists a constant $t_0 = t_0(\varepsilon)$ such that
\[
(1 - \varepsilon)t^{-1-\frac{\alpha}{2}} e^{-\eta t} \leq \mu(t) \leq (1 + \varepsilon)t^{-1-\frac{\alpha}{2}} e^{-\eta t}
\]
for every $t > t_0$. We write (2.4) as
\[
j(r) = \frac{1}{(4\pi)^{\frac{d}{2}}} \left( \int_{0}^{t_0} + \int_{t_0}^{\infty} \right) r^{-\frac{d+\alpha}{2}} e^{-\frac{r^2}{4\eta}} \mu(t) dt = \frac{1}{(4\pi)^{\frac{d}{2}}} (I_1(r) + I_2(r)).
\]
Clearly, $I_2(r) \leq (4\pi)^{\frac{d}{2}} j(r) \leq I_1(r) + I_2(r)$. For the second integral we have
\[
I_2(r) \leq (1 + \varepsilon) \int_{t_0}^{\infty} t^{-1-\frac{d+\alpha}{2}} e^{-\frac{r^2}{4\eta}} dt
\]
\[
\leq (1 + \varepsilon)r^{-\frac{d+\alpha}{2}} \eta^{\frac{d+\alpha}{4}} \left( \frac{r}{2\sqrt{\eta}} \right)^{\frac{d+\alpha}{2}} \int_{0}^{\infty} t^{-1-\frac{d+\alpha}{2}} e^{-\frac{2\eta}{r^2}(t - \frac{r^2}{4\eta})} dt
\]
\[
= (1 + \varepsilon)r^{-\frac{d+\alpha}{2}} \eta^{\frac{d+\alpha}{4}} K_{\frac{d+\alpha}{2}}(\sqrt{\eta}r).
\]
Using (2.13), we have
\[
r^{-\frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2}}(\sqrt{\eta}r) \sim \sqrt{\frac{\pi\eta}{2}} r^{-\frac{d+\alpha+1}{2}} e^{-\sqrt{\eta}r}.
\]
Consider next the integral $I_1(r)$. We have
\[
I_1(r) = \int_{0}^{t_0(\varepsilon)} t^{-\frac{d+\alpha}{2}} e^{-\frac{r^2}{4\eta} + \sqrt{\eta}r} \mu(t) dt.
\]
Define the function
\[
f(r) = r^{\frac{d+\alpha+1}{2}} e^{-\frac{r^2}{4\eta} + \sqrt{\eta}r}
\]
and notice that it attains its maximum at
\[
r_{\text{max}}(t) = 2\sqrt{\eta}t + \sqrt{4\eta t^2 + 2(d + \alpha + 1)t}.
\]
In particular, we have
\[
f(r_{\text{max}}(t)) = g(t)e^{-\frac{\sqrt{\eta}}{2\sqrt{\eta}t + \sqrt{4\eta t^2 + 2(d + \alpha + 1)t}} - \frac{\sqrt{\eta}}{2}(d + \alpha + 1)}
\]
with
\[
g(t) = \left( 2\sqrt{\eta}t + \sqrt{4\eta t^2 + 2(d + \alpha + 1)t} \right)^{-\frac{d+\alpha+1}{2}} e^{4\eta t + \sqrt{4\eta t^2 + 2(d + \alpha + 1)t}}.
\]
Note that $g(t)$ is an increasing function and we have $f(r_{\text{max}}(t)) \leq g(t_0(\varepsilon))$ for every $t \in (0, t_0(\varepsilon))$, giving
\[
(2.14)
\]
\[
I_1(r) \leq g(t_0(\varepsilon)) \int_{0}^{t_0(\varepsilon)} t^{-\frac{d+\alpha}{2}} e^{-\frac{r^2}{4\eta} + \sqrt{\eta}r} \mu(t) dt.
\]
Since we take $r \to \infty$, we may choose that $r > 1$ to get $e^{-\frac{r^2}{4\eta} + \sqrt{\eta}r - \frac{r^2}{4\eta} + \sqrt{\eta}r} \leq C(\eta) t^{\frac{d+\alpha}{2}}$ with a constant $C(\eta) > 0$. Hence, since $\mu(t)$ is the density of a Lévy measure, we can use dominated convergence and conclude that the left hand side in (2.14) goes to zero in the limit. On division by
\[
\sqrt{\eta}^{\frac{d+\alpha-1}{2}} \eta^{\frac{d+\alpha+2}{4}} r^{-\frac{d+\alpha+1}{2}} e^{-\sqrt{\eta}r}
\]
giving
\[
\frac{j(r)}{\sqrt{\eta}^{\frac{d+\alpha-1}{2}} \eta^{\frac{d+\alpha+2}{4}} r^{-\frac{d+\alpha+1}{2}} e^{-\sqrt{\eta}r}} \leq \frac{I_1(r)}{\pi^{\frac{d+\alpha-1}{2}} \eta^{\frac{d+\alpha+2}{4}} r^{-\frac{d+\alpha+1}{2}} e^{-\sqrt{\eta}r}} + (1 + \varepsilon) \frac{K_{\frac{d+\alpha+1}{2}}(\sqrt{\eta}r)}{\sqrt{\eta}^{\frac{d+\alpha+1}{2}} \eta^{\frac{d+\alpha+2}{4}} r^{-\frac{d+\alpha+1}{2}} e^{-\sqrt{\eta}r}},
\]
and using (2.13), we obtain

\begin{equation}
\limsup_{r \to \infty} \frac{j(r)}{\pi^{d+\alpha+1/2} \eta d^{1/2} \Gamma \left( \frac{d+3-\alpha}{2} \right)} \leq 1 + \varepsilon.
\end{equation}

To get the lower bound, observe that

\[
I_2(r) \geq (1 - \varepsilon) \int_0^{t_0(\varepsilon)} t^{-d+\alpha} e^{-\eta t - \frac{2}{\sqrt{\eta}}} dt = (1 - \varepsilon) \left( \int_0^{t_0(\varepsilon)} - \int_0^{t_0(\varepsilon)} \right) t^{-d+\alpha} e^{-\eta t - \frac{2}{\sqrt{\eta}}} dt
\]

\[
= (1 - \varepsilon)I_3(r) - (1 - \varepsilon)I_4(r).
\]

We have, as before,

\[
I_3(r) = r^{-d+\alpha} 2^{-d+\alpha} \eta^{d+\alpha} \int_0^{t_0(\varepsilon)} \frac{1}{\pi^{d+\alpha/2} \eta^{d+\alpha/2}} e^{-\frac{r^2}{\eta} \sqrt{\eta}}.
\]

Furthermore,

\[
\frac{I_4(r)}{r^{-d+\alpha+1/2} e^{-\sqrt{\eta}r}} \leq g(t_0(\varepsilon)) \int_0^{t_0(\varepsilon)} t^{-d+\alpha} e^{-\frac{r^2}{\sqrt{\eta}}} dt,
\]

and then again dominated convergence implies that the left hand side goes to zero as \( r \to \infty \).

Proceeding similarly as with \( I_1 \), we see that

\begin{equation}
\liminf_{r \to \infty} \frac{j(r)}{\pi^{d+\alpha+1/2} \eta d^{1/2} \Gamma \left( \frac{d+3-\alpha}{2} \right)} \geq 1 - \varepsilon.
\end{equation}

A combination of (2.15)–(2.16) completes the proof. \( \square \)

As before, we will need some information on the asymptotic behaviour of the Lévy measure outside of balls and on the second moment of our Lévy measures, which we discuss next.

**Corollary 2.2.** Let \( \Phi \in B_0 \) be a complete Bernstein function, and suppose there exist \( \alpha \in (0, 2] \), \( \eta, \theta > 0 \) such that \( \mu(t) \sim \theta t^{-1-\alpha} e^{-\eta t} \) as \( t \to \infty \). The following hold.

1. As \( R \to \infty \),

\[
\nu(B_R^c(0)) \sim \frac{d\omega d\eta}{\pi^{d+1/2} \Gamma \left( \frac{d+3-\alpha}{2} \right)} R^{d+\alpha - \frac{d+3-\alpha}{2}} e^{-\sqrt{\eta}R}.
\]

2. Denote \( C = d\omega d\eta \frac{2\alpha-1}{\pi} \frac{d-1}{2} \frac{d+3-\alpha}{2} \Gamma \left( \frac{d+3-\alpha}{2} \right) \). For every \( \varepsilon \in (0, 1) \) there exists a constant \( M(\varepsilon) \) such that

\[
\int_{B_{M(\varepsilon)}(0)} |h|^2 j(|h|)dh + (1 - \varepsilon)C \leq \int_{\mathbb{R}^d} |h|^2 j(|h|)dh \leq \int_{B_{M(\varepsilon)}(0)} |h|^2 j(|h|)dh + (1 + \varepsilon)C.
\]

In particular, both \( \int_{B_{M(\varepsilon)}(0)} |h|^2 j(|h|)dh \) and \( \int_{\mathbb{R}^d} |h|^2 j(|h|)dh \) are finite.

**Proof.** The proof proceeds similarly to the proof of Proposition 2.4 and is left to the reader. \( \square \)

**Remark 2.2.** Part (2) of Corollary 2.2 holds also for \( \int_{\mathbb{R}^d} \beta(|h|)j(|h|)dh \), whenever \( \beta j \in L^1_{\text{loc}}(\mathbb{R}^d) \) and \( \beta(r) \sim r^\gamma \) as \( r \to \infty \) for every \( \gamma > 0 \), with a different constant \( C = C(\beta, \gamma) \) and writing \( J_\beta(M(\varepsilon)) \) in the integrals appearing in the upper and lower bounds.
2.3. The operator $\Phi(-\Delta)$ and function spaces

2.3.1. General expression

We define the operator $\Phi(-\Delta)$ by Fourier transform. For $\Phi \in \mathcal{B}_0$, we write

$$
(\Phi(-\Delta)f)(y) = \Phi(|y|^2)\hat{f}(y), \quad y \in \mathbb{R}^d, \ f \in \text{Dom}(\Phi(-\Delta)),
$$

with domain

$$
\text{Dom}(\Phi(-\Delta)) = \left\{ f \in L^2(\mathbb{R}^d) : \Phi(|\cdot|^2)\hat{f} \in L^2(\mathbb{R}^d) \right\}.
$$

In the following we will be interested in a more convenient representation of this operator, which we discuss next. Here and below we will frequently use the notation

$$
D_h f(x) = f(x+h) - 2f(x) + f(x-h)
$$

for centered second order differences of functions $f$ in given spaces.

Given a measure $\nu$ on $\mathbb{R}^d$, consider a modulus of continuity $\beta : \mathbb{R}^+ \to \mathbb{R}^+$ and the space

$$
L^{1}_{\text{rad}}(\mathbb{R}^d, \nu) = \{ \beta : \mathbb{R}^+ \to \mathbb{R}^+, \beta \in L^1_{\text{loc}}(\mathbb{R}^d, \nu) \}.
$$

Let $\Omega \subset \mathbb{R}^d$ be an open set, and define the space of functions

$$
Z^\beta(\Omega) = \left\{ f \in L^{\infty}(\mathbb{R}^d) : \exists L_{f,\beta}, R_{f,\beta} : \Omega \to \mathbb{R}^+, \ |D_h f(x)| \leq L_{f,\beta}(x)|h|, \ h \in B_{R_{f,\beta}}(0), \ x \in \Omega \right\},
$$

where $\mathbb{R}^+_* = (0, \infty)$. We also use the notations

$$
Z^\beta_b(\Omega) \text{ for } R_{f,\beta}(x) = R_{f,\beta} > 0, \ x \in \Omega, \text{ and } L_{f,\beta} \in L^{\infty}(\Omega).
$$

For our purposes below, often it will be sufficient to choose $\beta(r) = r^2$, for which we write simply $Z(\Omega)$, and similarly $Z(x)$, $Z_b(\Omega)$. Note that for this choice of $\beta$ there exist functions $f \in Z(x)$ which are not continuous at $x$. For instance, taking $d = 1$, such a function is $f(x) = 1_{\{x < 0\}} + 2 \cdot 1_{\{x = 0\}} + 3 \cdot 1_{\{x > 0\}}$, while $|D_h f(0)| = 0$ for every $h$, and thus $f \in Z(0)$.

**Remark 2.3.** It is readily seen that if $f \in Z(x)$, then for every $R > 0$ there exists a constant $L_{R,f}$ such that $|D_h f(x)| \leq L_{R,f}|h|^2$ for every $h \in B_R(0)$. Indeed, if $R \leq R_f$ we can take $L_{R,f} = L_f$. If $R > R_f$, then we define $L'_{R,f} = \frac{4\|f\|_{L^{\infty}}}{R^2}$ and set $L_{R,f} = \max\{L'_{R,f}, L_f\}$.

By Remark 2.3 above it follows that if $f \in Z(\Omega)$, then there exists a function $L_f(x, R)$ such that $|D_h f(x)| \leq L_f(x, R)|h|^2$. Below we will often need a control of the form $L_f(x, R(x))$ where $R : \mathbb{R}^d \to \mathbb{R}^+$ is itself a function of $x$, typically for large $|x|$. We define for a fixed constant $C \in (0, 1)$

$$
Z^\beta_C(\mathbb{R}^d) = \left\{ f \in L^{\infty}(\mathbb{R}^d) : \exists M_{f,\beta} > 0, \ L_{f,\beta} \in L^{\infty}(B^\infty_{M_{f,\beta}}(0)), \ |D_h f(x)| \leq L_{f,\beta}(x)|h|, \ x \in B^\infty_{M_{f,\beta}}(0), \ h \in B_C|x|(0) \right\}.
$$

For $\beta(r) = r^2$ we simply write $Z_C(\mathbb{R}^d)$, with $L_{f,\beta} = L_f$, $M_{f,\beta} = M_f$. Clearly, if $f \in Z_C(\mathbb{R}^d)$, then $f \in Z_b(B^\infty_{M_f}(0))$.

Define a semi-norm on $Z_b(\mathbb{R}^d)$ given by

$$
\|f\|_{Z_b} := \sup_{h \in \mathbb{R}^d \setminus \{0\}} \frac{|D_h f(x)|}{|h|^2}
$$

and a norm

$$
\|f\|_{\tilde{Z}_b} := \|f\|_{\infty} + \|f\|_{Z_b}
$$
under which $Z_b(\mathbb{R}^d)$ is a Banach space. We also define a local version by requiring that $f \in Z_{b,\text{loc}}(\Omega)$ if and only if $f \in Z_b(K)$ for every compact set $K \subset \Omega$. Clearly, $C^2(\Omega) \subset Z(\Omega)$, and for every $\Omega'$ such that $\overline{\Omega'} \subset \Omega$, we have $C^2(\Omega) \subset Z_b(\Omega')$.

The conditions defining the above spaces are reminiscent of Zygmund-Hölder spaces. Recall the Zygmund-Hölder space $C^\gamma(\mathbb{R}^d)$ of order $\gamma = k + s$, with $k \in \mathbb{N}_0 = \{0\} \cup \mathbb{N}$ and $s \in (0, 1]$, given by the set of real-valued functions $f \in C^k(\mathbb{R}^d)$ such that the norm

$$
\|f\|_{C^k} = \|f\|_{C^k} + \max_{|\xi|=k} \sup_{x,h \in \mathbb{R}^d} \frac{\partial^k f(x+h) - 2\partial^k f(x) + \partial^k f(x-h)}{|h|^s}
$$

is finite, where $\|f\|_{C^k} = \sum_{i=0}^k \sum_{\xi \in \mathbb{N}_0^d, |\xi|=i} \|\partial^\xi f\|_\infty$ (see, e.g., [85]). Then for $\beta(|h|) = |h|^s$ with $s \in (0, 2)$, we have that $Z^\beta(\Omega)$ coincides with the Zygmund space $C^{s+k}(\Omega)$ (alternatively, the Besov space $B^{s+k}_{\infty,\infty}(\Omega)$). In our space $Z_b(\mathbb{R}^d)$ we have a quadratic scale or sublinear scales appearing in $C^\gamma(\mathbb{R}^d)$ with $\gamma = s$.

From the following we see that the space $Z_b(\mathbb{R}^d)$ contains functions that are quite regular.

**Proposition 2.5.** If $f \in Z_b(\mathbb{R}^d)$, then $f \in C(\mathbb{R}^d) \cap W^{1,\infty}(\mathbb{R}^d)$.

**Proof.** Define $D^1_h f(x) = f(x + h) - f(x)$,

$$
R^1_h f(x) = \frac{D^1_h f(x)}{|h|}, \quad \omega(f, t) = \sup_{|h| \leq t} |D^1_h f(x)| \quad \text{and} \quad \eta(f, t) = \sup_{|h| \leq t} |D_h f(x)|.
$$

It has been shown by Marchaud [60, Sect. 22] that there exists a constant $M$ such that

$$
\omega(f, t) \leq M t \int_t^\infty \eta(f, u) \frac{du}{u^2}.
$$

Take $t < R_1$ and observe that since $f \in L^\infty(\mathbb{R}^d)$, we have $\eta(f, u) \leq 4 \|f\|_\infty$. Hence

$$
\omega(f, t) \leq M t \left( \int_t^{R_1} \eta(f, u) \frac{du}{u^2} + \frac{8}{R_1} \|f\|_\infty \right).
$$

By the assumption it follows that $\eta(f, u) \leq Lu^2$ for $u < R_f$, with $L = \|f\|_Z(\mathbb{R}^d)$. Hence we have

$$
\omega(f, t) \leq M t \left( L(R_f - t) + \frac{8}{R_f^3} \|f\|_\infty \right).
$$

This gives $\lim_{t \to 0} \omega(f, t) = 0$ and thus $f \in C(\mathbb{R}^d)$. Consider $h \in B_{R_1}(0)$. We have $|D^1_h f(x)| \leq \omega(f, |h|)$ and

$$
|R^1_h f(x)| \leq \frac{\omega(f, |h|)}{|h|} \leq M \left( L(R_f - |h|) + \frac{8}{R_f^3} \|f\|_\infty \right) \leq M \left( LR_f + \frac{8}{R_f^3} \|f\|_\infty \right),
$$

giving

$$
|D^1_h f(x)| \leq M \left( LR_f + \frac{8}{R_f^3} \|f\|_\infty \right) |h|, \quad x \in \mathbb{R}^d.
$$

Take now any $x, y \in \mathbb{R}^d$ and consider the segment denoted $[x, y]$. Choose $h = \frac{y-x}{m}$ in such a way that $|h| < R_f$, i.e., $y = x + mh$. Define $x_i = x + ih$ for $i = 0, \ldots, m$. Thus for $i = 1, \ldots, m$ we have

$$
|f(x_i) - f(x_{i-1})| = |f(x_{i-1} + h) - f(x_{i-1})| = |D^1_h f(x_{i-1})| \leq M \left( LR_f + \frac{8}{R_f^3} \|f\|_\infty \right) |h| = M \left( LR_f + \frac{8}{R_f^3} \|f\|_\infty \right) \frac{|x-y|}{m}.
$$
This implies
\[ |f(x) - f(y)| \leq \sum_{i=1}^{m} |f(x_i) - f(x_{i-1})| \leq M \left( LR_f + \frac{8}{R_f^3} \|f\|_{\infty} \right) |x - y|. \]

Note that by using the integrability condition (2.1) of the Lévy measure \( \mu \) and that \( 1 - e^{-ux} \leq ux \) for \( u, x \geq 0 \), for \( \Phi \in \mathcal{B}_0 \) we have
\[
\Phi(u) = bu + \left( \int_0^{1} + \int_1^{\infty} \right) (1 - e^{-uy}) \mu(y) dy \leq bu + u \int_0^{1} y \mu(y) dy + \int_1^{\infty} \mu(y) dy \leq C_{\Phi}(1 + u).
\]
Thus \( 1 + \Phi(y^2) \leq C_{\Phi}(1 + |y|^2) \), \( y \in \mathbb{R}^d \), with suitable constants \( C_{\Phi}, \tilde{C}_{\Phi} > 0 \), implying by Proposition 2.5 Sobolev embedding, and (2.18) that
\[
\text{Dom}(\Phi(-\Delta)) \supset H^2(\mathbb{R}^d) \supset W^{1,\infty}(\mathbb{R}^d) \supset \mathcal{Z}_b(\mathbb{R}^d).
\]

Also, \( C_{\gamma}^{\infty}(\mathbb{R}^d) \subset \mathcal{Z}_b(\mathbb{R}^d) \) and thus \( \mathcal{Z}_b(\mathbb{R}^d) \) is a dense subspace of \( \text{Dom}(\Phi(-\Delta)) \).

We furthermore note that the Zygmund-Hölder spaces \( C_{\gamma}^{\infty} \) turn out to be of much interest in the study of the domains of non-local operators. From [55, Th. 3.2] we deduce that for the operator \( \Phi(-\Delta) \) such that \( \Phi \in \mathcal{B}_0 \) with \( b = 0 \), is a complete Bernstein function that is regularly varying at zero with exponent \( \alpha/2 \in (0,1] \), the following inclusions hold. For \( 0 < \alpha < 1 \) we have \( \text{Dom}(\Phi(-\Delta)) \supset C_{\alpha}^{s}(\mathbb{R}^d) \cap C_0(\mathbb{R}^d) \) for all \( 0 < s \leq \alpha \), however, for \( 1 \leq \alpha < 2 \) we have \( \text{Dom}(\Phi(-\Delta)) \supset C_{\alpha}^{s}(\mathbb{R}^d) \cap C_0(\mathbb{R}^d) \) for all \( 0 < s \leq \alpha \), where \( C_0(\mathbb{R}^d) \) denotes the space of real-valued continuous functions on \( \mathbb{R}^d \) vanishing at infinity, and \( C_0(\mathbb{R}^d) \) denotes the space of real-valued \( C^1 \)-functions on \( \mathbb{R}^d \) such that both the function and its derivative are \( C_0(\mathbb{R}^d) \).

Now we are in the position to give a representation of the action of the operator on functions in the above function spaces, which will be convenient for our purposes below.

**Proposition 2.6.** Let \( f \in \mathcal{Z}(x) \) for some \( x \in \mathbb{R}^d \). Then
\[
-\Phi(-\Delta)f(x) = \frac{1}{2} \int_{\mathbb{R}^d} D_h f(x) j(|h|) dh = \lim_{\epsilon \downarrow 0} \int_{B_{\epsilon}^c(0)} (f(x + h) - f(x)) j(|h|) dh.
\]

**Proof.** Using (2.2) and (1.3), see also the subordination formula (1.2), we have
\[
-\Phi(-\Delta)f(x) = \int_0^{\infty} (e^{t\Delta} - 1) f(x) \mu(dt) = \int_0^{\infty} \int_{\mathbb{R}^d} (f(y) - f(x)) p_t(|x - y|) dy \mu(dt).
\]
Making the change of variable \( y - x = h \), splitting the integral into two halves of the same integrand, and replacing \( h \) by \(-h\) in one half gives
\[
\int_{\mathbb{R}^d} (f(y) - f(x)) p_t(|x - y|) dy = \frac{1}{2} \int_{\mathbb{R}^d} D_h f(x) p_t(|h|) dh,
\]
and hence
\[
-\Phi(-\Delta)f(x) = \frac{1}{2} \int_0^{\infty} \int_{\mathbb{R}^d} D_h f(x) p_t(|h|) dh \mu(dt).
\]

We have
\[
\int_{\mathbb{R}^d} |D_h f(x)| \int_0^{\infty} p_t(|h|) \mu(dt) dh = \left( \int_{B_{R_1}^c(0)} + \int_{B_{R_1}(0)} \right) |D_h f(x)| j(|h|) dh,
\]
where $R_1 > 0$ is given by the definition of $\mathcal{Z}(x)$. The first integral is estimated as
\[
\int_{B_{R_1}^c(0)} |D_h f(x) j(|h|)| dh \leq 4 \|f\|_\infty \nu(B_{R_1}^c(0)) < \infty
\]
using $\nu(dx) = j(|x|) dx$. For the second integral we get
\[
\int_{B_{R_1}^c(0)} |D_h f(x) j(|h|)| dh \leq L \int_{B_{R_1}^c(0)} |h|^2 j(|h|) dh < \infty,
\]
using that $j$ is the density of a Lévy measure. Hence Fubini’s theorem gives
\[
- \Phi(-\Delta) f(x) = \frac{1}{2} \int_{\mathbb{R}^d} D_h f(x) j(|h|) dh,
\]
and the first equality in the expression
\[
- \Phi(-\Delta) f(x) = \frac{1}{2} \lim_{\varepsilon \downarrow 0} \int_{B_{\varepsilon}^c(0)} D_h f(x) j(|h|) dh = \frac{1}{2} \lim_{\varepsilon \downarrow 0} \int_{B_{\varepsilon}^c(0)} (f(y) - f(x)) j(|x - y|) dy
\]
follows by dominated convergence, and the second follows by using the same transformations that led to (2.21).
\[\square\]

**Corollary 2.3.** Let $f \in L^\infty(\mathbb{R}^d)$ and fix any open set $\Omega \subseteq \mathbb{R}^d$. If $f \in \mathcal{Z}(\Omega)$, then
\[
- \Phi(-\Delta) f(x) = \frac{1}{2} \int_{\mathbb{R}^d} D_h f(x) j(|h|) dh = \lim_{\varepsilon \downarrow 0} \int_{B_{\varepsilon}^c(0)} (f(x + h) - f(x)) j(|h|) dh, \quad x \in \Omega.
\]

**Proof.** The result is immediate by a combination of Propositions 2.5 and 2.6. \[\square\]

**Remark 2.4.**

1. We note that a similar representation in terms of $D_h f(x)$ as in Proposition 2.6 has been obtained for the fractional Laplacian, see [68]. Our representation formula in Proposition 2.6 continues to hold if $f \in \mathcal{Z}^\beta(x)$ with an increasing modulus of continuity $\beta \in L^1_{rad}(\mathbb{R}^d, \nu)$. It is not difficult to show that for every $R > 0$, under the assumptions of Proposition 2.6 the expression
\[
- \Phi(-\Delta) f(x) = \int_{B_{R}^c(0)} (f(y) - f(x)) j(|x - y|) dy + \int_{B_{R}(0)} D_h f(x) j(|h|) dh
\]
also holds.

2. Corollary 2.3 also holds if for every $x \in \Omega$ there exists an increasing modulus of continuity $\beta_x : [0, \infty) \to [0, \infty)$ such that $\beta_x \in L^1_{loc}(\mathbb{R}^d)$ and $f \in \mathcal{Z}^\beta(x)$.

3. If for every $x \in \Omega$ there exists an increasing modulus of continuity $\beta_x : \mathbb{R}^+ \to \mathbb{R}^+$ such that $\beta_x \in L^1_{loc}(\mathbb{R}^d)$ and
\[
|f(x + h) - f(x)| \leq L(x) \beta_x(|h|), \quad h \in B_{R_1(x)}(0),
\]
then $f \in \mathcal{Z}^\beta(x)$. Moreover, by dominated convergence we have
\[
- \Phi(-\Delta) f(x) = \int_{\mathbb{R}^d} (f(x + h) - f(x)) j(|h|) dh.
\]

4. We do not need to require the modulus of continuity to be increasing. Indeed, given a modulus of continuity $\beta : \mathbb{R}^+ \to \mathbb{R}^+$ for a function $f$, the function $\tilde{\beta}(t) = \sup_{0 \leq s \leq t} \beta(s)$ is again a modulus of continuity for $f$, which is increasing.
Using the definition (2.17), by general arguments it follows that $\Phi(-\Delta)$ is a non-local, positive, self-adjoint operator with core $C_c^\infty(\mathbb{R}^d)$. Since $\Phi$ is a continuous function, it also follows that $\text{Spec} \Phi(-\Delta) = \text{Spec}_{\text{ess}} \Phi(-\Delta) = \text{Spec}_{\text{ac}} \Phi(-\Delta) = [0, \infty)$. Let $V : \mathbb{R}^d \to \mathbb{R}$ be a Borel function, called potential. Since, as it will be seen below, the potentials $V$ that we treat in this paper are bounded and continuous, the non-local Schrödinger operator $H = \Phi(-\Delta) + V$ can be defined via perturbation theory as a self-adjoint operator on $\text{Dom}(\Phi(-\Delta))$. Alternatively, $H$ can be obtained as a self-adjoint operator in a greater generality, specifically the class of Kato-decomposable potentials with respect to $\Phi$, as the infinitesimal generator of the operator semigroup $\{e^{-tH} : t \geq 0\}$. For details we refer to [29].

Below we will work under the following standing assumption on the non-local Schrödinger operators $H$.

**Assumption 2.1.** Let $\Phi \in B_0$ be a complete Bernstein function with Lévy pair $(0, \mu)$, $V : \mathbb{R}^d \to \mathbb{R}$ be a potential, and consider the non-local Schrödinger operator $H = \Phi(-\Delta) + V$. We assume that there exists a function $\varphi \in L^2(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$, $\varphi > 0$, such that it is an eigenfunction of $H$ at zero eigenvalue, i.e.,

$$H\varphi = 0, \quad \varphi \neq 0,$$

holds.

We note that the assumption $\varphi \in L^\infty(\mathbb{R}^d)$ is not restrictive. It is known that this automatically holds if $V$ is in an appropriate Kato-class with respect to $\Phi$, see [45, 44]. Since we are interested in bounded and continuous potentials, see Section 3 below, this property is natural. In this paper we will, however, restrict to $\varphi > 0$ and comment when our statements below also hold for $\varphi$ having zeroes. To deal with general eigenfunctions with nodes would require an extension to our methods below and would increase the length of this paper significantly. Strictly positive $\varphi$ are an obvious first choice in constructing potentials with embedded eigenvalues at zero, see the examples in [14] and more in [7, 64, 35]. Some of our statements will hold for what we call (by a slight abuse) zero-resonances, i.e., $L^p$-functions satisfying the eigenvalue equation with $p \neq 2$.

### 2.3.2. The massive relativistic operator in terms of the massless

The first two cases in Example 2.1 are of special interest, which we single out specifically as they have many applications in functional analysis, stochastic processes, and mathematical physics.

It is known (see, e.g., [82]) that the Lévy measure corresponding to $\Phi(u) = u^{\alpha/2}$, $0 < \alpha < 2$, is

$$(2.22) \quad \mu(dt) = \mu(t)dt = \frac{\alpha}{2\Gamma(1 - \frac{\alpha}{2})} \frac{1_{\{t>0\}}}{t^{1+\frac{\alpha}{2}}} dt$$

and the corresponding operator $\Phi(-\Delta) = (-\Delta)^{\alpha/2}$ is the fractional Laplacian. The Lévy measure of the fractional Laplacian is

$$\nu(dx) = \eta(x)dx = \frac{2^\alpha \Gamma(d+\alpha)}{\pi^d \Gamma(\frac{d+\alpha}{2})} \frac{dx}{|x|^{d+\alpha}}, \quad x \in \mathbb{R}^d \setminus \{0\}.$$  

For $\Phi(u) = \Phi_{m,\alpha}(u) = (u + m^{2/\alpha})^{\alpha/2} - m$, $m > 0$, $\alpha \in (0, 2)$, we have

$$(2.23) \quad \mu_{m,\alpha}(dt) = \mu_{m,\alpha}(t)dt = \frac{\alpha}{2\Gamma(1 - \frac{\alpha}{2})} \frac{e^{-m^{2/\alpha}t}}{t^{1+\frac{\alpha}{2}}} 1_{\{t>0\}} dt$$
and the corresponding operator $\Phi_{m,\alpha}(-\Delta) = (-\Delta + m^{2/\alpha})^{\alpha/2} - m$ is the relativistic Laplacian with rest mass $m > 0$, whose Lévy measure is

$$\nu_{m,\alpha}(dx) = j_{m,\alpha}(x)dx = \frac{2^\alpha \Gamma(d\alpha)}{\pi^{d/2} \Gamma(1 - \frac{\alpha}{2})} \frac{K_{(d+\alpha)/2}(m^{1/\alpha}|x|)}{|x|^{d+\alpha}/2} dx, \quad x \in \mathbb{R}^d \setminus \{0\},$$

with the modified Bessel function as given in (2.12). Since the fractional Laplacian is also obtained by choosing $m = 0$, we will denote the Lévy density of the fractional Laplacian by $j_{0,\alpha}$, and refer to these operators as the massless and massive relativistic operators using the notations $L_{0,\alpha}$, $L_{m,\alpha}$, respectively.

Next we show a rigorous counterpart of formula (1.10) given in the Introduction, which will be used below. Recall the notation (2.19) and the explicit formulae (2.22)-(2.23).

**Proposition 2.7.** Let $L_{m,\alpha} = \Phi_{m,\alpha}(-\Delta) = (-\Delta + m^{2/\alpha})^{\alpha/2} - m$, $L_{0,\alpha} = \Phi_{0,\alpha}(-\Delta) = (-\Delta)^{\alpha/2}$, and $f \in \mathcal{Z}(\Omega)$, $\Omega \subseteq \mathbb{R}^d$. Then

$$L_{m,\alpha}f(x) = L_{0,\alpha}f(x) - \frac{1}{2} \int_{\mathbb{R}^d} Dh_f(x)\sigma_{m,\alpha}(|h|)dh,$$

where

$$\sigma_{m,\alpha}(r) = \frac{\alpha 2^{1-d-\alpha}/2}{\Gamma(1-\frac{\alpha}{2})\pi^{d/2}} \left( \frac{2^{d+\alpha-1}\Gamma(d+\alpha/2)}{r^{d+\alpha}} - \frac{m^{d+\alpha}K_{d+\alpha}(m^{1/\alpha}r)}{r^{d+\alpha/2}} \right)$$

$$= \frac{\alpha 2^{1-d-\alpha}/2}{\Gamma(1-\frac{\alpha}{2})\pi^{d/2}} \int_0^{m^{1/\alpha}r} w^{d+\alpha-1} K_{d+\alpha-1}(w)dw.$$

**Proof.** Let $j_{m,\alpha}$ and $j_{0,\alpha}$ be the jump kernels corresponding to $\Phi_{m,\alpha}(u)$ and $\Phi_{0,\alpha}(u)$, respectively, and write $\sigma_{m,\alpha}(r) = j_{m,\alpha}(r) - j_{0,\alpha}(r)$. Take any $x \in \mathbb{R}^d$. By using Proposition 2.6 and Corollary 2.8 we have

$$\Phi_{m,\alpha}(-\Delta)f(x) = \frac{1}{2} \int_{\mathbb{R}^d} Dh_f(x)j_{m,\alpha}(|h|)dh = \frac{1}{2} \int_{\mathbb{R}^d} Dh_f(x)(j_{0,\alpha}(|h|) + (j_{m,\alpha}(|h|) - j_{0,\alpha}(|h|)))dh$$

$$= \frac{1}{2} \int_{\mathbb{R}^d} Dh_f(x)(j_{0,\alpha}(|h|) - \sigma_{m,\alpha}(|h|))dh.$$

Similarly,

$$\Phi_{0,\alpha}(-\Delta)f(x) = \frac{1}{2} \int_{\mathbb{R}^d} Dh_f(x)j_{0,\alpha}(|h|)dh.$$

Consider the integral over $\mathbb{R}^d$ of $|Dh_f(x)||\sigma_{m,\alpha}(|h|)|$ split over $B_{R(x)}(0)$ and its complement. We have

$$\int_{B_{R(x)}(0)} |Dh_f(x)||\sigma_{m,\alpha}(|h|)|dh \leq L(x) \int_{B_{R(x)}(0)} |h|^2(j_{m,\alpha}(|h|) + j_{0,\alpha}(|h|))dr < \infty$$

and

$$\int_{B_{R(x)}^c(0)} |Dh_f(x)||\sigma_{m,\alpha}(|h|)|dh \leq 4\|f\|_{\infty} \left( \nu_{m,\alpha}(B_{R(x)}^c(0)) + \nu_{0,\alpha}(B_{R(x)}^c(0)) \right) < \infty.$$

Hence

$$\Phi_{m,\alpha}(-\Delta)f(x) = \frac{1}{2} \int_{\mathbb{R}^d} Dh_f(x)(j_{0,\alpha}(|h|) - \sigma_{m,\alpha}(|h|))dh$$

$$= \frac{1}{2} \int_{\mathbb{R}^d} Dh_f(x)j_{0,\alpha}(|h|)dh - \frac{1}{2} \int_{\mathbb{R}^d} Dh_f(x)\sigma_{m,\alpha}(|h|)dh$$

$$= \Phi_{0,\alpha}(-\Delta)f(x) - \frac{1}{2} \int_{\mathbb{R}^d} Dh_f(x)\sigma_{m,\alpha}(|h|)dh.$$
which shows (2.24). Using (2.22) - (2.23), we furthermore have

\[ \sigma_{m,\alpha}(r) = \frac{\alpha^{2-d}}{\Gamma \left(1 - \frac{\alpha}{2}\right) \pi^{\frac{d}{2}}} \int_0^\infty t^{-\frac{\alpha+2}{2}} (1 - e^{-m^2/4t}) e^{-\frac{r^2}{4t}} dt. \]

Noting that

\[ \frac{1 - e^{-m^{2}/4t}}{t} = \int_0^{m^2/4t} e^{-tz} dz \]

and using Fubini’s theorem, we obtain

\[ \sigma_{m,\alpha}(r) = \frac{\alpha^{2-d}}{\Gamma \left(1 - \frac{\alpha}{2}\right) \pi^{\frac{d}{2}}} \int_0^\infty \int_0^{m^2/4t} t^{-\frac{\alpha+2}{2}} \left( z \frac{\alpha+2}{2} \right) - \frac{1}{2} \left( \frac{r}{2\sqrt{z}} \right)^{\frac{\alpha+2}{2}} \int_0^\infty t^{-\frac{\alpha+2}{2}} e^{-\frac{\alpha}{2} \left( t + \frac{r^2}{4zt} \right)} dt dz. \]

Using [26] (8.43.27), we get

\[ \frac{1}{2} \left( \frac{r}{2\sqrt{z}} \right)^{\frac{\alpha+2}{2}} - \frac{1}{2} \left( \frac{r}{2\sqrt{z}} \right)^{\frac{\alpha+2}{2}} e^{-\frac{\alpha}{2} \left( t + \frac{r^2}{4zt} \right)} dt = K_{\frac{d+\alpha}{2} - 1} (r\sqrt{z}), \]

which by the change of variable \( w = r\sqrt{z} \) gives

\[ \sigma_{m,\alpha}(r) = \frac{\alpha^{2-d}}{\Gamma \left(1 - \frac{\alpha}{2}\right) \pi^{\frac{d}{2}}} \int_0^{m^1/4r} w^{\frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2} - 1}(w) dw. \]

Finally, by using [26] (5.52) we obtain

\[ \int_0^{m^1/4r} w^{\frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2} - 1}(w) dw = 2^{\alpha - d - 2} \Gamma \left( \frac{\alpha + d}{2} \right) - r^{\frac{d+\alpha}{2}} m^{\frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2}} (m^{1/4r}), \]

which yields (2.25). 

For later use, we show as a consequence of the above that \( \sigma_{m,\alpha} \) is monotone in a neighbourhood of infinity.

**Corollary 2.4.** There exists \( R > 0 \) such that \( \sigma_{m,\alpha} \) is decreasing in \( (R, \infty) \).

**Proof.** We start from the second representation in (2.25) and notice that \( \sigma_{m,\alpha} \in C^1(0, \infty) \). Consider the function

\[ \tilde{\sigma}_{m,\alpha}(r) = \frac{1}{r^{d+\alpha}} \int_0^{m^{1/4r}} w^{\frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2} - 1}(w) dw \]

and observe that

\[ \tilde{\sigma}'_{m,\alpha}(r) = -(d + \alpha)r^{-d-\alpha-1} \int_0^{m^{1/4r}} w^{\frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2} - 1}(w) dw + m^{\frac{d+\alpha+2}{2}} r^{-d-\alpha+\frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2} - 1}(m^{1/4r}). \]

By formula [26] (5.52) we obtain

\[ \tilde{\sigma}'_{m,\alpha}(r) = -(d + \alpha)r^{-d-\alpha-1}2^{\alpha+d-2} \Gamma \left( \frac{\alpha + d}{2} \right) + m^{\frac{d+\alpha+2}{2}} r^{-d-\alpha+\frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2}} (m^{1/4r}) + m^{\frac{d+\alpha+2}{2}} r^{-d-\alpha+\frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2} - 1}(m^{1/4r}). \]
Notice that as $r \to \infty$, by (2.13)
\[
m^{-\frac{d}{2}} r^{-\frac{d}{2} - \frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2}}(m^{1/\alpha} r) \sim \sqrt{\frac{\pi}{2}} m^{-\frac{d+\alpha-2}{2}} r^{-\frac{\alpha}{2} - \frac{d+\alpha}{2}} e^{-m^{1/\alpha} r},
\]
\[
m^{-\frac{d}{2} - \frac{d+\alpha}{2}} r^{-\frac{d}{2} - \frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2} - 1}(m^{1/\alpha} r) \sim \sqrt{\frac{\pi}{2}} m^{-\frac{d+\alpha-2}{2}} r^{-\frac{\alpha}{2} - \frac{d+\alpha}{2}} e^{-m^{1/\alpha} r},
\]

hence there exists $R > 0$ such that for every $r > R$
\[
m^{-\frac{d}{2}} r^{-\frac{d}{2} - \frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2}}(m^{1/\alpha} r) + m^{-\frac{d}{2} - \frac{d+\alpha}{2}} r^{-\frac{d}{2} - \frac{d+\alpha}{2}} K_{\frac{d+\alpha}{2} - 1}(m^{1/\alpha} r) \leq \frac{d + \alpha}{2} r^{-d - \alpha - 1} 2^{\frac{\alpha + d - 2}{2}} \Gamma\left(\frac{\alpha + d}{2}\right)
\]
holds. In particular, for $r > R$ we have
\[
\tilde{\sigma}'_{m,\alpha}(r) \leq -\frac{d + \alpha}{2} r^{-d - \alpha - 1} 2^{\frac{\alpha + d - 2}{2}} \Gamma\left(\frac{\alpha + d}{2}\right) < 0,
\]
which shows the claim. \hfill \Box

Define the measure
\[
\Sigma_{m,\alpha}(A) = \int_A \sigma_{m,\alpha}(x) dx
\]
on $\mathbb{R}^d$, which is finite, positive and gives full mass $\Sigma_{m,\alpha}(\mathbb{R}^d) = m$, see [76, Lem. 2]. We also introduce the measure
\[
\Sigma_{m,\alpha}^{(2)}(A) = \int_A |x|^2 \sigma_{m,\alpha}(x) dx.
\]
In the cited reference it has been shown that
\[
(2.26) \quad \sigma_{m,\alpha}(r) \leq C(\alpha, d) m^{2/\alpha} r^{d+\frac{\alpha}{2}},
\]
with an $m$-dependent bound. In our cases below we need a more precise estimate on $\sigma_{m,\alpha}$. Using the second representation in (2.25) and the estimate (2.13), we obtain
\[
(2.27) \quad \sigma_{m,\alpha}(r) \sim \frac{\alpha^{\frac{2\alpha}{d}} \Gamma\left(\frac{\alpha + d}{2}\right)}{\pi^{\frac{d}{2}} \Gamma\left(1 - \frac{\alpha}{2}\right)} \frac{1}{r^{d+\alpha}}.
\]
as $r \to \infty$.

**Remark 2.5.** It is interesting to note that the large $r$ asymptotic behaviour of $\sigma_{m,\alpha}(r)$ can be derived from the bound (2.26) in the $m \downarrow 0$ limit while keeping $r$ fixed. We obtain the following:

1. if $d + \alpha > 2$, then
   \[
   \sigma_{m,\alpha}(r) \sim \frac{\alpha \Gamma\left(\frac{d+\alpha}{2}\right) 2^{\alpha-1} m^{\frac{d}{2}}}{\pi^{\frac{d}{2}} \Gamma\left(1 - \frac{\alpha}{2}\right) (d + \alpha - 2) r^{d+\alpha-2}}
   \]

2. if $d = 1$, then
   \[
   |\sigma_{m,1}(r)| \sim \begin{cases} \frac{(2\gamma_{\text{EM}} - 1)m^2}{8\pi} & \text{if } \alpha = 1 \\ \alpha \sin\left(\frac{\pi \alpha}{2}\right) \Gamma(\alpha) m^{\frac{\alpha + 1}{2}} & \text{if } 0 < \alpha < 1, \end{cases}
   \]
   where $\gamma_{\text{EM}}$ is the Euler-Mascheroni constant.

This will be further explored and its proof will be presented elsewhere.

We also have the following asymptotic results, whose proof we leave to the reader.
Proposition 2.8. Let \( p > 1 \). The following properties hold in the \( R \to \infty \) limit:

\[
\begin{align*}
\Sigma_{m,A}(B_R^c(0)) & \sim \frac{d \omega_d 2^\alpha \Gamma \left(\frac{\alpha + d}{2}\right)}{\Gamma \left(1 - \frac{\alpha}{2}\right) \pi^{\frac{d}{2}}} R^{\alpha} \\
\Sigma_{m,A}^{(2)}(B_R(0)) & \sim \frac{d \omega_d 2^\alpha \Gamma \left(\frac{\alpha + d}{2}\right)}{\Gamma(2 - \alpha)\Gamma \left(1 - \frac{\alpha}{2}\right) \pi^{\frac{d}{2}}} R^{2-\alpha} \\
\|\sigma_{m,A}\|_{L^p(B_R^c(0))} & \sim \left(\frac{d \omega_d}{(p-1)d + p\alpha}\right)^{\frac{1}{p}} \frac{\alpha 2^\alpha \Gamma \left(\frac{\alpha + d}{2}\right)}{\Gamma \left(1 - \frac{\alpha}{2}\right) \pi^{\frac{d}{2}}} R^{-qd - \alpha}
\end{align*}
\]

where \( q \) is the H"older-conjugate exponent of \( p \).

Proof. The proof is similar to Proposition 2.4 and we skip it. \( \Box \)

For every function \( f \in Z(x) \) we define the operator \( G_{m,\alpha} \) as

\[
G_{m,\alpha}f(x) = \frac{1}{2} \int_{\mathbb{R}^d} D_h f(x) \sigma_{m,\alpha}(|h|) dh,
\]

and thus by Proposition 2.7 we have

\[
(2.28) \quad L_{m,\alpha} f(x) = L_{0,\alpha} f(x) - G_{m,\alpha} f(x).
\]

Since \( \Sigma_{m,\alpha} \) is a finite measure, we can extend \( G_{m,\alpha} \) to every function \( f \in L^\infty(\mathbb{R}^d) \). Moreover, note that Remark 2.4 also applies for the operator \( G_{m,\alpha} \). The operator \( G_{m,\alpha} \) is easy to control.

Lemma 2.2. Let \( f \in L^\infty(\mathbb{R}^d) \). If \( d + \alpha > 2 \), then

\[
\|G_{m,\alpha} f\|_\infty \leq 2m \|f\|_\infty.
\]

Proof. We have directly by the definition

\[
|G_{m,\alpha} f(x)| \leq \frac{1}{2} \int_{\mathbb{R}^d} |D_h f(x)| \sigma_{m,\alpha}(|h|) dh \leq 2 \|f\|_\infty \int_{\mathbb{R}^d} \sigma_{m,\alpha}(|h|) dh = 2m \|f\|_\infty.
\]

\( \Box \)

3. Boundedness and continuity of the potentials

3.1. Boundedness

Recall the notations (2.19) and (2.7). Using the representation of \( \Phi(-\Delta)\varphi \) given in Corollary 2.3 from (1.1) we have the expression

\[
(3.1) \quad V(x) = \frac{1}{2\varphi(x)} \int_{\mathbb{R}^d} D_h \varphi(x) j(|h|) dh
\]

for the potential, which we will extensively use in what follows. To keep the notations and statements simple, we note that the functions \( L_\varphi, R_\varphi \) appearing in the statements below are understood to be the functions appearing in the definition of the space \( Z(\mathbb{R}^d) \) applied to \( f = \varphi \).

Theorem 3.1. Let Assumption 2.1 hold with \( \varphi \in Z(\mathbb{R}^d) \). Then

\[
(3.2) \quad V(x) \leq \frac{2 \|\varphi\|_\infty}{\varphi(x)} \nu(B_{R_\varphi(x)}(0)) + \frac{L_\varphi(x)}{2\varphi(x)} J(R_\varphi(x)) < \infty, \quad x \in \mathbb{R}^d.
\]
Proof. We have by (3.1)
\[|V(x)| \leq \frac{1}{2\varphi(x)} \left( \int_{B_R(x)} + \int_{B_R(x)^c} \right) |D_h\varphi(x)| |h|dh = I_1(x) + I_2(x).\]
The first term gives \(I_1(x) \leq 4\|\varphi\|_\infty \nu(B_{R\varphi}(x)(0)) < \infty\). For the second term we have \(I_2(x) \leq L_{\varphi}(x) J(R_{\varphi}(x)) < \infty\), by the fact that \(\varphi \in Z(\mathbb{R}^d)\) and Proposition 2.6.

**Corollary 3.1.** Consider \(\Omega \subseteq \mathbb{R}^d\) and let Assumption 2.7 be satisfied. If \(\varphi \in Z_b(\Omega)\), then \(V \in L^\infty(\Omega)\). If \(\varphi \in Z_{b,loc}(\Omega)\), then \(V \in L^\infty_{loc}(\Omega)\).

*Proof.* Part (1) results immediately by noting that (3.2) is now independent of \(x \in \Omega\). For (2) note that since for any fixed compact set \(K \subseteq \Omega\) the bound given in (3.2) is again independent of \(x \in K\), the result follows.

**Remark 3.1.** Estimate (3.2) also holds for every \(x \in \Omega\) when \(\mathbb{R}^d\) is replaced by a proper subset \(\Omega\). Also, Theorem 3.1 and Corollary 3.1 continue to hold if \(\varphi\) is strictly negative. Furthermore, the also hold if \(\varphi\) does not have a definite sign on any set \(\Omega \subseteq \mathbb{R}^d\) which does not contain the set \(\{\varphi(x) = 0\}\) of zeroes. Moreover, Theorem 3.1 and Corollary 3.1 hold also if \(\varphi \in Z^\beta(\mathbb{R}^d)\) (or, respectively, \(Z^\beta_b(\mathbb{R}^d), Z^\beta_{b,loc}(\mathbb{R}^d)\)) for a modulus of continuity \(\beta : \mathbb{R}^+ \to \mathbb{R}^+\) such that \(\beta \in L^1_{rad}(\mathbb{R}^d, \nu)\), by replacing \(J(R)\) with \(J_\beta(R)\) as given by (2.11).

### 3.2. Continuity

**Theorem 3.2.** Let \(\Omega \subseteq \mathbb{R}^d\) be an open set. If Assumption 2.7 holds with \(\varphi \in Z_{b,loc}(\Omega) \cap C(\Omega)\), then \(V \in C(\Omega)\).

*Proof.* Since \(\varphi > 0\) and \(\varphi \in C(\Omega)\), it suffices to show the continuity of the function \(\tilde{V}(x) := -\Phi(-\Delta)(x)\). Fix \(R < R_{\varphi}\) such that \(B_R(x) \subseteq \Omega\). Consider \(\delta x \in \mathbb{R}^d\) such that \(|\delta x| < \frac{R}{4}\) and write \(\tilde{V}(x + \delta x) - \tilde{V}(x)\) by using Remark 2.4 (4). We have with \(\tilde{B}_R(x, x + \delta x) = B_R(x) \cup B_R(x + \delta x)\)
\[
\tilde{V}(x + \delta x) - \tilde{V}(x) = \int_{\mathbb{R}^d \setminus B_R(x+\delta x)} (\varphi(y) - \varphi(x+\delta x)) j(|x+\delta x - y|)dy
- \int_{B_R(x)+\delta x} (\varphi(y) - \varphi(x)) j(|x-y|)dy + \int_{B_R(0)} (D_h\varphi(x+\delta x) - D_h\varphi(x)) j(|h|)dh
= \int_{\tilde{B}_R(x,x+\delta x)} (\varphi(y) - \varphi(x+\delta x)) j(|x+\delta x - y|)dy
- \int_{\tilde{B}_R(x,x+\delta x)} (\varphi(y) - \varphi(x)) j(|x-y|)dy
+ \int_{B_R(x) \setminus B_R(x+\delta x)} (\varphi(y) - \varphi(x+\delta x)) j(|x+\delta x - y|)dy
- \int_{B_R(x+\delta x) \setminus B_R(x)} (\varphi(y) - \varphi(x)) j(|x-y|)dy
+ \int_{B_R(0)} (D_h\varphi(x+\delta x) - D_h\varphi(x)) j(|h|)dh.
\]
By adding and subtracting the term \( \varphi(x) \int_{B_R(x,x+\delta x)} j(|x+\delta x - y|) dy \) marked by the underlining, we get
\[
\widetilde{V}(x+\delta x) - \widetilde{V}(x) = \int_{B_R(x,x+\delta x)} \varphi(y) (j(|x+\delta x - y|) - j(|x-y|)) dy \\
+ (\varphi(x) - \varphi(x+\delta x)) \int_{B_R(x,x+\delta x)} j(|x+\delta x - y|) dy \\
+ \varphi(x) \int_{B_R(x,x+\delta x)} (j(|x-y|) - j(|x+\delta x - y|)) dy \\
+ \int_{B_R(x) \setminus B_R(x+\delta x)} (\varphi(y) - \varphi(x+\delta x)) j(|x+\delta x - y|) dy \\
- \int_{B_R(x+\delta x) \setminus B_R(x)} (\varphi(y) - \varphi(x)) j(|x-y|) dy \\
+ \int_{B_R(0)} (D_h \varphi(x+\delta x) - D_h \varphi(x)) j(|h|) dh.
\]

In the fourth integral we make the change of variable \( y = x + z \) giving
\[
\int_{B_R(x) \setminus B_R(x+\delta x)} (\varphi(y) - \varphi(x+\delta x)) j(|x+\delta x - y|) dy = \int_{B_R(0) \setminus B_R(\delta x)} (\varphi(x+z) - \varphi(x+\delta x)) j(|z-\delta x|) dz,
\]
and \( y = x + \delta x - z \) in the fifth integral to obtain
\[
\int_{B_R(x+\delta x) \setminus B_R(x)} (\varphi(y) - \varphi(x)) j(|x-y|) dy = \int_{B_R(0) \setminus B_R(-\delta x)} (\varphi(x+\delta x - z) - \varphi(x)) j(|z-\delta x|) dz.
\]

After taking absolute value, we finally get
\[
|\widetilde{V}(x+\delta x) - \widetilde{V}(x)| \leq \int_{B_R(x,x+\delta x)} \varphi(y) |j(|x+\delta x - y|) - j(|x-y|)| dy \\
+ |\varphi(x) - \varphi(x+\delta x)| \int_{B_R(x,x+\delta x)} j(|x+\delta x - y|) dy \\
+ \varphi(x) \int_{B_R(x,x+\delta x)} |j(|x-y|) - j(|x+\delta x - y|)| dy \\
+ \int_{B_R(0) \setminus B_R(\delta x)} |\varphi(x+z) - \varphi(x+\delta x) - \varphi(x+\delta x - z) + \varphi(x)| j(|z-\delta x|) dz \\
+ \int_{B_R(0)} |D_h \varphi(x+\delta x) - D_h \varphi(x)| j(|h|) dh \\
= I_1(\delta x) + I_2(\delta x) + I_3(\delta x) + I_4(\delta x) + I_5(\delta x).
\]

Consider the first integral. Since \( B_{R/2}(x) \subset \tilde{B}_R(x, x+\delta x) \), we have
\[
I_1(\delta x) \leq \| \varphi \|_\infty \int_{B_{R/2}(x)} |j(|x+\delta x - y|) - j(|x-y|)| dy.
\]

Since
\[
|x+\delta x - y| \geq |x-y| - |\delta x| \geq |x-y| - \frac{R}{4},
\]
and in \( B_{R/2}(x) \) we have that \( |x-y| \geq \frac{R}{2} \) giving \( |x+\delta x - y| \leq \frac{|x-y|}{2} \). As \( j \) is decreasing, we have
\[
|j(|x+\delta x - y|) - j(|x-y|)| \leq 2j\left( \frac{|x-y|}{2} \right).
\]
Thus
\[ \int_{B_{R/2}^{c}(x)} j \left( \frac{|x-y|}{2} \right) dy = 2^d \int_{B_{R/4}^{c}(0)} j \left( |w| \right) dw = 2^d \nu \left( B_{R/4}^{c}(0) \right) < \infty \]
by the change of variable \( w = \frac{x-y}{2} \). Thus by the continuity of \( j \) and dominated convergence
\[ \lim_{\delta x \to 0} \int_{B_{R/2}^{c}(x)} j(|x + \delta x - y|) - j(|x - y|) dy = 0, \]
giving \( \lim_{\delta x \to 0} I_1(\delta x) = 0 \). Considering \( I_2(x) \), we have by using the same estimate as before
\[ I_2(\delta x) \leq \varphi(x) - \varphi(x + \delta x) \int_{B_{R/2}^{c}(x)} j \left( \frac{|x-y|}{2} \right) dy \]
thus by continuity of \( \varphi \), we have \( \lim_{\delta x \to 0} I_2(\delta x) = 0 \). Concerning \( I_3(\delta x) \), we have similarly
\[ I_3(\delta x) \leq \varphi(x) \int_{B_{R/2}^{c}(x)} j(|x-y|) - j(|x + \delta x - y|) dy, \]
and \( \lim_{\delta x \to 0} I_3(\delta x) = 0 \) as above. Next consider \( I_4(\delta x) \). We have
\[ I_4(\delta x) \leq 4 \| \phi \|_{\infty} j(R) |B_R(0) \setminus B_{R}(\delta x)| \]
where the bars denote Lebesgue measure, giving \( \lim_{\delta x \to 0} I_4(\delta x) = 0 \). Finally, consider \( I_5(\delta x) \).
To use dominated convergence, notice that \( x + \delta x \in B_{R/2}(x) \). Since for \( K = B_{R/2}(x) \) we have that
\[ |D_{\delta x} \varphi(x + \delta x) - D_{\delta x} \varphi(x)| \leq 2L(K)|h|^2 \]
by assumption, where \( L(K) = \sup_{x \in K} L_{\varphi}(x) \), and \( \int_{B_R(0)} |h|^2 j(|h|) dh = J(R) < \infty \), using continuity of \( \varphi \) it follows that \( \lim_{\delta x \to 0} I_5(\delta x) = 0 \). Hence \( \lim_{\delta x \to 0} \int V(x + \delta x) - \bar{V}(x) = 0 \) and thus \( \bar{V} \) is continuous, and so is \( V \). \( \square \)

Remark 3.2. Choosing \( \Omega = \mathbb{R}^d \) and \( \varphi \in Z_b(\mathbb{R}^d) \), we have that \( \varphi \in C(\mathbb{R}^d) \), thus Theorem 3.2 actually implies Corollary 3.1 in this case. Theorem 3.2 continues to hold if \( \varphi \in Z_b^0(\Omega) \cap C(\Omega) \) with \( \beta \in L^1_{\text{rad}}(\mathbb{R}^d, \nu) \).

4. Decay properties of the potentials at infinity

4.1. Conditions on decay to zero

A first point of interest about decay properties is when does \( V \) tend to zero at all as \( |x| \to \infty \). Recall the notation (2.20) and its simplified form for \( \beta(r) = r^2 \).

Theorem 4.1. Let Assumption 2.1 hold with \( \varphi \in Z_C(\mathbb{R}^d) \) for some constant \( C \in (0,1) \). Then
\[ |V(x)| \leq \frac{1}{2} L_{\varphi}(x) J(C|x|) + 2 \| \varphi \|_{\infty} \frac{\nu(B_{\varphi|x|}^{c}(0))}{\varphi(x)}, \quad x \in B_{M_\varphi}^{c}(0). \]
In particular, if
\[ \lim_{|x| \to \infty} \frac{L_{\varphi}(x) J(C|x|)}{\varphi(x)} = 0 \quad \text{and} \quad \lim_{|x| \to \infty} \frac{\nu(B_{\varphi|x|}^{c}(0))}{\varphi(x)} = 0, \]
then \( \lim_{|x| \to \infty} V(x) = 0 \).
Proof. Since $\varphi \in Z_{b}(B_{M_{\varphi}}^{c}(0))$, using (3.1) for $x \in B_{M_{\varphi}}^{c}(0)$, we write

$$|V(x)| \leq \frac{1}{2\varphi(x)} \int_{\mathbb{R}^{d}} |D_{h}\varphi(x)||j(h)|dh$$

$$\leq \frac{1}{2\varphi(x)} \int_{B_{C|x|}^{c}(0)} |D_{h}\varphi(x)||j(h)|dh$$

$$+ \frac{1}{2\varphi(x)} \int_{B_{C|x|}^{c}(0)} \varphi(x+h)j(|h|)dh + \int_{B_{C|x|}^{c}(0)} j(|h|)dh + \frac{1}{2\varphi(x)} \int_{B_{C|x|}^{c}(0)} \varphi(x-h)j(|h|)dh.$$  

Replacing $h$ by $-h$ in the fourth integral gives

$$|V(x)| \leq \frac{1}{2\varphi(x)} \int_{B_{C|x|}^{c}(0)} |D_{h}\varphi(x)||j(h)|dh$$

$$+ \frac{1}{\varphi(x)} \int_{B_{C|x|}^{c}(0)} \varphi(x+h)j(|h|)dh + \int_{B_{C|x|}^{c}(0)} j(|h|)dh$$

$$= I_{1}(x) + I_{2}(x) + I_{3}(x).$$

The first integral can be estimated as

$$I_{1}(x) \leq \frac{L_{\varphi}(x)}{2\varphi(x)} \int_{B_{C|x|}^{c}(0)} |h|^{2}j(|h|)dh = \frac{1}{2} \frac{L_{\varphi}(x)}{\varphi(x)} J(C|x|).$$

For the second we get

$$I_{2}(x) \leq \frac{\|\varphi\|_{\infty}}{\varphi(x)} \nu(B_{C|x|}^{c}(0)),$$

while $I_{3}(x) = \nu(B_{C|x|}^{c}(0))$. In sum,

$$|V(x)| \leq \frac{1}{2} \frac{L_{\varphi}(x)}{\varphi(x)} J(C|x|) + \left( \frac{\|\varphi\|_{\infty}}{\varphi(x)} + 1 \right) \nu(B_{C|x|}^{c}(0))$$

$$\leq \frac{1}{2} \frac{L_{\varphi}(x)}{\varphi(x)} J(C|x|) + \frac{2}{\varphi(x)} \frac{\|j\|_{L^{p}(B_{C|x|}^{c}(0))}}{\nu(B_{C|x|}^{c}(0))}.$$ 



\[\square\]

**Theorem 4.2.** Let Assumption 2.1 hold with $\varphi \in Z_{C}(\mathbb{R}^{d}) \cap L^{p}(\mathbb{R}^{d})$ for some $C \in (0,1)$ and $p \geq 1$. Then for all $x \in B_{M_{\varphi}}^{c}(0)$ we have

$$|V(x)| \leq \frac{1}{2} \frac{L_{\varphi}(x)}{\varphi(x)} J(C|x|) + \|\varphi\|_{1} \frac{j(C|x|)}{\varphi(x)} + \nu(B_{C|x|}^{c}(0)), \text{ if } p = 1,$$

$$|V(x)| \leq \frac{1}{2} \frac{L_{\varphi}(x)}{\varphi(x)} J(C|x|) + \|\varphi\|_{p} \frac{\|j\|_{L^{q}(B_{C|x|}^{c}(0))}}{\varphi(x)} + \nu(B_{C|x|}^{c}(0)), \text{ if } p > 1,$$

where $q$ is the Hölder conjugate of $p$. In particular, if

$$\lim_{|x| \to \infty} \frac{L_{\varphi}(x)J(C|x|)}{\varphi(x)} = 0 \text{ and } \lim_{|x| \to \infty} \frac{j(C|x|)}{\varphi(x)} = 0, \text{ for } p = 1,$$

$$\lim_{|x| \to \infty} \frac{L_{\varphi}(x)J(C|x|)}{\varphi(x)} = 0 \text{ and } \lim_{|x| \to \infty} \frac{\|j\|_{L^{q}(B_{C|x|}^{c}(0))}}{\varphi(x)} = 0, \text{ for } p > 1,$$

then $\lim_{|x| \to \infty} V(x) = 0$.  

4.2. Decay rates for regularly varying Lévy intensities

Theorem 4.3. Let Assumption 2.1 hold with \( \alpha \) then
\[
I_2(x) \leq \frac{\|\varphi\|_1}{\varphi(x)} j(C|x|).
\]
Similarly, when \( p > 1 \), using that \( h \mapsto j(|h|) \) belongs to \( L^q(B^c_{C|x|}(0)) \) we have by Hőlder inequality
\[
I_2(x) \leq \frac{\|\varphi\|_p}{\varphi(x)} \|j\|_{L^q(B^c_{C|x|}(0))}.
\]

\( \Box \)

Remark 4.1.

1. Theorems 4.1, 4.2 continue to hold if \( \varphi \in Z_C(\mathbb{R}^d) \) for a modulus of continuity \( \beta \in L^1_{\text{rad}}(\mathbb{R}^d, \nu) \), when \( \mathcal{J} \) is replaced by \( \mathcal{J}_\beta \).
2. Also, Theorem 4.1 holds if instead of strict positivity of \( \varphi \) we require the set of zeroes \( \{ x \in \mathbb{R}^d : \varphi(x) = 0 \} \) to be bounded.
3. It is an interesting question whether the potential may be compactly supported. Note that if \( \text{supp} \varphi \) is compact, then (3.1) can hold only inside the support of \( \varphi \). However, we also know that \( \Phi(\Delta)\varphi \) is zero outside supp \( \varphi \). Moreover, if we consider \( x \notin \text{supp} \varphi \) and \( r_1, r_2 > 0 \) such that \( B_{r_1}(x) \subset (\text{supp} \varphi)^c \) and \( \text{supp} \varphi \subset B_{r_2}(0) \subset B^c_{r_1}(x) \), we have that
\[
0 = \Phi(\Delta)\varphi(x) = \frac{1}{2} \int_{B^c_{r_1}(0)} D_h\varphi(x) j(|h|)dh = \int_{B_{r_1}(x)} \varphi(y) j(|x-y|)dy = \int_{B_{r_2}(0)} \varphi(y) j(|x-y|)dy.
\]
Since \( j > 0 \), a conclusion is that \( \varphi \) must change sign inside \( B_{r_2}(0) \). In particular, this means that \( \varphi \) can be at most rotationally antisymmetric. However, this is also impossible by the fact that \( j \) is strictly decreasing.

4.2. Decay rates for regularly varying Lévy intensities

Now we turn to deriving actual decay rates of \( V \) for various choices of the operator \( \Phi(\Delta) \).

Theorem 4.3. Let Assumption 2.1 hold with \( \varphi \in Z_{C_1}(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \). Also, suppose that there exists \( \alpha \in (0, 2) \) and a function \( \ell \) slowly varying at zero such that \( \Phi(u) \sim u^{d+\alpha} \ell(u) \) as \( u \downarrow 0 \). If there exist
\begin{enumerate}
\item \( C_2, C_3, M_1 > 0 \) and \( \kappa \in (0, \frac{d+\alpha}{2}) \) such that \( C_2|x|^{-2\kappa} \leq \varphi(x) \leq C_3|x|^{-2\kappa} \) for \( x \in B^c_{M_1}(0) \),
\item \( M_2, C_4 > 0 \) such that \( L_\varphi(x) \leq C_4|x|^{-(2\kappa+2)} \) for \( x \in B^c_{M_2}(0) \),
\end{enumerate}
then
\[
V(x) = \begin{cases} 
O(|x|^{2\kappa-d-\alpha} \bar{\ell}(|x|^2)) & \text{if } \kappa \in \left( \frac{d}{2}, \frac{d+\alpha}{2} \right) \\
O(|x|^{-\alpha} \bar{\ell}(|x|^2)) & \text{if } \kappa \in \left( 0, \frac{d}{2} \right) \\
O(|x|^{-\alpha} \log(|x|) \bar{\ell}(|x|^2)) & \text{if } \kappa = \frac{d}{2},
\end{cases}
\]

where \( \bar{\ell}(r) = \ell(1/r) \).
Proof. Case 1: First consider \( \kappa \in (\frac{d}{2}, \frac{d+\alpha}{2}) \). Then it follows that \( \varphi \in L^1(\mathbb{R}^d) \) and we can make use of Theorem 2.2. We obtain for every \( x \in B_{M\varphi}^\kappa(0) \)

\[
|V(x)| \leq \frac{1}{2} \frac{L_\varphi(x)}{\varphi(x)} J(C_1|x|) + \|\varphi\|_1 \frac{j(C_1|x|)}{\varphi(x)} + \nu(B_{C_1|x|}^\kappa(0)).
\]

By Corollary 2.1 (1) there exist constants \( C_5, M_3 > 0 \) such that

\[
\nu(B_{C_1|x|}^\kappa(0)) \leq C_5|x|^{-\alpha} \tilde{\ell}(|x|^2), \quad x \in B_{M_3}^\kappa(0),
\]

and by Proposition 2.3 there exist constants \( C_6, M_4 > 0 \) such that

\[
j(C_1|x|) \leq C_6|x|^{-d-\alpha} \tilde{\ell}(|x|^2), \quad x \in B_{M_4}^\kappa(0).
\]

Furthermore, Corollary 2.3 (2) implies that there exist \( C_7, M_5 > 0 \) such that

\[
J(C_1|x|) \leq C_7|x|^{2-\alpha} \tilde{\ell}(|x|^2), \quad x \in B_{M_5}^\kappa(0).
\]

Take \( M = \max_{i=0,\ldots,5} M_i \), where \( M_0 = M_\varphi \), and \( |x| > M \). Since \( |x| > M \) we have

\[
\varphi(x) \geq \frac{C_6}{|x|^{2\kappa}} \quad \text{and} \quad L_\varphi(x) \leq \frac{C_4}{|x|^{2\kappa+2}}.
\]

Applying the estimates (4.2)-(4.5) to (4.1) gives

\[
|V(x)| \leq \frac{1}{2} \frac{C_1C_4}{C_2} |x|^{-\alpha} \tilde{\ell}(|x|^2) + \|\varphi\|_1 \frac{C_6}{C_2} |x|^{2\kappa-\alpha-d} \tilde{\ell}(|x|^2) + C_5|x|^{-\alpha} \tilde{\ell}(|x|^2).
\]

In particular, there exists a constant \( C > 0 \) such that

\[
|V(x)| \leq C|x|^{2\kappa-\alpha-d} \tilde{\ell}(|x|^2).
\]

Case 2: Consider \( \kappa \in (0, \frac{d}{2}] \). Recall that by Corollary 2.3 and Remark 2.4 (4) we have for \( x \in B_{M\varphi}^\kappa(0) \)

\[
V(x) = \frac{1}{\varphi(x)} \left( \int_{\mathbb{R}^d \setminus B_{C_1|x|}(x)} (\varphi(y) - \varphi(x)) j(|x-y|)dy + \frac{1}{2} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|)dh \right).
\]

Splitting up the integral we have

\[
V(x) = \frac{1}{\varphi(x)} \left( \int_{B_{C_1|x|}(x)} \varphi(y) j(|x-y|)dy + \int_{B_{|x|}(0) \setminus B_{C_1|x|}(x)} \varphi(y) j(|x-y|)dy \right.
\]

\[
- \varphi(x) \int_{B_{|x|}(0) \setminus B_{C_1|x|}(x)} j(|x-y|)dy + \frac{1}{2} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|)dh \right)
\]

\[
= \frac{1}{\varphi(x)} \left( \int_{B_{|x|}(0) \setminus B_{C_1|x|}(x)} \varphi(y) j(|x-y|)dy + \int_{B_{|x|}(0) \setminus B_{C_1|x|}(x)} \varphi(y) j(|x-y|)dy \right.
\]

\[
+ \frac{1}{2} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|)dh \right) - \nu(B_{C_1|x|}^\kappa(0)).
\]
This gives
\[
|V(x)| \leq \frac{1}{\varphi(x)} \left( \int_{B^c_{|x|}(0) \setminus B_{C|x|}(x)} |\varphi(y)| j(|x - y|) dy + \int_{B_{|x|}(0) \setminus B_{C|x|}(x)} |\varphi(y)| j(|x - y|) dy \right) \\
+ \frac{L_\varphi(x)}{2} \mathcal{J}(C_1|x|) + \nu(B^c_{C|x|}(0))
\]
(4.6)
\[= \frac{1}{\varphi(x)} I_1(x) + \frac{1}{\varphi(x)} I_2(x) + \frac{L_\varphi(x)}{2\varphi(x)} \mathcal{J}(C_1|x|) + \nu(B^c_{C|x|}(0)).\]

Consider \(I_1(x)\). Choose \(p > \frac{d}{2k}\) and \(q\) such that \(\frac{1}{p} + \frac{1}{q} = 1\). By the Hölder inequality we have
\[
I_1(x) \leq \left( \int_{B^c_{|x|}(0) \setminus B_{C|x|}(x)} \varphi^p(y) dy \right)^{\frac{1}{p}} \left( \int_{B^c_{|x|}(0) \setminus B_{C|x|}(x)} j(|x - y|)^q dy \right)^{\frac{1}{q}}
\]
\[
\leq \left( \int_{B^c_{|x|}} \varphi^p(y) dy \right)^{\frac{1}{p}} \|j\|_{L^q(B^c_{C|x|}(0))}.
\]

By Corollary 2.1 (3) there exists two constants \(C_8 > 0\) and \(M_6 > 0\) such that, for any \(x \in B^c_{M_6}(0)\),
\[
\|j\|_{L^q(B^c_{C|x|}(0))} \leq C_8 |x|^{-\frac{d}{p} - \alpha} \bar{\ell}(|x|^2),
\]
thus
\[
I_1(x) \leq C_8 \left( \int_{B^c_{|x|}(0)} \varphi^p(y) dy \right)^{\frac{1}{p}} |x|^{-\frac{d}{p} - \alpha} \bar{\ell}(|x|^2).
\]

Let \(M = \max_{i=0,\ldots,6} M_i\) and consider \(|x| > M\). Since \(|x| > M\), we have that for \(y \in B^c_{|x|}(0)\)
\[
\varphi(y) \leq \frac{C_7}{|y|^k},
\]
and so
\[
I_1(x) \leq C_3 C_8 \left( \int_{B^c_{|x|}(0)} \frac{1}{|y|^{2pk}} dy \right)^{\frac{1}{p}} |x|^{-\frac{d}{p} - \alpha} \bar{\ell}(|x|^2)
\]
\[
= C_3 C_8 (d\omega_d)^{\frac{1}{p}} \left( \int_{|x|}^{\infty} r^{d-2pk-1} dr \right)^{\frac{1}{p}} |x|^{-\frac{d}{p} - \alpha} \bar{\ell}(|x|^2) = \frac{C_3 C_11 (d\omega_d)^{\frac{1}{p}}}{(2pk - d)^{\frac{1}{p}}} |x|^{-2k - \alpha} \bar{\ell}(|x|^2)
\]
Finally, by using that \(\varphi(x) \geq \frac{C_9}{|x|^k}\) due to \(|x| > M\), we get
\[
(4.7) \quad \frac{1}{\varphi(x)} I_1(x) \leq \frac{C_3 C_8 (d\omega_d)}{C_2 (2pk - d)^{\frac{1}{p}}} |x|^{-\alpha} \bar{\ell}(|x|^2) := C_9 |x|^{-\alpha} \bar{\ell}(|x|^2).
\]

Applying estimates (4.2), (4.4)-(4.5) and (4.7) to (4.6), we get
\[
(4.8) \quad |V(x)| \leq \frac{1}{\varphi(x)} I_2(x) + C_{10} |x|^{-\alpha} \bar{\ell}(|x|^2),
\]
where
\[
C_{10} = C_9 + \frac{C_7 C_4}{2C_2} + C_5.
\]

Consider next \(I_2(x)\). We have
\[
I_2(x) \leq j(C_1|x|) \int_{B_{|x|}(0)} \varphi(y) dy.
\]
Since $|x| > M$, we have by (4.3),
\[ I_2(x) \leq C_6|x|^{-d-\alpha} \ell(|x|^2) \int_{B_{|x|}(0)} \varphi(y)dy \]
\[ = C_6|x|^{-d-\alpha} \ell(|x|^2) \left( \int_{B_M(0)} \varphi(y)dy + \int_{B_{|x|}(0)\setminus B_M(0)} \varphi(y) \right) \]
\[ \leq C_6|x|^{-d-\alpha} \ell(|x|^2) \left( \|\varphi\|_\infty M^d \omega_d + C_3d\omega_d \int_{M}^{|x|} r^{d-2\kappa-1}dr \right). \]

Due to $d - 2\kappa - 1 \geq -1$ we have $\lim_{|x|\to\infty} \int_{M}^{|x|} r^{d-2\kappa-1}dr = \infty$, thus there exists a constant $C_{11} > 0$ such that
\[ I_2(x) \leq C_{11}|x|^{-d-\alpha} \ell(|x|^2) \int_{M}^{|x|} r^{d-2\kappa-1}dr. \]

We distinguish two cases. If $\kappa \in (0, \frac{d}{2})$, we have that $d - 2\kappa - 1 > -1$ and $\int_{M}^{|x|} r^{d-2\kappa-1}dr \leq \frac{1}{d-2\kappa}|x|^{d-2\kappa}$. Hence
\[ I_2(x) \leq \frac{C_{11}}{d-2\kappa}|x|^{-2\kappa-\alpha} \ell(|x|^2) \]
and thus
\[ \frac{1}{\varphi(x)}I_2(x) \leq \frac{C_{11}}{(d-2\kappa)C_2}|x|^{-\alpha} \ell(|x|^2). \]

Thus for this range of $\kappa$ we have by (4.8)
\[ |V(x)| \leq C_{12}|x|^{-\alpha} \ell(|x|^2), \]
where $C_{12} = \frac{C_{11}}{(d-2\kappa)C_2} + C_{10}$, and $V(x) = O(|x|^{-\alpha} \ell(|x|^2))$. For the remaining case $\kappa = \frac{d}{2}$ we have, by taking $M > 1$, that $\int_{M}^{|x|} r^{d-2\kappa-1}dr = \log |x| - \log M \leq \log |x|$, thus given that $2\kappa = d$, again by (4.8) we get
\[ \frac{1}{\varphi(x)}I_2(x) \leq \frac{C_{11}}{C_2}|x|^{-\alpha} \ell(|x|^2) \log |x|. \]

and thus
\[ |V(x)| \leq \left( \frac{C_{11}}{C_2} \log |x| + C_{10} \right) |x|^{-\alpha} \ell(|x|^2), \]

In particular, there exists a constant $C_{13} > 0$ such that
\[ \frac{C_{11}}{C_2} \log |x| + C_{10} \leq C_{13} \log |x| \]
for $|x| > M$, and thus we have $|V(x)| \leq C_{13} |x|^{-\alpha} \log(|x|) \ell(|x|^2)$. \hfill $\square$

**Remark 4.2.** Note that for $\kappa < \frac{d}{4}$ the eigenfunction $\varphi$ does not belong to $L^2(\mathbb{R}^d)$, thus it is a resonance.

To apply the above results, we need to show that for some $C_1 \in (0, 1)$ the eigenfunction $\varphi$ belongs to $\mathcal{Z}_{C_1}(\mathbb{R}^d)$ and the assumption on $L_\omega$ is verified. We give the following more general criterion.

**Proposition 4.1.** Let $f(x) = \rho(|x|)$ with a real-valued function $\rho \in C^2(\mathbb{R}^+) \text{ such that for large enough } r \text{ the following hold: (1) } \rho \text{ is decreasing, (2) } \rho'(r) \text{ is increasing, (3) } \rho''(r) \text{ is decreasing, and (4) } \rho(r) \sim C\rho r^{-2\kappa} \text{ for } \kappa > 0. \text{ Then for every } C_1 \in (0, 1) \text{ we have } f \in \mathcal{Z}_{C_1}(\mathbb{R}^d) \text{ and}
\[ L_f(x) \sim \frac{C\rho 4\kappa(2\kappa + 1)d^2}{(1 - C_1)2\kappa} |x|^{-2\kappa-2}, \quad |x| \to \infty. \]
Proof. For simplicity we assume that \( \rho, \rho'' \) are decreasing and \( \rho' \) is increasing for every \( r \), it is straightforward to adapt the proof for large \( r \). Since \( \rho(r) - \rho(0) = \int_0^r \rho'(t) dt \) and \( \rho'(r) - \rho'(0) = \int_0^r \rho''(t) dt \), by the monotone density theorem

\[
\rho'(r) \sim -\frac{C_\rho 2\kappa}{r^{2\kappa + 1}} \quad \text{and} \quad \rho''(r) \sim \frac{C_\rho 2\kappa (2\kappa + 1)}{r^{2\kappa + 2}}.
\]

By elementary analysis

\[
|D_h f(x)| = |\langle \nabla f(\xi_+), h \rangle - \langle \nabla f(\xi_-), h \rangle| = |\langle \nabla f(\xi_+) - \nabla f(\xi_-), h \rangle| \leq |\nabla f(\xi_+) - \nabla f(\xi_-)||h|,
\]

where \( \xi \in [x \pm h, x] \), with the same notation of a segment as before. For every \( i = 1, \ldots, d \),

\[
|\frac{\partial f}{\partial x_i}(\xi_+) - \frac{\partial f}{\partial x_i}(\xi_-)| = \left| \langle \nabla \frac{\partial f}{\partial x_i}(\xi_i), \xi_+ - \xi_- \rangle \right| \leq |\nabla \frac{\partial f}{\partial x_i}(\xi_i)||\xi_+ - \xi_-|.
\]

Since \( |\xi_+ - \xi_-| \leq 2|h| \) and \( |\xi_+, \xi_-| \leq |x + h, x - h| \), we see that

\[
|\nabla f(\xi_+) - \nabla f(\xi_-)| = \left( \sum_{i=1}^n \left( \frac{\partial f}{\partial x_i}(\xi_+) - \frac{\partial f}{\partial x_i}(\xi_-) \right)^2 \right)^{1/2} \leq \left( \sum_{i=1}^n |\nabla \frac{\partial f}{\partial x_i}(\xi_i)|^2 |\xi_+ - \xi_-| \right)^{1/2} \leq 2|h| \left( \sum_{i=1}^n |\nabla \frac{\partial f}{\partial x_i}(\xi_i)|^2 \right)^{1/2},
\]

and thus

\[
|D_h f(x)| \leq 2 \left( \sum_{i,j=1}^d \left( \frac{\partial^2 f}{\partial x_i \partial x_j}(\xi_i) \right)^2 \right)^{1/2} |h|^2.
\]

Furthermore, since for \( i \neq j \)

\[
\frac{\partial^2 f}{\partial x_i \partial x_j}(x) = -\frac{x_i x_j}{|x|^2} \rho'(|x|) + \frac{x_i x_j}{|x|^3} \rho''(|x|) = \frac{x_i x_j}{|x|^2} \rho'(|x|) - \rho'(\frac{|x|}{|x|}),
\]

and given that \( \rho \) is decreasing, i.e., \( \rho' \leq 0 \), we get

\[
\left| \frac{\partial^2 f}{\partial x_i \partial x_j}(\xi_i) \right| \leq \rho''((1 - C_1)|x|),
\]

as \( \xi \in [x + h, x - h] \subset B_{(1-C_1)|x|}(0) \) and \( \rho'' \) is decreasing. Next consider \( i = j \). We have

\[
\frac{\partial^2 f}{\partial x_i^2}(x) = \frac{x_i^2}{|x|^3} \rho'(|x|) + \frac{x_i^2}{|x|^4} \rho''(|x|).
\]

Note that \( |x|^2 - x_i^2 \geq 0 \) and \( \rho' \leq 0 \). Using again that \( \rho'' \) is decreasing and \( \xi \in B_{(1-C_1)|x|}(0) \), we get

\[
\left| \frac{\partial^2 f}{\partial x_i^2}(\xi_i) \right| \leq \rho''((1 - C_1)|x|).
\]

Combining the above estimates, we finally obtain

\[
|D_h f(x)| \leq 2d^2 \rho''((1 - C_1)|x|)|h|^2.
\]

\[ \square \]

Remark 4.3. Theorem 4.3 remains valid if \( \varphi \in Z_{C_1}^\beta(\mathbb{R}^d) \) for \( \beta \in L^1_{rad}(\mathbb{R}^d, \nu) \) such that \( \beta(r) \leq C_\beta r^\gamma \) for some \( \gamma \in (0, 2) \) and \( r > M_\beta \), and \( L_\varphi(x) \leq C_L|x|^{-(2\kappa + \gamma)} \) for \( |x| > M_\beta \), with appropriate constants \( C_\beta, C_L, M_\beta \).
4.3. Decay rates for exponentially light Lévy intensities

**Theorem 4.4.** Let Assumption [2.1] hold with \( \varphi \in Z_{C_1}(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \). Suppose that there exist constants \( C_\alpha, \eta > 0 \) and \( \alpha \in (0, 2] \) such that \( \mu(t) \sim C_\mu t^{-1-\frac{d+\alpha}{2}} e^{-\eta t} \) as \( t \to \infty \). If, furthermore, there exist

1. \( C_2, C_3, M_1 > 0 \) and \( \kappa \in (0, \frac{d+\alpha}{2}) \) such that \( C_2|x|^{-2\kappa} \leq \varphi(x) \leq C_3|x|^{-2\kappa} \) for \( x \in B_{M_1}^c(0) \),
2. \( M_2, C_4 > 0 \) such that \( L_\varphi(x) \leq C_4|x|^{-(2\kappa+2)} \) for \( x \in B_{M_2}^c(0) \),

then \( V(x) = O(|x|^{-2}). \)

**Proof.** Since the assumptions of Theorem 4.1 are verified, for every \( x \in B_{M_3}^c(0) \) we can write

\[
|V(x)| \leq \frac{1}{2} \frac{L_\varphi(x)}{\varphi(x)} \mathcal{J}(C_1|x|) + 2 \|\varphi\|_{\infty} \frac{\nu(B_{C_1|x|}(0))}{\varphi(x)}.
\]

By Corollary [2.2] there exist \( C_5, C_6 > 0 \) and \( M_3 > 0 \) such that for every \( x \in B_{M_3}^c(0) \)

\[
\nu(B_{C_1|x|}(0)) \leq C_5|x|^\frac{d+\alpha}{2} e^{-\sqrt{\kappa}C_1|x|} \quad \text{and} \quad \mathcal{J}(C_1|x|) \leq C_6.
\]

Fix \( M = \max_{i=0,\ldots,3} M_i \), where \( M_0 = M_\varphi \). Thus we have for \( |x| > M \),

\[
\varphi(x) \geq C_2|x|^{-2\kappa} \quad \text{and} \quad L_\varphi(x) \leq C_4|x|^{-(2\kappa+2)}.
\]

Using (4.10)-(4.11) in the estimate (4.9) we obtain

\[
|V(x)| \leq \frac{C_4C_6}{2C_2} |x|^{-2} + 2 \|\varphi\|_{\infty} \frac{C_5}{C_2} |x|^\frac{d+\alpha+4\kappa}{2} e^{-\sqrt{\kappa}C_1|x|}
\]

which implies that there exists a constant \( C_7 > 0 \) such that \( |V(x)| \leq C_7|x|^{-2} \), for every \( x \in B_M^c(0) \).

\( \square \)

**Remark 4.4.** The assumptions of Theorem 4.4 are verified, for instance, for the massive relativistic Schrödinger operator \( H = L_{m,\alpha} + V \) and for radial eigenfunctions that satisfy the conditions of Proposition 4.1. Moreover, Theorem 4.4 continues to hold if \( \varphi \in Z_{C_1}(\mathbb{R}^d) \) for some \( \beta \in L^1_{\text{rad}}(\mathbb{R}^d, \nu) \). Also, we note that if \( L_\varphi(x) \leq C_4|x|^{-(2\kappa+\gamma)} \) for an exponent \( \gamma > 0 \), then \( V(x) = O(|x|^{-\gamma}) \). Also, as in Remark 4.2 if \( \kappa < d/4 \), then \( \varphi \) is a resonance as it does not belong to \( L^2(\mathbb{R}^d) \).

Now we introduce a measure of excess between the positive and negative parts in the local component of the estimates, i.e., in a neighbourhood of zero. Under a condition on this excess we can derive also a lower bound.

**Theorem 4.5.** Let Assumption [2.1] hold with \( \varphi \in Z_{C_1}(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \), and suppose that there exist \( C_\mu, \eta > 0 \) and \( \alpha \in (0, 2] \) such that \( \mu(t) \sim C_\mu t^{-1-\frac{d+\alpha}{2}} e^{-\eta t} \) as \( t \to \infty \). Furthermore, assume that

1. there exist \( C_2, C_3, M_1 > 0 \) and \( \kappa \in (0, \frac{d+\alpha}{2}) \) such that \( C_2|x|^{-2\kappa} \leq \varphi(x) \leq C_3|x|^{-2\kappa} \) for \( x \in B_{M_1}^c(0) \);
2. \( L_\varphi(x) \leq C_4|x|^{-(2\kappa+2)} \) with constant \( C_4 > 0 \), for every \( x \in B_{M_2}^c(0) \);
3. there exist a function \( f : \mathbb{R}^d \to \mathbb{R} \) and constants \( M_2 > 0 \) and \( \omega \geq 2 \) such that
\[
|D_h \varphi(x)| \geq f(|x|)|h|^\omega, \quad h \in B_{C_1|x|}(0), \quad x \in B_{M_2}^c(0);
\]
4. \( f(x) \geq C_5|x|^{-(2\kappa+2)} \) with \( C_5 > 0 \), for every \( x \in B_{M_2}^c(0) \).
Define

\[ H_L^\pm := C_1 \lim_{|x| \to \infty} \int_{B_{C_1|x|}(0)} |h|^2 j(|h|) 1_{\{\pm D_h \varphi(x) \geq 0\}} dh \]
\[ H_f^\pm := C_5 \lim_{|x| \to \infty} \int_{B_{C_1|x|}(0)} |h|^2 j(|h|) 1_{\{\pm D_h \varphi(x) \geq 0\}} dh, \]

whenever they exist. If \( \max\{H_f^+ - H_L^-, H_f^- - H_L^+\} > 0 \), then there exists \( M > 0 \) such that

\[ |V(x)| \geq \frac{1}{|x|^2}, \quad x \in B_M^c(0). \]

**Proof.** By Theorem 4.4 we already know that there exist \( C_V^+, M^+ > 0 \) such that \( |V(x)| \leq C_V^+ |x|^{-2} \) for every \( x \in B_M^c(0) \). Thus we only need to show the lower bound. We have

(4.12)

\[
|V(x)| \geq \frac{1}{2\varphi(x)} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh - \left( \frac{1}{\varphi(x)} \int_{B_{C_1|x|}} \varphi(x + h) j(|h|) dh + \nu(B_{C_1|x|}(0)) \right) 
\geq \frac{1}{2\varphi(x)} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh - 2\|\varphi\|_\infty \frac{\nu(B_{C_1|x|}(0))}{\varphi(x)}
\]

By Corollary 2.2 and assumption (1) above there exist \( C_6, M_3 > 0 \) such that

\[ C_2|x|^{-2\kappa} \leq \varphi(x) \leq C_3|x|^{-2\kappa} \quad \text{and} \quad \nu(B_{C_1|x|}(0)) \leq C_6|x|^{-\frac{d-2\kappa+4}{2}} e^{-\sqrt{C_1}|x|}, \]

for every \( x \in B_{M_3}(0) \), thus we have

(4.13)

\[
|V(x)| \geq \frac{1}{2C_3} |x|^{2\kappa} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh - \frac{2\|\varphi\|_\infty C_6}{C_2} \frac{x^{d-2\kappa+4}}{e^{-\sqrt{C_1}|x|}}.
\]

On the other hand, with obvious notations of positive and negative parts, writing for a shorthand \( I_k^+ = \int_{B_{C_1|x|}(0)} |h|^k j(|h|) 1_{\{D_h \varphi(x) \geq 0\}} dh \) and \( I_k^- = \int_{B_{C_1|x|}(0)} |h|^k j(|h|) 1_{\{D_h \varphi(x) \leq 0\}} dh \) for \( k \in \{\omega, 2\} \), and denoting \( M_4 = \max\{M_\varphi, M_2\} \), for \( x \in B_{M_4}(0) \) we obtain

(4.14)

\[
\left| \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh \right| \geq \max \left\{ \int_{B_{C_1|x|}(0)} (D_h \varphi(x))^+ j(|h|) dh - \int_{B_{C_1|x|}(0)} (D_h \varphi(x))^– j(|h|) dh, \right. \\
\left. \int_{B_{C_1|x|}(0)} (D_h \varphi(x))^– j(|h|) dh - \int_{B_{C_1|x|}(0)} (D_h \varphi(x))^+ j(|h|) dh \right\} \\
\geq \max \{ I_\omega^+ f(x) - I_2^- L_\omega(x), I_\omega^- f(x) - I_2^+ L_\omega(x) \} \\
\geq |x|^{-(2\kappa+2)} \max \{ C_5 I_\omega^+ - C_4 I_2^-, C_5 I_\omega^- - C_4 I_2^+ \}.
\]

Applying this estimate to (4.13) and multiplying by \( |x|^2 \) we obtain

\[
|V(x)||x|^2 \geq \frac{1}{2C_3} \max \{ C_5 I_\omega^+ - C_4 I_2^-, C_5 I_\omega^- - C_4 I_2^+ \} - \frac{2\|\varphi\|_\infty C_6}{C_2} \frac{x^{d-2\kappa+4}}{e^{-\sqrt{C_1}|x|}}.
\]

Setting \( H^\pm = \max\{H_f^+ - H_L^-, H_f^- - H_L^+\} > 0 \) we get \( \liminf_{|x| \to \infty} |V(x)||x|^2 \geq H^\pm > 0 \). Thus there exist constants \( C_V^-, M^- > 0 \) such that \( |V(x)||x|^2 \geq C_V^- \), for every \( x \in B_{M^-}(0) \). Taking \( M = \max\{M^-, M^+\} \) completes the proof. □
Remark 4.5.

(1) For eigenfunctions satisfying the assumptions of Proposition 4.1, we have some sufficient conditions for the additional assumptions (3)-(4) of Theorem 4.5. Indeed, for \( \omega = 2 \) both are implied if the Hessian matrix \( D^2 \varphi(x) \) is positive definite for \( |x| \) large enough and \( \lambda(x) \sim |x|^{-(2k+2)} \) as \( |x| \to \infty \), where \( \lambda(x) = \min_{z \in B_{(1-C_1)x}(0) \cap B_{(1+C_1)x}(0)} \lambda_{\text{min}}(z) \) and \( \lambda_{\text{min}}(x) \) is the lowest eigenvalue of \( D^2 \varphi(x) \).

(2) A sufficient condition to guarantee that \( \int_{B_{C_1}|x|} |Dh \varphi(x)|^2 dh \geq 0 \) is the following: (1) there exists \( R > 0 \) such that \( \varphi \) is convex in \( B_R^c(0) \), (2) for every \( M > R \) there exist \( x \in B_R^c(0) \) and \( h \in B_{C_1}|x|(0) \) such that \( Dh \varphi(x) \neq 0 \). Indeed, observe that if \( \varphi \) is convex in \( B_R^c(0) \), and we fix \( x \in B_R^c(0) \) such that \( (1 - C)|x| > R \) and \( v \in \partial B_1(0) \), the function \( (-C_1|x|, C_1|x|) \ni t \mapsto g_{x,v}(t) = \varphi(x + tv) \) is convex. In particular, we may choose \( v = \frac{h}{|h|} \) for \( 0 \neq h \in B_{C_1}|x|(0) \) and use the fact that ratios of increments of convex functions are increasing, giving

\[
\frac{g_{x,v}([h]) - g_{x,v}(0)}{|h|} - \frac{g_{x,v}(0) - g_{x,v}([-|h|])}{|h|} \geq 0,
\]

which on multiplication by \( |h| > 0 \) implies \( Dh \varphi(x) \geq 0 \). The second condition is needed to ensure that \( \int_{B_{C_1}|x|} |Dh \varphi(x)|^2 dh \neq 0 \).

(3) Moreover, Theorem 4.5 holds also if \( \varphi \in Z_{b, loc}^{\beta}(\mathbb{R}^d) \) for some \( \beta_1 \in L^1_{\text{rad}}(\mathbb{R}^d, \nu) \), and

\[
|Dh \varphi(x)| \geq f(x) |\beta_2(h)|.
\]

This is possible with \( \beta_2 \leq \beta_1 \) we have \( \beta_2 \in L^1_{\text{rad}}(\mathbb{R}^d, \nu) \), and by a suitable change of the definitions of \( H^+_f \) and \( H^-_L \).

(4) Also, Theorem 4.5 remains true if we replace \( 2k + 2 \) in assumptions (2) and (4) by \( 2k + \gamma, \gamma > 0 \). In this case we obtain

\[
|V(x)| \sim \frac{1}{|x|^{\gamma}}
\]

i.e., \( V \) can be any polynomially short range.

(5) If \( Dh \varphi(x) \geq 0 \) for sufficiently large \( |x| \) and \( h \in B_{C_1}|x|(0) \), then \( f \) and \( L \varphi \) need not have the same order of decay for a meaningful result. Indeed, if we replace \( 2k + 2 \) only in assumption (4) by \( 2k + \gamma \), then using \( Dh \varphi(x) \geq 0 \) we can conclude that

\[
C_- |x|^{-\gamma} \leq |V(x)| \leq C_+ |x|^{-2}
\]

with \( \gamma \geq 2 \). We also note that if \( \varphi \in Z_{b, loc}^{\beta}(\mathbb{R}^d) \) for some \( \beta_1 \in L^1_{\text{rad}}(\mathbb{R}^d, \nu) \), moreover \( Dh \varphi(x) \geq f(x) \beta_1(|h|), L \varphi(x) \sim |x|^{-(2k+\gamma_1)} \), and \( f(x) \sim |x|^{-(2k+\gamma_2)} \), then \( \gamma_2 \geq \gamma_1 \), and thus

\[
C_- |x|^{-\gamma_2} \leq |V(x)| \leq C_+ |x|^{-\gamma_1}.
\]

Corollary 4.1. Let the assumptions of Theorem 4.5 hold, and suppose \( \varphi \in C(B_R^c(0)) \) for \( R > M \). Then no sign change of \( V \) occurs in \( B_R^c(0) \).

Proof. By Theorems 4.4 and 4.5 we know that \( |V(x)| \sim |x|^{-2} \) for \( |x| > M \). If \( \varphi \in Z_{b, loc}(\mathbb{R}^d) \), then \( \varphi \in Z_{b, loc}(B_R^c(0)) \). Thus by Theorem 3.2 we have \( V \in C(B_R^c(0)) \), and then the two-sided estimate implies that \( V(x) \neq 0 \) for every \( x \in B_R^c(0) \). \( \square \)

We have seen from Theorem 4.4 that in the case of an exponentially light Lévy intensity the local part in the representation of the potential plays a crucial role due to the joint action of the exponentially light tails of \( \nu \) outside balls and the boundedness of \( J \). The rate of decay is, as shown in Theorem 4.3, completely determined by the ratio between a zero-energy eigenfunction
Let $\varphi \in Z_C(\mathbb{R}^d)$ and $L_\varphi$ which, whenever $\varphi \in C^2(\mathbb{R}^d)$, is proportional to any norm of its Hessian $D^2 \varphi$. One may ask in what circumstances does the non-balancing condition $H^\pm > 0$ hold for a specific class of functions. The following result provides an answer.

**Proposition 4.2.** Let $f \in C^2(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$ with positive definite Hessian $D^2 f(x)$ for $x \in B_R^c(0)$, for some $R > 0$. Then $f \in Z_C(\mathbb{R}^d)$ for every $C \in (0, 1)$, and there exists $M(C) > 0$ such that for every $x \in B^c_M(0)$, we have $D_h f(x) > 0$ for all $j \in B^c_M(|x|)$. 

**Proof.** Fix $C \in (0, 1)$ and consider the set $A_C(x) = B^c_{(1-C)|x|}(0) \cap B^{(1+C)|x|}(0)$. Fix $h \in B_C(|x|)(0)$. Then

$$(1 - C)|x| \leq |x| - |h| \leq |x + h| \leq |x| + |h| \leq (1 + C)|x|$$

and similarly for $x - h$. Thus we have that $x, x + h, x - h \in A_C(x)$. Consider the Taylor expansion of $f$ with remainders in $x \pm h$

$$f(x + h) = f(x) + \langle \nabla f(x), h \rangle + \frac{1}{2}(D^2 f(\xi_1(h))h, h)$$

$$f(x - h) = f(x) - \langle \nabla f(x), h \rangle + \frac{1}{2}(D^2 f(\xi_2(h))h, h)$$

where $\xi_1(h), \xi_2(h) \in A_C(x)$. Adding the two relations we obtain

$$D_h f(x) = \frac{1}{2}(D^2 f(\xi_1(h)) + D^2 f(\xi_2(h)))h, h)$$

Consider now $\lambda_{\text{max}}(x)$ to be the highest eigenvalue of $D^2 f(x)$ and $\lambda(x) = \max_{z \in A_C(x)} \lambda_{\text{max}}(z)$. If $|x| > \frac{R}{1-C}$, we have that $A_C(x) \subset B^c_R(0)$, thus $D^2 f(x)$ is positive definite in $A_C(x)$ and $\lambda(x) > 0$. Thus we easily have

$$|D_h f(x)| \leq \lambda(x)|h|^2$$

and then $f \in Z_C(\mathbb{R}^d)$. Moreover, since $D^2 f(x)$ is positive definite in $A_C(x)$, by (4.15) we have that $D_h f(x) > 0$ for every $x \in B^c_M(0)$, where $M(C) = R/(1-C)$, and $h \in B_C(0)$.

**Remark 4.6.** Notice that if $D_h \varphi(x) > 0$ or $D_h \varphi(x) < 0$ for large enough $|x|$, the excess condition $H > 0$ in Theorem 4.5 is unnecessary. Indeed, then we can simply estimate like

$$\left| \int_{B_C^1(|x|)(0)} D_h \varphi(x) j(|h|) dh \right| = \int_{B_C^1(|x|)(0)} |D_h \varphi(x)| j(|h|) dh \geq f(x) \int_{B_C^1(|x|)(0)} |h|^c j(|h|) dh,$$

to complete the proof.

In particular, from these observations we obtain the following result.

**Corollary 4.2.** Let Assumption 4.1 be satisfied with $\varphi \in C^2(\mathbb{R}^d)$ and $\mu(t) \sim C_\mu t^{-\frac{\alpha}{2}} e^{-\eta t}$ as $t \to \infty$ for some $\eta, C_\mu > 0$ and $\alpha \in (0, 2]$. Furthermore, suppose that also the following hold:

1. The assumptions of Proposition 4.1 hold.
2. $D^2 \varphi(x)$ is positive definite for $x \in B^c_R(0)$ and some $R > 0$.
3. Let $A_C(x)$ be defined as in Proposition 4.2 and $\lambda_{\text{min}}(x)$ be the lowest eigenvalue of $D^2 \varphi(x)$. Consider $\lambda(x) = \min_{z \in A_C(x)} \lambda_{\text{min}}(z)$, and assume that $\lambda(x) \geq C_\lambda |x|^{-(2\kappa+2)}$, for $x \in B^c_R(0)$.

Then there exists $M_V > 0$ such that

$$|V(x)| \geq \frac{1}{|x|^2}, \quad x \in B^c_M(x).$$
Proof. By Proposition 4.2 we know that \( \varphi \in Z_C(\mathbb{R}^d) \). Moreover, combining Proposition 4.1 together with the assumptions above we see that the hypotheses of Theorem 4.5 are verified, except possibly the excess condition \( H^\pm > 0 \). Finally, by Proposition 4.2 we know that \( D_h \varphi(x) > 0 \) thus, by Remark 4.6 it follows that the claim is true even without the excess condition \( H^\pm > 0 \). \( \Box \)

For exponentially light Lévy intensities we have another interesting case in which the potential has a decay.

**Theorem 4.6.** Let Assumption 2.7 hold with \( \varphi \in Z_C(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \), and \( \mu(t) \sim C_\mu t^{-1-\delta}e^{-\eta_t} \) as \( t \to \infty \) for some \( \eta, C_\mu > 0 \) and \( \alpha \in (0, 2] \). If there exist

1. \( C_2, C_3, M_1, \eta_\varphi > 0, \gamma \in (0, 1) \) and \( \delta \in \mathbb{R} \) such that
   \[
   C_2|x|^\delta e^{-\eta_\varphi|x|^\gamma} \leq \varphi(x) \leq C_3|x|^\delta e^{-\eta_\varphi|x|^\gamma}, \quad x \in B^c_{M_1}(0);
   \]
2. \( C_4, M_3 > 0 \) such that
   \[
   L_\varphi(x) \leq C_4|\varphi|^{\delta + 2(\gamma - 1)} e^{-\eta_\varphi|x|^\gamma}, \quad x \in B^c_{M_3}(0),
   \]

then \( V(x) = O(|x|^{-2(1-\gamma)}) \).

**Proof.** Recall that \( J(|x|) \) is uniformly bounded by a constant \( C_5 > 0 \), see Corollary 2.2. Moreover, by the same corollary there exist \( C_6, M_4 > 0 \) such that

\[
\nu(B^c_{C_1}|x|(0)) \leq C_6|x|^{\frac{d-\alpha}{2}} e^{-\sqrt{\gamma}C_1|x|}, \quad x \in B^c_{M_4}(0).
\]

Take \( M = \max_{i=0,...,4} M_i \), where \( M_0 = M_\varphi \) and \( |x| > M \). We get

\[
|V(x)| \leq \frac{1}{2 \varphi(x) \int_{B_{C_1}|x|(0)}} |D_h \varphi(x)| f(|h|) dh + 2 \|\varphi\|_\infty \frac{\nu(B^c_{C_1}|x|(0))}{\varphi(x)}
\]

(4.16)

\[
\leq C_5 L_\varphi(x) \frac{2 \varphi(x)}{2 \varphi(x)} + 2 \|\varphi\|_\infty \frac{\nu(B^c_{C_1}|x|(0))}{\varphi(x)}
\]

\[
\leq C_7|x|^{2(\gamma - 1)} + C_8|x|^{-\delta - 1 - \alpha} e^{\eta_\varphi|x|^\gamma - C_1 \sqrt{\gamma}|x|},
\]

Since \( \gamma \in (0, 1) \), we thus have \( |V(x)| \leq C_8|x|^{2(\gamma - 1)} \). \( \Box \)

**Theorem 4.7.** Let Assumption 2.7 hold with \( \varphi \in Z_C(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \), and \( \mu(t) \sim C_\mu t^{-1-\delta}e^{-\eta_\mu t} \) as \( t \to \infty \) for some \( \eta_\mu, C_\mu > 0 \) and \( \alpha \in (0, 2] \). Suppose, furthermore, that

1. there exist \( C_2, C_3, M_1, \eta_\varphi > 0, \gamma \in (0, 1) \) and \( \delta \in \mathbb{R} \) such that
   \[
   C_2|x|^\delta e^{-\eta_\varphi|x|^\gamma} \leq \varphi(x) \leq C_3|x|^\delta e^{-\eta_\varphi|x|^\gamma}, \quad x \in B^c_{M_1}(0);
   \]
2. \( L_\varphi(x) \leq C_4|x|^{\delta + 2(\gamma - 1)} e^{-\eta_\varphi|x|^\gamma} \) for \( C_4 > 0 \) and every \( x \in B^c_{M_3}(0) \);
3. there exist a function \( f : \mathbb{R}^d \to \mathbb{R} \) and constants \( M_2 > 0 \) and \( \omega \geq 2 \) such that
   \[
   |D_h \varphi(x)| \geq f(x)|h|^\omega, \quad h \in B_{C_1}|x|(0), \quad x \in B^c_{M_2}(0);
   \]
4. \( f(x) \geq C_5|x|^{\delta + 2(\gamma - 1)} e^{-\eta_\varphi|x|^\gamma} \) for \( C_5 > 0 \) and every \( x \in B^c_{M_2}(0) \).

Define \( H_L^\pm, H_F^\pm \) and \( H^\pm = \max\{H_F^+, H_L^- \}, H^+_F - H^-_L \} \) as in Theorem 4.5, whenever they exist. If the excess condition \( H^\pm > 0 \) holds, then there exists \( M > 0 \) such that

\[
|V(x)| \leq |x|^{-2(1-\gamma)}, \quad x \in B^c_{M}(0).
\]
Combining the latter estimate with (4.17) and multiplying by every \( \eta \) thus there exist \( \{ C_5 \} \) for all \( x \in B^c_{M}(0) \). Hence by (4.12) we have

\[
|V(x)| \geq \frac{1}{2C_3} |x|^{-\delta_{\eta \nu}}|x|^\gamma \int_{B^c_{C_1}|x|}(D_h\varphi(x)\varphi(h)|h|)dh - \frac{2C_6}{C_2} \|\varphi\|_{\infty} |x|^\frac{-\alpha-4-2\beta}{2} e^{\eta \nu}|x|^\gamma - C_1 \sqrt{m}|x|.
\]

On the other hand, we can use again an estimate of the type (4.14). As before, using the shorthand notations \( I_k^+ = \int_{B^c_{C_1}|x|}(h^k j(|h|) 1_{\{\{D_h \varphi(x) \geq 0\}}dh \) and \( I_k^- = \int_{B^c_{C_1}|x|}(h^k |j(|h|)| 1_{\{\{D_h \varphi(x) \leq 0\}}dh \) for \( k \in \{\omega, 2\} \), we have

\[
\left| \int_{B^c_{C_1}|x|}(D_h \varphi(x) j(|h|)|h|)dh \geq |x|^\delta_{\mu \nu} |x|^\gamma \max \{ C_5 I_{\omega}^+ - C_4 I_{\omega}^2, C_5 I_{\omega}^- - C_4 I_{\omega}^2 \}.
\]

Combining the latter estimate with (4.17) and multiplying by \( |x|^{2(1-\gamma)} \) we obtain

\[
|V(x)||x|^{2(1-\gamma)} \geq \frac{1}{2C_3} \max \{ C_5 I_{\omega}^+ - C_4 I_{\omega}^2, C_5 I_{\omega}^- - C_4 I_{\omega}^2 \} \nonumber - \frac{2C_6}{C_2} \|\varphi\|_{\infty} |x|^\frac{-\alpha-4-2\beta}{2} e^{\eta \nu}|x|^\gamma - C_1 \sqrt{m}|x|.
\]

Using that \( \gamma < 1 \), we obtain

\[
\lim inf_{|x| \to \infty} |V(x)||x|^{2(1-\gamma)} \geq \frac{H^\pm}{2C_3} > 0
\]

thus there exist \( C^-_V, M^- > 0 \) such that \( |V(x)||x|^{2(1-\gamma)} \geq C^-_V \) for all \( x \in B^c_{M^-}(0) \). Setting \( M = \max \{M^-, M^+\} \) completes the proof.

**Remark 4.7.** Similarly to Theorem 4.5 in Theorem 4.7 we do not need to require the excess condition \( H^\pm > 0 \) if \( D_h \varphi(x) \) has a definite sign. Furthermore, Theorems 4.6 and 4.7 continue to hold if \( \varphi \in C^2_{C_1}(\mathbb{R}^d) \) for some \( \beta \in L^1_{\text{rad}}(\mathbb{R}^d) \) such that \( \beta(r) \leq C r^\omega \) for large enough \( r \), with suitable constants \( C, \omega > 0 \), and (for Theorem 4.7) there is a modulus of continuity \( \beta_f(r) \leq \beta(r) \), \( \beta_f \in L^1_{\text{rad}}(\mathbb{R}^d) \), such that \( |D_h \varphi(x)| \geq f(x) \beta_f(h) \).

The following consequences are counterparts of Corollaries 4.1-4.2. Since the proofs are similar, we skip them.

**Corollary 4.3.** Let the assumptions of Theorem 4.7 hold and \( \varphi \in C(B^c_{R}(0)) \). Then \( V \) does not change sign in \( B^c_{R}(0) \).

**Corollary 4.4.** Let Assumption 2.7 hold with \( \varphi \in C^2(\mathbb{R}^d) \), and \( \mu(t) \sim C_t t^{-\frac{1}{\alpha} - \frac{\mu}{\alpha}} \) as \( t \to \infty \) for some \( \eta_{\mu}, C_{\mu} > 0 \) and \( \alpha \in (0,2] \). Furthermore, suppose that the following properties hold:

1. There exist \( M_1, \eta_\varphi > 0, \delta \in \mathbb{R} \) and \( \gamma \in (0,1) \) such that

\[
\varphi(x) \asymp |x|^\delta C_2 e^{-\eta \nu}|x|^\gamma, \quad x \in B^c_{M_1}(0).
\]

2. \( D^2 \varphi(x) \) is positive definite for \( x \in B^c_{R}(0) \) and some \( R > 0 \).

3. Let \( A_C(x) \) be defined as in Proposition 4.2 for any \( C \in (0,1) \) and \( \lambda_{\min}(x) \) and \( \lambda_{\max}(x) \) be the lowest and highest eigenvalues of \( D^2 \varphi(x) \). Consider \( \lambda^-(x) = \min_{z \in A_C(x)} \lambda_{\min}(z) \) and \( \lambda^+(x) = \max_{z \in A_C(x)} \lambda_{\max}(z) \), and assume that \( C^-_\lambda |x|^{-\delta + 2(\gamma-1)} e^{-\eta \nu}|x|^\gamma \leq \lambda^-(x) \leq \lambda^+(x) \leq C^-_\lambda |x|^{-\delta + 2(\gamma-1)} e^{-\eta \nu}|x|^\gamma \), for \( x \in B^c_{R}(0) \).
Then there exists $M > 0$ such that

$$|V(x)| \asymp \frac{1}{|x|^{2(1-\gamma)}}, \quad x \in B_M^c(0).$$

Consider the massive relativistic operator $L_{m, \alpha}$ as it was defined in Section 2.3.2 and the expression (2.28). By (2.27) and Proposition 2.8 we see that the effect of the massive part $f_{m, \alpha}$ vanishes asymptotically, and we can easily show that Theorems 4.1-4.3 continue to hold also for the quantity $\frac{1}{\varphi(x)}G_{m, \alpha}(x)$ instead of $V$. In particular, we get the following counterpart of Theorem 4.3.

**Proposition 4.3.** Let $f \in \mathcal{Z}_{C_1}(\mathbb{R}^d)$ and suppose that there exist

1. $M > 0$ and $\kappa \in (0, \frac{d+\alpha}{2})$ such that $f(x) \asymp |x|^{-2\kappa}$ for $x \in B_M^c(0)$;
2. $C_2 > 0$ such that $g(x) \leq C_2|x|^{-(2\kappa+2)}$ for all $x \in B_M^c(0)$.

If $d + \alpha > 2$, then

$$\frac{1}{f(x)}G_{m, \alpha}(x) = \begin{cases} O(|x|^{2\kappa-d-\alpha}) & \kappa \in \left(\frac{d}{2}, \frac{d+\alpha}{2}\right) \\ O(|x|^{-\alpha} \log(|x|)) & \kappa = \frac{d}{2} \\ O(|x|^{-\alpha}) & \kappa \in \left(0, \frac{d}{2}\right) \end{cases}.$$

As for Theorem 4.3, the proof in the case $\kappa \in \left[\frac{d}{2}, \frac{d+\alpha}{2}\right]$ is made by exploiting the fact that

$$\left| \frac{1}{f(x)}G_{m, \alpha}(x) \right| \leq \frac{1}{f(x)} \int_{B_M^c(0)} f(y) \sigma_{m, \alpha}(|x-y|)dy + C|x|^{-2\kappa-\alpha}$$

for a suitable constant $C > 0$. Since both terms $\frac{1}{\varphi(x)}L_{0, \alpha}(x)$ and $\frac{1}{\varphi(x)}G_{m, \alpha}(x)$ have the same asymptotic behaviour, this reveals another aspect of the operator which can be seen from the representation (2.28). We may expect that some cancellations occur, and this indeed happens. For instance, from the above we know that if $\varphi$ is polynomially bounded with exponent $-2\kappa$ with $\kappa < \frac{d}{2}$, then both terms are $O(|x|^{-\alpha})$, while by Theorem 4.3 the potential $V$ is $O(|x|^{-2})$ and decays faster. The same happens if $\varphi$ is bounded by $|x|^{\delta}e^{-\eta|x|^\gamma}$ with $0 < \gamma < 1$. Indeed, both $\frac{1}{\varphi(x)}L_{0, \alpha}(x)$ and $\frac{1}{\varphi(x)}G_{m, \alpha}(x)$ are even exploding at infinity, while we see by Theorem 4.6 that $V$ is at least polynomially decaying like $|x|^{-2(1-\gamma)}$.

### 4.4. $L^p$-integrability

As in the case of classical Schrödinger operators, the existence of embedded eigenvalues can also be related with $L^p$-properties of the potentials, which makes this information relevant. Having established the decay properties of the potentials, $L^p$ properties are now almost immediate. First we consider operators with regularly varying Lévy intensities.

**Theorem 4.8.** Let Assumption 2.1 hold with $\varphi \in \mathcal{Z}_{C_1}(\mathbb{R}^d)$ for some $C_1 \in (0,1)$, and furthermore let the assumptions of Theorem 4.3 hold. Define

$$p^*(\kappa, \alpha, d) = \begin{cases} \frac{d}{\alpha+d-2\kappa} & \kappa \in \left(\frac{d}{2}, \frac{d+\alpha}{2}\right) \\ \frac{d}{\alpha} & \kappa \in \left(0, \frac{d}{2}\right) \end{cases}.$$

Then for every $p > p^*(\kappa,\alpha,d)$ there exists a constant $M > 0$ such that $V \in L^p(B_M^c(0))$. Moreover, if $\varphi \in \mathcal{Z}_{C_1}(\mathbb{R}^d) \cap \mathcal{Z}_{b,\text{loc}}(\mathbb{R}^d)$, then $V \in L^p(\mathbb{R}^d)$ for every $p > p^*(\kappa,\alpha,d)$ and $V \in L^p_{\text{loc}}(\mathbb{R}^d)$. 
Theorem 4.9. Let Assumption 2.1 hold with \( \varphi \in \mathcal{Z}_{C_1}(\mathbb{R}^d) \) for some \( C_1 \in (0,1) \), and define \( p^*(\kappa,\alpha,d) \) as in (4.18).

1. If the assumptions of Theorem 4.4 hold, then for every \( p > \frac{d}{2} \) there exists a constant \( M > 0 \) such that \( V \in L^p(B_M^c(0)) \).

2. If the assumptions of Theorem 4.6 hold, then for every \( p > \frac{d}{2(1-\gamma)} \) there exists a constant \( M > 0 \) such that \( V \in L^p(B_M^c(0)) \).

Furthermore, in either case above, \( V \in L^\infty_{\text{loc}}(\mathbb{R}^d) \), and if \( \varphi \in \mathcal{Z}_{C_1}(\mathbb{R}^d) \cap \mathcal{Z}_{b,\text{loc}}(\mathbb{R}^d) \), then \( V \in L^p(\mathbb{R}^d) \) for every \( p > \frac{d}{2} \).

Proof. The last claim is implied in either case by Corollary 3.1. Consider (1). By Theorem 4.4 there exist \( C_2, M > 0 \) such that \( V(x) \leq C_2|x|^{-2} \) for every \( x \in B_M^c(0) \). Thus for \( p > \frac{d}{2} \),

\[
\int_{B_M^c(0)} |V(x)|^p dx \leq C_2^p \int_{B_M^c(0)} |x|^{-2p} dx = \frac{C_2^p d \omega_d M^{d-2p}}{2p-d} < \infty,
\]

hence \( V \in L^p(B_M^c(0)) \). To obtain (2), note again that \( V \in L^\infty(B_M^c(0)) \) for some \( M > 0 \) since it is decaying. By Theorem 4.6 we there exist \( M, C_2 > 0 \) such that \( V(x) \leq C_2|x|^{-2(1-\gamma)} \) for all
\( x \in B^c_M(0) \). Thus
\[
\int_{B^c_M(0)} |V(x)|^p dx \leq C_p^2 \int_{B^c_M(0)} |x|^{-2(1-\gamma)p} dx = \frac{C_p^2 d \omega d M^{d-2(1-\gamma)p}}{2(1-\gamma)p - d} < \infty,
\]
hence \( V \in L^p(B^c_M(0)) \).

**Remark 4.8.** For the potentials given in (1.4) some integrability properties are summarized in the table below.

| \( \kappa, \alpha \) | \( V_{\kappa, \alpha} \in L^1(\mathbb{R}^d) \) | \( V_{\kappa, \alpha} \in L^d(\mathbb{R}^d) \) |
|-------------------|-----------------|-----------------|
| \( \kappa \in (0, \frac{\delta}{2}) \setminus \{ \frac{\delta - \alpha}{2} \} \) | \( \alpha > d \) | \( \alpha > 1 \) |
| \( \kappa = \frac{\delta - \alpha}{2} \) | \( \alpha > \frac{d}{2} \) | \( \alpha > \frac{1}{2} \) |
| \( \kappa = \frac{\delta}{2} \) | \( \alpha > d \) | \( \alpha > 1 \) |
| \( \kappa \in (\frac{\delta}{2}, \frac{\delta + \alpha}{2}) \) | \( \kappa < l + \frac{\alpha}{2} \) | \( \kappa < \frac{\delta - 1 + \alpha}{2} \) |

5. Non-decaying potentials and no-go consequences

5.1. Non-decaying potentials for regularly varying Lévy intensities

In the previous section we have established criteria under which the potentials decay at infinity, and derived their decay rates. Next we show that under given conditions the potentials may not decay at all. The interest in this type of results is the implication that zero-energy eigenfunctions and derived their decay rates. Next we show that under given conditions the potentials may not decay at all. The interest in this type of results is the implication that zero-energy eigenfunctions with specific (too rapid) decays cannot exist. First we consider operators with regularly varying Lévy intensities.

**Theorem 5.1.** Let Assumption 2.1 hold with \( \varphi \in \mathcal{Z}_{C_1}(\mathbb{R}^d) \) for some \( C_1 \in (0,1) \), and suppose that there exist \( \alpha \in (0,2) \) and a slowly varying function \( \ell \) at zero such that \( \Phi(u) \sim u^{\frac{d}{2}} \ell(u) \) as \( u \downarrow 0 \). If there exist

1. \( C_2, C_3, M_1, \eta, \beta > 0 \) and \( \delta \in \mathbb{R} \) such that
\[
C_2 |x|^\delta e^{-\eta |x|^\beta} \leq \varphi(x) \leq |x|^\delta C_3 e^{-\eta |x|^\beta}, \quad x \in B^c_{M_1}(0),
\]

2. \( M_2, C_4 > 0 \) such that
\[
L_{\varphi}(x) \leq C_4 |x|^{\delta + 2(\beta - 1)} e^{-m|x|^\beta},
\]
then \( V(x) \to \infty \) as \( |x| \to \infty \).

**Proof.** Splitting up (3.1) we write
\[
V(x) = \frac{1}{2 \varphi(x)} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh + \frac{1}{\varphi(x)} \int_{B_{C_1|x|}(x)} \varphi(y) j(|x - y|) dy - \nu_{0, \alpha}(B^c_{C_1|x|}(0))
\]
\[
\geq -\frac{1}{2 \varphi(x)} \int_{B_{C_1|x|}(0)} |D_h \varphi(x) j(|h|)| dh + \frac{1}{\varphi(x)} \int_{B_{C_1|x|}(x)} \varphi(y) j(|x - y|) dy - \nu_B(B^c_{C_1|x|}(0))
\]
\[
\geq -\frac{L_{\varphi}(x)}{2 \varphi(x)} \mathcal{J}(C_1|x|) + \frac{1}{\varphi(x)} \int_{B_{C_1|x|}(x)} \varphi(y) j(|x - y|) dy - \nu(B^c_{C_1|x|}(0)).
\]

By Corollary 2.1 there exist \( C_5, C_6, M_3, M_4 > 0 \) such that for \( x \in B^c_{M_3}(0) \)
\[
\mathcal{J}(C_1|x|) \geq C_5 |x|^{2-\alpha} \quad \text{and} \quad \nu(B^c_{C_1|x|}(0)) \geq C_6 |x|^{-\alpha}.
\]
Combining this with the asymptotic control on \( f \) and \( \varphi \), we obtain for large enough \(|x|\)

\[
V(x) \geq -C_5|x|^{2\beta - \alpha} + \frac{1}{\varphi(x)} \int_{B^c_{|x|}(x)} \varphi(y) j(|x - y|)dy - C_6|x|^{-\alpha}.
\]

Notice that for values \( y \in B_{(1-C_1)|x|}(0) \) we have \(|x - y| \geq |x| - |y| > |x| - (1-C_1)|x| = C_1|x|\), then \(B_{(1-C_1)|x|}(0) \subset B^c_{C_1|x|}(x)\). Thus

\[
\int_{B^c_{|x|}(x)} \varphi(y) j(|x - y|)dy \geq \int_{B_{(1-C_1)|x|}(0)} \varphi(y) j(|x - y|)dy
\]

Set \(M_4 = \frac{M_5}{1-C_1}\) and suppose \(|x| > M_4\). Then

\[
\varphi(y) \geq C_2|y|^\delta e^{-\eta|y|^{\beta}}
\]

and

\[
\int_{B_{(1-C_1)|x|}(0)} \varphi(y) j(|x - y|)dy \geq C_2 \int_{B_{(1-C_1)|x|}(0)} |y|^\delta e^{-\eta|y|^{\beta}} j(|x - y|)dy.
\]

Choosing a large enough constant \(M_5 > 0\), the function \(r \mapsto r^\delta e^{-\eta r^{\beta}}\) is decreasing for \( r \geq (1-C_1)M_5\).

Taking \(|x| > M_5\) gives

\[
C_2 \int_{B_{(1-C_1)|x|}(0)} |y|^\delta e^{-\eta|y|^{\beta}} j(|x - y|)dy \geq C_7 |x|^\delta e^{-\eta(1-C_1)^\beta|x|^{\beta}} \int_{B_{(1-C_1)|x|}(0)} j(|x - y|)dy,
\]

with \(C_7 = C_2(1-C_1)^\delta\). Since \(j\) is radial and decreasing, and \(|x - y| \leq |x| + |y| < (2-C)|x|\), it follows that

\[
C_7 |x|^\delta e^{-\eta(1-C_1)^\beta|x|^{\beta}} \int_{B_{(1-C_1)|x|}(0)} j(|x - y|)dy \geq C_8 |x|^\delta + \eta(1-C_1)^\beta|x|^{\beta} j((2-C_1)|x|),
\]

where \(C_8 = C_7(1-C_1)^d \omega_d\). Also, by Proposition 2.3 there exist \(C_9, M_6 > 0\) such that \(j((2-C_1)|x|) \geq C_9|x|^{-d-\alpha}\) for \(|x| > M_6\), hence for sufficiently large \(|x|\) we get

\[
C_9 |x|^\delta + \eta(1-C_1)^\beta|x|^{\beta} j((2-C_1)|x|) \geq C_{10}e^{-\eta(1-C_1)^\beta|x|^{\beta} |x|^{-\delta-\alpha}},
\]

with \(C_{10} = C_8C_9\). Using (5.1) it then follows that

\[
V(x) \geq -C_5|x|^{2\beta - \alpha} + \frac{C_{10}e^{-\eta(1-C_1)^\beta|x|^{\beta} |x|^{-\delta-\alpha}}}{\varphi(x)} - C_6|x|^{-\alpha}.
\]

Set \(M = \max_{i=0,\ldots,6} M_i\), where \(M_0 = M_\varphi\). For \(|x| > M\) we can use the upper bound on \(\varphi\) to conclude that for large enough \(|x|\)

\[
V(x) \geq -C_5|x|^{2\beta - \alpha} + C_{11}e^{\eta(1-(1-C_1)^\beta)|x|^{\beta} |x|^{-\alpha} - C_6|x|^{-\alpha} \geq C_{12}|x|^{-\alpha} e^{\eta(1-(1-C)^\beta)|x|^{\beta}},
\]

with \(C_{11}, C_{12} > 0\).

\[\square\]

### 5.2. Non-decaying potentials for exponentially light Lévy intensities

Next our aim is to consider the same problem for operators with exponentially light Lévy intensities, such as the massive relativistic operator. Due to the light tails, the control in terms of dilated balls becomes more delicate and first we need the following auxiliary result.
Lemma 5.1. Let \( f \in \mathcal{Z}_C(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \), and suppose that there exist a constant \( C_{g,1} > 0 \) and a decreasing function \( g : \mathbb{R}^+ \to \mathbb{R}^+ \) such that \( L_f(x) \leq C_{g,1}g(|x|) \) for every \( x \in B^c_{M_f}(0) \). Then \( f \in \mathcal{Z}_C(\mathbb{R}^d) \) for all \( C \in (0, 1) \), and for every such \( C \), using the notations \( L_{f,C} \) and \( M_{f,C} \) for the function and constant corresponding to \( \mathcal{Z}_C(\mathbb{R}^d) \), there exist constants \( C_{g,2}, C_{g,3} > 0 \) such that \( L_{f,C}(x) \leq C_{g,2}g(C_{g,3}|x|) \) for all \( x \in B^c_{M_{f,C}}(0) \).

Proof. The proof of this lemma is presented in the Appendix. \( \square \)

Remark 5.1. We note that if there is no need to keep the given bound on \( L_f \), there are simpler alternatives. Indeed, if \( C > C_1 \) and \( h \in B_{C|x|}(0) \setminus B_{C_1|x|}(0) \), then \( |h|^2 > C_1^2|x|^2 \) and

\[
\frac{|D_nf(x)|}{|h|^2} \leq \frac{4||f||_\infty}{C_1^2|x|^2}
\]

hence we may use \( L_{f,C}(x) = \max\{L_f(x), \frac{4||f||_\infty}{C_1^2|x|^2}\} \). Moreover, if \( f \) is radially symmetric and decreasing, we have

\[
\frac{|D_nf(x)|}{|h|^2} \leq \frac{4f((1-C)x)}{C_1^2|x|^2}
\]

and we can use \( L_{f,C}(x) = \max\{L_f(x), \frac{4f((1-C)x)}{C_1^2|x|^2}\} \).

Now we can state our results for this type of operators.

Theorem 5.2. Let Assumption 2.1 hold with \( \varphi \in \mathcal{Z}_C(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \), and \( \mu(t) \sim C_\mu t^{-1-\frac{d}{2}}e^{-\eta_\mu t} \) as \( t \to \infty \) for some \( \eta_\mu, C_\mu > 0 \) and \( \alpha \in (0,2] \). Furthermore, suppose that there exist

1. \( C_2, C_3, M_1 > 0, \delta \in \mathbb{R} \) and \( \eta_\varphi \in (0, \sqrt{\eta_\mu}) \) such that
\[
C_2|x|^{\delta}e^{-\eta_\varphi|x|} \leq \varphi(x) \leq |x|^{\delta}C_3e^{-\eta_\varphi|x|}, \quad x \in B_{M_1}^c(0),
\]

2. \( M_2, C_4 > 0 \) such that \( L_{\varphi}(x) \leq C_4|x|^{\delta}e^{-\eta_\varphi|x|} \).

If \( C_1 \in \left( \frac{\eta_\varphi}{\sqrt{\eta_\mu}}, 1 \right) \), then there exist \( C_V, M > 0 \) such that \( |V(x)| \leq C_V \) for every \( x \in B_{M}^c(0) \).

Proof. By using estimate (4.16) with \( \gamma = 1 \) we have

\[
|V(x)| \leq C_5 + C_6|x|^{-\delta-1-\alpha}e^{-(C_1\sqrt{\eta_\mu}-\eta_\varphi)|x|}, \quad x \in B_{M}^c(0),
\]

with suitable constants \( M, C_5, C_6 > 0 \). Since \( C_1\sqrt{\eta_\mu}-\eta_\varphi > 0 \), we find \( C_V > 0 \) such that \( |V(x)| \leq C_V \) for all \( x \in B_{M}^c(0) \). \( \square \)

Theorem 5.3. Let Assumption 2.1 hold with \( \varphi \in \mathcal{Z}_C(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \), and \( \mu(t) \sim C_\mu t^{-1-\frac{d}{2}}e^{-\eta_\mu t} \) as \( t \to \infty \) for some \( \eta_\mu, C_\mu > 0 \) and \( \alpha \in (0,2] \). Suppose that

1. there exist \( C_2, C_3, M_1 > 0, \delta \in \mathbb{R} \) and \( \eta_\varphi \in (0, \sqrt{\eta_\mu}) \) such that
\[
C_2|x|^{\delta}e^{-\eta_\varphi|x|} \leq \varphi(x) \leq |x|^{\delta}C_3e^{-\eta_\varphi|x|}, \quad x \in B_{M_1}^c(0),
\]

2. there exists \( C_1 \in (0, 1) \) such that \( \eta_\varphi < C_1\sqrt{\eta_\mu} \) and \( \varphi \in \mathcal{Z}_C(\mathbb{R}^d) \);

3. \( L_{\varphi}(x) \leq C_4|x|^{\delta}e^{-\eta_\varphi|x|} \) with \( C_4 > 0 \), for all \( x \in B_{M_2}^c(0) \);

4. there exist a function \( f : \mathbb{R}^d \to \mathbb{R} \) and constants \( M_2 > 0 \) and \( \omega \geq 2 \) such that
\[
|D_nf(x)| \geq f(x)|h|^{\omega}, \quad h \in B_{C_1|x|}(0), \quad x \in B_{M_2}^c(0);
\]

5. \( f(x) \geq C_5|x|^{\delta}e^{-\eta_\varphi|x|} \) with \( C_5 > 0 \), for every \( x \in B_{M_2}^c(0) \).

Define \( H_{L}^x, H_{L}^f \) and \( H^\pm = \max\{H_f^+ - H_L^-, H_f^- - H_L^+\} \) as in Theorem 4.3, whenever they exist. If \( H^\pm > 0 \), then there exist \( C_{V}^+, M > 0 \) such that \( C_{V}^+ \leq |V(x)| \leq C_{V}^+ \) for every for any \( x \in B_{M}^c(0) \).
Hence by (4.12) we get

\[ C_2 |x|^{\delta} e^{-\eta_\varphi |x|} \leq \varphi(x) \leq C_3 |x|^{\delta} e^{-\eta_\varphi |x|} \quad \text{and} \quad \nu(B_{C_1 |x|}(0)) \leq C_6 |x|^{\frac{\delta-\alpha-2\delta_6}{2}} e^{-C_1 \sqrt{\eta_\varphi} |x|}, \]

for all \( x \in B_{c_M}(0) \), with suitable constants \( C_1^+, M^+ \). By Corollary 2.2 and assumption (1) above we have

\[ \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh \geq |x|^{\delta} e^{-\eta_\varphi |x|} \max \{ C_5 I_{\omega}^+ - C_4 I_2^-, C_5 I_{\omega}^+ - C_4 I_2^+ \}. \]

Hence by (4.12) we get

\[ |V(x)| \geq \frac{1}{2C_3} |x|^{-\delta} e^{-\eta_\varphi |x|} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh - \frac{2C_6}{C_2} \| \varphi \|_\infty |x|^{\frac{d-\alpha-4-2\delta_6}{2}} e^{-\frac{1}{2} \sqrt{\eta_\varphi} |x|}, \]

thus, using that \( C_1 \sqrt{\eta_\varphi} - \eta_\varphi > 0 \), we obtain \( \liminf_{|x| \to \infty} |V(x)| \geq \frac{H^+}{2C_3} > 0 \). This allows to choose \( C_1^-, M^- > 0 \) such that \( |V(x)| \geq C_1^- \) for all \( x \in B_{c_M}^c(0) \).

**Remark 5.2.** As for Proposition 4.5 also in this case the excess condition \( H^+ > 0 \) is unnecessary if \( D_h \varphi(x) \) has a definite sign.

The following are again counterparts of Corollaries 4.1-4.2 and we leave the proofs to the reader.

**Corollary 5.1.** Let the assumptions of Theorem 5.3 hold and \( \varphi \in C(B_R^c(0)) \). Then \( V(x) \) does not change sign in \( B_R^c(0) \).

**Corollary 5.2.** Let Assumption 2.7 hold with \( \varphi \in C^2(\mathbb{R}^d) \), and \( \mu(t) \sim C_\mu t^{-1-\frac{\delta}{2}} e^{-\eta_\mu t} \) as \( t \to \infty \) for some \( \eta_\mu, C_\mu > 0 \) and \( \alpha \in (0, 2) \). Suppose the following properties hold:

1. There exist \( M_1 > 0, \delta \in \mathbb{R} \), and \( \eta_\varphi \in (0, \sqrt{\eta_\mu}) \) such that
   \[ \varphi(x) \asymp |x|^{\delta} e^{-\eta_\varphi |x|}, \quad x \in B_{c_M}^c(0). \]

2. \( D^2 \varphi(x) \) is positive definite for \( x \in B_R^c(0) \) and some \( R > 0 \).

3. Let \( A_C(x) \) be defined as in Proposition 4.2 for \( C > \frac{\eta_\mu}{\eta_\varphi} \), and denote by \( \lambda_{\min}(x) \) and \( \lambda_{\max}(x) \) the lowest and highest eigenvalues of \( D^2 \varphi(x) \), respectively. Let \( \lambda^-(x) = \min_{z \in A_C(x)} \lambda_{\min}(z) \), \( \lambda^+(x) = \max_{z \in A_C(x)} \lambda_{\max}(z) \), and assume
   \[ C_\lambda^+ |x|^{-\delta} e^{-\eta_\varphi |x|} \leq \lambda^-(x) \leq \lambda^+(x) \leq C_\lambda^- |x|^{-\delta} e^{-\eta_\varphi |x|}, \quad x \in B_R^c(0). \]

Then there exists \( M_V > 0 \) such that

\[ |V(x)| \asymp \frac{1}{|x|^2}, \quad x \in B_{c_M}^c(0). \]

Finally we show a severe case of no decay also for exponentially light Lévy intensities.

**Theorem 5.4.** Let Assumption 2.7 hold with \( \varphi \in Z_{C_1}(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \), and \( \mu(t) \sim C_\mu t^{-1-\delta} e^{-\eta_\mu t} \) as \( t \to \infty \) for some \( \eta_\mu, C_\mu > 0 \) and \( \alpha \in (0, 2) \). Assume, moreover, that there exist

1. \( C_2, C_3, M_1 > 0, \delta \in \mathbb{R} \), and \( \eta_\varphi > \eta^*(\gamma) \), where
   \[ \eta^*(\gamma) = \begin{cases} \eta_\mu & \gamma = 1 \\ 0 & \gamma > 1 \end{cases}, \]

such that \( C_2 |x|^{\delta} e^{-\eta_\varphi |x|^\gamma} \leq \varphi(x) \leq |x|^\delta C_3 e^{-\eta_\varphi |x|^\gamma} \) for all \( x \in B_{c_M}^c(0) \);
(2) \( M_2, C_4 > 0 \) such that \( L_\varphi(x) \leq C_4|x|^{\delta+2(\gamma-1)}e^{-\eta\varphi|x|}\gamma \).

If \( C_1 \in (2 - \frac{\eta\varphi}{2\sqrt{\eta_\mu}}, 1) \), then \( V(x) \to \infty \) as \( |x| \to \infty \).

**Proof.** We have

\[
V(x) \geq \frac{1}{\varphi(x)} \int_{B_{C_1|x|}(0)} \varphi(x + h)j(|h|)dh - \nu(B_{C_1|x|}(0)) - \frac{1}{2\varphi(x)} \int_{B_{C_1|x|}(0)} |Dh\varphi(x)|j(|h|)dh.
\]

For \( x \) such that \( (1 - C_1)|x| > 1 \) the first integral can be bounded as

\[
\int_{B_{C_1|x|}(0)} \varphi(x + h)j(|h|)dh \geq \int_{B_{(1-C_1)|x|}(0)} \varphi(y)j(|x - y|)dy
\]

leading to

\[
V(x) \geq \frac{j((2 - C_1)|x|)}{\varphi(x)} \|\varphi\|_{L^1(B_1(0))} - C_5 \frac{L_\varphi(x)}{\varphi(x)} \geq C_7|x|^{-\frac{\alpha+4}{2}}e^{\eta\varphi|x|}\gamma - (2-C_1)\sqrt{\eta_\mu}|x| - C_6|x|^{2(\gamma-1)}.
\]

For \( \gamma > 1 \) we clearly have

\[
V(x) \geq C_8|x|^{-\delta - \frac{\alpha+4}{2}}e^{\eta\varphi|x|}\gamma - (2-C_1)\sqrt{\eta_\mu}|x|,
\]

thus \( V \) is growing to infinity. For \( \gamma = 1 \),

\[
V(x) \geq C_7|x|^{-\delta - \frac{\alpha+4}{2}}e^{(\eta\varphi-(2-C_1)\sqrt{\eta_\mu})|x|} - C_6.
\]

To secure \( \eta\varphi-(2-C_1)\sqrt{\eta_\mu} > 0 \), taking into account that \( \eta\varphi > \sqrt{\eta_\mu} \), we can choose \( C_1 \in (2 - \frac{\eta\varphi}{\sqrt{\eta_\mu}}, 1) \) to obtain

\[
V(x) \geq C_7|x|^{-\delta - \frac{\alpha+4}{2}}e^{(\eta\varphi-(2-C_1)\sqrt{\eta_\mu})|x|},
\]

thus \( V(x) \) is again increasing to infinity as \( |x| \to \infty \). \( \square \)

**Remark 5.3.** If in Theorem 5.2 \( C_1 \notin \left( \frac{\eta\varphi}{\sqrt{\eta_\mu}}, 1 \right) \), we can use Lemma 5.1 to ensure that \( C_1 \) can be appropriately chosen. However, the bound for \( L_\varphi \) needs to be verified since \( \eta\varphi \) is then replaced by \( (1-C_1)N\eta\varphi \) for some \( N \in \mathbb{N} \). A similar requirement applies also for Theorem 5.4.

6. Sign of the potentials at infinity

6.1. Sign for regularly varying Lévy intensities

As discussed in the Introduction, apart from the decay properties at infinity, the sign at infinity is one of the most important features of potentials generating zero eigenvalues. In this section we obtain conditions under which decaying potentials have a definite sign at infinity.

**Theorem 6.1.** Let Assumption 2.1 hold with \( \varphi \in \mathcal{Z}_{C_1}(\mathbb{R}^d) \) for some \( C_1 \in (0, 1) \), and suppose that there exists \( \alpha \in (0, 2) \) and a function \( \ell \) slowly varying at zero such that \( \Phi(u) \sim u^{\alpha/2}\ell(u) \) as \( u \downarrow 0 \). If there exist

1. a decreasing function \( \rho : \mathbb{R}^+ \to \mathbb{R}^+ \) such that \( \varphi(x) = \rho(|x|) \) for \( x \in B_{M_2}(0) \);
2. \( C_2, C_3, M_1 > 0 \) and \( \kappa \in \left( \frac{d}{2}, \frac{d+\alpha}{2} \right) \) such that \( C_2|x|^{-2\kappa} \leq \varphi(x) \leq C_3|x|^{-2\kappa} \) for \( x \in B_{M_2}(0) \);
3. \( C_4, M_2 > 0 \) such that \( L_\varphi(x) \leq C_4|x|^{-(2\kappa+2)} \) for \( x \in B_{M_2}(0) \),

then there exists \( M > 0 \) such that \( V(x) > 0 \) for every \( x \in B_{M_2}(0) \).
Proof. Define $\hat{M} = \max\{M_1, M_2, M_3, M_4\}$. By Proposition 2.3 there exist constants $C_5, C_6 > 0$ such that

$$j((1 + C_1)|x|) \geq C_5|x|^{-d-\alpha} \tilde{\ell}(|x|^2) \quad \text{and} \quad j(C_1|x|) \leq C_6|x|^{-d-\alpha} \tilde{\ell}(|x|^2),$$

for $x \in B_{\hat{M}}^c(0)$. By using Remark 2.4 (4) we have that

$$\varphi(x)V(x) = \int_{B_{C_1|x|}(x)} (\varphi(y) - \varphi(x))j(|x - y|)dy + \frac{1}{2} \int_{B_{C_1|x|}(0)} D_h \varphi(x)j(|h|)dh$$

$$= \left(\int_{B_{|x|(0)\setminus B_{C_1|x|}(x)}} + \int_{B_{|x|(0)\setminus B_{C_1|x|}(x)}}\right) (\varphi(y) - \varphi(x))j(|x - y|)dy$$

$$+ \frac{1}{2} \int_{B_{C_1|x|}(0)} D_h \varphi(x)j(|h|)dh.$$  

Radial symmetry and the fact that $\rho$ is decreasing give $\varphi(y) - \varphi(x) \geq 0$ for $y \in B_{|x|}(0)$. Since $C_1 < 1$, we have that $B_{(1-C_1)|x|}(0) \subset B_{|x|}(0) \setminus B_{C_1|x|}(x)$, and thus

$$\varphi(x)V(x) \geq \left(\int_{B_{(1-C_1)|x|}(0)} + \int_{B_{|x|}(0)\setminus B_{C_1|x|}(x)}\right) (\varphi(y) - \varphi(x))j(|x - y|)dy$$

$$+ \frac{1}{2} \int_{B_{C_1|x|}(0)} D_h \varphi(x)j(|h|)dh$$

$$= \int_{B_{(1-C_1)|x|}(0)} \varphi(y)j(|x - y|)dy - \varphi(x) \int_{B_{(1-C_1)|x|}(0)} j(|x - y|)dy$$

$$+ \int_{B_{|x|}(0)\setminus B_{C_1|x|}(x)} \varphi(y)j(|x - y|)dy - \varphi(x) \int_{B_{|x|}(0)\setminus B_{C_1|x|}(x)} j(|x - y|)dy$$

$$+ \frac{1}{2} \int_{B_{C_1|x|}(0)} D_h \varphi(x)j(|h|)dh$$

$$= I_1(x) - I_2(x) + I_3(x) - I_4(x) + I_5(x).$$  

Since for $y \in B_{(1-C_1)|x|}(0)$ we have $j(|x - y|) \leq j(C_1|x|)$, it follows that

$$I_2(x) \leq \varphi(x)j(C_1|x|)|x|^d(1 - C_1)^d \omega_d \leq C_7|x|^{-2\kappa-\alpha} \tilde{\ell}(|x|^2),$$

where the second bound is due to $|x| > \hat{M}$, with $C_7 = C_6C_3(1 - C_1)^d \omega_d$.

To estimate $I_3(x)$ we define the ring

$$A(|x|) = B_{2+C_1|x|}(0) \setminus B_{(1+C_1)|x|}(0) \subset B_{|x|}(0) \setminus B_{C_1|x|}(x),$$

so that by positivity of $\varphi$ we get

$$I_3(x) \geq \int_{A(|x|)} \varphi(y)j(|x - y|)dy.$$

For $y \in A(|x|)$ we have that $j(|x - y|) \geq j((1 + C_1)|x|)$ and, since $\rho$ is decreasing, we furthermore have $\varphi(y) \geq \varphi((2 + C_1)|x|)$. Hence

$$I_3(x) \geq \varphi((2 + C_1)|x|)j((1 + C_1)|x|)|x|^d((2 + C_1)^d - (1 + C_1)^d) \geq C_8|x|^{-2\kappa-\alpha} \tilde{\ell}(|x|^2),$$

where the second bound again follows from $|x| > \hat{M}$ and $C_8 = C_5(2+C_1)^{-2\kappa}C_5((2+C_1)^d-(1+C_1)^d)$. Also, by Corollary 2.1 (1) there exists a constant $C_9 > 0$ such that

$$\nu(B_{C_1|x|}(0)) \leq C_9|x|^{-\alpha} \tilde{\ell}(|x|^2), \quad x \in B_{\hat{M}}^c(0).$$
Thus for the fourth integral we obtain
\[ I_4(x) \leq \varphi(x) \nu(B_{C_1|x|}(0)) \leq C_{10}|x|^{-2\kappa - \alpha} \tilde{\ell}(|x|^2), \]
for \( |x| > \hat{M} \) with \( C_{10} = C_9C_3 \). By Corollary 2.1 (3) there exists also a constant \( C_{11} > 0 \) such that
\[ \mathcal{J}(C_1|x|) \leq C_{11}|x|^{2-\alpha} \tilde{\ell}(|x|^2) \]
which gives for the fifth integral
\[ |I_5(x)| \leq \frac{L\varphi(x)}{2} \mathcal{J}(C_1|x|) \leq C_{12}|x|^{-2\kappa - \alpha} \tilde{\ell}(|x|^2), \]
for \( |x| > \hat{M} \) and with \( C_{12} = \frac{C_4C_{11}}{2} \). Finally, consider \( I_1(x) \). For \( y \in B_{(1-C_1)|x|}(0) \) we have \( \tilde{j}(|x-y|) \geq j(C_1|x|) \), thus
\[ I_1(x) \geq j(C_1|x|) \int_{B_{(1-C_1)|x|}(0)} \varphi(y)dy \geq C_5|x|^{-d-\alpha} \tilde{\ell}(|x|^2) \int_{B_{(1-C_1)|x|}(0)} \varphi(y)dy, \quad |x| > \hat{M}. \]
We only have to evaluate the inner integral in the lower bound of \( I_1(x) \). The following two cases occur.

**Case 1:** Let \( \kappa > \frac{d}{2} \). By positivity of \( \varphi \in L^1(B_{(1-C_1)|x|}(0)) \), on setting \( \hat{M} > \frac{1}{1-C_1} \) we get
\[ \int_{B_{(1-C_1)|x|}(0)} \varphi(y)dy \geq \|\varphi\|_{L^1(B_1(0))}, \quad |x| > \hat{M}, \]
and then
\[ I_1(x) \geq C_{13}|x|^{-d-\alpha} \tilde{\ell}(|x|^2) \]
where \( C_{13} = C_5 \|\varphi\|_{L^1(B_1(0))} \). Thus by applying estimates (6.2)-(6.3) and (6.4) to (6.1),
\[ \varphi(x)V(x) \geq C_{13}|x|^{-d-\alpha} \tilde{\ell}(|x|^2) + \left(C_8 - C_7 + C_10 - C_{12}\right)|x|^{-2\kappa - \alpha} \tilde{\ell}(|x|^2) \]
\[ = |x|^{-d-\alpha} \tilde{\ell}(|x|^2)(C_{13} + C_{14}|x|^{d-2\kappa}), \]
where \( C_{14} = C_8 - C_7 + C_10 - C_{12} \). Since now \( d - 2\kappa < 0 \) and \( C_{13} > 0 \), we can chose \( M \) large enough to have \( C_{13} + C_{14}M^{d - 2\kappa} > 0 \). Thus in particular
\[ \varphi(x)V(x) \geq |x|^{-d-\alpha} \tilde{\ell}(|x|^2)(C_{13} + C_{14}M^{d - 2\kappa}) > 0, \quad x \in B_{\frac{M}{2}}(0). \]

**Case 2:** Let \( \kappa = \frac{d}{2} \) and write \( \hat{M} > \frac{M_1}{1-C_1} \). By positivity of \( \varphi \), for \( |x| > \hat{M} \) we get
\[ \int_{B_{(1-C_1)|x|}(0)} \varphi(y)dy \geq \int_{B_{(1-C_1)|x|}(0)\setminus B_{M_1}(0)} \varphi(y)dy \]
Since \( (1-C_1)|x| > M_1 \), we furthermore have
\[ \int_{B_{(1-C_1)|x|}(0)\setminus B_{M_1}(0)} \varphi(y)dy \geq C_2d\omega_d \int_{M_1}^{(1-C_1)|x|} \frac{dr}{r} = C_2d\omega_d \log \frac{(1-C_1)|x|}{M_1} \geq C_{15} \log |x|, \]
for a suitable constant \( C_{15} > 0 \). Combining this estimate with (6.1), we obtain
\[ I_1(x) \geq C_{16}|x|^{-2\kappa - \alpha} \log(|x|) \tilde{\ell}(|x|^2), \]
using that \( 2\kappa = d \) and setting \( C_{16} = C_{15}C_5 \). Again, combining estimates (6.2)-(6.3) and (6.6) with (6.1), we arrive at
\[ \varphi(x)V(x) \geq |x|^{-2\kappa - \alpha} \tilde{\ell}(|x|^2)(C_{15} \log(|x|) + C_{14}) \]
where $C_{14}$ was defined in the previous case. Since $C_{15} > 0$ we can chose $M > \hat{M}$ such that $C_{15} \log(M) + C_{14} > 0$, and hence
\begin{equation}
\varphi(x)V(x) \geq |x|^{-2\kappa - \alpha} \tilde{f}(|x|^2)(C_{15} \log(M) + C_{14}) > 0, \quad x \in B_M^c(0).
\end{equation}

\begin{remark}
Combining estimate (6.5) with Theorem 4.3 we obtain under the assumptions of Theorem 6.1 for $\kappa > \frac{d}{2}$ that, for a suitable $M > 0$
\begin{equation}
V(x) \asymp \frac{1}{|x|^{d+\alpha - 2\kappa}}, \quad x \in B_M^c(0).
\end{equation}

Similarly, combining estimate (6.8) with Theorem 4.3 we obtain under the assumptions of Theorem 6.1 for $\kappa = \frac{d}{2}$ that, for a suitable $M > 0$
\begin{equation}
V(x) \asymp \frac{\log|x|}{|x|^\alpha}, \quad x \in B_M^c(0).
\end{equation}

Also, we note that Theorem 6.1 continues to hold if $\varphi \in \mathcal{Z}^\beta_{C_1}(\mathbb{R}^d)$ for a modulus of continuity $\beta \in L^1_{\text{rad}}(\mathbb{R}^d, \nu)$ satisfying $\beta(r) \leq C r^\omega$ for large enough $r$, and $L_\varphi \leq C_4 |x|^{-2\kappa + \omega}$.

Next we consider the sign of the potential $V$ assuming $\varphi(x) \sim C |x|^{2\kappa}$, with $\kappa$ below the critical exponent $\frac{d}{2}$. First we need the following lemma.

\begin{lemma}
Let $g \in L^\infty(\mathbb{R}^d)$ such that $g(x) = \rho(|x|)$ with a function $\rho : \mathbb{R}^+ \to \mathbb{R}$ satisfying $\rho(r) \sim C_\rho r^{-2\kappa}$ as $r \to \infty$, with $\kappa \in (0, \frac{d}{2})$. Then

1. as $R \to \infty$, we have
\begin{equation}
\int_{B_R(0)} g(x)dx \sim \frac{d \omega_d C_\rho R^{d-2\kappa}}{d - 2\kappa};
\end{equation}

2. for every $p > \frac{d}{2\kappa}$,
\begin{equation}
\int_{B_R(0)} g^p(x)dx \sim \frac{d \omega_d C_\rho^p R^{d-2pk}}{2pk - d}
\end{equation}

holds as $R \to \infty$.
\end{lemma}

\begin{proof}
Pick $\varepsilon \in (0,1)$. There exists $M > 0$ such that for every $r > M$
\begin{equation}
\left| \frac{\rho(r)}{C_\rho r^{-2\kappa}} - 1 \right| \leq \varepsilon.
\end{equation}

With $R > M$ we have $\int_{B_R(0)} g(x)dx = d \omega_d \left( \int_M^R + \int_M^R \rho(r)r^{d-1}dr \right)$. Writing $C < \infty$ for the first term and using (6.9), we have with suitable $\varepsilon > 0$ that
\begin{equation}
C + d \omega_d (1 - \varepsilon) C_\rho \int_M^R r^{d-2\kappa-1}dr \leq \int_{B_R(0)} g(x)dx \leq C + d \omega_d (1 + \varepsilon) C_\rho \int_M^R r^{d-2\kappa-1}dr.
\end{equation}

Integrating, dividing by the right-hand side displayed in (1), and taking limits proves the first claim. Next consider $p > \frac{d}{2\kappa}$ and note that
\begin{equation}
\int_{B_R(0)} g^p(x)dx = d \omega_d \int_R^\infty \rho^p(r)r^{d-1}dr = d \omega_d C_\rho^p \int_R^\infty \frac{\rho^p(r)}{C_\rho^{p(1-2\kappa)}} r^{d-2pk-1}dr.
\end{equation}

By similar steps as above, (2) also follows. \hfill \square

We will discuss the main condition of our next theorem after the proof of Theorem 6.3.
Theorem 6.2. Let Assumption 2.7 hold with $\varphi \in \mathcal{Z}_{C_1} (\mathbb{R}^d)$ for any $C_1 \in (0,1)$, and suppose that there exist $\alpha \in (0,2)$ and a function $\ell$ slowly varying at zero such that $\Phi (u) \sim u^\alpha / \ell (u)$ as $u \downarrow 0$. Assume that there exist $C_\varphi > 0$, $\kappa \in (\frac{d-1}{2}, \frac{d}{2})$, and a decreasing function $\rho : \mathbb{R}^+ \to \mathbb{R}^+$ such that $\varphi(x) = \rho (|x|)$ with $\rho (r) \sim C_\varphi r^{-2\kappa}$. Moreover, suppose that for every $C_1 \in (0,1)$

$$L_\varphi (x) \sim \frac{C_\varphi 4 \kappa (2\kappa + 1)d^2}{(1 - C_1) 2^{\kappa + 2} |x|^{2\kappa + 2}}$$

holds. Define the function

$$H_+ (t) = \frac{(1 - t)^{d-2\kappa} (1 + t)^{2\kappa + \alpha} (2\kappa + \alpha + 1)^{2\kappa + \alpha} + (2\kappa + \alpha)^{2\kappa + \alpha} (2 - t)^{d+\alpha} (d - 2\kappa) - \alpha (1 - t)^{d+2\kappa + 2} (2 - \alpha) + dt^d (2 - \alpha) (1 - t)^{2\kappa + 2} + 2\kappa (2\kappa + 1) d^3 \alpha t^{d+2}}{d\kappa (2 - \alpha) t^{d+\alpha} (1 - t)^{2\kappa + 2}}$$

for $t \in (0,1)$. If

$$K_+ (d, \alpha, \kappa) := \max_{t \in (0,1)} H_+ (t) > 0,$$

then there exists $R > 0$ such that $V(x) > 0$ for every $x \in B_R^C (0)$.

Proof. We split $\varphi(x) V(x)$ as done in (6.1) above, and fix $\varepsilon \in (0,1)$. As before, we start with $I_2 (x)$. We have

$$I_2 (x) \leq \varphi (x) j(C_1 |x|) |x|^d (1 - C_1)^d \omega_d$$

Using the asymptotics of $\varphi$ in the assumption, and Proposition 2.3 combined with $\ell (C_1^2 |x|^2) \leq (1 + \varepsilon) \ell (|x|^2)$ for $|x|$ large enough, we get

$$I_2 (x) \leq \frac{(1 - C_1)^d}{d C_1^d + \alpha} (1 + \varepsilon)^3 E(x),$$

where

$$E(x) := \frac{C_\varphi \alpha d \omega_d \Gamma (\frac{d+\alpha}{2}) }{2^{2-\alpha} \pi^{\frac{d}{2}} \Gamma (1 - \frac{\alpha}{2})} |x|^{-2\kappa - \alpha} \ell (|x|^2).$$

Consider $I_4(x)$. As before, we have

$$I_4 (x) \leq \varphi (x) \nu (B_{C_1 |x|} (0))$$

thus by making use of Corollary 2.1 (1) we obtain

$$I_4 (x) \leq \frac{1}{\alpha C_1^\alpha} (1 + \varepsilon)^3 E(x).$$

Consider $I_1 (x)$. We have

$$I_1 (x) \geq j((2 - C_1) |x|) \int_{B_1 (C_1 |x|) (0)} \varphi (y) dy,$$

thus we can use Proposition 2.3 and Lemma 6.1 (1) to obtain

$$I_1 (x) \geq \frac{(1 - C_1)^{d - 2\kappa}}{(2 - C_1)^{d + \alpha} (d - 2\kappa)} (1 - \varepsilon)^3 E(x).$$

To estimate $I_3 (x)$, define for every $\delta > 0$

$$A(\delta) = B_{(C_1 + 1 + |x|)} (0) \setminus B_{(C_1 + 1) |x|} (0)$$
and observe that
\[ I_3(x) \geq \int_{A(\delta)} \varphi(y) j(|x - y|) dy \geq j((C_1 + \delta)|x|) \int_{A(\delta)} \varphi(y) dy \]
\[ = j((C_1 + \delta)|x|) \left( \int_{B(C_1+1+\delta)|x|(0)} \varphi(y) dy - \int_{B(C_1+1)|x|(0)} \varphi(y) dy \right). \]

We may suppose \(|x|\) to be large enough to have the previous estimates on \( \int_{B(C_1+1)|x|(0)} \varphi(y) dy \) and \( j((C_1 + \delta)|x|) \) carry over, thus by Proposition 2.3 and Lemma 6.1 (1)
\[ I_3(x) \geq \frac{(1 + C_1 + \delta)^{d-2\kappa}(1 - \varepsilon) - (1 + C_1)^{d-2\kappa}(1 + \varepsilon)}{(C_1 + \delta)^{d+\alpha}(d - 2\kappa)} (1 - \varepsilon)^2 E(x) \]
\[ \geq \frac{((1 + C_1 + \delta)^{d-2\kappa} - (1 + C_1)^{d-2\kappa})(1 - \varepsilon) - 2\varepsilon(1 + C_1)^{d-2\kappa}}{(1 + C_1 + \delta)^{d+\alpha}(d - 2\kappa)} (1 - \varepsilon)^2 E(x). \]

Since \(0 < d - 2\kappa < 1\), the function \( \tau^{d-2\kappa} \) is concave and thus
\[ (1 + C_1 + \delta)^{d-2\kappa} - (1 + C_1)^{d-2\kappa} \geq (d - 2\kappa)(1 + C_1 + \delta)^{d-2\kappa-1}\delta, \]
implying
\[ I_3(x) \geq \left( \frac{\delta}{(1 + C_1 + \delta)^{2\kappa+\alpha+1}} (1 - \varepsilon)^3 - \frac{2\varepsilon(1 + C_1)^{d-2\kappa}}{(1 + C_1 + \delta)^{d+\alpha}(d - 2\kappa)} (1 - \varepsilon)^2 \right) E(x). \]

Consider the function
\[ g(t) = \frac{t}{(1 + C_1 + t)^{2\kappa+\alpha+1}} \]
defined for \( t \geq 0 \). Observe that \( \lim_{t \to \infty} g(t) = g(0) = 0, \ g \in C^1 \), and
\[ g'(t) = \frac{1 + C_1 - (2\kappa + \alpha)t}{(1 + C_1 + t)^{2\kappa+\alpha+2}}. \]

In particular, we have \( g'(t^*) = 0 \) only for
\[ t^* = \frac{1 + C_1}{2\kappa + \alpha}, \]
giving the global maximum
\[ g(t^*) = \left( \frac{2\kappa + \alpha}{(1 + C_1)(2\kappa + \alpha + 1)} \right)^{2\kappa+\alpha}. \]

Choosing \( \delta = t^* \) we have
\[ I_3(x) \geq \left( \frac{2\kappa + \alpha}{(1 + C_1)(2\kappa + \alpha + 1)} \right)^{2\kappa+\alpha} (1 - \varepsilon)^3 - \frac{2\varepsilon(2\kappa + \alpha)^{d+\alpha}(1 - \varepsilon)^2}{(1 + C_1)^{2\kappa+\alpha}(2\kappa + \alpha + 1)^{d+\alpha}(d - 2\kappa)} E(x). \]

Then with \( \varepsilon < 1 - \frac{1}{\sqrt{2}} \) we conclude that
\[ I_3(x) \geq \left( \frac{2\kappa + \alpha}{(1 + C_1)(2\kappa + \alpha + 1)} \right)^{2\kappa+\alpha} (1 - \varepsilon)^3 - \frac{\varepsilon(2\kappa + \alpha)^{d+\alpha}}{(1 + C_1)^{2\kappa+\alpha}(2\kappa + \alpha + 1)^{d+\alpha}(d - 2\kappa)} E(x). \]

Consider now \( I_5(x) \). We have that
\[ I_5(x) \geq -\frac{L^2 \varphi(x)}{2} J(C_1 |x|). \]

By using Corollary 2.3 (2) and the asymptotics of \( f(x) \), we have
\[ I_5(x) \geq -\frac{2\kappa(2\kappa + 1)d^2 C_1^{2-\alpha}}{(2 - \alpha)(1 - C_1)^{2\kappa+2}} E(x)(1 + \varepsilon)^3. \]
Combining all these estimates we obtain
\[
\varphi(x)V(x) \geq \left( (1 - C_1)^{d-2\kappa} (1 + C_1)^{2\kappa+\alpha} (2\kappa + \alpha + 1)^{2\kappa+\alpha} + (2\kappa + \alpha)^{2\kappa+\alpha} (2 - C_1)^{d+\alpha} (d - 2\kappa) \right) (1 - \varepsilon)^3
\]
\[
- \frac{\alpha (1 - C_1)^{d+2\kappa+2} (2 - \alpha) + dC_1 \varepsilon (1 - C_1)^{2\kappa+2} + 2\kappa (2\kappa + 1) d\varepsilon C_1^{d+2}}{(1 - C_1)^{2\kappa+2}} (1 + \varepsilon)^3
\]
\[
\varepsilon (2\kappa + \alpha)^{d+\alpha}
\]
\[
(1 + C_1)^{2\kappa+\alpha} (2\kappa + \alpha + 1)^{d+\alpha} (d - 2\kappa)
\]}

Consider the polynomials
\[
P(\varepsilon) = 3 + 3\varepsilon + \varepsilon^2 \quad \text{and} \quad Q(\varepsilon) = 3 - 3\varepsilon + \varepsilon^2,
\]
and notice that \((1 + \varepsilon)^3 = 1 + \varepsilon P(\varepsilon) \text{ and } (1 - \varepsilon)^3 = 1 - \varepsilon Q(\varepsilon)\). Let \(P_M = \max_{\varepsilon \in [0,1]} \|P(\varepsilon)\|, Q_M = \max_{\varepsilon \in [0,1]} \|Q(\varepsilon)\|\) and \(M = \max \{P_M, Q_M\}\). Then we have \((1 + \varepsilon)^3 \leq 1 + M\varepsilon\) and \((1 - \varepsilon)^3 \geq 1 - M\varepsilon\). We obtain
\[
\varphi(x)V(x) \geq \left( H_+(C_1) + \varepsilon \left( MH_+(C_1) - \frac{(2\kappa + \alpha)^{d+\alpha}}{(1 + C_1)^{2\kappa+\alpha} (2\kappa + \alpha + 1)^{d+\alpha} (d - 2\kappa)} \right) \right) E(x),
\]
with \(H_+(t)\) given by (6.10). Recall the notation (6.11). Since we are free to choose \(C_1 \in (0,1)\), we pick \(C_1 \in \arg \max_{t \in [0,1]} H_+(t)\) to obtain
\[
\varphi(x)V(x) \geq \left( K_+(d, \alpha, \kappa) + \varepsilon \left( MK_+(d, \alpha, \kappa) - \frac{(2\kappa + \alpha)^{d+\alpha}}{(1 + C_1)^{2\kappa+\alpha} (2\kappa + \alpha + 1)^{d+\alpha} (d - 2\kappa)} \right) \right) E(x).
\]
In case the factor multiplying \(\varepsilon\) is positive, the proof is complete. Otherwise, we can chose
\[
2\varepsilon < \frac{K_+(d, \alpha, \kappa)}{(1 + C_1)^{2\kappa+\alpha} (2\kappa + \alpha + 1)^{d+\alpha} (d - 2\kappa)} - MK_+(d, \alpha, \kappa)
\]
and obtain
\[
\varphi(x)V(x) > \frac{K_+(d, \alpha, \kappa)}{2} > 0,
\]
for \(|x|\) large enough. \(\square\)

A counterpart of Theorem 6.2 for potentials negative at infinity is the following.

**Theorem 6.3.** Let Assumption 2.1 hold with \(\varphi \in \mathcal{Z}_{C_1}(\mathbb{R}^d)\) for every \(C_1 \in (0,1)\), and suppose that there exist \(\alpha \in (0,2)\) and a function \(\ell\) slowly varying at zero such that \(\Phi(u) \sim u^2 \ell(u)\) as \(u \downarrow 0\). Assume that there exist \(C_\varphi > 0, \kappa \in (0, \frac{d}{2})\), and a decreasing function \(\rho : \mathbb{R}^+ \to \mathbb{R}^+, \varphi(x) = \rho(|x|)\), such that \(\rho(r) \sim C_\varphi r^{-2\kappa}\). Moreover, suppose that for every \(C_1 \in (0,1)\)
\[
L_\varphi(x) \sim \frac{C_\varphi 4\kappa(2\kappa + 1)d^2}{(1 - C_1)^{2\kappa+2} |x|^{2\kappa+2}}
\]
holds. Define the function
\[
(6.12)
H_-(t; d, \alpha, \kappa, \eta) = \frac{1}{(d - 2\kappa) t^{d+\alpha}} + \frac{2\kappa(2\kappa + 1)d^2 t^{2-\alpha}}{(2 - \alpha)(1 - t)^{2\kappa+2}}
\]
\[
+ \left( \frac{2\kappa d + (d + \eta)\alpha}{(d + \eta - 2\kappa)\eta} \right)^{\frac{2\kappa}{d+\eta}} \frac{d + \eta - 2\kappa}{2dk + (d + \eta)\alpha} \frac{1}{t^{\frac{2\kappa}{d+\eta}}} - \left( \frac{1}{\alpha(1 + C_1)^{\alpha}} + \frac{(1 - t)^d}{d(2 - t)^{d+\alpha}} \right)
\]
for $t \in (0,1)$ and $\eta > 0$. If
\begin{equation}
(6.13) K_-(d, \alpha, \kappa, \eta) := \min_{t \in (0,1)} H_-(t; d, \alpha, \kappa, \eta) < 0,
\end{equation}
then there exists $R > 0$ such that $V(x) < 0$ for every $x \in B_R^c(0)$.

**Proof.** Using Remark 2.4 (4) we write
\[
\varphi(x)V(x) = \int_{B_{|x|}(0) \setminus B_{C_1|x|}(x)} \varphi(y)j(|x - y|)dy - \varphi(x)\int_{B_{|x|}(0) \setminus B_{C_1|x|}(x)} j(|x - y|)dy \\
+ \int_{B_{|x|}(0) \setminus B_{C_1|x|}(x)} \varphi(y)j(|x - y|)dy - \varphi(x)\int_{B_{|x|}(0) \setminus B_{C_1|x|}(x)} j(|x - y|)dy \\
+ \frac{1}{2} \int_{B_{C_1|x|}(x)} D_h \varphi(x)j(|h|)dh \\
= I_1(x) - I_2(x) + I_3(x) - I_4(x) + I_5(x).
\]

First, we have
\[
I_2(x) \geq \varphi(x)\int_{B_{1-C_1|x|}(0)} j(|x - y|)dy \geq \varphi(x)j((2 - C_1)|x|)(1 - C_1)^d|x|^d\omega_d
\]
Write
\[
E(x) := C_\alpha \varphi \omega_d \Gamma \left(\frac{d + \alpha}{2}\right)|x|^{-2\kappa - \alpha} \tilde{\ell}(|x|^2),
\]
and use the asymptotics of $\varphi$ together with Proposition 2.3 giving
\[
I_2(x) \geq \frac{(1 - C_1)^d}{d(2 - C_1)^{d+\alpha}}(1 - \varepsilon)^3 E(x).
\]

Next,
\[
I_4(x) \geq \varphi(x)\nu(B_{1+C_1|x|}(0)) \geq \frac{1}{\alpha(1 + C_1)^\alpha}(1 - \varepsilon)^3 E(x),
\]
by using the asymptotics of $\varphi$ and Corollary 2.1 (1). Consider now $I_1(x)$. We have
\[
I_1(x) \leq j(C_1|x|)\int_{B_{|x|}(0)} \varphi(y)dy \leq \frac{1}{(d - 2\kappa)C_1^{d+\alpha}}(1 + \varepsilon)^3 E(x),
\]
where the second bound is implied by Proposition 2.3 and Lemma 6.1 (1). Consider $I_3(x)$. Fix $p = \frac{d + \eta}{2\kappa}$ for some $\eta > 0$, and estimate by
\[
I_3(x) \leq \left(\int_{B_{|x|}(0)} \varphi^p(y)dy\right)^\frac{1}{p} \left(\int_{B_{C_1|x|}(x)} j^q(|x - y|)dy\right)^\frac{1}{q}
\]
By using Corollary 2.1 (3) and Lemma 6.1 (2) we have
\[
I_3(x) \leq \frac{(1 + \varepsilon)^3}{(2p\kappa - d)^\frac{1}{p}((q - 1)d + qa)p^{-\frac{1}{p}}C_1^{d+\alpha}}
\]
\[
= \left(\frac{d + pa}{(p - 1)(2p\kappa - d)}\right)^\frac{1}{p} \frac{p - 1}{d + pa}C_1^{\frac{d}{p} - \alpha}(1 + \varepsilon)^3 E(x)
\]
\[
= \left(\frac{2\kappa d + (d + \eta)\alpha}{(d + \eta - 2\kappa)\eta}\right)^\frac{2\eta}{2\kappa} \frac{d + \eta - 2\kappa}{2\kappa} \frac{d + \eta}{d + (d + \eta)\alpha}C_1^{\frac{2\kappa d + (d + \eta)\alpha}{2\kappa}}(1 + \varepsilon)^3 E(x).
\]
Finally consider \( I_5(x) \). We have
\[
I_5(x) \leq \frac{L_{\varphi}(x)}{2} \mathcal{J}(C_1|x|).
\]
By Corollary 2.1 (2) and the asymptotics of \( L_{\varphi}(x) \) we have
\[
I_5(x) \leq \frac{2\kappa(2\kappa + 1)d^2C_1^{2-\alpha}}{(2-\alpha)(1-C_1)^{2\kappa+2}}(1+\varepsilon)^3E(x).
\]
In sum,
\[
\varphi(x)V(x) \leq \left( \frac{1}{(d - 2\kappa)C_1^{d+\alpha}} + \frac{2\kappa(2\kappa + 1)d^2C_1^{2-\alpha}}{(2-\alpha)(1-C_1)^{2\kappa+2}} \right. \\
\left. + \left( \frac{2\kappa d + (d + \eta)\alpha}{(d + \eta - 2\kappa)\eta} \right) \frac{d + \eta - 2\kappa}{2d\kappa + (d + \eta)\alpha} C_1^{3-\alpha} \right) (1+\varepsilon)^3 \\
- \left( \frac{1}{\alpha(1+C_1)^\alpha} + \frac{(1-C_1)^d}{(d-2)C_1^{d+\alpha}} \right) (1-\varepsilon)^3 E(x).
\]
Define \( P(\varepsilon) = 3+3\varepsilon+\varepsilon^2 \) and \( Q(\varepsilon) = 3-3\varepsilon+\varepsilon^2 \) in such a way that \((1+\varepsilon)^3 = 1+\varepsilon P(\varepsilon) \) and \((1+\varepsilon)^3 = 1+\varepsilon Q(\varepsilon) \). Write \( P_M = \max_{\varepsilon\in[0,1]} |P(\varepsilon)|, Q_M = \max_{\varepsilon\in[0,1]} |Q(\varepsilon)|, \) and \( M = \max\{P_M, Q_M\} \), leading to \((1+\varepsilon)^3 \leq 1 + M\varepsilon, \) and \((1-\varepsilon)^3 \geq 1 - M\varepsilon, \) and finally thus to
\[
\varphi(x)V(x) \leq \left( H_-(C_1; d, \kappa, \alpha) + M\varepsilon H_-(C_1; d, \kappa, \alpha) + 2M\varepsilon \left( \frac{1}{\alpha(1+C_1)^\alpha} + \frac{(1-C_1)^d}{(d-2)C_1^{d+\alpha}} \right) \right) E(x),
\]
with the function \( H_-(t; d, \alpha, \kappa, \eta) \) given by (6.12). Using the notation (6.13) and taking \( C_1 \in \arg \min_{\varepsilon\in(0,1)} H_-(t; d, \alpha, \kappa, \eta) \) gives
\[
\varphi(x)V(x) \leq \left( K_-(d, \alpha, \kappa, \eta) + M\varepsilon \left( K_-(d, \alpha, \kappa, \eta) + \frac{2}{\alpha(1+C_1)^\alpha} \right) + \frac{2(1-C_1)^d}{(d-2)C_1^{d+\alpha}} \right) E(x).
\]
If
\[
K_-(d, \alpha, \kappa, \eta) + \frac{2}{\alpha(1+C_1)^\alpha} + \frac{2(1-C_1)^d}{(d-2)C_1^{d+\alpha}} < 0,
\]
then the proof is complete. Otherwise we can choose
\[
\varepsilon < -\frac{K_-(d, \alpha, \kappa, \eta)}{2 \left( K_-(d, \alpha, \kappa, \eta) + \frac{2}{\alpha(1+C_1)^\alpha} + \frac{2(1-C_1)^d}{(d-2)C_1^{d+\alpha}} \right)},
\]
to obtain \( \varphi(x)V(x) \leq \frac{1}{2} K_-(d, \alpha, \kappa, \eta) < 0. \)

The following gives sufficient conditions to check the main conditions (6.11) and (6.13) in the previous two theorems more directly in terms of the parameters.

**Proposition 6.1.** The following hold:

1. For fixed \( d \in \mathbb{N} \) and \( \alpha \in (0, 2) \) there exists \( \kappa^*(d, \alpha) > \frac{d-1}{2} \) such that \( K_+(d, \alpha, \kappa) > 0 \) for every \( \kappa \in (\kappa^*, \frac{d}{2}) \), where \( K_+ \) is defined in (6.11).

2. For fixed \( d \in \mathbb{N}, \eta > 0 \) and \( \kappa \in (0, \frac{d}{2}) \) there exists \( \alpha^* \in (0, 2) \) such that \( K_-(d, \alpha, \kappa, \eta) < 0 \) for every \( \alpha \in (0, \alpha^*) \), where \( K_- \) is defined in (6.13).

**Proof.** Consider (1) and the function
\[
G_+(\kappa) := H_+ \left( \frac{1}{2} \right) = \frac{2^{2\kappa+\alpha}}{3^{d+\alpha}(d-2\kappa)} + \frac{(2\kappa + \alpha)^{2\kappa+\alpha}2^{2\kappa+\alpha}}{3^{2\kappa+\alpha}(2\kappa + \alpha + 1)^{2\kappa+\alpha}} - \frac{(\alpha + d)^{2\alpha}}{\alpha} - \frac{2^{1+2\kappa+\alpha} \kappa(2\kappa + 1)d^2}{\alpha(2-\alpha)}. 
\]
Theorem 6.4. A first way to show positivity of the potential is to require positivity of the integrand in the local C\(V\) that is negative at infinity.

Remark 6.2. Since we have resonances as \(x \in \mathbb{R}\) and every upper/lower bound is given by the integral of the centered difference with \(\kappa\), we find that there exists \(\alpha^*\) such that for every \(\alpha \in (0, \alpha^*)\) we have \(G_-(\alpha) > 0\), implying \(K_-(d, \alpha, \kappa) < 0\).

6.2. Sign for exponentially light Lévy intensities

We have seen that for operators with exponentially light Lévy intensities, the dominating part of the upper/lower bound is given by the integral of the centered difference with \(h\) near zero. Hence a first way to show positivity of the potential is to require positivity of the integrand in the local part.

Theorem 6.4. Let Assumption 2.7 hold with \(\varphi \in \mathcal{Z}_{C_1}(\mathbb{R}^d)\) for some \(C_1 \in (0, 1)\), and suppose that there exists \(C_{\mu, \eta, \mu} > 0\) and \(\alpha \in (0, 2]\) such that \(\mu(t) \sim C_{\mu}t^{-\frac{1}{2}}e^{-\eta t}\) as \(t \to \infty\). Furthermore, suppose that \(D_h \varphi(x) > 0\) for all \(x \in B_{M_1}(0)\) and \(h \in B_{C_1|x|}(x)\). If there exists a function \(f : \mathbb{R}^d \to \mathbb{R}^+\) and constants \(M_1, C_2 > 0\), \(\omega \geq 2\) and \(\gamma \in \mathbb{R}\) such that \(f(x) \geq C_2|x|^{\gamma} \varphi(x)\) for all \(x \in B_{M_1}(0)\) and \(D_h \varphi(x) \geq f(x)|h|^\omega\) for all \(h \in B_{C_1|x|}(0)\), then there exists \(M > 0\) such that \(V(x) > 0\) for every \(x \in B_{M}(0)\).

Proof. Using positivity of \(\varphi\), we write

\[
V(x) = \frac{1}{2\varphi(x)} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh + \frac{\varphi(x)}{2\varphi(x)} \int_{B_{C_1|x|}(0)} \varphi(x + h) j(|h|) dh - \nu(B_{C_1|x|}(0))
\]

\[
\geq \frac{1}{2\varphi(x)} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh - \nu(B_{C_1|x|}(0)).
\]

For sufficiently large \(|x|\)

\[
\frac{1}{2\varphi(x)} \int_{B_{C_1|x|}(0)} D_h \varphi(x) j(|h|) dh \geq \frac{f(x)}{2\varphi(x)} \int_{B_{C_1|x|}(0)} |h|^{\omega} j(|h|) dh \geq \frac{C_2}{2} |x|^\gamma J_{\beta}(1),
\]

where \(\beta(r) = r^\omega\), which is bounded by Corollary 2.2 and the fact that \(\omega \geq 2\). Moreover, by part (1) of the same corollary there exist \(C_3, M_2 > 0\) such that

\[
\nu(B_{C_1|x|}(0)) \leq C_3|x|^\frac{d-\alpha-4}{2} e^{-C_1 \sqrt{\eta} |x|}, \quad x \in B_{M_2}(0),
\]

thus for large enough \(|x|\) we get

\[
V(x) \geq |x|^\gamma \left( \frac{C_2}{2} - C_3|x|^\frac{d-\alpha-4}{2} e^{-C_1 \sqrt{\eta} |x|} \right).
\]
Choose $M_3 > 0$ such that $r \mapsto r^{\frac{d-\alpha-4}{2}} e^{-C_1 \sqrt{\eta r}}$ is decreasing for $r \geq M_3$ and

$$
\frac{C_2}{2} - C_3 |x|^{\frac{d-\alpha-4}{2}} e^{-C_1 \sqrt{\eta |x|}} > \frac{C_2}{4},
$$

and put $M_4 = \frac{1}{e^{C_1}}$. Then by setting $M = \max_{i=1,\ldots,4} M_i$ it follows that $V(x) > \frac{C_2}{4} |x|^\gamma > 0$, for all $|x| > M$.

\[\square\]

**Remark 6.3.** A typical instance when Theorem 6.4 holds is in case that $\varphi \in C^2(\mathbb{R}^d)$, $D^2 \varphi(x)$ is positive definite for large enough $|x|$, and $\lambda_-(x) \geq |x|^\gamma \varphi(x)$ for some $\gamma \in \mathbb{R}$ with the ingredients $\lambda_-(x) = \min_{z \in A_C(x)} \lambda_{\min}(z)$, $A_C(x)$, and lowest eigenvalue $\lambda_{\min}(x)$ of $D^2 \varphi(x)$ used before in Proposition 4.2.

Instead of requiring the integrand to be positive as above, we may weaken it to the non-balancing condition used before.

**Theorem 6.5.** Let Assumption 2.1 hold with $\varphi \in Z_{C_1}(\mathbb{R}^d)$ for some $C_1 \in (0, 1)$, and suppose there exist $C_\mu, \eta > 0$ and $\alpha \in (0, 2]$ such that $\mu(t) \sim C_\mu t^{-\frac{\alpha}{2}} e^{-\eta t}$ as $t \to \infty$. Furthermore, suppose that

1. there exist $C_2, C_3, M_1, \eta_\varphi > 0$, $\gamma \geq 0$, and $\delta \in (\delta_-(\gamma), \delta_+(\gamma))$ such that $C_2 |x|^{\delta \gamma} e^{-\eta_\varphi |x|}$ for $x \in B_{M_1}^c(0)$, where

\[
\delta_-(\gamma) = \begin{cases} 
-d - \alpha & \text{if } \gamma = 0 \\
-\infty & \text{if } \gamma \neq 0
\end{cases}
\quad \text{and} \quad
\delta_+(\gamma) = \begin{cases} 
0 & \text{if } \gamma = 0 \\
+\infty & \text{if } \gamma \neq 0
\end{cases}
\]

2. $L_\varphi(x) \leq C_4 |x|^\delta e^{-\eta_\varphi |x|}$ with $C_4 > 0$, for every $x \in B_{M_\varphi}^c(0)$;

3. there exist a function $f : \mathbb{R}^d \to \mathbb{R}$ and two constants $M_2 > 0$ and $\omega \geq 2$ such that

\[
|D_h \varphi(x)| \geq f(x)|h|^\omega, \quad h \in B_{C_1(\varphi)}(0), \ x \in B_{M_2}^c(0);
\]

4. $f(x) \geq C_5 |x|^\delta e^{-\eta_\varphi |x|}$ with $C_5 > 0$, for every $x \in B_{M_2}^c(0)$.

Let $H_L^+, H_L^-$ be given as in Theorem 2.5 whenever they exist. The following hold:

(i) If $H_L^+ - H_L^- > 0$, then there exists $M_+ > 0$ such that $V(x) > 0$ for every $x \in B_{M_+}^c(0)$.

(ii) If $H_L^- - H_L^+ > 0$ and one of the conditions

(a) $\gamma \in [0, 1)$

(b) $\gamma = 1$, $\eta_\varphi < \sqrt{\eta_\mu}$ and $C_1 \in \left( \frac{\eta_\varphi}{\sqrt{\eta_\mu}}, 1 \right)$

is satisfied, then there exists $M_- > 0$ such that $V(x) < 0$ for every $x \in B_{M_-}^c(0)$.

**Proof.** Consider (i). By the assumptions we have for the positive and negative parts when $|x|$ is large enough,

\[
(D_h \varphi(x))^+ \geq f(x)|h|^\omega, \quad (D_h \varphi(x))^- \leq L_\varphi(x)|h|^\omega.
\]
Thus we have
\[
V(x) \geq \frac{1}{2\varphi(x)} \left( \int_{B_{C_1|x|}(0)} D_h\varphi(x)^+ j(|h|)dh - \int_{B_{C_1|x|}(0)} D_h\varphi(x)^- j(|h|)dh \right) - \nu(B_{C_1|x|}(0))
\]
\[
\geq \frac{f(x)}{2\varphi(x)} \int_{B_{C_1|x|}(0)} |h|^\omega j(|h|) 1_{\{D_h\varphi(x) \geq 0\}} dh - \frac{L\varphi(x)}{2\varphi(x)} \int_{B_{C_1|x|}(0)} |h|^2 j(|h|) 1_{\{-D_h\varphi(x) \geq 0\}} dh
\]
\[
- \nu(B_{C_1|x|}(0))
\]
\[
\geq \frac{|x|^{2(\gamma-1)}}{2C_3} \left( C_5 \int_{B_{C_1|x|}(0)} |h|^\omega j(|h|) 1_{\{D_h\varphi(x) \geq 0\}} dh - C_4 \int_{B_{C_1|x|}(0)} |h|^2 j(|h|) 1_{\{-D_h\varphi(x) \geq 0\}} dh \right)
\]
\[
- C_6|x|^\frac{d-\alpha-1}{2} e^{-C_1\sqrt{\mu}|x|}
\]
for a suitable constant $C_6 > 0$, where we used Corollary 2.2 (1). Multiplying by $2C_3|x|^{2(\gamma-1)}$ and taking $|x| \to \infty$, the right-hand side gives $H_f^+ - H_L^- > 0$. Thus there exist $C_7 \in (0,1)$ and $M_+ > 0$ such that
\[
C_3|x|^{2(\gamma-1)} V(x) \geq C_7(H_f^+ - H_L^-) > 0, \quad x \in B_M^c(0).
\]
Next consider (ii). Since $\nu(B_{C_1|x|}(0))$ is positive, on splitting the integral we can write
\[
V(x) \leq \frac{1}{2\varphi(x)} \left( \int_{B_{C_1|x|}(0)} (D_h\varphi(x))^+ j(|h|)dh - \int_{B_{C_1|x|}(0)} (D_h\varphi(x))^- j(|h|)dh \right)
\]
\[
+ \frac{1}{\varphi(x)} \int_{B_{C_1|x|}(0)} \varphi(x + h) j(|h|) dh.
\]
For $|x|$ large enough,
\[
\frac{1}{\varphi(x)} \int_{B_{C_1|x|}(0)} \varphi(x + h) j(|h|) dh \leq \frac{\|\varphi\|_{\infty}}{\varphi(x)} \nu(B_{C_1|x|}(0)).
\]
By Corollary 2.2 (1) we have for a suitable constant $C_9 > 0$ and sufficiently large $|x|$,
\[
\frac{1}{\varphi(x)} \int_{B_{C_1|x|}(0)} \varphi(x + h) j(|h|) dh \leq C_9|x|^\frac{d-\alpha-1}{2} e^{-C_1\sqrt{\mu}|x|}.
\]
Also, $(D_h\varphi(x))^+ \leq L\varphi(x)|h|^2$, $(D_h\varphi(x))^- \geq f(x)|h|^\omega$, and thus by using the bounds on $L\varphi$ and $f$, we obtain
\[
2C_3|x|^{2(\gamma-1)} V(x) \leq C_4 \int_{B_{C_1|x|}(0)} |h|^2 j(|h|) dh - C_5 \int_{B_{C_1|x|}(0)} |h|^\omega j(|h|) dh
\]
\[
+ C_{10}|x|^\frac{d-\alpha-1}{2} e^{-2(\gamma-1)C_1\sqrt{\mu}|x|}.
\]
where $C_{10} = 2C_3C_9$. Taking the limit $|x| \to \infty$ and using that under the assumptions $\eta_\varphi |x|^\gamma - C_1\sqrt{\mu} |x| \to -\infty$, the right-hand side gives $H_L^- - H_f^+ < 0$, so that with $C_{11} \in (0,1)$ and $M_- > 0$
\[
2C_3|x|^{2(\gamma-1)} V(x) \leq C_{11}(H_L^- - H_f^+) < 0, \quad x \in B_M^c(0).
\]
\[\square\]

Remark 6.4. For $\gamma = 0$ we obtain again the case of $\varphi \asymp |x|^{-2\kappa}$ where $2\kappa = -\delta$. In this case Theorem 5.5 still holds if $L\varphi \leq C_4|x|^{-2(\kappa+\eta)}$ and $f(x) \geq C_5|x|^{-2(\kappa+\eta)}$. Moreover, the theorem continues to hold if $\varphi \in Z_{C_1}^d(\mathbb{R}^d)$ for some $\beta_1 \in L_1^{d+1}(\mathbb{R}^d, \nu)$ and $|D_h\varphi(x)| \geq f(x)\beta_2(|h|)$ where $\beta_2 \leq \beta_1$. 
In spite of the fact that the positivity part of the previous result holds even for $\gamma > 1$, the non-balance hypothesis is not necessary to guarantee positivity. Indeed we can show the following result.

**Theorem 6.6.** Let Assumption [2.1] hold with $\varphi \in Z_{C_1}(\mathbb{R}^d)$ for some $C_1 \in (0, 1)$, and suppose that there exist $C_\mu, \eta > 0$ and $\alpha \in (0, 2]$ such that $m(t) \sim C_\mu t^{-1+\alpha} e^{-\eta t}$ as $t \to \infty$. Furthermore, suppose that

1. there exist $C_2, C_3, M_1, \eta_\varphi, \delta > 0$, $\gamma \geq 1$ such that $C_2|x|^\delta e^{-\eta_\varphi|x|^\gamma} \leq \varphi(x) \leq C_3|x|^\delta e^{-\eta_\varphi|x|^\gamma}$ for $x \in B_{M_1}^c(0)$;
2. if $\gamma = 1$, then $\eta_\varphi > \sqrt{\eta_\mu}$ and $C_1 \in \left(2 - \frac{\eta_\mu}{\sqrt{\eta_\mu}}, 1\right)$;
3. $L_\varphi(x) \leq C_4|x|^{\delta+2(\gamma-1)} e^{-\eta_\varphi|x|^\gamma}$ with $C_4 > 0$, for all $x \in B_{M_\varphi}^c(0)$.

Then there exists $M_+ > 0$ such that $V(x) > 0$ for every $x \in B_{M_+}^c(0)$.

**Proof.** Recall that by Proposition 2.4 and Corollary 2.2, $J(C_1|x|)$ is bounded by a constant $C_5 > 0$ and there exist $C_6, C_7, M_2 > 0$ such that

$$j((2-C_1)|x|) \leq C_6|x|^{-\frac{d+\alpha-1}{2}} e^{-(2-C_1)\sqrt{\eta_\mu}|x|}, \quad \nu(B_{C_1}^c|x|)(0) \leq C_7|x|^{\frac{d-\alpha-4}{2}} e^{-C_1\sqrt{\eta_\mu}|x|}$$

for all $x \in B_{M_2}^c(0)$. Thus for sufficiently large $|x|$ we have

$$V(x) \geq \frac{1}{\varphi(x)} \int_{B_{M_1}^c(0)} \varphi(x+h) j(|h|) dh - \frac{1}{\varphi(x)} \int_{B_{C_1}^c(0)} |D_h \varphi(x)| j(|h|) dh - \nu(B_{C_1}^c|x|)(0)$$

$$\geq \frac{\|\varphi\|_{L^1(B_1(0))}}{\varphi(x)} \left(\frac{\varphi}{2} - \frac{L_\varphi(x)}{2\varphi(x)} J(C_1|x|) - \nu(B_{C_1}^c|x|)(0)\right)$$

$$\geq C_8|x|^{-\frac{d+\alpha+1}{2}} e^{\eta_\varphi|x|^\gamma-(2-C_1)\sqrt{\eta_\mu}|x|} - C_9|x|^{2(\gamma-1)} - C_7|x|^{\frac{d-\alpha-4}{2}} e^{-C_1\sqrt{\eta_\mu}|x|},$$

where $C_8 = \frac{\|\varphi\|_{L^1(B_1(0))}}{C_3} C_6$ and $C_9 = \frac{C_6 C_2}{C_1}$. Multiplying by $|x|^{2(1-\gamma)}$, using that in the limit $|x| \to \infty$ we get $\eta_\varphi|x|^\gamma - (2-C_1)\sqrt{\eta_\mu} |x| \to \infty$ and

$$\lim_{|x| \to \infty} C_8|x|^{-\frac{d+\alpha+1}{2} - \frac{d-\alpha-4}{2} + 2(1-\gamma)} e^{\eta_\varphi|x|^\gamma-(2-C_1)\sqrt{\eta_\mu}|x|} - C_9 - C_7|x|^{\frac{d-\alpha-4}{2} + 2(1-\gamma)} e^{-C_1\sqrt{\eta_\mu}|x|} = \infty,$$

we conclude that there exists $M > 0$ such that

$$|x|^{2(1-\gamma)} V(x) \geq C_8|x|^{-\frac{d+\alpha+1}{2} - \frac{d-\alpha-4}{2} + 2(1-\gamma)} e^{\eta_\varphi|x|^\gamma-(2-C_1)\sqrt{\eta_\mu}|x|} - C_9 - C_7|x|^{\frac{d-\alpha-4}{2} + 2(1-\gamma)} e^{-C_1\sqrt{\eta_\mu}|x|} > 1,$$

for every $x \in B_{M}^c(0)$. \hfill \Box

For the massive relativistic operator $L_{m,\alpha}$ we can make a further observation. We show that the effect of the massive part on the sign of the potential is negligible in sets of the form $B_{M+\delta}(0) \setminus B_M(0)$ if the mass is under a critical value $m_*(\delta)$ depending on the width of the set.

**Proposition 6.2.** Let Assumption [2.1] hold for the massive relativistic Schrödinger operator $H = L_{m,\alpha} + V$, with radially symmetric, decreasing $\varphi \in Z_{C_1}(\mathbb{R}^d)$, and $d + \alpha > 2$.

1. If there exists $M > 0$ such that $L_{0,\alpha,\varphi}(x) > 0$ for $x \in B_{M}^c(0)$ and for every $\delta > 0$ there exists $C(\delta) > 0$ such that $L_{0,\alpha,\varphi}(x) > C(\delta)$ for all $x \in B_{M+\delta}(0) \setminus B_M(0)$, then there exists $m^*(\delta)$ such that for $m < m^*(\delta)$ we have $V(x) > 0$ for every $x \in B_{M+\delta}(0) \setminus B_M(0)$.
2. If there exists $M > 0$ such that $L_{0,\alpha,\varphi}(x) < 0$ for $x \in B_{M}^c(0)$ and for any $\delta > 0$ there exists $C(\delta) < 0$ such that $L_{0,\alpha,\varphi}(x) < C(\delta)$ for all $x \in B_{M+\delta}(0) \setminus B_M(0)$, then there exists $m_*(\delta)$ such that for $m < m_*(\delta)$ we have $V(x) < 0$ for every $x \in B_{M+\delta}(0) \setminus B_M(0)$. 


Proof. Rearranging in (2.28), we write \( \varphi(x)V(x) = L_{0,\alpha}\varphi(x) - G_{m,\alpha}\varphi(x) \). Consider claim (1) above. Using Lemma 2.2 above, we get
\[
\varphi(x)V(x) \geq L_{0,\alpha}\varphi(x) - 2m \|\varphi\|_{\infty}.
\]
Fix \( \delta > 0 \) and consider \( x \in B_{M+\delta}(0) \setminus B_M(0) \). Then there exists a constant \( C(\delta) > 0 \) such that
\[
\varphi(x)V(x) > C(\delta) - 2m \|\varphi\|_{\infty}.
\]
Thus taking \( m^*(\delta) = \frac{C(\delta)}{2\|\varphi\|_{\infty}} \) gives \( \varphi(x)V(x) > 0 \) for \( m < m^*(\delta) \). To show (2) we proceed similarly. Since we also have
\[
\varphi(x)V(x) \leq L_{0,\alpha}\varphi(x) + 2m \|\varphi\|_{\infty},
\]
fixing \( \delta > 0 \) and taking \( x \in B_{M+\delta}(0) \setminus B_M(0) \), we find \( C(\delta) < 0 \) such that
\[
\varphi(x)V(x) < C(\delta) + 2m \|\varphi\|_{\infty}.
\]
Taking then \( m_*(\delta) = \frac{|C(\delta)|}{2\|\varphi\|_{\infty}} \), we obtain \( \varphi(x)V(x) < 0 \) for \( m < m_*(\delta) \).

\[\square\]

7. The shape of potentials

7.1. Symmetry properties

Our first result is about rotational symmetry of the potentials. Recall the notation (2.7).

**Theorem 7.1.** Let Assumption 2.1 hold with \( \varphi \in Z(\mathbb{R}^d) \) radially symmetric. Then there exists a function \( v : [0, \infty) \to \mathbb{R} \) such that \( V(x) = v(|x|) \), for all \( x \in \mathbb{R}^d \).

**Proof.** It suffices to show that for every rotation \( R \in \text{SO}(d) \) we have \( V(Rx) = V(x) \). By using Proposition 2.6, rotational symmetry of \( \varphi \), the change of variable \( w = R^{-1}y \) and the rotational invariance of Lebesgue measure, we readily obtain
\[
V(Rx) = \frac{1}{\varphi(Rx)} \lim_{\varepsilon \downarrow 0} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(Rx)} (\varphi(y) - \varphi(Rx)) j(|Rx - y|) dy
= \frac{1}{\varphi(x)} \lim_{\varepsilon \downarrow 0} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} (\varphi(y) - \varphi(x)) j(|Rx - y|) dy
= \frac{1}{\varphi(x)} \lim_{\varepsilon \downarrow 0} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} (\varphi(Rw) - \varphi(x)) j(|Rx - Rw|) dw
= \frac{1}{\varphi(x)} \lim_{\varepsilon \downarrow 0} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} (\varphi(w) - \varphi(x)) j(|x - w|) dw = V(x).
\]

\[\square\]

Next we show results on reflection symmetry of the potentials.

**Theorem 7.2.** Let Assumption 2.1 hold with a radially symmetric \( \varphi \in Z(\mathbb{R}^d) \). Furthermore, assume there exists a hyperplane \( \pi \ni 0 \) such that \( \varphi(Px) = \varphi(x) \), where \( P \) denotes reflection with respect to \( \pi \). Then \( V(Px) = V(x) \), for all \( x \in \mathbb{R}^d \).
Proof. Similarly as in the previous result, using Proposition \[2.6\] and that \( P \) is an isometry, we obtain

\[
V(Px) = \lim_{\varepsilon \downarrow 0} \frac{1}{\varphi(Px)} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(Px)} \left( \varphi(y) - \varphi(Px) \right) j(|Px - y|) dy = \\
\phantom{V(Px)} = \lim_{\varepsilon \downarrow 0} \frac{1}{\varphi(x)} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} \left( \varphi(y) - \varphi(x) \right) j(|Px - y|) dy = \\
\phantom{V(Px)} = \lim_{\varepsilon \downarrow 0} \frac{1}{\varphi(x)} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} \left( \varphi(Pw) - \varphi(x) \right) j(|Px - Pw|) dw = \\
\phantom{V(Px)} = \lim_{\varepsilon \downarrow 0} \frac{1}{\varphi(x)} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} \left( \varphi(w) - \varphi(x) \right) j(|x - w|) dw = V(x).
\]

\[
\square
\]

**Theorem 7.3.** Let Assumption \[2.7\] hold with \( \varphi \in Z(\mathbb{R}^d) \) radially symmetric and non-negative. Furthermore, suppose there exists an hyperplane \( \pi \ni 0 \) such that \( \varphi(Px) = -\varphi(x) \), where \( P \) is reflection with respect to \( \pi \). If the nodal set of \( \varphi \) coincides with \( \pi \), then \( V(Px) = V(x) \) for every \( x \in \mathbb{R}^d \).

**Proof.** If \( x \in \pi \), then \( V(Px) = V(x) \) by the fact that \( x \) is a fixed point of \( P \).

We have for every \( x \not\in \pi \),

\[
V(Px) = \lim_{\varepsilon \downarrow 0} \frac{1}{\varphi(Px)} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(Px)} \left( \varphi(y) - \varphi(Px) \right) j(|Px - y|) dy = \\
\phantom{V(Px)} = -\lim_{\varepsilon \downarrow 0} \frac{1}{\varphi(x)} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} \left( \varphi(y) + \varphi(x) \right) j(|Px - y|) dy = \\
\phantom{V(Px)} = -\lim_{\varepsilon \downarrow 0} \frac{1}{\varphi(x)} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} \left( \varphi(Pw) + \varphi(x) \right) j(|Px - Pw|) dw = \\
\phantom{V(Px)} = -\lim_{\varepsilon \downarrow 0} \frac{1}{\varphi(x)} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} \left( -\varphi(w) + \varphi(x) \right) j(|x - w|) dw = \\
\phantom{V(Px)} = \lim_{\varepsilon \downarrow 0} \frac{1}{\varphi(x)} \int_{\mathbb{R}^d \setminus B_{\varepsilon}(x)} \left( \varphi(w) - \varphi(x) \right) j(|x - w|) dw = V(x).
\]

\[
\square
\]

### 7.2. Behaviour of the potentials at zero

**Theorem 7.4.** Let Assumption \[2.7\] hold with a complete Bernstein function \( \Phi \in B_0 \) such that \( \Phi(u) \asymp u^{\alpha/2} \ell(u) \) as \( u \to \infty \), for some \( \alpha \in (0, 2) \) and a slowly varying function at infinity \( \ell \). Let \( \varphi \in Z(\mathbb{R}^d) \) satisfy the following properties:

1. There exists a constant \( r_1 > 0 \) such that \( \varphi \in Z_{r_1}(B_{r_1}(0)) \); denote \( 0 < R_1 < \inf_{x \in B_{r_2}(0)} R_\varphi(x) \).
2. There exists a real-valued, decreasing function \( \rho \in C^3(\mathbb{R}^+) \), which can be extended to an even function in \( C^3(\mathbb{R}) \), such that \( \varphi(x) = \rho(|x|) \).
3. There exists a unique \( R_2 \) such that \( \rho''(r) < 0 \) for \( r \in (0, R_2) \) and \( \rho''(r) > 0 \) for \( r > R_2 \), moreover there exists \( R_3 > R_2 \) such that \( \rho'''(r) > 0 \), for every \( r \in (0, R_3) \).
4. For every \( x \in B_{r_2}^c(0) \) the matrix \( D^2 \varphi(x) \) is positive definite.
5. There exist constants \( r_2, C_1 > 0 \) and \( \kappa > 1 \) such that for every \( x \in B_{r_2}(0) \)

\[
\frac{\varphi(0)|x|^{2\kappa}}{C_1(1 + |x|^{2\kappa})} \leq \varphi(0) - \varphi(x) \leq \frac{C_1 \varphi(0)|x|^{2\kappa}}{1 + |x|^{2\kappa}}.
\]
If \( \varphi(0) \) is a local maximum of \( \varphi \), then \( V(0) \) is a strict local minimum of \( V \).

Proof. We proceed in several steps.

Step 1: Using (3.1), we start from the expression

\[
2(V(0) - V(x)) = \frac{1}{\varphi(0)} \int_{\mathbb{R}^d} D_h \varphi(0) j(|h|) dh + \frac{1}{\varphi(x)} \int_{\mathbb{R}^d} D_h \varphi(x) j(|h|) dh
\]

Choose \( R_4 > 0 \) and split the integral as

\[
2(V(0) - V(x)) = \frac{1}{\varphi(0)} \left( \int_{B_{R_4}(0)} + \int_{B_{R_4}^c(0)} \right) (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh
\]

Since \( \int_{B_{R_4}^c(0)} D_h \varphi(x) j(|h|) dh = 2 \int_{B_{R_4}^c(0)} (\varphi(x + h) - \varphi(x)) j(|h|) dh \), we furthermore have

\[
2(V(0) - V(x)) = \frac{1}{\varphi(0)} \int_{\mathbb{R}^d} (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh - \left( \frac{1}{\varphi(x)} - \frac{1}{\varphi(0)} \right) \varphi(x) V(x)
\]

\[
= \frac{1}{\varphi(0)} \int_{B_{R_4}(0)} (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh - \left( \frac{1}{\varphi(x)} - \frac{1}{\varphi(0)} \right) \varphi(x) V(x)
\]

\[
+ \frac{2}{\varphi(0)} \int_{B_{R_4}^c(0)} (\varphi(h) - \varphi(0) - \varphi(x + h) + \varphi(x)) j(|h|) dh
\]

\[
= \frac{1}{\varphi(0)} \int_{B_{R_4}(0)} (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh - \frac{2(\varphi(0) - \varphi(x))}{\varphi(0)} \nu(B_{R_4}^c(0))
\]

\[
- \frac{2}{\varphi(0)} \int_{B_{R_4}^c(0)} (\varphi(x + h) - \varphi(h)) j(|h|) dh - \left( \frac{1}{\varphi(x)} - \frac{1}{\varphi(0)} \right) \varphi(x) V(x).
\]

Consider \( R_1 > 0 \) as defined and break up the integrals further like

\[
2(V(0) - V(x)) = \frac{1}{\varphi(0)} \int_{B_{R_1}(0) \cap B_{R_4}(0)} (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh
\]

\[
+ \frac{1}{\varphi(0)} \int_{B_{R_1}(0)} (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh
\]

\[
- \frac{2(\varphi(0) - \varphi(x))}{\varphi(0)} \nu(B_{R_4}^c(0)) - \left( \frac{1}{\varphi(x)} - \frac{1}{\varphi(0)} \right) \varphi(x) V(x)
\]

\[
- \frac{2}{\varphi(0)} \int_{B_{R_4}^c(0)} (\varphi(x + h) - \varphi(h)) j(|h|) dh.
\]
Using that $\varphi(x + h) = \varphi(h) + \nabla \varphi(h) \cdot x + \langle D^2 \varphi(\bar{x}(x,h))x, x \rangle$ with $\bar{x}(x,h) \in [h, x + h]$, and $\nabla \varphi(h) = \frac{\partial}{\partial h} \varphi(h)$, we obtain

$$2(V(0) - V(x)) = \frac{1}{\varphi(0)} \int_{B_{R_1}(0) \cap B_{R_4}(0)} (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh$$

$$+ \frac{1}{\varphi(0)} \int_{B_{R_1}(0)} (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh$$

$$- \frac{2(\varphi(0) - \varphi(x))}{\varphi(0)} \nu(B_{R_4}(0)) - \left( \frac{1}{\varphi(x)} - \frac{1}{\varphi(0)} \right) \varphi(x) V(x)$$

$$- \frac{2}{\varphi(0)} \int_{B_{R_4}(0)} (D^2 \varphi(\bar{x}(x,h))x, x) j(|h|) dh.$$

Denote

$$I_1 = \int_{B_{R_1}(0) \cap B_{R_4}(0)} (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh$$

$$I_2 = \int_{B_{R_1}(0)} (D_h \varphi(0) - D_h \varphi(x)) j(|h|) dh$$

$$I_3 = \int_{B_{R_4}(0)} (D^2 \varphi(\bar{x}(x,h))x, x) j(|h|) dh.$$

Next we estimate them one by one.

**Step 2:** For every $R_5 > R_4$ we have

$$I_3 \geq \int_{B_{R_4}(0) \cap B_{R_5}(0)} (D^2 \varphi(\bar{x}(x,h))x, x) j(|h|) dh.$$

Given that $\bar{x}(x,h) \in [h, x + h]$, it also belongs to $B_{R_4-|x|}(0) \cap B_{R_5+|x|}(0)$. Choose $|x| < r_3$ with $r_3 < \min\{r_1, r_2\}$ such that $R_4 - r_3 > R_2$, and denote $A_{R_4, R_5} = B_{r_3}^c(0) \cap B_{R_5}(0)$. Consider any $R_6 \in (R_2, R_4-r_3)$ giving that $\bar{x}(x,h) \in A_{R_6, R_5+r_3}$. Since $\varphi \in C^2(\mathbb{R}^d)$, we know that $D^2 \varphi$ is continuous and for every $x \in A_{R_6, R_5+r_3}$ the matrix $D^2 \varphi(x)$ is positive definite by assumption (4) above. Consider the lowest eigenvalue $\lambda_{\min}(x)$ for $x \in A_{R_6, R_5+r_3}$ and denote $\lambda_{\min} = \min_{x \in A_{R_6, R_5+r_3}} \lambda_{\min}(x) > 0$. We have

$$\langle D^2 \varphi(\bar{x}(x,h))x, x \rangle \geq \lambda_{\min} |x|^2,$$

and thus

$$I_3 \geq \lambda_{\min} |x|^2 \nu(A_{R_4, R_5}).$$

**Step 3:** Concerning $I_2$, we have

$$I_2 \leq \int_{B_{R_1}(0)} |D_h \varphi(0) - D_h \varphi(x)| j(|h|) dh \leq \int_{B_{R_1}(0)} (|D_h \varphi(0)| + |D_h \varphi(x)|) j(|h|) dh$$

$$\leq (L\varphi(0) + L\varphi(x)) \mathcal{J}(R_1),$$

Recall that $\mathcal{J}(R) \to 0$ as $R \to 0$.

**Step 4:** To estimate $I_1$, fix $h \in A_{R_1, R_4}$ and consider the function $F_h(x) = D_h \varphi(x)$. We need first some elementary analysis. Write

$$F_h(x) = F_h(0) + \nabla F_h(0) \cdot x + \frac{1}{2} \langle D^2 F_h(0)x, x \rangle - \mathcal{R}_h(x),$$
where $\mathcal{R}_h(x) = o(|x|^2)$. Since $\nabla F(x) = \nabla \varphi(x+h) - 2\nabla \varphi(x) + \nabla \varphi(x-h)$, where $\nabla \varphi(x) = \frac{\partial}{\partial x} \rho'(|x|)$ and $\nabla \varphi(0) = 0$. Thus
\[
\nabla F(0) = \nabla \varphi(h) - 2\nabla \varphi(0) + \nabla \varphi(-h) = \frac{h}{|h|} \rho'(|h|) - \frac{h}{|h|} \rho'(|h|) = 0,
\]
allowing to write $F_h(0) - F_h(x) = -\frac{1}{2} \langle D^2 F_h(0), x, x \rangle + \mathcal{R}_h(x)$, so that
\[
(7.1) \quad I_1 = -\frac{1}{2} \int_{A_{R_1,R_4}} \left( \sum_{i,j=1}^d \frac{\partial^2 F}{\partial x_i \partial x_j} (0) x_i x_j + \mathcal{R}_h(x) \right) j(|h|)dh.
\]
Computing derivatives gives for $i \neq j$
\[
\frac{\partial^2 \varphi}{\partial x_i \partial x_j}(x) = \frac{x_i x_j}{|x|^3} (|x|^2 - |x|^2) \rho''(|x|) - \rho'(|x|)) = \frac{|x|^2 - |x|^2}{|x|^3} \rho''(|x|) - \rho'(|x|)
\]
and
\[
\frac{\partial^2 \varphi}{\partial x_i \partial x_j}(0) = 0, \quad \frac{\partial^2 F_h}{\partial x_i \partial x_j}(0) = 2 \frac{h_i h_j}{|h|^3} (|h| \rho''(|h|) - \rho'(|h|)).
\]
In particular, by symmetry of the domain $A_{R_1,R_4}$ we get
\[
\int_{A_{R_1,R_4}} \frac{h_i h_j}{|h|^3} (|h| \rho''(|h|) - \rho'(|h|)) x_i x_j j(|h|)dh = 0
\]
and hence in (7.1) the mixed derivatives do not contribute. By further computing,
\[
\frac{\partial^2 \varphi}{\partial x_i^2}(x) = \frac{(|x|^2 - |x|^2) \rho'(|x|) + x_i^2 |x|^2 \rho''(|x|)}{|x|^3}, \quad \frac{\partial^2 \varphi}{\partial x_i^2}(0) = \lim_{k \to 0} \frac{\rho'(k)}{k} = \rho''(0),
\]
moreover
\[
\frac{\partial^2 F_h}{\partial x_i^2}(0) = 2 \left( \frac{|h|^2 - h_i^2}{|h|^3} \rho'(|h|) - |h| \rho''(0) \right) + h_i^2 |h| (|h|^2 \rho''(|h|) - \rho''(0)).
\]
Notice that due to $\rho \in C^3(\mathbb{R}^+)$, there exist functions $\tilde{h}_1(|h|)$ and $\tilde{h}_2(|h|)$ such that
\[
\rho'(|h|) = |h| \rho''(0) = \rho''(\tilde{h}_1(|h|)) |h|^{2} \quad \text{and} \quad \rho''(|h|) - \rho''(0) = \rho''(\tilde{h}_2(|h|)) |h|.
\]
This gives
\[
\frac{\partial^2 F_h}{\partial x_i^2}(0) = 2 \left( \sum_{j \neq i} h_j^2 \right) \rho''(\tilde{h}_1(|h|)) |h|^2 + h_i^2 |h|^2 \rho''(\tilde{h}_2(|h|)).
\]
Recall that $\tilde{h}_1(|h|), \tilde{h}_2(|h|) \in [0,|h|] \subset (0, R_4)$. We can then choose $R_4 \in (R_2, R_3)$ such that $\frac{\partial^2 F_h}{\partial x_i^2}(0) > 0$ for all $h \in A_{R_1,R_4}$. This yields
\[
I_1 = -\frac{1}{2} \int_{A_{R_1,R_4}} \left( \sum_{i=1}^d \frac{\partial^2 F}{\partial x_i^2} (0) x_i^2 + \mathcal{R}_h(x) \right) j(|h|)dh \leq -\frac{1}{2} \int_{A_{R_1,R_4}} \mathcal{R}_h(x) j(|h|)dh.
\]
Again, since $\varphi \in C^3(\mathbb{R}^d)$, the remainder term $\mathcal{R}_h(x)$ can be written as
\[
\mathcal{R}_h(x) = \frac{1}{6} \sum_{i,j,k=1}^d \frac{\partial^3 F_h(x)}{\partial x_i \partial x_j \partial x_k} (\bar{x}(x,h)) x_i x_j x_k
\]
for some $\bar{x}(x,h) \in [0,x]$. Since $x \in B_{R_4}(0)$ and $h \in A_{R_1,R_4}$, take $(x,h) \in B_{R_1}(0) \times B_{R_4}(0) = C$, which implies that there exists a constant $M > 0$ such that for every $(x,h) \in C$
\[
\mathcal{R}_h(x) \geq -|\mathcal{R}_h(x)| \geq -2M |x|^3.
\]
Thus we have
\[ \sum_{i=1}^{d} \frac{\partial^2 F_i(x_i^2)}{\partial x_i^2} x_i^2 + R_h(x) \geq \sum_{i=1}^{d} \frac{\partial^2 F_i(x_i^2)}{\partial x_i^2} x_i^2 - 2M|x|^3, \]
which is positive for \(|x|\) small enough. Choose then \(r_4 < r_3\) such that for every \(x \in B_{r_4}(0)\) the right-hand side above is positive, and suppose that \(R_1 < \frac{R_4}{2}\). Then \(A_{R_1,R_4} \subset A_{R_4/2,R_4}\) and for \(x \in B_{r_4}(0)\) we have
\[ \int_{A_{R_1,R_4}} \left( \sum_{i=1}^{d} \frac{\partial^2 F_i(x_i^2)}{\partial x_i^2} x_i^2 + R_h(x) \right) j(|h|)dh \geq \int_{A_{R_4/2,R_4}} \left( \sum_{i=1}^{d} \frac{\partial^2 F_i(x_i^2)}{\partial x_i^2} x_i^2 + R_h(x) \right) j(|h|)dh. \]
Hence
\[ I_1 = -\frac{1}{2} \int_{A_{R_1,R_4}} \left( \sum_{i=1}^{d} \frac{\partial^2 F_i(x_i^2)}{\partial x_i^2} x_i^2 + R_h(x) \right) j(|h|)dh \]
\[ \leq -\frac{1}{2} \int_{A_{R_4/2,R_4}} \left( \sum_{i=1}^{d} \frac{\partial^2 F_i(x_i^2)}{\partial x_i^2} x_i^2 + R_h(x) \right) j(|h|)dh \leq -\frac{1}{2} \int_{A_{R_4/2,R_4}} R_h(x) j(|h|)dh. \]
This then leads to \(I_1 \leq M_2|x|^3\) where \(M_2 = M\nu(A_{R_4/2,R_4}).\)

Step 5: Using the lower bound in assumption (5) above to estimate the factor \(\frac{2(\varphi(0) - \varphi(x))}{\varphi(0)}\), a combination of the above steps gives
\[ 2(V(0) - V(x)) \leq \frac{1}{\varphi(0)} M_2|x|^3 + \frac{L\varphi(0) + L\varphi(x)}{\varphi(0)} J(R_1) \]
\[ \quad - \frac{2}{C_1(1 + |x|^{2\kappa})} \nu(B_{r_4}^c(0)) - \frac{2\lambda_{\text{min}}}{\varphi(0)} |x|^2 \nu(A_{R_3,R_5}) - \left( \frac{1}{\varphi(x)} - \frac{1}{\varphi(0)} \right) \varphi(x) V(x). \]
The same assumption also gives on rearrangement
\[ \frac{1}{\varphi(x)} - \frac{1}{\varphi(0)} \geq \frac{|x|^{2\kappa}}{\varphi(0)(C_1(1 + |x|^{2\kappa}) - |x|^{2\kappa})}. \]
Since \(\rho\) is decreasing, we may choose \(r_3 < \min\{1, \inf_{x \in B_{r_2}(0)} R\varphi(x)\}\) so that \(\varphi(x) \geq \rho(1)\) and thus
\[ 2(V(0) - V(x)) \leq \frac{M_2}{\varphi(0)} |x|^3 + \frac{(L\varphi(0) + L\varphi(x))}{\varphi(0)} J(R_1) \]
\[ \quad - \frac{2\nu(B_{r_4}^c(0))}{C_1(1 + |x|^{2\kappa})} |x|^{2\kappa} - \frac{2\lambda_{\text{min}}}{\varphi(0)} \nu(A_{R_3,R_5}) |x|^2 \]
\[ \quad + \rho(1) \|V\|_{L^\infty(B_{r_2}(0))} \frac{|x|^{2\kappa}}{\varphi(0)(C_1(1 + |x|^{2\kappa}) - |x|^{2\kappa})}, \]
where in the last line we used that by assumption (1) we also know that \(V\) is bounded in \(B_{r_3}(0)\) and thus \(V(x) \geq -|V(x)| \geq -\|V\|_{L^\infty(B_{r_2}(0))}\).

Step 6: To conclude, we need an estimate on \(J(R_1)\) obtained in Step 3. Since \(R_1\) is featured only in \(\mathcal{J}\), we have the freedom to choose it \(x\)-dependent. By [50, Th. 3.4] we know that \(j(r) \asymp r^{-d-\alpha}\ell(r^{-2})\) as \(r \to 0\), thus we have by the monotone density theorem
\[ \mathcal{J}(R_1) = \int_{B_{R_1}(0)} |h|^2 j(|h|)dh = d\omega_d \int_0^{R_1} r^{d+1} j(r)dr \]
\[ \leq C_2 d\omega_d \int_0^{R_1} r^{1-\alpha}\ell(r^{-2})dr \leq C_3 d\omega_d R_1^{2-\alpha}\ell(R_1^{-2}). \]
for a constant $C_3$ and $R_1$ small enough. Choose $R_1(x) = |x|^p$ for some $p > 0$, and observe that $|x|^p < R_2$ for small enough $|x|$. We then obtain

$$2(V(0) - V(x)) \leq \frac{1}{\varphi(0)} M|x|^3 + C_3 d \omega_d \frac{(f(0) + f(x))}{\varphi(0)}|x|^{p(2-\alpha)} \ell(|x|^{-2p})$$

$$- \frac{2|x|^{2\kappa}}{C_1(1 + |x|^{2\kappa})} \rho(B_{R_4}^e(0)) - \frac{2\lambda_{\min}}{\varphi(0)} |x|^2 \nu(A_{R_4,R_5})$$

$$+ \frac{|x|^{2\kappa}}{\varphi(0)(C_1(1 + |x|^{2\kappa}) - |x|^{2\kappa})} \rho(1) \|V\|_{L^\infty(B_{r_3}(0))}$$

$$= \left(q(|x|) - \frac{2\lambda_{\min}}{\varphi(0)} \nu(A_{R_4,R_5})\right) |x|^2,$$

where

$$q(|x|) = \frac{M}{\varphi(0)} |x| + C_3 d \omega_d \frac{f(0)}{\varphi(0)} |x|^{p(2-\alpha)-2} \ell(|x|^{-2p})$$

$$- \left(\frac{2\nu(B_{R_4}^e(0))}{C_1(1 + |x|^{2\kappa})} + \frac{\rho(1) \|V\|_{L^\infty(B_{r_3}(0))}}{\varphi(0)(C_1(1 + |x|^{2\kappa}) - |x|^{2\kappa})}\right) |x|^{2\kappa-2}.$$

Since $\kappa > 1$, we can choose $p > \frac{2}{2-\alpha}$ so that $q(|x|) \to 0$ as $|x| \to 0$. Since, moreover, $q$ is a continuous function, there is $r_5 < r_4$ such that

$$q(|x|) \leq \frac{\lambda_{\min}}{\varphi(0)} \nu(A_{R_4,R_5}), \quad x \in B_{r_5}(0).$$
Thus for every \( x \in B_{r_5}(0) \) we have
\[
V(0) - V(x) \leq -\frac{\lambda_{\min}}{2\nu(0)} \nu(A_{R_3}, R_3) < 0.
\]

\[\square\]

**Theorem 7.5.** Let Assumption 2.1 hold with strictly positive, radial and decreasing \( \varphi \in Z(\mathbb{R}^d) \). If \( \varphi(0) \) is the global maximum of \( \varphi \), then \( V(0) \leq 0 \).

**Proof.** Since
\[
V(0) = \frac{1}{2\nu(0)} \int_{\mathbb{R}^d} (\varphi(-h) - 2\varphi(0) + \varphi(h)) j(|h|) dh,
\]
and \( \varphi(0) > 0 \), we have
\[
\varphi(-h) - 2\varphi(0) + \varphi(h) = 2(\varphi(h) - \varphi(0)) \leq 0,
\]
and the statement is immediate. \[\square\]

### 7.3. Pinning effect

While in the above we have seen what are various properties of potentials generating an eigenvalue at zero, such as decay and sign properties at infinity, in a final count it is interesting to try to understand the mechanisms underlying the action of such potentials. From Theorem 7.5 we know that the potentials create a well around zero. Intuitively it is appealing to think that for a potential which has a positive part in a neighbourhood of infinity it is “easier” to create a bound state than for a potential that is negative everywhere, and this comes down to an energetic advantage created by the positive potential barrier far out. Since we know that purely negative potentials can also create zero-energy bound states, it is reasonable to think that they will use instead a pinning force exerted from a deeper well around zero than a potential positive at infinity. We conclude this paper by an analysis of this mechanism, and how it combines with the sign and decay behaviours.

First note that the positivity – slow decay and negativity – rapid decay pattern discussed in the Introduction for classical Schrödinger operators is supported by our results for non-local cases, however, there is a grey area and the switch-over is not sharp. Indeed, from the explicit cases (1.4) of the Introduction for classical Schrödinger operators is supported by our results for non-local cases, by an analysis of this mechanism, and how it combines with the sign and decay behaviours.

Now consider a potential \( \varphi \) such that \( \varphi(0) = 0 \), there exists \( \lambda_{\min} \leq \lambda_{\max} \), and the statement is immediate.

Proof. Since
\[
V(0) = \frac{1}{2\nu(0)} \int_{\mathbb{R}^d} (\varphi(-h) - 2\varphi(0) + \varphi(h)) j(|h|) dh,
\]
and \( \varphi(0) > 0 \), we have
\[
\varphi(-h) - 2\varphi(0) + \varphi(h) = 2(\varphi(h) - \varphi(0)) \leq 0,
\]
and the statement is immediate. \[\square\]

### 7.3. Pinning effect

While in the above we have seen what are various properties of potentials generating an eigenvalue at zero, such as decay and sign properties at infinity, in a final count it is interesting to try to understand the mechanisms underlying the action of such potentials. From Theorem 7.5 we know that the potentials create a well around zero. Intuitively it is appealing to think that for a potential which has a positive part in a neighbourhood of infinity it is “easier” to create a bound state than for a potential that is negative everywhere, and this comes down to an energetic advantage created by the positive potential barrier far out. Since we know that purely negative potentials can also create zero-energy bound states, it is reasonable to think that they will use instead a pinning force exerted from a deeper well around zero than a potential positive at infinity. We conclude this paper by an analysis of this mechanism, and how it combines with the sign and decay behaviours.

First note that the positivity – slow decay and negativity – rapid decay pattern discussed in the Introduction for classical Schrödinger operators is supported by our results for non-local cases, however, there is a grey area and the switch-over is not sharp. Indeed, from the explicit cases (1.4) and the behaviours (1.5)–(1.7) we see that the critical \( \kappa \) for the slow-fast transition is \( \delta \), while for positivity-negativity it is \( \delta - \alpha \). Proposition 6.1 is further in line with these behaviours: we have positivity for \( \kappa \geq \frac{d}{2} \), while negativity holds for small values of \( \kappa \), though the latter appears hidden. Indeed, with a \( \kappa_1 < \frac{d}{2} \) there exists \( \alpha^*(\kappa, d) \) such that for every \( \alpha \in (0, \alpha^*(\kappa_1, d)) \) we obtain a negative potential. Fixing then \( \alpha_1 \in (0, \alpha^*(\kappa_1, d)) \), we can construct \( \kappa^*(d, \alpha_1) \) such that if \( \kappa_2 \in (\kappa^*(d, \alpha_1), \frac{d}{2}) \) we obtain a positive potential. This also happens in the examples in (1.4). Indeed, for \( \kappa_1 < \frac{d}{2} \) (and \( l = 0 \)), there exists \( \alpha^* \) such that \( \kappa_1 < \frac{d - \alpha}{2} \) for all \( \alpha \in (0, \alpha^*) \). If we fix \( \alpha \in (0, \alpha^*) \), we obtain a negative potential for \( \kappa_1 \), however, we may choose \( \kappa_2 > \frac{d - \alpha}{2} = \kappa^*(d, \alpha) \) to construct a positive one.

In Theorem 6.5 for exponentially light cases this picture is more delicate to follow. Indeed positivity or negativity of the potential is expressed in terms of the excess condition, relating to the shape of the eigenfunction (cf. Remark 4.6 (2)). Consider the case \( \gamma = 0 \) with \( \varphi \propto |x|^{-2\kappa} \) where \( 2\kappa = -\delta \), \( L_\varphi \leq C_4|x|^{-(2\kappa+n)} \) and \( f(x) \geq C_5|x|^{-(2\kappa+n)} \). Then we have shown that \( V(x) \propto |x|^{-\eta} \).

As we have seen, for regular enough \( \varphi \) (e.g., satisfying the assumptions of Proposition 4.1), \( L_\varphi \) is generally close to a second derivative, hence we may expect \( \eta = 2 \). For less regular functions \( L_\varphi \) plays the role of a Hölder constant for the gradient or Hölder-Zygmund constant for the function itself if we require \( \varphi \in \mathcal{Z}^\beta_{C_1}(\mathbb{R}^d) \) for \( \beta(r) = r^\omega \), with some \( \omega \in (0, 2) \) and \( \beta \in L^1_{\text{rad}}(\mathbb{R}^d, \nu) \), and then again we expect \( \eta \leq 2 \).
Now we show how these behaviours further combine with behaviour at zero.

**Proposition 7.1.** Let Assumption 2.3 hold for two different potentials $V_+, V_-$ with corresponding zero-energy eigenfunctions $\varphi_+, \varphi_- \in Z_{C^1}(\mathbb{R}^d)$. Suppose that both $\varphi_+$ and $\varphi_-$ are radially symmetric and decreasing, with the property that $\varphi_+(0) = \varphi_-(0) = a$. Suppose, furthermore, that there exists a unique $R > 0$ such that $\varphi_+(x) > \varphi_-(x)$ for $0 < |x| < R$. Denote

$$I_{\pm}(R) = \int_0^R r^{d-1} \rho_{\pm}(r) j(r) dr, \quad J_{\pm}(R) = \int_R^\infty r^{d-1} \rho_{\pm}(r) j(r) dr,$$

where $\varphi_{\pm}(x) = \rho_{\pm}(|x|)$. Then $V_-(0) > V_+(0)$ if and only if $I_-(R) - I_+(R) > J_+(R) - J_-(R)$.

**Proof.** Write

$$V_-(0) - V_+(0) = \frac{1}{2a} \int_{\mathbb{R}^d} (D_h \varphi_-(0) - D_h \varphi_+(0)) j(|h|) dh.$$

Notice that

$$D_h \varphi_-(0) - D_h \varphi_+(0) = \varphi_-(h) - 2a + \varphi_-(h) - \varphi_+(h) + 2a - \varphi_+(h) = 2(\rho_-(|h|) - \rho_+(|h|)).$$

Hence

$$V_-(0) - V_+(0) = \frac{1}{a} \int_{\mathbb{R}^d} (\rho_-(|h|) - \rho_+(|h|)) j(|h|) dh = \frac{d\omega_d}{a} \int_0^\infty r^{d-1} (\rho_-(r) - \rho_+(r)) j(r) dr$$

$$= \frac{d\omega_d}{a} \int_0^R r^{d-1} (\rho_-(r) - \rho_+(r)) j(r) dr + \frac{d\omega_d}{a} \int_R^\infty r^{d-1} (\rho_-(r) - \rho_+(r)) j(r) dr$$

$$= \frac{d\omega_d}{a} (I_-(R) - I_+(R)) - \frac{d\omega_d}{a} (J_+(R) - J_-(R)).$$

□

Depending on the behaviour of $j$ (and thus of $\Phi$) and $\varphi$, we can derive estimates on the integrals $I_{\pm}, J_{\pm}$. The examples below can be further studied for cases also including extra slowly varying components.

**Example 7.1.**

(1) If $\Phi(u) \sim u^{\alpha/2}$ as $u \downarrow 0$, $\alpha \in (0, 2)$, then Proposition 2.3 gives $j(r) \sim C(d, \alpha) r^{-d-\alpha}$. Thus, if $\varphi_{\pm}(x) \sim |x|^{-2\kappa_{\pm}}$ as $|x| \to \infty$ with $\kappa_{\pm} \in (0, \frac{d+\alpha}{2})$ and $\kappa_+ > \kappa_-$, then

$$J_+(R) < C_+(R) C(d, \alpha) \frac{R^{-2\kappa_- - \alpha}}{2\kappa_+ + \alpha}, \quad J_-(R) > C_-(R) C(d, \alpha) \frac{R^{-2\kappa_- - \alpha}}{2\kappa_- - \alpha},$$

with suitable constants $0 < C_-(R) < 1 < C_+(R)$.

(2) If $\Phi(u) \sim u^{\alpha/2}$ as $u \to \infty$, $\alpha \in (0, 2)$, by [30] Th. 3.4 we have $j(r) \sim C(d, \alpha) r^{-d-\alpha}$ as $r \downarrow 0$. Assuming

$$\varphi(0) / \varphi_+(x) \sim \frac{\varphi(0)|x|^{2\kappa_+}}{1 + |x|^{2\kappa_+}}, \quad |x| \to 0,$$

for some $\kappa_+ \in \left(0, \frac{d+\alpha}{2}\right)$ with $\kappa_+ > \kappa_-$, we can estimate $I_{\pm}(R)$ to get

$$I_-(R) > C_-(R) C(d, \alpha) \int_0^R 1 + r^{2\kappa_-} dr > \frac{C_-(R) C(d, \alpha) R^{2\kappa_- - \alpha}}{(1 + R^{2\kappa_-})(2\kappa_- - \alpha)},$$

and

$$I_+(R) < C_+(R) C(d, \alpha) \int_0^R 1 + r^{2\kappa_+} dr < \frac{C_+(R) C(d, \alpha) R^{2\kappa_+ - \alpha}}{2\kappa_+ - \alpha},$$

respectively.
with constants $0 < C_-(R) < 1 < C_+(R)$. If $R < 1$, we can also obtain tighter estimates by observing that

$$\int_0^R r^{2\kappa_+ - \alpha - 1} \frac{1 + r^{2\kappa_+}}{2\kappa_+} dr = \frac{R^{2\kappa_+ - \alpha}}{2\kappa_+} \Phi_L \left(-R^{2\kappa_+}, 1, \frac{2\kappa_+ - \alpha}{2\kappa_+}\right),$$

with Lerch’s function \[57, 38\]

$$\Phi_L(z, \sigma, \zeta) = \sum_{n=0}^{\infty} \frac{z^n}{(n + \zeta)^\sigma}, \quad |z| < 1, \Re(\zeta) > 0, \sigma \notin \mathbb{N}.$$ 

In particular, in this case we get

$$I_-(R) > C_-(R) C(d, \alpha) \frac{R^{2\kappa_- - \alpha}}{2\kappa_-} \Phi_L \left(-R^{2\kappa_-}, 1, \frac{2\kappa_- - \alpha}{2\kappa_-}\right),$$

$$I_+(R) < C_+(R) C(d, \alpha) \frac{R^{2\kappa_+ - \alpha}}{2\kappa_+} \Phi_L \left(-R^{2\kappa_+}, 1, \frac{2\kappa_+ - \alpha}{2\kappa_+}\right),$$

with $0 < C_- (R) < 1 < C_+ (R)$.

(3) If $\Phi(u) \sim u^{\alpha/2}$, $\alpha \in (0, 2)$, as $u \downarrow 0$, Proposition \[2, 3\] gives $j(r) \sim C(d, \alpha) r^{-d - \alpha}$. Thus with $\varphi_+ (x) \asymp |x|^{\delta_+} e^{-\eta_+ |x|^{\gamma_+}}$ as $|x| \to \infty$, for $\delta_+ \in \mathbb{R}$ and $\eta_+, \gamma_+ > 0$, we have that

$$J_+(R) < \frac{C_+(R) C(d, \alpha)}{\gamma_+ \varphi_+ R^{\gamma_+}), \Gamma \left(\frac{\delta_+ - \alpha}{\gamma_+}, \eta_+ R^{\gamma_+}\right)}$$

$$J_-(R) > \frac{C_-(R) C(d, \alpha)}{\gamma_- \varphi_- R^{\gamma_-}), \Gamma \left(\frac{\delta_- - \alpha}{\gamma_-}, \eta_- R^{\gamma_-}\right)}$$

with constants $0 < C_- (R) < 1 < C_+ (R)$.

(4) If $\mu(t) \sim C_\mu t^{-1 - \frac{d+1}{2}} e^{-\eta_\mu t}$ as $t \to \infty$, with $\alpha \in (0, 2]$ and $\eta_\mu > 0$, we have by Proposition \[2, 3\] that $j(r) \sim C(C_\mu, d, \alpha, \eta_\mu) r^{-d - \alpha} e^{-\sqrt{\eta_\mu} r}$. Thus with $\varphi_+ \asymp \varphi_+ \asymp |x|^{-2\kappa_+}$ as $|x| \to \infty$, for $\kappa_+ \in (0, d+1/2)$ with $\kappa_+ > \kappa_-$, we obtain

$$J_+(R) < \frac{C_+(R) C(C_\mu, d, \alpha, \eta_\mu)}{\eta_\mu^{-d - \alpha - 1 - 4\kappa_+}/4} \Gamma \left(\frac{d - \alpha - 1 - 4\kappa_+}{4}, \sqrt{\eta_\mu} R\right)$$

$$J_-(R) > \frac{C_-(R) C(C_\mu, d, \alpha, \eta_\mu)}{\eta_\mu^{-d - \alpha - 1 - 4\kappa_-}/4} \Gamma \left(\frac{d - \alpha - 1 - 4\kappa_-}{4}, \sqrt{\eta_\mu} R\right),$$

with appropriate constants $0 < C_- (R) < 1 < C_+ (R)$.

By using these estimates we may relate the behaviour of $V(0)$ with the sign of $V$ at infinity; we leave the details to the reader to see how this depends on the characteristics of the operators chosen. For illustration, suppose as in Example \[7.1\] (1) that $\Phi$ is regularly varying at 0 and assume that $\varphi$ is polynomially bounded. We know that if $\kappa < d/2$, then $V(x) \sim |x|^{-\alpha}$. Taking $R < 1$, we have

$$J_+(R) - J_-(R) < C(d, \alpha) \left(C_1^+(R) R^{2\kappa_+ - \alpha} \right)$$

$$J_+(R) - J_-(R) < C(d, \alpha) \left(C_1^+(R) R^{2\kappa_- - \alpha} \right)$$

On the other hand, if we ask for a profile condition on $\varphi$, we also have

$$I_-(R) - I_+(R) > C(d, \alpha) \left(C_2^+(R) R^{2\kappa_+ - \alpha} \right)$$

$$I_+(R) - I_-(R) > C(d, \alpha) \left(C_2^+(R) R^{2\kappa_- - \alpha} \right),$$

where $C_1^+(R)$ and $C_2^+(R)$ are the constants derived from the relevant estimates.
Let now $V_+$ be positive at infinity and $V_-$ negative everywhere, with $\varphi_+, \varphi_-$ polynomially bounded at infinity and near zero, and recall that $\kappa_+ > \kappa_-$. Consider
\[
\frac{C_2^2(R)R^{2\kappa_- - \alpha}}{2\kappa_- - \alpha} - \frac{C_2^2(R)R^{2\kappa_+ - \alpha}}{2\kappa_+ - \alpha} \geq \frac{C_1^1(R)R^{2\kappa_- - \alpha}}{2\kappa_+ + \alpha} - \frac{C_1^1(R)R^{2\kappa_+ - \alpha}}{(1 + R^{2\kappa_+})(2\kappa_- + \alpha)},
\]
i.e.,
\[
\frac{C_2^2(R)R^{2\kappa_-}}{2\kappa_- - \alpha} + \frac{C_1^1(R)}{2\kappa_+ - \alpha} \geq \frac{C_1^1(R)}{2\kappa_+ + \alpha} + \frac{C_2^2(R)R^{2\kappa_+}}{2\kappa_+ - \alpha}.
\]
(7.2)

Suppose, for instance, that $\alpha < 1$ and $\kappa_+ > \frac{d - 1}{2}$. Then provided $\kappa_- \to \frac{d}{2}$, the left-hand side goes to infinity, thus for fixed $\kappa_+$ we find a value of $\kappa_-$ such that (7.2) holds and so $V_-(0) > V_+(0)$.

**Remark 7.1.** We can observe this phenomenon in further detail on the example of the potentials $V_{\kappa,\alpha}(x)$ explicitly given in (1.4). These examples also show that the conditions of Proposition 7.1 can be satisfied. Choose $l = 0$, i.e., $\delta = d$. A calculation gives
\[
|V_{\kappa,\alpha}(0)| = \frac{2^\delta}{\Gamma\left(\frac{d + \alpha}{2}\right)} \frac{\Gamma\left(\frac{\alpha}{2} + \kappa_+\right)}{\Gamma(\kappa_-)}.
\]
Consider $\kappa_+ > \kappa_-$. We want to show that $|V_{\kappa_+,\alpha}(0)| > |V_{\kappa_-\alpha}(0)|$, or equivalently,
\[
\Gamma(\kappa_-)\Gamma\left(\frac{\alpha}{2} + \kappa_+\right) > \Gamma(\kappa_+)\Gamma\left(\frac{\alpha}{2} + \kappa_-\right).
\]
Writing $q = \frac{\kappa_+}{2}$, $m = \frac{\kappa_-}{2}$, $n = \frac{\alpha + \kappa_-}{2}$ and $p = \kappa_+ - \frac{\kappa_-}{2}$, we have
\[
\Gamma(p + n)(q + m) > \Gamma(p + q)(m + n).
\]
Also,
\[
(p - m)(q - n) = -\frac{\alpha}{2}(\kappa_+ - \kappa_-) < 0.
\]
Making use of [21] Th. 1, which says that for $m, n, p, q \geq 0$ the relation $(p - m)(q - n) < 0$ implies (7.3), the result follows.

It is interesting to see how this manifests in the case of massive relativistic Schrödinger operators.

**Proposition 7.2.** Let Assumption 2.1 hold for the massive relativistic Schrödinger operator for two different potentials $V_+, V_-$ with $\varphi_+, \varphi_- \in ZC_1(\mathbb{R}^d)$. Suppose both $\varphi_+, \varphi_-$ are radially symmetric, decreasing, and $\varphi_+(0) = \varphi_-(0) = a$. If $L_{0,\alpha} \varphi_+(0) > L_{0,\alpha} \varphi_+(0)$, then there exists a constant $m_+(\varphi_+, \varphi_-) > 0$ such that $V_-(0) > V_+(0)$ for all $m < m_+(\varphi_+, \varphi_-)$.

**Proof.** Using (2.28) and that $\varphi_+(0) = \varphi_-(0) = a$, we obtain
\[
aV_+(0) = L_{0,\alpha} \varphi_+(0) - G_{m,\alpha} \varphi_+(0) \quad \text{and} \quad aV_-(0) = L_{0,\alpha} \varphi_-(0) - G_{m,\alpha} \varphi_-(0),
\]
that is
\[
a(V_-(0) - V_+(0)) = L_{0,\alpha} \varphi_-(0) - L_{0,\alpha} \varphi_+(0) + G_{m,\alpha} \varphi_-(0) - G_{m,\alpha} \varphi_+(0)
\]
\[
\geq L_{0,\alpha} \varphi_-(0) - L_{0,\alpha} \varphi_+(0) - |G_{m,\alpha} \varphi_-(0)| - |G_{m,\alpha} \varphi_+(0)|.
\]
By Lemma 2.2 we know that
\[
|G_{m,\alpha} \varphi_+(0)| \leq 2ma \quad \text{and} \quad |G_{m,\alpha} \varphi_-(0)| \leq 2ma,
\]
and hence
\[
a(V_+(0) - V_-(0)) \geq L_{0,\alpha} \varphi_-(0) - L_{0,\alpha} \varphi_+(0) - 4ma.
\]
Thus with $m_+(\varphi_+, \varphi_-) = \frac{1}{4a}(L_{0,\alpha} \varphi_-(0) - L_{0,\alpha} \varphi_+(0))$ we have $V_-(0) - V_+(0) > 0$ for every $m < m_+(\varphi_+, \varphi_-)$. □
8. Appendix

In this appendix we provide a proof of Lemma 5.1.

Proof. The statement is obvious for $C < C_1$, thus we choose $C > C_1$. Consider the balls $B_{C_1}(0)$, $B_C(0)$ and the closed ring $A_{C_1,C}(0) = B_{C_1}^c(0) \cap B_C(0)$. Fix $\varepsilon, \delta > 0$ such that $\varepsilon < C_1$, $\delta < 1 - C$, denote $S_{C_1-\varepsilon}(0) = \partial B_{C_1-\varepsilon}(0)$, and define the family of open sets

$$A = \{B_{\varepsilon+C-\varepsilon+C_1+\delta}(x) : x \in S_{C_1-\varepsilon}\}.$$ 

It is direct to check that $A$ is a covering of the compact set $A_{C_1,C}(0)$, hence there exists a finite sub-covering $\tilde{A}$. Consider the finite covering given by

$$B_{1}(0) = \{B_{\varepsilon+C-\varepsilon+C_1+\delta}(x) : B_{\varepsilon+C-\varepsilon+C_1+\delta}(x) \in \tilde{A}\}$$

Define

$$B_{|x|}(x) = \{x+B_{|x|(\varepsilon+C-\varepsilon+C_1+\delta)}(|x|y) : B_{\varepsilon+C-\varepsilon+C_1+\delta}(y) \in B_{1}(0)\},$$

which is a finite covering of $A_{C_1,|x|,C_1}(0) = B_{|x|}^c(0) \cap B_{|x|}(x)$.

Choose $x \in \mathbb{R}^d$ such that $(1 - C)|x| > M_f$, and $h \in B_{C_1|x|}(0)$. If $h \in B_{C_1|x|}(0)$ we already have $|D_hf(x)| \leq L_f(x)|h|^2$, thus we suppose that $C_1|x| \leq |h| < C|x|$. There exists a ball $B^1 \in B_{|x|}(x)$ such that $x + h_1 \in B^+$, we denote its center by $y_1$. Then there exist $h_2 \in \mathbb{R}^d$ such that $x + h_1 = y_+ + h_2$, and $h_3 \in \mathbb{R}^d$ such that $y_+ = x + h_3$. By construction of $B_{|x|}(x)$ there exists a ball $B^- \in B_{|x|}(x)$ centered in $y_- = x - h_3$ such that $x - h_1 \in B^-$ and $x - h_1 = y_- - h_2$. Now consider the centered difference

$$|f(x + h_1) - 2f(x) + f(x - h_1)| \leq |f(y_+ + h_2) - 2f(y_+) + f(y_+ - h_2)|$$

$$+ | - f(y_+ - h_2) + 2f(y_+) - 2f(x) + 2f(y_-) - f(y_- + h_2)|$$

$$+ |f(y_- + h_2) - 2f(y_-) + f(y_- - h_2)|$$

$$:= T_1 + T_2 + T_3.$$ 

We estimate the three terms $T_1, T_2, T_3$.

Notice that $y_-, y_+ \in B_{C_1|x|}(x)$, in particular $y_-, y_+ \in B_{(1-C)|x|}(0) \subset B^c_{M_f}(0)$. Also, notice that the balls $B^+, B^-$ have radius $(\varepsilon + \delta + C - C_1)|x|$, while we know that $|y| \geq (1 - C_1 + \varepsilon)|x|$. We show that $\varepsilon$ and $\delta$ can be chosen in such a way that $\varepsilon + \delta + C - C_1 < C_1(1 - C_1 + \varepsilon)$. To do that, rewrite the inequality as

$$(1 - C_1)\varepsilon + \delta < 2C_1 - C_1^2 - C.$$ 

To find a value $C > C_1$ such that this inequality is satisfied for some $\varepsilon$ and $\delta$, it is necessary that the right-hand side is positive, i.e.,

$$C < 2C_1 - C_1^2.$$ 

Note that since $C_1 < 1$, we have $2C_1 - C_1^2 > C_1$.

We choose $C = rC_1$ with a suitable value $r > 1$, so that $1 < r < 2 - C_1$ needs to be satisfied. For $C = rC_1$ we may choose

$$\varepsilon < \frac{2C_1 - C_1^2 - C}{1 - C_1}$$

and thus

$$\delta < 2C_1 - C_1^2 - C - (1 - C_1)\varepsilon.$$ 

Since with $y \pm + h_2 \in B^\pm$ we have $h_2 \in B_{C_1|y|}(0)$ as $C_1|y|_{x^\pm}$ is larger than the radius of $B^\pm$, due to $y \pm \in B_{M_f}(0)$ we have

$$T_1 \leq L_f(y_+)h_2^2$$

and

$$T_3 \leq L_f(y_-)h_2^2.$$
Next we turn to the term $T_2$. For $d = 1$ it is clear that $y^+$ are the extrema of the interval $B_{(C_1 - \varepsilon)|x|}(x)$ and that if $y^+ + h_2 \notin B_{C_1|x|}(x)$, then $y^+ - h_2 \in B_{C_1|x|}(x)$ provided $\varepsilon < \frac{2C_1 - C}{2}$ and $\delta < 2C_1 - 2\varepsilon - C$. The same holds for $y^-$. \\
For $d \geq 2$ consider the hyperplane $\pi$ tangent to $\partial B_{(C_1 - \varepsilon)|x|}(x)$ in the point $y^+$. This plane cuts the ball $B^+$ in half, moreover, it is a secant plane for $B_{C_1|x|}(x)$ and the intersection $\pi \cap B_{C_1|x|}(x)$ is a ball $B \subset \mathbb{R}^{d-1}$. We determine the radius of this ball. To do this, consider a rigid shift moving the ball $B_{C_1|x|}(x)$ in the origin and sets $y^+$ in the $x_d$ axis. In this way $\pi$ is parallel to the hyperplane $x_d = 0$. After this rigid shift it suffices to work in the two-dimensional case by projection to $(x_1, \ldots, x_d) \in \mathbb{R}^d$, $x_i = 0$, $i = 3, \ldots, d$. By Euclid’s second theorem in geometry, denoting by $R_B$ the radius of the $d - 1$-dimensional ball $B$, we have \\
\[ R_B^2 = (2C_1 - \varepsilon)|x|^2 \]
and then $R_B = \sqrt{(2C_1 - \varepsilon)|x|}$. We need this radius to be larger than the radius of $B^+$. To achieve this, denote $\Delta = \delta + C - C_1$ to obtain \\
\[ \sqrt{(2C_1 - \varepsilon)c} > \varepsilon + \Delta. \]
Since $\Delta > 0$, the inequality becomes $2\varepsilon^2 + 2(\Delta - C_1)\varepsilon + \Delta^2 < 0$, which admits solutions if and only if $\Delta^2 + 2\Delta C_1 - C_1^2 < 0$. Since $\Delta > 0$, we only have to require $\Delta < (\sqrt{2} - 1)C_1$, that is \\
\[ \delta < (\sqrt{2} - 1)C_1 - (C - C_1) = (\sqrt{2} - r)C_1 \]
implying $r < \sqrt{2}$. \\
Hence under the conditions $r < \sqrt{2}$ and $\delta < (\sqrt{2} - 1)C_1 - (C - C_1) = (\sqrt{2} - r)C_1$ we have \\
\[ \frac{C_1 - \Delta - \sqrt{-\Delta^2 - 2\Delta C_1 + C_1^2}}{2} < \varepsilon < \frac{C_1 - \Delta + \sqrt{-\Delta^2 - 2\Delta C_1 + C_1^2}}{2}. \]
Notice that \\
\[ \frac{C_1 - \Delta + \sqrt{-\Delta^2 - 2\Delta C_1 + C_1^2}}{2} > \frac{C_1}{2} \]
if and only if $\Delta < \frac{\sqrt{2} - 1}{2}C_1$ thus, arguing as before, we get $r < \frac{\sqrt{2} + 1}{2}$ and $\delta < \frac{\sqrt{2} + 1 - 2r}{2}C_1$, and so we may require $\varepsilon < \frac{C_1}{2}$ to satisfy the upper bound. To get a lower bound, observe that with $C = rC_1$ we have \\
\[ \frac{2C_1 - C_1^2 - C}{1 - C_1} < \frac{C_1}{2} \]
if and only if $r > \frac{3 - C_1}{2}$. Hence by choosing $r \leq \frac{3 - C_1}{2}$, we have \\
\[ \frac{2C_1 - C_1^2 - C}{1 - C_1} \geq \frac{C_1}{2} \quad \text{and} \quad \frac{C_1 - \Delta - \sqrt{-\Delta^2 - 2\Delta C_1 + C_1^2}}{2} < \frac{C_1 - (C - C_1)}{2} < \frac{C_1}{2}. \]
In summary, we are led to choose \\
\[ (8.1) \]
\[ r = \begin{cases} \frac{\sqrt{2} + 3}{4} & C_1 \in \left(0, \frac{3 - \sqrt{3}}{2}\right), \\ \frac{3 - C_1}{2} & C_1 \in \left[\frac{3 - \sqrt{3}}{2}, 1\right), \end{cases} \quad \varepsilon \in \left(\frac{2 - r}{2}C_1, \frac{C_1}{2}\right), \]
and \\
\[ 0 < \delta < \min \left\{1 - C, 2C_1 - C_1^2 - C - (1 - C_1)\varepsilon, (\sqrt{2} - r)C_1, \frac{\sqrt{3} + 1 - 2r}{2}C_1\right\}. \]
With these choices it then follows that if \( y_+ + h_2 \not\in B_{C_1|x|}(x) \), then \( y_+ - h_2 \in B_{C_1|x|}(x) \) and also \( y_- + h_2 \in B_{C_1|x|}(x) \). Thus we have
\[
T_2 = | - f(x + h_3 - h_2) + 2f(x + h_3) - 2f(x) - f(x - h_3 + h_2)| \\
\leq | - f(x + h_3 - h_2) + 2f(x) - f(x - h_3 + h_2)| \\
+ 2|f(x + h_3) - f(x) + f(x - h_3)| \\
\leq L_f(x)|h_3 - h_2|^2 + 2L_f(x)|h_3|^2
\]
Since \( x + h_3 - h_2 \in B_{C_1|x|}(x) \), we have \( h_3 - h_2 \in B_{C_1|x|}(0) \) and then, due to \( |h_1| > C_1|x| \), we have \( |h_3 - h_2|^2 < |h_1|^2 \). With the same argument, we can also bound \( |h_3|^2 \). Furthermore, we have \( h_2 \in B_{C_1|y^+|}(0) \) and then, using \( |y^+| \leq (1 + C_1 - \varepsilon)|x| \) and \( |x| < \frac{|h_1|}{C_1} \), we obtain \( |h_2|^2 \leq \left( \frac{1 + C_1 - \varepsilon}{C_1} \right)^2 |h_1|^2 \). Thus we get
\[
|f(x + h_1) - 2f(x) + f(x - h_1)| \leq \left( \frac{1 + C_1}{C_1} \right)^2 (L_f(y^+) + L_f(y^-)) + 3L_f(x) |h_1|^2.
\]
Given that \( y^\pm \) depend on \( x \), we can define
\[
\left( \frac{1 + C_1}{C_1} \right)^2 (L_f(y^+) + L_f(y^-)) + 3L_f(x) = L_{f,C}(x).
\]
Thus in case \( L_f(x) \leq C_{g,1}g(x) \), we have
\[
L_{f,C}(x) \leq C_{g,1} \left( \left( \frac{1 + C_1}{C_1} \right)^2 (g(|y^+|) + g(|y^-|)) + 3g(|x|) \right).
\]
However, \( |y^\pm| \geq (1 - C_1 + \varepsilon)|x| \geq (1 - C_1)|x| \), and since \( g \) is decreasing, we obtain
\[
L_{f,C}(x) \leq C_{g,1} \left( \left( \frac{2 + C_1}{C_1} \right)^2 + 3 \right) g((1 - C_1)|x|).
\]
This shows the lemma for \( C = rC_1 \), when \( r \) is defined by (8.1).

Next we show that the lemma extends to all \( C \in (C_1, 1) \). If \( C_1 < \frac{3\sqrt{3}}{2} \), we can define \( r_1 = \frac{\sqrt{3} + 3}{4} \), \( C_2 = r_1C_1 \), \( C_3 = r_1C_2 = r_1^2C_1 \) and so on. Thus, since \( r_1 > 1 \), there exists \( N \in \mathbb{N} \) such that \( C_N \geq \frac{3\sqrt{3}}{2} \). Hence, starting from \( C_1 < \frac{3\sqrt{3}}{2} \), we can extend the result to \( C \in \left( C_1, \frac{3\sqrt{3}}{2} \right) \). If \( C_1 \geq \frac{3\sqrt{3}}{2} \), write \( r_1 = \frac{3 - C_1}{2} \), \( C_2 = r_1C_1 \). Notice that setting \( r_2 = \frac{3 - C_2}{2} \) and \( C_3 = r_2C_2 \), we get \( C_2 > C_1 \) since \( r_1 > 1 \), and the property goes on to hold also for \( C_3 = C_2C_1 \). We can then proceed inductively by putting
\[
C_{n+1} = r_nC_1, \quad n \geq 1, \quad \text{and} \quad r_1 = \frac{3 - C_1}{2}, \quad r_n = \frac{3 - C_n}{2}, \quad n \geq 2,
\]
giving
\[
r_1 = \frac{3 - C_1}{2}, \quad r_n = \frac{3 - r_{n-1}C_1}{2}, \quad n \geq 2.
\]
The recursion has the fixed point
\[
r^* = \frac{3}{2 + C_1}.
\]
Then for \( q_n = r_n - r^* \) we have
\[
q_1 = \frac{C_1 - C_1^2}{2(2 + C_1)}, \quad q_n = \frac{-C_1}{2}q_{n-1}, \quad n \geq 2,
\]
and
\[ q_n = \frac{C_1 - C_1^2}{2(2 + C_1)} \left( \frac{C_1}{2} \right)^{n-1}. \]
Since \( C_1/2 < 1 \) we have \( q_n \to 0 \) and \( r_n \to r^* \). Moreover, since \( r_2 > r^* \), we can extend to \( C \in (0, \frac{3}{2 + C_1}) \). Thus consider
\[ C_1 + \delta_1 = C_2 \leq \frac{3}{2 + C_1}, \quad C_n + \delta_n = C_{n+1} \leq \frac{3}{2 + C_n}, \quad n \geq 2, \]
with a sequence \( \delta_n > 0 \) such that \( \sum_{n=1}^{\infty} \delta_n = 1 - C_1 \). We have
\[ \delta_1 \leq \frac{1 - C_1}{2 + C_1}, \quad \delta_n \leq \frac{1 - C_n}{2 + C_n}, \quad n \geq 2. \]
Solving it for \( \delta_n = kr^n \) with some \( k > 0 \) and \( r \in (0, 1) \), in the new variable \( q = kr \) we have for \( r < 1 \)
\[ qr^{n-1} \leq \frac{1 - C_n}{2 + C_n}, \quad \frac{q}{1 - r} = 1 - C_1, \]
leading to
\[ (1 - C_1)(1 - r)^{n-1} < \frac{1 - C_n}{2 + C_n} C_n. \]
and
\[ C_n = C_1 + \sum_{i=1}^{n-1} \delta_i + C_1 + q \frac{1 - r^{n-1}}{1 - r} = 1 - (1 - C_1)r^{n-1}. \]
Thus inequality \((8.2)\) becomes
\[ (1 - r)(3 - (1 - C_1)r^{n-1}) < 1 - (1 - C_1)r^{n-1}, \]
or equivalently,
\[ f_n(r) := 2 - 3r + (1 - C_1)r^n < 0. \]
We see that \( f_n(r) \) is a continuous function for each \( n \) and since \( f_n(1) = -C_1 < 0 \), there exists \( r_0 \in (0, 1) \) such that \( f_n(r_0) < 0 \). Then it is direct to show that \( f_n(r) \leq f_1(r) \), thus fixing \( r_0 = \frac{4 + C_1}{2(2 + C_1)} \) gives \( f_n(r_0) < 0 \) for all \( n \in \mathbb{N} \). With this \( r_0 \), consider \( q_0 = (1 - C_1)(1 - r_0) \) and \( k_0 = \frac{q_0}{r_0} \). With these choices \( r_0, q_0, k_0 \) we find \( \delta_n = k_0 r^n_0 \) such that \( \sum_{n=1}^{\infty} \delta_n = 1 - C_1 \), extending the result to the full set \((0, 1)\) and completing the proof. \( \square \)
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