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Abstract—Exploiting label correlations is important to multi-label classification. Previous methods capture the high-order label correlations mainly by transforming the label matrix to a latent label space with low-rank matrix factorization. However, the label matrix is generally a full-rank or approximate full-rank matrix, making the low-rank factorization inappropriate. Besides, in the latent space, the label correlations will become implicit. To this end, we propose a simple yet effective method to depict the high-order label correlations explicitly, and at the same time maintain the high-rank of the label matrix. Moreover, we estimate the label correlations and infer model parameters simultaneously via the local geometric structure of the input to achieve mutual enhancement. Comparative studies over twelve benchmark data sets validate the effectiveness of the proposed algorithm in multi-label classification. The exploited high-order label correlations are consistent with common sense empirically.
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I. INTRODUCTION

RECENTLY, multi-label classification has attracted a lot of attention, aiming to solve real-world tasks with rich semantics [1], [2], [3], [4]. Specifically, in multi-label classification, one instance may be associated with several labels. For example, an image may be associated with a set of tags [5], and a piece of news may belong to several topics. Different from the traditional single-label classification problem which can be regarded as a degenerated version of multi-label classification, the overwhelming size of output space makes multi-label classification a much more challenging task.

Exploiting label correlations is of great importance, as label correlations can provide valuable semantic relationship for the output of multi-label classification. For instance, if two labels, “rainforest” and “soccer” are assigned to a sample, then the label “Brazil” may be also assigned to it. Similarly, if “teacher” and “blackboard” are present, it is very likely that label “classroom” will also be present. Based on how to explore the label correlations, multi-label classification methods can be roughly divided into three families: first-order, second-order and high-order. For first-order methods, the label correlations are not considered. For example, binary relevance (BR) [5] transformed multi-label classification into a set of independent binary classification problems and solved them separately. The second-order methods take the pairwise relationship of labels into considerations. For example, multi-label classification with Label specific FeaTures (LIFT) [6] employed clustering techniques to find second-order correlations between labels. However, in real-world scenarios, the label correlations may be much more complex than first-order and second-order relations. To this end, many high-order label correlations exploiting methods were proposed. For example, classifier chains (CC) [7] transformed the multi-label classification into a chain of binary classification problems. Random-k-labelsets (RAKEL) [8] converted multi-label classification into a set of multi-class classification problems over k randomly-chosen class labels. Some approaches assumed the labels were correlated in a hierarchical structure [9]. All the mentioned approaches specify the high-order correlations of labels manually, which will depress the classification performance if the manual setting is inappropriate.

Recently, some high-order approaches were proposed to automatically explore the high-order label correlations [10], [11]. They generally decomposed the label matrix to a latent space by low-rank matrix factorization [12], and then assumed the...
latent labels may capture the higher level semantic concepts [13]. However, as can be seen from Table I, the rank of the label matrix usually equals to or approximately equals to the number of labels, which means the label matrix is full-rank or approximate full-rank, making the low-rank matrix assumption inappropriate. Besides, in the latent space, the label correlations become indirect and semantically unclear.

To solve these issues, in this paper, we propose a novel approach called HOMI, with High-Rank and High-Order Multi-Label learning. Specifically, we argue that if a label is highly correlated to a set of other labels, it can be easily reconstructed by the linear combination of that set of labels. Therefore, we propose to use self-representation to exploit the high-order label correlations for multi-label classification. Note that it can keep the rank of the label matrix unchanged and indicate the high-order correlations among labels explicitly. Moreover, the local geometric structure is also beneficial to multi-label classification, as if two samples are similar to each other in the feature space, they are likely to share similar labels. Here, we adopt an s-nearest-neighbors (SNN) graph to depict the local geometric structure of the input samples and incorporate the local geometric structure by a graph Laplacian regularization. Besides, the proposed approach naturally unifies high-order label correlations learning and multi-label prediction into a joint model via the graph Laplacian regularization, such that the pairwise relationship cannot describe the real-world label correlations very well.

The rest of the paper is organized as follows. We first review some related works in exploiting label correlations and explain why the label matrix should be full-rank or approximate full-rank in multi-label classification in Section II. Then, we introduce the proposed approach as well as the numerical solution in Section III, and present the experimental results and analysis in Section IV. Finally, conclusion is given in Section V.

II. RELATED WORK

A. Exploiting Label Correlations in Multi-Label Classification

In multi-label classification, an instance is associated with a set of labels. In recent years, this new machine learning paradigm has made great progress and has been widely used in image classification [14], [15], [16], automatic annotation [17], [18], [19], web mining [20], [21], [22], audio recognition [23], [24], [25], [26] and information retrieval [27], [28], etc.

However, the task of inducing multi-label classification functions is challenging, as the classifier’s output space is exponential in size to the number of possible class labels, i.e., $|\mathcal{Y}|^2$, where $\mathcal{Y}$ denotes the number of possible labels. A useful way to cope with this issue is to exploit label correlations to simplify the learning procedure. Based on the degree of label correlations used, the algorithms of multi-label classification can be divided into three categories [29]: first-order, second-order and high-order.

First-order methods do not take label correlations into consideration and assume that all the labels are independent. BR [5] is a prevailing first-order approach, transforming the original multi-label classification into a set of independent binary classification tasks. ML-KNN [30] is also a popular first-order algorithm based on k-nearest-neighbour classification. The major advantage of first-order approaches is the conceptual simplicity and high efficiency, for they are easy to understand and operate. Nevertheless, they ignore the label correlations, which results in performance degeneration.

Second-order approaches focus on pairwise label relations. For instance, calibrated label ranking (CLR) [31] and LIFT [6] are two representative approaches, transforming original multi-label classification into pairwise ranking problems. Second-order approaches are relatively more effective than first-order ones in exploiting label correlations. However, in real-world applications, the relationship of labels may be quite complex and sophisticated, such that the pairwise relationship cannot describe the real-world label correlations very well.

High-order approaches aim to dig the high-order label correlations. CC [7], for instance, converted the multi-label task into a chain of independent binary classification problems, with the ground-truth labels decoded into the features each time. RAKEL [8] reformulated the multi-label classification into several sets of multi-class classification tasks.

Recently, some low-rank based approaches proposed to learn high-order label correlations based on the assumption that the label matrix is low-rank, for there are correlations among labels in multi-label classification. For example, Zhu et al. [10] used low-rank decomposition in multi-label learning, exploiting global and local label correlations simultaneously, through learning a latent label representation and optimizing label manifolds [32]. Wang et al. [33] controlled the sparsity of the coefficient matrix to filter out label-specific features and applied low-rank constraints to the label matrix to mine the local correlations of class labels. Xu et al. [34] proposed an integrated framework that learns the correlations among labels while training the multi-label model simultaneously, and specifically adopted a low-rank structure to capture the complex correlations among labels. Moreover, Yu et al. [35] proposed an approach learning a linear instance-to-label mapping with low-rank structure, and implicitly taking advantage of global label correlations.
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The general strategy of the above mentioned methods to capture label semantics is to decompose the label matrix to a latent label space by low-rank matrix factorization, [36], [37]. Specifically, denote the label matrix $Y \in \mathbb{R}^{n \times l}$, with $n$ and $l$ being the number of samples and labels, respectively. The low-rank based approaches usually decompose $Y$ into two smaller matrices $U$ and $V$, i.e., $Y$ can be written as the product

$$
\min_U \|Y - UV\|_F^2,
$$

where $V \in \mathbb{R}^{h \times l}$ is the latent label matrix exploiting higher level label semantics, and $U \in \mathbb{R}^{n \times h}$ is a basis matrix relating the original labels to the latent labels. As $h$ is smaller than $l$ and $n$, the rank of $UV$ is smaller than $Y$, i.e., (1) approximates the label matrix by low-rank factorization.

### B. Why is the Label Matrix Full-Rank?

However, we believe that the label matrix is full-rank or approximately full-rank, and accordingly the low-rank matrix assumption is not the best choice for multi-label learning. The reasons are as follows. First, the size of the label matrix $Y$ is $n \times l$, as $l \ll n$ in general, the rank of $Y$ is very likely to be or close to $l$. Second, although there are some connections among labels, the connections are usually not determined. For example, if label A is related to label B, in other words, if A appears on a sample, we can infer that B has high possibility to be also appeared on that sample. But we cannot conclude that B will absolutely appear, as there will always be samples that only have label A or B. Therefore, those connections cannot reduce the rank of the label matrix, and likewise cannot result in a low-rank label matrix. Last but not least, as shown in the Table I, the commonly used multi-label data sets are always full-rank or approximately full-rank, which further empirically validates that the label matrix of multi-label classification should be high-rank rather than low-rank.

As a summary, the label matrix in multi-label learning is usually a full-rank matrix, which cannot be well approximated by low-rank decomposition. Besides, in the latent space, the label correlations become indirect and semantically unclear. To solve these issues, in the next section, a new approach named HOMI is proposed, which can keep the rank of the label matrix unchanged, and indicate label correlations directly in the label space.

### C. Deep-Learning Based Multi-Label Classification

Due to its robust learning capability, deep learning has emerged as an important technique for achieving multi-label classification. In those methods, effectively leveraging deep learning is critical for capturing intricate label dependencies. To exploit the underlying intricate label structure, Cisse et al. (2016) proposed ADIOS [38], which employs a novel deep architecture that partitions the labels into a Markov blanket chain, capitalizing on this partition to enhance classification performance. Wang et al. (2016) introduced CNN-RNN [39], which leverages recurrent neural networks (RNNs) to better model higher-order label dependencies. CNN-RNN learns a unified image-label embedding that encapsulates both semantic label dependencies and image-label relevance. Notably, this approach enables end-to-end training from scratch. Moreover, Nam et al. proposed an alternative technique to the traditional classifier chain method [40]. Their approach employs RNNs to convert the MLC problem into a sequential prediction task, with initially arbitrary label ordering. This method offers the advantage of focusing on predicting positive labels exclusively, significantly reducing the prediction space compared to the complete set of labels.

These methodologies exemplify diverse strategies for harnessing deep learning in MLC, each addressing label dependencies through distinctive means. However, different from these methods, HOMI explicitly reveals the label dependency based on the full-rank assumption, which further improves the MLC problem.

### III. THE PROPOSED APPROACH

Motivated by the fact that the label matrix is generally full-rank, in this section, we introduce HOMI to exploit the high-order label correlations for multi-label classification. Prior to that, we first briefly summarize the notations used in this paper. Formally, let $X = \mathbb{R}^{m \times l}$ denote the $m$-dimensional feature space and $Y = \{c_1, c_2, \ldots, c_l\}$ denote the label space of $U$, where $c_i \in \{0, 1\}$ stands for the $i$th label, multi-label classification learns a function $f : X \rightarrow 2^Y$ from the training data set $D = \{(x_i, y_i)\} | 1 \leq i \leq n$, where $x_i$ stands for the $i$th instance and $y_i$ stands for the corresponding label set, and $n$ is the number of instances. Let $X = [x_1, x_2, \ldots, x_n]^T \in \mathbb{R}^{n \times m}$ denote the instance matrix and $Y = [y_1, y_2, \ldots, y_n]^T \in \{0, 1\}^{n \times l}$ denote the label matrix with $l$ labels. Note that the value of the labels is binary, and we have $y_i = [y_{i1}, y_{i2}, \ldots, y_{il}]$ where $y_{ij} = 1$ (resp. $y_{ij} = 0$) if the sample $x_i$ has (resp. does not have) the $j$th label.

#### A. Basic Model

First, HOMI uses a weight matrix $W = [w_1, w_2, \ldots, w_l] \in \mathbb{R}^{m \times l}$ to map the instance to the labels by minimizing the following least squares loss:

$$
\min_{W, z} \|Y - XW - 1_n z^T\|_F^2 + \lambda (\|W\|_F^2 + \|z\|_2^2),
$$

where $\|\cdot\|_F$ and $\|\cdot\|_2$ stand for the Frobenius norm and $\ell_2$ norm of a matrix and a vector, respectively, $z = [z_1, z_2, \ldots, z_l]^T \in \mathbb{R}^l$ is the bias term and $1_n \in \mathbb{R}^n$ is an all one vector. The first term in (2) measures the predictive error of the model, and the second term is the regularization of the weight matrix $W$ and the bias $z$, trying to control the complexity of the whole model, and $\lambda \geq 0$ is a hyper-parameter to balance those two terms.

#### B. Exploiting High-Order Label Information

As mentioned earlier, if a label is highly correlated with other labels, it can be easily reconstructed by those labels. Thus, we propose to adopt the self-representation strategy to dig the high-order correlations between labels, which can be mathematically...
formulated as
\[
\min_{B,t} \|Y - YB - 1_n t^T\|_F^2 + \lambda \left(\|B\|_F^2 + \|t\|_2^2\right),
\]
(3)
where \(B \in \mathbb{R}^{l \times l}\) records the high-order label correlations, and similar to (2), \(t \in \mathbb{R}^l\) is the bias term for better self-regression. We also introduce an additional penalty term on \(B\) and \(t\) to avoid the trivial solution (i.e., \(B = I\) with \(I\) being an identity matrix) and over-fitting.

The previous methods use low-rank matrix factorization to decompose the label matrix \(Y\) to a latent space to exploit the high-order correlations, however, the label matrix is usually a full-rank matrix. Technically, this is because although correlations exist in labels, the correlated labels also have a chance to exist alone on some samples. Table I also empirically verifies this observation. The full-rank property of the label matrix makes the low-rank factorization-based methods unreasonable. Differently, the adopted self-representation approach can keep the rank of label matrix unchanged [41]. Moreover, in the latent space, the label correlations can only be captured implicitly, while on the contrary, the elements in \(B\) can explicitly indicate the correlations between two labels.

C. Incorporating Local Geometric Structure

HOMI also takes the local geometric structure of instances into consideration, i.e., if \(x_i\) is similar to \(x_j\), the predictive label sets of them may have some labels in common. Specifically, we first calculate the Pearson correlation coefficient of samples, i.e.,
\[
R_{ij} = \frac{\text{Cov}(x_i, x_j)}{\sigma_{x_i} \sigma_{x_j}},
\]
where \(\text{Cov}(x_i, x_j)\) is the covariance of \(x_i\) and \(x_j\), and \(\sigma_{x_i}\) is the standard deviation of \(x_i\). Afterwards, we construct an \(s\)-nearest-neighbors graph to capture the local geometric structure of the input, i.e.,
\[
S_{ij} = \begin{cases} R_{ij} & \text{if } ((i,j) \in \mathcal{N}_{si}) \\ 0 & \text{otherwise} \end{cases},
\]
(4)
where \(\mathcal{N}_{si}\) is the set of \(s\) nearest instances of the \(i\)th instance, and we choose the ones with the top \(s\) values of \(R_{ij}\) of the \(i\)th sample as its neighbors. Then, the local geometric structure is incorporated by minimizing
\[
\sum_{i,j} S_{ij} \|g(x_i) - g(x_j)\|_2^2 = \text{tr}(KLK),
\]
(5)
where \(L = Q - S\) is the graph Laplacian matrix with \(Q\) being the diagonal degree matrix of \(S\). In order to learn the local structural information more reasonably, we make \(L\) symmetric, i.e., \(L = \frac{1}{2}(L + L^T)\). \(g\) is the discriminative function, i.e., \(g(x_i) = (x_i, x_i^W + z_i^T)B + t_i\), which takes the high-order label correlations into account. \(K = [g(x_1), g(x_2), \ldots, g(x_n)]^T \in \mathbb{R}^{n \times l}\) (i.e., \(K = (XW + 1_n z^T)B + 1_n t^T\)). If (5) is minimized, two similar instances will have similar predictive label sets.

D. Model Formulation

Based on the above discussion, the objective function of HOMI is finally formulated as
\[
\min_{W,B,z,t} \|Y - XW - 1_n z^T\|_F^2 + \gamma \text{tr}(KLK) + \beta \|Y - YB - 1_n t^T\|_F^2 + \lambda (\|W\|_F^2 + \|B\|_F^2 + \|t\|_2^2),
\]
(6)
where \(\gamma, \beta,\) and \(\lambda\) denote different hyper-parameters to balance different terms. As will be illustrated in the experiments, HOMI is quite robust to those hyper-parameters. It is also worth pointing out that HOMI integrates high-order correlations exploitation and model prediction into a joint model via the graph Laplacian regularization term. It is able to simultaneously enhance those two processes via the joint learning.

E. Prediction

For an unseen instance \(x\), the discriminative function \(g\) of HOMI is obtained by
\[
g(x) = (xW + z^T)B + t^T,
\]
and the predictive label set is obtained by
\[
y_{pre} = f(x) = \{c_i | g_i(x) > 0.5, 1 \leq i \leq l\},
\]
(8)
where \(g_i(x)\) is the \(i\)th element of \(g(x)\).

F. Numerical Solution to (6)

The problem in (6) is not convex in all the variables together, but it is convex to each variable with the remaining variables fixed. Therefore, we solved it by the following alternating optimization procedure.

Update \(W\) With fixed \(B, z\) and \(t\), (6) becomes
\[
\min_{W} \|Y - XW - 1_n z^T\|_F^2 + \gamma \text{tr}(KLK) + \lambda \|W\|_F^2.
\]
(9)
Taking the gradient of (9) w.r.t. \(W\), we have
\[
\nabla_W = X^T (XW + 1_n z^T - Y) + \lambda W + \gamma X^T L (XWB + 1_n z^T B + 1_n t^T) B^T.
\]
(10)
The optimal solution of (9) is achieved when \(\nabla_W = 0\), and accordingly we have the following Sylvester equation
\[
AW + WE = Q,
\]
(11)
where \(A = \frac{1}{\lambda}(X^T LX)^{-1}(X^T X + \lambda I), E = BB^T, Q = \frac{1}{\gamma}X^T \left(X^T Y - X^T 1_n z^T - \gamma X^T L 1_n t^T B - \gamma X^T L 1_n z^T BB^T\right)^{-1}X^T Y - X^T 1_n z^T - \gamma X^T L 1_n t^T B^T - \gamma X^T L 1_n z^T BB^T\), which can be efficiently solved according to [42].

Update \(B\) Fixing \(W, z\) and \(t\), the \(B\)-subproblem becomes
\[
\min_{B} \beta \|Y - YB - 1_n t^T\|_F^2 + \gamma \text{tr}(KLK) + \lambda \|B\|_F^2,
\]
which is a quadratic optimization problem, and the solution is obtained by setting its derivative to 0, i.e.,
\[
B = \left(\beta Y^T Y + \lambda I + \gamma \left(W^T X^T + z 1_n^T\right) L (XW + 1_n z^T)^{-1}\right)^{-1} \left(\beta Y^T Y - \beta Y^T 1_n t^T - \gamma \left(W^T X^T + z 1_n^T\right) L 1_n t^T\right).
\]
(12)
Algorithm 1: HOMI.

Require: Training data set $D$; $s$; $\beta$; $\gamma$; $\lambda$, max iteration number $\text{iter}$; an unseen instance $x$.
Ensure: Predicted label set $y_{\text{pre}}$ for $x$.

1: Initialize $W$, $B$, $t$, $z$ to 0;
2: Calculate $L$ by (4)–(5);
3: Repeat:
4: Update $W$ according to (11);
5: Update $B$ according to (12);
6: Update $z$ according to (13);
7: Update $t$ according to (14);
8: If number of iteration $\geq \text{iter}$: break
9: Until Convergence;
10: return $y_{\text{pre}}$ according to (8).

Update $z$ With fixed $W$, $B$ and $t$, the $z$-subproblem is re-written as

$$
\min_{z} \| Y - WX - 1_n z^T \|_F^2 + \gamma \text{tr}(K^T L K) + \lambda \| z \|_2^2.
$$

which is also a quadratic optimization problem, and the optimal solution is achieved when the derivative approaches zero, i.e.,

$$
z = \left( (n + \lambda) I + \gamma 1_n^T L 1_n BB^T \right)^{-1} \left( Y^T 1_n - W^T X^T 1_n - \gamma B (B^T W^T X^T + t 1_n^T) L 1_n \right).
$$

Update $t$ With other variables fixed, the $t$-subproblem is reformulated as

$$
\min_{t} \beta \| Y - YB - 1_n t^T \|_F^2 + \gamma \text{tr}(K^T L K) + \lambda \| t \|_2^2,
$$

which is also a quadratic optimization problem, and the solution of it is achieved when $\nabla_t = 0$, i.e.,

$$
t = \frac{1}{(\beta n + \gamma 1_n^T L 1_n + \lambda)} \left( \beta Y^T 1_n - \beta B^T (B^T W^T X^T + z 1_n^T) L 1_n \right).
$$

In summary, HOMI first randomly initialize $W$, $B$, $z$, $t$, and then iteratively and alternately update these four variables. The iteration stops when the difference between two consecutive loss is less than 0.001. Finally the label set $y_{\text{pre}}$ for an unseen $x$ is predicted according to (8). The whole schedule is concluded in Algorithm 1.

G. Complexity Analysis

HOMI iteratively solves four optimization problems. To solve $W$, HOMI needs to solve a Sylvester equation, which can be computed in $O(\max(m^3, l^3, mn^2, m^2 n, mnl))$; the rest three optimization problems are all quadratic optimization problems with the complexity of $O(\max(l^3, l m n, l n^2))$ and $O(\max(l^3, l m n, n^2))$. In summary, the overall complexity of HOMI is $O(\max(m^3, l^3, mn^2, m^2 n, mnl))$ in one iteration.

H. Convergence Analysis

The proposed numerical solution in Algorithm 1 is guaranteed to converge theoretically. Specifically, define the optimal function in (6) as $F$, the problem in (6) is not convex in all the variables together, but it is convex to each variable with the remaining variables fixed. Therefore, we solved it by an alternating optimization procedure. Specifically, we transform the original problem into four subproblems, where each subproblems can be solved efficiently. We need to minimize $F(W, B, z, t)$ with four variables $W$, $B$, $z$ and $t$. We transform the original problem into four subproblems $\min_W F(W, B, z, t)$ and $\min_B F(W, B, z, t)$, $\min_z F(W, B, z, t)$ and $\min_t F(W, B, z, t)$, respectively. When solving the $W$-subproblem $\min_W F(W_{k-1}, B_{k-1}, z_{k-1}, t_{k-1})$ at the $k$th iteration, the variables $B_{k-1}$, $z_{k-1}$, $t_{k-1}$ are fixed, and we try to find optimal $W_k$ to minimize the corresponding function value. It is obvious that $F(W_{k-1}, B_{k-1}, z_{k-1}, t_{k-1}) \geq F(W_{k-1}, B_{k-1}, z_{k-1}, t_{k-1})$. Similarly, when solving the $B$-subproblem $\min_B F(W_k, B_{k-1}, z_{k-1}, t_{k-1})$ at the $k$th iteration, the variables $W_k$, $z_{k-1}$, $t_{k-1}$ are fixed, and $F(W_{k}, B_{k-1}, z_{k-1}, t_{k-1}) \geq F(W_{k}, B_{k-1}, z_{k-1}, t_{k-1})$, and the same to $z_k$ and $t_k$. Therefore, we can get $F(W_{k-1}, B_{k-1}, z_{k-1}, t_{k-1}) \geq F(W_{k}, B_{k}, z_{k}, t_{k})$, i.e., in each iteration, the value of the loss function is decreased. As the loss function has a lower bound ($F \geq 0$), the above alternating algorithm will surely be converged.

IV. EXPERIMENTS

A. Data Sets

In this section, comparative studies were conducted on twelve commonly used benchmark multi-label data sets. Table II summarizes the detailed characteristics of each data set $D$, with the number of examples ($n$), the number of class labels ($m$), the number of features ($l$), label cardinality, i.e., average number of relevant labels per example ($L\text{Card}(D)$), label density, i.e., label cardinality over the number of class labels ($L\text{Den}(D)$), and number of distinct label sets ($L(D)$) in $D$. These data sets are publicly available at https://mulan.sourceforge.net/datasets-mlc.html

B. Compared Methods

We compared HOMI with the following ten state-of-the-art multi-label classification approaches.

- ECC (Ensemble of classifier chains) [7] is an ensemble-based multi-label classification approach, building an ensemble of $N$ classifier chains to solve multi-label classification. [hyper-parameter configuration: $N = 5$];
- BR [5] is a classical algorithm in multi-label classification, trying to decompose the original multi-label classification task into a set of binary classification tasks. [hyper-parameter $C = 1$];
- ML-KNN [30] is a popular first-order multi-label learning algorithm based on k-nearest-neighbour classification. [hyper-parameter configuration: $k = 10$];
• WRAP [43] tires to generate label specific features in an embedded feature space to deal with multi-label classification. [hyper-parameter configuration: step_size = 1, \(\lambda = 0.1, \alpha = 0.9, d = \alpha \min(m, l)\)].

• MLSF [44] generates label-specific features by analyzing local and global feature-to-label correlations. [hyper-parameter configuration: \(K = l/10, \epsilon = 0.01, \alpha = 0.8, \gamma = 0.01\)].

• LFLC [45] generates label tailored features by analyzing local and global feature-to-label correlations. [hyper-parameter configuration: grid search for \(\lambda \in \{1, 3, \ldots, 19\}\) with step-size 2, \(\eta \in \{1e - 10, \ldots, 1e - 5\}\) with a multiple of \(e\) at each step, \(\beta = 10^3\)].

• BILAS [46] generates a group of tailored features for a pair of class labels with heuristic prototype selection and embedding. [hyper-parameter configuration: \(t = 0.1, \text{ratio} = 0.5\)].

• GLOCAL [10] uses low-rank factorization to dig the global and local label correlations at the same time, through learning a latent label representation and optimizing label manifolds. [hyper-parameter configuration: \(\lambda = 1\)].

• ML-LRC [33] is a low-rank approach applying low-rank constraints to the label matrix to mine the local correlations of class labels. [hyper-parameter configuration: grid search for \(\alpha, \beta \in \{2^{-10}, 2^{-9}, \ldots, 2^{10}\}\), \(\gamma = 0.1\) and \(\tau = 0.5\)].

• CLML [47] is an approach that learns common and label-specific features based on the correlation information from labels and instances. [hyper-parameter configuration: grid search for \(\alpha, \beta, \lambda_1, \lambda_2 \in \{2^{-10}, 2^{-9}, \ldots, 2^{10}\}\) with step 2\(^2\)].

In brief, BR [5] and ML-KNN [30] belong to first-order approaches, BILAS [46] is a second-order approach, and WRAP [43], ECC [7], GLOCAL [10] and CLML [47] are high-order approaches. Particularly, GLOCAL and ML-LRC [33] are two low-rank based approaches. MLSF [44] and LFLC [45] are two label-specific approaches. The hyper-parameter configurations for different methods are suggested by their original papers.

C. Experimental Settings

The hyper parameters of HOMI are set as follows: \(\beta = 2, \gamma = 1, \lambda = 1, iter = 100\) and \(s = 10^1\). Following [43], five-fold cross-validation is performed on each data set, with mean metric and standard deviation recorded.

D. Evaluation Metrics

Let \(C^+_i, C^-_i\) be the sets of positive and negative labels corresponding to the \(i\)th instance, and \(T_i^+, T_i^-\) be the sets of positive and negative instances corresponding to the \(i\)th label, \(p\) is the number of the test instances. We chose the following four popular metrics to evaluate the performance of the proposed method and the methods under comparison.

- Hamming loss (Hloss) evaluates the rate of the mistaken label. \(\text{Hloss} = \frac{1}{p} \sum_{i=1}^{p} \Delta y_i\). \(\Delta\) stands for the symmetric difference between two sets, i.e., \(\Delta a = \{1, a \neq b\}\) if \(a = b\) (resp. \(a \neq b\)).

- Ranking loss (Rloss) calculates the fraction that a negative label is ranked higher than a positive label. Specifically, for instance \(i\), suppose \(M_i = \{(j', j'')| g_j'(x_i) \leq g_j''(x_i), (j', j'') \in C^+_i \times C^-_i\}\), \(\text{Rloss} = \frac{1}{p} \sum_{i=1}^{p} \frac{|M_i|}{|C^+_i|\times|C^-_i|}\).

- One-error evaluates the fraction of examples whose top-ranked label is not in the relevant label set. One-error = \(\frac{1}{p} \sum_{i=1}^{p} |\text{cargmax}_j f_i(x_i) \neq y_i|\).

- Average Area Under the ROC Curve (Macro-averaging AUC) denotes the fraction that a positive instance is ranked higher than a negative instance averaged over all labels. Suppose \(N_i = \{(|i', i|)| g_j(x_{i'}) \geq g_j(x_{i''}), (x_{i'}, x_{i''}) \in T^+_i \times T^-_j\}\). Macro-averaging AUC = \(\frac{1}{k} \sum_{j=1}^{k} \frac{|N_i|}{|T^+_i| \times |T^-_j|}\).

For hamming loss, ranking loss and one-error, the lower the better, while for macro-averaging AUC, the higher the better. All the metrics lie in the range of [0,1].

E. Experimental Analysis

Tables III–VI show the experimental results of the proposed method and the compared baselines on twelve data sets with respect to four metrics. Additionally, the widely-used Friedman test [48] is used for statistical analysis of the performance among all the methods on the benchmark data sets. Suppose \(k\) denotes the number of comparing algorithms, \(N\) denotes the number of data sets and \(r_j\) denotes the rank of the \(j\)th approach on the \(i\)th data set. Suppose \(R_j = \frac{1}{k} \sum_{i=1}^{N} r_j\) denotes the average rank of the \(j\)th method on all the data sets. The Friedman statistic \(F_{Fj}\), which is distributed according to the \(F\)-distribution with \((k - 1)\) numerator degrees of freedom and \((k - 1)(N - 1)\) denominator
degrees of freedom, is defined as

\[ F_p = \frac{(N - 1)\chi^2_F}{(k - 1) - \chi^2_F} \]

where

\[ \chi^2_F = 12N k(k + 1) \sum_{j=1}^{k} R^2_j - k(k + 1)^2 \]

Table VII reports the detailed statistics over all evaluation metrics as well as the related critical value at 0.05 significance level for HOMI (k = 11, N = 12). We can observe that the \( F_p \) value is larger than the critical value w.r.t. all evaluation metrics. Therefore, the null hypothesis of equal performance among comparing approaches is clearly rejected.

In order to verify whether HOMI significantly outperforms other algorithms, we employ Holm’s procedure \[48\] as the post-hoc test by treating HOMI as the control approach. Without loss of generality, we take HOMI as the first comparing approach.
A1, and for the other \( k - 1 \) approaches, we let \( A_j (2 \leq j \leq k) \)
denote the one with the \((j - 1)\)th largest average rank. Then, the
test statistic for comparing \( A_1 \) and \( A_j \) is defined as follows:
\[
z_j = \frac{(R_1 - R_j)}{\sqrt{\frac{k(k + 1)}{6N}}} \quad (2 \leq j \leq k),
\]
Accordingly, let \( p_j \) denote the \( p \)-value of \( z_j \) under normal
distribution, and the Holm’s procedure sequentially checks whether \( p_j \) is below \( \alpha / (k - j + 1) \)
in ascending order of \( j \) at significance level \( \alpha \). Specifically, the Holm’s procedure is
supposed to terminate at \( j^* \) where \( j^* \) is the first \( j \) that satisfying
\( p_j \geq \alpha / (k - j + 1) \).

Table VIII reports the statistics by taking Holm’s procedure as
post-hoc test at 0.05 significance level, where HOMI is treated
as the control approach. We can have the following observations
based on the experimental results:

- HOMI performs better than all the first-order and second-order
  methods. For example, HOMI performs significantly
  better than BR according to Table VIII. It performs nearly
  2 times better than BR on bibtex in average with respect to
  hamming loss, 1.6 times better than BILAS with respect
to macro-averaging AUC on CAL500, and more than 6
times better than ML-KNN on bibtex with respect to one-
error, which validates the importance of involving high-
order information.

- HOMI also significantly outperforms all the high-order
  methods including the low-rank based approaches. Specif-
ically, the improvements of HOMI over GLOCAL and
ML-LRC are significant according to Table VIII, which
are two state-of-the-art multi-label classification methods
based on low-rank factorization. For example, HOMI per-
forms nearly 2 times better than GLOCAL on corel16k001
regarding macro-averaging AUC and nearly 4 times better
w.r.t. ranking loss on bibtex. It outperforms ML-LRC
more than 2 times on CAL500 w.r.t. ranking loss.

- LFLC and BILAS perform well on scene, while they are not
  apt to deal with enron and bibtex. Besides, LFLC performs
  well on emotions, but does not on mediamill. However, HOMI is
dependent in almost all kinds of data set especially on
text and image data sets, which validates the robustness of
HOMI to different types of data sets.

2 If \( p_j < \alpha / (k - j + 1) \) holds for all \( j, j^* \) is set to be \( k + 1 \).
the other two methods significantly w.r.t. Macro-averaging AUC.

- In general, HOMI performs superior or at least comparable to the other algorithms in 85%, 71.7%, 65.8%, 90.8% cases in terms of hamming loss, ranking loss, one-error and macro-averaging AUC which validates that HOMI is a promising approach in multi-label classification.

The success of HOMI is partially credited to the information of high-order label correlations exploited from label space, and partially credited to the incorporation of the local geometric structure of instances to achieve joint learning of high-order label correlations and model prediction.

F. Further Analysis

1) High-Order Correlations Exploited by HOMI: HOMI exploits high-order information during the training process. In order to know what information HOMI has learned, we recorded the high-order correlation matrix $B$ trained on emotions. Emotions is a multi-label data set that describes the emotions of different music. It contains six common emotions, such as happy, relaxing, and angry.

Fig. 1(a) shows the matrix $B$ that HOMI learns. The value of each column represents the contribution of the corresponding row label to the column label. In order to better display the learned high-order label correlations, the matrix is normalized, and the relationships among labels extracted from $B$ is visually represented in Fig. 1(b). It is obvious that the diagonal element of $B$ is large, which means in prediction, a label should be dominated by itself. Moreover, it should also be influenced by correlated labels. We can clearly observe that label “relaxing/calm” and “quiet/still” are positively related, while “amazed/surprised” and “sad/lonely” are negatively correlated, and “happy/pleased” and “sad/lonely” are negatively correlated, too. Additionally, label “angry/aggressive” has negative contribution to all the other labels except “amazed/surprised”. Those label correlations learned by HOMI are consistent with common sense.

We can further verify the correctness and validity of the excavated higher-order information based on the Russell’s emotion circumplex theory [49]. Russell thought that emotions can be measured in two dimensions, i.e., pleasure–displeasure and degree-of-arousal. We show a simplified Russell’s emotion circumplex in Fig. 1(c). We assume that the correlations between two emotions can be determined by their cosine similarity, i.e., if the similarity is larger than 0, the two emotions are positively connected and a larger cosine similarity means more correlation; otherwise, they are negatively correlated. From Fig. 1(c), it can be observed that “happy/pleased” and “sad/lonely” are negatively related, while “angry” and “relaxing/calm” are negatively correlated, which is also learned by HOMI.

We can conclude that the correlations exploited by HOMI are reasonable as they are confirmed by both common sense and the Russell’s emotion circumplex theory.

2) Usefulness of High-Order Information: In order to validate the effectiveness of using high-order information, we compared HOMI with its degenerated version that makes predictions without considering the high-order label correlations, i.e., $g(x) = xW + 1_nz^T$ on all the twelve data sets with respect to hamming loss, ranking loss, one-error and macro-averaging AUC. The detailed comparisons are shown in Fig. 2.

From Fig. 2 we can observe that the performance of HOMI with high-order information outperforms its degenerated version in 83.3%, with total 48 cases (12 data sets × 4 evaluation metrics). Especially on the data set bibtex with respect to the one-error, HOMI performs 5 times better than its degenerated version. As the matrix $B$ captures the high-order correlations among labels, it is effective in improving prediction accuracy. We thus can conclude that considering high-order label information when making predictions enable HOMI to perform better and more stable in general.

3) Effectiveness of Joint Learning: HOMI exploits the high-order label correlations and make predictions in a joint manner. To show the effectiveness of joint learning, we also designed a compared method with a step-wise learning fashion that first learns high-order information by minimizing $\|Y - YB -$
Fig. 2. Usefulness of high-order information. The bar in each sub-figure stands for the value of each metric on different data sets based on the left $y$-axis. The black vertical line on the top of the bars denotes the standard deviation on each metric. The green line in each sub-figure stands for the proportion of improvement based on the right $y$-axis.

Fig. 3. Effectiveness of joint learning. The bar in each sub-figure stands for the value of each metric on different data sets based on the left $y$-axis. The black vertical line on the top of the bars denotes the standard deviation on each metric. The green line in each sub-figure stands for the proportion of improvement based on the right $y$-axis.

Fig. 4. Usefulness of local geometric structure. The bar in each sub-figure stands for the value of each metric on different data sets based on the left $y$-axis. The black vertical line on the top of the bars denotes the standard deviation on each metric. The green line in each sub-figure stands for the proportion of improvement based on the right $y$-axis.

$1_n t^T \| F_n^2$ and then makes predictions by $(xW + 1_n z^T)B + 1_n t^T$.

The comparison between joint learning and step-wise learning is shown in Fig. 3, where we can observe that the joint learning manner outperforms the step-wise learning significantly. Specifically, the performance of joint learning model is relatively superior to step-wise learning in 85.4%, with total 48 cases (12 data sets × 4 evaluation metrics). Especially on the data set mediamill, the Ranking Loss of joint learning manner is 20 times lower than that of the step-wise one.

4) Usefulness of Local Geometric Structure: Aiming to validate the effectiveness of local geometric structure, we evaluated the performance of HOMI without local geometric structure (i.e., $\gamma = 0$) in Fig. 4, where we can find that the local geometric structure is important to the proposed approach. For example, HOMI performs 13 times better than its simplified version on bitex with respect to ranking loss. Generally, the one with local geometric structure significantly outperforms the one without that in 95.9% cases.

5) Sensitivity Analysis: In Fig. 5, we investigate the sensitivity of HOMI with respect to $\beta$, $\gamma$, $\lambda$ and the number of nearest instances ($s$) on emotions. It is evident that the performance of HOMI is relatively stable and excellent as the value of the parameters change within a reasonable wide range, validating the robustness of HOMI to the hyper-parameters, which serves as a desirable property in practice.

6) Convergence Analysis: Fig. 6 shows the convergence property of the proposed approach on twelve data sets where we
can observe that the objective function decreases significantly and converges in about 50 iterations on nearly all the data sets.

7) Running Time: We also compare the running time of each algorithm on each data set, which is shown in Fig. 7. It is obvious that HOMI is usually faster than BILAS, WRAP and ECC. Additionally, the running speed of HOMI is also comparable to other methods, which is also a promising property in practice.

V. CONCLUSION

In this article, we have presented an effective multi-label classification approach. Different from the traditional low-rank based methods, we argue that the label matrix of multi-label classification is full-rank or approximately full-rank, and thus we propose to keep the rank of label matrix unchanged by self-representation. Moreover, by incorporating the local geometric structure of the input, the proposed method can simultaneously make predictions and exploit high-order label correlations. Extensive experiments validate the effectiveness of the proposed approach in learning high-order label correlations, and in incorporating the local geometric structure. As the proposed model can explicitly indicate the high-order label correlations, we have verified HOMI can learn meaningful label correlations. Besides, HOMI also significantly outperforms the state-of-the-art multi-label classification approaches, serving as a promising solution for multi-label classification. In the future, it is interesting to investigate how to extend HOMI to a non-linear version.
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