ABSTRACT
We tackle the problem of object completion from point clouds and propose a novel point cloud completion network employing an Asymmetrical Siamese Feature Matching strategy, termed as ASFM-Net. Specifically, the Siamese auto-encoder neural network is adopted to map the partial and complete input point cloud into a shared latent space, which can capture detailed shape prior. Then we design an iterative refinement unit to generate complete shapes with fine-grained details by integrating prior information. Experiments are conducted on the PCN dataset and the Completion3D benchmark, demonstrating the state-of-the-art performance of the proposed ASFM-Net. Our method achieves the 1st place in the leaderboard of Completion3D and outperforms existing methods with a large margin, about 12%. The codes and trained models are released publicly at https://github.com/Yan-Xia/ASFM-Net.
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1 INTRODUCTION
Nowadays, LiDARs and depth cameras are widely applied for perceiving/scanning environments and large workspaces, which form

the corner-stone of autonomous driving, VR/AR, and robotics systems. However, the scanned data are often incomplete and noisy owing to the occlusion. Shape completion methods that infer the complete structure from partial inputs have significant values in downstream applications, such as object detection [3, 32] and robotic manipulation [46].

Typical representation for 3D data includes voxelization [8, 24, 64], mesh [10, 23, 47], multi-view images [14, 17, 59], and point cloud [21, 35, 36]. Among them, the point cloud is very popular due to its simple and flexible structure [55]. Furthermore, adding new points and interpolating them to a point cloud will be very convenient since all points in a point cloud are independent. The unstructured property makes a point cloud easy to update [53], and make it difficult to apply the convolutional operation when using learning-based approaches.

PCN [60] firstly proposes a learning-based completion method that operates on the point clouds directly. Afterward, TopNet [45] adopts a novel hierarchical-structured point cloud generation decoder using a rooted tree. Furthermore, RL-GAN-Net [38] uses a
reinforcement learning agent to control the generative adversarial network for generating a high-fidelity completed shape. Compared to using the max-pooling operation to extract global features, SoftPoolNet [50] proposes a soft pooling approach, which selects multiple high-scoring activation. To preserve local structures, SA-Net [51] uses a skip-attention mechanism to transfer local features to the decoder. However, they all rely on the global feature extracted from the partial inputs to generate complete point clouds. Recently, RFA [62] realizes this problem and employs a feature aggregation strategy to enhance the representation of global features. However, it still can not solve the fundamental problem: The global features only extracted from the partial inputs must be incomplete and lose the geometric details.

To tackle this problem, we propose a novel point completion network named ASFM-Net. Specifically, we first train an asymmetrical Siamese auto-encoder network [34] to push the latent space extracted from the partial and complete point cloud to be as close as possible, as shown in Fig. 1. In this way, the incomplete point cloud feature space can be enhanced by some shape priors, including the classification and complete geometric information. Thus, the global feature extracted by ours is more fruitful compared with previous methods. Having prior information as guidance, we can reconstruct complete point clouds with more fine-grained details. Furthermore, an iterative refinement unit is introduced to generate the final complete point clouds with the desired resolution.

The major highlights in our work are as follows:

1. We design an asymmetrical Siamese auto-encoder network to learn shape prior information, which can produce a more informative global feature for incomplete objects.

2. We propose a new point cloud completion network based on feature matching, called ASFM-Net. With the guidance of shape priors, an iterative refinement unit is introduced to retain the information of the incomplete inputs and reasonably infer the missing geometric details of the object.

3. We conduct experiments on two datasets, including the PCN dataset and the Completion3D benchmark, to demonstrate the superior performance of ASFM-Net over the previous state-of-the-art approaches. Especially, our method achieves the 1st place in the leaderboard of Completion3D, exceeding the previous state-of-the-art over 12%.

2 RELATED WORK

In the last few decades, 3D shape completion methods have mainly been innovated through three stages: geometry-based strategy, template-based strategy, and learning-based strategy.

**Geometry-based Approaches** The geometry-based approaches rely on geometric attributes, such as the continuous characteristics of the surface or the symmetric properties of the space. Surface-oriented completion methods [1, 7, 18, 63] utilize smooth interpolation to repair the defective holes on the surface of the object. The symmetric-driven methods [28, 29, 43] first detect the symmetric candidates of the object and then repeat the regular structure to obtain the shape information of the occluded part. Although these methods are efficient under particular circumstances, they are helpless when the missing area is large or there is no significant symmetry of the object.

**Template-based Approaches** The template-based approaches are mainly categorized into four types: direct retrieval, partial alignment, deformation, and geometric substitution. The direct retrieval methods [13, 33, 40] directly retrieve the closest model in the dataset as the result of completion. Partial alignment methods [16, 19, 26, 42, 44] divide the input object into several parts as retrieval targets and then combine them to generate the complete shape. The deformation methods [2, 11, 20, 37] discuss the feasibility of deforming the retrieval model to fit the input shape. The geometric substitution methods [5, 22, 39, 58] utilize the geometric primitive of the object boundary as a substitute for the retrieval target. However, the voluminous computational overhead makes it difficult for them to migrate to online operations. Besides, noise affects their performance significantly.

**Learning-based Approaches** With the help of the deep neural networks and the wide-ranging 3D datasets, the learning-based methods have achieved excellent performance for the shape completion task. Some approaches [27, 41, 52] use volumetric methods to represent objects to apply 3D convolution on complex topology and tessellation learning. PCN [60] first adopts a similar encoder to extract the features and outputs a dense and completed point cloud from a sparse and partial input. Furthermore, TopNet [45] proposes a novel hierarchical-structured point cloud generation decoder using a rooted tree. Agrawal et al. [12] adopt the GAN network to implement the latent denoising optimization algorithm. VPC-Net [55] is designed for vehicle point cloud completion using raw LiDAR scans. PF-Net [15] uses a multi-stage strategy to generate the lost structure of the object at multiple-scale. SoftPoolNet [50] changes the max-pooling layer to a soft pooling layer, which can keep more information in multiply features. SA-Net [51] adopts a self-attention mechanism [54] to effectively exploit the local structure details. Zhang et al. [62] propose a feature aggregation strategy to preserve the primitive details. Wang et al. [48] design a cascaded refinement and add the partial input into the decoder directly for high fidelity. However, these methods use global features only extracted from partial inputs, leading to information loss in the encoding process.

3 NETWORK ARCHITECTURE

The overall network architecture of our ASFM-Net is shown in Fig. 2. Given the partial input point cloud, we first adopt an asymmetrical Siamese auto-encoder to reconstruct the coarse point cloud \( Y_{\text{coarse}} \) through unsupervised learning. It maps the partial and complete point cloud in a pre-built database into a shared latent space, with details described in Section 3.1. Then a refinement unit is proposed to refine \( Y_{\text{coarse}} \) for producing fine-grained information, which is explained in Section 3.2.

### 3.1 Asymmetrical Siamese Auto-encoder

To learn the global features with shape prior information from the pre-built database, we explore an asymmetrical Siamese auto-encoder network through unsupervised learning, as shown in Fig. 3. It consists of two AutoEncoder modules and a metric learning mechanism. The two AutoEncoder modules have identical architecture, and we choose PCN [60] as the backbone network of our auto-encoder. Any off-the-shelf point cloud feature extraction networks,
Although the asymmetrical Siamese auto-encoder can extract a fine-grained geometry, e.g., PointNet [35], FoldingNet [57], etc., can replace PCN serving as the backbone seamlessly. However, we experimentally find PCN in our ASFM-Net achieves the best performance.

Inspired by FoldingNet [57], we first train an AutoEncoder $AE_1$ (the upper part in Fig. 3) for complete point clouds. The encoder takes each complete point cloud in the pre-built database as input and maps it to a high-dimensional codeword $C_1$. A decoder reconstructs point clouds using this codeword. In our experiments, the codeword length is set as 1024. Once the training process is finished, all weights of the AutoEncoder $AE_1$ will be frozen. Then the second AutoEncoder $AE_2$ (the lower part in Fig. 3) is designed for partial point clouds. The encoder also maps the partial point cloud into a 1024-dimensional codeword $C_2$. We hope the distribution of $C_1$ and $C_2$ will be consistent by optimizing the feature matching distance. In the inference stage, the decoder of $AE_1$ with fixed weights will transform the $C_2$ to a new and complete reconstructed point cloud. Notably, we only update the weights of the encoder in $AE_2$ using a feature matching loss in the training stage. Experiments in Section 5.1 demonstrate the codeword obtained using the proposed feature matching strategy is more effective than the global features directly extracted from the partial inputs.

### 3.2 Refinement Unit

Although the asymmetrical Siamese auto-encoder can extract a more effective global feature and generate a coarse point cloud $P_{\text{coarse}}$, the fine details of the input are inevitably lost. To preserve the detailed information of the input point cloud, following [48], we concatenate the partial inputs with the $P_{\text{coarse}}$ to form a synthetic point cloud $P_{\text{synthetic}}$ using the farthest points sampling (FPS) algorithm and mirror operations. We explore various symmetry operations, including plane symmetry, projective symmetry, and affine transformation operations. Experiments confirm that the XY-plane symmetry achieves the best performance. Inspired by FoldingNet [57], we utilize a 2D grid generator and concatenates these 2D grids with each point coordinate to increase the variability of each point. In order to narrow the distribution difference between the partial and the complete point cloud, the refinement unit concatenates the global feature with the coordinate of each point in $P_{\text{synthetic}}$. Due to the superiority of neural networks in residuals prediction [47], the refinement unit predicts the coordinate offset for every point between the point set $P_{\text{synthetic}}$ and the ground truth point cloud. Specifically, we pass the $P_{\text{synthetic}}$ through a series of bottom-up and top-down structural styles of MLPs. Overall, the final completed point cloud $P_{\text{fine}}$ after refinement unit can be expressed as:

$$P_{\text{fine}} = R(P_{\text{synthetic}}) + P_{\text{synthetic}}$$  \hspace{1cm} (1)

where $R(\cdot)$ denotes the function of predicting the coordinate residuals for the $P_{\text{synthetic}}$. Besides, we can regard $P_{\text{fine}}$ as the synthetic point cloud $P_{\text{synthetic}}$ for a new loop when a higher point resolution is required. The point resolution will be doubled by iterating the refinement operation continuously.

### 3.3 Loss Function

Our training loss consists of two components, a feature matching loss, and a reconstruction loss. The former requires a more similar distribution of partial and complete point clouds and the latter expects the topological distance between the completed point clouds and the ground truth as small as possible.

**Feature matching loss.** We experiment with various metrics for feature matching, such as cosine similarity [30], Manhattan distance [25], and Euclidean distance [6]. Finally, we choose the Euclidean distance due to the best performance. The similarity between two high-dimensional feature vectors can be calculated as the following equation:

$$\mathcal{L}_{\text{feat}}(X, Y) = \sum_{i=0}^{n} \|F_p - F_c\|_2.$$  \hspace{1cm} (2)

where $X$ and $Y$ represent the partial and complete point cloud, respectively, $F_p = (x_1, x_2, \cdots, x_n)^T$ and $F_c = (y_1, y_2, \cdots, y_n)^T$ denote the features encoded from $X$ and $Y$.

**Reconstruction loss.** Following the previous work, Chamfer Distance (CD) is used to evaluate the similarity between two sets of point clouds. There are two forms of CD: CD-T and CD-P. The
Figure 3: The network architecture of asymmetrical Siamese auto-encoder. We first train an AutoEncoder \( AE_1 \) (the upper part) and freeze the weights to produce a codeword \( C_1 \) from a complete point cloud. Then we train the encoder of another AutoEncoder \( AE_2 \) to map the partial point codeword \( C_2 \) to be consistent with \( C_1 \). In the inference stage, the decoder of \( AE_1 \) is applied to transform the \( C_2 \) to a new and complete reconstructed point cloud.

The definitions of CD-T and CD-P between two point clouds \( P \) and \( Q \) are as follow:

\[
L_{P,Q} = \frac{1}{N_P} \sum_{p \in P} \min_{q \in Q} \| p - q \|_2^2,
\]

\[
L_{Q,P} = \frac{1}{N_Q} \sum_{q \in Q} \min_{p \in P} \| p - q \|_2^2,
\]

\[
L_{CD-T}(P, Q) = L_{P,Q} + L_{Q,P},
\]

\[
L_{CD-P}(P, Q) = \left( \sqrt{L_{P,Q}} + \sqrt{L_{Q,P}} \right) / 2.
\]

(3)

where \( N_P \) and \( N_Q \) are the amounts of points in \( P \) and \( Q \), respectively. Notably, CD-P is used in all our experiments during the training stage.

**Overall loss.** The overall loss function is the weighted sum of the feature matching loss and the reconstruction loss. Since we adopt a coarse-to-fine training fashion, both the predicted coarse point clouds \( P_{coarse} \) and final results \( P_{final} \) are optimized via the CD loss. More formally, the overall loss is defined as:

\[
L_{sum} = \alpha L_{feat}(X, Y) + \gamma L_{CD}(P_{final}, P_{gt}) + \beta (L_{CD}(P_{coarse}, P_{gt})
\]

(4)

where \( P_{gt} \) is the ground truth point cloud. \( \alpha, \beta, \) and \( \gamma \) are all hyper-parameters to balance their relationship, which are changed with the training steps synchronously.

4 EXPERIMENTS

4.1 Evaluation metrics

We compare our method with several current point cloud completion networks [10, 31, 45, 48–51, 56, 57, 60–62]. For a fair comparison, Chamfer Distance is used to evaluate quantitatively. For the Completion3D benchmark, the online leaderboard adopts CD-T. Thus, we adopts CD-T for experiments in Section 4.3 and CD-P for the remaining experiments.

4.2 Evaluation on PCN dataset

PCN dataset [60] is created from the ShapeNet dataset [4], containing pairs of complete and partial point clouds. Notably, each complete model includes 16384 points and is corresponding to eight partial point clouds. The dataset covers 30974 CAD models from 8 categories: airplane, cabinet, car, chair, lamp, sofa, table, and watercraft. Following [60], the number of models for validation and testing are 100 and 150, respectively. The remaining models are used for training. In our experiments, we uniformly downsample the complete shapes from 16384 points to 4096. The performance is evaluated on the resolution containing 4096 points.

We compare against several state-of-the-art point cloud completion methods such as PCN [60], TopNet [45] and RFA [62] qualitatively and quantitatively. Table 1 shows that ASFM-Net achieves the lowest CD values in all eight categories, which demonstrates the superior performance of our method in this dataset. Especially, ASFM-Net improves the average CD values by 6.1% compared to the second-best method RFA. Besides, the visualization results are shown in the column labeled 4096 in Fig. 4. We can observe that ASFM-Net can not only predict the missing part of the object but
also preserve the details of the input point cloud. For example, in the fifth rows of Fig. 4, TopNet and PCN are totally failed. They cannot complete the missing areas, even destroy the original shape of the lamp. RFA attempts to repair the lamp but fails to output a satisfactory result. In contrast, the completed point cloud by the proposed ASFM-Net preserves the detailed structure from the input and reconstructs the missing lamp cover successfully.

4.3 Evaluation on Completion3D benchmark

Completion3D benchmark\(^1\) is released by TopNet [45], which is a subset of the ShapeNet dataset derived from the PCN dataset. Different from the PCN dataset, the resolution of both partial and complete point clouds is 2048 points. Moreover, each complete model is only corresponding to one partial point cloud. The train/test split is the same as the PCN dataset.

\(^1\)https://completion3d.stanford.edu/.

Figure 4: Qualitative comparison on known categories on the Completion3D benchmark and the PCN dataset. The 2048 and 4096 resolutions of the outputs are completed from the Completion3D benchmark and the PCN dataset, respectively.

Table 1: Quantitative comparison on known categories on the PCN dataset. Point resolutions for the output and ground truth are 4096. For CD-P, lower is better.

| Methods       | Chamfer Distance \(10^{-3}\) | Average |
|---------------|-----------------------------|---------|
|               | Airplane | Cabinet | Car | Chair | Lamp | Sofa | Table | Watercraft |     |
| TopNet [45]   | 8.21     | 15.99   | 13.28 | 15.80 | 15.29 | 17.49 | 13.27 | 13.81 | 14.14 |
| PCN [60]      | 7.95     | 15.59   | 13.10 | 15.47 | 15.31 | 16.78 | 13.22 | 13.37 | 13.85 |
| RFA [62]      | 7.49     | 15.68   | 13.52 | 14.00 | 12.33 | 16.50 | 11.99 | 11.40 | 12.87 |
| ASFM-Net      | 6.75     | 14.85   | 12.51 | 13.17 | 11.66 | 15.38 | 11.49 | 10.96 | 12.09 |

\(^1\)https://completion3d.stanford.edu/.
Table 2: Quantitative comparison on known categories on the Completion3D benchmark. Point resolutions for the output and ground truth are 2048. For CD-T, lower is better.

| Methods                 | Airplane | Cabinet | Car    | Chair   | Lamp | Sofa | Table | Watercraft | Average |
|-------------------------|----------|---------|--------|---------|------|------|-------|------------|---------|
| FoldingNet [57]         | 12.83    | 23.61   | 14.88  | 25.69   | 21.79| 21.31| 20.71 | 11.51      | 19.07   |
| PCN [60]                | 9.79     | 22.70   | 12.43  | 25.14   | 22.72| 20.26| 20.27 | 11.73      | 18.22   |
| PointSetVoting [61]     | 6.88     | 21.18   | 15.78  | 22.54   | 18.78| 28.39| 19.96 | 11.16      | 18.18   |
| AtlasNet [10]           | 10.36    | 23.40   | 13.40  | 24.16   | 20.24| 20.82| 17.52 | 11.62      | 17.77   |
| RFA [62]                | 6.52     | 26.60   | 10.83  | 27.86   | 23.21| 23.58| 11.66 | 7.41       | 17.34   |
| TopNet [45]             | 7.32     | 18.77   | 12.88  | 19.82   | 14.60| 16.29| 14.89 | 8.82       | 14.25   |
| SoftPoolNet [50]        | 4.89     | 18.86   | 10.17  | 15.22   | 12.34| 14.87| 11.84 | 6.48       | 11.90   |
| SA-Net [51]             | 5.27     | 14.45   | 7.78   | 13.67   | 13.53| 14.22| 11.75 | 8.84       | 11.22   |
| GR-Net [56]             | 6.13     | 16.90   | 8.27   | 12.23   | 10.22| 14.93| 10.08 | 5.86       | 10.64   |
| CRN [48]                | 3.38     | 13.17   | 8.31   | 10.62   | 10.00| 12.86| 9.16  | 5.80       | 9.21    |
| SCRN [49]               | 3.35     | 12.81   | 7.78   | 9.88    | 10.12| 12.95| 9.77  | 6.10       | 9.13    |
| VRC-Net [31]            | 3.94     | 10.93   | 6.44   | 9.32    | 8.32 | 11.35| 8.60  | 5.78       | 8.12    |
| ASFM-Net                | 2.38     | 9.68    | 5.84   | 7.47    | 7.11 | 9.65 | 6.25  | 4.84       | 6.68    |

In the column labeled 2048 in Fig. 4, we present the results of the visual comparison between ASFM-Net and other approaches, from which we can observe the more reasonable ability to infer the missing parts and the more effective fidelity of ASFM-Net. The quantitative comparison results of ASFM-Net with the other state-of-the-art point cloud completion approaches are shown in Table 2. It is apparent from this table that the proposed ASFM-Net achieves the best performance concerning chamfer distance averaged across all categories. Compared with the second-best method VRC-Net [31], ASFM-Net improves the performance of averaged chamfer distance with a margin of 17.7%.

4.4 Car completion on KITTI dataset

Following PCN, we evaluate the proposed method for car completion on the KITTI [9] dataset. The KITTI dataset includes many real-scanned partial cars collected by Velodyne 3D laser scanner. In this experiment, we take one sequence of raw scans. It contains 2483 partial car point clouds, which are collected from 98 real cars under 425 different frames. Same as PCN, every point cloud is completed with a model trained on cars from ShapeNet, and then transformed back to the world frame. Notably, there are no ground truth point clouds in the KITTI dataset.

Table 3: Fidelity error (FD) and consistency comparison on the KITTI dataset.

| Methods          | Input | TopNet [45] | PCN [60] | RFA [62] | ASFM-Net |
|------------------|-------|-------------|----------|----------|----------|
| FD               | -     | 0.041       | 0.041    | 0.072    | 0.025    |
| Consistency      | 0.052 | 0.014       | 0.016    | 0.033    | 0.020    |

Therefore, fidelity error (FD), consistency, and minimal matching distance (MMD) are proposed by PCN as evaluation metrics. MMD is to measure how much the completion output resembles a typical car. However, we think this metric is not meaningful since we only trained on the car category. In other words, we already know the prior information that this object must be a car. Thus, we ignore MMD as an efficient evaluation metric in this paper. The fidelity is to measure the similarity between the input and completed point clouds, which calculates the average distance between each point in the input and the nearest point in the completed point cloud. Consistency is to measure how consistent the outputs reconstructed by networks are against variations in the inputs, which calculates the average Chamfer distance among the completion results of the same instance in consecutive frames. The quantitative results are shown in Table 3. From Table 3, it can be seen that ASFM-Net achieves excellent fidelity performance. The value is far below the other three methods, which illustrates ASFM-Net can preserve the original shape of the input effectively. The consistency performance

![Figure 5: Qualitative comparison on the KITTI dataset. From left to right: Raw point clouds of the same vehicle scanned in consecutive frames, shape complete ion based on TopNet [45], PCN [60], RFA [62] and our method ASFM-Net.](image-url)
of ASFM-Net is slightly weaker than TopNet and PCN. However, ASFM-Net improves the performance by a large margin compared with raw inputs. To explore the consistency performance more clearly, we visualize the results completed by different methods for one specific vehicle in different frames, as shown in Fig. 5. The raw point clouds of the same vehicle have significantly different shape appearances since they are collected at different moments from a moving vehicle. This is the reason that the value of consistency for inputs is high. From Fig. 5, we can see that PCN and TopNet are good at generating a general shape of the car while our method ASFM-Net reconstructs plausible shapes and keeps fine-grained details from the input. It demonstrates that ASFM-Net is more flexible when the appearance of the input point cloud changes greatly.

5 DISCUSSION

5.1 Ablation Study

The ablation study evaluates the effectiveness of different proposed modules in our network, including both the pre-trained asymmetrical Siamese auto-encoder and refinement unit. All experiments are conducted on the Completion3D benchmark. The CD-P is selected as the evaluation metric.

Pre-trained asymmetrical Siamese auto-encoder In this section, we evaluate the effectiveness of the asymmetrical Siamese auto-encoder which learns shape prior to introduce a feature matching strategy. We use the pre-trained asymmetrical Siamese auto-encoder instead of the encoder modules of PCN and TopNet but keep their decoder modules respectively, referred as SA-PCN Decoder and SA-TopNet Decoder. The quantitative results are illustrated in Table 4. With the proposed asymmetrical Siamese auto-encoder module, our method brings significant improvements on the average chamfer distance by 6.1% and 2.9%, respectively, when compared with PCN and TopNet. This is due to the global features extracted by the asymmetrical Siamese auto-encoder include shape priors, while the global features directly encoded from the partial inputs are less informative. The comparison results demonstrate the superiority of the Siamese auto-encoder for 3D global feature learning for object completion.

The refinement unit We choose the TopNet [45] and PCN [60] as the baseline. The refinement unit is first just integrated into TopNet and PCN, referred as TopNet-Refine and PCN-Refine. The quantitative results are shown in Table 4. Comparing with TopNet and PCN, both TopNet-Refine and PCN-Refine improve the performance across all categories significantly. The performance of TopNet-Refine and PCN-Refine also exceeds the average chamfer distance of TopNet and PCN by 15.86% and 17.96%, respectively. In addition, we remove the refinement unit from the proposed ASFM-Net and only asymmetrical Siamese auto-encoder is used, referred as w/o Refine. These results show that the refinement unit contributes to learning more perfect shape information with fine-grained details and is helpful for other point completion networks.

5.2 Robustness Test

To further evaluate the robustness of the models, we conduct experiments on the input point clouds with various visible ratios. The visible ratio $R_v$ between the partial and the complete point clouds is defined as:

$$ R_v = \frac{N_p}{N_c} $$

where $N_p$ is the resolution of the points of a partial point cloud under the currently visible radius in the spherical space and $N_c$ is the total points of complete point clouds. $R_v$ ranges from 20% to 80% with a step of 20%.

The quantitative and qualitative results are shown in Table 6 and Fig. 6, respectively. From them, we can conclude the following two conclusions: (1) Our method can deal with high missing degrees more robustly. Even though the visibility is only 0.2, ASFM-Net still generates the overall shape of the airplane. Both TopNet [45] and RFA [62] miss a good aircraft shape and generate uneven points. The result of PCN [60] is completely failed. (2) ASFM-Net reaches the best performance no matter in any visible ratios, which demonstrates our method is more robust to occlusion data.

5.3 Completion on novel categories

Since the asymmetrical Siamese auto-encoder is unsupervised trained using the models with known categories in the pre-built database, it is essential to explore its impact on the entire network ASFM-Net when facing unknown objects. In this section, we select eight novel categories for evaluation from the ShapeNet dataset, which are divided into two groups: one is the bed, bench, bookshelf, and bus (visually similar to the training categories), another is guitar, motorbike, pistol, and skateboard (visually dissimilar to the training categories). All experiments are conducted on the Completion3D benchmark.

The qualitative and quantitative results are shown in Table 5 and Fig. 7, respectively. From Fig. 7, we can see the coarse outputs generated by the asymmetrical Siamese auto-encoder are wrong. It mistakenly completes the bed as the chair, the guitar as the lamp, and the motorbike as the watercraft. This is consistent with our expectation that the prior category information is learned from the known training categories. However, even if the asymmetrical Siamese auto-encoder provides wrong results, ASFM-Net can...
Table 4: Ablation studies of asymmetrical Siamese auto-encoder and refinement unit on the Completion3D benchmark.

| Methods                  | Airplane | Cabinet | Car | Chair | Lamp | Sofa | Table | Watercraft | Average |
|--------------------------|----------|---------|-----|-------|------|------|-------|------------|---------|
| PCN [60]                 | 14.10    | 27.03   | 20.28 | 27.02 | 24.99 | 27.16 | 22.30 | 17.03      | 22.49   |
| SA-PCN Decoder           | 13.32    | 25.69   | 19.82 | 23.67 | 22.98 | 24.12 | 22.46 | 16.84      | 21.11   |
| PCN-Refine               | 10.57    | 23.48   | 18.87 | 21.45 | 18.37 | 22.59 | 18.27 | 13.98      | 18.45   |
| TopNet [45]              | 13.88    | 28.07   | 19.69 | 24.74 | 23.36 | 26.12 | 22.48 | 16.66      | 21.88   |
| SA-TopNet Decoder        | 13.09    | 25.55   | 20.22 | 24.37 | 23.03 | 24.78 | 21.55 | 17.42      | 21.25   |
| TopNet-Refine            | 10.96    | 23.86   | 18.78 | 21.41 | 17.85 | 22.05 | 18.31 | 14.08      | 18.41   |
| w/o Refine               | 16.02    | 27.32   | 20.58 | 28.38 | 26.08 | 27.74 | 24.78 | 17.56      | 23.56   |
| ASFM-Net                 | **10.39**| **22.42**| **18.24**| **19.32**| **17.31**| **21.66**| **17.82**| **13.74**| **17.61**|

Table 5: Quantitative comparison on novel categories on the Completion3D benchmark. Point resolutions for the output and ground truth are 2048. For CD-P, lower is better.

| Methods                  | bed    | bench | bookshelf | bus   | guitar | motor | pistol | skateboard | Average |
|--------------------------|--------|-------|-----------|-------|--------|-------|--------|------------|---------|
| TopNet [45]              | 39.76  | 20.64 | 28.82     | 17.77 | 15.62  | 22.52 | 22.13  | 18.26      | 23.19   |
| PCN [60]                 | 38.73  | 21.28 | 29.26     | 18.47 | 17.19  | 23.10 | 20.34  | 17.70      | 23.26   |
| RFA [62]                 | 34.67  | 19.27 | 23.38     | 18.05 | 17.21  | 21.33 | 19.93  | 18.95      | 21.98   |
| ASFM-Net                 | **31.94**| **17.31**| **23.19**| **17.02**| **11.97**| **16.81**| **15.83**| **14.50**| **18.57**|

Table 6: Quantitative comparison on known categories under different visible ratio. The CD-P is reported by TopNet, PCN, RFA and our method, multiplied by $10^{-3}$.

| Methods | Visible Ratio | 20% | 30% | 40% | 50% | 60% | 70% | 80% |
|---------|--------------|-----|-----|-----|-----|-----|-----|-----|
| TopNet [45] |              | 41.92 | 34.72 | 30.16 | 27.27 | 27.54 | 24.27 | 23.47 |
| PCN [60] |              | 45.65 | 37.82 | 33.08 | 30.06 | 27.64 | 25.77 | 24.01 |
| RFA [62] |              | 41.58 | 34.61 | 29.64 | 25.83 | 22.74 | 20.74 | 19.06 |
| ASFM-Net |              | **39.94**| **31.71**| **25.97**| **22.03**| **19.29**| **17.47**| **16.27**|

possibly reconstruct satisfactory point clouds (Row 2,3) thanks to the refinement unit. Besides, as shown in Table 5, ASFM-Net outperforms other state-of-the-art methods on all novel categories. Notably, our method can improve performance by a large margin on visually dissimilar categories (e.g. the pistol and skateboard). This demonstrates that ASFM-Net has better generalizability than all previously tested state-of-the-art methods.

6 CONCLUSION

In this paper, we propose a novel end-to-end network ASFM-Net for point cloud completion. We design an asymmetrical Siamese auto-encoder, using a feature matching strategy to learn fruitful shape priors from complete point clouds in the pre-built database. Besides, we introduce the iterative refinement unit to preserve the information of inputs and reconstruct complete point clouds with fine-grained details. Experiments show that our ASFM-Net achieves 1st place in Completion3D benchmark. According to discussion on experimental results, especially ablation studies, we can discover that the refinement unit contributes more to the performance of the ASFM-Net. In the future, we will explore the application of the completed results for 3D perceptual tasks, like instance extraction and type classification.
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