Abstract

In this paper, we give a complete self-contained proof that the rigidity matrix of a symmetric bar and joint framework (as well as its transpose) can be transformed into a block-diagonalized form using techniques from group representation theory. This theorem is basic to a number of useful and interesting results concerning the rigidity and flexibility of symmetric frameworks. As an example, we use this theorem to prove a generalization of the symmetry-extended version of Maxwell’s rule given in [9] which can be applied to both injective and non-injective realizations in all dimensions.

1 Introduction

It is a common method in engineering, physics, and chemistry to apply techniques from group representation theory to the analysis of symmetric structures (see, for example, [10, 11, 14, 15, 21, 22]). In particular, some recent papers have used these techniques to gain insight into the rigidity properties of symmetric frameworks consisting of rigid bars and flexible joints.
One of the fundamental observations resulting from this approach for studying the rigidity of symmetric bar and joint frameworks is due to R.D. Kangwai and S.D. Guest ([21]): given a symmetric framework \((G, p)\) and a non-trivial subgroup \(S\) of its point group, there are techniques to block-diagonalize the rigidity matrix of \((G, p)\) (as well as its transpose) into submatrix blocks in such a way that each block corresponds to an irreducible representation of \(S\). Using such a block-diagonalization, the (first-order) rigidity analysis of \((G, p)\) can be broken up into ‘symmetric’ subproblems, where each subproblem considers the relationship between external forces on the joints of \((G, p)\) and resulting internal forces in the bars of \((G, p)\) that share certain symmetry properties. A number of interesting and useful results concerning the rigidity of symmetric frameworks are based on this method.

However, since the main focus of the work in [21], as well as in subsequent papers such as [5], [9], or [20], lies on applications in engineering and chemistry, many of these results are not presented with a mathematically precise formulation nor with a complete mathematical foundation.

In this paper, we establish two major results. First, in Section 3, we use the mathematical foundation we established in [28] to give a complete proof for the fact that the rigidity matrix of a symmetric framework (as well as its transpose) can be block-diagonalized in the way described above. Fundamental to this proof are our mathematically explicit definitions for the ‘external’ and ‘internal’ representation which were introduced in [9] and [21] only by means of an example, and Lemma 3.1 which establishes the key connection between these two representations.

Secondly, in Section 4, we apply the results of Section 3 to give a detailed mathematical proof for the symmetry-extended version of Maxwell’s rule given in [9]. This rule provides further necessary conditions (in addition to Maxwell’s original condition from 1864 [23]) for a symmetric framework to be isostatic (i.e., minimal infinitesimally rigid). While the symmetry-extended version of Maxwell’s rule, as formulated in [9], is only applicable to 2- or 3-dimensional frameworks with injective configurations (see [28] for details), we establish a more general result in this paper, namely a rule that can be applied to both injective and non-injective realizations in all dimensions. The proof of this result is based on Theorem 4.3 which in turn relies on the fact that the rigidity matrix of a symmetric framework can be block-diagonalized as described in Section 3.

An alternate approach to proving the symmetry-extended version of Maxwell’s rule in [9], as well as various generalizations of this rule to other types of geometric constraint systems, is given by J.C. Owen and S.C. Power in [26].
In order to apply the symmetry-extended version of Maxwell’s rule to a given framework \((G, p)\), it is necessary to determine the dimensions of the subspaces of infinitesimal rigid motions of \((G, p)\) that are invariant under the external representation. While in [9], the question of how to find the dimensions of these subspaces is only briefly addressed and not answered completely from a mathematical point of view (in particular, for all frameworks in dimensions higher than 3, this question is not addressed at all), in Section 4 of this paper, we explain in detail how to determine the dimensions of these subspaces for an arbitrary-dimensional framework.

Since in [9] and [21], the rigidity properties of a symmetric framework are studied from both the kinematic and static point of view simultaneously, we develop the corresponding mathematical theory in this paper in the same manner.

In [5], the symmetry-extended version of Maxwell’s rule is used to show that a symmetric isostatic framework in 2D or 3D must obey some very simply stated restrictions on the number of structural elements that are ‘fixed’ by various symmetry operations of the framework. Since the work in [5] is based entirely on the symmetry-extended version of Maxwell’s rule, the results of the present paper implicitly provide proofs for these results (and analogous extensions of these results to higher dimensions) as well.

As shown in [29, 30, 31], symmetrized versions of some other famous theorems in rigidity theory, such as Laman’s Theorem ([12, 13]) or the theorem on the equivalence of finite and infinitesimal rigidity for generic realizations ([2]), can also be established using and extending the results of this paper.

2 Definitions and preliminaries

2.1 Introduction to infinitesimal and static rigidity

2.1.1 Infinitesimal rigidity

We begin with a brief introduction to infinitesimal rigidity of bar and joint frameworks.

All graphs considered in this paper are finite graphs without loops or multiple edges. The vertex set of a graph \(G\) is denoted by \(V(G)\) and the edge set of \(G\) is denoted by \(E(G)\). Two vertices \(u \neq v\) of \(G\) are said to be adjacent if \(\{u, v\} \in E(G)\), and independent otherwise.

Definition 2.1 [13, 37, 68] A framework (in \(\mathbb{R}^d\)) is a pair \((G, p)\), where \(G\)
is a graph and \( p : V(G) \rightarrow \mathbb{R}^d \) is a map with the property that \( p(u) \neq p(v) \) for all \( \{u, v\} \in E(G) \). We also say that \((G, p)\) is a \(d\)-dimensional realization of the underlying graph \(G\).

Given the vertex set \( V(G) = \{v_1, \ldots, v_n\} \) of a graph \( G \) and a map \( p : V(G) \rightarrow \mathbb{R}^d \), it is often useful to identify \( p \) with a vector in \( \mathbb{R}^{dn} \) by using the order on \( V(G) \). In this case we also refer to \( p \) as a configuration of \( n \) points in \( \mathbb{R}^d \).

A joint of a \(d\)-dimensional framework \((G, p)\) is an ordered pair \((v, p(v))\), where \( v \in V(G) \), and a bar of \((G, p)\) is an unordered pair \(\{(u, p(u)), (v, p(v))\}\) of joints of \((G, p)\), where \(\{u, v\} \in E(G)\). We define \(\|p(u) - p(v)\|\) to be the length of the bar \(\{(u, p(u)), (v, p(v))\}\), where \(\|p(u) - p(v)\|\) is defined by the canonical inner product on \(\mathbb{R}^d\).

Note that the map \( p \) of \((G, p)\) can possibly be non-injective, that is, two distinct joints \((u, p(u))\) and \((v, p(v))\) of \((G, p)\) may be located at the same point \(p(u) = p(v)\) in \(\mathbb{R}^d\), provided that \(u\) and \(v\) are independent vertices of \(G\). However, if \(\{u, v\} \in E(G)\), then \(p(u) \neq p(v)\), so that every bar \(\{(u, p(u)), (v, p(v))\}\) of \((G, p)\) has a strictly positive length.

**Definition 2.2** Let \((G, p)\) be a framework in \(\mathbb{R}^d\) with \(V(G) = \{v_1, v_2, \ldots, v_n\}\). An infinitesimal motion of \((G, p)\) is a function \(u : V(G) \rightarrow \mathbb{R}^d\) such that

\[
(p(v_i) - p(v_j)) \cdot (u(v_i) - u(v_j)) = 0 \quad \text{for all } \{v_i, v_j\} \in E(G). \quad (1)
\]

An infinitesimal motion \(u\) of \((G, p)\) is an infinitesimal rigid motion if there exists a family of differentiable functions \(P_i : [0, 1] \rightarrow \mathbb{R}^d\), \(i = 1, 2, \ldots, n\), with \(P_i(0) = p(v_i)\) for all \(i\) and \(\|P_i(t) - P_j(t)\| = \|p(v_i) - p(v_j)\|\) for all \(t \in [0, 1]\) and all \(1 \leq i < j \leq n\), such that \(u(v_i) = P_i'(0)\) for all \(i\). Otherwise \(u\) is called an infinitesimal flex of \((G, p)\).

\((G, p)\) is said to be infinitesimally rigid if every infinitesimal motion of \((G, p)\) is an infinitesimal rigid motion. Otherwise \((G, p)\) is said to be infinitesimally flexible. See [13, 37], for example, for more details.

Note that an infinitesimal motion of a framework \((G, p)\) is a set of displacement vectors, one at each joint, that neither stretch nor compress the bars of \((G, p)\) at first order. More precisely, condition (1) says that for every edge \(\{v_i, v_j\} \in E(G)\), the projections of \(u(v_i)\) and \(u(v_j)\) onto the line through \(p(v_i)\) and \(p(v_j)\) have the same direction and the same length (see also Figure [11] [37] [38].
Figure 1: The arrows indicate the non-zero displacement vectors of an infinitesimal rigid motion (a) and infinitesimal flexes (b, c) of frameworks in $\mathbb{R}^2$.

Remark 2.1 Let $G$ be a graph with $V(G) = \{v_1, v_2, \ldots, v_n\}$ and let $u$ be an infinitesimal motion of a $d$-dimensional realization $(G, p)$ of $G$. If $(p(v_i) - p(v_j)) \cdot (u(v_i) - u(v_j)) \neq 0$ for some $\{v_i, v_j\} \notin E(G)$, then $u$ is an infinitesimal flex of $(G, p)$. If the points $p(v_1), \ldots, p(v_n)$ span all of $\mathbb{R}^d$ (in an affine sense), then the converse also holds, i.e., in this case, $u$ is an infinitesimal flex of $(G, p)$ if and only if $(p(v_i) - p(v_j)) \cdot (u(v_i) - u(v_j)) \neq 0$ for some $\{v_i, v_j\} \notin E(G)$ or equivalently, $u$ is an infinitesimal rigid motion of $(G, p)$ if and only if $(p(v_i) - p(v_j)) \cdot (u(v_i) - u(v_j)) = 0$ for all $1 \leq i < j \leq n$.

From now on, when we say that a set of points spans a space, then this will always be in the affine sense.

For a framework $(G, p)$ whose underlying graph $G$ has a vertex set that is indexed from 1 to $n$, say $V(G) = \{v_1, v_2, \ldots, v_n\}$, we will frequently denote $p(v_i)$ by $p_i$ for $i = 1, 2, \ldots, n$. The $k^{th}$ component of a vector $x$ is denoted by $(x)_k$.

The equations in Definition 2.2 form a system of linear equations whose corresponding matrix is called the rigidity matrix. This matrix is fundamental in the study of both infinitesimal and static rigidity [12, 13, 37, 38].

Definition 2.3 Let $G$ be a graph with $V(G) = \{v_1, v_2, \ldots, v_n\}$ and let $p : V(G) \to \mathbb{R}^d$. The rigidity matrix of $(G, p)$ is the $|E(G)| \times dn$ matrix

$\mathbf{R}(G, p) = \begin{pmatrix} 0 & \ldots & 0 & p_i - p_j & 0 & \ldots & 0 & p_j - p_i & 0 & \ldots & 0 \\ \vdots \\ \vdots \end{pmatrix}$,
that is, for each edge \( \{v_i, v_j\} \in E(G) \), \( R(G, p) \) has the row with \( (p_i - p_j)_1, \ldots, (p_i - p_j)_d \) in the columns \( d(i-1)+1, \ldots, di \), \( (p_j - p_i)_1, \ldots, (p_j - p_i)_d \) in the columns \( d(j-1)+1, \ldots, dj \), and 0 elsewhere.

**Remark 2.2** The rigidity matrix is defined for arbitrary pairs \((G, p)\), where \( G \) is a graph and \( p : V(G) \to \mathbb{R}^d \) is a map. If \((G, p)\) is not a framework, then there exists a pair of adjacent vertices of \( G \) that are mapped to the same point in \( \mathbb{R}^d \) under \( p \) and every such edge of \( G \) gives rise to a zero-row in \( R(G, p) \).

If we identify an infinitesimal motion of a \( d \)-dimensional framework \((G, p)\) with a column vector in \( \mathbb{R}^{d|V(G)|} \) (by using the order on \( V(G) \)), then the kernel of \( R(G, p) \) is the space of infinitesimal motions of \((G, p)\). It is known that the infinitesimal rigid motions arising from \( d \) translations and \( \binom{d}{2} \) rotations of \( \mathbb{R}^d \) form a basis of the space of infinitesimal rigid motions of \((G, p)\), provided that the points \( p_1, \ldots, p_n \) span an affine subspace of \( \mathbb{R}^d \) of dimension at least \( d - 1 \) \([13, 37]\). Thus, for such a framework \((G, p)\), we have nullity \( \text{nullity } (R(G, p)) \geq d + \binom{d}{2} = (d+1)^2 \) and \((G, p)\) is infinitesimally rigid if and only if nullity \( (R(G, p)) = (d+1)^2 \) or equivalently, rank \( (R(G, p)) = d|V(G)| - (d+1)^2 \).

**Theorem 2.1** \([2]\) A framework \((G, p)\) in \( \mathbb{R}^d \) is infinitesimally rigid if and only if either rank \( (R(G, p)) = d|V(G)| - (d+1)^2 \) or \( G \) is a complete graph \( K_n \) and the points \( p(v_i), v \in V(G) \), are affinely independent.

### 2.1.2 Static rigidity

We now also give a brief introduction to the static approach to rigidity. The intuitive test for static rigidity of a framework \((G, p)\) is to apply an external load to \((G, p)\) (i.e., a set of forces, one to each joint) and investigate whether there exists a set of tensions and compressions in the bars of \((G, p)\) that reach an equilibrium with this load at the joints (see also Figure 2). Of course only loads which do not correspond to a translation or rotation of space can possibly be resolved in this way.

**Definition 2.4** \([7, 33, 36, 37]\) Let \((G, p)\) be a framework in \( \mathbb{R}^d \) with \( V(G) = \{v_1, v_2, \ldots, v_n\} \). A load on \((G, p)\) is a function \( l : V(G) \to \mathbb{R}^d \), where for \( i = 1, 2, \ldots, n \), the vector \( l(v_i) \) represents a force applied to the joint \((v_i, p_i)\) of \((G, p)\).

A load \( l \) on \((G, p)\) is called an equilibrium load if \( l \) satisfies
(i) $\sum_{i=1}^{n} l_i = 0$;

(ii) $\sum_{i=1}^{n} ((l_i)_j(p_i)_k - (l_i)_k(p_i)_j) = 0$ for all $1 \leq j < k \leq d$,

where $l_i$ denotes the vector $l(v_i)$ for each $i$.

The physical intuition for conditions (i) and (ii) in Definition 2.4 is the following: condition (i) rules out loads that would produce a translation of $(G, p)$ and (ii) says that there is no net rotational twist of $(G, p)$.

**Definition 2.5** [7, 33, 36, 37] Let $l$ be an equilibrium load on a framework $(G, p)$ in $\mathbb{R}^d$ with $V(G) = \{v_1, v_2, \ldots, v_n\}$. A resolution of $l$ by $(G, p)$ (also called a stress of $(G, p)$) is a function $\omega : E(G) \to \mathbb{R}$ such that at each joint $(v_i, p_i)$ of $(G, p)$ we have

$$\sum_{j \text{ with } \{v_i, v_j\} \in E(G)} \omega_{ij}(p_i - p_j) + l_i = 0,$$

where $\omega_{ij}$ denotes $\omega(\{v_i, v_j\})$ for all $\{v_i, v_j\} \in E(G)$.

The scalars $\omega_{ij}$ represent tensions ($\omega_{ij} < 0$) and compressions ($\omega_{ij} > 0$) in the bars of $(G, p)$, so that the bar forces reach an equilibrium with $l_i$ at each joint $(v_i, p_i)$.

---

**Figure 2:** (a), (b) The arrows indicate a tension (a) and a compression (b) in a bar. (c) An equilibrium load on a non-degenerate triangle. This load can be resolved by the triangle as shown in (d). (e) An unresolvable equilibrium load on a degenerate triangle: for any joint of this framework, tensions or compressions in the bars cannot reach an equilibrium with the load vector at this joint.
Definition 2.6 [7, 33, 36, 37] A framework \((G, p)\) is \textit{statically rigid} if every equilibrium load on \((G, p)\) has a resolution by \((G, p)\).

Note that if we identify \(l\) and \(\omega\) with a column vector in \(\mathbb{R}^{dn}\) and \(\mathbb{R}^{|E(G)|}\), respectively, then (after changing the sign of \(l\)) the equations in Definition 2.5 can be written in a compact form in terms of the rigidity matrix \(R(G, p)\) as

\[ R(G, p)^T \omega = l. \]

Let \((v_h, p_h)\) and \((v_k, p_k)\) be two joints of \((G, p)\). Then it is easy to see that the column vector \(F_{hk}\), where

\[ (F_{hk})^T = (0, \ldots, 0, p_h - p_k, 0, \ldots, 0, 0, \ldots, 0), \]

is an equilibrium load on \((G, p)\). Further, if \(\{v_i, v_j\} \in E(G)\), then \((F_{ij})^T\) is the row vector of \(R(G, p)\) that corresponds to \(\{v_i, v_j\}\) and \(F_{ij}\) is clearly resolved by the bar \(\{(v_i, p_i), (v_j, p_j)\}\) of \((G, p)\). Note that if \((G, p)\) is statically rigid, then \(F_{hk}\) has a resolution by \((G, p)\) for every pair \((v_h, p_h), (v_k, p_k)\) of joints of \((G, p)\) (even if \(\{v_h, v_k\} \notin E(G)\)).

If the points \(p_1, \ldots, p_n\) span all of \(\mathbb{R}^d\), then the converse also holds, since in this case, the vectors \(F_{hk}, 1 \leq h < k \leq n\), generate the entire space of equilibrium loads on \((G, p)\) (see [36]). This space is a subspace of \(\mathbb{R}^{dn}\) of dimension \(dn - \binom{d+1}{2}\) (defined by the equations in Definition 2.4).

Thus, if we want to test such a framework \((G, p)\) for static rigidity, we need to investigate whether the rows of \(R(G, p)\) generate a space of dimension \(dn - \binom{d+1}{2}\), that is, the entire space of equilibrium loads on \((G, p)\). In other words, we need to investigate whether

\[ \text{rank } (R(G, p)^T) = dn - \binom{d+1}{2}. \]

So, the essential information for both infinitesimal and static rigidity of a framework \((G, p)\) is comprised by the rigidity matrix \(R(G, p)\). While in infinitesimal rigidity, we investigate the column space and column rank of \(R(G, p)\), in static rigidity, we investigate the row space and row rank of \(R(G, p)\). In the light of these remarks, the following fundamental facts do not come as a surprise.

Theorem 2.2 [27] The load \(F_{hk}\) on a framework \((G, p)\) has no resolution by \((G, p)\) if and only if there exists an infinitesimal motion \(u\) of \((G, p)\) with \((p_h - p_k) \cdot (u_h - u_k) \neq 0\).
Theorem 2.3 \cite{18, 27} A framework \((G, p)\) is infinitesimally rigid if and only if \((G, p)\) is statically rigid.

Theorem 2.3 allows us to use the terms infinitesimally rigid and statically rigid interchangeably.

2.2 Symmetry in frameworks

We now introduce the necessary terms and definitions relating to symmetric frameworks.

First, recall that an automorphism of a graph \(G\) is a permutation \(\alpha\) of \(V(G)\) such that \(\{u, v\} \in E(G)\) if and only if \(\{\alpha(u), \alpha(v)\} \in E(G)\). The automorphisms of a graph \(G\) form a group under composition which is denoted by \(\text{Aut}(G)\).

Also, recall that an isometry of \(\mathbb{R}^d\) is a map \(x : \mathbb{R}^d \to \mathbb{R}^d\) such that \(\|x(a) - x(b)\| = \|a - b\|\) for all \(a, b \in \mathbb{R}^d\).

Definition 2.7 \cite{17, 28} Let \((G, p)\) be a framework in \(\mathbb{R}^d\). A symmetry operation of \((G, p)\) is an isometry \(x\) of \(\mathbb{R}^d\) such that for some \(\alpha \in \text{Aut}(G)\), we have \(x(p(v)) = p(\alpha(v))\) for all \(v \in V(G)\).

The set of all symmetry operations of a given framework forms a group under composition. We adopt the following vocabulary from chemistry and crystallography:

Definition 2.8 Let \((G, p)\) be a framework. Then the group which consists of all symmetry operations of \((G, p)\) is called the point group of \((G, p)\).

It is well known that if \(P\) is the point group of a \(d\)-dimensional framework \((G, p)\), then there exists a point \(O\) in \(\mathbb{R}^d\) which is fixed by every symmetry operation in \(P\). \cite{28}. Since a translation of \((G, p)\) does not change the rigidity properties of \((G, p)\), we may assume wlog that this point \(O\) is the origin of \(\mathbb{R}^d\). It then follows that every symmetry operation of \((G, p)\) is an orthogonal linear transformation of \(\mathbb{R}^d\), so that \(P\) is a symmetry group, i.e., a subgroup of the orthogonal group \(O(\mathbb{R}^d)\).

In this paper, the point group of every framework is assumed to be a symmetry group.

For the symmetry operations and symmetry groups of the 2-dimensional frameworks given in the examples of this paper, we use the Schoenflies notation since it is one of the standard notations in the literature about symmetric
structures. The three kinds of possible symmetry operations in dimension 2 are the identity $Id$, rotations $C_m$ about the origin by an angle of $\frac{2\pi}{m}$, where $m \geq 2$, and reflections $s$ in lines through the origin. In the Schoenflies notation, this gives rise to the following families of possible symmetry groups in dimension 2: $C_1$, $C_s$, $C_m$ and $C_{mv}$, where $m \geq 2$. $C_1$ denotes the trivial group which only contains the identity $Id$. $C_s$ denotes any symmetry group in dimension 2 that consists of the identity $Id$ and a single reflection $s$. For $m \geq 2$, $C_m$ denotes any cyclic symmetry group of order $m$ which is generated by a rotation $C_m$, and $C_{mv}$ denotes any symmetry group in dimension 2 that is generated by a pair $\{C_m, s\}$.

In order to symmetrize results in rigidity theory, we need an appropriate classification of symmetric frameworks. We use the following terminology (see also [28, 29, 30, 31]).

**Definition 2.9** Let $G$ be a graph and $S$ be a symmetry group in dimension $d$. Then $\mathcal{R}(G, S)$ is the set of all $d$-dimensional realizations of $G$ whose point group is either equal to $S$ or contains $S$ as a subgroup. An element of $\mathcal{R}(G, S)$ is said to be a realization of the pair $(G, S)$.

It follows directly from these definitions that if $(G, p)$ is a $d$-dimensional realization of a graph $G$ and $S$ is a symmetry group in dimension $d$, then $(G, p) \in \mathcal{R}(G, S)$ if and only if there exists a map $\Phi : S \rightarrow \text{Aut}(G)$ such that

$$x(p(v)) = p(\Phi(x)(v))$$

for all $v \in V(G)$ and all $x \in S$. (2)

If a framework $(G, p) \in \mathcal{R}(G, S)$ satisfies the equations in (2) for the map $\Phi : S \rightarrow \text{Aut}(G)$, then $(G, p)$ is said to be of type $\Phi$. The set of all realizations of $(G, S)$ which are of type $\Phi$ is denoted by $\mathcal{R}(G, S, \Phi)$.

Given a graph $G$ and a symmetry group $S$ in dimension $d$, different choices of types $\Phi : S \rightarrow \text{Aut}(G)$ frequently lead to very different geometric types of realizations of $(G, S)$. This is because a type $\Phi$ forces the joints and bars of a framework in $\mathcal{R}(G, S, \Phi)$ to assume certain geometric positions in $\mathbb{R}^d$, as the following example demonstrates.

**Example 2.1** Figure 3 shows two realizations of $(K_{3,3}, C_s)$ of different types, where $K_{3,3}$ is the complete bipartite graph with partite sets $\{v_1, v_2, v_3\}$ and $\{v_4, v_5, v_6\}$, and $C_s = \{Id, s\}$ is a symmetry group in dimension 2 generated by a reflection $s$. The framework in Figure 3(a) is a realization of $(K_{3,3}, C_s)$ of type $\Phi_a$, where $\Phi_a : C_s \rightarrow \text{Aut}(K_{3,3})$ is defined by

$$\Phi_a(Id) = id$$

$$\Phi_a(s) = (v_1 v_2)(v_5 v_6)(v_3)(v_4),$$
Figure 3: 2-dimensional realizations of \((K_{3,3}, C_s)\) of different types.

and the framework in Figure 3(b) is a realization of \((K_{3,3}, C_s)\) of type \(\Phi_b\), where \(\Phi_b : C_s \to \text{Aut}(K_{3,3})\) is defined by

\[
\begin{align*}
\Phi_b(\text{Id}) &= \text{id} \\
\Phi_b(s) &= (v_1 v_4)(v_2 v_5)(v_3 v_6).
\end{align*}
\]

As shown in [28], ‘almost all’ realizations in a set of the form \(\mathcal{R}(G,S,\Phi)\) share the same infinitesimal rigidity properties.

For example, ‘almost all’ realizations in \(\mathcal{R}(K_{3,3},C_s,\Phi_a)\) are infinitesimally rigid, whereas all realizations in \(\mathcal{R}(K_{3,3},C_s,\Phi_b)\) are infinitesimally flexible [28, 34, 35].

It is also shown in [28] that if \((G, p) \in \mathcal{R}(G,S)\) is an injective realization of \(G\), then \((G, p)\) is of a unique type \(\Phi\) and \(\Phi\) must be a homomorphism. However, if \((G, p)\) is a non-injective realization, then \((G, p)\) may be of several types and a given type may not be a homomorphism. For details, we refer the reader to [28, 29].

As we will see in this paper, the type \(\Phi\) plays a key role in applying techniques from group representation theory to the analysis of a symmetric framework in a set of the form \(\mathcal{R}(G,S)\), whenever \(\Phi\) is a homomorphism.

**Remark 2.3** Let \(G\) be a graph, \(S\) be a symmetry group in dimension \(d\), and \(\Phi\) be a map from \(S\) to \(\text{Aut}(G)\). Then it is easy to see that for any given \(x \in S\), the set of all configurations \(p\) of \(n\) points in \(\mathbb{R}^d\) that satisfy the equations in (2) corresponding to \(x\) is a linear subspace of \(\mathbb{R}^{dn}\) (see also [28]). We denote this subspace by \(L_{x,\Phi}\). It follows that \(U = \bigcap_{x \in S} L_{x,\Phi}\) is also a subspace of \(\mathbb{R}^{dn}\). Note that \(U\) is the space of all those (possibly non-injective) configurations \(p\) of \(n\) points in \(\mathbb{R}^d\) with the property that either \((G, p)\) is a
framework in \( R_{(G,S,\Phi)} \), or \( p \) possesses the symmetry imposed by \( S \) and \( \Phi \), but there exists at least one edge \( \{v_i, v_j\} \) in \( E(G) \) with \( p_i = p_j \).

### 2.3 Basic definitions in group representation theory

We need the following notions from group representation theory.

**Definition 2.10** Let \( S \) be a group and \( V \) be an \( n \)-dimensional vector space over the field \( F \). A linear representation of \( S \) with representation space \( V \) is a group homomorphism \( H \) from \( S \) to \( GL(V) \), where \( GL(V) \) denotes the group of all automorphisms of \( V \). The dimension \( n \) of \( V \) is called the degree of \( H \).

Two linear representations \( H_1 : S \to GL(V_1) \) and \( H_2 : S \to GL(V_2) \) are said to be equivalent if there exists an isomorphism \( h : V_1 \to V_2 \) such that \( h \circ H_1(x) \circ h^{-1} = H_2(x) \) for all \( x \in S \).

**Definition 2.11** Let \( S \) be a group, \( V \) be a vector space over the field \( F \) and \( H : S \to GL(V) \) be a linear representation of \( S \). A subspace \( U \) of \( V \) is said to be \( H \)-invariant (or simply invariant if \( H \) is clear from the context) if \( H(x)(U) \subseteq U \) for all \( x \in S \). \( H \) is called irreducible if \( V \) and \( \{0\} \) are the only \( H \)-invariant subspaces of \( V \).

Note that the property of irreducibility depends on the field \( F \). Since we only consider frameworks in the real vector space \( \mathbb{R}^d \), the representation space of any linear representation in this paper is assumed to be a real vector space.

**Definition 2.12** A linear representation \( H : S \to GL(V) \) is said to be unitary with respect to a given inner product \( \langle v, w \rangle \) if

\[
\langle H(x)(v), H(x)(w) \rangle = \langle v, w \rangle \quad \text{for all } v, w \in V \text{ and all } x \in S.
\]

**Remark 2.4** A unitary representation has the property that the orthogonal complement of an invariant subspace is again invariant [32].

**Definition 2.13** Let \( H : S \to GL(V) \) be a linear representation of a group \( S \) and let \( U \) be an invariant subspace of \( V \). If for all \( x \in S \), we restrict the automorphism \( H(x) \) of \( V \) to the subspace \( U \), then we obtain a new linear representation \( H(U) \) of \( S \) with representation space \( U \). \( H(U) \) is said to be a subrepresentation of \( H \).
Definition 2.14 Let $H_1 : S \rightarrow GL(V_1)$ and $H_2 : S \rightarrow GL(V_2)$ be two linear representations of a group $S$. Then $H_1 \oplus H_2 : S \rightarrow GL(V_1 \oplus V_2)$ is the representation of $S$ which sends $x \in S$ to $H_1 \oplus H_2(x)$, where $H_1 \oplus H_2(x)((v_1, v_2)) = (H_1(x)(v_1), H_2(x)(v_2))$ for all $v_1 \in V_1$ and $v_2 \in V_2$.

Definition 2.15 Let $S$ be a group and $F$ be a field. A matrix representation of $S$ is a homomorphism $H$ from $S$ to $GL(n, F)$, where $GL(n, F)$ denotes the group of all invertible $n \times n$ matrices with entries in $F$.

Two matrix representations $H_1 : S \rightarrow GL(n, F)$ and $H_2 : S \rightarrow GL(n, F)$ are said to be equivalent if there exists an invertible matrix $M$ such that $MH_1(x)M^{-1} = H_2(x)$ for all $x \in S$, in which case we write $H_1 \simeq H_2$.

Let $S$ be a group, $V$ be an $n$-dimensional vector space over the field $F$, and $H : S \rightarrow GL(V)$ be a linear representation of $S$. Given a basis $B$ of $V$, we may associate a matrix representation $H_B : S \rightarrow GL(n, F)$ to $H$ by defining $H_B(x)$ to be the matrix that represents the automorphism $H(x)$ with respect to the basis $B$ for all $x \in S$. $H_B$ is then said to correspond to $H$ with respect to $B$. Note that two matrix representations $H_1$ and $H_2$ correspond to equivalent linear representations if and only if $H_1 \simeq H_2$.

3 Block-diagonalization of the rigidity matrix

3.1 The internal and external representation

Given a graph $G$, a symmetry group $S$, and a homomorphism $\Phi : S \rightarrow \text{Aut}(G)$, we define two particular matrix representations of $S$, the external and the internal representation, both of which depend on $G$ and $\Phi$. These two representations play the key role in a symmetry-based rigidity analysis of a framework $(G, p) \in \mathcal{R}_{(G, S, \Phi)}$.

Note that our definitions of these representations are mathematically explicit definitions of the external and internal representation introduced in [9] and [21]. Giving explicit definitions of these representations allows us to provide mathematical proofs for all the observations made in [5, 9, 21] and to extend these results so that they can also be applied to non-injective symmetric realizations in any dimension.
**Definition 3.1** Let $G$ be a graph with $V(G) = \{v_1, v_2, \ldots, v_n\}$ and $E(G) = \{e_1, e_2, \ldots, e_m\}$, $S$ be a symmetry group in dimension $d$, and $\Phi$ be a homomorphism from $S$ to $\text{Aut}(G)$. For $x \in S$, let $M_x$ denote the orthogonal $d \times d$ matrix which represents $x$ with respect to the canonical basis of $\mathbb{R}^d$.

The external representation of $S$ (with respect to $G$ and $\Phi$) is the matrix representation $H_e : S \rightarrow \text{GL}(dn, \mathbb{R})$ that sends $x \in S$ to the matrix $H_e(x)$ which is obtained from the transpose of the $n \times n$ permutation matrix corresponding to $\Phi(x)$ (with respect to the enumeration $V(G) = \{v_1, v_2, \ldots, v_n\}$) by replacing each 1 with the matrix $M_x$ and each 0 with a $d \times d$ zero-matrix.

The internal representation of $S$ (with respect to $G$ and $\Phi$) is the matrix representation $H_i : S \rightarrow \text{GL}(m, \mathbb{R})$ that sends $x \in S$ to the transpose of the permutation matrix corresponding to the permutation of $E(G)$ (with respect to the enumeration $E(G) = \{e_1, e_2, \ldots, e_m\}$) which is induced by $\Phi(x)$.

**Remark 3.1** It is easy to verify that both the external representation $H_e$ and the internal representation $H_i$ of $S$ (with respect to $G$ and $\Phi$) are in fact matrix representations of the group $S$, provided that $\Phi$ is a homomorphism. If, however, $\Phi$ is not a homomorphism, then $H_e$ and $H_i$ are also not homomorphisms, in which case neither $H_e$ nor $H_i$ is a matrix representation of the group $S$.

**Example 3.1** To illustrate the previous definition, let $K_3$ be the complete graph with $V(K_3) = \{v_1, v_2, v_3\}$ and $E(K_3) = \{e_1, e_2, e_3\}$, where $e_1 = \{v_1, v_2\}$, $e_2 = \{v_1, v_3\}$ and $e_3 = \{v_2, v_3\}$. Further, let $\mathcal{C}_s = \{\text{Id}, s\}$ be the symmetry group in dimension 2 with

$$M_{\text{Id}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad M_s = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix},$$

and let $\Phi : \mathcal{C}_s \rightarrow \text{Aut}(K_3)$ be the homomorphism defined by $\Phi(s) = (v_1 v_2)(v_3)$. Then we have

$$H_e(\text{Id}) = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad H_e(s) = \begin{pmatrix} 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix},$$

$$H_i(\text{Id}) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad H_i(s) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 1 \end{pmatrix}.$$
Figure 4: A framework \((K_3, p) \in \mathcal{R}(K_3, c, \Phi)\).

For further examples, see [21] or [22].

### 3.2 The block-diagonalization

In this section, we use the mathematically explicit definitions of the external and internal representation from the previous section to prove that the rigidity matrix of a symmetric framework can be transformed into a block-diagonalized form. Basic to this proof is Lemma 3.1 which discloses the essential mathematical connection between the external and internal representation.

Recall from Section 2 that in the study of infinitesimal rigidity, we consider the equation

\[
R(G, p)u = z,
\]

where \(R(G, p)\) is the rigidity matrix of a framework \((G, p)\), \(u \in \mathbb{R}^{d|V(G)|}\) is a column vector that represents an assignment of \(d\)-dimensional displacement vectors to the joints of \((G, p)\), and \(z \in \mathbb{R}^{|E(G)|}\) is the column vector that represents the distortions in the bars of \((G, p)\) that are induced by \(u\). The component of \(z\) that corresponds to the edge \(\{v_i, v_j\}\) of \(G\) is also known as the strain induced on the bar \(\{(v_i, p_i), (v_j, p_j)\}\) by \(u\).

Similarly, in the study of static rigidity, we consider the equation

\[
R(G, p)^T \omega = l,
\]

where the column vector \(\omega \in \mathbb{R}^{|E(G)|}\) is a stress of \((G, p)\) and the column vector \(l \in \mathbb{R}^{d|V(G)|}\) is the load on \((G, p)\) which is resolved by \(\omega\).

Now, suppose \((G, p)\) is a symmetric framework in the set \(\mathcal{R}(G, S, \Phi)\), where \(S\) is a symmetry group in dimension \(d\) and \(\Phi : S \to \text{Aut}(G)\) is a homomorphism. Then, using the notation of Definition 3.1 and assuming that the \(i\)th row
of the rigidity matrix $\mathbf{R}(G,p)$ of $(G,p)$ corresponds to the edge $e_i$ of $G$, we have the following fundamental property of the external and internal representation of $S$ (with respect to $G$ and $\Phi$).

**Lemma 3.1** Let $G$ be a graph, $S$ be a symmetry group, $\Phi$ be a homomorphism from $S$ to $\text{Aut}(G)$, and $p \in \bigcap_{x \in S} L_{x,\Phi}$.

(i) If $\mathbf{R}(G,p)u = z$, then for all $x \in S$, we have $\mathbf{R}(G,p)H_e(x)u = H_i(x)z$;

(ii) if $\mathbf{R}(G,p)^T \omega = l$, then for all $x \in S$, we have $\mathbf{R}(G,p)^TH_i(x)\omega = H_e(x)l$.

**Proof.** (i) Suppose $\mathbf{R}(G,p)u = z$. Fix $x \in S$ and let $M_x$ be the orthogonal matrix representing $x$ with respect to the canonical basis of $\mathbb{R}^d$. Also, let $\Phi(x)(v_i) = v_k$ and $\Phi(x)(v_j) = v_l$, and let $e_f = \{v_i, v_j\}$ and $e_h = \{v_k, v_l\}$. Then, since $p \in \bigcap_{x \in S} L_{x,\Phi}$, we have

$$M_x p_i = p_k \quad \text{and} \quad M_x p_j = p_l.$$ 

By the definition of $H_i(x)$, we have

$$(H_i(x)z)_h = (z)_f.$$ 

Similarly, it follows from the definition of $H_e(x)$ that if $u \in \mathbb{R}^{dn}$ is replaced by $H_e(x)u$, then $u_k \in \mathbb{R}^d$ is replaced by $M_xu_i$ and $u_l \in \mathbb{R}^d$ by $M_xu_j$. By the definition of $\mathbf{R}(G,p)$, we have

$$(\mathbf{R}(G,p)u)_h = (z)_h = (p_k - p_l) \cdot u_k + (p_l - p_k) \cdot u_l.$$ 

Therefore,

$$(\mathbf{R}(G,p)H_e(x)u)_h = (p_k - p_l) \cdot M_xu_i + (p_l - p_k) \cdot M_xu_j$$

$$(M_xp_i - M_xp_j) \cdot M_xu_i + (M_xp_j - M_xp_i) \cdot M_xu_j$$

$$(M_x(p_i - p_j)) \cdot M_xu_i + (M_x(p_j - p_i)) \cdot M_xu_j$$

$$(p_i - p_j) \cdot u_i + (p_j - p_i) \cdot u_j$$

$$= (z)_f.$$
Figure 5: Illustration of the proof of Lemma 3.1 (i) in the case where $x$ is a reflection.

The penultimate equality sign is valid because the canonical inner product on $\mathbb{R}^d$ is invariant under the orthogonal transformation $x \in S$. This proves (i).

(ii) Suppose $R(G,p)^T \omega = l$. Fix $x \in S$ and let $\Phi(x)(v_i) = v_k$. Then, since $p \in \bigcap_{x \in S} L_x,\Phi$, we have

\[ M_x p = p_k. \]

Let $v_{i_1}, v_{i_2}, \ldots, v_{i_j}$ be the vertices in $V(G)$ that are adjacent to $v_i$, and let $e_{f_t} = \{v_i, v_{i_t}\}$ for $t = 1, 2, \ldots, j$. Further, choose an enumeration of the $j$ vertices that are adjacent to $v_k$ in such a way that

\[ M_x p_{i_t} = p_{k_t}, \]

and let $e_{h_t} = \{v_k, v_{k_t}\}$ for $t = 1, 2, \ldots, j$. For the vertex $v_k$, the equation $R(G,p)^T \omega = l$ yields the vector-equation

\[ (p_k - p_{k_1})(\omega)_{h_1} + \ldots + (p_k - p_{k_j})(\omega)_{h_j} = l_k. \]

If $l \in \mathbb{R}^{dm}$ is replaced by $H_e(x)l$, then on the right-hand side of equation (3), $l_k \in \mathbb{R}^d$ is replaced by $M_x l_i$ and if $\omega$ is replaced by $H_i(x)\omega$, then the
left-hand side of equation (3) is replaced by

\[
(p_k - p_{k_1})(\omega)_{f_1} + \ldots + (p_k - p_{k_j})(\omega)_{f_j} = (M_x p_i - M_x p_{i_1})(\omega)_{f_1} + \ldots + (M_x p_i - M_x p_{i_j})(\omega)_{f_j} = M_x (p_i - p_{i_1})(\omega)_{f_1} + \ldots + (p_i - p_{i_j})(\omega)_{f_j}
\]

This completes the proof. \(\square\)

In the following, we again let \(G\) be a graph with \(V(G) = \{v_1, v_2, \ldots, v_n\}\) and \(E(G) = \{e_1, e_2, \ldots, e_m\}\), \(S\) be a symmetry group in dimension \(d\), and \(\Phi\) be a homomorphism from \(S\) to \(\text{Aut}(G)\).

Let \(H_e\) be the external and \(H_i\) be the internal representation of \(S\) (with respect to \(G\) and \(\Phi\)). Then we let \(H'_e : S \to GL(\mathbb{R}^{dn})\) be the linear representation of \(S\) that sends \(x \in S\) to the automorphism \(H'_e(x)\) which is represented by the matrix \(H_e(x)\) with respect to the canonical basis of the \(\mathbb{R}\)-vector space \(\mathbb{R}^{dn}\). Similarly, we let \(H'_i : S \to GL(\mathbb{R}^m)\) be the linear representation of \(S\) that sends \(x \in S\) to the automorphism \(H'_i(x)\) which is represented by the matrix \(H_i(x)\) with respect to the canonical basis of the \(\mathbb{R}\)-vector space \(\mathbb{R}^m\). So, the external representation \(H_e\) corresponds to the linear representation \(H'_e\) with respect to the canonical basis of \(\mathbb{R}^{dn}\) and the internal representation \(H_i\) corresponds to the linear representation \(H'_i\) with respect to the canonical basis of \(\mathbb{R}^m\).

From group representation theory we know that every finite group has, up to equivalency, only finitely many irreducible linear representations and that every linear representation of such a group can be written uniquely, up to equivalency of the direct summands, as a direct sum of the irreducible linear representations of this group [19,32]. So, let \(S\) have \(r\) pairwise non-equivalent irreducible linear representations \(I_1, I_2, \ldots, I_r\) and let

\[
H'_e = \lambda_1 I_1 \oplus \ldots \oplus \lambda_r I_r, \text{ where } \lambda_1, \ldots, \lambda_r \in \mathbb{N} \cup \{0\}. \quad (4)
\]

For each \(t = 1, \ldots, r\), there exist \(\lambda_t\) subspaces \((V_e(I_t))_1, \ldots, (V_e(I_t))_{\lambda_t}\) of the \(\mathbb{R}\)-vector space \(\mathbb{R}^{dn}\) which correspond to the \(\lambda_t\) direct summands in (4), so that

\[
\mathbb{R}^{dn} = V_e(I_1) \oplus \ldots \oplus V_e(I_r), \quad (5)
\]

where

\[
V_e(I_t) = (V_e(I_t))_1 \oplus \ldots \oplus (V_e(I_t))_{\lambda_t}. \quad (6)
\]

Let \((B_e^{(I_t)})_1, \ldots, (B_e^{(I_t)})_{\lambda_t}\) be bases of the subspaces in (4). Then

\[
B_e^{(I_t)} = (B_e^{(I_t)})_1 \cup \ldots \cup (B_e^{(I_t)})_{\lambda_t}
\]
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is a basis of $V_e^{(I_t)}$ and

$$B_e = B_e^{(I_1)} \cup \ldots \cup B_e^{(I_r)}$$

(7)

is a basis of the $\mathbb{R}$-vector space $\mathbb{R}^{dn}$.

Consider now the matrix representation $\tilde{H}_e$ that corresponds to the linear representation $H'_e$ with respect to the basis $B_e$. For $x \in S$, we have

$$\tilde{H}_e(x) = T_e^{-1}H_e(x)T_e,$$

where the $i$th column of $T_e$ is the coordinate vector of the $i$th basis vector of $B_e$ relative to the canonical basis, that is, $T_e$ is the matrix of the basis transformation from the canonical basis of the $\mathbb{R}$-vector space $\mathbb{R}^{dn}$ to the basis $B_e$. The column vectors of $\tilde{H}_e(x)$ are the coordinates of the images of the basis vectors in $B_e$ under $H'_e(x)$ relative to the basis $B_e$. So, for each $x \in S$, the matrix $\tilde{H}_e(x)$ has the same block form, namely

$$\tilde{H}_e(x) = \begin{pmatrix}
\left( A_e^{(I_1)} \right)_{1}(x) \\
\vdots \\
\left( A_e^{(I_1)} \right)_{\lambda_1}(x) \\
0 \\
\left( A_e^{(I_r)} \right)_{1}(x) \\
\vdots \\
0 \\
\left( A_e^{(I_r)} \right)_{\lambda_r}(x)
\end{pmatrix}.$$

The block-matrix $\left( A_e^{(I_i)} \right)_{j}(x)$ represents the restriction of the linear transformation $H'_e(x)$ to the subspace $\left( V_e^{(I_i)} \right)_{j}$ with respect to the basis $\left( B_e^{(I_i)} \right)_{j}$. Since for a given $t$, each of the subspaces $\left( V_e^{(I_i)} \right)_{j}$, $j = 1, \ldots, \lambda_t$, corresponds to the same irreducible linear representation $I_t$, we can choose the bases of the subspaces $\left( V_e^{(I_i)} \right)_{j}$ in such a way that

$$\left( A_e^{(I_i)} \right)_{1}(x) = \ldots = \left( A_e^{(I_i)} \right)_{\lambda_t}(x) = A_e^{(I_i)}(x).$$

In the following we assume that the basis $B_e$ is chosen in this way.

The above observations about the linear representation $H'_e$ of $S$ can be transferred analogously to the linear representation $H'_i$ of $S$. Let the direct sum decomposition of $H'_i$ be given by

$$H'_i = \mu_1 I_1 \oplus \ldots \oplus \mu_r I_r, \text{ where } \mu_1, \ldots, \mu_r \in \mathbb{N} \cup \{0\}. \quad (8)$$
For each $t = 1, \ldots, r$, there exist $\mu_t$ subspaces $(V_i^{(I_t)})_1, \ldots, (V_i^{(I_t)})_{\mu_t}$ of the $\mathbb{R}$-vector space $\mathbb{R}^m$ which correspond to the $\mu_t$ direct summands in (8), so that
\[ \mathbb{R}^m = V_i^{(I_t)} \oplus \ldots \oplus V_i^{(I_r)}, \]
where
\[ V_i^{(I_t)} = (V_i^{(I_t)})_1 \oplus \ldots \oplus (V_i^{(I_t)})_{\mu_t}. \]

Let $(B_i^{(I_t)})_1, \ldots, (B_i^{(I_t)})_{\mu_t}$ be bases of the subspaces in (10). Then
\[ B_i^{(I_t)} = (B_i^{(I_t)})_1 \cup \ldots \cup (B_i^{(I_t)})_{\mu_t} \]
is a basis of $V_i^{(I_t)}$ and
\[ B_i = B_i^{(I_1)} \cup \ldots \cup B_i^{(I_r)} \]
is a basis of the $\mathbb{R}$-vector space $\mathbb{R}^m$.

Consider now the matrix representation $\tilde{H}_i$ that corresponds to the linear representation $H_i'$ with respect to the basis $B_i$. Let $T_i$ be the matrix of the basis transformation from the canonical basis of the $\mathbb{R}$-vector space $\mathbb{R}^m$ to the basis $B_i$. Then for $x \in S$, we have
\[ \tilde{H}_i(x) = T_i^{-1}H_i(x)T_i. \]
So, the matrix $\tilde{H}_i(x)$ has the same block form for each $x \in S$, namely
\[ \tilde{H}_i(x) = \begin{pmatrix} (A_i^{(I_t)})_1(x) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ (A_i^{(I_t)})_{\mu_t}(x) & \cdots & (A_i^{(I_r)})_1(x) \\ 0 & \cdots & (A_i^{(I_r)})_{\mu_r}(x) \end{pmatrix}, \]
and for each $t = 1, 2, \ldots, r$, we can choose the bases of the subspaces $(V_i^{(I_t)})_j$ in such a way that
\[ (A_i^{(I_t)})_1(x) = \ldots = (A_i^{(I_t)})_{\mu_t}(x) =: A_i^{(I_t)}(x) = A_i^{(I_t)}(x). \]
In the following we assume that $B_i$ is chosen in this way.
Definition 3.2 With the notation above, we say that a vector \( v \in \mathbb{R}^{dn} \) is symmetric with respect to the irreducible linear representation \( I_t \) of \( S \) if \( v \in V_e^{(I_t)} \). Similarly, we say that a vector \( w \in \mathbb{R}^m \) is symmetric with respect to the irreducible linear representation \( I_t \) of \( S \) if \( w \in V_i^{(I_t)} \).

We are now in the position to state the fundamental theorem for analyzing the rigidity properties of a symmetric framework using group representation theory.

Theorem 3.2 Let \( G \) be a graph, \( S \) be a symmetry group with pairwise non-equivalent irreducible linear representations \( I_1, \ldots, I_r \), \( \Phi \) be a homomorphism from \( S \) to \( \text{Aut}(G) \), and \( p \in \bigcap_{x \in S} L_x \Phi \).

(i) If \( R(G, p)u = z \) and \( u \) is symmetric with respect to \( I_t \), then \( z \) is also symmetric with respect to \( I_t \);

(ii) if \( R(G, p)T \omega = l \) and \( \omega \) is symmetric with respect to \( I_t \), then \( l \) is also symmetric with respect to \( I_t \).

Proof. (i) Suppose \( S \) is a symmetry group in dimension \( d \) and \( G \) is a graph with \( n \) vertices. Let \( u \in \left(V_e^{(I_t)}\right)_j \). By the direct sum decomposition of \( V_e^{(I_t)} \) in (5), the result follows if we can show that \( z = R(G, p)u \in V_i^{(I_t)} \). By the decomposition of \( \mathbb{R}^{|E(G)|} \) into direct summands in (10), \( z \) has a unique decomposition of the form

\[
z = \sum_{\alpha=1}^r \sum_{\beta=1}^r z_{\alpha,\beta}, \text{ where } z_{\alpha,\beta} \in \left(V_i^{(I_\alpha)}\right)_\beta.
\]

We now interpret \( R(G, p) : \mathbb{R}^{dn} \to \mathbb{R}^{|E(G)|} \) as a linear transformation and for given \( m \) and \( k \), we define the projection map \( R_{m,k} \) corresponding to \( R(G, p)|_{

\[
\left(V_e^{(I_t)}\right)_j
\]

by

\[
R_{m,k} : \begin{cases}
(V_e^{(I_t)})_j \rightarrow (V_i^{(I_m)})_k \\
u \mapsto z_{m,k}
\end{cases}
\]

We need to show that for all \( m \neq t \), \( R_{m,k} \) is the zero map. So, let \( m \neq t \). Clearly, \( R_{m,k} \) is a linear transformation.

The image of \( R_{m,k} \) is an \( H_i' \)-invariant subspace of \( (V_i^{(I_m)})_k \), as the following argument shows. Fix \( x \in S \) and let \( z' \) be in the image of \( R_{m,k} \), say
Since $I_m$ is an irreducible linear representation of $S$, $(V^{(I_m)}_i)_k$ and $\{0\}$ are the only $H'_i$-invariant subspaces of $(V^{(I_m)}_i)_k$. If the image of $R_{m,k}$ is the null-space, then we are done, otherwise $R_{m,k}$ is surjective.

Next, we show that the kernel of $R_{m,k}$ is an $H'_i$-invariant subspace of $(V^{(I_i)}_e)_j$. Fix $x \in S$ and let $u'$ be in the kernel of $R_{m,k}$, that is, $R_{m,k}(u') = 0$. Then, again by Lemma 3.1 (i), the image of $H'_e(x)(u')$ under $R_{m,k}$ is $H'_i(x)(0) = 0$, and hence $H'_i(x)(u')$ is also in the kernel of $R_{m,k}$.

Since $I_t$ is an irreducible linear representation of $S$, we either have $\ker(R_{m,k}) = (V^{(I_t)}_e)_j$, in which case we are done, or $\ker(R_{m,k}) = \{0\}$, in which case $R_{m,k}$ is injective.

So, assume $R_{m,k}$ is bijective. Let the matrix that represents $R_{m,k}$ with respect to the bases $(B^{(I_i)}_e)_j$ and $(B^{(I_m)}_i)_k$ be denoted by $\tilde{R}_{m,k}$. Then $\tilde{R}_{m,k}$ is an invertible matrix. Let $\bar{u}$ be the coordinate vector of an element in $(V^{(I_i)}_e)_j$ relative to the basis $(B^{(I_i)}_e)_j$ and let $\bar{z}$ be the coordinate vector of the image of $\bar{u}$ under $R_{m,k}$ relative to the basis $(B^{(I_m)}_i)_k$. Then, by Lemma 3.1 (i), for any $x \in S$, we have

$$\tilde{R}_{m,k}(A^{(I_i)}_e)_j(x)\bar{u} = (A^{(I_m)}_i)_k(x)\bar{z} = (A^{(I_m)}_i)_k(x)\tilde{R}_{m,k}\bar{u},$$

and hence also

$$\tilde{R}_{m,k}(A^{(I_i)}_e)_j(x) = (A^{(I_m)}_i)_k(x)\tilde{R}_{m,k}. $$

Therefore,

$$\tilde{R}_{m,k}(A^{(I_i)}_e)_j(x)\tilde{R}_{m,k}^{-1} = (A^{(I_m)}_i)_k(x) = (A^{(I_m)}_i)_k(x) \quad \text{for all } x \in S,$$

which says that $I_t$ and $I_m$ are equivalent representations, a contradiction. This completes the proof of part (i).

With the help of Lemma 3.1 (ii), part (ii) can be proved completely analogously to part (i). □

Theorem 3.2 (i) says that if $u \in \mathbb{R}^{dn}$ is an assignment of displacement vectors to the joints of a framework $(G, p) \in \mathcal{R}_{(G, S, \Phi)}$ and $u$ is symmetric with respect to $I_t$, then the strains induced on the bars of $(G, p)$ by $u$ must also be symmetric with respect to $I_t$. Similarly, Theorem 3.2 (ii) says that if $\omega$ is a resolution of an equilibrium load $l$ on $(G, p) \in \mathcal{R}_{(G, S, \Phi)}$ and $\omega$ is symmetric with respect to $I_t$, then $l$ must also be symmetric with respect to $I_t$.

An immediate consequence of Theorem 3.2 is that the matrices $R(G, p)$
and $\mathbf{R}(G,p)^T$ can be block-diagonalized in such a way that the original rigidity problems $\mathbf{R}(G,p)u = z$ and $\mathbf{R}(G,p)^T\omega = l$ are decomposed into subproblems, where each subproblem considers, respectively, the relationship between vectors $u$ and $z$ and vectors $\omega$ and $l$ that are symmetric with respect to the same irreducible linear representation $I_t$. This is specified in

**Corollary 3.3** Let $G$ be a graph, $S$ be a symmetry group with pairwise nonequivalent irreducible linear representations $I_1, \ldots, I_r$, $\Phi$ be a homomorphism from $S$ to $\text{Aut}(G)$, and $p \in \bigcap_{x \in S} L_x, \Phi$. Then the matrices $T_i^{-1}\mathbf{R}(G,p)T_e$ and $T_e^{-1}\mathbf{R}(G,p)^TT_i$ are block-diagonalized in such a way that there exists (at most) one submatrix block for each irreducible linear representation $I_t$ of $S$.

**Proof.** Suppose $\mathbf{R}(G,p)u = z$, and let $\tilde{u}$ be the coordinate vector of $u$ relative to the basis $B_e$ and $\tilde{z}$ be the coordinate vector of $z$ relative to the basis $B_i$. Further, let $\mathbf{R}(G,p)$ be the matrix that represents the linear transformation $\mathbf{R}(G,p)$ with respect to the bases $B_e$ and $B_i$, that is,

$$\mathbf{R}(G,p) = T_i^{-1}\mathbf{R}(G,p)T_e.$$  

Then, by changing coordinates relative to the canonical bases of $\mathbb{R}^d$ and $\mathbb{R}^m$ into coordinates relative to the bases $B_e$ and $B_i$, the equation

$$\mathbf{R}(G,p)u = z$$

is converted into the equation

$$\tilde{\mathbf{R}}(G,p)\tilde{u} = \tilde{z}.$$ 

By Theorem 3.2 (i), the matrix $\tilde{\mathbf{R}}(G,p)$ is block-diagonalized in such a way that there exists (at most) one submatrix block for each irreducible linear representation $I_t$ of $S$ and the submatrix block corresponding to $I_t$ is a matrix of the size $\dim(V_i^{(I_t)}) \times \dim(V_e^{(I_t)})$. In particular, a submatrix block can possibly be an ‘empty matrix’ which has rows but no columns or alternatively columns but no rows.

Similarly, if we denote $\tilde{\omega}$ to be the coordinate vector of $\omega$ relative to the basis $B_i$, $\tilde{l}$ to be the coordinate vector of $l$ relative to the basis $B_e$, and

$$\tilde{\mathbf{R}}(G,p)^T = T_e^{-1}\mathbf{R}(G,p)^TT_i,$$

then we may carry out the same changes of coordinates as above to convert the equation

$$\mathbf{R}(G,p)^T\omega = l$$
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into the equation

\[ \tilde{R}(G, p)^T \tilde{\omega} = \tilde{l}. \]

By Theorem 3.2 (ii), the matrix \( \tilde{R}(G, p)^T \) is again block-diagonalized in such a way that there exists (at most) one block for each \( I_t. \)

Remark 3.2 Note that the matrix \( \tilde{R}(G, p)^T \) is equal to the transpose of the matrix \( \tilde{R}(G, p) \) if and only if both of the matrices \( T_e \) and \( T_i \) are orthogonal matrices (i.e., \( T_e^{-1} = T_e^T \) and \( T_i^{-1} = T_i^T \)) if and only if both \( B_e \) and \( B_i \) are orthonormal bases. Since the external and internal representation are both unitary representations (for all \( x \in S, H_e(x) \) and \( H_i(x) \) are orthogonal matrices), the invariant subspaces in (5) and (9) are mutually orthogonal (see [8, 32], for example). Thus, \( B_e \) and \( B_i \) can always be chosen to be orthonormal.

Example 3.2 Let \( K_3, C_s = \{Id, s\} \), and \( \Phi \) be as in Example 3.1 and consider the framework \( (K_3, p) \in \mathcal{R}(K_3, C_s, \Phi) \) shown in Figures 4 and 6, where

\[
\begin{align*}
p_1 &= \begin{pmatrix} -1 \\ 0 \end{pmatrix}, \\
p_2 &= \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \text{ and } p_3 = \begin{pmatrix} 0 \\ 2 \end{pmatrix}.
\end{align*}
\]

The rigidity matrix of \( (K_3, p) \) is given by

\[
\mathbf{R}(K_3, p) = \begin{pmatrix}
(p_1 - p_2)_1 & (p_1 - p_2)_2 & (p_2 - p_1)_1 & (p_2 - p_1)_2 & 0 & 0 \\
(p_1 - p_3)_1 & (p_1 - p_3)_2 & 0 & 0 & (p_3 - p_1)_1 & (p_3 - p_1)_2 \\
0 & 0 & (p_2 - p_3)_1 & (p_2 - p_3)_2 & (p_3 - p_2)_1 & (p_3 - p_2)_2 \\
-2 & 0 & 2 & 0 & 0 & 0 \\
-1 & -2 & 0 & 0 & 1 & 2 \\
0 & 0 & 1 & -2 & -1 & 2
\end{pmatrix}.
\]

The symmetry group \( C_s \) has two non-equivalent irreducible linear representations both of which are of degree 1. In the Mulliken notation which is commonly used in chemistry and physics (see [6], for example), they are denoted by \( A' \) and \( A'' \). \( A' \) maps both \( Id \) and \( s \) to the identity transformation, whereas \( A'' \) maps \( Id \) to the identity transformation and \( s \) to the linear transformation \( A''(s) \) which is defined by \( A''(s)(x) = -x \) for all \( x \in \mathbb{R} \). We have

\[ \mathbb{R}^6 = V_e^{(A')} \oplus V_e^{(A'')} \]

and

\[ \mathbb{R}^3 = V_i^{(A')} \oplus V_i^{(A'')} \].
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It is easy to see that the elements of the subspace $V_{e}^{(A')}\subseteq \mathbb{R}^6$ are of the form
\[
\begin{pmatrix}
  u_1 \\
  u_2 \\
  -u_1 \\
  u_2 \\
  0 \\
  u_3
\end{pmatrix}
\]
where $u_1, u_2, u_3 \in \mathbb{R}$, (see Figure 6 (a)), so that an orthonormal basis $B_{e}^{(A')}$ of $V_{e}^{(A')}$ is given by
\[
B_{e}^{(A')} = \left\{ \begin{pmatrix} \frac{1}{\sqrt{2}} \\ 0 \\ 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ \frac{1}{\sqrt{2}} \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ \frac{1}{\sqrt{2}} \\ 0 \\ 0 \\ 0 \end{pmatrix} \right\}.
\]

Similarly, the elements of the subspace $V_{e}^{(A'')}\subseteq \mathbb{R}^6$ are of the form
\[
\begin{pmatrix}
  u_1 \\
  u_2 \\
  u_1 \\
  u_2 \\
  -u_3 \\
  0
\end{pmatrix}
\]
where $u_1, u_2, u_3 \in \mathbb{R}$, (see Figure 6 (b)), so that an orthonormal basis $B_{e}^{(A'')} \subseteq \mathbb{R}^6$ of $V_{e}^{(A'')} \subseteq \mathbb{R}^6$ is given by
\[
B_{e}^{(A'')} = \left\{ \begin{pmatrix} \frac{1}{\sqrt{2}} \\ 0 \\ 0 \\ 0 \\ \frac{1}{\sqrt{2}} \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \frac{1}{\sqrt{2}} \\ 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ \frac{1}{\sqrt{2}} \\ 0 \\ \frac{1}{\sqrt{2}} \\ 0 \end{pmatrix} \right\}.
\]

Orthonormal bases $B_{i}^{(A')}$ and $B_{i}^{(A'')} \subseteq \mathbb{R}^3$ for the subspaces $V_{i}^{(A')}$ and $V_{i}^{(A'')} \subseteq \mathbb{R}^3$ can be found analogously (see Figure 6 (c), (d)). We let
\[
B_{i}^{(A')} = \left\{ \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \end{pmatrix} \right\}.
\]
Figure 6: (a, b) Vectors of the $H_e'$-invariant subspaces $V_e^{(A')}$ (a) and $V_e^{(A'')}$ (b) of $\mathbb{R}^6$; (c, d) vectors of the $H_i'$-invariant subspaces $V_i^{(A')}$ (c) and $V_i^{(A'')}$ (d) of $\mathbb{R}^3$.

and

$$B_i^{(A'')} = \left\{ \left( \begin{array}{c} 0 \\ \frac{1}{\sqrt{2}} \\ 0 \\ \frac{1}{\sqrt{2}} \\ 0 \\ -\frac{1}{\sqrt{2}} \end{array} \right) \right\}.$$  

Therefore, we have

$$T_e = \begin{pmatrix} \frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} & 0 \\ -\frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & 0 & 0 & -\frac{1}{\sqrt{2}} & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{pmatrix}.$$
and

\[ T_i = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \end{pmatrix}. \]

Thus,

\[ \tilde{R}(K_3, p) = T_i^{-1}R(K_3, p)T_e = \begin{pmatrix} -2\sqrt{2} & 0 & 0 & 0 & 0 & 0 \\ -1 & -2 \sqrt{2} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \]

and

\[ \tilde{R}(K_3, p)^T = T_e^{-1}R(K_3, p)^TT_i = \begin{pmatrix} -2\sqrt{2} & -1 & 0 \\ 0 & -2 & 0 \\ 0 & 2\sqrt{2} & 0 \\ 0 & 0 & -1 \\ 0 & 0 & -2 \\ 0 & 0 & \sqrt{2} \end{pmatrix}. \]

**Remark 3.3** In the previous example, we were able to find the invariant subspaces \( V_c(A') \), \( V_i(A') \) of \( \mathbb{R}^6 \) and \( V_c(A''), V_i(A'') \) of \( \mathbb{R}^3 \) by inspection because \( C_s \) is a small symmetry group with only two elements. This is of course generally not possible. There are, however, some standard methods and algorithms for finding the symmetry adapted bases \( B_c \) and \( B_i \) for any given symmetry group. Good sources for these methods are [8, 24], for example.

As we will see in Section 4, knowledge of only the sizes of the submatrix blocks that appear in the block-diagonalized rigidity matrices of a given symmetric framework allows us to gain significant insight into the rigidity properties of the framework. Since, with the aid of character theory, the sizes of these submatrix blocks can be determined very easily without explicitly finding the bases \( B_c \) and \( B_i \), there exist a number of applications of Corollary 3.3 (such as the symmetry-extended version of Maxwell’s rule we will discuss in the following sections) that do not require finding the block-diagonalized rigidity matrices explicitly.

**Remark 3.4** The matrices \( R(G, p)^TR(G, p) \) and \( R(G, p)R(G, p)^T \) are also of interest in some areas of rigidity theory [4, 21]. In structural engineering, these matrices are called the stiffness matrix and the flexibility matrix, respectively. It follows immediately from Corollary 3.3 that if \( p \in \bigcap_{x \in S} L_x, \Phi \), then these matrices can also be block-diagonalized in such a way that there exists (at most) one block for each irreducible representation \( \bar{I}_i \) of \( S \). In fact, it is easy to see that the matrices \( T_e^{-1}R(G, p)^TR(G, p)T_e \) and \( T_i^{-1}R(G, p)R(G, p)^TT_i \) have the desired block-form.
The fact that the rigidity matrix of a symmetric framework (as well as its transpose) can be block-diagonalized in the way described in Corollary 3.3 gives rise to many interesting results concerning the rigidity of symmetric frameworks [5, 9, 20, 29, 30, 31].

Our goal for the remainder of this paper is to use Corollary 3.3 to establish a symmetry-extended version of Maxwell’s rule that can be applied to (possibly non-injective) symmetric realizations in an arbitrary dimension $d$, and that contains the symmetry-extended version of Maxwell’s rule stated in [9] as a special case.

4 A symmetry-extended version of Maxwell’s rule as an application

4.1 Maxwell’s original rule

If a framework is minimal infinitesimally (or statically) rigid, then it is said to be isostatic. So, an isostatic framework is infinitesimally rigid and the removal of any bar results in a framework that is not infinitesimally rigid.

Recall from Definition 2.5 that a resolution of a load on a framework $(G, p)$ is also called a stress of $(G, p)$. A resolution of the zero-load is called a self-stress of $(G, p)$. In other words, a self-stress is a linear dependence among the rows of the rigidity matrix of $(G, p)$. If a framework does not have any non-zero self-stress, it is said to be independent. Therefore, an isostatic framework is also characterized as infinitesimally (or statically) rigid and independent [13, 37, 38]. In particular, the rows of the rigidity matrix of an isostatic framework $(G, p)$ form a basis for the space of equilibrium loads on $(G, p)$, provided that the points $p(v), v \in V(G)$, span all of $\mathbb{R}^d$.

In 1864, Maxwell gave a necessary (but not sufficient) condition for a 2- or 3-dimensional framework $(G, p)$ to be isostatic [23]. The $d$-dimensional version of this condition is given below. For additional necessary conditions, such as counts on all non-trivial subgraphs of $G$, see [12, 13, 37, 38], for example. In 1970, Laman provided sufficient conditions for ‘almost all’ 2-dimensional realizations of a given graph to be isostatic as well. However, there are well known problems in extending this result to higher dimensions [12, 13].

**Theorem 4.1 (Maxwell’s rule)** Let $(G, p)$ be a $d$-dimensional realization
of a graph $G$ with $|V(G)| \geq d$. If $(G, p)$ is isostatic then

$$|E(G)| = d|V(G)| - \left( \frac{d + 1}{2} \right).$$

Let $(G, p)$ be a framework in $\mathbb{R}^d$ with the property that the points $p(v)$, $v \in V(G)$, span an affine subspace of $\mathbb{R}^d$ of dimension at least $d - 1$, so that the space of infinitesimal rigid motions of $(G, p)$ has dimension $\binom{d+1}{2}$. Also, let the vector space of infinitesimal motions of $(G, p)$ be denoted by $I(p)$ and the vector space of self-stresses of $(G, p)$ be denoted by $\Omega(p)$. Then the equation in Maxwell’s rule can be written in its extended form as

$$|E(G)| - d|V(G)| = \dim(\Omega(p)) - \dim(I(p)).$$

So, if $|E(G)| - (d|V(G)| - \binom{d+1}{2}) = k > 0$, then we can conclude that $(G, p)$ has at least $k$ linearly independent self-stresses and if $|E(G)| - (d|V(G)| - \binom{d+1}{2}) = -k < 0$, then $(G, p)$ has at least $k$ linearly independent infinitesimal flexes [13].

The advantage of Maxwell’s rule is that it provides a purely combinatorial necessary condition for $(G, p)$ to be isostatic, and this condition can easily be verified since it only requires a simple count of the edges and vertices of $G$.

### 4.2 The additional necessary conditions

The symmetry-extended version of Maxwell’s rule given in [9] provides further necessary conditions (in addition to Maxwell’s original condition stated in Theorem 4.1) for a 2- or 3-dimensional symmetric framework with an injective configuration to be isostatic. Though the rule in [9] is a useful tool for engineers and chemists to analyze the rigidity properties of symmetric structures in 2D and 3D, it is unsatisfactory from a mathematical point of view since it cannot be applied to frameworks in dimensions higher than 3, and since a complete mathematical proof of this result has not been provided. In the following sections, we aim to give a mathematical proof, based on the results of the previous sections, not only for the rule in [9], but also for an extended rule that can be applied to a symmetric framework with a possibly non-injective configuration in an arbitrary dimension.

In this section, we first develop all the necessary mathematical background that was omitted in [9]. This background consists of three major parts. First, we show that the subspaces $R$ and $T$ of all rotational and translational infinitesimal rigid motions of a given symmetric framework $(G, p)$
are invariant under the external representation \( H' \) (Lemma 4.2), so that subrepresentations of \( H' \) for the subspaces \( R \) and \( T \) can be defined. We then prove that the block-diagonalized form of the rigidity matrix of \((G, p)\) gives rise to additional necessary conditions for \((G, p)\) to be isostatic (Theorem 4.3). The symmetry-extended version of Maxwell’s rule is based on these conditions. Finally, we describe in detail how to determine the dimensions of the \( H'_e \)-invariant subspaces of \( R \) and \( T \). This is essential in applying the symmetry-extended version of Maxwell’s rule to a given symmetric framework.

Using some basic techniques from character theory, all of the results in this section combined will allow us to formulate the symmetry-extended version of Maxwell’s rule given in [9] (as well as its extension to higher dimensions) as a mathematical theorem in Section 4.3.

An alternate approach to proving the symmetry-extended version of Maxwell’s rule given in [9] can be found in [26].

In the following, we let \((G, p)\) be a symmetric framework in \( R(G,S,\Phi) \), where \( S \) is a non-trivial symmetry group in dimension \( d \) and \( \Phi: S \to \text{Aut}(G) \) is a homomorphism.

In this section, we make the additional assumption that the points \( p(v) \), \( v \in V(G) \), span all of \( \mathbb{R}^d \).

Recall from Section 3 that we have the decomposition

\[
\mathbb{R}^{dn} = V_e^{(I_1)} \oplus \ldots \oplus V_e^{(I_r)}
\]

(11)

with

\[
V_e^{(I_t)} = (V_e^{(I_t)})_1 \oplus \ldots \oplus (V_e^{(I_t)})_{\lambda_t}
\]

(12)

of \( \mathbb{R}^{dn} \) into \( H'_e \)-invariant subspaces.

While the scalars \( \lambda_t \) (as well as the subspaces that appear as direct summands in (11)) are uniquely determined in this decomposition, the subspaces that appear as direct summands in (12) are not [32]. In order to derive the desired symmetry-extended version of Maxwell’s rule, the subspaces in (12) shall now be chosen appropriately.

Since the points \( p(v) \), \( v \in V(G) \), span all of \( \mathbb{R}^d \), the subspace \( N = \ker (R(K_n, p)) \) of \( \mathbb{R}^{dn} \), where \( K_n \) is the complete graph on \( V(G) \), is the space consisting of all infinitesimal rigid motions of \((G, p)\). This space can be written as the direct sum

\[
N = T \oplus R,
\]

where \( T \) is the space of all translational and \( R \) is the space of all rotational infinitesimal rigid motions of \((G, p)\). More precisely, a basis of \( T \) is given by
\( \{ T_j | j = 1, \ldots, d \} \), where for \( j = 1, \ldots, d \), \( T_j : V(G) \to \mathbb{R}^d \) is the map that sends each \( v \in V(G) \) to the \( j \)th canonical basis vector \( e_j \) of \( \mathbb{R}^d \), and a basis of \( R \) is given by \( \{ R_{ij} | 1 \leq i < j \leq d \} \), where for \( 1 \leq i < j \leq d \), \( R_{ij} : V(G) \to \mathbb{R}^d \) is the map defined by \( R_{ij}(v_k) = (p_k)_i e_j - (p_k)_j e_i \) for all \( k = 1, \ldots, n \) [37].

Each of the maps \( T_j \) and \( R_{ij} \) is of course identified with a vector in \( \mathbb{R}^{dn} \) (by using the order on \( V(G) \)).

Note that in the context of static rigidity, \( T \) is the space of all translational loads and \( R \) is the space of all rotational loads on \((G, p)\).

Using the notation of the previous paragraph we have the following result.

**Lemma 4.2** For every dimension \( d \), the subspaces \( T, R, \) and \( N \) of \( \mathbb{R}^{dn} \) are \( H'_e \)-invariant.

**Proof.** Fix a dimension \( d \). We show first that \( N = \ker (R(K_n, p)) \) is \( H'_e \)-invariant. Since \( p \in \bigcap_{x \in S} L_x \Phi \), it follows from Lemma 3.1 that if \( R(K_n, p)u = z \), then for all \( x \in S \), we have

\[
R(K_n, p)H_e(x)u = \hat{H}_i(x)z, \tag{13}
\]

where \( \hat{H}_i \) is the internal representation of \( S \) with respect to \( K_n \) and \( \Phi \). Let \( u \in N \), i.e., \( R(K_n, p)u = 0 \). Then for any \( x \in S \), we have

\[
\hat{H}_i(x)R(K_n, p)u = \hat{H}_i(x)0 = 0.
\]

By (13), we have \( \hat{H}_i(x)R(K_n, p)u = R(K_n, p)H_e(x)u \), and hence

\[
R(K_n, p)H_e(x)u = 0.
\]

Thus, for all \( x \in S \), \( H_e(x)u \in \ker (R(K_n, p)) \), which says that \( N \) is \( H'_e \)-invariant.

Next, we show that \( T \) is also \( H'_e \)-invariant. Let \( x \in S \) and let, as usual, \( M_x \) denote the orthogonal matrix that represents \( x \) with respect to the canonical basis of \( \mathbb{R}^d \). Then for \( j = 1, \ldots, d \), we have

\[
H_e(x)T_j = \begin{pmatrix} M_x e_j \\ \vdots \\ M_x e_j \end{pmatrix} = (M_x)_{1j} T_1 + \ldots + (M_x)_{dj} T_d.
\]

It follows that \( T \) is \( H'_e \)-invariant.

It remains to show that \( R \) is \( H'_e \)-invariant. Since for all \( x \in S \), \( H_e(x) \) is an orthogonal matrix, \( H'_e \) is a unitary representation (with respect to the
canonical inner product on $\mathbb{R}^{dn}$). Therefore, the subrepresentation $H_e^{(N)}$ of $H_e'$ with representation space $N$ is also unitary (with respect to the inner product obtained by restricting the canonical inner product on $\mathbb{R}^{dn}$ to $N$). So, by Remark 2.4 it suffices to show that $R$ is the orthogonal complement of $T$ in $N$.

Let $t$ be any element of $T$ and $r$ be any element of $R$. Then

$$t = \begin{pmatrix} w \\ \vdots \\ w \end{pmatrix} \text{ for some } w \in \mathbb{R}^d$$

and

$$r = \begin{pmatrix} Vp_1 \\ \vdots \\ Vp_n \end{pmatrix} \text{ for some skew-symmetric matrix } V.$$ 

Since the point $\sum_{i=1}^n p_i$ must be fixed by every symmetry operation $x \in S$, we may wlog define an origin so that $\sum_{i=1}^n p_i = 0$. Then the inner product of $t$ and $r$ is given by

$$t \cdot r = \sum_{i=1}^n w^T Vp_i = w^T V \sum_{i=1}^n p_i = 0.$$ 

This gives the result. $\square$

Since, by Lemma 4.2, $N$ is an $H'_e$-invariant subspace of $\mathbb{R}^{dn}$, it follows from Maschke’s Theorem (see [19, 25, 32], for example) that $N$ has an $H'_e$-invariant complement $Q$ in $\mathbb{R}^{dn}$. We may therefore form the subrepresentation $H_e^{(Q)}$ of $H_e'$ with representation space $Q$. Since $H_e^{(Q)}$ is a direct sum of irreducible linear representations of $S$, say

$$H_e^{(Q)} = \kappa_1 I_1 \oplus \ldots \oplus \kappa_r I_r,$$

where $\kappa_1, \ldots, \kappa_r \in \mathbb{N} \cup \{0\}$, (14)

we obtain, analogously to (12), a decomposition of $Q$ of the form

$$Q = V_Q^{(I_1)} \oplus \ldots \oplus V_Q^{(I_r)},$$

where

$$V_Q^{(I_i)} = (V_Q^{(I_i)})_1 \oplus \ldots \oplus (V_Q^{(I_i)})_{\kappa_i}. \quad (15)$$
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Similarly, since both $T$ and $R$ are also $H'_e$-invariant subspaces of $\mathbb{R}^{dn}$, we may form the subrepresentations $H'_e(T)$ and $H'_e(R)$ of $H'_e$ with respective representation spaces $T$ and $R$. This gives rise to a decomposition of $T$ of the form

$$T = V^{(I_1)}_T \oplus \ldots \oplus V^{(I_r)}_T,$$

where

$$V^{(I_t)}_T = \left( V^{(I_t)}_T \right)_1 \oplus \ldots \oplus \left( V^{(I_t)}_T \right)_{a_t},$$

and to a decomposition of $R$ of the form

$$R = V^{(I_1)}_R \oplus \ldots \oplus V^{(I_r)}_R,$$

where

$$V^{(I_t)}_R = \left( V^{(I_t)}_R \right)_1 \oplus \ldots \oplus \left( V^{(I_t)}_R \right)_{a_t}.$$

We can now choose the decomposition in (12) in such a way that

$$V^{(I_t)}_e = V^{(I_t)}_Q \oplus V^{(I_t)}_T \oplus V^{(I_t)}_R.$$

In the following we assume that the subspaces $(V^{(I_t)}_i)_j$ are chosen in this way.

We are now in the position to derive the necessary conditions for $(G, p) \in \mathcal{R}_{(G,S,\Phi)}$ to be isostatic upon which the symmetry-extended version of Maxwell’s rule is based.

**Theorem 4.3** Let $G$ be a graph, $S$ be a symmetry group in dimension $d$ with pairwise non-equivalent irreducible linear representations $I_1, \ldots, I_r$, and $\Phi : S \to \text{Aut}(G)$ be a homomorphism. If $(G, p)$ is an isostatic framework in $\mathcal{R}_{(G,S,\Phi)}$ with the property that the points $p(v), v \in V(G)$, span all of $\mathbb{R}^d$, then for $t = 1, 2, \ldots, r$, we have

$$\dim \left( V^{(I_t)}_Q \right) = \dim \left( V^{(I_t)}_i \right).$$

**Proof.** Suppose first that $\dim \left( V^{(I_t)}_Q \right) > \dim \left( V^{(I_t)}_i \right)$ for some $t$. In this case we give two separate arguments to show that $(G, p)$ is not isostatic, one that is based on infinitesimal rigidity and another one that is based on static rigidity. This will later allow us to obtain information about both kinematic and static rigidity properties of symmetric frameworks with the symmetry-extended version of Maxwell’s rule.

It follows from Corollary 3.3 that there exists an element $u \neq 0$ in $V^{(I_t)}_Q$ that lies in the kernel of the linear transformation which is represented by the matrix $\tilde{R}(G, p)$ with respect to the bases $B_e$ and $B_i$. In other words, $u$
is an infinitesimal flex of \((G, p)\) (which is symmetric with respect to \(I_t\)), and hence \((G, p)\) is not isostatic.

Alternatively, it follows from Corollary 3.3 that there exists an element \(l\) in \(V_Q^{(I_t)}\) that does not lie in the image of the linear transformation which is represented by the matrix \(\tilde{R}(G, p)^T\) with respect to the bases \(B_e\) and \(B_i\). This says that \(l\) is an unresolvable equilibrium load on \((G, p)\) (which is symmetric with respect to \(I_t\)), so that we may again conclude that \((G, p)\) is not isostatic.

Suppose now that \(\dim(V_Q^{(I_t)}) < \dim(V_i^{(I_t)})\) for some \(t\). Then, analogously as above, there exists an element \(\omega \neq 0\) in \(V_i^{(I_t)}\) that lies in the kernel of the linear transformation which is represented by the matrix \(\tilde{R}(G, p)^T\) with respect to the bases \(B_e\) and \(B_i\). This says that \(\omega\) is a non-zero self-stress of \((G, p)\) (which is symmetric with respect to \(I_t\)). So, it again follows that \((G, p)\) is not isostatic. \(\square\)

**Example 4.1** Recall from Example 3.2 that for the framework \((K_3, p) \in \mathcal{R}(K_3, c, \Phi)\) shown in Figure 7, we have

\[
\begin{align*}
\dim(V_e^{(A)}) &= 3 \\
\dim(V_i^{(A)}) &= 2 \\
\dim(V_e^{(A''}) &= 3 \\
\dim(V_i^{(A''}) &= 1.
\end{align*}
\]

It is easy to see that the 2-dimensional space \(T\) of all translational infinitesimal rigid motions of \((K_3, p)\) can be written as the direct sum

\[T = V_T^{(A')} \oplus V_T^{(A'')},\]

where \(V_T^{(A')}\) is the space of dimension 1 generated by the infinitesimal rigid motion shown in Figure 7(a), and \(V_T^{(A'')}\) is the space of dimension 1 generated by the infinitesimal rigid motion shown in Figure 7(b). Moreover, the 1-dimensional space \(R\) of rotational infinitesimal rigid motions of \((K_3, p)\) is clearly generated by the infinitesimal rigid motion shown in Figure 7(c), so that \(R = V_R^{(A'')}\) and \(\dim(V_R^{(A'')} = 0\). It follows from equation (16) that

\[
\begin{align*}
\dim(V_Q^{(A')}) &= \dim(V_e^{(A')}) - \dim(V_T^{(A')}) - \dim(V_R^{(A')}) = \dim(V_i^{(A')}) = 2 \\
\dim(V_Q^{(A'')}) &= \dim(V_e^{(A'')}) - \dim(V_T^{(A'')}) - \dim(V_R^{(A'')}) = \dim(V_i^{(A'')}) = 1,
\end{align*}
\]

so that the conditions (17) in Theorem 4.3 are satisfied for the isostatic framework \((K_3, p)\).
Figure 7: (a) A basis for the subspace $V^{(A')}_{T}$; (b) a basis for the subspace $V^{(A'')}_{T}$; (c) a basis for the subspace $R = V^{(A'')}_{R}$.

In general, finding the dimensions of the subspaces $V^{(I_t)}_{Q}$ and $V^{(I_t)}_{i}$ by inspection is not as easy as in the previous example. In the following, we therefore describe a systematic method, based on techniques from character theory, for determining the dimensions of these subspaces, so that we can apply Theorem 4.3 to a symmetric framework with an arbitrary point group in any dimension. We begin by introducing the necessary vocabulary.

**Definition 4.1** Let $A = (a_{ij})$ be an $n \times n$ square matrix. The *trace* of $A$ is defined to be $Tr(A) = \sum_{i=1}^{n} a_{ii}$.

It is an important and well-known fact that the trace of a matrix is invariant under a similarity transformation \[6, 17\]. This gives rise to

**Definition 4.2** Let $H : S \rightarrow GL(V)$ be a linear representation of a group $S$, $B$ be a basis of $V$, and $H_B$ be the matrix representation that corresponds to $H$ with respect to $B$. The *character* $\chi(H)$ of $H$ is the function $\chi(H) : S \rightarrow \mathbb{R}$ that sends $x \in S$ to $Tr(H_B(x))$.

For a fixed enumeration $\{x_1, \ldots, x_k\}$ of the elements of the group $S$, we will frequently also refer to the vector $(Tr(H_B(x_1)), \ldots, Tr(H_B(x_k)))$ as the character of $H$.

In the following we need some well-known results from character theory which we summarize in

**Theorem 4.4** [6, 17, 19, 32] Let $S$ be a group with $r$ pairwise non-equivalent irreducible linear representations $I_1, \ldots, I_r$ and let $H : S \rightarrow GL(V)$ be a
linear representation of $S$ with $H = \alpha_1 I_1 \oplus \ldots \oplus \alpha_r I_r$, where $\alpha_t \geq 0$ for all $t = 1, \ldots, r$.

(i) If $H = H_1 \oplus H_2$ for some linear representations $H_1$ and $H_2$ of $S$, then $\chi(H) = \chi(H_1) + \chi(H_2)$;

(ii) $\chi(H)$ can be written uniquely as a linear combination of the characters $\chi(I_1), \ldots, \chi(I_r)$ as

$$\chi(H) = \alpha_1 \chi(I_1) + \ldots + \alpha_r \chi(I_r);$$

(iii) For every $t = 1, \ldots, r$, we have

$$\alpha_t = \frac{1}{\|\chi(I_t)\|^2} \langle \chi(H) \cdot \chi(I_t) \rangle.$$ 

We first explain how we can determine the dimensions of the subspaces $V_i(I_t)$ for all $t = 1, \ldots, r$.

It follows from the direct sum decomposition of $H'_i$ in (8) that for $t = 1, \ldots, r$, the dimension of $V_i(I_t)$ is the degree of $I_t$ multiplied by $\mu_t$. Since the degree of each irreducible linear representation $I_t$ can be read off from the character tables given in [1, 3, 17], for example, we only need to determine the values of the $\mu_t$. This can easily be done by means of the formula given in Theorem 4.4 (iii), because the characters of the irreducible representations $I_t$ can simply be read off from the above-mentioned character tables and the character of $H'_i$ can be found by setting up the internal representation matrices $H_i(x), x \in S$.

Finding the dimensions of the subspaces $V_Q(I_t)$ for all $t = 1, \ldots, r$ requires a little more work. It follows from (16) that for $t = 1, \ldots, r$, we have

$$\dim (V_Q(I_t)) = \dim (V_e(I_t)) - \dim (V_T(I_t)) - \dim (V_R(I_t)).$$

The dimensions of the subspaces $V_e(I_t)$ can be determined in the analogous way as the dimensions of the subspaces $V_T(I_t)$: for $t = 1, \ldots, r$, the dimension of the subspace $V_e(I_t)$ is equal to the degree of $I_t$ multiplied by $\lambda_t$. Note that the values of the $\lambda_t$ in (12) can again easily be computed with the help of Theorem 4.3 (iii) since the character of $H'_e$ can be found by setting up the external representation matrices $H_e(x), x \in S$.

For $t = 1, \ldots, r$, the dimension of the subspace $V_T(I_t)$ is the degree of $I_t$ multiplied by $\theta_t$ and the dimension of the subspace $V_R(I_t)$ is the degree of $I_t$ multiplied by $\rho_t$. So, in order to determine the dimensions of the subspaces
$V^{(l)}_T$ and $V^{(l)}_R$ with the formula in Theorem 4.4 (iii), it only remains to determine the characters $\chi(H^{(T)}_e)$ and $\chi(H^{(R)}_e)$.

We first show how to compute the character $\chi(H^{(T)}_e)$. It follows directly from the proof of Lemma 4.2 that if $S$ is a symmetry group in dimension $d$ and $x \in S$, then the matrix that represents the linear transformation $H^{(T)}_e(x)$ with respect to the basis $\{T_1, \ldots, T_d\}$ is the orthogonal matrix $M_x$ that represents $x$ with respect to the canonical basis of $\mathbb{R}^d$. This says that for a fixed enumeration $\{x_1, \ldots, x_k\}$ of the elements of $S$, we have

$$\chi(H^{(T)}_e) = (\text{Tr}(M_{x_1}), \ldots, \text{Tr}(M_{x_k})).$$

For example, if $S$ is a symmetry group in dimension 2, then the component of $\chi(H^{(T)}_e)$ that corresponds to the identity in $S$ is equal to 2, each component of $\chi(H^{(T)}_e)$ that corresponds to a rotation in $S$ about the origin by an angle of $\frac{2\pi}{m}$ is equal to $2 \cos \left( \frac{2\pi}{m} \right)$, and each component of $\chi(H^{(T)}_e)$ that corresponds to a reflection in $S$ is equal to 0.

For a symmetry group in dimension 2 or 3, the explicit values of the components of $\chi(H^{(T)}_e)$ are summarized in [5].

The character $\chi(H^{(R)}_e)$ can be determined similarly. As an example, we compute the character $\chi(H^{(R)}_e)$ in the case where $S$ is a symmetry group in dimension 2. Every element of $S$ is then either the identity $I_d$, a rotation $C_m$ about the origin by an angle of $\frac{2\pi}{m}$, or a reflection $s$ in a line through the origin. Note that $R$ is a one-dimensional subspace of $\mathbb{R}^2$ a basis of which is given by $\{R_{12}\}$. Let $C_m$ be a rotational symmetry operation of $(G, p)$ with

$$M_{C_m} = \begin{pmatrix} \cos \left( \frac{2\pi}{m} \right) & -\sin \left( \frac{2\pi}{m} \right) \\ \sin \left( \frac{2\pi}{m} \right) & \cos \left( \frac{2\pi}{m} \right) \end{pmatrix}.$$ 

Then, by using the definition of the external representation $H_e$ of $S$ (with respect to $G$ and $\Phi$) and the fact that $(G, p) \in \mathcal{R}_{(G,S,\Phi)}$, it is easy to verify that

$$H_e(C_m)R_{12} = R_{12}.$$ 

Similarly, if $s$ is a reflectional symmetry operation of $(G, p)$ with

$$M_s = \begin{pmatrix} \cos (\theta) & \sin (\theta) \\ \sin (\theta) & -\cos (\theta) \end{pmatrix},$$

then it is again easy to verify that

$$H_e(s)R_{12} = -R_{12}.$$ 

It follows that the matrices which represent the linear transformations $H^{(R)}_e(I_d)$, $H^{(R)}_e(C_m)$, and $H^{(R)}_e(s)$ with respect to the basis $\{R_{12}\}$ are the
1 × 1 matrices (i.e., scalars) 1, 1, and −1, respectively. Therefore, if \( d = 2 \), the character \( \chi(H_e^{(R)}) \) is the vector defined as follows: each component of \( \chi(H_e^{(R)}) \) that corresponds to the identity \( Id \in S \) or a rotational symmetry operation \( C_m \in S \) is equal to 1, and each component of \( \chi(H_e^{(R)}) \) that corresponds to a reflection \( s \in S \) is equal to −1.

Note that analogous calculations as above can easily be carried out for any symmetry group in dimension \( d > 2 \) as well. For a symmetry group in dimension 2 or 3, the values of the components of \( \chi(H_e^{(R)}) \) are again summarized in [5].

Example 4.2 Let us apply the methods described above to the framework \( (K_3, p) \in \mathcal{R}_{(K_3, c, \Phi)} \) from Example 4.1. From the representation matrices in Example 3.1 we immediately deduce that \( \chi(H_e) = (6, 0) \) and \( \chi(H_i) = (3, 1) \).

Therefore, if we let

\[
H_e' = \lambda_1 A' \oplus \lambda_2 A''
\]

\[
H_i' = \mu_1 A' \oplus \mu_2 A''
\]

then, by the formula in Theorem 4.4 (iii), we have

\[
\lambda_1 = \frac{1}{2} (6 \cdot 1 + 0 \cdot 1) = 3
\]

\[
\lambda_2 = \frac{1}{2} (6 \cdot 1 + 0 \cdot (-1)) = 3
\]

\[
\mu_1 = \frac{1}{2} (3 \cdot 1 + 1 \cdot 1) = 2
\]

\[
\mu_2 = \frac{1}{2} (3 \cdot 1 + 1 \cdot (-1)) = 1.
\]

Further, for the characters \( \chi(H_e^{(T)}) \) and \( \chi(H_e^{(R)}) \), we have, as shown above, \( \chi(H_e^{(T)}) = (2, 0) \) and \( \chi(H_e^{(R)}) = (1, -1) \). So, if we let

\[
H_e^{(T)} = \theta_1 A' \oplus \theta_2 A''
\]

\[
H_e^{(R)} = \rho_1 A' \oplus \rho_2 A''
\]

then, again by the formula in Theorem 4.4 (iii), we obtain \( \theta_1 = 1, \theta_2 = 1, \rho_1 = 0, \) and \( \rho_2 = 1 \). Since both \( A' \) and \( A'' \) are linear representations of degree
1, it follows that

\[ \dim (V_Q^{(A')} - V_T^{(A')}) = 3 - 1 - 0 = 2 \]

\[ \dim (V_Q^{(A''')} - V_T^{(A'')}) = 3 - 1 - 1 = 1 \]

and

\[ \dim (V_i^{(A)}) = 2 \]

\[ \dim (V_i^{(A''}) = 1. \]

### 4.3 The rule

Using the mathematical background established in the previous section, we can now prove a symmetry-extended version of Maxwell’s rule that can be applied to both injective and non-injective symmetric realizations in any dimension. Note that for dimensions 2 and 3, Theorem 4.5 is a mathematically explicit formulation of the rule given in [9].

The condition (18) in Theorem 4.5 is obtained by combining all of the conditions in (17) into a single equation using some basic techniques from character theory. This enables us to check the conditions in (17) with very little computational effort, so that the symmetry-extended version of Maxwell’s rule is in the same spirit as Maxwell’s original rule in the sense that it only requires a simple count of joints and bars that are ‘fixed’ by various symmetry operations.

From now on we will simplify our notation of the previous section by denoting the characters \( \chi(H_i'), \chi(H_i'^Q), \chi(H_i'^T), \) and \( \chi(H_i'^R) \) by \( X_e, X_i, X_Q, X_T, \) and \( X_R, \) respectively.

**Theorem 4.5 (Symmetry-extended version of Maxwell’s rule)** Let \( G \) be a graph, \( S \) be a symmetry group in dimension \( d \) with pairwise non-equivalent irreducible linear representations \( I_1, \ldots, I_r, \) and \( \Phi : S \to \text{Aut}(G) \) be a homomorphism. If \( (G, p) \) is an isostatic framework in \( R_{(G,S,\Phi)} \) with the property that the points \( p(v), v \in V(G), \) span all of \( \mathbb{R}^d, \) then we have

\[ X_Q = X_i. \]
Proof. Suppose \( X_Q \neq X_i \). Then, by Theorem 4.4(ii) and equations (8) and (14), we have

\[ \kappa_1 \chi(I_1) + \ldots + \kappa_r \chi(I_r) \neq \mu_1 \chi(I_1) + \ldots + \mu_r \chi(I_r), \]

which implies that \( \kappa_t \neq \mu_t \) for some \( t \in \{1, \ldots, r\} \). Therefore, \( \dim \left( V_Q^{(I_t)} \right) \neq \dim \left( V_i^{(I_t)} \right) \). The result now follows from Theorem 4.3. \( \square \)

So, by checking the condition (18) in Theorem 4.5, we implicitly check all the conditions in (17). Since we have

\[ H_e' = H_e^{(Q)} \oplus H_e^{(T)} \oplus H_e^{(R)}, \]

it follows from Theorem 4.4(i) that

\[ X_Q = X_e - X_T - X_R. \]

Note that we have already shown how to compute each of the above characters in the previous section. In fact, for dimensions 2 and 3, the characters \( X_T \) and \( X_R \) can be read off from the tables in [5]. So, in order to check condition (18) for \( d = 2 \) or \( d = 3 \), it only remains to compute the characters \( X_e \) and \( X_i \).

So far, our method of determining \( X_e \) and \( X_i \) has been to set up the external and internal representation matrices \( H_e(x) \) and \( H_i(x) \) for all \( x \in S \) and then to determine the traces of these matrices. In the following, we generalize the method of P. Fowler and S. Guest presented in [9] to determine the characters \( X_e \) and \( X_i \) without explicitly finding the external and internal representation of \( S \). This will simplify significantly the calculations required to apply the symmetry-extended version of Maxwell’s rule to a given framework.

**Definition 4.3** Let \( G \) be a graph with \( V(G) = \{v_1, \ldots, v_n\} \), \( S \) be a symmetry group, \( \Phi \) be a map from \( S \) to \( \text{Aut}(G) \), \( (G, p) \) be a framework in \( \mathcal{F}(G, S, \Phi) \), and \( x \in S \). A joint \((v_i, p_i)\) of \((G, p)\) is said to be fixed by \( x \) with respect to \( \Phi \) if \( \Phi(x)(v_i) = v_i \).

Similarly, a bar \( \{(v_i, p_i), (v_j, p_j)\} \) of \((G, p)\) is said to be fixed by \( x \) with respect to \( \Phi \) if \( \Phi(x)(\{v_i, v_j\}) = \{v_i, v_j\} \).

The number of joints of \((G, p)\) that are fixed by \( x \) with respect to \( \Phi \) is denoted by \( j_{\Phi(x)} \) and the number of bars of \((G, p)\) that are fixed by \( x \) with respect to \( \Phi \) is denoted by \( b_{\Phi(x)} \).

Recall from Definition 3.1 that for \( x \in S \), the external representation matrix \( H_e(x) \) is obtained from the transpose of the permutation matrix corresponding to \( \Phi(x) \) by replacing each 1 with the \( d \times d \) orthogonal matrix \( M_x \).
and each 0 with a \( d \times d \) zero-matrix. Note that the transpose of the permutation matrix corresponding to \( \Phi(x) \) has a 1 in the diagonal if and only if the corresponding joint of \((G, p)\) is fixed by \( x \) with respect to \( \Phi \). Therefore, a joint of \((G, p)\) can make a contribution to the trace of \( H_e(x) \) only if it is fixed by \( x \) with respect to \( \Phi \). So, for a fixed enumeration \( \{x_1, \ldots, x_k\} \) of the elements of \( S \), we have

\[
X_e = \left( Tr(H_e(x_1)), \ldots, Tr(H_e(x_k)) \right)
\]

\[
= \left( j_{\Phi(x_1)} Tr(M_{x_1}), \ldots, j_{\Phi(x_k)} Tr(M_{x_k}) \right)
\]

\[
= X_J \times X_T,
\]

where \( X_J = (j_{\Phi(x_1)}, \ldots, j_{\Phi(x_k)}) \) and \( \times \) denotes componentwise multiplication.

Similarly, for \( x \in S \), the internal representation matrix \( H_i(x) \) has a 1 in the diagonal if and only if the corresponding bar of \((G, p)\) is fixed by \( x \) with respect to \( \Phi \). Thus,

\[
X_i = (b_{\Phi(x_1)}, \ldots, b_{\Phi(x_k)}).
\]

So, condition (18) in the symmetry-extended version of Maxwell’s rule can be written as

\[
X_J \times X_T - X_T - X_R = X_i,
\]

and each of the characters in (19) can be determined with very little computational effort.

**Example 4.3** The symmetry-extended version of Maxwell’s rule, applied to the framework \((K_3, p) \in \mathcal{R}(K_3, \mathcal{C}, \Phi)\) from Example 4.2, yields the counts

\[
X_J = (j_{\Phi(Id)}, j_{\Phi(s)}) = (3, 1)
\]

\[
X_T = (2, 0)
\]

\[
X_R = (1, -1)
\]

\[
X_Q = X_J \times X_T - X_T - X_R = (3, 1)
\]

\[
X_i = (b_{\Phi(Id)}, b_{\Phi(s)}) = (3, 1).
\]

Thus, condition (18) in Theorem 4.5 is satisfied for the isostatic framework \((K_3, p)\).

**Remark 4.1** Suppose the symmetry-extended version of Maxwell’s rule detects that a framework \((G, p) \in \mathcal{R}(G, S, \Phi)\) is not isostatic. Then we may use Theorem 4.3 (iii) and the proof of Theorem 4.3 to obtain information on the symmetry properties of self-stresses of \((G, p)\), infinitesimal flexes of \((G, p)\),
and unresolvable equilibrium loads on \((G, p)\) in the following way.

Suppose for the framework \((G, p)\), we have \(X_Q \neq X_i\). Using the formula in Theorem 4.4 (iii), we may then determine the values of the \(\kappa_t\) and \(\mu_t\) in (14) and (8) for all \(t = 1, \ldots, r\). By the proof of Theorem 4.5, there must exist \(t \in \{1, \ldots, r\}\) such that \(\kappa_t \neq \mu_t\).

It follows from the proof of Theorem 4.3 that if \(\kappa_t > \mu_t\), say \(\kappa_t - \mu_t = k > 0\), then there exist \(k\) linearly independent infinitesimal flexes of \((G, p)\) which are symmetric with respect to \(I_t\), as well as \(k\) unresolvable equilibrium loads on \((G, p)\) which are symmetric with respect to \(I_t\).

Similarly, if \(\kappa_t < \mu_t\), say \(\mu_t - \kappa_t = k > 0\), then there exist \(k\) linearly independent self-stresses of \((G, p)\) which are symmetric with respect to \(I_t\).

### 4.4 Example and further remarks

To illustrate how the symmetry-extended version of Maxwell’s rule can give a significantly improved insight into the rigidity properties of a symmetric framework in comparison to Maxwell’s original rule, we consider the framework \((K_{3,3}, p) \in \mathcal{R}(K_{3,3}, C_{2v}, \Phi)\) depicted in Figure 8. \(K_{3,3}\) is the complete bipartite graph from Example 2.1, the symmetry group \(C_{2v}\) consists of the identity \(I_d\), the half-turn \(C_2\), and the two reflections \(s_h\) and \(s_v\) whose mirror lines are the \(x\)-axis and the \(y\)-axis, respectively, and \(\Phi : C_{2v} \to \text{Aut}(K_{3,3})\) is defined by

\[
\begin{align*}
\Phi(I_d) &= id \\
\Phi(C_2) &= (v_1 v_6)(v_2 v_5)(v_3 v_4) \\
\Phi(s_h) &= (v_1 v_5)(v_2 v_6)(v_3 v_4) \\
\Phi(s_v) &= (v_1 v_2)(v_5 v_6)(v_3)(v_4).
\end{align*}
\]

The symmetry group \(C_{2v}\) has four non-equivalent irreducible linear representations each of which is of degree 1. In the Mulliken notation (6), they are denoted by \(A_1, A_2, B_1,\) and \(B_2\). The following table shows the characters of these representations:

| \(C_{2v}\) | \(Id\) | \(C_2\) | \(s_h\) | \(s_v\) |
|---|---|---|---|---|
| \(A_1\) | 1 | 1 | 1 | 1 |
| \(A_2\) | 1 | 1 | -1 | -1 |
| \(B_1\) | 1 | -1 | 1 | -1 |
| \(B_2\) | 1 | -1 | -1 | 1 |
We have
\[
X_J = (j\Phi(t_d), j\Phi(c_2), j\Phi(s_h), j\Phi(s_v)) = (6, 0, 0, 2)
X_T = (2, -2, 0, 0)
X_R = (1, 1, -1, -1)
X_Q = X_J \times X_T - X_T - X_R = (9, 1, 1, 1)
X_i = (b\Phi(t_d), b\Phi(c_2), b\Phi(s_h), b\Phi(s_v)) = (9, 3, 3, 1).
\]

Since \(X_Q \neq X_i\), we may conclude that \((K_{3,3}, p)\) is not isostatic. Note that Maxwell’s original rule would not have detected this because \(|E(K_{3,3})| = 2|V(K_{3,3})| - 3 = 9\).

With the help of the formula in Theorem 4.4 (iii) we obtain
\[
X_Q = 3A_1 + 2A_2 + 2B_1 + 2B_2 \quad \text{and} \quad X_i = 4A_1 + 2A_2 + 2B_1 + B_2,
\]
which implies that \((K_{3,3}, p)\) has a non-zero self-stress which is symmetric with respect to \(A_1\) and an infinitesimal flex (as well as an unresolvable equilibrium load) which is symmetric with respect to \(B_2\) (see also Figure 8).

**Remark 4.2** Given a framework \((G, p) \in \mathcal{R}(G, S)\), we need to specify a type \(\Phi : S \rightarrow \text{Aut}(G)\) in order to apply the symmetry-extended version of Maxwell’s rule (Theorem 4.5) to \((G, p)\) and \(S\), because \(\Phi\) determines the characters \(X_e\) and \(X_i\). Of course, we also need to make sure that \(\Phi\) is a homomorphism, for otherwise the external and internal representation (with respect to \(G\) and \(\Phi\)) are not matrix representations of \(S\) (see Remark 3.1).

The conditions under which \((G, p) \in \mathcal{R}(G, S)\) is of a unique type are given in [28]. In the same paper, it is also shown that if \((G, p) \in \mathcal{R}(G, S)\) is of a unique type \(\Phi\), then \(\Phi\) is a homomorphism. In particular, this is the case if \((G, p)\) is an injective realization, so that the external and internal representation are uniquely determined in this case and Theorem 4.5 can be applied to \((G, p)\) and \(S\) in a unique way. Moreover, for injective realizations in \(\mathcal{R}(G, S)\), the characters \(X_e\) and \(X_i\) can be found in a particularly easy way (without determining the type \(\Phi\)) by simply examining the geometric positions of the joints and bars of \((G, p)\) (see [5] [28] [29]).

Since in [9] only injective realizations in \(\mathbb{R}^2\) and \(\mathbb{R}^3\) are considered, Theorem 4.5 includes the symmetrized version of Maxwell’s rule given in [9] as a special case.

If \((G, p) \in \mathcal{R}(G, S)\) is a non-injective realization, then there may exist more than just one homomorphism \(\Phi\) for which \((G, p) \in \mathcal{R}(G, S, \Phi)\), in which case we
Figure 8: (a) An infinitesimal flex of \((K_{3,3}, p) \in \mathcal{R}(K_{3,3}, C_{2v}, \Phi)\) which is symmetric with respect to \(B_2\) (the displacement vector at each joint of \((K_{3,3}, p)\) remains unchanged under \(I_d\) and \(s_v\) and is reversed under \(C_2\) and \(s_h\)). (b) An unresolvable equilibrium load on \((K_{3,3}, p)\) which is symmetric with respect to \(B_2\). (c) A self-stress of \((K_{3,3}, p)\) which is symmetric with respect to \(A_1\) (the tensions and compressions in the bars of \((K_{3,3}, p)\) remain unchanged under all symmetry operations in \(C_{2v}\)).

We can apply Theorem 4.5 to \((G, p)\) and \(S\) by using any one of these homomorphisms. It is also possible that there does not exist any homomorphism \(\Phi\) so that \((G, p) \in \mathcal{R}(G, S, \Phi)\), in which case we cannot apply the symmetry-extended version of Maxwell’s rule to \((G, p)\) and \(S\) at all. See again [28] for details.

5 Further work

There exist a number of other classical counting rules, similar to Maxwell’s rule, for which symmetry extensions have been derived using techniques from group representation theory (see [9, 14, 16], for example). Like
the symmetry-extended version of Maxwell’s rule in [9], however, these rules
are also not presented with a mathematically precise formulation nor with
a thorough mathematical foundation or proof. One approach to establish
mathematical proofs for these rules is to appropriately modify or extend the
methods and results presented in this paper. An alternate approach is pre-
sented by J.C. Owen and S.C. Power in [26].

In [9], a symmetry-extended version of Maxwell’s rule for isostatic pinned
bar and joint frameworks is given. If we define an external and internal rep-
resentation in the same way as in Section 3.1 (by taking into account only
the unpinned joints in the definition of the external representation), then
we can easily establish a mathematical proof of this rule by slightly modi-
fying the results of this paper. In fact, since a pinned framework is firmly
anchored to the ground and hence does not possess any infinitesimal rigid
motions, a proof of this rule requires significantly less work than the proof
of the symmetry-extended version of Maxwell’s rule given in this paper.

In [26], J.C. Owen and S.C. Power use their analysis of symmetric pinned
frameworks as a starting point to establish symmetry-extended counting rules
for a variety of other geometric constraint systems.

In [16], a symmetrized counting rule for body-bar frameworks is used to
show that an isostatic body-bar framework must satisfy some easily stated
restrictions on the number of bodies and bars that are ‘fixed’ by various
symmetry operations of the structure. The key to proving these results is
to suitably adapt the definitions of the external and internal representation
given in Section 3.1 and then to establish a result analogous to Lemma 3.1.
Once one has shown, based on this lemma, that the rigidity matrix of a
body-bar framework can be put into a block-diagonalized form, one needs to
follow the steps of Section 4 of this paper, appropriately adapting the results
in each step.

Proving the symmetry-extended mobility criterion for body-hinge frame-
works given in [14] is somewhat more complicated. In particular, one has to
explain in detail how to associate appropriate group representations to the
various hinge constraints.
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