The effect of Target Normalization and Momentum on Dying ReLU
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Abstract

Optimizing parameters with momentum, normalizing data values, and using rectified linear units (ReLUs) are popular choices in neural network (NN) regression. Although ReLUs are popular, they can collapse to a constant function and “die”, effectively removing their contribution from the model. While some mitigations are known, the underlying reasons of ReLUs dying during optimization are currently poorly understood. In this paper, we consider the effects of target normalization and momentum on dying ReLUs. We find empirically that unit variance targets are well motivated and that ReLUs die more easily, when target variance approaches zero. To further investigate this matter, we analyze a discrete-time linear autonomous system, and show theoretically how this relates to a model with a single ReLU and how common properties can result in dying ReLU. We also analyze the gradients of a single-ReLU model to identify saddle points and regions corresponding to dying ReLU and how parameters evolve into these regions when momentum is used. Finally, we show empirically that this problem persist, and is aggravated, for deeper models including residual networks.

1 Introduction

Gradient-based optimization enables learning of powerful deep NN models [1,2]. However, most learning algorithms remain sensitive to learning rate, scale of data values, and the choice of activation function—making deep NN models hard to train [3,4]. Stochastic gradient descent with momentum [5,6], normalizing data values to have zero mean and unit variance [7], and employing rectified linear units (ReLUs) in NNs [8,9,10] have emerged as an empirically motivated and popular practice. In this paper, we analyze a specific failure case of this practice, referred to as “dying” ReLU.

Preprint. Under review.
The ReLU activation function, \( y = \max\{x, 0\} \), is a popular choice of activation function and has been shown to have superior training performance in various domains [11, 12]. ReLUs can sometimes collapse to a constant (zero) function for a given set of inputs. Such a ReLU is considered “dead” and does not contribute to a learned model. ReLUs can be initialized dead [13] or die during optimization, the latter being a major obstacle in training deep NNs [14, 15]. Once dead, gradients are zero making recovery possible only if inputs change distribution. Over time, large parts of a NN can end up dead which reduces model capacity.

Mitigations to dying ReLU include modifying the ReLU to also activate for negative inputs [16, 17, 18], training procedures with normalization steps [19, 20], and initialization methods [13]. While these approaches have some success in practice, the underlying cause for ReLUs dying during optimization is, to our knowledge, still not understood.

Figure 1: The performance of models, in terms of fit to the training data, degrades as the variance (\( \gamma \)) of target values deviate from 1, or the mean (\( \delta \)) deviates from 0. Here shown in terms of mean-squared error (MSE) on four different datasets [21]. Furthermore, decreasing \( \gamma \) leads to more dying ReLUs only with the use of momentum optimization [6]. Details of this experiment can be found in Appendix A.

In this paper, we analyze the observation illustrated in Figure 1 that regression performance degrades with smaller target variances, and along with momentum optimization leads to dead ReLU. Although target normalization is a common pre-processing step, we believe a scientific understanding of why it is important is missing, especially with the connection to momentum optimization. For our theoretical results, we first show that an affine approximator trained with gradient descent and momentum corresponds to a discrete-time linear autonomous system. Introducing momentum into this system results in complex eigenvalues and parameters that oscillate. We further show that a single-ReLU model has two cones in parameter space; one for which the properties of the linear system is shared, and one that corresponds to dead ReLU.

We derive analytic gradients for the single-ReLU model to further gain insight and to identify critical points (i.e. global optima and saddle points) in parameter space. By inspection of numerical examples, we also identify regions where ReLUs tend to converge to the global optimum (without dying) and how these regions change with momentum. Lastly, we show empirically that the problem of dying ReLU is aggravated in deeper models, including residual neural networks.

2 Related work

In a recent paper [13], the authors identify dying ReLUs as a cause of vanishing gradients. This is a fundamental problem in NNs [22, 23]. In general, this can be caused by ReLUs being initialized dead or dying during optimization. Theoretical results about initialization and dead ReLU NNs are presented by Lu et al. [13]. Growing NN depth towards infinity and initializing parameters from symmetric distributions both lead to dead models. However, asymmetric initialization can effectively prevent this outcome. Empirical results about ReLUs dying during optimization are presented by Wu et al. [24]. Similar to us, they observe a relationship between dying ReLUs and the scale of target values. In contrast to us, they do not investigate the underlying cause.

Normalization of layer input values. The effects of input value distribution has been studied for a long time, e.g. [25]. Inputs with zero mean have been shown to result in gradients that more closely resemble the natural gradient, which speeds up training [26]. In fact, a range of strategies to normalize layer input data exists [20, 19, 27] along with theoretical analysis of the problem [28]. Another studied area for maintaining statistics throughout the NN is initialization of the parameters.
We consider regression of a target function $y^\hat{}$ where $\theta$ which are both parameterized by a vector $f$ where

$$\Gamma \theta$$

the parameters $\theta$ of the transform are set to scale $\gamma$. Before regression, we transform target values $y^{(i)}$ such as an affine transformation in Sec. 3 and a ReLU-activated model in Sec. 5, which are both parameterized by a vector $\theta$. Below, we provide definitions, notations, and equalities needed for our analysis.

**Target normalization.** Before regression, we transform target values $y^{(i)}$ according to

$$y^{(i)} = \gamma \frac{y^{(i)} - \bar{\mu}}{\bar{\sigma}} + \delta,$$

where $\bar{\mu}$ and $\bar{\sigma}$ are mean and standard deviation of the target values from the training data. When the parameters of the transform are set to scale $\gamma = 1$ and bias $\delta = 0$, new target values $y^{(i)}$ correspond to $z$-normalization [32] with zero mean and unit variance. In our analysis, we are interested in the effects of $\gamma$ changing from 1 to smaller values closer to 0.

**Target function.** In Sec. 3 we study regression of target functions of the form

$$y(x) = \Gamma^\top x + \Delta$$

where $\Gamma \in \mathbb{R}^{L \times 1}$ and $\Delta \in \mathbb{R}$.

Similar to Douglas and Yu [33], we consider the case where inputs in $\mathcal{D}$ are distributed as $x \sim \mathcal{N}(0 : 1)$. For any $\Gamma$, we can find a unitary matrix $O \in \mathbb{R}^{L \times L}$ such that $O\Gamma = (0, \ldots, 0, \gamma)^\top$ and $\gamma = \|\Gamma\|$. From this follow the equalities

$$\Gamma^\top x + \Delta = \Gamma^\top O^\top O x + \Delta = (0, \ldots, \gamma) O x + \Delta.$$

Since $x$ and $Ox$ are identically distributed due to our assumption on $x$, we can equivalently study the target function

$$y(x) = (0, \ldots, 0, \gamma) x + \Delta$$

and assume that $\Gamma = (0, \ldots, 0, \gamma)^\top$ for the remainder of this paper.

For Sec. 5 we consider a ReLU-activated target function

$$y_f(x) = f(\Gamma^\top x + \Delta)$$

where $f$ is the ReLU activation function $f(x) = \max\{x, 0\}$.

**Regression and Objective.** We consider gradient descent (GD) optimization with momentum for the parameters $\theta$. The update from step $t$ to $t + 1$ is given as

$$m_{t+1} = \beta m_t + (1 - \beta) \nabla_{\theta_t} \mathcal{L}(\theta_t)$$

for the momentum variable $m$ and

$$\theta_{t+1} = \theta_t - \eta m_{t+1}$$

for the parameters $\theta$, where $\mathcal{L}$ is the loss function, $\beta \in [0, 1)$ is the rate of momentum, and $\eta \in (0, 1)$ is the step size.
Regressions Models and Parameterization. In Sec. 4 we model the respective target function with an affine transform

\[ \hat{y}(x) = w^T x + b, \]  

and in Sec. 5 we consider the nonlinear ReLU model

\[ \hat{y}_f(x) = f(w^T x + b). \]  

In both cases, the parameters \( \theta = (w^T, b)^T \in \mathbb{R}^{L+1} \) are weights \( w \in \mathbb{R}^L \) and bias \( b \in \mathbb{R} \).

We optimize the mean squared error (MSE), such that

\[ \mathcal{L}(\theta) = \mathbb{E}_x \left[ \frac{1}{2} \epsilon(x)^2 \right]. \]  

where \( \epsilon \) is the signed error given by \( \epsilon(x) = \hat{y}(x) - y(x) \) for the affine target and \( \epsilon_f(x) = \hat{y}_f(x) - y_f(x) \) for the ReLU-activated target.

To make gradient calculation easier, and interpretable, we will approximate the gradients for the ReLU-model by replacing \( y_f \) with \( y \). This is still a reasonable approximation, since for any choice of \( x \) we have that if

\[ y_f(x) \geq \hat{y}_f(x) \Rightarrow \epsilon_f(x) = \hat{y}_f(x) - y_f(x) = \hat{y}_f(x) - y(x) = \epsilon(x) \]  

and

\[ y_f(x) < \hat{y}_f(x) \Rightarrow \epsilon_f(x) = \hat{y}_f(x) - y_f(x) \geq \hat{y}_f(x) - y(x) \geq 0. \]

That is, the error and the gradient is either identical or has the same sign evaluated at any point \( x \) and \( \theta \).

To make calculating expected gradients of \( \mathcal{L} \) easier, without introducing any further approximations, we define a unitary matrix \( U(w) \) (abbreviated \( U \)) such that the vector \( w \) rotated by \( U \) is mapped to

\[ Uw = (0, 0, \ldots, \|w\|)^T = \tilde{w}. \]  

We refer to the rotated vector as \( \tilde{w} \). Again, if \( x \sim \mathcal{N}(0; \mathbb{I}) \), the variables \( x \) and \( \tilde{x} \) are identically distributed and for \( w \neq 0 \), we also get from Eq. (13)

\[ \frac{Uw}{\|w\|} = (0, 0, \ldots, 1)^T. \]  

Dying ReLU. A ReLU is considered dying if all inputs are negative. For inputs with infinite support, we consider the ReLU as dying if outputs are non-zero with probability less than some (small) \( \epsilon \)

\[ P \left( w^T x + b > 0 \right) < \epsilon. \]  

4 Regression with affine model

In this section, we analyze the regression of the target function \( y \) from Eq. (4) with the affine model \( \hat{y} \) from Eq. (8). From the perspective of the input and output space of this model, it is identical to the ReLU model in Eq. (9) for all inputs that map to positive values. On the other hand, from the parameter space perspective, we will show that the parameter evolution is identical in certain regions of the parameter space. The global optimum is also the same for both functions. This allows us to re-use some of the following results later.

To study the evolution of parameters \( \theta \) and momentum \( m \) during GD optimization, we formulate the GD optimization as an equivalent linear autonomous system \[ 34 \] and analyze the behavior by inspection of the eigenvalues. For this analysis, we assume that the inputs are distributed as \( x \sim \mathcal{N}(0; \mathbb{I}) \) in the training data.
Analytic gradients. By inserting $\hat{y}$ into Eq. (10), the optimization objective can be formulated as

$$\mathcal{L}(\theta) = \mathbb{E}_x \left[ \frac{1}{2} (a^\top x + c)^2 \right]$$

using new shorthand definitions $a = w - \Gamma$ and $c = b - \Delta$. Considering that $\Gamma = (0, \ldots, 0, \gamma)^\top$ from Eq. (4), the derivatives are

$$\frac{\partial \mathcal{L}}{\partial w} = \frac{\partial \mathcal{L}}{\partial a} = \mathbb{E}_x [(a^\top x + c)x] = a$$

for the weights $w$ and

$$\frac{\partial \mathcal{L}}{\partial b} = \frac{\partial \mathcal{L}}{\partial c} = c = b - \Delta.$$  

for the bias $b$. From these results, we can see that both $a$ and $c$ are zero when $\mathcal{L}(\theta)$ arrives at a critical point—in this case the global optimum.

Parameter evolution. The parameter evolution as given by Eqs. (6) and (7) can be formulated as a linear autonomous system in terms of $a$, $c$, and $m$. The state $s^\top = (m_1, a_1, \ldots, m_L, a_L, m_{L+1}, c)^\top$ consists of stacked pairs of momentum and parameters. We write the update equations Eq. (6) and Eq. (7) in the form

$$s_{t+1} = \left( \begin{array}{c} A \\ \vdots \\ A \end{array} \right) s_t,$$

where the state $s$ evolves according to the constant matrix

$$A = \begin{pmatrix} \beta & 1 - \beta \\ -\eta \beta & 1 - \eta (1 - \beta) \end{pmatrix},$$

which determines the evolution of each pair of momentum and parameter independently of other pairs.

Since the pairs evolve independently, we can study their convergence by analyzing the eigenvalues of $A$. Given that $\eta$ and $\beta$ are from the ranges defined in Sec. 3, all eigenvalues are strictly inside the right half of the complex unit circle which guarantees convergence to the ground truth. For step sizes $1 < \eta < 2$ eigenvalues will still be inside the complex unit circle, still guaranteeing convergence, but eigenvalues can be real and negative. This means that parameters will alternate signs every gradient update, denoted “ripples” [34]. Although this sign-switching can cause dying ReLU in theory, in practice learning rates are usually $< 1$.

We plot the eigenvalues of $A$ in Figure 2 (left) for $\eta = 0.1$ as $\beta$ increases from 0, i.e. GD without momentum, towards 1. We observe that the eigenvalues eventually become complex ($\beta \approx 0.7$) resulting in oscillation [34] (seen on the right side). The fraction $\frac{\|b\|}{\|w\|}$, as we will show in Sec. 5 is a good measure of to what extent the ReLU is dying (smaller means dying), and hence we plot this quantity in particular. Note that the eigenvalues, and thus the behavior is entirely parameterized by the learning rate and momentum, and independent of $\gamma$. Thus, we can not adjust $\eta$ as a function of $\gamma$ to make the system behave as the case $\gamma = 1$. We now continue by showing how these properties translate to the case of a ReLU activated unit.

Figure 2: Left: Eigenvalues of $A$ as $\beta$ is increased from 0 (marked as $\times$) to 1. At $\beta \approx 0.7$ eigenvalues the become complex and take the value 1 for $\beta = 1$. Right: As the eigenvalues become complex, gradient descent produces oscillations. These are three examples all originating from the same parameter coordinate.
5 Regression with single ReLU-unit

We now want to understand the behavior of regressing to Eq. (5) with the ReLU model in Eq. (9). As discussed in Sec. 3 we will approximate the gradients by considering the linear target function in Eq. (4). Although this target can not be fully recovered, the optimal solution is still the same, and gradients share similarities, as previously discussed. Again, we consider the evolution and convergence of parameters \( \theta \) and momentum \( m \) during GD optimization, and assume that the inputs are distributed as \( x \sim \mathcal{N}(0; I) \) in the training data.

**Similarity to affine model.** The ReLU will output non-zero values for any \( x \) that satisfies \( w^\top x + b > 0 \). We can equivalently write this condition as

\[
\frac{w^\top x}{\|w\|} > -\frac{b}{\|w\|}.
\]

We can further simplify the condition from Eq. (21) using \( U \) from Sec. 3 which lets us consider the constraint solely in the \( L \)-th dimension

\[
\frac{w^\top U x}{\|w\|} > -\frac{b}{\|w\|} \Rightarrow \frac{w^\top \tilde{x}}{\|w\|} > -\frac{b}{\|w\|} \Rightarrow [\tilde{x}]_L > -\frac{b}{\|w\|}.
\]

From our assumption about the distribution of training inputs follows that \( [\tilde{x}]_L \sim \mathcal{N}(0, 1) \).

With this result, we can compute the probability of a non-zero output from the ReLU as

\[
P([\tilde{x}]_L > -\frac{b}{\|w\|}) = 1 - P([\tilde{x}]_L < -\frac{b}{\|w\|}) = \Phi \left( \frac{b}{\|w\|} \right),
\]

where \( \Phi \) is the cumulative distribution function (CDF) of the standard normal distribution.

Using Eq. (15), we see that dead ReLU is equivalent of \( \Phi \left( \frac{b}{\|w\|} \right) < \varepsilon \). This is equivalent of \( \frac{b}{\|w\|} < -\Phi^{-1}(\varepsilon) \) which defines a “dead” cone in parameter space. We can also formulate a corresponding “linear” cone. In this case we get \( \frac{b}{\|w\|} > \Phi^{-1}(\varepsilon) \) which is the same cone mirrored along the \( b \)-axis. In the linear cone, because of the similarity to the affine model, we know that parameters evolve as described in Sec. 4 with increased oscillations as momentum is used. We will now investigate the analytical gradients to see how these properties translate into that perspective.

**Analytic gradients.** By inserting \( \hat{y}_f \) into Eq. (10), the optimization objective can be formulated as

\[
\mathcal{L}(\theta) = \mathbb{E}_x \left[ \frac{1}{2} \mathbbm{1}_{w^\top x + b > 0} (a^\top x + c)^2 \right],
\]

where we use the indicator function \( \mathbbm{1}_{w^\top x + b > 0} \) to model the ReLU activation. The derivatives are

\[
\frac{\partial \mathcal{L}}{\partial w} = \mathbb{E}_x \left[ \mathbbm{1}_{w^\top x + b > 0} (a^\top x + c)x \right]
\]

for the weights and

\[
\frac{\partial \mathcal{L}}{\partial b} = \mathbb{E}_x \left[ \mathbbm{1}_{w^\top x + b > 0} (a^\top x + c) \right]
\]

for the bias. As in Sec. 4 the optimal fit is given by weights \( w = \Gamma \) and bias \( b = \Delta \). These parameters give \( a = 0 \) and \( c = 0 \) and set the gradients in Eq. (25) and Eq. (26) to zero.

By changing base using \( U \), we can compute the derivatives,

\[
\left[ U \frac{\partial \mathcal{L}}{\partial w} \right]_{i \neq L} = [\tilde{a}]_{i \neq L} \Phi \left( \frac{b}{\|w\|} \right),
\]

for the weights in dimensions \( i \neq L \), and

\[
\left[ U \frac{\partial \mathcal{L}}{\partial w} \right]_L = [\tilde{a}]_L \Phi \left( \frac{b}{\|w\|} \right) + \left( c - [\tilde{a}]_L \frac{b}{\|w\|} \right) \phi \left( \frac{b}{\|w\|} \right).
\]

for dimension \( L \), where we used \( \phi \) as density function of the standard normal distribution. For the bias \( b \) we have

\[
\frac{\partial \mathcal{L}}{\partial b} = [\tilde{a}]_L \phi \left( \frac{b}{\|w\|} \right) + c \Phi \left( \frac{b}{\|w\|} \right).
\]

Full derivations are listed in Appendix B.
When adding momentum, remember that parameter evolution in and near the linear cone exhibits oscillatory behavior. The hypothesis at this moment is that parameters originating from the linear cone will be approximately identical to the affine model. For this, we will assume that $\hat{b} = b > 0$, we instead have $\|w\|_L = 0$ and thus $\phi(\frac{b}{\|w\|}) = 0$, and $\|w\| \phi(\frac{b}{\|w\|}) \rightarrow 0$. This equals the case that $w = 0$ for any $b < 0$ which can be verified by plugging these values into Eq. (24). These saddle points form the center of the dead cone.

First of all, the global optimum is easily verified to have gradient zero when $\hat{a} = a = 0$ and $c = 0$. Saddle points correspond to dead ReLU and occur when $\frac{b}{\|w\|} \rightarrow -\infty$ since then $\Phi(\frac{b}{\|w\|}) = 0$, $\phi(\frac{b}{\|w\|}) = 0$, and $\|w\| \phi(\frac{b}{\|w\|}) \rightarrow 0$. This equals the case that $w = 0$ for any $b < 0$ which can be verified by plugging these values into Eq. (24). These saddle points form the center of the dead cone. Note in practice that these limits in practice occur already at, for example $\frac{b}{\|w\|} = \pm 4$, since then $\phi(\pm 4) \approx 10^{-4}$. The implication of this is that an entire dead cone can be considered as saddle points in practice, and that parameters will converge on the surface of the cone rather than in its interior.

For $b > 0$, we instead have $\|w\| \rightarrow \infty$ and thus $\phi(\frac{b}{\|w\|}) = 0$ and $\Phi(\frac{b}{\|w\|}) = 1$ and the gradients can be verified to equal those of the affine model in Sec. 4, as expected. This verifies that parameter evolution in the linear cone will be approximately identical to the affine model.

Critical points in parameter space. With the gradients from above, we can analyze the possible parameters (i.e. optima and saddle points) to which GD can converge when the derivatives are zero. First of all, global optimum is easily verified to have gradient zero when $\hat{a} = a = 0$ and $c = 0$.

Simplification to enable visualization. To continue our investigation of the parameter evolution and, in particular, focus on how the target variance $\gamma$ and momentum evolve parameters into the dead cone we will make some simplifications. For this, we will assume that $[\hat{a}]_{i \neq L} = 0$ which enables us to express gradients without $U$ as

$$\frac{\partial \mathcal{L}}{\partial [w]_{i \neq L}} = 0.$$  \hspace{1cm} (30)

For the weight $[w]_L$ we can prove, see Appendix [3] that

$$\frac{\partial \mathcal{L}}{\partial [w]_L} = [a]_L \Phi \left( \frac{b}{\|w\|} \right) + \rho \left( c - \|a\|_L \frac{b}{\|w\|} \right) \phi \left( \frac{b}{\|w\|} \right),$$  \hspace{1cm} (31)

where $\rho = \text{sign}([w]_L)$ and $[a]_L = [w]_L - \gamma$. For the bias $b$ we get

$$\frac{\partial \mathcal{L}}{\partial b} = \rho [a]_L \phi \left( \frac{b}{\|w\|} \right) + c \Phi \left( \frac{b}{\|w\|} \right).$$  \hspace{1cm} (32)

This means, if all $[\hat{a}]_i = 0$ for $i \neq L$, then only the weight $[w]_L$ and bias $b$ evolve. We can now plot the vector fields in these parameters to see how they change w.r.t. $\gamma$.

Influence of $\gamma$ on convergence without momentum. The first key take-away when decreasing $\gamma$ is that the global optimum will be closer to the origin and eventually between the dead and the linear cone. This location of the optimum is particularly sensitive, since in this case the parameters in the linear cone evolve towards the dead cone, and in addition exhibits oscillatory behavior for large $\beta$. The color scheme in Figure 3 verifies that, like the probability of non-zero outputs in the dead cone, the gradients also tend to zero there. In the lower right quadrant, we can see an attracting line that is shifted towards the dead cone as $\gamma$ decreases, eventually ending up inside the dead cone. For this case, when $\gamma = 0.001$, we can follow the lines to see that most parameters originating from the right side end up in the dead cone. Parameters originating in and near the linear cone approach the ground truth, and the lower left quadrant evolves first towards the linear cone before evolving towards the ground truth.

When adding momentum, remember that parameter evolution in and near the linear cone exhibits oscillatory behavior. The hypothesis at this moment is that parameters originating from the linear cone evolve towards the dead cone before evolving towards the ground truth.

Figure 3: Parameter evolution from GD. The white dot marks the global optimum. Approaching $[w]_L = 0$ in the lower half, gradient norm becomes very small, GD gets stuck, and the ReLU dies.

Critical points in parameter space. With the gradients from above, we can analyze the possible parameters (i.e. optima and saddle points) to which GD can converge when the derivatives are zero. First of all, global optimum is easily verified to have gradient zero when $\hat{a} = a = 0$ and $c = 0$.

Saddle points correspond to dead ReLU and occur when $\frac{b}{\|w\|} \rightarrow -\infty$ since then $\Phi(\frac{b}{\|w\|}) = 0$, $\phi(\frac{b}{\|w\|}) = 0$, and $\|w\| \phi(\frac{b}{\|w\|}) \rightarrow 0$. This equals the case that $w = 0$ for any $b < 0$ which can be verified by plugging these values into Eq. (24). These saddle points form the center of the dead cone. Note in practice that these limits in practice occur already at, for example $\frac{b}{\|w\|} = \pm 4$, since then $\phi(\pm 4) \approx 10^{-4}$. The implication of this is that an entire dead cone can be considered as saddle points in practice, and that parameters will converge on the surface of the cone rather than in its interior.

For $b > 0$, we instead have $\|w\| \rightarrow \infty$ and thus $\phi(\frac{b}{\|w\|}) = 0$ and $\Phi(\frac{b}{\|w\|}) = 1$ and the gradients can be verified to equal those of the affine model in Sec. 4, as expected. This verifies that parameter evolution in the linear cone will be approximately identical to the affine model.
cone can oscillate over into the dead cone and get stuck there. For the other regions they either evolve as before into the dead cone, or first into the linear cone and then into the dead cone by oscillation. We will now evaluate and visualize this.

**Regions that converge to global optimum.** We are interested in distinguishing the regions from which parameters will converge to the global optimum and dead cone respectively. For this, we apply the update rules, Eqs. (6) and (7), with $\eta = 0.1$, until updates are smaller (in norm) than $10^{-6}$.

![Figure 4: Parameter evolution from GD without momentum. Global optimum is shown as a white circle. The yellow dots correspond to initial parameter coordinates that converge at the ground truth. The blue dots all converge in the dead cone (where they stop are depicted as black dots). As can be seen, small target variance $\gamma$ is not alone sufficient to lead to a majority of dying ReLU.](image)

Figure 4 shows the results for GD without momentum ($\beta = 0$). We see that the region that converges to the dead cone changes with $\gamma$, and eventually switches sign, when $\gamma$ becomes small. The majority of initializations still converges at the ground truth.

![Figure 5: Parameter evolution from GD without momentum. Colors as in Figure 4. Momentum and small scale $\gamma = 0.001$ increasingly leads to dying ReLU. The black regions corresponding to converged parameters are growing in the interior of the dead cone.](image)

Figure 5 shows the results with momentum. The linear autonomous system in Sec. 4 with $\eta = 0.1$ has complex eigenvalues for $\beta > 0.7$ which lead to oscillation. This property approximately translates to the ReLU in the linear cone, where we expect oscillations for $\beta > 0.7$. Indeed, we observe the same results as without momentum for $\beta \leq 0.7$, but worse results for larger $\beta$. Eventually, only small regions of initializations are able to converge to the global optimum.

6 **Deeper architectures**

In this section we will address two questions. (1) Does the problem persist in deeper architectures, including residual networks with batch normalization? (2) Since the ReLU is a linear operator for positive coefficients, can we simply scale the weight initialization and learning rate and have an equivalent network and learning procedure? For the latter we will show that it is not possible for deeper architectures.

**Relevance for models used in practice.** We performed regression on the same datasets as in Sec. 1 with $\gamma = 10^{-4}$. We confirm the findings of Lu et al. [13] that ReLUs are initialized dead in deeper “vanilla” NNs, but not in residual networks due to the batch normalization layer that precedes the ReLU. Results are shown in Figure 6. We further find that ReLUs die more often, and faster, the deeper the architecture, even for residual networks with batch normalization. We can also conclude
that, in these experiments, stochastic gradient descent does not produce more dead ReLU during optimization.

Figure 6: Average results over four datasets showing that dead ReLU is aggravated by deeper architectures, even for residual networks with batch normalization before the ReLU activation. Horizontal axis shows the proportion of dead ReLU in the layer with the highest ratio of dead ReLU. In the multi-layer perceptron case, if one layer has only dead ReLUs, then gradients are zero for all parameters except the last biases, no matter which layer “died”.

Parameter re-scaling. For $\gamma > 0$, the ReLU function has the property $f(\gamma x) = \gamma f(x)$ and thus $\hat{y}(x) = f(\gamma w^\top x + \gamma b)$. By rescaling the weight and bias initializations (not learning rate) by $\gamma$, the parameter trajectories during learning will proportional no matter the choice of $\gamma > 0$. That is, ReLUs will die independent of $\gamma$. This is a special case though, since for any architecture $\hat{y}$ with one or more hidden layers, it is not possible to multiply parameters by a single scalar $\nu$ such that the function is identical to $\gamma \hat{y}$. Proof is provided in Appendix D. Also, we still have a problem if we do not know $\gamma$ in advance, which holds for example in the reinforcement learning setting.

7 Conclusion and future work

Target normalization is indeed a well-motivated and used practice, although we believe a theoretical understanding of why is both important and lacking. We take a first stab at the problem by understanding the properties in the smallest moving part of a neural network, a single ReLU-activated affine transformation. Gradient descent on parameters of an affine transformation can be expressed as a discrete-time linear system, for which we have tools to explain the behavior. We provide a geometrical understanding of how these properties translate to the ReLU case, and when it is considered dead. We further illustrated that weight initialization from large regions in parameter space lead to dying ReLUs as target variance is decreased along with momentum optimization, and show that the problem is still relevant, and even aggravated, for deeper architectures. Remaining questions to be answered include how we can extend the analysis for the single ReLU to the full network. Here, the implicit target function of the single ReLU is likely neither of the linear or piecewise linear functions, and inputs are not Gaussian distributed and vary over time.
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A Regression experiment details

NN used for regression was of the form

\[
\hat{y}(x) = w^\top \sigma(Wx + b^{(1)}) + b^{(2)}
\]  

(33)

where \( w \in \mathbb{R}^{200 \times 1} \) and \( W \in \mathbb{R}^{200 \times n} \) where \( n \) is the dimensionality of the input data. All elements in \( W \) and \( b^{(1)} \) were initialized from \( U(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}) \). The elements of \( w \) and \( b^{(2)} \) were initialized from \( U(-\frac{1}{\sqrt{200}}, \frac{1}{\sqrt{200}}) \). Batch size was 64 and the Adam optimizer was set to use the same parameters as suggested by [6]. Every experiment was run 8 times with different seeds, effecting the random ordering of mini-batches and initialization of parameters. Each experiment was allowed 250000 gradient updates before evaluation. Evaluation was performed on a subset of the training set, as we wanted to investigate the fit to the data rather than generalization.
B Single ReLU gradients

For brevity we will use $1$ in place of $\mathbb{1}_{x > -\frac{b}{\|w\|}}$ below. Subscript notation on non-bold symbols here represents single dimensions of the vector counterpart. The gradient w.r.t. $w$ is
\[
\frac{\partial L}{\partial w} = E_x \left[ \mathbb{1}_{w^T x + b > 0} (a^T x + c) x \right] \\
= E_x \left[ \mathbb{1}_{w^T U^T U x + b > 0} (a^T U^T U x + c) U^T U x \right] \\
= U^T E_x \left[ 1 (a^T \tilde{x} + c) \tilde{x} \right]
\]

Multiplying by $U$ from the left and looking at a dimension $i \neq L$, we get:
\[
\left[ U \frac{\partial L}{\partial w} \right]_i = E_x \left[ 1 (a^T \tilde{x} + c) \tilde{x}_i \right] \\
= E_x \left[ \mathbb{1} \left( x_i \left( \sum_{j \neq i} \tilde{a}_j \tilde{x}_j + c \right) + \tilde{a}_i \tilde{x}_i^2 \right) \right] \\
= E_x \left[ \mathbb{1} \tilde{x}_i \right] E_x \left[ \mathbb{1} \left( \sum_{j \neq i} \tilde{a}_j \tilde{x}_j + c \right) \right] \\
+ \tilde{a}_i E_x \left[ \mathbb{1} \tilde{x}_i^2 \right] \\
= \tilde{a}_i \text{Var}(\tilde{x}_i) E_{\tilde{x}_L} [1] \\
= \tilde{a}_i \Phi \left( \frac{b}{\|w\|} \right)
\]

For $i = L$ we instead have
\[
\left[ U \frac{\partial L}{\partial w} \right]_L = E_x \left[ 1 (a^T \tilde{x} + c) \tilde{x}_L \right] \\
= E_x \left[ \mathbb{1} \left( \tilde{x}_L \sum_{j=1}^{L-1} \tilde{a}_j \tilde{x}_j + \tilde{a}_L \tilde{x}_L^2 + c \tilde{x}_L \right) \right] \\
= E_x \left[ \mathbb{1} \tilde{x}_L \right] \left( \sum_{j=1}^{L-1} \tilde{a}_j E_x \left[ \mathbb{1} \tilde{x}_j \right] \right) \\
+ \tilde{a}_L E_x \left[ \mathbb{1} \tilde{x}_L^2 \right] \\
+ c E_x \left[ \mathbb{1} \tilde{x}_L \right] \\
= \tilde{a}_L \Phi \left( \frac{b}{\|w\|} \right) + \Phi \left( \frac{b}{\|w\|} \right)
\]

We can calculate the second term with integration by parts
\[
E_x \left[ \mathbb{1} \tilde{x}_L^2 \right] = \frac{1}{\sqrt{2\pi}} \int_{-\frac{b}{\|w\|}}^{\infty} \tilde{x}_L \cdot \tilde{x}_L e^{-\frac{\tilde{x}_L^2}{2}} d\tilde{x}_L \\
= \frac{1}{\sqrt{2\pi}} \left[ -\tilde{x}_L e^{-\frac{\tilde{x}_L^2}{2}} \right]_{-\frac{b}{\|w\|}}^{\infty} \\
+ \frac{1}{\sqrt{2\pi}} \int_{-\frac{b}{\|w\|}}^{\infty} e^{-\frac{\tilde{x}_L^2}{2}} d\tilde{x}_L \\
= -\frac{b}{\|w\|} \Phi \left( \frac{b}{\|w\|} \right) + \Phi \left( \frac{b}{\|w\|} \right)
\]
The third term:

\[
\int_{-\frac{b}{\sqrt{2\pi}}}^{\infty} \frac{\tilde{x}_L e^{-\frac{\tilde{x}_L^2}{2}}}{\sqrt{2\pi}} d\tilde{x}_L = -\left[ \frac{1}{\sqrt{2\pi}} e^{-\frac{s^2}{2}} \right]_{-\frac{b}{\sqrt{2\pi}}}^{\infty} = -\phi(\tilde{x}_L) \frac{b}{\sqrt{2\pi}} = \phi \left( \frac{b}{\|w\|} \right).
\]

By substituting these expressions back in to Eq. (34) and simplifying we get Eq. (28). The derivation of gradients w.r.t. the bias is very similar to the gradients w.r.t. to \(w\) and are omitted here for brevity.

C Gradients after convergence in the \((L - 1)\) first dimensions

If we assume the \(L - 1\) first dimensions of \(\tilde{a}\) are zero, we can show that the \(L - 1\) first dimensions of \(w\) all have gradient zero. We can then also express the gradient without the unitary matrix \(U\) that otherwise needs to be calculated for every new \(w\). We present this as a proposition by the end of this section. First, we need to show some preliminary steps.

Lemma C.1. If

\[
\tilde{a} = (0, \ldots, 0, \tilde{a}_L)^\top
\]

then

\[
U \Gamma = (0, \ldots, 0, k\gamma)^\top
\]

where \(k\) is either \(-1\) or \(1\).

Proof. As defined in Eq. (13), we have \(Uw = (0, \ldots, 0, \|w\|)^\top\). Since

\[
\tilde{a} = Ua - UT
\]

\[
= (0 - [UT]_1, \ldots, 0 - [UT]_{L-1}, \|w\| - [UT]_L)
\]

we must have \(UT = (0, \ldots, 0, \ell)^\top\). Since \(U\) is unitary we must have \(|\ell| = \gamma\) which is solved by \(\ell = \pm \gamma\).

Lemma C.2. If

\[
\tilde{a} = (0, \ldots, 0, \tilde{a}_L)^\top
\]

then

\[
w = (0, \ldots, 0, w_L)^\top
\]

Proof. We have from Lemma C.1 that \(\Gamma\) and \(UT\) lie in the same one-dimensional linear subspace \(\mathcal{K}\) spanned by \((0, \ldots, 1)^\top\). Since \(U\) is unitary and \(Uw\) also is in \(\mathcal{K}\), then so must \(w\). This implies that \(w = (0, \ldots, 0, w_L)^\top\).

Lemma C.3. If

\[
\tilde{a} = (0, \ldots, 0, \tilde{a}_L)^\top
\]

then for any vector \(v\) in the linear subspace \(\mathcal{K}\) spanned by \((0, \ldots, 1)^\top\) we have

\[
Uv = U^\top v = \rho v
\]

where \(\rho = \text{sign}(w_L)\).

Proof. From Lemma C.2, we have \(w = (0, \ldots, 0, w_L)^\top\), which implies \(w/\|w\| = (0, \ldots, 0, \rho)^\top\). By the property of \(U\) as defined in Eq. (13) we have

\[
U \frac{w}{\|w\|} = (0, \ldots, 0, 1)^\top.
\]
Multiplying by $U^T$ from the left, we have
\[
U^T U \frac{w}{\|w\|} = U^T (0, \ldots, 0, 1)^T \\
= (0, \ldots, 0, \rho)^T
\]
This implies that the last row and last column of $U$ is $(0, \ldots, 0, \rho)$. Then
\[
Uv = U(0, \ldots, 0, v_L)^T \\
= (0, \ldots, 0, \rho v_L)^T \\
= \rho v
\]
Since the last row and last column are the same for $U$, the above also holds for the transpose $U^T$.

**Proposition C.1.** If
\[
\tilde{a} = (0, \ldots, 0, \tilde{a}_L)^T
\]
then
\[
\frac{\partial L}{\partial w_L} = a_L \Phi\left(\frac{b}{\|w\|}\right) + \rho (c - \rho a_L \frac{b}{\|w\|}) \phi\left(\frac{b}{\|w\|}\right)
\]
and
\[
\frac{\partial L}{\partial w_i} = 0
\]
for $i \neq L$ and where $\rho = \text{sign}(w_L)$ and $a_L = w_L - \gamma$. The gradient w.r.t. the bias is
\[
\frac{\partial L}{\partial b} = \rho a_L \phi\left(\frac{b}{\|w\|}\right) + c \Phi\left(\frac{b}{\|w\|}\right).
\]

**Proof.** From Lemma C.1 and C.3 we have that
\[
Ua = U(0, 0, \ldots, 0, w_L - \gamma)^T = (0, 0, \ldots, 0, \rho (w_L - \gamma))^T
\]
and therefore $\tilde{a}_L = \rho a_L$. All occurrences of $\tilde{a}_L$ can now be replaced with this quantity. The rotated gradient is
\[
U \frac{\partial L}{\partial w} = (0, 0, \ldots, 0, \xi)^T \in \mathcal{K}
\]
where $\xi$ is given by Eq. (28). Hence $\frac{\partial L}{\partial w} = U^T (U \frac{\partial L}{\partial w}) = (0, 0, \ldots, 0, \rho \xi)^T$ by Lemma C.3.

## D Scaling of parameters

Before stating the problem, we define an N-hidden layer neural network recursively
\[
\tilde{y}(x) = w^T y^{(N)}(x) + b
\]
where
\[
y^{(n)}(x) = f(W^{(n)} y^{(n-1)} + b^{(n)})
\]
and
\[
y^{(0)}(x) = x.
\]

Denote the joint collection of parameters $w, b, \{W^{(n)}\}_{i=1}^N$ and $\{b^{(n)}\}_{i=1}^N$ as $\theta$. We denote $\tilde{y}(x) = \tilde{y}(x, \theta)$ to make explicit the dependence on $\theta$. We now investigate whether a scaling of $\tilde{y}$ can be achieved by scaling all parameters by a single number.

**Theorem D.1.** Given some $\gamma > 0, \gamma \neq 1$, there exists no $\nu > 0$ such that
\[
\gamma \tilde{y}(x, \theta) = \tilde{y}(x, \nu \theta)
\]
Proof. First, denote $\gamma = \gamma_{N+1}$ and factorize into $N + 1$ factors $\alpha_i > 0$

$$\gamma_n = \prod_{i=1}^{n} \alpha_i.$$  \hfill (39)

Multiplying $\hat{y}$ by $\gamma$ gives:

$$\gamma \hat{y}(x) = \gamma_{N+1} w^T y^{(N)}(x) + \gamma_{N+1} b$$ \hfill (40)

$$= \frac{\gamma_{N+1}}{\gamma_N} w^T \gamma_N y^{(N)}(x) + \gamma_{N+1} b$$ \hfill (41)

$$= \alpha_{N+1} w^T \gamma_N y^{(N)}(x) + \gamma_{N+1} b$$ \hfill (42)

and similarly

$$\gamma_n y^{(n)}(x) = \gamma_n f(W^{(n)} y^{(n-1)}(x) + b^{(n)})$$ \hfill (43)

$$= f(\alpha_n W^{(n)} \gamma_{n-1} y^{(n-1)}(x) + \gamma_n b^{(n)}).$$ \hfill (44)

We finally define $\gamma_0 y^{(0)}(x) = 1 \cdot x$.

If a $\nu$ exists that satisfies Eq. (38), then we must have all $\alpha_i = \nu$. If $\gamma > 1$, then $\gamma_n = \nu^n > \nu = \alpha_n$ and thus in Eqs. (42) and (44) the weights and biases are not multiplied by the same number $\gamma_n \neq \alpha_n$. Similarly, this holds for $\gamma < 1$. \hfill (□)