Abstract

A vertex-algebraic analogue of the Lie algebroid complex is constructed, which generalizes the "small" chiral de Rham complex on smooth manifolds. The notion of VSA-inductive sheaves is also introduced. This notion generalizes that of sheaves of vertex superalgebras. The complex mentioned above is constructed as a VSA-inductive sheaf. With this complex, the equivariant Lie algebroid cohomology is generalized to a vertex-algebraic analogue, which we call the chiral equivariant Lie algebroid cohomology. In fact, the notion of the equivariant Lie algebroid cohomology contains that of the equivariant Poisson cohomology. Thus the chiral equivariant Lie algebroid cohomology is also a vertex-algebraic generalization of the equivariant Poisson cohomology. A special kind of complex is introduced and its properties are studied in detail. With these properties, some isomorphisms of cohomologies are developed, which enables us to compute the chiral equivariant Lie algebroid cohomology in some cases. Poisson-Lie groups are considered as such a special case.
1 Introduction

The chiral de Rham complex (CDR) was introduced by Malikov-Schechtman-Vaintrob in [32]. It is a sheaf of vertex superalgebras containing the usual de Rham complex. Gorbounov-Malikov-Schechtman generalized this notion by introducing the sheaf of chiral differential operators, and studied the sheaf in a series of papers [14, 15, 16]. Another construction of the CDR was done by means of formal loop spaces in [24] by Kapranov-Vasserot. Moreover the CDR was studied in relation to elliptic genera and mirror symmetry in [5, 6, 7]. Recently Lian-Linshaw introduced a new equivariant cohomology theory in [27], and studied in detail the CDR in the $C^\infty$-setting. The CDR was also investigated in terms of SUSY vertex algebras in [3, 9, 18, 19, 20, 21].

Let $G$ be a compact connected Lie group with complexified Lie algebra $\mathfrak{g}$ and let $M$ be a $G$-manifold. Then the algebra $\Omega(M)$ of differential forms on $M$ has a canonical $G$-action. Together with the Lie derivatives and the interior products, this action of $G$ makes $\Omega(M)$ a $G^*$-algebra. It is well-known that the equivariant cohomology of $M$ is computed as the equivariant cohomology of the $G^*$-algebra $\Omega(M)$ (see [17]). As a vertex-algebraic analogue of this equivariant cohomology theory, the chiral equivariant cohomology was introduced by Lian-Linshaw in [27]. This cohomology was defined for $O(\mathfrak{g})$-algebras, a vertex-algebraic analogue of $G^*$-algebras. The key to the construction is the fact that the semi-infinite Weil complex $\mathcal{W}(\mathfrak{g})$ introduced by Feigin-Frenkel in [10] has an $O(\mathfrak{g})$-algebra structure. This fact was proved by Lian-Linshaw together with the fact that the space $Q(M)$ of global sections of the CDR of $M$ has an $O(\mathfrak{g})$-algebra structure. Let $\mathfrak{g}$ be a Lie superalgebra and let $M$ be a supermanifold. Then the algebra $\Omega(M)$ of differential forms on $M$ has a canonical $G$-action. Together with the Lie derivatives and the interior products, this action of $G$ makes $\Omega(M)$ a $G^*$-algebra. It is well-known that the equivariant cohomology of $M$ is computed as the equivariant cohomology of the $G^*$-algebra $\Omega(M)$ (see [17]). As a vertex-algebraic analogue of this equivariant cohomology theory, the chiral equivariant cohomology was introduced by Lian-Linshaw in [27]. This cohomology was defined for $O(\mathfrak{g})$-algebras, a vertex-algebraic analogue of $G^*$-algebras. The key to the construction is the fact that the semi-infinite Weil complex $\mathcal{W}(\mathfrak{g})$ introduced by Feigin-Frenkel in [10] has an $O(\mathfrak{g})$-algebra structure. This fact was proved by Lian-Linshaw together with the fact that the space $Q(M)$ of global sections of the CDR of $M$ has an $O(\mathfrak{g})$-algebra structure. Later in [28], Lian-Linshaw-Song introduced the notion of $\mathfrak{g}[t]$-modules as an analogue of $\mathfrak{g}$-differential complexes, a complex with a compatible action of the Lie superalgebra $\mathfrak{g} = \mathfrak{g} \ltimes_{\mathrm{ad}} \mathfrak{g}$. As a classical equivariant cohomology theory, the construction of the chiral equivariant cohomology was generalized for the case of $\mathfrak{g}[t]$-modules. Moreover in [28], Lian-Linshaw-Song also introduced a “small” CDR as a subcomplex of the CDR, and pointed out that the global section of the subcomplex is an $\mathfrak{g}[t]$-module. The small CDR itself is trivial since its vertex superalgebra structure is commutative. However
when one consider the corresponding chiral equivariant cohomology, the vertex superalgebra structure is very complicated in general. Such a vertex superalgebra were studied in [28, 29].

An interesting example of $\mathfrak{g}$-differential complexes was considered in [13] by Ginzburg. This example comes from the space of multi-vector fields of a Poisson manifold with an action of $\mathfrak{g}$ and the corresponding equivariant cohomology is called the \textit{equivariant Poisson cohomology}. He also pointed out that one can define the same kind of equivariant cohomology for Lie algebroids.

In this paper, we construct $\mathfrak{g}[t]$-modules from Lie algebroids with an action of $\mathfrak{g}$, generalizing the small CDR of Lian-Linshaw-Song. We then define the chiral equivariant Lie algebroid cohomology.

The CDR as well as the small version constructed by Lian-Linshaw on smooth manifolds is actually not a sheaf but a presheaf with a property, called a \textit{weak sheaf} by Lian-Linshaw-Song. For this reason, one has a little ambiguity in the choice of morphisms or the gluing properties. Therefore we introduce the notion of VSA-inductive sheaves, which generalize that of sheaves of vertex superalgebras, and formulate the morphisms and the gluing properties. We construct a VSA-inductive sheaf associated with a Lie algebroid and we obtain vertex-algebraic analogue of the Lie algebroid complex. Moreover we prove that the complex above has an $\mathfrak{g}[t]$-module structure when the Lie algebroid has an action of $\mathfrak{g}$. This leads us to the definition of the chiral equivariant Lie algebroid cohomology. When the Lie algebroid is a tangent bundle, we recover the CDR of Lian-Linshaw-Song.

In the classical equivariant cohomology theory, an important role is played by special complexes called $W^*$-\textit{modules}. They have remarkable properties, which make it easy to compute their equivariant cohomologies (see [17]). Motivated by this fact, we introduce the notion of chiral $W^*$-modules and prove that they have some properties analogous to those of $W^*$-modules. Moreover we prove that the complexes obtained from the VSA-inductive sheaves associated with a type of Lie algebroid containing the \textit{cotangent Lie algebroids} of Poisson-Lie groups have chiral $W^*$-module structures. We then compute their chiral equivariant Lie algebroid cohomologies by using the properties of chiral $W^*$-modules mentioned above.

The article is organized as follows: in Section 2 we recall some basics of vertex superalgebras and the chiral equivariant cohomology. In Section 3, we introduce the chiral $W^*$-modules and a chiral Cartan model for $\mathfrak{g}[t]$-modules. We mainly consider this chiral Cartan model when $\mathfrak{g}$ is commutative. The result in this section will be used in the last part of Section 6. In Section 4, we introduce the notion of VSA-inductive sheaves. Then we establish some gluing properties. Moreover we construct VSA-inductive sheaves from presheaves of degree-weight-graded vertex superalgebras with some properties. In Section 5, after recalling the notion of Lie algebroids and the Lie algebroid cohomology, we first construct an important VSA-inductive sheaf on $\mathbb{R}^m$ and its small version, which we denote respectively by $\Omega_{\text{ch}}(\mathbb{R}^m|r)$ and $\Omega_{\text{ch}}^c(\mathbb{R}^m|r)$. Using the gluing property proved in Section 4, we glue the small ones $\Omega_{\text{ch}}^c(\mathbb{R}^m|r)$ into the global VSA-inductive sheaf associated with an arbitrary vector bundle. Next for a Lie
algebroid, we construct a differential on the VSA-inductive sheaf associated with
the Lie algebroid, using the vertex operators of the bigger one $\Omega_{ch}(\mathbb{R}^{m|r})$. Thus
we obtain a vertex-algebraic analogue of the Lie algebroid complex. Moreover in
Section 6, we equip this complex with an $\mathfrak{g}[t]$-module structure, when the Lie
algebroid has an action of a Lie algebra $\mathfrak{g}$. For this construction, we also need
the vertex operators of the bigger VSA-inductive sheaf. Then we introduce the
chiral equivariant Lie algebroid cohomology. In the last part of Section 6, we
compute this cohomology for an important Lie algebroid called a transformation
Lie algebroid. In particular, we compute that cohomology for the cotangent Lie
algebroids associated with Poisson-Lie groups.

Throughout this paper, $\mathbb{K}$ is the field of real numbers $\mathbb{R}$ or that of complex
numbers $\mathbb{C}$, and we will work over $\mathbb{K}$. We assume that a grading on a super
vector space is compatible with the super vector space structure.

2 Preliminaries

2.1 Vertex Superalgebras

We first recall basic definitions and facts concerning vertex superalgebras, which
was introduced in [4]. We will follow the formalism and results in [11, 23, 26].

A vertex superalgebra is a quadruple $(V, 1, T, Y)$ consisting of a super vector
space $V$, an even vector $1 \in V$, called the vacuum vector, an even linear operator
$T : V \to V$, called the translation operator, and an even linear operation
$Y = Y(\cdot, z) : V \to (\text{End} V)[[z^{\pm 1}]]$, taking each $A \in V$ to a field on $V$, called the
vertex operator,

$$Y(A, z) = \sum_{n \in \mathbb{Z}} A_{(n)} z^{-n-1},$$

such that

- (vacuum axiom)
  $\quad Y(1, z) = 1_V$;
  $\quad Y(A, z)1 \in V[[z]], \text{ and } Y(A, z)1|_{z=0} = A$ for any $A \in V$;

- (translation axiom)
  $\quad T 1 = 0$;
  $\quad [T, Y(A, z)] = \frac{d}{dz} Y(A, z)$ for any $A \in V$;

- (locality axiom)
  For any $A, B \in V$, $Y(A, z)$ and $Y(B, z)$ are mutually local.

A vertex superalgebra $(V, 1, T, Y)$ is said to be $\mathbb{Z}$-graded when the super vector
space $V$ is given a $\mathbb{Z}$-grading $V = \oplus_{n \in \mathbb{Z}} V[n]$ such that $1$ is a vector of weight 0,
$T$ is a homogeneous linear operator of weight 1, and if $A \in V[n]$, then the field
$Y(A, z)$ is homogeneous of conformal dimension $n$. We refer to such a grading as a
weight-grading on the vertex superalgebra. Note that $\text{Im } Y \subset (\text{End} V)[[z^{\pm 1}]]$
has a canonical structure of vertex superalgebra and that $Y : V \to \text{Im } Y$ is an
isomorphism of vertex superalgebras. We will often identify these two vertex
superalgebras.

For a vertex superalgebra $(V, 1, T, Y)$, the data of $Y$ is equivalent to that of
bilinear maps

$$(n) : V \times V \to V, \quad (A, B) \mapsto A(n)B.$$

Therefore vertex algebras are also written as $(V, 1, T, (n); n \in \mathbb{Z})$. Moreover the
translation operator $T$ and the vertex operator $Y(A, z)$ are often denoted by $\partial$
and by $A(z)$, respectively. A purely even vertex superalgebra is called simply a vertex
algebra.

We use the following notation for the operator product expansion (OPE) of
the mutually local fields $A(z)$ and $B(z)$:

$$A(z)B(w) \sim \sum_{n \geq 0} C_n(w)(z - w)^{-n-1},$$

where $C_n(w)$ are some fields. Note that the OPE formula gives the commutation
relations among the coefficients of $A(z)$ and $B(w)$. (See [11] and [23] for details.)

The following examples of vertex superalgebras will be used for the construc-
tion of some kinds of cohomology later.

Example 2.1 (affine vertex superalgebras). Let $\mathfrak{g}$ be a Lie superalgebra with
a supersymmetric invariant bilinear form $B$. Let $\hat{\mathfrak{g}} = \mathfrak{g}[t^{\pm 1}] \oplus KK$ be the affine
Lie algebra associated with $(\mathfrak{g}, B)$. Set

$$N(\mathfrak{g}, B) := U(\hat{\mathfrak{g}}) \otimes U(\mathfrak{g}[t] \otimes KK) \mathbb{K}_1,$$

where $\mathbb{K}_1$ is the one-dimensional $\mathfrak{g}[t] \oplus KK$-module on which $\mathfrak{g}[t] \otimes KK$ acts by zero
and $K$ by 1. This $\hat{\mathfrak{g}}$-module $N(\mathfrak{g}, B)$ has a $\mathbb{Z}_{\geq 0}$-graded vertex superalgebra
structure called the affine vertex superalgebra associated with $\mathfrak{g}$ and $B$. Note
that the operator $a_{(n)}$ has weight $-n$, where $a_{(n)}$ stands for the operator on
$N(\mathfrak{g}, B)$ corresponding to $at^n \in \hat{\mathfrak{g}}$. The Lie superalgebra $\mathfrak{g}$ can be seen as
a subspace of $N(\mathfrak{g}, B)$ by the injection $\mathfrak{g} \to N(\mathfrak{g}, B)$, $a \mapsto a_{(-1)}1$. We denote by $O(\mathfrak{g}, B)$ the corresponding vertex superalgebra $\text{Im}(Y) = Y(N(\mathfrak{g}, B)) \subset (\text{End } N(\mathfrak{g}, B))[\{z^{\pm 1}\}]$.

Example 2.2 ($\beta\gamma$-systems). Let $V$ be a finite-dimensional vector space. Let
$\mathfrak{h}(V) = (V[t^{\pm 1}] \oplus V^*[t^{\pm 1}]dt) \otimes K\tau$ be the Heisenberg Lie algebra associated with
$V$. Set

$$\mathcal{S}(V) := U(\mathfrak{h}(V)) \otimes U(V[t] \otimes V^*[t]dt \otimes K\tau) \mathbb{K}_1,$$

where $\mathbb{K}_1$ is the one-dimensional $(V[t] \otimes V^*[t]dt \otimes K\tau)$-module in which $V[t] \otimes
V^*[t]dt$ acts by zero and $\tau$ by 1. We denote by $\beta_n^v, \gamma_n^\phi$ the elements $v \otimes t^n, \phi \otimes
t^{n-1}dt \in \mathfrak{h}(V)$, respectively. The $\mathfrak{h}(V)$-module $\mathcal{S}(V)$ has a $\mathbb{Z}_{\geq 0}$-graded vertex
algebra structure called the $\beta\gamma$-system associated with $V$. We sometimes denote
$\beta_n^v$ and $\gamma_n^\phi$ by $\beta_{(n)}^v$ and $\gamma_{(n-1)}^\phi$, respectively.
Example 2.3 (bc-systems). Let $V$ be a finite-dimensional vector space. We regard $V[t^\pm 1] \oplus V^*[t^\pm 1]dt$ as an odd abelian Lie algebra. Consider the one-dimensional central extension $j(V) = (V[t^\pm 1] \oplus V^*[t^\pm 1]dt) \oplus \mathbb{K} \tau$ of that odd abelian Lie algebra with bracket
\[ [v_1 \otimes f_1 + \phi_1 \otimes g_1 dt, v_2 \otimes f_2 + \phi_2 \otimes g_2 dt] = \langle v_1, \phi_2 \rangle \text{Res}_{t=0} f_1 g_2 dt + \langle v_2, \phi_1 \rangle \text{Res}_{t=0} f_2 g_1 dt \tau. \]

Set
\[ \mathcal{E}(V) := U(j(V)) \otimes_{\mathbb{K}(t \oplus t^{-1} \otimes \mathbb{K})} \mathbb{K}_1, \]
where $\mathbb{K}_1$ is the one-dimensional $(V[t] \oplus V^*[t]dt \oplus \mathbb{K})$-module in which $V[t] \oplus V^*[t]dt$ acts by zero and $\tau$ by $1$. We denote by $b_n^v, c_n^o$ the elements $v \otimes t^n, \phi \otimes t^{n-1}dt$, respectively. The $j(V)$-module $\mathcal{E}(V)$ has a $\mathbb{Z}_{\geq 0}$-graded vertex superalgebra structure called the bc-system associated with $V$. We sometimes denote $b_n^v$ and $c_n^o$ by $b_{(n)}^v$ and $c_{(n-1)}^o$, respectively.

Example 2.4 (semi-infinite Weil algebras). For a vector space $V$, the tensor product vertex superalgebra
\[ W(V) := \mathcal{E}(V) \otimes S(V), \]
is called the semi-infinite Weil algebra associated with $V \ (\mathbb{H}).$

We recall some graded structures on vertex superalgebras. A vertex superalgebra $V$ is degree-graded if it is given a $\mathbb{Z}$-grading $V = \bigoplus_{p \in \mathbb{Z}} V^p$ such that $A_{(n)}B \in V^{p+q}$ for all $A \in V^p, B \in V^q, n \in \mathbb{Z}$ and $1 \in V^0$. Recall that a $\mathbb{Z}$-grading $V = \bigoplus_{n \in \mathbb{Z}} V[n]$ on a vertex superalgebra $V$ is called a weight-grading if $A_{(k)}B \in V[n+m-k-1]$ for all $A \in V[n], B \in V[m]$ and $k \in \mathbb{Z}$, and $1 \in V[0]$. A vertex superalgebra $V$ is degree-weight-graded if $V$ is both degree and weight-graded and the gradings are compatible, that is, $V = \bigoplus_{p,n \in \mathbb{Z}} V^p[n]$, where $V^p[n] = V^p \cap V[n]$.

Example 2.5. We can define a degree-weight-grading on the affine vertex superalgebra $\mathcal{N}(g, B)$ when $g$ has two compatible $\mathbb{Z}$-grading and the invariant bilinear form $B$ is $0$. We call the one grading on $g$ the weight-grading and the other the degree-grading. Then $\mathcal{N}(g, 0)$ becomes a degree-weight-graded vertex superalgebra if we give the weight-grading by $\text{wt } a_{(n_1)}^1 \cdots a_{(n_r)}^r 1 := \sum_{i=1}^r (-n_i + \text{wt } a_i^r)$, and the degree-grading by $\text{deg } a_{(n_1)}^1 \cdots a_{(n_r)}^r 1 := \sum_{i=1}^r \text{deg } a_i^r$, for degree-weight-homogeneous elements $a^1, \ldots, a^r \in g$ and $n_1, \ldots, n_r \in \mathbb{Z}_{<0}$. We call this grading the degree-weight-grading on the vertex superalgebra $\mathcal{N}(g, 0)$ associated with the grading on $g$.

In the sequel, we will always assume that an action of a degree-weight-graded vertex superalgebra on a degree-weight-graded super vector space is compatible with the gradings.

We give some lemmas used in Section 5 and 6. Recall the notion of vertex superalgebra derivation. A derivation on a vertex superalgebra $V$ with parity $\bar{i}$ is an endomorphism $d$ on $V$ with parity $\bar{i}$ such that $[d, Y(A, z)] = Y(d \cdot A, z)$ for any $A \in V$.
Lemma 2.6. Let $V$ be a vertex superalgebra generated by a subset $S \subset V$. Let $D$ be an odd derivation on the vertex superalgebra $V$ such that $D^2|_S = 0$. Then $D^2 = 0$ hold on $V$.

Proof. Since the operator $[D, D] = 2D^2$ is also a derivation, our assertion holds. ■

Lemma 2.7. Let $f : V \to W$ be a morphism of vertex superalgebras. Let $N$ be a non-negative integer. Suppose $V$ is generated by a subset $S \subset V$. Let $(A_{(n)})_{0 \leq n \leq N}$ and $(B_{(n)})_{0 \leq n \leq N}$ be linear maps on $V$ and $W$, respectively. Suppose the following hold:

\[
[A_{(n)}, v_{(k)}] = \sum_{i \geq 0} \binom{n}{i} (A_{(i)})_{(n+k-i)}v_{(i)}, \tag{2.1}
\]

\[
[B_{(n)}, f(v_{(k)})] = \sum_{i \geq 0} \binom{n}{i} (B_{(i)})_{(n+k-i)}, \tag{2.2}
\]

for all $v \in S$, $0 \leq n \leq N$, and $k \in \mathbb{Z}$ Then if $f \circ A_{(n)} = B_{(n)} \circ f$ on $S$ for all $0 \leq n \leq N$, then $f \circ A_{(n)} = B_{(n)} \circ f$ holds on $V$ for any $0 \leq n \leq N$.

Proof. It suffices to show that $(f \circ A_{(n)})(v) = (B_{(n)} \circ f)(v)$ for $v \in V$ of the form $s_{(n_1)}^{(1)} \cdots s_{(n_r)}^{(r)} 1$ with $s^{(1)}, \ldots, s^{(r)} \in S$ and $n_1, \ldots, n_r \in \mathbb{Z}$. The assertion is proved by induction on $r$. Note that $A_{(n)}1 = 0$ and $B_{(n)}1 = 0$ are proved by induction on $n \in \mathbb{N}$ with (2.1) and (2.2). ■

Lemma 2.8. Let $V$ be a vertex superalgebra. Let $\mathcal{A} = (A_{(m)})_{m \geq 0, \lambda \in \Lambda}$ be a family of $\mathbb{Z}/2\mathbb{Z}$-homogeneous linear maps on $V$ such that

\[
[A_{(m)}, v_{(k)}] = \sum_{i \geq 0} \binom{m}{i} (A_{(i)})_{(m+k-i)}v_{(i)},
\]

for all $m \geq 0$, $\lambda \in \Lambda$, $k \in \mathbb{Z}$ and $v \in V$. Then $V^\mathcal{A} := \{v \in V \mid A_{(m)}^\lambda v = 0 \text{ for all } m \geq 0 \text{ and } \lambda \in \Lambda\}$ is a subalgebra of $V$.

Proof. The equality $A_{(m)}^\lambda 1 = 0$ is proved by induction on $n$. The subspace $V^\mathcal{A}$ is closed under the $n$-th product due to the assumption. ■

Lemma 2.9. Let $V$ and $W$ be vertex superalgebras. Let $\mathcal{A} = (A_{(m)})_{m \geq 0, \lambda \in \Lambda}$ be a family of $\mathbb{Z}/2\mathbb{Z}$-homogeneous linear maps on $V$ and $\mathcal{B} = (B_{(m)})_{m \geq 0, \lambda \in \Lambda}$ a family of $\mathbb{Z}/2\mathbb{Z}$-homogeneous linear maps on $W$ such that

\[
[A_{(m)}, v_{(k)}] = \sum_{i \geq 0} \binom{m}{i} (A_{(i)})_{(m+k-i)}v_{(i)},
\]

\[
[B_{(m)}, w_{(k)}] = \sum_{i \geq 0} \binom{m}{i} (B_{(i)})_{(m+k-i)}w_{(i)};
\]
for all $m \geq 0$, $\lambda \in \Lambda$, $k \in \mathbb{Z}$, $v \in V$ and $w \in W$. Then the family of $\mathbb{Z}/2\mathbb{Z}$-homogeneous linear maps on $V \otimes W$, $(A^\lambda_{(m)} \otimes \text{id} + \text{id} \otimes B^\lambda_{(m)})_{m \geq 0, \lambda \in \Lambda}$, satisfies the relation

$$[A^\lambda_{(m)} \otimes \text{id} + \text{id} \otimes B^\lambda_{(m)}, x_{(k)}] = \sum_{i \geq 0} \binom{m}{i}((A^\lambda_{(m)} \otimes \text{id} + \text{id} \otimes B^\lambda_{(m)})x)_{(m+k-i)},$$

for any $m \geq 0$, $\lambda \in \Lambda$, $k \in \mathbb{Z}$, $x \in V \otimes W$.

Proof. The assertion is proved by direct computations. ■

2.2 Chiral Equivariant Cohomology

We next recall the definition of the chiral equivariant cohomology. We refer the reader to [27, 28] and partly to [10], for more details.

Let $\mathfrak{g}$ be a Lie algebra. The Lie superalgebra $\mathfrak{s}\mathfrak{g}$ is defined by

$$\mathfrak{s}\mathfrak{g} := \mathfrak{g} \ltimes \mathfrak{g}^{-1},$$

where $\mathfrak{g}^{-1}$ is the adjoint representation of $\mathfrak{g}$.

Let $O(\mathfrak{s}\mathfrak{g}, 0)$ be the affine vertex superalgebra associated with the Lie superalgebra $\mathfrak{s}\mathfrak{g}$ with an invariant bilinear form 0. The Lie superalgebra derivation

$$\mathfrak{s}\mathfrak{g} \rightarrow \mathfrak{s}\mathfrak{g}, \ (\xi, \eta) \mapsto (\eta, 0),$$

induces a vertex superalgebra derivation

$$d : O(\mathfrak{s}\mathfrak{g}, 0) \rightarrow O(\mathfrak{s}\mathfrak{g}, 0), \ (\xi, \eta)(z) \mapsto (\eta, 0)(z).$$

This makes $O(\mathfrak{s}\mathfrak{g}) := (O(\mathfrak{s}\mathfrak{g}, 0), d)$ a differential degree-weight-graded vertex algebra, that is, a degree-weight-graded vertex superalgebra with a square-zero odd vertex superalgebra derivation of degree 1, where the gradings are given by $\text{deg}((\xi, 0)(z)) = 0$, $\text{deg}((0, \eta)(z)) = -1$ and $\text{wt}((\xi, \eta)(z)) = 1$.

Recall the notion of $O(\mathfrak{s}\mathfrak{g})$-algebras from [27]. An $O(\mathfrak{s}\mathfrak{g})$-algebra is a differential degree-weight-graded vertex superalgebra $(\mathcal{A}, d)$ equipped with a morphism of differential degree-weight-graded vertex superalgebras $\Phi_A : O(\mathfrak{s}\mathfrak{g}) \rightarrow (\mathcal{A}, d)$. Next we recall from [28] the notion of $\mathfrak{s}\mathfrak{g}[t]$-modules containing that of $O(\mathfrak{s}\mathfrak{g})$-algebras. Recall the Lie superalgebra $\mathfrak{s}\mathfrak{g}[t] = \mathfrak{s}\mathfrak{g} \otimes \mathbb{K}[t]$ has a differential $d$ defined by

$$d : \mathfrak{s}\mathfrak{g}[t] \rightarrow \mathfrak{s}\mathfrak{g}[t], \ (\xi, \eta)t^n \mapsto (\eta, 0)t^n.$$

An $\mathfrak{s}\mathfrak{g}[t]$-module is a degree-weight-graded complex $(\mathcal{A}, d_{\mathcal{A}})$ equipped with a Lie superalgebra morphism

$$\rho : \mathfrak{s}\mathfrak{g}[t] \rightarrow \text{End}(\mathcal{A}), \ (\xi, \eta)t^n \mapsto \rho((\xi, \eta)t^n) = L_{\xi,(n)} + \iota_{\eta,(n)},$$

such that for all $x \in \mathfrak{s}\mathfrak{g}[t]$ we have

- $\rho(dx) = [d_{\mathcal{A}}, \rho(x)];$
Lemma 2.11 (Lian-Linshaw).

The vertex superalgebra morphism \( O(\mathfrak{g}) \rightarrow (\mathcal{W}(\mathfrak{g}), D_{(0)}), \ (\xi, \eta)(z) \mapsto \Theta_{\mathcal{W}}^\xi(z) + b^\eta(z) \) defines an \( O(\mathfrak{g}) \)-algebra structure on \( \mathcal{W}(\mathfrak{g}) \).

We will use the following relations proved in [27] Lemma 5.12.

Lemma 2.11 (Lian-Linshaw). Let \( \eta, \xi \) be elements of \( \mathfrak{g} \) and \( \xi^* \) an element of

- \( \rho(x) \) has degree 0 whenever \( x \) is even in \( \mathfrak{g}[t] \), and degree \(-1 \) whenever \( x \) is odd, and has weight \(-n \) if \( x \in \mathfrak{g}[t^n] \).

In this paper, we assume that the differential has odd parity and that the action of \( \mathfrak{g}[t] \) on \( \mathcal{A} \) with the discrete topology is continuous, that is, for any \( v \in \mathcal{A}, \ t^k \mathfrak{g}[t] \cdot v = 0 \) for some sufficiently large \( k \in \mathbb{N} \). Moreover we call an \( \mathfrak{g}[t] \)-module a differential \( \mathfrak{g}[t] \)-module, emphasizing its differential.

For a differential \( \mathfrak{g}[t] \)-module \(( \mathcal{A}, d)\), we often write \( L_{\xi,(n)} \) and \( \iota_{\xi,(n)} \) as \( L_{\xi,(n)}^A \) and \( \iota_{\xi,(n)}^A \), respectively.

We will recall the notion of the chiral equivariant cohomology. Consider the semi-infinite Weil algebra \( \mathcal{W} = \mathcal{W}(\mathfrak{g}) \) associated with a finite-dimensional Lie algebra \( \mathfrak{g} \) (see Example 2.4). Let \( (\xi_i)_i \) be a basis of \( \mathfrak{g} \) with the dual basis \( (\xi_i^*)_i \) for \( \mathfrak{g}^* \). Recall that the vertex superalgebra \( \mathcal{W}(\mathfrak{g}) \) is degree-weight-graded. The weight and degree-grading come from the diagonalizable operator \( \omega_{\mathcal{W}(1)} = (\omega_\xi + \omega_\xi^*)_1 \) and the operator \( J_{bc(0) + 2j_{bc(0)}} \), respectively. Here

\[
\omega_\xi := \sum_{i=1}^{\dim \mathfrak{g}} \beta \xi_i \partial_{\xi_i} 1, \quad \omega_\xi^* := -\sum_{i=1}^{\dim \mathfrak{g}} b \xi_i \partial_{\xi^*_i} 1, \quad J_{bc(0)} := -\sum_{i=1}^{\dim \mathfrak{g}} b \xi_i \xi^*_i, \quad K := \sum_{i=1}^{\dim \mathfrak{g}} \gamma_0 b \xi_i^* 1.
\]

Then the operator \( D_{(0)} \) is a differential on \( \mathcal{W} \). The differential degree-weight-graded vertex superalgebra \( (\mathcal{W}^*, d_{\mathcal{W}}) \) is called the semi-infinite Weil complex, where \( d_{\mathcal{W}} = D_{(0)} \) (10).

Set

\[
\Theta_{\mathcal{W}}^\xi := \Theta_{\xi}^\xi + \Theta_{\xi}^\xi^*, \quad \Theta_{\xi}^\xi := \sum_{i=1}^{\dim \mathfrak{g}} b \xi_i \xi^*_i 1, \quad \Theta_{\xi}^\xi^* := -\sum_{i=1}^{\dim \mathfrak{g}} \beta \xi_i \xi^*_i \gamma_0 1,
\]

for \( \xi \in \mathfrak{g} \). The following theorem is proved in [26] theorem 5.11.

Theorem 2.10 (Lian-Linshaw). The vertex superalgebra morphism \( O(\mathfrak{g}) \rightarrow (\mathcal{W}(\mathfrak{g}), D_{(0)}), \ (\xi, \eta)(z) \mapsto \Theta_{\mathcal{W}}^\xi(z) + b^\eta(z) \) defines an \( O(\mathfrak{g}) \)-algebra structure on \( \mathcal{W}(\mathfrak{g}) \).

We will use the following relations proved in [27] Lemma 5.12.

Lemma 2.11 (Lian-Linshaw). Let \( \eta, \xi \) be elements of \( \mathfrak{g} \) and \( \xi^* \) an element of
$g^*$. Then the following hold:
\[
\Theta^\xi_W(z) c^\xi(w) \sim e^{ad^* \xi} c^\xi(w)(z-w)^{-1},
\]
(2.7)
\[
D(0) c^\xi_0 1 = -\frac{1}{2} \sum_{i=1}^{\dim g} c^\xi_0 \xi^i 1 + \gamma_0^\xi 1,
\]
(2.8)
\[
D(0) \gamma_0^\xi 1 = \sum_{i=1}^{\dim g} \gamma_0^\xi \xi^i 1,
\]
(2.9)
where the first formula stands for the OPE of the fields $\Theta^\xi_W(z)$ and $c^\xi(z)$, and $ad^*$ is the coadjoint action of $g$ on $g^*$.

Recall the notion of the chiral horizontal, invariant and basic subspaces from [27, 28]. Let $(A, d)$ be a differential $\mathfrak{g}[t]$-module. The chiral horizontal, invariant and basic subspaces of $A$ are respectively
\[
A_{\text{hor}} := \{ a \in A \mid \iota_{\eta,(n)} a = 0 \text{ for all } \eta \in g, n \geq 0 \},
\]
\[
A_{\text{inv}} := \{ a \in A \mid L_{\xi,(n)} a = 0 \text{ for all } \xi \in g, n \geq 0 \},
\]
and
\[
A_{\text{bas}} := A_{\text{hor}} \cap A_{\text{inv}}.
\]
Note that if $(A, d)$ is a differential $\mathfrak{g}[t]$-module then the subspaces $A_{\text{hor}}$ and $A_{\text{bas}}$ are subcomplexes of $(A, d)$.

We then recall the definitions of the chiral basic and equivariant cohomologies. Let $G$ be a compact connected Lie group. Set $\mathfrak{g} = \text{Lie}(G)^K$. Let $(A, d)$ be a differential $\mathfrak{g}[t]$-module. Its chiral basic cohomology $H_{\text{bas}}(A)$ is the cohomology of the complex $(A_{\text{bas}}, d|_{A_{\text{bas}}})$. The chiral equivariant cohomology $H_G(A)$ of $(A, d)$ is the chiral basic cohomology of the tensor product $(\mathcal{W}(\mathfrak{g}) \otimes A, d|_{\mathcal{W}(\mathfrak{g})} \otimes 1 + 1 \otimes d_A)$.

3 Chiral $W^*$-Modules

3.1 Definition of Chiral $W^*$-Modules and the Chiral Cartan Model

Let $\mathfrak{g}$ be a finite-dimensional Lie algebra. We denote by $\langle c, \gamma \rangle$ or $\mathcal{W}$ the subalgebra of the semi-infinite Weil algebra $\mathcal{W} = \mathcal{W}(\mathfrak{g})$ generated by $c_0^\xi 1$, $\gamma_0^\xi 1$ with $\xi^* \in g^*$. Note that $\mathcal{W}$ is preserved by the differential $d_\mathcal{W}$. Therefore we have a subcomplex $(\mathcal{W}, d_\mathcal{W})$, where $d_\mathcal{W} := d|_{\mathcal{W}}$. Note that $(\mathcal{W}, d_\mathcal{W})$ is acyclic. This follows from the same argument as that for the proof of the acyclicity of $(\mathcal{W}, d_\mathcal{W})$ in [11, Proposition 5]. (See Section 7.7 for the definition of the semi-infinite Weil complex $(\mathcal{W}(\mathfrak{g}), d_\mathcal{W})$.)

We denote by $\delta(z - w)_-$ the formal distribution $\sum_{n \geq 0} z^{-n-1} w^n$.

**Definition 3.1.** A **chiral $W^*$-module** (with respect to $\mathfrak{g}$) is a differential $\mathfrak{g}[t]$-module $(\mathcal{A}, d_\mathcal{A})$ given a module structure over the vertex superalgebra $\langle c, \gamma \rangle$
\[
Y^{\mathcal{A}}(, z) : \langle c, \gamma \rangle \to (\text{End}\mathcal{A})[[z^{\pm 1}]],
\]
such that

1. $[d_A, Y^A(x, z)] = Y^A(d_W x, z)$, for all $x \in \langle c, \gamma \rangle$,
2. $[L^A_\xi(z)_-, Y^A(c^\xi_0 1, w)] = Y^A(c^{ad^*\xi^*} 1, w)\delta(z - w)_-$, for all elements $\xi$ of $g$ and all elements $\xi^*$ of $g^*$,
3. $[t^A_\xi(z)_-, Y^A(c^\xi_0 1, w)] = \langle \xi^*, \xi \rangle \delta(z - w)_-$, for all $\xi \in g$ and all $\xi^* \in g^*$,

where $L^A_\xi(z)_- := \sum_{n \geq 0} L^A_{\xi,(n)} z^{-n-1}$ and $t^A_\xi(z)_- := \sum_{n \geq 0} t^A_{\xi,(n)} z^{-n-1}$ for an element $\xi$ of $g$.

For a $\langle c, \gamma \rangle$-module $(A, Y^A)$, we often use the following notation:

$$Y^A(c^\xi_0 1, z) = c^{\xi^* - A}(z) = \sum_{n \in \mathbb{Z}} c^{\xi^* - A}_n z^{-n-1},$$

$$Y^A(\gamma^\xi_0 1, z) = \gamma^{\xi^* - A}(z) = \sum_{n \in \mathbb{Z}} \gamma^{\xi^* - A}_n z^{-n-1},$$

for an element $\xi^*$ of $g^*$.

Note that the formula (2) in the preceding definition is equivalent to the commutation relations $[L^A_{\xi,(m)}, c^\xi_0 1] = c^{ad^*\xi^* - A}_m$ for all $m \in \mathbb{Z}_{\geq 0}$ and $n \in \mathbb{Z}$. Similarly the formula (3) is equivalent to the relations $[t^A_{\xi,(m)}, c^\xi_0 1] = \langle \xi^*, \xi \rangle \delta_{m+n, -1}$ for all $m \in \mathbb{Z}_{\geq 0}$ and $n \in \mathbb{Z}$.

Let $(\xi_i)_i$ be a basis of $g$ and $(\xi^*_j)_j$ the dual basis for $g^*$. Let $(A, d_A, Y^A)$ be a chiral $W^*$-module and $(B, d_B)$ a differential $\mathfrak{sg}[t]$-module. Set

$$\Phi = \Phi_{A,B} := \exp(\phi(0)_{\geq 0}) \in GL(A \otimes B),$$

where $\phi(0)_{\geq 0} := \sum_{i=1}^{\dim g} \sum_{n \geq 0} c^\xi_i z^{-n-1} \otimes t^B_{\xi^*_i}$. Set

$$C(A; B) := \Phi((A \otimes B)_{bas}),$$

$$d = d_{A,B} := \Phi \circ (d_A \otimes 1 + 1 \otimes d_B) \circ \Phi^{-1}|_{C(A; B)}. \quad (3.1)$$

Note that $C(A; B)$ is degree-weight-graded as a subspace of the degree-weight-graded super vector space $A \otimes B$ since $\Phi$ preserves the degree and weight-gradings. Then we have the following.

**Lemma 3.2.** Let $(A, d_A, Y^A)$ be a chiral $W^*$-module and $(B, d_B)$ a differential $\mathfrak{sg}[t]$-module. Then the map $\Phi = \Phi_{A,B}$ restricted to the chiral basic subspace is an isomorphism of degree-weight-graded complexes:

$$\Phi : ((A \otimes B)_{bas}, (d_A \otimes 1 + 1 \otimes d_B)|_{(A \otimes B)_{bas}}) \rightarrow (C(A; B), d_{A,B}).$$

We call the complex $(C(A; B), d_{A,B})$ the **chiral Cartan model** for the differential $\mathfrak{sg}[t]$-module $(B, d_B)$ with respect to the chiral $W^*$-module $(A, d_A, Y^A)$.

The following proposition is a variation of [27 Theorem 4.6].
Proposition 3.3. Let \((\mathcal{A}, d_\mathcal{A}, Y^\mathcal{A})\) be a chiral \(W^*\)-module and \((\mathcal{B}, d_\mathcal{B})\) a differential \(\mathfrak{sg}[t]\)-module. Then the following equalities hold in \(\text{End}(\mathcal{A} \otimes \mathcal{B})\): \[
abla \circ (d_\mathcal{A} \otimes 1 + 1 \otimes d_\mathcal{B}) \circ \nabla^{-1} = d_\mathcal{A} \otimes 1 + 1 \otimes d_\mathcal{B} - \sum_{i=1}^{\dim \mathfrak{g}} \sum_{n \geq 0} \gamma_{(i-n-1)}^* \otimes t_b^\mathcal{B}_{\xi_i,n}(n) + \sum_{i=1}^{\dim \mathfrak{g}} \sum_{n \geq 0} c_{(i-n-1)}^\mathcal{A} \otimes L_b^\mathcal{B}_{\xi_i,n}(n) + \sum_{i=1}^{\dim \mathfrak{g}} \sum_{n \geq 0} c_{(i-n-2)}^\mathcal{A} \otimes l_b^\mathcal{B}_{\xi_i,n}(m), \tag{3.3}
abla \circ (L_{\xi_i,n}(1 + 1 \otimes L_b^\mathcal{B}_{\xi_i,n})) \circ \nabla^{-1} = L_{\xi_i,n} \otimes 1 + 1 \otimes L_b^\mathcal{B}_{\xi_i,n} + \sum_{i=1}^{\dim \mathfrak{g}} \sum_{0 \leq k < n} c_{(i-n-k-1)}^\mathcal{A} \otimes t_b^\mathcal{B}_{\xi_i,n}(k), \tag{3.4}
abla \circ (t_{\xi_i,n}^\mathcal{A} \otimes 1 + 1 \otimes t_b^\mathcal{B}_{\xi_i,n}) \circ \nabla^{-1} = t_{\xi_i,n}^\mathcal{A} \otimes 1, \tag{3.5}
\]
for all \(n \geq 0, \xi \in \mathfrak{g} \).

Proof. The assertion is proved by direct computations of \(\text{ad}(\phi(0) \geq 0)^t\), where \(\text{ad}((\phi(0) \geq 0)^t) = [\phi(0) \geq 0].\) Note that we have \(\text{ad}((\phi(0) \geq 0)^t)^3(d_\mathcal{A} \otimes 1 + 1 \otimes d_\mathcal{B}) = 0, \text{ad}((\phi(0) \geq 0)^t)^2(L_{\xi_i,n}(1 + 1 \otimes L_b^\mathcal{B}_{\xi_i,n}) = 0 \text{ and } \text{ad}((\phi(0) \geq 0)^t)^2(t_{\xi_i,n}^\mathcal{A} \otimes 1 + 1 \otimes t_b^\mathcal{B}_{\xi_i,n}) = 0. \]

By Proposition 3.3 we have \(C(\mathcal{A}; \mathcal{B}) = (A_{\text{hor}} \otimes \mathcal{B}) \ast \mathfrak{g}[t]^\Phi^{-1}\), where the right-hand side stands for the invariant subspace under the modified action of \(\mathfrak{g}[t]\): \[
\mathfrak{g}[t] \to \text{End}(\mathcal{A} \otimes \mathcal{B}) \xrightarrow{\text{Ad}(\Phi)} \text{End}(\mathcal{A} \otimes \mathcal{B}).
\]

3.2 Commutative Cases

Consider the case when the Lie group \(G = T\) is commutative. Set \(t = \text{Lie}(T)^K\). The small chiral Cartan model for \(O(\mathfrak{sl})\)-algebras was introduced in [27]. By Lemma 3.2 we can also define the small chiral Cartan model for any differential \(\mathfrak{sl}[t]\)-module. Note that the action of \(t[t]\) on \(\mathcal{W}(t)\) is trivial since \(t\) is commutative.

Let \((\mathcal{A}, d_\mathcal{A})\) be a differential \(\mathfrak{sl}[t]\)-module. Set \(\mathcal{C}(\mathcal{A}) := \langle \gamma \rangle \ast A_{\text{inv}} \subset C(\mathcal{W}(t); \mathcal{A}),\)

where we denote by \(\langle \gamma \rangle\) the subalgebra of \(\mathcal{W}^t\) generated by \(\gamma_0^* \ast 1\) with \(\xi^* \in \mathfrak{g}\). Since \(t\) is commutative, \(d_{\mathcal{W}^t}(\xi^*) = 0\) and \([\xi^*_\mathcal{A}(z)_-, L_n^\mathcal{A}(w)_-] = 0\) for any \(\xi, \eta \in t\). Therefore it follows that \(\mathcal{C}(\mathcal{A})\) is preserved by the differential \(d_{\mathcal{W}(t), \mathcal{A}}\). We can prove the following lemma by the same argument as in [27 Theorem 6.4], where the case when \(\mathcal{A}\) is an \(O(\mathfrak{sl})\)-algebra is considered.
Proposition 3.4. The inclusion
\[(C(A), d_{W(t), A[C(A)]}) \rightarrow (C(W(t); A), d_{W(t), A}),\]
is a quasi-isomorphism.

We call \((C(A), d_{W(t), A[C(A)]})\) the small chiral Cartan model for the differential \(\mathfrak{sl}(t)\)-module \((A, d_A)\).

The following lemma is proved by an argument similar to that in [28, Lemma 2.6], where the case when \(A\) is contained in an \(O(\mathfrak{sl})\)-algebra is considered.

Lemma 3.5. \(\Phi^{-1}_{W(t), A}(C(A)) = (\langle c, \gamma \rangle \otimes A_{\text{inv}})_{\text{hor}}\).

Let \((A, d_A, Y_A)\) be a chiral \(W^*\)-module. Set
\[C'(A, W(t)) := (\Phi_{A, W(t)} \circ \tau \circ \Phi^{-1}_{W(t), A}(C(A))) \subset C(A, W(t)),\]
where \(\tau : W(t) \otimes A \rightarrow A \otimes W(t)\) is the switching map. Then the following proposition follows from Proposition 3.4.

Proposition 3.6. There exists a canonical isomorphism
\[H(C'(A, W(t)), d'_{A, W(t)}(A_{\text{bas}} \otimes \langle c, \gamma \rangle)) \cong H_T(A),\]
where \(d'_{A, W(t)} := d_{A, W(t)} \mid C'(A, W(t))\).

The following lemma leads us to the next important proposition.

Lemma 3.7. \(C'(A, W(t)) = A_{\text{bas}} \otimes \langle c, \gamma \rangle\).

Proof. The operators \(c_{n}^{\xi, A}\) and \(L_{\xi, (k)}^{A}\) commute with each other since \(t\) is commutative. Therefore the operators \(c_{n}^{\xi, A}\) preserve the subspace \(A_{\mathfrak{sl}}[t]\). Thus we have \(\Phi_{A, W(t)}(A_{\mathfrak{sl}}[t] \otimes \langle c, \gamma \rangle) \subset A_{\mathfrak{sl}}[t] \otimes \langle c, \gamma \rangle\). Therefore the subspace
\[\Phi_{A, W(t)} \left( (A_{\mathfrak{sl}}[t] \otimes \langle c, \gamma \rangle)_{\text{hor}} \right) = \left( \Phi_{A, W(t)} \left( A_{\mathfrak{sl}}[t] \otimes \langle c, \gamma \rangle \right) \right)^{\Phi_{A, W(t)}(A_{\mathfrak{sl}}[t-1][t])},\]
is contained in \(A_{\mathfrak{sl}}[t] \otimes \langle c, \gamma \rangle)^{\Phi_{A, W(t)}(A_{\mathfrak{sl}}[t-1][t])}. By the formula (3.5), we have
\[A_{\mathfrak{sl}}[t] \otimes \langle c, \gamma \rangle)^{\Phi_{A, W(t)}(A_{\mathfrak{sl}}[t-1][t])} = A_{\text{bas}} \otimes \langle c, \gamma \rangle.\] (3.6)
Thus we have
\[\Phi_{A, W(t)} \left( (A_{\mathfrak{sl}}[t] \otimes \langle c, \gamma \rangle)_{\text{hor}} \right) \subset A_{\text{bas}} \otimes \langle c, \gamma \rangle.\] (3.7)
On the other hand, we have

\[ \Phi_{-1,A,W(t)}(A_{\text{bas}} \otimes \langle c, \gamma \rangle) = \Phi_{-1,A,W(t)}\left((A^{t[i]} \otimes \langle c, \gamma \rangle)_{t-1} \Phi_{-1,A,W(t)}\right) \]

\[ = \left(\Phi_{-1,A,W(t)}(A^{t[i]} \otimes \langle c, \gamma \rangle)\right)_{t-1} \subset (A^{t[i]} \otimes \langle c, \gamma \rangle)_{t-1} = (A^{t[i]} \otimes \langle c, \gamma \rangle)_{\text{hor}}. \]

The first equality follows from (3.8) and the inclusion follows from the formula \( \Phi_{-1,A,W(t)} = \exp(- \sum_{i=1}^{\dim t} \sum_{n \geq 0} c_{i,A}^{(-n-1)} \otimes i_{\xi_{i,n}}^{W}) \). Together with (3.7), we have

\[ \Phi_{-1,A,W(t)}\left((A^{t[i]} \otimes \langle c, \gamma \rangle)_{\text{hor}}\right) = A_{\text{bas}} \otimes \langle c, \gamma \rangle. \]

By Lemma 3.3, the left-hand side is equal to \( C'(A, W(t)) \). This completes the proof.

The following proposition is a chiral analogue of [17, Theorem 4.3.1].

**Proposition 3.8.** Let \((A, d_{A}, Y^{A})\) be a chiral \(W^{*}\)-module. The inclusion

\[ (A_{\text{bas}}, d_{A}) \rightarrow (C'(A, W(t)), d'_{A,W(t)}), \quad a \mapsto a \otimes 1, \quad (3.8) \]

is a quasi-isomorphism.

**Proof.** Set

\[ d := d'_{A,W(t)} = d_{1} + d_{2}, \]

\[ d_{1} := 1 \otimes d_{W'} = \sum_{i=1}^{\dim t} \sum_{n \geq 0} 1 \otimes \gamma_{(-n-1)0}^{A} \otimes i_{n}^{W}, \]

\[ d_{2} := d_{A} \otimes 1 - \sum_{i=1}^{\dim t} \sum_{n \geq 0} \gamma_{(-n-1)0}^{A} \otimes i_{n}^{W}. \]

Since \((W', d_{W'})\) is acyclic, we have

\[ H^{i}(A_{\text{bas}} \otimes \langle c, \gamma \rangle, d_{1}) = \begin{cases} A_{\text{bas}} \otimes \mathbb{K}1, & \text{when } i = 0, \\ 0, & \text{otherwise}. \end{cases} \quad (3.9) \]

For \(i,j \geq 0\), we set \( C^{i} := A_{\text{bas}} \otimes W^{i}, C_{j} := \bigoplus_{0 \leq i \leq j} C^{i}, \) and \( C_{-1} := 0. \) Note that \( d_{1} \) has degree 1 with respect to this grading \( C(A, W(t)) = \bigoplus_{i \geq 0} C^{i} \) and \( d_{2} \) preserves that filtration \( C'(A, W(t)) = \bigcup_{j \geq 0} C_{j} \). First we prove that for any \( j \geq 0 \) if \( \mu \in C_{j} \) and \( d_{\mu} = 0 \) then there exist an element \( \nu \in C_{j-1} \) and \( a \in A_{\text{bas}} \) such that \( \mu = d_{\nu} + a \otimes 1 \) and \( d_{A}a = 0. \) This implies that the map induced by the inclusion (3.8) on the cohomology is surjective. We use induction on \( j. \)

Assume \( j = 0 \). Let \( \mu \in C_{0} \) with \( d_{\mu} = 0. \) Since \( C_{0} = C^{0} = A_{\text{bas}} \otimes \mathbb{K}1, \) we have an element \( a \in A_{\text{bas}} \) such that \( \mu = a \otimes 1. \) Considering the degree in the formula
0 = dµ = d1µ + d2µ, we have d1µ = 0. Therefore d2µ = 0. From d2µ = d_A a ⊗ 1, we see d_A a = 0. Thus the proof for j = 0 is completed. Next we assume j > 0. Let µ ∈ C_j with dµ = 0. We can write µ as µ = µ_2 + µ_{j-1} + · · · + µ_0 for some µ_i ∈ C_i with i = 1, . . . , j. Since d1µ_j is the component of dµ with the maximum degree, we have d1µ_j = 0. By (3.9) and j ̸= 0, we have an element ν_{j-1} ∈ C_{j−1} such that µ_j = d1ν_{j−1}. Therefore we have

\[
\mu = d_\nu \nu_{j−1} + \text{(terms in } C_{j−1}) \\
= (d_\nu \nu_{j−1} − d_2 \nu_{j−1}) + \text{(terms in } C_{j−1}) \\
= d\nu_{j−1} + \mu',
\]

where µ' is some element of C_{j−1}. From dµ = 0, we have dµ' = 0. By the induction hypothesis, we have an element ν' ∈ C_{j−2} and a' ∈ A_{bas} such that µ' = dν' + a' ⊗ 1 and d_A a' = 0. Therefore we have µ = dν_{j−1} + µ' = d(ν_{j−1} + ν') + a' ⊗ 1.

It remains to show that the map induced by (3.8) on the cohomology is injective. It suffices to show that if a is an element of A_{bas} such that d_A a = 0 and a ⊗ 1 = dν for some ν ∈ A_{bas} ⊗ W' then there exists an element b of A_{bas} such that a = d_A b. Denote by W(i,j) the subspace of W' of degree i and j with respect to the operators j_{βγ}(0) ≥ 0 := \sum_{j=1}^{\dim t} \sum_{n \geq 0} c_{t−n−1} β^t γ_j(n) and j_{βγ}(0) ≥ 0 := \sum_{i=1}^{\dim t} \sum_{n \geq 0} \gamma_j(−n−1)i^t β_j^t γ_j(n), respectively. Note that W'(0, 0) = K_1 and W' = \bigoplus_{i,j \in \mathbb{N}} W(i,j). Set D(i,j) := A_{bas} ⊗ W(i,j). Then we have the following homogeneous operators:

\[
d_1 : D(i,j) → D(i−1,j+1), \\
d_A \otimes 1 : D(i,j) → D(i,j), \\
d_3 : D(i,j) → D(i−1,j),
\]

where d_3 := −\sum_{i=1}^{\dim t} \sum_{n \geq 0} c_{t−n−1} β^t γ_j(n) ⊗ b_γ W_j.

Let a be an element of A_{bas} such that d_A a = 0 and a ⊗ 1 = dν, where ν is an element of A_{bas} ⊗ W'. We can write ν as ν = \sum_{i,j \geq 0} ν(i,j), where ν(i,j) is an element of D(i,j) and the elements ν(i,j) are 0 for all but finitely many (i, j). From a ⊗ 1 = dν and (3.10), we have

\[
a ⊗ 1 = (d_A \otimes 1) \nu(0,0) + d_3 \nu(1,0),
\]

and

\[
0 = (d_A \otimes 1) \nu(i,j) + d_3 \nu(i,j) + d_4 \nu(i+1, j−1),
\]

for all i, j ≥ 0 with i > 0 or j > 0, where we set \nu(i,−1) := 0. From (3.12) with j = 0, we have

\[
0 = (d_A \otimes 1) \nu(i,0) + d_3 \nu(i+1,0),
\]

for all i > 0. Note that we have

\[
d_3 = \left[ d_A \otimes 1, \sum_{i=1}^{\dim t} \sum_{n \geq 0} c_{t−n−1} β^t γ_j(n) \right].
\]
Indeed by the definition of chiral \( W^\ast \)-modules and the commutativity of \( \mathfrak{t} \), we have \( \gamma \xi_i \ast A(−n−1) = [d_A, c_i \ast A(b)_{(n)}] \) for any \( n \geq 0 \) and \( i = 1, \ldots, \text{dim} \mathfrak{t} \). The formula (3.14) follows from this relation and the definition of \( d_3 \). We set \( S := \sum_{i=1}^{\text{dim} \mathfrak{t}} \sum_{n=0}^{\infty} c_i \ast A(b)_{(n)} \otimes b_{(n)} \ast W \). Note that we have \( [S, [d_A \otimes 1, S]] = 0 \).

Then we have

\[
\nu^{(1,0)} = (d_A \otimes 1) \sum_{i=1}^{N} S[i] \nu^{(i,0)} - S[N](d_A \otimes 1) \nu^{(N,0)},
\]

(3.15)

for any \( N > 0 \). This is proved by induction on \( N \) with formulae (3.13), (3.14) and \( [S, [d_A \otimes 1, S]] = 0 \). We have a natural number \( N \) such that \( \nu^{(N,0)} = 0 \).

Therefore from the formulae (3.11) and (3.15), we have

\[
a \otimes 1 = (d_A \otimes 1) (\nu^{(0,0)} + \sum_{i=1}^{N} S[i] \nu^{(i,0)}) = b \otimes 1,
\]

(3.16)

for some \( b \in \mathcal{A}_{bas} \). Thus we have \( a = d_A b \). This completes the proof.

By the preceding proposition and Proposition 3.6, we have the following theorem.

**Theorem 3.9.** Let \( G \) be a compact connected Lie group with the Lie algebra \( \mathfrak{g} = \text{Lie}(G) \). Let \((A, d_A, Y_A)\) be a chiral \( W^\ast \)-module with respect to \( \mathfrak{g} \). Assume that \( G \) is commutative. Then there exists a canonical isomorphism

\[
\mathcal{H}_{bas}(A) \cong \mathcal{H}_G(A).
\]

(3.17)

### 3.3 More on Chiral \( W^\ast \)-Modules

Let \( \mathfrak{g} \) be a finite-dimensional Lie algebra. Let \((\xi_i)_i\) be a basis of \( \mathfrak{g} \) and \((\xi_i^\ast)_i\) the dual basis for \( \mathfrak{g}^\ast \).

Denote by \((c)_c\) the subalgebra of \( \mathcal{W}' \) generated by \( c_0^\ast \mathbf{1} \) with \( \xi^\ast \in \mathfrak{g} \).

**Lemma 3.10.** Let \((A, d_A)\) be a differential \( \mathfrak{g}[t]\)-module and \( Y^A \) a \( \mathcal{W}'\)-module structure on \( A \). Assume

\[
Y^A(d_{\mathcal{W}'} c_0^\ast \mathbf{1}, z) = [d_A, c^\ast \ast A(z)],
\]

(3.18)

for all \( \xi^\ast \in \mathfrak{g} \). Then the following holds:

\[
Y^A(d_{\mathcal{W}'} x, z) = [d_A, Y^A(x, z)],
\]

(3.19)

for any \( x \in \mathcal{W}' \).

**Proof.** Let \( S \subset \mathcal{W}' \) be a subset. Using the fact that \( d_{\mathcal{W}'} \) commutes with the translation operator, we can check by induction that if (3.13) holds for all \( x \in S \) then (3.18) holds for all \( x \in \langle S \rangle \). Therefore it suffices to show that (3.13) holds.
for $x = \gamma^*_0 1$ with $\xi^* \in \mathfrak{g}^*$. Note that (3.18) holds for all $x \in \langle c \rangle$ by the assumption (3.17). Let $\xi^* \in \mathfrak{g}^*$. From the formula

$$
\gamma^*_0 1 = d_{\mathcal{W}}^s c^s_0 1 + \frac{1}{2} \sum_{i=1}^{\dim \mathfrak{g}} c^0_{i} \xi^*_i \xi^*_i c^s_0 1,
$$

(3.19)

we have

$$
Y^A(d_{\mathcal{W}}^s \gamma^*_0 1, z) = \frac{1}{2} \sum_{i=1}^{\dim \mathfrak{g}} Y^A(c^0_{i} \xi^*_i \xi^*_i c^s_0 1, z).
$$

Since (3.18) holds for all $x \in \langle c \rangle$, the right-hand side equals

$$
\left[ d_A, \frac{1}{2} \sum_{i=1}^{\dim \mathfrak{g}} Y^A(c^0_{i} \xi^*_i \xi^*_i c^s_0 1, z) \right].
$$

From (3.17) and (3.19), we can see this is equal to $[d_A, \gamma^*,-A(z)]$.

The following proposition is useful for checking that a differential $\mathfrak{sl}[t]$-module with a $\mathcal{W}'$-module structure is a chiral $W^*$-module.

**Proposition 3.11.** Let $(A, d_A)$ be a differential $\mathfrak{sl}[t]$-module and $Y^A$ a $\mathcal{W}'$-module structure on $A$. Assume the following:

$$
[i^A(z)_-, \gamma^*,-A(w)] = 0,
$$

(3.20)

$$
Y^A(d_{\mathcal{W}}^s c^s_0 1, z) = [d_A, c^0_{i} \xi^*_i \xi^*_i c^s_0 1],
$$

(3.21)

$$
[i^A(z)_-, c^0_{i} \xi^*_i \xi^*_i c^s_0 1] = \langle \xi^*_i, \xi^*_i \rangle \delta(z - w)_-,
$$

(3.22)

for all $\xi \in \mathfrak{g}$ and $\xi^* \in \mathfrak{g}^*$. Then the triple $(A, d_A, Y^A)$ is a chiral $W^*$-module.

**Proof.** By Lemma 3.10 it suffices to check

$$
[L^A_s(z)_-, c^0_{i} \xi^*_i \xi^*_i c^s_0 1] = c^0_{i} \xi^*_i \xi^*_i c^s_0 1 \delta(z - w)_-,
$$

for all $\xi \in \mathfrak{g}$ and $\xi^* \in \mathfrak{g}^*$. Let $\xi \in \mathfrak{g}$ and $\xi^* \in \mathfrak{g}^*$. Applying $\text{ad}(d_A)$ to the both sides of (3.22), we have

$$
[d_A, [i^A(z)_-, c^0_{i} \xi^*_i \xi^*_i c^s_0 1]] = 0.
$$

Therefore from (3.21) and $[d_A, i^A(z)_-] = L^A_s(z)_-$, we have

$$
[L^A_s(z)_-, c^0_{i} \xi^*_i \xi^*_i c^s_0 1] = [i^A(z)_-, Y^A(d_{\mathcal{W}}^s c^s_0 1, w)].
$$

By (3.22), (3.21) and the formula $d_{\mathcal{W}}^s c^s_0 1 = \gamma^*_0 1 - 1/2 \sum_{i=1}^{\dim \mathfrak{g}} c^0_{i} \xi^*_i \xi^*_i c^s_0 1$, we can see the right-hand side equals

$$
-\frac{1}{2} \sum_{i=1}^{\dim \mathfrak{g}} \langle \text{ad}^* \xi^*_i, \xi^*_i \rangle \delta(z - w)_- c^s_0 1 + \frac{1}{2} \sum_{i=1}^{\dim \mathfrak{g}} c^0_{i} \xi^*_i \xi^*_i \langle \xi^*_i, \xi^*_i \rangle \delta(z - w)_-.
$$

This is just equal to $c^0_{i} \xi^*_i \xi^*_i c^s_0 1 \delta(z - w)_-$. 

\[\square\]
The following is useful when we equip a differential $sg[t]$-module with a chiral $W^*$-module structure.

**Proposition 3.12.** Let $(\mathcal{A}, d_{\mathcal{A}})$ be a differential $sg[t]$-module. Suppose given a module structure of the vertex superalgebra $\langle c \rangle$ on $\mathcal{A}$

$$Y_0^\mathcal{A} : \langle c \rangle \to \text{(End}\mathcal{A})[[z^\pm 1]],$$

such that

$$[c^{\xi^*}, a_{\mathcal{A}}, c^{\eta^*}](w)] = 0,$$

for all $\xi^*, \eta^* \in g^*$. Then there exists a unique $\langle c, \gamma \rangle$-module structure on $\mathcal{A}$,

$$Y^\mathcal{A} : \langle c, \gamma \rangle \to \text{(End}\mathcal{A})[[z^\pm 1]],$$

such that $Y^\mathcal{A}|_{\langle c \rangle} = Y_0^\mathcal{A}$ and $[d_{\mathcal{A}}, Y^\mathcal{A}(x, z)] = Y^\mathcal{A}(d_{W'}x, z)$ for all $x \in W'$. Moreover if the operation $Y^\mathcal{A}$ satisfies

$$[c^\gamma(z), c^{\xi^*}](w)] = \langle \xi^*, \xi \rangle \delta(z - w),$$

$$[c^\gamma(z), c^{\eta^*}](w)] = 0,$$

for all $\xi \in \mathfrak{g}$ and $\xi^* \in g^*$, then the triple $(\mathcal{A}, d_{\mathcal{A}}, Y^\mathcal{A})$ is a chiral $W^*$-module.

**Proof.** The uniqueness of the operation $Y^\mathcal{A}$ follows from the formula $d_{W'}c_0^1 = \gamma_0^1 - 1/2 \sum_{i,k=1}^{\text{dim}\, g} \Gamma_{i,k}^j c_0^j c_0^k 1$, where $\Gamma_{i,k}^j$ is the structure constants of the Lie algebra $\mathfrak{g}$, that is, $[\xi_i, \xi_j] = \sum_{k=1}^{\text{dim}\, g} \Gamma_{i,k}^j \xi_k$ for $i, j = 1, \ldots, \text{dim} \mathfrak{g}$. We check the existence of such a $W'$-module structure $Y^\mathcal{A}$. We set

$$\gamma_i^j(z) := [d_{\mathcal{A}}, c^{\xi^*_i}](z)] + \frac{1}{2} \sum_{i,k=1}^{\text{dim}\, g} \Gamma_{i,k}^j \langle c^{\xi^*_i}, c^{\eta^*_j}(z) c^{\xi^*_i}(z) \rangle,$$

for $j = 1, \ldots, \text{dim} \mathfrak{g}$. Note that these operators have even parity. We check $[c^{\xi^*_i}](z), c^{\eta^*_j}(w)] = 0$ and $\langle \gamma_i^j, c^{\eta^*_j}(z), c^{\xi^*_i}(w) \rangle = 0$ for $i, j = 1, \ldots, \text{dim} \mathfrak{g}$. This implies the existence of a $W'$-module structure $Y^\mathcal{A}$ such that $Y^\mathcal{A}|_{\langle c \rangle} = Y_0^\mathcal{A}$. Applying $\text{ad}(d_{\mathcal{A}})$ to the both sides of (3.23), we have

$$[[d_{\mathcal{A}}, c^{\xi^*_i}], d_{\mathcal{A}}, c^{\eta^*_j}(w)] = 0,$$

for all $\xi^*, \eta^* \in g^*$. We have $\langle \gamma_i^j, c^{\xi^*_i}(z), c^{\eta^*_j}(w) \rangle = 0$ by (3.23) and (3.27). The formula $[\gamma_i^j, c^{\xi^*_i}(z), c^{\xi^*_i}(w)] = 0$ follows directly from (3.23). Thus we have a $W'$-module structure $Y^\mathcal{A}$ such that $Y^\mathcal{A}|_{\langle c \rangle} = Y_0^\mathcal{A}$. It remains to check $[d_{\mathcal{A}}, Y^\mathcal{A}(x, z)] = Y^\mathcal{A}(d_{W'}x, z)$ for all $x \in W'$. By the construction of $Y^\mathcal{A}$, this holds for $x = c_0^1$ with $\xi^* \in g^*$. Therefore by Lemma 3.10 it holds for all $x \in W'$. Thus we proved the existence part. The latter half of our assertion follows from Proposition 3.11.

**Remark 3.13.** The condition (3.25) in Proposition 3.12 can be replaced by the following condition:

$$[L_\xi^\mathcal{A}(z), c^{\xi^*_i}(w)] = c^{\xi^*_i}(w) \delta(z - w),$$

for all $\xi \in \mathfrak{g}$ and $\xi^* \in g^*$.
4 VSA-Inductive Sheaves

In this section, we introduce the VSA-inductive sheaves. In the next section, we will construct a vertex-algebraic analogue of the Lie algebroid complex as a VSA-inductive sheaf.

4.1 Ind-Objects

Let \( C \) be a category. Recall the category \( \text{Ind}(C) \) of ind-objects of \( C \) introduced by Grothendieck (2). An inductive system of \( C \) is a functor

\[
X : A \to C, \quad \text{Ob}(A) \ni \alpha \mapsto X(\alpha) = X_{\alpha} \in \text{Ob}(C),
\]

from a small filtered category \( A \) to \( C \). An inductive system \( X : A \to C \) is also written as \( (X_{\alpha})_{\alpha \in A} \). An ind-object associated to an inductive system \( (X_{\alpha})_{\alpha \in A} \) is a symbol \( \lim_{\alpha \in A} X_{\alpha} \). The objects of the category \( \text{Ind}(C) \) are the ind-objects of \( C \).

We often express \( \lim_{\alpha \in A} X_{\alpha} \) by the corresponding functor \( X \) like \( X = \lim_{\alpha \in A} X_{\alpha} \).

The morphisms of \( \text{Ind}(C) \) are defined by

\[
\text{Hom}_{\text{Ind}(C)}(\lim_{\alpha \in A} X_{\alpha}, \lim_{\beta \in B} Y_{\beta}) := \lim_{\alpha \in A} \lim_{\beta \in B} \text{Hom}_C(X_{\alpha}, Y_{\beta}),
\]

where the limits in the right-hand side stand for those in the category of sets. For a morphisms of ind-objects \( F : (X_{\alpha})_{\alpha \in A} \to (Y_{\beta})_{\beta \in B} \), \( F \) is written as \( F = ([F_{\alpha}^j])_{\alpha \in A} \) where \( j : \text{Ob}(A) \to \text{Ob}(B) \) is a map and \( [F_{\alpha}^j] \) is an equivalence class of a morphism \( F_{\alpha}^j : X_{\alpha} \to Y_{\beta} \) in \( \lim \text{Hom}_C(X_{\alpha}, Y_{\beta}) \). The composition is defined by \( F \circ G := ([F_{\beta}^{jG(\beta)}] \circ G_{\alpha}^{jG(\alpha)})_{\alpha \in A} \) for morphisms of ind-objects \( F = ([F_{\beta}^j])_{\beta \in B} : (Y_{\beta})_{\beta \in B} \to (Z_{\gamma})_{\gamma \in \Gamma} \) and \( G = ([G_{\beta}^{jG}])_{\beta \in B} : (X_{\alpha})_{\alpha \in A} \to (Y_{\beta})_{\beta \in B} \). For a small filtered category \( A \), we will use the notation \( F_{\alpha} : X_{\alpha} \to Y_{\beta} \) to express a morphism \( f \in \text{Hom}_A(\alpha, \alpha') \), emphasizing the source and the target.

Let \( \text{Presh}_X(\text{Vec}_{A}^{\text{super}}) \) be the category of presheaves on a topological space \( X \) of super vector spaces over \( \mathbb{K} \). Consider the category of ind-objects of the category \( \text{Presh}_X(\text{Vec}_{A}^{\text{super}}) \), \( \text{Ind}(\text{Presh}_X(\text{Vec}_{A}^{\text{super}})) \). There exists a functor

\[
\lim_f : \text{Ind}(\text{Presh}_X(\text{Vec}_{A}^{\text{super}})) \to \text{Presh}_X(\text{Vec}_{A}^{\text{super}}),
\]

sending an object \( F = \lim_{\alpha \in A} F_{\alpha} \) to the inductive limit presheaf \( \lim \rightarrow F := \lim_{\alpha \in A} F_{\alpha} \), but not its sheafification, and sending a morphism \( F = ([F_{\alpha}^j])_{\alpha \in A} : \lim_{\alpha \in A} F_{\alpha} \to \lim_{\beta \in B} G_{\beta} \) to the morphism of presheaves \( \lim \rightarrow F \) defined by

\[
\lim \rightarrow F(U) : \lim_{\alpha \in A} F_{\alpha}(U) \to \lim_{\beta \in B} G_{\beta}(U), \quad [x_{\alpha}] \mapsto [F_{\alpha}^j(x_{\alpha})],
\]
for each open subset $U \subset X$. Set

$$\text{Bilin}_{\text{Ind}(\text{Pres} \times \text{Vec}_{\mathbb{K}^{\text{super}}})}(\lim_{\alpha \in A} \mathcal{F}_\alpha, \lim_{\beta \in B} \mathcal{G}_\beta ; \lim_{\gamma \in \Gamma} \mathcal{H}_\gamma)$$

$$:= \lim_{(\alpha, \beta) \in A \times B} \left( \lim_{\gamma \in \Gamma} \text{Bilin}_{\text{Pres} \times \text{Vec}_{\mathbb{K}^{\text{super}}}}(\mathcal{F}_\alpha, \mathcal{G}_\beta ; \mathcal{H}_\gamma) \right),$$

(4.3)

for ind-objects $\lim_{\alpha \in A} \mathcal{F}_\alpha, \lim_{\beta \in B} \mathcal{G}_\beta, \lim_{\gamma \in \Gamma} \mathcal{H}_\gamma$ of the category $\text{Pres} \times \text{Vec}_{\mathbb{K}^{\text{super}}}$, where $\text{Bilin}_{\text{Pres} \times \text{Vec}_{\mathbb{K}^{\text{super}}}}(\mathcal{F}_\alpha, \mathcal{G}_\beta ; \mathcal{H}_\gamma)$ is the set of all bilinear morphisms of presheaves from $\mathcal{F}_\alpha \times \mathcal{G}_\beta$ to $\mathcal{H}_\gamma$. We call an element $F$ of the set (4.3) a bilinear morphism of ind-objects and write it as

$$F : \lim_{\alpha \in A} \mathcal{F}_\alpha \times \lim_{\beta \in B} \mathcal{G}_\beta \to \lim_{\gamma \in \Gamma} \mathcal{H}_\gamma.$$ 

Each ind-object $\lim_{\gamma \in \Gamma} \mathcal{H}_\gamma$ gives rise to a canonical contravariant functor

$$\text{Ind}(\text{Pres} \times \text{Vec}_{\mathbb{K}^{\text{super}}}) \times \text{Ind}(\text{Pres} \times \text{Vec}_{\mathbb{K}^{\text{super}}}) \to \text{Set},$$

$$\left( \lim_{\alpha \in A} \mathcal{F}_\alpha, \lim_{\beta \in B} \mathcal{G}_\beta \right) \mapsto \text{Bilin}_{\text{Ind}(\text{C})}(\lim_{\alpha \in A} \mathcal{F}_\alpha, \lim_{\beta \in B} \mathcal{G}_\beta ; \lim_{\gamma \in \Gamma} \mathcal{H}_\gamma),$$

where $\text{Set}$ is the category of sets. Similarly, each pair of ind-objects $\left( \lim_{\alpha \in A} \mathcal{F}_\alpha, \lim_{\beta \in B} \mathcal{G}_\beta \right)$ induces a canonical covariant functor

$$\text{Ind}(\text{Pres} \times \text{Vec}_{\mathbb{K}^{\text{super}}}) \to \text{Set},$$

$$\lim_{\gamma \in \Gamma} \mathcal{H}_\gamma \mapsto \text{Bilin}_{\text{Ind}(\text{C})}(\lim_{\alpha \in A} \mathcal{F}_\alpha, \lim_{\beta \in B} \mathcal{G}_\beta ; \lim_{\gamma \in \Gamma} \mathcal{H}_\gamma).$$

Moreover, a bilinear morphism of ind-objects

$$F = ([F_{(\alpha, \gamma)}])_{(\alpha, \gamma) \in A \times B} : \lim_{\alpha \in A} \mathcal{F}_\alpha \times \lim_{\beta \in B} \mathcal{G}_\beta \to \lim_{\gamma \in \Gamma} \mathcal{H}_\gamma,$$

induces a bilinear morphism of presheaves

$$\text{Lim } F : \lim_{\alpha \in A} \mathcal{F}_\alpha \times \lim_{\beta \in B} \mathcal{G}_\beta \to \lim_{\gamma \in \Gamma} \mathcal{H}_\gamma,$$

in the same way as in (4.2).

Let $\text{Sh}_X(\text{Vec}_{\mathbb{K}^{\text{super}}})$ be the full subcategory of $\text{Pres} \times \text{Vec}_{\mathbb{K}^{\text{super}}}$ consisting of sheaves on $X$ of super vector spaces over $\mathbb{K}$. Then the corresponding category of ind-objects $\text{Ind}(\text{Sh}_X(\text{Vec}_{\mathbb{K}^{\text{super}}}))$ is a full subcategory of $\text{Ind}(\text{Pres} \times \text{Vec}_{\mathbb{K}^{\text{super}}})$. Note that the category $\text{Ind}(\text{Sh}_X(\text{Vec}_{\mathbb{K}^{\text{super}}}))$ is bigger than the category of ind-sheaves introduced by Kashiwara and Schapira (25). The latter is the category of ind-objects of the category of sheaves with compact supports.
4.2 Definition of VSA-Inductive Sheaves

We denote by $K_X$ the presheaf on a topological space $X$ of constant $K$-valued functions. We regard $K_X$ as an inductive system indexed by a set with one element and denote by $\lim_{\alpha} K_X$ the corresponding ind-object.

**Definition 4.1.** A vertex superalgebra inductive sheaf (VSA-inductive sheaf) on a topological space $X$ is a quadruple $(F, 1, T, (n); n \in \mathbb{Z})$ consisting of

- an ind-object of $\text{Sh}_X(\text{Vec}_{\mathbb{K}}^{\text{super}})$, $F = \lim_{\alpha} F_{\alpha}$,
- an even morphism of ind-objects $1 : \lim_{\alpha} K_X \to F$,
- an even morphism of ind-objects $T : F \to F$,
- an even bilinear morphisms of ind-objects $(n) : F \times F \to F$,

such that the map $F(f)$ is even and injective for any morphism $f$ in $A$ and the quadruples $(\lim_{\alpha} F_{\alpha}(U), 1, T, (n); n \in \mathbb{Z})$ are vertex superalgebras for all open subsets $U \subset X$, where $1 = 1(U) := (\text{Lim} 1(U))(1)$, $T = T(U) := \text{Lim} T(U)$, $(n) = (n)(U) := \text{Lim}(n)(U)$.

Remark 4.2. Let $X$ be a topological space. VSA-inductive sheaves on $X$ form a category with base-preserving morphisms of VSA-inductive sheaves. This category is a subcategory of $\text{Ind}(\text{Sh}_X(\text{Vec}_{\mathbb{K}}^{\text{super}}))$ and hence of $\text{Ind}(\text{Presh}_X(\text{Vec}_{\mathbb{K}}^{\text{super}}))$.

**Notation 4.3.** Denote by $VSA_{\mathbb{K}}-\text{IndSh}_X$ the category of VSA-inductive sheaves on a topological space $X$ obtained in Remark 4.2.

**Lemma 4.4.** Let $\mathcal{V} = (F, 1, T, (n); n \in \mathbb{Z})$ be a VSA-inductive sheaf on a topological space $X$. Then the assignment

$$U \to (\text{Lim} F(U), 1, T, (n); n \in \mathbb{Z}),$$

with restriction maps of the presheaf $\text{Lim} F$ defines a presheaf on $X$ of vertex superalgebras.

**Proof.** We must check the restriction maps are vertex superalgebra morphisms. We can see this since $\text{Lim} 1, \text{Lim} T, \text{Lim} (n)$ are morphisms of presheaves. ■
Let $\mathcal{V}$ and $\mathcal{V}'$ be VSA-inductive sheaves. We write a morphism $\Phi$ as $\Phi : \mathcal{V} \to \mathcal{V}'$ even when $\Phi$ is not a morphism of VSA-inductive sheaves but simply a morphism of the underlying ind-objects of sheaves. When we say that $\Phi : \mathcal{V} \to \mathcal{V}'$ is a morphism of ind-objects, we mean $\Phi$ is a morphism between the underlying ind-objects of sheaves.

**Lemma 4.5.** Let $\Phi : \mathcal{V}_1 \to \mathcal{V}_2$ be a base-preserving morphism of VSA-inductive sheaves on the same topological space. Then the map $\varinjlim \Phi : \varinjlim \mathcal{V}_1 \to \varinjlim \mathcal{V}_2$ is a morphism of presheaves of vertex superalgebras.

**Proof.** This follows directly from the definition of the morphisms. ■

**Remark 4.6.** When we restrict the functor given in (4.1)

$$\varinjlim : \text{Ind}(\text{Presh}_X(\text{Vec}_K^{\text{super}})) \to \text{Presh}_X(\text{Vec}_K^{\text{super}}),$$

to the subcategory $\text{VSA}_K\text{-IndSh}_X$, we have a functor

$$\text{VSA}_K\text{-IndSh}_X \to \text{Presh}_X(\text{VSA}_K),$$

(4.4)

where $\text{Presh}_X(\text{VSA}_K)$ is the category of presheaves on $X$ of vertex superalgebras over $K$.

We also denote by $\varinjlim$ the functor (4.4).

**Remark 4.7.** Let $\mathcal{V} = (\mathcal{F}, \underline{\mathbb{1}}, \underline{T}_n; n \in \mathbb{Z})$ be a VSA-inductive sheaf. Let $U \subset X$ be an open subset and $U = \bigcup_{\lambda \in \Lambda} U_\lambda$ an open covering. Then the map induced by restriction maps

$$\varinjlim \mathcal{V}(U) \to \prod_{\lambda \in \Lambda} \varinjlim \mathcal{V}(U_\lambda),$$

is injective since $\mathcal{F}_\alpha$ are sheaves, where $\mathcal{F} = \lim_{\alpha \in A} \mathcal{F}_\alpha$, and the map $\mathcal{F}(f)$ is injective for any morphism $f$ in $A$.

**Definition 4.8.** Let $\mathcal{V} = (\mathcal{F} = \lim_{\alpha \in A} \mathcal{F}_\alpha, \underline{\mathbb{1}}, \underline{T}_n; n \in \mathbb{Z})$ be a VSA-inductive sheaf on a topological space $X$.

(i) A **Hamiltonian** or a **weight-grading operator** on $\mathcal{V}$ is an even morphism $\underline{H} : \mathcal{F} \to \mathcal{F}$ of ind-objects such that there exists a family $(H_\alpha^\alpha : \mathcal{F}_\alpha \to \mathcal{F}_\alpha)_{\alpha \in \text{Ob}(A)}$ of even morphisms of sheaves satisfying the following conditions:

1. $\underline{H} = (H_\alpha^\alpha)_{\alpha \in \text{Ob}(A)}$.
2. Each $H_\alpha^\alpha$ is a diagonalizable operator on $\mathcal{F}_\alpha$, namely, the operator $H_\alpha^\alpha(U) : \mathcal{F}_\alpha(U) \to \mathcal{F}_\alpha(U)$ is diagonalizable for any open subset $U \subset X$.
3. For all $n \in \mathbb{Z}$,

$$\underline{H}(n) \circ (\underline{id} \times \underline{H} + \underline{H} \times \underline{id}) = (\underline{H} - (-n - 1)) \circ \underline{H}.$$

(4.5)
Definition 4.10. 

(i) A \textbf{degree-grading operator} on $\mathcal{V}$ is an even morphism $J : F \to F$ of ind-objects such that there exists a family $(J^\alpha : F_\alpha \to F_\alpha)_{\alpha \in \text{Ob}(A)}$ of even morphisms of sheaves satisfying the following conditions:

1. $J = ([J^\alpha])_{\alpha \in \text{Ob}(A)}$.
2. Each $J^\alpha$ is a diagonalizable operator on $F_\alpha$.
3. For all $n \in \mathbb{Z}$,
   \[
   (n) \circ (\text{id} \times J + J \times \text{id}) = J \circ (n). \tag{4.6}
   \]

Remark 4.9. In the above definition, the family $(H^\alpha)_{\alpha \in \text{Ob}(A)}$ and $(J^\alpha)_{\alpha \in \text{Ob}(A)}$ are unique by the relation (1) and the injectivity of the morphisms in the inductive system $F$.

Definition 4.10. (i) A \textbf{$\mathbb{Z}$-graded VSA-inductive sheaf} is a VSA-inductive sheaf given a Hamiltonian with only integral eigenvalues.

(ii) A \textbf{degree-grading VSA-inductive sheaf} is a VSA-inductive sheaf given a degree-grading operator with only integral eigenvalues.

(iii) A VSA-inductive sheaf $\mathcal{V} = (F = \lim_{\alpha \in A} \mathcal{F}_\alpha, \mathbf{1}_F, T, (n); n \in \mathbb{Z})$ is said to be \textbf{degree-weight-grading} if $\mathcal{V}$ is given a Hamiltonian $H = ([H^\alpha])_{\alpha \in \text{Ob}(A)}$ and a degree-grading operator $J = ([J^\alpha])_{\alpha \in \text{Ob}(A)}$ such that for each $\alpha \in \text{Ob}(A)$, $\mathcal{F}_\alpha = \bigoplus_{n \in \mathbb{Z}} \mathcal{F}^\alpha_\alpha[n]$, where $\mathcal{F}^\alpha_\alpha[n] := \mathcal{F}_\alpha[n] \cap \mathcal{F}_\alpha^l$. Here $\mathcal{F}_\alpha[n]$ and $\mathcal{F}_\alpha^l$ are the subsheaves $\ker(H^\alpha_n - n)$ and $\ker(J^\alpha_n - 1)$, respectively.

Lemma 4.11. If $(\mathcal{V}, H)$ is a $\mathbb{Z}$-graded VSA-inductive sheaf, then $(\lim \mathcal{V}, \lim H)$ is a presheaf of $\mathbb{Z}$-graded vertex superalgebras. The same type of assertion holds in the degree-graded case and in the degree-weight-graded case.

Proof. We will prove the assertion in the weight-graded case. The others are proved similarly. Let $\mathcal{V} = (F = \lim_{\alpha \in A} \mathcal{F}_\alpha, \mathbf{1}_F, T, (n); n \in \mathbb{Z})$ be a $\mathbb{Z}$-graded VSA-inductive sheaf with a Hamiltonian $H = ([H^\alpha])_{\alpha \in \text{Ob}(A)}$. Let $f_{\alpha' \alpha} : \alpha' \to \alpha$ be a morphism in $A$. Then the corresponding morphism $F(f_{\alpha' \alpha}) : \mathcal{F}_{\alpha'} \to \mathcal{F}_\alpha$ preserves the grading. Indeed, from the injectivity of the morphisms in the inductive system $F$ and the relation $H^\alpha \circ F(f_{\alpha' \alpha}) \sim H^\alpha_{\alpha'}$ in $\lim_{\gamma \in A} \text{Hom}(\mathcal{F}_{\alpha'}, \mathcal{F}_{\beta})$, we have $H^\alpha \circ F(f_{\alpha' \alpha}) = F(f_{\alpha' \alpha}) \circ H^\alpha_{\alpha'}$. Thus we have $\lim_{\gamma \in A} \mathcal{F}_\alpha = \lim_{\gamma \in A} (\bigoplus_{n \in \mathbb{Z}} \mathcal{F}_{\alpha'}[n]) = \bigoplus_{n \in \mathbb{Z}} (\lim_{\gamma \in A} \mathcal{F}_{\alpha'}[n])$. Therefore $\lim H$ is a diagonalizable operator with only integral eigenvalues on the presheaf $\lim \mathcal{V} = \lim_{\gamma \in A} \mathcal{F}_\alpha$. From the relation (4.5), the operator $\lim H$ is a Hamiltonian on $\lim \mathcal{V}$. 

Notation 4.12. Denote by $\text{DegWt-VSA}_X$ the category of degree-weight-graded VSA-inductive sheaves on a topological space $X$. Its morphisms are morphisms of VSA-inductive sheaves on $X$ commuting with the Hamiltonians and the degree-grading operators.
4.3 Gluing Inductive Sheaves

Let $X$ be a topological space and $A$ a small filtered category. We consider the subcategory of $\text{DegWt-VSA}_K\text{-IndSh}_X$ whose objects are degree-weight-graded VSA-inductive sheaves $V = (\mathcal{F}_n, n \in \mathbb{Z})$ such that $\mathcal{F}$ is a functor from $A$ and whose morphisms are morphisms $\Phi : \mathcal{F} \to \mathcal{G}$ of degree-weight-graded VSA-inductive sheaves such that there exist a family of morphisms of sheaves $(\Phi^\alpha_n : \mathcal{F}_n \to \mathcal{G}_n)_{\alpha \in A}$ satisfying $F = [(\Phi^\alpha_n)]_{\alpha \in A}$. We denote this category by $\text{DegWt-VSA}_K\text{-IndSh}^A_X$. We will often call a morphism of this category a strict morphism. If two degree-weight-graded VSA-inductive sheaves are isomorphic via a strict isomorphism, by which we mean a isomorphism in $\text{DegWt-VSA}_K\text{-IndSh}^A_X$, then we say they are strictly isomorphic. We also call a morphism of ind-objects $\Phi : \mathcal{F} \to \mathcal{G}$, not necessarily a morphism of VSA-inductive sheaves, strict if the same condition above is satisfied.

Remark 4.13. Let $V = (\mathcal{F}_n, n \in \mathbb{Z})$ be a VSA-inductive sheaf on $X$. Let $U \subset X$ be an open subset. Consider the inductive system

$\mathcal{F}|_U : A \to Sh_U(\text{Vec}_K^{\text{super}})$,

objects: $\alpha \mapsto \mathcal{F}_\alpha|_U$,

morphisms: $f \mapsto \mathcal{F}(f)|_U$,

obtained by restricting $\mathcal{F}$ to $U$. The corresponding ind-object $\varinjlim_{\alpha \in A}(\mathcal{F}|_U)_\alpha$ is a VSA-inductive sheaf on $U$ with $\mathbf{1}^n \mathcal{F}$ restricted to $U$.

For a VSA-inductive sheaf $V$ on $X$ and an open subset $U$ of $X$, we denote by $V|_U$ the VSA-inductive sheaf on $U$ given in Remark 4.13 and call it the restriction of the VSA-inductive sheaf $V$.

Let us glue VSA-inductive sheaves. Let $X = \bigcup_{\lambda \in \Lambda} U_\lambda$ be an open covering of $X$ and $(V^\lambda)_{\lambda \in \Lambda}$ a family of degree-weight-graded VSA-inductive sheaves, where $V^\lambda = (\mathcal{F}^\lambda_n, 1^\lambda_n, T^\lambda_n, (\alpha^\lambda)_n; n \in \mathbb{Z})$ is an object of $\text{DegWt-VSA}_K\text{-IndSh}^A_{U^\lambda}$. Let $H^\lambda$ and $J^\lambda$ be the Hamiltonian and the degree-grading operator on $V^\lambda$, respectively. Suppose given a family of strict isomorphisms of degree-weight-graded VSA-inductive sheaves $(\vartheta^\mu_\lambda : V^\mu|_{U_\lambda \cap U_\mu} \to V^\lambda|_{U_\lambda \cap U_\mu})_{\lambda, \mu \in \Lambda}$ satisfying the following condition:

$(0) \quad \vartheta^\lambda_\lambda = \text{id}$, and $(\vartheta^\mu_\lambda|_{U_\lambda \cap U_\mu \cap U_\nu}) \circ (\vartheta^\mu_\mu|_{U_\mu \cap U_\nu \cap U_\lambda}) = (\vartheta^\mu_\nu|_{U_\nu \cap U_\lambda \cap U_\mu}),$

for all $\lambda, \mu, \nu \in \Lambda$.

We will often omit the subscripts such as $|_{U_\lambda \cap U_\mu \cap U_\nu}$ in the sequel.

In addition to the condition $(0)$, we assume the following conditions:

(1) For any $\alpha, \alpha' \in \text{Ob}(A)$, we have $\text{Hom}_A(\alpha, \alpha') \neq \emptyset$ or $\text{Hom}_A(\alpha', \alpha) \neq \emptyset$.

(2) There exist a $\alpha_0 \in \text{Ob}(A)$ and sheaf morphisms $1^{\lambda, \alpha_0} : \mathcal{K}_X \to \mathcal{F}_{\alpha_0}^\lambda$ with $\lambda \in \Lambda$ such that

$1^\lambda = [1^{\lambda, \alpha_0}]$. 
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for all $\lambda \in \Lambda$. (Note that the element $\alpha_0$ can be taken independently of $\lambda \in \Lambda$.)

(3) There exist a map $j_T : \text{Ob}(A) \to \text{Ob}(A)$ and sheaf morphisms $T^\lambda_{\alpha,j_T(\alpha)} : F^\lambda_{\alpha} \to F^\lambda_{j_T(\alpha)}$ with $\alpha \in \text{Ob}(A)$ and $\lambda \in \Lambda$ such that

$$T^\lambda = \{(T^\lambda_{\alpha,j_T(\alpha)})\}_{\alpha \in \text{Ob}(A)},$$

for all $\lambda \in \Lambda$. (Note that the map $j_T$ can be taken independently of $\lambda \in \Lambda$.)

(4) For each $n \in \mathbb{Z}$, there exist a map $j_{(n)} : \text{Ob}(A) \times \text{Ob}(A) \to \text{Ob}(A)$ and bilinear sheaf morphisms $(n)^{\lambda,j_{(n)}(\alpha,\alpha')} : F^\lambda_{\alpha} \times F^\lambda_{\alpha'} \to F^\lambda_{j_{(n)}(\alpha,\alpha')}$ with $(\alpha,\alpha') \in \text{Ob}(A) \times \text{Ob}(A)$ and $\lambda \in \Lambda$ such that

$$(n)^{\lambda} = \{(n)^{\lambda,j_{(n)}(\alpha,\alpha')}\}_{(\alpha,\alpha') \in \text{Ob}(A) \times \text{Ob}(A)},$$

for all $\lambda \in \Lambda$. (Note that the map $j_{(n)}$ can be taken independently of $\lambda \in \Lambda$.)

(5) The degree and weight-grading on each $F^\lambda_{\alpha}$ are bounded from the above and the below uniformly with respect to $\lambda$. Moreover the weight-grading on $F^\lambda_{\alpha}$ is bounded from the below uniformly with respect to $\alpha$ as well as $\lambda$. In other words, there exist an integer $N$ and natural numbers $N_\alpha, L_\alpha$ with $\alpha \in \text{Ob}(A)$ such that $F^\lambda_{\alpha} = \bigoplus_{N \leq n \leq N_\alpha} \bigoplus_{L_\alpha \leq l} \langle \text{Ob}(A) \times \text{Ob}(A) \rangle[n]$, where $(F^\lambda_{\alpha})[n]$ is the subsheaf of degree $l$ and weight $n$.

The uniqueness in the following proposition means that if $(\mathcal{V}, (\Phi^\lambda_1 : \mathcal{V}|_{U_\lambda} \to \mathcal{V}^\lambda)_{\lambda \in \Lambda})$ and $(\mathcal{V}', (\Phi^\lambda_2 : \mathcal{V}'|_{U_\lambda} \to \mathcal{V}^\lambda)_{\lambda \in \Lambda})$ are the pairs as in the proposition below then there exists a strict isomorphism of degree-weight-graded VSA-inductive sheaves $F : \mathcal{V} \to \mathcal{V}'$ such that $\Phi^\lambda_1 \circ F|_{U_\lambda} = \Phi^\lambda_2$ for all $\lambda \in \Lambda$.

**Proposition 4.14.** Under the above assumptions, there exists an object $\mathcal{V}$ of $\text{DeqWt-}VSA_{X-\text{IndSh}}^\Lambda$ and strict isomorphisms $(\Phi^\lambda : \mathcal{V}|_{U_\lambda} \to \mathcal{V}^\lambda)_{\lambda \in \Lambda}$ of degree-weight-graded VSA-inductive sheaves such that $(\Phi^\lambda|_{U_\lambda \cap U_{\alpha'}}) \circ (\Phi^\lambda|_{U_\lambda \cap U_{\alpha'}})^{-1} = \vartheta^\alpha_{\lambda',\lambda}$ for all $\lambda, \mu \in \Lambda$. Moreover such a pair is unique up to strict isomorphisms.

**Proof.** First we see the existence part. Since $\vartheta^\lambda_{\mu}$ is strict, we can write $\vartheta^\lambda_{\mu}$ as $\vartheta^\lambda_{\mu} = (\vartheta^\lambda_{\mu,\alpha})_{\alpha \in \text{Ob}(A)}$, where $\vartheta^\lambda_{\mu,\alpha}$ is a sheaf morphism from $F^\mu_{\alpha}|_{U_\lambda \cap U_{\alpha'}}$ to $F^\lambda_{\alpha}|_{U_\lambda \cap U_{\alpha'}}$. For each $\lambda \in \Lambda$ we have $id = \vartheta^\lambda_{\lambda,\lambda} = (\vartheta^\lambda_{\lambda,\alpha})_{\alpha \in \text{Ob}(A)}$ and therefore $id \vartheta^\lambda_{\lambda,\alpha}$ for all $\alpha \in \text{Ob}(A)$, where $\vartheta^\lambda_{\lambda,\alpha}$ means that the two sheaf morphisms are equivalent in $\lim_{\alpha} \text{Hom}(F^\lambda_{\alpha}, F^\lambda_{\alpha'})$. By the injectivity of the morphisms of the inductive system $F^\lambda$, we have

$$id = \vartheta^\lambda_{\lambda,\alpha}.$$

Similarly we have $\vartheta^\alpha_{\lambda,\alpha} \circ \vartheta^\mu_{\lambda,\alpha} = \vartheta^\alpha_{\lambda,\mu}$ for all $\alpha \in \text{Ob}(A)$ and $\lambda, \mu, \nu \in \Lambda$ by the assumption. Therefore for each $\alpha \in \text{Ob}(A)$, we can glue the sheaves $(F^\lambda_{\alpha})_{\lambda \in \Lambda}$ with the sheaf morphisms $(\vartheta^\lambda_{\lambda,\alpha})_{\lambda, \mu \in \Lambda}$. Denote the resulting sheaf on $X$ by $F^\alpha$. 
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For each \( f_{\alpha \alpha'} : \alpha' \to \alpha \), we will glue the morphisms \( (\mathcal{F}^\lambda(f_{\alpha \alpha'}))_{\lambda \in \Lambda} \) to obtain a sheaf morphism \( \mathcal{F}_{\alpha'} \to \mathcal{F}_\alpha \). By the definition of morphisms of ind-objects, we have
\[
\vartheta^\alpha_{\lambda \mu, \alpha} \circ \mathcal{F}^\mu(f_{\alpha \alpha'}) \sim \vartheta^{\alpha'}_{\lambda \mu, \alpha'},
\]
where \( \sim \) means that the two sheaf morphisms are equivalent in the inductive limit \( \varinjlim_{\alpha \in \Lambda} \text{Hom}(\mathcal{F}^\mu_{\alpha'},|U_\alpha \cap U_{\alpha'}|,\mathcal{F}^\lambda_{\alpha'}|U_\alpha \cap U_{\alpha'}) \). Therefore we have \( \vartheta^\alpha_{\lambda \mu, \alpha} \circ \mathcal{F}^\mu(f_{\alpha \alpha'}) = \mathcal{F}^\lambda(f_{\alpha \alpha'}) \circ \vartheta^{\alpha'}_{\lambda \mu, \alpha'} \) by the injectivity of the morphisms in the inductive systems. Thus we can glue the morphisms \( (\mathcal{F}^\lambda(f_{\alpha \alpha'}))_{\lambda \in \Lambda} \) to obtain the sheaf morphism \( \mathcal{F}_{\alpha'} \to \mathcal{F}_\alpha \), which we denote by \( \mathcal{F}(f_{\alpha \alpha'}) \). Note that \( \mathcal{F}(f_{\alpha \alpha'}) \) is injective since \( \mathcal{F}^\lambda(f_{\alpha \alpha'}) \) are injective for all \( \lambda \in \Lambda \). By the construction, the assignment
\[
\mathcal{F} : A \to Sh_X(Vec_{\mathbb{K}}^{\text{super}}),
\]
objects : \( \alpha \mapsto \mathcal{F}_\alpha \),
morphisms : \( f_{\alpha \alpha'} \mapsto \mathcal{F}(f_{\alpha \alpha'}) \),
defines a functor. Thus we have an inductive system \( \mathcal{F} \) in \( Sh_X(Vec_{\mathbb{K}}^{\text{super}}) \), therefore the corresponding ind-object \( \varinjlim_{\alpha \in \Lambda} \mathcal{F}_\alpha \). By the assumption, for each \( n \in \mathbb{Z} \), \( \alpha \in \Lambda \), we have a map \( j_{(n)} : \text{Ob}(A) \times \text{Ob}(A) \to \text{Ob}(A) \) and bilinear sheaf morphisms \( (n)_{\lambda j_{(n)}(\alpha, \alpha')} : \mathcal{F}^\lambda_{\alpha} \times \mathcal{F}^\lambda_{\alpha'} \to \mathcal{F}^\lambda_{j_{(n)}(\alpha, \alpha')} \) with \( (\alpha, \alpha') \in \text{Ob}(A) \times \text{Ob}(A) \) and \( \lambda \in \Lambda \) such that
\[
(n)^\lambda = (|(n)_{\lambda j_{(n)}(\alpha, \alpha')}|)_{(\alpha, \alpha') \in \text{Ob}(A) \times \text{Ob}(A)},
\]
for all \( \lambda \in \Lambda \). Fix \( n \in \mathbb{Z} \). For each \( (\alpha, \alpha') \in \text{Ob}(A) \times \text{Ob}(A) \), we will glue morphisms \( (n)_{\lambda j_{(n)}(\alpha, \alpha')} \) to get a bilinear sheaf morphism \( \mathcal{F}_{\alpha} \times \mathcal{F}_{\alpha'} \to \mathcal{F}_{j_{(n)}(\alpha, \alpha')} \). It suffices to check that the morphisms \( (n)_{\lambda j_{(n)}(\alpha, \alpha')} \) commute with the gluing maps. Since each \( \vartheta_{\lambda \mu} \) is a morphism of VSA-inductive sheaves, we have
\[
(n)^\lambda \circ (\vartheta_{\lambda \mu} \times \vartheta_{\lambda \mu}) = \vartheta_{\lambda \mu} \circ (n)^\mu,
\]
and therefore
\[
(n)_{\lambda j_{(n)}(\alpha, \alpha')} \circ (\vartheta_{\lambda \mu, \alpha} \times \vartheta_{\lambda \mu, \alpha'}) \sim (n)_{\lambda j_{(n)}(\alpha, \alpha')} \circ (n)_{\lambda j_{(n)}(\alpha, \alpha')},
\]
for all \( (\alpha, \alpha') \in \text{Ob}(A) \times \text{Ob}(A) \). By the same argument for proving (1.7), we have
\[
(n)_{\lambda j_{(n)}(\alpha, \alpha')} \circ (\vartheta_{\lambda \mu, \alpha} \times \vartheta_{\lambda \mu, \alpha'}) = (n)_{\lambda j_{(n)}(\alpha, \alpha')} \circ (n)_{\lambda j_{(n)}(\alpha, \alpha')},
\]
for all \( (\alpha, \alpha') \in \text{Ob}(A) \times \text{Ob}(A) \). Thus we can glue the morphisms \( (n)_{\lambda j_{(n)}(\alpha, \alpha')} \) with \( \lambda \in \Lambda \). We denote by \( (n)_{\lambda j_{(n)}(\alpha, \alpha')} \) the resulting bilinear morphism of sheaves. We claim that \( n := (|(n)_{\lambda j_{(n)}(\alpha, \alpha')}|)_{(\alpha, \alpha') \in \text{Ob}(A) \times \text{Ob}(A)} \) is a bilinear morphism of ind-objects. We must check
\[
(n)_{\lambda j_{(n)}(\alpha, \alpha')} \circ \mathcal{F}(f_{\alpha \alpha'}) \times \mathcal{F}(f_{\alpha' \alpha''}) \sim (n)_{\lambda j_{(n)}(\alpha, \alpha''), \alpha''} \cdot (n)_{\lambda j_{(n)}(\alpha', \alpha')},
\]
(4.8)
for any object \((\tilde{a}, \tilde{a}')\) ∈ Ob(A) × Ob(A) and morphism \(f_{\tilde{a}a} × f_{\tilde{a}'a'}\). Let \((\tilde{a}, \tilde{a}')\) ∈ Ob(A) × Ob(A) be an arbitrary object and \(f_{\tilde{a}a} × f_{\tilde{a}'a'}\) an morphism. For each \(\lambda ∈ \Lambda\), we have
\[
\left(n^{\lambda,j}_{(\alpha,\alpha')}\right) (f_{\tilde{a}a}) × F^0(f_{\tilde{a}'a'}) \sim \left(n^{\lambda,j}_{(\alpha,\alpha')}\right) (\tilde{a},\tilde{a}') .
\]
Therefore for each \(\lambda ∈ \Lambda\), we have an object \(\alpha''(\lambda)\) ∈ Ob(A) and morphisms \(f_{\alpha''(\lambda)j_{(\alpha,\alpha')}}: j_{(\alpha,\alpha')} → \alpha''(\lambda)\), \(f_{\alpha''(\lambda)j_{(\tilde{a},\tilde{a}')}}: j_{(\tilde{a},\tilde{a}')} → \alpha''(\lambda)\) in A such that
\[
F^\lambda(f_{\alpha''(\lambda)j_{(\alpha,\alpha')}}) \circ \left(n^{\lambda,j}_{(\alpha,\alpha')}\right) (f_{\tilde{a}a}) × F^\lambda(f_{\alpha''(\lambda)j_{(\tilde{a},\tilde{a}')}}) = F^\lambda(f_{\alpha''(\lambda)j_{(\tilde{a},\tilde{a}')}}) \circ \left(n^{\lambda,j}_{(\alpha,\alpha')}\right) (\tilde{a},\tilde{a}') .
\]
By the assumption of this proposition, we have
\[
\text{Hom}_\Lambda(j_{(\alpha,\alpha')}, j_{(\tilde{a},\tilde{a}')}) \neq \emptyset \quad \text{or} \quad \text{Hom}_\Lambda(j_{(\alpha,\alpha')}, j_{(\tilde{a},\tilde{a}')}) \neq \emptyset.
\]
When \(\text{Hom}_\Lambda(j_{(\alpha,\alpha')}, j_{(\tilde{a},\tilde{a}')}) \neq \emptyset\), we have a morphism \(f_{j_{(\alpha,\alpha')}, j_{(\tilde{a},\tilde{a}')}}\) in this set. The right-hand side of (4.9) is equivalent to
\[
\text{lim}_{\beta ∈ \Lambda} \text{Bilin}_{\text{Preshe}_{λ}(\text{Vec}_{\text{sup} X})} (F^\lambda, F^\lambda, F^\lambda). \quad \text{By the injectivity of the morphism of the inductive system } F^\lambda, \text{we have}
\]
\[
\left(n^{\lambda,j}_{(\alpha,\alpha')}\right) (f_{\tilde{a}a}) × F^\lambda(f_{\alpha''(\lambda)j_{(\tilde{a},\tilde{a}')}}) = F^\lambda(f_{j_{(\alpha,\alpha')}, j_{(\tilde{a},\tilde{a}')}}) \circ \left(n^{\lambda,j}_{(\alpha,\alpha')}\right) (\tilde{a},\tilde{a}') .
\]
We have this equality for any \(\lambda ∈ \Lambda\). Note that \(f_{j_{(\alpha,\alpha')}, j_{(\tilde{a},\tilde{a}')}}\) does not depend on \(\lambda ∈ \Lambda\). Therefore we have the following relation for glued morphisms:
\[
\left(n^{(\alpha)}\right) (f_{\tilde{a}a}) × F(f_{\alpha''(\lambda)j_{(\tilde{a},\tilde{a}')}}) = F(f_{j_{(\alpha,\alpha')}, j_{(\tilde{a},\tilde{a}')}}) \circ \left(n^{(\alpha)}\right) (\tilde{a},\tilde{a}') .
\]
This means (1.8). When \(\text{Hom}_\Lambda(j_{(\tilde{a},\tilde{a}')}j_{(\alpha,\alpha')}) \neq \emptyset\), we can also obtain (1.8) in a similar way. Thus we have a bilinear morphism of ind-objects \(\left(n\right) = \left([[\lambda^{j_{(\alpha,\alpha')}}]_{\alpha ∈ \text{Ob}(A)}]_{\alpha ∈ \text{Ob}(A)} : F × F → F\right)\).

In a similar way, we obtain morphisms of ind-objects \(\lambda_T = \left((T^{j_{(\alpha)}})_{\alpha ∈ \text{Ob}(A)} : F → F\right)\) and \(\lambda_T = \left((T^{j_{(\alpha)}})_{\alpha ∈ \text{Ob}(A)} : F → F\right)\) from the morphisms \(\lambda_T = \left((T^{j_{(\alpha)}})_{\alpha ∈ \text{Ob}(A)} : F → F\right)\) and \(\lambda_T = \left((T^{j_{(\alpha)}})_{\alpha ∈ \text{Ob}(A)} : F → F\right)\) with \(\lambda ∈ \Lambda\), respectively. Since the gluing maps commutes with the Hamiltonians and the degree-grading operators, we can glue the sheaves \(\left(F^\lambda\right)[n] \text{with } \lambda ∈ \Lambda\). Denote the resulting sheaf on \(X\) by \(F^\lambda[n]\). By the assumption (5), \(F^\lambda[n] = 0\) for all but finitely many \(l = n\). Therefore the presheaf \(\bigoplus_{n,l ∈ \mathbb{Z}} (F^\lambda)[n]\) is a sheaf.
Thus the sheaf $F_{\alpha}$ is canonically isomorphic to the sheaf $\bigoplus_{n \in \mathbb{Z}} [F_{\alpha}]^{|n|}$ since they are locally isomorphic. This grading comes from the operators $H^{\alpha}_n$ and $J^{\alpha}_n$.

In other words, the operators $H^{\alpha}_n$ and $J^{\alpha}_n$ are diagonalizable. The relation (4.5) for $H$ and the relation (4.6) for $J$ follow from the fact that the corresponding relations hold locally.

We must check the quadruple $V := (F, \underline{1}, \underline{T}, (n); n \in \mathbb{Z})$ is a VSA-inductive sheaf on $X$. Let $V$ be an arbitrary open subset of $X$. It suffices to show that the quadruple $(\lim_{\rightarrow} F_{\alpha}(V)), 1, T; (n); n \in \mathbb{Z})$ is a vertex superalgebra, where $1 := \lim_{\rightarrow} 1(V)(1)$, $T := \lim_{\rightarrow} T(V)$ and $(n) := \lim_{\rightarrow} (n)(V)$. The map induced by the restriction maps and the isomorphisms $F_{\alpha}|_{U_{\lambda}} \cong F_{\alpha}^\lambda$, 

$$
\lim_{\alpha \in A} F_{\alpha}(V) \to \prod_{\lambda \in \Lambda} \lim_{\alpha \in A} F_{\alpha}(V \cap U_{\lambda}) \cong \prod_{\lambda \in \Lambda} \lim_{\alpha \in A} F_{\alpha}^\lambda(V \cap U_{\lambda}),
$$

(4.10)

is injective since the morphisms $F^\lambda(f_{\alpha\alpha'})$ are all injective. Via this map, we regard $\lim_{\alpha \in A} F_{\alpha}(V)$ as a subspace of $\prod_{\lambda \in \Lambda} \lim_{\alpha \in A} F_{\alpha}^\lambda(V \cap U_{\lambda})$. Then by the construction, $\lim_{\alpha \in A} F_{\alpha}(V)$ is preserved by $\prod_{\lambda \in \Lambda} T^\lambda$ and $\prod_{\lambda \in \Lambda} (n)^\lambda$ with $n \in \mathbb{Z}$, where $T^\lambda$ and $(n)^\lambda$ are the translation operator and the $n$-th product of $\lim_{\gamma \in A} F_{\alpha}^\lambda(V \cap U_{\lambda})$, respectively. Moreover $(1)^{\lambda}_{\lambda \in \Lambda} \in \lim_{\alpha \in A} F_{\alpha}(V)$, where $(1)^{\lambda}$ is the vacuum vector of $\lim_{\alpha \in A} F_{\alpha}^\lambda(V \cap U_{\lambda})$. Note that $T = (\prod_{\lambda \in \Lambda} T^\lambda)_{\lim_{\alpha \in A} F_{\alpha}(V)}$, $(n) = (\prod_{\lambda \in \Lambda} (n)^\lambda)_{\lim_{\alpha \in A} F_{\alpha}(V)}$ and $1 = (1)^{\lambda}_{\lambda \in \Lambda}$. Moreover by the assumption (5), the weight-grading on $\lim_{\alpha \in A} F_{\alpha}(V)$ is bounded from the below. Therefore the formal distribution $\sum_{n \in \mathbb{Z}} A(n) z^{-n-1}$ is a field for any $A \in \lim_{\rightarrow} F_{\alpha}(V)$. Thus $(\lim_{\alpha \in A} F_{\alpha}(V), 1, T; (n); n \in \mathbb{Z})$ is a vertex superalgebra. Therefore the quadruple $V = (F, \underline{1}, \underline{T}, (n); n \in \mathbb{Z})$ with $H$ and $J$ is an object of the category $DeqWt-VSA_{\Lambda}$. It remains to construct a strict isomorphism $V|_{U_{\lambda}} \cong V^{\lambda}$ for each $\lambda \in \Lambda$. Let $\lambda \in \Lambda$. We set

$$
\Phi^{\lambda} := \{ (\Phi^{\lambda, \alpha}_{\alpha})_{\alpha \in \text{Ob}(A)} \},
$$

where $\Phi^{\lambda, \alpha}_{\alpha}$ is the usual sheaf isomorphism from $F_{\alpha}|_{U_{\lambda}}$ to $F_{\alpha}^{\lambda}$, which preserves the degree-weight-grading. This defines a morphism of ind-objects, or equivalently,

$$
\Phi^{\lambda, \alpha}_{\alpha} \circ F(f_{\alpha\alpha'}) \cong \Phi^{\lambda, \alpha'}_{\alpha'},
$$

for any object $\alpha, \alpha'$ of $A$ and morphism $f_{\alpha\alpha'} : \alpha' \to \alpha$ in $A$. Indeed by the construction of $F(f_{\alpha\alpha'})$, we have

$$
\Phi^{\lambda, \alpha}_{\alpha} \circ (F(f_{\alpha\alpha'}))_{U_{\lambda}} = F^{\lambda}(f_{\alpha\alpha'}) \circ \Phi^{\lambda, \alpha}_{\alpha'},
$$

for each object $\alpha, \alpha'$ of $A$ and morphism $f_{\alpha\alpha'} : \alpha' \to \alpha$ in $A$. The relation $(\Phi^{\lambda|U_{\lambda} \cap U_{\mu}}) \circ (\Phi^{\mu|U_{\mu} \cap U_{\lambda}})^{-1} = \delta_{\lambda\mu}$ holds since $(\Phi^{\lambda, \alpha}_{\alpha}|_{U_{\lambda} \cap U_{\mu}}) \circ (\Phi^{\mu, \alpha}_{\alpha}|_{U_{\mu} \cap U_{\lambda}})^{-1} = \delta_{\lambda\mu}^{\alpha}$ for all $\alpha \in \text{Ob}(A)$. Moreover $\Phi^{\lambda}$ is a strict isomorphism of VSA-inductive sheaves. In other words, $\Phi^{\lambda}$ commutes with $(n), \underline{T}$ and $\underline{1}$ and in addition the
strict inverse morphism $(\Phi^\lambda)^{-1}$ exists. This follows from the construction of the operators $(n), F, T, 1$ and from the definition of $\Phi^\lambda$. Moreover $\Phi^\lambda$ commutes with the Hamiltonians and the degree-grading operators since each $\Phi^\lambda_{\alpha, \alpha}$ does. Thus the existence part is proved. The uniqueness part is proved by the argument as in usual sheaf cases as well as the arguments used above with the fact that the morphisms $F^\lambda(f_{\alpha'})$ are injective for all $f_{\alpha'} \in \text{Hom}_A(\alpha, \alpha').$

We can also glue morphisms. Let $X = \bigcup_{\lambda \in \Lambda} U_\lambda$ be as before. Let $((\mathcal{V}^\lambda)_{\lambda \in \Lambda}, (\partial_{\lambda \mu})_{\lambda, \mu \in \Lambda}), ((\mathcal{V}^\mu)_{\lambda \in \Lambda}, (\partial'_{\lambda \mu})_{\lambda, \mu \in \Lambda})$ be families of degree-weight-graded VSA-inductive sheaves with strict isomorphisms as in Proposition 4.14. In other words, $\mathcal{V}^\lambda = (F^\lambda, \mathcal{V}_0^\lambda, \mathcal{V}_1^\lambda, \mathcal{V}_2^\lambda, \mathcal{V}_3^\lambda, \mathcal{V}_4^\lambda, \mathcal{V}_5^\lambda; n \in \mathbb{Z})$ and $\mathcal{V}^\mu = (F^\mu, \mathcal{V}_0^\mu, \mathcal{V}_1^\mu, \mathcal{V}_2^\mu, \mathcal{V}_3^\mu, \mathcal{V}_4^\mu, \mathcal{V}_5^\mu; n \in \mathbb{Z})$ are objects of $\text{DegWt-VSA}_K, \text{IndSh}_{\mathcal{X}}(\lambda)$, and $\partial_{\lambda \mu} : F^\mu|_{U_\mu \cap U_\lambda} \to F^\lambda|_{U_\lambda \cap U_\mu}$ and $\partial'_{\lambda \mu} : F^\mu|_{U_\mu \cap U_\lambda} \to F^\lambda|_{U_\lambda \cap U_\mu}$ are strict isomorphisms of degree-weight-graded $\text{VSA}$-inductive sheaves on $U_\lambda \cap U_\mu$ such that the conditions (0)-(5) hold. Let $\mathcal{V}$ with $(\Phi^\lambda)_{\lambda \in \Lambda}$ and $\mathcal{V}'$ with $(\Phi^\mu)_{\lambda \in \Lambda}$ be objects of $\text{DegWt-VSA}_K, \text{IndSh}_{\mathcal{X}}(\mu)$ with strict isomorphisms obtained by gluing $((\mathcal{V}^\lambda)_{\lambda \in \Lambda}, (\partial_{\lambda \mu})_{\lambda, \mu \in \Lambda})$ and $((\mathcal{V}^\mu)_{\lambda \in \Lambda}, (\partial'_{\lambda \mu})_{\lambda, \mu \in \Lambda})$, respectively. Suppose given a family of morphisms of ind-objects of sheaves $(F^\lambda : \mathcal{V}^\lambda \to \mathcal{V}^\mu)_{\lambda \in \Lambda}$ such that $\partial_{\lambda \mu} \circ (F^\mu|_{U_\mu \cap U_\lambda}) = (F^\lambda|_{U_\lambda \cap U_\mu}) \circ \partial'_{\lambda \mu}$ for all $\lambda, \mu \in \Lambda$. We assume that there exist a map $j_F : \text{Ob}(A) \to \text{Ob}(A)$ and sheaf morphisms $F^\lambda_{\alpha, j_F(\alpha)}$ with $\alpha \in \text{Ob}(A)$ and $\lambda \in \Lambda$ such that $F^\lambda = ([F^\lambda_{\alpha, j_F(\alpha)}])_{\alpha \in \text{Ob}(A)}$ for all $\lambda \in \Lambda$.

**Proposition 4.15.** In the above situation, there exists a unique inverse morphism $F : \mathcal{V} \to \mathcal{V}'$ of ind-objects of sheaves on $X$ such that $\Phi^\lambda \circ F|_{U_\lambda} = F^\lambda \circ \Phi^\mu$ for any $\lambda \in \Lambda$. Moreover if the morphisms $F^\lambda$ are all morphisms of $\text{VSA}$-inductive sheaves, the resulting morphism of ind-objects $F$ is also a morphism of $\text{VSA}$-inductive sheaves.

**Proof.** We can construct $F : \mathcal{V} \to \mathcal{V}'$, following the same argument as for the construction of $(n)$ in Proposition 4.14. The uniqueness part is proved by the same argument as in usual sheaf cases as well as the same arguments as in the proof of Proposition 4.14. The latter half of this proposition is also checked by arguments similar to those above. 

Consider three families of degree-weight-graded VSA-inductive sheaves with strict isomorphisms as in Proposition 4.13. $((\mathcal{V}^\lambda)_{\lambda \in \Lambda}, (\partial_{\lambda \mu})_{\lambda, \mu \in \Lambda}), ((\mathcal{V}^\mu)_{\lambda \in \Lambda}, (\partial'_{\lambda \mu})_{\lambda, \mu \in \Lambda})$. Suppose given families of morphisms of ind-objects of sheaves $(F^\lambda : \mathcal{V}^\lambda \to \mathcal{V}^\mu)_{\lambda \in \Lambda}$ and $(F^\lambda : \mathcal{V}^\lambda \to \mathcal{V}^\mu)_{\lambda \in \Lambda}$ as in Proposition 4.15. In other words, $\partial_{\lambda \mu} \circ (F^\mu|_{U_\mu \cap U_\lambda}) = (F^\lambda|_{U_\lambda \cap U_\mu}) \circ \partial'_{\lambda \mu}$ and $\partial_{\lambda \mu} \circ (F^\mu|_{U_\mu \cap U_\lambda}) = (F^\lambda|_{U_\lambda \cap U_\mu}) \circ \partial'_{\lambda \mu}$ hold for all $\lambda, \mu \in \Lambda$, and moreover, there exist maps $j_F : \text{Ob}(A) \to \text{Ob}(A)$, $j_{F'} : \text{Ob}(A) \to \text{Ob}(A)$ and sheaf morphisms $F^\lambda_{\alpha, j_F(\alpha)}$, $F^\lambda_{\alpha, j_{F'}(\alpha)}$ with $\alpha \in \text{Ob}(A)$ and $\lambda \in \Lambda$ such that $F^\lambda = ([F^\lambda_{\alpha, j_F(\alpha)}])_{\alpha \in \text{Ob}(A)}$ and $F^\lambda = ([F^\lambda_{\alpha, j_{F'}(\alpha)}])_{\alpha \in \text{Ob}(A)}$ for all $\lambda \in \Lambda$. Let $F : \mathcal{V} \to \mathcal{V}'$, $F' : \mathcal{V}' \to \mathcal{V}''$ and $G : \mathcal{V} \to \mathcal{V}''$ be the morphisms obtained by gluing $(F^\lambda)_{\lambda \in \Lambda}$, $(F^\lambda)_{\lambda \in \Lambda}$ and $(F^\lambda)_{\lambda \in \Lambda}$, respectively.
Proposition 4.16. In the above situation, the composite \( F' \circ F \) agrees with the morphism \( G \).

Proof. This proposition is a direct corollary of Proposition 4.15. \( \blacksquare \)

Remark 4.17. Two VSA-inductive sheaves are strictly isomorphic if they are strictly isomorphic locally via strict isomorphisms which coincide on the overlaps of their domains.

Remark 4.18. Two morphisms of ind-objects between VSA-inductive sheaves coincide with each other if they coincide locally.

4.4 From Presheaves to VSA-Inductive Sheaves

We construct VSA-inductive sheaves from presheaves of vertex superalgebras with some properties.

We denote by \( \text{Presh}_X(\text{DegWt-VSA}_K)_{bdw,sh} \) the full subcategory of the category of presheaves on \( X \) of degree-weight-graded vertex superalgebras over \( K \) whose objects are presheaves \( \hat{V} \) of degree-weight-graded vertex superalgebras on \( X \) such that the weight-grading on \( \hat{V}(U) \) is bounded from the below uniformly with respect to open subsets \( U \subset X \) and the presheaf \( \hat{V}[n] \) defined by the assignment \( U \mapsto \hat{V}(U)[n] \) is a sheaf of super vector spaces for any \( n \in \mathbb{Z} \).

Let \( \hat{V} \) be an object of \( \text{Presh}_X(\text{DegWt-VSA}_K)_{bdw,sh} \). We set \( \hat{V}[\leq N] := \bigoplus_{n \leq N} \hat{V}[n] \) for \( N \in \mathbb{N} \). These are sheaves by the assumptions. Consider the canonical inductive system of sheaves \( (\hat{V}[\leq N])_{N \in \mathbb{N}} \). Then the corresponding ind-object “\( \lim_{n \in \mathbb{N}}^{\text{ind}} \hat{V}[\leq N] \)” has a canonical VSA-inductive sheaf structure induced by the morphisms \( 1^0 : K_X \to \hat{V}[\leq 0] \) defined by \( K \to \Gamma(\hat{V}[\leq 0]), 1 \mapsto 1 \), \( T_N : \hat{V}[\leq N] \to \hat{V}[\leq N+1] \), and \( (n)_{N,M} : \hat{V}[\leq N] \times \hat{V}[\leq M] \to \hat{V}[\leq N+M-n-1] \), where \( 1, T_N, (n)_{N,M} \) come from the vertex superalgebra structure on \( \hat{V} \). Note that the VSA-inductive sheaf “\( \lim_{n \in \mathbb{N}}^{\text{ind}} \hat{V}[\leq N] \)” has a canonical degree-weight-graded structure. We refer to this degree-weight-graded VSA-inductive sheaf as the degree-weight-graded VSA-inductive sheaf associated with \( \hat{V} \).

Lemma 4.19. There exists a canonical functor

\[
\text{Presh}_X(\text{DegWt-VSA}_K)_{bdw,sh} \to \text{DegWt-VSA}_K\text{-IndSh}^N_X,
\]

sending an object \( \hat{V} \) of \( \text{Presh}_X(\text{DegWt-VSA}_K)_{bdw,sh} \) to the degree-weight-graded VSA-inductive sheaf associated with \( \hat{V} \).

Proof. For a morphism \( \hat{F} : \hat{V} \to \hat{W} \) in \( \text{Presh}_X(\text{DegWt-VSA}_K)_{bdw,sh} \), we assign the morphism \( F := \left( [\hat{F}]|_{\hat{V}[\leq N]} \right)_{N \geq 0} \) in \( \text{DegWt-VSA}_K\text{-IndSh}^N_X \). The functoriality follows from the definition directly. \( \blacksquare \)
Remark 4.20. The composite of the functor $\text{Lim}_{\mathbf{y}}$ given in (4.4) and the one given in Lemma 4.19 is the identity functor.

Remark 4.21. Let $\tilde{V}, \tilde{W}$ be objects of the category $\text{Presh}_X(\text{DegWt-VSA}_K)_{\text{bdw,sh}}$ and $V, W$ the VSA-inductive sheaves associated with $\tilde{V}, \tilde{W}$, respectively. Let $\tilde{F}: \tilde{V} \to \tilde{W}$ be a homogeneous linear morphism of degree $d$. In other words, $\tilde{F}(U): V(U) \to W(U)$ is a homogeneous linear map of degree $d$ for any open subset $U \subset X$. Then $\tilde{F}$ induces a morphism $F$ of ind-objects: $F := ([\tilde{F}|_{[v \leq N]}])_{N \geq 0}: V \to W$. Moreover the corresponding morphism $\text{Lim}_{\mathbf{y}} \tilde{F}$ of presheaves is nothing but the morphism $\tilde{F}: \tilde{V} = \text{Lim}_{\mathbf{y}} V \to \tilde{W} = \text{Lim}_{\mathbf{y}} W$.

Remark 4.22. The functor given in Lemma 4.19 commutes with the restriction. More precisely, if $U \subset X$ is an open subset and $V$ is the degree-weight-graded VSA-inductive sheaf associated with an object $\tilde{V}$ of $\text{Presh}_X(\text{DegWt-VSA}_K)_{\text{bdw,sh}}$ then we have $V|_U = \mathcal{V}|_U$, where $\mathcal{V}|_U$ stands for the VSA-inductive sheaf associated with the presheaf $\mathcal{V}|_U$. Here we denote by $\tilde{F}|_U$ the presheaf, not its sheafification, obtained by restricting $\tilde{F}$ to $U$.

4.5 More on VSA-Inductive Sheaves

Let $\varphi: X \to Y$ be a continuous map between topological spaces. Consider the functor induced by the push-forward functor $\varphi_*$ of presheaves:

$$\varphi_*: \text{Ind}(\text{Presh}_X(\text{Vec}_K^{\text{super}})) \to \text{Ind}(\text{Presh}_Y(\text{Vec}_K^{\text{super}})), \quad (4.11)$$

objects: $F = \left(\lim_{\alpha \in A} F^\alpha\right) \mapsto \varphi_* F := \left(\lim_{\alpha \in A} \varphi_* F^\alpha\right)$, \quad (4.12)

morphisms: $F = ([F^\alpha])_{\alpha \in \text{Ob}(A)} \mapsto \varphi_* F := ([\varphi_* F^\alpha])_{\alpha \in \text{Ob}(A)}$, \quad (4.13)

The push-forward of bilinear morphism of ind-objects is given in a way similar to that in (4.13).

Lemma 4.23. Let $\varphi: X \to Y$ be a continuous map between topological spaces and $\mathcal{V} = (F, \mathbb{1}, \varphi_* F, \varphi_* n; n \in \mathbb{Z})$ a VSA-inductive sheaf on $X$. The quadruple $\varphi_* \mathcal{V} := (\varphi_* F, \varphi_* \mathbb{1}, \varphi_* \varphi_* F, \varphi_* n; n \in \mathbb{Z})$ is a VSA-inductive sheaf on $Y$. Moreover if $F$ is a morphism in $\text{VSA}_K^{\text{IndSh}}_X$ then $\varphi_* F$ is a morphism in $\text{VSA}_K^{\text{IndSh}}_Y$.

Proof. We can immediately see that $\varphi_* \mathcal{V}$ is a VSA-inductive sheaf. The latter half of this lemma follows from the functoriality of the push-forward functor of presheaves.

By the above lemma, we can restrict the functor (4.11) to obtain a functor $\varphi_*: \text{VSA}_K^{\text{IndSh}}_X \to \text{VSA}_K^{\text{IndSh}}_Y$ sending an object $\mathcal{V}$ to $\varphi_* \mathcal{V}$ and a morphism $F$ to $\varphi_* F$. We call the VSA-inductive sheaf $\varphi_* \mathcal{V}$ the push-forward of $\mathcal{V}$.

Remark 4.24. The push-forward functor commutes with the functor $\text{Lim}_{\mathbf{y}}$ as well as the one given in Lemma 4.19.
Let $V_1 = (F_1, 1_1, T_1, (n); n \in \mathbb{Z})$ and $V_2 = (F_2, 1_2, T_2, (n); n \in \mathbb{Z})$ be VSA-inductive sheaves on topological spaces $X_1$ and $X_2$, respectively. A morphism of vertex superalgebra inductive sheaves from $V_1$ to $V_2$ is by definition a pair $(\varphi, \Phi)$ of a continuous map $\varphi : X_2 \to X_1$ and a base-preserving morphism $\Phi : V_1 \to \varphi^* V_2$ of VSA-inductive sheaves on $Y$.

**Remark 4.25.** VSA-inductive sheaves form a category with morphisms defined above, whose composition is defined by $(\varphi', \Phi') \circ (\varphi, \Phi) := (\varphi' \circ \varphi, \Phi' \circ \varphi')$ for morphisms of VSA-inductive sheaves $(\varphi, \Phi) : V_1 \to V_2$ and $(\varphi', \Phi') : V_2 \to V_3$.

**Notation 4.26.** Denote by $\text{VSA}_K\text{-IndSh}$ the category of VSA-inductive sheaves obtained in Remark 4.25.

**Remark 4.27.** If $\varphi : X \to Y$ is a continuous map and $(V, H, J)$ is a degree-weight-graded VSA-inductive sheaf on $X$, then $(\varphi_* V, \varphi_* H, \varphi_* J)$ is a degree-weight-graded VSA-inductive sheaf on $Y$. In a similar way above, the category of degree-weight-graded VSA-inductive sheaves is defined.

**Notation 4.28.** Let us denote by $\text{DegWt-VSA}_K\text{-IndSh}$ the category of degree-weight-graded VSA-inductive sheaves.

Let $V$ be a VSA-inductive sheaf and $F = \lim_{\alpha \in A} F_\alpha$ the underlying ind-object. Then we have two canonical ind-objects of sheaves, $F_0 := \lim_{\alpha \in A} (F_\alpha)_0$ and $F_1 := \lim_{\alpha \in A} (F_\alpha)_1$. In addition, suppose that $V$ is degree-graded. Then we have ind-objects of sheaves, $F_l := \lim_{\alpha \in A} F^l_\alpha$, where $F^l_\alpha$ is the subsheaf of degree $l \in \mathbb{Z}$.

**Definition 4.29.** Let $V = (F, 1, T, (n); n \in \mathbb{Z})$ be a degree-weight-graded VSA-inductive sheaf. A **differential** on $V$ is an odd morphism of ind-objects, $D : F \to F$ such that

\[
[H, D] = 0, \quad [J, D] = D, \quad (4.14)
\]
\[
D^2 = 0, \quad (4.15)
\]
\[
D \circ (n) - (-1)^i (n) \circ (id \times D) = (n) \circ (D \times id), \quad (4.16)
\]
on $F_i \times F$ for all $n \in \mathbb{Z}$ and $i = 0, 1$, and
\[
D \circ (n) - (-1)^i (n) \circ (id \times D) = (n) \circ (D \times id), \quad (4.17)
\]
on $F^l \times F$ for all $l \in \mathbb{Z}$. Here $H$ is the Hamiltonian of $V$ and $J$ is the degree-grading operator of $V$.

By a **differential degree-weight-graded VSA-inductive sheaf**, we mean a degree-weight-graded VSA-inductive sheaf given a differential.

**Remark 4.30.** Let $(V, D)$ be a differential degree-weight-graded VSA-inductive sheaf. Then $(\text{Lim} V, \text{Lim} D)$ is a presheaf of differential degree-weight-graded vertex superalgebras.
Notation 4.31. We denote by $Diff$-$Deg$-$Wt$-$VSA_K$-$IndSh_X$ the category of differential degree-weight-graded VSA-inductive sheaves on a topological space $X$, whose morphisms are morphisms of degree-weight-graded VSA-inductive sheaves on $X$ commuting with the differentials.

Remark 4.32. Let $\varphi : X \to Y$ be a continuous map between topological spaces and $(\mathcal{V}, D)$ a differential degree-weight-graded VSA-inductive sheaf on $X$. Then the pair $(\varphi_* \mathcal{V}, \varphi_* D)$ is a differential degree-weight-graded VSA-inductive sheaf on $Y$.

Notation 4.33. We denote by $Diff$-$Deg$-$Wt$-$VSA_K$-$IndSh$ the category of differential degree-weight-graded VSA-inductive sheaves, whose morphisms are morphisms of degree-weight-graded VSA-inductive sheaves which commute with the differentials.

5 Chiral Lie Algebroid Cohomology

In this section, we will construct VSA-inductive sheaves associated with vector bundles. For that purpose, we will construct VSA-inductive sheaves on an affine space. Then we will glue them to obtain a VSA-inductive sheaves on a manifold, using the facts proved in the preceding section.

By a manifold, we will mean a $C^\infty$-manifold. Let $M$ be a manifold. We simply denote by $TM$ the tangent bundle tensored by $K$, $TM \otimes K$. We use a similar notation for the cotangent bundle $T^*M$, the sheaf of functions $C^\infty = C^\infty_M$ and the sheaf of vector fields $\mathcal{X} = \mathcal{X}_M$. We will mean a real or complex vector bundle simply by a vector bundle, following $K$ is $R$ or $C$. $TM \otimes R K$.

5.1 Lie Algebroids

In this subsection, we recall the notion of Lie algebroids. We refer the reader to [8, 22, 31, 33, 34, 35] for more details.

Let $M$ be a manifold. A Lie algebroid on $M$ is a vector bundle $A$ together with a vector bundle map $a : A \to TM$ over $M$, called the anchor map of $A$, and a $K$-linear Lie bracket $[,]$ on $\Gamma(A)$ such that $[X, fY] = f[X, Y] + a(X)(f)Y$ for all $X, Y \in \Gamma(A), f \in C^\infty(M)$. When $K$ is $R$, the corresponding Lie algebroids are called real Lie algebroids. Similarly when $K = C$, the corresponding Lie algebroids are called complex Lie algebroids.

Example 5.1 (tangent bundles). The tangent bundle $TM$ of a manifold $M$ with bracket the Lie bracket of vector fields and with anchor the identity of $TM$ is a Lie algebroid on $M$.

Example 5.2 (transformation Lie algebroids). Let $\rho : \mathfrak{g} \to \mathcal{X}(M)$ be an infinitesimal action of a Lie algebra $\mathfrak{g}$ on a manifold $M$. Then there is a natural Lie algebroid structure on the trivial vector bundle $M \times \mathfrak{g}$ with the anchor map $a_\rho(m, \xi) := \rho(\xi)(m)$ for $(m, \xi) \in M \times \mathfrak{g}$ and the bracket on $\Gamma(M \times \mathfrak{g}) \cong C^\infty(M, \mathfrak{g})$

$$[X, Y]_\rho := [X, Y]_\mathfrak{g} + a_\rho(X)Y - a_\rho(Y)X,$$
for $X, Y \in C^\infty(M, g)$. This Lie algebroid $(M \times g, \alpha_\rho, [, ]_\rho)$ is called the \textit{transformation Lie algebroid} associated with $\rho$.

**Example 5.3** (cotangent Lie algebroids). Let $(M, \Pi)$ be a Poisson manifold with the Poisson bivector field $\Pi$. Consider the map

$$\Pi^\sharp : T^*M \to TM, \quad \Pi^\sharp(\alpha, \beta) := \Pi(\alpha, \beta)$$

for $\alpha, \beta \in \Gamma(T^*M)$. Then, with $\Pi^\sharp$ as the anchor map, the cotangent bundle $T^*M$ becomes a Lie algebroid on $M$, where the Lie bracket on $\Gamma(T^*M)$ is given by

$$[\alpha, \beta] := d(\Pi(\alpha, \beta)) + i_{\Pi^\sharp(\alpha)}d\beta - i_{\Pi^\sharp(\beta)}d\alpha,$$

for $\alpha, \beta \in \Gamma(T^*M)$. The Lie algebroid $(T^*M, \Pi^\sharp, [, ])$ is called the \textit{cotangent Lie algebroid} of $(M, \Pi)$.

Let us recall the notion of the Lie algebroid representation. Let $(A, a, [, ])$ be a Lie algebroid on a manifold $M$ and $E$ a vector bundle on $M$. An \textit{A-connection} on $E$ is a map $\nabla : \Gamma(A) \times \Gamma(E) \to \Gamma(E)$ such that

- $\nabla_{X+Y}s = \nabla_Xs + \nabla_Ys$,
- $\nabla_X(s + s') = \nabla_Xs + \nabla_{X}s'$,
- $\nabla_{fX}s = f\nabla_Xs$,
- $\nabla_X(fs) = f\nabla_Xs + a(X)(f)s$,

for all $X, Y \in \Gamma(A)$, $s, s' \in \Gamma(E)$, and $f \in C^\infty(M)$. An $A$-connection $\nabla$ on $E$ is said to be \textit{flat} if $\nabla_{[X,Y]}s = \nabla_X(\nabla_Ys) - \nabla_Y(\nabla_Xs)$ for all $X, Y \in \Gamma(A)$ and $s \in \Gamma(E)$. A flat $A$-connection on $E$ is also called a \textit{representation} of $A$ on $E$.

**Example 5.4** (trivial representations). Let $A$ be a Lie algebroid on $M$ and $V$ a vector space. The \textit{trivial representation} of $A$ on $M \times V$ is given by $\nabla_Xf := a(X)(f)$ for $X \in \Gamma(A)$ and $f : M \to V$.

Let us now recall the definition of the Lie algebroid cohomology. For a Lie algebroid $(A, a, [, ])$ on a manifold $M$ and a representation $(E, \nabla)$ of $A$ on a vector bundle $E$, consider a complex $\Omega^\bullet(A; E) := \Gamma((\wedge^\bullet A^\ast) \otimes E)$ and a differential $d_{\text{Lie}}^E : \Omega^\bullet(A; E) \to \Omega^{\bullet+1}(A; E)$ defined by

$$(d_{\text{Lie}}^E\omega)(X_1, \ldots, X_{n+1}) = \sum_{i=1}^{n+1} (-1)^{i+1}\nabla_{X_i}((\omega(X_1, \ldots, \hat{X}_i, \ldots, X_{n+1}))$$

$$+ \sum_{1 \leq i < j \leq n+1} (-1)^{i+j}\omega([X_i, X_j], X_1, \ldots, \hat{X}_i, \ldots, \hat{X}_j, \ldots, X_{n+1}),$$

for $\omega \in \Omega^n(A; E)$ and $X_1, \ldots, X_{n+1} \in \Gamma(A)$. The cohomology space $H^\bullet(A; E)$ of the complex $(\Omega^\bullet(A; E), d_{\text{Lie}}^E)$ is called the \textit{Lie algebroid cohomology} with coefficients in $E$. 
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Any \( X \in \Gamma(A) \) induces the Lie derivative \( L_X : \Omega^* (A; E) \to \Omega^* (A; E) \) and the interior product \( \iota_X : \Omega^* (A; E) \to \Omega^{* -1} (A; E) \) :

\[
(L_X \omega)(X_1, \ldots, X_n) = \nabla_X (\omega(X_1, \ldots, X_n)) - \sum_{i=1}^n \omega(X_1, \ldots, [X, X_i], \ldots, X_n),
\]

\[
(\iota_X \omega)(X_1, \ldots, X_{n-1}) = \omega(X, X_1, \ldots, X_{n-1}),
\]

where \( \omega \in \Omega^n (A; E) \) and \( X_1, \ldots, X_n \in \Gamma(A) \). The Lie derivatives are derivations of degree 0 and the interior products are derivations of degree \(-1\). They satisfy the Cartan relations:

\[
\begin{align*}
[d_{\text{Lie}}^E, \iota_X] &= L_X, \\
[L_X, L_Y] &= L_{[X, Y]}, \\
[L_X, \iota_Y] &= \iota_{[X, Y]}, \\
[\iota_X, \iota_Y] &= 0,
\end{align*}
\]

for all \( X, Y \in \Gamma(A) \).

When \((E, \nabla)\) is the trivial representation on the trivial line bundle, we simply denote by \((\Omega^* (A), d_{\text{Lie}})\) and \(H^* (A)\) the corresponding complex and cohomology, respectively.

### 5.2 VSA-Inductive Sheaves on \( \mathbb{R}^m \)

In this subsection, we define an important object of the category \( \text{DegWt-VSA}_\mathbb{K} \otimes \text{IndSh}_{\mathbb{R}^m}^N \), which we will denote by \( \Omega_{\text{ch}} (\mathbb{R}^m)^r \). To this end, we first construct an object, denoted by \( \Omega_{\text{ch}} (\mathbb{R}^m)^r \), of the category \( \text{Presh}_\mathbb{R} (\text{DegWt-VSA}_\mathbb{K})_{\text{bdw}, \text{sh}} \), following the argument in [27].

Fix natural numbers \( m \) and \( r \). We consider the supermanifold \( \mathbb{R}^m | r = (\mathbb{R}^m, C_{\mathbb{R}^m}^\infty \otimes \mathbb{K} \Lambda_{\mathbb{K}} (\theta^1, \ldots, \theta^r)) \). We denote the structure sheaf \( C_{\mathbb{R}^m}^\infty \otimes \mathbb{K} \Lambda_{\mathbb{K}} (\theta^1, \ldots, \theta^r) \) by \( C_{\mathbb{R}^m}^\infty \). Let \( U \) be an open subset of \( \mathbb{R}^m \). Consider the supercommutative superalgebra of functions on \( U \subset \mathbb{R}^m | r \), \( C_{\mathbb{R}^m | r}^\infty (U) = C_{\mathbb{R}^m}^\infty (U) \otimes \Lambda_{\mathbb{K}}(\theta^1, \ldots, \theta^r) \), even derivations \( \partial/\partial x^i \), \( \ldots \), \( \partial/\partial x^m \) and odd derivations \( \partial/\partial \theta^1 \), \( \ldots \), \( \partial/\partial \theta^r \) on it. Here \( (x^1, \ldots, x^m, \theta^1, \ldots, \theta^r) \) is a standard supercoordinate on \( U \). We consider the supercommutative Lie superalgebra

\[
D_{m|r} (U) := \text{Span}_{\mathbb{K}} \left\{ \partial/\partial x^i, \partial/\partial \theta^j | i = 1, \ldots, m, j = 1, \ldots, r \right\},
\]

acting on \( C_{\mathbb{R}^m | r}^\infty (U) \) naturally, and set

\[
\Lambda_{m|r} (U) := D_{m|r} (U) \ltimes C_{\mathbb{R}^m | r}^\infty (U).
\]

We put

\[
\Omega_{\text{ch}} (\mathbb{R}^m | r) (U) := N (\Lambda_{m|r} (U), 0) / I_{m|r} (U),
\]

35
Remark 5.5. \( \Gamma \) where \( I \) with algebra (the degree-grading is trivial). For \( A \in N(\Lambda^{m|r}(U), 0) \), we denote by \( \overline{A} \) the corresponding element in \( \Omega_{\text{ch}}(\mathbb{R}^{m|r})(U) \).

The Lie superalgebra \( \Lambda^{m|r}(U) \) has compatible two gradings when we give \( D^{m|r}(U), C_{\mathbb{R}^{m|r}}(U) \) weight 0, −1, respectively, and if we give \( \partial/\partial x^i, \partial/\partial \theta^j \) and \( C_{\mathbb{R}^{m}}(U) \otimes \bigwedge (\theta^1, \ldots, \theta^r) \) degree 0, −1 and 1, respectively. This induces a degree-weight-grading on the vertex superalgebra \( N(\Lambda^{m|r}(U), 0) \) (see Example 2.5). Then the ideal \( I^{m|r}(U) \) is a homogeneous ideal. Therefore the vertex superalgebra \( \Omega_{\text{ch}}(\mathbb{R}^{m|r})(U) \) becomes a degree-weight-graded vertex superalgebra.

We set

\[
\Gamma_m(U) := N(D_m(U) \ltimes C_{\mathbb{R}^{m|r}}(U), 0)/I_m(U),
\]

where \( D_m(U) \) is the commutative Lie algebra \( \text{Span}_k \{ \partial/\partial x^i | i = 1, \ldots, m \} \) and \( I_m(U) \) is the ideal of the affine vertex algebra \( N(D_m(U) \ltimes C_{\mathbb{R}^{m}}(U), 0) \) generated by

\[
\frac{df}{dz}(z) - \sum_{i=1}^{m} \frac{d}{dz} x^i(z) \frac{\partial f}{\partial x^i}(z), \quad (fg)(z) - :f(z)g(z):, \quad 1(z) - \text{id},
\]

where \( f, g \in C_{\mathbb{R}^{m|r}}(U) \subset \Lambda^{m|r}(U) \). For \( A \in N(\Lambda^{m|r}(U), 0) \), we denote by \( \overline{A} \) the corresponding element in \( \Gamma_m(U) \).

Remark 5.5. \( \Gamma_m(U) \) is spanned by the vectors of the form

\[
\overline{\frac{\partial}{\partial x^i(n_1)} \cdots \frac{\partial}{\partial x^i(n_k)} x^i(n'_1) \cdots x^i(n'_{k'})} (-1)^1,
\]

with \( n_1, \ldots, n_k \leq 1, n'_1, \ldots, n'_{k'} \leq -2, i_1, \ldots, i_k, i'_1, \ldots, i'_{k'} \in \{1, \ldots, m\} \) and \( f \in C_{\mathbb{R}^{m}}(U) \). This follows from the relations (5.1) by induction.

We can rewrite the vertex superalgebra \( \Omega_{\text{ch}}(\mathbb{R}^{m|r})(U) \), using the vertex superalgebras \( \Gamma_m(U) \) and \( \mathcal{E}(W_r) \). Here \( \mathcal{E}(W_r) \) is the bc-system associated with \( W_r = \text{Span}_k \{ \theta^j \} | j = 1, \ldots, r \} \) regarded as an even vector space (see Example 2.3 for the definition of bc-systems and the notation used in the following proof). The \( \mathbb{Z} \)-graded vertex superalgebra \( \Gamma_m(U) \otimes \mathcal{E}(W_r) \) is degree-weight-graded when the degree-grading is given by the operator \( j_{bc, (0)} \), where

\[
j_{bc} = - \sum_{j=1}^{r} b_j^t \partial/\partial \theta^j \partial^0_0 \mathbf{1}.
\]
Lemma 5.6. There exists a canonical isomorphism of degree-weight-graded vertex superalgebras
\[ \Omega_{ch}(\mathbb{R}^{|m|}) (U) \cong \Gamma_m (U) \otimes \mathcal{E}(W_r). \]

Proof. The assertion follows by the same argument as in [27], where the case when \( m = r \) is considered. The canonical isomorphism is induced by the linear map \( \alpha : \Lambda^{m|\bar{r}} (U) \to \Gamma_m (U) \otimes \mathcal{E}(W_r) \) defined by

\[
\alpha (\partial/\partial x^i) := \partial/\partial x^i (-1) \otimes 1, \quad i = 1, \ldots, m,
\]

\[
\alpha (\partial/\partial \theta^j) := 1 \otimes b_{-1}^{\partial/\partial \theta^j} 1, \quad j = 1, \ldots, r,
\]

\[
\alpha (f \otimes \theta^{i_1} \cdots \theta^{i_r}) := f (-1) \otimes c_{0}^{\theta^{i_1}} \cdots c_{0}^{\theta^{i_r}} 1,
\]

for \( f \otimes \theta^{i_1} \cdots \theta^{i_r} \in \mathbb{C}^\infty (U) \otimes \bigwedge (\theta^1, \ldots, \theta^r) \),

where we regard \( (\partial/\partial \theta^1, \ldots, \partial/\partial \theta^r) \) as the basis dual to \( (\theta^1, \ldots, \theta^r) \) for \( W_r^* \).

We identify \( \Omega_{ch}(\mathbb{R}^{|m|}) (U) \) with \( \Gamma_m (U) \otimes \mathcal{E}(W_r) \) via this isomorphism.

We denote by \( b_{\alpha} \) and \( c_{\alpha} \) the elements \( b_{\alpha} = \partial^{\alpha} / \partial x^i \otimes t^i \) and \( c_{\alpha} = \theta^{\alpha} \otimes t^{\alpha} dt \) in \( \mathfrak{g}(W_r) \) (see Example 2.3 for the definition of the Lie superalgebra \( \mathfrak{g}(W_r) \)).

Consider the vector space \( V_m (U) := \oplus_{i=1}^m \mathbb{K} v_i \subset \mathbb{C}^\infty (U) \). We regard \( (\partial/\partial x^1, \ldots, \partial/\partial x^m) \) as the basis dual to \( (x^1, \ldots, x^m) \) and identify the Lie algebra \( D_m (U) = \text{Span}_K \{ \partial/\partial x^1, \ldots, \partial/\partial x^m \} \) as the dual vector space \( V_m (U)^* \). Consider the Heisenberg Lie algebra associated with \( D_m (U) \):

\[ \mathfrak{h}_m (U) := \mathfrak{h} (D_m (U)) = (D_m (U)[t^\pm 1] \oplus V_m (U) [t^\pm 1] dt) \oplus \mathbb{K} \tau, \]

with commutation relations \( [\partial_p / \partial x^i, \partial_q / \partial x^{i'}] = \delta_{p-q} / \partial x^{i-i'} \tau \), where \( \partial_p / \partial x^i \) and \( \gamma_q / \partial x^{i'} \) stand for, respectively, \( \partial / \partial x^i \otimes t^p \) and \( x^i \otimes t^{q-1} dt \) as in Example 2.2.

Consider the Heisenberg Lie algebra associated with the vector space \( \mathbb{K}^m \):

\[ \mathfrak{h}_m := \mathfrak{h} (\mathbb{K}^m) = \mathbb{K}^m[t^\pm 1] \oplus (\mathbb{K}^m)^* [t^\pm 1] dt \oplus \mathbb{K} \tau. \]

Let \( (e_1, \ldots, e_m) \) be the standard basis of \( \mathbb{K}^m \) and \( (\phi_1, \ldots, \phi_m) \) the dual basis. We denote by \( \beta_p \) and \( \gamma_q \) the elements \( e_i \otimes t^p \) and \( \phi_i \otimes t^{q-1} dt \). We identify \( \mathfrak{h}_m (U) \) with \( \mathfrak{h}_m \) through the isomorphism induced by \( V_m (U) \to \mathbb{K}^m \), \( x^i \mapsto e^i \), \( i = 1, \ldots, m \). We also denote \( \beta_p / \partial x^i \) and \( \gamma_q / \partial x^{i'} \) by \( \beta_p^i \) and \( \gamma_q^{i'} \), respectively. We emphasize that the Lie algebra \( \mathfrak{h}_m \) does not depend on the open subset \( U \).

Let \( \mathfrak{h}_m (U)_{\geq 0} \subset \mathfrak{h}_m (U) \) be the Lie subalgebra generated by \( \tau \) and \( \beta_p^i, \gamma_q^{i'} \) with \( i = 1, \ldots, m \) and \( p, q \geq 0 \). We make \( C^\infty (U) \) a \( \mathfrak{h}_m (U)_{\geq 0} \)-module by setting

\[ \beta_p^i \cdot f = \gamma_q^{i'} \cdot f = 0, \quad p > 0, \]

\[ \beta_0^i \cdot f = \partial / \partial x^i (f), \quad \gamma_0^{i'} \cdot f = x^{i'} f, \quad \tau \cdot f = f, \]

where \( i = 1, \ldots, m \) and \( f \in C^\infty (U) \). As in [27], we consider the \( \mathfrak{h}_m (U) \)-module

\[ \hat{\Gamma}_m (U) := U (\mathfrak{h}_m (U)) \otimes_{U (\mathfrak{h}_m (U)_{\geq 0})} C^\infty (U). \]
Following [27], we define the action of the commutative Lie algebra $C^\infty_{\mathbb{R}^m}(U)[t^{\pm 1}]$ on $\tilde{\Gamma}_m(U) \cong U(h_m(U)_{<0}) \otimes C^\infty_{\mathbb{R}^m}(U)$ as follows, where $h_m(U)_{<0}$ stands for the Lie subalgebra of $h_m(U)$ generated by $\beta_p^i, \gamma_p^i$ with $p < 0$ and $i = 1, \ldots, m$.

We define the action of $ft^k \in C^\infty_{\mathbb{R}^m}(U)[t^{\pm 1}]$, denoted by $f(k)$, using the PBW monomial basis of $U(h_m(U)_{<0})$ for the basis $\beta_p^i, \gamma_p^i$, $p < 0$, $i = 1, \ldots, m$ with an order such that $\beta_p^i > \gamma_p^{i'}$ for any $i, i' = 1, \ldots, m$ and $p, q < 0$. First, for $ft^k \in C^\infty_{\mathbb{R}^m}(U)[t^{\pm 1}]$ with $k \geq -1$ we set

$$ f(k)(1 \otimes g) := \delta_{k,-1}(1 \otimes fg), \quad g \in C^\infty_{\mathbb{R}^m}(U), $$

and for $ft^k \in C^\infty_{\mathbb{R}^m}(U)[t^{\pm 1}]$ with $k < -1$ we inductively define $f(k)$ on $\mathbb{K}1 \otimes C^\infty_{\mathbb{R}^m}(U)$ by setting

$$ f(k)(1 \otimes g) := \frac{1}{k+1} \sum_{i=1}^{m} \sum_{q < 0} q_\gamma^i \left( \frac{\partial f}{\partial x^i} \right)_{(k-q)} (1 \otimes g), \quad g \in C^\infty_{\mathbb{R}^m}(U). $$

Next we define $f(k)(P \otimes g)$ for $ft^k \in C^\infty_{\mathbb{R}^m}(U)[t^{\pm 1}]$, a PBW monomial $P$ of positive length and $g \in C^\infty_{\mathbb{R}^m}(U)$. The PBW monomial $P$ is of the form $\gamma_p^i P'$ or $\beta_p^i P'$ with a PBW monomial $P'$ of length less than that of $P$. We set

$$ f(k)(P \otimes g) := \begin{cases} \gamma_p^i f(k)(P' \otimes g), & \text{if } P = \gamma_p^i P', \\ \beta_p^i f(k)(P' \otimes g) - (\frac{\partial f}{\partial x^i})(k+1) (P' \otimes g), & \text{if } P = \beta_p^i P'. \end{cases} $$

Thus we get operators $f(k)$ on $\tilde{\Gamma}_m(U)$.

We put

$$ \gamma^i(z) := \sum_{n \in \mathbb{Z}} \gamma_n^i z^{-n}, \quad \beta^i(z) := \sum_{n \in \mathbb{Z}} \beta_n^i z^{-n-1}, $$

for $i = 1, \ldots, m$ and

$$ f(z) := \sum_{k \in \mathbb{Z}} f(k) z^{-k-1}, $$

for $f \in C^\infty_{\mathbb{R}^m}(U)$. Note that when $f = x^i$, we have $x^i(z) = \gamma^i(z)$, or equivalently, $x^i(k) = \gamma^i_{k+1}$ for all $k \in \mathbb{Z}$. For $f \in C^\infty_{\mathbb{R}^m}(U)$, we also use the notation

$$ f(z) = \sum_{n \in \mathbb{Z}} f_n z^{-n}, $$

or equivalently, $f(k) = f_{k+1}$ for $k \in \mathbb{Z}$ and simply denote by $f$ the element $1 \otimes f \in \tilde{\Gamma}(U)$. Since $\beta^i(z)$ and $\gamma^i(z)$ come from the action of the Heisenberg Lie algebra $h_m(U)$, we have

$$ [\beta^i(z), \beta^{i'}(w)] = 0, \quad [\gamma^i(z), \gamma^{i'}(w)] = 0, \quad [\beta^i(z), \gamma^{i'}(w)] = \delta_{i,i'} \delta(z-w), $$

for $i, i' = 1, \ldots, m$. The following lemmas are proved in [27] Section 2.5.
Lemma 5.7 (Lian-Linshaw). The following hold:
\[
[\gamma^i(z), f(w)] = 0, \quad [\beta^i(z), f(w)] = \frac{\partial f}{\partial x^i}(w)\delta(z - w).
\] (5.4)
for all \( f \in C^\infty_{\mathbb{R}^m}(U) \) and \( i = 1, \ldots, m \).

Lemma 5.8 (Lian-Linshaw). The following hold:
\[
[f(z), g(w)] = 0,
\] (5.5)
\[
d\frac{dz}{dz} f(z) = \sum_{i=1}^{m} \frac{d}{dz} \gamma^i(z) \frac{\partial f}{\partial x^i}(z),
\] (5.6)
for \( f, g \in C^\infty_{\mathbb{R}^m}(U) \) and
\[
1(z) = \text{id}.
\] (5.7)

As a corollary of the above two lemmas, we have the following proposition, which corresponds to [27 Corollary 2.21].

Proposition 5.9. \( \hat{\Gamma}_m(U) \) has a unique vertex algebra structure such that

- the vacuum vector is \( 1 := 1 \otimes 1 \),
- the translation operator is \( T := \text{Res}_{z=0} \sum_{i=1}^{m} \beta^i(z) \partial_z \gamma^i(z) \),
- the vertex operators satisfy \( Y(1 \otimes f, z) = f(z) \) for \( f \in C^\infty_{\mathbb{R}^m}(U) \) and \( Y(\beta^i_1 \otimes 1, z) = \beta^i(z) \) for \( i = 1, \ldots, m \).

Proof. We will apply the existence theorem of Frenkel-Kac-Radul-Wang (see [12 Proposition 3.1]). The relations \( [T, f(z)] = \partial_z f(z) \) and \( [T, \beta^i(z)] = \partial_z \beta^i(z) \) are checked by direct computations with (5.4). By Lemmas 5.7 and 5.8, the other conditions in the existence theorem are satisfied.

By Proposition 5.9 and \( f(-1)g = fg \), we have
\[
(fg)(z) = f(z)g(z),
\] (5.8)
for \( f, g \in C^\infty_{\mathbb{R}^m}(U) \). By OPEs (5.3), (5.5) and (5.8), we have a vertex algebra morphism \( N(D_m(U) \ltimes C^\infty_{\mathbb{R}^m}(U), 0) \to \hat{\Gamma}_m(U) \) sending \( f \) and \( \partial/\partial x^i \) to \( f = 1 \otimes f \) and \( \beta^i_1 \) to \( \beta^i_1 \otimes 1 \), respectively. Moreover by the relations (5.6), (5.7) and (5.8), this morphism factors through the ideal \( I_m(U) \), and hence we have a morphism from \( \Gamma_m(U) \). We can see this map is bijective, by taking into consideration the form of the basis of \( \Gamma_m(U) \) and Lemma 5.5. Thus we have the following.

Proposition 5.10. The linear map
\[
D_m(U) \ltimes C^\infty_{\mathbb{R}^m}(U) \to \hat{\Gamma}_m(U),
\]
\[
f \to 1 \otimes f,
\]
\[
\partial/\partial x^i \to \beta^i_1 \otimes 1,
\]
induces an isomorphism of vertex algebras
\[
\Gamma_m(U) \xrightarrow{\cong} \hat{\Gamma}_m(U).
\]
We identify $\Gamma_m(U)$ with $\hat{\Gamma}_m(U)$ through this isomorphism.

Let $h_{m,>0}$ and $h_{m,<0}$ be the Lie subalgebras of $h_m$ generated by $\beta_p^i, \gamma_p^i$ with $p \geq 0$, $i = 1, \ldots, m$, and $\beta_p^i, \gamma_p^i$ with $p < 0$, $i = 1, \ldots, m$, respectively. By Poincaré-Birkhoff-Witt theorem, the decomposition $h_m = h_{m,<0} \oplus h_{m,>0}$ induces an isomorphism as vector spaces

$$\hat{\Gamma}_m(U) \cong U(h_{m,<0}) \otimes C^\infty_{\mathbb{R}^m}(U).$$

Using the isomorphism in Lemma 5.10, we have an isomorphism

$$\Gamma_m(U) \cong U(h_{m,<0}) \otimes C^\infty_{\mathbb{R}^m}(U). \tag{5.9}$$

Therefore, by Lemma 5.9 we have

$$\Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(U) \cong U(h_{m,<0}) \otimes C^\infty_{\mathbb{R}^m}(U) \otimes \mathcal{E}(W_r). \tag{5.10}$$

By restricting this isomorphism to the space of weight $n \in \mathbb{N}$, $\Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(U)[n]$, we get an isomorphism

$$\Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(U)[n] \cong (U(h_{m,<0}) \otimes \mathcal{E}(W_r))[n] \otimes C^\infty_{\mathbb{R}^m}(U), \tag{5.11}$$

where $(U(h_{m,<0}) \otimes \mathcal{E}(W_r))[n]$ stands for the weight $n$ space of $U(h_{m,<0}) \otimes \mathcal{E}(W_r)$ with respect to the grading induced by the $\mathbb{Z}_{\geq 0}$-grading on $\mathcal{E}(W_r)$ and the grading on $U(h_{m,<0})$ given by $\text{wt} \beta_p^i = \text{wt} \gamma_p^i = -p$. Note that $(U(h_{m,<0}) \otimes \mathcal{E}(W_r))[n]$ is finite-dimensional.

For two open subsets $V \subset U \subset \mathbb{R}^m$, we define the restriction map $\text{Res}^m_{V,U} : \Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(U) \to \Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(V)$ as follows. The restriction map $\mathbb{C}_m(U) \to \mathbb{C}_m(V)$ induces a Lie superalgebra morphism $\Lambda^{m|r}(U) \to \Lambda^{m|r}(V)$ and this morphism induces a morphism $N(\Lambda^{m|r}(U), 0) \to N(\Lambda^{m|r}(V), 0)$ of vertex superalgebras. Since this vertex superalgebra morphism is induced by an algebra morphism, namely, a morphism preserving the product and the unit, the generators of the ideal $\mathcal{I}^{m|r}(U)$ is mapped into $\mathcal{I}^{m|r}(V)$. Therefore we have a vertex superalgebra morphism from $\Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(U)$ to $\Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(V)$. We define the restriction map

$$\text{Res}^m_{V,U} : \Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(U) \to \Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(V),$$

as this vertex superalgebra morphism. Note that this restriction map preserves the degree-weight-grading.

The assignment

$$U \mapsto \Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})(U),$$

and the maps $\text{Res}^m_{V,U}$ define a presheaf of degree-weight-graded vertex superalgebras. We denote by $\Omega^\infty_{\mathbb{R}^m}(\mathbb{R}^{m|r})$ the presheaf. We claim that this presheaf is an object of the category $\text{Presh}_{\mathbb{R}^m}(\text{DegWt-VSA}_{\mathbb{C}^m})_{\text{bdw,sh}}$ (see Section 4.3 for
the definition of this category). It suffices to check the presheaves \( \Omega_{ch}(\mathbb{R}^m)[n] \) are sheaves for all \( n \in \mathbb{N} \), where the presheaf \( \Omega_{ch}(\mathbb{R}^m)[n] \) is defined by the assignum

\[
U \mapsto \Gamma(U, \Omega_{ch}(\mathbb{R}^m))[n],
\]

and the maps \( \text{Res}_{V,U}^m \mid \Gamma(U, \Omega_{ch}(\mathbb{R}^m))[n] \).

The restriction map \( \text{Res}_{V,U}^m \mid \Gamma(U, \Omega_{ch}(\mathbb{R}^m))[n] \) becomes

\[
\text{id} \otimes \text{Res}_{V,U} : (U(h_m, <0) \otimes \mathcal{E}(W_r))[n] \otimes C_{\mathbb{R}^m}^\infty(U) \rightarrow (U(h_m, <0) \otimes \mathcal{E}(W_r))[n] \otimes C_{\mathbb{R}^m}^\infty(V),
\]

through the isomorphism \((5.11)\), where \( \text{Res}_{V,U} \) stands for the restriction map of \( C_{\mathbb{R}^m}^\infty \). Therefore we have an isomorphism of presheaves

\[
\Omega_{ch}(\mathbb{R}^m)[n] \cong (U(h_m, <0) \otimes \mathcal{E}(W_r))[n] \otimes C_{\mathbb{R}^m}^\infty.
\]

Since \( C_{\mathbb{R}^m}^\infty \) is a sheaf and \( (U(h_m, <0) \otimes \mathcal{E}(W_r))[n] \) is finite-dimensional, the presheaf \( (U(h_m, <0) \otimes \mathcal{E}(W_r))[n] \otimes C_{\mathbb{R}^m}^\infty \) is a sheaf of super vector spaces, and therefore \( \Omega_{ch}(\mathbb{R}^m)[n] \) is also a sheaf. Thus \( \Omega_{ch}(\mathbb{R}^m) \) is an object of the category \( Presh_{\mathbb{R}^m}(\text{Deg} \mathcal{W}t - \text{VSA}_{\mathbb{R}^m})_{\text{bdw,sh}} \).

**Notation 5.11.** We denote by \( \Omega_{ch}(\mathbb{R}^m) \) the VSA-inductive sheaf associated with the object \( \Omega_{ch}(\mathbb{R}^m) \) of \( Presh_{\mathbb{R}^m}(\text{Deg} \mathcal{W}t - \text{VSA}_{\mathbb{R}^m})_{\text{bdw,sh}} \). (See Lemma 4.19.)

**Remark 5.12.** By the isomorphism \((5.11)\) with \( n = 0 \), there exists an isomorphism,

\[
\Gamma(U, \Omega_{ch}(\mathbb{R}^m))[0] \cong C_{\mathbb{R}^m}^\infty(U) \otimes \bigwedge (c^1_0, \ldots, c^r_0),
\]

for any open subset \( U \subset \mathbb{R}^m \). Therefore the following isomorphism of sheaves exists:

\[
\Omega_{ch}(\mathbb{R}^m)[0] \cong C_{\mathbb{R}^m}^\infty \otimes \bigwedge (\theta^1, \ldots, \theta^r). \tag{5.12}
\]

Here \( \theta^j \) is identified with \( c^j_0 = c^j_0 \) for \( j = 1, \ldots, r \).

We identify \( \Omega_{ch}(\mathbb{R}^m)[0] \) with \( C_{\mathbb{R}^m}^\infty \otimes \bigwedge (\theta^1, \ldots, \theta^r) \) via the isomorphism \((5.12)\).

### 5.3 VSA-Inductive Sheaves for Vector Bundles

Let \( E \) be a vector bundle of rank \( r \) on a manifold \( M \) of dimension \( m \).

Let \( V = \{U_{\lambda}\}_{\lambda \in \Lambda} \) be an arbitrary family of open subsets \( U_{\lambda} \) in \( M \) with a chart \( x_{\lambda} = (x^1_{\lambda}, \ldots, x^m_{\lambda}) \) of \( U_{\lambda} \), and a frame \( e_{\lambda} = (e^1_{\lambda}, \ldots, e^r_{\lambda}) \) of \( E|_{U_{\lambda}} \) such that \( \{(U_{\lambda}, x_{\lambda})\}_{\lambda \in \Lambda} \) is an atlas on \( M \) and is contained in the \( C^\infty \)-structure of \( M \). We call such a family \( V \) a framed covering of \( E \). Let \( \{f^E_{\lambda}\}_{\lambda \in \Lambda} \) be the transition functions of \( E \) associated with \( (e_{\lambda})_{\lambda \in \Lambda} \). In other words, we
have \( e_i^j = \sum_{j'=1} c_{i,j'} \) where \( c_{i,j'} \) is the frame dual to \( e_i^j \). We denote by \( c_{\lambda} = (c_{\lambda}^1, \ldots, c_{\lambda}^n) \) for \( E^* |_{U_\lambda} \).

We set

\[
\Omega_{ch}(E; U)_{\lambda} := (x_{\lambda}^{-1})_* (\Omega_{ch}(\mathbb{R}^m|r)|_{x_{\lambda}(U_{\lambda})}).
\]

Note that \( \Omega_{ch}(E; U)_{\lambda} \) is nothing but the VSA-inductive sheaf associated with the object \((x_{\lambda}^{-1})_* (\Omega_{ch}(\mathbb{R}^m|r)|_{x_{\lambda}(U_{\lambda})})\) of \( \text{Presh}_{U_{\lambda}}(\text{Deg Wt-VA} \}_{\mathbb{R}_k} \text{bdw.sh,} \) where \( \Omega_{ch}(\mathbb{R}^m|r)|_{x_{\lambda}(U_{\lambda})} \) is the presheaf restricted to \( x_{\lambda}(U_{\lambda}) \) but not its sheafification.

Notice that \( \lim \Omega_{ch}(E; U)_{\lambda} = (x_{\lambda}^{-1})_* (\Omega_{ch}(\mathbb{R}^m|r)|_{x_{\lambda}(U_{\lambda})}) \).

We consider the following two subpresheaves of \( \Omega_{ch}(\mathbb{R}^m|r) \):

\[
\begin{align*}
\Omega_{ch}^c(\mathbb{R}^m|r) & : U \rightarrow \Gamma(U, \Omega_{ch}^c(\mathbb{R}^m|r)) := \langle C_{\infty_{\mathbb{R}^m}(U) \rangle} \otimes \langle c_0^1, \ldots, c_0^n \rangle, \\
\Omega_{ch}^{bc}(\mathbb{R}^m|r) & : U \rightarrow \Gamma(U, \Omega_{ch}^{bc}(\mathbb{R}^m|r)) := \langle C_{\infty_{\mathbb{R}^m}(U) \rangle} \otimes \mathcal{E}(W_r),
\end{align*}
\]

(5.13)

where \( \langle C_{\infty_{\mathbb{R}^m}(U) \rangle} \subset \Gamma(U, \mathbb{R}^m|r) \) and \( \langle c_0^1, \ldots, c_0^n \rangle \subset \mathcal{E}(W_r) \) stand for the subalgebra generated by \( C_{\infty_{\mathbb{R}^m}(U) \rangle} \) and \( \{c_0^1, \ldots, c_0^n\} \), respectively. The presheaves \( \Omega_{ch}^c(\mathbb{R}^m|r)[n] \) and \( \Omega_{ch}^{bc}(\mathbb{R}^m|r)[n] \) are sheaves for all \( n \in \mathbb{N} \) since we have an isomorphism \( \langle C_{\infty_{\mathbb{R}^m}(U) \rangle} \cong U((\gamma_i^p | p < 0, i = 1, \ldots, m)) \otimes C_{\infty_{\mathbb{R}^m}(U) \rangle} \) from the isomorphism in Proposition 5.14 where \( U((\gamma_i^p | p < 0, i = 1, \ldots, m)) \) is the universal enveloping algebra of the commutative Lie subalgebra of \( h_{\mathbb{R}^m} \) generated by \( \gamma_i^p \) with \( p < 0, i = 1, \ldots, m \). Therefore the presheaves \( \Omega_{ch}^c(\mathbb{R}^m|r) \) and \( \Omega_{ch}^{bc}(\mathbb{R}^m|r) \) are objects of the category \( \text{Presh}_{\mathbb{R}^m}(\text{Deg Wt-VA} \}_{\mathbb{R}_k} \text{bdw.sh,} \) Thus we have VSA-inductive sheaves \( \Omega_{ch}^c(\mathbb{R}^m|r) \) and \( \Omega_{ch}^{bc}(\mathbb{R}^m|r) \), where \( \Omega_{ch}^c(\mathbb{R}^m|r) \) and \( \Omega_{ch}^{bc}(\mathbb{R}^m|r) \) are the VSA-inductive sheaves associated with \( \Omega_{ch}^c(\mathbb{R}^m|r) \) and \( \Omega_{ch}^{bc}(\mathbb{R}^m|r) \), respectively. Note that the vertex superalgebra \( \Gamma(U, \lim \Omega_{ch}^c(\mathbb{R}^m|r)) = \Gamma(U, \Omega_{ch}^c(\mathbb{R}^m|r)) \) is generated by the weight 0 space for any open subset \( U \subset \mathbb{R}^m \).

Set

\[
\Gamma'_{m}(U) := N(C_{\infty_{\mathbb{R}^m}(U) \rangle} / T'_{m}(U),
\]

where \( T'_{m}(U) \) is the ideal of the affine vertex algebra \( N(C_{\infty_{\mathbb{R}^m}(U) \rangle} \) generated by

\[
\begin{align*}
\frac{d}{dz} f(z) - \sum_{i=1}^m : \frac{d}{dz} e^i(z) \frac{df}{dx^i}(z) :, \\
(fg)(z) - : f(z) g(z) :, 1(z) - \text{id},
\end{align*}
\]

with \( f, g \in C_{\infty_{\mathbb{R}^m}(U) \rangle} \).

Remark 5.13. The canonical morphism, \( \Gamma'_m(U) \rightarrow \Gamma_m(U) \), induced by the inclusion of Lie algebras \( C_{\infty_{\mathbb{R}^m}(U) \rangle} \rightarrow D_m(U) \otimes C_{\infty_{\mathbb{R}^m}(U) \rangle} \) is injective. This follows from the form of the basis of \( \Gamma_m(U) \). Therefore there exists an isomorphism of degree-weight-graded vertex algebras from \( \Gamma'_m(U) \) to \( \langle C_{\infty_{\mathbb{R}^m}(U) \rangle} \subset \Gamma_m(U) \).
We set
\[
\Omega^\gamma_{ch}(E; U)_\lambda := (\mathfrak{x}_\lambda^{-1})_*(\Omega^\gamma_{ch}(\mathbb{R}^m|\pi)|_{\mathfrak{x}_\lambda(U\lambda)}),
\]  
\tag{5.15}
\Omega^\gamma_{ch}(E; U)_\lambda := (\mathfrak{x}_\lambda^{-1})_*(\Omega^\gamma_{ch}(\mathbb{R}^m|\pi)|_{\mathfrak{x}_\lambda(U\lambda)}).
\tag{5.16}
\]
We will glue \((\Omega^\gamma_{ch}(E; U)_\lambda)_{\lambda \in \Lambda}\) and \((\Omega^\gamma_{ch}(E; U)_\lambda)_{\lambda \in \Lambda}\).

Fix \(U_\lambda\) with \(\mathfrak{x}_\lambda, e_\lambda\) and \(U_\lambda\) with \(\mathfrak{x}_\lambda, e_\lambda\) such that \(U_\lambda \cap U_\lambda \neq \emptyset\). Set \(U := \mathfrak{x}_\lambda(U_\lambda \cap U_\lambda), \tilde{U} := \mathfrak{x}_\lambda(U_\lambda \cap U_\lambda)\) and \(\varphi = \varphi_\lambda := (\mathfrak{x}_\lambda|_{U\lambda \cap U\lambda}) \circ (\mathfrak{x}_\lambda|_{U\lambda \cap U\lambda})^{-1} : U \to \tilde{U}\). We construct strict isomorphisms of VSA-inductive sheaves
\[
\begin{align*}
\Omega^\gamma_{ch}(E; U)_\lambda|_{U \cap U\lambda} &\to \Omega^\gamma_{ch}(E; U)|_{U \cap U\lambda}, \\
\Omega^\gamma_{ch}(E; U)_\lambda|_{U \cap U\lambda} &\to \Omega^\gamma_{ch}(E; U)|_{U \cap U\lambda},
\end{align*}
\]

motivated by gluing vector fields on the supermanifold \(\Pi E = (M, \wedge(E^*))\).

Let \(V \subset U_\lambda \cap U_\lambda\) be an open subset. We denote by \(\beta^i_n, \gamma^i_n, \tilde{b}^i_n, \text{ and } \tilde{c}^i_n\) the operators \(\beta^i_n, \gamma^i_n, \tilde{b}^i_n, \text{ and } \tilde{c}^i_n\) on \(\Gamma\left(\mathfrak{x}_\lambda(V), \Omega^{ch}_{\mathbb{R}^2}(\mathbb{R}^m|\pi)\right)\), respectively. We define elements of the vertex superalgebra \(\Gamma\left(\mathfrak{x}_\lambda(V), \Omega^{ch}_{\mathbb{R}^2}(\mathbb{R}^m|\pi)\right)\) as follows:
\[
\begin{align*}
\varphi^* \tilde{f} &:= \tilde{f}, \\
\varphi^* \tilde{b}^j &:= \sum_{1 \leq j' \leq r} f^E_{\lambda} j' \tilde{b}^j_{-1} 1, \\
\varphi^* \tilde{c}^j &:= \sum_{1 \leq j' \leq r} f^E_{\lambda} j' \tilde{c}^j_{0} 1,
\end{align*}
\tag{5.17, 5.18, 5.19}
\]
for \(\tilde{f} \in C^\infty(V), i = 1, \ldots, m\) and \(j = 1, \ldots, r\). Here we use a usual notation for functions, identifying \(C^\infty_{\mathbb{R}^m}(\mathfrak{x}_\lambda(V))\) and \(C^\infty_{\mathbb{R}^m}(\mathfrak{x}_\lambda(V))\) with \(C^\infty(V)\) via \(\mathfrak{x}_\lambda\) and \(\mathfrak{x}_\lambda\), respectively.

**Lemma 5.14.** The following OPEs hold:
\[
\begin{align*}
(\varphi^* \tilde{f})(z)(\varphi^* \tilde{g})(w) &\sim 0, \\
(\varphi^* \tilde{b}^j)(z)(\varphi^* \tilde{b}^{j'})(w) &\sim 0, \\
(\varphi^* \tilde{c}^j)(z)(\varphi^* \tilde{c}^{j'})(w) &\sim 0, \\
(\varphi^* \tilde{b}^{j'})(z)(\varphi^* \tilde{b}^j)(w) &\sim \frac{\delta_{j',j}}{z-w}, \\
(\varphi^* \tilde{f})(z)(\varphi^* \tilde{b}^j)(w) &\sim 0, \\
(\varphi^* \tilde{f})(z)(\varphi^* \tilde{c}^j)(w) &\sim 0.
\end{align*}
\tag{5.20, 5.21, 5.22, 5.23, 5.24, 5.25}
\]

**Proof.** These OPEs are checked by direct computations. \(\blacksquare\)
Remark 5.15. When we consider the transformation rules of vector fields, it is natural to set

$$\varphi^* \tilde{\beta}^j := \sum_{1 \leq i' \leq m} \beta_{i'} \frac{\partial x'}{\partial x_i} + \sum_{1 \leq j, k, l \leq r} \frac{\partial f^{E, jk}}{\partial \tilde{x}^l} \tilde{c}^l b_{i'} 1.$$

But the required relation $((\varphi^* \tilde{\beta}^j)(z))(\varphi^* \tilde{\beta}^j)(w) \sim 0$ does not hold in general.

By Lemma 5.14 we have morphisms of degree-weight-graded vertex superalgebras

$$\vartheta'_{\lambda \lambda}(V) : \Gamma(x_\lambda(V), \Omega^c_{\text{ch}}(\mathbb{R}^{m|r})) \to \Gamma(x_\lambda(V), \Omega^c_{\text{ch}}(\mathbb{R}^{m|r})), \quad (5.26)$$

$$\tilde{f} \mapsto \varphi^* \tilde{f}, \quad \tilde{c}^j \mapsto \varphi^* \tilde{c}^j,$$

and,

$$\vartheta''_{\lambda \lambda}(V) : \Gamma(x_\lambda(V), \Omega^{bc}_{\text{ch}}(\mathbb{R}^{m|r})) \to \Gamma(x_\lambda(V), \Omega^{bc}_{\text{ch}}(\mathbb{R}^{m|r})), \quad (5.27)$$

$$\tilde{f} \mapsto \varphi^* \tilde{f}, \quad \tilde{c}^j \mapsto \varphi^* \tilde{c}^j, \quad \tilde{b}^j \mapsto \varphi^* \tilde{b}^j.$$  

These morphisms $(\vartheta'_{\lambda \lambda}(V))_V$ and $(\vartheta''_{\lambda \lambda}(V))_V$ form morphisms of presheaves of degree-weight-graded vertex superalgebras $\vartheta'_{\lambda \lambda}$ and $\vartheta''_{\lambda \lambda}$, respectively. Therefore by Lemma 4.19 we have strict morphisms of VSA-inductive sheaves

$$\vartheta'_{\lambda \lambda} : \Omega^c_{\text{ch}}(E; U)_{\lambda \lambda}\big|_{U \cap U_{\lambda \lambda}} \to \Omega^c_{\text{ch}}(E; U)_{\lambda \lambda}\big|_{U \cap U_{\lambda \lambda}}, \quad (5.28)$$

$$\vartheta''_{\lambda \lambda} : \Omega^{bc}_{\text{ch}}(E; U)_{\lambda \lambda}\big|_{U \cap U_{\lambda \lambda}} \to \Omega^{bc}_{\text{ch}}(E; U)_{\lambda \lambda}\big|_{U \cap U_{\lambda \lambda}}. \quad (5.29)$$

Thus we have families of strict morphisms $(\vartheta'_{\lambda \mu})_{\lambda, \mu \in \Lambda}$ and $(\vartheta''_{\lambda \mu})_{\lambda, \mu \in \Lambda}$. These morphisms satisfy the following.

Lemma 5.16. The following hold:

$$\vartheta'_{\lambda \lambda} = \text{id}, \quad \vartheta'_{\lambda \mu} \circ \vartheta'_{\mu \nu} = \vartheta'_{\lambda \nu},$$

$$\vartheta''_{\lambda \lambda} = \text{id}, \quad \vartheta''_{\lambda \mu} \circ \vartheta''_{\mu \nu} = \vartheta''_{\lambda \nu},$$

for all $\lambda, \mu, \nu \in \Lambda$.

Proof. It suffices to check

$$\vartheta'_{\lambda \lambda} = \text{id}, \quad \vartheta'_{\lambda \mu} \circ \vartheta'_{\mu \nu} = \vartheta'_{\lambda \nu},$$

$$\vartheta''_{\lambda \lambda} = \text{id}, \quad \vartheta''_{\lambda \mu} \circ \vartheta''_{\mu \nu} = \vartheta''_{\lambda \nu},$$

for all $\lambda, \mu, \nu \in \Lambda$. We can see that these relations hold on the generators from (5.17), (5.18) and (5.19). Thus we get the above relations. □
By the construction, $((\Omega^c_{ch}(E;U)_\lambda)_{\lambda\in\Lambda}, (\partial'_{\lambda\mu})_{\lambda,\mu\in\Lambda})$ satisfies the assumptions (1)-(5) in Proposition 4.14. Therefore by Proposition 4.14 we glue the degree-weight-graded VSA-inductive sheaves $((\Omega^c_{ch}(E;U)_\lambda)_{\lambda\in\Lambda}, (\partial'_{\lambda\mu})_{\lambda,\mu\in\Lambda})$ to a degree-weight-graded VSA-inductive sheaf on $M$. We denote by $\Omega^c_{ch}(E;U)$ the resulting one. In the same way, we have a weight-degree-graded VSA-inductive sheaf on $M$, which we denote by $\Omega^{bc}_{ch}(E;U)$, by gluing $((\Omega^{bc}_{ch}(E;U)_\lambda)_{\lambda\in\Lambda}, (\partial''_{\lambda\mu})_{\lambda,\mu\in\Lambda})$.

**Remark 5.17.** By Remark 4.17 the objects $\Omega^c_{ch}(E;U)$ and $\Omega^{bc}_{ch}(E;U)$ of the category $\text{DegWt-VSA}_{\text{IndSh}}_M$ do not depend on the choice of framed coverings and are unique up to isomorphism.

Therefore we simply denote by $\Omega^c_{ch}(E)$ and $\Omega^{bc}_{ch}(E)$ the VSA-inductive sheaves $\Omega^c_{ch}(E;U)$ and $\Omega^{bc}_{ch}(E;U)$, respectively.

**Remark 5.18.** From the way of gluing and Remark 5.12, the sheaf $\varinjlim \Omega^c_{ch}(E)[0]$ is canonically isomorphic to the sheaf of local sections of $\Lambda^* E^*$, denoted by $\Lambda^* E^*$.

**Remark 5.19.** Let $E$ be the tangent bundle $TM$ of a manifold $M$. The presheaf associated with the VSA-inductive sheaf $\Omega^c_{ch}(TM;U^M)$ coincides with the small CDR for $M$ constructed in [27], denoted by $\mathcal{Q}'_M$, where $U_M = (U_\lambda)_{\lambda\in\Lambda}$ is the framed covering consisting of all open subsets $U_\lambda$ with a chart $x_\lambda$ of $U_\lambda$ and the standard frame $(\partial/\partial x_\lambda^i)_{i=1,...,m}$.

### 5.4 Chiral Lie Algebroid Complex

We consider the case when the vector bundle $E$ is a Lie algebroid. We construct a differential on $\Omega^c_{ch}(E)$.

Let $(\mathcal{A}, \cdot, [\cdot, \cdot])$ be a Lie algebroid on a manifold $M$. We set $m := \dim M$ and $r := \text{rank } A$. Let $U = (U_\lambda)_{\lambda\in\Lambda}$ be a framed covering of $A$. As before we denote by $x_\lambda$ and $e_\lambda$ the chart and the frame associated with $U_\lambda$, respectively. First we define a differential on each $\Omega^c_{ch}(A;U)_\lambda$. Then we will glue them.

Fix $\lambda \in \Lambda$. We write the anchor map and the bracket as

$$a(e^j_\lambda) = \sum_{1 \leq i \leq m} f^{\lambda,ij}_l \frac{\partial}{\partial x^i_\lambda},$$

and

$$[e^j_\lambda, e^k_\lambda] = \sum_{1 \leq l \leq r} \Gamma^{\lambda,jk}_l e^l_\lambda,$$

for $j, k = 1, \ldots, r$, where $f^{\lambda,ij}_l, \Gamma^{\lambda,jk}_l \in C^\infty(U_\lambda)$.

Let $V$ be an open subset of $U_\lambda$. Motivated by the differential $d_{\text{Lie}}$ for the Lie algebroid cohomology, we define an odd element $Q^\lambda(V)$ of degree 1 and weight 1 in $\Gamma\left(V, \varinjlim \Omega_{\text{ch}}(A;U)_\lambda\right) = \Gamma\left(x_\lambda(V), \Omega_{\text{ch}}(\mathbb{R}^m|r)\right)$ by setting

$$Q^\lambda(V) := \sum_{1 \leq i \leq m, 1 \leq j \leq r} \beta_i f^{\lambda,ij} c_0^i 1 - \frac{1}{2} \sum_{1 \leq j, k \leq r} \Gamma^{\lambda,jk}_l c_0^j c_0^k 1.$$
Notice that the corresponding vertex operator $D^\lambda_{\text{Lie}}(V) := Q^\lambda(V)_{(0)}$ preserves the subspace $\Gamma\left(V, \lim \Omega^c_{\text{ch}}(A; \mathcal{U})_\lambda\right) = \Gamma\left(x^\lambda(V), \Omega^c_{\text{ch}}(\mathbb{R}^m; r)\right)$ and moreover coincides with the differential $d_{\text{Lie}}$ on the weight 0 space identified with $\Gamma(V, \wedge E^*)$.

**Lemma 5.20.**

$$(D^\lambda_{\text{Lie}}(V))^2 = 0.$$  

**Proof.** It suffices to check $(D^\lambda_{\text{Lie}}(V))^2 = 0$ on the weight 0 subspace by Lemma 2.6. This follows from the fact that the differential $D^\lambda_{\text{Lie}}(V)$ on the weight 0 subspace is nothing but the differential $d_{\text{Lie}}$ for the Lie algebroid cohomology.  

We can see that the linear maps $D^\lambda_{\text{Lie}}(V)$ with open subsets $V \subset U_\lambda$ define a linear endomorphism $D^\lambda_{\text{Lie}}$ of the presheaf $\lim \Omega^c_{\text{ch}}(A; \mathcal{U})_\lambda$ by the definition of the restriction maps. Thus we have a differential $D^\lambda_{\text{Lie}}$ on $\lim \Omega^c_{\text{ch}}(A; \mathcal{U})_\lambda$.

**Lemma 5.21.** The following holds:

$$D^\lambda_{\text{Lie}}|_{U_\lambda \cap U_\mu} \circ \vartheta'_{\lambda \mu} = \vartheta'_{\lambda \mu} \circ D^\mu_{\text{Lie}}|_{U_\mu \cap U_\lambda},$$

for any $\lambda, \mu \in \Lambda$.

**Proof.** By Lemma 2.7 with $f = \vartheta'_{\lambda \mu}$ and $N = 0$, it suffices to check the relation on the weight 0 subspace. This follows from the fact that $\vartheta'_{\lambda \mu}$ and $D^\lambda_{\text{Lie}}$ coincide with the gluing map of the sheaf of sections $\wedge A^*$ and the differential for the Lie algebroid cohomology, respectively.

The morphism $D^\lambda_{\text{Lie}}$ consists of homogeneous maps. By Remark 4.21, the operator $D^\lambda_{\text{Lie}}$ induces a strict morphism of ind-objects of sheaves $D^\lambda_{\text{Lie}} : \Omega^c_{\text{ch}}(A; \mathcal{U})_\lambda \to \Omega^c_{\text{ch}}(A; \mathcal{U})_\lambda$.

**Lemma 5.22.** The following holds:

$$D^\lambda_{\text{Lie}}|_{U_\lambda \cap U_\mu} \circ \vartheta'_{\lambda \mu} = \vartheta'_{\lambda \mu} \circ D^\mu_{\text{Lie}}|_{U_\mu \cap U_\lambda},$$

for any $\lambda, \mu \in \Lambda$.

**Proof.** This relation follows from 5.21.

By Lemma 5.22, we can glue the strict morphisms $(D^\lambda_{\text{Lie}})_{\lambda \in \Lambda}$ into a morphism $D_{\text{Lie}}$ on $\Omega^c_{\text{ch}}(A)$. Note that by Remark 4.18, the morphism $D_{\text{Lie}}$ is independent of the choice of framed coverings.

**Lemma 5.23.** The morphism $D_{\text{Lie}}$ is a differential on $\Omega^c_{\text{ch}}(A)$.  

46
Proof. By Remark 4.18 it suffices to check the relations (4.14), (4.15), (4.16) and (4.17) locally. This follows from the fact that $D^{\lambda}_{\text{Lie}}$ is a differential. ■

Let $\Gamma(M, \lim_{\to} \Omega_{\text{ch}}^c(A))$ be the space of all global sections of the presheaf $\lim_{\to} \Omega_{\text{ch}}^c(A)$ obtained by applying the functor $\lim_{\to}$ to the degree-weight-graded VSA-inductive sheaf $\Omega_{\text{ch}}^c(A)$. By the lemma above and Remark 4.30 we have the following.

**Theorem 5.24.** The pair $\big(\Gamma(M, \lim_{\to} \Omega_{\text{ch}}^c(A)), \lim_{\to} D_{\text{Lie}}(M)\big)$ is a differential degree-weight-graded vertex superalgebra.

The theorem above leads us to the following definition.

**Definition 5.25.** Let $A$ be a Lie algebroid on a manifold $M$. Its chiral Lie algebroid cohomology, denoted by $H_{\text{ch}}(A)$, is the cohomology of the complex $\big(\Gamma(M, \lim_{\to} \Omega_{\text{ch}}^c(A)), \lim_{\to} D_{\text{Lie}}(M)\big)$.

**Remark 5.26.** From the construction, the chiral Lie algebroid cohomology $H_{\text{ch}}(A)$ is a $\mathbb{Z}_{\geq 0}$-graded vertex superalgebra and the subspace of weight 0, $H_{\text{ch}}(A)[0]$, coincides with the classical Lie algebroid cohomology.

## 6 Chiral Equivariant Lie Algebroid Cohomology

### 6.1 Definition of Chiral Equivariant Lie Algebroid Cohomology

Let $(A, a, [\cdot, \cdot])$ be a Lie algebroid on a manifold $M$. We will first equip $\big(\Gamma(M, \lim_{\to} \Omega_{\text{ch}}^c(A)), \lim_{\to} D_{\text{Lie}}(M)\big)$ with a differential $s\Gamma(M, A)[t]$-module structure, where $\Gamma(M, A)$ is the Lie algebra of global sections of $A$.

Set $m := \dim M$ and $r := \text{rank } A$. Let $U = (U_{\lambda})_{\lambda \in \Lambda}$ be a framed covering of $A$. As before we denote by $x_{\lambda}$ and $e_{\lambda}$ the chart and the frame associated with $U_{\lambda}$, respectively. Let $X \in \Gamma(M, A)$ be a global section. Fix $\lambda \in \Lambda$. We can write $X$ on $U_{\lambda}$ as $X|_{U_{\lambda}} = \sum_{j=1}^{r} f^{\lambda,j} e_{\lambda}^j$, where $f^{\lambda,j}$ is a function on $U_{\lambda}$. We set

\[ \iota_{X}(V) := \sum_{j=1}^{r} f^{\lambda,j} e_{\lambda}^j \in \Gamma\left(\mathcal{X}_{\lambda}(V), \Omega_{\text{ch}}^{bc}(\mathbb{R}^{m[r]})\right) = \Gamma(V, \lim_{\to} \Omega_{\text{ch}}^{bc}(A; U_{\lambda})) , \]

for an open subset $V \subset U_{\lambda}$. For each $n \in \mathbb{Z}$, the corresponding vertex operators $\iota_{X}(V)_{(n)}$ with open subsets $V \subset U_{\lambda}$ form a morphism $\iota_{X, (n)}^{\lambda}$ on the presheaf $\lim_{\to} \Omega_{\text{ch}}^{bc}(A; U_{\lambda})$. Note that for $n \geq 0$, the morphism $\iota_{X, (n)}^{\lambda}$ preserves the sub-presheaf $\lim_{\to} \Omega_{\text{ch}}^{bc}(A; U_{\lambda})$. Let $n \leq 0$. Since the morphism $\iota_{X, (n)}^{\lambda}$ is homogeneous of weight $-n$, it induces a strict morphism of ind-objects $\iota_{X, (n)}^{\lambda} : \Omega_{\text{ch}}^{bc}(A; U_{\lambda}) \to \Omega_{\text{ch}}^{bc}(A; U_{\lambda})_{\lambda}$ by Remark 4.21.
Lemma 6.1. Let \( n \in \mathbb{Z}_{\geq 0} \). Then
\[
\iota_{X,(n)}^\lambda|_{U_{\lambda} \cap \mu} \circ \vartheta_{\lambda \mu} = \vartheta_{\lambda \mu} \circ \iota_{X,(n)}^\mu|_{U_{\mu} \cap U_{\lambda}},
\]
hold for all \( \lambda, \mu \in \Lambda \).

Proof. It suffices to show \( \iota_{X,(n)}^\lambda|_{U_{\lambda} \cap \mu} \circ \vartheta_{\lambda \mu} = \vartheta_{\lambda \mu} \circ \iota_{X,(n)}^\mu|_{U_{\mu} \cap U_{\lambda}} \) for each \( \lambda, \mu \in \Lambda \).

By Lemma 2.7, it suffices to check the relation on the weight 0 subspace. This follows from the fact that the operator \( \iota_{X,(0)}^\lambda \) coincides with the inner product for \( X \) on the weight 0 subspace and the fact that the operator \( \iota_{X,(n)}^\lambda \) has weight \( n \).

Thus for \( n \geq 0 \), we have a morphism of ind-objects \( \iota_{X,(n)} : \Omega_{\text{ch}}^X(A) \to \Omega_{\text{ch}}^X(A) \) by gluing the strict morphisms \( (\iota_{X,(n)}^\lambda)_{\lambda \in \Lambda} \), which is independent of the choice of framed covering as in the case of \( D_{\text{Lie}} \). We set
\[
L_{X,(n)} := [D_{\text{Lie}}, \iota_{X,(n)}],
\]
for \( n \geq 0 \).

Lemma 6.2. Let \( X, Y \) be global sections of \( A \) and \( n, k \) non-negative integers. Then the following relations hold:

(i) \( [L_{X,(n)}, \iota_{Y,(k)}] = \iota_{[X,Y],(n+k)} \),

(ii) \( [L_{X,(n)}, L_{Y,(k)}] = L_{[X,Y],(n+k)} \),

(iii) \( [D_{\text{Lie}}, L_{X,(n)} + \iota_{Y,(k)}] = L_{Y,(k)} \).

Proof. By Remark 4.18, it suffices to check the relations locally. Since the operators \( D_{\text{Lie}}^\lambda = D_{\text{Lie}}|_{U_{\lambda}} \) and \( L_{X,(n)} := L_{X,(n)}|_{U_{\lambda}} \) come from morphisms of presheaves, it suffices to check the corresponding morphisms \( \lim D_{\text{Lie}}^\lambda \) and \( \lim L_{X,(n)} \) satisfy the same relations. This is done by direct computations of OPEs.

Theorem 6.3. Let \( g \) be a Lie algebra. Suppose given a morphism of Lie algebras \( x^\lambda : g \to \Gamma(M, A) \), \( \xi \mapsto x^\Lambda_\xi \). Then the assignment
\[
\mathfrak{g}[t] \ni (\xi, \eta) \mapsto \iota_{x^\Lambda_\xi,(n)}(M) + \iota_{x^\Lambda_\eta,(n)}(M) \in \End(\Gamma(M, \lim \Omega_{\text{ch}}^X(A))),
\]
defines a differential \( \mathfrak{g}[t] \)-module structure on the complex \( \Gamma(M, \lim \Omega_{\text{ch}}^X(A)) \).

Proof. By the above lemma, it suffices to check that the operator \( \lim \iota_{X,(n)}(M) \) has degree \( -1 \) and weight \( -n \) for any \( n \in \mathbb{N} \) and \( X \in \Gamma(M, A) \). Note that the continuity of the action of \( \mathfrak{g}[t] \) follows from the fact that the weight-grading
on $\Gamma(M, \text{Lim} \Omega_{\text{ch}}^n(A))$ is bounded from the below. For that purpose, it suffices to show that $[\mathcal{L}, \iota_X(n)] = -i_X(n)$ and $[\mathcal{R}, \iota_X(n)] = -n\iota_X(n)$ for any $n \in \mathbb{N}$ and $X \in \Gamma(M, A)$, where $\mathcal{L}$ and $\mathcal{R}$ is the degree-grading operator and the Hamiltonian of $\Gamma(M, \text{Lim} \Omega_{\text{ch}}^n(A))$. These relations follow from the fact that the same relations hold locally.

This leads us to the following definitions. (See Section 2.2 for the definitions of differential $\mathfrak{g}[t]$-modules, the chiral basic cohomology and the chiral equivariant cohomology)

**Definition 6.4.** Let $G$ be a compact connected Lie group and $\mathfrak{g}$ the Lie algebra $\text{Lie}(G)^K$. Let $A$ be a Lie algebroid on a manifold $M$ with a Lie algebra morphism $\mathfrak{g} \to \Gamma(M, A)$. The **chiral basic Lie algebroid cohomology** of $A$, denoted by $H_{\text{ch, bas}}(A)$, is the chiral basic cohomology of the differential $\mathfrak{g}[t]$-module $(\Gamma(M, \text{Lim} \Omega_{\text{ch}}^n(A)), \text{Lim} D_{\text{Lie}}(M))$. The **chiral equivariant Lie algebroid cohomology** of $A$, denoted by $H_{\text{ch, G}}(A)$, is the chiral equivariant cohomology of the differential $\mathfrak{g}[t]$-module $(\Gamma(M, \text{Lim} \Omega_{\text{ch}}^n(A)), \text{Lim} D_{\text{Lie}}(M))$.

**Remark 6.5.** The chiral basic Lie algebroid cohomology $H_{\text{ch, bas}}(A)$ and the chiral equivariant Lie algebroid cohomology $H_{\text{ch, G}}(A)$ are $\mathbb{Z}_{\geq 0}$-graded vertex super-algebras. Indeed, $[\text{Lim} \mathcal{L} \iota_X(n), v(k)] = \sum_{i \geq 0} \binom{n}{i} [\text{Lim} \mathcal{L} \iota_X(i), (\mathcal{L} \iota_X)(M)v(n+k-i)]$ and $[\text{Lim} \iota_X(n), v(k)] = \sum_{i \geq 0} \binom{n}{i} [\text{Lim} \iota_X(i), (\mathcal{L} \iota_X)(M)v(n+k-i)]$ hold for any $n \geq 0$, $k \in \mathbb{Z}$, $v \in \Gamma(M, \text{Lim} \Omega_{\text{ch}}^n(A))$ and $\xi \in \mathfrak{g}$ since the same relations hold locally. Then the assertion follows from Lemma 2.8 and Lemma 2.9 together with the fact that $\Gamma(M, \text{Lim} \Omega_{\text{ch}}^n(A))$ is $\mathbb{Z}_{\geq 0}$-graded. Moreover $H_{\text{ch, bas}}(A)[0]$ and $H_{\text{ch, G}}(A)[0]$ coincide with the classical basic Lie algebroid cohomology and the classical equivariant Lie algebroid cohomology, respectively. This follows from the fact that $\Gamma(M, \text{Lim} \Omega_{\text{ch}}^n(A))$ is $\mathbb{Z}_{\geq 0}$-graded and the fact that $\text{Lim} \mathcal{L} \iota_X(n)$ and $\text{Lim} \iota_X(n)$ coincide with the classical Lie derivative and the classical interior product, respectively.

### 6.2 Transformation Lie Algebroid Cases

Let $M$ be a manifold with an infinitesimal action of a finite-dimensional Lie algebra $\mathfrak{g}$:

$$x^M : \mathfrak{g} \to \mathfrak{X}(M), \quad \xi \mapsto x^M_\xi.$$  

Let $A = M \times \mathfrak{g}$ be the corresponding transformation Lie algebroid (see Example 5.2). Let $(\xi_j)_j$ be a basis of $\mathfrak{g}$, $(\xi^*_j)_j$ the dual basis for $\mathfrak{g}^*$ and $(\Gamma^k_{ij})_{i,j,k}$ the structure constants, that is, constants satisfying $[\xi_i, \xi_j] = \sum_{k=1}^{\dim \mathfrak{g}} \Gamma^k_{ij} \xi_k$ for each $i, j = 1, \ldots, \dim \mathfrak{g}$.

Let $\mathcal{U} = (U_x)_{x \in A}$ be a framed covering of $A$ consisting of open subsets with the constant frame $(\xi_j)_j$ as the frame on them. We can use the VSA-inductive sheaf $\Omega_{\text{ch}}^n(A; \mathcal{U})$ for computations of the cohomologies $H_{\text{ch}}(A)$, $H_{\text{ch, bas}}(A)$ and $H_{\text{ch, G}}(A)$, since they do not depend on the choice of framed coverings. By
the construction of $\Omega_{\mathrm{ch}}^c(A; U)$, we see $\lim C_{\mathrm{ch}, M}^{\infty, \gamma_c} = \lim \Omega_{\mathrm{ch}}^c(A; U)$, where $C_{\mathrm{ch}, M}^{\infty, \gamma_c} := \Omega_{\mathrm{ch}}^c(M \times \{0\})$, and $\langle c \rangle$ is the subalgebra of $E(g)$ generated by $\xi^* 1$ with $\xi^* \in g^*$. Therefore by the construction, the differential for the corresponding chiral Lie algebroid cohomology $H_{\mathrm{ch}}(A)$ is nothing but the differential for the continuous Lie algebra cohomology with coefficients in the $g[t]$-module $\lim C_{\mathrm{ch}, M}^{\infty, \gamma_c}(M)$. The action of the element $\xi_j t^n \in g[t]$ on $\lim C_{\mathrm{ch}, M}^{\infty, \gamma_c}(M)$ is given by the operator

$$\sum_{k \geq 0} \sum_{i=1}^{\dim M} f^i j_{k-n} \beta^i_k,$$

on each space $\lim C_{\mathrm{ch}, M}^{\infty, \gamma_c}(U_\lambda)$ of local sections, where the vector field $x^M_j|_{U_\lambda}$ is written as $\sum_{i=1}^{\dim M} f^i j \partial/\partial x^i$ with $f^i \in C^\infty(U_\lambda)$. Thus we have

$$H_{\mathrm{ch}}(A) = H\left(g[t]; \lim C_{\mathrm{ch}, M}^{\infty, \gamma_c}(M)\right).$$

Consider the Lie algebra morphism

$$\mathfrak{g} \to \Gamma(M, A) = C^\infty(M) \otimes \mathfrak{g}, \quad \xi \mapsto 1 \otimes \xi. \quad (6.1)$$

We will compute the corresponding chiral equivariant cohomology of $A := \Gamma(M, \lim \Omega_{\mathrm{ch}}^c(A; U))$, namely, $H_{\mathrm{ch}, G}(A)$. Notice that

$$\iota^A_{\xi}(n) = b_n^\xi, \quad (6.2)$$

for all $\xi \in \mathfrak{g}$ and $n \geq 0$. Then the chiral basic cohomology $H_{\mathrm{ch}, bas}(A)$ of $A = \Gamma(M, \lim \Omega_{\mathrm{ch}}^c(A; U))$ is as follows:

$$H^i_{\mathrm{ch}, bas}(A) = \begin{cases} \lim C_{\mathrm{ch}, M}^{\infty, \gamma_c}(M) g[t], & \text{when } i = 0, \\ 0, & \text{otherwise}. \end{cases} \quad (6.3)$$

Indeed, from (6.2) we have $(\Gamma(M, \lim \Omega_{\mathrm{ch}}^c(A; U)))_{\mathrm{hor}} = \lim C_{\mathrm{ch}, M}^{\infty, \gamma_c}(M)$ and therefore

$$(\Gamma(M, \lim \Omega_{\mathrm{ch}}^c(A; U)))_{\mathrm{bas}} = \lim C_{\mathrm{ch}, M}^{\infty, \gamma_c}(M) g[t].$$

Equip $A = \Gamma(M, \lim \Omega_{\mathrm{ch}}^c(A; U)) = \lim C_{\mathrm{ch}, M}^{\infty, \gamma_c}(M) \otimes \langle c \rangle$ with the $\langle c \rangle$-module structure given by the left multiplication. We claim that this $\langle c \rangle$-module structure induces a chiral $W^*$-module structure. Proposition 3.12 will be applied. Let $d_A$ be the differential for $A$, that is, that for the Lie algebra cohomology $H\left(g[t]; \lim C_{\mathrm{ch}, M}^{\infty, \gamma_c}(M)\right)$. From the definition of $d_A$ and the commutation rela-
tions in $\mathcal{E}(g)$, we have

$$[d_A, c^{\xi^*_l}A(z)] = \left[ -\frac{1}{2} \sum_{i,j,k=1}^{\dim g} \sum_{s,t \leq 0, s+t+u=0} \Gamma_{ij}^{k} c^{\xi^*_i} c_i^l z^u, c^{\xi^*_l}A(z) \right]$$

$$= -\frac{1}{2} \sum_{i,j,k=1}^{\dim g} \sum_{s,t \leq 0, s+t+u=0} \Gamma_{ij}^{k} c^{\xi^*_i} c_i^l \langle \xi^*_i, \xi^*_j \rangle z^u$$

$$= -\frac{1}{2} \sum_{i,j=1}^{\dim g} \sum_{s,t \leq 0, s+t+u=0} \Gamma_{ij}^{l} c^{\xi^*_i} c_i^l z^u$$

$$= -\frac{1}{2} \sum_{i,j=1}^{\dim g} \Gamma_{ij}^{l} c^{\xi^*_i}A(z) c_i^l \xi^*_l A(z). \quad (6.4)$$

Therefore we have $[c^{\xi^*_l}A(z), [d_A, c^{\eta^*_l}A(w)]] = 0$ for all $\xi^*, \eta^* \in g$. By Lemma 3.12 we obtain a $\langle e, \gamma \rangle$-module structure $Y^A$ on $A$ by extending the above $(e)$-module structure. From the definition of $\gamma^{\xi^*_l}A(z)$ (see the proof of Proposition 3.12) and (6.4), we have

$$\gamma^{\xi^*_l}A(z) = [d_A, c^{\xi^*_l}A(z)] + \frac{1}{2} \sum_{i,j=1}^{\dim g} \sum_{s,t \leq 0, s+t+u=0} \Gamma_{ij}^{l} c^{\xi^*_i} c_i^l \xi^*_l A(z) = 0,$$

for all $l = 1, \ldots, \dim g$. Therefore $[\iota^{A}(z)_-, \gamma^{\xi^*_l}A(z)] = 0$ for all $\xi \in g$ and $\xi^* \in g^*$. Recall that $\iota^{A}_{\xi}(n) = b^2\xi$ for all $\xi \in g$ and $n \geq 0$. From this, we have $[\iota^{A}(z)_-, c^{\xi^*_l}A(w)] = \langle \xi^*, \xi \rangle \delta(z-w)$ for all $\xi \in g$ and $\xi^* \in g^*$. Thus we can apply Proposition 3.12 and we see that the triple $(A, d_A, Y^A)$ is a chiral $W^*$-module. We have proved the following.

**Theorem 6.6.** For a transformation Lie algebroid $A = M \times g$ with the Lie algebra morphism $[6.1]$, the differential $g[t]$-module $\Gamma(M, \lim \Omega^\gamma_{ch}(A))$ has a canonical structure of a chiral $W^*$-module.

Therefore by Theorem 6.3 and (6.3), we have the following.

**Corollary 6.7.** Let $G$ be a compact connected Lie group, $g$ the Lie algebra $\text{Lie}(G)^K$ and $A = M \times g$ a transformation Lie algebroid. Assume that $G$ is commutative. Then the following holds:

$$H^i_{ch,G}(A) = \begin{cases} \text{Lim} C^\infty_{ch,M}(M)g[0], & \text{when } i = 0, \\ 0, & \text{otherwise.} \end{cases} \quad (6.5)$$

We consider a special case. Let $(G, \Pi)$ be a compact connected Poisson-Lie group with the Lie algebra $g$ and $(G^*, \Pi^*)$ the dual Poisson-Lie group of $G$. Recall the Lie algebra morphism

$$g \to \Gamma(G^*, T^*G^*), \quad \xi \mapsto \xi^l,$$
where we denote by $\xi^l$ the left invariant 1-form on $G^*$ whose value at $e$ is $\xi \in \mathfrak{g}$. Consider the corresponding chiral equivariant cohomology. By [30, Proposition 5.25], we have an isomorphism of Lie algebroids

$$T^*G^* \cong G^* \times \mathfrak{g},$$

using the left invariant one-forms on $G^*$. Here we equip the trivial bundle $G^* \times \mathfrak{g}$ with the transformation Lie algebroid structure defined by the infinitesimal left dressing action. The following is a chiral analogue of [13, Corollary 4.20].

**Proposition 6.8.** In the above setting, assume that $(G, \Pi)$ is commutative. Then the following holds:

$$H^i_{\text{ch}, G}(T^*G^*) = \begin{cases} 
\lim\limits_{\longrightarrow} C^\infty_{\text{ch}, G^*}(G^*), & \text{when } i = 0, \\
0, & \text{otherwise.} \end{cases} \quad (6.6)$$

**Proof.** The infinitesimal left dressing action is trivial since $T$ is commutative. Therefore our assertion follows from Corollary 6.7. 
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