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Abstract

In recent years laser scanning platforms have been proven to be a helpful tool for plants traits analysing in agricultural applications. Three-dimensional high throughput plant scanning platforms provide an opportunity to measure phenotypic traits which can be highly useful to plant breeders. But the measurement of phenotypic traits is still carried out with labor-intensive manual observations. Thanks to the computer vision techniques, these observations can be supported with effective and efficient plant phenotyping solutions. However, since the leaves and branches of some plant types overlap with other plants nearby after a certain period of time, it becomes challenging to obtain the phenotypical properties of a single plant. In this study, it is aimed to separate bean plants from each other by using common clustering algorithms and make them suitable for trait extractions. K-means, Hierarchical and Gaussian mixtures clustering algorithms were applied to segment overlapping beans. The experimental results show that K-means clustering is more robust and faster than the others.
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Introduction

Today, in parallel with the continuous growth of the global population (Kitzes et al., 2008), a continuous increase in food production must be achieved. In order to achieve this increase in food production, agricultural ecosystems need to be better understood by monitoring and analysing continuously. This process requires the analysis of huge agricultural data and the use of new information technologies (Kamilaris et al., 2016). This observation and analysis process can be examined under two headings; large-scale observation and small-scale observation. Large-scale observation is performed by remote sensing vehicles such as satellites and drones which provide wide-view snapshots of the agricultural environments (Domínguez et al., 2015; Kumhálová et al., 2014; Kumhálová et al., 2013; Pantazi et al., 2016). When this system is applied to agriculture, it provides many advantages in collecting information on soil properties and cultivation areas. On the other hand, with small-scale observations, more detailed and sensitive information, such as disease detection, plant count and quality control are collected (Khan et al., 2018; Ramos et al., 2017; Suh et al., 2018; Zhang et al., 2018).

Collecting and reporting the data of plants in the growth phase is important factor to ensure agricultural sustainability and increase productivity (Rašienė et al., 2019; Muhammad et al., 2019). This process can help to analyse the relationship between plants and environmental factors so as to provide effective agricultural guidance (Bannayan and Sanjani, 2011; Jannoura et al., 2015; Gebbers and Adamchuk, 2010). In addition, having information about crop counts and growth stage allows farmers to perform field operations such as irrigation and thinning accurately and on time (Cook and Veseth, 1991). However, the collection of growth phase information is currently done through labour-intensive manual observations. This is a time-consuming process since it has to be carried out and reported every day or several times a day. Moreover, the labour-intensive approach is not objective, because observers can understand the same criterion differently, which can lead to errors.
Computer vision-based methods can be effectively used to monitor the growth of crops, as they do not contain the limitations of the labour-intensive process. These methods make a great contribution to the development of precision agriculture by making it easier to observe and measure the effects of different environmental factors on crops. There are many applications of computer vision technology in agricultural automation systems, such as monitoring of crop status (Sakamoto et al., 2012; Vega et al., 2015), weeds identification (Guerrero et al., 2012) yield estimation (Payne et al., 2013), disease detection (Yuehua et al., 2007; Pourreza et al., 2015), and quality control. Kamilaris and Prenafeta-Boldú (2018) review the studies used Machine Learning Algorithm (MLA) in agricultural and food production challenges emphasizing that those algorithms provide high accuracy and outperforms commonly used image processing techniques.

However, one of the frequently encountered problem in this process is that the plants are getting closer each other as they grow (Figure 1). If the plants come into contact with each other or overlap, this makes the problem even bigger. This problem makes it difficult to extract features belongs single plant such as height and digital biomass. In this study, it is aimed to separate bean plants in the certain region by applying clustering algorithms used in the literature. According to the results of the application, the advantages and disadvantages of the algorithms are discussed. Then, the most suited algorithm is employed and the dataset having separate plants has been prepared.

Materials and methods

The bean dataset used in this study was provided by International Crops Research Institute for the Semi-Arid Tropics (ICRISAT) in India. A large platform called “LeasyScan” has been developed at ICRISAT ([http://phenospex.com/blog/](http://phenospex.com/blog/)) for the plant monitoring. LeasyScan is a laser based continuous plant monitoring system generates 3D point clouds data in every 2 hours on each of the 4800 sectors. Each data file has a time stamp that allows plants to be monitored and analysed depending on the time and environmental conditions. A part of a sample data file created during the scanning process of beans is given in Figure 2.

Pre-processing step is applied to the raw data to segment tray and soil data from the beans. This pre-processing is performed depending on the mathematical calculations achieved by using width, height and depth information of the trays. Later on, beans data that exist in each tray are saved as a separate data file. The final version
of the sample data file obtained after the pre-processing step is given in Figure 3.
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Figure 3: Sample data file after pre-processing process.

As seen in Figure 3, each data file consists of more than one bean. In order to observe the development of plants that grow close to each other and to calculate the phenotypic properties separately, firstly, the plants must be separated from each other. Although there are some algorithms developed in the literature to separate large plants, such as trees, an efficient algorithm has not been developed yet to separate small plants (Itakura and Hosoi, 2018; Zhang et al., 2019).

In an exemplary segmentation algorithm used to separate trees, the first step is to cut the tree data at a certain height from the ground to create a dataset containing only tree trunks. Then, the points where these trunks are located are detected and accepted as the cluster centre for each tree. In the last step, the upper parts of the tree are clustered according to their closeness to the trunks/cluster centres. Since, there is no woody stem that can be detected and used as cluster centre, alternative approaches are required for the small plants.

In order to overcome this problem and separate the beans from each other, four widely used clustering algorithms have been utilized in this study. These algorithms are K-means, Gaussian mixtures and two different versions of Hierarchical clustering algorithms, respectively. All these algorithms require the number of clusters to be specified. Figure 4. illustrates the characteristics of clustering algorithms on 2D datasets (https://scikit-learn.org/stable/auto_examples/cluster/plot_cluster_comparison.html).

The K-means algorithm clusters data by separating data into k clusters, in which each datum belongs to the cluster with the nearest mean (cluster center). The aim of the algorithm is to minimize the sum-of-squares within cluster (Sabo, 2014). Since it is suitable for large amounts of data, it has been used in a wide variety of application areas in many different fields. Hierarchical clustering algorithms organize data into a hierarchical structure in proportion with the similarity matrix. These algorithms build nested clusters by merging or splitting them successively (Rokach and Maimon, 2005). There are 4 common metrics used for the merge strategy: ward, maximum(complete), average and single linkage (Ward, 1963; Defays, 1977; Sibson, 1973). In this study, ward and average linkages are utilized. While ward minimizes the sum of squared differences within all clusters, average minimizes the maximum distance between observations of pairs of clusters. Gaussian mixture model is a probabilistic model for representing the presence of subpopulations within an overall population (Yu et al., 2011). It assumes that all the data points are generated from a mixture of a finite number of Gaussian distributions.
Ground truth data

To generate the ground truth dataset, one sample scan file was randomly selected from the dataset. Each scan file consists of 12 trays. According to the pre-processing steps, trays were separated from each other, the soil data were cleaned, and the beans data belong to each tray were saved as a separate data file. Then, all the beans in each data file were separated manually and saved. Colorized example of a manually created ground truth bean data file is given in Figure 5.

![Colorized example of a manually created ground truth bean data file.](source: own data processing)

Figure 5: Colorized example of a manually created ground truth bean data.

Results and discussion

In order to investigate the performance of the clustering algorithms on bean data segmentation process, 12 ground truth data files were employed. All the algorithms were coded in Python environment using scikit-learn library. Before starting the test, cluster counts were set depending on the beans counts in each tray.

After the clustering operations were performed, results files were colorized and saved similar to the ground truth data given in Figure 5. This visualization made it easy to evaluate the performance of the algorithms and to see their shortcomings. Additionally, the success rates of the algorithms were calculated by comparing the result images produced by the algorithms with the ground-truth images. During this process, the ratio of pixels correctly clustered by the algorithms to the total number of pixels was calculated as in Eq. 1. White pixels forming the background in the image were not included in the calculation process, the obtained results were used to quantitatively assess the accuracy of the clustering algorithms in segmenting bean plants. The formula for the calculation of success rate (SR) is as follows:

\[
SR = \frac{M_{\text{pixel}}}{T_{\text{pixel}}} \tag{1}
\]

Where; \(M_{\text{pixel}}\) and \(T_{\text{pixel}}\) are the number of matching (correctly clustered) pixels and number of total pixels (except white pixels), respectively. According to this function, SR values of the k-means, Gaussian mixtures and two different versions of Hierarchical clustering algorithms are given in Table 1, respectively.

In Table 1, while the results of all the clustering algorithms on all the data are given separately, the average results are also given at the last row.

| Tray | K-means | Gaussian | Hier.-Avg. | Hier.-Ward |
|------|---------|----------|------------|------------|
| 1    | 77.54   | 77.87    | 88.37      | 78.38      |
| 2    | 93.79   | 94.98    | 88.39      | 86.01      |
| 3    | 96.54   | 80.26    | 80.92      | 80.92      |
| 4    | 94.91   | 94.88    | 99.87      | 99.87      |
| 5    | 89.51   | 74.44    | 88.31      | 84.8       |
| 6    | 84.45   | 74.55    | 54.91      | 59.54      |
| 7    | 89.18   | 88.97    | 85.81      | 99.88      |
| 8    | 93.78   | 97.01    | 99.98      | 99.98      |
| 9    | 98.26   | 94.22    | 99.76      | 99.76      |
| 10   | 83.36   | 80.91    | 93.19      | 85.12      |
| 11   | 95.67   | 81.38    | 93.96      | 94.05      |
| 12   | 97.09   | 82.05    | 87.54      | 98.85      |
| Average | 90.13 | 85.81    | 87.95      | 87.43      |

Source: own data processing

Table 1: SR results of clustering algorithms.
The results reveal that, all the clustering algorithm produces the acceptable results for the segmentation process. When the results are examined in detail, it is seen that the maximum SR differences among the algorithms occurs in the 6th row/data. In order to analyse the performance of the algorithms in more detail, the colorized results of the algorithms on the first 6 data are given below.

When the first test data was examined, it is clearly seen that although hierarchical-avg clustering algorithms produces the best SR, this algorithm presents the worst performance in the visualized result. This is because this algorithm is very sensitive to noisy data. The same can be seen in the 6th result. Since this datafile has a small group of noisy data, the hierarchical-avg algorithm considers this noisy data as a separate cluster and tries to produce 3 clusters from the remaining data. The results of Gaussian algorithm illustrate that this algorithm is not robust when the plants are very close to each other and the leaves are overlapped. This weakness can be obviously seen.

| Ground-truth | K-means | Gaussian | Hierarchical-Avg | Hierarchical-Ward |
|--------------|---------|----------|------------------|-------------------|
| ![Ground-truth](image1.png) | ![K-means](image2.png) | ![Gaussian](image3.png) | ![Hierarchical-Avg](image4.png) | ![Hierarchical-Ward](image5.png) |
| ![Ground-truth](image1.png) | ![K-means](image2.png) | ![Gaussian](image3.png) | ![Hierarchical-Avg](image4.png) | ![Hierarchical-Ward](image5.png) |
| ![Ground-truth](image1.png) | ![K-means](image2.png) | ![Gaussian](image3.png) | ![Hierarchical-Avg](image4.png) | ![Hierarchical-Ward](image5.png) |
| ![Ground-truth](image1.png) | ![K-means](image2.png) | ![Gaussian](image3.png) | ![Hierarchical-Avg](image4.png) | ![Hierarchical-Ward](image5.png) |
| ![Ground-truth](image1.png) | ![K-means](image2.png) | ![Gaussian](image3.png) | ![Hierarchical-Avg](image4.png) | ![Hierarchical-Ward](image5.png) |
| ![Ground-truth](image1.png) | ![K-means](image2.png) | ![Gaussian](image3.png) | ![Hierarchical-Avg](image4.png) | ![Hierarchical-Ward](image5.png) |
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Figure 6: 2D visualization of ground truth data and results of k-means, gaussian mixture, hierarchical-avg and hierarchical-ward clustering algorithms, respectively.
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in the 5th and 6th images given in the Figure 6. Therefore, just like the Hierarchical-avg. clustering algorithm, it can be misleading to evaluate the performance of the Gaussian algorithm just by looking at the quantitative results. By taking these considerations into account, we can conclude that performance of the Hierarchical-avg and Gaussian clustering algorithms are not good enough to separate the bean crops.

In accordance with the results comparison it can be said that the k-means clustering algorithm produces more consistent and reliable results than other algorithms. Although not as good as k-means, we can say that the Hierarchical-ward algorithm can be an alternative to k-means by looking at its general performance. Moreover, if algorithms are examined in terms of running time, as it seen in the Figure 4., k-means algorithm executes much faster than hierarchical algorithms. Therefore, the k-means algorithm provides advantages in separating bean plants in terms of both SR and running time.

Conclusion
The purpose of this study was to investigate the performance of clustering algorithms in bean-plant separation and to find the most suitable one. Before the clustering process, required pre-processing steps for tray segmentation and the soil cleaning were developed and employed. After the clustering process, the results were evaluated according to success rates and visualized clustering results. All algorithms performed the separation process with a success rate of over 85%. Despite this, it can be seen that the k-means algorithm is more advantageous in terms of both running-time and robustness against noise data. As a result, a reliable 3D bean-plant segmentation algorithm was obtained. This process will provide opportunities to extract the phenotypic traits belongs single plant such as height and digital biomass in the future works.
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