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Abstract—Graph-based multi-view clustering has become an active topic due to the difficulty in characterizing both the complex structure and relationship between multimedia data. However, existing methods have the following shortcomings: (1) They are inefficient or even fail for graph learning in large scale due to the graph construction and eigen-decomposition. (2) They cannot well exploit both the complementary information and spatial structure embedded in graphs of different views. To well exploit complementary information and tackle the scalability issue plaguing graph-based multi-view clustering, we propose an efficient multi-view graph learning model via a small number of anchor points and tensor Schatten $p$-norm minimization. Specifically, we construct a hidden and tractable large graph by anchor graph for each view and well exploit complementary information embedded in anchor graphs of different views by tensor Schatten $p$-norm regularizer. Finally, we develop an efficient algorithm, which scales linearly with the data size, to solve our proposed model. Extensive experimental results on several datasets indicate that our proposed method outperforms some state-of-the-art multi-view clustering algorithms.

Index Terms—Multi-view learning, clustering, graph learning.

I. INTRODUCTION

With rapid development of the Internet, we can collect massive unlabeled multimedia data such as images, videos, audio, and documents, these data are usually represented by different features, which are called multi-view data. Multi-view clustering partitions a group of unlabeled multimedia data into different groups according to the relationships between data such that the data in the same group have high similarity to each other, while data in different groups are diverse. Due to the fact that graph is an important data structure which intuitively represents the relationship between data, graph based multi-view clustering has achieved impressive performance and become an active topic in computer vision and artificial intelligence. One of the most representative graph-based clustering methods is co-regularized multi-view spectral clustering (Co-reg) [1]. It performances spectral clustering on each view to get the corresponding indicator matrix, and then gets the common indicator matrix by minimizing divergence between indicator matrices of different views, finally discrete labels are obtained by performing $K$-means on the common indicator matrix.

The performance of Co-reg degrades remarkably when the quality of the predefined graph is poor. In real applications, it is very difficult to manually construct a reasonable graph for each view. Thus, the key problem of graph-based clustering is how to adaptively learn a good graph. In order to work on solving this problem, many effective methods have been proposed to adaptively learn graphs for multi-view clustering [2]–[6], one of the most representative methods is MLAN [3]. It sorts manifold learning to adaptively learn the common shared graph for all views and presents multi-view learning with adaptive neighbors (MLAN).

Although the learned graph by MLAN well explores the local intrinsic structure of data, the main important problem plaguing MLAN and other graph-based methods is that, they are inefficient or even fail in large scale due to the computational intensiveness of full-size graph construction and eigen-decomposition of Laplacian matrix. The computational complexity of MLAN is $O(N^2K)$ for graph construction and $O(N^3)$ for eigen-decomposition of Laplacian matrix, respectively, where $N$ and $K$ denote the number of data points and clusters, respectively. The computational issue becomes critical when $N$ is large in the era of big data. Furthermore, the graph learned by MLAN cannot well exploit the relationship among data. It assumes that the same sample in different views has the same neighbors, which cannot be satisfied due to the fact that each view contains some content of the objects that cannot be included in other views. Thus, the neighbors of data from different views should be different. Unfortunately, MLAN neglect this fact. Finally, it can not well exploit the complementary information embedded in similarity graphs of different views. MLAN assumes that similarity graphs of different views, which characterize the similarity between data of the corresponding view, have the same value, it indicates that all the views have the same relationships between data. This requirement is unrealistic and very strict in practical applications due to the fact that each view usually has different effect for clustering.

Drawing inspiration from anchor graph [2], [7], [8] and the recently proposed tensor nuclear norm [9], [10], which helps exploit the complementary information of different views, we present a multiple graph learning for scale multi-view clustering. To be specific, for each view, our model employs $N \times M$ anchor graph, which characterizes the relationship between $N$ samples and $M$ anchors, to construct a hiddenly full size $N \times N$ graph, where $M \ll N$. To well exploit the complementary information embedded in anchor graphs of different views, we minimize the divergence between anchor graphs by tensor Schatten $p$-norm regularizer. Finally, an efficient algorithm
is presented to solve our model. The main contributions are summarized as follows:

- We adaptively learn similarity graph for each view and minimize the divergence between graphs of different views by tensor Schatten $p$-norm minimization which well exploits the complementary information embedded in graphs of different views.
- The common shared graph, which is learned by our model, has the exact $K$-connected components which characterizes the cluster structure of data. Thus, our model can directly get clustering labels for data without post-processing.
- Our method employs $N \times M$ ($M \ll N$) anchor graph to hiddenly construct full size, i.e., $N \times N$ graph. Thus, the computational complexity reduces from $O(N^2K)$ to $O(NMd)$ for each view, where $d$ is the number of feature dimensional of data matrix.
- Our proposed algorithm scales linearly with the data size. Thus, it is efficient for graph learning in large scale data. Extensive experiments indicate the effectiveness of our proposed method in several databases.

II. RELATED WORK

Being the efficiency of characterizing the relationship between data, graph based clustering has becoming one of the most representative clustering techniques. One of the most representative methods is spectral clustering, which employs spectral graph theory and formulates the clustering task as an eigen-decomposition problem. The core of spectral clustering is to find an optimal partition of a graph into several subgraphs according to a criterion with some criterion, such as graph cut, normalized graph-cut. For multi-view clustering, one of the most representative spectral clustering methods is co-regularized (Co-reg) multi-view spectral clustering [11]. It gets the low-dimensional embedding for each view by eigen-decomposition and learns the common shared formulations by minimizing the divergence between low-dimensional embedding of different views.

Although Co-reg has good performance, the treat all views equally, which does not make sense in real-word applications. To improve robustness of clustering algorithm, Nie et al. [12] adaptively assigned the weighted values for different views and developed auto-weighted graph learning method (AMGL).

However, the graphs in their methods are fixed. When the input graphs are of poor quality, their clustering performance degrades remarkably. To solve this problem, the multi-view learning with adaptive neighbours (MLAN) [3] and the self-weighted multi-view clustering (SwMC) [4] are proposed. To capture the shared information among the graphs of multiple views, Xia et al. proposed the robust multi-view spectral clustering (RMSC) [13]. To well characterizes high-order information embedded in view-similar graph, Wu et al. [14] proposed essential tensor learning for multi-view spectral clustering (ETLMSC) method. Although they have achieved good results, they are all expensive time-consuming due to the computation of the $N \times N$ graph ($N$ is the data size) and fail to deal with the large-scale datasets.

To reduce the computation complexity, some fast algorithms have been developed. For example, Li et al. employed local manifold fusion to integrate heterogeneous features and proposed a large-scale multi-view spectral clustering method (MVSC) [15]. Hu et al. integrated nonnegative embedding and spectral embedding into a unified framework, and proposed multi-view spectral clustering method (SMSC) [16]. Xu et al. proposed the re-weighted multiple k-means (RDEKM) [5] for large-scale data clustering. Li et al. proposed the bipartite graph fusion based multi-view clustering method (SFMC) [2]. Although the aforementioned methods can explore large-scale multi-view data, all of them neglect the spatial structure and the complementary information embedded in multi-view data, resulting in inferior clustering results. Comparatively, our proposed method learns graph by minimizing tensor Schatten $p$-norm on the view-similarities of all views. Extensive experiments indicate the efficiency of our method.

Notations: Throughout the paper, we use bold calligraphy letters for third-order tensors, e.g., $Z \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, bold upper case letters for matrices, e.g., $Z$, bold lower case letters for vectors, e.g., $z$, and lower case letters such as $Z_{ijk}$ for the entries of $Z$. Moreover, the $i$-th frontal slice of $Z$ is $Z^{(i)}$. $Z$ is the discrete Fast Fourier Transform (FFT) of $Z$ along the third dimension, i.e., $Z = \text{fft}(Z, [1, 3])$. Thus, $Z = \text{ifft}(Z, [1, 3])$. $tr(Z)$ denotes the trace of matrix $Z$. I is an identity matrix. $Z^T$ is defined as the transpose of matrix $Z$.

III. METHODOLOGY

Given a multi-view dataset $\{X^{(1)}, X^{(2)}, \cdots, X^{(V)}\}$ with $K$ clusters, where $X^{(v)} \in \mathbb{R}^{N \times d_v}$ is the data matrix of $v$-th view, $d_v$ is the dimension of data matrix in $v$-th view, $N$ and $V$ are the number of data points and views, respectively. The objective of MLAN is

$$\min_{S} \sum_{v=1}^{V} \sum_{i=1}^{N} \sum_{j=1}^{N} \left| X^{(v)}_i - X^{(v)}_j \right|^2 S_{ij} + \alpha \| S \|_F^2$$

s.t. \quad \forall i, s_i^1 = 1, 0 \leq S_{ij} \leq 1, \text{rank}(L_S) = N - K

where, $S \in \mathbb{R}^{N \times N}$ is the similarity matrix, and $L_S = D_S - (S^T S) / 2$ is the Laplacian matrix, $D_S$ is a diagonal matrix, and $D_S(i, i) = \sum_j \frac{(S_{ij} + S_{ji})}{2}$, $\alpha$ is a trade-off parameter.

Despite the promising preliminary results for clustering, the model (1) generally suffers from high computational complexity, and fails to handle large-scale multi-view data in real-world situations. To be specific, the main time of model (1) is spent on both the full-size similarity matrix calculation and eigen-decomposition of Laplacian matrix $L_S \in \mathbb{R}^{N \times N}$, the computational complexity required for which are $O(N^2K)$ and $O(N^3)$, respectively. Moreover, the model (1) cannot well exploit the complementary information and spatial structure embedded in similarity matrices of different views. Therefore, the learned the similarity matrix in the model (1), which is shared by different views, cannot well characterize the cluster structure, resulting in inferior clustering results.

To address the aforementioned issues, we propose a multi-view graph learning model for scalable multi-view clustering. To be specific, in order to reduce the computational complexity
of the model (1), inspired by the remarkable success of the bipartite graph [2, 7, 8], we leverage an effective bipartite graph \( Z \in \mathbb{R}^{N \times M} \) to replace the full-size similarity matrix \( S \), where the newly introduced bipartite graph \( Z \) describes the relationship between \( N \) data points and \( M \) anchors. What’s more, to well characterize the cluster structure and directly obtain the clustering results without post-processing, motivated by the Lemma 1, we introduce the Laplacian rank constraint to ensure the learned graph \( Z \) has exact \( K \)-connected components. Thus, we have

\[
\min_{Z} \sum_{v=1}^{V} \sum_{i=1}^{N} \sum_{j=1}^{M} \left( \| x_{(v)}^i - a_{(v)}^j \|_2^2 Z_{ij} + \alpha \| Z \|_F^2 \right),
\]

s.t. \( \forall i, z_i^T \mathbf{1} = 1, 0 \leq Z_{ij} \leq 1, \) rank(\( \mathbf{L}_Z \)) = \( N + M - K \)

(2)

where \( \mathbf{L}_Z = I - \mathbf{D}^{-\frac{1}{2}} \mathbf{B} \mathbf{D}^{-\frac{1}{2}} \) is the normalized Laplacian matrix of \( \mathbf{B} \in \mathbb{R}^{(N+M) \times (N+M)} \), and \( \mathbf{B} = [\mathbf{Z}^T \mathbf{Z}] \), \( \mathbf{D} \) is a diagonal matrix whose diagonal elements are \( D(i, i) = \sum_{j=1}^{N+M} P_{ij}, \) \( a_{(v)} \) is the \( v \)-th anchor in the \( v \)-th view.

Lemma 1: [17] The multiplicity \( K \) of the eigenvalue zeros of \( \mathbf{L}_Z \) is equals to the number of connected components in the graph associated with \( Z \).

It is difficult to directly solve the Laplacian rank constraint, i.e., rank(\( \mathbf{L}_Z \)) = \( N + M - K \). To this end, according to Ky Fan’s theorem [18], the Laplacian rank constraint can be approximated by solving the following model:

\[
\min_{F} tr \left( \mathbf{F}^T \mathbf{L}_Z \mathbf{F} \right)
\]

where, \( \mathbf{F} = [\mathbf{f}_1; \cdots; \mathbf{f}_{N+M}] \in \mathbb{R}^{(N+M) \times K} \) is the indicator matrix.

Then, the model (2) can be rewritten as

\[
\min_{Z, F} \sum_{v=1}^{V} \sum_{i=1}^{N} \sum_{j=1}^{M} \left( \| x_{(v)}^i - a_{(v)}^j \|_2^2 Z_{ij} + \alpha \| Z \|_F^2 \right) + \beta tr(\mathbf{F}^T \mathbf{L}_Z \mathbf{F}),
\]

s.t. \( \forall i, z_i^T \mathbf{1} = 1, 0 \leq Z_{ij} \leq 1, \mathbf{F}^T \mathbf{F} = \mathbf{I} \)

(4)

where, \( \beta \) is a hidden parameter, and it can be adaptively updated as follows. We first initialize \( \beta \) with a small value, and update it according to the number of eigenvalue zero of \( \mathbf{L}_Z \) after each iteration. If this number is smaller than \( K \), \( \beta \) is multiplied by 2, or if it is greater than \( K + 1 \), \( \beta \) is divided by 2, otherwise we terminate the iterations.

For multi-view data, each view contains some content of the objects that cannot be included in other views. Thus, the graphs, which characterize of the relationship among data points and anchors in different views, should be different. However, the model (4) ignores this. To better exploit the cluster structure, we rewrite the model (4) as

\[
\min_{Z, F} \sum_{v=1}^{V} \left( \sum_{i=1}^{N} \sum_{j=1}^{M} \| x_{(v)}^i - a_{(v)}^j \|_2^2 Z_{ij} + \alpha \| Z \|_F^2 \right) + \beta tr(\mathbf{F}^T \mathbf{L}_Z \mathbf{F}),
\]

s.t. \( \forall i, (z_i^{(v)})^T \mathbf{1} = 1, 0 \leq Z_{ij} \leq 1, \mathbf{F}^T \mathbf{F} = \mathbf{I} \)

(5)

where \( Z = \frac{1}{V} \sum_{v=1}^{V} Z_{(v)} \) is the graph shared by different views.

To better exploit both the complementary information and spatial structure embedded in graphs of different views, motivated by recently proposed tensor nuclear norm [9, 10], we utilize the tensor Schatten \( p \)-norm (See Definition 1) to minimize differences between graphs.

Definition 1: Given \( Z \in \mathbb{R}^{n_1 \times n_2 \times n_3}, h = \min(n_1, n_2), \) tensor Schatten \( p \)-norm of tensor \( Z \) is defined as

\[
\| Z \|_{p} = \left( \sum_{i=1}^{n_1} \| Z_{(i)} \|_{p}^p \right)^{\frac{1}{p}} = \left( \sum_{i=1}^{h} \sum_{j=1}^{n_3} \sigma_j(\mathbf{Z}_{(i)})^p \right)^{\frac{1}{p}}
\]

where, \( 0 < p \leq 1, \sigma_j(\mathbf{Z}_{(i)}) \) denotes the \( j \)-th singular value of \( \mathbf{Z}_{(i)} \).

Finally, our objective function is

\[
\min_{Z, F} \sum_{v=1}^{V} \left( \sum_{i=1}^{N} \sum_{j=1}^{M} \| x_{(v)}^i - a_{(v)}^j \|_2^2 Z_{ij} + \alpha \| Z \|_F^2 \right) + \lambda \| Z \|_p^p + \beta tr(\mathbf{F}^T \mathbf{L}_Z \mathbf{F})
\]

s.t. \( \forall i, (z_i^{(v)})^T \mathbf{1} = 1, 0 \leq Z_{ij} \leq 1, \mathbf{F}^T \mathbf{F} = \mathbf{I} \)

(7)

where, \( \mathbf{Z}(;., v,:) = Z_{(v)} \).

A. Optimization

To solve the model (7), we adopt Augmented Lagrange Multiplier [19], and introduce an auxiliary variable \( \mathcal{J} \). Thus, the model (7) can be rewritten as

\[
\mathcal{L}(\mathbf{Z}_{(1)}, \cdots, \mathbf{Z}_{(V)}, \mathcal{J}, \mathbf{F})
\]

\[
= \sum_{v=1}^{V} \left( \sum_{i=1}^{N} \sum_{j=1}^{M} \| x_{(v)}^i - a_{(v)}^j \|_2^2 Z_{ij} + \alpha \| Z \|_F^2 \right) + \lambda \| \mathcal{J} \|_p^p
\]

\[
+ \beta tr(\mathbf{F}^T \mathbf{L}_Z \mathbf{F}) + \langle \mathcal{J}, Z - \mathcal{J} \rangle + \frac{\mu}{2} \| Z - \mathcal{J} \|_F^2
\]

s.t. \( \forall i, (z_i^{(v)})^T \mathbf{1} = 1, 0 \leq Z_{ij} \leq 1, \mathbf{F}^T \mathbf{F} = \mathbf{I} \)

(8)

where, \( \mathcal{J}(;., v,:) = \mathbf{Y}_{(v)} \) is the Lagrange multiplier, \( \mu > 0 \) is the adaptive penalty factor. Consequently, the optimization process could be separated into the following three steps:

- **Solving \( \mathbf{F} \) with fixed \( \mathbf{Z}_{(v)} \) and \( \mathcal{J} \).** In this case, the optimization problem w.r.t. \( \mathbf{F} \) in the model (8) becomes

\[
\mathbf{F}^* = \arg \min_{\mathbf{F}^T \mathbf{F} = 1} tr(\mathbf{F}^T \mathbf{L}_Z \mathbf{F})
\]

(9)

where \( \mathbf{L}_Z = I - \mathbf{D}^{-\frac{1}{2}} \mathbf{B} \mathbf{D}^{-\frac{1}{2}} \).

If we directly solve the model (9), it requires \( O((N+M)^2 K) \) computational complexity, which is squared with the data size \( N \). To this end, we provide a time-economical algorithm.

Substituting \( \mathbf{L}_Z = I - \mathbf{D}^{-\frac{1}{2}} \mathbf{Z} \mathbf{D}^{-\frac{1}{2}} \) into the model (9), and by simple algebra, we have

\[
tr(\mathbf{F}^T \mathbf{L}_Z \mathbf{F}) = tr(\mathbf{F}^T \mathbf{F}) - tr(\mathbf{F}^T \mathbf{D}^{-\frac{1}{2}} \mathbf{PD}^{-\frac{1}{2}} \mathbf{F})
\]

\[
= \text{Constant} - tr(\mathbf{F}^T \mathbf{D}^{-\frac{1}{2}} \mathbf{PD}^{-\frac{1}{2}} \mathbf{F})
\]

(10)
Denote by $F = \begin{bmatrix} P & Q \end{bmatrix} \in \mathbb{R}^{(N+M) \times K}$, $D = \begin{bmatrix} D_P & D_Q \end{bmatrix}$, where $P \in \mathbb{R}^{N \times K}$ is the first $N$ rows of $F$, and $Q \in \mathbb{R}^{M \times K}$ is the rest $M$ rows of $F$. $D_P \in \mathbb{R}^{N \times N}$ and $D_Q \in \mathbb{R}^{M \times M}$ are respectively the left-up block and right-bottom block of $D$, whose diagonal elements are $D_P(i, i) = \sum_{j=1}^{M} Z^{(v)}(i, j)$ and $D_Q(j, j) = \sum_{j=1}^{N} Z(i, j)$. Substituting them and Eq. (10) into the model (9), and by simple algebra, the optimal solution of the model (9) can be obtained by solving

$$\begin{align*}
\max_{F \in \mathbb{R}^{(N+M) \times K}} & \quad tr(P^T HQ) \\
\text{s.t.} & \quad P^T P + Q^T Q = I
\end{align*}$$

(11)

where $H = D_P^{-1} Z D_Q^{-1}$. To solve the model (11), we first introduce Theorem 1.

**Theorem 1:** Given $H \in \mathbb{R}^{N \times M}$, $P \in \mathbb{R}^{N \times K}$, $Q \in \mathbb{R}^{M \times K}$. The optimal solutions of

$$tr(P^T HQ) = \frac{1}{2} \left( \begin{array}{c} H \end{array} \right)^T P Q$$

(12)

are $P = \sqrt{2} U_1$, $Q = \frac{\sqrt{2}}{2} V_1$, where $U_1$ and $V_1$ are the leading $K$ left and right singular vectors of $H$, respectively.

**Proof 1:** According to Eq. (11), we have

$$tr(P^T HQ) = \frac{1}{2} tr(P^T HQ + tr(Q^T H^T P))$$

(13)

Then, the problem (11) is equal to

$$\max_{P, Q} \frac{1}{2} tr\left( \begin{array}{c} H \end{array} \right)^T P Q$$

(14)

The optimal solution of the problem (14) can be solved by

$$\frac{1}{2} \left( \begin{array}{c} H \end{array} \right)^T P Q$$

(15)

where $A$ is diagonal matrix whose elements are composed of eigenvalues of $H$. By simple algebra, we have

$$\left\{ \begin{array}{c} H \in \mathbb{R}^{N \times M} \\
\left( \begin{array}{c} H \end{array} \right)^T P Q = QA \end{array} \right.$$

(16)

Then,

$$\left\{ \begin{array}{c} (\sqrt{2}/2 H)^T (\sqrt{2}/2 H) Q = Q (\sqrt{2} A)^2 \\
(\sqrt{2}/2 H) (\sqrt{2}/2 H)^T P = P (\sqrt{2} A)^2 \end{array} \right.$$ (17)

According to the model (17), $P$ and $Q$ are composed of the leading $K$ left and right singular vectors of $\sqrt{2}/2 H$. Denote by $U_1$ and $V_1$ the leading $K$ left and right singular vectors of $H$, respectively. Thus, we have $Q = \sqrt{2}/2 V_1$, $P = \sqrt{2}/2 U_1$.

According to Theorem 1, the optimal $F^*$ in Eq. (11) is $F^* = \sqrt{2}/2 \left[ U_1 \right] \left[ V_1 \right]^T$, where $U_1$ and $V_1$ can be obtained by performing SVD on $H$, it takes $O(VNM + M^2N)$ time, which scales linearly with the data size. Hence, toward large-scale clustering, due to the number of anchors $M < N$, it is more efficient to directly solve Eq. (9) by tackling Eq. (11) instead.

- **Solving $J$ with fixed $Z^{(v)}$ and $F$**. In this case, $J$ can be solved by

$$J^* = \arg \min_J \| J \|_F^2 + \langle Y, Z - J \rangle + \frac{\mu}{2} \| Z - J \|_F^2$$

(18)

To solve the model (18), we introduce the Theorem 2.

**Theorem 2:** Suppose $\mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, $h = \min(n_1, n_2)$, let $\mathcal{X} = U \ast S \ast \mathcal{Y}^T$. For the following model:

$$\arg \min_J \frac{1}{\mu} \| J - \mathcal{X} \|_F^2 + \tau \| J \|_F^2$$

(19)

the optimal solution $J^*$ is

$$J^* = \Gamma_{\tau,n_3} (\mathcal{X}) = U \ast \mathcal{Y} \ast \mathcal{Y}^T$$ (20)

where, $\Gamma_{\tau,n_3} (\mathcal{X})$ is a tensor, $\Gamma_{\tau,n_3} (\mathcal{X}^{(i)})$ is the $i$-th frontal slice of $\Gamma_{\tau,n_3} (\mathcal{X})$.

Thus, according to Theorem 2, the solution of the model (18) is

$$J^* = \Gamma_{\tau,n_3} (\mathcal{X}^{(i)}) = U \ast \mathcal{Y} \ast \mathcal{Y}^T$$

(21)

- **Solving $Z^{(v)}$ with fixed $J$ and $F$**. Now, the optimization w.r.t. $Z^{(v)}$ in the model (8) is equivalent to

$$Z^{(v)} = \min_{Z^{(v)}} \sum_{v=1}^{V} \left( \sum_{i=1}^{N} \sum_{j=1}^{M} \| x_i^{(v)} - a_j^{(v)} \|_2^2 Z_{i,j}^{(v)} + \alpha \| Z^{(v)} \|_F^2 \right)$$

(22)

$$+ \beta tr(F^T L F) + \frac{\mu}{2} \sum_{v=1}^{V} \| Z^{(v)} - J^{(v)} + \frac{Y^{(v)}}{\mu} \|_F^2$$

Due to the fact that

$$tr(F^T L F) = \sum_{i=1}^{N} \sum_{j=1}^{M} \| P_i - q_i \|_2^2 Z_{i,j}^{(v)}$$

(23)

thus, the model (23) can be rewritten as

$$Z^{(v)} = \min_{Z^{(v)}} \sum_{v=1}^{V} \left( \sum_{i=1}^{N} \sum_{j=1}^{M} \| x_i^{(v)} - a_j^{(v)} \|_2^2 Z_{i,j}^{(v)} + \alpha \| Z^{(v)} \|_F^2 \right)$$

(19)

$$+ \beta \sum_{i=1}^{N} \sum_{j=1}^{M} \| P_i - q_i \|_2^2 Z_{i,j}^{(v)} + \frac{\mu}{2} \sum_{v=1}^{V} \| Z^{(v)} - J^{(v)} + \frac{Y^{(v)}}{\mu} \|_F^2$$

(24)

For convenience, denote by $g^{(v)} = \left( \sum_{i=1}^{N} \sum_{j=1}^{M} \| x_i^{(v)} - a_j^{(v)} \|_2^2 Z_{i,j}^{(v)} \right)^{1/2}$. Then

$$d_{ij}^{(v)} = \left( x_i^{(v)} - a_j^{(v)} \right)^2$$
Algorithm 1: Multiple Graph Learning for Scalable Multi-view Clustering

Input: Data matrices: \(\{X^{(v)}\}_{v=1}^{V} \in \mathbb{R}^{N \times d_v}\), the number of anchors \(M\), cluster number \(K\), \(\lambda\).
Output: Graph \(Z\) with \(K\)-connected components.

1. Initialize \(Z^{(v)}\) and \(A^{(v)}\) as reported in [2], \(\mu = 10^{-5}\), \(\mu_{\text{max}} = 10^{12}\), \(\eta = 1.1\), calculate \(\alpha\) as reported in [3];
2. while not converge do
   // for \(F\)
   3. Update \(P\) and \(Q\) by solving (11);
   // for \(J\)
   4. Update \(J\) by using (21);
   // for \(Z^{(v)}\)
   5. Update \(\{Z^{(v)}\}_{v=1}^{V}\) by solving (26);
   // for variables \(Y\) and \(\mu\)
   6. \(Y := Y + \mu (Z - J)\);
   7. \(\mu := \min(\mu, \mu_{\text{max}})\);
3. end
9. Directly achieve the \(K\) clusters based on the connectivity of the graph \(Z\);
10. return: Clustering label \(L\).

\[
d_{ij}^f = \left\| \frac{p_{j,i}}{\sqrt{D_{p(j,i)}}} - \frac{q_{i,j}}{\sqrt{D_{q(j,i)}}} \right\|^2, \quad E^{(v)} = J^{(v)} - \frac{Y^{(v)}}{\mu}. \]

The model (24) can be rewritten as
\[
Z^{(v)} = \min_{Z^{(v)}} \sum_{v=1}^{V} \left\{ \sum_{i=1}^{N} \sum_{j=1}^{M} \left( \frac{\mu}{2} + \alpha \right) (Z_{ij}^{(v)})^2 + \frac{d_{ij}^{(v)}}{\lambda} - \mu E_{ij}^{(v)} + \beta d_{ij}^f \right\} \tag{25}
\]
where \(E_{ij}^{(v)}\) is the \((i, j)\)-th element of matrix \(E^{(v)}\).

Note that the model (25) is independent between different \(i\), we can solve it individually for each data point \(i\). Denote by \(d_{ij}^{(v),*} = \frac{d_{ij}^{(v)}}{\lambda} - \mu E_{ij}^{(v)} + \beta d_{ij}^f\), the model (25) can be also written as
\[
Z_{ij}^{(v),*} = \min_{Z_{ij}^{(v)}} \left\| Z_{ij}^{(v)} - \frac{-\sigma_{ij}}{\mu + 2\alpha} \right\|^2 \tag{26}
\]

Thus, the closed-form solution is \(Z_{ij}^{(v),*} = (\frac{-\sigma_{ij}}{\mu + 2\alpha} + \gamma 1)_{+}\), where \(\gamma\) is the Lagrangian multiplier [21].

In this paper, we utilize the same way as reported in [3] to calculate adaptive parameters \(\alpha\). Finally, the optimization procedure for solving the model (8) is outlined in Algorithm 1.

B. Computational Complexity Analysis

The computational bottleneck of the proposed method only lies in constructing graphs \(Z^{(v)}\), and solving the subproblems for \(Z^{(v)}\), \(F\) and \(J\). As for constructing graphs \(Z^{(v)}\), it takes \(O(VNMD)\) time, where \(V\), \(N\), \(M\) and \(d\) are number of views, data points, anchors and feature dimensionality, respectively. As for the \(Z^{(v)}\) subproblem, it takes \(O(VNMK + VNM \log(M))\) time, where \(K\) is the number of clusters. As for the \(F\) subproblem, it takes \(O(VNM + M^2N)\) time. As for the \(J\) subproblem, it takes \(O(VNM \log(VN) + V^2MN)\) time. Considering number of iteration \(T\), and the fact \(M \ll N\), \(K\) is a small constant, the computational complexity of our proposed method is \(O(T \cdot N(M^2 + VMd))\), which scales linearly with the data size \(N\).

IV. EXPERIMENT

A. Experimental Setup

Datasets: To verify the effectiveness of our proposed method, we make all the experiments on the following four datasets.

1) MSRC-v5 [22] is an object dataset which has seven categories of tree, building, airplane, cow, face, car and bicycle and each of them contains 30 images. There are 5 views as reported in the paper [16] which respectively are 24-dimension (D) CM feature, 576-D HOG feature, 512-D GIST feature, 256-D LBP feature, 254-D CENT feature.

2) Handwritten4 [23] has 10 digits and 2000 images generated in the UCI machine learning repository. We choose 4 views in our experiment, which are 76-D FOU feature, 216-D FAC feature, 47-D ZER feature and 6-D MOR feature.

3) Mnist4 [24] is a subset of MNIST with handwritten image recognition features. It contains 4000 samples of four categories, labelled as 0 to 3. In the experiment, we choose 3 views which respectively are 30-D ISO feature, 9-D LDA feature and 30-D NPE feature.

4) Caltech101-20 [25] includes 20 categories with 2, 386 images. It is a subsets of Caltech101 datasets. We choose 48-D GABOR feature, 40-D WM feature, 254-D CENT feature, 1, 984-D HOG feature, 512-D GIST feature and 928-D LBP feature as 6 views in our experiment.

Baselines: We choose 12 comparisons, including single-view and multi-view methods, i.e., Co-reg [1], SwMC [4], MVGL [6], MVSC [15], RDEKM [5], SMSC [16], AMGL [12], MLAN [3], RMSC [26], SFMC [2], CSMSC [27] and single-view constrained Laplacian rank (s-CLR) [28].

Metrics: We use the 7 popular metrics to evaluate the clustering performance, including Accuracy (ACC), Normalized Mutual Information (NMI), Purity, Precision (PRE), Recall (REC), F-score and Adjusted Rand Index (ARI). Detailed introduction about the metrics can be found in [29]. For each dataset, we repeat experiments 20 times independently and obtain the average value as the final result.

B. Comparisons with State-of-the-art Methods

Table I and Table II present the clustering results of our proposed method and baselines on four datasets. For CLR with single-view setting, s-CLR(X^{(v)}) denotes the results of CLR by employing features of \(i\)-th view, and s-CLR-Concat denotes the results of s-CLR on the concatenated view-features. By observing Table I and Table II, we can easily find the following results:

1) The clustering performance of single-view method, i.e., s-CLR are generally inferior to the multi-view clustering
methods. In addition, the effect of s-CLR has obvious diversities in different views. The reason might be that each view contains some content of the objects that cannot be included in other views. Therefore, it is reasonable to learn a similarity matrix for each view.

2) Among the multi-view clustering methods, most of them are better than Co-reg. This is mainly because that the clustering results of Co-reg may largely depend on manually defined factors. However, in real-world situations, it is very difficult to find a suitable graph for complex data artificially.

3) Our proposed method is obviously superior to SFMC. For instance, on the MSRC-v5 dataset, our proposed method gains significant improvement around 12%, 17%, 12%, 29%, 9%, 15%, and 18% in terms of ACC, NMI, Purity, PER, REC, F-score, and ARI, respectively. This is probably because that our proposed method well exploit the complementary information and spatial structure embedded in multi-view data via tensor Schatten p-norm regularizer to minimize differences between similarity graphs, which also help to exploit the complementary information and spatial structure embedded in similarity graphs, while MLAN does not. These results also indicate that anchor graph can totally well encode cluster structure of data and afford efficient clustering.

4) Particularly, despite our proposed method is an anchor-based method, the clustering performance of our proposed method is also superior to MLAN. This is because that our method takes into account significant difference of different views. Specifically, our method learns similarity graph for each view individually, and leverages tensor Schatten p-norm regularizer to minimize differences between similarity graphs, which also help to exploit the complementary information and spatial structure embedded in similarity graphs, while MLAN does not. These results also indicate that anchor graph can totally well encode cluster structure of data and afford efficient clustering.

C. Further Evaluation

In this subsection, we further evaluate the effect of the parameter $p$, the number of anchors on the clustering performance. We also visualize the learned graph.

Effect of parameter $p$. We evaluate the effect of $p$ by comparing the clustering performance on four datasets with different $p$ value, as shown in Figure 1. In our experiments, we adjust the parameter $p$ from 0.1 to 1 with an interval of 0.1. From the comparison results in terms of ACC, NMI and Purity, the value of $p$ truly influence the clustering performance. To be specific, on Caltech101-20 and Mnist4 datasets, our method achieves the best performance when $p=0.4$ and $p=0.3$. On MSRC-v5 and Handwritten4 datasets, our method achieves the best performance when $p=0.1$. This is probably because that $p$ exploits the significant difference between singular values.
TABLE II
THE CLUSTERING PERFORMANCES ON MNIST4 AND CALTECH101-20 DATASETS. BEST RESULTS ARE HIGHLIGHTED WITH **BOLD** NUMBERS.

| Dataset     | Metric | MNIST4                        | Caltech101-20                   |
|-------------|--------|-------------------------------|---------------------------------|
|             |        | ACC   | NMI   | Purity | PER   | REC   | F-score | ARI   | ACC   | NMI   | Purity | PER   | REC   | F-score | ARI   |
| s-CLR (X(1))|        | 0.660 | 0.679 | 0.742 | 0.626 | 0.798 | 0.701 | 0.585  |       | 0.595 | 0.613 | 0.721 | 0.721 | 0.555  | 0.555 |
| s-CLR (X(2))|        | 0.843 | 0.762 | 0.744 | 0.640 | 0.824 | 0.721 | 0.655  | 0.555 | 0.595 | 0.613 | 0.721 | 0.721 | 0.555  | 0.555 |
| s-CLR (X(3))|        | 0.743 | 0.661 | 0.744 | 0.642 | 0.827 | 0.723 | 0.657  | 0.555 | 0.595 | 0.613 | 0.721 | 0.721 | 0.555  | 0.555 |
| s-CLR-Concat|        | 0.897 | 0.747 | 0.897 | 0.813 | 0.822 | 0.817 | 0.756  | 0.555 | 0.595 | 0.613 | 0.721 | 0.721 | 0.555  | 0.555 |
| Co-reg      |        | 0.785 | 0.602 | 0.786 | 0.670 | 0.696 | 0.682 | 0.575  | 0.000 | 0.598 | 0.482 | 0.198 | 0.269 | 0.169  | 0.000 |
| SwMC        |        | 0.914 | 0.799 | 0.912 | 0.844 | 0.852 | 0.848 | 0.799  | 0.000 | 0.606 | 0.598 | 0.482 | 0.198 | 0.269  | 0.000 |
| MVGL        |        | 0.912 | 0.785 | 0.910 | 0.795 | 0.804 | 0.800 | 0.733  | 0.000 | 0.606 | 0.598 | 0.482 | 0.198 | 0.269  | 0.000 |
| MVSC        |        | 0.733 | 0.651 | 0.780 | 0.650 | 0.773 | 0.704 | 0.592  | 0.000 | 0.606 | 0.598 | 0.482 | 0.198 | 0.269  | 0.000 |
| RDEKM       |        | 0.885 | 0.717 | 0.885 | 0.795 | 0.804 | 0.800 | 0.733  | 0.000 | 0.606 | 0.598 | 0.482 | 0.198 | 0.269  | 0.000 |
| SMSC        |        | 0.913 | 0.789 | 0.913 | 0.843 | 0.850 | 0.846 | 0.795  | 0.000 | 0.606 | 0.598 | 0.482 | 0.198 | 0.269  | 0.000 |
| AMGL        |        | 0.910 | 0.785 | 0.910 | 0.843 | 0.850 | 0.846 | 0.795  | 0.000 | 0.606 | 0.598 | 0.482 | 0.198 | 0.269  | 0.000 |
| MLAN        |        | 0.744 | 0.659 | 0.744 | 0.643 | 0.921 | 0.757 | 0.656  | 0.000 | 0.598 | 0.482 | 0.198 | 0.269 | 0.169  | 0.000 |
| RMSC        |        | 0.705 | 0.486 | 0.705 | 0.590 | 0.606 | 0.598 | 0.462  | 0.000 | 0.598 | 0.482 | 0.198 | 0.269 | 0.169  | 0.000 |
| CSMSC       |        | 0.643 | 0.645 | 0.632 | 0.776 | 0.612 | 0.684 | 0.562  | 0.012 | 0.598 | 0.482 | 0.198 | 0.269 | 0.169  | 0.000 |
| SFMC        |        | 0.917 | 0.801 | 0.917 | 0.846 | 0.855 | 0.852 | 0.802  | 0.000 | 0.598 | 0.482 | 0.198 | 0.269 | 0.169  | 0.000 |
| Ours        |        | 0.948 | 0.860 | 0.948 | 0.901 | 0.904 | 0.903 | 0.870  | 0.000 | 0.598 | 0.482 | 0.198 | 0.269 | 0.169  | 0.000 |

Fig. 1. The clustering performances of our method with the varying value of $p$ on Handwritten4, Mnist4, MSRC-v5 and Caltech101-20 datasets.

Fig. 2. The performances of our method with varying the number of anchor points on MSRC-v5 , Handwritten4, Caltech101-20 and Mnist4 datasets.
Another reason may be that tensor Schatten $p$-norm makes the rank of the learned view-consensus graph well approximate the target rank.

**Effect of the number of anchors.** We verify the influence of anchors number on clustering performance. To this end, in the experiment, we adjust the proportion of anchor points from 0.1 to 1 with an interval of 0.2. From the Figure 2, we can see that, our proposed method achieves the best performance when the proportion of anchor points is 0.5, 0.5, 0.7, and 1.0 on Handwritten4, Mnist4, MSRC-v5, and Caltech 101-20 datasets, respectively. Moreover, the curves in Figure 2 are not monotonously increasing w.r.t. anchor proportion, which indicates that it is not necessary to use many anchors in clustering. Therefore, we set the anchor ratio to 0.5 in the experiment in Tables I and II.

**Graph Visualization.** We visualize the initial graphs and the learned graph of our method on MSRC-v5 dataset in Figure 3, where (a) - (e) are initial graphs corresponding to five views, (f) is the learned graph. It can be seen that the connected components in the initial graphs of all five views are not clear. By employing our proposed method, we can observe that the learned graph has exact 7-connected components. These visualizations once again demonstrate that our proposed method well characterizes the cluster structure.

V. CONCLUSION

In this paper, we propose a multiple graph learning model for scalable multi-view clustering. Our method learns similarity graph for each view individually, and utilize tensor Schatten $p$-norm regularizer to minimize differences between similarity graphs, which help to exploit the complementary information and spatial structure embedded in similarity graphs of different views. Meanwhile, we construct a hidden and tractable large graph by anchor graph for each view to replace the full-size graph, thus our method is time-economical. By introducing the connectivity constraint, our method learns a graph with $K$-connected components, and can directly obtain the clustering without post-processing. Extensive experimental results indicate that our method is superior to the state-of-the-art methods.
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