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Abstract

We study a Bosonic scalar in 1+1 dimensional curved space that is coupled to a dynamical metric field. This metric, along with the affine connection, also appears in the Einstein-Hilbert action \( \sqrt{-g} g^{\mu\nu} R_{\mu\nu}(\Gamma) \) when written in first order form. After illustrating the Dirac constraint analysis in Yang-Mills theory, we apply this formulation to the Einstein-Hilbert action and the action of the Bosonic scalar field, first separately and then together. Only in the latter case does a dynamical degree of freedom emerge.
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I. INTRODUCTION

The dynamics of a Bosonic scalar field $f(x)$ on a 1+1 dimensional curved surface are clearly of interest, in view of its relationship with the Bosonic string [1]. The action for this scalar field is

$$S_f = \frac{1}{2} \int d^2x \sqrt{-g} \; g^{\mu\nu} \partial_\mu f \partial_\nu f \quad (g = \det g_{\mu\nu}).$$  \hspace{1cm} (1)

The metric $g_{\mu\nu}$ can be considered as a fixed background, or can itself be taken to be dynamical, which is the point of view that we adopt. The dynamics of the metric is generally taken to be governed by the Einstein-Hilbert action which in two dimensions is

$$S_g = \int d^2x \sqrt{-g} \; g^{\mu\nu} R_{\mu\nu},$$  \hspace{1cm} (2)

where the Ricci tensor is

$$R_{\mu\nu} = \Gamma^\lambda_{\mu\nu,\lambda} - \Gamma^\lambda_{\mu\lambda,\nu} + \Gamma^\lambda_{\sigma\lambda} \Gamma^\sigma_{\mu\nu} - \Gamma^\lambda_{\sigma\mu} \Gamma^\sigma_{\lambda\nu}. \hspace{1cm} (3)$$

If the affine connection $\Gamma^\lambda_{\mu\nu}$ is taken to be given by the Christoffel symbol,

$$\Gamma^\lambda_{\mu\nu} = \{^\lambda_{\mu\nu}\} = \frac{1}{2} g^{\lambda\sigma} \left( g_{\sigma\mu,\nu} + g_{\sigma\nu,\mu} - g_{\mu\nu,\sigma} \right) \hspace{1cm} (4)$$

then the two dimensional action of eqn. (2) has no degrees of freedom, and in the special case where the coordinates are chosen so that $g_{01} = 0$, the action reduces to a pure surface term [2]. If the affine connection is itself an independent variable so that $S_g$ in eqn. (2) is a first order action, then its equations of motion results in eqn. (4) in dimensions $d$ greater than two. (This result is due to Einstein [3] though it is often attributed to Palatini [4].) In two dimensions, the equation of motion for $\Gamma^\lambda_{\mu\nu}$ cannot be uniquely solved for $g_{\mu\nu}$; instead we find that [5-7]

$$\Gamma^\lambda_{\mu\nu} = \{^\lambda_{\mu\nu}\} + \delta^\lambda_\mu \xi_\nu + \delta^\lambda_\nu \xi_\mu - g_{\mu\nu} \xi^\lambda \hspace{1cm} (5)$$

where $\xi_\mu$ is an arbitrary vector that does not contribute to $R_{\mu\nu}$ in eqn. (3).

The action of eqn. (2) in first order form is analyzed using the canonical formalism of Dirac [8-11] in refs. [12-15]. The independent variables have been taken to be either $(g^{\mu\nu}, \Gamma^\lambda_{\mu\nu})$ or $(h^{\mu\nu}, \Gamma^\lambda_{\mu\nu})$ where

$$h^{\mu\nu} = \sqrt{-g} \; g^{\mu\nu}. \hspace{1cm} (6)$$
In both cases, the number of constraints serves to eliminate all physical degrees of freedom and the “first class” constraints lead to a set of transformations which are distinct from diffeomorphism and Weyl scale transformations, which are manifest invariances of the two dimensional Einstein-Hilbert action. These novel transformations when one uses \((h^{\mu\nu}, \Gamma^\lambda_{\mu\nu})\) as dynamical variables are

\[
\delta h^{\alpha\beta} = - \left( \epsilon^\alpha{}^\lambda h^{\beta\sigma} + \epsilon^\beta{}^\lambda h^{\alpha\sigma} \right) \lambda_{\lambda\sigma} \quad (7)
\]

\[
\delta \left[ \Gamma^\lambda_{\mu\nu} - \frac{1}{2} \left( \delta^\lambda_{\mu} \Gamma^\sigma_{\sigma\nu} + \delta^\lambda_{\nu} \Gamma^\sigma_{\sigma\mu} \right) \right] = \epsilon^{\lambda\sigma} \left( D^\sigma (\Gamma) + \Gamma^\rho_{\rho\sigma} \right) \lambda_{\mu\nu} \quad (8)
\]

where \(\epsilon^{01} = -\epsilon^{10} = 1\), \(D^\rho \lambda_{\mu\nu} = \lambda_{\mu\nu,\rho} - \Gamma^\sigma_{\rho\mu} \lambda_{\sigma\nu} - \Gamma^\sigma_{\rho\nu} \lambda_{\sigma\mu}\); and \(\lambda_{\mu\nu}\) is a symmetric tensor. These transformations are related to those considered in ref. [7]. The distinction between a gauge transformation and a diffeomorphism transformation has also been examined in ref. [16].

Quantization of the first order form of the two dimensional Einstein-Hilbert action of eqn. (2) can be done using the Faddeev-Popov procedure for eliminating the gauge degrees of freedom of eqns. (7-8). This leads to a cancellation at one loop order between the gauge field and the ghost contribution and a vanishing of all higher loop diagrams [17]. This is distinct from what happens when the metric alone is treated as a dynamical variable with the Einstein-Hilbert action being discarded as a pure surface term. In this approach, [1, 18], all radiative corrections come from the ghost fields associated with Weyl scale invariance; this is used in establishing that only in a \(D = 26\) dimensional target space does the conformal anomaly vanish in Bosonic string theory.

In this paper, we first briefly review the Dirac constraint formalism, showing how it can be applied to the Yang-Mills field and to the action \(S_g\) in eqn. (2) in first order form. We then apply it to \(S_f\) in eqn. (1) and the combined action \(S_f + S_g\). With \(S_f\) alone, the number of constraints serves to eliminate all degrees of freedom, while with \(S_f + S_g\), one degree of freedom remains. Some of the first class constraints that arise when \(S_g\) alone is considered become second class when \(S_f + S_g\) is analyzed.

II. THE CONSTRAINT FORMALISM

The action

\[
S = \int_{t_1}^{t_2} dt \ L \left( q^n (t), \ddot{q}^n (t) \right) \quad (n = 1, 2, 3, ..., N) \quad (9)
\]
is extremized by \( N \) second order Euler-Lagrange equations. Passing to the Hamiltonian formalism in which there are \( 2N \) first order equations involves defining \( N \) independent canonical momenta

\[
p_n = \frac{\partial L (q^n, \dot{q}^n)}{\partial \dot{q}^n}.
\]

(10)

If these equations cannot be solved for the velocities \( \dot{q}^n \) in terms of \( p_n \), then a set of “primary constraints” arises.

With the canonical Hamiltonian being defined by

\[
H (q^n, p_n) = p_n \dot{q}^n - L (q^n, \dot{q}^n)
\]

(11)

the time derivative of \( A (q^n, p_n) \) is defined by

\[
\frac{dA}{dt} = \{A, H\}
\]

(12)

where the Poisson bracket \( \{A, B\} \) is given by

\[
\{A, B\} = \frac{\partial A}{\partial q^n} \frac{\partial B}{\partial p_n} - \frac{\partial A}{\partial p_n} \frac{\partial B}{\partial q^n}.
\]

(13)

If the primary constraints arising from eqn. (9) are \( \phi_{a_1} \), then for consistancy we must have

\[
\frac{d\phi_{a_1}}{dt} = \{\phi_{a_1}, H\} \approx 0
\]

(14)

where the “weak equality” denoted by “\( \approx \)” means equality when the constraints themselves are satisfied. Satisfying eqn. (14) may require introduction of “secondary constraints” \( \phi_{a_2} \); these in turn may lead to “tertiary constraints” \( \phi_{a_3} \) etc. until all constraints are found. In general we have

\[
\{H, \phi_{a_i}\} = \sum_{j=1}^{i+1} U_{a_i}^{b_j} \phi_{b_j}.
\]

(15)

The constraints \( \phi_{a_i} \) are classified as being either “first class” or “second class”. A first class constraint \( \gamma_{a_i} \) has Poisson bracket with any constraint that weakly vanishes

\[
\{\gamma_{a_i}, \phi_{b_j}\} = U_{a_i}^{c_k} \phi_{c_k},
\]

(16)

while any constraint \( \chi_{a_i} \) that is not first class is, by definition, second class.

Functions \( A \) and \( B \) are first class if they have a vanishing Poisson bracket with any constraint. (By eqn. (15) \( H \) is first class.) On account of the Jacobi identity

\[
\{\{A, B\}, C\} + \{\{B, C\}, A\} + \{\{C, A\}, B\} = 0,
\]

(17)
\{A, B\} is first class if \(A\) and \(B\) are first class. As a result, in general

\[
\{\gamma_a, \gamma_b\} = C_{ab}^c \gamma_c + C_{ab}^\alpha \chi_\alpha + C_{ab}^{\alpha \beta} \chi_\alpha \chi_\beta
\]  

(18)

\[
\{\gamma_a, \chi_\alpha\} = C_{aa}^b \gamma_b + C_{aa}^{\beta} \chi_\beta .
\]  

(19)

Furthermore, we have

\[
\{H, \gamma_a\} = V_a^b \gamma_b + V_a^{\beta} \chi_\beta + V_a^{\alpha \beta} \chi_\alpha \chi_\beta
\]  

(20)

and

\[
\{H, \chi_\alpha\} = V_a^b \gamma_b + V_a^{\beta} \chi_\beta .
\]  

(21)

(The form of \(C_{ab}^\alpha\) and \(V_a^{\beta}\) is constrained by the requirements that \(\{\gamma_a, \gamma_b\}\) and \(\{H, \gamma_a\}\) are first class.)

Second class constraints can be “solved”; that is, we can use the equation \(\chi_\alpha = 0\) to eliminate dynamical variables, provided we replace the Poisson brackets of eqn. (13) by Dirac brackets \([8-11]\)

\[
\{A, B\}^* = \{A, B\} - \{A, \chi_\alpha\} \ (d^{-1})^{\alpha \beta} \{\chi_\beta, B\}
\]  

(22)

where \(d_{\alpha \beta} = \{\chi_\alpha, \chi_\beta\}\). This is because \(\{A, \chi_\alpha\}^* = 0\) (from the definition) and \(\{A, H\}^* \approx \{A, H\}\) (since \(H\) is first class by eqns. (20-21)) and consequently eqn. (12) has the same dynamical content as

\[
\frac{dA}{dt} \approx \{A, H\}^*.
\]  

(23)

We can set \(\chi_\alpha = 0\) before evaluating the Dirac bracket on the right side of eqn. (23).

An “extended action”

\[
S_E = \int_{t_1}^{t_2} dt \ (p_a \dot{q}^a - H - U^{ai} \gamma_{ai} - U^{\alpha i} \chi_{\alpha i})
\]  

(24)

involves Lagrange multipliers \(U^{ai}\) and \(U^{\alpha i}\) whose equations of motion ensure that the constraints hold. Extremizing \(S_E\) with respect to \(q^a\) and \(p_a\) leads to equations of motion that are consistent with

\[
\frac{dA}{dt} = \{A, H_E\}
\]  

(25)

where

\[
H_E = H + U^{ai} \gamma_{ai} + U^{\alpha i} \chi_{\alpha i}.
\]  

(26)
The consistency conditions $\frac{d\gamma_a}{dt} \approx 0$ and $\frac{d\chi_{\alpha i}}{dt} \approx 0$ serve to fix $U_{\alpha i}$, but do not determine $U^a_i$. Hence, there is an arbitrary parameter associated with each first class constraint. (One can avoid having to determine the $U^a_i$ by simply replacing eqn. (25) with

$$\frac{dA}{dt} \approx \{A, H_E\}^*$$

and setting $\chi_{\alpha i} = 0$ at the outset.)

This arbitrariness is generally called a “gauge invariance”; the imposition of “gauge condition” $\lambda_a = 0$, one for each first class constraint, serves to fix the functions $U_a$ by the requirement $\frac{d\lambda_a}{dt} \approx 0$, provided $\{\lambda_a, \gamma_b\}$ does not weakly vanish (i.e. $\lambda_a$ and $\gamma_b$ together form a set of second class constraints).

If $q^n$ and $p_n$ undergo a gauge transformation

$$\delta q^n = \epsilon^a(t) \frac{\partial \gamma_a}{\partial p_n} \quad \delta p_n = -\epsilon^a(t) \frac{\partial \gamma_a}{\partial q^n}$$

while

$$\delta U^a = \epsilon^a + U^c \epsilon^b C^a_{bc} + U^\alpha \epsilon^b C^a_{\beta a} - \epsilon^b V^a_b$$

$$\delta U^\alpha = U^c \epsilon^b \left(C^\alpha_{bc} + C^\alpha_{\beta c} \chi_\beta\right) - \epsilon^b \left(V^\alpha_b + V^\alpha_{\beta b} \chi_b\right) + U^\beta \epsilon^b C^\alpha_{b\beta}$$

it then follows that

$$\delta (p_n q^n - H_E) = \frac{d}{dt} \left(-\epsilon^a \gamma_a + p_n \epsilon^a \frac{\partial \gamma_a}{\partial p_n}\right).$$

Consequently, $S_E$ in eqn. (21) is unaltered by a gauge transformation provided $\epsilon^a (t_1) = \epsilon^a (t_2) = 0$.

It is convenient to rewrite eqns. (28-30) in such a way that the change in a function $F(q^n, p_n)$ is written in the form

$$\delta F = \{F, \mu^a \gamma_a\}$$

where now the gauge parameter $\mu^a$ is in general dependent on not only $t$ but also $q^n, p_n, U^a$ and $U^\alpha$. In this case

$$\delta U^a = D \mu^a + \{\mu^a, H_E\} + U^c \mu^b C^a_{bc} + U^\alpha \mu^b C^a_{\beta a} - \mu^b V^a_b$$

$$\delta U^\alpha = U^c \mu^b \left(C^\alpha_{bc} + C^\alpha_{\beta c} \chi_\beta\right) - \mu^b \left(V^\alpha_b + V^\alpha_{\beta b} \chi_b\right) + U^\beta \mu^b C^\alpha_{b\beta}$$
where
\[ \frac{D}{Dt} = \frac{\partial}{\partial t} + \left( \dot{U}^a \frac{\partial}{\partial U^a} + \ddot{U} \frac{\partial}{\partial \dot{U}^a} + \cdots \right) + \left( \dot{U}^\alpha \frac{\partial}{\partial U^\alpha} + \ddot{U} \frac{\partial}{\partial \dot{U}^\alpha} + \cdots \right) \] (35)
is a measure of the total time derivative, exclusive of dependency on time through \( q^n \) and \( p_n \). We now find that it then follows that
\[ \bar{\delta} (p_n \dot{q}^n - H_E) = \frac{d}{dt} \left[ -\mu^a \gamma_a + p_n \frac{\partial}{\partial p_n} (\mu^a \gamma_a) \right] . \] (36)

The transformation that leaves the action \( S \) of eqn. (9) invariant can be deduced by considering the invariance of
\[ S_T = \int_{t_1}^{t_2} dt \left( p_n \dot{q}^n - H - U^a \gamma_a - U^\alpha \chi_\alpha \right) \] (37)
where only primary constraints occur in the sums appearing in \( S_T \). As \( S_E \) of eqn. (24) reduces to \( S_T \) of eqn. (37) upon choosing the gauge in which all of the Lagrange multipliers \( U^a \ldots U^a \), \( U^\alpha \ldots U^\alpha \) are set equal to zero, we can determine the invariance of \( S \) of eqn. (9) by imposing these gauge conditions on eqns. (33,34) and then solving for \( \mu^a \ldots \mu^a \). This can be done iteratively, as is shown in refs. [11, 19]. The number of independent gauge functions is shown to be equal to the number of primary first class constraints in most dynamical systems, with the time derivative of these gauge functions arising if there are secondary, tertiary etc. first class constraints. This general procedure for determining the gauge invariance of a system reduces in many circumstances to the approach of ref. [20].

We can illustrate this procedure by considering the Yang-Mills action
\[ S_{YM} = -\frac{1}{4} \int d^4x \, F_{\mu\nu}^a F^{a\mu\nu} \] (38)
where \( F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a + \epsilon^{abc} A_\mu^b A_\nu^c \), \( g_{\mu\nu} = \text{diag} (+ - - -) \). This is invariant under the infinitesimal gauge transformation
\[ \delta A_\mu^a = (\partial_\mu \delta^b + \epsilon^{abc} A_\mu^b) \theta^b \equiv D_\mu^a \theta^b . \] (39)

We will now demonstrate how eqn. (39) can be derived using the Dirac constraint formalism described above.

From eqn. (38), the momentum conjugate to \( A_\mu^a \) is
\[ \pi^{a\mu} = \frac{\partial L}{\partial (\partial_0 A_\mu^a)} \] (40)
so that
\[ \pi_i^a = -F_{0i}^a \]  
\[ \pi_0^a = 0. \]  
Eqn. (42) is a primary constraint \( \gamma_1^a \). The Hamiltonian is now given by
\[
H = \frac{1}{2} (\pi_i^a \pi_i^a + B_i^a B_i^a) + A_0^a D_i^a \pi_i^b 
\]
where \( B_i^a = \frac{1}{2} \epsilon_{ijk} F_j^a F_k^a \). Since \( \{ A_\mu^a (\vec{x}, t), \pi^b \nu (\vec{y}, t) \} = \delta^a_\nu \delta^\nu_\mu \delta^3 (\vec{x} - \vec{y}) \), eqns. (42,43) imply the secondary constraint
\[
\gamma_2^a \equiv D_i^a \pi_i^b = 0 
\]
with no tertiary constraint as \( \{ \gamma_2^a, \gamma_2^b \} = \epsilon^{apb} \gamma_2^p \).

Since
\[
\{ H, \gamma_1^a \} = \gamma_2^a 
\]
\[
\{ H, \gamma_2^a \} = - \epsilon^{abc} A_0^b \gamma_2^c 
\]
we see that in the notation of eqns. (18-21) that the only nonzero contributions to \( C \) and \( V \) are
\[
C_{a2b2}^{c2} = \epsilon^{abc} \quad V_{a1}^{b2} = \delta^{ab} \quad V_{a2}^{b2} = - \epsilon^{apb} A_0^a. \]  
(48 - 50)
If \( U_{a2} = \delta U_{a2} = 0 \) in eqn. (33), then by eqns. (48-50) we find that
\[
0 = \mu_{a2} - \mu_{a1} + \epsilon^{abc} A_0^b \mu_{c2} 
\]
or, more compactly
\[
\mu_{a1} = D_0^a \mu_{b2} 
\]
provided \( \mu_{a2} \) depends solely on \( t \).

Consequently the generator \( \mu^a \gamma_a \) of eqn. (32) that leaves the action \( S \) of eqn. (38) invariant is, by eqn. (52)
\[
G = \mu_{a1} \gamma_{a1} + \mu_{a2} \gamma_{a2} 
\]
\[
= (D_0^ab \theta) \pi_0^b + \theta^a (D_i^ab \pi_i^b) 
\]
if we set \( \mu_{a2} = \theta \). From eqn. (53), it follows that
\[
\delta A_\mu^a = \{ A_\mu^a, \pi^b \nu D_\nu^b \theta^c \} 
\]
which reproduces eqn. (39).
III. THE FIRST ORDER EINSTEIN-HILBERT ACTION IN 1+1 DIMENSIONS

The action $S_g$ of eqn. (2) can be written in the first order form

$$ S_g = \int d^2x \, h^{\mu\nu} \left( G^{\lambda}_{\mu\nu,\lambda} + G^{\lambda}_{\lambda\mu} G^{\sigma}_{\sigma\nu} - G^{\lambda}_{\sigma\mu} G^{\sigma}_{\lambda\nu} \right) $$

(55)

where

$$ G^{\lambda}_{\mu\nu} = \Gamma^{\lambda}_{\mu\nu} - \frac{1}{2} \left( \delta^{\lambda}_{\mu} \Gamma^{\sigma}_{\sigma\nu} + \delta^{\lambda}_{\nu} \Gamma^{\sigma}_{\sigma\mu} \right) $$

(56)

(In D dimensions, $R_{\mu\nu} = G^{\lambda}_{\mu\nu,\lambda} + \frac{1}{D-1} \left( G^{\lambda}_{\lambda\mu} G^{\sigma}_{\sigma\nu} - G^{\lambda}_{\sigma\mu} G^{\sigma}_{\lambda\nu} \right)$. Taking $h^{\mu\nu}$ and $G^{\lambda}_{\mu\nu}$ to be $3+6 = 9$ independent dynamical variables and performing an integration by parts, eqn. (55) can be rewritten as

$$ S_g = \int d^2x \left[ \left( -G^{0}_{00} h_{,0} - 2G^{0}_{01} h_{,0}^{1} - G^{0}_{11} h_{,0}^{11} \right) + \left( -G^{1}_{00} \right) \left( h_{,1} + 2h G^{0}_{01} + 2h^{1} G^{0}_{11} \right) \right. $$

$$ \left. + \left( -2G^{1}_{01} \right) \left( h_{,1}^{1} - h G^{0}_{00} + h^{11} G^{0}_{11} \right) + \left( -G^{1}_{11} \right) \left( h_{,1}^{11} - 2h^{1} G^{0}_{00} - 2h^{11} G^{0}_{11} \right) \right] $$

(57)

where $h = h^{00}$ and $h^{1} = h^{01}$. Defining the canonical momenta to be

$$ \pi_{\mu\nu} = \frac{\partial L}{\partial h^{\mu\nu}_{,0}} \quad \Pi^{\lambda}_{\mu\nu} = \frac{\partial L}{\partial G^{\lambda}_{\mu\nu,0}} $$

(58)

we find nine primary constraints

$$ \pi = -G^{0}_{00} \quad \pi_{1} = -2G^{0}_{01} \quad \pi_{11} = -G^{0}_{11} $$

$$ \Pi^{\mu\nu}_{0} = 0 \quad \Pi^{\mu\nu}_{1} = 0 $$

(59 – 61)

(62 – 63)

The Hamiltonian becomes

$$ H = \int d^2x \left[ \xi^{1} \phi_{1} + \xi \phi + \xi_{1} \phi^{1} \right] $$

(64)

where we have defined $\xi^{1} = G^{1}_{00}$, $\xi = G^{1}_{01}$, $\xi_{1} = G^{1}_{11}$ and

$$ \phi_{1} = h_{,1} - h \pi_{1} - 2h^{1} \pi_{1} $$

(65)

$$ \phi = h_{,1}^{1} + h \pi - h^{11} \pi_{11} $$

(66)

$$ \phi^{1} = h_{,1}^{11} + 2h^{1} \pi + h^{11} \pi_{1} $$

(67)

We have used the three second class constraints of eqns. (59-61) to replace $G^{0}_{\mu\nu}$ with $\pi_{\mu\nu}$ in eqns. (65-67). The primary first class constraints of eqn. (63) lead to the secondary constraints $\phi^{1} = \phi = \phi_{1} = 0$. Since these have the Poisson brackets

$$ \{ \phi_{1}, \phi^{1} \} = 2\phi, \quad \{ \phi, \phi^{1} \} = \phi^{1}, \quad \{ \phi, \phi_{1} \} = -\phi_{1} $$

(68 – 70)
we see that eqns. (63, 68-70) are all first class constraints. Hence there are six first class and six second class constraints; these, when combined with six gauge conditions associated with the six first class constraints, serve to fix all 18 degrees of freedom in phase space.

On account of eqn. (6), \( \det h_{\mu \nu} = -(\sqrt{-g})^{d-2} \), and hence if \( d = 2 \), we should supplement \( S_g \) in eqn. (55) with a term

\[
S_\lambda = - \int d^2 x \lambda (\Delta^2 - \rho^2) \tag{71}
\]

where \( \Delta^2 = h^{12} - hh^{11} \) and \( \lambda \) is a Lagrange multiplier field. The momentum \( p_\lambda \) associated with \( \lambda \) vanishes; this primary constraint generates a secondary constraint

\[
\Xi_\rho = \Delta^2 - \rho^2. \tag{72}
\]

The constraint associated with \( \rho, p_\rho \), also vanishes but this primary constraint is second class as it has a non-vanishing Poisson bracket with \( \Xi_\rho \). (Simply taking \( \rho^2 = 1 \) in eqn. (71) complicates the analysis, as then if \( \Delta^2 = 1, \phi_1, \phi \) and \( \phi^1 \) are no longer independent since

\[
h^{11} \phi_1 + h\phi^1 - 2h^1 \phi + (\Delta^2, 1) = 0. \tag{73}
\]

We note that

\[
\{\phi_1, \Delta^2\} = \{\phi, \Delta^2\} = \{\phi^1, \Delta^2\}. \tag{74}
\]

In refs. [12-15], the techniques of ref. [20] were used to find the gauge transformations that leave \( S_g \) in eqn. (55) invariant. We now derive them using the methods of refs. [11, 19].

The momenta \( \Pi_1, \Pi \) and \( \Pi^1 \) conjugate to \( \xi^1, \xi \) and \( \xi_1 \) respectively form a set of three primary first class constraints \((\gamma_1(1), \gamma_2(1), \gamma_3(1))\). The secondary first class constraints \((\phi_1, \phi, \phi^1)\) are now labeled \((\gamma_1(2), \gamma_2(2), \gamma_3(2))\). From eqns. (64, 68-70) it follows that in eqns. (18-21) the only non-vanishing contributions to \( C \) and \( V \) are

\[
C_{1(2)2(2)}^{3(2)} = -C_{2(2)1(2)}^{3(2)} = 2 \tag{75}
\]

\[
C_{2(2)3(2)}^{3(2)} = -C_{3(2)2(2)}^{3(2)} = 1 \tag{76}
\]

\[
C_{1(2)2(2)}^{1(2)} = -C_{2(2)1(2)}^{1(2)} = 1 \tag{77}
\]

\[
V_{a(1)}^{b(2)} = \delta_a^b \tag{78}
\]

\[
V_{1(2)}^{2(2)} = -2\xi_1 \quad V_{1(2)}^{1(2)} = -\xi \tag{79-80}
\]

\[
V_{2(2)}^{3(2)} = -\xi_1 \quad V_{2(2)}^{1(2)} = \xi \tag{81-82}
\]
\[ V_{a(2)}^{2(2)} = 2 \xi^1 \quad V_{a(2)}^{3(2)} = \xi, \quad (83 - 84) \]

The conditions \( U^{a(2)} = \bar{\delta} U^{a(2)} \) reduce eqn. (83) to

\[ 0 = \dot{\mu}^{a(2)} - \mu^{a(1)} - V^{a(2)}_{\xi^{b(2)}} \quad (85) \]

upon using eqns. (75-78); from eqns. (79-84), eqn. (85) becomes

\[ \begin{align*}
\mu^{1(1)} &= \dot{\mu}^{1(2)} + \xi \mu^{1(2)} - \xi^1 \mu^{2(2)} \\
\mu^{2(1)} &= \dot{\mu}^{2(2)} + 2 \xi \mu^{1(2)} - 2 \xi^1 \mu^{3(2)} \\
\mu^{3(1)} &= \dot{\mu}^{3(2)} + \xi \mu^{2(2)} - \xi \mu^{3(2)}.
\end{align*} \quad (86, 87, 88) \]

From eqns. (86-88), the generator \( \mu^a \gamma_a \) appearing in eqn. (82) is

\[ G = (\dot{\mu}^{1(2)} + \xi \mu^{1(2)} - \xi^1 \mu^{2(2)}) \Pi_1 + (\dot{\mu}^{2(2)} + 2 \xi \mu^{1(2)} - 2 \xi^1 \mu^{3(2)}) \Pi \\
+ (\dot{\mu}^{3(2)} + \xi \mu^{2(2)} - \xi \mu^{3(2)}) \Pi^1 + \mu^{1(2)} \phi_1 + \mu^{2(2)} \phi + \mu^{3(2)} \phi^1 \quad (89) \]

This generator leads to the transformations of eqns. (75-88).

We now turn our attention to the constraint analysis of eqn. (55), but now taking \( g^{\mu \nu} \) and \( G^\lambda_{\mu \nu} \) to be independent fields. In this instance, \( h^{\mu \nu} \) is used to denote

\[ h^{\mu \nu} = \frac{g^{\mu \nu}}{(g^{12} - gg^{11})^{\frac{1}{2}}} \quad (90) \]

where \( g^{00} \equiv g, g^{01} \equiv g^1 \). The action of eqn. (55) now becomes

\[ S_g = \int \frac{d^2x}{d} \left[ (g G_{g,0} + 2g^1 G_{g,1} + g^{11} G_{g,11} + (g \xi_{g,1} + g^1 \xi_{g,1} + g^{11} \xi_{g,11})
\right. \]
\[ - \left. \xi (2g G_{1} + 2g^1 G_{11}) - \xi (g G + g^{11} G_{11}) - g^{11} (-2g^1 G - 2g^{11} G_{11}) \right], \quad (91) \]

where \( G \equiv G_{00}, G_{1} \equiv G_{01}, G_{11} \equiv G_{11}, \xi \equiv G_{10}, \xi_{1} \equiv 2G_{01}, \xi_{11} \equiv G_{11} \). The momenta associated with \( G, G_{1}, G_{11}, g, g^1, g^{11} \) and \( \xi, \xi_{1}, \xi_{11} \) are given respectively by the primary constraints

\[ \begin{align*}
\Pi &= \frac{g}{d} \quad \Pi^1 = \frac{g^1}{d} \quad \Pi^{11} = \frac{g^{11}}{d} \\
\pi &= \pi_1 = \pi_{11} = 0 \\
P &= P^1 = P^{11} = 0.
\end{align*} \quad (92-97) \]
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The primary first class constraints of eqns. (98-100) are labelled \((\gamma_1(1), \gamma_2(1), \gamma_3(1))\) respectively. From the six constraints of eqns. (92-97), we can select four second class constraints
\[
\chi_1(1) = \pi, \quad \chi_2(1) = \pi_{11}, \quad \chi_3(1) = \Pi - \frac{g}{d}, \quad \chi_4(1) = \Pi^{11} - \frac{g^{11}}{d}
\] (101 - 104)
and two first class constraints
\[
\gamma_4(1) = g\pi + g^1\pi_1 + g^{11}\pi_{11}
\] (105)
\[
\gamma_5(1) = g \left( \Pi^{11} - \frac{g^{11}}{d} \right) - g^1 \left( \Pi^1 - \frac{2g^1}{d} \right) + g^{11} \left( \Pi - \frac{g}{d} \right).
\] (106)
(This choice of first class constraints is distinct from that of ref. [13]. It is motivated by \(\gamma_4(1)\) being the generator of the Weyl scale transformation.)

The Hamiltonian corresponding to the action of eqn. (91) is now given by
\[
H = \int dx \left[ \xi (h,1 + 2hG_1 + 2h^1G_{11}) + \xi_1 \left( h^1, 1 - hG + h^{11}G_{11} \right) + \xi_{11} \left( h^{11}, 1 - 2h^1G - 2h^{11}G_1 \right) \right]
\] (107)
where \(h^{\mu\nu}\) merely denotes \(g^{\mu\nu}/d\). The primary second class constraints of eqns. (101-104) can be used to eliminate the variables \(\pi, \pi_{11}, g\) and \(g^{11}\) provided the Dirac bracket is used instead of the Poisson bracket:
\[
\{A, B\}^* = \{A, B\} - \frac{d}{g^{12}} \left[ \left( g^{12} - \frac{gg^{11}}{2} \right) \left( \{A, \Pi - \frac{g}{d}\} \{\pi, B\} + \{A, \Pi^{11} - \frac{g^{11}}{d}\} \{\pi_{11}, B\} \right) - \frac{g^{112}}{2} \left\{ A, \Pi - \frac{g}{d} \right\} \{\pi_{11}, B\} - \frac{g^2}{2} \left\{ A, \Pi^{11} - \frac{g^{11}}{d} \right\} \{\pi, B\} - \left( A \rightleftharpoons B \right) \right]
\] (108)
The second class constraints of eqns. (103,104) can now be used to eliminate \(g\) and \(g^{11}\) through the equations
\[
g = \frac{g^1\Pi}{\sqrt{1 + \Pi\Pi^{11}}}, \quad g^{11} = \frac{g^{11}\Pi^{11}}{\sqrt{1 + \Pi\Pi^{11}}}
\] (109 - 110)
The primary first class constraints of eqns. (98-100) and the Hamiltonian of eqn. (107) result in the secondary constraints
\[
\phi_1 = \Pi_{1,1} + 2\Pi G_1 + 2\sqrt{1 + \Pi\Pi^{11}}G_{11}
\] (111)
\[
\phi = (\sqrt{1 + \Pi\Pi^{11}}),_1 - 2\Pi G + \Pi^{11}G_1
\] (112)
\[
\phi^1 = \Pi^{11}_{1,1} - 2\sqrt{1 + \Pi\Pi^{11}}G - 2\Pi^{11}G_1
\] (113)
upon using eqns. (109-110). These constraints obey the algebra of eqns. (68-70), but are not independent as
\[ \phi = \frac{\Pi^{11} \phi_1 + \Pi \phi^1}{2\sqrt{1 + \Pi \Pi^{11}}} . \] (114)

Thus there are two secondary first class constraints which we take to be
\[ \gamma_{1(2)} = \phi_1 , \quad \gamma_{2(2)} = \phi^1 \] (115)
and no tertiary constraints.

In total, there are five primary and two secondary first class constraints and four primary second class constraints; these, when combined with seven gauge conditions, eliminate all 18 degrees of freedom in the model.

To find the quantities \( V \) and \( C \) appearing in eqns. (18-21) associated with the action of eqns. (55) and (91), we begin by writing the Hamiltonian of eqn. (107) in the form
\[ H = \int dx \left[ \xi \phi_1 + \xi_1 \left( \frac{\Pi^{11} \phi_1 + \Pi \phi^1}{2\sqrt{1 + \Pi \Pi^{11}}} \right) + \xi_{11} \phi^1 \right] \] (116)
from which we find that by eqns. (98-100, 108, 106, 115)
\[ \{ H, \gamma_{1(1)} \} = \gamma_{1(2)} , \quad \{ H, \gamma_{1(2)} \} = \frac{\Pi^{11} \gamma_{1(2)} + \Pi \gamma_{2(2)}}{2\sqrt{1 + \Pi \Pi^{11}}} , \quad \{ H, \gamma_{1(3)} \} = \gamma_{2(2)} . \] (117 - 119)

If we use eqns. (101, 102) to re-express \( \gamma_{4(1)} \) of eqn. (105) as
\[ \gamma_{4(1)} = g^1 \pi_1 \] (120)
it is also apparent that
\[ \{ H, \gamma_{4(1)} \} = 0 . \] (121)
Furthermore, we see that
\[ \{ H, \gamma_{5(1)} \} = 0 . \] (122)

For the secondary first class constraints we have
\[ \{ H, \gamma_{1(2)} \} = -\xi_1 \gamma_{1(2)} - 2\xi_{11} \left( \frac{\Pi^{11} \gamma_{1(2)} + \Pi \gamma_{2(2)}}{2\sqrt{1 + \Pi \Pi^{11}}} \right) \] (123)
\[ \{ H, \gamma_{2(2)} \} = 2\xi \left( \frac{\Pi^{11} \gamma_{1(2)} + \Pi \gamma_{2(2)}}{2\sqrt{1 + \Pi \Pi^{11}}} \right) + \xi_1 \gamma_{2(2)} . \] (124)

Also, the only non-vanishing Poisson brackets involving the first class constraints are
\[ \{ \gamma_{4(1)}, \gamma_{5(1)} \} = \gamma_{5(1)} \] (125)
\[ \{ \gamma_{1(2)}, \gamma_{2(2)} \} = 2 \left( \frac{\Pi^{11} \gamma_{1(2)} + \Pi \gamma_{2(2)}}{2\sqrt{1 + \Pi \Pi^{11}}} \right) \] (126)
\{ \gamma_{1(2)}, \chi_{i(1)} \} = \chi_{i(1)} \quad \{ \gamma_{4(1)}, \chi_{2(1)} \} = \chi_{2(1)} \cdot \quad (127 - 128)

From eqns. (117-119), (121-124) we can read off the quantities \( V \) appearing in eqns. (20-21), while eqns. (125-128) define the expressions \( C \) of eqns. (18,19).

IV. THE SCALAR ACTION \( S_f \)

We now examine the canonical structure of the scalar action \( S_f \) of eqn. (11) by itself. This has been considered in ref. [21]. In this analysis, we take the background metric to be a dynamical variable, rather than being fixed.

The action of eqn. (11) is first rewritten as

\[
S_f = \frac{1}{2} \int d^2x \frac{g (\partial_0 f)^2 + 2g^1 (\partial_0 f)(\partial_1 f) + g^{11} (\partial_1 f)^2}{\sqrt{g^{12} - gg^{11}}}.
\]

If \( \pi, \pi_1 \) and \( \pi_{11} \) are the momenta conjugate to \( g, g^1 \) and \( g^{11} \) respectively, we again have the primary constraints of eqns. (95-97). The momentum conjugate to \( f \) is

\[
p = \frac{\partial L}{\partial (\partial_0 f)} = \frac{g (\partial_0 f) + g^1 (\partial_1 f)}{d}
\]

so that the Hamiltonian is

\[
H = \left( \frac{d - g^1}{g} \right) \sigma^+ + \left( \frac{d + g^1}{g} \right) \sigma^-
\]

where \( \sigma^\pm = \left( \frac{\pi^\pm + d f}{2} \right)^2 \). From eqn. (131) it follows that

\[
\{ \pi_1, H \} = \frac{1}{d} \left[ \left( \frac{d - g^1}{g} \right) \sigma^+ - \left( \frac{d + g^1}{g} \right) \sigma^- \right]
\]

\[
\{ \pi_{11}, H \} = \frac{1}{2d} [\sigma^+ + \sigma^-]
\]

\[
\{ \pi, H \} = \frac{1}{2dg^2} \left[ (d - g^1)^2 \sigma^+ - (d + g^1)^2 \sigma^- \right].
\]

In ref. [21], eqns. (132-134) are taken to imply that \( \sigma^\pm = 0 \) are two secondary constraints that are both first class since

\[
\{ \sigma^\pm (x,t), \sigma^\mp (y,t) \} = 0
\]

\[
\{ \sigma^\pm (x,t), \sigma^\pm (y,t) \} = \pm [\sigma^\pm (x,t) + \sigma^\pm (y,t)] \delta'(x - y)
\]

(or,

\[
\int dxdy \{ g(x,t) \sigma^\pm (x,t), h(y,t) \sigma^\pm (y,t) \}
\]
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\[ \pm \int \left[ -\partial_x g(x, t) h(x, t) + g(x, t) \partial_x h(x, t) \right] \sigma^\pm \left( x, t \right). \]

This results in there being five first class constraints in a system containing four degrees of freedom \((g^{\mu\nu} \text{ and } f)\) in configuration space. This over constrains the system, because when one imposes a gauge condition for each first class constraint, there would then be ten constraints in an eight dimensional phase space. In any case, if \(\sigma^\pm = 0\), then both \(\partial_0 f\) and \(\partial_1 f\) would have to vanish, implying that \(f\) would be constant.

Eqns. (132-136) can be used to show that if

\[ \gamma_1 = \pi_1, \quad \gamma_2 = \frac{1}{2} g^1 \pi_1 + g^{11} \pi_{11}, \quad \gamma_3 = g \pi - g^{11} \pi_{11}, \quad \gamma_4 = H \quad (137 - 140) \]

\[ \gamma_5 = \left( \frac{d - g^1}{g} \right) \sigma^+ - \left( \frac{d + g^1}{g} \right) \sigma^- \quad (141) \]

then there is a closed algebra

\[ \{ \gamma_1, \gamma_4 \} = \frac{1}{d} \gamma_5, \quad \{ \gamma_2, \gamma_4 \} = -\frac{1}{2} \gamma_4, \quad \{ \gamma_3, \gamma_4 \} = \gamma_4 \quad (142 - 144) \]

\[ \{ \gamma_1, \gamma_5 \} = \frac{1}{d} \gamma_4, \quad \{ \gamma_2, \gamma_5 \} = -\frac{1}{2} \gamma_5, \quad \{ \gamma_3, \gamma_5 \} = \gamma_5 \quad (145 - 147) \]

\[ \{ \gamma_1, \gamma_2 \} = -\frac{1}{2} \gamma_1, \quad \{ \gamma_1, \gamma_3 \} = 0, \quad \{ \gamma_2, \gamma_3 \} = 0 \quad (148 - 150) \]

\[ \{ \gamma_4(x), \gamma_5(y) \} = \left[ \left( \frac{d(x)}{g(x)} \gamma_4(y) + \frac{d(y)}{g(y)} \gamma_4(x) \right) - \left( \frac{g^1(x)}{g(x)} \gamma_5(y) + \frac{g^1(y)}{g(y)} \gamma_5(x) \right) \right] \delta'(x - y) \quad (151) \]

\[ \{ \gamma_4(x), \gamma_4(y) \} = \{ \gamma_5(x), \gamma_5(y) \} = \left[ \left( \frac{d(x)}{g(x)} \gamma_5(y) + \frac{d(y)}{g(y)} \gamma_5(x) \right) - \left( \frac{g^1(x)}{g(x)} \gamma_4(y) + \frac{g^1(y)}{g(y)} \gamma_4(x) \right) \right] \delta'(x - y). \quad (152) \]

This algebra confirms that in fact there are five first class constraints. (In fact, \(\Pi = 2\gamma_2 + \gamma_3 = g \pi + g^1 \pi_1 + g^{11} \pi_{11}\) acts as generator of the Weyl scale transformation \(\delta g^{\mu\nu} = \omega g^{\mu\nu}, \delta f = 0\).)

The structure of this system becomes even more apparent if we simply take \(\lambda^\pm = \frac{d \pm g^1}{g}\) and \(f\) to be our dynamical variables. The Hamiltonian of eqn. (131) reduces to

\[ H = \lambda^- \sigma^+ + \lambda^+ \sigma^-; \]

in this form we see that there are two Lagrange multipliers \(\lambda^\pm\) whose momenta
vanish. This leads to two secondary constraints $\sigma^{\pm} = 0$ whose algebra is given by eqns. (135,136). Again, the system is overconstrained as there are four first class constraints in a system with three degrees of freedom in configuration space.

We note that if we were to analyse the action of eqn. (1) in the form

$$S_f = \frac{1}{2} \int d^2 x \, h^\mu\nu \partial_\mu f \partial_\nu f$$

(153)

with $h^\mu\nu$ being an independent field, the dilatational (Weyl scale) invariance $\delta g^\mu\nu = \omega g^\mu\nu$ is lost. In this case, in carrying out the canonical analysis, the momentum associated with $f$ is

$$p = h \partial_0 f + h^1 \partial_1 f$$

(154)

so that the Hamiltonian associated with eqn. (153) is

$$H = \left( \Delta - h^1 \right) \kappa^+ + \left( \Delta + h^1 \right) \kappa^-$$

(155)

where

$$\kappa^\pm = \left( \frac{p \pm \Delta \partial_1 f}{2} \right)^2.$$  

(156)

If now

$$\phi = h \pi - h^{11} \pi_{11}, \quad \phi_1 = -h \pi_1 - 2h^1 \pi_{11}, \quad \phi^1 = 2h^1 \pi + h^{11} \pi_1$$

(157 - 159)

(so that $h^{11} \phi_1 + h \phi^1 - 2h^1 \phi = 0$) then $\phi$, $\phi_1$ and $\phi^1$ obey the algebra of eqns. (68-70) where $\pi$, $\pi_1$ and $\pi_{11}$ are the momenta conjugate to $h$, $h^1$ and $h^{11}$ respectively. This now implies that

$$\{ \phi, H \} = H$$

(160)

$$\{ \phi_1, H \} = -\left( \frac{\kappa^+ - \kappa^-}{\Delta} \right) \equiv -\zeta$$

(161)

$$\{ \phi^1, H \} = \Delta \left[ -\left( \frac{\Delta - h^1}{\Delta h} \right)^2 \kappa^+ + \left( \frac{\Delta + h^1}{\Delta h} \right)^2 \kappa^- \right] \equiv \Theta.$$  

(162)

Consequently, the three primary first class constraints $\pi = \pi_1 = \pi_{11} = 0$ lead to two secondary first class constraints $\kappa^{\pm} = 0$, where $\kappa^{\pm}$ satisfy the same algebra as $\sigma^{\pm}$ in eqns. (135,136). Once again the system is over constrained.

We wish to note however, that in section 1.1.12 of ref. [19] the problem of what form constraints can take is discussed. In the context of an action in which only the matter
field actions of eqns. (1) or (153) appear, the form of the secondary constraints can be altered. If in the case of eqn. (1) (or eqn. (129)) we can take the secondary constraints to be \( p \pm \partial t f = 0 \) in place of \( \sigma^\pm = 0 \); with eqn. (153) we could use \( p \pm \Delta \partial t f = 0 \) in place of \( \kappa^\pm = 0 \). With these choices, the secondary constraints become second class so that there are now zero degrees of freedom, rather than a negative number of degrees of freedom.

Having zero degrees of freedom when one has the matter field action alone with the metric field interpreted as a dynamical variable (rather than a prescribed background) is in fact reasonable. This is because the equations of motion associated with the metric field amount to \( \partial_0 f = 0 = \partial_1 f \); i.e. the matter field is constant and consequently has no dynamics.

V. CANONICAL ANALYSIS OF \( S_f + S_g \)

We now consider the total action \( S_f + S_g \)

\[
S_T = \int d^2x h^{\mu
u}\left(R_{\mu\nu} + \frac{1}{2}\partial_\mu f \partial_\nu f\right)
\]

(163)

where \( \int d^2x h^{\mu
u}R_{\mu\nu} \) is again given by eqn. (57). Once more, the momenta are given by eqns. (59-63, 154), so that the Hamiltonian is given by the sum of eqns. (64) and (155),

\[
H = \int d^2x \left[ \xi_1 \phi_1 + \xi \phi + \xi_1 \phi + \left(\frac{\Delta - h^1}{\Delta h}\right) \kappa^+ + \left(\frac{\Delta + h^1}{\Delta h}\right) \kappa^- \right].
\]

(164)

The momenta associated with \( \xi_1 \), \( \xi \) and \( \xi_1 \) all vanish, leading to the primary constraints

\[
\gamma_1(1) = \Pi_1, \quad \gamma_2(1) = \Pi, \quad \gamma_3(1) = \Pi^1
\]

(165)

respectively. These again lead to the secondary constraints of eqns. (65-67). These secondary constraints are all independent, unlike those of eqns. (157-159). They now lead to

\[
\{\phi_1, H\} = \xi_1 \phi_1 + 2\xi_1 \phi - \left(\frac{\kappa^+ - \kappa^-}{\Delta}\right) \tag{166}
\]

\[
\{\phi, H\} = -\xi_1 \phi_1 + \xi_1 \phi + \left(\frac{\Delta - h^1}{\Delta h}\right) \kappa^+ + \left(\frac{\Delta + h^1}{\Delta h}\right) \kappa^- \tag{167}
\]

\[
\{\phi^1, H\} = -2\xi_1 \phi - \xi \phi + \Delta \left[ -\left(\frac{\Delta - h^1}{\Delta h}\right)^2 \kappa^+ + \left(\frac{\Delta + h^1}{\Delta h}\right)^2 \kappa^- \right] \tag{168}
\]

Thus in our system defined by \( S_f + S_g \), there is necessarily a tertiary constraint. The first class constraints are formed from the secondary constraints

\[
\gamma_1(2) = \phi \tag{169}
\]
\[ \gamma_{2(2)} = \frac{\kappa^+ - \kappa^-}{\Delta} \phi^1 + \Delta \left[ -\left( \frac{\Delta - h^1}{\Delta h} \right)^2 \kappa^+ + \left( \frac{\Delta + h^1}{\Delta h} \right)^2 \kappa^- \right] \] (170)

and the second class constraints are constructed from a remaining secondary constraint and the tertiary constraint

\[ \chi_{1(2)} = \phi_1 \] (171)
\[ \chi_{1(3)} = \left( \frac{\Delta - h^1}{\Delta h} \right) \kappa^+ + \left( \frac{\Delta + h^1}{\Delta h} \right) \kappa^- . \] (172)

As a result, there are five first class constraints (eqns. (165,169,170)) and eight second class constraints (eqns. (59-62,171,172)) and five gauge conditions associated with the first class constraints; there are thus 18 constraints on the 20 canonical variables in phase space \((h^{\mu\nu}, G^{\lambda}_{\mu\nu} \text{ and } f \text{ and their conjugate momenta})\), leaving us with one degree of freedom associated with \(f\) and its conjugate momentum.

One can supplement eqn. (163) with eqn. (71) in order to again deal with the restriction \(\Delta^2 = h^{12} - hh^{11} = 1\). Once more, eqn. (74) holds.

We now examine the canonical structure of eqn. (163), treating \(g^{\mu\nu}\) rather than \(h^{\mu\nu}\) as the independent variable, along with \(G^{\lambda}_{\mu\nu}\) and \(f\). Eqn. (90) again serves to define \(h^{\mu\nu}\). The action \(S_T\) is now the sum of \(S_g\) as given in eqn. (91) and \(S_f\) as given in eqn. (129). Momenta are again defined by eqns. (92-100, 130).

We again have the primary constraints \((\gamma_{1(1)}, \gamma_{2(1)}, \gamma_{3(1)})\) of eqns. (98-100), \((\chi_{1(1)}, \chi_{2(1)}, \chi_{3(1)}, \chi_{4(1)})\) of eqns. (101-104) and \((\gamma_{4(1)}, \gamma_{5(1)})\) of eqns. (105-106). Once more employing eqns. (109,110), the Hamiltonian is then given by

\[ H = \int dx \left[ \xi \phi_1 + \xi_1 \left( \frac{\Pi^{11}\phi_1 + \Pi\phi^1}{2\sqrt{1 + \Pi\Pi^{11}}} \right) + \xi_{11}\phi^1 \right. \]
\[ \left. + \frac{1}{\Pi} \left( (1 - \sqrt{1 + \Pi\Pi^{11}})\sigma^+ + (1 + \sqrt{1 + \Pi\Pi^{11}})\sigma^- \right) \right] \] (173)

where \(\phi_1, \phi, \phi^1\) appear in eqns. (111-113). The secondary constraints can now be derived. As a result of using second class constraints to eliminate \(g\) and \(g^{11}\) through eqns. (109,110), as well as \(\pi\) and \(\pi_{11}\) through eqns. (101,102), we arrive at the primary constraints

\[ \gamma_{1(1)} = P , \quad \gamma_{2(1)} = P^1 , \quad \gamma_{3(1)} = P^{11} \] (174 - 176)
\[ \gamma_{4(1)} = g^1\pi_1 , \quad \gamma_{5(1)} = g^1(-\Pi^1 + 2\sqrt{1 + \Pi\Pi^{11}}) . \] (177 - 178)
There is also a secondary first class constraint
\[ \gamma_{2(1)} = \phi = \frac{\Pi \phi_1 + \Pi \phi^1}{2\sqrt{1 + \Pi^2}} = (\sqrt{1 + \Pi^2})_{,1} - \Pi G + \Pi^1 G_{11} \]  
(179)

There are also two second class constraints, one secondary
\[ \chi_{1(2)} = \phi_1 = \Pi_{,1} + 2\Pi G_1 + 2\sqrt{1 + \Pi^2} G_{11} \]  
(180)

and the other tertiary
\[ \chi_{1(3)} = \frac{1}{\Pi} \left[ \left( 1 - \sqrt{1 + \Pi^2} \right) \sigma^+ + \left( 1 + \sqrt{1 + \Pi^2} \right) \sigma^- \right] . \]  
(181)

In total then, there are six first class constraints (leading to six gauge conditions) and six second class constraints occurring in the model defined by eqn. (163) when \( g^{\mu\nu}, G^\lambda_{\mu\nu} \) and \( f \) are taken to be independent fields. This leads to the presence of 18 constraints in a phase space of dimension 20; there is hence two dynamical degrees of freedom in phase space, those associated with the scalar field \( f \) and its conjugate momentum.

With \( \phi_1, \phi \) and \( \phi^1 \) given by eqns. (111-113) and \( H \) by eqn. (173) we find that
\[ \{ \phi_1, H \} = \xi_1 \phi_1 + 2\xi_{11} \phi - \sigma^+ + \sigma^- \]  
(182)
\[ \{ \phi, H \} = -\xi \phi_1 + \xi_{11} \phi^1 + \frac{2}{\Pi} \left[ \left( 1 - \sqrt{1 + \Pi^2} \right) \sigma^+ + \left( 1 + \sqrt{1 + \Pi^2} \right) \sigma^- \right] \]  
(183)
\[ \{ \phi^1, H \} = -2\xi \phi - \xi_1 \phi^1 - \frac{1}{\Pi^2} \left[ \left( 1 - \sqrt{1 + \Pi^2} \right)^2 \sigma^+ + \left( 1 + \sqrt{1 + \Pi^2} \right)^2 \sigma^- \right] \]  
(184)

and so with the constraints of eqns. (174-181) we find that the contribution to the quantities \( C \) and \( V \) in eqns. (18-21) come from
\[ \{ \gamma_{4(1)}, \gamma_{5(1)} \} = -\gamma_{5(1)} \]  
(185)
\[ \{ H, \gamma_{1(1)} \} = \chi_{1(2)} \]  
(186)
\[ \{ H, \gamma_{2(1)} \} = \gamma_{1(2)} \]  
(187)
\[ \{ H, \gamma_{3(1)} \} = \frac{1}{\Pi} \left[ 2\sqrt{1 + \Pi^2} \gamma_{1(2)} - \Pi^1 \gamma_{1(2)} \right] \]  
(188)
\[ \{ H, \gamma_{1(2)} \} = \left( \xi - \frac{\xi_{11} \Pi^1}{\Pi} \right) \chi_{1(2)} - 2\xi_1 \sqrt{1 + \Pi^2} \gamma_{1(2)} - 2\chi_{1(3)} . \]  
(189)

VI. DISCUSSION

In this paper we have examined the constraint structure of the action for Bosonic matter fields in a curved two dimensional background in which the geometry of the two dimensional
background is treated as itself being dynamical. It turns out that if there is no action associated with the gravitational field itself, the system is completely constrained. Also, the first order form of the Einstein-Hilbert action itself in two dimensions has no dynamical degrees of freedom. However, if the action for the Bosonic matter field and the first order Einstein-Hilbert action are considered together, there emerges a single degree of freedom. Although we have disentangled the classes of the constraints in this combined system, we have as yet not derived the form of the gauge transformation that leaves the original action invariant from the first class constraints present in the theory. It is highly unlikely though that the first class constraints generate the diffeomorphism transformations that manifestly leave the original action invariant; this is in keeping with what happens with the two dimensional gravitational action by itself refs. [12-15]. (The distinction between a diffeomorphism transformation and a gauge transformation is also discussed in [16]; explicit calculations in pure two dimensional gravity also bear this out [17].)

It is apparent that there are three avenues for further work. First of all, it is important to actually determine the form of the gauge transformations generated by the first class constraints in this problem. Secondly, an examination of the supersymmetric model associated with the spinning string [22, 23] along the lines we have illustrated in this paper is in order. Thirdly, we should consider careful application of the Dirac constraint analysis to gravitational models in more than two dimensions.
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