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Abstract. The emergence of high resolution (HR) and ultra high resolution (UHR) airborne remote sensing imagery is enabling humans to move beyond traditional land cover analysis applications to the detailed characterization of surface objects. A residential roof condition assessment method using techniques from deep learning is presented. The proposed method operates on individual roofs and divides the task into two stages: (1) roof segmentation, followed by (2) condition classification of the segmented roof regions. As the first step in this process, a self-tuning method is proposed to segment the images into small homogeneous areas. The segmentation is initialized with simple linear iterative clustering followed by deep learned feature extraction and region merging, with the optimal result selected by an unsupervised index, Q. After the segmentation, a pretrained residual network is fine-tuned on the augmented roof segments using a proposed k-pixel extension technique for classification. The effectiveness of the proposed algorithm was demonstrated on both HR and UHR imagery collected by EagleView over different study sites. The proposed algorithm has yielded promising results and has outperformed traditional machine learning methods using hand-crafted features. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JRS.12.016040]
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1 Introduction

The emergence of high resolution (HR) and ultra high resolution (UHR) airborne remote sensing imagery is enabling humans to move beyond traditional land cover analysis applications to the detailed characterization of surface objects. In particular, as an example, the inspection of roof condition is an important step in damage claim processing in the insurance industry and represents an analysis problem that would significantly benefit from automated processing of aerial imagery. Currently, roof inspections are performed by humans and are an expensive, time-consuming, and unsafe process. Thus, this topic of automated roof condition assessment from remotely sensed images is the topic explored in this work.

Relatively little research has been published specifically on the topic of roof condition assessment, particularly for recognizing relatively minor damage, e.g., can occur from a hailstorm. The closest area in the remote sensing analysis literature is the general problem of building damage assessment. According to the European Macroseismic Scale 1998 (EMS98), building damage is classified into one of five damage grades: slight damage, moderate damage, heavy damage, very heavy damage, and destruction. There are several studies that have concentrated on building damage detection, which is aimed at the location of heavily damaged buildings in imagery. Sirmacek and Unsalan proposed a damage measure derived from rooftop and shadow detection to discriminate between damaged and undamaged buildings. Brunner et al. proposed a damage detection algorithm that detects buildings destroyed in an earthquake.
using pre-event very high resolution (VHR) optical and postevent detected VHR synthetic aperture radar imagery.

Compared to traditional building damage assessment, the assessment of the condition of residential roofs having relatively minor damage is a more sophisticated task. Bignami et al.\textsuperscript{4} studied the sensitivity of textural features with respect to damage levels using pre- and postevent QuickBird data. Gerke and Kerle\textsuperscript{5} proposed a supervised classification algorithm to discriminate intact roofs from destroyed roofs and generated a damage score using oblique Pictometry data. An accuracy of 63% for building damage assessment was achieved.\textsuperscript{5} Samsudin et al.\textsuperscript{6} proposed spectral indices to generate degradation status maps of concrete and metal roofing materials using multispectral imagery. In general, according to the review of Dong and Shan\textsuperscript{7} the heavy damage grades, such as destruction in EMS98, can be addressed by traditional techniques available today. However, the identification of lower damage grades is still a barrier, even with a submeter resolution data.\textsuperscript{5} It is the identification of these lower grades of damage that serves as the objective of this work.

Recently, deep learning (DL) techniques have demonstrated excellent performance on various image analysis tasks and have drawn increasing attention in the remote sensing community. One of the most popular DL techniques is the convolutional neural network (CNN), which, among many applications, has been employed to classify hyperspectral data using spectral information with experimental results demonstrating better performance than traditional methods, such as support vector machines (SVM).\textsuperscript{8} A saliency-guided unsupervised feature learning framework using deep network was proposed for scene classification.\textsuperscript{9} Romero et al.\textsuperscript{10} proposed using greedy layerwise unsupervised sparse features with a CNN for pixel classification. A systematic review of the state-of-the-art DL-based methods used in remote sensing image analysis was made by Zhang et al.\textsuperscript{11} Motivated by the success of DL on various tasks in remote sensing, this study is the first to our knowledge to apply DL techniques for residential roof condition assessment.

The imagery used in our work was 1-in. ground resolution HR imagery and less than 1-in. ground resolution UHR imagery collected by EagleView Technologies. These superior resolution air photos can provide detailed information and enable the characterization of roof condition. Considering the nonhomogeneity of residential roofs, roof condition assessment methods using features derived from the entire rooftop will likely not provide promising results. Instead of treating the roof as a uniform object, a better approach is proposed in this paper. We propose first segmenting the roof into more homogenous regions and then characterizing the roof based on the categorization of individual regions.

Thus, the task is divided into two stages: (1) roof segmentation, followed by (2) classification of roof segments. The following outlines our proposed method. A self-tuning segmentation method for the roof condition assessment is proposed in this paper. The algorithm begins with an oversegmentation yielded by the simple linear iterative clustering (SLIC) superpixel method.\textsuperscript{12} Our proposed deep learned feature, color-holistically nested edge detection (HED) histogram, is then extracted to represent each superpixel. A similarity measure is defined to measure the feature similarity. In the region merging process, the most similar adjacent regions are merged iteratively. An unsupervised evaluation metric $Q$ is incorporated into the merging process to select the optimal result. After the roof segmentation, roof images are divided into homogeneous regions. Our proposed $k$-pixel extension technique is then applied to expand the training data, which enables the implementation of DL techniques on the limited data. Pretrained deep residual networks (ResNet)\textsuperscript{13} were fine-tuned on the augmented roof regions to yield final classification results.

The paper is organized as follows. Section 2 introduces the EagleView imagery dataset. Section 3 presents the proposed segmentation algorithm followed by the classification algorithm for the roof segments. Section 4 provides experimental results. Discussion on the limitations of the proposed algorithm and recommendations for future research is provided in Sec. 5. Conclusions are presented in Sec. 6.

2 Data

A leading provider of aerial imagery, EagleView Technologies, provided two sets of color airborne imagery for this study: 1-in. ground resolution HR imagery and less than 1-in. ground
resolution UHR imagery. We manually extracted sample roof images, as shown in Fig. 1. rooftops of interest were extracted from the imagery and a rotation was followed by additional cropping to obtain the final experimental sample images. Rotation was applied before and after the cropping operation for the convenience of postprocessing. Thus, there was no background areas introduced into our experiment sample images. Also, the rotation to align the building outline with the image sides was not always necessary, if the orientation of the building was due north or due west.

Our dataset consisted of 110 intact and 164 impaired roofs manually extracted from the HR data, and 98 intact and 162 impaired roofs extracted from UHR imagery. Examples of the roof images are shown in Fig. 2. For the HR data, Fig. 2(a) shows an intact roof and Fig. 2(b) shows an impaired roof with a large area of cosmetic damage. For the UHR data, Fig. 2(c) shows an intact roof covered by tree and shadow. Figure 2(d) shows an impaired roof. Since the resolution of the UHR data is less than 1-in., detailed information like the roof fan system with a rusty pipeline can be seen clearly. A small impaired region is located at the end of the rusty pipeline.

As stated in Sec. 1, relatively little research has been published specifically on the identification of lower damage grade roofs. The main reason is that previous datasets could not provide sufficient information to support this application. For this study, the large amount of detailed information provided by the HR and UHR data makes characterization of roof condition using aerial imagery feasible.

Fig. 1 Example of manual residential roof extraction on HR imagery.

Fig. 2 Examples of roof images used in study: (a) HR intact roof, (b) HR impaired roof, (c) UHR intact roof, and (d) UHR impaired roof.
3 Method

The main challenge of roof condition assessment was the high within-class diversity in both intact and impaired roofs. Features extracted from the entire rooftop were easily seen not to be sufficient to characterize the roof condition. Instead of treating the roof as a whole, our proposed method divided the roof into parts and characterized the roof based on the categorization of individual parts.

3.1 Roof Segmentation

In this section, we will detail the steps of our proposed segmentation algorithm. First, the SLIC superpixel algorithm was applied to partition the image into homogeneous regions. Then, our proposed features, color-HED histogram, were extracted for region representation. A similarity measure of color-HED features was defined. The image was then represented by a region adjacency graph (RAG). The next step was region merging, where most similar neighboring regions were merged at each iteration.

Conventional region merging methods would stop when the similarity between any two adjacent regions is less than a preset threshold. However, for our study, there is no single parameter value, which can result in the best possible segmentation for all the images due to the high diversity of roof images. It is not practical and unwise to perform manual parameter adjustment for each roof sample image. Thus, a self-tuning region merging segmentation method is proposed. An unsupervised evaluation metric $Q$ is introduced and used to quantify the merging steps into a score list. The result of our algorithm corresponds to the segmentation achieved at the merging step with the minimal $Q$.

3.1.1 Oversegmentation using SLIC superpixel

The proposed region merging method is based on an initial oversegmentation using the SLIC superpixel method, which groups pixels into small homogeneous regions. The SLIC superpixel algorithm is selected because of its excellent boundary adherence, which is a necessary prerequisite to eventually obtain the accurate shape and area of minor damage areas, such as missing shingles or cosmetic damage. Meanwhile, SLIC is fast and easy to use.

SLIC is often intended to be applied to images in the CIELAB color space. In our algorithm, the roof image was first converted to CIELAB format before SLIC superpixel was performed. Instead of determining the number of desired superpixels in each roof image, we set the nominal size of the superpixel to $15 \times 15$. The compactness parameter is used to control the tradeoff between superpixel compactness and boundary adherence, which was empirically set to 7 in this study.

3.1.2 Color-HED feature extraction

Feature representations learned through DL techniques often outperform traditional hand-engineered features. Thus, a deep learned feature, color-HED histogram, is proposed for region representation.

Instead of extracting image features using traditional methods, features can be extracted using a CNN. Each layer of CNN produces a response to an input image. The layer at the beginning of the network learns features similar to a Gabor filter and color blobs. Thus, those features are not specific to a particular task. The features computed by the last layer combine all the basic features into a richer one and thus depend greatly on the chosen task.

Our study has limited data, thus a fully supervised deep architecture would generally overfit the training data. Rather than learning a full deep representation, an easy way is to use a pretrained CNN learned from related tasks as feature extractor. HED was chosen for our task. It was first proposed as a DL architecture for edge detection in natural images. It is a system inspired by fully CNNs with additional fine-tuning on top of VGGNet. The HED networks comprise a single stream deep network with multiple side outputs.
Each side-output produces a corresponding edge map at different scale levels. Combining the side outputs, a weighted-fusion layer yields the final result.

As an example shown in Fig. 3, the pretrained HED network is applied to the roof image. As we go deeper in the HED network, the later outputs, such as side outputs 3 and 4 shown in Figs. 3(d) and 3(e), are more like edge probability maps and cannot be used as region features. As can be seen, activation early in the network, such as side output 1 shown in Fig. 3(b), is more suitable for region feature representation.

Thus, a feature, color-HED histogram, is defined in this study. The color channels in RGB space and side output 1 of HED network constitute a four-dimensional feature map. In our algorithm, the image was divided into many primitive regions after the SLIC segmentation. Color-HED histograms were then computed to represent each region. Each channel in color-HED space was quantized into 16 bins. Each region was then represented by a vector of dimension $16^4 = 65536$.

### 3.1.3 Similarity measure

The order of merging is one of the essential issues in region merging segmentation. It is controlled by the similarity measure between adjacent regions.

In our algorithm, the Bhattacharyya coefficient was adopted to measure the color-HED feature similarity $Sim$ between adjacent regions $p$ and $q$:

$$Sim = BC(p, q) = \sum_{i=1}^{n} \sqrt{CH^i_p \cdot CH^i_q},$$

where $CH^i_p$ and $CH^i_q$ are the normalized color-HED histograms of regions $p$ and $q$. The superscript $i$ represents the $i$th element and $n$ is the dimension of the color-HED histogram.

### 3.1.4 Maximal similarity merging process

After the distance measures $Sim_i$ between all adjacent region pairs were computed, the image was represented as a RAG $G = (V, E, W)$. Regions produced by SLIC superpixel algorithm were denoted as a set of nodes $v_i \in V$. The edge $(v_i, v_j) \in E$ between adjacent nodes had a corresponding weight $w(v_i, v_j) \in W$ to measure the dissimilarity of two nodes. The minimum dissimilarity corresponds to the maximal similarity denoted by distance $Sim$. The region merging segmentation was then performed by iteratively merging the most similar connected regions. After each merging, the color-HED features, RAG, and similarity ranking were updated.

---

Fig. 3  Examples of HED side outputs on HR roof image: (a) original image, (b) HED side output 1, (c) HED side output 2, (d) HED side output 3, and (e) HED side output 4.
### 3.1.5 Self-tuning segmentation with unsupervised segmentation evaluation

To design a self-tuning segmentation algorithm, the first thing we need to know is what is a good segmentation. Segmentation evaluation is usually done by visual inspection or supervised evaluation using a manually derived reference. However, unsupervised segmentation evaluation is needed for a self-tuning segmentation algorithm. In the literature, relatively little research effort has been devoted to segmentation evaluation as compared to the development of segmentation algorithms. There has been some fundamental research about unsupervised segmentation evaluation using intra-region homogeneity and inter-region disparity to access the segmentation result. However, no metric could handle well the semantic relationships presented in a complex scene. Thus, researchers rarely use unsupervised evaluation compared to supervised methods.

For our study, the semantic relationships are not necessary to be considered, which makes it possible for us to incorporate unsupervised evaluation into our segmentation algorithm.

The next problem is which metric to use. An extensive evaluation of unsupervised evaluation metrics was presented in the survey of Zhang et al. Based on the results of their experiments examining the performance of metrics on segmentation produced by the same algorithm with varying numbers of segments, the best performing metric \( Q \) is selected for our algorithm.

\( Q \) is defined by

\[
Q = \frac{\sqrt{R}}{10000(N \times M)} \sum_{i=1}^{R} \left\{ \frac{e_i^2}{1 + \log A_i} + \frac{[R(A_i)]}{A_i} \right\},
\]

where \( N \times M \) is the size of the image, \( R \) is the number of regions, \( A_i \) and \( e_i^2 \) are the area in number of pixels, and the squared color error of the \( i \)th region \( v_i \), respectively. The squared color error of the \( i \)th region \( v_i \) is defined as follows:

\[
e_i^2 = \sum_{p \in v_i} [C(p) - \hat{C}_i]^2,
\]

where \( C(p) \) denotes the value of pixel \( p \) and \( \hat{C}_i \) is the average value of \( i \)th region. \( R(A_i) \) represents the number of regions that have an area equal to \( A_i \). Since \( R(A_i)/A_i \) typically has a very small value as compared to the first term in the summation, \( R(A_i) \) is fixed as 1 during the implementation. Lower \( Q \) values mean better segmentation quality. Note that 10,000 is replaced by 1000 during implementation. This change does not affect the \( Q \)’s function on segmentation assessment. It only changes the scale of \( Q \) for plotting purposes.

Next, we demonstrate how to incorporate \( Q \) into our algorithm. The sample roof image was segmented into superpixels using the SLIC algorithm. The \( Q \) metric was computed and updated during each merging step. The series of merging steps were compiled into a score list. The selected segmentation result corresponded to the step with minimal \( Q \) value.

However, the quantitative score \( Q \) is known to be biased toward undersegmentation. For some relatively simple roof images, \( Q \) would select the final step of region merging processing, where there is no segmentation at all. To handle this limitation of \( Q \), a similarity threshold is introduced. The merging stops at this preset similarity threshold to get rid of those undersegmented candidates. There are two requirements that need to be satisfied for the selection of a similarity threshold. On one hand, we need to ensure that the segmentation is performed to some extent, so there are enough segmentation candidates for \( Q \) to make a right decision. On the other hand, the threshold needs to make sure that the small regions, such as a chimney or an area of impaired region, would not be merged into the roof background, so those undersegmented results will not be there to confuse \( Q \). The similarity threshold was empirically selected to be 0.4 because it gave satisfactory performance on both aspects for most images that were used for tuning.

\( Q \) can be incorporated into the algorithm from the beginning of region merging processing. However, for computational efficiency, the region merging process was divided into two steps, as shown in Fig. and \( Q \) is only introduced during the postregion merging. Prerregion merging was stopped at a preset number of regions. The number of regions is selected based on the resolution of dataset and the hypothesis that the optimal segmentation of residential roof under this resolution contains fewer regions than the preset number. For the 1-in. resolution HR dataset,
25 regions were selected to provide a sufficient number for the final region merging processing while speeding up the algorithm. For the UHR data with less than 1-in. resolution, this number of regions is increased to a relatively safe value of 50.

3.2 Classification

After roof segmentation, the roof images were divided into homogeneous regions. To characterize the roof condition, roof segment classification was applied. Then, the roof condition assessment can be performed based on the categorization of the roof segments.

3.2.1 Data for classification

For this study, we only consider segments with an area larger than 400 pixels. The reason is that the average area of our residential roof data is more than 60,000 (200 × 300) pixels. Those segments with an area less than 400 take less than 0.67% of the whole roof area. The information contained in those tiny regions was determined not to be sufficient for classification.

Our proposed segmentation algorithm was performed on 274 HR and 260 UHR roof images provided by EagleView Technologies. From these images, 1105 HR and 1120 UHR roof segments were generated and used for this study.

Examples of typical roof segment images are shown in Fig. 5. As shown in Fig. 5, the roof segments can be divided into nine classes, including impaired region, intact region, “structure” region, fan, shadow, tree, chimney, ridge, and other. The “other” class includes solar panels, ladder, and other clutters. They are combined into one “other” class since they were too few to reliably classify separately. Most of the images in the fan and the “other” class were extracted from the UHR imagery.
3.2.2 Roof classification via hand-crafted features

For comparison with existing techniques, we implemented a traditional classification method using hand-crafted features. Several hand-crafted features were designed and extracted from each roof segment. In our previous work, for example, we have used color histograms for spectral information. Gabor filters were adopted to extract texture features from each segment. Several statistical indices were calculated to represent the statistical features inside each segment, including variance, standard deviation, uniformity, and entropy. We also considered the location information for each image segment. Normalized $X$ and $Y$ means were computed. Shape features, extent, and eccentricity were also considered.

Regions with a large area pack in much more information than the small ones. The information contained in those small regions may not be sufficient for classification. For example, even a human cannot differentiate between some impaired roof regions and shadowed areas based only on the segmented image. Thus, besides some classical hand-crafted features, such as color, texture, statistical, and shape features, similarity features were designed to include neighbor information for classification. The Bhattacharyya coefficient was adopted to measure the similarity of color histograms of two neighboring regions. The algorithm considers all adjacent segments for each segment being processed. The maximal and minimal similarity between the current segment to its neighbors was used as features for classification, as well as the number of its neighbors.

The optimal parameters for an SVM with a radial basis function (RBF) kernel were found through a grid search with fourfold cross-validation. The training data were partitioned into four equal sized folds. The folds preserve the percentage of samples for each class. A model was trained using threefold and validated on the remaining single fold. The cross-validation process was repeated four times. Each of the fourfold was used once as the validation set. The performance estimation was the average of four results obtained in the loop. Grid-search on $C$ and $\gamma$ was performed using fourfold cross-validation. Exponentially growing sequences of $C$ and $\gamma$ values are tried and the one with the best cross-validation score is picked. The performance of the trained classifier was tested on the test set.

3.2.3 Roof classification via deep learning

In recent years, CNNs have produced stellar results and their capabilities were illustrated in the ImageNet large scale visual recognition challenge. The performance achieved is now close to humans. Motivated by the success of DL on various tasks, DL techniques were implemented for roof segment classification in this study.

In 2015, deep ResNet took the DL world by storm and won the ImageNet competition with an error score of 3.57%. By adding skip connections that bypass a few convolution layers and learning a residual mapping, ResNet ensures a fluent information flow, allowing neural networks that are over 100 layers deep to be effectively trained. Thus, ResNet was selected as the DL model for our study.

In our traditional method implementation, similarity features were designed to include neighbor information for classification. For our DL method, for small roof regions, neighbor information was introduced during data augmentation for training. All roof segments with adjacent background were interpolated to $321 \times 321$ pixels. For roof segments with an area less than 4000 pixels, the smallest rectangle containing the roof region was detected. Then, a larger rectangle mask was created as a $k$-pixel extension in all directions from the detected rectangle. The extension would stop if it touched the edge of the roof image. The portion of the original roof image specified by the $k$-pixel extension was added into the training dataset as the augmented training data. Random horizontal and vertical flipping was implemented for the augmentation. For small roof regions with area less than 4000, a series of $k$-pixel extensions were performed while $k$ was specified as 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 15, 17, 20, 25, 30, 35, and 40.

An example of $k$-pixel extension on a shadowed region is shown in Fig. 6. From the original image shown Fig. 6(a), we can see that the segment image shown in Fig. 6(b) is fan system’s shadow. Its extensions for training are shown in Figs. 6(c)–6(f) with $k$ specified as 1, 10, 20, and 40.
The proposed data augmentation technique greatly expands the training set allowing us to implement the DL technique on this limited dataset and introduces different levels of neighbor information into the training processing.

Since the training data were limited, learning a full deep representation from scratch can be ineffective and time consuming. Instead, it is common to pretrain a base network on a very large dataset like ImageNet, which contains 1.2 million images with 1000 categories. Earlier features of a network have sufficient representational power and generalization ability. Thus, we can keep some of the earlier layers fixed for a target network, and the higher-level portion of the network is then randomly initialized and trained toward the target task.

For our study, we used the ResNet with 50 layers pretrained on ImageNet as a starting point. We replace the 1000-way ImageNet classifier in the last layer with a classifier having as many targets as the number of roof segment classes. The models are trained for up to 5000 iterations. Then, we run back propagation on the network to fine-tune all layers for 1000 steps.

4 Results

4.1 Segmentation

In this section, we will demonstrate the segmentation results of our proposed algorithm on manually extracted roof sample images in the 1-in. resolution EagleView dataset.

The segmentation algorithm consists of steps of forming the SLIC superpixel, preregion merging, and postregion merging segmentation. To demonstrate the results of each step, a typical impaired roof sample image, shown in Fig. 7, is selected as an example. As shown in Fig. 7, the roof contains five tiny missing shingles, a region of cosmetic damage, a white chimney, and a triangular “structure.” An ideal segmentation would be able to depict the general boundary
of the cosmetic damage area. Meanwhile, it would also isolate the tiny missing shingles into individual areas.

The SLIC superpixel algorithm was applied in the CIELAB color space. The nominal size of the superpixel was set to $15 \times 15$. To isolate tiny missing shingles, the compactness, which controls the ability of boundary adherence, was set to 7. As shown in Fig. 8, the boundaries of the five tiny missing shingles were well depicted.

Preregion merging processing started from the SLIC superpixel result. Color-HED histograms were computed to represent each region. The Bhattacharyya coefficient was used to measure the similarity between all adjacent region pairs. The most similar connected regions were merged iteratively until the number of regions was equal to 25 for HR data. The roof sample image, shown in Fig. 7, is a relatively complex roof scene containing tiny missing shingles, cosmetic damage, a chimney, and “structure.” As shown in Fig. 8, the preregion merging result was still an overly segmented result.

Postregion merging segmentation started from the premerging result. Unlike premerging-processing, the unsupervised segmentation evaluation score, $Q$, was computed and updated during each step. The merging steps were quantified by the $Q$ score, as shown in Fig. 9. Like conventional region merging segmentation approaches, the merging stopped when the preset similarity threshold of 0.4 was reached. The result of the last step is also shown in Fig. 9. The preset threshold was fixed to 0.4, because it gave satisfactory performance on most images that were used for tuning. However, for this specific roof, the result achieved by the conventional method is not perfect. Only two tiny missing shingles are isolated. The result of our proposed initial algorithm corresponds to the step with minimal $Q$ value. At this step, all five tiny missing shingles were isolated. The boundary of the cosmetic damage area is also depicted.

To better illustrate the results of our proposed algorithm, additional representative results using HR data are provided in Fig. 10. The proposed modified algorithm is compared to the well-known compression-based texture merging (CTM) method. Human segmentation truth boundary maps are also provided. To fairly compare these methods, the original NCuts superpixel method in the CTM software was replaced by SLIC for better performance. For CTM, we needed to adjust the threshold $\gamma$ for a satisfactory segmentation. We ran CTM with parameter $\gamma$ chosen at intervals in [2, 7] and found that $\gamma = 5$ gave good overall performance.

A “texture” roof is shown in the first row of Fig. 10. It shows that the CTM algorithm produced oversegmentation around the white chimney. It also created a sinuous edge around the ridge. The modified algorithm produced a clear and reasonable result. An intact roof example is shown in the second row of Fig. 10. The proposed algorithm produced a clearer boundary map while CTM generates weird boundaries around the white object on the roof. A “structure” roof is shown in the third row of Fig. 10. CTM fails to isolate the cosmetic damage area and produces a weird boundary around the chimney. A better boundary of the cosmetic damage area is generated by the proposed algorithm. A roof with cosmetic damage and missing shingles is shown in the fourth row of Fig. 10. It can be seen that the missing shingles are isolated well by both algorithms and a better shape of the cosmetic damage area is produced by our algorithm.

Fig. 8 SLIC superpixel result (HR data).
In summary, the proposed algorithm produced better visual segmentation results compared to CTM method. The CTM algorithm suffers from an oversegmentation problem and produces sinuous boundaries around ridges and chimneys. Meanwhile, CTM is not robust. It isolated cosmetic damage areas on some data but failed on other data.

4.2 Classification

In this section, we will demonstrate the roof segment classification results. After roof segmentation, roof images were segmented into homogeneous regions. For our HR data, the manually labeled roof segments were divided into 884 roof segments for training and 221 segments for testing. These 1105 roof segments can be divided into six classes, including impaired regions, intact regions, "structure" regions, ridges, and shadow regions. For our UHR data, 1120 roof segments were used for training and 285 for testing. Since the UHR data are collected from a different study site and with higher resolution compared to HR data, these 1405 roof segments were divided into nine classes. In addition to the six classes included in HR dataset, another three classes—chimney, fan, and other—are added.

Hand-crafted features—including color, texture, statistical, location, shape, and similarity features—were extracted from each segment. Grid search with fourfold cross-validation was applied on the training set to identify the best parameter pair for the SVM classifier with RBF kernel.

For our HR data, \( C = 1380 \) and \( \gamma = 0.00287 \) were found as the optimal parameter pair for the SVM with RBF kernel. The overall accuracy was 69.68%. A segment-level confusion matrix shown in Table 1 is used to describe the performance of the traditional method on HR data. From the confusion matrix, we can see that 11 impaired regions were misclassified as shadow regions since their texture was similar. For roof condition assessment, we are more concerned if the segment is intact or not. Thus, intact, structure, shadow, ridge, and tree classes can be combined into one, a pristine roof class. So, ignoring the intraclass error inside pristine class, the combined accuracy is 82.35%.

Fig. 9 Pre- and postregion merging results (HR data).
For our proposed DL method, the pretrained ResNet with 50 layers was used as input. The 1000-way ImageNet classifier in the last layer was replaced with a six-class classifier, and RMSprop with a batch size of 32 was used. The learning rate started from 0.01 and a weight decay of 0.00004 were selected. The models were trained for 5000 steps. Then, all the layers were fine-tuned for another 1000 steps with a learning rate of 0.001 and a weight decay of 0.00004. The experiments were run using a single NVIDIA GeForce GTX 1080Ti GPU and implemented with TensorFlow. This fine-tuning process took ~4h. The overall accuracy was 82.35%, more than 12% higher than the traditional method.

A segment-level confusion matrix shown in Table 2 is used to describe the performance of the DL method on HR data. Compared to the results achieved by the traditional method in Table 1, 40 impaired regions were classified correctly compared to 34 by traditional method and only 4 of impaired regions were misclassified as shadow compared to 11 by traditional method. For intact

**Fig. 10** Segmentation results (HR data) by human, proposed algorithms and CTM: (a) original image, (b) human segmentation, (c) proposed algorithm, and (d) CTM result.
regions, our DL method correctly identified 104 intact roof regions compared to 79 by the traditional SVM. Only 7 of the intact regions were misclassified as impaired segment compared to 14 by the SVM. For our roof condition application, intact, structure, shadow, ridge, and tree classes can be combined into one pristine roof class. The combined accuracy was then 90.04%, up to 7.6% compared to the traditional SVM method.

For our UHR data, $C = 1372$ and $\gamma = 0.00268$ were selected through grid search with four-fold cross-validation for the SVM classifier with RBF kernel. The overall accuracy was 74.38%, which is better than its performance on HR data. A segment-level confusion matrix shown in Table 1 is used to describe its performance. The 41 of 46 shadowed regions were correctly labeled compared to 6 of 13 for HR data by traditional SVM method. So, we can say that, with the increase of data resolution and training data, identification of shadow seems to be easier. From the point of view of roof condition assessment, intact, structure, shadow, ridge, tree, chimney, fan, and other classes can be combined into one pristine roof class. The combined accuracy was 88.42%. The increase of data resolution improved the traditional method’s performance to some degree.

For our DL method on UHR data, the 1000-way ImageNet classifier in the last layer was replaced with a nine-class classifier. Even though the traditional SVM method did a better job on UHR data compared to its performance on HR data, the overall accuracy of our DL method on UHR data was 82.80%, 8.42% higher than the traditional method. A segment-level confusion matrix shown in Table 2 is used to describe the performance of our DL method on the UHR data. From the confusion matrix, we can see that the performance on most classes was improved compared to the traditional method except for the shadow class. Ignoring the intraclass error inside pristine class, the combined accuracy is 91.57%, 3.05% higher than the traditional method.

| Table 1 | Confusion matrix for roof segments classification via traditional method on HR data. |
|---------|----------------------------------------------------------------------------------|
| Prediction                              | Impaired | Intact | Structure | Shadow | Ridge | Tree |
| Truth          | Impaired  | 34     | 2        | 4      | 11    | 0    | 0    |
| Intact         | 14       | 79     | 16       | 3      | 1     | 0    |
| Structure      | 3        | 2      | 24       | 2      | 0     | 0    |
| Shadow         | 4        | 3      | 0        | 6      | 0     | 0    |
| Ridge          | 1        | 0      | 0        | 1      | 9     | 0    |
| Tree           | 0        | 0      | 0        | 0      | 0     | 2    |

| Table 2 | Confusion matrix for roof segments classification via DL method on HR data. |
|---------|----------------------------------------------------------------------------------|
| Prediction                              | Impaired | Intact | Structure | Shadow | Ridge | Tree |
| Truth          | Impaired  | 40     | 6        | 0      | 4     | 0    | 1    |
| Intact         | 7        | 104    | 2        | 0      | 0     | 0    |
| Structure      | 0        | 9      | 21       | 1      | 0     | 0    |
| Shadow         | 3        | 4      | 0        | 6      | 0     | 0    |
| Ridge          | 1        | 0      | 0        | 0      | 10    | 0    |
| Tree           | 0        | 0      | 0        | 1      | 0     | 1    |
Some examples of correct classification by our DL method are shown in Figs. 11 and 12. Figure 11 shows examples of pristine segments with correct classification. Figure 11(a) is a typical intact segment with a large area and uniform texture, which is the most common intact roof segment in our dataset. The texture of Fig. 11(b) is rough and caused some trouble for the traditional SVM method using hand-crafted features. Figure 11(c) is a shadowed region, which can be easily misclassified as an impaired region. This is a problem for the traditional method and even for a human. Figure 11(d) is a small intact segment with a regular shape. Its texture is similar to Fig. 11(b). Figure 11(e) is an intact segment with an irregular shape. These kinds of segments are most difficult to identify. When we manually label them, we have to rely on the background information. All of them were correctly classified by our fine-tuned ResNet.

Figure 12 shows examples of impaired segments, which were correctly classified by our trained ResNet. Figure 12(a) is a typical impaired segment with cosmetic damage. It has a regular shape and covers half of the rooftop. Figure 12(b) is an impaired segment with irregular shape. It suffers less cosmetic damage than Fig. 12(a). Figures 12(c) and 12(d) are relatively small segments with cosmetic damage. All of them were identified correctly by ResNet.

### Table 3  Confusion matrix for roof segments classification via traditional method on VHR data.

| Truth   | Impaired | Intact | Shadow | Tree  | Chimney | Ridge | Fan  | Structure | Other |
|---------|----------|--------|--------|-------|---------|-------|------|-----------|-------|
| Impaired| 16       | 5      | 1      | 4     | 4       | 0     | 2    | 2         | 0     |
| Intact  | 6        | 65     | 0      | 0     | 1       | 1     | 0    | 7         | 0     |
| Shadow  | 2        | 0      | 41     | 2     | 0       | 1     | 0    | 0         | 0     |
| Tree    | 1        | 1      | 1      | 38    | 0       | 1     | 0    | 0         | 1     |
| Chimney | 1        | 0      | 0      | 0     | 16      | 0     | 6    | 0         | 1     |
| Ridge   | 3        | 0      | 0      | 0     | 1       | 17    | 2    | 0         | 0     |
| Fan     | 1        | 0      | 0      | 0     | 8       | 0     | 10   | 0         | 0     |
| Structure| 1       | 3      | 0      | 0     | 0       | 0     | 8    | 0         | 0     |
| Other   | 0        | 0      | 0      | 1     | 1       | 0     | 0    | 0         | 1     |

### Table 4  Confusion matrix for roof segments classification via DL method on VHR data.

| Truth   | Impaired | Intact | Shadow | Tree  | Chimney | Ridge | Fan  | Structure | Other |
|---------|----------|--------|--------|-------|---------|-------|------|-----------|-------|
| Impaired| 18       | 9      | 2      | 1     | 3       | 1     | 0    | 0         | 0     |
| Intact  | 4        | 73     | 0      | 1     | 0       | 0     | 2    | 0         | 0     |
| Shadow  | 1        | 0      | 39     | 3     | 0       | 3     | 0    | 0         | 0     |
| Tree    | 2        | 0      | 0      | 41    | 0       | 0     | 0    | 0         | 0     |
| Chimney | 0        | 1      | 1      | 0     | 20      | 0     | 2    | 0         | 0     |
| Ridge   | 1        | 0      | 1      | 0     | 0       | 22    | 0    | 0         | 0     |
| Fan     | 0        | 0      | 1      | 0     | 6       | 1     | 11   | 0         | 0     |
| Structure| 0       | 2      | 0      | 0     | 0       | 0     | 10   | 0         | 0     |
| Other   | 0        | 0      | 0      | 1     | 0       | 0     | 0    | 0         | 2     |
In summary, our DL method outperformed a traditional method using hand-craft features in both our HR and UHR datasets, even though the traditional method benefited from the increase of data resolution. Furthermore, our DL method provided stable performance independent of the resolution of data.

5 Discussion

In this section, typical misclassification examples of our proposed method are reviewed and the potential causes of the mistakes are discussed. Limitations of the proposed algorithm are investigated and recommendations for future research are proposed.

One misclassification case is shown in Fig. 13. Our method misclassified a shadow region as an impaired roof region. Distinguishing impaired roof areas from shadows often was the hardest

Fig. 11 Examples of intact segments, which are correctly classified by ResNet (HR data): (a) typical intact roof region, (b) intact region with rough texture, (c) shadowed region, (d) small intact region with regular shape, and (e) small intact region with an irregular shape.

Fig. 12 Examples of impaired segments, which are correctly classified by ResNet (HR data): (a) and (b) large impaired roof segments, (c) and (d) small impaired roof segments.

Fig. 13 Example of a shadow region (UHR data), which was misclassified as an impaired area by our method: (a) original image where the target region are highlighted by red outline and (b) segment image for classification.
part of this task because these two classes share similar texture and shape features. By observing the texture of Fig. 13(b) carefully, humans can still recognize it as a shadow area because of the dappled pattern. Unfortunately, our trained ResNet did not recognize as well as a human.

One way to improve the performance of our method in these cases would be to increase the size of dataset. The current dataset used for this study contained around 2000 labeled segments, which is still too small to realize the full potential of deep networks. However, manual region labeling takes significant resources and time. Until larger datasets become available, our recommendation is to use the existing trained deep network to classify data and then manually correct erroneous results.

Another two typical misclassification errors are shown in Figs. 14 and 15. For Fig. 14, our method misclassified the fan region as a chimney. Relying only on Fig. 14(b), it is nearly impossible even for a human to decide that the region is belonged to a fan system or a chimney. With the help of the original data shown in Fig. 14(a), a judgment can be made that the segment is the pipeline connecting fan system to roof.

For Fig. 15, our method misclassified an intact roof region as an impaired one. From the information provided by Fig. 15(b), the shape of the segment is irregular and the area is not big in which features are associated with an impaired area. Referring the original data shown in

![Fig. 14](https://example.com/fig14.png)

**Fig. 14** Example of a fan region (UHR data), which is misclassified as chimney by our method: (a) original image where the target region is highlighted by red outline and (b) segment image for classification.

![Fig. 15](https://example.com/fig15.png)

**Fig. 15** Example of an intact area (UHR data), which is misclassified as impaired region by our method: (a) original image where the target region is highlighted by red outline and (b) segment image for classification.
Fig. 15(a), this intact region is isolated by a tree and that is why it has a relative small area with an irregular shape.

The root cause of these mistakes is one limitation of our method: when the area of the segment is less than a certain value, the information contained in the segment image may not be sufficient for classification. This is also one of the reasons why tiny segments with an area less than 400 pixels have not been considered in the study.

To overcome this limitation, one possible approach would be to introduce local neighbor information around the target segment region during the classification. In our method, the neighbor information was introduced for training using our proposed $k$-pixel extension data augmentation technique. However, there was no neighbor information involved when the trained deep network is applied.

Future research should be focused on how to introduce neighbor information into the classification step. For example, during classification, for those segments with area less than certain value, $k$-pixel extension could also be performed. An original segment and a series of its extension images could be generated as candidates. The trained deep network can provide predicted labels for all the candidates. The challenge of the research will be how to use those labels for generating the final class. Perhaps, a weighted voting algorithm could be used.

6 Conclusion

As the remote sensing image analysis community looks beyond the categorization of the objects with increasing interest in the characterization of objects, this paper has provided an example of what modern DL techniques can offer to the problem of assessing the condition of residential roofs. Instead of treating the object (roof) as a whole, the proposed method divides the object into parts and characterizes the object based on the categorization of individual parts.

In the context of our specific application of roof condition assessment considered in this paper, previous research was found to be concentrated on building damage detection, which is only aimed at identifying heavily damaged buildings. Relative little research has been published specifically on roof condition assessment with the emphasis placed on grading lower damaged roof. According to previous reviews, heavy damage detection can be addressed by traditional techniques. The automated identification of lower damage grades was identified as an open research problem, even with a submeter resolution data. This was the motivation and objective that our proposed method aimed to resolve.

HR data with 1-in. resolution and UHR data with less than 1-in. resolution provided by EagleView Technologies were used for our study. The proposed method operated at the level of an individual roof and divided the task into two stages: (1) roof segmentation, followed by (2) classification of the segmented roof regions. The roof segmentation algorithm began with an oversegmentation result yielded by the SLIC superpixel method. Our proposed color-HED features were extracted to represent each superpixel. The region merging process merged the most similar adjacent regions iteratively. An unsupervised evaluation metric $Q$ was incorporated into the merging process to select the optimal result. After the roof segmentation, the roof images were divided into homogeneous regions. A data augmentation technique, $k$-pixel extension, was proposed. It expanded the training set to enable the implementation of DL techniques on the limited data while introducing different levels of neighbor information. A pretrained ResNet was fine-tuned on the augmented dataset for classification.

To build an end-to-end system for application, our proposed method should be bundled with a building detection algorithm. The system takes HR or UHR aerial imagery as the input. Individual roof images generated by the building detection algorithm are provided to our algorithm. In the end, a condition report for each roof is generated according to the area of impaired roof region.

The effectiveness of our proposed algorithm was demonstrated on both HR and UHR data. The proposed algorithm provided a promising result and outperformed traditional machine learning method using hand-crafted features on both datasets.

Typical misclassification examples of our proposed method were reviewed and the cause of the mistakes is discussed. We investigated the limitations of the proposed algorithm: the
information contained in the segment image having a relatively small area may not be sufficient for classification. Moving forward, our research will seek to prepare additional data for roof condition assessment. More training data will unleash additional potential of deep networks for this application. Furthermore, we will investigate the classification of segments having tiny areas.
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