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Abstract
In recent years, parameterized quantum circuits have become a major tool to design quantum algorithms for optimization problems. The challenge in fully taking advantage of a given family of parameterized circuits lies in finding a good set of parameters in a non-convex landscape that can grow exponentially to the number of parameters.

We introduce a new framework for optimizing parameterized quantum circuits: round SDP solutions to circuit parameters. Within this framework, we propose an algorithm that produces approximate solutions for a quantum optimization problem called Quantum Max Cut. The rounding algorithm runs in polynomial time to the number of parameters regardless of the underlying interaction graph.

The resulting 0.562-approximation algorithm for generic instances of Quantum Max Cut improves on the previously known best algorithms by Anshu, Gosset, and Morenz with a ratio 0.531 and by Parekh and Thompson with a ratio 0.533.
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1 Introduction

Since Farhi, Goldstone, and Gutmann proposed the Quantum Approximate Optimization Algorithm (QAOA) [7], parameterized quantum circuits have become a major tool to design quantum algorithms for optimization problems. For example, the growing area of Quantum Variational Algorithms (VQA), where parameterized quantum circuits are optimized in a variational manner, is considered a leading candidate to deliver quantum advantage over classical computation using the current quantum machines [6].

A parameterized quantum circuit is a quantum circuit whose components are determined by given circuit parameters \( \vec{\theta} \) and output a state \( |\phi(\vec{\theta})\rangle \) in the end. Given a parameterized circuit, the challenge in fully taking advantage of it lies in finding a good set of parameters in a non-convex landscape that can grow exponentially to the number of parameters. VQAs attempt to find locally optimal parameters, without guarantees on how good the output states are for the given optimization problem. Other parameterized quantum circuit algorithms provide rigorous guarantees on the quality of their output states, often in the form of approximation ratios. To make the search for good parameters more tractable, existing rigorous algorithms optimize the parameters over a small portion of the entire parameter space, by assuming the parameters to be equal on each circuit layer or on the entire circuit [3, 8, 9, 4, 5, 10, 12, 1, 16, 18, 19, 2, 13]. As another limitation, the existing rigorous algorithms only work on specific instances such as those with regular interaction graphs or with bounded light-cone sizes.

In this paper, we introduce a novel way to optimize circuit parameters rigorously and efficiently without reducing the parameter space or limiting the algorithm to special case instances. We do so by applying the ideas of the seminal Goemans-Williamson algorithm [11];
for each edge of the interaction graph, we round an SDP solution vector attached to it to a circuit parameter on the edge. In this way, polynomially many circuit parameters can be efficiently and rigorously optimized. The parameterized quantum circuit we optimize in this study was initially proposed by Anshu, Gosset, and Morenz [1] to approximate degree-bounded regular instances of Quantum Max Cut. We obtain a 0.562-approximation algorithm for generic instances of Quantum Max Cut, improving on the previously known best approximation algorithms for the problem, which give approximation ratios of less than 0.54 [1, 18].

Quantum Max Cut is a QMA-hard quantum optimization problem that has recently been studied in the context of approximation [10, 1, 18, 19, 14, 20]. The problem asks one to find the largest eigenvalue \( \lambda_{\text{max}}(H) \) of a 2-local Hamiltonian defined by the local term \( H_{ij} = (I - X_i X_j - Y_i Y_j - Z_i Z_j)/4 = (|01\rangle - |10\rangle)_{ij}(|01\rangle - |10\rangle)_{ij}/2 \). Note that the local term is a projector onto the singlet state, giving it the name Quantum Max Cut. More formally, we give the following definition.

**Definition 1 (Pauli matrices).** We use the standard definition of the Pauli matrices:

\[
I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

An indexed Pauli matrix works on a specific qubit in a multi-qubit system. Formally, \( P_i := I \otimes \cdots \otimes I \otimes P \otimes I \otimes \cdots \), where the matrix \( P \in \{X, Y, Z\} \) is in the \( i \)-th place.

**Definition 2 (Quantum Max Cut).** Given a weighted graph \( G = (V, E, W) \), find the maximum eigenvalue of the following Hamiltonian:

\[
H = \sum_{(i,j) \in E} w_{ij} H_{ij}, \quad (H)
\]

where \( H_{ij} = \frac{1}{4}(I - X_i X_j - Y_i Y_j - Z_i Z_j) \), and \( w_{ij} \geq 0 \) for all \( (i, j) \in E \). We denote the maximum eigenvalue as \( \text{OPT} := \lambda_{\text{max}}(H) \).

Because Quantum Max Cut is QMA-hard [21], the exact optimum is not expected to be found efficiently. As a natural reaction to this hardness, multiplicative approximation algorithms have been studied for the problem. An \( \alpha \)-approximation algorithm returns a state \( |\phi\rangle \) with its objective value \( \langle \phi | H | \phi \rangle \) guaranteed to be high relative to the optimum, satisfying \( \langle \phi | H | \phi \rangle \geq \alpha \lambda_{\text{max}}(H) \) for a constant \( \alpha \in [0, 1] \).

Given that the Goemans-Williamson algorithm [11] approximates Max Cut optimally up to the unique games conjecture [15] and that the evaluation of 2-local Hamiltonians and the cut of graphs share the similarity of being quadratic, it is natural to adopt the Goemans-Williamson algorithm in some form to approximately optimize Quantum Max Cut. This path was indeed followed by all existing approximation algorithms for Quantum Max Cut [10, 1, 18, 19, 14, 20] and for the Max 2-local Hamiltonian with positive-semidefinite (PSD) terms [12, 19, 20], which contains Quantum Max Cut as a sub-problem.

To apply the ideas from the Goemans-Williamson algorithm [11] to Quantum Max Cut, two things are required: an SDP that represents the optimization problem, and an algorithm to round the SDP solution to a quantum state.

In the case of the Quantum Max Cut and Max 2-local Hamiltonian, a natural set of SDPs called the quantum Lasserre hierarchy [17] has been used by existing algorithms. Roughly speaking, a level-\( k \) SDP in the hierarchy forces its feasible solutions to be consistent with quantum states up to \( k \)-qubit correlation. Because the Lasserre SDPs of a higher level are...
closer to the physical reality, they may yield better results for a given optimization problem. Some algorithms [10, 12, 1, 19] employ level-1 SDPs while others employ [18, 20] level-2 SDPs. The recent Unique Games-hardness result [13] of 0.956-approximation for Quantum Max Cut was also proved using a level-1 Lasserre SDP. The algorithms using the level-2 SDPs [18, 20] demonstrate that approximation ratios are improved compared to the level-1 SDP algorithms. Especially, [18] showed that a monogamy of entanglement relation can be derived from the SDP solutions, which we also use in this paper. The SDP we use in this paper is of level-2, inspired by and resembling the SDPs in [18, 20].

We now give a formal definition of the quantum Lasserre hierarchy.

Definition 3 $(\mathcal{P}_n(k))$. Given a natural number $k$, we define the set $\mathcal{P}_n(k)$ as the set of Pauli matrices with a Hamming weight less than or equal to $k$ on $n$ qubits:

$$\mathcal{P}_n(k) = \{ \prod_{i \in A} P_i | A \subset [n], |A| \leq k, P_i \in \{X, Y, Z\} \}.$$

Definition 4 (Canonical Lasserre). Given a weighted graph $G = (V, E, W)$, we define the level-$k$ Lasserre $L_k(G)$ for Quantum Max Cut on the graph $G$ as the following SDP:

Maximize $\sum_{(i,j) \in E} \frac{1}{4} w_{ij} (M(I, I) - M(X, X, I) - M(Z, Z, I) - M(Z, Z, I))$ \quad (L_k)

subject to:

\begin{align*}
M(\Phi, \Phi) &= 1, \quad \forall \Phi \in \mathcal{P}_n(k) \\
M(\Phi, \Psi) &= 0, \quad \forall \Phi, \Psi \in \mathcal{P}_n(k) \text{ s.t. } M\Phi + \Psi\Phi = 0 \\
M(\Phi_1, \Psi_1) &= M(\Phi_2, \Psi_2), \quad \forall \Phi_1, \Psi_1, \Phi_2, \Psi_2 \in \mathcal{P}_n(k) \text{ s.t. } \Phi_1\Psi_1 = \Phi_2\Psi_2 \\
M(\Phi_1, \Psi_1) &= -M(\Phi_2, \Psi_2), \quad \forall \Phi_1, \Psi_1, \Phi_2, \Psi_2 \in \mathcal{P}_n(k) \text{ s.t. } \Phi_1\Psi_1 = -\Phi_2\Psi_2 \\
M &\geq 0, \\
M &\in \mathbb{R}^{[\mathcal{P}_n(k) \times \mathcal{P}_n(k)]}.
\end{align*}

Lemma 5. The level-$k$ Lasserre $L_k(G)$ is a relaxation of Quantum Max Cut for any $k \in [n]$. Meaning, for any $k \in [n]$ and an arbitrary $n$-qubit state $|\phi\rangle$, there exists a matrix $M$ that satisfies the constraints of $L_k(G)$ and its objective value for $L_k(G)$ is at least $\langle \phi | H | \phi \rangle$.

Proof. See Appendix A.1. ▶

The other component of the Goemans-Williamson scheme is a rounding algorithm that maps SDP solutions to valid quantum states. The existing rounding algorithms for Quantum Max Cut and Max 2-local Hamiltonian round to product states of 1- or 2-qubit states, with the exception of [1]. Anshu, Gosset, and Morenz [1] devised a shallow parameterized quantum circuit to generate high energy states when given instances with low-degree regular interaction graphs. Our rounding algorithm also makes use of the circuit proposed in [1], but we improve it by allowing parameters on each edge to be different from each other and to be applied to generic instances. Because there are much more degrees of freedom in our circuits than in [1], it is more challenging to optimize the circuits.

The circuit is comprised of mutually commuting gates $\exp[\hat{\theta}_{ij}P(i)P(j)]$ on each edge $(i,j) \in E$, where $P(i)$ is a Pauli matrix on the qubit $i$, and $\hat{\theta}_{ij}$ is a real parameter. The gates together implement a unitary $U(\hat{\theta}) = \Pi_{(i,j) \in E} \exp[\hat{\theta}_{ij}P(i)P(j)]$. Our algorithm first
randomly rounds the level-1 SDP solution vectors to a random bit string $|z\rangle$. Then the bit string is evolved by the unitary $U(\vec{\theta})$, with the circuit parameters $\vec{\theta}$ determined by the level-2 SDP solution vectors.

To illustrate how the circuit works, suppose an initial state $|z\rangle_{i,j} = |01\rangle$ is assigned on the qubits $i, j$. Our algorithm assigns $P(i) = Y_i, P(j) = X_j$ based on the values assigned to $z_i$ and $z_j$. The gate on $(i, j)$ will evolve the bit string to the state

$$\exp[i\theta_{ij} Y_i X_j]|01\rangle = \cos \theta_{ij} |01\rangle - \sin \theta_{ij} |10\rangle.$$ 

The state yields the maximum energy 1 on the edge if $\theta_{ij} = \pi/2$, and energy 1/2 if $\theta = \pi/2$. Thus, we assign a higher value to $\theta_{ij}$ if the SDP vector on $(i, j)$ suggests that the state should be more entangled on the edge. If any of the vertices $i, j$ is connected to edges than other $(i, j)$, the energy on $(i, j)$ will be affected by the parameters on the neighboring edges as well. This quantum interference poses a great challenge to the design of the algorithm, and we circumvent it by utilizing the monogamy of entanglement on each vertex.

The algorithm we propose approximates Quantum Max Cut with the ratio 0.562, outperforming existing algorithms. More important are the novel techniques we utilize to optimize quantum circuits by consulting SDP vectors. It is noteworthy that our algorithm outperforms the parameterized circuit algorithm in [1] even though ours works on more general instances. This perhaps illustrates the power of circuit optimization based on SDP rounding. We believe, however, that our algorithm is not optimal in terms of approximation ratio. According to Brandão and Harrow [4] and Parekh and Thompson [20], an optimal algorithm should be able to generate arbitrary product states, but our algorithm cannot. More specifically to this problem, the Hamiltonian is symmetric under a unitary $U \otimes U \otimes \cdots \otimes U$ for any 1 qubit unitary $U$, but the algorithm is not symmetric under the same transformation.

In conclusion, the algorithm lies in a narrow intersection of two important classes of algorithms: parameterized quantum circuit algorithms and SDP rounding algorithms. The connection between the two areas provides two different ways to view our algorithm: it is the first quantum SDP rounding algorithm that works on generic Quantum Max Cut instances, and it is the first algorithm that optimize circuit parameters via SDP rounding.

Many natural questions arise. Can we optimize QAOA circuits using SDP? Can SDPs help optimize circuits for practical problems such as the quantum chemistry problems? Can we get a better rounding circuit by optimizing the generalized version [2] of the circuit we used? Will level-3 SDPs be helpful for 2-local Hamiltonian problems? Is the approximation ratio upper bound given in [13] optimal? Can we optimize non-commuting circuits using SDPs?

## 2 Our SDP

In this section, we define a customized level-2 Lasserre SDP for the sake of better notation. An equivalent way to describe SDP ($L_k$) is to use a set of vectors as variables of an optimization program instead of a PSD matrix itself. This is because given a PSD matrix, one can find a set of vectors of which the Gram matrix is the given PSD matrix (e.g. via the Cholesky decomposition), and conversely given a set of vectors, their Gram matrix is always PSD.

We choose to represent the SDP in vectors because the geometric meaning is more accessible in this way. Furthermore, for indexing reasons, we only leave the necessary constraints of the previous SDP ($L_k$), regarding the $I, X_i, Y_i, Z_i, X_i X_j, Y_i Y_j, Z_i Z_j$ terms.

▶ **Definition 6.** Given a weighted graph $G = (V, E, W)$, we define SDP $(S)$ for Quantum Max Cut on the graph $G$ as followes:
Maximize \[
\frac{1}{4} \sum_{(i,j) \in E} w_{ij} (v_0 - v_{ij,1} - v_{ij,2} - v_{ij,3}) \cdot v_0,
\]
subject to:
\[
\|v_0\| = 1,
\]
\[
\|v_{i,a}\| = 1,
\]
\[
v_{i,a} \cdot v_{i,b} = 0,
\]
\[
\|v_{ij,a}\| = 1,
\]
\[
v_{i,a} \cdot v_{j,a} = v_{ij,a} \cdot v_0,
\]
\[
v_{ij,a} \cdot v_{jk,a} = v_{ik,a} \cdot v_0,
\]
\[
v_{ij,a} \cdot v_{ij,b} = 0,
\]
\[
v_{ij,a} \cdot v_{ij,c} = v_{ij,c} \cdot v_0,
\]
\[
\forall \text{ distinct } i, j, k \in V, \forall \text{ distinct } a, b, c \in \{1, 2, 3\},
\]
\[
\text{for a sufficiently big } N \in O(|V|^2).
\]

We denote the optimal value of the above SDP as \(\text{OPT}_{\text{SDP}}\).

Lemma 7. The SDP \((S)\) is a relaxation of the level-2 Lasserre \((L_2)\). Thus, given an arbitrary matrix \(M\) that satisfies the constraints of the SDP \((L_2)\), there exists a tuple of vectors \((v_0, (v_{i,a})_{i,a}, (v_{ij,a})_{i,j,a})\) that satisfies the constraints of \((S)\), and its objective value for \((S)\) is at least the objective value of \(M\) for \((L_2)\).

Proof. Let us consider an SDP with the same objective function as SDP \((S)\), and a subset of the constraints restricted to \(T := \{I, X_i, Y_i, Z_i, X_iX_j, Y_iY_j, Z_iZ_j | i \in V, i \neq j \} \subset P_3(2)\). The constraints we get by restricting the indices are
\[
M(I, I) = 1,
\]
\[
M(P_i, P_i) = 1,
\]
\[
M(P_i, Q_i) = 0,
\]
\[
M(P_j, P_j) = 1,
\]
\[
M(P_1, P_2) = M(P_2, P_1),
\]
\[
M(P_1, P_3) = M(P_3, P_1),
\]
\[
M(P_1, P_2, P_3) = M(P_1, P_2, P_3),
\]
\[
M(P_1, Q_i, Q_i) = 0,
\]
\[
M(P_1, P_2, Q_i) = -M(R_i, R_j, I),
\]
\[
M \in \mathbb{R}^{P_n(2) \times P_n(2)},
\]
\[
M \succeq 0,
\]
\[
\forall \text{ distinct } i, j, k \in V, \forall \text{ distinct } P, Q, R \in \{X, Y, Z\}.
\]

Since \(M\) is a PSD matrix, we can obtain a Cholesky decomposition \((w_s)_s \in T\) such that \(w_s \cdot w_t = M(s, t)\), where \(w_s, w_t \in \mathbb{R}^N\) for all \(s, t \in T\), with some natural number \(N\). Now re-index the vectors so that
\[ v_0 = w_1, \]
\[ v_{i,1} = w_{X,i}, \quad v_{i,2} = w_{Y,i}, \quad v_{i,3} = w_{Z,i}, \]
\[ v_{ij,1} = w_{X,i}X_j, \quad v_{ij,2} = w_{Y,i}Y_j, \quad v_{ij,3} = w_{Z,i}Z_j, \]
for all distinct \( i, j \in V. \)

Writing the above SDP constraints and the objective function in terms of the vectors \( v_0, v_{i,a}, v_{ij,a} \) gives the desired SDP \((S)\). ▶

Feasible solutions of the SDP \((S)\) have useful properties that we will use later.

**Lemma 8** (Useful properties of SDP solutions). Let \((v_0, (v_{i,a})_{i,a}, (v_{ij,a})_{i,j,a})\) be a feasible solution to the SDP \((S)\). Define a vector

\[ v_{ij} := v_{ij,1} + v_{ij,2} + v_{ij,3} \tag{9} \]

on each edge \((i,j)\). Then the following relations hold for all \( i, j \in V: \)

\[ \|v_{ij}\|^2 = 3 - 2v_{ij} \cdot v_0. \tag{10} \]
\[ \|v_0 + v_{ij}\|^2 = 4, \tag{11} \]
\[ v_{ij} \cdot v_{jk} = v_{ik} \cdot v_0. \tag{12} \]

In particular, \( v_0 + v_{ij} \) is on a sphere.

**Proof.** We derive the equations from the constraints of the SDP \((S)\). For the equation (10), expand the left-hand side to get

\[
\|v_{ij}\|^2 = \|v_{ij,1} + v_{ij,2} + v_{ij,3}\|^2 = \sum_{a \in [3]} \|v_{ij,a}\|^2 + 2(v_{ij,1} \cdot v_{ij,2} + v_{ij,2} \cdot v_{ij,3} + v_{ij,3} \cdot v_{ij,1}) \\
= 3 - 2(v_{ij,1} + v_{ij,2} + v_{ij,3}) \cdot v_0 \\
= 3 - 2v_{ij} \cdot v_0,
\]

where the second line is from the SDP constraints (4) and (8). We get the equation (11) using the equation (10):

\[
\|v_0 + v_{ij}\|^2 = v_0 \cdot v_0 + 2v_0 \cdot v_{ij} + v_{ij} \cdot v_{ij} = 1 + 2v_{ij} \cdot v_0 + 3 - 2v_{ij} \cdot v_0 = 4.
\]

To get the equation (12),

\[
v_{ij} \cdot v_{jk} = \sum_{a \in [3]} v_{ij,a} \cdot \sum_{b \in [3]} v_{jk,b} = \sum_{a \in [3]} v_{ij,a} \cdot v_{jk,a} = \sum_{a \in [3]} v_{ik,a} \cdot v_0 = v_{ik} \cdot v_0.
\]

Here we used the SDP constraints (6) and (7). ▶

The following lemma is crucial for the design of the algorithm. It says that the total SDP value on \( d \) edges with weight 1 that share a common vertex is at most \((d+1)/2). For context, a uniformly random state has energy \( d/4 \), and a best bit string would yield energy \( d/2 \). So the lemma says that the quantum advantage in energy per edge decreases as the degree increases. This lemma is from [18] (and a quantum state version of it from [1]) and we prove it in a more elementary way without the Schur complement argument used in the original proof.
Lemma 9 (Monogamy of entanglement, [18]). Given a feasible solution \((v_0, (v_{i,a})_{i,a}, (v_{ij,a})_{i,j,a})\) to SDP \((S)\), a vertex \(i \in V\), and a set \(T\) of adjacent vertices to the node \(i\), the total contributions to the value of SDP \((S)\) from the star graph formed by \(i\) and \(T\) is upper bounded by \((d + 1)/2\), where \(d\) is the number of vertices in \(T\). In other words,

\[
\frac{1}{4} \sum_{j \in T} (v_0 - v_{ij}) \cdot v_0 \leq \frac{d + 1}{2}, \tag{13}
\]

where \((i, j) \in E\forall j \in T\) and as before, \(v_{ij} = v_{ij,1} + v_{ij,2} + v_{ij,3}\).

Proof. Without loss of generality, we can assume that \(T = \{1, 2, \ldots, d\}\). Then, the lemma is equivalent to the inequality

\[
\sum_{j \in \{1, 2, \ldots, d\}} v_{ij} \cdot v_0 \geq -d - 2.
\]

The Gram matrix from the vectors \(\{v_0, v_{i1}, v_{i2}, \ldots, v_{id}\}\) is PSD, so we get

\[
0 \preceq \begin{pmatrix}
1 & v_0 \cdot v_{i1} & \cdots & v_0 \cdot v_{id} \\
v_0 \cdot v_{i1} & \|v_{i1}\|^2 & \cdots & v_{i1} \cdot v_{id} \\
\vdots & \vdots & \ddots & \vdots \\
v_0 \cdot v_{id} & v_{i1} \cdot v_{id} & \cdots & \|v_{id}\|^2 \\
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 & v_0 \cdot v_{i1} & \cdots & v_0 \cdot v_{id} \\
v_0 \cdot v_{i1} & 3 - 2v_0 \cdot v_{i1} & \cdots & v_{i1} \cdot v_{id} \\
\vdots & \vdots & \ddots & \vdots \\
v_0 \cdot v_{id} & v_{i1} \cdot v_{id} & \cdots & 3 - 2v_0 \cdot v_{id} \\
\end{pmatrix},
\]

where the second line is from the equations (11) and (12).

Since an average of PSD matrices is a PSD matrix, we average the above matrix over the permutation of the indices \(\{1, 2, \ldots, d\}\) to get

\[
0 \preceq \begin{pmatrix}
1 & s & \cdots & s \\
s & 3 - 2s & \cdots & t \\
\vdots & \vdots & \ddots & \vdots \\
s & t & \cdots & 3 - 2s \\
\end{pmatrix},
\]

where

\[
s := \mathbb{E}_{k \in [d]}[v_0 \cdot v_{ik}], \quad t := \mathbb{E}_{k,l \in [d] \setminus \{i\}}[v_0 \cdot v_{kl}].
\]

We want to lower bound the variable \(s\) to prove the lemma. To this end, we multiply by a vector \((x, 1, 1, \ldots, 1)\) from the both sides to the above matrix, where \(x \in \mathbb{R}\). This gives

\[
0 \leq x^2 + 2dsx + (3 - 2s)d + td(d - 1).
\]

This inequality should hold regardless of the value of \(x\). Therefore,

\[
0 \geq (ds)^2 - d(3 - 2s + t(d - 1)) = d^2s^2 + 2ds - d(3 + td - t).
\]
The right-hand side expression is a concave parabola in $s$, and the constant term is a non-increasing function of $t$. This means that increasing $t$ can only widen the range that $s$ could be in. From the property of SDP solutions (10), we know that $-3 \leq s, t \leq 1$, so we set $t = 1$ to lower bound $s$. By finding the roots of the right-hand side expression, we get $-(d + 2)/d \leq s \leq 1$. Therefore, we get $\sum_{j \in T} v_0 \cdot v_j = ds \geq -d - 2$, proving the lemma. ▶

### 3 Approximation algorithm

In this section, we present a 0.562-approximation algorithm for the quantum analogue of Max Cut defined in Definition 1, and we prove its approximation ratio. In this paper, the value of the arccosine function is always in $[0, \pi]$.

**Algorithm 1** 0.562-approximation algorithm.

1. Given a weighted graph $G = (V, E, W)$,
2. Solve the SDP $(S)$, and get vectors $(v_0, (v_{i,a})_{i,a}, (v_{ij,a})_{ij,a})$ that optimize the SDP.
3. Generate a random bit string $|z\rangle \in \{0, 1\}^n$ using the Goemans-Williamson rounding as follows:
4. Pick a uniformly random $a \in \{1, 2, 3\}$ and a uniformly random vector $r \in S^{N-1}$.
5. Assign $z_i = (\text{sgn}(v_{i,a} \cdot r) + 1)/2$ for all $i \in V$.
6. Generate a parameterized state $|\phi(\bar{\theta})\rangle$ from the bit string $|z\rangle$ as follows:
7. Compute a vector $v_{ij} := v_{ij,1} + v_{ij,2} + v_{ij,3}$ on each $(i, j) \in E$.
8. Compute a circuit parameter $\theta_{ij} = f(\gamma_{ij})$ on each edge $(i, j) \in E$,
9. where $\gamma_{ij} := -\frac{(v_{00} + v_{ij})}{\|v_{00} + v_{ij}\|} \cdot v_0$, $f(\gamma) := \cos^{-1} \exp[-\alpha_0 \max(\gamma, 0)]/2$, $\alpha_0 := 0.041$.
10. Compose a circuit $U(\bar{\theta}) = \prod_{(i,j) \in E} \exp(i\theta_{ij}P(i)P(j))$, where $P(i) = X_i$ if $z_i = 1$, and $P(i) = Y_i$ if $z_i = 0$.
11. Evolve the bit string $|z\rangle$ on the circuit and get $|\phi(\bar{\theta})\rangle = U(\bar{\theta})|z\rangle$.
12. Output the state $|\phi(\bar{\theta})\rangle$.

The algorithm design is within the Goemans-Williamson framework [11]. We first solve the SDP $(S)$. Our rounding algorithm then maps the SDP solution to a quantum state in two stages. In the first stage, a bit string $|z\rangle \in \{0, 1\}^n$ is computed such that on each edge $(i, j) \in E$, the bits $z_i$ and $z_j$ are likely to be assigned different values if the level-1 vectors on the vertices are far from each other. When two different bit values are assigned to the two vertices of an edge, we say the edge is “cut”. The probability that an edge $(i, j)$ is cut by $|z\rangle$ is lower bounded in Lemma 10.

In the second stage, the bit string is entangled by a parameterized quantum circuit. The circuit consists of mutually commuting 2-qubit gates $\exp[i\theta_{ij}P(i)P(j)]$ on each edge $(i, j) \in E$, where $\theta_{ij}$ is a real parameter, and $P(i) = Y_i$ if $z_i = 0$, and $P(i) = X_i$ if $z_i = 1$. For example, say $|z_i z_j\rangle = |01\rangle$ was assigned to $(i, j) \in E$ in the first stage. The gate would evolve the state to

$$\exp[i\theta_{ij}Y_i X_j]|01\rangle = \cos \theta_{ij}|01\rangle - \sin \theta_{ij}|10\rangle.$$ 

The energy on the edge is an increasing function of $\theta_{ij}$ in $[0, \pi/4]$. Thus, the rounding algorithm will assign a higher value to $\theta_{ij}$ if the SDP value on the edge $(v_0 - v_{ij}) \cdot v_0$ is higher.
The analysis becomes more complicated when there are other gates connected to \((i,j)\) to interfere. The monogamy of entanglement relation stated in Lemma 9 implies that the assignment state cannot be too strongly entangled on all edges, meaning the neighboring parameters should be considered as well for optimization on \((i,j)\). We optimize the circuit parameter against the monogamy of entanglement via the function \(f\).

**Lemma 10.** Suppose an SDP solution \((v_0, (v_{i,a})_{i,a}, (v_{ij,a})_{ij,a})\) and a bit string \(|z\rangle\) are as in the statement of Algorithm 1, and a vector \(v_{ij}\) is defined by the SDP solution as \(v_{ij} = v_{ij,1} + v_{ij,2} + v_{ij,3}\). Let a real number \(\gamma_{ij} := \frac{\langle (v_0 + v_{ij})v_0 \rangle}{\|v_0 + v_{ij}\|\|v_0\|}\) be the normalized inner product of the vectors \(v_0 + v_{ij}\) and \(-v_0\). Then the probability that an edge \((i,j)\) \(\in E\) is cut by the string \(|z\rangle\) is lower bounded as

\[
\Pr[z_i \neq z_j] \geq \frac{\alpha_{GW}}{3}(2 + \gamma_{ij}),
\]

where the coefficient \(\alpha_{GW}\) is the Goemans-Williamson constant \([11]\)

\[
\alpha_{GW} := \min_{t \in [-1,1]} \frac{1}{\pi} \frac{\arccos t}{1/2 - t/2} = 0.8785\ldots
\]

**Proof.** See Appendix A.2.

The following lemma deals with the performance of the parameterized circuit \(U(\vec{\theta})\) constructed in the algorithm. The parameterized family of circuits was proposed in [1], with the assumption that the parameters are the same across the edges. We modify the analysis of [1] to include the case that we need, the case where different parameters can be assigned to different edges.

**Lemma 11 (Energy contribution from \((i,j)\)).** Let a quantum state \(|\phi(\vec{\theta})\rangle\) and a bit string \(|z\rangle\) be as in the statement of Algorithm 1, and circuit parameters \(\theta_{ij} \geq 0\) for all \((i,j) \in E\). Then we can lower bound the expected energy contribution from the edge \((i,j)\) as

\[
\langle \phi(\vec{\theta}) | 4H_{ij} | \phi(\vec{\theta}) \rangle \geq \begin{cases} 
1 + \sin(2\theta_{ij})(A_{ij} + B_{ij}) + A_{ij}B_{ij} & \text{if } z_i \neq z_j, \\
0 & \text{if } z_i = z_j,
\end{cases}
\]

where

\[
A_{ij} := \prod_{k \in N(i) \setminus \{j\}} \cos(2\theta_{ik}), \quad B_{ij} := \prod_{k \in N(j) \setminus \{i\}} \cos(2\theta_{kj}),
\]

and \(N(i) := \{j \in V | (i,j) \in E\} \text{ for all } i \in V\).

**Proof.** See Appendix A.3.

**Theorem 12 (Main).** Algorithm 1 is a 0.562-approximation algorithm for Quantum Max Cut defined in the Definition 1, with the output state \(|\phi(\vec{\theta})\rangle\) having energy \(\langle \phi(\vec{\theta}) | H | \phi(\vec{\theta}) \rangle \geq 0.562OPT\).

**Proof.** We will show that the expected energy of the random state \(|\phi(\vec{\theta})\rangle\) on an arbitrary edge \((i,j) \in E\) is at least the SDP contribution from that edge, \(w_{ij}(v_0 - v_{ij})v_0/4\), times 0.562. Summing over all the edges, this will give us

\[
\mathbb{E}[\langle \phi(\vec{\theta}) | H | \phi(\vec{\theta}) \rangle] = \sum_{(i,j) \in E} \mathbb{E}[\langle \phi(\vec{\theta}) | w_{ij}H_{ij} | \phi(\vec{\theta}) \rangle] \geq 0.562 \sum_{(i,j) \in E} w_{ij}(v_0 - v_{ij})v_0/4 = 0.562OPT_{SDP} \geq 0.562OPT, \text{ proving the theorem.}
\]

Now, let us focus on a single edge \((i,j) \in E\). The expected energy of the state \(|\phi(\vec{\theta})\rangle\) on the edge \((i,j)\) is \(\mathbb{E}[\langle \phi(\vec{\theta}) | w_{ij}H_{ij} | \phi(\vec{\theta}) \rangle]\), whereas the SDP value contribution is \(w_{ij}(v_0 - v_{ij})v_0/4\). Therefore we want to lower bound their ratio.
\[ \alpha_{ij} := \mathbb{E} \left[ \langle \phi(\bar{\theta})|4H_{ij}|\phi(\bar{\theta}) \rangle \right] / (v_0 - v_{ij} \cdot v_0). \] (16)

The edge \((i, j)\) is randomly cut by the bit string \(z\) in the algorithm statement, and we can lower bound the energy by an expression that depends on whether the edge \((i, j)\) is cut or not. By applying Lemmas 10 and 11, we get

\[ \mathbb{E}(\phi(\bar{\theta})|4H_{ij}|\phi(\bar{\theta})) \geq \text{Pr}[z_i \neq z_j] \left[ 1 + \sin(2\theta_{ij})(A_{ij} + B_{ij}) + A_{ij}B_{ij} \right] + \text{Pr}[z_i = z_j] \cdot 0 \]

\[ \geq \frac{\alpha_{GW}}{3} (2 + \gamma_{ij}) \left[ 1 + \sin(2\theta_{ij})(A_{ij} + B_{ij}) + A_{ij}B_{ij} \right], \] (17)

where the variables \(A_{ij}, B_{ij}, \gamma_{ij}\) are as defined in the Lemmas;

\[ A_{ij} := \prod_{k \in N(i) \setminus \{j\}} \cos(2\theta_{ik}), \quad B_{ij} := \prod_{k \in N(j) \setminus \{i\}} \cos(2\theta_{kj}), \quad \gamma_{ij} := -\frac{(v_0 + v_{ij}) \cdot v_0}{\|v_0 + v_{ij}\| \|v_0\|}. \]

We have

\[ \gamma_{ij} = \frac{(v_0 + v_{ij}) \cdot v_0}{\|v_0 + v_{ij}\| \|v_0\|} = -\frac{1 + v_{ij} \cdot v_0}{2} \] (19)

by the definition of \(\gamma_{ij}\), so we get \((v_0 - v_{ij}) \cdot v_0 = 2(1 + \gamma_{ij})\). Thus, we can lower bound the right-hand side of (16) as

\[ \alpha_{ij} \geq \frac{\alpha_{GW}}{6} \left[ 1 + \sin(2\theta_{ij})(A_{ij} + B_{ij}) + A_{ij}B_{ij} \right] \frac{2 + \gamma_{ij}}{1 + \gamma_{ij}}. \] (20)

**Case 1:** \(-1 \leq \gamma_{ij} \leq 0\). The circuit parameter on the edge becomes \(\theta_{ij} = \cos^{-1} \exp 0/2 = 0\). Therefore, we get

\[ \alpha_{ij} \geq \frac{\alpha_{GW}}{6} \left[ 1 + A_{ij}B_{ij} \right] \frac{2 + \gamma_{ij}}{1 + \gamma_{ij}}. \]

Note that the value of \(\gamma_{ij}\) does not affect the \(A_{ij}B_{ij}\) term, so the right-hand side is a decreasing function in \(\gamma_{ij}\) in the region \(\gamma_{ij} \leq 0\). This means that it suffices to look at the case where \(\gamma_{ij} = 0\) which is a sub-case of Case 2.

**Case 2:** \(0 \leq \gamma_{ij} \leq 1\). We have \(\theta_{ij} = f(\gamma_{ij}) = \cos^{-1} \exp[-\alpha_0 \max(\gamma_{ik}, 0)]/2 \geq 0\). We want to lower bound the terms \(A_{ij}, B_{ij}\) to lower bound the expression on the right-hand side of (20). By the definition of the function \(f\), we have

\[ A_{ij} = \prod_{k \in N(i) \setminus \{j\}} \cos(2\theta_{ik}) \]

\[ = \exp \sum_{k \in N(i) \setminus \{j\}} \log \cos(2\theta_{ik}) \]

\[ = \exp \sum_{k \in N(i) \setminus \{j\}} \log \cos(2f(\gamma_{ij})) \]

\[ = \exp \sum_{k \in N(i) \setminus \{j\}} \log \cos^{-1} \exp[-\alpha_0 \max(\gamma_{ik}, 0)] \]

\[ = \exp \sum_{k \in N(i) \setminus \{j\}} -\alpha_0 \max(\gamma_{ik}, 0) \]

\[ = \exp \left[ -\alpha_0 \sum_{k \in N(i) \setminus \{j\}} \gamma_{ik} \right], \]
where the set \( N(i)^+ \) is defined to be \( N(i)^+ := \{ j | (i,j) \in E, \gamma_{ij} > 0 \} \). We will use the monogamy inequality (13) to lower bound the above expression. From the equation (19), we have

\[
\sum_{k \in N(i)^+} \gamma_{ik} = - \sum_{k \in N(i)^+} \frac{1 + v_{ij} \cdot v_0}{2} = \sum_{k \in N(i)^+} \frac{-2 + (v_0 - v_{ij}) \cdot v_0}{2}
\]

\[
\leq -|N(i)^+| + |N(i)^+| + 1 = 1.
\]

Therefore we have

\[
A_{ij} = \exp \left[ -\alpha_0 \sum_{k \in N(i)^+ \setminus \{j\}} \gamma_{ik} \right]
\]

\[
= \exp \left[ -\alpha_0 \left( \sum_{k \in N(i)^+} \gamma_{ik} - \gamma_{ij} \right) \right]
\]

\[
\geq \exp[-\alpha_0(1 - \gamma_{ij})].
\]

Note that the product term \( A_{ij} \) is now lower bounded by a function of a single variable \( \gamma_{ij} \). We can apply the same analysis to get an inequality

\[
B_{ij} \geq \exp[-\alpha_0(1 - \gamma_{ij})].
\]

By plugging in the relations (23) and (24) to the RHS of (20), we get

\[
\alpha_{ij} \geq \frac{\alpha_{GW}}{6} \left[ 1 + \sin(2\theta_{ij}) (A_{ij} + B_{ij}) + A_{ij}B_{ij} \right] \frac{2 + \gamma_{ij}}{1 + \gamma_{ij}}
\]

\[
\geq \frac{\alpha_{GW}}{6} \left[ 1 + 2\sin(\cos^{-1} e^{-\alpha_0 \gamma_{ij}}) e^{-\alpha_0 (1 - \gamma_{ij})} + e^{-2\alpha_0 (1 - \gamma_{ij})} \right] \frac{2 + \gamma_{ij}}{1 + \gamma_{ij}}
\]

\[
\geq \frac{\alpha_{GW}}{6} \left[ 1 + 2\sqrt{1 - e^{-2\alpha_0 \gamma_{ij}} e^{-\alpha_0 (1 - \gamma_{ij})}} + e^{-2\alpha_0 \gamma_{ij}} \right] \frac{2 + \gamma}{1 + \gamma}
\]

\[
= 0.562 \ldots.
\]

This proves the theorem. The coefficient \( \alpha_0 \) is optimized so that the final ratio is maximized.

We make a few comments on the choice of the function \( f \) because it is the most non-trivial part in the algorithm and the idea behind the function might find place in future designs of parameterized quantum circuits.

On the one hand, we have the monogamy of entanglement inequality which upper bounds the total SDP value on an arbitrary star graph. More specifically, it upper bounds the sum of the input parameters \( \sum \gamma_{ik} \). On the other hand, we want to lower bound a product of cosines of the output parameters \( \prod \cos \theta_{ij} \) on the star graph.

Therefore, we want to somehow translate the linear condition into a multiplicative condition of cosines. The most natural approach is to select a function \( f \) such that the addition operator on the constraint side works homomorphically on the energy lower bound side. In other words, if we have \( \cos(f(x)) \cos(f(y)) = \cos(f(x+y)) \), then we can lower bound the right hand side by the monogamy inequality. To this end, we set \( f(x) = \cos^{-1} e^{-ax} \) for a non-negative constant \( a \).
To define the function in the negative domain, an important observation is that having a negative $\theta_{ij}$ is never better than having $\theta_{ij} = 0$ in terms of the energy on $(i, j)$ or on its neighboring edges. This observation leaves setting $\theta_{ij} = 0$ in the negative domain as the only choice to keep $f$ non-decreasing.
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A.1 Proof of Lemma 5

Proof. Given a quantum state $|\phi\rangle$, define a matrix $M$ by matrix elements

$$M(\Phi, \Psi) := \text{Re}[\langle \phi | \Psi \Phi | \phi \rangle] = \langle \phi | (\Phi \Psi + \Psi \Phi) | \phi \rangle / 2$$

for all $\Phi, \Psi \in \mathcal{P}_n(k)$.

We will show that $M$ satisfies the constraints of the SDP $(L_k)$, and that the objective value of $M$ is equal to the energy of $|\phi\rangle$ to prove the lemma. The first constraint is satisfied because of a Pauli identity $\Phi^2 = I$ for all Pauli $\Phi$, because we get $M(\Phi, \Phi) = \langle \phi | (I + I) | \phi \rangle / 2 = 1$. The second constraint comes directly from the definition of $M$.

For the other conditions, note that all the Pauli matrices are Hermitian. Therefore if $\Phi_1 \Psi_1 = \Phi_2 \Psi_2$, we have $\Psi_1 \Phi_1 = (\Phi_1 \Psi_1)^\dagger = (\Phi_2 \Psi_2)^\dagger = \Psi_2 \Phi_2$. So the third constraint is satisfied, and the fourth for similar reasons.

To see that $M$ is PSD, observe that the matrix $M$ is real and symmetric because the Pauli matrices are Hermitian. Now, consider that for an arbitrary real vector $v \in \mathbb{R}^{|\mathcal{P}_n(k)|}$, we have...
\[ v^T M v = \sum_{\Phi, \Psi} v_\Phi M(\Phi, \Psi) v_\Psi \]
\[ = \sum_{\Phi, \Psi} v_\Phi \langle \Phi | (\Phi \Psi + \Psi \Phi) | \Phi \rangle v_\Psi / 2 \]
\[ = \langle \Phi | \sum_{\Phi, \Psi} (v_\Phi \Phi \Psi v_\Psi + v_\Psi \Psi \Phi v_\Phi) | \Phi \rangle / 2 \]
\[ := \langle \Phi | \Phi' | \Phi \rangle = ||\Phi'(\Phi)||^2 \geq 0, \]

where \( \Phi' := \sum_{\Phi} v_\Phi \Phi \).

Finally to see that the objective value of \( M \) is equal to the energy of \( |\phi\rangle \),

\[ \langle \phi | H | \phi \rangle = \sum_{(i,j) \in E} \left( \frac{1}{4} w_{ij} (I - X_iX_j - Y_iY_j - Z_iZ_j) | \phi \rangle \right) \]
\[ = \sum_{(i,j) \in E} \frac{1}{4} w_{ij} (1 - \langle \phi | X_iX_j | \phi \rangle - \langle \phi | Y_iY_j | \phi \rangle - \langle \phi | Z_iZ_j | \phi \rangle) \]
\[ = \sum_{(i,j) \in E} \frac{1}{4} w_{ij} (M(I, I) - M(X_iX_j, I) - M(Z_iZ_j, I) - M(Z_iZ_j, I)) . \]

Therefore the SDP \((L_k)\) is a relaxation of Quantum Max Cut.

### A.2 Proof of Lemma 10

**Proof.** We prove the lemma from the SDP constraints and the properties of the SDP solutions that are stated in Lemma 8. We have

\[ \Pr[z_i \neq z_j] = \frac{1}{3} \sum_{a \in \{1,2,3\}} \Pr_{r \in S^{N-1}} [\sgn(v_{i,a} \cdot r) = -\sgn(v_{j,a} \cdot r)] \quad (25) \]
\[ = \frac{1}{3} \sum_{a \in \{1,2,3\}} \frac{\arccos(v_{i,a} \cdot v_{j,a})}{\pi} \quad (26) \]
\[ = \frac{1}{3} \sum_{a \in \{1,2,3\}} \frac{\arccos(v_{i,a} \cdot v_{j,a})}{\pi} / \frac{1/2 - v_{i,a} \cdot v_{j,a}/2}{1} \left[ \frac{1}{2} \right. \left. \frac{v_{i,a} \cdot v_{j,a}}{2} \right] \]
\[ \geq \frac{1}{3} \min_{t \in [-1,1]} \frac{\arccos(t)/\pi}{1/2 - t/2} \sum_{a \in \{1,2,3\}} \left[ \frac{1}{2} \right. \left. \frac{v_{i,a} \cdot v_{j,a}}{2} \right] \]
\[ = \frac{\alpha_{GW}}{3} \left[ \frac{3 - \sum_{a \in \{1,2,3\}} v_{ij,a}^2}{2} \right] \]
\[ = \frac{\alpha_{GW}}{3} \left[ \frac{2 - (v_{0} + v_{ij}) \cdot v_{0}}{2} \right] \]
\[ = \frac{\alpha_{GW}}{3} \left[ \frac{2 - (v_{0} + v_{ij}) \cdot v_{0}}{\|v_{0} + v_{ij}\| \|v_{0}\|} \right] \]
\[ = \frac{\alpha_{GW}}{3} \left( 2 + \gamma_{ij} \right). \quad (27) \]

We get the equation (25) from the construction of the algorithm (the line 4 of Algorithm 1), the equation (26) from averaging over the random vector \( r \) over the sphere \( S^{N-1} \) as in the original Goemans-Williamson paper \([11]\), and finally the equation (27) from the equation (11) of Lemma 8.
A.3 Proof of Lemma 11

Proof. We largely take the analysis from [1] except that we allow different parameters on different edges. For the case of $z_i \neq z_j$, we will show something stronger; namely,

$$
\langle \phi(\vec{\theta}) | 4H_{ij} | \phi(\vec{\theta}) \rangle = 1 + \sin(2\theta_{ij}) \left[ \prod_{k \in N(i) \setminus \{j\}} \cos(2\theta_{ik}) + \prod_{k \in N(j) \setminus \{i\}} \cos(2\theta_{kj}) \right] + \sum_{\Delta' \subseteq \Delta_{ij}, |\Delta'| \text{ even}} \prod_{k \in \Delta'} \frac{\sin(2\theta_{ik}) \sin(2\theta_{kj})}{\cos(2\theta_{ik}) \cos(2\theta_{kj})} \prod_{k \in N(i) \setminus \{j\}} \cos(2\theta_{ik}) \prod_{k \in N(j) \setminus \{i\}} \cos(2\theta_{kj}),
$$

where $\Delta_{ij} := N(i) \cap N(j)$. The inequality in the lemma is obtained by running the first summation just on $\Delta' = \phi$.

By symmetry, we can assume $z_i = 0, z_j = 1$. Then by construction, we have $P(i)P(j) = Y_iX_j$. From the decomposition $4H_{ij} = 1 - X_iX_j - Y_iY_j - Z_iZ_j$, we calculate the energy contribution $\langle \phi(\vec{\theta}) | 4H_{ij} | \phi(\vec{\theta}) \rangle$ term by term. For the $X_iX_j$ term, we have

$$
\langle \phi(\vec{\theta}) | X_iX_j | \phi(\vec{\theta}) \rangle = \langle z | \prod_{(k,l) \in E} \exp[-i\theta_{kl}P(k)P(l)]X_iX_j \prod_{(k,l) \in E} \exp[i\theta_{kl}P(k)P(l)] | z \rangle \\
= \langle z | \prod_{k \in N(i)} \exp[-i2\theta_{ik}P(i)P(k)]X_iX_j | z \rangle \\
= \langle z | \prod_{k \in N(i)} [\cos(2\theta_{ik}) - i\sin(2\theta_{ik})Y_iP(k)] X_iX_j | z \rangle \\
= -\langle z | i\sin(2\theta_{ij})Y_iX_j \prod_{k \in N(i) \setminus \{j\}} \cos(2\theta_{ik})X_iX_j | z \rangle \\
= -\sin(2\theta_{ij}) \prod_{k \in N(i) \setminus \{j\}} \cos(2\theta_{ik}).
$$

Here, we used the standard commutator relations of Pauli matrices. From the line 4 and 5, we used the fact that the Pauli matrices on each qubit in $N(i) \setminus \{j\}$ should multiply to $I$ or $Z$ to yield a non-zero contribution.

Similar calculations yield

$$
\langle \phi(\vec{\theta}) | Y_iY_j | \phi(\vec{\theta}) \rangle = -\sin(2\theta_{ij}) \prod_{k \in N(j) \setminus \{i\}} \cos(2\theta_{kj}).
$$

For the $Z_iZ_j$ term,
\begin{align}
\langle \phi(\tilde{\theta}) | Z_i Z_j | \phi(\tilde{\theta}) \rangle \\
= \langle z | \prod_{(k,l) \in E} \exp[-i\theta_{kl} P(k) P(l)] Z_i Z_j \prod_{(k,j) \in E} \exp[i\theta_{kj} P(k) P(j)] | z \rangle \\
= \langle z | \prod_{k \in N(i) \setminus \{j\}} \exp[-i2\theta_{ik} P(i) P(k)] \prod_{k \in N(j) \setminus \{i\}} \exp[-i2\theta_{kj} P(k) P(j)] Z_i Z_j | z \rangle \\
= \langle z | \prod_{k \in \Delta_{ij}} \left[ \cos(2\theta_{ik}) - i \sin(2\theta_{ik}) P(i) P(k) \right] \prod_{k \in N(i) \setminus N(j) \setminus \{j\}} \cos(2\theta_{ik}) \prod_{k \in N(j) \setminus N(i) \setminus \{i\}} \cos(2\theta_{kj}) Z_i Z_j | z \rangle \\
= \langle z | \prod_{k \in N(i) \setminus N(j) \setminus \{j\}} \left[ 1 - \frac{\sin(2\theta_{ik}) \sin(2\theta_{kj})}{\cos(2\theta_{ik}) \cos(2\theta_{kj})} Y_i X_j \right] \prod_{k \in N(i) \setminus \{j\}} \cos(2\theta_{ik}) \prod_{k \in N(j) \setminus \{i\}} \cos(2\theta_{kj}) Z_i Z_j | z \rangle \\
= - \sum_{\Delta' \subset \Delta_{ij} | \Delta' | \text{ even}} \prod_{k \in \Delta'} \frac{\sin(2\theta_{ik}) \sin(2\theta_{kj})}{\cos(2\theta_{ik}) \cos(2\theta_{kj})} \prod_{k \in N(i) \setminus \{j\}} \cos(2\theta_{ik}) \prod_{k \in N(j) \setminus \{i\}} \cos(2\theta_{kj}) Z_i Z_j | z \rangle \\
\end{align}

To get the equation (28), we used the fact that only the Pauli matrices with non-trivial commutator with $Z_i Z_j$ survive. The equation (29) and (30) are from the fact that an even number of $P(i)$ should be applied on each qubit $i$ to give a non-zero contribution, because the state $|z\rangle$ is an eigenstate of the matrix $Z_i Z_j$.

In the case of $z_i = z_j$, the inequality (15) is trivial, because the Hamiltonian $H_{ij}$ is a PSD matrix. In fact, we can express the energy as a function of the parameters and the connectivity on the graph as in the earlier case, but we choose not to show since the calculation is similar and is not necessary for the main theorem.