Analytical evaluation of the coefficients of the Hu-Paz-Zhang master equation: Ohmic spectral density, zero temperature, and consistency check
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We investigate the exact master equation of Hu, Paz, and Zhang for a quantum harmonic oscillator at zero temperature with a Lorentz-Drude type Ohmic spectral density. This master equation plays an important role in the study of quantum Brownian motion and in various applications. In this paper, we give an analytical evaluation of the coefficients of this non-Markovian master equation without Lindblad form, which allows us to investigate consistencies of the solutions, the positivity of the stationary density operator, and the boundaries of the model’s parameters.

I. INTRODUCTION

Quantum Brownian motion is a prototype example in the theory of open quantum systems [1,2]. The derivation of a master equation for the reduced density operator is central to the study of open quantum systems, and, in the case of the quantum Brownian motion [3], the first result was obtained by Caldeira and Leggett [4]. Later an exact non-Lindblad master equation was derived by Hu, Paz, and Zhang (HPZ) with the help of path integral methods [5]. An alternative and simpler approach, which makes use of the Wigner function, was found by Halliwell and Yu [6], but see also Ref. [7]. All these methods yield a time-convolutionless master equation. A good overview of the history of the early results can be found in the book of Breuer and Petruccione [2] or in the review article by Fleming, Roura, and Hu [8]. The HPZ master equation can be subject to further approximations like the weak coupling or the high-temperature limit. In general, this time-convolutionless master equation is a special case of the Nakajima-Zwanzig equation, and perturbative expansions developed within this context can also be applied to get further master equations [9–11]. Therefore, the HPZ and its approximative master equations, including also the Caldeira-Leggett master equation, have a lot of applications in different branches of physics with a considerable literature. This includes for example the topic of magnets [12], spectroscopy [13,14], enzymes in a noisy environment [15], quantum rate theory and dissipative tunneling [16], gravitationally induced decoherence [17,18], and finally, but not least, quantum field theory [19].

The model under study consists of a central harmonic oscillator with mass $M$ and bare frequency $\Omega$ coupled to a thermal bath composed of further oscillators with mass $m_n$ and frequency $\omega_n$. The total Hamiltonian, which was already used in the early studies of dissipation [20–22], reads

$$\hat{H} = \hat{H}_s + \sum_n \hat{H}_n + \hat{H}_I,$$

where

$$\hat{H}_s = \frac{\hat{p}^2}{2M} + \frac{1}{2}M\Omega^2\hat{q}^2,$$

$$\hat{H}_n = \frac{\hat{p}_n^2}{2m_n} + \frac{1}{2}m_n\omega_n^2\hat{q}_n^2,$$

$$\hat{H}_I = \hat{q} \sum_n C_n \hat{q}_n,$$

(1)

with $\hat{q}, \hat{p}$ and $\hat{q}_n, \hat{p}_n$ being the coordinates and momenta of the central and bath oscillators, respectively. The central harmonic oscillator is coupled linearly to each bath oscillator with strength $C_n$. All the information of the full system is contained in the density matrix $\rho(q, \hat{q}, q', \hat{q}', t) \equiv \langle q, \hat{q}(t) | q', \hat{q}' \rangle$, where we used the notation $\hat{q} = (q_1, q_2, \ldots)$. The equation of motion of the density operator $\dot{\rho}$ is given by the von Neumann equation

$$\frac{d}{dt} \rho = -\frac{i}{\hbar} [\hat{H}, \rho].$$

(2)

The state of the central oscillator described by the reduced density matrix $\rho_s$ can be obtained by tracing out the degrees of freedom of the bath:

$$\rho_s(q, q', t) = \int dq'' d\hat{q}' \delta(q - q'') \rho(q, q'', q', t).$$

(3)

An equally good representation of the state of the central oscillator is given by the Wigner function defined as

$$W_s(q, p, t) = \frac{1}{2\pi\hbar} \int dq e^{ipq/\hbar} \rho_s(q - u/2, q + u/2, t).$$

(4)

The full system evolution is calculated under two basic assumptions:
(i) The central and the bath oscillators are initially uncorrelated, which involves the initial Wigner function being factorized as

\[ W(q, p, 0) = W_s(q, p, 0) \prod_b W_b(q_n, p_n, 0). \]  

(ii) The bath oscillators are initially in thermal equilibrium at temperature \( T = 1/(k_B\beta) \), which restricts the forms of \( W_b \)'s to

\[ W_b(q_n, p_n, 0) = N_n \exp \left[ -\frac{2}{\omega_n \hbar} \tanh \left( \frac{\hbar \omega_n \beta}{2} \right) H_n \right], \]

where \( k_B \) is the Boltzmann-constant, \( N_n \) is an appropriate normalization factor.

The Wigner function \( W_s \) for the central oscillator evolves according to a Fokker-Planck type equation,

\[ \frac{\partial W_s}{\partial t} = -\frac{p}{M} \frac{\partial W_s}{\partial q} + M\Omega^2 \frac{\partial^2 W_s}{\partial p^2} + A(t)q \frac{\partial W_s}{\partial p} \]

\[ + B(t) \frac{\partial (pW_s)}{\partial p} + C(t) \frac{\partial^2 W_s}{\partial q^2} + D(t) \frac{\partial^2 W_s}{\partial p^2}, \]

which is equivalent to the HPZ master equation \[ \text{[3]} \]. The time-dependent real coefficients \( A(t), B(t), C(t), \) and \( D(t) \) strongly depend on the spectral density of the thermal bath

\[ I(\omega) = \sum_n \delta(\omega - \omega_n) \frac{C_n^2}{2m_n\omega_n}. \]

The calculation of the coefficients in \[ \text{[7]} \] is a rather complicated task and depends on solutions of the time-dependent equation of motion of the central oscillator. Exact formulas for the coefficients were obtained by Hu, Paz, and Zhang with the help of path integral methods in Ref. \[ \text{[5]} \] and further simplified by Halliwell and Yu in Ref. \[ \text{[6]} \]. Simpler formulas have been derived from the beginning for the so-called weak coupling limit. As the central oscillator and the bath exchange energy in time, the oscillator magnitude is controlled by the couplings \( C_n \). Thus, the weak coupling limit corresponds to the case when \( C_n \)'s are small. This limit can also be achieved as a systematic perturbation expansion of the time-convolutionless projection operator method \[ \text{[23]} \]. These coefficients, being either exact or approximated, are used for the study of the stationary Gaussian state or to calculate averages of physical quantities and their standard deviations \[ \text{[8, 24]} \]. Most of the previous research performed a consistency check on the HPZ master equation by investigating only the stationary state, where the Robertson-Schrödinger uncertainty principle, i.e., the positivity of the density operator, has to be fulfilled. In the case of the weak coupling limit with initial Gaussian states, we found that the analysis of the stationary state is not enough to get all the consistency conditions \[ \text{[25]} \]. A full consistency check of the exact master equation is still missing, even though investigations or applications of the quantum Brownian motion have increased in the last decade; see for example Refs. \[ \text{[26, 27]} \].

The mathematical reason to be careful is that this master equation is not in Lindblad form \[ \text{[29]} \] and even when its coefficients become constant the evolution is not described by a uniformly continuous semigroup \[ \text{[30]} \]. Therefore, this paper is devoted to the consistency study of solutions of the HPZ master equation at zero temperature with an Ohmic spectral density, which is considered to be a Lorentz-Drude type function with a high-frequency cutoff. We pick the \( T = 0 \) case because this is the most interesting situation for describing decoherence and dissipation in a quantum Brownian motion \[ \text{[31, 32]} \].

In this paper, we evaluate analytically the exact coefficients \( A(t), B(t), C(t), \) and \( D(t) \). The cornerstones of a rather long calculation are presented, where we also revisit the approach of Halliwell and Yu \[ \text{[6]} \]. One of the main hurdles is that we consider a more realistic spectral density than a purely Ohmic environment without a cutoff, which yields simple solutions of the generalized Langevin equation \[ \text{[24]} \], but they lead to instantaneous dissipation, i.e., nonphysical behavior \[ \text{[5]} \].

We study the stability and positivity of the asymptotic solutions of the master equation in three models with different couplings between the central system and the bath by including their behaviors in the weak coupling limit, too. Furthermore, we will provide the short-time behaviors of the coefficients together with their asymptotics. It is known that all four time-dependent coefficients tend to a stationary value with time. When that happens the central harmonic oscillator evolves according to Markovian dynamics. Therefore, it is also worth knowing when the dynamics stop being non-Markovian and how this transition depends on the parameters of the model.

The paper is organized as follows. In Sec. \[ \text{II} \] we discuss some inequalities from the point of view of stability and positivity of the solution of the master equation in the Markovian limit. In Sec. \[ \text{III} \] we briefly recall the main results of Halliwell and Yu \[ \text{[6]} \]. This is followed up in Sec. \[ \text{IV} \] by determining exactly the time-dependent coefficients, which are then studied both analytically and numerically. In Sec. \[ \text{V} \] we study different models from the literature, which handle different couplings to the bath and the shift of the bare frequency of the central harmonic oscillator. Section \[ \text{VI} \] summarizes the results and gives a concluding discussion. Long technical details are provided in four appendices.

II. CONSISTENCY CHECKS OF THE MASTER EQUATION’S SOLUTIONS IN THE MARKOVIAN \( t \to \infty \) LIMIT

In this section, in the context of consistency check, we discuss the stability of the master equation in the Markovian limit and positivity of the steady state. Starting from a Gaussian \( W_s \), the time-evolution given by Eq.
The first factor in (12) ensures that the stationary distribution \( \hat{W}_s(k, t = \infty) \) is independent of the initial condition \( \hat{W}_0(k) \) chosen if the limiting matrix is zero: 
\[
\lim_{t \to \infty} \exp (-\mathbf{M}t) = 0. 
\]
In that case due to \( \hat{W}_0(0) = 0 \) the first factor in (10) is asymptotically 1. This requires that real parts of the two eigenvalues \( \Lambda_i \) should be non-negative, otherwise the time evolution of the solution \( \hat{W}_s(k, t) \) will not converge to a unique asymptotic characteristic function \( \hat{W}_s(k, \infty) \). From (14) it follows that the following inequalities must hold:
\[
\lambda \geq 0, \quad \Omega^2_{\text{obs}}(\infty) \geq 0, 
\]
which we call the stability conditions. Straightforward calculations lead to the matrix \( \mathbf{R}(t) \) in the second factor of (12) to
\[
\mathbf{R}(t) = (\mathbf{P}^T \mathbf{R}_p \mathbf{P} + \mathbf{P}^T \mathbf{R}_p \mathbf{P}) \frac{1 - e^{-(\Lambda_1 + \Lambda_2)t}}{\Lambda_1 + \Lambda_2} + \sum_{i=1}^{2} \mathbf{P}^T \mathbf{R}_p \frac{1 - e^{-2\Lambda_i}}{2\Lambda_i},
\]
where the constant matrix \( \mathbf{R} \) is built up from the diffusion coefficients as
\[
\mathbf{R} = \left( \begin{array}{ccc}
D_{pp} & \bar{D}_{px} & 0 \\
\bar{D}_{px} & \bar{D}_{pp} & 0 \\
0 & 0 & \bar{D}_{pp}
\end{array} \right).
\]
Using the above formulas the asymptotic matrix
\[
\hat{\mathbf{R}}(\infty) = \lim_{t \to \infty} \hat{\mathbf{R}}(t) = \left( \begin{array}{ccc}
D_{pp} & 0 & 0 \\
0 & h(D_{pp} + 4D_{px}\lambda_M) & 0 \\
0 & 0 & 4\lambda M^2 \Omega^2_{\text{obs}}(\infty)
\end{array} \right).
\]
must be positive, otherwise \( \hat{W}_s(k, \infty) \) tends to infinity as \( |k| \to \infty \). This requirement implies that
\[
\frac{D_{pp}}{4\hbar \lambda} \geq 0, \quad \text{and} \quad \frac{h(D_{pp} + 4D_{px}\lambda M)}{4\lambda M^2 \Omega^2_{\text{obs}}(\infty)} \geq 0.
\]
Conditions in Eqs. (10) and (21) are necessary so that the solution of the master equation (7) in the limit \( t \to \infty \) tends to a stationary Gaussian function decaying to zero as \( |k| \to \infty \). However, this asymptotic Gaussian solution does not necessarily describe a physical situation belonging to a density operator.

The eigenvalue problem in coordinate representation of a bivariate, self-adjoint and trace-class operator \( \rho(x, y) = \langle x| \tilde{\rho}| y \rangle \) is
\[
\int_{-\infty}^{\infty} \rho(x, y) \phi_n(y) dy = \lambda_n \phi_n(x).
\]
For Gaussian \( \rho(x, y) \) with unit trace the eigenvalues and eigenvectors were determined in Refs. [34][35]. The criterion there that all the eigenvalues are in the interval [0, 1], which is called positivity criterion for a density matrix,
A few comments are in order. At the heart of the present problem is how to solve [23] with appropriate boundary conditions. In Refs. [2, 8, 24] an equivalent form of Eq. [23] was used by performing integration by parts in the convolution of \( \eta(s) \) and \( q(s) \). In that way, a so-called generalized Langevin equation ought to be solved, and several initial conditions have been proposed to solve it. However, exact solutions must be equal in all versions of the formalisms. To our best knowledge, the solution of Halliwell and Yu is exact, and by using the backward solutions they were able to give a full account of the interplay between the central oscillator and the bath.

The coefficients \( A(t) \), \( B(t) \), \( C(t) \), and \( D(t) \) of the master equation can be determined by the time evolution of the first and second moments of \( p \) and \( q \). For the details see Refs. [6, 24]. Then, we have that \( A(t) \) and \( B(t) \) are temperature independent and they are given by [6]

\[
A(t) = 2 \int_0^t ds \eta(t-s)u_2(s) - 2 \frac{\dot{u}_2(t)}{u_1(t)} \int_0^t ds \eta(t-s)u_1(s)
\]

and

\[
B(t) = \frac{2}{Mu_1(t)} \int_0^t ds \eta(t-s)u_1(s),
\]

respectively. Here in Eqs. [26] and [27] the functions \( u_1(t) \) and \( u_2(t) \) are two elementary functions, which are the two solutions of the homogeneous, linear integrodifferential equation corresponding to [23],

\[
\frac{d^2}{ds^2}u(s) + \Omega^2 u(s) + \frac{2}{M} \int_0^s d\lambda \eta(s-\lambda)u(\lambda) = 0.
\]

Boundary conditions for \( u_1 \) and \( u_2 \) are

\[
\begin{align*}
  u_1(s = 0) &= 1, \quad u_1(s = t) = 0, \\
  u_2(s = 0) &= 0, \quad u_2(s = t) = 1.
\end{align*}
\]

The coefficients \( C(t) \) and \( D(t) \) depend on temperature and require also the knowledge of two Green’s functions, which are the solutions of the inhomogeneous, linear integrodifferential equation connected to [23],

\[
\frac{d^2}{ds^2}G_i(s, \tau) + \Omega^2 G_i(s, \tau) + \frac{2}{M} \int_0^s d\lambda \eta(s-\lambda)G_i(\lambda, \tau) = \delta(s-\tau), \quad i = 1, 2.
\]

Boundary conditions for \( G_1 \) and \( G_2 \) are prescribed by

\[
\begin{align*}
  G_1(s = 0, \tau) &= 0, \quad \frac{d}{ds}G_1(s = 0, \tau) = 0, \\
  G_2(s = t, \tau) &= 0, \quad \frac{d}{ds}G_2(s = t, \tau) = 0.
\end{align*}
\]

It is worth mentioning that the boundary conditions in [33] are not explicitly shown by Ref. [6]. Thus, the coefficients \( C(t) \) and \( D(t) \) are

III. THE FORMS OF THE TIME-DEPENDENT COEFFICIENTS

In this section, we summarize the results of Halliwell and Yu [6]. This approach leads indeed to exact solutions of the coefficients compared to the attempt based on a local in-time approximation of the central oscillator’s equation of motion [24]. The time-dependent coefficients \( A(t) \), \( B(t) \), \( C(t) \), and \( D(t) \) are determined by deriving and solving the differential equations for the central oscillator as

\[
\frac{d^2}{ds^2}q(s) + \Omega^2 q(s) + \frac{2}{M} \int_0^s d\lambda \eta(s-\lambda)q(\lambda) = \frac{f(s)}{M}
\]

with appropriate initial conditions. The form of \( f(s) \) is fixed by the statistical properties of the bath of oscillators. The exact expressions for the coefficients \( A(t) \), \( B(t) \), \( C(t) \), and \( D(t) \), including all the orders of the interactions with the bath, requires the solution of [23] in two cases: (i) the forward solution for \( s > 0 \) when \( q(0) \) and \( \dot{q}(0) = p(0)/M \) are fixed and (ii) the backward solution for \( s < t \) when \( q(t) \) and \( \dot{q}(t) = p(t)/M \) are fixed as initial conditions.

In Eq. [23] the temperature-independent kernel \( \eta(s) \) is fixed by spectral density as

\[
\eta(s) = -\int_0^\infty d\omega I(\omega) \sin(\omega s).
\]

\( C(t) \) and \( D(t) \) bring a new temperature-dependent kernel \( \nu(s) \) into the theory, which is

\[
\nu(s) = \int_0^\infty d\omega I(\omega) \coth\left(\frac{\hbar \omega \beta}{2}\right) \cos(\omega s).
\]

A few comments are in order. At the heart of the present problem is how to solve [23] with appropriate boundary conditions. In Refs. [2, 8, 24] an equivalent form of Eq. [23] was used by performing integration by parts in the convolution of \( \eta(s) \) and \( q(s) \). In that way, a so-called generalized Langevin equation ought to be solved, and several initial conditions have been proposed to solve it. However, exact solutions must be equal in all versions of the formalisms. To our best knowledge, the solution of Halliwell and Yu is exact, and by using the backward solutions they were able to give a full account of the interplay between the central oscillator and the bath.

The coefficients \( A(t) \), \( B(t) \), \( C(t) \), and \( D(t) \) of the master equation can be determined by the time evolution of the first and second moments of \( p \) and \( q \). For the details see Refs. [6, 24]. Then, we have that \( A(t) \) and \( B(t) \) are temperature independent and they are given by [6]

\[
A(t) = 2 \int_0^t ds \eta(t-s)u_2(s) - 2 \frac{\dot{u}_2(t)}{u_1(t)} \int_0^t ds \eta(t-s)u_1(s)
\]

and

\[
B(t) = \frac{2}{Mu_1(t)} \int_0^t ds \eta(t-s)u_1(s),
\]

respectively. Here in Eqs. [26] and [27] the functions \( u_1(t) \) and \( u_2(t) \) are two elementary functions, which are the two solutions of the homogeneous, linear integrodifferential equation corresponding to [23],

\[
\frac{d^2}{ds^2}u(s) + \Omega^2 u(s) + \frac{2}{M} \int_0^s d\lambda \eta(s-\lambda)u(\lambda) = 0.
\]

Boundary conditions for \( u_1 \) and \( u_2 \) are

\[
\begin{align*}
  u_1(s = 0) &= 1, \quad u_1(s = t) = 0, \\
  u_2(s = 0) &= 0, \quad u_2(s = t) = 1.
\end{align*}
\]

The coefficients \( C(t) \) and \( D(t) \) depend on temperature and require also the knowledge of two Green’s functions, which are the solutions of the inhomogeneous, linear integrodifferential equation connected to [23],

\[
\frac{d^2}{ds^2}G_i(s, \tau) + \Omega^2 G_i(s, \tau) + \frac{2}{M} \int_0^s d\lambda \eta(s-\lambda)G_i(\lambda, \tau) = \delta(s-\tau), \quad i = 1, 2.
\]

Boundary conditions for \( G_1 \) and \( G_2 \) are prescribed by

\[
\begin{align*}
  G_1(s = 0, \tau) &= 0, \quad \frac{d}{ds}G_1(s = 0, \tau) = 0, \\
  G_2(s = t, \tau) &= 0, \quad \frac{d}{ds}G_2(s = t, \tau) = 0.
\end{align*}
\]

It is worth mentioning that the boundary conditions in [33] are not explicitly shown by Ref. [6]. Thus, the coefficients \( C(t) \) and \( D(t) \) are...
\[ C(t) = \frac{h}{M} \int_{0}^{\infty} d\lambda G_{1}(t, \lambda) \nu(t - \lambda) - \frac{2h}{M^{2}} \int_{0}^{t} ds \int_{0}^{\infty} d\tau \int_{0}^{\infty} d\lambda \eta(t - s)G_{1}(t, \lambda)G_{2}(s, \tau)\nu(\tau - \lambda), \]

\[ D(t) = h \int_{0}^{\infty} d\lambda G'_{1}(t, \lambda) \nu(t - \lambda) - \frac{2h}{M} \int_{0}^{t} ds \int_{0}^{\infty} d\tau \int_{0}^{\infty} d\lambda \eta(t - s)G'_{1}(t, \lambda)G_{2}(s, \tau)\nu(\tau - \lambda), \]

where the signs of the triple integrals are minus compared to [6], but they agree with the preprint version [37]. The prime on \( G_{1}(t, \lambda) \) means derivative with respect to the first variable of \( G_{1} \). Equations (26), (27), (34) and (35) give the exact coefficients of the master equation in our problem.

An important special case, which is widely studied in the literature (c.f. [2]), is the case of weak coupling, i.e., the coupling constants \( C_{n} \) in (1) are small. By calculating the coefficients in leading order in the coupling constant \( C_{n} \), Halliwell and Yu also obtained the formulas of a consistent weak coupling limit. Now, the time-dependent coefficients read as

\[
A_{w}(t) = 2 \int_{0}^{t} ds \eta(s) \cos(\Omega s),
\]

\[
B_{w}(t) = -\frac{2}{M\Omega} \int_{0}^{t} ds \eta(s) \sin(\Omega s),
\]

\[
C_{w}(t) = \frac{h}{M\Omega} \int_{0}^{t} ds \nu(s) \sin(\Omega s),
\]

\[
D_{w}(t) = h \int_{0}^{t} ds \nu(s) \cos(\Omega s).
\]

where we have indicated this approximation with the index \( w \). We note that the derivation of the weak coupling limit requires the expansion of \( q(t) \) and \( g_{n}(t) \) up to the second order of \( C_{n} \). In the next section, we make use of these compact formulas and calculate explicitly the exact coefficients.

**IV. EXACT SOLUTIONS TO A(t), B(t), C(t), AND D(t)**

**A. Calculation of \( u_{1}, u_{2}, G_{1}, G_{2} \)**

To solve the integrodifferential equations (28) and (31), one needs to pick a spectral density. Here, we consider an Ohmic spectral density with a Lorentz-Drude type function \( [1, 2, 25] \) and a high-frequency cutoff \( \Omega_{c} \):

\[
I(\omega) = \frac{2M\gamma\Omega^{2}}{\pi} \frac{\omega}{\omega^{2} + \Omega^{2}},
\]

where \( \gamma \) is a frequency-independent constant. The cutoff frequency \( \Omega_{c} \) is large compared to the bare oscillator frequency \( \Omega \). An increase in the couplings \( C_{n} \) implies a bigger value for \( \gamma \). We note that some authors call \( \gamma \) a damping constant because at large temperature \( T \) the effective damping constant (the damping constant for a long time) is almost equal to \( \gamma \) (see, e.g., [2]).

The temperature-independent kernel in Eq. (24) is an odd function of \( s \). For \( s > 0 \) it reads

\[
\eta(s) = -M\gamma\Omega^{2}_{c}e^{-\Omega_{c}s}, \quad s > 0.
\]

The other kernel \( \nu(s) \) in Eq. (25) is even as a function of \( s \). It is evaluated at a finite temperature usually by expanding the hyperbolic cotangent function and integrating term by term for \( \omega \). Here we are interested in the zero-temperature limit, which simply means that the hyperbolic cotangent function in (25) is replaced by 1:

\[
\nu(s) = \int_{0}^{\infty} d\omega I(\omega) \cos(\omega s), \quad T = 0.
\]

It can be given explicitly; however, our strategy is to insert (42) into the expressions of the coefficients of the master equation and perform the \( \omega \) integral as the last step.

Now, as we have established the function \( \eta(s) \), Eq. (28) can be solved with the help of the Laplace transformation

\[
\tilde{u}(z) = \mathcal{L}[u(s)](z) \equiv \int_{0}^{\infty} u(s)e^{-sz} ds.
\]

This leads to

\[
\left( \Omega^{2} + z^{2} - \frac{2\gamma\Omega^{2}}{\Omega_{c} + z} \right) \tilde{u}(z) - u'(0) - zu(0) = 0.
\]

Values for \( u(0) \) and \( u'(0) \) will be fixed after performing the inverse Laplace transformation

\[
u(s) = \mathcal{L}^{-1}[\tilde{u}(z)](s) \equiv \frac{1}{2\pi i} \int_{C} \tilde{u}(z)e^{sz} dz.
\]

The path of integration \( C \) has to be chosen in such a way that all poles of \( \tilde{u}(z) \) are included.

Let us write the combination in parentheses of Eq. (44) as

\[
\Omega^{2} + z^{2} - \frac{2\gamma\Omega^{2}}{\Omega_{c} + z} = \frac{(z - z_{1})(z - z_{2})(z - z_{3})}{\Omega_{c} + z},
\]

where \( z_{1}, z_{2}, z_{3} \) are the three roots of the cubic equation

\[
\frac{z^{3} + \Omega_{c}z^{2} + \Omega^{2}z + \Omega^{2}\Omega_{c} - 2\gamma\Omega^{2}}{\Omega_{c} + z} = 0.
\]

In Fig. 1 we show a typical \((\Omega_{c} \gg \Omega)\) plot for the real parts of the roots. At

\[
\gamma_{cr} = \Omega^{2}/(2\Omega_{c})
\]
FIG. 1: Real parts of the three roots of Eq. (47) as a function of dimensionless coupling constant $\gamma/\Omega$. For both figures we have set the cutoff frequency $\Omega_c = 40\Omega$. The vertical line indicates the critical coupling constant $\gamma_{cr}$ in (48).

The largest real part of the roots becomes positive. Later, we will show that this leads to the violation of the stability criterion $\Omega_{\text{nos}}^2(\infty) > 0$.

In those cases, when the parameters $\gamma$ and $\Omega_c$ are fixed, one needs to solve this cubic equation only once. Therefore, the best general strategy is to consider the roots as elementary functions of the system’s parameters and use Vieta’s formulas

\[
\begin{align*}
z_1 + z_2 + z_3 &= -\Omega_c, \\
z_1z_2 + z_2z_3 + z_3z_1 &= \Omega^2, \\
z_1z_2z_3 &= -(\Omega^2\Omega_c - 2\gamma\Omega_c^2)
\end{align*}
\] (49)\hfill (50)\hfill (51)

whenever is possible. From Eq. (44) we can express $\hat{u}(z)$ as

\[
\hat{u}(z) = \frac{(\Omega_c + z)(u'(0) + zu(0))}{(z - z_1)(z - z_2)(z - z_3)}. \tag{52}
\]

After decomposing the right-hand side in terms of partial fractions, one can perform the inverse Laplace transformation to obtain

\[
u(t) = -\frac{(\Omega_c + z_1)(u'(0) + zu(0))}{(z_1 - z_2)(z_3 - z_1)}e^{z_1t} + \text{Cycl.} \tag{53}
\]

Here we used the shorthand notation “Cycl.” for those terms which can be obtained from the shown one by the cyclic permutations of the roots $z_1 \rightarrow z_2 \rightarrow z_3 \rightarrow z_1$ as

\[
f(z_1, z_2, z_3) + \text{Cycl.} \equiv f(z_1, z_2, z_3) + f(z_2, z_3, z_1) + f(z_3, z_1, z_2). \tag{54}
\]

Making use of the boundary conditions in (29) together with (53) one can calculate and fix the constants $u(0)$ and $u'(0)$. Inserting these values back into (53), the function $u_1$ can be expressed as

\[
u_1(s) = \frac{e^{\omega_1(t)} - e^{\omega_2(t) + \omega_3(t)}}{\Omega_c + \Omega} + \text{Cycl.} \tag{55}
\]

In a similar way one can determine $u_2(s)$, which is:

\[
u_2(s) = e^{\omega_1(s)}(\Omega_c + \Omega) + \text{Cycl.} \tag{56}
\]

The same method is applied to the inhomogeneous equation (31). The solution with the boundary condition (32) reads

\[
G_1(s, \tau) = \Theta(\tau)\Theta(s - \tau)\tilde{G}_1(s, \tau), \tag{57}
\]

where $\Theta(s)$ is the Heaviside function and the smooth part $\tilde{G}_1(s, \tau) \equiv \tilde{G}_1(s - \tau)$ is given by

\[
\tilde{G}_1(s, \tau) = -\frac{e^{\omega_1(s - \tau)}(\Omega_c + \Omega)(z_2 - z_3) + \text{Cycl.}}{(z_2 - z_3)(z_3 - z_1)}. \tag{58}
\]

Despite the simplicity of $G_1(s, \tau)$ the expression for $G_2(s, \tau)$ is much more complicated:

\[
G_2(s, \tau) = \Theta(\tau)\Theta(s - \tau)\tilde{G}_1(s, \tau) + \Theta(\tau)\Theta(t - \tau)\tilde{G}_2(s, \tau), \tag{59}
\]

\[
\tilde{G}_2(s, \tau) = \frac{\tilde{G}_{2\text{num}}(s, \tau)}{\tilde{G}_{2\text{den}}(t).} \tag{60}
\]

The denominator in (60) is given by

\[
\tilde{G}_{2\text{den}}(t) = (z_1 - z_2)(z_2 - z_3)(z_3 - z_1)
\times \left(e^{\omega_1(t) + \omega_2(t) + \omega_3(t)}(\Omega_c + \Omega)(z_2 - z_3) + \text{Cycl.}\right), \tag{61}
\]

while the numerator can be expressed as

\[
\tilde{G}_{2\text{num}}(s, \tau) = \left[e^{\omega_1(t)}(\Omega_c + \Omega)(z_2 - z_3) + \text{Cycl.}\right]. \tag{62}
\]
It is worth noting that the forms of \( G_1(s, \tau) \), \( G_2(s, \tau) \) as given in Eqs. \((34)\) and \((35)\) are also valid for general spectral densities as well. This is proved by using the translation property of the inverse Laplace transform\[(38)\]. We derive this result in Appendix A.

In Refs. \([8, 24]\) the solution to \((23)\) was written in the following form (we use our notation):

\[
q(s) = Mq(0)\hat{G}(s) + p(0)G(s) + \int_0^s d\lambda G(s-\lambda)f(\lambda),
\]

for \( s \in (0, t) \), where this \( G \) fulfills the homogeneous, generalized Langevin equation with boundary conditions \( G(0) = 0 \) and \( \dot{G}(0) = 1/M \). Despite the different formalisms our solution is the same in the time window \((0, t)\) due to the equations

\[
\begin{align*}
\tilde{G}_1(s, \tau) &\equiv \tilde{G}_1(s - \tau) = G(s - \tau), \\
\left( u_1(s) - \frac{u_1(0)}{u_2(0)} u_2(s) \right) &= M\hat{G}(s), \\
\frac{u_2(s)}{u_2(0)} &= MG(s).
\end{align*}
\]

In other words, the smooth part of the first Green’s function \( \hat{G}_1 \) in our approach is the same as theirs. However, the Heaviside functions in Eqs. \((57)\) and \((59)\) play an important role: they determine the bounds of single and triple integrals for the coefficients of the master equation (see Eqs. \((34)\) and \((35)\)). We devote Appendix B to this question and show that we have only causal contributions to \( C(t) \) and \( D(t) \).

Now, we have the explicit solutions of \( u_1, u_2, G_1, G_2 \) and thus time-dependent coefficients can be determined, which will be subject of our next subsection.

### B. Calculation of \( A(t), B(t), C(t), D(t) \)

By using Eqs. \((26), (27), (55)\), and \((55)\) with \((41)\), a direct calculation promptly leads to the exact coefficients \( A(t) \) and \( B(t) \) for Ohmic spectral density with a Lorentz-Drude type function and a high-frequency cutoff\[(40)\]:

\[
A(t) = \frac{2\gamma \Omega^2}{e^{(z_1 + z_2)t}(z_1 - z_2)\Omega_z + \text{Cycl.}},
\]

and

\[
B(t) = \frac{2\gamma \Omega^2}{e^{(z_1 + z_2)t}(z_1 - z_2)\Omega_z + \text{Cycl.}},
\]

where we have used \((49)\).

Let us define the linear operators acting on a function \( r(t) \) with one argument as

\[
\begin{align*}
\hat{C}_1 r(t) &= \int_0^\infty d\lambda G_1(t, \lambda) r(t - \lambda), \\
\hat{C}_3 r(t) &= \int_0^\infty d\lambda G_1(t, \lambda) r(t - \lambda), \\
\hat{D}_1 r(t) &= \int_0^\infty d\lambda G_1(t, \lambda) r(t - \lambda), \\
\hat{D}_3 r(t) &= \int_0^\infty d\lambda G_1(t, \lambda) r(t - \lambda),
\end{align*}
\]

Direct comparison with Eqs. \((34)\) and \((35)\) shows that \( C(t) \) and \( D(t) \) can be expressed as

\[
\begin{align*}
C(t) &= \frac{\hbar}{M} C_1(t) - \frac{2\hbar}{M^2} C_3(t), \\
C_1(t) &= \hat{C}_1 \nu(t), \\
C_3(t) &= \frac{\hat{C}_3 \nu(t)}{G^{\text{2den}}(t)}, \\
D(t) &= \hbar D_1(t) - \frac{2\hbar}{M} D_3(t), \\
D_1(t) &= \hat{D}_1 \nu(t), \\
D_3(t) &= \frac{\hat{D}_3 \nu(t)}{G^{\text{2den}}(t)}.
\end{align*}
\]

The denominators in Eqs. \((75)\) and \((78)\) can be found in \((61)\). Acting with the above-defined operators to a single exponential function \( \exp(-\alpha t) \), where \( \alpha \) is an arbitrary constant, direct calculation leads to

\[
\begin{align*}
\hat{C}_1 e^{-\alpha t} &= C_{1,0}(\alpha) + \sum_{k=1}^3 C_{1,k}(\alpha) e^{-\alpha + z_k t}, \\
\hat{D}_1 e^{-\alpha t} &= D_{1,0}(\alpha) + \sum_{k=1}^3 D_{1,k}(\alpha) e^{-\alpha + z_k t},
\end{align*}
\]

where the coefficients \( C_{1,0}, C_{1,k}, D_{1,0}, D_{1,k} \) do not depend on \( t \). Explicit forms for these coefficients can be found in Appendix C.

By writing \( \cos(\omega s) = (e^{i\omega s} + e^{-i\omega s})/2 \) in \((42)\) the \( s \) dependence occurs in the exponents, thus we can use directly the useful formulas in \((74)\) and \((79)\) with \( \alpha = \mp i\omega \):

\[
\begin{align*}
C_1(t) &= \int_0^\infty d\omega \frac{I(\omega)}{2} \left( \hat{C}_1 e^{i\omega t} + \hat{C}_1 e^{-i\omega t} \right) \\
&= \int_0^\infty d\omega \frac{I(\omega)}{2} \left( C_{1,0}(-i\omega) + C_{1,0}(i\omega) \right) \\
&+ \sum_{k=1}^3 e^{z_k t} \int_0^\infty d\omega \frac{I(\omega)}{2} \left( C_{1,k}(-i\omega) e^{i\omega t} + C_{1,k}(i\omega) e^{-i\omega t} \right).
\end{align*}
\]
In a similar way one gets

\[
D_1(t) = \int_0^\infty d\omega \frac{I(\omega)}{2} \left( (D_{1,0}(-i\omega) + D_{1,0}(i\omega)) + \sum_{k=1}^3 e^{iz_k t} \int_0^\infty d\omega \frac{I(\omega)}{2} \left( (D_{1,k}(-i\omega)e^{i\omega t} + D_{1,k}(i\omega)e^{-i\omega t}) \right) \right),
\]

where the exponents \( \epsilon_i \) are enumerated in the following table:

| \( \epsilon_i \) | \( \epsilon_i \) |
|------------------|------------------|
| 1                | \( 2z_1 + z_2 + z_3 \) |
| 2                | \( z_1 + 2z_2 + z_3 \) |
| 3                | \( z_1 + z_2 + 2z_3 \) |
| 4                | \( z_2 + z_3 \) |
| 5                | \( z_1 + z_3 \) |
| 6                | \( z_3 + z_2 \) |
| 7                | \( z_2 + z_3 \) |

Formulas for the coefficients appearing in the right-hand sides of Eqs. (83), (84) are shown in Appendix C. In a similar way as we got (81) and (82) \( C_3(t) \) and \( D_3(t) \) can be calculated via

\[
C_3(t) = \frac{1}{G_{2den}(t)} \left[ \sum_{i=1}^6 e^{\epsilon_i t} \int_0^\infty d\omega \frac{I(\omega)}{2} \left( \hat{C}_3e^{i\omega t} + \hat{C}_3e^{-i\omega t} \right) \right] + \sum_{i=7}^{13} e^{\epsilon_i t} \int_0^\infty d\omega \frac{I(\omega)}{2} \left( C_{3,i}(-i\omega)e^{i\omega t} + C_{3,i}(i\omega)e^{-i\omega t} \right)
\]

\[
D_3(t) = \frac{1}{G_{2den}(t)} \left[ \sum_{i=1}^6 e^{\epsilon_i t} \int_0^\infty d\omega \frac{I(\omega)}{2} \left( \hat{D}_3e^{i\omega t} + \hat{D}_3e^{-i\omega t} \right) \right] + \sum_{i=7}^{13} e^{\epsilon_i t} \int_0^\infty d\omega \frac{I(\omega)}{2} \left( D_{3,i}(-i\omega)e^{i\omega t} + D_{3,i}(i\omega)e^{-i\omega t} \right)
\]

Once again we have the opportunity to express all the necessary \( \omega \) integrals in terms of \( I_1(r, t) \) or \( I_2(r, t) \) with \( r = \Omega_3, z_1, z_2, z_3 \).

Let us introduce the following vectors (\( T \) denotes the transpose):

\[
v_1(t) = (e^{z_1 t}, e^{z_2 t}, e^{z_3 t})^T,
\]

\[
v_2(t) = (e^{z_1 t}, \ldots, e^{z_6 t})^T,
\]

\[
v_3(t) = (e^{z_7 t}, \ldots, e^{z_9 t})^T,
\]

\[
v_4 = (\ln(\Omega_3^2), \ln(z_1^2), \ln(z_2^2), \ln(z_3^2))^T,
\]

\[
v_5(t) = (I_1(\Omega_3, t), I_1(z_1, t), I_1(z_2, t), I_1(z_3, t), I_2(\Omega_3, t), I_2(z_1, t), I_2(z_2, t), I_2(z_3, t))^T
\]

The full time dependence of the coefficients can be summarized as

\[
C_1(t) = C_1(\infty) + v_5^T(t) \cdot M_{C_1} \cdot v_5(t),
\]

\[
D_1(t) = D_1(\infty) + v_5^T(t) \cdot M_{D_1} \cdot v_5(t),
\]

\[
C_3(t) = \frac{v_2^T(t) \cdot M_{C31} \cdot v_4 + v_3^T(t) \cdot M_{C32} \cdot v_5(t)}{G_{2den}(t)},
\]

\[
D_3(t) = \frac{v_2^T(t) \cdot M_{D31} \cdot v_4 + v_3^T(t) \cdot M_{D32} \cdot v_5(t)}{G_{2den}(t)}
\]

where scalars \( C_1(\infty) \) and \( D_1(\infty) \) and the matrices \( M_{C1}, M_{D1}, M_{C31}, M_{C32}, M_{D31}, M_{D32} \) are independent of time.
C. Short-time expansions of the coefficients

In this section, we are interested in the behavior of the time-dependent coefficients around \( t = 0 \), when the interaction between the central harmonic oscillator and the bath is switched on. A lengthy but still straightforward calculation leads to the expressions

\[
A_s(t) \simeq -2M\gamma \Omega_c(\Omega_r t) + M\gamma \Omega_c(\Omega_r t)^2 + O(t^3),
\]

and

\[
B_s(t) \simeq \gamma(\Omega_r t)^2 + O(t^3).
\]

In \( C(t) \) and \( D(t) \) the leading order corrections, which come only from the single integrals in (34) and (35) up to \( O(t^3 \ln t) \) are:

\[
C_s(t) \simeq \frac{\hbar}{2\pi} \gamma(\Omega_r t)^2 \left[ 1 - 2\gamma_{EM} - 2 \ln(\Omega_r t) \right] + O(t^3 \ln t),
\]

\[
D_s(t) \simeq \frac{2\hbar}{\pi} M\gamma \Omega_c(\Omega_r t) \left[ 1 - \gamma_{EM} - \ln(\Omega_r t) \right] + O(t^3 \ln t),
\]

where \( \gamma_{EM} \) is the Euler-Mascheroni constant, which is approximately 0.577. Surprisingly, the same short time expressions were found in Appendix C of [25]. Thus, the short time behavior of the coefficients at \( T = 0 \) is not influenced by the weak coupling limit approximation.

D. Asymptotic values

In the parameter region \( 0 < \gamma < \gamma_{cr} = \Omega^2/(2\Omega_r) \) one can have either one real and two complex or three real negative roots of Eq. (107) (both possibilities occur actually). The root with the smallest real part is always real and is close to \(-\Omega_c\) (see Fig. 1). Let us denote this root by \( z_1 \). If the parameters are chosen such that the coefficients converge, i.e., \( 0 < \gamma < \gamma_{cr} \), one can determine the asymptotic values:

\[
A(\infty) = -2M\gamma \Omega_c^2 \frac{(\Omega_c + z_2 + z_3)}{(\Omega_c + z_2)(\Omega_c + z_3)},
\]

\[
B(\infty) = \frac{2\gamma \Omega_c^2}{(\Omega_c + z_2)(\Omega_c + z_3)}.
\]

We note that \( A_w(\infty) \) and \( B_w(\infty) \) can be obtained from (100) and (101), and \( C_w(\infty) \), \( D_w(\infty) \) from the first terms of (102) and (103), which originate from the single integrals in (34) and (35), where one has to evaluate carefully the roots \( z_1, z_2, z_3 \) and the expressions for small values of \( \gamma \). The approximate roots are \( z_1 \approx -\Omega_c + (\exp(i\xi) + \exp(-i\xi))\epsilon \), \( z_2 \approx i\Omega - \exp(i\xi)\epsilon \), \( z_3 \approx -\Omega - \exp(-i\xi)\epsilon \), where \( \epsilon = \gamma \Omega_c^2/(\Omega^2 + \Omega_c^2) \) and \( \exp(i\xi) = (\Omega + \Omega_c)/(\sqrt{\Omega^2 + \Omega_c^2}) \). These approximate roots fulfill Vieta’s formulas (49)-(51) up to \( O(\gamma) \) precision. Careful evaluations are necessary in the arguments of the logarithms in the complex plane, because \( z_2^2 \) and \( z_3^2 \) are very close to the real axis with negative real parts.
more, according to the depicted curves, the exact result for a short timescale of the bare frequency $\Omega$. Furthermore, as expected. However, this peak is developed only for the same parameters used in Fig. 2. It is important to note the consistency condition has some unphysical, here in our analysis, we have been able to the region $0 < \gamma < \gamma_{cr}$, i.e., the purely Ohmic environment. Even though the purely Ohmic environment is known to be unphysical, here in our analysis, we have been able to capture a condition whose violation leads to the problem of introducing a counterterm in the bare frequency $\Omega$ such that $\Omega_{cr}^2(\infty)$ stays positive for all times; see Ref. 23.

In Fig. 3 we show the coefficients $C(t)$ and $D(t)$ for the same parameters used in Fig. 2. It is important to note that the so-called initial jolt discussed by Ref. 23 appears, as expected. However, this peak is developed only for a short timescale of the bare frequency $\Omega$. Furthermore, according to the depicted curves, the exact result and the result of the weak coupling limit differs considerably over a long time. These big differences can be also seen from the different asymptotic values $C(\infty)$ and $C_w(\infty)$ (or in $D(\infty)$ and $D_w(\infty)$) and can be attributed to the triple integrals of Eqs. (34) and (35). These integrals are not taken into account in the weak coupling limit. The situation for very short times is different: $C(t)$ and $C_w(t)$ (or $D(\infty)$ and $D_w(\infty)$) differs only a little. From the insets in Fig. 3 it is clear that (98) and (99) are the leading behavior for very short times. We note that up to the orders considered the triple integrals do not give any contribution for very short times.

For fixed $\Omega_c$ and $\gamma < \gamma_{cr}$ the coefficients $A(t)$, $B(t)$, $C(t)$ and $D(t)$ tend to constants; see Sec. IV D. Thus, the master equation is asymptotically Markovian, which was discussed in Sec. IV. Inequality (22) (i.e., $Q \geq 1$) necessarily holds for a physical system.

Replacements $A(\infty) \rightarrow A_w(\infty)$, etc., define the quantity $Q_w$ for the weak coupling limit. In Fig 4 we show both $Q$ and $Q_w$ as a function of $\gamma$, and find that $Q$ and $Q_w$ are bigger than 1 in the region $0 < \gamma < \gamma_{cr}$. This figure also shows that the weak coupling limit does not necessarily mean that $Q$ are closely approximated by $Q_w$ for small values of $\gamma$. On the other hand, $\gamma_w$ is approximately equal to the damping constant $B(\infty)$ of the central oscillator as $t \rightarrow \infty$ and $\Omega_c \gg \Omega$. Thus, in general, weak damping and the weak coupling limit are not related to each other.

\section{Comparison of Three Models}

In this section, we compare the following models. The first model is given by the Hamiltonian in (1), analyzed in the preceding sections. The second is called in the literature the Caldeira-Leggett model [3] and [4]. It differs from the Hamiltonian of the first model in the
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FIG. 3: Behaviors of $C(t)$ (left) and $D(t)$ (right). Thin horizontal lines show the asymptotic values and the asymptotics of the weak coupling limit, respectively. We set $\Omega_c = 40\Omega$ and $\gamma = \Omega / 128$. In the insets, we show the short-time behavior of $C(t)$ with the expansion $C_s(t)$ given by Eq. (98) (left inset) and $D(t)$ with the expansion $D_s(t)$ given by (99) (right inset), respectively. On both axes, we use dimensionless units.
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FIG. 5: Schematic diagram which shows the differences between the three models.

A third group of models consists of those which are not of the first or second type. See the diagram in Fig. 5. Some examples are in Refs. [2, 25], where a countervailing term is added to the Lorentz-Drude type spectral density.
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A third group of models consists of those which are not of the first or second type. See the diagram in Fig. 5. Some examples are in Refs. [2, 25], where a countervailing term is added to the Lorentz-Drude type spectral density.
We consider the model diverging periodically as a function of time. This problem arises independently of the temperature. Thus, this model is also nonphysical. Above $\gamma = \gamma_{cr}$, the allowed parameter range of $\Omega$ shrinks to the single point of $\gamma = 0$. Here we have found that the first and second models have a finite range in $\gamma$ even at $T = 0$. Surprisingly, the short-time behaviors of the first and the third models are the same; see Sec. IV C.

VI. CONCLUSIONS

In the context of the quantum Brownian motion, we have studied the exact master equation of Hu, Paz, and...
Zhang for determining consistent ranges of the parameters of the model. By consistency we mean a time evolution, which maps density operators to density operators and the central system preserves its characteristics, i.e., a trapped particle remains trapped. The alternative approach of Halliwell and Yu [4] for determining the coefficients of the HPZ master equation offers succinct and tractable formulas. Therefore, we started our paper with a brief review of their results. We specified our analysis to a central harmonic oscillator and heat bath with a Lorentz-Drude type Ohmic spectral density [1 2 23] and $T = 0$. Previous studies focused either on numerical evaluations of these coefficients [5] or analytical forms for simpler but unphysical spectral densities [24]. The derivation of either an exact or approximated master equation was central to these studies [2], but here, we lay emphasis on the consistency of the evolution itself.

Based on this mindset, we have demonstrated that there exists a critical coupling constant $\gamma_{\text{crit}}$, above which the evolution of the system is nonphysical. These critical values persist for any finite temperature. The reason is that the observed squared frequencies $\Omega_{\text{obs}}^2(t)$ (or its stationary value) are affected by the coefficient $A(t)$ only. The form of $A(t)$ depends on the temperature-independent kernel $\eta(s)$ directly or indirectly via the functions $u_1(s)$ and $u_2(s)$. Consequently, the nonphysical behavior in $\Omega_{\text{obs}}^2(t)$ persists at any temperature. Temperature-dependent effects can cause further nonphysical behaviors in any other physical quantities, but those effects can only narrow the allowed parameter regions. It turns out that not only the considered model in [1] but also the slightly changed Hamiltonian in [109], i.e., the original Caldeira-Leggett model, has this critical value, too.

We have also shown how to calculate explicitly the four coefficients of the HPZ master equation for $T = 0$. This analytical effort plays an important role in understanding the mathematical subtleties induced by different spectral densities, the transition from the exact to the weak coupling limit evolution, the short-time expansion of the coefficients, and the timescale under which the dynamics turn from a non-Markovian to a Markovian evolution. We have found that the short-time evolution is not affected by the weak coupling limit. However, $C(t)$, i.e., the cross-diffusion coefficient, and $D(t)$, i.e., the momentum diffusion coefficient, differ considerably over a long time from their weak-coupling counterparts. The other two coefficients $A(t)$, i.e., the frequency shift, and $B(t)$, i.e., the time-dependent relaxation of the central system, are less influenced by the weak coupling approximation. We have also investigated two other versions of the model, where counterterms are added to the Hamiltonian of the central oscillator, and found that the weak coupling limit of one of these models can be extended naively beyond the allowed value of $\gamma_{\text{crit}}$. Usually, the four coefficients are investigated either numerically or established for easily tractable but nonphysical spectral densities, but in these approaches is hard to find the boundaries of the derived master equation. Here, the advantages of a complete analytical treatment are evident, though, we did not exploit its full potential. In general, questions related to consistency checks of master equations [25 40–44] should become more and more relevant due to a large amount of increasing activity in the area of non-Markovian evolution [43], where various approximations are frequently used [40 47].
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Appendix A: The structure of $G_1(s, \tau)$ and $G_2(s, \tau)$ for arbitrary spectral density

Let us use the notations of Sec. IV A. By Eqs. (28) and (43) the Laplace transform of any solution $h(s)$ of
the homogeneous equation \( \text{[28]} \) fulfills

\[
\left( z^2 + \Omega^2 + \frac{2}{M} \hat{\eta}(z) \right) \hat{h}(z) - h'(0) - zh(0) = 0, \tag{A1}
\]

where we have replaced the solution \( u(s) \) of Eq. \( \text{[28]} \) by \( h(s) \) for the general case. This implies that the function \( h(s) \) defined by

\[
h(s) = L^{-1}_z \left[ \hat{h}(z) \right] (s) \equiv L^{-1}_z \left[ \frac{1}{z^2 + \Omega^2 + \frac{2}{M} \hat{\eta}(z)} \right] (s)
\]

has initial conditions

\[
h(0) = 0, \quad h'(0) = 1. \tag{A3}
\]

Taking the Laplace transform of Eq. \( \text{[31]} \),

\[
\left( z^2 + \Omega^2 + \frac{2}{M} \hat{\eta}(z) \right) \tilde{G}_i(z, \tau) - G'_i(0, \tau) - zG_i(0, \tau)
= e^{-\tau z} \Theta(z), \tag{A4}
\]

\( \tilde{G}_i(z, \tau) \) can be expressed as

\[
\tilde{G}_i(z, \tau) = \frac{e^{-\tau z} \Theta(z) + G'_i(0, \tau) + zG_i(0, \tau)}{z^2 + \Omega^2 + \frac{2}{M} \hat{\eta}(z)}
= \tilde{h}(z) \left( e^{-\tau z} \Theta(z) + G'_i(0, \tau) + zG_i(0, \tau) \right). \tag{A5}
\]

In the second equality we have used \( \tilde{h}(z) \) defined by Eq. \( \text{[A2]} \). Now, we use the translational property of the inverse Laplace transform for the first term:

\[
L^{-1}_z \left[ \hat{h}(z)e^{-\tau z} \Theta(\tau) \right] (s) = h(s - \tau) \Theta(\tau) \Theta(s - \tau). \tag{A6}
\]

The identities \( L_s [h(s)] (z) = \tilde{h}(z) \) and \( L_s [h'(s)] (z) = z\tilde{h}(z) + h(0) \) with \( h(0) = 0 \) in Eq. \( \text{[A3]} \) and with the inverse Laplace transform of the second and third terms in \( \text{[A5]} \) yield

\[
L^{-1}_z \left[ \tilde{h}(z) \left( G'_i(0, \tau) + zG_i(0, \tau) \right) \right] (s)
= h(s)G'_i(0, \tau) + h'(s)G_i(0, \tau). \tag{A7}
\]

Regrouping the terms, we have:

\[
G_i(s, \tau) = h(s - \tau) \Theta(\tau) \Theta(s - \tau)
+ h(s)G'_i(0, \tau) + h'(s)G_i(0, \tau). \tag{A8}
\]

Taking derivative with respect to \( s \), we obtain:

\[
G'_i(s, \tau) = h'(s - \tau) \Theta(\tau) \Theta(s - \tau)
+ h'(s)G'_i(0, \tau) + h''(s)G_i(0, \tau). \tag{A9}
\]

The omitted term \( h(s - \tau) \Theta(\tau) \delta(s - \tau) \) is zero due to \( \text{[A3]} \). The boundary conditions in \( \text{[32]} \) together with \( \text{[A8]} \) result for \( G_1(s, \tau) \):

\[
G_1(s, \tau) = \tilde{G}_1(s, \tau) \Theta(\tau) \Theta(s - \tau), \tag{A10}
\]

with

\[
\tilde{G}_1(s, \tau) = \tilde{h}(s - \tau). \tag{A11}
\]

Fixing the boundary conditions \( \text{[33]} \) for \( G_2(s, \tau) \) at \( s = t \), we require according to Eqs. \( \text{[A8]} \) and \( \text{[A9]} \) that the currently unknown values \( G_2(0, \tau) \) and \( G'_2(0, \tau) \) are fixed by using the equations:

\[
0 = G_2(t, \tau) = h(t - \tau) \Theta(\tau) \Theta(t - \tau)
+ h(t)G'_2(0, \tau) + h'(t)G_2(0, \tau), \tag{A12}
\]

\[
0 = G'_2(t, \tau) = h'(t - \tau) \Theta(\tau) \Theta(t - \tau)
+ h'(t)G'_2(0, \tau) + h''(t)G_2(0, \tau). \tag{A13}
\]

After solving \( G_2(0, \tau) \) and \( G'_2(0, \tau) \), we insert them into Eq. \( \text{[A8]} \) to have

\[
G_2(s, \tau) = G_1(s, \tau) + \tilde{G}_2(s, \tau) \Theta(\tau) \Theta(s - \tau), \tag{A14}
\]

with

\[
\tilde{G}_2(s, \tau) =
\begin{vmatrix}
\tilde{h}(t - \tau) & h(t) & h'(t) \\
\tilde{h}(t) & h(t) & h'(t) \\
h'(t) & h''(t) & h'(t)
\end{vmatrix}.
\tag{A15}
\]

Here \( \ldots \) denotes the determinant of the matrices. Apart from the time windows the Heaviside functions \( G_1(s, \tau) \) and \( G_2(s, \tau) \) are expressed in terms of \( h(t) \), which is defined by the inverse Laplace transform in \( \text{[A2]} \); i.e., to calculate these Green’s functions for a given spectral density \( \hat{\eta}(z) \) the inverse Laplace transform has to be performed.

### Appendix B: Careful evaluation of triple integrals

The infinite upper bounds in single and triple integrals in Eq. \( \text{[34]} \) are moved down to some finite values due to the Heaviside functions in Eqs. \( \text{[57]} \) and \( \text{[59]} \). Here we show the careful evaluation of the triple integrals by using only positive arguments of the kernel \( \nu(s) \), where the necessary actual upper bounds are presented explicitly. Different upper bounds can be found in the literature (compare our formulas with \( \text{[6]} \) and \( \text{[8]} \), and also with the bounds in Ref. \( \text{[48]} \)). The same upper bounds must be used in triple integral for \( D(t) \) with the trivial changes \( G_1 \to G'_1 \). The triple integral \( J \) is

\[
J = \int_0^t ds \int_0^\infty d\lambda \int_0^\infty d\tau \eta(t-s) \times G_1(t, \lambda) G_2(s, \tau) \nu(\tau - \lambda), \tag{B1}
\]

where the kernel \( \nu \) is symmetric, i.e., \( \nu(\tau - \lambda) = \nu(\lambda - \tau) \). The structures of \( G_1 \) and \( G_2 \) are given in Eqs. \( \text{[A10]} \) and
The original integral $J$ is obtained from these two terms as

$$J = J_1 + J_2.$$  \hspace{1cm} (B2)

$J_1$ contains the contribution of the first term in $\text{A14}$ and $J_2$ second to the second group. The necessary integrals using only the smooth functions $\tilde{G}_1(s, \tau)$ and $\tilde{G}_2(s, \tau)$ are

$$J_1 = \int_0^t ds \int_0^s d\tau \int_0^\tau d\lambda \eta(t-s)\tilde{G}_1(t, \lambda)\tilde{G}_1(s, \tau)\nu(\tau - \lambda)$$

$$+ \int_0^t ds \int_0^s d\tau \int_\tau^t d\lambda \eta(t-s)\tilde{G}_1(t, \lambda)\tilde{G}_1(s, \tau)\nu(\lambda - \tau),$$

and

$$J_2 = \int_0^t ds \int_0^s d\tau \int_0^\tau d\lambda \eta(t-s)\tilde{G}_1(t, \lambda)\tilde{G}_2(s, \tau)\nu(\tau - \lambda)$$

$$+ \int_0^t ds \int_0^s d\tau \int_\tau^t d\lambda \eta(t-s)\tilde{G}_1(t, \lambda)\tilde{G}_2(s, \tau)\nu(\lambda - \tau).$$  \hspace{1cm} (B3)

Now, the bounds of the integrals ensure causality; we have no contributions to the master equation’s coefficients from later times than $t$.

**Appendix C: Some explicit intermediate coefficients**

Coefficients appearing in Eqs. (79) and (80) read

$$C_{1,1}(\alpha) = \frac{\Omega_c + z_1}{(\alpha - z_1)(z_1 - z_2)(z_3 - z_1)},$$  \hspace{1cm} (C1)

$$D_{1,1}(\alpha) = \frac{(\Omega_c + z_1)z_1}{(\alpha - z_1)(z_1 - z_2)(z_3 - z_1)}.$$  \hspace{1cm} (C2)

The functions $C_{1,2}(\alpha)$ and $D_{1,2}(\alpha)$ are obtained from $C_{1,1}(\alpha)$ and $D_{1,1}(\alpha)$ by applying the simultaneous replacements $(z_1 \to z_2, z_2 \to z_3, z_3 \to z_1)$. In a similar way, $C_{1,3}(\alpha)$ and $D_{1,3}(\alpha)$ are the results of the simultaneous replacements $(z_1 \to z_3, z_2 \to z_1, z_3 \to z_2)$. The remaining coefficients $C_{1,0}(\alpha)$ and $D_{1,0}(\alpha)$ are given by

$$C_{1,0}(\alpha) = -\left(C_{1,1}(\alpha) + C_{1,2}(\alpha) + C_{1,3}(\alpha)\right),$$  \hspace{1cm} (C3)

$$D_{1,0}(\alpha) = -\left(D_{1,1}(\alpha) + D_{1,2}(\alpha) + D_{1,3}(\alpha)\right).$$  \hspace{1cm} (C4)

Coefficients appearing on the right-hand sides of Eqs. (83) and (84) are

$$C_{3,1}(\alpha) = -M\gamma\Omega_c^2 \frac{(z_1 - z_2)(z_1 - z_3)(z_2 - z_3)^2[\alpha^2 + (z_1 + z_2 + z_3)\alpha + (z_1 + z_2)(z_1 + z_3)](z_1 + \Omega_c)}{z_1(z_1 + z_2)(z_1 + z_3)(z_1 + \alpha)(z_2 + \alpha)(z_3 + \alpha)},$$  \hspace{1cm} (C5)

$$D_{3,1}(\alpha) = z_1C_{3,1}(\alpha),$$  \hspace{1cm} (C6)

$$C_{3,4}(\alpha) = -M\gamma\Omega_c^2 \frac{(z_1 - z_2)^2(z_1 - z_3)(z_2 - z_3)^2[(\Omega_c - z_3)\alpha^2 + (z_1 + z_2 + z_3)(z_3 - \Omega_c)\alpha + (z_1 + z_3)(z_2 + z_3)\Omega_c]}{z_3(z_1 + z_3)(z_2 + z_3)(z_1 - \alpha)(z_2 - \alpha)(z_3 - \alpha)},$$  \hspace{1cm} (C7)

$$D_{3,4}(\alpha) = -M\gamma\Omega_c^2 \frac{(z_1 - z_2)^2(z_1 - z_3)(z_2 - z_3)^2[\alpha^2 - \Omega_c\alpha + (z_1 + z_2 + z_3)\Omega_c]}{(z_1 + z_3)(z_2 + z_3)(z_1 - \alpha)(z_2 - \alpha)(z_3 - \alpha)},$$  \hspace{1cm} (C8)

$$C_{3,7}(\alpha) = M\gamma\Omega_c^2 \frac{(z_1 - z_2)(z_2 - z_3)(z_1 + \Omega_c)}{(z_1 - \alpha)(z_3 + \alpha)},$$  \hspace{1cm} (C9)

$$D_{3,7}(\alpha) = z_1C_{3,7}(\alpha),$$  \hspace{1cm} (C10)

$$C_{3,10}(\alpha) = M\gamma\Omega_c^2 \frac{(z_1 - z_3)(z_3 - z_2)(z_1 + \Omega_c)}{(z_1 - \alpha)(z_2 + \alpha)},$$  \hspace{1cm} (C11)

$$D_{3,10}(\alpha) = z_1C_{3,10}(\alpha).$$  \hspace{1cm} (C12)

The coefficients $C_{3,i}$ and $D_{3,i}$ for $i = 2, i = 5, i = 8, i = 11$ are obtained from the coefficients of $i = 1, i = 4, i = 7,$ and $i = 10$ by applying the simultaneous replacements $(z_1 \to z_2, z_2 \to z_3, z_3 \to z_1)$, respectively. Similarly,
coefficients for \( i = 3, i = 6, i = 9, \) and \( i = 12 \) are obtained from the coefficients of \( i = 1, i = 4, i = 7, \) and \( i = 10 \) by applying the simultaneous replacements (coefficients for \( i \))

\[
C_{3,13}(\alpha) = M_\gamma \Omega^2 \left[ \left( \frac{(z_2 - z_3)^2(z_1 + z_3)(z_1 + \alpha)}{z_1(z_1 + z_2)(z_1 + z_3)(z_1 + \alpha)} \right) + \frac{(z_2 - z_3)^2(z_2 z_3 \Omega z + z_1^2(z_2 + z_3 + \Omega z))}{z_1(z_1 + z_2)(z_1 + z_3)(z_1 - \alpha)} \right] + \text{Cycl.} \]  
\[
D_{3,13}(\alpha) = M_\gamma \Omega^2 \left[ \left( \frac{(z_2 - z_3)^2(z_1 + z_3)(z_1 + \alpha)}{z_1(z_1 + z_2)(z_1 + z_3)(z_1 + \alpha)} \right) + \frac{(z_2 - z_3)^2(z_2 z_3 + (z_2 + z_3) \Omega z)}{(z_1 + z_2)(z_1 + z_3)(z_1 - \alpha)} \right] + \text{Cycl.} \]  

**Appendix D: Useful integrals**

Let us suppose that \( r \) is a complex parameter and \( t \) is positive. We need some expression for the integrals

\[
I_1(r, t) = \int_0^\infty d\omega \frac{\omega \cos(\omega t)}{r^2 + \omega^2}, \quad t > 0, \quad r \in \mathbb{C} \]  

(D1)

and

\[
I_2(r, t) = \int_0^\infty d\omega \frac{\omega \sin(\omega t)}{r^2 + \omega^2}, \quad t > 0, \quad r \in \mathbb{C} \]  

(D2)

Both integrals are invariant under the change \( r \rightarrow -r \), thus it is enough to consider the integrals in the region \(-\pi/2 < \arg r < \pi/2\), which we consider throughout this Appendix. By writing the fraction as a sum of partial fractions one can shift the integration variables so that the integrals can be written in terms of the functions

\[
\text{Chi}(z) = -\gamma_{\text{EM}} + \ln(z) + \int_0^z \frac{\cosh(t) - 1}{t} dt, \]  

(D3)

called hyperbolic cosine integral and

\[
\text{Shi}(z) = \int_0^z \frac{\sinh(t)}{t} dt, \]  

(D4)

called hyperbolic sine integral. Useful formulas especially their behaviors at infinity can be found, e.g., in Ref. [49]. The integrals in question are expressed as

\[
I_1(r, t) = -[\cosh(rt) \text{Chi}(rt) - \sinh(rt) \text{Shi}(rt)], \]  

(D5)

\[
I_2(r, t) = -\frac{1}{r} [\sinh(rt) \text{Chi}(rt) - \cosh(rt) \text{Shi}(rt)]. \]  

(D6)

In analytical calculations for big enough \( t \) one faces the problem that on the right-hand sides of Eqs. (D5) and (D6) one has the difference of two very big quantities; however, the difference is small in the right half plane for the complex \( r \). One can find useful asymptotic expansions for both integrals using, e.g., Mathematica software [49].
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