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Abstract—In this letter, we consider single-cell, single-user systems wherein uplink and downlink user equipment communicate with a full-duplex relay. Due to the near-far problem, the self-interference (SI) can be 100-1000x the received signal power. In this context, we consider the adaptive Least Mean Squares (LMS) algorithm to estimate the SI channel and then subtract the SI from the desired received signal before the analog-to-digital converter (ADC). We measure the robustness of this technique in terms of bit error rate (BER) and spectral efficiency.

Index Terms—Full-Duplex, Self-Interference, Adaptive LMS.

I. INTRODUCTION

FULL-DUPLEX (FD) systems have recently gained enormous attention in academia and industry due to its potential to reduce latency and double spectral efficiency in the link budget compared to the half-duplex relays that transmit and receive in different time slots [1]. Because of these benefits, FD systems can be integrated in applications requiring high data rate, such as platooning, autonomous driving, and vehicular clouds [3]–[7]. Since it transmits and receives at the same resource blocks, FD transceivers are vulnerable to the near-far problem. In fact, the FD receive antenna receives a signal from its transmit antenna side that can be 100-1000x stronger than the desired received signal due to the propagation losses over large distances [8]. In other terms, the near-far problem is translated into a loop-back self-interference (SI) that can saturates the analog-to-digital converter (ADC) resulting in severe degradation of the reliability performance. Therefore, SI cancellation techniques are necessary to eliminate the loop-back SI and reduce it below the noise floor.

Conventional SI cancellation methods have been discussed on the literature and they are mainly classified into hardware and systems based techniques. Hardware based approaches are mainly antenna separation, isolation, polarization [9]–[11], directional antennas [12]–[14] or antennas placement to create null space at the receive arrays which achieves a 15 dB of SI reduction [8], [15]. While, system based approaches are the beamforming techniques, i.e., designing the analog phases shifters to eliminate the SI before the ADC and/or designing the baseband receiver, which is the last line of defense, to remove the SI [16], [17].

In this work, we consider a single-user and single-cell system wherein the uplink and downlink users equipments (UEs) are equipped with single antenna and communicate through the FD relay. In the first stage, we consider the adaptive Least Mean Square (LMS) algorithm to estimate the SI channel while the estimated SI signal is subtracted from the desired uplink signal at the receive antenna of the FD relay in the second stage. We consider the multicarrier Orthogonal Frequency Division Multiplexing (OFDM) transmission mode that is used for the training pilots for the estimation stage as well as the payload data. The performances are measured in terms of bit error rate (BER) and spectral efficiency.

The remainder of the paper is structured as follows: Section II describes the signals and channels models while the SI cancellation method is discussed in Section III. Section IV provides the numerical results following their discussions while the concluding remarks are reported in Section V.

II. SYSTEM MODEL

We consider a single-cell and single-user scenario wherein the uplink and downlink users equipments (UEs) communicate with FD relay as illustrated by Fig. 1.

The uplink received signal at the discrete time instant \( \ell \) is given by

\[
y_u[\ell] = h_u[\ell] \ast s_u[\ell] + h_{si}[\ell] \ast s_d[\ell] + n[\ell]
\]

(1)

where \((\ast)\) is the convolution operator, \(s_u[\ell]\) and \(s_d[\ell]\) are the uplink and downlink sequences, \(n[\ell]\) is the Additive White Gaussian Noise (AWGN) at the relay, while \(h_u[\ell]\) and \(h_{si}[\ell]\) are the uplink and SI channels, respectively. Note that \(h_{si}[\ell]\) consists of line-of-sight (LOS) or also termed as the direct or internal path and non-line-of-sight (NLOS) paths caused by the external reflections. A general model of the SI channel is given by

\[
h_{si}[\ell] = \sqrt{\frac{\kappa}{\kappa + 1}} h_{los}[\ell] + \sqrt{\frac{1}{\kappa + 1}} h_{nlos}[\ell]
\]

(2)

where \(\kappa\) is the Rician factor. Note that \(h_{los}[\ell]\) is static and depends on the geometry of the FD transceiver while \(h_{nlos}[\ell]\)
is generally probabilistic to model the external random reflections.

For downlink scenario, the FD relay transmits the sequences \( s_d[\ell] \) to the downlink UE which is interference-free. The downlink received signal is expressed by

\[
y_d[\ell] = h_d[\ell] \ast s_d[\ell] + n[\ell]
\]

(3)

III. ADAPTIVE SELF-INTERFERENCE CANCELLATION

A. Training and Estimation

In this stage, the FD relay exchanges the training pilots through the internal and external paths. During this stage, we apply the steepest descent to construct the coefficients of the Finite Impulse Response (FIR) filter taps which is the estimate the SI channel. The training frame contains an OFDM symbol (cyclic prefix and pilots) generated from QPSK symbols. The output of the training stage is the SI channel estimate \( \hat{h}_{si} \).

B. Brief Review

We consider a cost function \( \mathcal{I}(w) \) that is a continuously differentiable function of some unknown weight vector \( w \). This function maps the vector elements of \( w \) into real numbers. We aim to obtain an optimal solution \( w_0 \) that satisfies the following condition

\[
\mathcal{I}(w_0) \leq \mathcal{I}(w) \quad \text{for all } w
\]

(4)

We start with initial guess denoted by \( w(0) \) and then we generate a sequence of weight vectors \( w(1), w(2), \ldots \) such that the cost function \( \mathcal{I}(w) \) is decreased at each adaptation cycle such as

\[
\mathcal{I}(w(\ell + 1)) \leq \mathcal{I}(w(\ell))
\]

(5)

where \( w(\ell) \) is the old value of the weight vector and \( w(\ell + 1) \) is the updated version. To converge to the optimal solution, the successive adjustments applied to the weight vector \( w \) are in the direction of steepest descent, i.e., in a direction opposite to the gradient vector of the cost function \( \nabla \mathcal{I}(w) \), which is denoted by \( \nabla \mathcal{I}(w) = \partial \mathcal{I}(w)/\partial w \).

Accordingly, the steepest descent is described as

\[
w(\ell + 1) = w(\ell) - \frac{1}{2\mu} \frac{\partial \mathcal{I}(w(\ell))}{\partial w(\ell)}
\]

(6)

where \( \mu \) is the step-size.

We further define the input training sequences at time \( \ell \) as \( u(\ell) = [u(\ell), u(\ell - 1), \ldots, u(\ell - L + 1)]^T \), \( L \) is the number of the filter taps and \( (\cdot)^T \) is the Transpose operator. At the \( \ell \)-th adaptation cycle, we produce an estimation error as

\[
e(\ell) = d(\ell) - w^H(\ell) u(\ell)
\]

(7)

where \( (\cdot)^H \) is the Hermitian operator, \( e(\ell) \) and \( d(\ell) \) are the estimation error and the desired signal at the time index \( \ell \), respectively. If the training sequences \( u(\ell) \) and the desired signal \( d(\ell) \) are jointly stationary, then the mean square error \( \mathcal{I}(w(\ell)) \) at time index \( \ell \) is a quadratic function of the tap-weight vector \( w \). According to [18 Eq. (2.50)], the mean square error is expressed by

\[
\mathcal{I}(w(\ell)) = \sigma^2_d - w^H(\ell) p - p^H w(\ell) + w^H(\ell) R w(\ell)
\]

(8)

where \( \sigma^2_d \) is the variance of the desired signal, \( p \) is the cross-correlation vector between \( u(\ell) \) and \( d(\ell) \) and \( R \) is the correlation matrix of the input training \( u(\ell) \). Note that the gradient vector is obtained by

\[
\nabla \mathcal{I}(w(\ell)) = -2p + 2R w(\ell)
\]

(9)

Therefore, the estimate of the output weight vector is expressed by

\[
w(\ell + 1) = w(\ell) + \mu [p - R w(\ell)]
\]

(10)

which describes the mathematical formulation of the steepest descent algorithm for Wiener filtering.

A necessary and sufficient condition for the convergence or stability of the steepest descent is that the step size \( \mu \) has to satisfy the double inequality

\[
0 < \mu < \frac{2}{\sigma_{\text{max}}}
\]

(11)

where \( \sigma_{\text{max}} \) is the largest eigenvalue of the correlation matrix \( R \). In the sequel, we express the step size as

\[
\mu = \frac{\alpha}{\sigma_{\text{max}}}
\]

(12)

Regarding our framework, the output weight vector \( w \) is nothing but the estimate of the SI channel \( h_{si} \).

C. Interference Cancellation

Once the SI channel is estimated in the first stage, we subtract the estimated SI signal from the uplink received signal. The uplink received signal before the ADC and after the interference cancellation is expressed as

\[
y_u[\ell] = h_u[\ell] \ast s_u[\ell] + (\hat{h}_{si}[\ell] - h_{si}[\ell]) \ast s_d[\ell] + n[\ell]
\]

(13)

Residual self-interference

IV. NUMERICAL RESULTS

We assume that the uplink \( h_u[\ell] \) and NLOS \( h_{\text{NLOS}}[\ell] \) channels are Complex Gaussian distributed while the internal LOS \( h_{\text{LOS}}[\ell] \) channel is a \( \text{sinC} (\cdot) \) pulse. System parameters and their values (unless otherwise stated) are summarized in Table I.

| Subsystem                      | Parameter                          | Value          |
|-------------------------------|------------------------------------|----------------|
| Channel                       | No. Channel Taps (L)               | 10             |
|                               | Rician Factor                      | 5 dB           |
| OPDM                          | Cyclic Prefix                      | \( L - 1 \)    |
| Modulation/ Demodulation      | Bits per OFDM Symbol               | 32400          |
|                               | Subcarrier Modulation              | QPSK           |
|                               | Frames (OFDM Symbols)              | \( 10^2 \)     |
| Error Correction              | Channel Coding                     | LDPC           |
|                               | Coding Rate                        | 1/2            |
| Data Converters               | ADC/DAC Resolution                | \( \infty \)   |
| Self-Interference Cancellation| Signal-to-Interference Ratio (SIR)| -60 dB         |
|                               | Iterations                         | 100            |
|                               | \( \alpha \) in [12]                | 0.125          |

TABLE I: System Parameters
During training, we generate a pilot frame (OFDM symbol plus cyclic prefix) containing 31400 LDPC coded bits mapped into QPSK subcarrier amplitudes, which are then combined via the fast Fourier transform to an OFDM symbol. The pilot frame is input to the steepest descent method for 100 iterations to estimate the SI channel. Then, we randomly generate another 31400 LDPC coded bits mapped to an OFDM symbol to construct the data frame for the uplink and downlink UEs. To cancel the SI, the downlink data frame is convolved with the estimated SI channel and then subtracted from the uplink received signal per [13]. In simulation, we send $10^5$ (Monte Carlo) frames for training, uplink and downlink data, and then average the BER and spectral efficiency.

Without SI cancellation, as shown in Fig. 2 coded BER is very high (around 0.25) and stays approximately constant with increasing SNR due to the SIR of -60 dB. BER is dramatically reduced after SI has been canceled by the adaptive LMS algorithm. The proposed technique achieves BER of $10^{-4}$ around 30 dB of SNR. Although the proposed technique achieves a high amount of SI reduction, residual SI remains which is visible as a small gap with the BER implemented for interference-free (downlink UE) and LDPC coding.

Fig. 3 illustrates variations in spectral efficiency vs. SNR. As mentioned earlier, spectral efficiency is severely degraded by SI to be around 0.1 bits/s/Hz. We also observe the efficiency of the proposed technique to estimate and cancel the SI, and it compensates for roughly 7 bits/s/Hz of rate loss.

V. CONCLUSION

We considered a single-cell single user scenario wherein two UEs are communicating with a FD relay. We use an adaptive LMS method to cancel the SI which corrupts the received uplink UE signal. This technique achieved a high amount of SI reduction although some residual SI remained. We plan to extend this approach to support MIMO-OFDM systems in multiuser cellular case with low-resolution ADCs.

Fig. 2: Bit error rate (BER) vs. SNR. In the presence of self-interference (SI) with SIR of -60 dB, the LDPC BER is flat because the received uplink signal is swamped by interference. Compare this to LDPC after SI cancellation which follows the LDPC curve when there is no interference with a small SNR gap. Uncoded BER is also shown when there is no interference.

Fig. 3: Spectral efficiency results vs. SNR. The proposed self-interference (SI) cancellation technique shows significant improvement in the presence of SI at an SIR of -60 dB, and tracks the interference-free scenario which serves as a benchmark.
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