Site-resolved Bragg scattering
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We numerically calculate the reliability with which one can optically determine the presence or absence of an individual scatterer in a randomly occupied 3D array of well-localized, coherently radiating scatterers. The reliability depends in a complicated way on the ratio of lattice spacing to wavelength and the numerical aperture of the imaging system. The behavior can be qualitatively understood by considering the dependence of Bragg scattering modes on lattice spacing. These results are of interest for atomic implementations of quantum information processing. © 2007 Optical Society of America
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Neutral atoms trapped in a far-off-resonant optical lattice have been proposed as the basis for a quantum computer [1-3]. A quantum computation must start from a well known initial distribution of atoms among lattice sites. One approach is to directly observe the location of atoms in the lattice, and then use the information to either fill in the vacancies or to account for the vacancies in a customized computation [4,5]. Since it is easier to address individual atoms at lattice sites when the lattice constant \( \ell \) is large, initialization and site addressability can be optimized together in this approach. However, a smaller \( \ell \) makes it easier to mutually entangle atoms, and more of them can be fit into a smaller volume. Therefore, an important issue in the
design of a 3D lattice-based quantum computer is the minimum size of $\ell$ consistent with the ability to individually resolve atoms.

Arrays of 250 single atoms in a 3D optical lattice have recently been imaged [6]. Compared to 1D and 2D single ion and atom arrays [7-10], more qubits can be trapped with more near neighbors in 3D. But 3D imaging presents the problem of background light from atoms outside of the image plane. The considerable prior study of light scattering from 3D arrays of particles has always been in momentum space, i.e., using Bragg scattering, where detailed information about vacancies is not available [11-13]. The demands of single site resolution require new theoretical studies of how best to maximize the signal to background. Although Bragg scattering concerns the interference of indistinguishable scatterers, it turns out to be relevant to interference affects in site-resolved images.

In this letter, we consider the problem of imaging individual light scatterers in a randomly occupied, finite, 3D lattice. We assume that the scatterers are localized to much better than a wavelength, which was not the case in Ref. [6], but might be attained for atoms with better laser cooling. We primarily consider site occupations of 50%, where a random half of the sites have exactly one scatterer [14,15]. The scatterers are coherently illuminated by a wavelength $\lambda$ traveling wave perpendicular to the imaging optical axis, linearly polarized parallel to the image plane. For a large set of atom distributions and assuming diffraction limited optics, we calculate the intensity in the image plane both with and without a particular target site being filled. The results determine the reliability with which we can identify a vacancy when the overall distribution is unknown.

The geometry for this calculation is shown in Fig.1. The optic axis is the $z$-axis. We define a new variable for the lattice spacing $\rho = \ell / \lambda$, and implicitly scale all other length variables.
by $\lambda$ to make them dimensionless. A thin lens of focal length $f_1$, numerical aperture $\eta$, and clear aperture $a$, collects scattered light from atoms in the lattice. A second magnifying thin lens of focal length $f_2 = \mu f_1$, where the magnification $\mu >> \ell$, forms the image of the target atom which is taken as the origin of the coordinate system.

**Fig.1**: A schematic of the model for imaging the lattice.

We calculate the electric field near the origin due to all the atoms in the lattice, one plane at a time. Because the atoms radiate in a dipole pattern and the numerical aperture of the magnifying lens is small, all the imaged light has approximately the same polarization. We can therefore use the Fresnel-Kirchoff relation for the 3D distribution of the electric field as approximated by Debye [16] to calculate the amplitude in the $z = 0$ image plane due to an atom at the center of the $n^{th}$ lattice plane,

$$E(u_n, v_n) = -iA \frac{2\pi}{\lambda} \left( \frac{a}{d_n} \right)^2 \exp\left[i\left(\frac{d_n}{a}\right)^2 u_n\right] \int_0^1 J_0(v_n \xi) \exp\left[-i \frac{u_n \xi^2}{2}\right] \xi \, d\xi.$$  

$J_0$ is a Bessel function, $A$ is a scaling constant, and $\xi$ is dimensionless and proportional to the lens radius. The subscript $n$ denotes the corresponding quantity for the image of the $n^{th}$ lattice plane,
where \( \mu_n = \frac{\mu}{(1 + (1 + \mu)n \rho / f_1)} \) is its magnification, \( d_n \) is its axial distance from the magnifying lens and \( z_n = d_n - d_0 = -n \rho \mu \mu_n \) is its \( z \)-coordinate. The field is expressed in terms of the scaled \( z \)-coordinate \( u_n = 2\pi \chi^2 \mu_n^2 (1 + n \rho / f_1)^2 z_n \) and the scaled polar coordinate \( \nu_n = 2\pi \rho \chi r / (1 + n \rho / f_1) \) which both depend on the tangent of the aperture angle, \( \chi = \tan(\sin^{-1}\eta) = a / f_1 \), which differs from \( \eta \) for large \( \eta \). For the Debye integral to yield a good approximation to the light distribution near the focus, the values of the focal length, numerical and clear aperture need to be chosen so that \( d_n >> a >> \ell \) and \( a^2 / d_n >> \ell \) for all values of \( d_n \). Typically, \( d_n \) is of the same order as \( f_2 \).

The amplitude \( E_{00}^m(r) = E(u_m, \nu_m(r)) \) for points in the \( z = 0 \) plane due to the atoms at \((0, 0)\) sites in various lattice planes was generated for various \( \eta \) and \( \rho \) at a set of radii \( r \). We use cylindrical symmetry to write the amplitude across the plane as \( E_{00}^m(x, y) = E_{00}^m(r(x, y)) = E_{00}^m(\sqrt{x^2 + y^2}) \). If \( \alpha_{pq}^m \) is the length of the path joining the lattice site at \((p, q)\) in the \( m \)-th plane to its geometrical image, its image field in the \( z = 0 \) plane can be expressed as

\[
E_{pq}^m(x, y) = \exp[2\pi i (\alpha_{pq}^m - \alpha_{00}^m) / \lambda]E_{00}^m(x + p, y + q).
\]

The image of the atom at \((p, q)\) is at \((-p, -q)\). The expression for the intensity for a \((2N+1)^3\) lattice with the target site at the center can then be written as [17]

\[
I_{net}(x, y) = \left| \sum_{m=-N}^{N} \sum_{p,q=-N}^{N} \beta_{pq}^m E_{pq}^m(x, y) \right|^2. \tag{1}
\]

The occupancy \( \beta_{pq}^m \) for each site was assigned the value 0 or 1 pseudo-randomly with a probability of 0.5. The intensity when \( \beta_{00}^0 = 0 \) (\( \beta_{00}^0 = 1 \)) represents the image of the lattice when
the target atom is absent (present). Fig. 2 shows contour plots of $I_{\text{net}}(x,y)$ for a typical random half-occupation of an $N=4$ lattice (9×9×9) imaged by an $\eta=0.51$ lens. We show plots for $\beta_{00}^0 = 1$ and 0 for two different $\rho$ values, 6.1 and 6.2, which are comparable to the one used in Ref. [6]. The average intensity in the two pairs of image planes differs greatly. Surprisingly, when $\rho=6.2$, the intensity at the image of the target decreases when the target atom is present. We will first expand on these numerical results, and then qualitatively explain them.

![Numerically calculated contour plots of 4 unit cells around the target site in the image plane. All images are for a half-filled 9×9 lattice imaged with an $\eta=0.514$ lens. a) $\rho=6.1$, with no target atom. b) $\rho=6.1$, with a target atom. c) $\rho=6.2$ with no target atom. d) $\rho=6.2$ with a target atom. The same linear gray scale applies to all images. For $\rho=6.1$ the target intensity increases when a target atom is present. For $\rho=6.2$, the target intensity counterintuitively decreases when a target atom is present.](image)

The ability to identify the presence of a target atom depends on how the intensity $I_{\text{tgt}} = I_{\text{net}}(0,0)$ at the corresponding image point $(0, 0)$ changes with and without the target atom. To quantify this ability, we calculate $I_{\text{tgt}}$ in both cases for a set of 2000 random occupations of a cubic lattice with 9 sites per side. A typical set of results is plotted in Fig. 3. We
define a threshold intensity $I_{th}$ such that over an ensemble of random occupations, \[ \text{Prob}(I_{tgt} > I_{th} | \beta_{00}^0 = 1) \equiv \text{Prob}(I_{tgt} < I_{th} | \beta_{00}^0 = 0), \] i.e., the probability of $I_{tgt}$ being above threshold when there is a target atom equals the probability of $I_{tgt}$ being below threshold with no target atom. The probability of incorrectly determining a site’s occupation is $\varepsilon \equiv \text{Prob}(I_{tgt} > I_{th} | \beta_{00}^0 = 0) = \text{Prob}(I_{tgt} < I_{th} | \beta_{00}^0 = 1)$. $\varepsilon$ depends on $\eta$, $\rho$, and the size of the lattice, and can in some cases exceed 50%. We assume here that shot noise in the collected light is small compared to the fluctuations due to the 3D occupancy distribution. In practice, $\varepsilon$ can be

**Fig. 3:** Histogram of binned intensities at the center of the 2D image plane for 2000 randomly half-occupied $15^3$ lattices. a) $\rho = 6.1$. b) $\rho = 6.2$. The lighter (darker) bars correspond to a target atom being present (absent). For $\rho = 6.2$, the intensity tends to be higher in the absence of a target atom, which would make it impossible to resolve site occupancy.
improved by taking into account spatial intensity distributions and using occupancy information from out of focus planes [6].

**Fig. 4:** a) The resolution error as a function of the rescaled lattice spacing, \( \rho \), for \( \eta=0.514 \). The data is based on 2000 random distributions. b) The net power collected by the imaging lens as a function of \( \rho \). The data is for \( \eta=0.514 \) lens and a full \( 15^3 \) lattice. The minimum (maximum) error points in (a) are associated with power peaks (valleys) in (b). The lines are to guide the eye.

Fig. 4a shows \( \varepsilon \) as a function of lattice spacing for \( \eta=0.514 \) on a log scale. Site resolvability varies dramatically and aperiodically with \( \rho \). The curve in Fig. 4a can be qualitatively explained by far-field interference among Bragg diffraction peaks, which is relevant because \( f \gg n\ell \). Fig. 4b shows, as a function of \( \rho \), \( P \), which is the calculated power collected by the imaging lens from a \( 15^3 \) fully occupied lattice, normalized by the power that would be collected without interference. \( P \) varies due to changes in the strength and angular location of Bragg diffraction peaks. Comparing Fig. 4a to 4b, we see that there is less error when \( P \) is larger, and vice versa. The correlation can be understood as follows. The marginal effect of adding an
atom in the target plane is to enhance interference effects. So when many Bragg diffraction peaks subtend the lens, adding a target atom disproportionately increases $P$. The entire change in $P$ is seen at the target site in the image plane. Conversely, when there are Bragg peaks that do not subtend the lens, or there is net destructive interference in all directions, adding an atom can decrease $P$. So even though all the light from the target atom that subtends the lens is focused near its image point, the total amount of light through that point can actually decrease.

One would expect that imaging details unrelated to Bragg diffraction, like $f_1$ or $f_2$, would only minimally affect $\varepsilon(\rho)$. Accordingly, we find that tripling $f_2/f_1$ has no impact on the location of the error features. For a given $\eta$, the minimum $\varepsilon$ increases by more than an order of magnitude as the lattice size increases from $9^3$ to $15^3$. Increasing $\eta$ tends to decrease the error, partly because of the sharper focus of light from the target atom in the image plane, but also because more Bragg peaks are collected. When there are many Bragg peaks just outside the lens, we find that, as $\eta$ is increased, $\varepsilon$ (at least for the central lattice site) decreases before $P$ increases. For instance, the $\rho=5.9$ point in Fig. 4, which is anomalous in that it has low $\varepsilon$ and low $P$, becomes a $P$ maximum when $\eta$ is made just 3% bigger.

We have also performed calculations with other occupancy fractions. The error rate improves away from half-filling, which is the highest entropy distribution. For nearly full lattices and a favorable $\rho$, site occupation can be determined with unmeasurably small error, even with $N=7$ (>$3000$ lattice sites).

In summary, we find that good resolution of well-localized single atoms in a 3D lattice requires maximum net Bragg diffraction into the imaging system. For a given size and orientation of lattice, the reliability with which site occupation can be determined depends sensitively on the ratio of the lattice spacing to the scattering wavelength, and relatively weakly
on other parameters. These results can be applied to imaging neutral atoms in optical lattices as well as to imaging other ordered arrays of scatterers.
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