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Abstract—In recent years, research on image generation methods has been developing fast. The auto-encoding variational Bayes method (VAEs) was proposed in 2013, which uses variational inference to learn a latent space from the image database and then generates images using the decoder. The generative adversarial networks (GANs) came out as a promising framework, which uses adversarial training to improve the generative ability of the generator. However, the generated pictures by GANs are generally blurry. The deep convolutional generative adversarial networks (DCGANs) were then proposed to leverage the quality of generated images. Since the input noise vectors are randomly sampled from a Gaussian distribution, the generator has to map from a whole normal distribution to the images. This makes DCGANs unable to reflect the inherent structure of the training data. In this paper, we propose a novel deep model, called decoder-encoder generative adversarial networks (DE-GANs), which takes advantage of both the adversarial training and the variational Bayesain inference to improve the performance of image generation. DE-GANs use a pre-trained decoder-encoder architecture to map the random Gaussian noise vectors to informative ones and pass them to the generator of the adversarial networks. Since the decoder-encoder architecture is trained by the same images as the generators, the output vectors could carry the intrinsic distribution information of the original images. Moreover, the loss function of DE-GANs is different from GANs and DCGANs. A hidden-space loss function is added to the adversarial loss function to enhance the robustness of the model. Extensive empirical results show that DE-GANs can accelerate the convergence of the adversarial training process and improve the quality of the generated images.

Index Terms—Image generation; Generative adversarial networks; Variational autoencoders; Generative models.

I. INTRODUCTION

IMAGE generation is an interesting, important but intractable task. Before deep learning approaches are applied in this area, traditional methods based on probability theory and Shannon’s information theory have been explored for a long time. The non-parametric sampling algorithm was presented and applied in texture synthesis [10]. It assumes the Markov random field and estimates new pixels using the conditional distribution of their neighbors. In [32], Portilla and Simoncelli proposed a parametric texture model based on joint statistics, which uses a decomposition method that is called steerable pyramid decomposition to decompose the textue of images. An example-based super-resolution algorithm [11] was proposed in 2002, which uses a Markov network to model the spatial relationship between the pixels of an image. A scene completion algorithm [16] was proposed in 2007, which applied a semantic scene match technique. These traditional algorithms can be applied to particular image generation tasks, such as texture synthesis and super-resolution. Their common characteristic is that they predict the images pixel by pixel rather than generate an image as a whole, and the basic idea of them is to make an interpolation according to the existing part of the images. Here, the problem is, given a set of images, can we generate totally new images with the same distribution of the given ones?

Thanks to the development of deep learning, we already have the ability to extract features from images using deep neural networks [6], [17], [14], [37], [34], [38], [12], [8]. One of the common models is the stacked auto-encoder [30] which is used in unsupervised learning. The training images are firstly passed into the encoder and transformed into the latent space. Then the decoder tries to reconstruct the images from the compact latent space. The training goal of the auto-encoder is to minimize the reconstruction-error between the reconstructed images and the original images. In 2013, the auto-encoding variational Bayes method (VAEs) [20] came out as a promising generative model. It shares a similar structure as the ordinary auto-encoders but a significant different point is that the encoder firstly maps the images to a Gaussian distribution and the decoder could map from Gaussian noise to the generated images. Hence, a trained decoder of VAEs could directly transform a Gaussian noise vector to an image. Another novel deep learning attempt, which was built on the nonequilibrium thermodynamics, was presented in [35]. However, an obvious defect of these models is that the images generated by them are blurry and the edges are difficult to distinguish.

Some pieces of work, such as the image generation with PixelCNN-Decoders [36], are proposed to combine the local details and the holistic shapes to improve the quality of generated images. For concreteness, PixelCNN-Decoders assume an conditional distribution of the neighborhood pixels and adjusts the architecture of PixelCNNs. However, these approaches can only generate images pixel by pixel, but not generate the images as a whole.

In 2014, a pioneering work was proposed which applied an
adversarial strategy and is known as Generative Adversarial Networks (GANs) [13]. The GANs framework is composed of a generator $G$ and a discriminator $D$. The generator tries to confuse the discriminator by generating images as plausible as possible, and the discriminator tries to distinguish the fake generated images from the real ones. They are trained alternatively to achieve the convergence. One of the notable distinctions between GANs and the traditional generative models is that the GANs generate an image as a whole rather than pixel by pixel. In the original GANs framework, a generator is made up of fully connected neural networks including two dense layers and a dropout layer. Random noise vectors are sampled from a normal distribution and delivered as inputs to the generator networks. The discriminator can be any supervised learning model. Image generation techniques based on GANs explode recently, such as the generative model using a Laplacian Pyramid of adversarial networks [4]. It generates images with relatively high resolution in spite of its unstable generation process. The idea of adversarial training has also been widely applied. For instance, the adversarial autoencoders [29], adversarial variational Bayes [31] and the work of [24] are designed to generate images based on the adversarial training, with meritorious results. PixelGAN autoencoder [28] is another noticeable work that makes an attempt to explore the input noise vectors. The generative path of PixelGAN autoencoder is a PixelCNN [36] that is conditioned on a latent code, while its recognition path uses a GAN to impose a prior distribution on the latent code.

In order to accelerate the training of GANs and explore the reason why the training process is not stable, Wasserstein GAN (WGAN) [11] was proposed. It proves that the defect of the loss function of GANs is that it cannot ensure the convergence of training. Hence, in WGAN, the Wasserstein distance was used to replace the original loss function of GANs. However, the calculation of Wasserstein distance is complex and slow. Inspired by the WGAN model, we also enhance our loss function to improve the robustness of the model and accelerate the convergence, but we do not adopt the Wasserstein distance.

Diversity is an important criterion on the generated images. DeLiGAN [15] explores image generation on a limited dataset and assumes the latent space to be a mixture of Gaussian distributions. This assumption could relatively improve the diversity of the generated images. Moreover, [15] proposed the concept of modified-inception-score to measure the diversity of the generated images.

Based on the original GANs, the study of the structure of the generators makes great process. Deconvolutional networks were used as the generator [7], [13] and the performance turned out to be favorable. The deep convolutional generative adversarial networks (DCGANs) [33] uses deep CNNs [22] as the discriminator and deconvolutional neural networks [42] as generator. 100-dimensional noise vectors were sampled from a normal distribution and then transmitted to the deconvolutional networks as inputs. However, the convergence of DCGANs is not fast and the quality of generated images is not good enough.

In both GANs and DCGANs models, the noise vectors are simply sampled from a normal distribution $N(0, I)$, which may cause a deviation from the real distribution of real images. Hence, in this paper we are to find a method to learn a better distribution of noise. Inspired by the structure of VAEs, we present a novel Decoder-Encoder architecture to fit a noise distribution which carries the information of the image datasets.

The Decoder-Encoder structure is adjusted from the VAE networks. We first trained a VAEs model using an image dataset to make the networks carry information of the image datasets, and then swap the trained decoder and encoder. A Gaussian noise vector is sent to the decoder and flows through the whole architecture. Since the dimension of the input of the decoder and the output of the encoder are the same, the Decoder-Encoder structure doesn’t change the dimension of the noise vectors but makes them carry the information of the images. It transforms a Gaussian noise to a posterior one which is used as the input of the DCGANs generator. The experiment demonstrates that the posterior noise is better since it can accelerate the convergence of the adversarial networks and improve the quality of generated images.

Besides the study of noise, we also enhance the loss function by adding a hidden-space loss functions to the original adversarial loss in the traditional GANs model. Experiments indicate an obvious increase on quality of the generated images using the combined loss function.

Our contributions are as follows:

- We propose a Decoder-Encoder structure which transforms the original Gaussian noise to a posterior one and it can carry information of the real images. These noise vectors could preserve the inherent structure of images, accelerate the training process and improve the quality of the generated images.
- We add a hidden-space loss function to the adversarial loss function of the traditional GANs and DCGANs, which can improve the quality of the generated images.
- We propose the generative adversarial networks with decoder-encoder structure (DE-GANs) model. It generates images with higher quality and algorithm efficiency compared to the GANs and DCGANs model.

The rest of this paper is organized as follows. In Section II we introduce the proposed DE-GANs model, including the Decoder-Encoder architecture and the training algorithm of DE-GANs. In Section III we analyze the distribution and dimension of the noise used in DE-GANs. Experiments are reported in Section IV and conclusion is drawn in Section V.

II. GENERATIVE ADVERSARIAL NETWORKS WITH DECODER-ENCODER OUTPUT NOISE

In this section, we present the proposed DE-GANs model. Firstly, we introduce the Decoder-Encoder architecture, which generate informative noise to the generator of DE-GANs, and then we specify the network structure of DE-GANs and their learning algorithm.

A. Decoder-Encoder Architecture

Auto-encoders (AEs) [2] are common deep models in unsupervised learning. It aims to represent a set of data by
the latent layers. Architecturally, AEs consist of two parts, the encoder and decoder. The encoder part takes the input \( x \in \mathbb{R}^d \) and maps it to \( z \) which is called latent variable. And the decoder tries to reconstruct the input data from \( z \). The training process of autoencoders is to minimise the reconstruction error. Formally, we can define the encoder and the decoder as transitions \( \tau_1 \) and \( \tau_2 \):

\[
\tau_1(X) \to Z \\
\tau_2(Z) \to \hat{X} \\
\tau_1, \tau_2 = \arg\min_{\tau_1, \tau_2} \| X - \hat{X} \|^2
\] (1)

(2)

(3)

The VAEs model shares the same structure with the autoencoders, but it’s based on an assumption that the latent variables follow some kind of distribution, such as Gaussian or uniform distribution. It uses variational inference for the learning of the latent variables. In VAEs the hypothesis is that the data is generated by a directed graphical model \( p(x|z) \) and the encoder is to learn an approximation \( q_\phi(z|x) \) to the posterior distribution \( p_\theta(z|x) \). The training process of VAEs is to minimize the loss function:

\[
\mathcal{L} = D_{KL}(q_\phi(z|x) || p_\theta(z)) - \mathbb{E}_{q_\phi}(\log p_\theta(x|z)).
\] (4)

In equation (4) \( D_{KL} \) stands for the Kullback-Leibler divergence [23].

In view of the mechanism of VAEs, we can transform stochastic vectors \( z \) sampled from a normal distribution \( N(0, I) \) to posterior ones using a VAEs decoder trained by image datasets. According to the assumption of VAEs, the posterior vectors meet an approximate distribution of real images and if the vectors sampled from a bare Gaussian distribution include a number of noise points which are not suitable for image generation. So, if we use noise \( z' \) as the input of the generator of DCGANs, we can eliminate the unreasonable noise points and improve the quality of generated images. Mathematically, the process can be described as follows:

VAEs training stage

\[
\theta : x \to z, x \sim p(x), z \sim p(z|x)
\] (5)

\[
\phi : z \to \hat{x}, z \sim p(z|x), \hat{x} \sim p(x|z)
\] (6)

\[
\theta, \phi = \arg\min_{\theta, \phi} D_{KL}(q_\phi(z|x) || p_\theta(z)) - \mathbb{E}_{q_\phi}(\log p_\theta(x|z))
\] (7)

In expressions (5), (6) \( \theta \) is the transition of encoders and \( \phi \) denotes the mapping from latent variable distribution \( p(z|x) \) to approximate distribution \( p(x|z) \).

Decoder-Encoder stage

\[
\phi : z_n \to \hat{x}, z_n \sim N(0, I), \hat{x} \sim p(x|z)
\] (8)

\[
\theta : x \to z', z' \sim p(z|x)
\] (9)

In expressions (8) and (9) \( \phi, \theta \) are identical to equation (7). As presented above, the Decoder-Encoder structure integrates the information of images into Gaussian vectors to make the noise vectors more suitable to generate images by DCGANs.

B. DE-GANs Architecture

Our DE-GANs architecture comprises two parts, the preconditioner (pre-trained Decoder-Encoder structure) and the DCGANs component. The new noise vectors containing information of real images are delivered into the generator of DCGANs to generate fake images and the discriminator tries to distinguish the fake images from real images. The stochastic gradient descent algorithm (SGD) [5] is adopted to optimize the model. Furthermore, we apply the batch-normalization (BN) [19] to the output of each convolutional layer to ensure all the output variables follow a Gaussian distribution. The BN layers are effective to reduce coupling of adjacent layers and accelerate the training process. Deconvolutional networks are used as the whole generator which maps the input noise vectors to the output “fake” images.

The discriminator uses deep convolutional networks to distinguish the fake images from real images. Real images sampled from datasets are labeled as 1 while the fake as 0 and these images are sent to the discriminator as inputs. Each output corresponding to an input figure is a single scalar \( D(x) \) which denotes the probability that the input image \( x \) is a real image. The loss function of a discriminator is as follows:

\[
\mathcal{L}_D = -\log([L_x - D(x)])
\]

\[
= -(\log(1 - D(x_{\text{real}})) + \log(D(G(z_n)))).
\] (10)

In equation (10) \( L_x \) denotes the label of image \( x \), and \( x_{\text{real}} \) represents a real image.

C. Loss Function

In order to improve the quality of generated images, we modify the loss function of DCGANs to a combination of three loss functions including the adversarial loss function,
the squared loss function and the hidden-space loss function. The adversarial loss function is:

\[ \mathcal{L}_{adv} = - \mathcal{L}_D = \mathbb{E}_{x \sim \text{data}}(\log D(x)) + \mathbb{E}_{z \sim \mathcal{N}(0, I)}(\log(1 - D(G(z)))) \]  

(11)

The adversarial loss function \( \mathcal{L}_{adv} \) reflects the idea of competition since we have to simultaneously reinforce the discriminator and the generator in order to minimize the \( \mathcal{L}_{adv} \).

Besides the adversarial loss function, the hidden-space loss function is proposed to enhance the training algorithm. In order to improve the robustness of the algorithm, we use the hidden-space loss function as a metric of the discrepancy of images. The hidden-space loss function takes activation maps of latent variables to compute the divergence of images on the basis of the fact that the latent layers extract features of the input images which is invariant to rotation and translation.

\[ \mathcal{L}_{hid} = \frac{1}{N} \sum_{i=1}^{N} \| h^{(i)}(x_{\text{real}}) - h^{(i)}(x_{\text{gen}}) \|. \]  

(12)

In equation \( h(x_{\text{real}}) \) represents the activation map of a high convolutional layer when a real image is sent to the discriminator, while \( h(x_{\text{gen}}) \) denotes a generated(fake) one. A clear computation is demonstrated in figure 3.

Eventually the combined loss function is

\[ \mathcal{L} = \lambda_1 \mathcal{L}_{adv} + \lambda_2 \mathcal{L}_{hid}, \]  

(13)

where \( \lambda_1, \lambda_2 \) denote the weights of the three loss functions.

Specifically, the training procedure of DE-GANs is shown in Algorithm 1.

**Algorithm 1: Training Algorithm for DE-GANs**

**Input**: \( \alpha \): learning rate, \( N \): batch size, \( \lambda_1, \lambda_2 \): weights of \( \mathcal{L}_{adv}, \mathcal{L}_{hid} \), \( X \): real image datasets.

**Output**: \( \Gamma \): Latent variables of VAEs, \( \theta \): latent variables of the discriminator, \( \phi \): latent variables of the generator.

1. Pre-train VAEs using \( X \) and determine \( \Gamma \);
2. repeat
   3. Sample \( x_{\text{real}} \) from dataset;
   4. Sample \( z_n \) from Gaussian distribution \( N(0, I) \);
   5. \( \hat{x} \leftarrow \text{VAEs-Decoder}(z_n) \);
   6. \( z' \leftarrow \text{VAEs-Encoder}(\hat{x}) \);
   7. \( x_{\text{gen}} \leftarrow G(z') \);
   8. \( h_{\text{real}} \leftarrow D(x_{\text{real}}) \);
   9. \( h_{\text{gen}} \leftarrow D(x_{\text{gen}}) \);
10. \( \mathcal{L}_{hid} \leftarrow \frac{1}{N} \sum_{i=1}^{N} \| h^{(i)}(x_{\text{real}}) - h^{(i)}(x_{\text{gen}}) \| \);
11. \( \mathcal{L}_{adv} \leftarrow \mathbb{E}_{x \sim \text{data}}(\log D(x)) + \mathbb{E}_{z \sim \mathcal{N}(0, I)}(\log(1 - D(G(z)))) \);
12. \( \theta \leftarrow \theta + \alpha \nabla_{\theta} (\lambda_1 \mathcal{L}_{adv} + \lambda_2 \mathcal{L}_{hid}) \);
13. \( \phi \leftarrow \phi + \alpha \nabla_{\phi} (\lambda_1 \mathcal{L}_{adv} + \lambda_2 \mathcal{L}_{hid}) \);
3. until deadline;

**III. Noise**

In this section, we will elaborate our study on the dimension of input noise of the adversarial networks. The images can be
Figure 3. When a real image is fed into the discriminative convolutional networks, \( h(x_{\text{real}}) \) is the output as opposed to a generated image with \( h(x_{\text{gen}}) \) as output.

Reshaped to vectors which distribute over a manifold. And what a generator do is to map a noise vector to an image. Generally, the dimension of noise vectors are much smaller than that of images. How should we choose a suitable dimension for the noise vectors so that it will not cause information loss during the mapping? The least number of variables to represent (which includes linear and nonlinear mapping) all the elements in a specific vector space is called the intrinsic dimension of it \[3\]. Mathematically, it can be defined as follows \[40\]:

Definition 1: A subset \( T \) of \( \mathbb{R}^n \) is called a \( P \)-smooth manifold with intrinsic dimension \( k \) if there exists a constant \( C_p \) such that for any \( x \in T \) there exists a set of vectors \( v_1(x), \ldots, v_k(x) \in \mathbb{R}^n \) s.t.

\[
\inf_{\gamma \in \mathbb{R}^k} \| x' - x - \sum_{j=1}^k \gamma_j v_j(x) \| \leq C_p \| x' - x \|, \tag{14}
\]

is true for any \( x' \in T \).

If the dimension of noise vectors is lower than the intrinsic dimension of images then the generator will never map noise vectors to the whole distribution of real data. It causes loss of information which is called mode collapse and the generated images will seem to be homoplasy. In order to avoid the mode collapse, estimation of the intrinsic dimension of datasets is necessary. In this paper we use a maximum likelihood method to solve this task \[26\].

Definition 2: If \( T \) is a manifold and \( \{x_i\}_{i=1}^N \) denotes \( N \) points sampled from \( T \), then

\[
\hat{m}_k(x_i) = \left( \frac{1}{k-1} \sum_{j=1}^{k-1} \log \frac{T_k(x_i)}{T_j(x_i)} \right)^{-1}, \tag{15}
\]

\[
\hat{M}_k = \frac{1}{N} \sum_{i=1}^N \hat{m}_k(x_i), \tag{16}
\]

\[
\hat{M} = \lim_{k \to \infty} \hat{M}_k, \tag{17}
\]

where \( T_k(x_i) \) denotes the distance(vector norm) between the \( k \)-th neighbor and \( x_i \) and \( \hat{M}_k \) denotes the estimated intrinsic dimension when we only consider the nearest \( k \) neighbors of a certain point.

We apply this algorithm to three image datasets, MNIST \[25\], celebA \[27\] and CIFAR-10 \[21\] and as the result shown in figure 4, the estimation of intrinsic dimension of MNIST, celebA and CIFAR-10 are about 13, 15 and 13, respectively. The accurate values are presented in table I. If the dimension of noise vectors is higher than the intrinsic dimension, there shouldn’t exist mode-collapsing problem and the 100-dimensional noise vectors can fit the condition.

On the other hand, if the noise dimension is too large, it will introduce too much noise and affect the quality of the generated images. In our experiments, we set the dimension of noise vectors to 128.
Figure 4. This figure is a result of the maximum likelihood method to estimate the intrinsic dimension of the MNIST, CIFAR-10 and celebA data sets. The horizontal axis indicates the number of neighbor points that are used to estimate the intrinsic dimension and the vertical axis denotes the approximation of the intrinsic dimension. As the curves show, when $k$ converges towards to infinity, the estimated intrinsic dimension of the dataset manifold will approach to a constant. This constant is the estimated intrinsic dimension (EID). As shown in subfigure 4a, 4c, and 4b, the EID of MNIST and CIFAR-10 datasets are less than 13 and the celebA is less than 15. A more accurate value is presented in table I.

### Table I

| Dataset   | EID   |
|-----------|-------|
| MNIST     | 12.7  |
| CIFAR-10  | 11.6  |
| celebA    | 13.7  |

The accurate values of the estimated intrinsic dimensionalities of the MNIST, CIFAR-10 and celebA data sets.

### IV. Experiments

In order to demonstrate the effectiveness of our DE-GANs architecture, we apply the model to three datasets MNIST, celebA and CIFAR-10. As discussed in section III, the dimension of the noise vectors is determined to be 128 in order to avoid mode collapse. The sampled noise vectors meet Gaussian distribution with zero mean and uniform variance. Considering the intrinsic structures of the three datasets are different, we adapt the specific architectures respectively. The following discussion will mainly be divided into three parts according to the categories of datasets.

- **In Subsection IV-A**, we use the MNIST dataset as the real images and compare its convergence rate with other generative models. The results show that our DE-GANs model could approach the convergence faster than the state-of-art models. The specific architecture of the adversarial networks is shown in table II.

- **In Subsection IV-B**, we apply the model to the celebA dataset and get a series of changing facial images which show how the images change with the noise vectors intuitively. Since the celebA images are in size of $218 \times 178 \times 3$, which isn’t tractable for training, we cut and resize the images to size of $64 \times 64 \times 3$. The structure of the adversarial networks is shown in table III.

- **In Subsection IV-C**, we apply the adversarial networks to CIFAR-10 dataset and generate some tiny images. The specific structure of the adversarial networks is shown in table IV.

#### A. Experiments on MNIST Dataset

Experiments in this subsection mainly present the generated images and the evaluation of the quality of these images as well as the convergence rate of the training process.

1) **How we measure the quality of the generated digit images:** In order to estimate the quality of the generated images of DE-GANs and compare it with other generative models. We use a strategy to evaluate the quality, that is whether human’s eyes can recognize the generated digits. However, people’s recognition may be not objective and may be influenced by their cognitive ability or light intensity. Hence, we firstly trained a supervised CNN classifier using the MNIST handwritten digit database. The test classification error is less than 0.005 so it can substitute human’s eyes to evaluate whether a handwritten digit can be recognized. We randomly take a set of samples which contain 6400 generated digit images of our DE-GANs model and the test accuracy is 99.1%. For comparison, we train some other state-of-art generative models using the MNIST handwritten digits and the test accuracy results are presented in table V.
| Decoder | Encoder | Generator | Discriminator |
|---------|---------|-----------|---------------|
| BatchSize × 128 | BatchSize × 28 × 28 | BatchSize × 128 | BatchSize × 28 × 28 |
| 3 × 3 × 128 † | 5 × 5 × 32 † | 1024 Fully-Connected+BatchNorm+relu | 5 × 5 × 11 ↓ Irelu |
| 5 × 5 × 64 † | 5 × 5 × 64 † | 6272 Fully-Connected+BatchNorm+relu | 5 × 5 × 74 ↓ BatchNorm+Irelu |
| 5 × 5 × 32 † | 5 × 5 × 128 ↓ | 5 × 5 × 128 ↑ BatchNorm+relu | 1024 Fully-Connected+BatchNorm+Irelu |
| 5 × 5 ↑ | Dropout | 1 × 5 × 5 ↑ | 1 Fully-Connected |
| Sigmoid | Flatten | 128 Fully-Connected | Sigmoid |
| Flatten | | | |
| BatchSize × 784 Output | BatchSize × 128 Output | BatchSize × 28 × 28 Output | BatchSize × 1 Output |

Table II

DE-GANS ARCHITECTURES APPLIED TO MNIST (A † MEANS AN UPSAMPLER USING CONVOLUTION OPERATION WHILE A ↓ DENOTES A DOWNSAMPLER)

| Decoder | Encoder | Generator | Discriminator |
|---------|---------|-----------|---------------|
| BatchSize × 128 | BatchSize × 64 × 64 × 3 | BatchSize × 128 | BatchSize × 64 × 64 × 3 |
| 4 × 4 × 128 † | 5 × 5 × 32 † | 1024 Fully-Connected+BatchNorm+relu | 5 × 5 × 64 ↓ Irelu |
| 5 × 5 × 64 † | 5 × 5 × 64 † | 5 × 5 × 512 ↑ BatchNorm+relu | 5 × 5 × 128 ↓ BatchNorm+Irelu |
| 5 × 5 × 32 † | 5 × 5 × 128 ↓ | 5 × 5 × 256 ↑ BatchNorm+relu | 5 × 5 × 256 ↓ BatchNorm+Irelu |
| 5 × 5 × 16 ↑ | Dropout | 5 × 5 × 512 ↑ | 1 Fully-Connected |
| 5 × 5 × 3 †+tanh | Flatten | 5 × 5 × 64 ↑ | 64 Fully-Connected |
| tanh | 128 Fully-Connected | Sigmoid |
| Flatten | | | |
| BatchSize × 12288 Output | BatchSize × 128 Output | BatchSize × 64 × 64 × 3 Output | BatchSize × 1 Output |

Table III

DE-GANS ARCHITECTURES APPLIED TO CELEBA (A † MEANS AN UPSAMPLER USING CONVOLUTION OPERATION WHILE A ↓ DENOTES A DOWNSAMPLER)

| Decoder | Encoder | Generator | Discriminator |
|---------|---------|-----------|---------------|
| BatchSize × 128 | BatchSize × 32 × 32 × 3 | BatchSize × 128 | BatchSize × 32 × 32 × 3 |
| 4 × 4 × 128 † | 5 × 5 × 32 † | 1024 Fully-Connected+BatchNorm+relu | 5 × 5 × 64 ↓ Irelu |
| 5 × 5 × 64 † | 5 × 5 × 64 † | 5 × 5 × 512 ↑ BatchNorm+relu | 5 × 5 × 128 ↓ BatchNorm+Irelu |
| 5 × 5 × 32 † | 5 × 5 × 128 ↓ | 5 × 5 × 256 ↑ BatchNorm+relu | 5 × 5 × 256 ↓ BatchNorm+Irelu |
| 5 × 5 × 3 † | Dropout | 5 × 5 × 512 ↑ | 1 Fully-Connected |
| tanh | Flatten | 5 × 5 × 64 ↑ | 64 Fully-Connected |
| tanh | 128 Fully-Connected | Sigmoid |
| Flatten | | | |
| BatchSize × 3072 Output | BatchSize × 128 Output | BatchSize × 32 × 32 × 3 Output | BatchSize × 1 Output |

Table IV

DE-GANS ARCHITECTURES APPLIED TO CIFAR-10 (A † MEANS AN UPSAMPLER USING CONVOLUTION OPERATION WHILE A ↓ DENOTES A DOWNSAMPLER)

| Model | Test Accuracy |
|-------|---------------|
| DCGAN | 99.0% |
| WGAN  | 94.3% |
| VAE   | 97.7% |
| GAN   | 69.7% |
| AAE [8] | 97.8% |
| DE-GANS | 99.1% |

Table V

The parameters of all the models are optimized to obtain the best performance. The test accuracy reflects the quality of the generated MNIST handwritten digits. A higher test accuracy means the generated digit images are much easier to recognize that is to say the model generates higher quality images.

2) How we estimate the convergence rate: As described above, the quality of generated digit images could be evaluated by the test accuracy using a pre-trained classifier. Hence, if we obtain generated images during the training stage, we could use these images to trace image quality changing process. If the quality of images generated by a certain model reaches stability, we can determine the training process has achieved convergence. In our experiments, we sample images each epoch (totally 25 epochs) and use the classifier to evaluate the quality of each iteration. Finally, we find DE-GANs model could reach convergence faster than the baseline DCGANs model. The convergence curves are shown in figure [6]
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3) The diversity of the generated images: Besides the quality of generated images and the convergence rate of the model, we propose another criterion to measure the capability of generative models, that is the diversity of generated images. As opposed to fixed typewritten digit images, human’s written digits are metamorphic from time to time. A single numeral figure could be produced with thousands of patterns. So an important metric on the generalization ability of these models. We propose another criterion to measure the capability of generative models, that is the diversity of generated images.

Inspired by the concept of variance, we define the diversity degree of a set of digit images as follows:

**Definition 3:** Suppose $X$ is a set of generated image matrices, and $x_1, x_2, \cdots, x_n \in X$ the diversity of the image set is

$$ D(X) = \sum_{i=1}^{n} \| x_i - \bar{x} \|^2 $$

$$ \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i $$

The formula describes the average distance between the generated images to the mean value of them. A larger diversity degree means the model could preserve more types of morphology of handwritten digits. For comparative purposes, we firstly calculate the diversity degree of the handwritten MNIST dataset and then compute that of different generative models. We will use a relative diversity degree(rdd) to compare different models. The rdd is simply a ratio of the diversity degree of a certain model to the MNIST dataset.

$$ rdd = \frac{D(X)}{D_{MNIST}} $$

Since there are 10 types of figures in MNIST dataset, we compute the rdd seperately. The results are shown in table VI. And we sample a series of generated images from the four models.

| Digit | DCGANs | VAE | WGAN | DE-GANs |
|-------|--------|-----|------|---------|
| 0     | 0.952  | 0.836 | 1.007 | 0.995   |
| 1     | 0.935  | 0.864 | 2.261 | 0.970   |
| 2     | 1.012  | 0.786 | 1.000 | 1.038   |
| 3     | 0.923  | 0.778 | 1.150 | 1.023   |
| 4     | 1.009  | 0.765 | 1.219 | 1.015   |
| 5     | 1.004  | 0.776 | 1.067 | 1.017   |
| 6     | 0.987  | 0.812 | 1.167 | 1.113   |
| 7     | 0.968  | 0.815 | 1.316 | 0.962   |
| 8     | 0.974  | 0.735 | 1.101 | 1.070   |
| 9     | 1.002  | 0.788 | 1.310 | 1.011   |
| **Average** | **0.977** | **0.796** | **1.260** | **1.021** |

As shown in table VI we can say that our DE-GANs model preserve the inherent structures of the MNIST digit images which performs better than DCGANs and VAE model.

B. Experiments on celebA Dataset

The celebA dataset is a large-scale face image database which contains over 200000 human’s facial expressions. It was firstly used for predicting face attributes [27] and face detection [39]. Unlike the MNIST dataset, celebA doesn’t consist of explicit labels. Hence, during the training process, we don’t add any category information to the input data. In this section, we will mainly view the results of generation and the loss changing during the training process.

We collected the loss value data during training and the result is demonstrated in figure [V-B] where the $d_{loss}$ phrase means the loss value of the discrimination and the $g_{loss}$ means the loss value of generation. As defined in section II $d_{loss} = \mathcal{L}_D$ and $g_{loss} = \lambda_1 \mathcal{L}_adv + \lambda_2 \mathcal{L}_hid$.

The empirical results of DE-GANs model is shown in figure [V]. The figures demonstrate that the DE-GANs model is able to learn the features of the input image dataset and use these attributes to build new images. It builds a bridge between the gap of two seemingly irrelative pictures and makes a reasonable interpolation. This capability can help us generate different face images according to the given input vectors.

C. Experiments on CIFAR-10 Dataset

In addition to the handwritten digits and human face images, we also explore the DE-GANs model on CIFAR-10 database which contains 60000 $32 \times 32$ color images of birds, cat and ship, etc. We use them as the input real data distribution to train the DE-GANs model and the results are presented in figure [F] which shows the generation ability on tiny images of our DE-GANs model.

In order to compare the convergence rate of our DE-GANs model with DCGANs model, we collect $d_{loss}$ and $g_{loss}$ data during the training process, following the analysis on celebA experiments. The results are shown in figure [10].

In order to perceive the quality of these generated images, we trained a classifier [18] on CIFAR-10, which can classifies the images to 10 classes, and then used it to measure the quality of the generated images. The DEGANs generated pictures of 10 categories separately and each image is bound
Figure 7. Samples from generated images of the DE-GANs model. The facial pictures of every row is generated by sampling a series of noise vectors from the prior distribution. It shows the smooth transition of our learned latent space. The continuously changing input vectors result in the transition of the smooth transition of two different face styles. These changes can be holistic transformation such as the face shape (shown in the first line), or fine adjustment such as the vanishment of moustache (shown in the second line) and the glasses (shown in the 6th line).

Figure 8. Loss changing figures using celebA dataset as training data.

| Class     | DCGANs | VAE  | DE-GANs |
|-----------|--------|------|---------|
| airplane  | 0.656  | 0.113| 0.684   |
| automobile| 0.779  | 0.440| 0.844   |
| bird      | 0.659  | 0.256| 0.714   |
| cat       | 0.602  | 0.460| 0.648   |
| deer      | 0.746  | 0.817| 0.821   |
| dog       | 0.597  | 0.408| 0.671   |
| frog      | 0.874  | 0.282| 0.869   |
| horse     | 0.890  | 0.121| 0.813   |
| ship      | 0.909  | 0.385| 0.927   |
| truck     | 0.807  | 0.565| 0.809   |
| **Average** | **0.752** | **0.385** | **0.780** |

Table VII: The test accuracy of three different models

with a label. If the pre-trained discriminator could correctly classify an image, we say it is with good quality. The accuracy of classification on the whole datasets reflects the ability of a generative model.

As shown in table VII we compared the generative ability of DEGANs with that of the DCGANs and VAEs model. And a significant test accuracy improvement could be perceived.
D. Visualization on noise

In order to make an exploration of the reason why the Decoder-Encoder structure could improve the quality of the generated images, we sampled the original noise vectors and the corresponding posterior ones during the experiments and use principal component analysis [9] method to visualize these noise vectors. They are embedded to a two-dimensional space. The visualization result is presented in figure 11.

E. Discussion on the experiments

As discussed above, the empirical results show the generative ability of the DE-GANs model.

In IV-A we demonstrate that this model can generative relatively high quality of handwritten digit images and 99.1% of these digits can be recognized by the CNN classifier. We also expound that the Decoder-Encoder structure is able to accelerate the training process of the adversarial networks by adding prior information to the input noise vectors. After only 2 epochs, the classification test accuracy can reach 98% and its convergence rate is faster than the baseline DCGANs model. We also show that our DE-GANs model could preserve the diversity of original MNIST handwritten digits using the proposed rdd concept, which is a metric to make a separation of handwritten characters and typewritten ones. In this term, DE-GANs outperforms the state-of-art model DCGANs.

In IV-B we present the generated images of human face and it shows an impressive result of the transform between two seemingly irrelative faces. We can see the learned latent space of DE-GANs generator has a smooth space structure.
In [IV-C] we see the generated results on tiny natural color images and it shows the capability of learning these kinds of data. The quality of the generated images is significantly higher than that of the baseline DCGANs model.

V. CONCLUSION

In this work, we proposed a new generative model DE-GANs, which show an outstanding performance on image generation. Before the input noise vectors passed into the generator of the adversarial networks, it flows through a pre-trained Decoder-Encoder structure using the original image dataset. This structure is pre-trained using the Bayesian variational inference, so the latent space of the structure contains information of the image dataset. Hence, the input vectors of the generator are limited to a prior distribution which is more compact than the Gaussian distribution.

In section IV, the empirical results show that these prior input vectors can help accelerate the training process of the DE-GANs model and preserve the diversity of the original MNIST handwritten figures. In this terms, the DE-GANs model outperforms the state-of-the-art DCGANs model. Besides the MNIST dataset, experiments on celebA and CIFAR-10 also performs the state-of-the-art DCGANs model. Besides the handwritten figures. In this terms, the DE-GANs model outperforms the state-of-the-art DCGANs model.
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