Thread: Towards fine-grained precision reconfiguration in variable-precision neural network accelerator
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Abstract In this work, we propose a neural network accelerator that supports finer-grained precision tuning for both activations and weights. To the best of our knowledge, this is the first neural network accelerator supporting arbitrary bit widths within 8 bits for both neural weights and activations. Our accelerator combines the features of bit-parallel and bit-serial design methods so that we can accomplish high arithmetic-unit utilization and precision tuning flexibility simultaneously. According to the cycle accurate simulation and the synthesized result, the proposed accelerator achieves up to 1.77x energy-efficiency improvement over the bit-serial design of Stripes for the evaluated workloads.
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1. Introduction

Deep Neural Networks (DNNs) are playing a more important role in our daily life, such as in the tasks of image recognition, speech recognition, video detection, etc. DNNs are both computation- and memory-intensive algorithms and require highly-efficient architectures for inference acceleration. While conventional graphics processing unit (GPU) and central processing unit (CPU) solutions are thought energy inefficient in dealing with DNNs, many dedicated hardware architectures based on field programmable gate arrays (FPGAs) [1, 2, 3, 4] or application specific integrated circuits (ASICs) [5, 6, 7, 8, 9] have been proposed as alternative solutions to general-purpose processors.

To relieve the pressure of computations and memory accesses of DNNs, various approaches have been proposed, such as network pruning [10, 11, 12, 13, 14, 15] compression [16, 17, 18], weight quantization [19, 20], data representation optimization [21] and so on, along with dedicated accelerators [5]. Recently, some studies indicate that in some neural network models and datasets, lowering the bit width is effective almost without loss of accuracy [22, 23]. An extreme case is the binary neural network (BNN) in which the activations and weights are both binarized, which tremendously reduces the amount of computations and memory accesses. However, BNNs work well only for some small-scale neural networks and less complicated datasets, such as MNIST, CIFAR-10 and SVHN [23]. When BNNs face large-scale neural networks and large datasets, the fully binarized neural networks lead to significant accuracy loss [22, 23].

Based on this observation, people have proposed variable-precision accelerators [24, 25, 26, 27] that could support both low and high bit-width neural models in a single hardware structure. Such architectures could self-adapt to different problem complexities and accuracy requirements, and work with neural models with different precisions, thereby always offering on-demand network capacity and increasing system energy efficiency in different scenarios. In theory, a larger precision tuning range and a finer tuning granularity mean that the accelerator could have sufficient operating options to choose and optimize when it faces a given deep learning problem.
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(a) Fig. 1. (a) Testing accuracy (%) of CIFAR-10 with VGG-7 network [28]; (b) Top-1 accuracy (%) of ResNet-18 and AlexNet models on the ImageNet dataset [28]; (c) Object detection mAP on PASCAL VOC with R-FCN + ResNet-50/ResNet-101 [29]. AX and WX denote the bit widths for the quantization of activations and weights, respectively. Full-Prec. is 32-bit full precision.

According to the neural network training results by many other researchers’ studies, we can find that different neural network models on different datasets have different bit widths to achieve a good accuracy, as shown in Fig. 1. From these observations and other potential possibilities, we can conclude that different networks for different tasks...
need different bit widths for both activations and weights to achieve the goal of high efficiency. The existing variable-precision accelerators [24, 25, 26, 27] cannot fit in all the possible bit widths. They have to work in a higher-precision mode like 8-bit operations to replace 5-bit, 6-bit or others, which is a waste of computing and power resources. Thus, if accelerators can have a wide precision tuning range and a finer tuning granularity, we can always select the lowest possible bit width while meeting the accuracy and resource requirements such that the performance and energy efficiency can be both maximized. Therefore, it is beneficial to design a flexible neural network accelerator supporting continuously variable bit widths for both activations and weights.

Table I shows the state-of-the-art accelerators that support variable precisions. A-P represents the activation precision and W-P represents the weight precision. BRein [24] simply supports binary and ternary weights. Stripes [25] and UNPU [26] support one kind of variability for only activations or weights, but the other uses a fixed precision. Bit-Fusion [27] supports both variabilities but its bit width must be a power of two. It is a long jump from 4 to 8 bits for Bit-Fusion and it is even worse from 8 to 16 bits when using 9 bits, 10 bits or so is sufficient. To better adapt to different precision requirements of neural network models, this work presents a finer-grained variable-precision DNN accelerator named Thread. Thread supports changeable operators from 1-bit to 8-bit precisions for both activations and weights. Since 8-bit precision is enough to achieve reasonable accuracy [30], we only consider 8-bit as the highest bit width in our current implementation. However, this is not a limitation of our work. It can easily be extended to 16 bits or more if needed.

|  | A-P | W-P | Strategy |
|---|---|---|---|
| BRein [24] | 1 | 1, 2 | - |
| Stripes [25] | 1–16 | 16 | Bit-serial |
| UNPU [26] | 16 | 1–16 | Bit-serial |
| Bit-Fusion [27] | 1, 2, 4, 8, 16 | 1, 2, 4, 8, 16 | Fusion & Decomposition |
| This work | 1–8* | 1–8* | Bit-serial & Bit-parallel |

*The proposed architecture has the ability to extend to more bits if needed.

To implement the architecture with continuously changeable precisions, we design a highly efficient data storage architecture and a highly efficient mixed computation architecture including bit-parallel activation and bit-serial weight multiplying. The main contributions of this work are as follows.

1. We design a DNN accelerator that supports variable bit widths for both activations and weights continuously from 1 bit to 8 bits which can achieve up to 1.77x energy-efficiency improvement over the bit-serial design of Stripes for the evaluated workloads.

2. We design a highly-efficient data storage architecture to store the variable-precision activations, while weights are stored by the simple column-wise bit-serial storage method.

3. We design a highly-efficient mixed computation architecture including bit-parallel activation and bit-serial weight multiplying.

The rest of this paper is organized as follows. Section 2 reviews the related work. Section 3 presents the proposed accelerator. Section 4 discusses the evaluation results. Finally Section 5 concludes the paper.

2. Related work

There have been several DNN accelerators that support variable bit widths of activations and/or weights. The most related works, Stripes [25], UNPU [26], and Bit-Fusion [27] will be discussed.

Stripes uses bit-serial inner-product units to exploit the precision variability. The variable bit width is applied to the activations but the weights are represented by a fixed bit width. Thus, its computation time scales with the activation precision proportionally. The fixed bit width of weights leads to very weak adaptability to various weight precisions, which wastes lots of computing and storage resources. In addition, due to Stripes’ weight reuse, it cannot efficiently accelerate fully connected layers which widely appear in LSTM and other DNNs. Like Stripes, UNPU also uses the bit-serial inner-product computation manner. Different from Stripes, UNPU adopts a different data reuse dataflow, activation reuse. It supports variable bit widths for only weights but not for activations. It has the same problem with Stripes that the fixed bit width of activations has low adaptability for various activations. They both choose bit-serial operations with different kinds of data types, activations or weights. Different from Stripes and UNPU, Bit-Fusion has computational components that are dynamically composable and decomposable to support precision tuning. The bit widths of activations and weights can both be variable, but it only supports power-of-2 bit widths. Thus, Bit-Fusion cannot support fine-tuning of the bit width, especially when the bit width is greater than 4.

The proposed accelerator Thread is different from prior works as it supports continuously variable bit widths for both activations and weights. Thread aims to maximize the flexibility of the neural network accelerator to fit in the variable bit widths of the existing or future neural networks models. It combines both spatial and temporal design methods by exploiting the features of bit-parallel and bit-serial circuit designs to accomplish high arithmetic unit utilization and precision tuning flexibility simultaneously.

3. Thread architecture

Thread is a highly flexible energy-efficient neural network accelerator. We design the architecture from the aspects of data storage and data computation to achieve the goal of high efficiency when the data types are both continuously variable.

3.1 Overall architecture

The overall architecture of Thread is shown in Fig. 2. It is
mainly composed of the following components: processing slices (PSES), a pooling unit, two input/output buffers (IOBUFFs), a weight buffer (WBUF), an input data format converter (IDFC) and an output data format converter (ODFC). There are 32 PSES that have 2048 processing elements (PES) in total, which means that it can process 2048 inputs per cycle. The activations from IOBUF are shared by all the PSES, while the weights from WBUF are distributed to all the PSES. Each PS can produce one computation result after some clock cycles depending on the neural network parameters. Due to the bit-serial multiplication manner, the PS eliminates traditional multipliers for weights. We will describe the FAT design in detail in Section 3.3. Unlike Stripes, we design an independent pooling module that supports the max-pooling operation. As shown in Fig. 2, an IDFC and an ODFC are introduced to deal with data encoding and decoding. The microarchitecture including data storage, data computation and data-flow, will be discussed below.

3.2 Variable data storage architecture

Different from Stripes, we choose the reuse of input features. The reuse of input features is more efficient when using low bit-width weight or processing recurrent layers and fully-connected layers [26]. Depending on the data computation manner, the data bits of each weight are stored vertically in each column of WBUF while the activations are stored horizontally in the rows of IOBUF.
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**Fig. 3.** IOBUF architecture for variable bit-precisions

1) Activation storage. We design the IOBUF by using two buffer groups and both are organized as shown in Fig. 3. As shown in Fig. 3(a) we use 12 small SRAM units to compose a whole. The reason why we design a buffer group with 12 blocks is that 12 is the least common multiple of 1, 2, 3 and 4. This means that using 12 SRAM units can satisfy arbitrary bit-width data storage from 1 bit to 4 bits without redundant padding or memory space waste by reshaping the organization of the buffer group as illustrated in Fig. 3(b)–(e). By using two buffer groups, we can make it possible to store arbitrary bit-width data from 1 bit to 8 bits.

The row width of the SRAMs in the buffer group, is selected according to the input scale. For example, if the input is 32 operands per cycle, then the row width should be 32 bits. To fit in the storage architecture, activations are rearranged. The bits in the same bit position of different original data are stored in the same SRAM unit. The number of SRAM units in one row depends on the bit width of the activations. We give a simple example to explain the data storage format. Supposing the row width of the SRAMs is 4 bits, the bit width is 3 and we are given 4 activations, a = 101, b = 011, c = 110, and d = 010. First, we select the left-most bit from a, b, c and d in sequence, and we get ‘1010’. Next, we select the next bit in the same way until the last bit (i.e., the right-most bit). Finally, we will get ‘1010,0111,1100’, and it can be stored. When we fetch the data from the buffer group, it is an inverse operation to decode the data.

2) Weight storage. Rather than the activation storage approach, weight storage is relatively simple. Because the weight is stored in a bit-serial manner, each weight is stored bit-serially in a column of conventional buffer. We can serial-out one bit of the weight per cycle.

3.3 Flexible processing architecture

1) Bit-parallel Processing. Once the variable bit-width data layout becomes ready, it needs a coherent and highly-efficient processing architecture to do the computations. We design the fusible adder (FA) which includes two adders and a fusion unit (FU) as illustrated in Fig. 4(a). When the activation bit width is not higher than 4 bits, it will be fitted in one adder. When the activation bit width is higher and between 4 bits and 8 bits, it will be fitted in two adders and be fused through the FU. The FU’s function is to add the most significant bit (MSB) and the carry-in from the least significant bit (LSB) and splice the result and LSB as shown in Eq. (1). In the equation, A is MSB, c is the carry-in from LSB, and B is LSB. There is another problem that the operands are signed 2’s complements. An 8-bit word cannot simply be divided into two 4-bit words. To solve this problem we do a simple data transformation. Supposing an 8-bit word is N[7:0], we extend the word from 8 bits to 10 bits, and we get M[9:0]. The Eq. (2) illustrates the details about the transformation, and it is expressed in Verilog description. We can see that the Most Significant 4 Bits have a sign extension and a zero bit is inserted between the third bit and the fourth bit.

\[ F(A, c, B) = \{ A + c, B \} \] (1)

\[ M[9:0] = \{ N[7], N[7:4], 1’b0, N[3:0] \} \] (2)

We design a FAT as shown in Fig. 4(b) to implement variable bit-width operations in a bit-parallel way. The FU
is placed after the adder tree. It is more efficient than inserting it in the middle because it reduces the number of fusion units to one.

2) Bit-serial Processing. In our design the weights are processed in a bit-serial way. The bit-serial method can be taken simply as multiplying a data bit-serially and being shifting added. Compared with the bit-parallel multiplier, the bit-serial operation needs more cycles according to the bit width of the data. The conventional multiplication is to use a bit-parallel multiplier as shown in Fig. 5(a). The bit-serial operation includes addition and shifting operations as shown in Fig. 5(b). The architecture in Fig. 5(b) does not consider the bit-serial data’s sign bit. When the bit-serial data is expressed in the signed 2’s complement format, the adder should subtract the other data that is not bit-serial first if the bit-serial data is negative.

3) Combination of Bit-parallel Fusion and Bit-serial Fusion. The multiply and accumulate unit (MAC) design is the key of computations in the accelerator. In the design, we consider both bit-parallel fusion and bit-serial fusion techniques and the combination of them makes the MAC operations support arbitrary bit widths continuously for both activations and weights. The MAC design is shown in Fig. 6 and we call it a PS. Compared with traditional MAC arrays, our design removes all the multipliers and adds two accumulators and a fusion unit innovatively. We regard the PE as a replacement for the multiplier. The function of PE is to prepare the data needed by the adder according to the activation and weight bit. When the weight bit is its sign bit, the result is the negative number of the activation if the sign bit is 1. Otherwise, the result is 0. If it is not the sign bit, the result is the activation AND the weight bit. We select the output data from accumulator 1 and accumulator 2 or accumulator 0 according to the activations’ bit width. If the activations’ bit width is not higher than 4, it selects the results from accumulator 1 and accumulator 2; otherwise, it selects the results from accumulator 0.

3.4 Data flow
As Thread adopts input feature reuse, the input feature is shared among all the PSes. However, there is a potential problem when exploiting only one kind of data reuse in

Thread. The composable FA design offer two operational modes. One processes a single word whose precision is from 5 to 8 bits, and the other processes two words at a time whose precisions are from 1 bit to 4 bits. When Thread processes two pairs of operators in an FA, it has to double the weight provision if we only use input feature reuse. To prevent the access bandwidth of weights increases, we also exploit weight reuse. Thanks to our double buffer groups design, we split the input feature into two halves and store them into two buffer groups when the processing needs double data. The two data sharing the same weight can be fetched simultaneously to support weight reuse.

4. Evaluation

4.1 Experimental methodology
We implement Thread in Verilog, and synthesized it with Synopsys Design Compiler (DC) in SMIC 55 nm technology. The proposed architecture design is simulated with Synopsys Verilog Compile Simulator (VCS), and its power is analyzed with Synopsys PrimeTime (PT) running at 400 MHz. The main parameters of Thread are as follows. The computation part of Thread architecture consists of 32 PSes which include 2048 PEs and 32 max-pooling units. The storage part consists of two 48 KB IOBUFs and one 32 KB WBUF. The baseline for comparison is the classic bit-serial design of Stripes. We loyally implement its bit-serial computation and storage method.

4.2 Experimental setup
Thread and Stripes both process the data by broadcasting 256 bits to each tile or slice, and distributing 1024 bits across the 32 tiles or slices. Both of them adopt the same data processing dataflow and have the same ability to handle different neural network models. Without loss of generality, we choose one convolutional layer to evaluate both systems because convolutional operations take most of the inference time in deep CNNs. We set a convolutional layer as the benchmark and its parameters are listed in Table II. In our experiment, the weights of both systems are processed in the bit-serial way. Here we set the bit width of the weights to 8. We change the bit width of the activations from 1 to 8. For Stripes that only supports one kind of variable precisions, the bit width of the activations is fixed at 8.
4.3 Experimental results

We have implemented the core architecture of Stripes for comparison. The parameters and configurations of Stripes like the number of PEs, and the size of buffers are the same with those of Thread for a fair comparison. Fig. 7 shows the energy-efficiency comparison results. In the figure, Stripes is shown as ‘byte’ and our variable-precision is shown as ‘bit-x’. From Fig. 7 we can find that our design is more energy efficient than Stripes when the bit width is not higher than 4 bits. We can achieve up to 1.77x energy-efficiency improvement than Stripes when the bit width is 1 bit. On average from 1-bit to 4-bit precisions we can achieve 1.61x energy-efficiency improvement than Stripes. Even taking into account the high-precision operations that do not have the advantage over Stripes, we also can get an average of 1.19x energy-efficiency improvement.

Fig. 8 presents the overall power consumption and area overhead. Because the proposed architecture design can process two words when the bit width is not greater than 4 bits, we convert the power and area of two-word processing results to a corresponding single-word processing result, as we see that the area of bit-1 to bit-4 is half of the whole design. The power consumption mainly consists of the clock network, the registers, the combinational logic and the memory. Moreover, the main power consumption comes from the clock network and the memory. Compared with the ‘byte’ storage energy, it consumes less energy when the bit width is less than 5 bits due to the proposed buffer design. It reduces 52.5% energy when the bit width is 1. For the bit widths from 1 to 4, it reduces an average 28.7% energy consumption of storage. It consumes a little more memory power when the bit width is from 5 to 8 because the multi-bank buffer design is limited by the memory library. For the computing part, the bit widths in bit-x share the same computational logic, so their power consumptions are almost the same and they share the same area. When processing the bit widths from 1 to 4, our FAT design cuts down 46.8% energy consumption over the MAC design of Stripes.

Regarding the area overhead, we also have the advantage over Stripes. On average from 1-bit to 4-bit precisions Thread can achieve 1.7x area improvement than Stripes. Considering the all bit widths from 1 to 8, Thread achieves 1.29x area improvement on average.

5. Conclusions

Neural network models could produce comparable accuracy result to that of the original floating-point models with low bit-precision representations. Leveraging this property of neural networks, we develop Thread, a neural network accelerator, which combines spatial and temporal design methods by exploiting the features of bit-parallel and bit-serial circuit designs to accomplish high arithmetic unit utilization and precision tuning flexibility simultaneously. The experiment result shows that Thread achieves a higher energy efficiency than Stripes, which is up to 1.77x in low bit widths. Thread can be used in many scenarios due its high flexibility of bit width tuning.
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