Irrationality and quasiperiodicity in driven nonlinear systems
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We analyse the relationship between irrationality and quasiperiodicity in nonlinear driven systems. To that purpose we consider a nonlinear system whose steady-state response is very sensitive to the periodic or quasiperiodic character of the input signal. In the infinite time limit, an input signal consisting of two incommensurate frequencies will be recognised by the system as quasiperiodic. We show that this is in general not true in the case of finite interaction times. An irrational ratio of the driving frequencies of the input signal is not sufficient for it to be recognised by the nonlinear system as quasiperiodic, resulting in observations which may differ by several orders of magnitude from the expected quasiperiodic behavior. Thus, the system response depends on the nature of the irrational ratio, as well as the observation time. We derive a condition for the input signal to be identified by the system as quasiperiodic. Such a condition also takes into account the sub-Fourier response of the nonlinear system.

PACS numbers: 05.45.-a, 05.60.Cd, 05.40.-a

Introduction.– Periodic structures, in space and in time, are ubiquitous in all branches of science, and the characteristics of many systems can be traced back to their periodicity. Periodic systems can be defined by rational numbers. In the case of spatially periodic systems, the potential is the sum of harmonics with lattice constants in rational ratio, while in the time-periodic case the driving is made of harmonics with frequencies in rational ratio (commensurate frequencies). Quasiperiodic systems are obtained whenever the ratio between spatial or temporal harmonics is irrational (incommensurate frequencies). Quasiperiodic order has been observed in solid state structures [1] and cold atom systems [2]. Experiments and simulations on driven nonlinear systems revealed a number of distinguishing features associated with the quasiperiodic nature of the driving [3–5].

In a real experiment, quasiperiodic structures can be represented by their best periodic approximations. This raises the issue of whether the system dynamics corresponds to the original quasioceric structure, or to the approximant periodic one. This is an essential issue whenever periodicity and quasiperiodicity lead to completely different dynamics. A standard approach [7] relies on the “most irrational numbers”, the golden ratio being the most popular choice, as determined by using Farey tree type classification [8, 9], or equivalently the continued fraction representation of the number. The use of these numbers guarantees that their best rational approximations are the best choice for the system response to reflect the original quasiperiodicity of the temporal or spatial structure. However this leaves open the important question of what level of irrationality is required for the system to react following a genuine quasiperiodic behavior given the finite dimensions of the experiment. This is precisely the question addressed here.

In this work we consider a nonlinear driven system whose response in the infinite time limit is very sensitive to the quasiperiodic nature of the driving, i.e. the system reacts in a completely different way depending on whether the driving is periodic or quasiperiodic. We study the response of the system to a bi-harmonic drive in the finite interaction time limit. We first show analytically that the frequency resolution of the system is sub-Fourier and provide an expression for it. Then we examine the response of the system to a drive consisting of incommensurate frequencies. We show that irrationality alone is not sufficient to guarantee quasiperiodic behavior. Instead, the response of the system depends on the nature of the irrational frequency ratio and on the interaction time.

Model system, periodic driving, and sub-Fourier resolution.– As a case study of a system that is very sensitive to whether the drive is periodic or quasiperiodic, we consider a driven classical particle. The system dynamics is described, in the deterministic and overdamped regime, by

$$\gamma \ddot{x}(t) = -U'(x(t)) + F(t), \tag{1}$$

where the dot and the prime denote time and spatial derivatives, respectively, $\gamma$ is the friction coefficient, $U(x) = U_0 \cos(2\pi \kappa x)/2$ is a spatially periodic and symmetric potential, with period $\lambda = \pi/k$, and $F(t)$ is a driving force. Note however that the conclusions reported in this paper are based only on symmetry considerations, and, thus, do not depend on the specific details of the dynamics [10].

The system response to the drive can be characterised by the average velocity $v = \lim_{T \to \infty} (T^{-1} \int_0^T \dot{x} dt - x(0))/T$. In any spatially symmetric system, $v$ is reversed when

\[\ddot{x}(t) = -U'(x(t)) + F(t), \tag{1}\]
the driving is inverted,
\[ v[-F(t)] = -v[F(t)]. \]  

Further, it must not depend on the specific choice of the time origin, \( v[F(t + t_0)] = v[F(t)] \). By combining both transformations, it follows that the current vanishes if the driving possesses the following symmetry \( F_{sh} : F(t + t_0) = -F(t) \), for all \( t \) and a given value \( t_0 \). If the system is also overdamped, like the one described by \( [1] \), another symmetry that must be broken for a finite current is given by \( [11] F_s : F(t_0 - t) = -F(t_0 + t) \). A common choice used to break both symmetries is the bi-harmonic driving \( F_1(t) = F_0 [\cos(\omega_1 t) + \cos(\omega_2 t)] \), with two commensurate frequencies \( \omega_1 \) and \( \omega_2 \), i.e. \( \omega_2/\omega_1 = p/q \) with \( p \) and \( q \) being two co-prime positive integers. Another driving that will be used here to produce a current is \( F_2(t) = F_0 [\cos(\omega_1 t) + \cos(2\omega_1 t)] \cos(\omega_2 t) \). These driving functions are particular examples of the generic driving \( F(t) = \Phi(\omega_1 t + \varphi_1, \omega_2 t + \varphi_2) \), where \( \Phi \) is a function that is periodic in both its arguments, \( \Phi(x_1 + 2\pi, x_2) = \Phi(x_1, x_2 + 2\pi) = \Phi(x_1, x_2) \), and \( \varphi_1 \) and \( \varphi_2 \) are constants. The driving period itself is given by \( T = 2\pi q/\omega_1 = 2\pi p/\omega_2 \). The current invariance under the choice of the time origin implies invariance under the transformation \( \varphi_1 \rightarrow \varphi_1 + \omega_1 t_0, \varphi_2 \rightarrow \varphi_2 + \omega_2 t_0 \). By choosing \( t_0 = -\varphi_1/\omega_1 \), it follows that the current \( v = v_{pq} \) depends on the driving phases only through the combination \( \theta = q\varphi_2 - p\varphi_1 \). On the other hand, using Bézout’s lemma it is easy to show that the periodicity of \( \Phi(x_1, x_2) \) on both its arguments implies
\[ v_{pq}(\theta + 2\pi) = v_{pq}(\theta). \]  

This last symmetry property, together with \( [2] \), can be readily used to show that if \( \Phi \) satisfies any of the following conditions: (i) \( \Phi(x_1 + \pi, x_2 + \pi) = -\Phi(x_1, x_2) \), (ii) \( \Phi(x_1 + \pi, x_2) = -\Phi(x_1, x_2) \), or (iii) \( \Phi(x_1, x_2 + \pi) = -\Phi(x_1, x_2) \), then
\[ v_{pq}(\theta + \pi) = -v_{pq}(\theta). \]  

From \( [1] \) it readily follows that when \( p \) and \( q \) are both odd and (i) holds —as is the case for the driving \( F_1 \)— the symmetry \( F_{sh} \) holds and thus \( v_{pq}(\theta) = 0 \) for all \( \theta \). Similarly, the current vanishes when \( p \) is even in case (ii), and when \( q \) is even in case (iii) —the driving \( F_2 \) fulfills (iii).

When both symmetries \( F_{sh} \) and \( F_s \) are broken in a deterministic overdamped system, a finite current of the form \( v_{pq} = (m/n) v_0 \) is expected \([13]\), where \( m \) and \( n \) are two integers, and \( v_0 = \lambda/T \).

The response of the system to a quasiperiodic driving is completely different \([4, 6, 13]\). It can be shown, on the basis of general symmetry properties only, that there is no current when the two driving frequencies \( \omega_1 \) and \( \omega_2 \) are incommensurate \([4, 6]\).

The above results assume an infinite sampling time \( T_s \). For large but finite times, the following expression for the finite-time current \( v_{T_s} = (x(T_s) - x(0))/T_s \)
\[ v_{T_s} \sim \frac{1}{(q\omega_2 - p\omega_1) T_s} \int_0^{\theta + (q\omega_2 - p\omega_1) T_s} d\theta' v_{pq}(\theta') \]  
was shown in \([15]\) to describe the asymptotic evolution of the system, when the second driving frequency \( \omega_2 \) is in the neighborhood of \( \omega_1 p/q \), independent of the system details. In overdamped systems, the leading expression obtained from a functional expansion on the driving \([16, 17]\) is given by \( v_{pq} = B \cos(\theta) \), which when inserted in \( [5] \) for \( F_1 \) and \( F_2 \) yields
\[ v_{T_s} \sim \frac{v_{pq} \sin[(q\omega_2 - p\omega_1) T_s]}{(q\omega_2 - p\omega_1) T_s} \]  

Our numerical simulations presented in Fig. 1 are in good agreement with \([6]\) for the overdamped system \([1]\), especially for larger \( T_s \), when the current is more independent of the initial conditions.

A general expression for the width of the resonance can be derived on the basis of symmetries only \([15]\), i.e. from Eqs. \([3]\) and \([4]\). The integral in \([5]\) cancels whenever \( (q\omega_2 - p\omega_1) T_s \) is a multiple of \( 2\pi \). Furthermore, the current, as a function of \( \omega_2 = \omega_1 p/q + \delta \omega_2 \), decays as \( (q\delta \omega_2 T_s)^{-1} \) as we move away from \( \omega_2 = \omega_1 p/q \). The distance to the first zero thus gives an estimation of the width of such a resonance as
\[ \Delta \omega_2 = \frac{2\pi}{q T_s}. \]  

The frequency window given by \([7]\) is a factor \( q \) smaller than the Fourier width \( \Delta \omega_F = 2\pi/T_s \). Numerical calcu-
Periodic approximations and quasiperiodicity vs. irrationality. – The infinite-time current $v_{pq}$ associated with a periodic driving with $\omega_2 = \omega_1 p/q$ can be accurately computed in a simulation or experiment provided the observation time $T_\ast$ is much larger than the driving period $T_q = 2\pi q/\omega_1$.

In turn, given an arbitrary frequency $\omega_2$, we may look for periodic drivings $\omega_1 p/q$ which provide a good approximation to the current. This will occur whenever both frequencies are close enough, that is,

$$|\omega_2 - \omega_1 p/q| < \varepsilon_0 \Delta \omega_2,$$

where $\varepsilon_0$ is a small dimensionless parameter. For example, by choosing $\varepsilon_0 = 0.1$, (3) predicts current deviations from $v_{pq}$ smaller than 2%.

Given the values $\omega_2$ and $T_\ast$, we can define the best periodic approximation from the lowest positive integers $p$ and $q$ such that (3) is satisfied. The associated period $T_q$ can be used to predict the periodic or quasiperiodic behavior of the system under the given driving. If $T_q \ll T_s$, then periodic behavior is expected. Genuine quasiperiodicity would require $T_q \gtrsim T_s$ regardless of the specific value of $T_\ast$. As we discuss below, this does not occur for all irrational ratios $\omega_2/\omega_1$.

Equation (5) can be rewritten as $\phi = (T_q/T_\ast)\varepsilon_0$, where $\phi = |\omega_2/\omega_1 - p/q| q^2$ is a function which measures how well the ratio $\omega_2/\omega_1$ is approximated by the rational approximation $p/q$. For a given approximation $p/q$, this inequality provides a range of times $T_s$ where the corresponding periodic approximation is expected to hold, with the maximum value $T_s^{\text{max}}$ given by

$$T_q = \frac{\phi}{\varepsilon_0} T_s^{\text{max}}. \quad (9)$$

Therefore, even if $\omega_2/\omega_1$ is irrational, if there exists a rational approximation such that $\phi/\varepsilon_0 \ll 1$, then there will be a certain range of observation times where $T_q \ll T_s$, and thus periodic, instead of quasiperiodic behavior, is expected.

Our analysis identifies the error function $\phi$ as the central quantity to determine the relationship between irrationality and quasiperiodicity in a physical system. Standard results of number theory, stated in the following, will clarify how $\phi$ is related to different irrational numbers.

**Approximation of irrationals by rationals.** – Hurwitz’s theorem [18] states that for any irrational number $x$, there are infinitely many rational approximations $p/q$ such that $\phi = |x - p/q| q^2 < 1/\sqrt{5}$, providing a universal upper bound to $\phi$.

Liouville proved [18] that for every quadratic irrational $x$ – i.e. the roots of a quadratic equation with integer coefficients – there is a positive constant $c_0$ such that $c_0 < \phi$ holds for every positive integer $p$ and $q$. Provided this constant is not very small — which is indeed the case for $x = \sqrt{2}$ and $\sqrt{10}$, as shown in Fig. 2 — the quadratic irrational is difficult to approximate by rational numbers and quasiperiodic behavior is guaranteed for arbitrary $T_s$.

Other irrational numbers admit better rational approximations. For example, Davis proved in 1978 [19] that for the transcendent number $e$, for each $c > 1/2$ there are infinitely many rational approximations with $q \geq 2$ that satisfy $\phi < c \log(\log(q))/\log(q)$, which is also illustrated in Fig. 2. In our non-linear system, Davis’ result (9) yield periodic behavior for large enough denominators $q$, though the decay is very slow and the corresponding times $T_s$ over which the effect can be observed are impractically large. One of the transcendental numbers that admits the best rational approximations is the Liouville constant $\alpha = \sum_{j=1}^{\infty} 10^{-j!}$, constructed by Liouville to this effect, establishing in this way the existence of a transcendental number for the first time. It will also be considered to numerically numerically our results.

**Numerical examples.** – The directed current in the overdamped system (1) driven by periodic drivings was numerically computed by using a multiple of the known period $T$ as sampling time $T_s$, after waiting a brief relaxation time. This procedure allows for accurate estimations of $v_{pq}$ even though $T_s$ is not too large.

Figure 3 shows results for a driving $F_1$ and three different values of the ratio $\omega_2/\omega_1$: the value $\omega_2/\omega_1 = 110001/10^5$, a very good rational approximation to the Liouville number 100 with a very low error $\phi \sim 10^{-13}$, the Liouville number 100 itself, and the quadratic irrational $\sqrt{6/5}$. We consider first the case of $\omega_2/\omega_1 = 110001/10^5$ (triangles). For low values of $F_0$ no current is expected [20], a fact that is shown in the bottom panel of Fig. 3 as a measured current of order $10^{-16}$ due to the use of double precision variables in the computer simulations, which provides 15 to 17 significant decimal digits precision. On the other hand, finite currents are observed.
to be a few multiples of \( v_0 = \lambda / T \), which in our units is of order \( 1 / T \), with \( T \) itself being of order \( 10^5 \). We turn now to the case of the two irrational numbers. Numerical results have to be compared to the infinite-time-limit genuine quasiperiodic behavior: a zero current irrespective of \( F_0 \). For the irrational number \( \omega_2 / \omega_1 = 10 \alpha \), \[^8\] predicts for \( T_s = 10^6 \) that the finite-time current will deviate from the infinite time limit, and will be of the same order of magnitude as the results of the periodic approximation. The precise deviations from the periodic data are due to the fact that \( T_s \) is not an exact multiple of the period \( T \), as shown in the inset of Fig. 3. Absence of current is shown numerically to be of order \( 1 / T_s = 10^{-8} \).

In contrast, genuine quasiperiodic behavior, i.e. a zero current of order \( 1 / T_s \) irrespective of \( F_0 \), can be seen in the whole range of driving amplitudes shown in Fig. 3 (crosses in both panels) for the quadratic irrational \( \omega_2 / \omega_1 = \sqrt{6 / 5} \). These current values are three orders of magnitude smaller than the ones shown for the irrational \( 10 \alpha \). Even larger factors are expected as \( T_s \) is increased, since the current will be locked to the order of magnitude provided by this periodic approximation until the next one, which has period \( T \sim 10^{18} \), replaces it.

The same effect can be observed in other irrational numbers with even poorer rational approximations. Figure 4 shows the results for a driving \( F_2 \) with a frequency ratio \( \omega_2 / \omega_1 = \pi \). By choosing \( \varepsilon_0 = 0.1 \), from \[^8\] the best periodic approximation for observation times in the range \( T_s = 10^2 \sim 10^4 \) is given by \( \omega_2 / \omega_1 = 355/113 \). This is indeed what is observed in the top panel of Fig. 4 for \( T_s = 10^4 \), where the predicted periodic behavior is clearly seen. In contrast, it can also be observed that the currents obtained with the quadratic irrational \( \omega_2 / \omega_1 = \sqrt{10} \) are much smaller, in fact of order \( 1 / T_s \), as expected. But quasiperiodic behavior is also recovered for \( \omega_2 / \omega_1 = \pi \) when \( T_s \) is increased to \( 10^5 \), as shown in the bottom panel of Fig. 4. In this case, the rational approximation 355/133 no longer satisfies \[^8\], and the next one is given by \( \omega_2 / \omega_1 = 312689/99532 \), with an associated period that is about six times larger than \( T_s \). This behavior can be directly traced back to the sub-Fourier resolution: As clearly shown in Fig. 1, the frequency separation \( |\pi - 355/113| \approx 2.7 \times 10^{-7} \) is within the resolution window \( \varepsilon_0 \Delta \omega_F \) for \( T_s = 10^4 \), but is outside for \( T_s = 10^5 \) despite being well inside the Fourier width \( \Delta \omega_F = 2\pi / T_s \approx 6.3 \times 10^{-5} \) and the window \( \varepsilon_0 \Delta \omega_F \).

**Conclusions.**—We have shown, on the basis of symmetry properties only and thus not relying on the specific details of the dynamics, that the response of a nonlinear system to a bi-frequency drive depends on the interaction time and the nature of the frequency ratio between the driving frequencies. In particular, we showed that an irrational ratio is not sufficient to guarantee quasiperiodic response. The system frequency resolution, being intrinsically sub-Fourier, dictates that quasiperiodicity is only guaranteed for irrational numbers which have bad rational approximations, such as many quadratic irrationals \[^2\].
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