Rethinking Generalization Performance of Surgical Phase Recognition with Expert-Generated Annotations
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Abstract

As the area of application of deep neural networks expands to areas requiring expertise, e.g., in medicine and law, more exquisite annotation processes for expert knowledge training are required. In particular, it is difficult to guarantee generalization performance in the clinical field in the case of expert knowledge training where opinions may differ even among experts on annotations. To raise the issue of the annotation generation process for expertise training of CNNs, we verified the annotations for surgical phase recognition of laparoscopic cholecystectomy and subtotal gastrectomy for gastric cancer. We produce calibrated annotations for the seven phases of cholecystectomy by analyzing the discrepancies of previously annotated labels and by discussing the criteria of surgical phases. For gastrectomy for gastric cancer has more complex twenty-one surgical phases, we generate consensus annotation by the revision process with five specialists. By training the CNN-based surgical phase recognition networks with revised annotations, we achieved improved generalization performance over models trained with original annotation under the same cross-validation settings. We showed that the expertise data annotation pipeline for deep neural networks should be more rigorous based on the type of problem to apply clinical field.

1 Introduction

Because algorithms using pattern recognition or machine learning are applied for various tasks, problem definition and data acquisition are as important as the model’s performance [1-4]. Training using deep neural networks, a trend in machine learning, requires large amounts of annotated data to avoid overfitting with a large number of parameters. Crowdsourcing-based tools, such as Amazon
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Figure 1: **Annotation difficulty of expert knowledge.** Depending on the annotation difficulty, thorough verification of the data collection and annotation process is required. We exemplify the surgical phase recognition problem for laparoscopic cholecystectomy and argue that a more difficult problem requires more consideration in the annotation process.

Mechanical Turk, which requires simple training for annotators, can be widely used to efficiently collect large amounts of data, especially for visual tasks with high data redundancy and diverse variations between images [5-9]. The process of securing the annotation database in the visual recognition problem is essential for defining and training algorithms but is considered separately from the model training process.

Figure 1 shows an example of the relationship between the annotation difficulty and the visual recognition problem. In the example in Figure 1, if the effort to annotate a single sample, e.g., image classification or object detection, is relatively small and high generalization performance can be easily achieved, the difficulty level of the annotation is relatively low. However, even in the image classification problem, assuming that the classifier classifies Malamute and Siberian Husky if the annotator lacks prior knowledge of the dog’s breed, the difficulty of annotating may increase, increasing the overall difficulty level of the generalization. It is important to analyze the difficulty level of the annotation because the range of visual recognition problems to be solved using deep learning is expanding from simple recognition to problems requiring expertise. In particular, problems involving medical diagnosis, aid, or surgery are often impossible to annotate based on appearance only [10-17], e.g., through visual recognition of natural scenes. Furthermore, the annotation of supervision for visual recognition that includes this expertise is very expensive, so the inspection effort is also very expensive.

In this paper, we argue that when deep neural networks train expert knowledge such as surgical phase recognition which has a very high annotation difficulty, one needs to consider the more precise annotation procedure than the typical visual recognition problem. Our analysis shows that surgical phase recognition can have very different generalization performance depending on the type of supervision, which means that it can have a very large bias when applying the training model in the clinical field. To do this, we compared the generalization performances of the same model trained with revised annotations obtained from different experts’ consensus processes. We tried two different datasets generation pipeline for surgical phase recognition [17-23] of laparoscopic cholecystectomy and robotic subtotal gastrectomy for gastric cancer. To reconsider the accuracy of the existing annotations public dataset for surgical phase recognition of laparoscopic cholecystectomy, we used 24 surgery videos from the Cholec80 [17] dataset and we matched the criteria of two specialists and created two additional revised annotations. At the same time, we devised a pipeline capable of generating consensus annotations for 40 cases of surgery by the Da Vinci system to agree with experts in gastrectomy for gastric cancer, one of the most complex surgeries. To best our knowledge, this is the first approach to automated surgical phase recognition of subtotal gastrectomy for gastric cancer. By comparison of validation performance with surgical phase recognition models based on Convolutional Neural Networks (CNN), we confirmed the nontrivial differences in the test results of the models trained under the same cross-validation conditions except the annotation.
2 Background

Medical data annotation for visual recognition. Annotations for training visual recognition models in natural scenes are primarily made to achieve classification, detection, and segmentation of images and videos. Annotations are sometimes performed to train algorithms for regression problems, such as pose recognition and image registration. They are generally annotated at a level that allows training by the public with a mild iterative training process. For this reason, crowdsourcing platforms [5-9] that use web-based annotation tools are widely used in visual recognition problems. As the performance of visual recognition technology improves, various annotation tools for training are being introduced in the field of medical imaging [10, 11]. In many cases, X-ray, magnetic resonance imaging, and computed tomography images are used as annotation targets for automated diagnosis or diagnostic assistance [12-15]. As the demand for data for training increases, web-based annotation tools or methodologies, such as crowdsourcing, for medical imaging are also being introduced [16]. Recently, automated visual recognition has started to be used as a medical analysis method for surgical videos, and recent datasets such as Cholec80 [17] have been widely used. Annotation for surgical phase recognition with differences from other visual recognition problems is very expensive because it requires expertise in a specific type of surgery. Annotations made by different experts are likely to be different because frame-level annotations must be performed for all surgical procedures, and at the same time, surgical phases of a particular duration must be determined by considering the continuous information on the temporal dimension. In this study, we show that the generalization performance for automated surgical phase recognition varies considerably with expert annotation. This argues that more attention should be paid to the annotation process considering its use in the clinical field.

Surgical phase recognition. With the development of visual recognition technologies, various surgical phase recognition algorithms have been developed to analyze the surgical process using surgical videos. Hierarchical hidden Markov model with two levels to process temporal information of features encoded by CNNs is developed by [17]. The features obtained from the hierarchical Hidden Markov model were used to achieve high accuracy surgical phase recognition for laparoscopic cholecystectomy using a support vector machine classifier. In addition, an efficient training method from a small number of surgery videos using a CNN-LSTM [27] structure with the same dataset used in [17] has been proposed [18]. In [19], CNN-LSTM-based surgical phase recognition was performed with the Cholec120 dataset, which was extended from the Cholec80 dataset, using the pre-trained remaining surgery duration network for self-supervised learning. In addition to cholecystectomy using the Cholec80 dataset [20], surgical phase recognition for laparoscopic sigmoidectomy [21] and laparoscopic hysterectomy [22] was performed. In [23], CNN-based surgical phase recognition was performed using prostatectomy videos for robotic surgery.

Spatiotemporal encoding for visual recognition. Various efforts have been made to efficiently encode spatiotemporal feature in the visual recognition problem [24, 25]. In the early days of the deep learning era, models were proposed to utilize 2D-CNN feature and motion information together [26], and a 2D-CNN-LSTM model including the consideration of the temporal domain of 2D-CNN features was proposed [27]. Recent researches have been reported that a model that simultaneously encodes spatiotemporal information in one network may perform better than explicitly encoding separately processed motion information [28-32]. Our goal is not to suggest a good spatiotemporal model, but to see how the state-of-the-art performance models influence the results of inference in training expertise under different annotations. For this purpose, the results of surgical phase recognition were verified with models based on 2D-CNN-LSTM [27] and 3D-CNN architectures [29, 31].

3 Annotation verification

We used a surgical phase recognition dataset of laparoscopic cholecystectomy to perform the annotation verification process. The original videos of the laparoscopic cholecystectomy were a subset of the Cholec80 dataset [17]. We selected 24 videos released for the training surgical phase recognition. The revised annotations of the 24 videos were generated through expert consensus with two specialists. In addition to laparoscopic cholecystectomy, we built an annotation generation pipeline for gastrectomy for gastric cancer in 40 cases to try to recognize more complex surgery. The annotation and
Figure 2: Schematic of annotation verification process for surgical phase recognition in laparoscopic cholecystectomy. With 24 surgical videos of cholecystectomy, multiple expert opinions were processed to validate ground truth annotations. We trained the CNN-based classification models with the same architecture and initial weights as the original and revised annotations and verified whether there is a change in inference performance.

Figure 3: Schematic of generating consensus annotation for surgical phase recognition in robotic subtotal gastrectomy for gastric cancer. Since gastrectomy for gastric cancer is one of the most complicated surgeries, we have established an additional process for annotation generation. A total of 4 specialists respectively annotate for each surgical video and generate a new label through an AND operation between the annotations. For frames that remain blank after the AND operation, another specialist writes the final label by colligating the opinions of other annotations as an inspector.

Surgical phase recognition in laparoscopic cholecystectomy. Seven phases of laparoscopic cholecystectomy surgery were defined in the Cholec80 dataset [17]. The preparation, Calot triangle dissection, clipping and cutting, gallbladder dissection, gallbladder packaging, cleaning and coagulation, and gallbladder retraction were indicated with index 0, 1, 2, 3, 4, 5, and 6, respectively. The annotation criteria were designed to target the multiclass classification problem. Labels were annotated in a form in which all frames were extracted from a video recording with a specific case of surgery. Depending on the progress of the surgery, the surgical phase may have been preceded by a higher index phase or returned to the previous phase, but multiple labels for one frame were not allowed. Depending on the progress of the surgery, the entire surgery length was distributed within approximately 30 min to 2 h. Currently, only one label is provided as the correct answer for the classification dataset. We used the provided annotations from Cholec80 as Annotation 1 to train the CNN-based surgical phase recognition model.

Surgical phase recognition in robotic subtotal gastrectomy. We divided the gastrectomy surgical phases for gastric cancer into 27 phases, based on ARMES [32]. ARMES is a system that divides surgical processes into 20 separate phases, from start to finish, to provide the surgeon with information on gastrectomy for gastric cancer. We added one phase to the 21-phases surgical procedure, as defined by ARMES, and composed 27 surgical steps. This included the 21 surgical procedures as part of the actual gastrectomy and six non-gastrectomy procedures. At this time, the six non-gastrectomy procedure types include actions that are irrelevant to gastrectomy, such as camera cleaning, adhesiolysis, and facility management, which may appear during gastrectomy. Since such actions are unrelated to the gastrectomy and do not depend on a specific surgical step; they may
Annotation revision for laparoscopic cholecystectomy. We revised the annotation of the phase of the laparoscopic cholecystectomy surgery through a consensus process of three specialists. Figure 4 shows an example of the agreed annotation of each surgical phase, which was updated based on the original annotation. The consensus among specialists for the seven steps of cholecystectomy was based on their consensus, and a separate consensus process was performed on the points where changes in the surgical phase occurred or where exceptions occurred. Finally, two types of annotation (Annotation 2 and 3) revised by two specialists were created from Annotation 1. Figure 4(a) shows the difference between the revised annotation and the original annotation in the entire cholecystectomy, and (b) shows the difference between the annotations according to the opinions of the experts in the section where the surgical phase changed.

Annotation pipeline for robotic subtotal gastrectomy. For accurate labeling for more complex surgery, we performed frame-level annotation for 40 cases that were cross-validated by five specialists. For cross-validation, we received annotated information according to each opinion from four specialists, and this information was compared with the areas where the opinions matched by AND operation. For labels containing blank generated by the AND operation, another specialist annotates the label as an investigator, resulting in the final consensus label. Robotic surgery for 40 cases of gastric cancer proceeded subtotal gastrectomy and nineteen cases were recorded on the da Vinci Si system, while twenty-one videos were recorded on the da Vinci Xi. Figure 3 shows a schematic illustration of the annotation verification process.

4 Experimental Results

To verify the difference in the model performance as the annotation changes, we trained the 2D-CNN-LSTM model [27] and the two types of 3D-CNN based models using the original and revised annotations for the Cholec80 and robotic gastrectomy for gastric cancer. As the 3D-CNN model, we selected and trained the latest-performance 3D-ResNet [28] and ECO [31] models. Test scenarios were constructed according to the structural characteristics of the trained model, and no pre- or post-processing of the input data and inference output was performed to accurately analyze the effect of the label on the model training. However, in the training and inference of each CNN model, basic data augmentation was performed as part of the regularization at the input stage of the architecture. All models have been implemented using the PyTorch v1.2.0 [33] and trained on NVIDIA V100.

The loss function for the final cross-entropy output in the recognition of all surgical stages is

\[
L_{CE} = -\frac{1}{M} \sum_i \sum_j t_i \log(h(x^j_i; \theta)), \tag{1}
\]

Additional results and analysis are included in supplementary materials.
Table 1: AP for the inference of surgical phase recognition for a cross-validation set of laparoscopic cholecystectomy for each annotation and model.

| Model          | Split 1  | Split 2  | Split 3  | Split 4  | Split 5  | Split 6  | mAP    |
|----------------|---------|---------|---------|---------|---------|---------|--------|
|                | (Ann 1/2/3) | (Ann 1/2/3) | (Ann 1/2/3) | (Ann 1/2/3) | (Ann 1/2/3) | (Ann 1/2/3) |        |
| 2D-CNN-LSTM    | 66.9/70.9/69.5 | 67.7/71.5/71.5 | 67.3/69.1/69.1 | 67.3/69.1/69.1 | 67.3/69.1/69.1 | 67.3/69.1/69.1 |        |
| 3D-ResNet      | 67.8/70.5/70.5 | 72.0/74.5/74.5 | 69.1/71.5/71.5 | 70.3/72.0/72.0 | 70.3/72.0/72.0 | 70.3/72.0/72.0 |        |
| ECO            | 64.4/68.7/68.7 | 68.7/72.0/72.0 | 66.2/69.5/69.5 | 66.2/69.5/69.5 | 66.2/69.5/69.5 | 66.2/69.5/69.5 |        |

Table 2: Averaged AP for inference of the surgical phase recognition of robotic gastrectomy for each annotation and model.

| Model          | Split 1  | Split 2  | Split 3  | Split 4  | Split 5  | Split 6  | mAP    |
|----------------|---------|---------|---------|---------|---------|---------|--------|
|                | (Ann 1/2/3) | (Ann 1/2/3) | (Ann 1/2/3) | (Ann 1/2/3) | (Ann 1/2/3) | (Ann 1/2/3) |        |
| 2D-CNN-LSTM    | 66.9/70.9/69.5 | 67.7/71.5/71.5 | 67.3/69.1/69.1 | 67.3/69.1/69.1 | 67.3/69.1/69.1 | 67.3/69.1/69.1 |        |
| 3D-ResNet      | 67.8/70.5/70.5 | 72.0/74.5/74.5 | 69.1/71.5/71.5 | 70.3/72.0/72.0 | 70.3/72.0/72.0 | 70.3/72.0/72.0 |        |
| ECO            | 64.4/68.7/68.7 | 68.7/72.0/72.0 | 66.2/69.5/69.5 | 66.2/69.5/69.5 | 66.2/69.5/69.5 | 66.2/69.5/69.5 |        |

where $M$ is the size of the input minibatch, and $C$ is the total number of surgical phases of a surgery ($C = 7$ for cholecystectomy, $C = 27$ for subtotal gastrectomy); $h(x; \theta)$ is the softmax output for the input sequence (or image) $x$ in each architecture with $\theta$ as the training weight, and $t$ as the ground truth label for each $x_j$.

**Training 2D-CNN-LSTM.** ResNet34 [34] pre-trained with ImageNet was used as the 2D-CNN model. The input clip sequence for training received 16 frames at a sampling rate of 16/f and consisted of a total of 16 s of frame data; each input clip sequence had an overlap ratio of 0.5 with the previous input clip. ADAM was used as the optimizer; the initial learning rate was $1 \times 10^{-4}$, and a scale of 0.1 was applied to the learning rate every 80 epochs. A total of 100 epochs were trained with 256 mini-batches, and the input frame was resized to 256×256. For data augmentation during training, spatial random crop and left and right flips for multiple scales were applied.

**Training 3D-ResNet.** 3D-ResNet extends the residual learning structure [29] designed for efficient training of CNNs into three dimensions by considering time-level information simultaneously. We utilized a 34-layer 3D-ResNet with pre-trained by the Kinetics dataset [35] to efficiently train spatiotemporal information about the surgical phase in the surgery video. The input clip was composed of 16 frames at 16/f as in the case of the 2D-CNN-LSTM. SGD was used as the optimizer with initial learning of 0.001, the momentum of 0.9, and weight decay of $5 \times 10^{-5}$; the learning scheduler was applied to reduce the learning rate at the plateau. The mini-batch trained a total of 200 epochs at 128; the spatial size of the input sequence was resized to 256×256 and finally processed to a size of 224×224.

**Training ECO.** ECO has two structurally arranged networks to simultaneously utilize the advantages of encoding the spatial information of the 2D CNNs and the temporal information of the 3D CNNs. The 3D CNNs with a relatively large number of parameters were applied in the final output stage of the network to maximize the accuracy and efficiency of the inference speed [31]. We used pre-trained BN-Inception [36] from the ImageNet [5] as the 2D CNN for training ECO, and an 18-layer 3D ResNet network pre-trained with the Kinetics dataset [35] as the 3D CNNs. SGD with Nesterov momentum was used as the optimizer, and dropouts were applied to each fully connected layer. The initial learning rate was set to 0.001, and the learning scheduler applied a scale of 0.01 when verification errors are saturated every four epochs. We set the momentum to 0.9, weight decay to $5 \times 10^{-4}$, and the size of the mini-batch to 32. The input frame was resized to 224×224 after applying a fixed corner crop and horizontal flip to resized frame to 240×320.

**Testing.** The inference scenario for obtaining the testing performance received a sequence of the same size as that of the training process as input and output the final confidence value for each surgical phase. In the 2D CNN-LSTM and ECO, the spatial feature information encoded in the
2D-CNN was used as input from the previous \((k-15)\) frames to the \(k\)th frame for inference on the \(k\)th frame; in the 3DResNet, sequence information for 16 frames as input was used. In the 2D-CNN of the 2D CNN-LSTM and ECO, the feature information for the first 16 frames was stored in a buffer, and only the feature information for the \(k\)th frame was updated in the form of a queue. In the 3D-ResNet, it waited until the first 16 frames were stored in the input buffer to perform inference. Then, in the form of a cue, the first and last frames of the input sequence were replaced to perform inference. Finally, the current surgical phase was determined as the class with the maximum confidence value, and augmentation techniques other than the input image size resizing were not applied in consideration of the real-time scenario [31].

Results of laparoscopic cholecystectomy. Table 1 shows the results of the surgical phase recognition for each split of cholecystectomy. The cross-validation set consists of 20 training surgical videos and 4 testing surgical videos. All test performance was measured as the average precision (AP) of the inference results. The test performance of two trained models with different initial weights was averaged for a fair comparison. From the table, it can be seen that the revised annotation (Annotations 2 and 3) shows improved generalization performance compared to the original annotation in 3D-CNN-based surgical phase recognition models. This seems to alleviate the bias of the training information for the part where the classification of the surgical phase is ambiguous (such as the section where the change in the surgical phase occurs) in the process of agreeing with experts. Furthermore, the 3D-CNN-based models show improved generalization performance in all experiments compared to the 2D CNN-LSTM, and it is confirmed that simultaneously utilizing spatiotemporal information in feature processing is effective for the recognition of the surgical phase.

Results of robotic subtotal gastrectomy. We performed cross-validation by dividing 40 cases of gastric cancer surgery into 35 cases of training data and 5 cases of evaluation data. In order to properly distribute the difficulty of evaluation data, we constructed 3 types of split cross-validation sets by considering the patient’s age, operation time, vertebral bleeding amount, and BMI among 40 cases of surgical video. Table 2 shows the inference performance for each evaluation split of the surgical phase recognition model trained from the annotations performed by four specialists. At this time, Con denotes an annotation in which the opinions of the investigator agreed upon. Con-Ann denotes the difference between the evaluation performance of the model trained with the annotations obtained from each annotator and the performance evaluated by the consensus annotation.

In the case of the surgical phase recognition model trained with consensus annotation, the highest performance was achieved in all models and evaluation splits. In Figure 5, in all splits, the evaluation results varied from at least 2% to 5% depending on the model. Figure 6 shows the visualization of the inference results of a model trained with different annotations on the same surgical video. The model trained from the annotations obtained through consensus was able to confirm that the model showed more robust performance in the section with frequent step movements in the middle of the operation, and relatively stable inference results compared to the model trained on each annotation.
Figure 6: Visualization of inference output of same surgical video with different annotations. The visualizations obtained from the model trained by the four different types of annotation and the consensus annotation are shown. bars are colored according to a total of 21 gastrectomy phases and 6 non-gastrectomy actions.

5 Conclusion

To rethink the generalization performance of the surgical phase recognition, we performed verification on a training model trained with annotations generated by experts. We performed cross-validation on the public Cholec80 dataset [17] and also tried additional validation to subtotal gastrectomy for gastric cancer with multiple expertise annotations. It can be confirmed that the difference in generalization error is probably very large under the same conditions depending on how the annotation process is designed when the difficulty of the annotation is extremely high. Through this study, it was shown that recognition problems with high annotation difficulty, such as surgical video or medical imaging analysis, have to undergo a more rigorous annotation process considering the application of the clinical field. In the future, we plan to conduct research by developing algorithms to secure annotations that can improve generalization performance through model uncertainty or evolutionary algorithms.
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Supplementary Materials

A. Network Architecture

Figure 7 shows schematics of model architectures of 2D-CNN-LSTM [27], 3D-ResNet [29], and ECO [31] models. Test scenarios were constructed according to the structural characteristics of the trained model, and no pre- or post-processing of the input data and inference output was performed to accurately analyze the effect of the label on the model training. However, in the training and inference of each CNN model, basic data augmentation was performed as part of the regularization at the input stage of the architecture.

Annotation revision for laparoscopic cholecystectomy. We revised the annotation of the phase of the laparoscopic cholecystectomy surgery through a consensus process of three specialists. The consensus among specialists for the seven steps of cholecystectomy was based on their consensus, and a separate consensus process was performed on the points where changes in the surgical phase occurred or where exceptions occurred. Finally, two types of annotation (Annotation 2 and 3) revised by two specialists were created from Annotation 1. Table 3 shows the details of each redefined surgical phase.

Annotation pipeline for robotic subtotal gastrectomy. For accurate labeling for more complex surgery, we performed frame-level annotation for 40 cases that were cross-validated by three specialists. For cross-validation, we received annotated information according to each opinion from four specialists, and this information was compared with the areas where the opinions matched by AND operation. For labels containing blank generated by the AND operation, another specialist annotates the label as an investigator, resulting in the final consensus label. Robotic surgery for 40 cases of gastric cancer proceeded subtotal gastrectomy and nineteen cases were recorded on the da Vinci Si system, while twenty-one videos were recorded on the da Vinci Xi. Table 5 shows the details of each surgical phase of subtotal gastrectomy.

Table 3: Surgical phase of cholecystectomy redefined through expert consensus.

| Phase ID   | Definition                                                                 |
|------------|---------------------------------------------------------------------------|
| preparation (0) | Time period from the start of the surgery until the first laparoscopic tool appears. |
| calot triangle dissection (1) | Time period from when the first laparoscopic tool appears until the first clip applier appears. (The end point is until the next tool touches the organization). |
| clipping and cutting (2) | Time period from when the first clip applier appears until the cystic a & duct is finished. (The end point is until the next tool touches the organization). |
| gallbladder dissection (3) | Time period from when the tool touches tissue until the specimen bag appears. |
| gallbladder packaging (4) | Time period from when the specimen bag appears until it is closed (or until a suction tip or other aid tool appears). |
| cleaning and coagulation (5) | Time period from when the specimen bag is closed until the tool touches the bag strap (or until the suction tip is withdrawn or the trocar appears on the screen). |
| gallbladder retraction (6) | Time period from the first touch of the bag strap until the specimen bag is withdrawn. |
Figure 7: Schematic illustration of each network architecture utilized for surgical phase recognition. 2D-CNN-LSTM encodes information in the spatial domain with 2D-CNN only, and then considers the information together in the time domain, and the other two models simultaneously consider spatiotemporal information through the 3D convolution layer.

6  B. Additional Results

Table 5 shows per phase recognition performance. As seen in Table 3, 3D-CNN based model outperforms every phase in laparoscopic cholecystectomy by 2D-CNN-LSTM model, and 3D-ResNet achieved the highest performance in 12 phases for subtotal gastrectomy.

Additional statistics for laparoscopic cholecystectomy. Figure 8, 9, and 10 show the confusion matrix for each surgical video in split 1 for each training model trained with different annotations. These figures show the relationship between classes that are difficult to accurately classify. Figures 11, 12, and 13 visualize the inferred surgical phase on the time axis versus the ground truth label for the surgical phase. In all graphs, the ground truth label is orange and the inferred output is blue. Models trained at different annotations can be observed on the time base to indicate which inference output. In the case of the surgical phase recognition model trained with consensus annotation, the highest performance was achieved in all models and evaluation splits.

Additional statistics for robotic subtotal gastrectomy. Figure 14 and 15 show the confusion matrix for two example cases in split 1 for each training model trained with consensus annotations, respectively. Figure 16 and 17 show the mean AP for each split and surgical phase and the deviation value of each mean AP in laparoscopic

Table 4: Defining the surgical stage of subtotal gastrectomy for gastric cancer based on ARMES. IDs 1 to 21 include surgical steps related to gastrectomy, and 22 to 27 refer to non-gastrectomy actions not included in the subtotal gastrectomy process.

| ID  | Surgical phase                                      | ID  | Surgical phase                                      |
|-----|----------------------------------------------------|-----|----------------------------------------------------|
| 1   | Trocar insertion                                   | 15  | Dissection of LN station 7 and ligation of left gastric artery |
| 2   | Docking                                            | 16  | Dissection of LN station 11p                        |
| 3   | Division of lesser omentum up to the right side of the esophagus | 17  | Clearance of soft tissue along the lesser curvature |
| 4   | Liver retraction                                    | 18  | Gastric transection                                 |
| 5   | Partial (or total) omentectomy                     | 19  | Harvesting resected specimen into Endo bag          |
| 6   | Ligation of left gastroepiploic vessels            | 20  | Anastomosis                                         |
| 7   | Clearance of soft tissues along the greater curvature | 21  | Retrieval of specimen                               |
| 8   | Ligation of right gastroepiploic vein              | 22  | Adhesiolysis                                        |
| 9   | Ligation of right gastroepiploic artery            | 23  | Housekeeping                                        |
| 10  | Creation of window for duodenal transection        | 24  | Clean camera                                        |
| 11  | Duodenal transection                               | 25  | Junk                                                |
| 12  | Ligation of right gastric artery                   | 26  | Other procedure                                      |
| 13  | Dissection of LN stations 12a                      | 27  | Unexpected surgical events                          |
| 14  | Dissection of LN station 8 and 9                   | -   | -                                                    |
cholecystectomy and robotic gastrectomy, respectively. The graph in Figure 5 and 6 show the sensitivity of generalization to each model.

Table 5: Generalization AP for each surgical phase for laparoscopic cholecystectomy and robotic gastrectomy.

| Phase ID | 0  | 1  | 2  | 3  | 4  | 5  | 6  |
|----------|----|----|----|----|----|----|----|
| 6D-CNN-LSTM | 71.8 | 74.1 | 36.5 | 44.7 | 56.8 | 57.1 | 37.7 |
| 3D-ResNet | 78.7 | 76.9 | 30.6 | 37.6 | 60.1 | 53.7 | 23.4 |
| ECO | 75.8 | 72.0 | 42.3 | 57.8 | 69.2 | 59.4 | 44.9 |

| Phase ID | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 |
|----------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 2D-CNN-LSTM | 64.0 | 58.5 | 31.2 | 81.2 | 74.1 | 50.2 | 37.9 | 62.4 | 60.9 | 76.3 | 47.2 | 39.3 | 0.3 | 23.3 |
| 3D-ResNet | 60.6 | 69.7 | 40.5 | 72.8 | 76.1 | 55.9 | 57.8 | 53.7 | 62.5 | 76.4 | 52.1 | 22.7 | 0.4 | 62.1 |
| ECO | 70.5 | 66.8 | 52.2 | 70.6 | 60.7 | 52.9 | 57.4 | 54.3 | 72.7 | 82.8 | 54.0 | 26.4 | 3.5 | 55.8 |

Figure 8: Confusion matrix for inference output from 2D-CNN-LSTM trained with different annotations. The unit of each cell means one input clip in each surgical phase.
Figure 9: Confusion matrix for inference output from 3D-CNN trained with difference annotations. The unit of each cell means one input clip in each surgical phase.

Figure 10: Confusion matrix for inference output from ECO trained with difference annotations. The unit of each cell means one input clip in each surgical phase.
Figure 11: **Visualization on the time axis for inference output from 2D-CNN-LSTM.** In all graphs, orange is the ground truth label and blue is the inference output.

Figure 12: **Visualization on the time axis for inference output from 3D-CNN.** In all graphs, orange is the ground truth label and blue is the inference output.
Figure 13: **Visualization on the time axis for inference output from ECO.** In all graphs, orange is the ground truth label and blue is the inference output.
Figure 14: **Confusion matrix for inference output from different models in robotic subtotal gastrectomy.** The unit of each cell means one input clip in each surgical phase.
Robotic Gastrectomy

2D-CNN-LSTM

3D-CNN

ECO

Figure 15: Visualization on the time axis for inference output for robotic subtotal gastrectomy. In all graphs, orange is the ground truth label and blue is the inference output.
Figure 16: Deviation of mean AP by model in each split and surgical phase of laparoscopic cholecystectomy. Dark bars indicate total AP and light bars indicate deviation from total AP.

Figure 17: Deviation of mean AP by model in each split and surgical phase of robotic subtotal gastrectomy. Dark bars indicate Total AP and light bars indicate deviation from total AP.