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Abstract

Emergence of π-magnetism in open-shell nanographenes has been theoretically predicted decades ago but their experimental characterization was elusive due to the strong chemical reactivity that makes their synthesis and stabilization difficult. In recent years, on-surface synthesis under vacuum conditions has provided unprecedented opportunities for atomically precise engineering of nanographenes, which in combination with scanning probe techniques have led to a substantial progress in our capabilities to realize localized electron spin states and to control electron spin interactions at the atomic scale. Here we review the essential concepts and the remarkable advances in the last few years, and outline the versatility of carbon-based π-magnetic materials as an interesting platform for applications in spintronics and quantum technologies.
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1. Introduction

Magnetic materials are key to a wide variety of technological applications. However, to date their practical use is limited to transition metals with unpaired \textit{d}- or \textit{f}-shell electrons. The same applies even for the so-called molecular magnetism that has been studied and developed for decades, but still relying on coordination of \textit{d}- or \textit{f}-block elements to organic ligands [1, 2]. Instead, the magnetism associated to \textit{p}-shell electrons in carbon-based materials has been hardly utilized to date and only recently it is being enthusiastically explored [3, 4]. There are multiple reasons for the booming interest that it is raising. On the one hand we find the attractive magnetic properties offered by light materials like carbon nanostructures, which display weak spin-orbit and hyperfine couplings, the two main channels responsible for the relaxation and decoherence of electron spins [3, 5–7]. In addition, they are also expected to display high spin-wave stiffness, which should be mirrored in high Curie temperatures and long spin correlation lengths [3, 8]. These materials thus make for a greatly promising platform on which to exploit spin-polarized currents or the processing of spin-based quantum information [3, 7, 9–11]. On the other hand, carbon-based materials also display several advantages with regard to their processing, with the potential to allow for a cheap and scalable production of materials that,
Beyond their magnetic functionalities, may further include biocompatibility, light weight or plasticity. Lastly, molecule-based materials profit from the prospects of bottom-up production methods, which may be among the keys for success if the current miniaturization trend in information technology devices is to be maintained.

Until recently, the main drawback faced by carbon-based \(\pi\)-magnetism was its poor reproducibility. The magnetic properties or carbon-based nanostructures are extremely susceptible to minute changes in the bonding configuration and at the same time they are based on unpaired \(\pi\)-electrons that display great propensity for chemical reactions [12, 13]. Indeed, besides information or quantum technology applications, diradicals are also of key importance for the understanding and further development of organic chemistry due to their characteristic reactivity and their inevitable presence, even if often only transiently due to their limited lifetime [13]. This is one of the reasons for which diradicals have been extensively studied in the past [13, 14], but also for the scarce reproducible studies about magnetic carbon-based materials, whose chemical reactivity either hindered their synthesis by conventional wet chemistry, forcing the addition of protecting groups, or hampered their characterization due to an excessively short product’s lifetime. However, the advent of surface-supported chemistry under vacuum, typically termed as on-surface synthesis (OSS) [15–18], has provided unprecedented opportunities for the synthesis and characterization of this type of materials [4, 19]. The inert vacuum environment, in combination with the often stabilizing effect of the supporting substrate, allows for the synthesis of carbon-based nanostructures and at the same time limits its possible degradation mechanisms. Furthermore, it places at the researcher’s disposal a variety of surface sensitive characterization techniques with which to characterize the samples, including scanning probe microscopies (SPMs) and spectroscopies (STS) [15–17]. The latter allow for a precise determination of the covalent bonding structure as well as for a simultaneous assessment of the electronic and magnetic properties at the single molecule level.

These new prospects have caused the research on magnetic carbon-based nanostructures to be booming over the last years [4, 19]. In turn, the increasing number of researchers that are focusing their efforts into this field have facilitated an impressive progress in short time. Although the experimental proof of the magnetism associated to carbon vacancies in graphene (as observed by SPM at the single vacancy level) already dates back to 2007 [20], the synthesis of iconic molecules with intrinsic magnetic properties that were theoretically devised already in the 1950s, like triangulene [21], has only occurred in recent years [22]. Along with triangulene, many other highly coveted carbon-based nanostructures with magnetic properties have been synthesized and studied over the last few years, like for example Clar’s goblet [23, 24] and zigzag-edged graphene nanoribbons (GNRs) [25]. The growing number of available systems for experimental study has also brought about an increasing understanding of the properties and of the magnetic interactions between different magnetic (radical) \(\pi\)-states. This increased understanding, along with the continuously improving capabilities of OSS strategies, have further allowed for the generation of one- and two-dimensional materials with engineered properties as provided by the controlled coupling of appropriately placed radical \(\pi\)-states in periodic arrays [26, 27]. That is, the development of the synthetic protocols and the understanding of the resulting material’s properties are going hand in hand and are responsible for the fascinating advances reached in carbon-based magnetism.

At this point it needs to be remarked that there is a stringent requirement on atomic precision for the synthesis of the carbon nanostructures. Minor changes in the bonding structure may result in dramatic changes to the optoelectronic and magnetic properties, as exemplified in figure 1 with seven different molecular structures. Although they all feature a comparable number of carbon atoms and associated rings, the energy of their calculated frontier orbitals, which is displayed in the bottom part, varies enormously, with decreasing HOMO–LUMO gaps and the appearance of zero-energy states when moving from left to right. As explained later on, low HOMO–LUMO gaps (and thus even more zero-energy states) may not warrant but at least facilitate the appearance of magnetic properties in carbon nanostructures (indeed when going from left to right there is a gradual change from a purely closed-shell character, through gradually increasing open-shell character and all the way to a high-spin molecule). From the calculated orbital energies in figure 1(c) we can therefore already extract some qualitative trends for parameters that, although again being no guarantee for magnetism, generally promote its appearance. One is increasing molecular size, as can be inferred from comparison 1 vs. 2, 3 vs. 4 and 5 vs. 6, which show a smaller gap for the larger structures. Another one is the presence of zigzag edges, as can be inferred from comparing 1 and 2 with 3 and 4, or also with structure 7, which displays zigzag edges all over its perimeter and has two zero-energy states. Lastly, also the presence of non-benzenoid rings facilitates the appearance of magnetism, as may be inferred from comparing 1 and 2 with 5 and 6, the latter of which even displays a zero-energy state. Also a comparison of 3 with 5 reveals a comparable HOMO–LUMO gap in spite of the lower number of carbon atoms in the latter. The reasons underlying the effects of each of these parameters on the material’s magnetic properties will be discussed and explained in more detail in the following sections.

This review is organized as follows. We begin with an overview in section 2 of commonly used computational approaches to describe the electronic structure of graphene nanostructures and relationships between band topology, emergence of spin-polarization and many-body spin states. In section 3 we present well-established counting rules to infer the relationship between nanographene geometry and its ground-state spin properties. After a review in section 4 of the experimental techniques for nanographene synthesis and scanning probe characterization, we proceed to discuss the different mechanisms to induce magnetism. Section 6 is devoted to interactions among spin states and section 7 to the chemical reactivity associated with the open-shell character of the involved spin states. Finally, an outlook is presented in section 8.
2. Computational approaches

Carbon has four valence electrons in the second shell which favors the formation of four single bonds. In the case of planar carbon structures like graphene, the robust trigonal structure arises from a $sp^2$ hybridization of one $2s$ and two $2p$ carbon orbitals to form doubly-occupied $\sigma$ bonds with its three neighbors. The remaining electron, associated with the out-of-plane orbital $2p_z$, forms $\pi$-bonding with its neighbors, resulting in a half-filled $\pi$ band at the origin of interesting electronic properties of graphene, such as ‘relativistic’ massless Dirac fermions and valley degeneracy \cite{28, 29}, emergence of $\pi$-magnetism at edges and defects \cite{3}, and exceptional transport phenomena \cite{30}. The electronic structure of $sp^2$ carbon systems can be addressed computationally at different levels as outlined in the following sections.

2.1. Density functional theory

In condensed matter physics, density functional theory (DFT) is probably the most popular approach to describe the electronic structure of materials \cite{31}. It is theoretically founded in the Hohenberg–Kohn theorems, establishing that the electron density that minimizes the total energy corresponds to that of the ground state of the system. In principle, this implies a drastic reduction of complexity since the ground state of a many-body problem can be described by the electron density instead of the full wave function. The Kohn–Sham (KS) equations (KS-DFT) make this theory tractable in practice by introducing an effective non-interacting Schrödinger equation for one-electron KS orbitals that lead to the same electron density as for the interacting system. The KS wave function of the $N$-electron system is then written as a Slater determinant of these single-particle orbitals. The only unknown is the so-called exchange-correlation (XC) functional, which leads to typical schemes such as the local-density approximation (LDA), the generalized-gradient approximation (GGA), etc. Having fixed the XC functional, the problem is then solved iteratively for the self-consistent solution to the KS equations.

The reason for the popularity of DFT nowadays is the tractability of systems of thousands of atoms, without any system-specific parameters, with high accuracy for ground state properties such as lattice constants and phonons for solids as well as geometry and vibrations for molecules. A recent Special Topic Issue \cite{32} on electronic structure software provides a broad overview of many quantum chemistry codes based on DFT and beyond.

DFT is also successful in describing many aspects of carbon $\pi$-magnetism as is evident from the vast body of literature covered in this review. It allows, for instance, to compute the spin density for adsorbed atoms, molecules and extended 2D structures on metal surfaces and interfaces. Spin in KS-DFT \cite{33} is typically described in the symmetry-broken form, where the spin density of the non-interacting electrons are targeting an accurate description of the energetics of low-spin states at the expense of matching the exact spin state of the
interacting problem. This occurs because the KS orbitals for
the two spin components are allowed to differ in the spin-
unrestricted formulation. This leads to wave functions that
are not true eigenstates of the total spin operator \( \hat{S}^2 \)
(only of the \( \hat{S}_z \) projection), i.e. they are in principle spin-contaminated.
This limitation, which applies more generally to all mean-
field descriptions, is important to keep in mind for applica-
tions to open-shell molecules. Wave-function based meth-
ods from computational chemistry (configuration-interaction,
coupled cluster, etc) are therefore more suitable for accur-
ately describing spin states, but these are limited to small
systems.

2.2. Tight binding

Due to the orthogonality of the \( \sigma \) and \( \pi \) electrons in planar
structures, it is possible to study them separately. The advan-
tages of such effective descriptions involving only the latter are
simplicity and numerical efficiency, which may also help to
reach a better understanding of the mechanisms at play.

In the tight-binding (TB) approximation one describes elec-
trons in a solid in terms of the atomic orbitals of isolated atoms
and the corrections that arise due to their overlaps [34].
The electrons are also treated as independent (noninteracting)
particles. The (multi-band) TB Hamiltonian can be written as:

\[
\hat{H}^0 = \sum_{i\sigma} H^0_{ij} \hat{c}^\dagger_{i\sigma} \hat{c}_{j\sigma},
\]

where \( \hat{c}^\dagger_{i\sigma} \) is the fermionic creation operator of an electron
with spin \( \sigma = \{\uparrow, \downarrow\} \) in basis orbital \( i \). The operators satisfy
the usual anticommutation relations \( \{\hat{c}_\mu, \hat{c}_\nu\} = \{\hat{c}^\dagger_\mu, \hat{c}^\dagger_\nu\} = 0 \) and
\( \{\hat{c}_\mu, \hat{c}^\dagger_\nu\} = \delta_{\mu\nu} \). The matrix elements \( H^0_{ij} = \langle i | H^0 | j \rangle \) describe
the onsite energies along the diagonal and the strength of electron
hopping between orbitals \( i \) and \( j \) in the off-diagonals.
The matrix elements are real and satisfy \( H^0_{ii} = H^0_{ii} \). In general,
the basis orbitals may be nonorthogonal represented by the
overlap integrals \( S_{ij} = \langle i | j \rangle \). For simplicity, one may
assume orthogonality and write \( S_{ij} = \delta_{ij} \). For sp\(^2\) carbon
the simplest description includes just the 2\( p \) orbital at each car-on atom with nearest-neighbor hopping matrix elements
\( t = -2.7 \) eV [28].

The time-independent Schrödinger equation for the TB
Hamiltonian can be written as a generalized eigenvalue
problem:

\[
H^0 \psi_\alpha = \varepsilon_\alpha S \psi_\alpha,
\]

where \( \varepsilon_\alpha \) is the eigenenergy corresponding to state
\( \psi_\alpha = \sum_i \langle i | \alpha \rangle \psi_i \).

Different TB approximations for the \( \pi \)-bands of graphene
are shown in figure 2(a), constructed with the free siis. soft-
ware [36] using typical parameters from the literature [28, 37].
In the simplest description with only nearest neighbor inter-
actions \( t_1 \) and orthogonal basis states the bands are perfectly
symmetric with respect to the Fermi level (full line blue bands,
1nn–o). When a finite overlap is introduced (blue dashed
bands, 1nn–no) an asymmetry between empty and filled states

---

**Figure 2.** Comparison of electronic band structures from different TB models and DFT for (a) graphene and (b) a hydrogen-terminated 7-AGNR. The nearest neighbor (1nn, blue) model includes \( t_1 = -2.7 \) eV, the next-nearest neighbor (2nn, red) model also \( t_2 = -0.2 \) eV, and the third-nearest neighbor (3nn, green) model additionally \( t_3 = -0.18 \) eV. Both orthogonal (-o, full lines) and nonorthogonal (-no, dashed
dlines) basis variants are considered, the latter with a nearest-neighbor overlap set to \( s_1 = 0.1 \). The gray bands correspond to SIESTA [35]
DFT-GGA calculations using a TZTP (DZP) basis set and lattice constant \( a = 2.460 \) (4.260) Å for graphene (7AGNR).
develops. Introduction of second-nearest neighbor interactions \( t_2 \) breaks the sublattice symmetry (red bands, 2nn) and lowers the bands at \( \Gamma \). Further, inclusion of third-nearest neighbor interactions \( t_3 \) (green bands, 3nn–o), which represent atomic distances only marginally larger than the next-nearest pairs, enables a lowering of the empty band around \( M \). For comparison, we also show the corresponding bands from DFT calculations (gray bands) [35].

Figure 2(b) concerns a similar comparison between TB and DFT calculations for a different system, namely the \( \pi \)-bands of a 7-atom wide armchair graphene nanoribbon (7-AGNR). The third-nearest neighbor parametrization from [38] (green bands, 3nn–o) provides the most accurate description. Overall, TB provides a good description of the carbon \( \pi \)-electron system.

### 2.3. The Hubbard Model

While the TB method is a well-established starting point for describing the electronic structure of carbon-based systems, the method itself cannot account for the emergence of \( \pi \)-magnetism due to the neglect of electron interactions. One way to include them is called the Hubbard model.

The Hubbard model was introduced in 1963 as an approximate description of electron correlation effects in narrow energy bands of solids, taking into account the atomistic nature in a minimal fashion [39]. It was initially proposed to understand the properties of transition and rare-earth metals with partly filled \( d \)- and \( f \)-bands. However, despite its apparent simplicity it contains very rich physics, and has been useful to describe phenomena such as correlated metal–insulator transitions, magnetism, and superconductivity.

In the (fermionic) Hubbard model one adds to the TB Hamiltonian \( \hat{H}_0 \) a term that accounts for short-range electron interactions. The model is defined by the Hamiltonian [39]:

\[
\hat{H} = \hat{H}_0 + U_0 \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow},
\]

where \( \hat{n}_{i\sigma} = \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma} \) is the number operator for site \( i \) and \( U_0 > 0 \) is the onsite Coulomb repulsion energy. The model thus ignores long-range Coulomb effects by only considering the interaction energy when two electrons occupy the same orbital.

Solving the Hubbard model is in general a difficult problem due to the quartic structure of the operators appearing in (3) and the exponential growth of Fock-space with system size, thus sharing challenges with full many-body descriptions (section 2.5). In order to solve the Hubbard model for moderately large nanographenes, methods based on configuration interaction in the so-called complete active space (CAS) have been developed [40, 41]. This approximation consists of splitting the single-particle spectrum into ‘frozen’ low- and high-energy sectors and an active space which is handled numerically exact to capture the low-energy states accurately. For example, CAS(6,6) formed by six electrons in six single-particle states was used to describe the low-energy states of triangulene dimers [42] and trimers [43]. The CAS-Hubbard approach to zero-modes in nanographenes has been useful to establish exchange rules for diradicals [44].

#### 2.3.1. Example: half-filled Hubbard dimer

A simple, illustrative example of analytic solution of the Hubbard model is the case of a half-filled dimer, i.e. a system composed of two electronic orbitals and occupied by two electrons. We define it as:

\[
\hat{H} = \sum_{\alpha=L,R} \sum_{\sigma} \varepsilon_{\alpha} \hat{n}_{\alpha\sigma} - t \sum_{\sigma} \left( \hat{c}_{\alpha\sigma}^\dagger \hat{c}_{\alpha\sigma} + \text{h.c.} \right) + \sum_{\alpha=L,R} U_\alpha \hat{n}_{\alpha\uparrow} \hat{n}_{\alpha\downarrow},
\]

where \( \varepsilon_{\alpha} \) the single-particle energy of orbital \( \alpha \in \{L, R\} \), \( t \) the effective hopping matrix element between the orbitals, and

\[
U_\alpha = U_0 \int \text{d}r |\psi_\alpha(r)|^4,
\]

the effective Coulomb repulsion for each orbital. Projecting this Hamiltonian on the following basis of two-electron states:

\[
\{ \hat{c}_{L\uparrow}^\dagger \hat{c}_{R\uparrow}^\dagger |0\rangle, \hat{c}_{L\downarrow}^\dagger \hat{c}_{R\uparrow}^\dagger |0\rangle, \hat{c}_{L\uparrow}^\dagger \hat{c}_{L\downarrow}^\dagger |0\rangle, \hat{c}_{R\uparrow}^\dagger \hat{c}_{R\downarrow}^\dagger |0\rangle \},
\]

where \( |0\rangle \) represents the vacuum state, we arrive at the simple matrix form:

\[
\hat{H} = \begin{pmatrix}
0 & t & -t & -t \\
-t & \varepsilon_L + \varepsilon_R & 0 & t \\
-t & t & 2\varepsilon_L + U_L & 0 \\
-t & t & 0 & 2\varepsilon_R + U_R \\
\end{pmatrix},
\]

which is readily diagonalized. In the symmetric limit \( \varepsilon_L = \varepsilon_R = 0 \) and \( U_L = U_R = U \) the eigenenergies are:

\[
E_{S_0} = U/2 - \sqrt{(2t)^2 + (U/2)^2},
\]

\[
E_T = 0,
\]

\[
E_{S_1} = U,
\]

\[
E_{S_2} = U/2 + \sqrt{(2t)^2 + (U/2)^2},
\]

and the corresponding eigenstates:

\[
|S_0\rangle \propto \alpha \left( \hat{c}_{L\uparrow}^\dagger \hat{c}_{L\downarrow}^\dagger \hat{c}_{R\uparrow}^\dagger \hat{c}_{R\downarrow}^\dagger - \hat{c}_{L\downarrow}^\dagger \hat{c}_{L\uparrow}^\dagger \hat{c}_{R\downarrow}^\dagger \hat{c}_{R\uparrow}^\dagger \right) |0\rangle,
\]

\[
|T\rangle = \frac{1}{\sqrt{2}} \left( \hat{c}_{L\uparrow}^\dagger \hat{c}_{R\uparrow}^\dagger \hat{c}_{L\downarrow}^\dagger \hat{c}_{R\downarrow}^\dagger - \hat{c}_{L\downarrow}^\dagger \hat{c}_{L\uparrow}^\dagger \hat{c}_{R\uparrow}^\dagger \hat{c}_{R\downarrow}^\dagger \right) |0\rangle,
\]

\[
|S_1\rangle \propto \frac{1}{\sqrt{2}} \left( \hat{c}_{L\uparrow}^\dagger \hat{c}_{L\downarrow}^\dagger \hat{c}_{R\downarrow}^\dagger \hat{c}_{R\uparrow}^\dagger - \hat{c}_{L\downarrow}^\dagger \hat{c}_{L\uparrow}^\dagger \hat{c}_{R\uparrow}^\dagger \hat{c}_{R\downarrow}^\dagger \right) |0\rangle,
\]

\[
|S_2\rangle \propto \beta \left( \hat{c}_{L\uparrow}^\dagger \hat{c}_{L\downarrow}^\dagger \hat{c}_{R\uparrow}^\dagger \hat{c}_{R\downarrow}^\dagger - \hat{c}_{L\downarrow}^\dagger \hat{c}_{L\uparrow}^\dagger \hat{c}_{R\uparrow}^\dagger \hat{c}_{R\downarrow}^\dagger \right) |0\rangle,
\]
where \( \alpha = -2t/E_{S_0} \) and \( \beta = -2t/E_{S_\uparrow} \). Here \( |S_i\rangle \) can be identified as the singlet states while \( |T\rangle \) is the \( S_z = 0 \) triplet state. An illustration of the energy spectrum of the Hubbard dimer is shown in figure 3.

In the limit \( U/t \to 0 \), where \( \alpha \to 1 \), we see that the ground state is an equal mix of the open- and closed-shell configurations. Conversely, in the limit \( U/t \to \infty \), where \( \alpha \to \infty \), only the open-shell configuration remains. Here the ground state energy can be expanded in \( t \) to read:

\[
E_{S_0} \to -4t^2/U.
\]

This allows to map the low-energy spectrum in this limit onto the antiferromagnetic Heisenberg model for a spin-1/2 dimer:

\[
\hat{H}_{\text{eff}} = J \left( \vec{S}_i \cdot \vec{S}_R - \frac{1}{4} \right),
\]

where \( \vec{S}_i \) is the spin-1/2 operator for site \( i \) and the exchange coupling can identified as \( J = 4t^2/U \). From the relations \( 2S_L \cdot S_R = (S_L + S_R)^2 - S_L^2 - S_R^2 \) and \( S^2 = S(S + 1) \), it is easy to see that the eigenenergies of \( \hat{H}_{\text{eff}} \) correspond to \(-J\) for the singlet \( (S = 0) \) and 0 for the triplets \( (S = 1) \), exactly as derived above for the Hubbard dimer.

### 2.4. Mean-field Hubbard approximation

The Hubbard model can in principle be solved by numerically exact diagonalization, but the Hilbert space grows exponentially with the number of lattice sites. This makes a brute-force approach to even small nanographenes impractical.

Instead a dramatic simplification is achieved if one resorts to the mean-field approximation. By defining the occupation operators \( \hat{n}_{i\sigma} = \langle \hat{n}_{i\sigma} \rangle + \delta \hat{n}_{i\sigma} \) in terms of the fluctuations around their average values, one can write the product of operators as:

\[
\hat{n}_{i\uparrow} \hat{n}_{i\downarrow} = (\langle \hat{n}_{i\uparrow} \rangle + \delta \hat{n}_{i\uparrow})(\langle \hat{n}_{i\downarrow} \rangle + \delta \hat{n}_{i\downarrow})
\]

\[
= \langle \hat{n}_{i\uparrow} \rangle \langle \hat{n}_{i\downarrow} \rangle + \langle \delta \hat{n}_{i\uparrow} \rangle \langle \hat{n}_{i\downarrow} \rangle + \langle \hat{n}_{i\uparrow} \rangle \langle \delta \hat{n}_{i\downarrow} \rangle + \langle \delta \hat{n}_{i\uparrow} \rangle \langle \delta \hat{n}_{i\downarrow} \rangle
\]

\[
\approx \langle \hat{n}_{i\uparrow} \rangle \langle \hat{n}_{i\downarrow} \rangle + \langle \delta \hat{n}_{i\uparrow} \rangle \langle \hat{n}_{i\downarrow} \rangle + \langle \hat{n}_{i\downarrow} \rangle \langle \delta \hat{n}_{i\uparrow} \rangle + \langle \delta \hat{n}_{i\downarrow} \rangle \langle \delta \hat{n}_{i\uparrow} \rangle.
\]

where the fluctuations (last term) has been neglected. This leads to the mean-field Hubbard (MFH) model of the form:

\[
\hat{H}_{\text{MFH}} = \hat{H}_0 + U \sum_i (\langle \hat{n}_{i\uparrow} \rangle \langle \hat{n}_{i\downarrow} \rangle + \langle \delta \hat{n}_{i\uparrow} \rangle \langle \hat{n}_{i\downarrow} \rangle - \langle \hat{n}_{i\uparrow} \rangle \langle \delta \hat{n}_{i\downarrow} \rangle + \langle \delta \hat{n}_{i\uparrow} \rangle \langle \delta \hat{n}_{i\downarrow} \rangle).
\]

An example of MFH results for the band structure of a 6-atom wide zigzag GNR (ZGNR) is shown in figure 4 (colored bands). It is well-established that symmetry-broken solutions (figure 4(b)) are in very good agreement with DFT-GGA calculations (gray bands) when using \( U \sim 3 \) eV on top.
of the third-nearest neighbor parametrization [3, 38]. The MFH model has been shown as a useful model to understand the emergence of magnetism in sp² carbon systems [3, 24, 38, 45–52]. A free implementation of MFH in Python is available [53].

2.5. Wave-function based methods and many-body theory

The problem of electron correlation in open-shell nanographenes can also be addressed with full ab initio quantum chemistry approaches. This is particularly pertinent when strong correlation effects are at play. However, the computational cost of traditional wave-function based methods (configuration interaction, coupled cluster, multi-configurational self-consistent fields, etc) typically scale very unfavorably with the system size and are thus limited to rather small molecules. Examples of quantum chemistry calculations for graphene nanolinks include CAS-SCF and multireference NEVPT2 methods [55], restricted active space configuration interaction (RASCI) [56], and multi-reference averaged quadratic coupled cluster method (MR-AQCC) [57]. Other approaches are based on quantum chemical density matrix renormalization group (DMRG) that allows to address the full π-orbital space of large nanographenes [58–62]. Many-body diagrammatic techniques based on the GW approximation was also applied to the Hubbard model to describe correlation effects in GNR heterojunctions [63].

Another important aspect beyond the properties of isolated nanographenes is the impact of the interaction with a supporting surface. This can for instance give rise to Kondo-like phenomena on metal surfaces arising from the coupling of a magnetic system with the conduction electrons in the substrate. This situation has been described theoretically based on the multi-orbital Anderson model in the non-crossing approximation [43, 64, 65].

2.6. Topological band analysis

Another useful way to analyze, understand or predict radical states in sp² carbon structures is through topology [26, 66–71]. The topological classes are characterized by a Z2 invariant that takes on the values 0 or 1 for trivial and nontrivial characters, respectively. The relevant quantity to characterize the topological class of one-dimensional (1D) systems is the Zak phase γn of its n occupied bands, which is obtained from an integral of the Berry connection across the 1D Brillouin zone [72, 73]:

\[
\gamma_n = \frac{2\pi}{a} \int_{-\pi/a}^{\pi/a} dk \left\langle u_{nk} \frac{\partial}{\partial k} u_{nk} \right\rangle,
\]

where k is the wave vector, a is the unit cell size, and \(u_{nk}\) is the periodic part of the electron Bloch wave function in band n. Note that for systems with band-crossings or degenerate states there is an arbitrariness to the definition of the Zak phase for the individual bands. However, the total phase \(\gamma = \sum_{n=\text{occ}} \gamma_n\) (i.e. summed over occupied bands) is invariant and unaffected by this arbitrariness as long as the filled and empty bands do not intersect [73].

The Zak phase γ depends on the choice of shape and origin of the unit cell and can in general take any value. However, if the unit cell possesses inversion or mirror symmetry, it is possible to choose the origin such that γ (mod 2π) is quantized to either 0 or π. The corresponding Z2 invariant is then obtained from:

\[
(-1)^{Z_2} = e^{i\gamma}.
\]

The Z2 invariant is also related to the parity of the Bloch wave functions at the time-reversal invariant momentum points Λ and π/a by [66, 69, 71]:

\[
(-1)^{Z_2} = \prod_{n=\text{occ}} \left\langle \psi_{n\Gamma} | \hat{P} | \psi_{n\Gamma} \right\rangle \left\langle \psi_{\pi a/\Gamma} | \hat{P} | \psi_{\pi a/\Gamma} \right\rangle,
\]

where \(\hat{P}\) is the parity operator (applying to either inversion or mirror symmetry) and \(\psi_{nk}\) is the wave function of the n-th occupied band at momentum k.

According to the bulk-boundary correspondence, at the interface between materials belonging to different topology classes one (or an odd number) of localized zero-energy modes will emerge. Such in-gap states in sp² carbon structures are also manifestations of π-radicals [26, 66–71].

As an example, applying these concepts to the band structure of a 7-AGNR described by the unit cell shown by the red box in figure 5(a), one concludes that this ribbon belongs to...
the topological class $Z_2 = 1$ [66]. As vacuum is trivial $Z_2 = 0$, one zero-mode edge state is expected at each zigzag terminus. To illustrate this, the low-energy wave functions for a finite 7-AGNR are superimposed on the structures in figure 5(a). Two states, $\psi_B$ and $\psi_{AB}$ are found inside the energy gap of the infinite 7-AGNR (figure 2(b)), corresponding to the bonding and antibonding combinations of the topological zero-modes $\psi_L$ and $\psi_R$ coupled through the effective tunnel matrix element $t_{eff}$. The end states are readily identified by the proper linear combinations. As sketched in figures 5(b) and (c) this system may adopt either a closed- or open-shell configuration depending on the strength of the Coulomb repulsion energy of the bonding orbital $U_B = U \int |\psi_B|^4 |dr$ with respect to the hybridization energy $|2t_{eff}|$. A crossover occurs naturally as the length of the GNR is increased due to the exponentially decaying matrix element $|t_{eff}|$. The characteristic spin polarization map computed from the local difference between up and down spin populations with MFH is shown in figure 5(d) for $U = 3$ eV.

3. Counting rules

3.1. Ovchinnikov’s rule and Lieb’s theorem

Graphene is a so-called bipartite system in which $sp^2$-hybridized carbon atoms are arranged in two alternating hexagonal sublattices. That is, carbon atoms of one sublattice are covalently bound only to carbons of the opposite sublattice. The low-energy electronic states that prevalently determine most physico-chemical processes of graphene and its nanostructured derivatives are $\pi$-orbitals that arise from the hybridization of the carbon $p_z$ electrons. Each $sp^2$-hybridized carbon atom has one $p_z$ electron. Indeed, as described in the previous sections, a one-orbital approximation with the TB or MFH models has been extremely successful to describe the properties of graphene and its nanostructured derivatives [3, 74].

In a bipartite structure, each $p_z$ electron can only form $\pi$-bonds with electrons belonging to atoms of the opposite sublattice. It automatically follows that, if the two sublattices have a different number of atoms, the electrons will not be able to bind pairwise. The electrons that remain unpaired become $\pi$-radicals with an associated spin $S = 1/2$. This is an intuitive basis for Lieb’s theorem [75], which in turn follows from Ovchinnikov’s rule [76]. The theorem states that bipartite systems with repulsive electron-electron interactions ($U > 0$), as is the case of graphene and carbon-based nanostructures, will display a ground state with net spin according to:

$$S \equiv \frac{1}{2} |N_A - N_B|,$$

where $N_A$ and $N_B$ are the number of atoms belonging to each sublattice. A molecular system with an unbalanced amount of atoms in each sublattice will thus necessarily display a net spin.

A very intuitive example of such a system is defective graphene, in which the local removal of one $p_z$ electron endows the defect with magnetic properties [77]. Experimentally, the removal of a $p_z$ electron from graphene has been obtained by different means, like forming atomic vacancies by low-energy ion bombardment in combination with an annealing treatment [20], or by $sp^3$ rehybridization of a C atom upon hydrogenation when exposed to atomic hydrogen [78]. A scanning tunneling microscopy (STM) image for the latter case is shown in figure 6, and a spectroscopic analysis on top of it clearly revealed the Coulomb gap of the magnetic state (figure 6(b)). Theoretical modeling of such a hydrogenated defect not only nicely reproduces its contrast in STM images (figure 6(c)) but also the DOS in correlation to the STS spectra (figure 6(d)) [78]. The spin density distribution is further displayed in figure 6(e). In agreement with the experimental and calculated STM images, the magnetic state and therefore the net spin extends over several nm, but almost exclusively on carbon atoms of the sublattice not hosting the extra hydrogen (figure 6(e)). Only a residual oppositely oriented spin density is observed on the sublattice of the hydrogenated atom, which is a manifestation of the spin polarization caused by the exchange interaction of the unpaired electron with the fully populated states [3]. For cases in which two such defects are close to one another, DFT calculations and experiments reveal a clear magnetic signal and the spin’s ferromagnetic alignment (total spin $S = 1$) for defect pairs on the same sublattice, and a totally quenched magnetic signal when they are on opposite sublattices [78]. These findings are in perfect agreement with Lieb’s theorem, which predicts a ground state with $S = 0$ if the defects are on opposite sublattices, and with $S = 1$ if they are located on the same sublattice. It is important to keep in mind, however, that Ovchinnikov’s rule and Lieb’s theorem no longer apply for doped systems [79].
3.2. Nullity

Another simple and very useful counting rule to predict magnetic properties in electronically neutral carbon-based nanostructures is the analysis of the structure’s so-called ‘nullity’ ($\eta$). Nullity represents the number of zero-energy states that result from solving the nearest-neighbor TB Hamiltonian for a specific nanostructure, dating back to early work on the spectral properties of unsaturated hydrocarbons [80]. Zero-energy states fulfill the Stoner criterion [3] and thus undergo spin-polarization for any $U > 0$ to avoid the instability associated with low energy electrons, since alternative mechanisms like a Peierls distortion or charge ordering have been shown to be inefficient in the case of graphene nanostructures [3, 81]. As a consequence, nullity can be used to predict the number of $\pi$-radicals in a system, which is given by:

$$\eta = 2\alpha - N,$$

where $\alpha$ is the maximum number of sites that are not nearest neighbors to each other and $N$ is the total number of sites. Whereas for bipartite structures $\alpha$ often coincides with the number of atoms belonging to the dominant sublattice (or of either sublattice if they display the same number of sites), that is not always the case. This is shown by way of example in figure 7 with the iconic ‘Clar’s goblet’ molecule.

We note that the nullity can be understood in terms of two contributions $\eta = \eta_{\text{pre}} + \eta_{\text{sup}}$, where $\eta_{\text{pre}} = |N_A - N_B|$ is the predictable number of zero modes from sublattice imbalance and $\eta_{\text{sup}} \in 2\mathbb{Z}$ is the remaining supernumerary zero modes (of topological origin) that come in pairs [82]. Figure 7(a) shows the molecular structure of Clar’s goblet, differentiating with blue and red colors the sites belonging to either sublattice if they display the same number of sites, that is not always the case. This is shown by way of example in figure 7 with the iconic ‘Clar’s goblet’ molecule.

Figure 7(a) shows the molecular structure of Clar’s goblet, differentiating with blue and red colors the sites belonging to either sublattice, $N_A$ and $N_B$. Following Lieb’s theorem, the total spin of the molecule corresponds to $S = 0$. However, counting the maximum number of non-adjacent sites $\alpha$ as displayed in figure 7(b), we obtain $\alpha = 20$. Given the total number of atoms $N = 38$, the system’s nullity amounts to $\eta \approx 7$. This is corroborated with TB calculations, which indeed predict the presence of two zero-energy states (figure 7(c)) that become spin-polarized as Coulomb interactions are included with the Hubbard model (figure 7(d)). This is not in contradiction with the prediction of Lieb’s theorem, but implies that the two $\pi$-radicals are antiferromagnetically oriented. This antiferromagnetic spin orientation is also confirmed with theoretical calculations as displayed in figure 7(h), in which the blue and red colors now denote the spin density with up and down orientation, respectively. The antiferromagnetic alignment of the two radical states may seem in contradiction with Hund’s rule, according to which the spins should align ferromagnetically. The explanation of this apparent conflict is that the two spins can be considered as belonging to independent sublattices (as opposed to the destabilizing effect of equal spins on adjacent sites) [83], which in bipartite structures leads to two sublattices displaying opposite spin orientations. The predictions from Lieb’s theorem can therefore be understood as following Hund’s rule separately on the two sublattices, and with the spins of each sublattice aligned antiferromagnetically due to a superexchange mechanism [3]. Indeed, as can be observed from figure 7(h), the up and down spin densities on Clar’s goblet are each distributed over different sublattices [3, 24].
Although Clar’s goblet was theoretically devised already in 1972 [23] it was not until 2020 that such molecule has been synthesized and characterized [24]. Starting from the reactant displayed in figure 7(e), its deposition and subsequent annealing on a Au(111) surface led to the formation of Clar’s goblet (figure 7(f)), which could ultimately be imaged with bond-resolving microscopy as shown in figure 7(g) [24]. The magnetism associated to the π-radicals was proved by the characterization of inelastic singlet-to-triplet spin-flip excitations (figure 7(i)) that furthermore revealed a remarkably large exchange coupling of 23 mV.

3.3. Clar sextets

It is well-established that aromatization of conjugated structures increases their band gap and overall stability. An easy way to quantify the aromaticity with simple counting rules is analyzing the number of Clar sextets (a six-membered carbon ring comprising three conjugated π-bonds) contained within a molecular structure [23, 84, 85]. The energetically favored and therefore dominant resonance structure of polyaromatic hydrocarbons is supposed to be the structure displaying the largest number of Clar sextets, which is termed as the ‘Clar formula’. The aromatic stabilization energy per Clar sextet is estimated to be in the order of ≈90 kJ mol⁻¹ [86, 87], which happens to be about one third of the energy of a C–C π-bond (≈270 kJ mol⁻¹), as assessed from the rotational barrier of ethylene [87, 88]. From this comparison one may expect that the breaking of a π-bond, along with the associated generation of two π-radicals, may be favored if three or more additional Clar sextets can be gained [85, 89]. As will be shown in later sections with a number of examples, the ratio of three sextets per broken π-bond (that is, three sextets per pair of radicals) indeed marks an approximate threshold at which the molecules adopt an open-shell configuration. The larger the molecular structures are, the more possibilities there are to generate a sufficient number of Clar sextets to compensate for the generation of radicals, hinting at the stronger tendency of larger molecules to display radicals.

It must be kept in mind, however, that this proposed threshold is only indicative and may vary from structure to structure. Some of the factors affecting this threshold will be elaborated on in later sections.

4. Experimental approaches

4.1. On-surface synthesis

A key part in the booming development of carbon-based magnetism has been clearly the progress in the synthetic capabilities. As will be discussed later in more detail, carbon nanostructures with magnetic properties are normally very reactive, which complicates their synthesis and characterization. In this respect, OSS performed under vacuum conditions offers opportunities that were previously unavailable to more conventional approaches. The inert vacuum environment, along with the generally stabilizing effect of the supporting substrate surface, allow for the synthesis of carbon nanostructures that under different conditions would either degrade extremely fast or cannot be directly achieved.

In short, the OSS approach consists in the deposition of appropriately designed molecular reactants (figure 8(a)) onto a substrate surface (figure 8(b)), on top of which the molecules react and remain adsorbed (figure 8(c)). Within this frame, there is huge space for variations. Most of all with regard to the starting reactants, but also for the deposition step and the activation method. The starting reactants are designed so as to form the target product either by intramolecular reactions (as represented with the blue reactants in figure 8), by intermolecular coupling processes (as represented with the grey reactants in figure 8), or by combinations thereof. The utilized reactions (and the associated functional groups required on the precursors) are manifold [15–18], but the most common ones applied to date in the synthesis of magnetic carbon-nanostructures are cyclodehydrogenation reactions and dehalogenative aryl–aryl coupling, which is commonly referred to as Ullmann coupling. When it comes to the deposition step, the most common approach for surfaces under vacuum is sublimation from Knudsen cells. However, there are also alternatives like the deposition from the gas phase through leak-valves [90], or from solution by controlled injection sources [91–93]. Finally, for the activation step the vast majority of reported works utilize heat. Nevertheless, local activation by scanning probes have also been proved successful and provide exquisite control over the reaction process [94–96]. Alternatively, phot activation is another option that has also been proved successful and, although hardly exploited to date in OSS, bears great potential [97].

The fact that the products obtained by OSS remain adsorbed on the surface is probably the most important difference with respect to heterogeneous catalysis [18], for which chemical reactions are equally supported/catalyzed by solid substrates, but the products desorb again after reacting. Although this difference may at first seem minor, it has important implications. On the one side, it severely limits the scalability of OSS as a production method, since it can be considered...
as heterogeneous catalysis suffering from poisoning and the transfer of products onto different surfaces or environments requires relatively complicated protocols [15]. Besides, also reaction byproducts may remain on the surface (see for example the purple parts of the blue reactant in figure 8), which may in turn be detrimental for the characterization or for the functionality of the system or following reactions. However, on the positive side, it allows using a battery of surface science techniques (specially for OSS performed under vacuum) that can result in a delightfully detailed characterization of the products even at the single molecule level by, e.g. SPM. Although the OSS approach can be applied in different environments, it is most commonly performed under vacuum, which is certainly the case for the synthesis of magnetic carbon nanostructures due to their mentioned lack of stability. The progress achieved within the last few years with the OSS of carbon nanostructures displaying magnetic properties or at least with zigzag edges (which as mentioned earlier generally promote the appearance of magnetism in the nanostructures) has been specifically summarized in recent review articles [4, 19].

4.2. Characterization techniques

As mentioned above, most of the progress achieved in the field has been thanks to the new synthetic capabilities offered by OSS under vacuum. As occurs with conventional chemistry, also in OSS the yield with which the target product is obtained varies largely from system to system. However, because target as well as byproducts remain on the surface and no means have been developed yet for purification processes, ensemble averaging measurement techniques may be hampered depending on the nature and amount of byproducts contributing to it. This is one of the reasons for which SPM are the most popular characterization techniques applied in the wider field of OSS, as well as more specifically to the study of magnetic carbon nanostructures. Nevertheless, SPM techniques specifically developed to directly measure the magnetism with spatial resolution like spin-polarized STM (SP-STM) [98] or electron-spin-resonance STM (ESR-STM) [99] have not yet been applied successfully to carbon nanostructures. Only ensemble ESR measurements have provided direct measurement of magnetism and the coherent manipulation of edge states on functionalized GNRs [7]. A magnetic signal that has been experimentally measured with spatial resolution by means of SPM is the Zeeman splitting under magnetic fields [100, 101]. Other than that, most evidences for magnetism in carbon nanostructures by SPM-based measurements with single molecule resolution have been obtained by indirect means.

The conceptually simplest signal utilized to indirectly prove the single occupation of molecular orbitals and the associated magnetism of molecular nanostructures is the presence of a Coulomb gap. An example thereof is shown in figures 9(a)–(c) [102]. Figure 9(a) displays STS data revealing the onsets of the valence and conduction bands (blue curve) of 7-AGNRs and, at the zigzag ends (red curve), two resonances within the ribbon’s band gap below and above the Fermi level, respectively. These resonances are associated with magnetic GNR end states, whose origin was briefly outlined in figure 5 and will be discussed further in later sections. The resonance below the Fermi level (negative sample bias) corresponds to the singly occupied state as probed when extracting the electron by the scanning probe, whereas the one above the Fermi level (positive sample bias) is the same state as probed when injecting a second electron into the magnetic state. The second electron suffers the Coulomb repulsion from the first electron and the resonance thus appears at an energy $U$ above the negative resonance. The similar spatial distribution of the two resonances (figure 9(b)) supports their common origin from the same singly occupied radical state, and final proof is given by the good match with the calculated density of states (DOS) predicted for those magnetic end states (figure 9(c)) [102].

The magnitude of the Coulomb gap depends on several parameters, one of which is the screening potential of the state’s environment. Magnetic states in molecules adsorbed directly on metals will, e.g. display much smaller Coulomb gaps than if adsorbed on a thin dielectric layer [102]. Another important parameter is the electronic state’s extension. That is, the more extended the orbital is that hosts the unpaired electron, the lower the Coulomb repulsion will be if filled with a second electron [103]. All in all, the magnitudes of reported Coulomb gaps can vary from the meV range, as found for example for point defects in graphene on SiC substrates [78], to the eV range in more localized states of molecules adsorbed on metals [24, 42], which can grow to several eV by simply intercalating some thin dielectric layer between molecule and metal substrate [22, 102].

An alternative signal that is often used as proof for magnetism is a zero-bias resonance, namely a so-called Kondo resonance, that can appear when magnetic states interact with a metallic substrate [105–107]. A magnetic state with energy $\varepsilon_0$ hosts an unpaired electron with spin $S = 1/2$ whose $z$-component displays up or down orientation. Quantum mechanically there is a limited time of the order of $h/|\varepsilon_0| \approx h/|\varepsilon_0 + U|$ (typically some femtoseconds) during which the magnetic state can be empty or doubly occupied, respectively [105–107]. The former requires the electron in the magnetic state to populate an empty state of the substrate, whereas the latter requires the population of the magnetic state by a second electron from the metal. Either case can subsequently relax leaving the magnetic state with a single electron of reversed spin. That is, the impurity’s spin state is constantly fluctuating and a combination of all these spin exchange processes results in the appearance of an additional Kondo resonance at the Fermi energy that can thus be directly related to the magnetic moment of the screened state [105–107].

An example of such a Kondo resonance in carbon nanostructures is shown in figures 9(d)–(f), in particular at the junctions of chiral GNRs [52]. Such junctions in principle display two radical states. However, one often appears passivated by hydrogen, which leaves a single magnetic state with $S = 1/2$ per junction. Conductance spectra at those positions display a clear zero-energy resonance that corresponds to a Kondo peak and therefore proves the presence of the local spin (black curves in figure 9(f)).
Figure 9. (a) Conductance point spectra in the center (blue) and towards the ends (red) of a zigzag-terminated 7-AGNR on NaCl decoupling layers on Au(111). The exact location for each of the spectra is shown in the inset. In the central part the signal reveals the valence and conduction band onsets, whereas the spectra at the reveal in-gap end states. (b) Conductance maps of the two in-gap states. (c) Calculated density of states for the end states at 4 Å above the carbon backbone. (d) Constant height STM image of two GNR heterojunctions, each with one extra H atom that passivates a radical. (e) Similar STM image after tip-induced removal of the extra H atoms. (f) Conductance point spectra at each of the two junctions before (black line) and after (blue line) removal of the H atom. The inset shows the current trace during removal of one of the H atoms. (g) Temperature dependence of the Kondo resonance for an extended triangulene molecule. The inset plots the half width at half maximum (HWHM) at each temperature extracted by fitting a Frota function (red dashed lines) and corrected for the thermal broadening of the tip. The plot includes the fit to the empirical Fermi liquid model expression. (h) Magnetic field dependence of the Kondo resonance with the field strength indicated in the figure, measured at T = 1.3 K. The red dashed lines show the simulated curves using a model for a $S = 1$ system. The inset shows the dependence of Zeeman splitting of the Kondo resonance with magnetic fields, determined from the bias position of steepest slope (indicated on the spectrum at 2.8 T). The dashed line fits the Zeeman splitting with a g factor of 1.98 ± 0.07. (i) Stacked conductance spectra as a function of the lifting height (as measured with respect to the contact point) of a 22 unit cell long 5-AGNR on top a NaCl decoupling layer on Au(111). (a)–(c) Reproduced from [102]. CC BY 4.0. (d)–(f) Reproduced from [52]. CC BY 4.0. (g), (h) Reprinted figure with permission from [100], Copyright (2020) by the American Physical Society. (i) Reprinted with permission from [104]. Copyright (2020) American Chemical Society.
However, an unambiguous discrimination of the Kondo origin normally requires differentiating it from other possible sources of zero-bias features like tip-effects or low-energy inelastic excitations [106]. There are multiple ways to do so. In scanning probe spectroscopy experiments, this is most commonly performed analyzing the temperature-dependent width of the resonance [100, 108], which displays an anomalous broadening at a much faster pace than expected from a conventional thermal broadening, as shown, e.g. in figure 9(g) with measurements obtained on extended triangulene molecules [100]. Furthermore, the width and its temperature dependence determine the radical’s Kondo temperature, which is in turn like a measure for the interaction of the magnetic impurity with the supporting substrate and its electron reservoir [106]. Alternatively, the same information can also be extracted from the temperature-dependent resonance intensity [109].

Proof for the magnetic origin of the zero-bias resonance can also be obtained analyzing its response to a magnetic field, which causes a Zeeman splitting of the resonance that becomes observable at sufficiently strong fields that depend on its width or Kondo temperature [100, 101]. An example thereof is shown in figure 9(h), corresponding to the field-dependent conductance spectra on the same extended triangulene molecules as the temperature-dependent data of figure 9(g) [100].

Another approach is ramping the associated state’s energy, which can in turn modify its occupation. This approach is often utilized in devices [110, 111] but not so often in SPM because in its most obvious application mode it requires a gateable system [112]. However, a similar ‘gating’ effect can be obtained, e.g. when gradually lifting a molecule with the scanning probe. The fading electrostatic influence of the substrate causes the molecular states to gradually realign. This can be seen for example in figure 9(i), which displays conductance spectra while lifting a 5-atom wide AGNR (5-AGNR) [104]. These ribbons feature magnetic end states that, when adsorbed on a Au(111) surface, become unoccupied due to charge transfer to such high work-function substrate. However, while lifting the ribbon from one of its ends, the associated end state realigns, approaching the Fermi level and becoming singly occupied again. From that moment on, the Kondo resonance appears in the conductance spectra [104]. Other transport phenomena with partially lifted GNRs have also been reported [52, 70, 113–116].

A different type of signal that has been also used to demonstrate the magnetism of carbon nanostructures by SPM and spectroscopy is the presence of inelastic spin-flip excitations. A beautiful example thereof is shown again in figures 9(d)–(f) with the GNR junctions [52]. By a controlled tip-induced dehydrogenation of the passivated carbon site, a second radical can be recovered. The proximity of the two radicals, along with the respective extension of the associated spin-densities, allows for a notable exchange interaction between the two spins. The ground state is a singlet, but the tunneling electrons can excite the electrons into a triplet configuration with ferromagnetically aligned spins, which appears as clear steps in the conductance spectra at $V \approx \pm 10\, \text{mV}$ that corresponds to the excitation energy. The steps therefore not only prove the presence of spins within the carbon nanostructure, but additionally provide information on their exchange interactions.

5. Origin of magnetism in carbon-based materials

5.1. Sublattice imbalance

As already explained above in section 3.1, molecules formed by alternant structures but with a different number of atoms in each sublattice, $N_A$ and $N_B$, display a net spin of magnitude $S = |N_A - N_B|/2$ [75]. An intuitive example thereof, shown earlier in figure 6, are defects in graphene in which certain $p_z$ electrons are removed from the network either by creating C vacancies [20] or by $sp^3$ rehybridization upon hydrogenation [78]. However, there is also a large variety of finite molecular structures that display sublattice imbalance. Some iconic examples are triangular molecules with their sides made up by zigzag edges (figure 10), so called $[n]$-triangulenes, where $n$ is the number of hexagons along each molecular edge. In particular, the cases with $n = 2$ and $n = 3$ are also called phenalenyl and triangulene, respectively. The latter is pictured in figure 10(a). Whereas 12 of its atoms belong to sublattice A, only 10 atoms belong to sublattice B, which according to Lieb’s theorem [75] implies a net spin $S = 1$. On the other hand, the largest number of atoms that are not nearest neighbors to each other is 12, coinciding with the atoms of sublattice A. Given that the total number of atoms is 22, the nullity $\eta$ amounts to 2. That is, the counting rules predict for triangulene two $\pi$-radicals and $S = 1$, implying a ferromagnetic alignment of the two radical states. Indeed, it can be immediately realized that no Kekulé structure can be drawn for triangulene. Although different resonance structures may be drawn, all of them require the addition of two $\pi$-radicals, which furthermore are located in the same sublattice. It is energetically most favorable for spins in adjacent sites to be antiferromagnetically coupled, so as to allow for bonding interactions between them [83]. In bipartite lattices this generic assumption causes atoms on the same lattice to share the same spin, while being antiferromagnetically aligned to atoms of the opposite sublattice. The presence of two radicals located on atoms of the same sublattice is thus in perfect agreement with Lieb’s theorem and the nullity parameter.

Although triangulene was already hypothesized by Clar and Stewart in 1953 [21], its synthesis by conventional chemistry has only been achieved recently, and only with the help of bulky edge substituents to sterically protect the radical sites at its zigzag edges [119, 120]. Instead, OSS under UHV conditions allowed its first synthesis without further substrates in 2017 (figure 10(a)) [22]. Its magnetism was indirectly confirmed by the characterization of its singly occupied molecular orbitals. Soon after, larger members of the triangulene family have been synthesized and characterized under vacuum as well, as is the case of $[4]$-triangulene (figure 10(b)) [117], $[5]$-triangulene (figure 10(c)) [118], $[7]$-triangulene with [121] and without [122] a well-defined hole in its center, or other extended triangulene derivatives [100]. As the size is increased, also the nullity and the sublattice imbalance become greater (figures 10(b) and (c)), which
of that atomic site. Therefore, under a SPM, a controlled rehybridization of C atoms from sp\textsuperscript{2} to sp\textsuperscript{3} can be used to effectively add \( p \) orbitals and thereby change the magnetic properties of the molecules in a controlled manner [24, 52, 100, 123]. An example thereof was already shown in figures 9(d)–(f), in which doubly hydrogenated edge atoms in GNR junctions were dehydrogenated, creating additional radical states whose interaction with already present radicals could be assessed from inelastic spin-flip excitations in STS measurements [52]. The graphene sp\textsuperscript{2}-to-sp\textsuperscript{3} rehybridization by hydrogen or other adsorbates/defects, and their implications for \( \pi \)-magnetism, has been studied extensively by calculations [12, 48, 49, 77, 125–130].

### 5.2. Topological frustration

By topological frustration it is meant that there is no possible way to draw a Kekulé structure for the molecules. All the molecular structures discussed in the previous section displaying sublattice imbalance suffer topological frustration. Chemical structure drawings require the addition of explicit radicals to satisfy the valence four of carbon atoms. This is easily understood with the qualitative arguments outlined in the description of the counting rules for bipartite lattices as in nanographenes. Each carbon atom has one \( p \) electron that can only bind to electrons of the opposite sublattice. It automatically follows that, if the two sublattices have a different number of atoms, the electrons will not be able to bind pairwise, leaving some unpaired electron as a radical. A similar scenario can also apply to non-benzenoid structures in which the sublattices are no longer well-defined. By way of example, the presence of odd-membered rings may result in structures with an odd number of \( p \) electrons, which automatically prevents their pairwise coupling. An example thereof can be found in structure 6 of figure 1. However, topological frustration can also occur for benzenoid carbon nanostructures displaying sublattice balance, which were formerly termed as ‘concealed non-Kekuléan’ structures [131]. The smallest of such structures (as counted by the number of comprised hexagons) consist of eleven hexagons, which can be arranged in eight different configurations that display topological frustration (see structures I–VIII in figure 11(a)). The number of possible ‘concealed non-Kekuléan structures’ rapidly grows with increasing molecular size [131].

As illustrated in figures 11(b) and (c) with structures II and VIII (as well as with the Clar’s goblet I in figure 7), each of the ‘concealed non-Kekuléan structures’ in figure 11 displays sublattice balance and therefore singlet character according to Lieb’s theorem. However, all of them display \( \eta = 2 \), as confirmed also with the TB calculations displayed in figure 11(d), which reveal two zero-energy states for each of the structures. This can be reconciled with the singlet character by an antiferromagnetic orientation of the two radicals’ spins. The antiferromagnetic alignment can also be expected from the location of the radicals, which may be drawn in the chemical structures at various positions, but with the constraint of having always one on each sublattice (figures 11(b) and (c)). Structures that display sublattice balance and topological frustration at the same time and that have been synthesized and

Figure 10. Molecular structure, atoms belonging to each sublattice marked in blue (\( N_A \)) and red (\( N_B \)), atoms making for the largest number of non-adjacent sites marked in grey (\( \alpha \)), and the bond-resolving SPM images of the associated structures for (a) triangulene, (b) [4]-triangulene, (c) [5]-triangulene, and (d) Calculated low-energy spectrum for each of the structures within a TB model with nearest neighbor hopping \( t \). (a) Reproduced from [22], with permission from Springer Nature. (b) Reprinted with permission from [117]. Copyright (2019) American Chemical Society. (c) Reproduced with permission from [118]. CC BY-NC-ND 4.0.
characterized experimentally are for example the Clar’s goblet shown in figure 7 [24] (structure I in figure 11(a)) or triangulene dimers linked at their vertices [42].

5.3. Polarization of low-energy states

The carbon-based nanostructures discussed in previous sections (see also table 1) with sublattice imbalance and topological frustration all feature zero-energy states (as predicted by the nullity parameter $\eta$), for which any repulsive Coulomb interaction triggers a spin-polarization that reduces the density of states around the Fermi level and thereby avoids the associated instability. However, the same scenario can happen also with molecular states that are not strictly at zero energy ($\eta = 0$), requiring a larger Coulomb repulsion the farther the orbitals are from the Fermi level. At this point it is worth remarking that the Coulomb repulsion discussed in this context is not the on-site Coulomb repulsion included in the Hubbard-model, but the effective Coulomb repulsion felt by an electron upon double population of a molecular orbital. The latter is proportional to the former, but depends on additional parameters like the molecular state’s extension. That is, a

---

Table 1. Examples of structure classification.

| Sublattice balance | Kekulé                 | non-Kekulé                         |
|-------------------|------------------------|------------------------------------|
| $N_A = N_B$       | ZGNRs, chiral GNRs [132], rhombenes [133] | Clar’s goblet [24] (figure 11)     |
|                   | ($S = 0$)               | ($S = 0$)                           |
| Sublattice imbalance | None                  | Triangulene family (figures 10(a)–(d)). |
| $N_A \neq N_B$    |                        | Extended triangulene (ETRI) [100] (figures 21(a)–(c)) |
|                   |                        | ($S > 0$)                           |
| Mechanism         | Coulomb repulsion vs. hybridization gap | Topological frustration (zero-energy states) |
more extended π-radical state will normally display a lower Coulomb repulsion than a more localized one [103]. In turn, the extension of the radical state depends on its hybridization with the following fully occupied (unoccupied) low-energy electronic states [134]. The lower the carbon nanostructure’s electronic band gap, the closer the HOMO and LUMO will be to the in-gap radical states, promoting their hybridization and thereby the radical’s delocalization [69, 135].

In a simplified two-electron picture, the polarization of low-energy states takes place when the Coulomb energy of putting a second electron into one orbital is larger than the energy cost of creating two spatially separated radical states (with reduced Coulomb repulsion) that can be understood as a linear combination of the frontier occupied and unoccupied states (figure 5) [13, 136–138]. A similar argumentation also holds for more extended systems with more electrons, as for example the case of ZGNRs, for which one-third of its valence band forms a nearly zero-energy flat band that consequently undergoes spin polarization and forms the so-called GNR edge-states [3, 25, 45, 54, 139, 140].

There are multiple ways to qualitatively understand the behavior of molecular nanostructures undergoing (or not) such spin polarization, which often shows a notable size-dependence with relatively well-defined thresholds. Although with some exceptions [141, 142], in conjugated materials the band gap typically shrinks with increasing size [143]. Recalling that the closer the electronic states are to the Fermi level, the lower the Coulomb repulsion is needed to favor the formation of spatially separated spin-polarized states [3], larger structures with lower band gaps will thus facilitate the spin-polarization.

A complementary explanation to the size-dependent spin-polarization is that two singly occupied radical states hybridize into a fully occupied HOMO and a fully unoccupied LUMO as they are brought sufficiently close to one another in carbon nanostructures below a certain size threshold. Such threshold is again dependent on the radical’s delocalization described above, and thus strongly dependent on the particular bonding structure. By way of example, finite GNRs with longitudinal armchair-shaped edges and five carbon atoms across their width are open-shell structures with radical states at their zigzag ends [104]. However, as the ribbon’s length drops to 14 unit cells or less (which basically comprise 28 rows or less of zigzag C atoms from end to end), the two end-states hybridize, conferring the ribbon a predominantly closed-shell character [104]. For comparison we now focus on differently shaped GNRs, namely chiral (3, 1) ribbons, whose longitudinal edges are formed by a regular alternation of three zigzag and one armchair unit [144, 145]. This type of ribbons hosts spin-polarized edge-states. However, as their width drops to 4 or less rows of zigzag C atom from side to side, the edge-states hybridize and result in a conventional closed-shell semiconducting structure [146, 147].

5.3.1. Chemical counting rules to predict spin polarization of low-energy states. The perhaps most intuitive way to qualitatively understand the spin polarization of low-energy states is based on chemical counting rules. As already explained in section 3.3, the stabilization energy of three new Clar sextets approximately compensates the energetic cost of forming a pair of radicals by breaking a π-bond. Thus, as we will see with a number of examples, if three or more sextets can be formed for each new pair of radicals, this will normally be favorable, marking an approximate threshold at which polarization of low-energy states sets in. The larger are the molecular structures, the more possibilities there are to generate a sufficient number of Clar sextets, supporting again the stronger tendency of larger molecules to produce radicals by polarization of low-energy states.

In a first example, we analyze the number of Clar sextets (four) in the Clar formula of a molecule consisting of two fused trianulene moieties (figure 12(a)). As shown in figure 12(b), the number of Clar sextets can be increased from four to five if two π-radicals are included into the structure. This molecule has been synthesized under vacuum supported on an Au(111) surface (figure 12(c)) and its characterization revealed a closed-shell ground state, as expected from the sub-threshold amount of new Clar sextets per pair of radicals [100]. On the same substrate, a similar molecular structure with an extended molecular backbone as shown in figures 12(d)–(f) has also been studied [108]. Figure 12(d) shows its Clar formula, characterized by six Clar sextets. A non-Kekuléan structure including two radicals increases the number of sextets to nine (figure 12(e)). That is, this larger molecule reaches the threshold of three additional sextets per pair of radicals and is thus expected to undergo spin polarization. Its detailed analysis indeed confirmed the open-shell nature of its ground state, as can be readily inferred indirectly from the STM image in figure 12(f) that shows the characteristically enhanced contrast associated with low-energy states around the two molecular ends superposed to the resolved molecular backbone structure [108].

In the following we describe another example of more extended structures, namely chiral GNRs of varying width. Chiral GNRs display an alternating number of zigzag and armchair segments. They are predicted to be open-shell structures with so-called edge states consisting of π-radicals [148]. There is, however, a threshold width below which the ribbons become conventional closed-shell structures [79, 132, 146, 149]. This threshold width depends on the chirality, being lower the closer the ribbon’s edge orientation is to a pure zigzag direction [79, 146, 149]. The chirality dependence can also be explained with Clar sextet counting rules, but in the following we will focus on the width dependence for a fixed chirality. In particular, we focus on (3, 1)-chiral GNRs, which is the only type of atomically precise chiral GNRs that have been synthesized to date with varying width [132, 144, 145]. These ribbons have three zigzag units per unit cell, followed by an armchair segment. Calculations on ribbons with four zigzag lines across the width of its unit cell predict no magnetization, whereas increasing the unit cell width by only two zigzag lines more already results in an open shell-structure with magnetic edge states [132, 146]. For the narrow ribbons, the Clar formula displays two sextets per unit cell (figure 12(g)), which can be increased to four upon creation of a pair of radicals.
In line with the calculations, this is below the proposed threshold and these ribbons are thus not expected to present magnetic edge states. The synthesis and characterization of this type of ribbons (figure 12(i)) has indeed proved the absence of edge states, interpreted as a rehybridization of the edge states from either side with one another as they are brought excessively close [147]. For the wider ribbons, the Clar formula displays three sextets per unit cell (figure 12(j)), which can be increased to six (three extra sextets) in an open shell structure with two radicals per unit cell (figure 12(k)). In fact, considering the extended nature of the ribbons that allows creating larger supercells, the ratio of newly created sextets per radical pair can be increased up to four (figure 12(l)). In any case it is beyond the proposed threshold and is thus expected to favor the open-shell structure, in agreement with the theoretical predictions [146]. Ribbons of this width have also been synthesized and characterized (figure 12(m)) [132]. The results confirm the presence of the edge states, as may already be inferred from the obvious density of states around the Fermi level that provides the characteristic enhanced contrast at the GNR edges in the bond-resolving STM images at low bias (figure 12(m)) [132].

The same threshold also explains the transition from closed-shell to open-shell in other molecules as a function of their size, like in the case of periacenes [61, 150, 151]. A non-Kekuléan structure with two additional radicals allows for the creation of two extra Clar sextets in the case of bisanthene. This is sub-threshold and bisanthene is therefore expected to show a predominantly closed-shell character. However, as the periacene’s size is increased, e.g. to peripentacene or perihexatrace, the non-Kekuléan structure with two radicals already allows for the creation of three extra Clar sextets, whereby the threshold is reached and an open-shell structure becomes in principle favorable. SPM experiments on those structures have indeed confirmed the open shell character of peripentacene and perihexatrace and the closed-shell character of bisanthene [61, 150]. Similar conclusions and the same threshold can be extracted comparing, e.g. rhombene molecules of different sizes [133].

5.3.2. Alternative factors influencing the counting rule thresholds. It should be kept in mind, however, that these counting rules are only a guidance and not at all
rigorous. Additional factors may affect the energies of open- and closed-shell structures and thereby shift the proposed threshold value of three Clar sextets per radical pair.

An example thereof are acenes, which consist of linearly fused six-membered rings. A characteristic of this family of molecules is that they only display one single Clar sextet independently of their size (figure 13(a)). The Clar sextet can furthermore migrate freely to any of the six-membered rings, diluting even more the effect of the sextet's aromatic stabilization. Indeed, calculations reveal that the homodesmic stabilization energy per \( \pi \)-electron scales inversely with the acene size [86]. All this endows the acenes with a particularly low-energy gap as compared to similarly sized molecules of different topologies [152, 153]. As a result, above a certain size threshold that is typically assumed to be around hexacene [58, 154], the molecules develop an increasing open-shell character that can be understood as a growing occupation of the LUMO orbital at the expense of the HOMO occupation (figure 13(b)) [58, 137] since the radical states actually correspond to linear combinations of the occupied and unoccupied molecular orbitals [13, 138]. An occupation of HOMO and LUMO, each by one electron, would correspond to a full diradical, whereas the gradual occupancy of higher orbitals (e.g. LUMO+1) at the expense of lower lying orbitals (e.g. HOMO–1) marks the onset of polyradical character, as has been predicted to occur for longer acenes (figure 13(b)). Indeed, as a ‘rule-of-thumb’ one can roughly associate an initiating radical pair generation with every six rings [58]. This is also the reason for the strongly compromised stability for higher acenes with six or more rings [152, 155], which correlates well with the acene size at which a certain diradical character starts to set in. For the same reason, it is only recently that higher acenes are being successfully synthesized [152]. Whereas acenes as large as undecacene have been synthesized under cryogenic matrix isolation conditions [156], the largest acene that has been synthesized to date is dodecacene [142], obtained by OSS under ultra-high-vacuum conditions.

In any case, as can be seen in figure 13(a), acenes are a rare case in which the open-shell character sets in in spite of gaining only one Clar sextet for each pair of radicals created. The radicals are largely delocalized over all the rings spanned between the sextets, which lowers their energy and thereby justifies the anomalous threshold at which acenes become open-shell. In addition, as mentioned above, it also relates to the continuously decreasing ratio of Clar sextets (fixed to one) per carbon atom as the acenes grow longer, rendering the acenes less and less stable with increasing size. For ratios beyond a lower limit of one Clar sextet for approximately 26 atoms (those forming the ‘threshold’ value of six rings) the stabilization energy becomes too low and the generation of an additional Clar sextet becomes favorable, along with the appearance of two radicals.

Alternative factors that also lower the threshold of new Clar sextets per radical pair are topological defects, as will be discussed in section 5.4.

5.3.3. Associating spin-polarization to competing aromatic-quinoid conjugation patterns. Many of the cases undergoing spin-polarization of low-energy states can be understood from the point of view of a competition between aromaticity and \( \pi \)-electron delocalization, the latter being typically promoted by quinoid conjugation patterns [157]. In fact this applies to carbon-based materials beyond pure hydrocarbons and hexagonal patterns, as for example shown in figure 14 with polythiophene. The change between aromatic and quinoid structures brings about a reversal of HOMO and LUMO levels (figure 14(a)) [158]. This reversal implies changes in its properties, particularly notable when such structures are made finite. An example thereof is shown in the following with tetracyanoquaterthiophenequinodimethane [134]. Its closed-shell structure is displayed in figure 14(b), characterized by its quinoid conjugation pattern. As the thiophene units change to their aromatic form, two radicals are concomitantly generated at its ends (figure 14(d)). The generation of \( \pi \)-radicals implies an energetic cost that may be lowered by their hybridization with the electrons of the following doubly occupied orbitals (HOMO' in figures 14(c)–(e)) [134]. The lowered energy of such hybridized radicals facilitates its compensation by the aromatic stabilization, which may promote the diradical character of the molecule. Several properties of the radicals can be explained by this hybridization scenario.

One is the usual antiferromagnetic alignment of the \( \pi \)-radicals in symmetric and linear molecules of this kind, which renders their ground state a singlet. Under these conditions, the
Figure 14. (a) Calculated wave functions at the onset of valence and conduction band for polythiophene in its aromatic and quinoid forms. Molecular structure drawings and associated orbitals with spin-up and spin-down electrons in closed-shell quinoid tetracyanoquaterthiophenequinodimethane (b), in its open-shell diradical configuration with no SOMO/HOMO’ hybridization (d), in its open-shell singlet configuration with double SOMO/HOMO’ hybridization (c) and in its open-shell triplet configuration with single SOMO/HOMO’ hybridization. Note the differentiation between the SOMO/HOMO’ orbitals, which do not correspond to each other. In fact, HOMO’ in the open-shell relates to the HOMO–1 in the closed-shell configuration. (a) Reproduced from [158] with permission from the Royal Society of Chemistry. (b)–(e) Reproduced from [134], with permission from Springer Nature.

‘spin-up’ electron of the HOMO’ can hybridize with the ‘spin-down’ singly-occupied molecular orbital (SOMO) electron and vice versa (figure 14(c)), contributing to the delocalization and stabilization of the radicals. Instead, if the two radicals align ferromagnetically into a triplet, only one of the ‘electrons (spin-down) can hybridize with one of the two spin-up radicals, whereas the hybridization of the second (spin-up) HOMO’ electron with the SOMO electrons is hindered by the Pauli exclusion principle (figure 14(e)) [134]. The double hybridization/stabilization of the singlet in comparison to the single hybridization/stabilization of the triplet cause the former to be often energetically favored and thus commonly the ground state in linear diradical molecules.

Another characteristic property of the radical states, namely their spatial distribution, can also be related to the hybridization picture. The hybridization of the radical states with the extended doubly occupied orbitals allows for their increased delocalization. Given that the hybridization increases the closer the in-gap radical states are to the following doubly occupied orbitals, the radical delocalization scales inversely with the molecular band gaps [69, 135]. As can be easily discerned from the wireframe chemical structure drawings (figure 14), the radical states appear at the ends of the aromatic structure independently of whether this coincides with the molecular ends or with the junction to a quinoid section. The delocalization of the radical states away from the edges thus implies a change of conjugation back to the quinoidal form near the molecular ends (figure 14(c)). Eventually, this may result in a maximum radical density displaced away from the molecular ends, an effect that has indeed been characterized [69] and directly observed in real space by SPM on different diradical molecular structures [69, 104].

5.3.4. Analysis from a topology viewpoint. As explained in section 2.6, a useful alternative way to understand and predict the presence of radical states in certain molecular structures is topology. From the symmetries of the filled bands of infinite systems, or from the calculated Zak phase, the materials are classified as trivial or nontrivial. For the latter, zero energy modes appear at the structure’s ends as they are made finite.

The simplest organic conjugated chain for which to calculate this is polyacetylene, which has only two $p_z$ electrons per unit cell and thus only one filled π-band. It can be easily modeled with TB by a linear array of electronic states coupled with alternating hopping constants $t_n$ and $t_m$ (figure 15(a)) in what is called the Su–Schrieffer–Heeger (SSH) model [159]. The solutions to the Hamiltonian are given by:

$$E_{\pm}(k) = \pm \sqrt{t_n^2 + t_m^2 + 2t_n t_m \cos(k)}, \quad (19)$$

and the associated bands are plotted in figure 15(a) for a variety of values of $\delta = t_n - t_m$, showing how the band width increases and the band gap shrinks with a decreasing $\delta$ parameter, eventually becoming metallic for $\delta = 0$. Double bonds display a larger hopping constant than single bonds, which in
our diagram implies that \( t_n > t_m \) and \( \delta > 0 \). The wave functions are shown for the valence band states at the \( \Gamma \) point and at the Brillouin zone boundary (figure 15(a)). What remains to be determined is the unit cell, which is defined according to the finite chain’s ends in such a way that the unit cell is commensurate with the chain’s boundary conditions. If the chain ends with a double bond (that is, the chain is ‘cut’ through a single bond), the unit cell will be given by \( a \), marked with dashed black lines. On the contrary, if the chain ends with single bonds (that is, the unit cell’s ends and therefore the chain’s ends ‘cut’ through double bonds), the unit cell will be given by \( a' \), marked with bright blue dashed lines. Whereas for \( a \) the larger hopping constant is intra-unit cell, it is inter-unit cell for \( a' \).

Calculations of the Zak phase according to (14) provide the same result as that extracted from the parity of the Bloch wave functions according to (16). From figure 15(a), we can observe that the parity of the valence band (VB) at \( k = 0 \) is even (+1) regardless of the unit cell choice. However, at the zone boundary the parity of the VB states is even (+1) for \( a \) but odd (−1) for \( a' \). Consequently also the \( \mathbb{Z}_2 \) invariant changes from 0 (topologically trivial) for \( a \) to +1 (topologically nontrivial) for \( a' \). The topologically non-trivial character of \( a' \) comes along with the appearance of radical states at the chain’s ends. An intuitive picture of these state’s origin is that the chain’s ends ‘cut’ through what would have been a \( \pi \)-bond, leaving an unpaired electron behind.

The usefulness and simplicity of this SSH Hamiltonian is such that also other more complex polyaromatic structures have been mapped onto this model under the assumption that the HOMO and LUMO orbitals of the unit cell can be viewed as the bonding and antibonding dimer states of the SSH chain [69, 160]. This is exemplified in figure 15(b) with pyrene-based GNRs [160]. The topological class of the structures is then simply determined from comparing the resulting intra \( (t_n) \) and inter-unit cell \( (t_m) \) hopping constants. If the inter-unit cell hopping constant is larger, the structure is topologically non-trivial and will display end states.
In fact, those radicals appear at any topological interface. Vacuum can be considered as a topologically trivial material, and the ends of the chains discussed earlier represent an interface between a topologically non-trivial polyacetylene chain and vacuum. However, substituting the vacuum by another topologically trivial carbon-based material results in a similar radical state at the interface. For example, as discussed earlier, the change from aromatic to quinoid structures brings about a reversal of HOMO and LUMO levels (figure 14(a)). Such crossing is exactly what one expects when changing the topological class of a given material, as can be immediately concluded also from analyzing their respective symmetries. For the polythiophene pictured in figure 14(a) the HOMO or VB onset wave function is characterized by an odd parity, whereas it becomes even for the quinoid structure. Assuming that no other symmetry inversion occurs at the zone boundary or on other bands, this implies a change in the topological class and therefore the presence or absence of radical end-states (figure 14). In fact, figure 14(c) also shows how the radical states appear at the junction between aromatic and quinoid sections that come along with the hybridization of the end states with the fully occupied HOMO′-orbital.

Another instructive case is poly(paraphenylene) (PPP), which can also display aromatic and quinoid conjugation character, with the associated cross-over of valence and conduction band onsets. Figure 15(c) shows calculations of a finite PPP chain with a quinoid section embedded between two aromatic (benzenoid) regions, each of them 8 unit cells long [161]. The electronic states associated with this structure are calculated and the low-energy orbitals (labeled 1 to 6 in figure 15(c)) are analyzed. Aromatic structures normally display larger band gaps than their quinoid counterparts [161, 162]. It is therefore not surprising to see that the third occupied and unoccupied orbitals (labeled as 1 and 6) correspond to what can be seen as the valence and conduction band onsets of the aromatic segments (or rather the first confined state of the bands in these finite aromatic segments). The second occupied and unoccupied orbitals (labeled as 2 and 5) in turn correspond to the analogous valence and conduction band onsets of the quinoid segment. Looking at their respective wave functions and the associated longitudinal symmetry within the unit cells (marked with squares for the aromatic and quinoid segments separately), one can easily distinguish their reversal, confirming the different topological classes of either conjugation pattern. Most interestingly, two in-gap states appear (labeled 3 and 4) around the aromatic-quinoid junctions, although extending further into the quinoid segment that displays the lower band gap, exactly as expected from topological interface states. Samples resembling the calculated structure have been realized experimentally on Cu(111) surfaces and their characterization by SPM and STS has confirmed the presence of those in-gap states [161].

At this point it should be remarked that a topology analysis can be understood as if the bulk properties determine the properties at its edges or interfaces. Although it thus allows predicting the presence or absence of radical states in finite systems from calculations performed for infinite systems, it loses significance for systems of reduced dimensions. Nevertheless, many of the radical states studied in carbon nanostructures can be understood from topological arguments, as are the end-states of different types of one-dimensional polymers [69], GNRs [66, 102, 104], interface states at GNR heterojunctions of varying width [68], or of varying backbones with, e.g. heteroatoms [70]. However, it is also worth reminding that such radical states can be equally well explained with alternative arguments, as are for example the conjugation patterns discussed in the previous section, or counting rules for ‘locally uncompensated’ lattice sites at the ends of long one-dimensional systems with two ends that are ‘independent’ from one another.

5.3.5. Controlling the aromatic-quinoid balance and topological class. The inspiring examples described above, along with many others, have motivated the rational design of molecular structures with premeditated conjugation patterns to obtain materials according to our needs. Controlling the topological class determines the presence (or absence) of magnetic topological interface or end-states, which may be even rationally coupled by a tailored distance between them. In addition, creating materials that carefully balance between their quinoid and aromatic structures typically have the lowest band gaps and also low reorganization energies, thereby promoting high charge mobilities [69, 160, 163]. Figure 16(a) shows an example thereof, in which the band gap of a variety of conjugated polymers is displayed as a function of their parametrized quinoid character [163]. The data display a characteristic V-shape whose zero band gap value roughly coincides with a balanced aromatic-quinoid structure. Interestingly, that balance (and therefore the polymer’s band gap) can be controlled by an appropriate combination of more aromatic and more quinoid moieties. Figure 16(a) illustrates a sample case with two constituents whose polymeric form displays comparable band gaps but with quinoid (blue) or aromatic (green) character. Their combination in mixed polymers results in structures with a relatively balanced aromatic/quinoid structure and a greatly diminished band gap [163]. Closely related to this, a recent work demonstrated how the use of differently sized units within acene-based polymers linked by ethynyl bridges can be used to promote aromatic–ethynyl or cumulen–quinoid conjugation patterns (figure 16(b)), each belonging to a different topological class [69, 164]. The pentacene case is closest to the cross-over point and is therefore the polymer with lowest band gap, which amounts to only 0.35 eV as measured by STS on a Au(111) surface. Whereas the anthracene-based polymers are topologically trivial, the pentacene-based polymers display a topological nontrivial character, as predicted from calculations and confirmed experimentally with the absence and presence of topological end-states, respectively (see bottom part of figure 16(b)) [69, 164]. For the latter, the low band gap promotes a significant hybridization of the end-states with the frontier orbitals, causing the end state’s pronounced delocalization and a maximum intensity shifted away from the actual polymer’s ends, as discussed earlier in section 5.3.3. The associated rehybridization into a predominantly ethynyl-aromatic
Figure 16. (a) Calculated band gap of homopolymers and copolymers according to their quinoid or aromatic character, as represented by a parameter that indicates an increasing quinoid (\(< 1\)) or aromatic (\(> 1\)) character as the values depart from 1. Mixing aromatic (green) and quinoid (blue) units results in more balanced conjugation structures with consequently lower band gaps (red). (b) Schematic evolution of the band gap of acene monomers and acene-based polymers with increasing size of acene monomer. The latter case shows a phase transition between trivial and non-trivial topological classes accompanied by transformation of the \(\pi\)-conjugation of the polymer. At the bottom, noncontact-AFM and STM images of the ends of an anthracene-based polymer and a pentacene-based polymer are shown, revealing an end-state for the latter but not for the former. (c) Calculated band gap and topological class for 5-atom wide AGNRs as a function of the hopping constants in the bonds parallel to the ribbon’s longitudinal axis (\(t_{\text{par}}\)) or perpendicular to it (\(t_{\text{perp}}\). (d) Calculated band gap topological class for the same ribbons as a function of its lattice spacing \(a\). (e) Calculated band gap topological class for the same ribbons as a function of the charge on the Yukawa potentials marked in the inset. (a) Reprinted with permission from [163]. Copyright (2013) American Chemical Society. (b) Reproduced from [69], with permission from Springer Nature. (c) Reprinted with permission from [104]. Copyright (2020) American Chemical Society.
structure at the polymer’s ends can be nicely resolved from the bond-resolving nc-AFM measurements [69].

There are also alternative ways that have been proposed to move across the aromatic/quinoid or topological phase map that do not even modify the backbone structure of the $p_e$ orbital network. Taking into account that topology can be associated to orbital symmetries, it seems intuitively easy to modify those by changing the carbon backbone and thereby the network of $p_e$ electrons. However, it is less intuitive to assume their modification for a fixed electron network. One of the various ways is through a polymer length control. By way of example, the previously described pentacene-based polymers undergo a topological transition and become trivial for lengths below ~26 unit cells [165]. The reason underlying such length-dependent topological transition is a pseudo Jahn–Teller effect driven by vibronic coupling of low-lying excited states to vibrational modes of specific symmetries, whereby a new ground state is established [165, 166]. This mechanism may impose a similar length-dependence in the topological class also to other $\pi$-conjugated systems like GNRs.

Alternatively, TB simulations have shown that a key to move across the topological phase diagram is the control of the hopping constants between lattice sites, in such a way that differences can be created for different types of bonds [54, 104]. For example, the topological class of AGNRs with five atoms across its width (5-AGNRs) and ending with a row of zigzag atoms changes from trivial to nontrivial if the $\pi$-bonds parallel to the ribbon’s axis display a weaker or stronger hopping constant than the transverse bonds (figure 16(c)) [104]. In fact, the same results were obtained if only the hopping constant of the outermost parallel bonds between the singly hydrogenated carbon atoms at both sides of the ribbon are made different from the rest. One way to controllably modify the hopping constants of parallel and transverse bonds is by the application of uniaxial strain, as calculated in figure 16(d) for varying 5-AGNR lattice constants [104]. However, a similar effect can be obtained if the electrons feel a modulated electrostatic potential on different bonds. This has indeed been found to be the reason for 5-AGNRs to be topologically nontrivial. The positive partial charge on the hydrogen atoms at the sides make the electrostatic potential for the electrons to be more favorable on the outer bonds parallel to the ribbon, increasing the associated hopping constant and rendering 5-AGNRs nontrivial. This effect can, however, be inverted by a modified electrostatic potential. This has been proved at the theoretical level by adding a varying charge to Yukawa potential centers located in between the hydrogen atoms (figure 16(e)) [104], but could eventually be realized experimentally, e.g. with varying edge functionalization with polar groups [167, 168] or electron-rich atoms like fluorne instead of hydrogen.

A somewhat related concept that has also been proposed at a theoretical level is based on a topological inversion process driven by transverse electric fields. GNRs that are asymmetric across their width can be engineered so as to have the valence and conduction bands displaying opposite energy shifts in response to transverse electric fields, potentially enabling a band inversion above a critical electric field that would bring along a change in the topological class. A type of ribbons that has been proposed to fulfill the requirements for transverse electric field-induced topological changes is 11-AGNRs with nitrogen and boron heteroatom dimers on opposite sides of the ribbon [169]. Taking a step beyond merely moving across the topological phase diagram for the whole ribbon, a superlattice electric field of modulated strength or direction (as may, e.g. be created by a periodic array of parallel gates with alternating bias values), has been further proposed to allow for the controlled generation of periodic topological interface states whose coupling can be programmed by the spatial profile of the electric field that determines the interface state spacing [169].

All in all, controlling the topological class of carbon nanostructures allows for the tailored generation of magnetic states at the ends, edges, or topological interfaces within their carbon backbones, which represents an extraordinary playground for the generation of custom-made materials.

5.4. Topological defects

Most of the structures discussed above are benzenoid, made up by hexagonal carbon rings. However, the presence of topological defects as given by carbon rings with a different number of atoms has a notable impact on the materials’ properties, including their magnetism. For example we analyze in the following the effect of four-membered rings on two closely related linear conjugated structures. Both consist in acene segments fused by four-membered rings. In one case the acene segments are fused in a linear configuration (figure 17(a)), whereas the other displays a staggered configuration (figure 17(b)). Interestingly, whereas the linear structure displays closed shell character [170], the staggered structure is predicted to be predominantly open-shell [170, 171]. As explained in section 5.3.2, acenes in their closed-shell structure display one Clar sextet independently of their length and it is only for higher acenes that they display a notable open-shell character. The structures shown in figures 17(a) and (b) feature periodically fused tetracene segments, which on their own are closed-shell structures. Each tetracene segment hosts one Clar sextet in its closed-shell form, which can be located on any of its rings and can thus avoid being next to the four-membered rings. When the tetracene units are fused in a linear way (figure 17(a)), resonancce structures can be drawn such that no $\pi$-bond locates on the four-membered ring. However, that is no longer possible when the tetracene units are fused in a staggered way (figure 17(b)). In this configuration, $\pi$-bonds necessarily participate in the four-membered rings, which promotes their antiaromatic character (marked in red in figure 17(b)) [172] and is energetically unfavorable. However, this can be avoided in the open-shell structure shown in figure 17(b). The drawn resonance structure has no $\pi$-bond on the four-membered rings, avoiding their antiaromaticity [173, 174]. For the linear structure, an open-shell structure would thus gain one Clar sextet per unit cell at the expense of two radicals, which is not energetically favored for short acene constituents (see sections 3.3 and 5.3.1). Instead, for the staggered structure the open-shell configuration similarly gains only one Clar sextet, but additionally
limits the antiaromatic character of its four-membered rings. Under these circumstances, the open-shell configuration is favored, representing a clear case in which the topological defect in form of four-membered rings lowers the threshold of extra Clar sextets required to favor open-shell configurations. Interestingly, in addition to promote the open-shell character of these structures, the four-membered rings act as spin-switches [171]. This can be understood from a conceptually very simple idea, namely that opposite spins in neighboring C atoms allow for their π-bonding and therefore are stabilizing, whereas for equal spins the Pauli exclusion principle prohibits their bonding and such configuration is therefore destabilizing [83]. Even-membered rings allow for configurations in which the spins of all neighboring C atoms are antiferromagnetically oriented. The same applies to the four-membered rings in the staggered structure of figure 17(b). However, the spin alternation causes a reversal of the spin when comparing the same side of neighboring acene segments (figure 17(b)).

The scenario with odd-membered rings is different, since it does not allow for configurations in which all atoms display an alternant spin alignment. This causes spin-frustration [50], which reduces the stability of such structures [83], and is typically mirrored in lower HOMO–LUMO gap values [175]. This is, e.g. illustrated in figure 1, with structure 5 displaying a comparable gap to structure 3 in spite of its lower number of carbon atoms. These low HOMO–LUMO gaps in turn facilitate their spin-polarization. Examples of structures synthesized and studied under vacuum in which odd-membered rings facilitate the spin-polarization are polyindenoidiene [176] or polyindenofluorene [177, 178], in which their prevailing open-shell configurations gain only two Clar sextets for every pair of radicals, both cases being therefore below the common ‘three sextets per radical pair’ threshold described in section 3.3. Nanographenes with a single pentagonal ring [52, 108] and GNRs with five-membered rings at the edges [27] have been characterized.

Besides facilitating the spin-polarization of low energy states by reducing the HOMO–LUMO gaps, topological defects in the form of odd-membered rings also have the peculiarity of potentially resulting in structures with an odd number of $p_z$ electrons, which automatically causes topological frustration and the concomitant appearance of radical states, as exemplified with structure 6 in figure 1 [101, 108].

A nice example systematically following the magnetism of molecules arising from topological defects is based on truxene derivatives (figures 17(c)–(f)) [179, 180]. The as-deposited truxene molecule displays three doubly hydrogenated $sp^3$ carbon atoms at the outer pentagon vertices (figure 17(c)). As readily explained in previous sections, their dehydrogenation and $sp^2$ to $sp^3$ rehybridization can be triggered by tip-induced manipulations, controllably affecting one (figure 17(d)), two (figure 17(e)), or the three pentagonal rings (figure 17(f)). Dehydrogenation of one ring results in an odd number of $p_z$ electrons and thus one radical and a spin state $S = 1/2$. Dehydrogenation of a second pentagonal ring makes the total number of $p_z$ electrons even again and the resonance structure can be drawn both as a closed- and open-shell. Interestingly, calculations predict the latter to dominate, with the two radical spins aligned ferromagnetically and a $S = 1$ ground state. The same scenario holds when the third radical is generated, ultimately generating a high-spin quartet [179, 180]. These topological defects thus facilitate the generation of high-spin molecules with smaller molecular weights as compared to, e.g. [n]-triangulenes, and predictions are such that the same ferromagnetic alignment would hold also for an increasing number of radicals in two-dimensional networks based on these truxene-derivatives [179].

Figure 17. (a) Reactant and product structure, along with the calculated band structure for the linearly fused acenes displaying four-membered rings at the junctions. (b) Proposed reactant and expected product structure in its closed-shell and open-shell forms, along with the calculated band structure for the polymer comprising staggered acenes fused by four-membered rings. The top drawing depicts the schematic spin configurations with the carbon tetragon acting as a spin switch. In the molecular structures the Clar sextets are highlighted in grey and antiaromatic ciclobutadiene moieties in red. Chemical structure and associated nc-AFM images of truxene (c) and its derivatives after dehydrogenation of one (d), two (e) and three (f) of its $sp^3$ carbon atoms at the pentagonal rings. (a) and (b) [170] John Wiley & Sons. © 2019 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim. (Inset of (b)) Reprinted figure with permission from [171], Copyright (2016) by the American Physical Society. (c) Reproduced from [179]. CC BY 4.0.
of heteroatoms. Let us first focus on edge functionalization. Just as hydrogenation can cause an $sp^2$ to $sp^3$ rehybridization and thereby effectively remove a $p_z$ electron (and the process can be reversed by dehydrogenation), different types of chemical functionalization can have the opposite effect. An example is pictured in figures 18(a)–(c), which shows the unit cell of chiral GNRs that have been synthesized on surfaces under vacuum [144, 145]. Sublattice imbalance and nullity of the pristine ribbons are both zero, displaying no magnetism (figure 18(d)). As will be discussed later on, these structures are highly unstable and easily react with gases like O$_2$ even at room temperature (RT) [181]. The most common reaction product is a ketone side-functionalization of the ribbon’s edges. In the oxidation process, the oxygen displaces the previously present hydrogen atom, whose migration to the opposite edge is favorable and thus very common (figure 18(e)) [181]. The oxygen displays an $sp^2$ configuration and therefore contributes with an extra $p_z$ electron to the product structure, in particular to sublattice A, whereas the hydrogenation on the opposite side removes a $p_z$ electron from that same sublattice. The sublattice balance and $\eta$ are consequently unaffected. However, as the extra hydrogen is controllably removed by a scanning probe, the missing $p_z$ electron is recovered and, with the extra $p_z$ electron of the ketone group, a sublattice imbalance is generated and $\eta$ becomes 1. That is, a new radical is created, which experimentally becomes evident from the enhanced contrast in the low bias bond-resolving STM images due to the associated Kondo resonance (figure 18(c)) [181].

A similar scenario occurs for chiral GNRs in which each unit cell is doubly functionalized with a ketone on either side [183]. Whereas the perfect structure shows sublattice balance and no magnetic states, defective unit cells with one missing ketone develops a radical state [103]. These systems are very interesting to study the magnetic interactions between those states when more than one is present on the same ribbon at sufficiently close distances. A relevant conclusion from such studies is that Ovchinnikov’s rule [76] or Lieb’s theorem [75] do not necessarily apply any longer as heteroatoms are involved. Along the same lines, the description of these heteroatoms as mere additional $p_z$ states in a TB approach turns out to be insufficient, and additional chemical information in the form of modified hopping constants and on-site energies are required for an adequate modeling [103].

In a similar way as edge functionalization with heteroatoms can bring about or modify the magnetism of carbon nanostructures, the same occurs within the backbone structure. By way of example, the addition of substitutional nitrogen is predicted to trigger ferromagnetism in graphene [184, 185]. Its effect on well-defined nanographene structures has been studied for example in aza-triangulene, which allows for an interesting comparison with the magnetic properties of conventional triangulene. As discussed in earlier sections and reminded in figure 18(d), the latter has a sublattice imbalance of 2 and thus displays a triplet ground state with $S = 1$. The associated spin density displays a three-fold symmetric distribution as shown in figure 18(e) [22]. If the central atom is exchanged by a
nitrogen atom in aza-triangulene, naively one would assume a double occupancy of its $p_z$ orbital, which would in turn remove its contribution to the $N_B$ count in Ovchinnikov’s rule and result in a quartet ground state ($S = 3/2$, figure 18(f)). However, DFT calculations predict this molecule to have a doublet ground state ($S = 1/2$). The odd number of $p_z$ electrons makes it favorable for the molecule to undergo a Jahn–Teller distortion [56] and adopt a structure with lower symmetry that is best represented by the zwitterionic resonance form displayed in figure 18(g) [182]. As can be observed, the zwitterion displays only one radical that is delocalized around one of the molecule’s vertices, in agreement with its predicted spin ($S = 1/2$) and its spatial distribution (figure 18(h)). Besides, it also reconciles the ground state $S = 1/2$ with Ovchinnikov’s rule, since the bonding nature of the N $p_z$ orbital justifies its counting towards $N_B$, whereas the carbon atom hosting the negative charge at the low side edge has its $p_z$ orbital doubly occupied and does not count towards $N_A$ ($N_A = 11$, $N_B = 10$, $S = 1/2$, figure 18(g)) [182].

Another nice example of backbone heteroatom doping is the substitution of carbon by boron atoms. In contrast to N, B in its $sp^2$ configuration has its $p_z$ orbital empty. Naively this would equally remove it from its sublattice count and thereby cause a net spin according to Ovchinnikov’s rule, in a similar way as the $sp^2$ to $sp^3$ rehybridization by hydrogenation of graphene does [78]. This is, however, not the case in graphene, where it merely acts as a point potential rather than rupturing the conjugated electron system [186]. However, if two boron atoms are introduced into the backbone of GNRs instead, they can trigger a sufficiently strong modification of the conjugation pattern in their close proximity to modify the orbital’s symmetry and thus their topology [66, 70, 187]. As a result, topological interface states appear at the junctions to the undoped GNR regions. This has been realized for example with B atoms within 7-AGNRs as pictured in figure 18(i), which also represents the spatial distribution of the spin density [70]. The latter looks reminiscent of the spin density associated to the end-states of 7-AGNRs (assuming a termination at the thicker solid lines), which distribute symmetrically to either side of the borylated section. Most interestingly, the two spins align ferromagnetically into a $S = 1$ ground state (figures 18(i) and (j)) in spite of their distribution on either side of the borylated section on opposite sublattices, which would normally favor an antiferromagnetic alignment. This surprising result has been ascribed to the strong barrier imposed by the borylated section, which prevents conjugated electrons from hopping across. The disconnection of the two boundary states at each side hinders the (antiparallel) kinetic exchange between them. The stabilization of the triplet configuration is then the result of the weak direct overlap between both spin-polarized boundary states through the 2B barrier, which, due to the tiny hopping between them, dominates the exchange interaction and induces the ferromagnetic alignment of the spins according to Hund’s rule [70].

It is worth noting that, apart from causing the appearance of magnetism via one mechanism or another, the introduction of heteroatoms has also been found to allow for the stabilization of magnetic states and their electronic decoupling from the underlying metallic substrates merely by a modification of the molecular adsorbate’s adsorption geometry [188, 189].

5.6. Charge transfer

All examples that have been reviewed so far correspond to carbon-based nanostructures that intrinsically display an open-shell character. When molecules are adsorbed on solid substrates, another very important factor needs to be considered. The effects of the molecule-substrate interactions on the magnetic properties of the molecular structures can be manifold. They may quench the intrinsic magnetism of the molecules or instead endow magnetic properties to carbon nanostructures that in a free-standing configuration would display a conventional closed-shell character. In this respect it is instructive to analyze the simple picture of the Anderson model for single magnetic states (figure 19) [190].

This model describes a magnetic state at energy $E_0$. Placing a second electron into that same state implies a Coulomb repulsion $U$ between the two electrons, thus requiring an addition energy of $E_0 + U$. However, as the states interact with their environment (e.g. the substrate) and get a finite width, if their tails cross the Fermi level their occupation deviates from 1 and 0 and instead becomes $\langle n_+ \rangle$ and $\langle n_- \rangle$ for spin up and spin down, respectively. The partial occupation $\langle n_- \rangle$ causes Coulomb repulsion on the spin up state and increases its energy to $E_0 + U(\langle n_- \rangle)$, whereas the Coulomb repulsion on the spin down state is lowered to $E_0 + U(\langle n_+ \rangle)$ (figure 19). As may be directly inferred from this simple picture, the net spin density ($\langle n_+ \rangle - \langle n_- \rangle$) is maximized for large $U$ values, low $\Delta$ values and for binding energies $E_0$ as close as possible to $U/2$.

All of these relevant parameters can be affected by the substrate and the supramolecular environment. By way
of example, the binding energy $E_0$ of an electronic state will greatly vary with substrates of different work function [191–193]. In addition, the state’s width $\Delta$ is crucially dependent on the specific substrate–adsorbate interactions and hybridization [191, 193]. At the same time, the latter determines the adsorption height that, along with the dielectric properties of the substrate, have an important effect on the Coulomb energy $U$ [102, 191]. However, not only the substrate plays a role, but also the supramolecular environment. Besides the possibility of intermolecular charge transfer in so-called ‘charge-transfer complexes’, different intermolecular interactions can also bring along modified interaction strength and hybridization with the substrate [193–196], as mirrored, e.g. in varying adsorption heights [194, 195]. Also the energy level alignment may vary [193–195], which can eventually cause changes in the adsorbate’s charging state [192, 197].

If a closed-shell adsorbate undergoes charge transfer to or from the substrate, it may display molecular magnetism if the following conditions are additionally met. According to the Anderson model [106, 190], the Coulomb interaction $U$ should be greater than $\Delta$ and the binding energy $E_0$ should be in the range of 0 to $U$, being most favorable for magnetism if it is around $E_0 = U/2$ [190]. These conditions guarantee a close to integer charge state of the adsorbate, with well-differentiated spin-up and spin-down electron population. A low $\Delta$ value, which translates into a sufficiently small electronic coupling of adsorbate and substrate, is thus a key parameter to promote magnetism.

A good example is the case of pentacene on Ag(001) (figures 20(a) and (b)). Experiment and calculations both reveal the transfer of nearly a full electron from the silver substrate to pentacene’s LUMO level [191]. However, $E_0$ is roughly centered around the Fermi level and the state’s width $\Delta$ is much greater than $U$ (figure 20(c)) [191]. The spin-up and spin-down population on pentacene is thus similar and the result is a non-magnetic molecule–adsorbate system in spite of the quasi integer charge transfer. However, as the pentacene molecule is decoupled from the Ag(001) by a MgO monolayer (figures 20(d) and (e)), the effect is two-fold. On the one hand, the screening from the substrate is significantly reduced, which translates into a greatly enhanced $U$. On the other hand, the molecule’s electronic coupling to the silver is much more limited, which consequently reduces $\Delta$. In the end, the two well-defined molecular resonances are observed below and above the Fermi level that are associated to the SOMO and SUMO, respectively (figure 20(f)) [191]. This situation exactly fits the Anderson model applied to a magnetic molecule–substrate system.

A closely related system with an intermediate molecule-substrate coupling between that of the systems described above was studied with 5,18-dihydroheptacene directly on the Ag(001) surface [198]. This molecule shares the carbon backbone of heptacene but displays doubly hydrogenated C atoms at its second ring (figure 20(g)). The $sp^3$ hybridization of these atoms breaks the conjugation along the molecule, for which the frontier electronic states are determined by the longest conjugated segment within the molecule [198–200], that is, a pentacene segment. This confers the 5,18-dihydroheptacene molecule electronic properties that are strikingly similar to those of pentacene, as sustained, e.g. by the energy and shape of its frontier orbitals (figures 20(h) and (i)) [198, 199]. However, the $sp^3$ C atoms within the carbon backbone endow the molecule with a non-planar structure that causes its self-decoupling from the underlying substrate (figure 20(j)). Although a less effective decoupling than that provided by insulating buffer layers like MgO, it is still sufficient for the molecules to display in STM experiments charging peaks (with its associated vibronic satellites) that are associated to a double tunneling barrier and, most importantly, magnetism as proved by an associated Kondo resonance at zero bias [198]. The Kondo resonance still implies a minor molecule-substrate coupling, since it relates to the screening of the molecular spin by the substrate electrons. It is, however, small enough to stabilize a singly charged molecule with net spin $S = 1/2$.

Although exemplified above with pentacene or its derivatives on Ag substrates, the appearance of magnetism upon adsorption in molecules that in their free-standing configuration are conventional closed-shell structures has been observed also with other molecules and substrates [109, 197, 202, 203]. Nevertheless, just as charge transfer may cause the appearance of magnetism in otherwise non-magnetic materials [197, 198], it can equally well quench the magnetism of intrinsically magnetic carbon-based molecules [104, 182, 204–206] or graphene defects [78]. For the latter, this could be nicely tested by comparing the magnetism of defects in pristine and doped graphene samples. Whereas indirect but unambiguous fingerprints of magnetism were observed with pristine graphene, the use of $p$- or $n$-doped graphene removed the electron sustaining the unpaired spin moment or paired it up with an extra electron, respectively, in either case resulting in non-magnetic systems [78]. Depending on the system, it may also be important to consider in which direction the electron transfer takes place. By way of example, aza-triangulene, which in its neutral form is predicted to display a ground state with $S = 1/2$ [56, 182], presents a triplet ground state ($S = 1$) when it donates an electron to the substrate (as occurs on Au(111)), but becomes a closed-shell molecule when it receives an extra electron from the underlying substrate (as occurs on Ag(111)) [182].

In the case of carbon-based nanostructures that have been obtained by OSS, the most commonly utilized substrate is Au(111). Its high work function endows this substrate a strong tendency to receive electrons from the molecular adsorbates atop [207]. The molecule’s loss of spin-carrying electrons to the substrate can modify or even quench their associated magnetism. This situation, in which the resonances of the magnetic states appear at energies above the Fermi level and are thus unoccupied, has been observed with many disparate molecular systems, like the end-states of AGNRs [102, 104, 208] or other linear polymers [69], a variety of topological interface states [26, 68], or the radical $\pi$-states of porphyrin derivatives [204]. For the latter, the charge transfer of some specific derivatives could be controlled by modifying the adsorption...
geometry through scanning probe manipulations, which consequently allowed tuning its magnetic state accordingly [204].

It should also be mentioned that even for systems in which the magnetism is associated to more electrons, like in chiral or ZGNRs, charge transfer is predicted to similarly affect the magnetism [79, 201, 205]. By way of example, chiral (3, 1)-GNRs with six carbon atoms across their width develop spin-polarized edge states, whereby their band structure widens its gap to avoid the instability associated with large density of states near the Fermi level (figures 20(k) and (l)). However, a charge transfer of around one electron per unit cell, as experimentally observed on silver surfaces, quenches the magnetization and causes the band structure to become like that of non-spin-polarized ribbons (figure 20(m)) [201]. A more detailed analysis of the spin-polarization in this kind of ribbons as a function of charge transfer indeed reveals that an electron transfer of only 0.3 electrons per unit cell is already enough to fully quench any magnetization (figure 20(n)) [201].
Another example are ZGNRs with six atoms across their width. An indirect fingerprint of their magnetism (in particular the observation of a correlation gap) was only observed when adsorbed on a NaCl buffer layer, but not directly on Au(111) [25]. For this latter case, however, no evidence of the flat band was observed even above the Fermi level. Therefore, besides charge transfer, an excessively large hybridization of the flat band with the underlying substrate cannot be discarded either as the reason for the lacking magnetism, as indeed suggested by the appearance of those resonances in closely related ZGNRs with nitrogen dopants that allow for their electronic decoupling from the substrate by a modified adsorption geometry [188, 189]. This same hybridization scenario may also be the reason for the lacking magnetism in superheptazethrene on Au(111). Whereas in solution and in the solid state it was found to have an open-shell character [209], adsorbed on Au(111) it displays a closed-shell character in spite of no obvious charge transfer evidences, with comparably shaped HOMO and LUMO resonances almost symmetrically positioned around the Fermi level [210]. Only its larger ‘sister molecule’ superpentazethrene, with a consequently more robust magnetism, shows clear magnetic fingerprints on Au(111) [211]. As discussed later on in the frame of the carbon nanostructure’s reactivity, comparative studies on weakly and more strongly interacting surfaces also show how the magnetism of molecules like, e.g. [7] -triangulene may survive on the former but be quenched by the strong hybridization with the substrate on the latter [122].

Another important point to remind regarding charge transfer is that Ovchinnikov’s rule and Lieb’s theorem no longer apply for doped systems. Applied to GNRs this means that, for doping levels at which the magnetization is not yet quenched, ground states other than that predicted for neutral ribbons (whether chiral or zigzag edged) are allowed and may thus not correspond to the expected ferromagnetic alignment of the spins along each edge of the ribbons and an inter-edge antiferromagnetic alignment [79, 212, 213].

6. Magnetic interactions

6.1. Electron spin pairs

As we have seen in figures 7 and 9 the emergence of two unpaired electrons in a graphene nanostructure can lead to a sizable spin interaction on the $J \sim 1-100$ meV scale, promising for potential applications in RT spin-logic operations [24] Some characteristic observations of exchange-coupled spins are listed in table 2. The current record of $J = 102$ meV was observed in [5]-rhombene on Au(111) [133]. Distance-dependent effects in the spin interaction have been reported [24, 42, 103, 215], including dimers of asymmetric rhombus-shaped nanographenes [101, 124], in which the exchange coupling clearly correlates with the spacing between the rhombus sides displaying the largest spin density.

A variety of analytical arguments and more complex calculations have been utilized to model and understand the interactions between the spins of different electrons in singly occupied molecular states [41, 44]. The dependence of exchange coupling $J$ on structural parameters have also been analyzed theoretically [216, 217].

Considering the simplest case of exchange coupling $J$ between only a pair of electron spins, we have seen that it can manifest itself in an antiferromagnetically (AFM) ordered ground state ($J > 0$), exemplified by the Hubbard dimer (section 2.3.1) and Clar’s goblet (figure 7), or by a ferromagnetic (FM) ground state ($J < 0$), exemplified by [3]-triangulene (figure 10). It is worth to mention that ferromagnetic exchange $J$ is maximal for $C_3$ diradicals and that the symmetry also imposes that the lowest-energy excited state is a degenerate pair of closed-shell states [44]. On the other hand, ferromagnetic exchange $J$ is minimal for $N_A = N_B$ diradicals, due to the disjointed nature of their zero modes [27, 44]. A typical fingerprint of the magnetic interactions may be seen in inelastic electron tunneling spectroscopy (IETS), i.e. symmetric features in $dI/dV$ at characteristic energies $\epsilon V = \Delta E_{ST}$ due to inelastic transitions between the singlet and triplet states. This is similar to spin IETS of single or few magnetic atoms with STM [218–223]. The possibility to split the triplet states by an external magnetic field allows to unambiguously confirm the spin origin of the IETS features. However, the Zeeman energy of $g_{\mu_B} \sim 0.12 \text{ meV T}^{-1}$ is typically much smaller than the resolution in IETS (thermal broadening $5.4k_BT \sim 2 \text{ meV}$ at liquid He temperatures, lock-in amplifier modulation voltage, finite lifetime of the spin states, etc) making such detection difficult in practice.

We note here that the intrinsic singlet-triplet gap of a molecule is also known to be reduced on a surface due to renormalization of the energies by coupling with substrate electrons [65, 224].

| System | Substrate | $J$ (meV) | Reference |
|--------|-----------|-----------|------------|
| (3,1)-chiral GNR junctions | Au(111) | 3 to 10 | [52] |
| Clar’s goblet | Au(111) | 23 | [24] |
| [3]-Triangulene | gas phase | $-570^a$ | [56] |
| Extended triangulene (ETRI) | gas phase | $<-60^b$ | [100] |
| Triangulene dimer | Au(111) | 14 | [42, 43] |
| Triangulene nanostar | Au(111) | 18 | [214] |
| Triangulene rings and chains | Au(111) | $14^c$ | [43] |
| [5]-rhombene | Au(111) | 102 | [133] |
| Super-nonazethrene | Au(111) | 51 | [211] |
| Ketone-functionalized chiral GNRs | Au(111) | $-14$ to $42$ | [103] |
| Defective [3]-rhombene dimers | Au(111) | $-6.6$ to $42.9$ | [124] |
| Peripentacene | Au(111) | 40.5 | [61] |
| Periheptacene | Au(111) | 49.2 | [150] |

*a Calculation based on the restricted active space configuration interaction (RASCI) method.
*b MFH calculations with $U > 3 \text{ eV}$.
*c This work considers spin interactions beyond Heisenberg exchange within the bilinear-biquadratic (BLBQ) model.
Figure 21. Interacting spins in graphene nanostructures and nanoribbons. (a) Structure of extended triangulene (ETRI) with indication of the sublattice imbalance. (b) Experimental signature of a zero-bias $S=1$ Kondo resonance related to the triplet ground state of ETRI. (c) Spectral functions computed for ETRI coupled to the conducting electrons in the substrate, confirming the $S=1$ Kondo effect. (d) Structure of a triangulene dimer (TRID) with sublattice balance. (e) Heisenberg dimer model and level diagram for the TRID with intra-triangulene ferromagnetic exchange and inter-triangulene antiferromagnetic exchange. (f) Experimental $dI/dV$ (blue curve) and IETS (red curve) spectra acquired on TRID, revealing inelastic the singlet-triplet excitation at 14 meV. (g) Heisenberg spin chains and rings of antiferromagnetically coupled $S=1$ triangulenes. (h) Experimental bond-resolving STM image of a triangulene nanostar composed of $N=6$ units and corresponding experimental and theoretical $dI/dV$ spectra. (i) Experimental STM image of a triangulene chain of $N=16$ units and corresponding experimental $dI/dV$ spectra recorded over each unit. The zero-bias feature observed at the ends of the chain are Kondo resonances associated with the $S=1/2$ edge states illustrated in panel (g). (j) Spin-polarized electronic band structure predicted from LSDA-DFT calculations for a sawtooth-GNR with radicals at each zigzag segment at the edges of a 7-AGNR backbone. The obtained ferromagnetic ordering ($J<0$) is in accordance with Lieb’s theorem due to sublattice imbalance. (k) Theoretical prediction of antiferromagnetic ordering ($J>0$) between periodic interfaces of pristine and borylated 7-AGNR units. (b) Reprinted figure with permission from [100], Copyright (2020) by the American Physical Society. (c) Reprinted figure with permission from [65], Copyright (2021) by the American Physical Society. (e), (f) Reproduced from [42]. CC BY 4.0. (g), (i) Reproduced from [43], with permission from Springer Nature. (h) Reproduced with permission from [214]. CC BY-NC-ND 4.0. (j) From [27]. Reprinted with permission from AAAS. (k) Reprinted figure with permission from [66], Copyright (2017) by the American Physical Society.

Although IETS features for high-spin systems like [3]-triangulene or the related extended triangulene (ETRI) [100] have not been reported experimentally, another manifestation of magnetism for these $S=1$ systems is the emergence of an underscreened Kondo resonance [225] which can further be split by an external magnetic field. Such features have recently been reported [100, 123] (figures 21(a)–(c)).
6.2. Interactions in few-spin systems

Going beyond a pair of electron spins, IETS features have also been observed in open-shell nanographenes such as the triangulene dimer with four unpaired electrons (figure 21(d)). Consistent with Lieb’s theorem, the ground state is a singlet with the low-energy spectrum effectively described by an AFM ordering between two $S = 1$ units (figure 21(e)). The singlet-to-triplet excitation by IETS was observed around $V = 14$ meV (figure 21(f)). The direct transition to the quintet state ($S = 2$) by single tunneling electrons is forbidden according to the selection rule $\Delta S = 0, \pm 1$ [218–223].

Very recently, [3]-triangulene has also been demonstrated as a suitable $S = 1$ building block for realizing one-dimensional AFM systems through OSS strategies [43, 214]. As conjectured by Haldane [223, 226, 227], antiferromagnets for integer spins exhibit a finite excitation gap in the bulk, in contrast to the spin-half case. Furthermore, open-ended $S = 1$ chains are expected to host fractional $S = 1/2$ (topological) edge states at the boundaries. Figure 21(g) sketches the formation of coupled rings and chains of triangulene $S = 1$ units, with the latter exhibiting fractional $S = 1/2$ edge states. The collective spin states in these systems were revealed by multiple IETS features (figures 21(h) and (i)) well explained by the many-body spectrum obtained from exact diagonalization of the 1D Heisenberg model or its extension including a biquadratic coupling term as in the exactly solvable Affleck–Kennedy–Lieb–Tasaki (AKLT) model [228]. Notably, the fractional $S = 1/2$ termini states expected for open chains were revealed by a Kondo resonance in tunnel spectroscopy (green spectra in figure 21(i)). Antiferromagnetically coupled $S = 1/2$ and $S = 1$ molecular 1D chains have also been reported with metal-free porphyrins [229].

6.3. Extended spin chains and associated band-engineering

One-dimensional spin chains constructed with extended GNRs have also been proposed through topological band engineering with heterostructures or heteroatoms [26, 27, 63, 66–68, 70, 206, 230–232]. By rational design of precursor molecules and their mixtures, it is possible to vary the inter-radical spacing (and therefore their coupling) to engineer regular or disordered spin arrangements.

In figure 21(j) we show an example of a 7AGNR decorated with sawtooth-like, short zigzag edges that host radical states. Since the location of the radicals are on the same sublattice sites, it follows from Lieb’s theorem that the ground state is a FM order of the spins, also confirmed by DFT calculations in the local spin density approximation (LSDA) as seen in the corresponding spin-polarized band structure [27]. This GNR structure was experimentally realized in [27, 230]. A metallic behavior was reported on the Au(111) substrate, instead of the gapped FM phase predicted for the freestanding ribbon, a difference that was explained as due to a combination of p-doping and surface electric fields induced by the substrate [27].

Another class of GNR spin chains is that of AGNRs with borylated segments as shown in figure 21(k) [66, 233]. As discussed in section 5.5 the combination of pristine 7AGNR and 2B-7AGNR segments results in topological interface states that, depending on their spatial separation, may either hybridize as filled closed-shell states or exhibit spin polarization at the ends of the pristine segments. We note that in the shown example the exchange couplings $J_P > 0$ and $J_S > 0$ lead to an AFM ordering. However, for a single 2B-AGNR unit between pristine segments, DFT calculations have shown a FM ordering [70].

7. Reactivity

7.1. Reactivity under UHV

Radical states are intrinsically associated with a pronounced reactivity, although the latter may be reduced by steric protection of the radical sites, by electronic stabilization or by a combination of these two strategies [12, 13, 119, 120, 234]. One of the ways in which electronic stabilization can be promoted is by radical delocalization, which as discussed earlier can be enhanced by the hybridization of the radical states with the following doubly occupied orbitals. Such delocalization reduces the spin density at the radical site, which, although not the only one, is the main determining factor in the reactivity [12, 13]. For that reason, molecular structures with large spin density like Clar’s goblet [24] or triangulenes [122] show a remarkable tendency to react and polymerize on their supporting surfaces, lowering the yield of the isolated target products. It is particularly instructive to compare the reactivity of closely related molecules with and without spin polarization, as is the case of extended triangulene and double triangulene [100]. The latter shows a prevalent closed-shell character, whereas the former is an open-shell structure with notable spin polarization. As a result, the sample preparation of extended triangulene by OSS on Au(111) results mostly in dimerized units, with monomers amounting to only about 12.5% [100]. In contrast, in the synthesis of double triangulene nearly all molecules remain as monomers. A similar scenario is found comparing rhombene molecules of different size, namely [4]-rhombene and [5]-rhombene, which display a prevailing closed-shell and open-shell character, respectively [133]. The former is obtained by OSS on Au(111) in quasi full yield, whereas the latter is only rarely found as a monomer (figures 22(a)–(f)) [133]. Similar conclusions were reached from theoretical calculations comparing zigzag- and armchair-edged GNRs [235].

The high reactivity of radical states has indeed also been used as an indirect hint or support for the partial open-shell character of molecular structures on which no other magnetic fingerprint was experimentally measured. For example, this is the case of higher acenes. Heptacene, and to a greater extent nonacene, show a tendency to coordinate to metal adatoms at their most reactive central ring [155, 236, 238] when adsorbed on Au(111) (figure 22(g)), although the adatoms can be controllably be removed by scanning probe manipulation (figure 22(h)) [236]. The fact that shorter acenes remain stable and uncoordinated under the same conditions has been thus correlated with the closed-shell character of short acenes and
the increasing open-shell character of acenes as they grow longer (in particular above hexacene), as supported also by calculations [236]. A similar reasoning has been applied to the case of [16]-starphene on Au(111), whose notable tendency to become hydrogenated at the central rings of each of its arms (figure 22(i)), although easily reversible by scanning probe manipulation (figure 22(j)), has also been associated to its partial open-shell character [91].

Although the examples outlined above present the increased reactivity of open-shell molecules as a downside, it may also be used constructively. A beautiful example is the formation of porphyrine nanotapes, in which an initial cyclodehydrogenation step first forms surface-supported porphyrine diradical molecules (figure 22(k)) [237]. The reactivity of the associated radicals is particularly high at specific molecular positions, ultimately driving a relatively well-defined and selective polymerization process towards atomically precise porphyrine nanotapes (figures 22(k)–(m)) [237].

A very important parameter with regard to the reactivity of the molecules is the supporting substrate, which can affect it in different ways. For example, a strong molecule-substrate interaction may quench the radical character of the molecules and thereby their reactivity, although at the expense of an equally quenched magnetism. However, even if the molecules retain their radical character, strong molecule-substrate interactions may also be associated to strongly corrugated adsorption energies that limit the molecule’s diffusion and thereby the potential polymerization events. Either way, the substrate can limit the molecule’s reactivity and thereby increase the yield and selectivity during their synthesis. By way of example, whereas isolated [7]-triangulene could not
be obtained on the weakly interacting Au(111) because its pronounced reactivity caused the molecule’s covalent coupling into molecular clusters, on Cu(111) the yield of isolated [7]-triangulene was dramatically improved [122]. However, the desired open-shell septet (S = 3) anticipated from counting rules and confirmed by gas-phase calculations turned out to become a trivial closed-shell electronic structure on Cu(111) [122]. Similar findings were observed also for other molecules like [5]-rhombene, which in its isolated form is only a minority product on Au(111) because its pronounced radical character and high diffusion promote the molecule’s random polymerization (figure 22(d)), while on the more interactive Cu(110) its yield is orders of magnitude higher [133].

7.2. Reactivity in controlled atmospheres and ambient conditions

The previous section discussed the reactivity of open-shell carbon-nanostructures under ultra-high-vacuum, which, as already seen, is of key importance for their synthesis. However, most of the potential applications envisioned for these materials requires further processing [239–243]. By way of example, the metallic substrates commonly used in their synthesis a detrimental or directly impedes many optoelectronic applications, therefore requiring the material’s transfer to other functional substrates. Besides, scalable device applications need to be applicable out of the vacuum environment. Whereas closed-shell structures with armchair edges have successfully survived transfer processes and ultimate device utilization that included exposure to a multitude of environments like different solvents or air [239–243], the same scenario poses serious challenges for open-shell carbon-based nanostructures.

By way of example, it has been recently shown that narrow (3,1)-chiral GNRs, which display an alternating edge structure composed by three zigzag and one armchair units (figures 12(h)–(j) and 23), are dramatically affected by oxidizing environments in spite of their predominantly closed-shell character [181]. This can be observed in figure 23, which shows overview and bond-resolving STM images of the GNRs before and after exposure to air. The overview images show the long and straight shape of the as-synthesized ribbons (figure 23(a)), which turns curvy after air exposure (figure 23(b)), already hinting at their chemical modification. The bond-resolving images confirm the degradation scenario, on which the protruding signals from many of the C atoms at the GNR edges, as well as modification of the shapes, sizes and brightness of the hexagons that form the carbon backbone (figure 23(d)), all relate to the chemical alteration after the air exposure [181]. The characterization of the air-exposed sample required an additional annealing treatment at 200 °C to desorb the largest part of contaminants that came with the air exposure (although as may be observed in figure 23(c), many remained still adsorbed around the GNRs in spite of the treatment). This posed the question, whether the degradation had been thermally activated by the annealing [244] or was already occurring at RT. More controlled experiments with exposure to low pressure (3 × 10⁻⁵ mbar) of pure oxygen gas at RT confirmed that a multitude of oxidation products appear also under those more gentle conditions, further revealing the most reactive sites and the nature of the most prevalent reaction products [181]. The rationalization of the remarkable reactivity invoked the small but apparently already sufficient open-shell character of the structure.

Similar findings with regard to the lack of stability and of the most common reaction product, were found also for the zigzag ends of 5-AGNRs [104]. Exposure to low pressures (2 × 10⁻² mbar) of pure oxygen resulted in ketone-functionalized ribbon ends independently of the ribbon length that determines its varying open- to closed-shell character [104]. Along the same lines, a low band gap pyrene-based GNR that also displays periodic zigzag-oriented edge sites (figure 23(b)) [160, 245], has been equally shown to oxidize already at RT with a 20 min exposure to only 10⁻⁶ mbar of pure oxygen [245].

At this point it is important to remark various issues. First, that the examples discussed above show a predominantly closed-shell character and that the lack of stability will be even worse in structures with increasing open-shell character. Second, that all these cases already suffered irreversible damage upon exposure to low pressures of pure oxygen (still in the high-vacuum range), which is beyond doubt a lower limit regarding the harshness of the treatment to which the carbon-based nanostructures may be exposed, if compared to a conventional transfer process or device implementation in solvents or air. Altogether, this brings up the need to revise the approaches and devise new strategies for the actual implementation of magnetic carbon-based nanostructures in scalable devices. Although still far from allowing for this ultimate goal, the development of chemical protection and deprotection strategies may be a first step in that direction [183].
8. Outlook

As stressed throughout the first sections of this review, the rapid progress made in the development of magnetic carbon-based materials is intimately linked to the advances in the field of OSS. For that reason, it also shares many of its challenges. The latter have been analyzed and listed in several OSS reviews [15–19, 246, 247], and range from the development of purification methods to get rid of all the byproducts of non-selective reactions, to the need of non-metallic substrates [248] for many technological applications (or even just for a better characterization), which thus requires either new synthetic approaches or efficient, non-invasive transfer methods. The latter are particularly challenging when dealing with open-shell nanostructures, given their unstable and reactive character. The development of chemical protection and deprotection methods seem promising in this respect [183], but would require further optimization and its combination with other forms of protection like, e.g. capping layers to allow for the eventual implementation of such open-shell carbon nanomaterials in actual devices. Another challenge faced by the field is the ability to bridge from the nanoscale functionality at the molecular level to the mesoscale for actual device engineering, maintaining the atomic precision to avoid the problems associated with defects [249], and all of it in a scalable manner.

Besides these more generic challenges, there are many others specifically for magnetic carbon nanostructures. One of them is, e.g. the direct measurement of their magnetic properties by spin-polarized STM and electron-spin-resonance STM. On the theory side, there are corresponding challenges to develop complete quantum descriptions of the physics of nanographenes taking explicitly into account the various environmental interactions (e.g. electronic coupling to substrates/electrodes and hyperfine coupling to nuclear spins) and the spin dynamics that can be probed or induced by time-dependent external drives (nonequilibrium). Electrical spin manipulation is one example of the latter [250].

When it comes to actual applications, open-shell carbon nanostructures have been proposed as a promising platform for many disparate uses. By way of example, radical molecules may act as particularly efficient photon emitters, whose doublet-spin nature avoids the formation of triplet excitons that limit the electroluminescence efficiency of non-radical emitters [11, 251–253]. This may be of good use in conventional applications like organic light-emitting diodes [251–253], but also in more advanced quantum applications like the generation of efficient single-photon emitters [11]. In fact, bright, narrow-band, and tunable light emission from individual GNR junctions has already been demonstrated [114].

Graphene-based nanostructures have been also proposed for a variety of other spintronics [49] or quantum applications, including spin and valley filters [254, 255], spin rectification [256], logic gates [216, 217, 257], or spin qubits hosted by structures that range from zero to two dimensions [10, 258]. Another area of application is for electron quantum optics, in which GNR-based beam splitters have been proposed as a platform for controlled motion of charge/spin, interferometry, and entanglement [259–263]. Graphene nanostructures thus seem promising for use in the emergent field of quantum-coherent nanoscience [264]. Furthermore, in analog with nitrogen-vacancy (NV) color centres in diamond [265], they could also become components in quantum sensors for various metrology applications.

Most of these applications, however, have been only proposed at the theoretical level and their experimental realization still needs to be demonstrated in coming years. Many of them also require a controlled manipulation of the associated spin states, which remains a challenge. Electron-spin-resonance STM could allow for their manipulation, as well as for the characterization of their subsequent dynamic response, but its potential still needs to be demonstrated on carbon-based materials. With many groups worldwide working in the field, we will surely witness important advances in a near future addressing many of the above mentioned challenges and creating new ones aiming at novel directions.
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