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In human-computer interaction research, prototypes allow for communicating design ideas and conducting early user studies to understand user experience without developing the actual product. For investigating deformation-based interaction, functional prototyping becomes challenging due to the unavailability of commercial platforms and the marginal availability of flexible electronic components. During functional prototyping, incurred time and cost are essential factors that further depend on the ease of stiffness customization, reproduction, and upgrade. To offer these advantages, this work presents the fabrication workflow of Nāmya, a smartphone-sized flexible prototype that can detect bend gestures and touch-based inputs using off-the-shelf sensors and flexible materials. This do-it-yourself (DIY) approach to fabricating deformable prototypes focuses on addressing the challenges of selecting flexible material, type of sensor, and sensor positions. We also demonstrate that the proposed use of a flexible three-dimensional (3D-) printed internal structure with sensor pockets and the one-part silicone cast allows the development of robust deformable prototypes. This fabrication process offers the opportunity to easily customize device stiffness, reproduce prototypes with similar physical properties, and upgrade existing prototypes.

1. Introduction

In human-computer interaction (HCI) research, prototyping is an integral part of the design process. It enables cost- and time-efficient implementation, evaluation, refinement, and validation of design concepts without developing the actual product. Prototyping plays an essential role in communicating design ideas and conducting research on future technology devices. One such research area in HCI is the deformable user interfaces (DUI), investigating new interaction techniques for future flexible digital devices [1, 2]. Due to the lack of commercially available deformable devices, researchers often use nonfunctional or functional prototypes. However, functional prototyping becomes challenging due to the marginal availability of flexible electronic components. The researchers have used different deformable materials, including flexible plexiglass [3, 4], paper [5, 6], flexible plastic [7, 8], ethylene-vinyl acetate (EVA) foam [8–11], polyvinyl chloride (PVC) [12, 13], polycarbonate [14], and silicone [11, 14–16] to develop the prototype’s body. The resistive bend (or flex) sensors with different lengths and directional capabilities [2–4, 11, 14, 16–18], optical bend sensors [8, 19], piezoelectric sensors [20, 21], and conductive foam-based sensors [22] are used to detect initiation, extension, and direction of deformation. Literature also offers different feedback techniques such as visual feedback with flexible display [6, 17], rigid display [4, 23–25], and projected display [7, 26, 27] and audio [13, 16] and vibrotactile [13, 28] feedback.

While developing a functional prototype, selecting a flexible material could be challenging considering the time and cost of the prototyping phase and the ease of stiffness customization and upgrade. Particularly at the initial stages of research, deciding on the flexible material, sensor, and sensor positions becomes even more challenging, which often requires developing the prototype multiple times. In addition, based on the type of input interaction, the sensors
and placement of sensors are often required to be changed to achieve better results. A certain set of resources get damaged during this repeated modification process and cannot be reutilized, which may indirectly increase the time and cost of fabrication. New and independent researchers often suffer from these difficulties as they usually start from the onset, which could become time-consuming and even fail to bring novelty through prototyping. Also, it becomes difficult to compare findings from two studies conducted with two different prototypes as results may vary with the prototypes’ stiffness and sensor positions. In addition, the use of printed circuits also limits the ease of further modification in the circuit and the scope of introducing additional sensors and actuators without replacing the existing printed circuit. During initial prototyping, these flexible printed circuits may increase the cost of prototyping to meet the requirements of a particular design and the availability of resources. Moreover, there is limited existing research that reports do-it-yourself (DIY) approaches to fabricating low-cost flexible yet robust prototypes with off-the-shelf materials and sensors that allow ease of stiffness customization, reproduction, and upgrade.

Therefore, we present the fabrication workflow of Nāmya (Figure 1(a)), a smartphone-sized flexible prototype that enables users to interact with the system through bend gestures and touch-based input. We selected smartphone-sized prototypes as it is a commonly used digital device by both sighted and visually impaired users [29] and an increasingly used mobile technology for learning and teaching purposes [30, 31]. Before developing Nāmya, we studied a set of deformable handheld prototypes reported in the literature [3, 4, 6, 14, 16–18, 20, 32, 33]. With this inspiration, we explored the use of several flexible materials and combinations of flexible materials along with the type and placement of commercially available bend or flex sensors to develop a robust deformable smartphone-sized prototype. After finalizing flexible materials, type of sensor, and sensor positions, we first developed Nāmya V1 (with one bend sensor), and later, we upgraded it to Nāmya V2 (with four bend sensors). Finally, we developed Nāmya V3, which can detect bend gestures at six locations and two directions, with touch input at thirty-two touch points on the device surface. This fabrication process has been reported in this work, including failures and challenges that new researchers can address to reduce the time and cost of prototyping. Nāmya V3 is made of low-cost one-part silicone, a flexible 3D-printed internal structure, and conductive fabric. The proposed use of internal structure along with one-part silicone offers ease of stiffness customization, reproduction, and upgrade. These internal structure’s sensor pockets with additional sliding space lengthen the bend sensor’s life, making the entire prototype more robust. The reported fabrication process does not include the fabrication of bend and touch sensors. Instead, we utilized off-the-shelf flexible materials and sensors, which are readily available. For instance, we used commercially available bend sensors to detect bend gestures and capacitive touch sensor controllers to detect the activation of conductive fabric-based touch points. We believe that the reported DIY approach of fabrication and the shared 3D models will help interaction designers and researchers of DUIs to develop deformable prototypes.

2. Literature Review

Our work is informed by existing literature on deformable handheld devices. Gummi [3] is one of the initial functional deformable handheld prototypes attached with a rigid display. They studied physical deformation to provide input and found that bend gestures are feasible, effective, and enjoyable [4]. Research regarding these deformation-based gestures with different sizes of devices [34], flexible materials [35], and stiffness [36–38] have been studied in the literature. Warren et al. [33] proposed a classification of bend gestures on a letter-sized flexible prototype with three pairs of bend sensors. PaperPhone [6] reported a deformable prototype that includes a flexible E-Ink display. Kinetic device [39] reported the use of a flexible display on a deformable smartphone-sized prototype. Ahmadi et al. [40] reported the use of a functional, high-fidelity deformable prototype equipped with a high-resolution flexible display. Later, Twisting touch [32] reported the use of a multifinger capacitive touch panel made of thin, flexible material that allows the prototype to detect both deformation and touch input.

Although several deformable prototypes have been reported in the literature (Table 1), fabricating Bendy [14] reported a detailed process for fabricating a silicone cast flexible prototype with bend sensors (attached to a flexible printed circuit) embedded in it with a plastic substrate (polycarbonate) layer on top. They also discussed three types of visual displays for deformable prototypes with flexible, rigid, and projected displays. This fabrication technique has also been used for fabricating other flexible prototypes used for bend passwords, mobile games, and bend gesture-based interaction by users with visual impairment [2]. Ernst et al. [16] reported the development of Typhlex, a flexible prototype for users with visual impairment. They reported the fabrication of silicone cast flexible prototypes and evaluated the performance and usability of several prototypes with different groove locations, widths, and depths. However, both Bendy [14] and Typhlex [16] reported device stiffness customization through the use of different flexible materials in combination or the same material of different shore hardness. The existing literature has provided several prototyping techniques with various flexible materials, sensors, and sensor positions. However, early prototyping becomes challenging due to the unavailability of commercial flexible electronic components such as flexible bend and touch-sensitive panels and displays. In addition, there is limited existing research that reported DIY approaches to fabrication of a flexible yet robust prototype using off-the-shelf materials and sensors for early research on deformable smartphones that facilitate ease of stiffness customization, reproduction, and upgrade. In this work, we report a DIY approach to fabricating a silicone cast bend and touch-sensitive smartphone-sized prototype using commercially available bend sensors and touch sensor controllers with a
3D-printed internal structure to offer ease of stiffness customization, reproduction, and upgrade.

3. Fabrication Workflow of Nāmya

Nāmya is a smartphone-sized flexible prototype (Figure 1(a)) of dimension 154 mm × 74 mm × 6 mm. The word Nāmya is a Sanskrit word that means bendable, pliant, pliable, or flexible [41–43]. The second letter ā (Latin A with a macron) denotes the long vowel to pronounce the word as Naamya. This work presents a DIY approach to fabricating deformable prototypes using silicone and flexible 3D-printed internal structures. It also demonstrates the process of producing new deformable prototypes (Nāmya V1 and V3) and upgrading an existing prototype (Nāmya V1 to V2).

3.1. Selection of Flexible Materials. According to the literature, different materials have been used for developing deformable prototypes. A few of these materials are very distinct (such as cloth and paper), where the studies’ objectives involve exploring such material’s potential [5, 6]. We observed that different materials offer different flexibility, ease of development and upgrade during prototyping. In addition, the ease of performing deformation gestures varies with the material’s stiffness [35].

Out of the different flexible materials we explored, the below mentioned six materials (Figure 2) have certain advantages in their basic form (not in combination with other materials). Canvas fabric, paper, PVC, and EVA foam sheets are readily available with different thicknesses and are easy to cut in the required dimension. Canvas fabric and paper are suitable for projected display due to their white colour. However, overused and moist canvas fabric and paper have poor shape retention capability. The major advantage of PVC sheets is their shape retention capability after releasing the deformation. However, PVC sheets are not suitable for large angles of bend or fold gestures. Compared to the above three materials, EVA foam is more suitable for flexible prototypes as it is not affected by repeated use, moisture, and large angles of bend or fold gestures. However, it has less shape retention capability. This indicates that a combination of EVA foam and PVC sheets can offer more benefits. The major advantage of using the rest two materials (Figure 2), 3D-printed Thermoplastic Polyurethane (TPU) and silicone cast, is the ease and freedom to fabricate complex custom-shaped prototypes. However, they require more fabrication time. Considering

| Prototype          | Flexible materials                                      | Bend sensors                              | Touch input               | Visual feedback  |
|--------------------|--------------------------------------------------------|-------------------------------------------|----------------------------|------------------|
| Gummi [4]          | Flexible plexiglass                                    | Two unidirectional resistive bend sensors | Touch-sensitive 2D position sensor | Rigid display    |
| PaperPhone [6]     | Flexible E-Ink display and flexible circuit material    | Five bi-directional resistive bend sensors | Not available             | E-Ink display    |
| Letter-sized device [33] | Thin flexible material and flexible printed circuit | Six bidirectional resistive bend sensors | Not available             | Not available    |
| Bendy [14]         | 30A silicone, polycarbonate, and flexible printed circuit | Six bidirectional resistive bend sensors | Not available             | Projected display |
| Deformable prototype [18] | 60A silicone and flexible printed circuit | Four bidirectional resistive bend sensors | Not available             | Projected display |
| Typhlex [16]       | 60A silicone and flexible printed circuit              | Three bidirectional resistive bend sensors | Not available             | Not available    |

Figure 1: (a) The user is performing a top-right-corner bend-upward gesture on the Nāmya V3, a smartphone-sized flexible prototype. (b) Visualization of bend gesture at the top-right corner (blue colour) and touch input (white circle) using Processing.

Table 1: Flexible handheld prototypes reported in the literature with details on the fabrication process using commercially available flex or bend sensors.
the need for stiffness customization to fabricate flexible prototypes of different stiffness for various use cases such as handheld and wearable devices, ease of prototype’s stiffness customization and replication is important during flexible device prototyping. The 3D-printed flexible prototype offers the freedom of the overall prototype’s stiffness customization by changing the thickness of the 3D-printed prototype or using a printing material of different shore hardness. For two-part silicone, thoroughly mixing the two parts in a predefined mixing ratio is required to produce the expected physical properties of the cured silicone cast. Such mixing of two parts often requires degassing of the final mixture. Unlike two-part silicone, precise mixing errors and degassing are not challenges of one-part room-temperature-vulcanizing (RTV) silicone. The use of self-leveling (flowable or low viscosity) one-part RTV silicone also reduces the challenges of manual leveling of the silicone cast’s top surface. In the case of both one- and two-part silicones, the overall prototype’s stiffness can be changed by changing the thickness of the silicone cast or using a silicone of different shore hardness. This indicates the potential advantage of using 3D-printed TPU with silicone to develop flexible device prototypes. Nevertheless, considering the type of liquid silicone used, it is crucial to handle the uncured silicone with caution, such as using protective goggles, a respirator mask covering the nose and mouth, and gloves protecting the skin.

3.1.1. Prototypes Made of EVA Foam and PVC Sheet. We developed the initial nonfunctional prototype combining two flexible materials. It contains a flexible PVC sheet of thickness 1.5 mm sandwiched between two EVA foam sheets of thickness 3 mm (Figure 3(a)). We used this initial nonfunctional prototype in a gesture identification study [10]. Later, we added a thin layer of white fabric on the topmost EVA foam layer to utilize it as a projected display (alternative to white EVA foam sheets). A nonfunctional prototype developed using this technique was used in a printing material for different joint positions and orientations during the initial stages of functional prototyping.

Later, we added a thin layer of white fabric on the topmost EVA foam layer to utilize it as a projected display (alternative to white EVA foam sheets). A nonfunctional prototype developed using this technique was used in a printing material for different joint positions and orientations during the initial stages of functional prototyping.

3.1.2. Prototypes Made of 3D-Printed TPU and One-Part Silicone. We developed another prototype made of silicone cast (shore hardness 25A) sandwiched between two 3D-printed TPU (shore hardness 95A) layers (Figure 3(b)). Out of these three layers, the two extreme 3D-printed TPU layers hold the sensors, and the middle silicone layer serves as an insulator and glue that holds all the layers together. However, keeping the layers attached to each other for a longer period during repeated deformation remained challenging. On the other hand, we found that a flexible 3D-printed layer is most suitable for holding the sensors and wires in place. Later, to develop a functional flexible prototype that is robust to repeated deformation, we developed a silicone cast prototype (Figure 3(c)) with a 3D-printed TPU layer (as an internal structure to hold the sensors and wires) embedded in the cast. Considering the higher cost of two-part silicone and the degassing required before curing, we decided to use a low-cost one-part RTV silicone sealant for preparing the silicone cast (Figure 3(c)). Although it needs more cure time, it is flexible (shore hardness 25A), is resistant to moisture, and does not involve mixing two parts. According to the literature [14], a flexible printed circuit (FPC) to physically hold the sensors could...
solve the issue of unwanted movement of sensors during deformation. However, custom-made FPCs are relatively costly, and any modification or damage on the FPC requires complete replacement, which may further increase the overall fabrication cost. In contrast, we decided to use an easily customizable flexible 3D-printed TPU layer with silicone-coated wires as a cost-efficient alternative. We used this 3D-printed TPU layer as an internal structure to hold the sensors in place and multistranded 28 American Wire Gauge (AWG) silicone-coated wires for the circuit. We found that the flexible 3D-printed layer also contributes to the overall stiffness of the prototype. We explored flexible 3D-printed layers of different thicknesses, which resulted in a change in the rotational stiffness of the prototypes. This indicates that changing the thickness of the 3D-printed internal structure allows easy customization and reproduction of device stiffness without changing the thickness of the silicone cast. This allows producing prototypes of different stiffness without changing the entire device thickness. Moreover, silicone sealant can be applied on a clean cured layer of silicone itself. As a result, replacing and upgrading the sensors and debugging the circuit do not require creating a new prototype from scratch.

3.2. Purpose-Driven Use and Placement of Sensors. Resistive bend (or flex) sensors are the most commonly used commercially available sensors to detect deformation on a flexible prototype [2–4, 11, 14, 16–18]. These sensors come with different lengths and directional capabilities (uni- and bidirectional). The purpose of bidirectional sensors can be achieved by placing two unidirectional sensors together at the cost of using more space and wires. Optical sensors are also explored in the literature to detect device deformation [8, 19]. Rendel et al. [20, 21] proposed printed piezoelectric sensors that can detect complex deformations. Chien et al. [44] proposed a shape-sensing flexible sensor strip composed of an array of strain gauges. Researchers have also proposed soft multipoint sensors to sense through structure [45], deformable textile sensors to sense surface and deformation gestures [46], and soft multilayer sensors to sense contact localization and the type and magnitude of deformation [47]. Teyssier et al. [48] proposed the fabrication of an interface that can reproduce the sensing capabilities of human skin. Shahmiri and Dietz [49] proposed a geometric technique that measures relative shifting among multiple layers of the sensor to detect curves with multiple bends. Watanabe et al. [22] reported the use of a novel conductive foam-based sensor with one wire to detect multimodal input.

However, for developing Nāmya, we used commercially available bend sensors to avoid the challenges of fabricating the sensing units from scratch. Since the cost of bidirectional bend sensors is higher than unidirectional bend sensors, we started testing different sensor positions with two 2.2” long unidirectional sensors (Figures 4(a) and 4(b)). In Figure 4(a), we placed the unidirectional bend sensors only at the middle and right side of the device as we developed this prototype to detect right-handed interaction in landscape mode towards only upward (bending the device towards the user) direction. Here, bend gestures at right corners and the right side activate corner sensors, while the center bend gesture activates the middle sensor. In Figure 4(b), we placed two unidirectional bend sensors at the same location (top-right corner) as we developed this prototype to detect two magnitude levels of size-based gestures during right-handed landscape mode interaction towards the upward direction. Here, small area bend activates one sensor, and the large area bend activates two sensors. Later, in the final prototype, we used the 3D-printed layer (Figure 4(c)) as an internal structure with four 2” long bidirectional bend sensors placed along each corner since we need to recognize deformation gestures towards both upward (towards the user) and downward (away from the user) directions.

The type and placement of sensors depend on the intended gesture set that needs to be recognized. Deciding these factors depends on the descriptors of deformation gestures [33] (commonly location, direction, size, and angle of deformation) since correctly recognizing the gesture requires distinguishable activation of the appropriate sensor or multiple sensors. The prototype Nāmya (Figure 1(a)) was developed for both visually impaired and sighted users. As visually impaired users use four corners and sides of a smartphone as spatial references [50], we selected limited bend gestures at the four corners, top side, and bottom side (in portrait mode). Therefore, instead of placing additional sensors along the top and bottom sides (in portrait mode), we utilized the input from two corner sensors to detect side bend gestures (Figure 4(c)). For example, in portrait mode, activation of both top sensors at the same moment is recognized as top side bend, and activation of both bottom sensors at the same moment is recognized as bottom side bend.

3.3. Fabrication of Nāmya V1 and Its Upgrade to Nāmya V2. After selecting the flexible materials (for casting and internal structure) and sensor type and positions, we developed the first functional prototype (Nāmya V1 in Figure 5(d)) to recognize a bend gesture at the top-right corner towards the
upward direction in portrait mode. Although we used one 2.2″ long unidirectional sensor for this prototype, the flexible 3D-printed internal structure (Figure 6(b)) was designed to accommodate four bend sensors. First, we developed a 3D-printed mold to cast the prototype, where the casting was done in two phases. We used TPU to print the mold to make it flexible enough for ease of removing the cast. We poured the silicone sealant to cast half of the prototype in the first phase (Figure 5(a)), and within a few mins, we placed the 3D-printed internal structure (along with one sensor) on the top (Figure 5(b)). Then, we poured the silicone sealant to cast the remaining half of the prototype (Figure 5(c)) before the previous layer of silicone forms the skin. Nāmya V1, the first functional prototype (Figure 6(b)), contains a 3D-printed internal structure of thickness 1 mm and a shore hardness of 95A. The shore hardness of the cured silicone is 25A. The thickness of the final silicone cast prototype is 6 mm. The overall stiffness of the silicone cast prototype can be increased by increasing the thickness of the 3D-printed internal structure or the silicone cast. Although silicone sealant cures and bonds in 24 hours at room temperature, we decided to keep it for another 24 hours to avoid any damage while removing the mold. After the completely cured prototype was removed from its mold and cleaned with a damp cloth, we tested the bend sensor at the top-right corner by performing repeated bends. We found that the analog pin of the Arduino board connected to the bend sensor was showing approximately similar readings for repeated similar angles of bend gestures. We also tested one touch point using Proximity Capacitive Touch Sensor Controller (MPR121) for Arduino. Both bend and touch sensors were connected to an Arduino Mega 2560 microcontroller board. We selected Arduino Mega 2560 to take advantage of more memory and a higher number of digital and analog pins to connect multiple bend sensors and touch sensor controllers. We used the open-source integrated development environment (IDE) of Arduino for writing the code and uploading it to the Arduino board. Later, for Nāmya V3, we also used Processing (version 3.5.4) IDE with its graphics library to graphically represent the touch and bend gesture-based input (Figure 1(b)).

In the next phase, we developed Nāmya V2, the second functional prototype that contains the same 3D-printed internal structure as that of Nāmya V1 but is equipped with four 2.2″ long unidirectional bend sensors (Figure 5(h)). However, this time, we did not repeat the entire casting process from scratch. Instead, we modified the existing prototype Nāmya V1 to develop the second prototype Nāmya V2. The surface of Nāmya V1 was dissected without damaging any wires or the internal structure to remove the internal structure with the sensor, as shown in Figure 5(e). The old silicone covering the internal structure was removed (Figure 5(f)). Later, the internal structure was equipped with four 2.2″ long unidirectional bend sensors. Finally, this internal structure (with four sensors) is placed back to its original position, and the empty space around and above is filled with the same silicone sealant (Figure 5(g)). This indicates the ease of upgrade due to the use of flexible 3D-printed internal structure and silicone sealant. After this prototype (Nāmya V2 in Figure 5(h)) was allowed to cure for 48 hours, we again tested all the bend sensors at the four
corners and found them to be working properly during repeated bends.

3.4. Fabrication of Nāmya V3. Nāmya V3, the third functional prototype, contains four 2" long bidirectional bend sensors and thirty-two touch points on the device’s front surface (Figure 1(a)). Fabrication of Nāmya V3 was done following the same steps as that of Nāmya V1 (Figures 3(a)–3(d)). However, this time, a separate mold (Figure 6(a)) was used to create thirty-two thumb-sized rectangular grooves of depth 1 mm on the prototype’s surface. Later, these grooves were filled with conductive fabric glued by the same silicone sealant to use as touch points. There are thirty-two thumb-sized rectangular touch points on the prototype’s surface. These rectangular touch points towards the center of the device’s surface are intentionally kept wider than those near the edges to offer comparable traversal time while the user moves from the edge. Before using conductive fabric as touch points, we first tried to fill the grooves with a mixture of silicone sealant and carbon-based conductive ink. However, this mixture failed to detect touch-based input uniformly over a surface area. Such mixing of silicone sealant and carbon-based conductive ink requires further investigation. Later, as an alternative, we decided to use conductive fabric, which is flexible and can be easily glued to a silicone surface. Conductive threads insulated by silicone (as an alternative to thin silicone-coated flexible wire) were used for connecting the conductive fabric-based touch points with MPR121. These conductive threads were placed on the mold before pouring the first silicone layer. Unlike the previous internal structure (Figure 6(b)), a new internal structure (Figure 6(c)) was used for Nāmya V3, where the sensor pockets were intentionally kept longer than the sensors and equipped with covers to create free space around the sensors during casting. These sensor pockets with additional sliding space lengthen the bend sensors’ life as compared to the previous internal structure (Figure 6(b)) by reducing the potential damage during deformation. This new internal structure also offered a better uniform experience of device stiffness across the corners and sides of the flexible prototype due to the wider internal structure (Figure 6(c)). After the prototype was allowed to cure for 48 hours, we tested all the bend sensors and touch points and found them to be working correctly during repeated bend and touch-based input. This indicates the ease of reproduction by following the proposed DIY fabrication approach with one-part silicone sealant and flexible 3D-printed internal structures.

4. Discussion

We used this final functional prototype (Nāmya V3) in a user study conducted to identify bend gesture completion strategies [15]. We used this prototype during both training and exploration of gesture completion strategies to record and monitor the sensor data. During all the participants’ repeated deformations of the prototype, both bend sensors’ and touch points’ activations and changes in readings were recorded correctly by the Arduino board. We also noticed that the conductive cloth-based touch points perform better in detecting touch input in the presence of moisture. Overall, from the viewpoint of prototyping, we found that silicone cast prototyping with a flexible 3D-printed internal structure is more robust than other materials explored in this work.

Since the flexible 3D-printed internal structure also contributes to the prototype’s overall stiffness, modifying its thickness or design will ease the prototype’s stiffness customization without changing the device thickness. Such modification can easily be replicated, unlike changing the prototype’s stiffness by changing the type of material itself to develop the prototype from scratch. Unlike the use of a flexible printed circuit [14] of uniform and standard thickness, the proposed 3D-printed internal structure can be designed to facilitate uniform or nonuniform stiffness across the device surface. This freedom to manipulate the stiffness at different locations of the same device can be utilized for affordance and ease of performing bend gestures in addition to achieving the same by using external grooves on the device surface [16]. In addition to reducing the cost of prototyping, one-part silicone sealant also contributes to prototype upgradation without fabricating from scratch. The process of developing Nāmya V2 from Nāmya V1 indicates that this fabrication approach allows ease of upgrade. The use of 3D-printed internal structures also reduces the fabrication cost (provided 3D printing facilities are readily available) and helps upgrade an existing prototype easily. Although this internal structure is used as an alternative to an FPC, considering the advantages of sensor pockets with additional sliding space, this structure can be used along with an FPC to create more robust prototypes. Moreover, with the help of a 3D modeling program, the shared 3D models (https://drive.google.com/drive/folders/1KmyoMFp8yw23PCuVGmmX6NDchBpFFG) of the molds and the internal structures could be easily modified to upgrade the structure to support more sensors or to use it for prototyping of flexible devices of various types (handheld and wearable to name a few) and dimensions. Overall, the use of the 3D-
printed internal structure with one-part silicone allows ease of stiffness customization, reproduction, and upgrade. In comparison with existing literature reported in Table 1, the proposed DIY fabrication approach enables the development of deformable prototypes with off-the-shelf materials to perform multimodal interaction. We believe this prototyping process could also benefit classroom training as it opens up several new opportunities for prototype and process customization using different molds and internal structures.

Nāmya V3 is a functional prototype for bend gesture and touch-based interaction. The four bidirectional bend sensors placed at the corners can detect bend gestures at the four corners, top and bottom sides towards both upward and downward directions. It can also detect compound bend gestures performed at the above-mentioned locations and directions. The use of additional bend sensors can enable the recognition of bend gestures at other locations along with recognition of deformation gestures other than bending and folding the device [35, 39, 51]. Although threshold-based activation of the bend sensors could be utilized to recognize these bend gestures, using a machine learning algorithm in this context could deliver promising results with limited use of bend sensors.

We believe this prototyping technique with flexible 3D-printed internal structures embedded in silicone cast can be applied to fabricate other flexible digital devices provided the prototype thickness offers enough space to embed the internal structure equipped with sensors, actuators, and circuits. Although the prototypes reported in this work are limited to smartphone-sized handheld devices, deformable user interfaces could be of various dimensions and shapes. To fabricate other functional deformable prototypes, the form factor of the silicone cast, design of the internal structure, and type and position of the sensors can be decided based upon the usage scenarios of the deformable device and the gesture space determined for deformation-based interaction. EVA foam-based nonfunctional prototypes could be helpful during the initial exploration of device form factors and the type and position of sensors before developing silicone cast prototypes. However, one major drawback of such silicone cast prototypes is that silicone shrinks after it cures. Such silicone cast prototypes may not be suitable if the experiment demands precise dimensions of prototypes. Another limitation of the current prototype is the conductive fabric’s metallic colour (used as touch points) that does not allow this prototype’s surface for projected display. Using the conductive fabric of lighter colour (containing cotton and silver yarn) and mixing similar colour to the one-part silicone or using a white one-part silicone sealant during fabrication can address this issue.

5. Conclusion

In this work, we present a DIY fabrication approach of Nāmya, a flexible silicone cast smartphone-sized prototype that allows multimodal interaction through bend gestures and touch-based input. We reported the exploration of several flexible materials and combinations of flexible materials to develop a flexible yet robust prototype. We also investigated different types and placements of sensors to study the features of flexible smartphone-sized devices. We found that one-part silicone sealant, 3D-printed internal structure, and conductive fabric allow robust prototyping of flexible devices for multimodal interaction using commercially available bend sensors and capacitive touch sensor controllers. Moreover, the proposed fabrication technique using one-part silicone with flexible 3D-printed internal structures offers ease of stiffness customization, reproduction, and upgrade. We believe this work and the shared 3D models of the molds and internal structures will help designers and researchers of deformable devices.
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