GEODESICS ON AN INVARIANT SURFACE

STEFANO MONTALDO AND IRENE I. ONNIS

ABSTRACT. We study the geodesics on an invariant surface of a three dimensional Riemannian manifold. The main results are: the characterization of geodesic orbits; a Clairaut’s relation and its geometric interpretation in some remarkable three dimensional spaces; the local description of the geodesics; the explicit description of geodesic curves on an invariant surface with constant Gauss curvature.

1. INTRODUCTION AND PRELIMINARIES

The theory of surfaces in three dimensional manifolds is having, in the last decades, a new golden age evidenced by the great number of papers on the subject. An important geometric class of surfaces in a three dimensional manifold is that of invariant surfaces, that is, as described below, surfaces which are invariant under the action of a one-parameter group of isometries of the ambient space. Invariant surfaces have been classified, according to the value of their Gaussian or mean curvature, in many remarkable three dimensional spaces (see, for example, [3, 4, 5, 6, 7, 8, 10, 13, 14, 15]).

In this paper we consider the problem of understanding the geodesics on an invariant surfaces of a three dimensional manifold.

To this aim we briefly recall the definition and the geometry of invariant surfaces.

Let \((N^3, g)\) be a three dimensional Riemannian manifold and let \(X\) be a Killing vector field on \(N\). Then \(X\) generates a one-parameter subgroup \(G_X\) of the group of isometries of \((N^3, g)\). Let now \(f : M^2 \to (N^3, g)\) be an immersion from a surface \(M^2\) into \(N^3\) and assume that \(f(M) \subset N_r\) (the regular part of \(N\), that is, the subset consisting of points belonging to principal orbits). We say that \(f\) is a \(G_X\)-equivariant immersion, and \(f(M)\) a \(G_X\)-invariant surface of \(N\), if there exists an action of \(G_X\) on \(M^2\) such that for any \(x \in M^2\) and \(a \in G_X\) we have \(f(ax) = af(x)\).

A \(G_X\)-equivariant immersion \(f : M^2 \to (N^3, g)\) induces on \(M^2\) a Riemannian metric, the pull-back metric, denoted by \(g_f\) and called the \(G_X\)-invariant induced metric.

Let \(f : M^2 \to (N^3, g)\) be a \(G_X\)-equivariant immersion and let us endow \(M^2\) with the \(G_X\)-invariant induced metric \(g_f\). Assume that \(f(M^2) \subset N_r\) and that \(N/G_X\) is connected. Then \(f\) induces an immersion \(\tilde{f} : M/G_X \to N_r/G_X\) between the orbit spaces and, also, the space \(N_r/G_X\) can be equipped with a Riemannian metric, the quotient metric, so that the quotient map \(\pi : N_r \to N_r/G_X\) becomes a Riemannian submersion.
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For later use we describe the quotient metric of the regular part of the orbit space $N/G_X$. It is well known (see, for example, [9]) that $N_r/G_X$ can be locally parametrized by the invariant functions of the Killing vector field $X$. If $\{\xi_1, \xi_2\}$ is a complete set of invariant functions on a $G_X$-invariant subset of $N_r$, then the quotient metric is given by $\tilde{g} = \sum_{i,j=1}^2 h^{ij} d\xi_i \otimes d\xi_j$ where $(h^{ij})$ is the inverse of the matrix $(h_{ij})$ with entries $h_{ij} = g(\nabla \xi_i, \nabla \xi_j)$.

We can picture the above construction using the following diagram:

\[
\begin{array}{ccc}
(M^2, g_f) & \xrightarrow{f} & (N_r^3, g) \\
\downarrow & & \downarrow \pi \\
M^2/G_X & \xrightarrow{\tilde{f}} & (N^3_r/G_X, \tilde{g}).
\end{array}
\]

Using the above setting we can give a local description of the $G_X$-invariant surfaces of $N^3$. Let $\tilde{\gamma} : (a, b) \subset \mathbb{R} \to (N^3_r/G_X, \tilde{g})$ be a curve parametrized by arc length and let $\gamma : (a, b) \subset \mathbb{R} \to N^3$ be a lift of $\tilde{\gamma}$, such that $d\pi(\gamma') = \tilde{\gamma}'$. If we denote by $\phi_v$, $v \in (-\epsilon, \epsilon)$, the local flow of the Killing vector field $X$, then the map

\[\psi : (a, b) \times (-\epsilon, \epsilon) \to N^3, \quad \psi(u, v) = \phi_v(\gamma(u)),\]

defines a parametrized $G_X$-invariant surface.

Conversely, if $f(M^2)$ is a $G_X$-invariant immersed surface in $N^3$, then $\tilde{f}$ defines a curve in $(N^3_r/G_X, \tilde{g})$ that can be locally parametrized by arc length. The curve $\tilde{\gamma}$ is generally called the profile curve of the invariant surface.

Observe that, as the $v$-coordinate curves are the orbits of the action of the one-parameter group of isometries $G_X$, the coefficients of the pull-back metric $g_f = E du^2 + 2F dudv + G dv^2$ are a function only of $u$ and are given by:

\[
\begin{align*}
E &= g(\psi_u, \psi_u) = g(d\phi_u(\gamma'), d\phi_v(\gamma')) \\
F &= g(\psi_u, \psi_v) = g(d\phi_v(\gamma'), X) \\
G &= g(\psi_v, \psi_u) = g(X, X).
\end{align*}
\]

Putting $\omega^2(u) := \|X(\gamma(u))\|_{\tilde{g}}^2 = G$, we have that (see [8])

\[EG - F^2 = G = \omega(u)^2.\]

**Remark 1.1.** Note that (2) is immediate in the case $\gamma$ is a horizontal lift of $\tilde{\gamma}$. In fact, in this case, $F = 0$ and $E = 1$. This fact might suggest to consider always the case when $\gamma$ is a horizontal lift. However, in many cases (see Remark 3.4), it could be rather difficult to find a horizontal lift. Thus it is more convenient to write down the theory in the general case without the assumption that $E = 1$ and $F = 0$. We will see that everything works nicely thanks to (2).

Using (2) and Bianchi’s formula for the Gauss curvature we find that

\[K(u) = -\frac{\omega_{uu}(u)}{\omega(u)}.\]

As an immediate consequence we have

**Theorem 1.2 ([8]).** Let $f : M^2 \to (N^3, g)$ be a $G_X$-equivariant immersion, $\tilde{\gamma} : (a, b) \subset \mathbb{R} \to (N^3_r/G_X, \tilde{g})$ a parametrization by arc length of the profile curve of $M$ and $\gamma$ a lift of $\tilde{\gamma}$. Then, the induced metric $g_f$ is of constant Gauss
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Let \( M^2 \subset (N^3, g) \) be a \( G_X \)-invariant surface, locally parametrized by (1), then the induced metric is

\[
g_f = E(u) \, du^2 + 2F(u) \, du \, dv + \omega^2(u) \, dv^2.
\]

Now let \( \alpha(s) = \psi(u(s), v(s)) \) be a geodesic parametrized by arc length, then \( u(s) \) and \( v(s) \) satisfy the Euler Lagrange system

\[
\begin{align*}
\frac{d}{ds} \left( \frac{\partial L}{\partial u'} \right) - \frac{\partial L}{\partial u} &= 0, \\
\frac{d}{ds} \left( \frac{\partial L}{\partial v'} \right) - \frac{\partial L}{\partial v} &= 0,
\end{align*}
\]

where \( L = 1/2[E(s)u'(s)^2 + 2F(s)u'(s)v'(s) + \omega^2(s)v'(s)^2] \). Note that with \( ()' \) we have denoted the derivative with respect to \( s \) and when we restrict a function \( h \) defined on \( M \) to a curve \( \alpha(s) \) we have used the notation \( h(s) \). Moreover, in the sequel, to simplify the notation, we will omit the explicit dependency on the coordinates, when this does not create confusion. Expanding (5) we have

\[
\begin{align*}
Eu'' + Fv'' + \frac{Eu'^2}{2} - \omega \omega_u v'^2 &= 0, \\
(F u' + \omega^2 v')' &= 0,
\end{align*}
\]

where we have denoted by \( (\cdot)_u \) the derivative with respect to \( u \).

**Proposition 2.1.** Let \( M \) be a \( G_X \)-invariant surface of \((N^3, g)\). Then an orbit \( \alpha \) is a geodesic on \( M \) if and only if \( (\text{grad}_M \omega)|_\alpha = 0 \).

**Proof.** Parametrizing the surface \( M \), locally, by \( \psi(u, v) \) (see (1)) the parametrization by arc length of an orbit \( u = \text{constant} = u_0 \in (a, b) \) is given by

\[
\alpha(s) = \psi(u(s), v(s)) = \psi(u_0, \frac{s}{\omega(u_0)}).
\]

Then the second equation of (6) automatically holds while the first becomes \( \omega_u(u_0) = 0 \). Now, taking into account (2), the gradient of \( \omega \) becomes

\[
\text{grad}_M \omega = \omega_u \left( \frac{\partial}{\partial u} - \frac{F}{G} \frac{\partial}{\partial v} \right)
\]

and we conclude. \( \square \)

**Remark 2.2.** If \( \alpha \) is not an orbit (i.e. \( u'(s) \neq 0 \)), (6) is equivalent to

\[
\begin{align*}
||\alpha'||^2 &= u'^2 E + 2u'v' F + v'^2 \omega^2 = 1, \\
(F u' + \omega^2 v')' &= 0.
\end{align*}
\]

To see this we only have to show that (7) implies (6). Differentiating with respect to \( s \) the equation

\[
1 = g(\alpha', \alpha') = E u'^2 + 2F u' v' + \omega^2 v'^2
\]
and using that \( \alpha \) is not an orbit, we find
\[
E u'' + F v'' + \frac{E_u u'^2}{2} = -\left(\frac{F v' u'' + F_u u'^2 v' + \omega^2 v''}{u'}\right) - \omega \omega_u v'^2.
\]
The latter gives
\[
E u'' + F v'' + \frac{E_u u'^2}{2} - \omega \omega_u v'^2 = -\frac{v'}{u'} (F u'' + F_u u'^2 + 2 \omega \omega_u u' v' + \omega^2 v'')
\]
\[
= -\frac{v'}{u'} (F u' + \omega^2 v')
\]
\[
= 0.
\]

**Proposition 2.3.** Let \( \alpha(s) \) be a geodesic parametrized by arc length on a \( G_X \)-invariant surface \( M \subset (N^3, g) \) which is orthogonal to all the orbits that it meets. Then \( \alpha \) is a geodesic.

**Proof.** We can, locally, parametrize \( \alpha \) by \( \alpha(s) = \psi(u(s), v(s)) \), where \( \psi \) is the local parametrization of \( M \) given in (1). Since \( \alpha \) cannot be an orbit, we only have to show that the second equation of (7) is satisfied. From \( g(\alpha', X) = 0 \) we get \( F u' + \omega^2 v' = 0 \).

**Theorem 2.4** (Clairaut’s Theorem). Let \( \alpha(s) \) be a geodesic parametrized by arc length on a \( G_X \)-invariant surface \( M \subset (N^3, g) \) and let \( \theta(s) \) be the angle under which the curve \( \alpha \) meets the orbits of \( X \). Then
\[
(8) \quad \omega(s) \cos \theta(s) = c = \text{constant}.
\]
Conversely, if \( \omega \cos \theta \) is constant along an arc length parametrized curve \( \alpha \) on \( M \), that is not an orbit of \( M \), then \( \alpha \) is a geodesic.

**Proof.** Locally the surface \( M \) can be parametrized by (1) and the curve \( \alpha \) by \( \alpha(s) = \psi(u(s), v(s)) \). Since \( \alpha \) is a geodesic, from the second equation of (6), we have
\[
(9) \quad F(s) u'(s) + \omega(s)^2 v'(s) = c \in \mathbb{R}.
\]
Then the angle \( \theta(s) \) satisfies
\[
(10) \quad \omega(s) \cos \theta(s) = g(\alpha', X) = g(\alpha', \psi_v) = F(s) u'(s) + \omega(s)^2 v'(s) = c.
\]
Conversely, let \( \alpha(s) = \psi(u(s), v(s)) \) be a curve on \( M \) parametrized by arc length such that \( \omega(s) \cos \theta(s) = c \in \mathbb{R} \) along \( \alpha \). Assume that \( \alpha \) is not an orbit, then, taking into account Remark 2.2, we only have to show that the second equation of (7) is satisfied. We have
\[
F(s) u'(s) + \omega(s)^2 v'(s) = g(\alpha', \psi_v) = \omega(s) \cos \theta(s) = c.
\]

We call the constant \( c \) associated with each geodesic \( \alpha \) the slant of \( \alpha \). Note that the geodesics with slant \( c = 0 \) are those orthogonal to the orbits.

**Remark 2.5.** Since \( | \cos \theta(s) | \leq 1 \), (8) implies that \( \omega(s) \geq |c| \), hence \( \alpha \) must lies entirely in the region of the invariant surface where \( \omega \geq |c| \). Moreover, if \( \alpha \) is not an orbit then \( \omega > |c| \).
Example 2.6 (Rotational surfaces in $\mathbb{R}^3$). We consider the case of rotational surfaces in the Euclidean three dimensional space $(\mathbb{R}^3, g)$, with $g = dx^2 + dy^2 + dz^2$, assuming (without loss of generality) that the rotation is about the $z$-axes. Then the Killing vector field is $X = y\frac{\partial}{\partial x} - x\frac{\partial}{\partial y}$. In this case the Clairaut’ relation (8) becomes the classical ones

$$r(s) \cos \theta(s) = c,$$

where $r(s)$ represents the radius of the orbit.

2.1. The Clairaut’s relation for invariant surfaces in $\mathbb{H}^2 \times \mathbb{R}$. Let $\mathbb{H}^2 = \{(x,y) \in \mathbb{R}^2 : y > 0\}$ be the half plane model of the hyperbolic plane and consider $\mathbb{H}^2 \times \mathbb{R}$ endowed with the product metric

$$g = \frac{dx^2 + dy^2}{y^2} + dz^2. \tag{11}$$

The Lie algebra of the infinitesimal isometries of the product $(\mathbb{H}^2 \times \mathbb{R}, g)$ admits the following bases of Killing vector fields

$$X_1 = \frac{(x^2 - y^2 + 1)}{2} \frac{\partial}{\partial x} + xy \frac{\partial}{\partial y},$$

$$X_2 = \frac{\partial}{\partial x},$$

$$X_3 = x \frac{\partial}{\partial x} + y \frac{\partial}{\partial y},$$

$$X_4 = \frac{\partial}{\partial z}.$$ 

The class of invariant surfaces in $\mathbb{H}^2 \times \mathbb{R}$ can be divided into three subclasses according to the following

**Proposition 2.7 ([10])**. Any surface in $\mathbb{H}^2 \times \mathbb{R}$ which is invariant under the action of a one-parameter subgroup of isometries $G_X$, generated by a Killing vector field $X = \sum_{i=1}^{4} a_i X_i$, $a_i \in \mathbb{R}$, is congruent to a surface invariant under the action of one of the following groups

$$G_{14} = G_{X_1 + bX_4}, \quad G_{24} = G_{aX_2 + bX_4}, \quad G_{34} = G_{X_3 + bX_4},$$

where $a, b \in \mathbb{R}$.

To understand the shape of an invariant surface in $\mathbb{H}^2 \times \mathbb{R}$ we need to describe the orbits of the three groups $G_{24}, G_{34}$ and $G_{14}$. A direct computation shows that the orbit of a point $p_0 = (x_0, y_0, z_0) \in \mathbb{H}^2 \times \mathbb{R}$ is:

- **under the action of** $G_{24}$ **the curve parametrized by**

  $$(a v + x_0, y_0, b v + z_0), \quad v \in (-\epsilon, \epsilon),$$

  which looks like an Euclidean line on the plane $y = y_0$;

- **under the action of** $G_{34}$ **the curve parametrized by**

  $$(e^v x_0, e^v y_0, b v + z_0), \quad v \in (-\epsilon, \epsilon),$$

  which belongs to a vertical plane through the $z$-axes and looks like a logarithms curve;

- **under the action of** $G_{14}$ **the curve parametrized by**

  $$(x(v), y(v), b v + z_0), \quad v \in (-\epsilon, \epsilon),$$
where
\[ x(v)^2 + y(v)^2 - \beta y(v) + 1 = 0, \quad \beta = \frac{1 + x_0^2 + y_0^2}{y_0}, \]
which looks like an Euclidean helix in a right circular cylinder with Euclidean axes in the plane \( x = 0 \).

Figure 1. Orthogonal projection to the hyperbolic plane of the orbits relative to the three types of Killing vector fields: the horizontal lines are the orbits of \( G_{24} \), \( a \neq 0 \) (for \( a = 0 \) the orbits are lines orthogonal to the hyperbolic plane); the lines through the origin are the orbits of \( G_{34} \); the circles are the orbits of \( G_{14} \).

To give a geometric meaning of the Clairaut’s relation in \( \mathbb{H}^2 \times \mathbb{R} \) we compute the function \( \omega \) for the three types of invariant surfaces. To this aim we first recall the formula for the hyperbolic distance between two points in the half-plane model:
\[
d_{\mathbb{H}}(p, q) = \begin{cases} 
\ln \left( \frac{x_p - \xi + R \ y_q}{x_q - \xi + R \ y_p} \right) & \text{if } x_p \neq x_q, \\
\ln \left( \frac{y_q}{y_p} \right) & \text{if } x_p = x_q,
\end{cases}
\]
where \( p = (x_p, y_p) \), \( q = (x_q, y_q) \) while \( R \) and \( \xi \) represent, respectively, the radius and the abscissa of the center of the geodesic through \( p \) and \( q \) (see Figure 2).

We have \( G_{24} \)-surfaces. In this case \( \omega^2 = (a^2 + b^2 y^2)/y^2 \). An orbit through \( p_0 = (x_0, y_0, z_0) \) is a line contained in the plane \( y = y_0 \). Thus the hyperbolic distance of any point of the orbit to the plane \( y = 1 \) is constant and equal to \( d = |\ln(y_0)| \). Then the Clairaut’s relation becomes:
\[
\sqrt{a^2 e^{2\epsilon d} + b^2 \cos \theta} = c,
\]
with \( \epsilon = \pm 1 \) according to the sign of \((1 - y_0)\). When \( a = 0 \) the surface is invariant by vertical translations. In this case \( \omega \) is constant everywhere which means that a geodesic must cut all orbits by the same angle.
G\textsubscript{34}-surfaces. Introducing cylindrical coordinates \((r, \alpha, z)\) in \(\mathbb{H}^2 \times \mathbb{R}\), where \((r, \alpha)\) are polar coordinates in \(\mathbb{H}^2\), a straightforward computation gives \(\omega^2 = (1 + b^2 \sin^2 \alpha) / \sin^2 \alpha\). As an orbit belongs to a vertical plane through the \(z\)-axes, all of its points have constant hyperbolic distance from the plane \(x = 0\) equal to \(d = \ln \left( \frac{\sqrt{1 + 4 \tan^2 \alpha + 1}}{\sqrt{1 + 4 \tan^2 \alpha - 1}} \right)\). Then, computing \(\omega\) in terms of \(d\), yields the Clairaut’s relation \[\sqrt{2 \cosh d + b^2 - 1} \cos \theta = c.\]

\(G\textsubscript{11}\)-surfaces. This is the most interesting case, in fact the orbits are helices whose projections into the hyperbolic plane are geodesic circles with center at the point \(i = (0, 1, 0)\). In fact, the hyperbolic distance from any point \(p = (x, y, 0)\) of the projection of the orbit of a fixed point \(p_0 = (x_0, y_0, z_0)\), to \(i\) is constant and equal to \(d = \ln \left( \frac{\beta + \sqrt{\beta^2 - 4}}{2} \right), \quad \beta = \frac{1 + x_0^2 + y_0^2}{y_0}\). A direct check shows that \(\omega^2 = \frac{\beta^2}{4} + b^2 - 1\).

We then get the Clairaut’s relation \[\sqrt{\sinh^2 d + b^2} \cos \theta = c.\]

When \(b = 0\) the orbits of \(G_1\) are geodesic circles and the invariant surfaces are called rotational surfaces.

2.2. The Clairaut’s relation for rotational surfaces in the Bianchi-Cartan-Vranceanu spaces. The Bianchi-Cartan-Vranceanu spaces (see \([1, 2, 16]\)) are described by the following two-parameter family of Riemannian metrics

\[g_{\ell,m} = \frac{dx^2 + dy^2}{[1 + m(x^2 + y^2)]^2} + \left( dz + \frac{\ell}{2} \frac{ydy - xdx}{[1 + m(x^2 + y^2)]} \right)^2, \quad \ell, m \in \mathbb{R}\]

defined on \(M = \mathbb{R}^3\) if \(m \geq 0\) and on \(M = \{(x, y, z) \in \mathbb{R}^3 : x^2 + y^2 < -1/m\}\) otherwise. Their geometric interest lies in the following fact: the family of metrics (14) includes all three-dimensional homogeneous metrics whose group of isometries has dimension 4 or 6, except for those of constant negative sectional curvature. The group of isometries of these spaces contains a one-parameter subgroup isomorphic to \(SO(2)\). The surfaces invariant by the action of \(SO(2)\)
are clearly called rotational surfaces. If we assume that the symmetry axes is the $z$-axes, then the infinitesimal generator of the group $SO(2)$ is the Killing vector field

$$X = y \frac{\partial}{\partial x} - x \frac{\partial}{\partial y}.$$ 

The orbits of $X$ are geodesic circles on horizontal planes with centre on the $z$-axes and the Clairaut’s relation becomes

$$\omega \cos \theta = \sqrt{g_{m,\ell}(X,X)} \cos \theta = \frac{r}{2(1 + m r^2)} \sqrt{4 + \ell^2 r^2} \cos \theta = c,$$

where $r$ represents the Euclidean radius of the orbit and $\theta$ is the angle between the velocity vector of the geodesic and $X$. This Clairaut’s relation was first found by P. Piu and M. Profir in [12] by a direct computation. We now write down the Clairaut’s relation in terms of the geodesic radius $d_{m,\ell}$ of the orbit. For this, we recall that the geodesic on $(M, g_{\ell,m})$ tangent at the origin to the vector $\partial/\partial x$ is parametrized, according to the value of $m$, by:

$$\alpha(s) = \left( \frac{1}{\sqrt{m}} \tan(\sqrt{m}s), 0, 0 \right) \quad \text{if} \quad m > 0,$$

$$\alpha(s) = \left( \frac{1}{\sqrt{-m}} \tanh(\sqrt{-m}s), 0, 0 \right) \quad \text{if} \quad m < 0,$$

$$\alpha(s) = (s, 0, 0) \quad \text{if} \quad m = 0.$$

Since the curve $\alpha$ is parametrized by arc length the geodesic radius is $d_{m,\ell} = s_1$, where $\alpha(s_1) = (r, 0, 0)$. Replacing the value of $d_{m,\ell}$ in (15) we find the following geometric Clairaut’s relations:

$$\sin(2\sqrt{m} d_{m,\ell}) \sqrt{4m + \ell^2 \tan^2(\sqrt{m} d_{m,\ell})} \cos \theta = c \quad \text{if} \quad m > 0,$$

$$\sinh(2\sqrt{-m} d_{m,\ell}) \sqrt{\ell^2 \tanh^2(\sqrt{-m} d_{m,\ell}) - 4m} \cos \theta = c \quad \text{if} \quad m < 0,$$

$$\frac{d\sqrt{4 + \ell^2 d^2}}{2} \cos \theta = c \quad \text{if} \quad m = 0.$$

**Remark 2.8.** For $\ell = 0$ and $m = -1/4$ the metric $g_{-1/4,0}$ is isometric to the metric (11), this is in agreement with the fact that the Clairaut’s relation (16), for $\ell = 0$ and $m = -1/4$, coincides with (13) for $b = 0$.

### 3. Integral formula for the geodesics

In this section we give an integral formula to parametrize, locally, the geodesics on an invariant surface which are not orbits.

**Lemma 3.1.** Let $M^2 \subset (N^3, g)$ be a $G_X$-invariant surface locally parametrized by $\psi(u, v)$ (see (1)) and let $\alpha(s) = \psi(u(s), v(s))$ be a geodesic parametrized by arc length, which is not an orbit, and with slant $c$. Then the following holds:

$$\begin{align*}
F(u(s)) u' + \omega(u(s))^2 v' &= c, \\
 u'^2 &= 1 - \frac{c^2}{\omega(u(s))^2}.
\end{align*}$$
Conversely, if system (17) is satisfied and \( u' \neq 0 \), then \( \alpha \) is a geodesic parametrized by arc length and slant \( c \).

**Proof.** Firstly, observe that the first equation of (17) coincides with the second of (6) and, also, it implies that

\[
2 F(u(s)) u' v' + \omega(u(s))^2 v'^2 = \frac{c^2 - F(u(s))^2}{\omega(u(s))^2} u'^2. \tag{18}
\]

Now, if \( \alpha \) is a geodesic parametrized by arc length, then the vector field \( \alpha'(s) = \psi_u u'(s) + \psi_v v'(s) \) satisfies

\[
1 = g(\alpha', \alpha') = E(u(s)) u'^2 + 2 F(u(s)) u' v' + \omega(u(s))^2 v'^2. \tag{19}
\]

Therefore, substituting (18) in (19), and using (2) (i.e. \( E \omega^2 - F^2 = \omega^2 \)), we obtain the second equation of (17):

\[
1 = \frac{E(u(s)) \omega(u(s))^2 - F(u(s))^2}{\omega(u(s))^2} u'^2 + \frac{c^2}{\omega(u(s))^2} = u'^2 + \frac{c^2}{\omega(u(s))^2}.
\]

Conversely, if system (17) is satisfied, from (2) and (18), we have

\[
1 = u'^2 + \frac{c^2}{\omega(u(t))^2} = \left( \frac{E(u(t)) \omega(u(t))^2 - F(u(t))^2}{\omega(u(t))^2} \right) u'^2 + \frac{c^2}{\omega(u(t))^2} = G(u(t)) u'^2 + 2 F(u(t)) u' v' + \omega(u(t))^2 v'^2 = g(\alpha', \alpha'),
\]

so that \( \alpha \) has unit speed. Finally, since \( \alpha \) is not an orbit, from Remark (2.2), we conclude.

Integrating system (17) (we have the following

**Theorem 3.2.** Every geodesic on a \( G_X \)-invariant surface \( M^2 \subset (N^3, g) \), which is not an orbit, can be locally parametrized by \( \beta(u) = \psi(u, v(u)) \), where

\[
v(u) = \int^u_{u_0} \left( \frac{-F}{\omega^2} \pm \frac{c}{\omega \sqrt{\omega^2 - \omega'^2}} \right) du.
\]

and \( c \) is the slant of \( \alpha \).

**Proof.** Suppose that \( M \) is locally parametrized by \( \psi(u, v) \) (see (1)) and let \( \alpha(s) = \psi(u(s), v(s)) \) be a geodesic on \( M \) parametrized by arc length, that is not an orbit. As \( u' \neq 0 \) we can, locally, invert the function \( u = u(s) \) obtaining \( s = s(u) \) and, therefore, we can consider the parametrization of \( \alpha \) given by

\[
\beta(u) = \alpha(s(u)) = \psi(u, v(u)), \quad v(u) = v(s(u)).
\]

Multiplying the equation

\[
E(u(s)) u'(s)^2 + 2 F(u(s)) u'(s) v'(s) + \omega(u(s))^2 v'(s)^2 = g(\alpha', \alpha') = 1
\]

by \((ds/du)^2\) we get

\[
E + 2 F \frac{dv}{du} + \omega^2 \left( \frac{dv}{du} \right)^2 = \left( \frac{ds}{du} \right)^2. \tag{22}
\]

Also, from the second equation of (17), we have that

\[
\frac{ds}{du} \bigg|_{u(s)} = \frac{1}{u'(s)} = \frac{\omega(u(s))^2}{\omega(u(s))^2 - c^2}, \quad c \in \mathbb{R}. \tag{23}
\]
Substituting (23) in (22) we obtain
\[ \omega^2 \left( \frac{dv}{du} \right)^2 + 2F \frac{dv}{du} + E - \frac{\omega^2}{\omega^2 - c^2} = 0. \]
Now, using (2), we get
\[ F^2 - \omega^2 \left[ E - \frac{\omega^2}{\omega^2 - c^2} \right] = \frac{c^2 \omega^2}{\omega^2 - c^2}. \]
Finally it results that
\[ \frac{dv}{du} = -F \pm \frac{c \omega}{\sqrt{\omega^2 - c^2}}, \]
which implies that the equation of a geodesic segment (that is not an orbit) on an invariant surface is given by (21) as required.

We now describe explicitly how to parametrize the invariant surfaces and, using (21), how to plot the geodesics.

**Example 3.3** (The funnel surface). Let consider the case of $G_{34}$ invariant surfaces in $\mathbb{H}^2 \times \mathbb{R}$. We shall use cylindrical coordinates $(r, \theta, z)$ for $\mathbb{H}^2 \times \mathbb{R}$ and the coordinates $\{\xi_1, \xi_2\}$ for the orbit space $\mathbb{H}^2 \times \mathbb{R}/G_{34} = \{(\xi_1, \xi_2) \in \mathbb{R}^2 : \xi_1 \in (0, \pi)\}$, where $\{\xi_1, \xi_2\}$ are invariant functions with respect to the action of $G_{34}$. Then, endowing the orbit space with the quotient metric
\[ \tilde{g} = \frac{dt_1^2}{\sin^2 \xi_1} + \frac{dt_2^2}{b^2 + \sin^2 \xi_1}, \]
the projection
\[ (r, \theta, z) \mapsto (\theta, z - b \ln r) \]
becomes a Riemann submersion. The simplest curve in $\mathbb{H}^2 \times \mathbb{R}/G_{34}$, choosing $b = 1$, is $\xi_2 = 0$, of which a parametrization by arc length is
\[ \tilde{\gamma}(u) = (2 \arccot e^{-u}, 0). \]
A lift of $\tilde{\gamma}$ with respect to $\pi$ is
\[ \gamma(u) = (1, 2 \arccot e^{-u}, 0). \]
The corresponding invariant surface is parametrized, in rectangular coordinates and according to (1) and (12), by
\[ \psi(u, v) = (e^v \cos(2 \arccot e^{-u}), e^v \sin(2 \arccot e^{-u}), v) = (-e^v \tanh u, e^v \sech u, v). \]
This surface is very well known because it is a complete minimal surfaces in $\mathbb{H}^2 \times \mathbb{R}$ that can be thought as the graph of the function $z = \ln(x^2 + y^2)/2$ and due to its shape is known as the funnel surface. The coefficients of the induced metric are $E = 1$, $F = 0$ and $G = \omega^2 = 2 + \sinh^2 u$. Now, using (21), the geodesics, which are not orbits, can be parametrized by
\[ \alpha(u) = \psi \left( u, \int_{u_0}^u \frac{c}{\sqrt{\sinh^2 t + 2\sqrt{2} - c^2 + \sinh^2 t}} dt \right). \]
To understand which orbits are geodesics we can use Proposition 2.1 and find that an orbit \( u = u_0 \) is a geodesic if and only if

\[
\omega_u(u_0) = \frac{\sinh u_0 \cosh u_0}{\sqrt{\sinh^2 u_0 + 2}} = 0,
\]

that is \( u_0 = 0 \) and the corresponding slant is \( c = \sqrt{2} \). In Figure 3 we show the plot of five geodesics through the point \( p = (0, 1, 0) \) for different values of the slant \( c \). Moreover, in this case, all the curves with slant \( c = 0 \) are geodesics.

**Figure 3.** Five geodesics on the funnel surfaces though the point \( p = (0, 1, 0) \) as seen from the viewpoint of coordinates \((1, 10, -4)\); the geodesic with slant \( c = \sqrt{2} \) is the only geodesic which is an orbit.

**Remark 3.4.** Note that, in general, is rather difficult to parametrize an invariant surface using a horizontal lift of the profile curve. To illustrate this consider the case of \( G_{34} \)-invariant surfaces described in Example 3.3. Given a curve \( \tilde{\gamma}(s) = (\xi_1(s), \xi_2(s)) \) in the orbit space \( \mathbb{H}^2 \times \mathbb{R}/G_{34} = \{(\xi_1, \xi_2) \in \mathbb{R}^2 : \xi_1 \in (0, \pi)\} \), a horizontal lift is a curve \( \gamma(s) = (r(s), \theta(s), z(s)) \) such that

\[
\begin{cases}
\theta = \xi_1 + c_1, & c_1 \in \mathbb{R} \\
z = b \ln r + \xi_2 + c_2, & c_2 \in \mathbb{R} \\
\frac{r'}{r} = -\frac{b \sin^2(\xi_1 + c_1)}{b^2 \sin^2(\xi_1 + c_1) + 1} \xi_2.
\end{cases}
\]

The first two conditions of (25) guaranty that \( \gamma \) is a lift, while the third one says that \( \gamma' \) is orthogonal to the Killing vector field \( X_3 + bX_4 \), i.e. \( \gamma' \) is horizontal. The difficulty in solving (25) lies in the expression of the profile curve. In the case of the funnel surface \( \xi_2 = 0 \) and the solution is trivial.
On the other hand, a lift, not necessarily horizontal, of \(\gamma(s) = (\xi_1(s), \xi_2(s))\) must only satisfy
\[
\begin{align*}
\theta &= \xi_1 + c_1 \\
z &= b \ln r + \xi_2 + c_2
\end{align*}
\]
and, for example, for the choice \(r(s) = 1\) we get that the curve \(\gamma(s) = (1, \xi_1(s) + c_1, \xi_2(s) + c_2)\) is a lift of any given profile curve.

4. Geodesics of invariant surfaces with constant Gauss curvature

In this section we consider the case of a \(G_X\)-invariant surface \(M^2 \subset (N^3, g)\) such that the induced metric is of constant Gauss curvature. For this case we shall limit our investigation to the case when the lift \(\gamma\), used to construct the parametrization of the surface (1), is horizontal. With this assumption (24) can be integrated on the same pattern as the case of rotational surfaces in the Euclidean space (see, for example, [11, Pag. 185]).

**Proposition 4.1** (Positive curvature). Let \(M^2 \subset (N^3, g)\) be a \(G_X\)-invariant surface of constant positive Gauss curvature \(K = 1/R^2\), locally parametrized by \(\psi(u, v)\) (see (1)) with \(\gamma\) horizontal lift. Then a geodesic on \(M^2\), which is not an orbit, with slant \(c \neq 0\), can be parametrized by

\[
v(u) = \frac{R}{\sqrt{a}} \arcsin \left( -\frac{c R}{\sqrt{a - c^2}} \frac{\omega_u(u)}{\omega(u)} \right) + b, \quad a, b \in \mathbb{R}, \ a > 0.
\]

*Proof.* First, as \(K = 1/R^2\), from (4), we have

\[
R^2 \omega_{uu}(u) + \omega(u) = 0.
\]

From (27) it results that

\[
\frac{d}{du}(\omega(u)^2 + R^2 \omega_u(u)^2) = 2 \omega_u(u) (\omega(u) + R^2 \omega_{uu}(u)) = 0,
\]

which implies that there exists a constant \(a \in \mathbb{R}, \ a > 0\), such that

\[
\omega(u)^2 + R^2 \omega_u(u)^2 = a.
\]

Combining (27) and (28), we find

\[
\omega_{uu} \omega - \omega_u^2 = -\frac{a}{R^2}.
\]

Also, from (28), and taking into account Remark 2.5, we have

\[0 < \omega^2 - c^2 = (a - c^2) - R^2 \omega_u^2,
\]

which implies that \((a - c^2) > 0\). We can then consider the change of variables

\[\eta(u) = -\frac{c R}{\sqrt{a - c^2}} \frac{\omega_u(u)}{\omega(u)}.
\]

Therefore, taking into account (29), we get

\[
d\eta = \frac{c a}{R \sqrt{a - c^2} \omega^2} du
\]

and, using (28),

\[
\sqrt{1 - \eta^2} = \frac{\sqrt{a} \sqrt{\omega^2 - c^2}}{\omega \sqrt{a - c^2}}.
\]
Finally, integrating (21), we have

\[ v(u) = \int \frac{c}{\omega \sqrt{\omega^2 - c^2}} \, du = \frac{R}{\sqrt{a}} \int \frac{d\eta}{\sqrt{1 - \eta^2}} \]

\[ = \frac{R}{\sqrt{a}} \arcsin \eta + b \]

\[ = \frac{R}{\sqrt{a}} \arcsin \left( -\frac{c R}{\sqrt{a^2 - c^2}} \frac{\omega_u(u)}{\omega(u)} \right) + b, \quad b \in \mathbb{R}. \]

Let now consider the case of constant negative curvature. Before doing this note that, as \( K = -1/R^2 \), (4) becomes

\[ \omega(u) - R^2 \omega_{uu}(u) = 0, \]

which implies that

\[ \omega(u)^2 - R^2 \omega_u(u)^2 = a, \quad a \in \mathbb{R}. \]

And the latter two imply

\[ \omega_{uu} \omega - \omega_u^2 = \frac{a}{R^2}. \]

In this case, differently from the case of positive curvature, the constant \( a \) can be any real number. Performing changes of variables, similar to the case of constant positive curvature, (21) can be integrated and gives:

**Proposition 4.2** (Negative curvature). Let \( M^2 \subset (N^3, g) \) be a \( G_X \)-invariant surface of constant negative Gauss curvature \( K = -1/R^2 \), locally parametrized by \( \psi(u,v) \) (see (1)) with \( \gamma \) horizontal lift. Then a geodesic on \( M^2 \), which is not an orbit, with slant \( c \neq 0 \), can be parametrized by

\[ v(u) = \sqrt{\omega^2 - c^2} \, c \omega_u + b, \quad \text{if} \quad a = 0, \]

\[ v(u) = \frac{R}{\sqrt{-a}} \arcsin \left( -\frac{c R}{\sqrt{c^2 - a}} \frac{\omega_u(u)}{\omega(u)} \right) + b, \quad \text{if} \quad a < 0, \]

\[ v(u) = \frac{R}{\sqrt{a}} \ln \left( \frac{c R \omega_u + \sqrt{a (\omega^2 - c^2)}}{\omega \sqrt{c^2 - a}} \right) + b, \quad \text{if} \quad 0 < a < c^2, \]

\[ v(u) = \frac{R}{\sqrt{a}} \sinh^{-1} \left( \frac{c R}{\sqrt{a^2 - c^2}} \frac{\omega_u(u)}{\omega(u)} \right) + b, \quad \text{if} \quad a > c^2, \]

\[ v(u) = \frac{R}{2c} \ln \left( \frac{\omega_u^2}{\omega^2} \right) + b, \quad \text{if} \quad a = c^2, \]

where \( b \in \mathbb{R} \).

In the last case, that is when the Gauss curvature is zero, we have that \( \omega_u = a \in \mathbb{R} \), and it can be handled in the same way as before, giving

**Proposition 4.3** (Flat case). Let \( M^2 \subset (N^3, g) \) be a flat \( G_X \)-invariant surface, locally parametrized by \( \psi(u,v) \) (see (1)) with \( \gamma \) horizontal lift. Then a geodesic on \( M^2 \), which is not an orbit, with slant \( c \neq 0 \), can be parametrized by
\[ v(u) = \frac{1}{a} \arctan \left( \frac{c}{\sqrt{\omega^2 - c^2}} \right) + b, \quad \text{if} \quad a \neq 0, \]
\[ v(u) = \frac{c}{\omega \sqrt{\omega^2 - c^2}} u + b, \quad \text{if} \quad a = 0, \]

where \( b \in \mathbb{R} \).

**Remark 4.4.** The local expressions of the geodesics given in this section are particularly explicit. Nevertheless, for being completely honest, we have to point out that they are true only in the case the invariant surface is parametrized by a horizontal lift of the profile curve and this, in the general case, makes things more complicated as explained in Remark 3.4.
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