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Abstract. Microblogging services, especially Twitter, allow the user to share their most recent thoughts, feelings or news freely and almost immediately. Hence, the number of news tweets generated by the news media is increasing exponentially. Mining the valuable data from the large volume of tweets can help increase the revenue of organisations by allowing them to engage with the public faster and better by responding to the latest topics of interest. In this work, mining the hot keywords and being able in classifying the news tweets, trending topic and keywords in the news tweets. Both supervised and unsupervised machine learning models are used. Several machine learning algorithms are being used to compare the accuracy in classifying the tweets.
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1. Introduction

Twitter's fast pace has made it ‘the place’ where news breaks happen, attracting millions of people to keep up with the latest news in the world [1]. According to [2], there are 2.4 million twitter users in Malaysia, therefore, the number of Malaysian Twitter users that engage with the breaking news in Twitter is huge. In addition, according to [3], 70% percent of Malaysian read the news online.

The aim of this work is to analyze the news tweets to identify current hot keywords of each topic and perform news tweets classification. To achieve this objective, both supervised and unsupervised learning algorithms are used. Supervised machine learning model is used to classify the tweets while an unsupervised learning model will be used to relate a large amount of vectorized text to the limit number of unassigned topics. The supervised learning algorithms are logistic regression, support vector machine (SVM), artificial neural network (ANN), recurrent neural network (RNN) and long short-term memory (LSTM), whilst unsupervised learning algorithm is the latent dirichlet allocation (LDA).

Logistic regression is named after the logistic function used at the core of the method [4]. It is the old gold standard in performing classification. SVM are useful in performing data classification [5]. They identify a hyperplane in the N-dimensional space for N features to distinctly classify the data points [6]. ANN are mathematical models that try to simulate the structure and functionalities of biological neural networks [7]. Back propagation is used to update the weight for each iteration of training. RNN is a class of neural networks that is capable of solving the problem in modeling sequence data such as
time series or natural language [8]. With one or more feedback connections, the RNN enables the activations to flow around in a loop; thus, RNN is able to perform temporal processing and learn sequences. It has an additional node to loop back the internal state to process the input.

LSTM is an enhanced version of the RNN to overcome the issue of vanishing gradient problem (i.e. the decay of the loss function over the time) [9]. This is because RNN cannot store the memory for an extended period of time due to the context layer constantly updating the weight throughout the training phase [9]. The illustration of the LSTM’s architecture is shown in Fig. 1 [9].

![LSTM's architecture](image)

LDA is good at finding word-level topics, hence it is useful for clustering documents based on the topic [10]. It is a three-level hierarchical Bayesian model, that is used to identify the topic of the document by reducing the dimension of the document and calculate the probability distribution of the frequency of the words without the class labels [10]. LDA can be represented by:

$$p(\theta|z,w|\alpha,\beta) = p(\theta|\alpha) \prod_{n=1}^{N} p(w_n|z_n,\beta)$$

(1)

2. Materials and Methods

2.1. Tweets

Twitter is a popular social networking and microblogging site that allows users to describe their current status within 140-character messages known as tweets [11]. Due to the properties of real-time sharing, Twitter has become the source of text information as more and more users are joining Twitter to share their stories, express their opinion about different topics, create content marketing etc.

2.1.1. Library for Collecting Tweets API

To collect the tweets, `searchtweets`, a Python library created by Twitter that serves as a wrapper for search APIs of the enterprise and premium licenses to provide a command-line utility, was employed [12]. This library provides the following useful features:

- Outputs a stream of data for low in-memory requirements
- 30-day Search (including Full Archive Search)
- Flexibility of use in Python programs
- Premium and Enterprise authentication methods

The news tweets are collected from the Malaysia News Twitter accounts, namely The Star, New Straits Times, The Edge Malaysia, The Sun daily, Malay Mail, BFM Radio, TheEdge Property, and The Star R.age, using Twitter API.

2.2. Programming Language Chosen

Python is being chosen to conduct this research. Python is a high level, general-purpose programming language that is user-friendly in which it emphasizes the readability where most of the keywords are plain English [13]. It is an interpreted programming language where it can be executed directly without needing to be compiled down into machine-language instructions before executed by the machine.
2.3. Text Preprocessing Library

NLTK is a Python natural language processing (NLP) library to handle human language data [14]. It has easy-to-use interfaces with over 50 corpora and lexical resources, and a suite of text processing libraries for tokenization, tagging, classification, stemming, semantic reasoning, parsing, supported with an active discussion forum [15].

SpaCy is a free, open-source library for advanced NLP in Python [16]. SpaCy is built on Cython, a superset of Python that has C-like performance, hence it is fast. It is designed specifically for production use and helps to build an application that processes and “understand” large volumes of text. Both NLTK and SpaCy were used to clean the text by removing stop words, punctuations and stemming of words to remove the noise in the data. Example of stop words include are, an, the, while, etc. that only serve as conjunction in the sentence.

2.4. Library for Machine Learning

Python has many matured machine learning libraries to perform the classification process. The libraries used were TensorFlow, Keras, Gensim and Scikit-learn.

Tensorflow provides a comprehensive flexible ecosystem of libraries, tools and community resources, to build and deploy machine learning-powered applications. It was developed by the Google Brain Team in 2015 [17]. TensorFlow provides an extensive machine learning library to develop and train models in Python, JavaScript, C++, Java, Go language and Swift. TensorFlow also has simplified the flow to deploy the model in the cloud, on-premise, in the browser, or on-device through the collection of tools in the library [18]. The model that builds and trains in TensorFlow is run as a blackbox as illustrated in Fig. 2 [19]. However, the granularity that TensorFlow offers has become a barrier for newcomers.

![Fig. 2: Black box model in TensorFlow](image)

Keras is TensorFlow's high-level API for building and training deep learning models, used for state-of-the-art research, fast prototyping and production [20]. The advantages of Keras over TensorFlow are:

- User-friendly as it has a simple and consistent interface that is optimized for common use cases. It also has clear and actionable feedback on user errors.
- Modular and composable by connecting configurable building blocks together to build he models, with few restrictions.
- Easy to extend as it allows custom building blocks to be written to express new ideas for research. Examples include the development of new metrics, layers, loss functions, and state-of-the-art models.

The machine learning model that is trained in either TensorFlow or Keras can be deployed in the web browser by using TensorFlow.js.
Gensim supports document indexing, topic modeling, and similarity retrieval with large corpora [21]. It is another Python library that is well-optimised for NLP, information retrieval (IR) and document similarity analysis [22].

Scikit-learn for machine learning, is a Python module built on top of SciPy [23]. Designed to interoperate with the Python numerical and scientific libraries NumPy and SciPy, it provides support for regression, classification and clustering algorithms including random forests, support vector machines (SVM), k-means, gradient boosting and DBSCAN.

3. Results and Discussion

3.1. Supervised Learning

The accuracy of the models is the performance evaluation of the performance of the models. The higher the better. ANN obtained the lowest accuracy score among the models in classifying the tweets, while the highest accuracy was achieved by the bidirectional Stacked LSTM with the accuracy score of 92.54%. The second lowest accuracy was logistic regression with a score of 30.28%, followed by SVM, RNN, LSTM, Stacked LSTM, and Bidirectional LSTM with the accuracy score of 33.64%, 48.93%, 57.19%, 60.24% and 60.55%, respectively. This performance observation was due to the ambiguity of the words in the sentence that had increased the difficulty in classifying the tweets. Moreover, as tweets are of very limited length, it requires “common sense” to understand the concept of the tweets within a few words. ANN, logistic regression and SVM do not have the embedding layer to help the model to extract the hidden pattern from the tweets. Whereas, RNN and LSTM have the additional embedding layer to store the corpus and extract the hidden meaning throughout the training phase.

Logistic regression and SVM were able to outperform ANN by a margin as ANN uses the weight of each neuron to classify the tweets, while logistic regression and SVM create a separating line to classify the tweets. The hyperplane in SVM and polynomial function in logistic regression are less affected by the ambiguity of the words. SVM has higher accuracy than logistic regression because logistic regression tries to find a best fit line while SVM finds the best space to form a hyperplane to separate the classes. As there are more than 3 thousand points, fitting the point with the best fit line is harder than drawing a line in the space to separate the classes.

Stacked bidirectional LSTM was able to score the highest accuracy among other models because the accuracy of the neural network often increases as the depth of the model increases. This is why the accuracy of the stacked LSTM is similar to bidirectional LSTM. However, when the depth of the bidirectional LSTM increases, it can lead to a significant improvement in the accuracy. In comparison, the ordinary LSTM only see inputs from the past, while bidirectional LSTM learn from two way inputs: past to future, and future to past [24]. Moreover, with the addition of layers, the hidden neuron is able to add levels of abstraction of input observations over time; thus the model is able to chunk observations over time or represent the problem at different time scales to achieve a better accuracy [25].

3.2 Unsupervised Learning Model

The metrics to evaluate the LDA is text perplexity. For the purposes of the evaluation, the lower the perplexity, the better.

The Gensim LDA model was evaluated via coherence score and text perplexity. The Gensim LDA model achieved low text perplexity of -23.211504971215284, which is the probability distribution of the sentences or texts in the model. Hence, theoretically this is a good model. The visualisation of the word per topic, as shown in Fig. 3, indicates that the topics overlap and hence the low perplexity score of the model.

Gensim LDA also supports topic modeling using bag of words (BOW) only. Gensim BOW LDA obtained a text perplexity score of -9.240800339985618 and has lower overlapping of the topic as shown in Fig. 4. This shows that the presence of an e-dictionary will cause the Gensim LDA model to over-map the word to the dictionary of words, thus causing the overlapping of the topic in the model.
(a) Inter-topic Distance Map

(b) Top 30 Words of the topic
The text perplexity of the Scikit-learn LDA is higher than Gensim LDA with the score of 2268.962449476619. However, Fig. 5 shows that there is a distinct distribution of the topic. Therefore,
the text perplexity cannot be the only indicator to evaluate the performance of the model. Rather, there is also a need to factor in the distance between the topics.

4. Conclusion

The objectives of the work had been achieved. Stacked bidirectional LSTM is able to achieve 92.54%, which was considered a high-performance model. For unsupervised model to look for the hot keywords will be scikit-learn LDA model as it can classify the keywords into the topic without overlapping with each other.
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