HOT SCATTERERS AND TRACERS FOR THE TRANSFER OF HEAT IN COLLISIONAL DYNAMICS
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Abstract. We introduce stochastic models for the transport of heat in systems described by local collisional dynamics. The dynamics consists of tracer particles moving through an array of hot scatterers describing the effect of heat baths at fixed temperatures. Those models have the structure of Markov renewal processes. We study their ergodic properties in details and provide a useful formula for the cumulant generating function of the time integrated energy current. We observe that out of thermal equilibrium, the generating function is not analytic. When the set of temperatures of the scatterers is fixed by the condition that in average no energy is exchanged between the scatterers and the system, different behaviours may arise. When the tracer particles are allowed to travel freely through the whole array of scatterers, the temperature profile is linear. If the particles are locked in between scatterers, the temperature profile becomes nonlinear. In both cases, the thermal conductivity is interpreted as a frequency of collision between tracers and scatterers.

1. Introduction.

1.1. Lattice Hamiltonian dynamics.

Smooth interactions. The study of conduction of thermal energy by Hamiltonian lattice dynamics has recently known a great deal of activity and numerical as well as analytical results have accumulated. For one-dimensional systems, general lattice Hamiltonian dynamics may be defined in the following way. Consider $N$ particles of unit mass located on a one-dimensional lattice with local positions and momenta $(q_i, p_i) = \{(q_i, p_i)\}_{1 \leq i \leq N}$, with $q_i, p_i \in \mathbb{R}^d$. The Hamiltonian $H$ takes the form,

$$H(p, q) = \sum_{i=1}^{N} \left[ \frac{p_i^2}{2} + V(q_i) + U(q_i - q_{i+1}) \right], \quad (1.1)$$

where $V$ represents the interaction with an external substrate and $U$ a nearest-neighbor interaction. Typically, the pinning potentials $V$ and $U$ are smooth and confining, i.e. they grow to infinity when the norm of their argument goes to infinity. Much effort has been devoted to the study of those systems in the case where the dynamics is a small perturbation of a completely integrable one, namely the case of chains of weakly anharmonic oscillators. For particles moving in a one-dimensional space, those are described for instance by potentials of the form,

$$U(x) = \frac{1}{2} \omega^2 x^2, \quad V(x) = \frac{1}{2} \nu^2 x^2 + \frac{1}{4} \lambda x^4,$$

with $\lambda$ small. The situation may be summarized as follows [11, 16, 14, 19], the dynamics is properly described by a Peierls-Boltzmann equation for phonons and under the assumption that this equation holds, the conductivity is finite and may be computed as a function
of temperature and microscopic interactions. The temperature dependence is of the form $1/T^2$.

**Collisional dynamics.** Another type of lattice Hamiltonian dynamics arises in systems where the local dynamics is given by a billiard dynamics \[\{7,11,12,16\}\]. Physically, dynamics of this type can model aerogels, namely gels from which one has removed the liquid components and replaced them by molecules of gas. For instance, one may take in \([11]\) particles moving in one dimension, i.e. $d = 1$, and take a sequence of interactions $V_k$ and $U_k$,

$$V_k(x) = f_k \left( \frac{x}{b} \right), \quad U_k(x) = f_k \left( \frac{x}{a} \right), \quad f_k(x) = \frac{x^{2k}}{2k}.$$  

In the limit $k \to \infty$, one obtains,

$$V_\infty(x) = \begin{cases} +\infty & \text{if } |x| > b \\ 0 & \text{if } |x| \leq b \end{cases}, \quad U_\infty(x) = \begin{cases} +\infty & \text{if } |x| > a \\ 0 & \text{if } |x| \leq a \end{cases} \quad (1.2)$$

and the dynamics is described by a sequence of “collisions” between nearest neighbors. When the difference of positions of two neighboring particles reach the parameter $a$, they exchange their velocities and thus their kinetic energies. This model, originally introduced in \([16]\), was dubbed in \([12]\) the complete exchange model. One may also simply consider particles moving in square cells located on a one-dimensional lattice. While remaining confined at all times, the particles collide with their nearest-neighbors through holes in the cells walls. The first type of such models, in which the local dynamics is described by semi-dispersing billiards was introduced in \([7]\) and its thermal transport properties were studied in \([11]\). General collisional models of this type have been introduced in \([12]\) and may be described as follows. Formally, the dynamics is described by a Hamiltonian of the form \([11]\) where interaction potentials is equal to zero inside a region $\Omega_U \subset \mathbb{R}^d$ with smooth boundary $\Lambda$ of dimension $d - 1$, and equal to infinity outside. Likewise, the pinning potential $V$ is assumed to be zero inside a bounded region $\Omega_V$ and infinity outside, implying that the motion of a single particle remains confined for all times. The regions $\Omega_U$ and $\Omega_V$ being specified, the dynamics is equivalent to a billiard in high dimension.

**Physical observables.** Dynamics described by smooth interactions and collisional dynamics have several qualitative differences and similarities that we briefly point out. In both cases the interactions between components occur only between nearest neighbors on a lattice and thus the evolution of the local energy may be written as,

$$E_n(t) - E_n(0) = J_{n-1 \to n}([0,t]) - J_{n \to n+1}([0,t]). \quad (1.3)$$

In the case of smooth interaction potentials, the time integrated energy current between sites $n$ and $n + 1$ takes the form

$$J_{n \to n+1}([0,t]) = \int_0^t \frac{1}{2} (\mathbf{p}_n(s) + \mathbf{p}_{n+1}(s)) \cdot \nabla U(\mathbf{q}_n(s) - \mathbf{q}_{n+1}(s)) ds$$

whereas in the case of collisional dynamics,

$$J_{n \to n+1}([0,t]) = \frac{1}{2} \sum_{0 \leq k \leq N_t} \left[ p_n^k (S_n^k)^2 - p_{n+1}^k (S_n^k)^2 \right], \quad (1.4)$$

where the component of the vector $\mathbf{p}_n$ in the direction of the unit vector $\mathbf{n} = \|q_i - q_{i+1}\|^{-1} (q_i - q_{i+1})$ at the time of collision is denoted by $p_n^k = \mathbf{p}_n \cdot \mathbf{n}$. $N_t$ counts the number of collision up to time $t$ and $(S_n^k)_k$ is the sequence of collision times. Note that in the complete exchange model, $p_n^k = p_n$ and the time integrated current between two
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neighbors is simply the sum of all kinetic energy exchanges between the particles. Assume now that such systems are thermalized at different temperatures at their boundaries. In order to understand the transfer of energy from one side to the other, one is interested in the ergodic behavior of the current and in computing \( \lim_{t \to +\infty} t^{-1} J_{n \to n+1}(0, t) \) which gives the average current of energy in the stationary state. Because of the special form of the time-integrated current \( \frac{1}{t} \int_0^t J_{n \to n+1}(0, \tau) \, d\tau \), a natural guess to make is that local equilibrium settles in and to assume that this limit is given by

\[
\lim_{t \to +\infty} \frac{1}{t} J_{n \to n+1}(0, t) = \nu (T_n - T_{n+1})
\]

where \( \nu = \lim_{t \to \infty} t^{-1} N_t \) is the frequency of collisions between neighbors under local equilibrium conditions. \( T_n = \frac{1}{2} \langle p_n^2 \rangle \) is the average kinetic energy of the particles. The conductivity is thus identified to the frequency of collisions. Typically, the collisions occur when the particles get near the boundaries of their cell and thus the frequency of collisions is roughly proportional to the average number of visits to the boundaries per unit time. Because the particle travels freely within its cell, this is proportional to \( \sqrt{T_n} \). Once this relation is taken for granted, then the temperature profile may be computed because, by conservation of energy, the current must be constant throughout the system,

\[
\lim_{t \to +\infty} \frac{1}{t} J_{(n-1) \to n}(0, t) = \lim_{t \to +\infty} \frac{1}{t} J_{n \to n+1}(0, t).
\]

This is equivalent to a finite difference equation for the set of temperatures of the local equilibrium distribution. Numerical studies show that the identification of the conductivity with the frequency of collisions holds true to a very high degree of accuracy in a wide class of collisional dynamics, when the individual particles collide rarely. In particular, it was shown [12] that it does not depend on the detailed chaotic properties of the local dynamics as it was originally assumed [11].

Although such a simple way to compute heuristically the heat conductivity does not exist in weakly anharmonic systems, there are similarities between the two dynamics considered in a weakly interacting regime and written in proper coordinates. In both cases, a linearized Boltzmann equation describes properly the thermal properties of the systems. Depending on the context, each mode or particle behaves as if it was coupled to an ideal stochastic heat bath and the intensity of the coupling depends on the microscopic interactions and yields the thermal conductivity. This quantity is also identified with the frequency of collisions between the components (phonons or particles) in equilibrium. More precisely in the case of collisional dynamics, each particle moves freely within its own cell and interact with its neighbors as if those were part of infinite thermal bath with fixed temperature. The Boltzmann type approach is successful in computing theoretically the conductivity from microscopic interactions and local temperature as was checked in numerical simulations [1, 12].

1.2. Models and results. An important feature of the collisional models is that the evolution of energy occurs at discrete (collision) times and amounts to an exchange of kinetic energy between neighbors. The length of the interval of time between two successive collisions depends itself on the kinetic energy of the particle, which fixes the \( \sqrt{T} \) dependance of the collision frequency. Our idea is to build and analyze models which are stochastic from the start and share the general structure described by the Boltzmann description sketched above.
Thus, we want to consider dynamics which consists of a mixture of integrable Hamiltonian dynamics and collisions with stochastic heat baths. The models are made of scatterers described as heat baths and tracer particles transferring energy between those “hot” scatterers. The tracers move in a one-dimensional interval in which the scatterers are located on a lattice. The motion of a tracer is ballistic except when it encounters a scatterer. At that point its velocity is randomly updated according to a law which depends on the temperature of the scatterer. The temperature of the scatterers is fixed by the condition that in the stationary state, no energy is exchanged between the scatterers and the tracers. In spirit, this is similar to the so-called self-consistent chain of (an)harmonic oscillators [3, 4, 5], but in our case it may be naturally interpreted as a condition ensuring that the energy transfer per unit time between scatterers is constant throughout the system.

Relation to previous works. Geometrically, the systems we study are analogous to the ones introduced and studied in [9, 10, 15]. The scatterers of our models are similar to the energy storing devices of those models. However, in our case, the dynamics is stochastic from the start and the action of the scatterer models the one of a very large system. As in those models we distinguish two types of dynamics. Depending on whether the particles are confined or not between the scatterers, we derive a non-linear or linear profile of temperatures for the scatterers. Those two types of behaviours described by wandering or confined tracers seem to be universal in systems described by a collisional dynamics at a microscopic level [9, 10, 15, 11, 12, 16]. Among the collisional dynamics described above, two typical examples are given in [16] and [11, 12]. In [16], a detailed numerical analysis of the complete exchange model is provided. Fourier’s law holds and the temperature profile is linear. In our framework this may be understood as an instance of wandering tracer dynamics. Indeed, in the complete exchange dynamics, it is not only the energy that is exchanged between neighbors but also the momenta of the particles. Thus, the dynamics is more similar to the one of particles traveling through the whole system. In [11, 12], models where the particles are confined and exchange only a fraction of their energy are considered. They display a temperature profile identical to the ones of the confined tracers.

Organisation of the paper. As stochastic processes, our models are naturally described by Markov renewal processes and in section 2 we consider the simplest dynamics of the type we want to study. We define the stochastic process generated by the free motion of a particle in a box. The particle collides with the walls of the box and its velocity is randomly updated according to some fixed probability law. We compute the unique invariant measure for this process. This justifies rigorously the updating rule used in computer simulations [20]. In section 3 we define the tracers and scatterers models in full generality and provide an explicit formula for the stationary measure out of equilibrium. In section 4 we describe and analyze the properties of the wandering tracer model in its simplest version, i.e. when a tracer encounters a scatterer it is deterministically transmitted on the other side of the scatter. We find that when the temperatures are fixed and the temperatures in the bulk chosen such that the transfer of energy is constant throughout the system, then the temperature profile of the scatterers is linear. The identity between thermal conductivity and frequency of collisions between tracers and scatterers appears as a natural consequence of the renewal theorem for Markov renewal processes. Next, we study the cumulant generating function of the time-integrated current of energy. We give a rather explicit formula allowing to compute derivatives of any order. A striking feature is the lack of analyticity of the generating function. The origin of this phenomenon may traced back to the presence of particles with arbitrarily low speed. Nevertheless, we are able to show the validity of the
Green-Kubo formula for the conductivity. The final section is devoted to the analysis of the dynamics of confined tracers. In that case, we find that the condition that there are no exchange of energy between the scatterers and the particles imposes a non-linear profile of temperature.

2. Basic process.

We first describe in detail a model which will be the elementary building block of the models we intend to study. We consider a single particle moving in the interval \([0, 1]\) with a positive velocity. When the particle reaches 1, it is absorbed and re-emitted in 0 with a random positive velocity.

To be more precise, we consider an i.i.d. sequence \((v_i)_{i=1,2,...}\) such that \(v_i > 0\) a.s. for all \(i\). The particle is re-emitted from 0 with speed \(v_i\) after its \(i\)-th collision with the wall at 1. The time to reach 1 again is then \(\tau_i := 1/v_i\).

Suppose the particle starts at time \(t = 0\) at position \(q_0 \in [0, 1]\) with velocity \(p_0 > 0\). The time of the first collision with the wall at 1 is \(S_0 = S_0(q_0, p_0) := \frac{1 - q_0}{p_0}\), and the time of the \(n\)-th collision is \(S_n := S_0 + \tau_1 + \cdots + \tau_n, \quad n \geq 1\).

We define now a stochastic process \((q_t, p_t)_{t \geq 0}\) with values in \([0, 1] \times \mathbb{R}_+\)

\[
(q_t, p_t) = F(q, p, t, (\tau_n)_{n \geq 1}) := \begin{cases} 
(q_0 + p_0 t, p) & \text{if } t < S_0, \\
\left(\frac{t - S_{n-1}}{\tau_n}, \frac{1}{\tau_n}\right) & \text{if } S_{n-1} \leq t < S_n, \quad n \geq 1.
\end{cases}
\]

We denote by \(\mathcal{B}_b\) the set of all bounded Borel \(f : [0, 1] \times \mathbb{R}_+ \rightarrow \mathbb{R}\) and we set

\[
P_t f(q_0, p_0) := \mathbb{E}(f(q_t, p_t)) = \mathbb{E}(f(F(q, p, t, (\tau_n)_{n \geq 1})), \quad (q_0, p_0) \in [0, 1] \times \mathbb{R}_+.
\]

Then it is not difficult to prove that

**Proposition 2.1.** The process \((q_t, p_t)_{t \geq 0}\) is Markov and \((P_t)_{t \geq 0}\) has the semigroup property:

\[
P_{t+s} = P_t P_s, \quad t, s \geq 0.
\]

2.1. The invariant measure. We assume now that

\[
\mu := \mathbb{E}(\tau_i) = \mathbb{E}(1/v_i) < +\infty,
\]

and that the distribution of \(\tau_i\) is non-lattice, i.e. there is no \(\delta \geq 0\) such that \(\mathbb{P}(\tau_i \in \delta\mathbb{N}) = 1\). This assumption is not necessary but it simplifies the presentation; for the applications we have in mind, the distribution of \(\tau_i\) has a density and is therefore always non-lattice.

We denote the law of \(\tau_i\) by \(\psi(d\tau)\) and the law of \(v_i = 1/\tau_i\) by \(\phi(du)\). The law of \(\tau_1 + \cdots + \tau_n\) is denoted as usual by the \(n\)-fold convolution \(\psi^n\).

**Proposition 2.2.** The only invariant measure on \([0, 1] \times \mathbb{R}_+\) of the process \((q_t, p_t, t \geq 0)\) is given by \(\gamma(dq, dp) = dq \phi(dp)/\mu p\).
Proof. For any bounded Borel function \( f : [0, 1] \times \mathbb{R}_+ \mapsto \mathbb{R} \)
\[
P_t f(q_0, p_0) =
\]
\[
= \mathbb{1}_{(t < S_0)} f(q_0 + p_0 t, p_0) + \mathbb{1}_{(t \geq S_0)} \sum_{n=1}^{\infty} \mathbb{E} \left( \mathbb{1}_{(S_{n-1} \leq t < S_n)} f \left( \frac{t - S_{n-1}}{\tau_n}, \frac{1}{\tau_n} \right) \right)
\]
\[
= \mathbb{1}_{(t < S_0)} f(q_0 + p_0 t, p_0) + \mathbb{1}_{(t \geq S_0)} \sum_{n=1}^{\infty} \int_{0}^{t-S_0} \psi^{(n-1)}(ds) \int_{s}^{+\infty} \psi(d\tau) f \left( \frac{t - S_0 - s}{\tau}, \frac{1}{\tau} \right)
\]
\[
= \mathbb{1}_{(t < S_0)} f(q_0 + p_0 t, p_0) + \mathbb{1}_{(t \geq S_0)} \int_{0}^{t-S_0} U(ds) \int_{s}^{+\infty} \psi(d\tau) f \left( \frac{t - S_0 - s}{\tau}, \frac{1}{\tau} \right),
\]
where we recall that \( S_n = S_0(q,p) + \tau_1 + \cdots + \tau_n \) and we set \( \psi^0(ds) = \delta_0(ds) \) and
\[
\int_{a}^{b} U(ds) = \sum_{n=1}^{\infty} \int_{a}^{b} \psi^{(n-1)}(ds) = \delta_0(ds) + \sum_{n=1}^{\infty} \int_{a}^{b} \psi^{n}(ds), \quad 0 \leq a \leq b.
\]
The renewal measure \( U(ds) \) gives the average number of collisions in the time interval \( ds \).
We obtain
\[
P_t f(q_0, p_0) = \mathbb{1}_{(t < S_0)} f(q_0 + p_0 t, p_0) + \mathbb{1}_{(t \geq S_0)} \int_{0}^{+\infty} \psi(d\tau) \int_{0}^{\gamma(t-S_0)} U_s(ds) f \left( \frac{s}{\tau}, \frac{1}{\tau} \right) \tag{2.1}
\]
where \( U_s([a,b]) = U([t-b,t-a]) \) for \( 0 \leq a \leq b \leq t \). By Blackwell’s renewal theorem (see e.g. \cite{2} Theorem V.4.3), \( U([t-b,t-a]) \) converges to \((b-a)/\mu as t \to +\infty. Therefore, the last expression converges to
\[
\int_{0}^{+\infty} \psi(d\tau) \int_{0}^{\tau} \frac{ds}{\mu} f \left( \frac{s}{\tau}, \frac{1}{\tau} \right) = \int_{0}^{1} dx \int_{0}^{+\infty} \frac{\tau \psi(d\tau)}{\mu} f \left( x, \frac{1}{\tau} \right)
\]
\[
= \int_{[0,1] \times \mathbb{R}_+} f(x,u) \frac{\phi(du)}{\mu u} dx =: \int_{[0,1] \times \mathbb{R}_+} f(x,u) \gamma(dx,du).
\]
In other words we have for all bounded Borel \( f : [0, 1] \times \mathbb{R}_+ \mapsto \mathbb{R} \)
\[
\lim_{t \to +\infty} P_t f(q_0, p_0) = \int_{[0,1] \times \mathbb{R}_+} f d\gamma, \quad \forall (q_0, p_0) \in [0,1] \times \mathbb{R}_+.
\]
Since \((P_t)_{t \geq 0}\) is a semigroup, we obtain
\[
\int f d\gamma = \lim_{s \to +\infty} P_s f(q_0, p_0) = \lim_{s \to +\infty} P_{t+s} f(q_0, p_0) = \lim_{s \to +\infty} P_s P_t f(q_0, p_0) = \int P_t f d\gamma,
\]
i.e. \( \gamma \) is invariant for \((P_t)_{t \geq 0}\). This convergence result for all initial conditions \((q_0, p_0) \in [0,1] \times \mathbb{R}_+\) implies that \( \gamma(q,dp) \) is the only invariant measure of the process. \( \square \)

We remark that the invariant measure \( \gamma \) satisfies
\[
\int f d\gamma = \mathbb{E} \left( f \left( U, \frac{1}{\tau} \right) \frac{\tau}{\mu} \right), \tag{2.2}
\]
where \((U, \tau)\) is independent, \( U \) is uniform on \([0,1]\) and \( \tau \) has same law as \( \tau_1 \).
2.2. The main example. The process we study here will be used to build dynamics where the updating of the velocities simulate the action of a thermal bath acting through a wall. Assume that in our set-up one wishes to obtain a process whose invariant measure \( \gamma(dq, dp) \) is given by

\[
\gamma(dq, dp) = \mathbb{1}_{[0,1]}(q) \mathbb{1}_{[0,+\infty]}(p) \sqrt{\frac{2\beta}{\pi}} e^{-\beta \frac{q^2}{2}} dq dp,
\]

where \( \beta > 0 \). Then from the above results we see that we must choose the updating distribution

\[
\phi_\beta(p) = \mathbb{1}_{(p>0)} p \sqrt{\frac{2\beta}{\pi}} e^{-\beta \frac{p^2}{2}} \int_{\mathbb{R}_+} u \sqrt{\frac{2\beta}{\pi}} e^{-\beta \frac{u^2}{2}} du = \mathbb{1}_{(p>0)} \beta p e^{-\beta \frac{p^2}{2}}.
\]

The distribution of the interarrival time becomes accordingly

\[
\psi_\beta(d\tau) := \mathbb{1}_{(\tau>0)} \frac{\beta}{\tau} \exp\left(-\frac{\beta}{2\tau^2}\right) d\tau,
\]

where we recall that \( \phi_\beta \) and \( \psi_\beta \) are related by

\[
\int f(v) \phi_\beta(v) dv = \int f\left(\frac{1}{\tau}\right) \psi_\beta(d\tau).
\]

2.3. A renewal theory viewpoint. We recall now some classical results of renewal theory and show their relevance in our setting.

We consider again the i.i.d. sequence \((\tau_n)_{n \geq 1}\) that we used for the construction of the process \((q_t, p_t)\). We recall that \( \tau_n > 0 \) a.s., \( E(\tau_n) := \mu < +\infty \) and the distribution of \( \tau_i \) is non-lattice. A (delayed) renewal process associated with \((\tau_n)_{n \geq 1}\) is a sequence

\[S_0 \geq 0, \quad S_n := S_{n-1} + \tau_n, \quad n \geq 1,\]

where \( S_0 \) is independent of \((\tau_n)_{n \geq 1}\). We define

\[n_t := \sum_{n=0}^{\infty} \mathbb{1}_{(S_n \leq t)} = \#\{n = 0, 1, \ldots : S_n \leq t\} = \inf\{n : S_n > t\}.
\]

We assume for simplicity that \( S_0 > 0 \) and \( S_0 \) is non-random. Then we define the processes

\[B_t := S_{n_t} - t, \quad t \geq 0,
\]

\[A_t := \begin{cases} 
\tau - S_{n_t-1}, & t \geq S_0, \\
A_0 + t, & t < S_0,
\end{cases}
\]

where \( A_0 \geq 0 \) is non-random and \( B_0 = S_0 > 0 \) by assumption. Then it is easy to see that in our setting, for \((q_0, p_0) \in [0,1] \times [0, +\infty]\)

\[A_0 = \frac{q_0}{p_0}, \quad B_0 = S_0 = S_0(q_0, p_0) \implies q_t = \frac{A_t}{A_t + B_t}, \quad p_t = \frac{1}{A_t + B_t}, \quad \forall \ t \geq 0.
\]

This follows, in particular, from

\[
\frac{1}{A_t + B_t} = \begin{cases} 
p_0, & \forall \ t < S_0, \\
\tau_{n_t}, & \forall \ t \geq S_0,
\end{cases}
\]

Then we recall the following result (see e.g. [2] Chapter V).
Proposition 2.3. The processes \((A_t)_{t \geq 0}\), \((B_t)_{t \geq 0}\) and \((A_t, B_t)_{t \geq 0}\) are strong Markov. Any invariant probability measure of \((A_t)_{t \geq 0}\) is also invariant for \((B_t)_{t \geq 0}\) and must coincide with \(x \mathbb{P}(\tau_1 \in dx)/\mu\). The only invariant probability measure \(\nu\) for the process \((A_t, B_t)_{t \geq 0}\) is given by
\[
\int f \, d\nu = \mathbb{E}\left(f(U_\tau, (1-U)\tau) \frac{\tau}{\mu}\right),
\]
where \((U, \tau)\) is independent, \(U\) is uniform on \([0,1]\) and \(\tau\) has same law as \(\tau_1\).

Since \((q_t, p_t)\) is given by an injective function computed at \((A_t, B_t)\), then \((q_t, p_t)\) is also strong Markov; moreover, an invariant probability measure \(\gamma(dq, dp)\) for \((q_t, p_t)\) is necessarily given by
\[
\int f \, d\gamma = \mathbb{E}\left(f\left(\frac{U_\tau}{U_\tau + (1-U)\tau}, \frac{1}{U_\tau + (1-U)\tau}\right) \frac{\tau}{\mu}\right) = \mathbb{E}\left(f\left(U, (1-\tau^{-1})\frac{\tau}{\mu}\right)\right),
\]
which is the same formula found in (2.2) above.

2.4. Markov renewal processes. A natural generalization of a renewal process is provided by a Markov renewal process (see [2]), which is a pair of stochastic processes \((X_n, \tau_{n+1})_{n \geq 0}\), such that
\[
\begin{align*}
(1) \quad & (X_n)_{n \geq 0} \text{ is a Markov chain in some finite state space } E \text{ with transition density } (q_{ij})_{i,j \in E} \\
(2) \quad & \text{ conditionally on } \mathcal{H} = \sigma((X_n)_{n \geq 0}), \ (\tau_{n+1})_{n \geq 0} \text{ is an independent sequence of positive random variables such that for all } n \geq 1 \\
& \quad \mathbb{P}(\tau_n \leq t | \mathcal{H}) = \mathbb{P}(\tau_n \leq t | X_n, X_{n+1}) = G_{ij}(t)
\end{align*}
\]
on the event \(\{X_n = i, X_{n+1} = j\}\), where \((G_{ij})_{i,j \in E}\) is a family of distribution functions on \([0, +\infty[\).

The sequence of interarrival times \((\tau_{n+1})_{n \geq 0}\) is in general not i.i.d. However, given the Markov chain \((X_n)_{n \geq 0}\), \((\tau_{n+1})_{n \geq 0}\) is independent and the law of \(\tau_{n+1}\) depends on \(X_n\) and \(X_{n+1}\). This kind of process will be the main mathematical tool in the concrete models we analyze in the following sections.

3. Tracers and hot scatterers

We consider a gas of \(M\) non-interacting tracer particles moving through a one-dimensional lattice of scatterers \(w_n, n = 1, \ldots, N\). In between the scatterers, the tracers move with constant speed in the boxes \(I_i\),
\[
I_n = [n-1, n], \quad n = 1, \ldots, N \tag{3.1}
\]
When a tracer encounters the scatterer \(n\), it is absorbed and re-emitted on either side according to a certain probability distribution with a random velocity \(p\) distributed according to the law
\[
\phi_{\beta_n}^\pm(p) = p^\pm e^{-\beta_n \frac{p^2}{2}}, \tag{3.2}
\]
see [2.3]. The state space describing the motion of the particle is thus the cartesian product of the positions space \(I = [0, N]\) and velocity space \(\mathbb{R}^* = \mathbb{R}\setminus\{0\}\), \(\Omega = I \times \mathbb{R}^*\). At the extremities of the system the sign of the velocity is reversed but the particle bounces back with a random velocity distributed according to the same law with parameter \(\beta_L\) and \(\beta_R\). This dynamics defines a Markov renewal process which we describe now more formally using the same notations as above.
For notational simplicity, we define the dynamics for a single tracer particle, the extension to $M$ particles is straightforward. The particle moves in the interval $I := [0, N]$, which is split into $N$ subintervals of equal length: $I_n := [n - 1, n]$, $n = 1, \ldots, N$. At time $t = 0$, the particle starts at position $q_0 \in [0, N]$ with speed $p_0 \in \mathbb{R}^* := \mathbb{R}\setminus\{0\}$ and we define $(n_0, \sigma_0) \in E$ as follows: $n_0 := \lfloor q + (\text{sign}(p_0) + 1)/2 \rfloor \in \{0, 1, \ldots, N\}$, where $\lfloor \cdot \rfloor$ denotes the integer part; in other words $n_0$ is such that
\[
\begin{cases}
n_0 - 1 < q_0 \leq n_0 & \text{if } \text{sign}(p_0) = +1, \\
n_0 \leq q_0 < n_0 + 1 & \text{if } \text{sign}(p_0) = -1.
\end{cases}
\]
and denotes the first scatterer the particle hits. We define moreover
\[
\sigma_0 := \begin{cases}
\text{sign}(p_0), & \text{if } n_0 \in \{1, \ldots, N - 1\}, \\
-\text{sign}(p_0), & \text{if } n_0 \in \{0, N\}.
\end{cases}
\]
In other words, if the first scatterer the particle hits is at the boundary $\{0, N\}$ of the system, then the particle will be reflected at the first hitting.

We suppose that the sequence $X_k = (n_k, \sigma_k)$ of scatterers visited by the particle and signs of the velocity is a Markov chain on
\[
E := \{(n, \sigma), \ n = 1, \ldots, N - 1, \ \sigma = \pm 1\} \cup \{(0, +1), (N, -1)\},
\]
with initial state $(n_0, \sigma_0)$ and with an irreducible probability transition matrix on $E$ such that
\[
q(n, \sigma),(n', \sigma') = \begin{cases}
1 & \text{if } (n, \sigma) = (1, -1) \text{ and } (n', \sigma') = (0, +1) \\
1 & \text{if } (n, \sigma) = (N - 1, +1) \text{ and } (n', \sigma') = (N, -1) \\
0 & \text{if } n \in \{1, \ldots, N - 1\} \text{ and } n' \neq \sigma'.
\end{cases}
\]
The first two conditions mean that the tracer is always reflected at $n = 0$ and $n = N$. The last condition means that the new sign $\sigma'$ gives the next scatterer $n'$ visited: if $\sigma' = +1$ then $n' = n + 1$, if $\sigma' = -1$ then $n' = n - 1$. The irreducibility assumption gives the existence of a unique invariant probability measure that we call $(\nu_\alpha)_{\alpha \in E}$.

We now define the time the particle takes between two subsequent visits to the scatterers. Conditionally on $H = \sigma((X_k)_{k\geq0})$, the sequence $(\tau_k)_{k\geq1}$ is independent with distribution defined by
\[
P(\tau_k \in d\tau | H) = P(\tau_k \in d\tau | X_{k-1}) = \frac{\beta_n}{\tau^3} \exp\left(-\frac{\beta_n}{2\tau^2}\right) \mathbb{1}_{(\tau > 0)} d\tau =: \psi_n(d\tau) \quad (3.3)
\]
on the event $\{X_{k-1} = (n, \sigma)\}$, where $\beta_0, \ldots, \beta_N \in \mathbb{R}_+$, see (2.4).

We consider now the Markov chain $(X_k)_{k\geq0}$ with initial state $X_0 = (n, \sigma)$ and the associated sequence $(\tau_k)_{k\geq1}$. The time of the first collision with a wall is
\[
S_0 = S_0(q_0, p_0) := \frac{n_0 - q_0}{p_0} > 0,
\]
and the time of the $k$-th collision with one of the scatterers is
\[
S_k := S_0 + \tau_1 + \cdots + \tau_k, \quad k \geq 1.
\]
Before time $S_0$, the particle moves with uniform velocity $p$. Between time $S_{k-1}$ and time $S_k$, the particle moves with uniform velocity $\frac{\sigma_k}{\tau_k}$ and $(S_k)_{k\geq0}$ is the sequence of times when $q_t \in \{0, \ldots, N\}$. In particular we define the sequence of incoming velocity $v_k$ at time $S_k$
\[
v_0 := p_0, \quad v_k := \frac{\sigma_k}{\tau_k}, \quad k \geq 1. \quad (3.4)
\]
We define precisely the stochastic process \((q_t, p_t)_{t \geq 0}\) with values in \([0, N] \times \mathbb{R}^+\)

\[
(q_t, p_t) := \begin{cases} 
(q_0 + p_0 t, p_0) & \text{if } t < S_0, \\
(n_{k-1} + \frac{\alpha_k}{\tau_k}(t - S_{k-1}), \frac{\alpha_k}{\tau_k}) & \text{if } S_{k-1} \leq t < S_k, \ k \geq 1,
\end{cases}
\]

(3.5)

and we use the notation \(X_k = (n_k, \sigma_k), \ X_{k-1} = (n_{k-1}, \sigma_{k-1})\). Then, in analogy with Propositions 2.1 and 2.2, we have the result

**Proposition 3.1.** The process \((q_t, p_t)_{t \geq 0}\) is Markov and its only invariant measure on \([0, 1] \times \mathbb{R}^+\) is given by

\[
\gamma(dq, dp) = \frac{1}{Z_N} \sum_{n=1}^{N} \mathbb{1}_{t_n}(q) \sum_{\sigma = \pm 1} \left( \nu(n-1, \sigma) q(n-1, \sigma)(n+1) \mathbb{1}_{(p>0)} \beta_{n-1} e^{-\beta_n \frac{\alpha_n^2}{\tau}} + \nu(n, \sigma) q(n, \sigma)(n-1) \mathbb{1}_{(p<0)} \beta_n e^{-\beta_n \frac{\alpha_n^2}{\tau}} \right) dq \, dp
\]

(3.6)

where \(Z_N = \sqrt{\frac{2}{\pi}} \sum_{(n, \sigma) \in E} \nu(n, \sigma) \sqrt{\beta_n}\).

**Proof.** The proof is very similar to that of Proposition 2.2. The renewal measures we have to consider is

\[
U_{\alpha, \alpha'}(t) = \sum_{k=1}^{\infty} \mathbb{P}_\alpha \left( S_k \leq t, \ X_k = \alpha' \right),
\]

where under \(\mathbb{P}_\alpha\) the process \(X_k\) has the law described above with \(X_0 = \alpha = (i, \sigma)\) a.s. Then the analog of formula (2.1) is

\[
P_t f(q_0, p_0) = \mathbb{1}_{(t < S_0)} f(q_0 + p_0 t, p_0) + \mathbb{1}_{(t \geq S_0)} \sum_{\alpha', \alpha''} \int_0^{\infty} \int_0^{\tau \wedge (t - S_0)} q_{\alpha', \alpha''} \psi_{\alpha'}(d\tau) \int_0^{\tau \wedge (t - S_0)} U_{\alpha, \alpha'}^t(ds) f\left( n' + \frac{\sigma'' s}{\tau}, \frac{\sigma''}{\tau} \right)
\]

where we use the notation \(\alpha = (n, \sigma), \ \alpha' = (n', \sigma'), \ \alpha'' = (n'', \sigma'')\) and the measure \(U_{\alpha, \alpha'}^t(ds)\) are defined by

\[
U_{\alpha, \beta}^t([a, b]) = U_{\alpha, \beta}(t - b) - U_{\alpha, \beta}(t - a), \quad 0 \leq a \leq b \leq t, \quad \alpha, \beta \in E.
\]

Since the analog of Blackwell’s Theorem holds also for Markov renewal processes, see e.g. [2] Theorem VII.4.3, we obtain

\[
\lim_{t \to +\infty} U_{\alpha, \beta}^t([a, b]) = (b - a) \frac{\nu_{\beta}}{\overline{\nu}}
\]

where \(\nu\) is the unique probability invariant measure on \(E\) of the Markov chain \((X_k)_{k \geq 0}\) and

\[
\overline{\nu} := \sum_{(n, \sigma) \in E} \nu(n, \sigma) \int_{\mathbb{R}^+} \tau \psi_n(d\tau) = \sqrt{\frac{\pi}{2}} \sum_{(n, \sigma) \in E} \nu(n, \sigma) \sqrt{\beta_n}.
\]
Therefore

\[
\lim_{t \to +\infty} P_t f(q_0, p_0) = \sum_{\alpha', \alpha'' \in E} \int_0^{+\infty} q_{\alpha', \alpha''} \psi_{n'}(d\tau) \int_0^\tau ds \frac{\nu_{\alpha'} f}{\mu} \left( n' + \frac{\sigma'' s}{\tau}, \frac{\sigma''}{\tau} \right) \\
= \frac{1}{\mu} \sum_{\alpha', \alpha'' \in E} \nu_{\alpha'} q_{\alpha', \alpha''} \int_0^1 dx \int_0^{+\infty} \tau \psi_{n'}(d\tau) f \left( n' + \sigma'' x, \frac{\sigma''}{\tau} \right) \\
= \int_{[0,1] \times \mathbb{R}} f(q,p) \gamma(dq,dp).
\]

Arguing as in the proof of Proposition 2.1, we conclude. \(\square\)

**Remark 3.2.** Notice that the invariant measure is always explicit, although in general the process \((q_t, p_t)_{t \geq 0}\) is not reversible.

### 4. Wandering tracers

#### 4.1. Generalities and physical observables.

In the first model that we study, when a tracer reaches a scatterer \(n \in \{1, \ldots, N - 1\}\), it is absorbed on one side and re-emitted on the other side with a random velocity distributed according to a law determined by the temperature of the scatterers. The sign of the velocity changes when and only when the tracer reaches the scatterers 0 or \(N\). The transition matrix of the underlying Markov chain is

\[
q(n, \sigma, (n', \sigma')) = \begin{cases} 
1 & \text{if } n' = n + \sigma \notin \{0, N\} \text{ and } \sigma = \sigma' \\
1 & \text{if } (n, \sigma) = (1, -1) \text{ and } (n', \sigma') = (0, +1) \\
1 & \text{if } (n, \sigma) = (N - 1, +1) \text{ and } (n', \sigma') = (N, -1) \\
0 & \text{otherwise.}
\end{cases}
\]

The associated invariant probability measure given is the uniform distribution on \(E\). In fact, in this case the Markov chain moves deterministically as follows:

\[
\begin{align*}
\{ n_k &= f(|n_0 + \sigma_0 k| \text{ mod } 2N), & f(i) &:= N - |N - i|, \quad i = 0, \ldots, 2N \\
\sigma_k &= \sigma_0 (-1)^{|(n + \sigma_0(n_0 - N) + N)/N|}, & k &\geq 1.
\end{align*}
\]

In particular, we have the following periodicity

\[
(X_k)_{k \geq 0} \overset{d}{=} (X_{k+2N})_{k \geq 0} \quad \text{under } \mathbb{P}_{(n_0, \sigma_0)}
\]

where \(\overset{d}{=}\) denotes equality in distribution. Proposition 3.1 becomes

**Proposition 4.1.** The process \((q_t, p_t)_{t \geq 0}\) is Markov and its only invariant measure on \([0,1] \times \mathbb{R}^*\) is given by

\[
\gamma(dq, dp) = \frac{1}{Z_N} \sum_{n=1}^N 1_{I_n}(q) \left( 1_{(p > 0)} \beta_{n-1} e^{-\beta_{n-1} \frac{q^2}{2}} + 1_{(p < 0)} \beta_n e^{-\beta_n \frac{q^2}{2}} \right) dq dp
\]

where \(Z_N = \sqrt{\frac{\pi}{2}} \sum_{n=1}^N \left( \sqrt{\beta_{n-1}} + \sqrt{\beta_n} \right)\).

The first useful result is the computation of the asymptotic frequency of collision of a tracer with a fixed scatterer.
Proposition 4.2. For \( n \in \{0, \ldots, N\} \) set \( \phi_{n,0} := \inf\{ \ell \geq 0 : n \ell = n \} \),
\[
\phi_{n,k+1} := \inf\{ \ell > \phi_{n,k} : n \ell = n \}, \quad k \geq 0
\]
and
\[
N^n_t := \sum_{k=1}^{\infty} 1_{(S_{n,k} \leq t)}, \quad \hat{N}^n_t := \sum_{k=1}^{2} 1_{(S_{n,2k} \leq t)}, \quad t \geq 0. \tag{4.4}
\]
Then for any initial condition \((q_0, p_0)\), \( \mathbb{P}(q_0, p_0) \)-a.s.
\[
\lim_{t \to +\infty} \frac{N^n_t}{t} = \lim_{t \to +\infty} \frac{\hat{N}^n_t}{t} = \frac{2}{Z_N}, \quad \text{if} \quad n \in \{1, \ldots, N-1\}, \tag{4.5}
\]
\[
\lim_{t \to +\infty} \frac{N^n_t}{t} = \frac{1}{Z_N}, \quad \text{if} \quad n \in \{0, N\}. \tag{4.6}
\]
Proof. Let \( n \in \{1, \ldots, N-1\} \). By (4.2), the sequence \((S_{\phi_{n,2(k+1)} - S_{\phi_{n,2k}}})_{k \geq 0}\) is i.i.d. and therefore we have by the renewal theorem
\[
\lim_{t \to +\infty} \frac{\hat{N}^n_t}{t} = \frac{2}{Z_N} \mathbb{E}(S_{\phi_{n,2}} - S_{\phi_{n,0}}) = \sqrt{\frac{2}{\pi}} \sum_{i=1}^{N} (\sqrt{\beta_{i-1}} + \sqrt{\beta_i}).
\]
Since \( |\hat{N}^n_t - N^n_t| \leq 1 \), we conclude. \( \square \)

We next identify the physical quantities of interest. The energy exchanged between the scatterer \( n \) and a particle during a time interval \([0, t]\) is given by
\[
E_n([0, t]) := \frac{1}{2} \sum_{k \geq 0, S_k \leq t} (v_{k+1}^2 - v_k^2) 1_{(n_k = n)},
\]
recall that, by (3.4) and (3.5), \( v_k \) and \( v_{k+1} \) are respectively the incoming and the outcoming velocity at time \( S_k \). The total entropy flow due to the exchange of energy between the scatterers and a particle is given by
\[
S_n([0, t]) := -\frac{E_n([0, t])}{T_n}, \quad S([0, t]) := \sum_{n=0}^{N} S_n([0, t]). \tag{4.7}
\]
The energy exchanged between scatterers \( n \) and \((n+1)\) during a time interval \([0, t]\) is
\[
J_{n \to n+1}([0, t]) := \frac{1}{2} \sum_{k \geq 1, S_k \leq t} v_k^2 \left(1_{(n_{k-1} = n)} \sigma_{k-1} = 1 - 1_{(n_{k-1} = n+1, \sigma_{k-1} = -1)}\right).
\]
We define the energy flow per unit time in the stationary state by
\[
E_n := \lim_{t \to +\infty} \frac{1}{t} E_n([0, t]). \tag{4.8}
\]
Similarly, the entropy flow per unit time is given by
\[
S_n := \lim_{t \to +\infty} \frac{1}{t} S_n([0, t]), \quad S := \sum_{n=0}^{N} S_n \tag{4.9}
\]
and the current of energy between scatterers \( w_n \) and \( w_{n+1} \) is given by the transfer of energy per unit time,
\[
J_n := \lim_{t \to +\infty} \frac{1}{t} J_{n \to n+1}([0, t]). \tag{4.10}
\]
Proposition 4.3. The limits in (4.8), (4.9) and (4.10) exist \( P_{(q_0,p_0)} \) a.s. and for all \( n = 1, \ldots, N - 1 \),
\[
\mathcal{E}_n = \frac{2T_n - T_{n-1} - T_{n+1}}{Z_N} \quad \text{and} \quad \mathcal{E}_0 = \frac{T_0 - T_1}{Z_N}, \quad \mathcal{E}_N = \frac{T_N - T_{N-1}}{Z_N},
\]
(4.11)
\[
\mathcal{J}_n = \frac{T_n - T_{n+1}}{Z_N}, \quad \mathcal{S} = \frac{1}{Z_N} \sum_{n=0}^{N-1} \frac{(T_n - T_{n+1})^2}{T_n T_{n+1}} \geq 0.
\]
(4.12)

Proof. Setting \( Y_k := (X_{i+2Nk}, i = 0, \ldots, 2N - 1) \in E^{2N} \) then by (4.2) and the Markov property we have that \( (Y_k)_{k \geq 0} \) forms an i.i.d. sequence. Using the notation (4.4) we can write
\[
E_n([0,t]) = \frac{1}{2} \sum_{k \geq 0} (v_{k+1}^2 - v_k^2) \mathbb{1}_{(n_k = n)} = \frac{1}{2} \sum_{k=0}^{N_l} \left( v_{\phi_{n,k+1}}^2 - v_{\phi_{n,k}}^2 \right)
\]
and define
\[
e^n_k := \frac{1}{2} \left( v_{\phi_{n,k+1}}^2 - v_{\phi_{n,k}}^2 \right), \quad \hat{E}_n([0,t]) = \sum_{k=0}^{\hat{N}_l} \left( e^2_{2k+1} + e^2_{2k} \right).
\]
Notice that \( e^n_k \) is the exchange of energy between the scatterer \( n \) and the particle at the \((k+1)\)th passage of the particle by the scatterer \( n \). Since \( (Y_k)_{k \geq 0} \) is i.i.d., then \( (e^n_{2k+1} + e^n_{2k})_{k \geq 0} \) is also i.i.d. and we obtain by (4.5) and by the law of large numbers for \( n \in \{1, \ldots, N - 1\} \)
\[
\lim_{t \to +\infty} \frac{1}{t} \hat{E}_n([0,t]) = \lim_{t \to +\infty} \frac{\hat{N}_l}{2t} \hat{E}_n([0,t]) = \frac{1}{Z_N} \mathbb{E}_{(q_0,p_0)}(e^n_1 + e^n_0).
\]
Now, over a period of \( 2N \) transitions of \((X_k)_{k \geq 0}\), each scatterer \( n \in \{1, \ldots, N - 1\} \) is visited twice, once coming from the right and once from the left. Therefore
\[
\mathbb{E}_{(q_0,p_0)}(e^n_1 + e^n_0) = 2T_n - T_{n-1} - T_{n+1}, \quad \forall \ n \in \{1, \ldots, N - 1\}.
\]
Notice now that \( |\hat{E}_n([0,t]) - E_n([0,t])| \leq |e^n_{N_l}| =: W_t \). It can be seen that \( W_t/t \to 0 \) and therefore we obtain the first relation of (4.11).
If now \( n \in \{0,N\} \), by (4.6)
\[
\lim_{t \to +\infty} \frac{1}{t} E_n([0,t]) = \lim_{t \to +\infty} \frac{N_l}{t} \frac{1}{N_l} E_n([0,t]) = \frac{1}{2} \frac{1}{Z_N} \mathbb{E}_{(q_0,p_0)}(e^n_0).
\]
In particular
\[
\frac{1}{2} \mathbb{E}_{(q_0,p_0)}(e^n_0) = T_0 - T_1, \quad \frac{1}{2} \mathbb{E}_{(q_0,p_0)}(e^n_0) = T_N - T_{N-1},
\]
and the proof of (4.11) is complete. The proof of the first relation in (4.12) is similar. The second relation follows from (4.11) and a summation by parts:
\[
Z_N S = - \sum_{n=0}^{N-1} (T_n - T_{n+1}) \left( \frac{1}{T_n} - \frac{1}{T_{n+1}} \right) = \sum_{n=0}^{N-1} \frac{(T_n - T_{n+1})^2}{T_n T_{n+1}}.
\]
□
4.2. Self-consistency, Fourier’s law and temperature profile. From \((4.11)\) and \((4.12)\), we have the obvious result

**Proposition 4.4. (Self-consistency condition)** The only collection \((T_n)_{n=0,\ldots,N}\) such that

\[\mathcal{E}_n = 0, \quad n = 1, \ldots, N-1\]

with \(T_0 = T_L\) and \(T_N = T_R\) is

\[T_n = T_L + \frac{n}{N}(T_R - T_L), \quad n = 0, \ldots, N. \tag{4.13}\]

The entropy flow per unit time \(S\) is equal to 0 if and only if \(T_L = T_R\).

Note that the condition on the exchange of energy is imposed only for the scatterers. In contrast, when \(T_L \neq T_R\) the tracer will always exchange energy with the boundary walls.

Let us consider now \(M_N\) (to be fixed) non-interacting tracer particles described by their momenta and positions \((p, q) = (p_i, q_i)_{1 \leq i \leq M_N}\) and moving through the array of scatterers. As the motions of the tracers are independent, the generalization is straightforward. The corresponding stationary measure is given by

\[\gamma^{M_N}(dq, dp) = \prod_{i=1}^{M_N} \gamma(dq_i, dp_i) \tag{4.14}\]

and the total average current between scatterers \(w_n\) and \(w_{n+1}\) is the sum of the contribution of each particle in \((4.12)\)

\[J^{M_N}_n = M_N \frac{T_n - T_{n+1}}{Z_N}. \tag{4.15}\]

The total rate of energy exchanged between the scatterer \(w_n\) and the tracers in the stationary state is given by

\[\mathcal{E}^{M_N}_n = M_N \frac{2T_n - T_{n-1} - T_{n+1}}{Z_N}. \tag{4.16}\]

Thus, if the the self-consistency condition is imposed and the temperatures of the scatterers is given by \((4.13)\), then, by \((4.15)\), one has

\[J^{M_N}_n = -\frac{M_N}{NZ_N}(T_R - T_L). \tag{4.17}\]

The local conductivity is defined as the ratio of the average current of energy to the local temperature gradient, namely,

\[\kappa_n \equiv \lim_{N \to \infty} \frac{J^{M_N}_n}{T_n - T_{n+1}} = \lim_{N \to \infty} \frac{M_N}{Z_N}. \tag{4.18}\]

If the temperature profile is given by \((4.13)\), then one may compute the explicit asymptotic behavior of \(Z_N\) in the large \(N\) limit

\[\lim_{N \to \infty} \frac{Z_N}{N} = \sqrt{\frac{2\pi}{N}} \int_0^1 \frac{dx}{(T_L + x(T_R - T_L))^\frac{1}{2}} = \frac{2\sqrt{2\pi}}{T_R^\frac{1}{2} + T_L^\frac{1}{2}}. \tag{4.19}\]

Thus for a number of tracers \(M_N = o(N)\), we have \(\kappa_n = 0\). This is because when the number of scatterers increases, the proportion of time that a given tracer spends carrying energy from scatterer \(w_n\) to \(w_{n+1}\) goes to zero simply because the tracer must go back and forth in a larger and larger system. However, we see that if we take as many tracer particles
as scatterers, namely \( M_N = N \), then Fourier’s law holds, i.e the conductivity is finite. Its value is given by

\[
\kappa_n = \frac{T_R^2 + T_L^2}{2\sqrt{2\pi}}. \tag{4.20}
\]

Notice that \( \kappa_n \) does not depend on \( n \). In particular, if \( T_L = T_R = T \)

\[
\kappa_n = \sqrt{\frac{T}{2\pi}}. \tag{4.21}
\]

4.3. Cumulant generating function and the Gallavotti-Cohen symmetry relation.

We denote \( B = (\beta_0, \ldots, \beta_N) \in \mathbb{R}^{N+1} \). We do not need in this section to assume that \( T_i := \beta_i^{-1} \) satisfy (4.13). Fix \( n \in \{0, \ldots, N-1\} \). We are going to compute and study the properties of the cumulant generating function,

\[
f_n(\lambda, B) := \lim_{t \to +\infty} \frac{1}{t} \log \mathbb{E} \left( \exp \left( -\lambda J_n([0, t]) \right) \right), \quad \forall \lambda \in ] - \beta_n, \beta_{n+1}[. \tag{4.22}
\]

We define \( \Delta_n(\alpha) := (\mathbb{1}_{(i=n, \sigma=1)} - \mathbb{1}_{(i=n+1, \sigma=-1)}) \) for \( \alpha = (i, \sigma) \in E \). For \( \lambda \in ] - \beta_n, \beta_{n+1}[ \) and \( \epsilon \geq 0 \), we define

\[
C_n(\alpha, \lambda, \epsilon) := \beta_i \int_0^{+\infty} v e^{-v} \left( \frac{1}{\xi} - (\beta_i + \lambda \Delta_n(\alpha)) \right)^2 dv, \quad \alpha = (i, \sigma) \in E. \tag{4.23}
\]

and the function \( F_n \), which is crucial in the computation of \( f_n(\lambda, B) \),

\[
F_n(\lambda, \epsilon, B) := \prod_{\alpha \in E} C_n(\alpha, \lambda, \epsilon). \tag{4.24}
\]

\( F_n \) will be identified with the spectral radius of some matrix.

We anticipate a striking feature of our model: for \( \beta_n \neq \beta_{n+1} \), the cumulant generating function \( f_n(\cdot, B) \) is not analytic around \( \lambda = 0 \). In particular, \( f_n(\cdot, B) > 0 \) for \( \lambda \) in a left neighborhood of 0, while \( f_n(\cdot, B) = 0 \) in a right neighborhood of 0. See Remark 4.6 and section 4.4 below for further discussions.

**Proposition 4.5.** If \( \beta_n \leq \beta_{n+1} \) then \( \forall \lambda \in ] - \beta_n, 0[ \cup ] - \beta_{n+1} \) \( f_n(\lambda, B) \) is given by the unique solution \( \epsilon_0 > 0 \) to the equation

\[
F_n(\lambda, \epsilon_0, B) = 1.
\]

If \( \lambda \in [0, \beta_{n+1} - \beta_n] \), then \( f_n(\lambda, B) = 0 \). The function \( f_n(\cdot, B) \) is convex and continuous over \( ] - \beta_n, \beta_{n+1}[ \) and satisfies the Gallavotti-Cohen symmetry relation

\[
f_n(\lambda, B) = f_n(\beta_{n+1} - \beta_n - \lambda, B). \tag{4.25}
\]

**Proof.** We call a family of \( \sigma \)-finite measures \( F_{\alpha, \alpha'}(d\tau) \) on \([0, +\infty[\) indexed by \((\alpha, \alpha') \in E \times E\), a kernel. Given two kernels \( F \) and \( G \) we define their convolution \( F \ast G \) as the kernel

\[
(F \ast G)_{\alpha, \alpha'}([0, t]) := \sum_{\gamma \in E} \int_0^t F_{\alpha, \gamma}(d\tau) \int_0^{t-\tau} G_{\gamma, \alpha'}(ds). \tag{4.26}
\]

We can reduce to the case of \( q_0 \in \{0, \ldots, N\} \), so that \( S_0 = 0 \). We set

\[
Z_{\alpha, \alpha'}(t) := \mathbb{E}_{\alpha} \left( \exp \left( -\lambda J_n([0, t]) \right) \mathbb{1}_{(X_{N_i} = \alpha')} \right)
\]

\[
= \mathbb{E}_{\alpha} \left( \exp \left( -\frac{\lambda}{2} \sum_{k=1}^{N_t} v_k^2 \Delta_n(X_{k-1}) \mathbb{1}_{(X_{N_i} = \alpha')} \right) \right).
\]
where we recall that \( \Delta_n(\alpha) := (\mathbb{1}_{i=n, \sigma=1} - \mathbb{1}_{i=n+1, \sigma=-1}) \) for \( \alpha = (i, \sigma) \), and
\[
N_t := \sum_{k=1}^{\infty} \mathbb{1}_{(S_k \leq t)}.
\]
Let us also set for \( \alpha = (i, \sigma) \) and \( \alpha' = (i', \sigma') \)
\[
M_{\alpha, \alpha'}(d\tau) := q_{\alpha, \alpha'} \psi_i(d\tau) \exp \left( -\frac{\lambda \Delta_n(\alpha)}{2\tau^2} \right)
= q_{\alpha, \alpha'} \beta_i \tau^3 \exp \left( -\frac{(\beta_i + \lambda \Delta_n(\alpha))}{2\tau^2} \right) \mathbb{1}_{(\tau > 0)} d\tau.
\]
By summing over all possible values of \( N_t \) we obtain
\[
Z_{\alpha, \alpha'}(t) = \mathbb{P}_{\alpha}(\tau_1 > t) \delta_{\alpha, \alpha'} + \sum_{\ell=1}^{\infty} E_{\alpha} \left( \mathbb{1}_{(N_t = \ell)} \exp \left( -\frac{\lambda}{2} \sum_{k=1}^{\ell} v_k^2 \Delta_n(X_k) \right) \mathbb{1}_{(X_{\ell} = \alpha')} \right)
= \mathbb{P}_{\alpha}(\tau_1 > t) \delta_{\alpha, \alpha'} + \sum_{\ell=1}^{\infty} M_{\alpha, \alpha'}^{\ell}([0, t]),
\]
where \( M_{\alpha, \alpha'}^{\ell} \) is the convolution of \( M \) with itself \( \ell \) times. Let us set for \( \epsilon \geq 0 \)
\[
B_{\alpha, \alpha'}^{\ell} := \int_{0}^{+\infty} e^{-\epsilon \tau} M_{\alpha, \alpha'}(d\tau) = q_{\alpha, \alpha'} \beta_i \int_{0}^{+\infty} v \exp \left( -\frac{\epsilon}{v} - (\beta_i + \lambda \Delta_n(\alpha)) \frac{v^2}{2} \right) dv
= q_{\alpha, \alpha'} C_{\alpha}(\lambda, \epsilon),
\]
where \( C_{\alpha} \) is defined in \( \textbf{[4.23]} \), and let us denote
\[
B_{\alpha, \alpha'} = B_{\alpha, \alpha'}^{0} = q_{\alpha, \alpha'} \beta_i \int_{0}^{+\infty} v \exp \left( -\frac{\beta_i + \lambda \Delta_n(\alpha)}{2} \frac{v^2}{2} \right) dv = \frac{q_{\alpha, \alpha'} \beta_i}{\beta_i + \lambda \Delta_n(\alpha)}.
\]
Because of the explicit form of the coefficients, we have
\[
B_{\alpha, \alpha'} = \begin{cases} 
q_{\alpha, \alpha'}, & \alpha \notin \{(n, +1), (n+1, -1)\} \\
\frac{\beta_n}{\beta_n + \lambda}, & \alpha = (n, +1) \\
\frac{\beta_{n+1}}{\beta_{n+1} - \lambda}, & \alpha = (n+1, -1) 
\end{cases}
\]
Recall that \( Q := (q_{\alpha, \alpha'})_{\alpha, \alpha' \in E} \) is a permutation matrix, more precisely a cyclic permutation of \( E \). The matrix \( B \) is obtained by replacing two non-zero elements of \( Q \) with, respectively, \( \frac{\beta_n}{\beta_n + \lambda} \) and \( \frac{\beta_{n+1}}{\beta_{n+1} - \lambda} \). The characteristic polynomial of \( B \) is therefore equal to
\[
p(t) = t^{2N} - \frac{\beta_n}{\beta_n + \lambda} \cdot \frac{\beta_{n+1}}{\beta_{n+1} - \lambda}.
\]
Recall that we assume \( \beta_n \leq \beta_{n+1} \).
The case \( \lambda \in ] - \beta_n, 0[ \cup ]\beta_{n+1} - \beta_n, \beta_{n+1}[, \) In this case
\[
\beta_n \beta_{n+1} > \beta_n \beta_{n+1} + \lambda (\beta_{n+1} - \beta_n - \lambda) = (\beta_n + \lambda)(\beta_{n+1} - \lambda) > 0,
\]
and therefore \( B \) has spectral radius
\[
\rho(B) = \left( \frac{\beta_n}{\beta_n + \lambda} \cdot \frac{\beta_{n+1}}{\beta_{n+1} - \lambda} \right)^\frac{1}{2N} > 1.
\]
Let us go back to the matrix \( B^\epsilon = (B^\epsilon_{\alpha,\alpha'})_{\alpha,\alpha' \in E} \). In this case, all non-zero elements of \( B \) are modified. Indeed, if \( B_{\alpha,\alpha'} > 0 \), then \( B^\epsilon_{\alpha,\alpha'} = C_\alpha(\lambda, \epsilon) \), defined as in (4.23). Therefore, the characteristic polynomial is

\[
p^\epsilon(t) = t^{2N} - \prod_{\alpha \in E} C_\alpha(\lambda, \epsilon) = t^{2N} - F(\lambda, \epsilon).
\]

Therefore, the spectral radius of \( B^\epsilon \) is

\[
\rho(B^\epsilon) = (F_\alpha(\lambda, \epsilon, B))^{\frac{1}{2N}}.
\]

Since \( B^\epsilon \) is an irreducible matrix with non-negative entries, by the Perron-Frobenius theorem [2 Th. I.6.4], \( \rho(B^\epsilon) \) is an eigenvalue of \( B^\epsilon \) with multiplicity 1; moreover this eigenvalue is associated with a right-eigenvector \( (r_\alpha) \) and a left-eigenvector \( (l_\alpha) \) such that \( r_\alpha > 0 \) and \( l_\alpha > 0 \) for all \( \alpha \in E \).

Since \( \epsilon \to \rho(B^\epsilon) \) is strictly decreasing with value \( \rho(B) > 1 \) at \( \epsilon = 0 \) and 0 limit as \( \epsilon \to +\infty \), then there exists a unique \( \epsilon_0 \) such that \( F_\alpha(\lambda, \epsilon_0, B) = 1 \). Let us set

\[
\hat{Z}_{\alpha,\alpha'}(t) := \frac{e^{-\epsilon_0 t} Z_{\alpha,\alpha'} r_\alpha}{r_\alpha}, \quad \hat{M}_{\alpha,\alpha'}(d\tau) := \frac{e^{-\epsilon_0 \tau} M_{\alpha,\alpha'}(d\tau) r_\alpha}{r_\alpha}.
\]

By construction, \( \hat{M} \) is a semi-Markov kernel, i.e.

\[
\sum_{\alpha' \in E} \int_0^{+\infty} \hat{M}_{\alpha,\alpha'}(d\tau) = 1, \quad \forall \alpha \in E.
\]

Moreover, \( \hat{Z}_{\alpha,\alpha'}(t) \) satisfies

\[
\hat{Z}_{\alpha,\alpha'}(t) = e^{-\epsilon_0 t} \mathbb{P}_\alpha(\tau_1 > t) \delta_{\alpha,\alpha'} + \sum_{\ell=1}^{\infty} \hat{M}^\ell_{\alpha,\alpha'}([0, t]).
\]

Let now \((\hat{X}_k, \hat{\tau}_{k+1})_{k \geq 0}\) be a Markov renewal process with kernel \( \hat{M} \). Then we can write

\[
\hat{U}_{\alpha,\alpha'}([0, t]) := \sum_{\ell=1}^{\infty} \hat{M}^\ell_{\alpha,\alpha'}([0, t]) = \sum_{\ell=1}^{\infty} \mathbb{P}_\alpha(\hat{\tau}_1 + \cdots + \hat{\tau}_\ell \leq t, \hat{X}_\ell = \alpha').
\]

Notice that the kernel \( \hat{M} \) has finite mean:

\[
\hat{\mu} := \sum_{\alpha,\alpha' \in E} \int_0^{+\infty} \tau \hat{\nu}_{\alpha} \hat{M}_{\alpha,\alpha'}(d\tau) \in (0, \infty),
\]

where \( \hat{\nu}_{\alpha} = l_{\alpha'}/\sum_{\gamma} l_{\gamma} \) is the unique invariant measure of \( \hat{X} \) on \( E \). Then, by the Markov Renewal theorem [2 Th. VII.4.3]

\[
\lim_{t \to +\infty} \frac{1}{t} \hat{U}_{\alpha,\alpha'}([0, t]) = \frac{\hat{\nu}_{\alpha'}}{\hat{\mu}}.
\]

Therefore we obtain

\[
Z_{\alpha,\alpha'}(t) = \mathbb{P}_\alpha(\tau_1 > t) \delta_{\alpha,\alpha'} + e^{\epsilon_0 t} \hat{U}_{\alpha,\alpha'}([0, t]) \frac{r_\alpha}{r_{\alpha'}}
\]

and summing over \( \alpha' \in E \)

\[
\mathbb{E}(\exp(-\lambda J_\alpha([0, t]))) = \mathbb{P}_\alpha(\tau_1 > t) + e^{\epsilon_0 t} \frac{r_\alpha}{\sum_{\alpha'} \hat{U}_{\alpha,\alpha'}([0, t])}
\]
and therefore,
\[ f_n(\lambda, B) = \lim_{t \to +\infty} \frac{1}{t} \log \mathbb{E} \left( \exp \left( -\lambda J_n([0, t]) \right) \right) = \epsilon_0. \]

The case \( \lambda \in [0, \beta_{n+1} - \beta_n] \). In this case we have \( \rho := \rho(B) \in [0, 1] \). Recall that
\[ Z_{\alpha,\alpha'}(t) = \mathbb{P}_\alpha(\tau_1 > t) \delta_{\alpha,\alpha'} + \sum_{\ell=1}^{\infty} M_{\alpha,\alpha'}^\ell([0, t]) \geq \mathbb{P}_\alpha(\tau_1 > t) \delta_{\alpha,\alpha'}, \]
where for \( \alpha = (i, \sigma) \) and \( \alpha' = (i', \sigma') \)
\[ \mathbb{P}_\alpha(\tau_1 > t) = \left( 1 - e^{-\beta_i \frac{1}{\tau^2}} \right) \]
and summing over \( \alpha' \in E \)
\[ \mathbb{E} \left( \exp \left( -\lambda J_n([0, t]) \right) \right) \geq \mathbb{P}_\alpha(\tau_1 > t) = \left( 1 - e^{-\beta_i \frac{1}{\tau^2}} \right), \]
and therefore
\[ \liminf_{t \to +\infty} \frac{1}{t} \log \mathbb{E} \left( \exp \left( -\lambda J_n([0, t]) \right) \right) \geq \liminf_{t \to +\infty} \frac{1}{t} \log \left( 1 - e^{-\beta_i \frac{1}{\tau^2}} \right) \]
\[ \sim \lim_{t \to +\infty} \frac{1}{t} \log \left( \frac{\beta_i}{\tau^2} \right) = 0. \quad (4.28) \]

Now, let us set
\[ \tilde{M}_{\alpha,\alpha'}(d\tau) := \frac{M_{\alpha,\alpha'}(d\tau) r_{\alpha'}}{\rho r_{\alpha}}. \]
By construction, \( \tilde{M} \) is a semi-Markov kernel, i.e.
\[ \sum_{\alpha' \in E} \int_0^{+\infty} \tilde{M}_{\alpha,\alpha'}(d\tau) = 1, \quad \forall \alpha \in E. \]
Moreover, \( Z_{\alpha,\alpha'}(t) \) satisfies
\[ Z_{\alpha,\alpha'}(t) = \mathbb{P}_\alpha(\tau_1 > t) \delta_{\alpha,\alpha'} + \sum_{\ell=1}^{\infty} \rho^{-\ell} \tilde{M}_{\alpha,\alpha'}^\ell([0, t]). \]
Let now \((\tilde{X}_k, \tilde{\tau}_{k+1})_{k \geq 0}\) be a Markov renewal process with kernel \( \tilde{M} \). Then we can write
\[ \tilde{U}_{\alpha,\alpha'}([0, t]) := \sum_{\ell=1}^{\infty} \tilde{M}_{\alpha,\alpha'}^\ell([0, t]) = \sum_{\ell=1}^{\infty} \mathbb{P}_\alpha(\tilde{\tau}_1 + \cdots + \tilde{\tau}_\ell \leq t, \tilde{X}_\ell = \alpha'). \]
Notice that the kernel \( \tilde{M} \) has finite mean:
\[ \tilde{\mu} := \sum_{\alpha,\alpha' \in E} \int_0^{+\infty} \tau \tilde{\nu}_\alpha \tilde{M}_{\alpha,\alpha'}(d\tau) \in (0, \infty), \]
where \( \tilde{\nu}_\alpha \) is the unique invariant measure of \( \tilde{X} \) on \( E \). Indeed, by \([4.26]\), \( M_{\alpha,\alpha'}(d\tau) \sim C \tau^{-3} \) as \( \tau \to +\infty \). Then, by the Markov Renewal theorem \([24, \text{Th. VII.4.3}]\)
\[ \lim_{t \to +\infty} \frac{1}{t} \tilde{U}_{\alpha,\alpha'}([0, t]) = \frac{\tilde{\nu}_{\alpha'}}{\tilde{\mu}}. \quad (4.29) \]
Therefore we obtain
\[ Z_{\alpha,\alpha'}(t) \leq \delta_{\alpha,\alpha'} + \tilde{U}_{\alpha,\alpha'}([0, t]) \frac{r_{\alpha}}{r_{\alpha'}} \]
and summing over $\alpha' \in E$
\[ E \left( \exp \left( -\lambda J_n([0,t]) \right) \right) \leq 1 + \sum_{\alpha' \in E} \tilde{U}_{\alpha,\alpha'}([0,t]) \frac{r_\alpha}{r_{\alpha'}} \leq C(1 + t), \]

for some constant $C > 0$. Hence
\[ \lim \sup_{t \to +\infty} \frac{1}{t} \log E \left( \exp \left( -\lambda J_n([0,t]) \right) \right) \leq \lim \sup_{t \to +\infty} \frac{1}{t} \log (C(1 + t)) = 0. \] \hspace{1cm} (4.30)

By (4.28) and (4.30) we obtain
\[ f_n(\lambda, B) = \lim_{t \to +\infty} \frac{1}{t} \log E \left( \exp \left( -\lambda J_n([0,t]) \right) \right) = 0. \]

**Continuity and convexity of $f_n(\cdot, B)$.** It is a standard fact that
\[ \frac{\partial^2}{\partial \lambda^2} \frac{1}{t} \log E \left( \exp \left( -\lambda J_n([0,t]) \right) \right) = \frac{1}{t} \left[ \frac{\mathbb{E} \left( J^2_n([0,t]) e^{-\lambda J_n([0,t])} \right)}{\left( \mathbb{E} \left( e^{-\lambda J_n([0,t])} \right) \right)^2} - \left( \frac{\mathbb{E} \left( J_n([0,t]) e^{-\lambda J_n([0,t])} \right)}{\mathbb{E} \left( e^{-\lambda J_n([0,t])} \right)} \right)^2 \right] \]

is non-negative, so by passing to the limit $t \to +\infty$, $f_n(\cdot, B)$ is convex and finite and therefore continuous.

**The Gallavotti-Cohen symmetry relation.** Equation (4.24) follows from the analogous symmetry of $F_n(\lambda, \epsilon, \beta) = F_n(\beta_{n+1} - \beta_n - \lambda, \epsilon, \beta)$. \hspace{1cm} $\square$

**Remark 4.6.** The proof shows that the lack of analyticity of $f_n(\cdot, B)$ is related to the tail of the distribution of $\tau_i$ or, equivalently, to the probability of having slow particles in the system. Indeed, the crucial estimate (4.28), which shows that $f_n \geq 0$, follows from the polynomial decay of the probability that a particle takes an amount of time $t$ to reach the next scatterer, namely $\mathbb{P}(\tau_i > t) \sim t^{-2}$, $t \to +\infty$. This is also related to the absence of spectral gap of the dynamics. Physically, the origin of this phenomenon is the fact that the particle may get an arbitrarily small speed (taking thus an arbitrarily large amount of time before the next collision) which prevents the system from converging exponentially fast to the stationary state. This should not be regarded as an artefact of the model but rather as a general feature of collisional dynamics. We leave a more complete study of the convergence to the invariant measure to future work.

### 4.4. Green-Kubo formula and fluctuation-dissipation relations.

It is well-known that the Gallavotti-Cohen symmetry (4.24) implies the identification of the thermal conductivity with the variance of the time-integrated current, a relation known as the Green-Kubo formula. See for instance [17, 18] for a derivation of this fact in the context of chains of anharmonic oscillators, where the analyticity of the cumulant generating function is proven under suitable hypothesis on the interaction potentials.

In fact, the Gallavotti-Cohen symmetry (4.24) implies a relation between certain partial derivatives of the cumulant generating function $f_n$, which is correct if the generating function is smooth for $\lambda$ close to 0. The identification of the partial derivatives of $f_n$ with the physical quantities of interest, namely the thermal conductivity and the variance of the current, requires an exchange of limits which is often hard to justify.

In our models, as remarked before Proposition 4.5, the cumulant generating function is *not* smooth for $\lambda$ close to 0 and $\beta_n \neq \beta_{n+1}$ and therefore the computations which are usually performed require some care. We are nevertheless able to obtain the desired results, by considering only left-derivatives when needed and by showing directly that the physical
quantities of interest satisfy the expected relations. Notice that we shall denote for any function \( g : ] - \varepsilon, \varepsilon[ \to \mathbb{R} \)
\[
g(0^-) := \lim_{t \downarrow 0} g(t), \quad g(0^+) := \lim_{t \uparrow 0} g(t),
\]
whenever any of such limit exists.

**Proposition 4.7.** Let \( \mathcal{B} = (\beta_0, \ldots, \beta_N) \in \mathbb{R}_+^{N+1} \). If \( 0 < \beta_n < \beta_{n+1} \) then
\[
\frac{\partial f_n}{\partial \lambda} (0^-, \mathcal{B}) = -\frac{T_n - T_{n+1}}{Z_N} = -J_n,
\]
where \( T_i = \beta_i^{-1} \), see \([4.12]\).

**Proof.** We consider \( \lambda \in ] - \beta_n, 0[ \). Then by Proposition \([4.5]\) \( f_n(\lambda, \mathcal{B}) > 0 \) is defined by the relation \( F_n(\lambda, f_n(\lambda, \mathcal{B}), \mathcal{B}) = 1 \). Hence by the implicit function Theorem
\[
\frac{\partial f_n}{\partial \lambda} (\lambda, \mathcal{B}) = \frac{-\frac{\partial F_n}{\partial \lambda} (\lambda, f_n(\lambda, \mathcal{B}), \mathcal{B})}{\frac{\partial F_n}{\partial \varepsilon} (\lambda, f_n(\lambda, \mathcal{B}), \mathcal{B})}.
\]
A computation yields
\[
\frac{\partial F_n}{\partial \lambda} (\lambda, \mathcal{E}, \mathcal{B}) = \prod_{\alpha \in E \setminus \{(n, 1), (n+1, -1)\}} C_{\alpha} (0, \mathcal{E}) \cdot \\
\cdot \beta_n \beta_{n+1} \int_{\mathbb{R}_+^2} v_1 v_2 \frac{1}{2} (v_2^2 - v_1^2) \exp \left( \frac{\varepsilon}{v_1} - \frac{\varepsilon}{v_2} - (\beta_n + \lambda) \frac{v_1^2}{2} - (\beta_{n+1} - \lambda) \frac{v_2^2}{2} \right) dv_1 dv_2,
\]

\[
\frac{\partial F_n}{\partial \varepsilon} (\lambda, \mathcal{E}, \mathcal{B}) = \sum_{\alpha = (i, \sigma) \in E} \beta_i \int_{\mathbb{R}_+} v \exp \left( -\frac{\varepsilon}{v} - (\beta_i + \Delta_n(\alpha) \lambda) \frac{v^2}{2} \right) dv \prod_{\alpha' \in E \setminus \{\alpha\}} C_{\alpha'} (\lambda, \mathcal{E}).
\]
Since \( f_n(0, \mathcal{B}) = 0 \), by letting \( \lambda \uparrow 0 \) we find
\[
\frac{\partial f_n}{\partial \lambda} (0^-, \mathcal{B}) = \frac{\beta_n \beta_{n+1} \int_{\mathbb{R}_+^2} v_1 v_2 \frac{1}{2} (v_2^2 - v_1^2) e^{-\beta_n \frac{v_1^2}{2} - \beta_{n+1} \frac{v_2^2}{2}} dv_1 dv_2}{\sum_{\alpha = (i, \sigma) \in E} \beta_i \int_{\mathbb{R}_+} \exp \left( -\beta_i \frac{v^2}{2} \right) dv} \\
\quad = \frac{\frac{1}{\beta_{n+1}} - \frac{1}{\beta_n}}{\sum_{\alpha = (i, \sigma) \in E} \beta_i \int_{\mathbb{R}_+} \exp \left( -\beta_i \frac{v^2}{2} \right) dv} = \frac{T_n - T_{n+1}}{Z_N}. \tag{4.21}
\]

We consider now the equilibrium case \( \beta_0 = \ldots = \beta_N = \beta > 0 \).

**Proposition 4.8.** Let \( \mathcal{B}_{eq} := (\beta, \ldots, \beta) \in \mathbb{R}_+^{N+1}, \beta > 0 \). Then the function \( ] - \beta, \beta[ \ni \lambda \mapsto f_n(\lambda, \mathcal{B}_{eq}) \) is analytic, even and
\[
\frac{\partial f_n}{\partial \lambda} (0, \mathcal{B}_{eq}) = 0, \quad \frac{\partial^2 f_n}{\partial \lambda^2} (0, \mathcal{B}_{eq}) = \frac{1}{N} \frac{2}{\pi \beta^5}.
\]

**Proof.** The relation \( f_n(\lambda, \mathcal{B}_{eq}) = f_n(-\lambda, \mathcal{B}_{eq}) \) follows from the Gallavotti-Cohen symmetry \([4.12]\). The analyticity follows from the implicit function theorem.

Since \( T_n = T_{n+1} \), we know by Proposition \([4.7]\) that \( \frac{\partial f_n}{\partial \lambda} (0, \mathcal{B}_{eq}) = 0 \). We consider \( \lambda \in ] - \beta, 0[ \). Then by Proposition \([4.5]\) \( f_n > 0 \) is defined by the relation \( F_n(\lambda, f_n(\lambda, \mathcal{B}_{eq}), \mathcal{B}_{eq}) = \)
1. Hence, differentiating this relation w.r.t. $\lambda$ and then setting $\lambda = 0$ we obtain, since 
\[ f_n(0, B_{eq}) = \frac{\partial f_n}{\partial \lambda}(0, B_{eq}) = 0, \]

\[ \frac{\partial^2 f_n}{\partial \lambda^2}(0, B_{eq}) = -\frac{\partial^2 F_n}{\partial \lambda^2}(0, 0, B_{eq}) \left/ \left[ \frac{\partial F_n}{\partial \epsilon}(0, 0, B_{eq}) \right. \right]. \]

Now,
\[ \frac{\partial^2 F_n}{\partial \lambda^2}(0, 0, B_{eq}) = \beta^2 \int_{\mathbb{R}_+^2} v_1 v_2 \left( \frac{1}{4} (v_2^2 - v_1^2)^2 \exp \left( -\frac{\beta}{2} (v_1^2 + v_2^2) \right) \right) dv_1 dv_2 \]
\[ = \frac{\beta^2}{4} \int_{\mathbb{R}_+^2} v_1 v_2 \left( v_2^2 + v_1^2 - 2 v_1^2 v_2^2 \right) e^{-\beta (v_1^2 + v_2^2)} dv_1 dv_2 = \frac{\beta^2}{4} \left( \frac{1}{2} \frac{8}{\beta^3} - 2 \left( \frac{2}{\beta^2} \right)^2 \right) = \frac{2}{\beta^2}, \]

so that
\[ \frac{\partial^2 f_n}{\partial \lambda^2}(0, B_{eq}) = \frac{2}{\beta^2} \cdot \frac{1}{N} \sqrt{\frac{1}{2\pi \beta}} = \frac{1}{N} \sqrt{\frac{2}{\pi \beta^5}}. \]

\[ \square \]

Let $n \in \{0, \ldots, N - 2\}$ and for $0 \leq \Delta \beta < \beta$, let us set
\[ \beta_i := \beta > 0, \quad i \notin \{n, n + 1\}, \quad \beta_n := \beta - \frac{\Delta \beta}{2}, \quad \beta_n + 1 := \beta + \frac{\Delta \beta}{2}, \]

and let us set $B(\Delta \beta) := (\beta_0, \ldots, \beta_N)$. Notice that $B(0) = B_{eq}$. Let us set
\[ A := \{ (\lambda, \Delta \beta) : \Delta \beta \in [0, \beta[, \; \lambda \in ]-\beta, \beta - \Delta \beta[ \} \]

and $g_n : A \mapsto \mathbb{R}_+$
\[ g_n(\lambda, \Delta \beta) := f_n(\lambda, B(\Delta \beta)), \quad \forall (\lambda, \Delta \beta) \in A. \]

**Proposition 4.9.** We have the Green-Kubo relation
\[ \frac{\partial^2 g_n}{\partial \lambda^2}(0, 0) = -2 \frac{\partial}{\partial \Delta \beta} \frac{\partial g_n}{\partial \lambda}(0, 0) = \frac{1}{N} \sqrt{\frac{2}{\pi \beta^5}}. \]

**Proof.** Notice first that $g_n(\lambda, 0) = f_n(\lambda, 0)$ is analytic around $\lambda = 0$, so that
\[ \frac{\partial^2 g_n}{\partial \lambda^2}(0, 0) = \frac{\partial^2 f_n}{\partial \lambda^2}(0, B_{eq}) = \frac{1}{N} \sqrt{\frac{2}{\pi \beta^5}}. \]

by Proposition 4.8. Now, for fixed $\Delta \beta > 0$, we have by Proposition 4.7
\[ \frac{\partial g_n}{\partial \lambda}(0, \Delta \beta) = -\frac{\beta^{-1} - \beta_{n+1}^{-1}}{Z_N(B)} \]
\[ = -\frac{\Delta \beta}{\beta_n \beta_{n+1}} \sqrt{\frac{2}{\pi}} \left( (2N - 4) \sqrt{\beta + 2 \sqrt{\beta - \Delta \beta} + 2 \sqrt{\beta + \Delta \beta}} \right)^{-1}. \]

Therefore
\[ \frac{\partial}{\partial \Delta \beta} \frac{\partial g_n}{\partial \lambda}(0, 0) = \frac{1}{N} \sqrt{\frac{1}{2\pi \beta^5}}, \]

and the result is proven. \[ \square \]
Remark 4.10. It is possible to prove directly that at equilibrium, i.e. \( \beta_0 = \cdots = \beta_N = \beta > 0 \),
\[
\lim_{t \to +\infty} \frac{1}{t} \mathbb{E} \left( (J_n([0,t]))^2 \right) = \frac{1}{N} \sqrt{\frac{2}{\pi \beta^5}} = \frac{\partial^2 f_n}{\partial \lambda^2} (0, B_{eq}),
\]
which shows that the formal exchange of limits in \( t \to +\infty \) and in \( \lambda \to 0^- \) in the formula
\[
\frac{\partial^2}{\partial \lambda^2} \frac{1}{t} \log \mathbb{E} \left( \exp \left( -\lambda J_n([0,t]) \right) \right)
\]
yields indeed a correct result. Using the Gallavotti-Cohen symmetry one can prove both Proposition 4.9 and the further equality
\[
\frac{\partial^2 g_n}{\partial \lambda^2} (0, 0) = -2 \frac{\partial}{\partial \lambda} \frac{\partial g_n}{\partial \Delta \beta} (0, 0) = -2 \frac{\partial}{\partial \Delta \beta} \frac{\partial g_n}{\partial \lambda} (0, 0) = \frac{1}{N} \sqrt{\frac{2}{\pi \beta^5}}.
\]

5. Confined tracers

5.1. Generalities and physical observables. In this section, we introduce a model which gives rise to a qualitatively different behavior for the self-consistent temperature profile. The self-consistent temperature profile of the scatterers in the wandering tracers model was linear. We will see that in the case of confined tracers, the temperature profile becomes non-linear. A major difference between the two models is the dependence of the thermal conductivity on the set of temperatures of the scatterers. For an arbitrary temperature distribution of the scatterers, we have seen that in the case of wandering tracers, the conductivity was identified with a frequency of collisions of a tracer with two neighboring scatterers. As such and because the wandering tracer travels through the whole system, it was dependent on the temperature of every scatterer. In the case of confined tracers, the conductivity is a purely local function of the set of temperatures.

The general structure of the process is again one of a Markov renewal process, the notations and proofs are strictly analogous to the case of wandering tracers. In this model, the disposition of the scatterers is the same but there are exactly \( N \) tracer particles locked in between the scatterers, including the ones on the boundaries. The \( n \)-th particle moves in between the scatterers, in the interval \( I_n = [n-1, n] \), being reflected at the scatterers \( w_{n-1} \) and \( w_n \) with a random velocity \( p \) distributed according to
\[
\phi_{\beta_n}^\pm (p) = p^\pm \beta_n e^{-\beta_n p^2}.
\]
Because the particle is reflected, the sign in the distribution is the opposite of the sign of the incoming velocity. Those models are described by \( N \) independent Markov renewal processes. Each scatterer exchange energy with its two adjacent tracer particles and in order to express the self-consistency condition, we must introduce notations to describe the motion of each tracer. We describe now the process describing the motion of the \( n \)-th particle traveling between scatterers \( w_n \) and \( w_{n+1} \). The state space of the Markov chain is \( E = \{-1, +1\} \), with transition probability defined by \( q_{1,-1} = q_{-1,1} = 0 \).

Let \( (q_{n,0}, p_{n,0}) \) the initial data and velocity of the \( n \)-th particle. We define \( \sigma_{n,0} = \text{sign}(p_{n,0}) \). We consider now the Markov chain \( (\sigma_{n,k})_{k \geq 0} \) in \( E \) with initial state \( X_0 = \sigma_{n,0} \). In fact, the Markov chain has a deterministic evolution \( \sigma_{n,k} = (-1)^k \sigma_{n,0} \), \( k \geq 0 \).

For each \( \sigma \in E \), we write \( \hat{\sigma} = \frac{1}{2} (\sigma + 1) \). Then the time of the first collision with a scatterer is
\[
S_{n,0} = S_{n,0}(q_{n,0}, p_{n,0}) := \frac{n + \hat{\sigma}_{n,0} - q_{n,0}}{p_{n,0}} > 0,
\]
We now define the time the particle takes between two subsequent visits to the scatterers. Conditionally on the $\sigma$-algebra generated by $(\sigma_{n,k})_{k \geq 0}$ the sequence $(\tau_{n,k})_{k \geq 1}$ is independent with distribution defined by

$$
\mathbb{P}(\tau_{n,k} \in dt \mid \sigma_{n,k-1}) = \frac{\beta_{n+\hat{\sigma}_{n,k-1}}}{\tau^3} \exp\left(-\frac{\beta_{n+\hat{\sigma}_{n,k-1}}}{2\tau^2}\right) \mathbb{1}_{(\tau > 0)} dt,
$$

(5.2)

recall (2.4). The time of the $k$-th collision with one of the two scatterers $w_n$ and $w_{n+1}$ is

$$
S_{n,k} := S_{n,0} + \tau_{n,1} + \cdots + \tau_{n,k}, \quad k \geq 1.
$$

Before time $S_{n,0}$, the particle moves with uniform velocity $p_{n,0}$. Between time $S_{n,k-1}$ and time $S_{n,k}$, the particle moves with uniform velocity $\frac{\sigma_{n,k}}{\tau_{n,k}}$ and $(S_{n,k})_{k \geq 0}$ is the sequence of times when $q_{n,t} \in \{n, n+1\}$. In particular we define the sequence of incoming velocities $v_{n,k}$ at time $S_{n,k}$

$$
v_{n,0} := p_{n,0}, \quad v_{n,k} := \frac{\sigma_{n,k}}{\tau_{n,k}}, \quad k \geq 1.
$$

(5.3)

We define the stochastic process $(q_{n,t}, p_{n,t})_{t \geq 0}$ with values in $[n, n+1] \times \mathbb{R}^*$

$$
(q_t, p_t) := \begin{cases} 
(q_{n,0} + p_{n,0} t, p_{n,0}) & \text{if } t < S_{n,0}, \\
(n + \hat{\sigma}_{n,k-1} + \frac{\sigma_{n,k}}{\tau_{n,k}} (t - S_{n,k-1}), \frac{\sigma_{n,k}}{\tau_{n,k}}) & \text{if } S_{n,k-1} \leq t < S_{n,k}, \quad k \geq 1,
\end{cases}
$$

(5.4)

Then, in analogy with Propositions 2.1, 2.2, 3.1 and 4.1 we have the result,

**Proposition 5.1.** The process $((q_{n,t}, p_{n,t})_{t \geq 0})_{0 \leq n \leq N-1}$ is Markov and its only invariant measure is given by

$$
\mu(p, q) = \frac{1}{Z_N} \prod_{n=0}^{N-1} \mathbb{1}_{f_n(q_n)} \left[ \mathbb{1}_{(p_n > 0)} \beta_n e^{-\beta_n \frac{p^2_n}{2}} + \mathbb{1}_{(p_n < 0)} \beta_{n+1} e^{-\beta_{n+1} \frac{p^2_n}{2}} \right]
$$

(5.5)

where $\beta_0 = \beta_L$ and $\beta_N = \beta_R$ and $Z_N$ is the normalization constant,

$$
Z_N := \prod_{n=0}^{N-1} Z_n, \quad Z_n := \left(\frac{\pi \beta_n}{2}\right)^\frac{1}{2} + \left(\frac{\pi \beta_{n+1}}{2}\right)^\frac{1}{2}.
$$

(5.6)

We next identify the physical quantities of interest. The energy exchanged between the scatterer $n$ and its two neighboring particles during a time interval $[0, t]$ is given by

$$
E_n([0, t]) := \frac{1}{2} \sum_{k \geq 0 : S_{n,k} \leq t} (v_{n,k+1}^2 - v_{n,k}^2) \mathbb{1}_{(\hat{\sigma}_{n,k} = 0)}
$$

$$
+ \frac{1}{2} \sum_{k \geq 0 : S_{n,k} \leq t} (v_{n-1,k+1}^2 - v_{n-1,k}^2) \mathbb{1}_{(\hat{\sigma}_{n-1,k} = 1)},
$$

recall that, by (5.3) and (5.4), $v_{n,k}$ and $v_{n,k+1}$ are respectively the incoming and the outcoming velocity of the $n$-th particle at time $S_{n,k}$. The energy exchanged between scatterers $n$ and $(n + 1)$ during a time interval $[0, t]$ is given by

$$
J_{n,n+1}([0, t]) := \frac{1}{2} \sum_{k \geq 1 : S_{n,k} \leq t} v_{n,k}^2 \sigma_{n,k}
$$

The total entropy flow $S_n([0, t])$ and $S([0, t])$ due to the exchange of energy between the scatterers and a particle can be defined as in (4.7). The energy flow per unit time $E_n$ in the stationary state, the entropy flow per unit time $S_n$ and $S$, and the average current of
energy per unit time $J_n$ between $w_n$ and $w_{n+1}$, can be defined as in, respectively, (4.8), (4.9) and (4.10).

As in the case of wandering tracers (Proposition 4.3), we may study the above limits defining the physical properties of the model. As compared to Proposition 4.3, the main difference resides in the expression of the energy exchanged $E_n$ with the system. This is the origin of the difference of shapes of the temperature profiles of the two models.

**Proposition 5.2.** For all $n = 1, \ldots, N - 1$,

$$
\mathcal{E}_n = \frac{T_n - T_{n-1}}{Z_{n-1}} + \frac{T_n - T_{n+1}}{Z_n} \quad \text{and} \quad \mathcal{E}_0 = \frac{T_0 - T_1}{Z_0}, \quad \mathcal{E}_N = \frac{T_N - T_{N-1}}{Z_{N-1}},
$$

(5.7)

$$
J_n = \frac{T_n - T_{n+1}}{Z_n}, \quad S = \sum_{n=0}^{N-1} \frac{(T_n - T_{n+1})^2}{Z_n T_n T_{n+1}} \geq 0.
$$

(5.8)

The proof is completely analogous to that of Proposition (4.3) and we do not repeat it. The main feature of the proof is again that by using the renewal theorem, the conductivity $\kappa_n = \frac{J_n}{T_n - T_{n+1}} = \frac{1}{Z_n}$ appears as a frequency of collision of the tracer with the walls of the box to which it is confined.

### 5.2. Self-consistency condition, temperature profile and Fourier’s law.

We now derive the consequence of the self-consistency condition $\mathcal{E}_n = 0$, $n = 1, \ldots, N - 1$ on the shape of the temperature profile.

We set

$$
g_N(x) := \sum_{i=0}^{N-1} \mathbb{1}_{\left[\frac{i}{N}, \frac{i+1}{N}\right]}(x) N(T_{i+1} - T_i)
$$

and

$$
h_N(x) := T_L + \int_0^x g_N(t) \, dt.
$$

Notice that $h_N(i/N) = T_i$ and that $h_N$ linearly interpolates between these values.

**Proposition 5.3. (Self-consistency condition)** The only collection $(T_n)_{n=0, \ldots, N}$ such that

$$
\mathcal{E}_n = 0, \quad n = 1, \ldots, N - 1
$$

with $T_0 = T_L$ and $T_N = T_R$, is the solution of

$$
\left(\frac{T_n - T_{n+1}}{(T_n)^{-\frac{3}{2}} + (T_{n+1})^{-\frac{3}{2}}} + \frac{T_n - T_{n-1}}{(T_n)^{-\frac{3}{2}} + (T_{n-1})^{-\frac{3}{2}}} \right) = 0, \quad 1 \leq n \leq N - 1.
$$

(5.9)

In this case, when $N \to +\infty$, $h_N$ converges uniformly to the function

$$
h(x) := \left(T_L^{\frac{3}{2}} + x(T_R^{\frac{3}{2}} - T_L^{\frac{3}{2}})\right)^{\frac{8}{3}}, \quad x \in [0, 1],
$$

(5.10)

unique solution of the equation

$$
\begin{cases}
\left( h^\frac{2}{3} h' \right)' = 0, & x \in [0, 1], \\
h(0) = T_L, \ h(1) = T_R
\end{cases}
$$
Proof. We first note that (5.9) implies that \( h_N \) is a solution of the elliptic equation

\[
\int_0^1 a_N h_N' \varphi' \, dx = 0, \quad \forall \varphi \in C_c^\infty(0,1),
\]

where

\[
a_N(x) := \sum_{i=0}^{N-1} \frac{1}{T_i^\frac{1}{2} + T_{i+1}^{-\frac{1}{2}}} \left( \frac{1}{(h_N([xN]/N))^{-\frac{1}{2}}} + \frac{1}{(h_N([xN]/N))^{\frac{1}{2}}} \right).
\]

This can be seen by writing,

\[
\int_0^1 a_N h_N' \varphi' \, dx = \sum_{i=0}^{N-1} N \frac{T_{i+1} - T_i}{T_i^{-\frac{1}{2}} + T_{i+1}^{-\frac{1}{2}}} \int_0^{\frac{i+1}{N}} \varphi'(x) \, dx = \sum_{i=0}^{N-1} N \frac{T_{i+1} - T_i}{T_i^{-\frac{1}{2}} + T_{i+1}^{-\frac{1}{2}}} \left( \varphi \left( \frac{i+1}{N} \right) - \varphi \left( \frac{i}{N} \right) \right),
\]

summing by parts this last equation and using (5.9). We are going to show below that the sequence of functions \( g_N \) is bounded in \( L^2(0,1) \). As every subsequence is also bounded, one can extract from every subsequence a subsubsequence, weakly converging to some \( g \in L^2(0,1) \). Correspondingly, from every subsequence of \( h_N \), one can thus extract a subsequence converging uniformly (in \( x \)). Since the convergence is uniform, every limit function \( h \) obtained in this way satisfies

\[
0 = \int_0^1 a_N h_N' \varphi' \, dx \to \int_0^1 2h^{\frac{1}{2}} h' \varphi' \, dx,
\]

i.e.

\[
\left( h^{\frac{1}{2}} h' \right)' = 0.
\]

with boundary conditions \( h(0) = T_L, \ h(1) = T_R \). This equation admits a unique solution given by (5.10). This implies that all the subsequences constructed above converge to (5.10) and thus that the full sequence \( h_N \) converges to it as well. We show now that the sequence \( g_N \) is bounded in \( L^2(0,1) \) norm. Multiplying (5.9) by \( T_n \) and summing by parts, we obtain

\[
\sum_{n=1}^{N-2} \frac{(T_n - T_{n+1})^2}{T_n^{-\frac{1}{2}} + T_{n+1}^{-\frac{1}{2}}} = T_N \frac{T_N - T_{N-1}}{T_N^{-\frac{1}{2}} + T_{N-1}^{-\frac{1}{2}}} - T_1 \frac{T_1 - T_0}{T_1^{-\frac{1}{2}} + T_0^{-\frac{1}{2}}}
\]

Let us suppose that \( T_R = T_{N+1} \geq T_0 = T_L \). Then, because (5.9) implies that the sign of the sequence \( (T_{n+1} - T_n) \) is constant, we have \( T_{n+1} \geq T_n \) for all \( n = 0, \ldots, N - 1 \), and in particular \( T_0 \leq T_n \leq T_N \). One also obtains that

\[
T_{n+1} - T_n = \frac{T_n^{-\frac{1}{2}} + T_{n+1}^{-\frac{1}{2}}}{T_n^{-\frac{1}{2}} + T_{n+1}^{-\frac{1}{2}}} (T_n - T_{n-1}) \leq T_n - T_{n-1},
\]

so that the function \( T \) is increasing and concave. In particular,

\[
(N - 2)(T_N - T_{N-1})^2 \leq \sum_{n=1}^{N-2} \frac{(T_n - T_{n+1})^2}{T_n^{-\frac{1}{2}} + T_{n+1}^{-\frac{1}{2}}} \leq T_{N-1} \frac{T_N - T_{N-1}}{T_N^{-\frac{1}{2}} + T_{N-1}^{-\frac{1}{2}}} \leq T_L^2 (T_N - T_{N-1}),
\]
and therefore $T_N - T_{N-1} \leq \frac{3}{2} T^3_T / (N - 2)$. In particular,

$$N \sum_{n=1}^{N-2} (T_n - T_{n+1})^2 \leq \frac{1}{2 T^2_T} \sum_{n=1}^{N-2} \frac{(T_n - T_{n+1})^2}{T_n^{-\frac{3}{2}} + T_{n+1}^{-\frac{3}{2}}} \leq \left( \frac{T_R}{T_R} \right)^{\frac{3}{2}}$$

By (5.12) we have that

$$\int_0^1 g_N^2(x) dx = N \sum_{n=0}^{N-1} (T_n - T_{n+1})^2 \leq C$$

which shows that the sequence $g_N$ is bounded in $L^2(0,1)$. \hfill \Box

We define the local thermal conductivity by

$$\kappa(x) = \lim_{N \to \infty} \kappa_{[N]x}$$

for $x \in [0,1]$. Its numerical value is easy to obtain,

$$\lim_{N \to \infty} \kappa_{[N]x} = \lim_{N \to \infty} Z_{[N]x}^{-1} = \lim_{N \to \infty} \left[ \left( \frac{\pi \beta_{[N]x}}{2} \right) \frac{1}{2} + \left( \frac{\pi \beta_{[N]x} + 1}{2} \right)^{\frac{1}{2}} \right]^{-1} = \sqrt{h(x)} \frac{1}{2 \pi},$$

where $h$ is the function (5.10). Unlike (4.20), in this case the local conductivity has a spatial dependence.

5.3. Cumulant generating function and the Gallavotti-Cohen symmetry relation.

We can repeat the analysis of the cumulant generating function of subsection 4.3 in the context of the confined tracers. The proofs are actually simpler and the results translate word by word.

6. Conclusions and prospects.

In the tracers-scatterers models introduced in this paper, we were able to show the validity of Fourier’s law and interpret the thermal conductivity as the collision frequency between tracers and scatterers. This comes naturally as a consequence of the renewal theorem for Markov renewal processes. We have recovered the two types of temperature profiles observed in deterministic systems described by local collisional dynamics. We were also able to study in details the cumulant generating function of the time-integrated current, showing in particular its lack of analyticity. We have provided a formula allowing the computation of cumulants of any order in and out of equilibrium. In particular we have shown the validity of the Green-Kubo formula in our models.

Natural problems to study in future works are the large deviations properties and convergence to the invariant measure of those models. They may be also further extended and studied in different interesting ways. One possible extension is to consider cases where the tracers are transmitted or reflected according to some non-trivial probability distribution. In that case, the Markov chain associated to the Markov renewal process becomes non-deterministic. Although we have provided an explicit form for the invariant measure covering that case too, it would be interesting to study in details the dynamical properties of those systems. In particular, it appears that breaking the right-left symmetry in the transmission-reflection rules induces a modification of the stationary current which enters into competition with the current driven by the temperature gradient imposed in the system. It could be also interesting to consider models, as in [8], where the velocity of the tracer remains unaffected by the scatterers with some positive probability.
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