Abstract

Quantile regression has been a very effective modeling approach in many real applications. Unlike the mean regression, quantile regression focuses on modeling the entire distribution of the response variable, not just the mean value. We review some working models of quantile regression. We demonstrate some real applications of such modeling in Biostatistics and related disciplines. We also discuss some recent developments in modeling multiple responses in the context of quantile regression.
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Introduction

The goal of regression analysis is to find certain summary of response variable for a given set of explanatory variables. Classical regression approach based on Least Squares (LS) method focuses on the conditional mean of the response variable for the given set of covariates. There are certain attractive features of mean regression which make it popular and practically useful. First, the least squares method is easy for computation and interpretation. Second, classical regression assumes Gaussian distribution on noise and homoscedasticity in variance which helps to develop attractive statistical theory for the estimator of model parameters.

Though the mean regression has widely been used in many disciplines, it has a couple of limitations. Assumptions related to random errors are not always satisfied in reality. Regression model gives misleading results in the presence of outliers. Median regression is an alternative method which models median instead of mean for a given set of covariates. The objective function for the mean regression is the error sum of squares while for the median regression it is the sum of the absolute deviations. Median regression performs better in the presence of outliers and hence more robust compared to the mean regression. Though median regression has been proposed for quite a long time, due to the computational issues it has not been as popular as the mean regression.

Both the mean and median regression give the information on the central tendency of the response given the covariates. Both these methods actually give partial information of the response. In order to get complete information on the response variable at the various quantile values we need to go beyond the central tendency. Koenker et al. [1] introduced the quantile regression model where conditional quantile of response is a linear function of covariates. Quantile regression models response at different levels of quantiles and thus gives the information on the shape of the response distribution. Objective function of quantile regression varies over different levels of quantile and thus leads potentially distinct solutions which can be interpreted as the effect of covariates at the respective quantile level.

Note that the median regression is a special case of quantile regression at the quantile level $\tau = 0.5$. Quantile regression uses weighted absolute sum as the objective function which can also be represented using linear programming problem and can be solved by simplex algorithm. Quantile regression model not only gives the complete distributional picture, it has several other advantages over the linear regression method. The objective function of quantile regression makes it more robust in the presence of outliers. Most importantly, no distributional assumption is needed for the response variable in quantile regression.

The robustness of the quantile regression makes it extremely useful in various disciplines. In drug discovery an investigator is interested in studying the effects of certain covariates at the higher values of clinical measurements. In clinical studies, the diagnosis of disease is done based on the range of certain clinical measurements. If these measurements are controlled by certain
covariates (e.g., age, gender etc.), then giving different quantile levels of clinical measurement is more informative than giving only the mean. Other than the biomedical discipline quantile regression is also useful in other areas, such as in social studies, a researcher might be interested in evaluating the effect of various covariates at lower (poor) and upper (rich) levels of economic status. In educational studies, school authorities are more interested in finding the factors affecting the exam scores at lower and upper levels.

The current article is organized as the following. In section 2 we discuss quantile regression model, and section 3 focuses on the inference related to model parameter(s). Section 4 illustrates some practical applications of quantile regression in biostatistics. Finally, section 5 concludes.

Model

In the current presentation, we consider the data in the form $(X_i^\tau, y_i)$, for $i = 1, 2, \ldots, N$, where is a continuous response variable with cumulative distribution function $F$, (the exact form of is unknown), and $X_i^\tau$ is the $p$ dimensional row vector of the covariates. Then the linear conditional quantile functions are expressed as the following

$$Q_\tau(y/x) = X_i^\tau \beta_\tau, \quad i = 1, 2, \ldots, N,$$

for $0 < \tau < 1$, \( Q_\tau = F_{\mu_\tau}^{-1}, \beta_\tau \) and is the quantile specific vector of parameters. Note that the above representation can be alternatively written as the following linear model:

$$y_i = X_i^T \beta_\tau + \varepsilon_i$$

Where the residuals are iid with the $\tau$-th quantile $= 0$. Note that $\beta_\tau$ is estimated by minimizing the following objective function:

$$\hat{\beta}_\tau = \arg \min_{\beta} \{ \sum_{i=1}^{n} \rho_\tau(y_i - X_i^\tau \beta_\tau) + \sum_{i=1}^{n} \rho_{1-\tau}(y_i - X_i^\tau \beta_\tau) \}.$$  \hspace{1cm} (1)

As discussed earlier, this objective function is represented as a linear programming problem and can be solved by simplex algorithm. Objective function given in (1) is also written in the form of:

$$\beta = \arg \max_{\beta} \frac{1}{N} \sum_{i=1}^{N} \rho_\tau(y_i - X_i^\tau \beta_\tau)$$ \hspace{1cm} (2)

where $\rho_\tau(u) = u(\tau - I(u < 0))$ is a loss function and $I(.)$ denotes the indicator function.

Linear regression assumes a normal error distribution and thus the maximum likelihood estimation approach can be used for the parameter estimation. Similarly for the quantile regression one can use Asymmetric Laplace Distribution (ALD) [2,3] for the response and develop a similar maximum likelihood estimation procedure. The joint likelihood function based on the ALD is given as the following:

$$L = \left[ \frac{1}{\sigma} \right]^N \exp\left\{ -\sum_{i=1}^{N} \rho_\tau(y_i - X_i^\tau \beta_\tau) \right\}$$ \hspace{1cm} (3)

where $\rho_\tau$ is the same check function as in (2), $\sigma > 0$ is the scale parameter, while $\tau \in (0, 1)$ controls the skewness of the distribution. Yu, et al. [4] discuss more properties of ALD. Standard Laplace distribution is special case of ALD at $\tau = 0.5$. By maximizing the above likelihood function, we can obtain the MLE of $\beta_\tau$. However, we note that the distributional assumption here is purely artificial and the ALD model is just a working model. In general, for quantile regression we do not need any distributional assumption.

Inference

In this section we describe certain inference related to the model parameter(s). We start with asymptotic procedure for testing and constructing a confidence interval for parameters. Later we discuss two bootstrap approaches and the goodness of fit procedure.

Asymptotic approach

Similar to standard linear regression model one can also develop asymptotic theory for quantile regression. Under certain regularity condition it can be shown that,

$$\sqrt{n} \left( \hat{\beta}_\tau - \beta_\tau \right) \rightarrow N(0, \Sigma_{\mu_\tau})$$

where $\Sigma_{\mu_\tau}$ is the asymptotic variance covariance matrix and is given as:

$$\Sigma_{\mu_\tau} = \frac{\tau(1-\tau)}{nf} (X^T X)^{-1}$$ \hspace{1cm} (4)

where $X$ is design matrix and $f' (0)$ is probability density (of ALD) error term evaluated at the $\tau$-th quantile. Since we use ALD as only working model for likelihood procedure, the exact form of residual distribution is unknown. Detail procedure of obtaining residual density given in equation (4) is discussed by Koenkar [5]. From equation (4) it is clear that standard error of parameter depends on the residual distribution. Often due to skewness and outliers, the iid assumption is violated. Thus the asymptotic procedure might give misleading results, alternative approach is to develop distribution free estimation procedure as discussed below.

Bootstrap

Bootstrap is an alternative approach of obtaining the sampling distribution of the parameters. Bootstrap method based on resampling was proposed by Efron [6]. For the quantile regression, both the design matrix bootstrap and error bootstrap can be performed. In design matrix bootstrap the random samples $(y_i, X_i)$ are drawn from empirical distribution of $(y, X), i = 1, \ldots, N$. Usual quantile regression procedure is carried out on this bootstrap sample to obtain estimator $\hat{\beta}_\tau$. Repeating this procedure $B$ times yields $B$ such estimator’s $\hat{\beta}_{\tau,1}, \ldots, \hat{\beta}_{\tau,B}$ standard error and confidence intervals are obtained using these $B$ estimators.
Error bootstrap approach is carried out by resampling the residuals. Let $\varepsilon^* = (\varepsilon_1^*, \ldots, \varepsilon_N^*)$ be randomly drawn from the sample residuals. Let define $y_i^* = x_i^T \beta + \varepsilon_i^*$. Estimator $\beta^*$ is obtain by applying usual quantile regression procedure for each $y_i^*, X_i \varepsilon_i$. Repeat this procedures B times to get bootstrap distribution and hence standard error and confidence interval. One can also carry out parametric bootstrap approach by assuming ALD as residual distribution. Error bootstrap method gives efficient results under the assumption of independent residuals and violation of this assumption makes the bootstrap method extremely poor.

$$V^i(\tau) = \sum_{j=1}^{N} \rho^\prime \left( \frac{y_j - X_j^T \beta_i}{\tau} \right)$$

**Goodness of Fit**

In linear regression the goodness of fit is measured by R-square which is interpreted as the proportion of variation explained by covariates. This quantity lies between 0 to 1, $R^2$ and closer to 1 indicates better fit. Koenker, et al. [2] propose notion of goodness of fit by replacing squared measures by the weighted absolute measure. Let $V^i(\tau) = \sum_{j=1}^{N} \rho^\prime \left( \frac{y_j - X_j^T \beta}{\tau} \right)$ is weighted distance measured for $\tau$ -th quantile regression model and $V^1(\tau) = \sum_{j=1}^{N} \rho^\prime \left( \frac{y_j - \bar{y}}{\tau} \right)$ is corresponding sample distance measured for null model. Where $Q^1(\tau)$ is $\tau$ -th quantile of $y_1, y_2, \ldots, y_n$, the goodness of fit measurement is given as:

$$R(\tau) = 1 - \frac{V^i(\tau)}{V^1(\tau)}$$

Interpretation of $R(\tau)$ is similar to the $R^2$ in the classical regression.

**Biostatistics applications**

**Weight and age study:** Weight and age data on 4011 US girls were collected (Cole, 1988) to study the relationship between age and weight. Linear regression model is not much effective for this data for a couple of reasons, (i) the data is highly right skewed, (ii) homoscedasticity assumption is not valid because for higher age we observe more variation across weight compared to lower age group, and (iii) linear regression does not model the relationship between weight and height at lower and upper levels of weight. This data has been analysed using quantile regression by Yu, et al. [7].

**Infant birth weight:** Suppose we are interested in investigating the relationship between infant birth weight and a set of covariates, e.g. the gender of the infant, marital status of the mother, prenatal care, smoking status of the mother during pregnancy, mothers education, mother’s age etc [8]. The data was analyzed by Abrevaya [9], Koenker et al. [10]. Low birth weight is known to be associated with several health problems, and has even been linked to educational attainment. We are interested in knowing the factors highly influencing the lower birth weight. Analyzing this data by using mean regression does not give any satisfactory result for low birth weight as the resulting estimates of various effects on the conditional mean of birth weights are not same as the effects on the lower tail of the birth weight distribution. Here quantile regression is needed to observe the conditional response over different quantiles which indicate those set of covariates which are more or less important over different quantiles.

**Data from nutrition education program**

Tershakocce et al. [11] analysed this data from nutrition education for hypercholes-terolic children of the united states. Objective of the study was to evaluate the effect of different treatment methods. Study included the set of predictors e.g. age, gender, total carbohydrate intake, total protein intake etc. Suppose we are interested in knowing the factors influencing the high cholesterol level. Here least squares or median regression does not give any conclusive result on high cholesterol problem as we are interested in knowing the nature of the higher tail of the conditional response distribution. High cholesterol level is measured by HDL, LDL and Triglycerides; thus the response is multivariate and hence a multivariate quantile regression approach is to be implemented. Recently Kulkarni et al. [12] analyse this data in a quantile regression framework.

**Conclusion**

The advancement in the computational techniques has made the quantile regression more popular in recent years. Quantile regression package is available in the standard statistical softwares, e.g. R, SAS etc. (“quantreg” package). Quantile regression is an emerging area in the field of statistics. In this article we explain the general idea of quantile regression and its advantages over the mean regression. Quantile regression models are also extended in the framework of non-parametric regression, non-linear regression. Yu, et al. [3] modelled quantile regression using Bayesian procedure. Quantile regression model is also extended for longitudinal data [13], multivariate longitudinal data. Typical challenge in quantile regression is to avoid quantile crossing [14]. Several methods have been proposed to handle this issue. However most of these are computationally challenging [15,16]. Also the variable selection methods like ridge regression, LASSO, elastic net etc. are being used in the context of quantile regression. However, the quantile regression has to be explored more in various directions. It is a promising area for the prospective researchers.
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