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Abstract

We prove the 3-dimensional Gaussian product inequality, i.e., for any real-valued centered Gaussian random vector $(X, Y, Z)$ and $m \in \mathbb{N}$, it holds that $E[X^{2m}Y^{2m}Z^{2m}] \geq E[X^{2m}]E[Y^{2m}]E[Z^{2m}]$. Our proof is based on some improved inequalities on multi-term products involving 2-dimensional Gaussian random vectors. The improved inequalities are derived using the Gaussian hypergeometric functions and have independent interest. As by-products, several new combinatorial identities and inequalities are obtained.
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1 Introduction and main result

Inequalities involving Gaussian distributions are related to various fields and have attracted great concern. For example, the Gaussian correlation inequality recently proved by Royen \cite{Royen2019} (cf. Latala and Matlak \cite{LatalaMatlak2019}) plays an important role in small ball probabilities (Li \cite{Li2018}, Shao \cite{Shao2019}) and the U-conjecture (Kagan, Linnik and Rao \cite{KaganLinnikRao1975}, Bhandari and DasGupta \cite{BhandariDasGupta1994}, Hargé \cite{Hargé1998}, Bhandaria \cite{Bhandaria2000}).
and Basu [4]). Another famous inequality associated with Gaussian distributions is the Gaussian product conjecture, which is still an open problem. This conjecture says that for any \(d\)-dimensional real-valued centered Gaussian random vector \((X_1, \ldots, X_d)\),

\[
E[X_1^{2m}X_2^{2m}\cdots X_d^{2m}] \geq E[X_1^{2m}]E[X_2^{2m}]\cdots E[X_d^{2m}], \quad m \in \mathbb{N}.
\]  

(1.1)

It is known (cf. Malicet et al. [14]) that the Gaussian product conjecture (1.1) is a sufficient condition for the ‘real linear polarization constant’ problem, which was raised by Benítem, Sarantopolous and Tonge [3] and is still unsolved. In [13], Li and Wei proposed the following improved condition for the ‘real linear polarization constant’ problem, which was raised by Benítem, Sarantopolous and Tonge [3] and is still unsolved. In [13], Li and Wei proposed the following improved version of the Gaussian product conjecture:

\[
E\left[\prod_{j=1}^{d}|X_j|^\alpha\right] \geq \prod_{j=1}^{d}E[|X_j|^\alpha],
\]  

(1.2)

where \(\alpha_j, j = 1, 2, \ldots, d\), are nonnegative real numbers.

No universal method is available for proving the Gaussian product conjecture, however, several special cases have been solved with various tools. In [7], Frenkel used algebraic methods to prove (1.1) for the case \(m = 1\) (or (1.2) for the case \(\alpha_j = 2\)) and then used the obtained inequality to improve the lower bound of the ‘real linear polarization constant’ problem. In [18], Wei used integral representations to prove a stronger version of (1.2) for \(\alpha_j \in (-1, 0)\) as follows.

\[
E\left[\prod_{j=1}^{d}|X_j|^\alpha\right] \geq E\left[\prod_{j=1}^{k}|X_j|^\alpha\right]E\left[\prod_{j=k+1}^{d}|X_j|^\alpha\right].
\]  

(1.3)

However, the above stronger version of the Gaussian product inequality does not necessarily hold in general. In fact, let \(U\) and \(V\) be independent standard Gaussian random variables. Since

\[
E\left[U^2(U+2V)^2(U-2V)^2\right] = E\left[U^6 - 8U^4V^2 + 16U^2V^4\right] = 15 - 24 + 48 = 39,
\]

and

\[
E[U^2]E\left[(U+2V)^2(U-2V)^2\right] = E\left[U^4 - 8U^2V^2 + 16V^4\right] = 3 - 8 + 48 = 43,
\]

we have

\[
E\left[U^2(U+2V)^2(U-2V)^2\right] < E[U^2]E\left[(U+2V)^2(U-2V)^2\right].
\]

Thus, (1.3) fails to hold for the centered Gaussian random vector \((U, U+2V, U-2V)\) when \(\alpha_1 = \alpha_2 = \alpha_3 = 2\). We also would like to call the reader’s attention to Malicet et al. [14], which contains a Gaussian product inequality involving Hermite polynomials. The inequality provides a substantial generalization as well as a new analytical proof of Frenkel [7, Theorem 2.1], and constitutes a natural real counterpart to an inequality established by Arias-de-Reyna [2] for complex Gaussian random vectors.

By Karlin and Rinott [10, Corollary 1.1 and Theorem 3.1], we know that (1.2) holds for \(X = (X_1, \ldots, X_d)\) if the density of \(|X| = (|X_1|, \ldots, |X_d|)\) satisfies the condition of multivariate totally positive of order 2 (\(\text{MTP}_2\)). It is shown in [10, Remark 1.4] that for any non-degenerate 2-dimensional centered Gaussian random vector \((X_1, X_2), (|X_1|, |X_2|)\) has a \(\text{MTP}_2\) density. Hence the Gaussian product conjecture is verified for \(d = 2\). However, for a high dimensional \((d \geq 3)\)
centered Gaussian random vector $X$, the density of $|X|$ is not always MTP$_2$ and thus the MTP$_2$ criterion ceases to work.

In this paper, we will establish the 3-dimensional Gaussian product inequality. The method that we use is novel and exhibits the totally unexpected intrinsic connection between moments of Gaussian distributions and the Gaussian hypergeometric functions. We hope our method can be further developed so as to prove the Gaussian product conjecture for $d \geq 4$.

Throughout this paper, any Gaussian random variable is assumed to be real-valued and non-degenerate, i.e., has positive variance. Now we state our main result.

**Theorem 1.1** For any 3-dimensional centered Gaussian random vector $(X, Y, Z)$,

$$
E \left[ X^{2m} Y^{2m} Z^{2m} \right] \geq E[X^{2m}] E[Y^{2m}] E[Z^{2m}], \quad \forall m \in \mathbb{N}.
$$

(1.4)

The equality holds if and only if $X, Y, Z$ are independent.

To prove Theorem 1.1 we will derive several new combinatorial identities and inequalities, and obtain more accurate lower bounds of (1.4) for some special cases. These results have independent interest.

The rest of this paper is organized as follows. In Section 2, we prove some combinatorial identities and inequalities as well as several improved inequalities for certain multi-term products involving 2-dimensional Gaussian random vectors. These results are essential for the proof of Theorem 1.1. In Section 3, we complete the proof of the main result and obtain an extension (see Theorem 3.2 below).

## 2 Improved Gaussian product inequalities for special cases

For $\alpha \in \mathbb{R}$, we define the factorial function by

$$(\alpha)_n = \begin{cases} 
\alpha (\alpha + 1) \cdots (\alpha + n - 1), & n \geq 1, \\
1, & n = 0, \alpha \neq 0.
\end{cases}$$

It follows that $n! = (1)_n$ and

$$(2n - 1)!! = 2^n \cdot \left(\frac{1}{2}\right)_n, \quad n \geq 0.\quad (2.1)$$

Note that for $0 \leq k \leq n$,

$$
\binom{n}{k} = \frac{n!}{(n-k)!k!} = \frac{(1)_n}{(1)_{n-k}(1)_k} = \frac{(1 + n - k)_k}{(1)_k}.
$$

We define

$$
\binom{n}{k}^{\frac{1}{2}} := \frac{\left(\frac{1}{2} + n - k\right)_k}{\left(\frac{1}{2}\right)_k} = \frac{\left(\frac{1}{2}\right)_n}{\left(\frac{1}{2}\right)_{n-k}\left(\frac{1}{2}\right)_k} = \frac{(2n - 1)!!}{(2n - 2k - 1)!!(2k - 1)!!}.\quad (2.2)
$$
Then, we have
\[
\binom{n}{k} \geq \binom{n}{n} = \binom{n}{0} = 1 \quad \text{and} \quad \binom{n}{k} = \binom{n}{n-k}.
\]
Note that \(\binom{n}{k}\) may not be an integer. For example, \(\binom{10}{2} = \frac{36}{2}\) and \(\binom{6}{3} = \frac{20}{5}\).

The following proposition illustrates a simple application of the combinatorial method.

**Proposition 2.1** Let \(X\) and \(Y\) be independent centered Gaussian random variables. Then for any \(n, m, r \in \mathbb{N}\),

\[
\mathbb{E}[X^{2m}Y^{2n}(X+Y)^{2r}] \geq \left(\frac{(m \wedge n) + r}{r}\right) \mathbb{E}[X^{2m}] \mathbb{E}[Y^{2n}] \mathbb{E}[(X+Y)^{2r}].
\]

**Proof.** We have
\[
\binom{2r}{2i} = \frac{(2r)!}{(2i)!(2r-2i)!} = \frac{(2r-1)!!}{(2i-1)!!(2r-2i-1)!!} \cdot \frac{r! \cdot 2^r}{i! \cdot 2^i (r-i)! \cdot 2^{r-i}} = \frac{(2r-1)!!}{(2i-1)!!(2r-2i-1)!!} \binom{r}{i}.
\]

Let \(a^2 = \mathbb{E}[X^2]\) and \(b^2 = \mathbb{E}[Y^2]\). Then
\[
\mathbb{E}[(X+Y)^2] = a^2 + b^2, \quad \mathbb{E}[(X+Y)^{2r}] = (2r-1)!!(a^2 + b^2)^r.
\]

By the independence of \(X, Y\) and using (2.4) and (2.2), we get
\[
\mathbb{E}[X^{2m}Y^{2n}(X+Y)^{2r}] = \sum_{i=0}^{r} \binom{2r}{2i} \mathbb{E}[X^{2(m+r-i)}Y^{2(n+i)}]
\]
\[
= \sum_{i=0}^{r} \binom{2r}{2i} (2m + 2r - 2i - 1)!!a^{2(m+r-i)}(2n + 2i - 1)!!b^{2(n+i)}
\]
\[
= (2m - 1)!!a^{2m}(2n - 1)!!b^{2n} \sum_{i=0}^{r} \binom{r}{i} 2^{(r-i)}b^{2i}(2r - 1)!!C(i)
\]
\[
\geq \mathbb{E}[X^{2m}] \mathbb{E}[Y^{2n}] (2r-1)!!(a^2 + b^2)^r \min_{0 \leq i \leq r} C(i),
\]

where
\[
C(i) = \frac{(2m + 2r - 2i - 1)!!(2n + 2i - 1)!!}{(2m - 1)!!(2n - 1)!!(2i - 1)!!(2r - 2i - 1)!!} = \binom{m + r - i}{r} \binom{n + i}{i}.
\]

To prove (2.3), by (2.5) and (2.6), it is sufficient to verify that
\[
\min_{0 \leq i \leq r} C(i) = \binom{(m \wedge n) + r}{r}.
\]
Note that
\[
\frac{C(i)}{C(i - 1)} = \frac{2r - 2i + 1}{2m + 2r - 2i + 1}, \quad \frac{2n + 2i - 1}{2i - 1} = \frac{2n}{2i - 1} + 1.
\]
Then, for \(1 \leq i \leq r\),
\[
C(i) \geq C(i - 1) \iff \frac{2n}{2i - 1} \geq \frac{2m}{2r - 2i + 1} \iff i \leq \frac{nr}{n + m} + \frac{1}{2},
\]
which implies that \(C(i)\) reach its minimum at \(i = 0\) or \(i = r\). Thus,
\[
\min_{0 \leq i \leq r} C(i) = C(0) \land C(r) = \left(\frac{m + r}{r}\right)^\frac{1}{2} \land \left(\frac{n + r}{r}\right)^\frac{1}{2} = \left(\frac{(m \land n) + r}{r}\right)^\frac{1}{2},
\]
since it follows from (2.2) that
\[
\left(\frac{k + r}{r}\right)^\frac{1}{2} = \frac{\left(\frac{1}{2} + r\right)_k}{\left(\frac{1}{2}\right)_k} = \frac{\left(\frac{1}{2} + k\right)_r}{\left(\frac{1}{2}\right)_r} \quad (2.8)
\]
is increasing with both \(k\) and \(r\). Therefore, (2.7) holds and the proof is complete. \(\square\)

Note that (2.8) implies
\[
\left(\frac{k + r}{r}\right)^\frac{1}{2} \geq \left(\frac{2}{1}\right)^\frac{1}{2} = 3, \quad \forall k, r \in \mathbb{N}. \quad (2.9)
\]
Hence the inequality (2.3) is an improvement of (1.4) for the Gaussian random vector \((X, Y, X + Y)\).

Now we state the main result of this section.

**Theorem 2.2** Let \(X\) and \(Y\) be independent centered Gaussian random variables. Then for any \(r \in \mathbb{N}\) and \(n, m \in \mathbb{N} \cup \{0\}\),
\[
\mathbb{E}\left[X^{2m}Y^{2n}(X^2 - Y^2)^{2r}\right] \geq \left(\frac{(m \land n) + r}{r}\right)^\frac{1}{2} \mathbb{E}[X^{2m}] \mathbb{E}[Y^{2n}] \left[\mathbb{E}(X + Y)^{2r}\right]^2. \quad (2.10)
\]
The equality holds if and only if \(m = n\) and \(\mathbb{E}[X^2] = \mathbb{E}[Y^2]\).

Since \((X^2 - Y^2)^{2r} = (X + Y)^{2r}(X - Y)^{2r}\) and \(\mathbb{E}[(X + Y)^{2r}] = \mathbb{E}[(X - Y)^{2r}]\), the inequality (2.10) is an improvement of (1.1) for the Gaussian random vector \((X, Y, X + Y, X - Y)\) (cf. (2.9)). Before proving Theorem 2.2, we present its equivalent version as follows.

**Corollary 2.3** Let \((Z, W)\) be a 2-dimensional centered Gaussian random vector such that \(Z\) and \(W\) have the same variance. Then for any \(r \in \mathbb{N}\) and \(n, m \in \mathbb{N} \cup \{0\}\),
\[
\mathbb{E}\left[Z^{2r}W^{2r}(Z + W)^{2m}(Z - W)^{2n}\right] \geq \left(\frac{(m \land n) + r}{r}\right)^\frac{1}{2} \left(\mathbb{E}[Z^{2r}]\right)^2 \mathbb{E}[(Z + W)^{2m}] \mathbb{E}[(Z - W)^{2n}]. \quad (2.11)
\]
The equality holds if and only if \(m = n\) and \(\mathbb{E}[ZW] = 0\).
Proof. Let $2X = Z + W$ and $2Y = Z - W$. Then

$$Z = X + Y, \quad W = X - Y, \quad 4E[XY] = E[Z^2] - E[W^2] = 0,$$

which implies that $X$ and $Y$ are independent. Thus (2.11) is equivalent to (2.10). In addition, it is obvious that $E[X^2] = E[Y^2] \iff E[ZW] = 0$. The proof is complete.

Remark 2.4 Letting $m = n = 0$ in Corollary 2.3, we find that for any 2-dimensional centered Gaussian random vector $(Z, W)$ and $r \in \mathbb{N}$,

$$E[Z^{2r}W^{2r}] \geq E[Z^{2r}]E[W^{2r}].$$

Moreover, the equality holds if and only if $Z$ and $W$ are independent. This gives another proof of the Gaussian product conjecture for $d = 2$.

From now on till the end of this section, we will focus on the proof of Theorem 2.2. Let $a^2 = E[X^2]$ and $b^2 = E[Y^2]$. Define

$$U = \frac{X}{a}, \quad V = \frac{Y}{b}.$$ 

Then $U, V$ are independent standard Gaussian random variables.

Without loss of generality, we suppose that $m \geq n$ in the following. Then

$$(m \wedge n) + r \choose r = \frac{(2n + 2r - 1)!!}{(2n - 1)!!(2r - 1)!!}, \quad E[(X + Y)^{2r}] = (2r - 1)!!(a^2 + b^2)^r.$$ 

Hence (2.10) can be written as

$$E\left[U^{2m}V^{2n}(a^2U^2 - b^2V^2)^{2r}\right] \geq (2m - 1)!!(2n + 2r - 1)!!(2r - 1)!!(a^2 + b^2)^{2r}. \quad (2.12)$$

Dividing both sides of (2.12) by $(a^2 + b^2)^{2r}$ and setting $\gamma = \frac{a^2}{a^2 + b^2}$, we obtain by (2.1) that

$$E\left[U^{2m}V^{2n}(\gamma U^2 - (1 - \gamma)V^2)^{2r}\right] \geq 2^{m+n+2r} \left(\frac{1}{2}\right)_m \left(\frac{1}{2}\right)_{n+r} \left(\frac{1}{2}\right)_r, \quad 0 < \gamma < 1.$$ 

For $\gamma \in \mathbb{R}$, define

$$G_{m,n}(\gamma) = E\left[U^{2m}V^{2n}(\gamma U^2 - (1 - \gamma)V^2)^{2r}\right], \quad (2.13)$$

and

$$H_{m,n}(\gamma) = G_{m,n}(\gamma) - 2^{m+n+2r} \left(\frac{1}{2}\right)_m \left(\frac{1}{2}\right)_{n+r} \left(\frac{1}{2}\right)_r. \quad (2.14)$$

Then, $G_{m,n}(\gamma)$ and $H_{m,n}(\gamma)$ are polynomials with degree $2r$. Note that

$$E[X^2] = E[Y^2] \iff \gamma = \frac{1}{2}.$$
To prove Theorem 2.2, it is sufficient to verify the following equality and inequalities.

\[ H_{n,n} \left( \frac{1}{2} \right) = 0; \quad H_{n,n}(\gamma) > 0, \quad \gamma \in \left( 0, \frac{1}{2} \right) \cup \left( \frac{1}{2}, 1 \right); \quad (2.15) \]

\[ H_{m,n}(\gamma) > 0, \quad \gamma \in (0, 1), \ m > n. \quad (2.16) \]

The rest of this section is devoted to proving (2.15) for the symmetric case and (2.16) for the asymmetric case. The proofs are based on the classical Gaussian hypergeometric functions and will be given in the following two subsections. We denote by \( F(a, b, c; z) \) the hypergeometric function (cf. [15]), i.e.,

\[ F(a, b, c; z) = \sum_{n=0}^{\infty} \frac{(a)_n}{(c)_n} \frac{z^n}{n!}, \quad |z| < 1. \]

### 2.1 The symmetric case: \( H_{n,n}(\gamma) \geq 0 \)

By (2.13) and (2.14), we get

\[ H_{n,n}(\gamma) = \mathbb{E} \left[ U^{2n}V^{2n} \left( \gamma(U^2 + V^2) - V^2 \right)^{2r} \right] - 2^{2n+2r} \left( \frac{1}{2} \right)_n \left( \frac{1}{2} \right)_{n+r} \left( \frac{1}{2} \right)_r, \]

which implies that

\[ \frac{d^2 H_{n,n}}{d\gamma^2}(\gamma) = 2r(2r - 1) \mathbb{E} \left[ U^{2n}V^{2n} \left( \gamma(U^2 + V^2) - V^2 \right)^{2r-2} (U^2 + V^2)^2 \right] > 0, \]

\[ \frac{dH_{n,n}}{d\gamma} \left( \frac{1}{2} \right) = 2r \mathbb{E} \left[ U^{2n}V^{2n} \left( \frac{U^2 - V^2}{2} \right)^{2r-1} (U^2 + V^2) \right] = 0. \]

Then, \( H_{n,n}(\gamma) \) reaches its unique minimum at \( \gamma = \frac{1}{2} \). Hence it is sufficient to verify that \( H_{n,n} \left( \frac{1}{2} \right) = 0 \), i.e.,

\[ 2^{2n+2r} \left( \frac{1}{2} \right)_n \left( \frac{1}{2} \right)_r \left( \frac{1}{2} \right)_{n+r} \]

\[ = \mathbb{E} \left[ U^{2n}V^{2n} \left( \frac{U^2 - V^2}{2} \right)^{2r} \right] \]

\[ = \left( \frac{1}{2} \right)^{2r} \sum_{i=0}^{2r} (-1)^i \binom{2r}{i} \mathbb{E} \left[ U^{2n+4r-2i}V^{2n+2i} \right] \]

\[ = \left( \frac{1}{2} \right)^{2r} \sum_{i=0}^{2r} (-1)^i \binom{2r}{i} (2n + 4r - 2i - 1)!!(2n + 2i - 1)!!. \]

Further, by virtue of (2.1), we find that \( H_{n,n}(\gamma) \geq 0 \) is equivalent to the following combinatorial identity:

\[ \sum_{i=0}^{2r} (-1)^i \binom{2r}{i} \left( \frac{1}{2} \right)_{n+2r-i} \left( \frac{1}{2} \right)_{n+i} = 2^{2r} \left( \frac{1}{2} \right)_n \left( \frac{1}{2} \right)_r \left( \frac{1}{2} \right)_{n+r}. \quad (2.17) \]
Before proving (2.17), we make some preparation.

**Lemma 2.5** Let \( l, r \in \mathbb{N} \) satisfying \( l \leq r \). Then we have

\[
\sum_{i=0}^{l-1} \frac{(2r)(l-1)}{(2r-i)} = \frac{(2r)!}{2r!r!(2r-l)}.
\]

**(2.18)**

**Proof.** The case \( l = 1 \) is trivial. We assume below that \( l \geq 2 \). Note that (cf. [15, page 12])

\[
\Gamma(z+1) = z\Gamma(z), \quad z \neq 0, -1, -2, \ldots.
\]

By Kummer’s theorem (cf. [15, Theorem 26 (page 68)]), we have

\[
F(a, b, 1 + a - b; -1) = \frac{\Gamma(1 + a - b)\Gamma(1 + a/2)}{\Gamma(1 + a/2 - b)\Gamma(1 + a)}.
\]

Then,

\[
\sum_{i=0}^{l-1} \frac{(2r)(l-1)}{(2r-i)} = \sum_{i=0}^{l-1} \frac{(-2r)_i(1-l)_i}{(l-2r)_i \cdot i!} (-1)^i
\]

\[
= \sum_{i=0}^{\infty} \frac{(-2r)_i(1-l)_i}{(l-2r)_i \cdot i!} (-1)^i
\]

\[
= \lim_{\varepsilon \to 0} \sum_{i=0}^{\infty} \frac{(-2(r+\varepsilon))_i(1-l)_i}{(l-2(r+\varepsilon))_i \cdot i!} (-1)^i
\]

\[
= \lim_{\varepsilon \to 0} \lim_{z \to -1} \sum_{i=0}^{\infty} \frac{(-2(r+\varepsilon))_i(1-l)_i}{(l-2(r+\varepsilon))_i \cdot i!} z^i
\]

\[
= \lim_{\varepsilon \to 0} \lim_{z \to -1} F(-2(r+\varepsilon), 1-l, (l-2(r+\varepsilon)); z)
\]

\[
= \lim_{\varepsilon \to 0} \frac{\Gamma(l-2(r+\varepsilon))\Gamma(1-(r+\varepsilon))}{\Gamma(1-2(r+\varepsilon))\Gamma(l-(r+\varepsilon))}
\]

\[
= \lim_{\varepsilon \to 0} \frac{(-r+\varepsilon) \cdots (1-2(r+\varepsilon))}{(2r-1) \cdots r}
\]

\[
= \frac{(2r-1)!}{(r-1)!r!(2r-l)}
\]

\[
= \frac{(2r)!}{2r!r!(2r-l)}.
\]

\( \square \)
Remark 2.6  Note that
\[ l^{-1} \sum_{i=0}^{l-1} \binom{2r}{i} \binom{l-1}{2r-i} = F(-2r, 1-l, l-2r; -1). \]

Then, (2.18) implies that
\[ F(-2r, 1-l, l-2r; -1) = \frac{(1-l)_r (2r)!}{2r! (1-l)_{2r}}. \] (2.19)

The classical Kummer’s identity (cf. [1, Remark 3.4.1]) tells us that for \( r \in \mathbb{N} \) and \( b > 0 \),
\[ F(-2r, b, 1-2r-b; -1) = \frac{(b)_r (2r)!}{r! (b)_{2r}}. \] (2.20)

Different from (2.20), the identity (2.19) has an extra “2” in the denominator of its right hand side.

Lemma 2.7  Let \( l, r \in \mathbb{N} \) satisfying \( l \leq r \). Then we have
\[ \frac{2r!(l-1)!(2r-2l+1)!}{(2r)!(r-l)!} \sum_{i=0}^{l-1} \binom{2r}{i} \binom{2r-l-i}{2r-2l+1} = 1. \]

Proof.  By the identity
\[ \binom{m}{k} \binom{k}{p} = \binom{m}{p} \binom{m-p}{k-p}, \quad 0 \leq p \leq k \leq m, \]
and (2.18), we get
\[
\begin{align*}
\frac{2r!(l-1)!(2r-2l+1)!}{(2r)!(r-l)!} & \sum_{i=0}^{l-1} \binom{2r}{i} \binom{2r-l-i}{l-1-i} \\
& = \frac{2r!(2r-l)!}{(2r)!(r-l)!} \sum_{i=0}^{l-1} \binom{2r}{i} \frac{\binom{l-1}{i}}{\binom{2r-l}{i}} \\
& = \frac{2r!r!}{(2r)!} \binom{2r-l}{r} \sum_{i=0}^{l-1} \binom{2r}{i} \frac{\binom{l-1}{i}}{\binom{2r-l}{i}} \\
& = \frac{2r!r!}{(2r)!} \binom{2r-l}{r} \frac{(2r)!}{2r! r! (2r-l)} \\
& = 1.
\end{align*}
\]

As a corollary of Lemma 2.7 we obtain another combinatorial identity. This identity might be unknown before.
Corollary 2.8 Let \( l, r \in \mathbb{N} \) satisfying \( l \leq r \). Then we have

\[
\sum_{i=0}^{l-1} \frac{(l-1)_i}{(2r-i)_l} = \frac{1}{2^l}.
\]

Proof. By Lemma 2.7 we get

\[
1 = 2r!(l - 1)!(2r - 2l + 1)! \sum_{i=0}^{l-1} \left( \binom{2r}{i} \binom{2r - l - i}{l - 1 - i} (2r - i) \right)
\]

\[
= \frac{2r!(l - 1)!}{(2r)!(r - l)!} \sum_{i=0}^{l-1} \frac{(2r)!}{(2r - i)!} \frac{(2r - l - i)!}{(l - 1 - i)!}
\]

\[
= 2 \binom{r}{l} \sum_{i=0}^{l-1} \frac{(l-1)_i}{(2r-i)_l}.
\]

The proof is complete. \( \square \)

Proof of Identity (2.17).

By symmetry of the terms, the left hand side of (2.17) can be written as

\[
2 \sum_{i=0}^{r-1} (-1)^i \binom{2r}{i} \left( \frac{1}{2} \right)_i \left( \frac{1}{2} + n + r \right)_i + (-1)^r \binom{2r}{r} \left( \frac{1}{2} \right)_{n+r} \left( \frac{1}{2} \right)_{n+r}.
\]

Note that

\[
\binom{1}{n+i} = \binom{1}{n} \left( \frac{1}{2} + n \right)_i, \quad \left( \frac{1}{2} \right)_{n+2r-i} = \left( \frac{1}{2} \right)_{n+r} \left( \frac{1}{2} + n + r \right)_{r-i},
\]

and

\[
2^{2r} \binom{1}{2r} = 2^r (2r - 1)!! = \frac{2^r r!(2r - 1)!!}{r!} = \frac{(2r)!}{r!} = \binom{2r}{r} r!.
\]

Then, we have the following equivalent version of (2.17):

\[
\left\{ \frac{2r!}{(2r)!} \sum_{i=0}^{r-1} (-1)^i \binom{2r}{i} \left( \frac{1}{2} + n + r \right)_i \left( \frac{1}{2} + n \right)_i \right\} + \frac{(-1)^r}{r!} \left( \frac{1}{2} + n \right)_r = 1.
\]

Define an \( r \)-th degree polynomial \( L \) by

\[
L(x) := \left\{ \frac{2r!}{(2r)!} \sum_{i=0}^{r-1} (-1)^i \binom{2r}{i} (x + 1 + r)_{r-i} (x + 1)_i \right\} + \left\{ \frac{(-1)^r}{r!} (x + 1)_r \right\} - 1.
\]
Note that \((-l + 1)_{i} = 0\) for \(i \geq l\). Then, for \(1 \leq l \leq r\), we have

\[
L(-l) = \left\{ \frac{2r!}{(2r)!} \sum_{i=0}^{l-1} (-1)^i \binom{2r}{i} (-l + 1 + r)_{r-i} (-l + 1)_{i} \right\} - 1
\]

\[
= \left\{ \frac{2r!}{(2r)!} \sum_{i=0}^{l-1} \binom{2r}{i} (r-l + 1)_{r-i} (l-i)_{i} \right\} - 1
\]

\[
= \left\{ \frac{2r!}{(2r)!} \sum_{i=0}^{l-1} \binom{2r}{i} \frac{(2r-l-i)!}{(r-l)!} \cdot \frac{(l-1)!}{(l-1-i)!} \right\} - 1
\]

\[
= \left\{ \frac{2r!(l-1)!(2r-2l+1)!}{(2r)!(r-l)!} \sum_{i=0}^{l-1} \binom{2r}{i} \frac{(2r-l-i)}{(2r-2l+1)} \right\} - 1.
\]

Thus, it follows from Lemma 2.7 that

\[
L(-l) = 0, \quad l \in \{1, 2, \ldots, r\}.
\]

Moreover, we have that

\[
L(0) = \left\{ \frac{2r!}{(2r)!} \sum_{i=0}^{r-1} (-1)^i \binom{2r}{i} \frac{(2r-i)!}{r!} \cdot i! \right\} + \left\{ \frac{(-1)^r}{r!} \binom{1}{r} \right\} - 1
\]

\[
= \left\{ 2 \sum_{i=0}^{r-1} (-1)^i \right\} + (-1)^r - 1
\]

\[
= 0.
\]

Hence the \(r\)-th degree polynomial \(L\) has at least \((r+1)\) roots, which implies that \(L \equiv 0\). Therefore the proof is complete, since the identity (2.21) is equivalent to \(L(n - \frac{1}{r}) = 0\). \(\square\)

### 2.2 The asymmetric case: \(H_{m,n}(\gamma) > 0\)

To prove \(H_{m,n}(\gamma) > 0\) for \(m > n\), we will estimate the lower bound of \(G_{m,n}\) defined by (2.13), i.e.,

\[
G_{m,n}(\gamma) = E \left[ U^{2m}V^{2n} (\gamma(U^2 + V^2) - V^2)^{2r} \right], \quad \gamma \in \mathbb{R}. \tag{2.22}
\]

We have that

\[
\frac{d^2}{d\gamma^2} G_{m,n}(\gamma) = 2r(2r - 1)E \left[ U^{2m}V^{2n} (\gamma(U^2 + V^2) - V^2)^{2r-2} (U^2 + V^2)^2 \right] > 0,
\]

\[
\frac{d}{d\gamma} G_{m,n}(0) = 2rE \left[ U^{2m}V^{2n} (-V^2)^{2r-1} (U^2 + V^2) \right] < 0,
\]

\[
\frac{d}{d\gamma} G_{m,n}(1) = 2rE \left[ U^{2m}V^{2n} (U^2)^{2r-1} (U^2 + V^2) \right] > 0.
\]

Then, \(G_{m,n}\) is a strictly convex function on \(\mathbb{R}\) and hence reaches its minimum at some \(\gamma_m \in (0, 1)\) with

\[
\frac{d}{d\gamma} G_{m,n}(\gamma_m) = 0.
\]
Lemma 2.9 Let $G_{m,n}$ be defined by (2.22). Then for $0 < \gamma < 1$,
\[
G_{m,n}(\gamma) = 2^{m+n+2r} \left( \frac{1}{2} \right)_m \left( \frac{1}{2} \right)_{n+2r} F \left( -2r, -m - n - 2r, \frac{1}{2} - n - 2r; \gamma \right). \tag{2.23}
\]

Proof. Dividing both sides of (2.22) by $(1 - \gamma)^{2r}$, we get
\[
(1 - \gamma)^{-2r} G_{m,n}(\gamma) = E \left[ U^{2m} V^{2n} \left( \frac{\gamma}{1 - \gamma} U^2 - V^2 \right)^{2r} \right]. \tag{2.24}
\]

Set $z = \frac{\gamma}{1 - \gamma}$. Then, $\gamma = \frac{z}{1 + z}$. By (2.21) and (2.24), we get
\[
(1 + z)^{2r} G_{m,n} \left( \frac{z}{1 + z} \right) = E \left[ U^{2m} V^{2n} \left( z U^2 - V^2 \right)^{2r} \right]
\]
\[
= \sum_{i=0}^{2r} \binom{2r}{i} (-z)^i E \left[ U^{2m+2i} V^{2n+4r-2i} \right]
\]
\[
= 2^{m+n+2r} \sum_{i=0}^{2r} (-z)^i \binom{2r}{i} \left( \frac{1}{2} \right)_{m+i} \left( \frac{1}{2} \right)_{n+2r-i}. \tag{2.25}
\]

Note that
\[
\binom{2r}{i} = \frac{(2r - i + 1)_i}{i!} = (-1)^i \binom{-2r}{i}, \quad \binom{1}{i} = \frac{1}{2} \binom{1 + m}{i}, \quad \binom{1}{i} = \frac{1}{2} \binom{1 + n - 2r}{i},
\]
and
\[
\left( \frac{1}{2} \right)_{n+2r-i} = \frac{1}{2} \binom{1 + n + 2r - i}{i}^{-1} = (-1)^i \binom{1}{i} \binom{1 - n - 2r}{i}^{-1}.
\]

Then, it follows from (2.25) that for $0 < z < 1$,
\[
(1 + z)^{2r} G_{m,n} \left( \frac{z}{1 + z} \right)
= 2^{m+n+2r} \left( \frac{1}{2} \right)_m \left( \frac{1}{2} \right)_{n+2r} \sum_{i=0}^{2r} (-z)^i \frac{(-2r)_i}{i!} \frac{\frac{1}{2} + m}{\frac{1}{2} - n - 2r},
\]
\[
= 2^{m+n+2r} \left( \frac{1}{2} \right)_m \left( \frac{1}{2} \right)_{n+2r} F \left( -2r, \frac{1}{2} + m, \frac{1}{2} - n - 2r; -z \right). \tag{2.26}
\]

By virtue of the Pfaff transformation (cf. [15, Theorem 20 (page 60)]), we get
\[
F \left( -2r, \frac{1}{2} + m, \frac{1}{2} - n - 2r; -z \right) = (1 + z)^{2r} F \left( -2r, -m - n - 2r, \frac{1}{2} - n - 2r; \frac{z}{1 + z} \right),
\]
which together with (2.26) implies that (2.23) holds for $\gamma = \frac{z}{1 + z} \in (0, \frac{1}{2})$. Note that both sides of (2.23) are polynomials of $\gamma$ with degree $2r$. Therefore, (2.23) holds also for $0 < \gamma < 1$. \qed
In the following, we will make use of Gauss’ contiguous relations of hypergeometric functions. Consider the six functions

\[ F(a \pm 1, b, c; z), \quad F(a, b \pm 1, c; z), \quad F(a, b, c \pm 1; z), \quad (2.27) \]

which are called contiguous to \( F(a, b, c; z) \). Gauss showed that \( F(a, b, c; z) \) can be written as a linear combination of any two of its contiguous functions, with rational coefficients in terms of \( a, b, c \) and \( z \) (cf. [6, page 103] and [15, page 51]). To simplify notation, we denote \( F(a, b, c; z) \) and the six contiguous functions in (2.27) respectively by

\[ F, \quad F(a \pm 1), \quad F(b \pm 1), \quad F(c \pm 1). \quad (2.28) \]

We will use the following relations of Gauss between contiguous functions (cf. [6, 2.8-(38), (32), (40) (page 103)])

\[ c(1 - z)F - cF(a - 1) + (c - b)zF(c + 1) = 0, \quad (2.29) \]
\[ (b - a)F + aF(a + 1) - bF(b + 1) = 0, \quad (2.30) \]
\[ [c - 2b + (b - a)z]F + b(1 - z)F(b + 1) - (c - b)F(b - 1) = 0, \quad (2.31) \]

and the differentiation formula for hypergeometric functions (cf. [6, 2.8-(20) (page 102)])

\[ \frac{d}{dz} F(a, b, c; z) = \frac{ab}{c} F(a + 1, b + 1, c + 1; z). \quad (2.32) \]

For \( 0 < \gamma < 1 \), define

\[ B_m(\gamma) = F \left( -2r, -m - n - 2r, \frac{1}{2} - n - 2r; \gamma \right). \quad (2.33) \]

By Lemma [2.9] and the analysis before Lemma [2.9], we find that \( B_{m+1} \) reaches its minimum at some \( \gamma_{m+1} \in (0, 1) \) with

\[ \frac{d}{d\gamma} B_{m+1}(\gamma_{m+1}) = 0. \quad (2.34) \]

**Lemma 2.10** Let \( m, n \in \mathbb{N} \cup \{0\} \), \( r \in \mathbb{N} \) and \( \gamma_{m+1} \in (0, 1) \) be the minimum point of \( B_{m+1} \). Then

\[ B_{m+1}(\gamma_{m+1}) = B_m(\gamma_{m+1}). \quad (2.35) \]

**Proof.** To apply the formulas of contiguous functions, we assign values to \( a, b, c \) and \( z \) by

\[ a = -2r, \quad b = -m - n - 2r, \quad c = \frac{1}{2} - n - 2r, \quad z = \gamma_{m+1}, \]

and continue to use the notation in (2.28). Then, we have that

\[ B_m(\gamma_{m+1}) = F(a, b, c; z) = F, \]
\[ B_{m+1}(\gamma_{m+1}) = F(a, b - 1, c; z) = F(b - 1). \]
Thus, (2.35) can be rewritten as \( F = F(b - 1) \).

By (2.32) and (2.34), we get

\[
0 = \frac{d}{d\gamma}B_{m+1}(\gamma_{m+1}) = \frac{a(b-1)}{c}F(a+1,b,c+1;z). \tag{2.36}
\]

Replacing \( a \) with \( a+1 \) in (2.29), we get

\[
c(1-z)F(a+1) - cF + (c-b)zF(a+1,b,c+1,z) = 0. \tag{2.37}
\]

Since \( a(b-1) > 0 \), (2.36) and (2.37) imply that

\[
F(a+1) = (1-z)^{-1}F. \tag{2.38}
\]

Hence it follows from (2.30) and (2.38) that

\[
\left[b - a + \frac{a}{1-z}\right]F = bF(b+1). \tag{2.39}
\]

Thus, we obtain by (2.31) and (2.39) that

\[
[c - 2b + (b-a)z]F + (1-z)\left[b - a + \frac{a}{1-z}\right]F = (c-b)F(b-1),
\]

which can be simplified to \( F = F(b-1) \). Therefore, (2.35) holds. \( \square \)

**Proof of** \( H_{m,n}(\gamma) > 0 \) **for** \( m > n \).

Note that \( H_{m,n}(\gamma) > 0 \) can be written as (see (2.13) and (2.14))

\[
G_{m,n}(\gamma) > 2^{m+n+2r}\left(\frac{1}{2}\right)_m\left(\frac{1}{2}\right)_{n+r}\left(\frac{1}{2}\right)_r. \tag{2.40}
\]

On the other hand, by (2.23) and (2.33), we have that

\[
G_{m,n}(\gamma) = 2^{m+n+2r}\left(\frac{1}{2}\right)_m\left(\frac{1}{2}\right)_{n+2r}B_m(\gamma).
\]

Then, (2.40) is equivalent to

\[
B_m(\gamma) > \left(\frac{1}{2}\right)_{n+r}\left(\frac{1}{2}\right)_r\left(\frac{1}{2}\right)_{n+2r}^{-1} = \left(n+2r\right)^{-1}\frac{1}{r}. \tag{2.41}
\]

Note that in the symmetric case we have proved that \( H_{n,n}(\gamma) > 0 \) for \( \gamma \neq \frac{1}{2} \) (see (2.15)). Then (2.40) and hence (2.41) hold, i.e.,

\[
B_n(\gamma) > \left(\frac{n+2r}{r}\right)^{-1}, \quad \gamma \neq \frac{1}{2}, \tag{2.42}
\]
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By (2.22), we find that
\[ \frac{d}{d\gamma} G_{n+1,n} \left( \frac{1}{2} \right) = 2r E \left[ U^{2n+2} V^{2n} \left( \frac{U^2 - V^2}{2} \right)^{2r-1} (U^2 + V^2) \right]. \quad (2.43) \]

Since \( U, V \) are independent standard Gaussian random variables, by replacing \( U \) and \( V \) in the right hand side of (2.43), we get
\[ \frac{d}{d\gamma} G_{n+1,n} \left( \frac{1}{2} \right) = 2r E \left[ V^{2n+2} U^{2n} \left( \frac{V^2 - U^2}{2} \right)^{2r-1} (V^2 + U^2) \right]. \quad (2.44) \]

Adding up (2.43) and (2.44), we get
\[ 2 \frac{d}{d\gamma} G_{n+1,n} \left( \frac{1}{2} \right) = 2r E \left[ 2U^{2n} V^{2n} \left( \frac{U^2 - V^2}{2} \right)^r (U^2 + V^2) \right] > 0, \]
which implies that
\[ \gamma_{n+1} < \frac{1}{2}. \]

Note that \( \gamma_{n+1} \) is the minimum point of \( B_{n+1} \). Thus, we obtain by Lemma 2.10 and (2.42) that
\[ B_{n+1}(\gamma) \geq B_{n+1}(\gamma_{n+1}) = B_n(\gamma_{n+1}) > \left( \frac{n + 2r}{r} \right)^{-\frac{1}{2}}. \]

That is, (2.41) holds for \( m = n + 1 \).

Now suppose that (2.41) holds for \( m = k \geq n + 1 \). Then, Lemma 2.10 implies that
\[ B_{k+1}(\gamma) \geq B_{k+1}(\gamma_{k+1}) = B_k(\gamma_{k+1}) > \left( \frac{n + 2r}{r} \right)^{-\frac{1}{2}}, \]
i.e., (2.41) holds for \( m = k + 1 \). Therefore, the proof is complete by induction. \( \square \)

### 3 Proof of Theorem 1.1 and extension

**Lemma 3.1** Suppose that \((X, Y, Z)\) is a centered Gaussian random vector such that \( \alpha X + \beta Y + \gamma Z = 0 \) for some constants \( \alpha, \beta, \gamma \) that are not all zero. Then for any \( m, n \in \mathbb{N} \),
\[ E[X^{2m} Y^{2m} Z^{2n}] > E[X^{2m}] E[Y^{2m}] E[Z^{2n}]. \quad (3.1) \]
Proof. If $\alpha \beta \gamma = 0$, then the inequality (3.1) reduces to the 2-dimensional case, which has been verified by [10] Corollary 1.1 and Remark 1.4 (cf. also Remark 2.4 given before). Hence we can assume that $\alpha, \beta, \gamma$ are non-zero. Note that there is no change with (3.1) if we replace $(X, Y, Z)$ by $(\alpha X, -\beta Y, -\gamma Z)$. Thus, we assume without loss of generality that $Z = X - Y$.

We can further assume that 

$$E[Z^2] = 1.$$ 

Otherwise, we may just divide $(X, Y, Z)$ by $\sqrt{E[Z^2]}$. Define 

$$a = E[XZ], \quad b = E[YZ].$$ 

Note that $Z = X - Y$ implies that 

$$E[XZ] - E[YZ] = E[Z^2].$$ 

Then, 

$$a - b = 1.$$ 

Hence we can define 

$$U = X - aZ = Y - bZ.$$ 

It follows that 

$$X = U + aZ, \quad Y = U + bZ, \quad E[UZ] = 0.$$ \hspace{1cm} (3.2) 

Let $s = a + b$. Define 

$$W = U^2 + abZ^2, \quad T = ZU.$$ 

Then, we have 

$$XY = U^2 + (a + b)ZU + abZ^2 = W + sT.$$ \hspace{1cm} (3.3) 

By the independence of $U$ and $Z$, we get 

$$E[W^{2k-1}T^{2l-1}|Z] = 0, \quad \forall k, l \in \mathbb{N}.$$ \hspace{1cm} (3.4) 

Define 

$$W_c := U^2 - |ab|Z^2 \leq W.$$ 

Then, it follows from (3.3) and (3.4) that 

$$E[X^{2m}Y^{2m}|Z] = E[(W + sT)^{2m}|Z]$$ 

$$= \sum_{i=0}^{m} \binom{2m}{2i} E[W^{2m-2i}T^{2i}|Z] s^{2i}.$$ 

$$\geq \sum_{i=0}^{m} \binom{2m}{2i} E[W_c^{2m-2i}T^{2i}|Z] s^{2i}.$$ 

Thus, 

$$E[X^{2m}Y^{2m}Z^{2n}] \geq \sum_{i=0}^{m} \binom{2m}{2i} E[W_c^{2m-2i}T^{2i}Z^{2n}] s^{2i}.$$ \hspace{1cm} (3.5)
Let $\sigma^2 = E[U^2]$. It follows from (3.2) that
\[ E[X^2] = \sigma^2 + a^2, \quad E[Y^2] = \sigma^2 + b^2. \]

Then, we have
\[
E[X^{2m}]E[Y^{2m}]E[Z^{2n}] = (2m-1)!!(\sigma^2 + a^2)^m (2m-1)!!(\sigma^2 + b^2)^m (2n-1)!!
\]
\[
= (2n-1)!![(2m-1)!!]^2 [(\sigma^2 + a^2)(\sigma^2 + b^2)]^m
\]
\[
= (2n-1)!![(2m-1)!!]^2 \left[ \sigma^4 + (a^2 + b^2)\sigma^2 + a^2b^2 \right]^m
\]
\[
= (2n-1)!![(2m-1)!!]^2 \left[ \sigma^4 + (s^2 - 2ab)\sigma^2 + a^2b^2 \right]^m
\]
\[
= (2n-1)!![(2m-1)!!]^2 \left[ (\sigma^2 - ab)^2 + \sigma^2s^2 \right]^m
\]
\[
\leq (2n-1)!![(2m-1)!!]^2(\sigma^2 + |ab|)^2 + \sigma^2s^2)^m.
\]

Thus,
\[
E[X^{2m}]E[Y^{2m}]E[Z^{2n}] \leq (2n-1)!![(2m-1)!!]^2 \sum_{i=0}^{m} \binom{m}{i} (\sigma^2 + |ab|)^{2m-2i} \sigma^2 \sigma^2i. \quad (3.6)
\]

By (3.5) and (3.6), to prove (3.1), it is sufficient to verify that
\[
\binom{2m}{2i} E[W_c^{2m-2i}T^{2i}Z^{2n}] > (2n-1)!![(2m-1)!!]^2 \binom{m}{i} (\sigma^2 + |ab|)^{2m-2i} \sigma^2i. \quad (3.7)
\]

**Case 1:** Suppose that $c^2 = |ab| > 0$. Let $V = cZ$. Then, we have that
\[ W_c = U^2 - c^2Z^2 = U^2 - V^2, \]
and
\[ c^{2n+2i}W_c^{2m-2i}T^{2i}Z^{2n} = V^{2n+2i}U^{2i}(V^2 - U^2)^{2m-2i}. \]

Note that $U$, $V$ are independent and $E[V^2] = c^2$. Then,
\[ E[(V + U)^2] = \sigma^2 + c^2 = \sigma^2 + |ab|, \]
\[ [(2m - 2i - 1)!!]^2 (\sigma^2 + |ab|)^{2m-2i} = \left[ E(V + U)^{2m-2i} \right]^2, \]
and
\[ (2n + 2i - 1)!!c^{2n+2i} = E[V^{2n+2i}], \quad (2i - 1)!!\sigma^2i = E[U^{2i}]. \]

Note that
\[
\binom{2m}{2i} = \frac{(2m)!}{(2i)!(2m-2i)!} = \frac{(2m-1)!!}{(2i-1)!!(2m-2i-1)!!} \frac{m! \cdot 2^m}{i! \cdot 2^i(m-i)! \cdot 2^{m-i}} = \frac{(2m-1)!!}{(2i-1)!!(2m-2i-1)!!} \binom{m}{i}. \]
Then, (3.7) can be rewritten as
\[
E \left[ V^{2n+2i}U^{2i}(V^2 - U^2)^{2m-2i} \right] > C_{i, m, n} E[V^{2n+2i}] E[U^{2i}] \{E[(V + U)^{2m-2i}]\}^2,
\] (3.8)
where
\[
C_{i, m, n} := \frac{(2m - 1)!!(2n - 1)!!}{(2m - 2i - 1)!!(2n + 2i - 1)!!} \cdot \frac{(2n - 1)!!(2i - 1)!!}{(2n + 2i - 1)!!} \cdot \binom{m}{i} \binom{n + i}{i}^{-1} \leq \binom{m}{i}.
\]

Therefore, (3.8) is verified by Theorem 2.2, since in this case the equality sign in (2.10) does not hold due to \(n + i > i\).

**Case 2:** Suppose that \(|ab| = 0\). Then, \(W_c = U^2\) and
\[
W_c^{2m-2i}T^{2i}Z^{2n} = U^{4m-2i}Z^{2n+2i}.
\]
Thus, (3.7) can be rewritten as
\[
E \left[ U^{4m-2i}Z^{2n+2i} \right] > (2n - 1)!!(2i - 1)!!(2m - 1)!!(2m - 2i - 1)!!\sigma^{4m-2i}.
\] (3.9)

The inequality (3.9) can be verified by
\[
E \left[ U^{4m-2i}Z^{2n+2i} \right] = (4m - 2i - 1)!!(2n + 2i - 1)!!\sigma^{4m-2i},
\]
and
\[
(4m - 2i - 1)!! \geq (2m - 1)!!(2m - 2i - 1)!!, \quad (2n + 2i - 1)!! \geq (2n - 1)!!(2i - 1)!,
\]
since the above equality signs cannot hold simultaneously for \(m, n \in \mathbb{N}\). Therefore, the proof is complete.

**Theorem 3.2** Let \((X, Y, Z)\) be a 3-dimensional Gaussian random vector. Then for any \(m, n \in \mathbb{N}\),
\[
E \left[ X^{2m} Y^{2m} Z^{2n} \right] \geq E[X^{2m}] E[Y^{2m}] E[Z^{2n}].
\] (3.10)

**Proof.** Define
\[
Z_0 = E[Z|X, Y], \quad Z_1 = Z - Z_0.
\]
Then,
\[
Z^{2n} = (Z_0 + Z_1)^{2n} = \sum_{i=0}^{2n} \binom{2n}{i} Z_0^{2n-i} Z_1^i.
\] (3.11)
Note that \( Z_1 \) is independent of \( X, Y \). Hence
\[
\mathbb{E} \left[ Z_0^{2n-i} | X, Y \right] = Z_0^{2n-i} \mathbb{E} \left[ Z_1^i \right],
\]
which is equal to zero for odd \( i \).

By (3.11) and (3.12), we get
\[
\mathbb{E} \left[ Z^{2n} | X, Y \right] = \sum_{i=0}^{n} \binom{2n}{2i} Z_0^{2n-2i} \mathbb{E} \left[ Z_1^{2i} \right].
\]

Note that \( Z_0 = \alpha X + \beta Y \) holds for some \( \alpha, \beta \in \mathbb{R} \). Then, it follows from Lemma 3.1 that
\[
\mathbb{E} \left[ X^{2m} Y^{2m} Z_0^{2n-2i} \right] \geq \mathbb{E} \left[ X^{2m} \right] \mathbb{E} \left[ Y^{2m} \right] \mathbb{E} \left[ Z_0^{2n-2i} \right].
\]

Thus, we obtain by (3.13) and (3.14) that
\[
\mathbb{E} \left[ X^{2m} Y^{2m} Z_{2n} \right] = \mathbb{E} \left[ \mathbb{E} \left[ Z^{2n} | X, Y \right] \cdot X^{2m} Y^{2m} \right] \nonumber \\
= \sum_{i=0}^{n} \binom{2n}{2i} \mathbb{E} \left[ X^{2m} Y^{2m} Z_0^{2n-2i} \right] \mathbb{E} \left[ Z_1^{2i} \right] \nonumber \\
\geq \sum_{i=0}^{n} \binom{2n}{2i} \mathbb{E} \left[ X^{2m} \right] \mathbb{E} \left[ Y^{2m} \right] \mathbb{E} \left[ Z_0^{2n-2i} \right] \mathbb{E} \left[ Z_1^{2i} \right] \nonumber \\
= \mathbb{E} \left[ X^{2m} \right] \mathbb{E} \left[ Y^{2m} \right] \sum_{i=0}^{n} \binom{2n}{2i} \mathbb{E} \left[ Z_0^{2n-2i} Z_1^{2i} \right] \nonumber \\
= \mathbb{E} \left[ X^{2m} \right] \mathbb{E} \left[ Y^{2m} \right] \mathbb{E} \left[ (Z_0 + Z_1)^{2n} \right].
\]

Therefore, (3.10) holds. \( \square \)

**Proof of Theorem 1.1**

The inequality (1.4) follows from Theorem 3.2. It remains to show that the equality sign of (1.4) holds if and only if \( X, Y, Z \) are independent.

By the proof of Theorem 3.2 (cf. (3.14), (3.15) and Lemma 3.1), we find that the equality holds implies
\[
Z_0 = \mathbb{E} \left[ Z | X, Y \right] = 0,
\]
i.e., \( Z \) is independent of \( X, Y \). By symmetry, the equality holds also implies that \( X \) is independent of \( Y, Z \). Hence the independence of \( X, Y, Z \) is a necessary condition for the equality sign of (1.4) to hold. On the other hand, the independence of \( X, Y, Z \) is obviously a sufficient condition. Therefore, the proof is complete. \( \square \)
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