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ABSTRACT

End-to-end models are becoming popular approaches for mispronunciation detection and diagnosis (MDD). A streaming MDD framework is demanded by many practical applications still remains a challenge. This paper proposes a streaming end-to-end MDD framework called CCA-MDD. CCA-MDD supports online processing and is able to run strictly in real-time. The encoder of CCA-MDD consists of a conv-Transformer network based streaming acoustic encoder and an improved cross-attention named coupled cross-attention (CCA). The coupled cross-attention integrates encoded acoustic features with pre-encoded linguistic features. An ensemble of decoders trained from multi-task learning is applied for final MDD decision. Experiments on publicly available corpora demonstrate that CCA-MDD achieves comparable performance to published offline end-to-end MDD models.

Index Terms— mispronunciation detection and diagnosis, coupled cross-attention, streaming end-to-end model

1. INTRODUCTION

Mispronunciation detection and diagnosis (MDD) is a necessary component in computer-assisted pronunciation training (CAPT) systems [1]. The MDD problem is an active research topic. Traditional MDD approaches consist of goodness-of- pronunciation (GOP) [2][3] based and automatic speech recognition (ASR) based [4][5] components. The emergence of end-to-end (e2e) neural networks promises potential performance improvement, leading to new research interests in e2e MDD models [6][7][14]. The different MDD frameworks are illustrated in Fig. 1.

End-to-end MDD models allow integrated modeling of text prompts and acoustic signals with advanced deep neural networks. End-to-end MDD modeling alleviates the need for building a long pipeline as in traditional approaches. The pipeline usually consists of multiple steps such as forced-alignment and phonological rule matching. These steps are prone to error accumulation, leading to inferior MDD performance.

A common practice of e2e MDD is to combine the models of the original pipeline, which are typically an acoustic model and a label classifier, into a unified model. For example, the e2e MDD model in [11] consists of a convolution neural network and recurrent neural network (CNN-RNN) as acoustic encoder and a connectionist temporal classification (CTC) [12] decoder that takes the encoded acoustic features and text information to detect mispronunciation. Recent studies suggest that injecting text information during acoustic modeling improves MDD performance [7][8][10][13]. The integrated modeling of text and acoustic modalities helps to learn inherent text-acoustic mapping. SED-MDD [10] encodes linguistic features with a sentence encoder and feeds the encoded linguistic cues to acoustic model through an attention for further context modeling. The model in [7] is Transformer based. The model consists of multi-head attention (MHA) to combine the encoded linguistic and acoustic information and capture the corresponding mappings. Self-training methods which learn context representation from unlabeled data are explored in [4][15].

In this work, we aim to construct a streaming e2e MDD framework as illustrated in Fig. 1(d). A streaming MDD framework is useful to many real-time applications. For example, in an interactive CAPT system [16], users would expect the system to return MDD feedback immediately once users recorded their speech. When the speech is long, users may expect the system to output partial MDD result simultaneously before the user finishing the whole speech. An interactive CAPT system requires an MDD model to support online decoding and retain high MDD performance. Existing e2e MDD solutions hardly satisfy this requirement due to the difficulty in modeling text and acoustic features in a streaming manner, especially with attention mechanism. We are motivated by the success of streaming ASR [17][19]. We apply a streaming ASR acoustic encoder based on conv-Transformer blocks [18] for processing input acoustic frames. To capture integrated text-acoustic features in a streamable manner, we propose coupled cross-attention (CCA) mechanism which considers alignment between text and acoustic dimensions. This attention mechanism allows flexible alignment and handles mismatches.

Fig. 1. Different MDD frameworks. (a) GOP based, (b) ASR based, (c) end-to-end model based, and (d) our streaming framework.
between input text prompt and pronunciation in recorded speech which occurs in MDD problem. We further apply multi-task learning to simultaneously model phoneme prediction and pronunciation error state, and an ensemble mechanism for final MDD decision.

This paper is organized as follows. We first describe our proposed CCA-MDD in the next section. We present the experimental setup and evaluation results in Section 3. Finally we conclude this work in Section 4.

2. PROPOSED METHOD

As shown in Fig. 2, CCA-MDD consists of two key components, an incremental feature encoder and an ensemble-augmented decoder.

2.1. Incremental Feature Encoder (IFE)

The incremental feature encoder (IFE) contains three sub-encoders, i.e., incremental acoustic encoder (IAE), reference encoder (RE), and joint encoder (JE). Joint encoder jointly encodes linguistic and acoustic embedding from IAE and RE.

Motivated by the success of Conv-Transformer Transducer (ConvTT) [18] for streaming ASR, we borrow the acoustic encoder in ConvTT to implement our IAE. Specifically, we build the IAE with two conv-Transformer blocks and adopt the same parameter setting as in [18] for these blocks. Note that our sub-sampling rate of speech frames is 40ms with 2 blocks instead of 80ms as in [18] with 3 blocks. Benefited from these carefully-designed interleaved Transformer layers and convolution layers, the IAE encodes acoustic frames in a streaming manner. When processing a speech utterance, conv-Transformer blocks only require a small look-ahead window (additional 60ms latency for CCA-MDD with 2 blocks) for modeling future context, instead of the whole utterance.

Reference encoder takes reference phonemes converted from the reference text prompt according to a dictionary as input and transforms each phoneme into N-dimensional (N = 384 in this paper) linguistic feature vector. We construct the RE with a network of two Transformer layers with full attention. The JE consists of an improved cross-attention named coupled cross-attention (CCA), and a Transformer based post-net module. As shown in Fig. 3, CCA is composed of two multi-head cross-attention modules as follows:

\[
\text{score}_h = \text{softmax}(\frac{W^Q_h f_i(W^K_h d)^T}{\sqrt{m}})
\]

\[
\text{attention}^f_h = \text{score}_h \cdot (W^K_h d)
\]

\[
g_{\text{MHA}} = \text{concat}_{h \in H} (\text{attention}^f_h) W^Q_f
\]

\[
\text{attention}^d_h = (W^K_h f) \cdot \text{score}_h^T
\]

\[
s_{\text{MHA}} = \text{concat}_{h \in H} (\text{attention}^d_h) W^Q_d
\]

where \(K, Q, V\) are dimensions of key, query, and value respectively. The index of attention heads is denoted as \(h\) with a total number of \(H\) heads. The matrices \(W^K_h\) and \(W^Q_h\) are the weights for encoded acoustic feature vector \(f_i\) at frame index \(i\) and all the available acoustic feature vectors \(f\) respectively. The matrices \(W^K_h\) and \(W^Q_h\) are projection matrices of linguistic feature vector \(d\) of reference phonemes. The number of reference phonemes is denoted by \(m\). The matrices \(W^K_f\) and \(W^Q_f\) are the output weights of upper attention and lower attention respectively with \(O\) as the output dimension. The concatenation operator is denoted as \(\text{concat}(\cdot)\).

The upper attention \(\text{attention}_h^f\) supports mapping of currently encoded acoustic feature vectors to encoded linguistic output \(d\) from the RE. The bottom attention \(\text{attention}_h^d\) is expected to build mappings from linguistic features to acoustic features. These two attentions are conditioned on the same matching score \(\text{score}_h\). The score \(\text{score}_h\) is computed online with currently processed acoustic frames. The upper attention output \(g_{\text{MHA}}\) is computed immediately as the whole linguistic context \(d\) is known as prior information. The bottom attention output \(s_{\text{MHA}}\) is computed with full acoustic context \(f\) of entire utterance. The on-the-fly generation of \(g_{\text{MHA}}\) allows online frame-wise pronunciation recognition. The full-context dependent output \(s_{\text{MHA}}\) performs the final sentence-based mispronunciation diagnosis. The post-net is constructed with one-layer Transformer that takes only \(g_{\text{MHA}}\) as input.

2.2. Ensemble-augmented Decoder (EAD)

The ensemble-augmented decoder (EAD) consists of three parts, CTC decoder, phoneme classifier and error state classifier. The parameters are learnt with a multi-task learning mechanism. The CTC decoder is constructed with one-layer fully connected feed-forward network of 512 hidden units. Similar to decoder in ASR, the online decoder predicts phoneme labels from outputs of the post-net.

Both the phoneme classifier and the error state classifier take the attention output \(s_{\text{MHA}}\) from the JE as input. The two classifiers are used to predict phoneme labels and error states respectively. The error state of a phoneme label tells whether the phoneme is pronounced correctly against the reference phoneme sequence. The lengths of the outputs of the two classifiers are consistent with the length of the reference phoneme sequence. We build these two classifiers with the same model structure, which consists of a stack of two Transformer layers followed a multi-layer perception (MLP). The error state classifier further takes the intermediate representation which is the output of the second Transformer of the phoneme classifier as a condition additional to \(s_{\text{MHA}}\). The intermediate representation is discriminative and contributes to improvement of error state classification. Since \(s_{\text{MHA}}\) is fully context-dependent, these two classifiers do not support online output. The two classifiers require the whole
input sequence for their predictions.

We train the three decoders with multi-task learning, and compute CTC loss $L_{CTC}$, cross-entropy loss $L_{PH}$ and binary cross-entropy loss $L_{ST}$. Specifically,

$$L_{PH} = - \frac{1}{m} \sum_{t=1}^{m} \alpha p_t \log \hat{p}_t$$

$$L_{ST} = - \frac{1}{m} \sum_{t=1}^{m} \left[ \alpha e_t \log \hat{e}_t + (1 - e_t) \log (1 - \hat{e}_t) \right]$$

where $\alpha$ is a balance factor, $m$ is the length of the reference phoneme sequence, $\hat{p}$ and $p$ refer to the predicted phonemes and the reference phonemes, $\hat{e}$ refers to the predicted error states, $e$ refers to the true error states by comparing the predicted and the reference phonemes. These losses are combined as,

$$\mathcal{L} = \mathcal{L}_{CTC} + \beta \mathcal{L}_{ST} + \gamma L_{PH}$$

for the objective of model training. In our experiments, we set $\alpha = 5$, $\beta = 1$, and $\gamma = 0.5$.

We further employ an ensemble scheme to combine the predictions for final MDD decision. The ensemble is based on the following rule. For each item in reference phonemes, if the corresponding error state is recognized as positive (i.e., error probability is larger than 0.5), but the recognized phoneme from the CTC decoder is the same as the reference phoneme, we consider that the recognized result is not reliable. The results of CCA-MDD is marked by error mark serr. Otherwise, the recognized phoneme would be taken as the final results. An example is given in Table 1. CCA-MDD (CTC) and CCA-MDD (ST) present the outputs from the CTC decoder and the error state classifier respectively. In contrast to ‘pronounced phonemes’ according to a dictionary, ‘pronounced phonemes’ denotes the phones that the user has actually pronounced. In this example, the word ‘she’ is not present in the reference text but is pronounced in the speech. Our CTC decoder still recognizes the word successfully. The CTC decoder fails to recognize the phoneme ‘T’ in the last column. The corresponding probability of error state is also below 0.5. A missing error (marked as ‘-’) is therefore issued in the final CCA-MDD result. The CCA-MDD output are compared against the pronounced phonemes as in ‘Detection Type’.

### 3. EXPERIMENTAL EVALUATION

#### 3.1. Experimental Setup

**Datasets** We conduct our experiments on two publicly available English corpora, TIMIT [20] and L2-ARCTIC corpus [21]. TIMIT contains recordings of 630 speakers of 8 US English dialects. Each speaker reads out 10 sentences. All the recordings are well labeled with 61-phone transcriptions. L2-ARCTIC is a non-native English corpus. We perform our experiments with version 5 of L2-ARCTIC. The corpus consists of recordings from 24 speakers (12 males and 12 females) of six different first languages (Hindi, Korean, Mandarin, Spanish, Arabic and Vietnamese). Phone-level transcriptions are available with a 48-phone set, plus an additional symbol /err/ for unclear pronunciation. We first convert the transcriptions of the two corpora into TIMIT 39-phone set according to the CMU Pronouncing Dictionary (CMUDict) [22] for convenience of cross-corpus usage. We take the recordings of six speakers (NJS, TLV, TNI, TXHC, YKMK, ZHAA) from L2-ARCTIC as the test set. We take the remaining 18 speakers of L2-ARCTIC and TIMIT as training set. There are 7.2h speech data for training and 0.88h data for testing.

**Model training** When speakers pronounce the utterances correctly, reference phonemes and pronounced phonemes are the same. The model is prone to over-fitting during training. We avoid over-fitting by augmenting reference phoneme labels. We randomly insert additional phonemes, delete or substitute the original phonemes of the reference phonemes to simulate mispronunciation. We train the model in two stages as shown in Fig. 3. Namely, first, we pre-train the IAE and the CTC decoder as an ASR model with the original reference phoneme labels in the training set (with 1000 steps). Then, we take the weights of the pre-trained components to initialize the corresponding modules of CCA-MDD. We fine-tune the whole model with the augmented training set.

**Model configuration** We refer readers to [18] for the details of the conv-Transformer blocks and acoustic feature extraction in the IAE.
Table 2. Comprehensive performance comparison. In ‘Canonicals’, true acceptance (TA) indicates correct predictions, while false rejection (FR) denotes the failure to accept correct pronunciation. In ‘Mispronunciation’, false acceptance (FA) indicates the models do not detect mispronounced phones, while true rejection (TR) indicates that the models detect the mispronounced phones. TR is further analysed with correct diagnosis and diagnosis errors. The F-Measure (F1) is calculated as $2 \times \text{precision} \times \text{recall} / (\text{precision} + \text{recall})$, where $\text{precision} = \frac{\text{TA}}{\text{TA} + \text{FA}}$ and $\text{recall} = \frac{\text{TR}}{\text{TR} + \text{FR}}$ respectively.

| Models          | True Acceptance | False Rejection | False Acceptance | True Rejection | Mispronunciation | F1(%) | PER(%) |
|-----------------|-----------------|-----------------|------------------|---------------|------------------|-------|--------|
| SED-MDD [10]    | 91.99% (25576)  | 8.01% (2226)    | $\text{TA} = \frac{S + D + I}{N}$, where $N$ is total number of labelled phones, and $S$, $D$ and $I$ represent the counts of the substitution, deletion and insertion errors respectively. The PER results are shown in the last column of Table 2. CCA-MDD (CTC) corresponds to the output from the CTC decoder. CCA-MDD is the final model output with ensemble. CCA-MDD (CTC) achieves a low PER of 11.84%. The results support the effectiveness of the integrated text-acoustic modeling and CCA, and promise the potential for MDD problem.

For the rest of CCA-MDD, all multi-head attentions in Transformer layers and CCA share the same setting. There are 6 heads for each layer. For the rest of CCA-MDD, all multi-head attentions in Transformer layers and CCA share the same setting. There are 6 heads for each layer.

3.2. Performance on Phone Recognition

The performance of phone recognition is a key factor for MDD. We first evaluate phone recognition accuracy with phoneme error rate (PER) as the metric, where

$$\text{PER} = \frac{S + D + I}{N},$$

where $N$ is total number of labelled phones, and $S$, $D$ and $I$ represent the counts of the substitution, deletion and insertion errors respectively. The PER results are shown in the last column of Table 2. CCA-MDD (CTC) corresponds to the output from the CTC decoder. CCA-MDD is the final model output with ensemble. CCA-MDD (CTC) achieves a low PER of 11.84%. The results support the effectiveness of the integrated text-acoustic modeling and CCA, and promise the potential for MDD problem.

3.3. Performance on MDD

We next perform evaluation to MDD tasks. We report the results with the metrics following [11] [7]. The results are reported in Table 2. Our proposed CCA-MDD models achieve competitive scores under most of the metrics. Especially, CCA-MDD (CTC) achieves true acceptance and false rejection of 95.34% and 4.66% respectively. The results indicate that our model can well recognize correct pronunciations. For mispronunciation, our model also achieves reasonable diagnosis accuracy of 80.95% for true rejection. However, the trade-off of CCA-MDD (CTC) is increased false acceptance rate. We suspect that under streaming configuration, the decoder learns to produce recognition output close to the reference phonemes due to biased linguistic cues. The high false accepted rate is alleviated by our ensemble mechanism. CCA-MDD reduces false acceptance rate from 48.90% to 32.51%, and achieves F1 score of 60.78%. For L2-ARCTIC test set, SED-MDD [10] achieves high F1 score of 62.56%. The high F1 score is probably contributed by force alignment of phoneme transcriptions with speech data with an external force-alignment tool. Note that our CCA-MDD model is an e2e model which does not apply force alignment during training and inferring. Note that the ensemble mechanism does not update phone recognition results, we do not re-calculate PER. The ensemble mechanism sometimes outputs binary state set to CCA-MDD as shown in Table 2 diagnosis accuracy is not applicable.

Table 3. Result comparison on the Recall, Precision and F1 metrics.

| Models          | Recall(%) | Precision(%) | F1(%) |
|-----------------|-----------|--------------|-------|
| SED-MDD [10]    | 36.99     | 69.36        | 62.56 |
| w2v2.0-XLSR+TIMIT [14] | 62.86     | 58.20        | 60.44 |
| GOP [24]        | 35.42     | 52.88        | 42.42 |
| CTC-ATT [23]    | 46.57     | 70.28        | 56.02 |
| CNN-RNN-CTC+VC [13] | 56.04     | 56.12        | 56.08 |
| CCA-MDD (CTC)   | 51.01     | 64.65        | 57.03 |
| CCA-MDD         | 67.49     | 55.29        | 60.78 |

We compare our model with five other MDD approaches in terms of recall and precision. The results are shown in Table 3. CCA-MDD achieves high recall and F1. Although the frame-wise CCA-MDD (CTC) operates at streaming mode, the performance is still comparable to other approaches. We notice that the high precision of CTC-ATT [23]. CTC-ATT utilizes a hybrid of CTC and attention mechanism on whole input speech utterance. The model pays more attention to capture context of acoustic features in addition to linguistic features which achieves lower false acceptance rate. On the other hand, due to streaming property of CCA-MDD (CTC), the CTC decoder only relies on a small part of future input with a look-ahead window of 60ms, leading to slightly inferior precision. We consider this as a trade-off for low latency.

4. CONCLUSION

To our best knowledge, our work is the first attempt to apply an end-to-end neural model for streaming mispronunciation detection and diagnosis problem. We propose a framework named CCA-MDD, which employs conv-Transformer networks for streaming acoustic features, a coupled cross-attention (CCA) to fully integrate the linguistic and acoustic cues, and a multi-task trained ensemble decoder as the final classifier. Experiments on public benchmarks demonstrate that CCA-MDD achieves comparable performance to offline models, even executing in streaming mode. As a future work, we would extend this framework to embrace more related functions such as word or sentence-level GOP, and accent identification. We would further improve CCA to allow the bottom attention to be conditioned on partial-context, making the ensemble model also run on streaming mode.
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