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Abstract

We define the information threshold as the point of maximum curvature in the prior vs. posterior Bayesian curve, both of which are described as a function of the true positive and negative rates of the classification system in question. The nature of the threshold is such that for sufficiently adequate binary classification systems, retrieving excess information beyond the threshold does not significantly alter the reliability of our classification assessment. We hereby introduce the “marital status thought experiment” to illustrate this idea and report a previously undefined mathematical relationship between the Bayesian prior and posterior, which may have significant philosophical and epistemological implications in decision theory. Where the prior probability is a scalar between 0 and 1 given by \( \phi \) and the posterior is a scalar between 0 and 1 given by \( \rho \), then at the information threshold, \( \phi_e \):

\[
\phi_e + \rho_e = 1
\]

Otherwise stated, given some degree of prior belief, we may assert its persuasiveness when sufficient quality evidence yields a posterior so that their combined sum equals 1. Retrieving further evidence beyond this point does not significantly improve the posterior probability, and may serve as a benchmark for confidence in decision-making.
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1 Glossary of Bayesian Terminology

Bayes’ Theorem has been dubbed as the “equation of knowledge” [1] given its ubiquitousness in practically all fields of scientific inquiry and its ability to model statistical problems that are frequently encountered in nature. It isn’t therefore surprising that different fields use different terminology to refer to the same concepts evoked in Bayesian theory [2]. While the following list isn’t exhaustive, it will help the reader navigate this manuscript with ease.

| Parameter            | Notation | Definition                                                                                     | Alternative                  |
|----------------------|----------|-----------------------------------------------------------------------------------------------|------------------------------|
| True Positive Rate   | a        | Proportion of correct predictions in predictions of positive class. It is defined as the number of true positives over all predicted positive data points. | Sensitivity, Recall, Hit Rate |
| True Negative Rate   | b        | Proportion of correct predictions in predictions of negative class. It is defined as the number of true negatives over all predicted negative data points. | Specificity, Selectivity     |
| Prior                | \( \phi \), P(H) | A probability as assessed before making reference to certain relevant observations.         | Pre-test probability         |
| Posterior            | \( \rho(\phi) \) | The statistical probability that a hypothesis is true calculated in the light of relevant observations.  | Post-test probability, Positive predictive value, Precision |
| Likelihood Function  | LR       | The likelihood that a given outcome would be expected in a positive class compared to the likelihood that it would be expected in a negative class. | Likelihood ratio             |
| Evidence             | P(E)     | The probability of an event irrespective of the outcome of another variable.                  | Marginal Likelihood          |
2 Epistemology and the Philosophy of Knowledge

A proposition is considered to have objective truth when its truth conditions are met without bias caused by a sentient subject [3]. The truth of a belief or statement is entirely a matter of how things are with its object, and has nothing to do with the state of its subject – the person holding the beliefs about the nature of the object in question [3]. However, how we come to learn about an objective truth - what is known as epistemology, can be - paradoxically - a more subjective process [4]. Epistemology refers to the philosophical analysis of the nature of knowledge and the conditions required for a belief to constitute knowledge, such as truth and justification [5]. It should come as no surprise therefore that said subjective process is what lies at the core of the differing interpretations of the natural world between beings. Ultimately, the degree of belief about a claim will constitute our personal truth, which, when properly informed and sufficient information has been retrieved, attempts to match the standard, objective truth.

3 Bayesianism as a Means to Knowledge

‘Bayesian epistemology’ became an epistemological movement in the 20th century, though its two main features can be traced back to the eponymous Reverend Thomas Bayes (c. 1701–61) [6]. Those two features are: (1) the introduction of a formal apparatus for inductive logic; (2) the introduction of a pragmatic self-defeat test for epistemic rationality as a way of extending the justification of the laws of deductive logic to include a justification for the laws of inductive logic [7]. The formal apparatus itself has two main elements: the use of the laws of probability as coherence constraints on rational degrees of belief (or degrees of confidence) and the introduction of a rule of probabilistic inference, a rule or principle of conditionality [6].

4 Terminology used in Bayesian Inference

Given its wide range of applications in a vast number of areas of inquiry, Bayesian theory employs terminology that may differ between fields. For the purposes of this research, we’ll refer to probability as the likelihood that an event occurs or that a proposition is true [8]. The prior probability reflects the subjective belief about the likelihood of an event prior to new data being collected [9]. The prior probability of an event will be revised as new data or information becomes available, to produce a more accurate measure of a potential outcome [10]. That revised probability becomes the posterior probability and is calculated using Bayes’ theorem. As such, the prior and posterior probabilities are proportional by means of a likelihood term [11].

\[
\text{Posterior} \propto \text{Likelihood} \times \text{Prior}
\]
5 Bayes’ Theorem

As described, Bayes’ Theorem provides the mathematical tool that allows for the updating of our beliefs about a hypothesis \( H \) in light of some new evidence \( E \) [12]. Mathematically speaking, the equation translates to the conditional probability of an event or hypothesis \( H \) given the presence of an event or evidence \( E \) [13]. As per Bayes’ Theorem, the above relationship is equal to the probability of \( H \) given \( E \), multiplied by the ratio of independent probabilities of event \( H \) to event \( E \) [14]. Simply stated, the equation is written as follows:

\[
P(H | E) = \frac{P(E | H)P(H)}{P(E)}
\]  

Where \( H, E \) are the hypothesis and evidence, respectively, \( P(H | E) \) is the posterior (probability of \( H \) given \( E \) is true), \( P(H) \) is the prior probability or working hypothesis, \( P(E | H) \) is the likelihood constant (probability of \( E \) given \( H \) is true), and \( P(E) \) is the marginalization constant, also known as the normalizing constant, or evidence [15].

If we use \( E +/- \) as either the presence or absence of evidence, and denote \( H +/- \) as the veracity or falsehood of our hypothesis, then we can use Bayes’ theorem to calculate the posterior probability by asking the following question: given the presence of some evidence \( E \), what is the probability that our initial hypothesis \( H \) is correct [15]?

\[
P(H + | E+) = \frac{P(E + | H+)P(H+)}{P(E + | H+)P(H+) + P(E + | H-)P(H-)}
\]  

Now, how do we gather the evidence \( E \) to update our beliefs? We collect data and input it into a classification system, which then categorizes the data into a number of groups depending on the value assigned to each data point [16]. Notably, these can be classified into groups which represent the positive/normal condition and the others which represent the negative/aberrant condition [17]. However, the data collected itself may be properly classified or not. As such, we may have positive or negative data points that are either true or false (Table 2) [18].

| Table 2. 2x2 Table | Truth |
|-------------------|-------|
|                   | Positive (P) | Negative (N) |
| Assessment        |        |              |
| Positive          | True Positive (TP) | False Positive (FP) |
| Negative          | False Negative (FN) | True negative (TN) |
Since by the law of total probability the probability of the hypothesis being false is equal to the complement of it being true (and vice-versa), and the false positive rate is equal to the complement of the true negative rate (and vice-versa) [13], Bayes’ theorem yields the posterior probability, $\rho(\phi)$, as per equation 3, in the following manner:

$$\rho(\phi) = \frac{a\phi}{a\phi + (1 - b)(1 - \phi)} \tag{4}$$

where, $a =$ true positive rate (TP/P), $b =$ true negative rate (TN/N), and $\phi =$ prior probability. We have thus shown that the posterior probability, $\rho$, is a function of the prior $\phi$. For a set true positive and negative rate, the greater the confidence in the prior belief, the greater $\rho(\phi)$ and vice-versa [19].
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**Figure 1.** Prior vs. posterior curve as a function of some binary classification system with some inherent true positive and true negative rate.

Note that the proportionality between the prior and posterior probability is curvilinear in all but a special case [20]. As such, an increase in the prior probability does not necessarily confer a similar increase in the posterior and vice-versa. Otherwise stated, the likelihood term relaying the prior to the posterior is not a linear function [15].
5.1 Binary Classification Systems

A binary classification system (Figure 2) is an assessment tool with two class labels. In most binary classification problems, one class represents the normal condition and the other represents the aberrant condition [21]. Given that probabilistic laws are unitary, we can classify anything as either X or not X such that they’re collectively exhaustive and mutually exclusive [22]:

\[ X + \neg X = 1 \] (5)

In other words, the set containing all possible elements contains a subset X and a subset \( \neg X \) that are mutually exclusive - though in some exceptional cases, there may be overlap between both groups or one of the groups may be empty. If we search to identify an element X amongst all possible elements, then what must remain is the subset of the elements not belonging to X. To use a simple example, while we could describe an apple in terms of its shape or color or taste, one equally valid way to identify an apple would be to say that it is not a banana. Repeating this task for all fruits in a set would yield two distinct groups, namely, bananas in one group and all other fruits in the other. The accuracy of binary classification systems is defined as the proportion of correct predictions - both positive and negative - made by a classification model or computational algorithm [23]. A value between 0 (no accuracy) and 1 (perfect accuracy), the accuracy of a classification model is dependent on several factors, notably: the classification rule or algorithm used (what gets classified as positive or negative), the intrinsic characteristics of the tool used to do the classification (what are the inherent true positive and true negative rates of the classification tool), and the degree of confidence on the prior probability - since for a given likelihood, higher priors yield higher posteriors [20].

Figure 2. BCS’s relay prior to posterior probabilities
5.2 Multiclass Classification Systems

Since not all elements of a set come in binary form, we may need a multiclass classification system to organise them [24]. A multiclass classification system classifies the elements of a set into 3 or more categories. The techniques developed based on reducing the multi-class problem into multiple binary problems can also be called problem transformation heuristic techniques [25]. These can be categorized into “one vs. rest” and “one vs. one”. For the purposes of this topic, we’ll focus on the “one vs. rest” transformation [26]. Let S be the following finite set:

\[ S = \{X, Y, Z\} \]

Then, we have X,Y,Z as proper subsets of S:

\[ X \subseteq S, \ Y \subseteq S, \ Z \subseteq S \]

Since intersections of subsets are associative - \( X \cap (Y \cap Z) = (X \cap Y) \cap Z = \{\} \):

\[ \{Y, Z\} = W = \neg X \]

Then,

\[ S = \{X, W\} = \{X, \neg X\} \]

Hence whereas originally, S had 3 mutually exclusive elements, we perform a “one vs. rest” transformation to end with 2 elements in S as a function of X. While information is indeed lost in subsets Y and Z by grouping them into W, this transformation allows us to obtain a binary classification from a multiclass classification system where X is maintained in a “one vs. rest” fashion. Rendering the classification from a multiclass to a binary form simplifies the Bayesian approach [27].

6 Properties of the \( \rho(\phi) \) Curve

In order to determine some of the properties of the prior vs. posterior curve, \( \rho(\phi) \), we can study its geometry [15]. In particular, the study of the graph’s curvature yields important information about how priors impact the posterior in a given binary classification system [15]. Let us first define the curvature \( \kappa \) of the function by means of the radius of curvature \( R \) at any given point on the line. In order to calculate the radius of curvature of the \( \rho(\phi) \) graph at any given point M, we consider a circle with radius \( R \), which is perpendicular to the tangent line of the function at that point. We consider an adjacent point increment by \( d\phi \) and draw another tangent line to this point N, which we join to the center of the circle with radius \( R \). As such,
an arc of length $dS$ is formed, which in turn creates an angle $\varphi$ between $M$ and $N$. These variables see the following properties:

$$\tan(\varphi) = \frac{d\rho}{d\phi} \quad (6)$$

$$dS = R d\varphi = \sqrt{1 + \left(\frac{d\rho}{d\phi}\right)^2} d\phi \quad (7)$$

From equation (6), the differential equation follows:

$$\frac{d}{d\phi} \tan(\varphi) = \frac{d}{d\phi} \left(\frac{d\rho}{d\phi}\right) = \frac{d^2\rho}{d\phi^2} \quad (8)$$

From the trigonometric identity $1 + \tan^2(\varphi) = \sec^2(\varphi)$, it follows that:

$$\sec^2(\varphi) \frac{d\varphi}{d\phi} = \frac{d^2\rho}{d\phi^2} \quad (9)$$

Therefore,

$$(1 + \tan^2(\varphi)) \frac{d\varphi}{d\phi} = \frac{d^2\rho}{d\phi^2} \quad (10)$$

Since $\tan(\varphi) = d\rho/d\phi$, equation (10) becomes:

$$(1 + \left(\frac{d\rho}{d\phi}\right)^2) \frac{d\varphi}{d\phi} = \frac{d^2\rho}{d\phi^2} \quad (11)$$

Isolating $d\varphi/d\phi$, we obtain:

$$\frac{d\varphi}{d\phi} = \frac{\frac{d^2\rho}{d\phi^2}}{(1 + \left(\frac{d\rho}{d\phi}\right)^2)} \quad (12)$$

Using equation (7) this relationship then becomes:

$$R \frac{\frac{d^2\rho}{d\phi^2}}{(1 + \left(\frac{d\rho}{d\phi}\right)^2)} = \sqrt{1 + \left(\frac{d\rho}{d\phi}\right)^2} \quad (13)$$
Finally, isolating the radius of curvature $R$:

$$R = \frac{1 + \left(\frac{d\rho}{d\phi}\right)^2}{\left|\frac{d^2\rho}{d\phi^2}\right|^2} \quad (14)$$

The radius of curvature $R$ is inversely proportional to $\kappa$ such that:

$$R = \frac{1}{\kappa} \Rightarrow \kappa = \frac{\left|\frac{d\rho}{d\phi}\right|^2}{1 + \left(\frac{d\rho}{d\phi}\right)^2} \quad (15)$$

Now that we know what the curvature function $\kappa$ is, we can determine where the curvature of $\rho(\phi)$ falls at a maximum. Practically speaking, this represents the point of sharpest change in $\frac{d\rho}{d\phi}$, known as the extrema. In order to do so, we find the derivative of the $\kappa$ function and determine its roots:

$$\frac{d\kappa}{d\phi} = 0 \leftrightarrow \{\phi_e, \rho_e\} \quad (16)$$

The above equation yields the value of $\phi$ where the maximum curvature $\kappa$ and thus a minimum radius of curvature $R$ exist. We define this point as the point of local extrema $[\phi_e, \rho_e]$ of the $\rho(\phi)$ function. On the other hand, the inflection point $[\phi_i, \rho_i]$ is a point on a curve at which the sign of the curvature (i.e., the concavity) changes.

The points of local extrema are distinguishable from the inflection point only in that the curvature function’s second order-derivative equals 0:

$$\frac{d^2\kappa}{d\phi^2} = 0 \leftrightarrow \{\phi_i, \rho_i\} \quad (17)$$

However, as we described previously, given the proportionality between $\phi$ and $\rho$ all screening curves retain their concavity/convexity throughout the domain [0,1] as a function of the true positive and negative rates, and thus no inflection points are observed in these curves. Conversely, the point of local extrema $\phi_e, \rho_e$ tells us where the sharpest turn, or change, in posteriors as a function of the prior occurs. The first order derivative of $\rho(\phi)$ is given by:

$$\rho'(\phi) = \frac{a(-b+1)}{(a\phi + (1-b)(1-\phi))^2} \quad (18)$$
By equating equation (15) to 0 and using equation (18) to find its roots, we re-arrange the terms and the above expression simplifies to:

\[
1 = -\frac{a^2(-b+1)^2 + (a\phi + (-b+1)(-\phi+1))^4}{2(a\phi + (-b+1)(-\phi+1))^4} \quad (19)
\]

\[
(a\phi + (-b+1)(-\phi+1))^4 = -a^2(-b+1)^2 \quad (20)
\]

Taking the fourth root of both sides, we obtain:

\[
(a\phi + b\phi - b - \phi + 1) = \pm \sqrt{a(-b+1)} \quad (21)
\]

Expanding and isolating \(\phi\) while taking the positive value of the root so that the value obtained may fall inside the domain of the function, we obtain:

\[
\phi_e = \frac{\sqrt{a(-b+1)} + b - 1}{a + b - 1} \quad (22)
\]

This is the priors value where the point of local extrema of \(\rho(\phi)\) is found. We denote this value of \(\phi\) as the prevalence or information threshold. Note the inverse relationship between \(\phi_e\) and Youden’s \(J\) statistic [28], given that \(J = a+b-1\).

\[
\phi_e \sim \frac{1}{J} \quad (23)
\]

Using radical conjugates, we can further simplify the threshold equation into its most basic form - without the need for the Youden’s \(J\) statistic. Let \(c = 1-b\), the complement of the true negative rate, otherwise known as the fall-out or false positive rate (FPR). The \(\phi_e\) equation thus becomes:

\[
\phi_e = \frac{\sqrt{ac} - c}{a - c} \quad (24)
\]

Multiplying by its radical conjugate, we obtain:

\[
\phi_e = \frac{\sqrt{ac} - c}{a - c} \left[\frac{\sqrt{ac} + c}{\sqrt{ac} + c}\right] \quad (25)
\]

The square difference in the numerator yields:

\[
\phi_e = \frac{ac - c^2}{a\sqrt{ac} + ac - c\sqrt{ac} - c^2} \quad (26)
\]
Factoring out $c$, and knowing that $\sqrt{\frac{x}{x}}$ is equal to $\frac{1}{\sqrt{x}}$, we obtain:

$$\phi_e = \frac{a - c}{\sqrt{ac} + a - \sqrt{ac} - c} = \frac{a - c}{a\sqrt{c} - \sqrt{ac} + a - c} \quad (27)$$

Factoring out $\sqrt{ac}$ in the denominator’s first terms leads to:

$$\phi_e = \frac{a - c}{\sqrt{ac}(\frac{a}{c} - 1) + a - c} \quad (28)$$

Finally, replacing 1 by $c/c$ and factoring out the ensuing $a-c$ term, we obtain:

$$\phi_e = \left[\frac{a - c}{a - c}\right] \frac{1}{\sqrt{\frac{a}{c}} + 1} \quad (29)$$

And thus, replacing $c$ by $1-b$ the simplified version of the equation follows:

$$\phi_e = \frac{1}{\sqrt{\frac{a}{1-b}} + 1} = \frac{\sqrt{1-b}}{\sqrt{a} + \sqrt{1-b}} \quad (30)$$

Using this threshold as a prior value, we can calculate the corresponding posterior by plotting $\phi_e$ into the posterior equation to retrieve $[\rho(\phi_e), \phi_e]$. In so doing we obtain:

$$\rho(\phi_e) = \sqrt{\frac{a}{1-b} \left[\frac{\sqrt{1-b}}{\sqrt{a} + \sqrt{1-b}}\right]} \quad (31)$$

Interestingly, the above expression leads to the well-known formulation of the posterior as a function of priors and the likelihood term, in some fields known as the positive likelihood ratio (LR+) \[29\], defined as the true positive rate over the compliment of the true negative rate.

$$\rho(\phi_e) = \phi_e \sqrt{\frac{a}{1-b}} = \phi_e \sqrt{LR^+} \quad (32)$$

We have previously shown that relative to a perfect accuracy of 1, the information threshold bounds the accuracy of binary classification systems \[18\]. Indeed, where computational time is a limiting resource, attaining the information threshold in binary classification systems may be sufficient to yield levels of accuracy comparable to that under maximum priors \[18\].
7 Graphical representation of the Bayesian curve

Figure 3. Prior vs. posterior curve and the information threshold (red).

Figure 4. The information threshold divides the Bayesian curve into two partitions, a more vertical section below and a horizontal one beyond, where increasing the priors does not significantly improve the posterior. The greater the curvature, the more pronounced the two partitions. Otherwise stated, the greater the true positive and negative rates, the greater the curvature and the greater the area under the curve \[15\].
7.1 Interesting Properties of the Information Threshold

We have previously defined the information threshold as the inflection point of maximum curvature in the prior vs. posterior curve. Below this point, the rate of change of the posterior drops at a differential pace relative to the prior. In practical terms, below this point, type I errors - the mistaken rejection of a true null hypothesis [30], what is colloquially known as “false positives” - increase. For illustrative purposes, Figure 5 demonstrates several prior vs. posterior curves, each with individual true positive and true negative rate parameters, chosen indiscriminately.

![Figure 5. Bayesian curves with different true positive and negative rates](image)

Note that regardless of the true positive and negative rate combination, all threshold points of maximum curvature lie along the $y = 1-x$ line, which means that at the information threshold the sum of the prior and the posterior equal 1:

$$\rho_e + \phi_e = 1$$

(33)

| TPR | TNR | $\phi_e$ | $\rho(\phi_e)$ | $\Sigma_{\rho_e+\phi_e}$ |
|-----|-----|---------|---------------|----------------------|
| 0.95| 0.99| 0.093   | 0.917         | 1                    |
| 0.85| 0.95| 0.195   | 0.815         | 1                    |
| 0.75| 0.85| 0.309   | 0.691         | 1                    |
| 0.50| 0.50| 0.500   | 0.500         | 1                    |
| 0.20| 0.40| 0.633   | 0.367         | 1                    |
| 0.10| 0.10| 0.750   | 0.250         | 1                    |
| 0.02| 0.02| 0.875   | 0.125         | 1                    |

TPR, TNR = true positive, negative rate

Table 3. Examples of Bayesian Curves
Theorem 1  Let $\rho(\phi)$ be the equation for the Bayesian posterior probability as a function of the prior $\phi$ and some likelihood term $H$, which is itself a function of the binary classification system’s true positive and negative rates. Then, there exists an information threshold - $\phi_e$ - so that, for sufficiently adequate binary classification systems, increasing the prior probability does not significantly increase the posterior probability beyond this point. At this prior level, $\rho(\phi_e) + \phi_e = 1$

7.2 Proof of $\rho_e + \phi_e = 1$

In order to prove that $\rho_e + \phi_e = 1$ at the information threshold, we simply add the posterior equation to the prior parameter and then input the information threshold variable as the prior term to obtain:

$$\rho(\phi) + \phi = \frac{a\phi}{a\phi + (1 - b)(1 - \phi)} + \phi = \frac{a\phi^2 + \phi - \phi^2 - b\phi + \phi^2b + a\phi}{a\phi + (1 - b)(1 - \phi)}$$

(34)

Isolating $\phi$, we obtain:

$$\phi \left( a + \frac{1}{\phi} - 1 - \frac{b}{\phi} + b \right) = \frac{a\phi + 1 - \phi - b + \phi b + a}{\left(a + \frac{1}{\phi} - 1 - \frac{b}{\phi} + b\right)}$$

(35)

Inputting the information threshold parameter, $\phi_e$, we obtain:

$$\phi_e \left( a + \frac{1}{\phi_e} - 1 - \frac{b}{\phi_e} + b \right) = \frac{a\phi_e + 1 - \phi_e - b + \phi_e b + a}{\left(a + \frac{1}{\phi_e} - 1 - \frac{b}{\phi_e} + b\right)}$$

(36)

Simplifying the numerator and denominator:

$$\frac{2a + \sqrt{\frac{a}{1-b}} - b\sqrt{\frac{a}{1-b}} + a \sqrt{\frac{a}{1-b}}}{\sqrt{\frac{a}{1-b} + 1}} = \frac{2a + \sqrt{\frac{a}{1-b}}(a - b + 1)}{a + \sqrt{\frac{a}{1-b} - b\sqrt{\frac{a}{1-b}}}}$$

(37)

Applying the fraction rule:

$$\frac{2a + \sqrt{\frac{a}{1-b}} - b\sqrt{\frac{a}{1-b}} + a \sqrt{\frac{a}{1-b}}}{\left(a + \sqrt{\frac{a}{1-b} - b\sqrt{\frac{a}{1-b}}}\right)} = \frac{2a + \sqrt{\frac{a}{1-b}}(a - b + 1)}{a + \left(\frac{a}{1-b}\right)(1 - b) + \sqrt{\frac{a}{1-b}}(a - b + 1)}$$

(38)

As the numerator and denominator cancel, we obtain:

$$\rho_e + \phi_e = 1$$

(39)

Q.E.D.
7.3 The Marital Status Thought Experiment

We can more simply illustrate the principle of updating priors and information threshold with a descriptive illustration. Intuitively, we know that in order to recognize and identify the presence of an object, a pattern, and even abstract constructs like illness, the nature of reality or the veracity of some claim, requires some input data or information. We likewise have all experienced situations whereby the amount of information necessary to reach a definitive conclusion is often a fraction of all the information available. We define “definitive” in this context less as an indicator of an indisputable or incontrovertible fact but more as the level of persuasion required to deem our conclusion personally satisfactory. In other words, this is the point where we’re likely to have retrieved sufficient information to make informed decisions and reach conclusions based on our prior beliefs. Retrieving further evidence beyond this point does not significantly improve the posterior probability, and may therefore serve as a benchmark for confidence in decision-making. It is nevertheless critical to specify that this process has no claim on the objective truth. We may very well be wrong in our assessment’s conclusion. But the information threshold may represent a saturation point where we’re satisfied with the degree of confidence in our prior belief and the evidence we have obtained to make a decision or conclude our assessment. In these scenarios, our intelligence and our senses act as a classification system subject to Bayesian rules too.

To better illustrate this notion - we developed a thought experiment - henceforth known as the “marital status thought experiment”. Say that you see a person walking down the street: what are the chances that person is married? Say now they’re holding the hand of a person of the opposite sex. What are the chances that person is married? Say now that there is a child in between them. What are the chances that person is married? Say now they’re each wearing a wedding band. What are the chances that person is married? Say now you check their ID’s and notice they share an address. What are the chances that person is married? Evidently, each scenario updates and increases your confidence in the belief the couple is married. We could in theory take this argument ad infinitum, always finding additional clues that may suggest the individual in question is married. We know that beyond a certain arbitrary point - adding further information does not significantly improve nor changes our predictions. That point represents an information threshold that is specific to the binary classification system in question - the human being’s ability to classify each scenario or data point whereby evidence in favor of marriage gets assigned a positive value and evidence against gets assigned a negative value. The argument brought forth by this theory is that a persuasive conclusion can be reached when the evidence updates our priors to the point where $\rho_e + \phi_e = 1$. 

7.4 What constitutes a sufficiently adequate BCS?

The theorem above suggests that for sufficiently adequate binary classification systems, the sum of the prior and posterior represents a point of sufficient information to make decisions, since, as per the theory, improving the priors does not significantly increase our posterior beyond this point. The important question thus becomes, what constitutes a “sufficiently adequate binary classification system”? Theoretically, the best possible binary classification system has true positive and negative rates equal to 1. In essence, this is a perfect classifier. Unfortunately, given natural variation between individuals and systems, this is in fact quite difficult to attain in real life. We need therefore a system that is as close to the standard as possible. Power et al. \[31\] propose a rule of thumb whereby the sum of the true positive and negative rates add to at least 1.5 to consider a binary classifier as adequate. We have previously defined the variable $\varepsilon$ as the sum of true positive and negative rates \[15\], where:

$$
\varepsilon = a + b \rightarrow [\varepsilon \in \mathbb{R}|0 < \varepsilon < 2] \rightarrow J = \varepsilon - 1
$$

(40)

Others suggest that at least 90% true positive and negative rates ought to be considered satisfactory. In truth, the answer isn’t as straightforward since the binary classifiers are more sensitive to changes in the true negative rate than the true positive rate. This fact is beyond the scope of this manuscript, but we can nevertheless use the area under the curve (AUC) of $\rho(\phi)$ to aid in the answer to this question. Let us define:

$$
\int \rho(\phi) d\phi > \lambda
$$

(41)

where $\lambda$ is some standard area under the curve for some true positive and negative rate. Expanding the indefinite integral, we obtain:

$$
\int \rho(\phi) d\phi = \frac{a \left( \phi (a + b - 1) + (b - 1) \ln \left( \phi (a + b - 1) - b + 1 \right) \right)}{(a + b - 1)^2}
$$

(42)

Introducing the domain $[0,1]$ removes $\phi$ as a variable from the equation:

$$
\int_{0}^{1} \rho(\phi) d\phi = \frac{a \left( a + (b - 1) \ln (a) \right)}{(a + b - 1)^2} - \frac{a \left( (1 - b) + (b - 1) \ln (1 - b) \right)}{(a + b - 1)^2}
$$

(43)

$$
= \frac{a}{(a + b - 1)^2} \cdot [(a + (b - 1) \ln (a)) - (1 - b) + (b - 1) \ln (1 - b)]
$$

(44)
Given Youden’s J statistic $= (a + b - 1)$:

$$J = \frac{a^2 + a(b - 1) \ln(a) - a(1 - b) - a(b - 1) \ln(1 - b)}{J^2} > \lambda \quad (45)$$

By the logarithmic rules:

$$J = \frac{a^2 + a(b - 1)[\ln\left(\frac{a}{1 - b}\right) + 1]}{J^2} > \lambda \quad (46)$$

What $\lambda$ level one chooses is a matter of context and degree of confidence necessary. There’s a well-established statistical precedent in Science whereby we’re willing to incur a 5% chance of being incorrect in our assessment. This is closely related to using the 95% confidence as a landmark of statistical significance. If we adopt a similar approach and are willing to incur a 5% chance of a type-I error relative to a perfect accuracy, then $\lambda$ would be equal to 0.95, such that, within the domain $[0,1]$, we obtain:

$$\int_0^1 \rho(\phi) d\phi > 0.95 \quad (47)$$

The question then becomes, what parameters of $a$ and $b$ yield areas greater than $\lambda$? First, as mentioned previously, the system is more sensitive to changes in the true negative rate, $b$. This comes from the term $\ln\left(\frac{a}{1 - b}\right)$ where greater values of $b$ increases the value of $\left(\frac{a}{1 - b}\right)$. In order to avoid the use of partial differential equations, we can use brute force methods to deduce the bounds of $a$ and $b$ in each scenario:

### 7.4.1 Scenario 1: $b > a$

In cases of binary classifiers whose true negative rate is greater than its true positive rate, we may consider a 0.99 true negative rate to determine how much loss the true positive rate could afford to maintain an area under the curve such that $\lambda > 0.95$ (the function is not defined at $b = 1$):

$$J = \frac{a^2 + a(0.99 - 1)\ln\left(\frac{a}{0.99}\right) + 1}{(a + 0.99 + 1)^2} > 0.95 \leftrightarrow a \approx 0.667 \quad (48)$$

Thus,

$$b > a \Rightarrow \lambda > 0.95 \Leftrightarrow a > 0.66, \varepsilon \approx 0.99 + 0.66 \approx 1.65$$

In such cases where $b > a$ and $b = 0.99$, an adequate binary classification system would have the sum $\varepsilon$ of the true positive and negative rates add to at least 1.65. This would imply an information threshold of:

$$\phi_e = \frac{\sqrt{1 - b}}{\sqrt{a} + \sqrt{1 - b}} = \frac{\sqrt{1 - 0.99}}{\sqrt{0.66} + \sqrt{1 - 0.99}} = 0.109 \quad (49)$$
As per equation (39), \( \rho(\phi_e) = 0.89 \), such that \( \rho(\phi_e) + \phi_e \approx 1 \). In other words, the ratio of posterior to prior \( \approx 9:1 \) in order to ensure an accuracy over 0.95.

### 7.4.2 Scenario 1: \( a > b \)

In cases of binary classifiers whose true positive rate is greater than its true negative rate, we may consider a 0.99 true positive rate to determine how much loss the true negative rate could afford to maintain an area under the curve such that \( \lambda > 0.95 \):

\[
= \frac{0.99^2 + 0.99(b - 1)[\ln(\frac{0.99}{1-b}) + 1]}{(0.99 + b + 1)^2} > 0.95 \leftrightarrow b \approx 0.982 \quad (50)
\]

Thus,

\[ a > b \Rightarrow \lambda > 0.95 \leftrightarrow b > 0.982, \varepsilon \approx 0.99 + 0.98 \approx 1.97 \]

In such cases where \( a > b \) and \( a = 0.99 \), an adequate binary classification system would have the sum of the true positive and negative rates add to at least 1.97. Again, the difference is not that surprising since binary classifiers in this context are much more sensitive to minute changes in the true negative rate. This would imply an information threshold of:

\[
\phi_e = \frac{\sqrt{1-b}}{\sqrt{a} + \sqrt{1-b}} = \frac{\sqrt{1-0.98}}{\sqrt{0.99} + \sqrt{1-0.98}} \approx 0.124 \quad (51)
\]

As per equation (39), \( \rho(\phi_e) = 0.87 \), such that \( \rho(\phi_e) + \phi_e \approx 1 \). In other words, the ratio of posterior to prior \( \approx 9:1 \) as well. Table 4 reports the expected minimal bounds on the true positive and negative rates as a function of \( \lambda \).

**Table 4.** Expected minimal bounds on the true positive and negative rates as a function of \( \lambda \)

| \( \lambda \) | \( b \) | \( \phi_e \approx \text{Ratio} \) | \( \phi_e \approx \text{Ratio} \) |
|--------------|------|----------------|----------------|
| 0.95        | 0.985 | 0.109          | 9:1            |
| 0.90        | 0.96  | 0.16           | 8.5:1.5        |
| 0.85        | 0.925 | 0.21           | 8:2            |
| 0.80        | 0.87  | 0.26           | 7.5:2.5        |

*These values are approximated to the second decimal point
7.5 Statistical Parameters of Binary Classification Systems

Several examples of binary classifications systems exist. In medical science, screening tests are binary classification systems that categorize individual as sick or not. In artificial intelligence (AI), machine learning algorithms serve as classification systems as well, amongst many others. Could we extrapolate the statistical parameters of classification systems to human beings? That is, could we assign a value for true positive and negative rates to a particular human being in a specific context, since after all, our senses and the cognitive processes they elicit help us navigate the world by engaging in constant, active classification? A preliminary search of the literature reveals no such parameters. One potential cause may be that unlike an inorganic, lifeless classification tool, humans have cognitive abilities that are subject to bias, since we would by definition hold both the priors and the mental processes that perform the classification to arrive at the posteriors. However, there is no inherent obstacle to consider human beings and their senses as classification tools as well. Indeed, the posterior is interpreted as a summary of two sources of information: the subjective beliefs or the information possessed before observing the data - the priors, and the information provided by the data following classification. Being able to summarize these two sources of information in a single object (the posterior) is one of the main strengths of the Bayesian approach.

7.6 How are decisions made?

In its simplest sense, decision-making is the act of choosing between two or more courses of action, often with the intent of maximizing utility and minimizing loss or adversity of outcome. In the wider process of problem-solving, decision-making involves choosing between different possible solutions to a problem [32]. This idea evokes a strong parallel to binary and multiclass classification problems and plays a critical role in economic theory, game theory, risk management, and several other disciplines. Decisions can be made through either an intuitive or reasoned process, or most often, a combination of the two [32]. Intuition and reasoning are therefore both critical to make decisions. Intuition refers to the instinctive feelings (rather than conscious reasoning) that some claim is true in the absence of evidence. It is informed by prior experience and logic as well as by drawing parallels to similar scenarios from which we may deduce some reality. Such a definition for intuition closely relates to the definition of the prior probability in Bayesian inference: the degree of belief about the truth of a claim as assessed before making reference to certain relevant observations, especially subjectively or on the assumption that all possible outcomes be given the same probability. Likewise, conscious reasoning is defined as the part of the decision-making process which uses evidence gathered from ob-
servation to reach conclusions. Here too, this definition closely relates to the definition of the posterior probability: the statistical probability that a hypothesis is true calculated in the light of relevant observations. It is on this basis that the branch of Bayesian decision theory has flourished. Given the proportionality between the prior and the posterior, and given that beyond the information threshold the posterior does not significantly change with increasing priors, attaining the threshold would imply that when the sum of your subjective intuition and conscious reasoning equal one, decisions may be made, as beyond the prior level, the posterior is unlikely to change. It is worth noting that we operate under the impression that priors take place before the posterior, and indeed this is most often the case, as suggested in the name. However, when making the parallel between a Bayesian prior and intuition, we can consider scenarios whereby the intuition is less about the claim and more about the posterior. For example, you may be presented with some evidence $E$ regarding some claim you have no previous familiarity with. Making an intuition about the nature of the posterior itself acts as a prior, and is thus subject to $\rho(\phi_e) + \phi_e \approx 1$, too. Indeed, the relationship is commutative.

8 Philosophical implications and conclusion

Intelligence is defined in a myriad of ways. At its core, however, intelligence reflects the ability to adequately and correctly classify things into their right category so we avoid the pitfalls and dangers that come with Life. Indeed, we classify (or categorize) things, people, ideas, feelings in ways that maximize our happiness and thus our survival – this is why intelligence is an important distinctive feature between humans and other species. However, as described in this manuscript, our classification ability is limited by Bayes’ Theorem, which creates an existential dilemma with regards to decision-making since retrieving further information is always, in theory, possible yet may be unnecessary. Likewise, below the threshold, the reliability of our classification ability may be compromised. Despite carrying vast implications, the information threshold is a simple metric that determines the level where a tool’s precision and thus by extension — our understanding of reality— begins to fail. Developing better observation tools and obtaining sufficient information to stay above the information threshold is necessary to draw more reliable conclusions about our observations in the world. Otherwise stated, given some degree of prior belief, we may assert its persuasiveness when sufficient quality evidence yields a posterior so that their combined sum equals 1. Retrieving further evidence beyond this point does not significantly improve the posterior probability, and may serve as a benchmark for confidence in decision-making.
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