Electronic Spectral Functions for Quantum Hall Edge States
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We have evaluated wavevector-dependent electronic spectral functions for integer and fractional quantum Hall edge states using a chiral Luttinger liquid model. The spectral functions have a finite width and a complicated line shape because of the long-range of the Coulomb interaction. We discuss the possibility of probing these line shapes in vertical tunneling experiments.

The quantum-Hall (QH) effect occurs in high mobility two-dimensional electron systems (2DES’s) under the influence of strong perpendicular magnetic fields. Kinetic energy quantization and strong correlations between electrons can lead to discontinuities in the dependence of the chemical potential of the system on density at zero temperature, i.e., to incompressible ground states. Although no gap-less charged excitations of incompressible states can occur in the bulk of the system, the fact that these states occur [1] at magnetic field dependent densities implies that gap-less charged excitations do occur at the edge of the 2DES. The physics of edge excitations has played an important role in explaining transport properties of QH systems [2–5]. The edge of a 2DES in the QH effect regime is an interesting and in many senses an ideal realization of a one-dimensional (1D) Fermion system [6–8]. A unique feature is the spatial separation of the left- and right-moving branches of the spectrum which is permitted by time-reversal symmetry breaking in a magnetic field and can make impurity-backscattering negligible, creating an opportunity to study interaction effects on transport properties in 1D [9] experimentally.

For a non-interacting 1D Fermion system, the electronic spectral function has a single unit weight δ-function peak at the quasiparticle energy, \( \xi_k = \pm \hbar v_F (k \mp k_F) \) where \( k_F \) is the Fermi wavevector and \( v_F \) is the Fermi velocity. In order to include interactions in 1D it is often convenient to start from a Luttinger liquid model [8] which is readily bosonized; this approach has proved especially useful for QH edge states. We restrict our attention here to edges of the incompressible Hall states which occur at filling factors \( \nu = 1/m \) where \( m \) is an odd integer. In this case it follows from microscopic theory [10] that, at least for the case of abrupt edges, edge states are described at low energies and long wavelengths by chiral Luttinger liquid (CLL) models [11–14,16,17] with a single branch of unidirectional boson modes. For short-range interactions between the Fermions, CLL theory predicts non-Fermi-liquid effects for \( m \neq 1 \) which have been confirmed by recent experimental studies [18–19]. The non-Fermi-liquid effects result from vanishing weight in the quasiparticle peak in the spectral function and not from broadening of this peak. However, to describe 1D electron systems realistically it is often necessary to account for the long range of the Coulomb interaction. The importance of long range interactions for various physical properties has been emphasized in a series of recent papers addressing both conventional 1D electron systems [20–22] and QH edge state systems [23–25]. In this paper we examine the influence of the long range of the Coulomb interaction on the spectral functions for QH edge states.

The CLL theory long-wavelength, low-energy Hamiltonian for a \( \nu = 1/m \) QH edge is [11–13]:

\[
H = \sum_{q>0} E(q) a_q^\dagger a_q. \tag{1}
\]

where \( a_q^\dagger \) and \( a_q \) are creation and annihilation operators for the edge bosons and \( E(q) \) is the mode energy. We will ignore inter-edge interactions and for definiteness assume a disk geometry so that \( q = Q/R \) where \( R \) is the radius of the disk and \( Q \) is a positive integer. For interacting electron systems, these bosons are known as edge magnetoplasmons and have the following dispersion relation:

\[
E(q) = -\frac{e^2}{\epsilon \pi} \nu q \ln (\alpha q \ell) \tag{2}
\]

where \( \alpha \) is a constant which depends on details of the distribution of neutralizing charges which stabilize the 2DES. This equation [20] has a broader range of validity than the CLL model of QH edges, can be derived classically [27], and has been used successfully to interpret experiments [28–31].

The CLL theory of QH edges is built on a powerful ansatz which expresses the low-energy projection of the electron field operator in terms of boson field operators [11–13]:

\[
\psi^\dagger (x,t) = \left( \frac{z}{2 \pi R} \right)^{1/2} \exp (-i [k_F x - \mu t / h]) \times \exp (\phi_+ (x,t) - \phi_- (x,t)) \tag{3a}
\]

\[
\phi_\pm (x,t) = \frac{1}{(\nu R)^{1/2}} \sum_{q>0} \exp (-i q x - E(q)t/h) a_{q}^\dagger \tag{3b}
\]

In order to include interactions in 1D it is of-
where $\mu$ is the electron chemical potential, $z$ is a constant, and $\phi_-(x,t) = [\phi_+(x,t)]^*$.

Eq. (3a) is strongly supported by recent numerical studies [13].

In this work, we use expression Eq. (3a) to evaluate the real-time Green’s function defined by

$$G^>(x,t) = -i \langle \psi(x,t) \psi^+(0,0) \rangle \quad (4)$$

at zero temperature. After a standard elementary calculation [13] we find that

$$G^>(x,t) = -i \frac{z}{2\pi R} \times \exp \left[ \frac{1}{\nu R} \sum_{q>0} \exp i[(q + k_F)x - (E(q) + \mu)t/\hbar] \right]. \quad (5)$$

The spectral function $A(k,\epsilon) \equiv A(k_F + q, \mu + \xi)$ can be written as

$$A(Q, \xi) = \Theta(q) \Theta(\xi) + A(-Q, -\xi) \Theta(-\xi) \quad (6)$$

with the function $A(Q, \xi) = -\frac{1}{2\pi^2} \text{Im} \{G^>(k_F + q, \mu + \xi)\}$. We evaluate $A(Q, \xi)$ by taking Fourier transforms of (1) with respect to $x$ and $t$. Here the integer $Q = qR > 0$ is the wavevector measured from the Fermi wavevector in units of $R^{-1}$.

In the short-range interaction case, $E(q) = \hbar c q$ so that edge phonons propagate without dispersion at velocity $c$ and the spectral function has a $\delta$-function peak at $\xi = \xi_k = \hbar c(k - k_F)$.

For the realistic long-range interaction case, however, it is necessary to expand the exponential in Eq. (5) before Fourier transforming. For a given value of $Q$ we obtain a separate delta function in energy for each way in which the integer $Q$ can be expressed as a sum of integers, thus relating the spectral function calculation to the mathematical theory of partitions [23]. A partition of an integer $Q$ is a decomposition of $Q$ into the sum of integers $n \leq Q$: $Q = \sum n l_n$ where each integer $n$ occurs $l_n$ times. Partitions are usually specified by the symbol $(l) \equiv (1^l; 2^l; \ldots; Q^l)$. Using this notation, we can write

$$A(Q, \xi) = z \sum_{(l) \leq Q} w^{(l)} \delta(\xi - E^{(l)}) \quad (7a)$$

where the sum is taken over all partitions $(l)$ of $Q$, and the expressions for the weights $w^{(l)}$ and energies $E^{(l)}$ are

$$w^{(l)} = \left[ \prod_{n \in (l)} (\nu n)^{l_n} n! \right]^{-1} \quad (7b)$$

and

$$E^{(l)} = \sum_{n \in (l)} l_n E(n/R) \quad (7c)$$

respectively. For small $Q$ all partitions are readily enumerated and expressions (7b) and (7c) evaluated. In Fig. 1 we show the 627 peaks which occur in the spectral function for $Q = 20$.

The formal structure of expression (7a) can be understood by noting that, for fixed $Q$, each partition $(l)$ is uniquely related to a microscopic many-particle state. The strength $w^{(l)}$ of the contribution of a particular state represented by the partition $(l)$ to the spectral function is proportional to the probability that the state created by adding an electron to the edge of a QH system will have total excess momentum $Q/R$ and $l_n$ bosons with momentum $n/R$. The excitation with the smallest energy possible at wavevector $q = Q/R$ gives rise to a $\delta$-function peak at $\xi = \xi_{\text{min}} = E(q)$ and corresponds to the state with exactly one boson with momentum $q$ in the system [cf. left-most symbol [filled circle] in Fig. 1]. The largest excitation energy $\xi_{\text{max}}^{(Q)}$ occurs for the state with $Q$ bosons of momentum $1/R$, represented by the right-most symbol (triangle down) in Fig. 1:

$$\xi_{\text{max}}^{(Q)} = E(q) \left[ 1 + \frac{\ln(qR)}{\ln(1/\alpha q^{(L)})} \right]. \quad (8)$$

The total number of bosons for a state represented by partition $(l)$ is $N = \sum_{n \in (l)} l_n$. In Fig. 1 data points with the same symbol correspond to states with the same total boson number $N$. The sum of all their weights is known from number theory [23]; it can be expressed in terms of the so-called Stirling numbers of the first kind [23] which are usually denoted by $S_Q^{(N)}$. We observe that

![FIG. 1. Structure in the spectral function (7a) for fixed $Q = 20$. Shown are the weights of the peaks in $A(Q, \xi)$ as a function of the energy $\xi$ (unit: $\Delta \sim 4.4 \text{ meV at } 10 \text{ T}$) at which they are located. Data points denoted by the same symbol represent states with the same total number of bosons $N$ in the system. Indicated are peaks for $N = 1, 2, \ldots, 10$. These results are for $\nu = 1/3$ and $R = 2500 \ell$. At typical fields this corresponds to $R \sim 20 \mu m$.](image-url)
the peaks with large weight for states with fixed $\aleph$ cluster near the same energy $\xi_\mathbb{N}$. Furthermore, it is apparent from the figure (and easily understood formally) that the spectral weight of states with large $\aleph$ is small. However, the number of these states grows rapidly with $Q$. In order to estimate the line shape of the spectral function, we have to consider both the magnitude of the spectral weights for different states as well as the number of states available within a particular energy interval. We used the Stirling formula to approximately determine the partition ($l_{\aleph}$) which maximizes the weight (Eq. (7)) for fixed $\aleph$. Since most of the peaks for fixed $\aleph$ cluster near $E^{(l_{\aleph})}$, we propose the following approximate formula for the spectral function:

$$\hat{A}(Q, \xi) = z \sum_{\aleph=1}^{Q} \nu^{-2} \frac{e^{(\aleph)}}{Q!} \delta(\xi - E^{(l_{\aleph})}).$$  \hspace{1cm} (9)$$

Eq. (9) can be used to determine the energy at which the spectral function is peaked (for $qR > \nu^{-2}$):

$$\xi_{\text{peak}} \sim E(q) \left[ 1 + \nu^{-2} \frac{\ln(qR)}{qR \ln(1/\alpha q^2)} \right].$$  \hspace{1cm} (10)$$

In the case of short-range interaction, the effect of a fractional filling factor $\nu$ is to shift spectral weight towards higher energies. If the interaction is long-ranged, this effect is enhanced, and the suppression of spectral weight at low energies is effectively stronger. As the comparison of Eq. (10) and $\xi_{\text{max}}, \xi_{\text{max}}$ shows, this enhancement is weakened at large $Q = qR$.

Recently, Luttinger liquid behavior of QH edges was observed in measurements of the IV-characteristics for tunneling from a reservoir into QH edges \cite{13} and for tunneling between two co-planar edge channels \cite{19}.
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**FIG. 2.** IV-curve for tunneling from a particle reservoir into a QH edge ($\nu = 1/3$, $R = 2500 \ell \sim 20 \mu$m typically, corresponding to $10^6$ electrons). Inset shows step-structure resulting from finite size of the system. Step width in the voltage is non-uniform, which is a signature of Coulomb interaction. Nanostructure units: $[V] = \frac{2eV}{\ell} \sim 4.4mV$ here.

In both experiments, translational symmetry was broken, and the tunneling process was not restricted by momentum conservation. We will show below that in experiments of this kind, the broadening of the spectral function due to the long range of Coulomb interaction (as discussed above) does not lead to easily observable effects. Instead, we propose an experiment which measures tunneling currents between two-dimensional electron systems \cite{40,41} displaced along their normals. This so-called vertical tunneling experiment is directly sensitive to the line shape of the spectral function.

According to standard theory \cite{13} based on the tunneling Hamiltonian formalism, the expression for the IV-characteristics for tunneling between two systems (labelled by indices $U, L$, respectively) which are separated by a barrier is

$$I(V) = 2\pi e \sum_{k, p} |t_{kp}|^2 \int_{(eV)}^{eV} d\epsilon A^{(L)}(k, \epsilon)A^{(U)}(p, \epsilon + eV)$$  \hspace{1cm} (11)$$

at zero temperature. If we consider tunneling from a reservoir into a QH edge, the tunneling amplitude will not importantly depend on momentum: $|t_{kp}|^2 \sim t^2$. Eq. (11) then specializes to

$$I(V) = 2\pi e t^2 N \sum_{Q} \int d\xi \ A(Q, \xi)$$  \hspace{1cm} (12)$$

where we assumed the reservoir’s DOS to be essentially constant ($\sim N$) and the chemical potential in both systems to be equal. As $A(Q, \xi)$ is a sum of $\delta$-functions in the variable $\xi$, the integration is easily performed. The numerically-determined IV-curve is shown in Fig. 2. It turns out that, for experimentally realistic sample sizes, the IV-curve shows power-law behavior $I \sim V^{1/\nu}$ as predicted \cite{13} for the short-range interaction case. The long range of Coulomb interaction manifests itself only in small corrections (logarithmic in the voltage) to the power-law. The reason is that a tunneling probe within the plane of the 2DES is sensitive only to the total spectral weight for energies below $eV$, and the width of the spectral functions becomes unimportant. Note that the smallest possible excitation energy (i.e., $E(1/R)$) is quite big even for large samples; typical numbers are $4.6 \mu$eV ($0.14 \mu$eV) for $R = 20 \mu$m (1mm) at 10T and $\nu = 1/3$. This leads to the appreciable finite-size effects seen in the inset of Fig. 2 at low voltages. For a short-range interaction, the step-size in voltage would be uniform. It is a signature of the Coulomb interaction that the voltage step-size is irregular.

The situation is different if we consider tunneling between two QH edges which are separated vertically, i.e. belong to two different 2DES which are parallel to each other. As tunneling occurs now from/into the whole (1D) edges, momentum conservation severely restricts the tunneling process, and we have $|t_{kp}|^2 \sim t^2 \delta p_k$. For tunneling to occur, we have to create an excitation with
momentum below the Fermi point in one system and an excitation above the Fermi point in the other at the same time. Therefore, in a vertical tunneling experiment, a nonzero current will occur at finite voltages only if the Fermi wavevectors \( k_F^{(U)} , k_F^{(L)} \) in the two systems are different: \( (k_F^{(L)} - k_F^{(U)}) r \equiv \tilde{Q} > 0 \). In other words, if the Fermi wavevectors in the systems \( U,L \) are different, \( k \)-conservation does not mean \( q \)-conservation (remember: \( k \equiv k_F + q \)). Expression (13) can be evaluated analytically for vertical tunneling and yields

\[
I(V) = 2\pi e^2 z^2 \sum_{l \in \tilde{Q}} \nu_{l/2} \delta(eV - E(l)).
\]

This result means that, by tuning \( \tilde{Q} \) the off-set in the Fermi wavevectors for the two vertically-separated edges, it is possible to explore the structure in the spectral function directly by measuring the tunneling IV-curve. The tunneling current (13) has peaks at voltages corresponding to the peaks in \( A(\tilde{Q}, \xi) \). The weight of the peaks in the the IV-curve is simply related to the spectral weight of the corresponding peak in \( A(\tilde{Q}, \xi) \). Hence the IV-curve for fixed \( \tilde{Q} \) looks similar to Fig. 1. However, peaks at higher voltages will be enhanced even more strongly. In experiment, the broadening of each peak (due to electron-phonon coupling and disorder effects) has to be taken into account.

In summary, we have calculated the spectral function for electrons at quantum Hall edges with Coulomb interaction present. We quantify its finite width, and give expressions for tunneling IV-curves. Vertical tunneling provides a direct probe of the line shape.
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A possible way to tune \( \tilde{Q} \) is to apply an in-plane magnetic field. By measuring the tunneling current, the experiment can be calibrated. At \( \tilde{Q} = 0 \), the only peak in the IV-curve will occur at zero voltage. Having achieved this calibration, it is possible to set the in-plane magnetic field.