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Abstract — The paper focuses on the problem of optimal power flow. Minimized production and transmission costs were considered to design an optimal power flow search method based on the novel two-stage optimization procedure that takes into account the voltage and power constraints. As a result, the efficient optimum search method for the non-convex optimal power flow problem is proposed and implemented. The efficient L-BFGS-B optimization algorithm is employed to allow for the constraints. The stochastic modification of the global optimization algorithm of the Lipschitz function was used in the first stage to improve the L-BFGS-B method. Two illustrative examples on the IEEE 118-bus test scheme and real regional grid demonstrate the efficiency of the proposed two-stage optimization procedure. The possibility of taking into account the renewable sources in the proposed optimal power flow algorithm is briefly discussed.

Index Terms — optimal power flow, power system control, power system modeling, renewable energy sources.

I. INTRODUCTION

Optimization of power system operation involves the determination of an optimal steady state in terms of minimized production and transmission costs. This paper proposes a two-stage optimization procedure taking into account voltage and power constraints. This is a non-convex problem as demonstrated below. A method of global and local optimum search is suggested to find a solution to the optimal power flow (OPF) problem. The proposed method allows taking into account the constraints using the L-BFGS-B (Limit memory version of Broyden Fletcher Goldfarb and Shanno optimization method with Border constraints) optimization algorithm.

The power systems operation optimization under various constraints has been fairly well addressed by many authors in the literature. On the one hand, many methods were designed and applied including the gradient descent, Newton method, the interior points method, conjugate gradients, and Lagrange relaxation [1-4]. Various artificial intelligence (AI) methods have been also widely used during the last decades. These are multi-agents systems, artificial neural networks, genetic algorithms, evolutionary programming, fuzzy logic-based control, particles swarm optimization, and many others [5-7]. On the other hand, many flexible control strategies have been recently proposed to cope with flexible modern power systems with renewable generation and storage [8-9].

It is worth noting that the efficient optimization of power flow remains a challenging problem especially for the power systems with a high share of renewables. Moreover, unstable low-frequency inter-area oscillations [10], caused by high level of renewable energy penetration, may have a severe negative effect on the objective function of optimal power flow and maximum power transfer.

The following challenges are under attacks most often:

1. Minimization of energy losses with the following control actions:
   a. Active and reactive power redistribution;
   b. The tap-changers adjustment;
   c. The shunt reactors and capacitor banks states’ adjustment;
2. Change in overflows on transmission lines due to the FACTS devices.
3. Power flow adjustment for the operating conditions to meet voltage and flow constraints.
4. Optimization of active power generation according to economic criteria.

In this paper, our results [11] are further developed based on a new two-stage optimization procedure and the L-BFGS-B algorithm, namely:
1. The global optimization and the local L-BFGS-B optimization methods are employed in the new software implementation of the proposed method. The flowchart of the generalized algorithm is presented in section V.

2. More representative calculations on the same test schemes are carried out.

The paper is structured as follows. The problem statement is given in Section II. The non-convex OPF problem is addressed in Section III. Section IV proposes a stochastic global optimization algorithm to improve the conventional L-BFGS-B method. Section V describes the application of the L-BFGS-B method. Case studies on two test schemes are given in Section VI. Section VII describes further research, in particular, a study on the possibility of including renewable sources in the optimization. Finally, Section VIII presents the concluding remarks.

II. PROBLEM STATEMENT

The optimal power flow methods most often use only one criterion either minimization of generation cost or minimization of losses. This paper employs a complex optimization criterion and takes into account the cost of generation, losses in a grid, and voltage magnitude deviation [36]. Generation cost here is understood not as actual cost expressed in cash equivalents, but as a dimensionless quantity taking into account the loading preferences of various generators. As a result, the OPF problem is formulated as follows:

\[ \min f(p_g, u_g, k_i) \]  

where the objective function \( f \) is

\[ f = \sum_{i \in G} \left( c_{i2} p_{gi} + c_{i4} p_{gi} + c_{i6} \right) + \]

\[ + c_{\Delta p} \sum_{j \in B} \Delta p_j + c_u \sum_{k \in N} \Delta u_k^2 \]  

The control parameters in the OPF problem (2) are as follows: \( p_g, u_g, k \) are the generation of active power, the voltage at PU-buses and transformer ratios, respectively. Here \( G \) is a set of generator buses, \( B \) is a set of branches, \( N \) is a set of buses, \( p_{gi} \) is the active power of the \( i \)-th generator, \( \Delta p_j \) is power losses on branch \( j \), \( \Delta u_k \) is a voltage magnitude deviation at bus \( k \).

The objective function is adjusted as follows: \( c_{i2}, c_{i4}, c_{i6} \) are constants adjusting the generation cost; \( c_{\Delta p} \) is a constant which takes into account the transmission losses; \( c_u \) is a constant for voltage deviations on buses.

The constraints on control parameters are as follows:

\[ p_{gi}^{\min} \leq p_{gi} \leq p_{gi}^{\max}, \quad \forall i \in G \]

\[ u_{gi}^{\min} \leq u_{gi} \leq u_{gi}^{\max}, \quad \forall i \in G \]

\[ k_{ti}^{\min} \leq k_{ti} \leq k_{ti}^{\max}, \quad \forall i \in T \]  

Here \( G \) is a set of generator buses involved in optimization, \( T \) is a set of transformer branches involved in optimization. Assume that the dependent parameters \( \Delta p_j \) are power losses in the transmission lines and \( \Delta u_k \) are voltage deviations on buses. These parameters are calculated using the electric network system of equations. An original modification of the Newton-Raphson method with the selection of an optimal step was involved to calculate the power flow. The power flow calculation process takes into account other constraints, such as the P/Q curves of the generators. In this method, the bus voltage equations are written in Cartesian coordinates. This method was proposed in [12] and developed in [13]. Load flow equations in Cartesian coordinates are:

\[ s = f_u(u) \]

Where \( u = [u_{i1}, u_{i2}, \ldots, u_{iP}, u_{in}] \) is the vector of real and imaginary parts of bus voltages; \( s = [P_1, Q_1, P_2, |V_2|^2, \ldots, |V_4|^2, \delta_x] \) is the vector of independent parameters: active and reactive power of PQ-buses; active power and voltage at PU-buses; voltage and phases at slack buses. Electric network equations can be written in a matrix form as follows:

\[ s = -\text{diag}(u)V_u^T. \]

The matrix of coefficients \( Y \) is formed based on the conductivities between buses and shunt conductivities at buses [13].

III. NONCONVEX OPTIMIZATION

The necessary Karush-Kuhn-Tucker conditions are in the core of many optimization methods for power systems operation optimization. Such necessary conditions can guarantee only a locally optimal solution in real-world applications such as the non-convex optimum power flow problem [14, 21]. It can be argued that the non-convexity of the optimization problem is determined by the nonlinear dependence on physical parameters (including power and voltage), and by the power flow parameters constraints.

The state-of-the-art studies have paid much attention to the development of high performance algorithms. Let us briefly outline the advances in this field. The nonlinear interior point algorithms are proposed in [14, 15]. The origin of the non-convexity of the given optimization problem is shown in [18, 19] where the limits of power flow stability are taken into account. In this case, the stability at each iteration of optimization is an additional constraint. The convex relaxation is proposed for solving the optimal power flow problem in [14, 20]. However, this approach may not be suitable for the large dimension schemes. As shown in [14], the EPS operation optimization is an NP-hard problem with the objective function usually assumed to be convex [14, 21] for the sake of simplicity.

Thus, many authors assume that the non-convexity of the optimal power flow problem arises only because of the need to take into account different constraints, for example, constraints imposed by the system operator to control the current power flow in EPS. This assumption was studied in the framework of this paper. A search for a local optimum for the complex networks was made, starting with various randomly obtained initial states within the feasible region of the power flow parameters.
The calculation was carried out on the model of the Irkutsk region power system shown in Figure 4. The problem was simplified. In the objective function, we took into account only the terms responsible for network losses and voltage deviations. As control actions, only transformation ratios were used. At each random search iteration, random values of the control parameters from the feasible region were selected. After that, the power flow was calculated. In the case of convergence, the results were used as a starting point for local optimization by gradient descent algorithm. As can be seen, even in such a simplified case, the objective function is not convex.

The values of the objective function in the n-dimensional space of the control parameters were obtained, where n is the number of the control parameters. For clarity, Figure 1 shows the values of the objective function in the cross-section of the two most variable control parameters.

The calculations revealed the presence of several local optima. Therefore, to determine the scope of the local search it is necessary to employ the methods of global optimization. This will be addressed further.

IV. GLOBAL OPTIMIZATION ALGORITHM

To find the global optimum, the search for regions of the local optimum is performed using the stochastic global optimization algorithm of the Lipschitz function (LIPOP), based on LIPO algorithm proposed in [22].

Since the discrete changes in EPS control parameters are assumed to be continuous, the optimization problem (1) can be considered as the optimization problem for the Lipschitz function.

In the AdaLIPO algorithm[22], a random sampling of points $X_i$ from the feasible region of control parameters is made and the lower bound of the function is estimated from the closest points (as shown in Fig.2) using the Lipschitzness coefficient $l$:

$$x \rightarrow \max_{i=1,l} f(X_i) - l \cdot \|x - X_i\|_2$$

Where $X_i$ is the control parameters vector.

The coefficient is refined by the values of the objective function, as the maximum among the test points:

$$l = \max_{i \in T, j \in T \neq i} \frac{|f(X_i) - f(X_j)|}{\|X_j - X_i\|_2}$$

In order to increase the density of the test points in the region with a large gradient of the objective function and to reduce the number of tests in the region with small gradient values, a random search algorithm with the probability depending on the gradient is applied. The power flow is calculated only if the random sample $p \in [0,1]$ is less than the relative magnitude of the gradient $g$:

$$p_t < \frac{\|g\|}{\min_{l \in T} \|g\|}$$

Here we call the modification of the LIPO algorithm LIPOP (P stands for “probability”). The Jacobian of the objective function was calculated in (7) by the numerical algorithm using Richardson extrapolation [23, 24].

The solution obtained by the global optimization method LIPOP can act as an initial approximation for performing local optimization by more accurate methods. Thus, the global optimization of the power flow can be carried out in two stages. In the first stage, the search is performed for the region with the least value of the objective function by global search in the feasible region. The second stage solves the problem of finding a local optimum with more precise methods.

V. APPLICATION OF THE BFGS METHODS

In this paper, the method based on the L-BFGS-B algorithm [25–27], which is a development of the BFGS method, is proposed as a method for finding a local optimum. This method is a quasi-Newton method that takes into account the constraints on the control parameters.

In this case, the constraints on power flow parameters are allowed for in two different ways. Control parameter constraints are taken into account in a standard way in the form of boundary conditions: $l \leq x \leq u$. Constraints on dependent power flow parameters are taken into account in the form of barrier functions, the values of which will be included in the general optimization objective function and will be calculated in the process of power flow calculation.
at each iteration of the optimization for the fixed values of the control parameters. The logarithmic functions are proposed to be used as barrier functions by analogy with the interior point method:

\[ F(x) = -\sum (-b_i(x)), \]

where \( b_i(x) \leq 0, i = 1, \ldots, m \) are dependent parameters constraints; \( m \) is the number of constraints.

This approach allows us to divide the optimization problem into the power flow calculation and the optimization problem itself. Due to the decomposition of the optimization problem into the power flow calculation and optimization, on the one hand, the constraints are simplified as follows \( l \leq x \leq u \), on the other hand, in the framework of the power flow calculation at each iteration we can use complex network models including DC-lines, active filters, reactive power compensators, FACTS, and other devices.

As a result, the algorithm for finding the local optimum by the L-BFGS-B method is as follows:

1. At each step of the iterative process, we have the control vector \( x_k \), the objective function value \( f(x_k) \) and the gradient of the objective function \( g_k \) calculated at point \( x_k \).
2. The gradient projection method is used to meet the constraints \( l \leq x \leq u \).
3. The quadratic model of function \( f \) is calculated as follows:

\[ m_k(x) = f(x_k) + g_k^T (x - x_k) + \frac{1}{2} (x - x_k)^T B_k (x - x_k), \]

where \( B_k \) is the Hessian approximation obtained by the quasi-Newton algorithm L-BFGS [28, 29]. Next, we determine a piecewise linear function that coincides in the direction with the antigradient and takes into account the constraints:

\[ x(t) = P(x_k) - t \cdot g_c, l, u \]

The next step is the calculation of Cauchy point as the local minimum of the model function for the selected piecewise- linear direction (as shown in Figure 3):

\[ x_c = \arg\min_x m_k(x(t)). \]

The iterative process continues while the change in the control vector in the direction of optimization is greater than the selected threshold \( ||x_k - x_{k-1}|| > \varepsilon \).

In the process of optimization, there can be situations when the power flow does not exist, for example, due to the power flow constraints. In this case, it is necessary to find the limiting state along the given trajectory and set new constraints.

The movement along the trajectory is performed by dividing the increments of the vector of the control actions in half. The quadratic model (9) in this case is written as:

\[ m_k(x) = f(x_k) + g_k^T \Delta x + \frac{1}{2} \Delta x^T B_k \Delta x \]

where \( \Delta x = \frac{x - x_k}{2\alpha} \), \( \alpha \) is the multiplicity of the step division.
Fig. 6. Calculation results on the IEEE 118-bus test system. $f_0$ is an initial value of the objective function in p.u.; $f_g$ is the objective function after gradient descent in p.u.; $f_{lbfgsb}$ is the objective function after L-BFGS-B optimization in p.u. The ordinate axis is a serial number in a series of calculations with different initial states.
Fig. 7. Objective function after optimization on the IEEE 118-bus test system. $f_g$ is the objective function after gradient descent in p.u.; $f_{lbfgsb}$ is the objective function after L-BFGS-B optimization in p.u. The ordinate axis is a serial number in a series of calculations with different initial states.

Fig. 8. Difference between objective functions in gradient descent and L-BFGS-B methods on the IEEE 118-bus test scheme. The ordinate axis is a serial number in a series of calculations with different initial states.

Fig. 9. Calculation results on Irkutsk region network model without constraints. $f_0$ is the initial value of the objective function in p.u.; $f_g$ is the objective function after gradient descent in p.u.; $f_{lbfgsb}$ is the objective function after L-BFGS-B optimization in p.u. The ordinate axis is a serial number in a series of calculations with different initial states.
The resulting flowchart of the proposed algorithm is as follows:

1. Perform global LIPOP optimization restricted by the number of iterations:
   1.1. Sample randomly control parameters from the feasible region according to (7).
   1.2. Calculate the objective function (1).
   1.3. Calculate the objective function.
   1.4. Save points with the lowest value of the objective function in the restricted vector of global optimization results.
2. Perform local optimization with L-BFGS-B for every point from the vector of global optimization results.
3. Select the optimal point from the results of local optimization.

VI. CASE STUDY

The proposed optimization scheme was tested on the IEEE 118- bus test system (shown in Figure 5), and on the model of the Irkutsk region network (shown in Figure 4). About 10000 series of calculations were performed. A random value of the vector of the control parameters is selected as a starting point within the feasible range where it was possible to calculate the steady state. The ordinate axis in the following Figures represents the values of the objective function in per units. The abscissa axis corresponds to a series of calculations from different starting points.

The results with a well-chosen step in the gradient descent optimization method on the IEEE 188-bus test scheme are quite close to the results of L-BFGS-B optimization.

Fig. 10. Calculation results on the Irkutsk region network model with constraints. \( f_0 \) is the initial value of the objective function in p.u.; \( f_g \) is the objective function after the gradient descent in p.u.; \( f_{\text{lbfgsb}} \) is the objective function after L-BFGS-B optimization. The ordinate axis is a serial number in a series of calculations with different initial states.

Fig. 11. A scaled plot of calculation results on the Irkutsk region network model with constraints. \( f_0 \) is the objective function after the gradient descent in p.u.; \( f_{\text{lbfgsb}} \) is the objective function after L-BFGS-B optimization. The ordinate axis is a serial number in a series of calculations with different initial states.
algorithm (Figure 6), however, the calculation results obtained using L-BFGS-B are more stable (Figure 7) and on average give a 4% better result (Figure 8).

A more vivid result is observed on the model of real electrical networks. If the optimization is performed on a model without constraints, the result of the L-BFGS-B algorithm is stable and several times better than the gradient descent (Figure 9). If the algorithm takes into account the constraints on the bus voltage, the application of the L-BFGS-B algorithm becomes even more effective (Figures 10-11). On a larger scale plot (Figure 11), it can be seen that L-BFGS-B method gives adequate results with a minimum objective function for almost all initial conditions, while the gradient descent for most of the initial states only slightly improves the objective function relative to the initial one (Figure 11).

This difference in the results can be explained by the fact that the model of the real power system has worse convergence of the initial state, and the gradient descent here is more sensitive to the initial descent step. The speeds of the optimization algorithms are comparable. Thus, in the scheme of a real electrical network, the average operating time of the gradient optimization method is about 120 msec, and that of the L-BFGS-B algorithm is about 500 msec.

VII. FURTHER STUDIES

The development of micro-grids and renewables requires total rethinking of the EPS steady-state optimization. Wind and solar power plants are the major renewable energy sources (RES). The development of reliable power systems with high penetration of renewables is one of the challenges in modern power engineering. Such systems heavily depend on the weather conditions, which can be taken into account in the OPF problem in two different ways. The first approach is the generation forecasting based on the meteorological forecasts. In this approach, the optimization problem is divided into the classic problem of the optimal state search based on the given constraints and the problem of states prediction [7, 30, 31]. The second approach is based on the probabilistic calculation of the optimal power flow. In this case, the RES generation is given by the models that take into account the time-dependent probabilistic characteristics of generation as well as load. This is not only due to the variability of the traditional residential and industrial loads but also because the load can be active and can be influenced by the local RES such as small wind turbines and PVs (so-called electricity prosumers load) and storages [8].

The load model is usually given by a normal distribution with an average value and a standard deviation. The model of the wind power plant uses the Weibull distribution [31] to determine the probability of the wind speed, which is used to calculate the generation distribution of the wind power plant. The power distribution of the solar power plant is calculated using the beta-distribution function describing the solar irradiance [5, 33].

The probabilistic models of RES can be used to obtain the time distribution of generation as the function of time and installed generation capacity \( p_g(t, P_g) \). In this case, the objective function \( f() \) in (1) is as follows:

\[
\begin{align*}
\sum_{i \in G} \left( c_{i2} p_{gi}^2 + c_{i3} p_{gi} + c_{i0} \right) + c_{AP} \sum_{j \in B} \Delta p_j \\
+ c_u \sum_{k \in N} \Delta u_k^2 \\
+ \sum_{r \in R} c_{gr} p_{gr}(t, P_{gr}) P_{gr}.
\end{align*}
\]

The vector of independent parameters in the network equations (4) includes the power of RES generation and loads, given the corresponding probability distributions:

\[
s = \left[ p_i(t, P_i) p_i, q_i, p_g(t, P_g) p_g, q_{pg}, P_{pg}, u_r, \delta_r, \right]^T.
\]

The optimal power flow calculations take into account the probabilities. Such calculations are performed using the two-point estimation method proposed by Verbič [34]. The essence of this method is as follows. For each value of generation and load given by the probability, two optimal power flows corresponding to values below and above the average are computed. The remaining probabilistic variables are selected as the mean value. Based on these two points, the vector of control parameters is estimated for each probability value.

The calculation of the optimal power flow, considering the probabilities, requires a significant number of deterministic optimal flow distribution calculations. Finding an optimal power flow for a certain time range is a more complicated problem. In this case, the dynamic optimization problem can be formulated as follows:

\[
\min f(t_{0}, T, x) = \int_{t_{0}}^{t_{0}+T} f_p(t, x) dt \\
+ f_1\left( \|x_{t_0-T} - x_{t_0+T}\| \right).
\]

Where \( t_0 \) is the initial time, \( T \) is the optimization time horizon, \( f_p \) is the objective function calculated for each moment by the method of probabilistic optimal flow distribution, \( f_1 \) is the cost function of the transition from the initial state to the optimal one, determined as:

\[
f_1(x) = c_t \sum_{x \in X} 1, x > 0.
\]

Thus, the method of deterministic optimization is used in each stage of dynamic and probabilistic optimization.

VIII. CONCLUSION

The paper proposes an efficient two-stage optimization procedure based on the stochastic modification of the global optimization algorithm of the Lipschitz function and the L-BFGS-B method. The L-BFGS-B algorithm has a super-linear convergence rate. The complexity of the
The decomposition of the calculation of the optimal power flow for the steady-state calculation problem and the optimization algorithm itself make it possible to efficiently perform optimization without complicating the optimal power flow calculation.

The presented optimization technique was implemented in the ANARES software [35]. The calculations on the models of the Irkutsk regional network revealed the following advantages. In comparison with the gradient method, the L-BFGS-B method of local optimization does not require to set an optimization step. The global optimization makes it possible to reach the global minimum of the objective function in a feasible region of the control parameters.
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