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Abstract—Based on the idea of the Abelian group theory in mathematics, this paper finds a sufficient condition of having independent TE and TM modes in a waveguide filled with homogenous anisotropic lossless medium. For independent TE modes, we prove the nonzero cut-off wavenumbers obtained from longitudinal scalar magnetic field stimulation and transverse vector electric field stimulation are same in theory. For independent TM modes, we also prove the nonzero cut-off wavenumbers obtained from longitudinal scalar electric field stimulation and transverse vector magnetic field stimulation are same in theory. Finally we carry out several numerical experiments to verify the correctness of the condition given by us. We hope that this condition is useful for the designs of waveguide with homogenous anisotropic lossless medium in microwave engineering community.
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I. INTRODUCTION

In microwave engineering, waveguide is one of very important source-free equipments, which guides wave propagation direction. It has many applications, for example, Hirokawa J. and Ando M. [1] have proposed a novel feed structure to excite a plane TEM wave in a parallel-plate waveguide. The electromagnetic wave in the waveguide must be a solution of Maxwell’s equations with source-free.

According to the electromagnetic theory [2], it is well-known that the waveguide filled with homogenous isotropic lossless medium has independent TE modes and TM modes. Suppose that the wave propagation direction in waveguide is $\pm \frac{\pi}{2}$. We also have known that for independent TE modes, we can employ the longitudinal component $h_z$ of the magnetic field or the transverse component $e_t$ of the electric field to stimulate them, and for independent TM modes, we can employ the longitudinal component $e_z$ of the electric field or the transverse component $h_t$ of the magnetic field to stimulate them. For using longitudinal component $h_z$ of the magnetic field to stimulate independent TE modes, we need to solve an eigenvalue problem about Laplace operator with a Neumann boundary condition. This boundary condition is a natural boundary condition in finite element method (FEM), which is not enforced constraint in numerical computation. For employing transverse component $e_t$ of the electric field to stimulate independent TE modes, we need to solve an eigenvalue problem about curl-curl operator with an essential boundary condition, which must be enforced constraint in numerical computation, while for employing transverse component $h_t$ of the magnetic field to stimulate independent TM modes, we need to solve an eigenvalue problem about curl-curl operator with two natural boundary conditions, which are all not enforced constraint in numerical computation.

For the waveguide filled with homogenous anisotropic lossless medium, are there independent TE modes and TM modes in this waveguide? The answer is that when the medium parameters in the waveguide satisfy some condition, then there are independent TE and TM modes. This paper finds this condition (i.e., the following condition I and II) based on the idea of the Abelian group theory [3] (see Appendix B) in mathematics. Moreover, when the waveguide filled with homogenous anisotropic lossless medium has independent TE and TM modes, we prove that the nonzero cut-off wavenumbers obtained from using $h_z$ and $e_t$ to stimulate independent TE modes are same in theory, and the nonzero cut-off wavenumbers obtained from using $e_z$ and $h_t$ to stimulate independent TM modes are also same in theory.

When the cross section of the waveguide is not regular, if we would like to know the first several propagable physical modes, we usually turn to the help of numerical methods, for example, FEM, finite difference method, and etc. This paper will use standard linear FEM to solve the eigenvalue problems about elliptic differential operator of second-order in two-dimension, and mixed FEM [4] based on CT/LN edge element space and standard linear element space to solve the eigenvalue problems of curl-curl operator in two-dimension. The basis functions in the CT/LN edge element space are constant tangential and liner normal (CT/LN). This space is the lowest order edge element space, which is the simplest edge element space. This space is one of the Nédélec spaces [5]. Note that it is careful to the selection of these two spaces in mixed FEM, and the selection of these two spaces should be matched [4]. For the eigenvalue problems about curl-curl operator (waveguide problems and resonant cavity problems...
just belong to this type of problem), the earlier papers on edge elements claim edge elements can entirely eliminate spurious modes. This is not correct [6]. Because edge elements can only eliminate nonphysical spurious nonzero modes, however, edge elements can not eliminate nonphysical spurious zero modes because of ignoring the divergence-free condition. We have computed the resonant cavity problem with anisotropic lossless media and PEC successfully [7]. In the reference [7] we turn to the help of mixed FEM based on CT/LN edge element space and linear element space to remove all the nonphysical spurious modes. Numerical methods provided by this paper can remove all the nonphysical spurious modes (including nonphysical spurious zero modes) for the eigenvalue problems about curl-curl operator, because we have already enforced divergence-free condition in numerical computation.

The outline of this paper is as follows. In Section 2, we review the governing equations for waveguide problems according to the waveguide theory in electromagnetism, and find this sufficient condition of having independent TE and TM modes in a waveguide filled with homogenous anisotropic lossless medium. The proof of the conclusion that the nonzero cut-off wavenumbers obtained from using \( h_z \) and \( e_z \) to stimulate independent TE modes are same is given in Section 3. The proof of the conclusion that the nonzero cut-off wavenumbers obtained from using \( e_z \) and \( h_z \) to stimulate independent TM modes are same is given in Section 4. In Section 5, we support several FEM algorithms of PDEs from waveguide problems. Finally we carry out some numerical experiments to verify that the condition given by us is correct, and the theory in Section 3 and 4 is also correct.

II. GOVERNING EQUATIONS FOR WAVEGUIDE PROBLEMS

Suppose that the wave propagation direction in waveguide is \( \hat{z} \), where \( \hat{z} \) is unit vector along positive direction of \( z \) axis. Let \( \Gamma \) be cross section of the waveguide, \( n \) be the outward normal unit vector on the boundary \( \partial \Gamma \) of the cross section \( \Gamma \). As usual, the cross section \( \Gamma \) is bounded. Because of the complexity of the cross section \( \Gamma \), the boundary \( \partial \Gamma \) may be not connected. In this case, there exist TEM modes. In practical applications, waveguide walls are usually made up of perfect electric conductor.

Waveguide problem is a so called 2.5 dimensional problem, because the medium in the waveguide is two dimensional, while the electromagnetic field in the waveguide is three dimensional. This paper only considers the waveguide problem filled with filled with homogenous anisotropic lossless medium. Suppose that the permittivity and permeability matrices are of the following form:

\[
\bar{\varepsilon} = \begin{bmatrix}
\bar{\varepsilon}_t & 0 \\
0 & \bar{\varepsilon}_{zz}
\end{bmatrix},
\]

\[
\bar{\mu} = \begin{bmatrix}
\bar{\mu}_t & 0 \\
0 & \bar{\mu}_{zz}
\end{bmatrix},
\]

where \( \bar{\varepsilon}_t, \bar{\mu}_t, \bar{\varepsilon}_{zz} \) and \( \bar{\mu}_{zz} \) are independent of \( z \). Because the medium is lossless, we have that \( \bar{\varepsilon} \) and \( \bar{\mu} \) are two positive definite Hermitian matrices [8], i.e.,

\[
\bar{\varepsilon}_t^* = \bar{\varepsilon}_t, \quad \bar{\mu}_t^* = \bar{\mu}_t, \quad \bar{\varepsilon}_{zz} > 0, \quad \bar{\mu}_{zz} > 0,
\]

where \( \bar{\varepsilon}_t \) and \( \bar{\mu}_t \) have positive real eigenvalues, and \( K^\dagger \) is conjugate transpose of matrix \( K \).

In a usual waveguide problem, the frequency \( f > 0 \) is given, then \( \omega = 2\pi f > 0 \). We need to solve propagation constant \( jk_z \) and several propagable physical modes:

\[
\mathbf{E}(x, y, z) = e(x, y)e^{-jk_z z}, \quad \mathbf{H}(x, y, z) = h(x, y)e^{-jk_z z},
\]

where \( e(x, y) \) and \( h(x, y) \) are two three dimensional vectors only dependent with transversal coordinates \( (x, y) \), while independent with longitudinal coordinate \( z \). Assume that

\[
e(x, y) = e_t + \hat{z}e_z, \quad h(x, y) = h_t + \hat{z}h_z,
\]

\[
\nabla = \nabla_t + \hat{z} \frac{\partial}{\partial z}, \quad \nabla_t = \hat{x} \frac{\partial}{\partial x} + \hat{y} \frac{\partial}{\partial y}.
\]

It is clear that

\[
\frac{\partial \mathbf{E}}{\partial z} = -jk_z \mathbf{E}, \quad \frac{\partial \mathbf{H}}{\partial z} = -jk_z \mathbf{H}.
\]

Writing Maxwell’s equations with source-free, we have:

\[
\nabla \times \mathbf{E} = -j\omega \bar{\varepsilon} \mathbf{H},
\]

\[
\nabla \times \mathbf{H} = j\omega \bar{\mu} \mathbf{E},
\]

\[
\nabla \cdot (\bar{\varepsilon} \mathbf{E}) = 0,
\]

\[
\nabla \cdot (\bar{\mu} \mathbf{H}) = 0,
\]

where we have assumed that the time-harmonic factor is \( e^{j\omega t} \). Substituting (1-5) into the above Maxwell’s equations, then we obtain the following equations:

\[
\nabla_t \times e_t = -j\omega \mu_{zz} \hat{z}h_z
\]

\[
-\hat{z} \times \nabla_t e_z - jk_z \hat{z}e_t = -j\omega \bar{\mu}_t h_t
\]

\[
\nabla_t \times h_t = j\omega \varepsilon_{zz} \hat{z}e_z
\]

\[
-\hat{z} \times \nabla_t h_z - jk_z \hat{z}h_t = j\omega \bar{\varepsilon}_t e_t
\]

\[
\nabla_t \cdot (\bar{\varepsilon}_t e_t) = jk_z \varepsilon_{zz} e_z
\]

\[
\nabla_t \cdot (\bar{\mu}_t h_t) = jk_z \mu_{zz} h_z
\]

Set \( A = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \), then \( A^2 \) is identity matrix of order two. We change \( \hat{z} \times \) in equations (7) and (9) into \( A \), then we get

\[
\nabla_t e_z + jk_z e_t = -j\omega A\bar{\varepsilon}_t h_t,
\]

\[
\nabla_t h_z + jk_z h_t = j\omega A\bar{\mu}_t e_t.
\]

From equations (12) and (13), we can obtain

\[
(-\omega^2 A^2 \bar{\varepsilon}_t A\bar{\mu}_t - k_z^2 I_{2\times 2}) e_t = -jk_z \nabla_t e_z + j\omega A\bar{\mu}_t \nabla_t h_z,
\]

\[
(-\omega^2 A^2 \bar{\mu}_t A\bar{\varepsilon}_t - k_z^2 I_{2\times 2}) h_t = -jk_z \nabla_t h_z - j\omega A\bar{\varepsilon}_t \nabla_t e_z.
\]

Next we try to explore the condition of having independent TE and TM modes in a waveguide filled with homogenous anisotropic lossless medium, and the case in filled with homogenous isotropic lossless medium is a particular case of this condition.

Define set \( G = \{ X \in \mathbb{C}^{2\times 2} : AX = XA \} \), then the set \( G \) has very nice algebraic properties. It is very easy to prove that \( (G, +) \) is an Abelian group, where \( + \) is usual matrix addition in \( \mathbb{C}^{2\times 2} \) and \( (G, \cdot) \) is also an group, where \( \cdot \) is usual matrix multiplication in \( \mathbb{C}^{2\times 2} \). Next we intensively
consider the concrete form of the element in the group \((G, \cdot)\),
let \(X = \begin{bmatrix} a & b \\ c & d \end{bmatrix}\) be in the group \((G, \cdot)\), then we have
\[\begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} = \begin{bmatrix} a & b \\ c & d \end{bmatrix},\]
therefore we can get \(a = d, b = -c\). When \(\mathbf{r}_t \in G\) and \(\mathbf{r}_t \in G\), then we can assume that
\[\mathbf{r}_t = \begin{bmatrix} \epsilon & a_j \\ -a_j & \epsilon \end{bmatrix}, \quad \mathbf{r}_t = \begin{bmatrix} \mu & b_j \\ -b_j & \mu \end{bmatrix},\]
where \(\epsilon, \mu, a, b\) are all real numbers, and \(\mathbf{r}_t\) and \(\mathbf{r}_t\) are two positive definite Hermitian matrices.

Then \(\mathbf{r}_t \mathbf{r}_t = \mathbf{r}_t \mathbf{r}_t\) is valid, therefore \((G, \cdot)\) is also an Abelian group. Particularly, when \(b + a \mu = 0\), then we have
\[
\mathbf{r}_t \mathbf{r}_t = \mathbf{r}_t \mathbf{r}_t = (\epsilon \mu + ab)I_{2 \times 2} \neq 0.
\]

Suppose that \(\mathbf{r}_t \in G, \mathbf{r}_t \in G\), and they satisfy the condition \(b + a \mu = 0\), then
\[
-\omega^2 A \mathbf{r}_t A \mathbf{r}_t = \omega^2 \mathbf{r}_t \mathbf{r}_t = \omega^2 (\epsilon \mu + ab)I_{2 \times 2};
\]
\[
-\omega^2 A \mathbf{r}_t A \mathbf{r}_t = \omega^2 \mathbf{r}_t \mathbf{r}_t = \omega^2 (\epsilon \mu + ab)I_{2 \times 2}.
\]

Thus coefficient matrices in equations (14) and (15) are same:
\[
-\omega^2 A \mathbf{r}_t A \mathbf{r}_t - k_z^2 I_{2 \times 2} = (\omega^2 \epsilon \mu + \omega^2 ab - k_z^2)I_{2 \times 2};
\]
\[
-\omega^2 A \mathbf{r}_t A \mathbf{r}_t - k_z^2 I_{2 \times 2} = (\omega^2 \epsilon \mu + \omega^2 ab - k_z^2)I_{2 \times 2}.
\]

Define
\[
k_t^2 = k^2 - k_z^2, \quad k^2 = \omega^2 (\epsilon \mu + ab),
\]
where \(k_t\) is called cut-off wavenumber, and \(k_z\) is called phase constant. From equations (14)-(15), when \(k_t \neq 0\), we can infer that
\[
\mathbf{e}_t = -\frac{j k_z}{k_t^2} \nabla \epsilon_z + \frac{j \omega}{k_t^2} \hat{z} \times (\mathbf{r}_t \nabla h_z); \quad \mathbf{h}_t = -\frac{j k_z}{k_t^2} \nabla \mu_z h_z - \frac{j \omega}{k_t^2} \hat{z} \times (\mathbf{r}_t \nabla \epsilon_z).
\]

From (20) and (6), we can get:
\[\nabla_t \cdot (\mathbf{r}_t \nabla h_z) = k_t^2 \epsilon_z \epsilon_z h_z.\]
From (21) and (8), we can get:
\[\nabla_t \cdot (\mathbf{r}_t \nabla e_z) = k_t^2 \epsilon_z \epsilon_z e_z.\]
if \(\epsilon_z = 0, h_z = 0\) and equations (6)-(11) have nontrivial solution, then we must have \(k_t^2 = k^2 - k_z^2 = 0\), thus, \(k_z = \omega \sqrt{\epsilon \mu + ab}\) \((\epsilon \mu + ab > 0)\). The transverse components of electromagnetic field are directly obtained from the equations (10)-(11). This is so called TEM mode.

In conclusion, when the medium parameters in a waveguide satisfies the following condition:

\[
\mathbf{e}_t = \frac{j \omega}{k_t^2} \hat{z} \times (\mathbf{r}_t \nabla h_z);
\]
\[
\mathbf{h}_t = -\frac{j k_z}{k_t^2} \nabla h_z.
\]

then the independent TE and TM modes must exist in the waveguide filled with homogenous anisotropic lossless medium.

Remark: It is well-known that when the waveguide is filled with homogenous isotropic lossless medium, there are independent TE and TM modes in this waveguide. In this case, \(a = 0, b = 0, \epsilon = \epsilon_z > 0\) and \(\mu = \mu_z > 0\). Obviously, the medium parameters have already satisfied the above condition I and II.

Next we consider the boundary condition about waveguide problem. Because the waveguide walls are usually made up of metal, the boundary condition is usually perfect electric conductor (PEC) boundary condition. From electromagnetic theory \([2]\), we have
\[
\hat{n} \times \mathbf{E} = 0, \quad \hat{n} \cdot \mathbf{B} = 0.
\]

For the TE modes, if we use longitudinal scalar field \(h_z\) to stimulate them, then the boundary condition will be \(\hat{n} \cdot (\mathbf{r}_t \nabla h_z) = 0\) on \(\partial \Gamma\); if we use transverse vector field \(\mathbf{e}_t\) to stimulate them, then the boundary condition will be \(\hat{n} \cdot \mathbf{e}_t = 0\) on \(\partial \Gamma\).

For the TM modes, if we use longitudinal scalar field \(\epsilon_z\) to stimulate them, then the boundary condition will be \(\epsilon_z = 0\) on \(\partial \Gamma\); if we use transverse vector field \(\mathbf{h}_t\) to stimulate them, then the boundary condition will be \(\hat{n} \cdot (\mathbf{r}_t \nabla \epsilon_z) = 0\) on \(\partial \Gamma\) and \(\hat{n} \cdot (\mathbf{r}_t \nabla \epsilon_z) = 0\) on \(\partial \Gamma\).

III. INDEPENDENT TE MODES

In this section, the medium parameters in the waveguide we consider satisfy the condition I and II.

A. SIMULATE TE MODES USING LONGITUDINAL COMPONENT \(h_z\)

Seek \(k_t \in \mathbb{R}, h_z \neq 0\), such that
\[
\begin{cases} 
-\nabla_t \cdot (\mathbf{r}_t \nabla h_z) = k_t^2 \mu_z h_z & \text{in } \Gamma, \\
\hat{n} \cdot (\mathbf{r}_t \nabla h_z) = 0 & \text{on } \partial \Gamma.
\end{cases}
\]

The PDE (24) is an eigenvalue problem about elliptic partial differential operator of second order in two-dimension, and this problem is with Neumann boundary condition. The researches about this problem are very thorough in computational mathematics. For details, please see \([9]\).

It is clear that the equation (24) has a particular solution \(k_t = 0, h_z = 1\), but this solution is not a propagable physical mode, and this is a spurious mode. We shall not consider this solution. Once \((k_t, h_z)\) is solved, then
\[
\mathbf{e}_t = \frac{j \omega}{k_t^2} \hat{z} \times (\mathbf{r}_t \nabla h_z);
\]
\[
\mathbf{h}_t = -\frac{j k_z}{k_t^2} \nabla h_z.
\]
From the spectral theory of self-adjoint compact operator [10], we have already known that PDE (24) has countable real eigenvalues, i.e.,
\[ 0 = k_t^{(0)} < k_t^{(1)} \leq k_t^{(2)} \leq \cdots \leq \cdots \rightarrow +\infty. \]
Denote \( k_t^{\text{small}} = k_t^{(n)} \). Because \( k_t^2 = k^2 - k_t^2 \), when \( k > k_t^{\text{small}} \), i.e., \( f > f_t^{\text{small}} \), where \( f_t^{\text{small}} \) is the smallest cut-off frequency in the waveguide, then the waveguide has propagable physical modes. Therefore the waveguide has the function of high-pass filter. That is the electromagnetic wave with low-frequency cannot propagate in the waveguide, while the electromagnetic wave with high-frequency can propagate in the waveguide.

**Lemma 1.** If \( k_t \neq 0 \) and \((k_t, h_z)\) is an eigen-pair of PDE (24), then \((k_t, \frac{\mu_{zz}}{k_t^2} \hat{z} \times (\vec{n}_t \nabla_t h_z))\) is also an eigen-pair of PDEs (25).

**Proof.** Please see Appendix A.

**B. Simulate TE Modes using Transverse Component \( e_t \)**

Find \( k_t \in \mathbb{R}, 0 \neq e_t, \) such that
\[
\begin{align*}
\nabla_t \times \left( \mu_{zz} \nabla_t \times e_t \right) &= k_t^2 \pi_t^{-1} e_t \quad \text{in} \ \Gamma, \\
\nabla_t \cdot (\pi_t^{-1} e_t) &= 0 \quad \text{in} \ \Gamma, \\
\hat{n} \times e_t &= 0 \quad \text{on} \ \partial \Gamma.
\end{align*}
\]

The PDEs (25) is an eigenvalue problem about curl-curl operator in two-dimension. Obviously, when \( k_t \neq 0 \), the second equation of PDEs (25) can be derived from the first equation of PDEs (25), this is because \( 0 = \nabla_t \cdot \left( \nabla_t \times \mu_{zz} \nabla_t \times e_t \right) = k_t^2 \nabla_t \cdot (\pi_t^{-1} e_t), \) then we have \( \nabla_t \cdot (\pi_t^{-1} e_t) = 0. \) But we can not omit the divergence-free condition \( \nabla_t \cdot (\pi_t^{-1} e_t) = 0 \) in numerical computation, otherwise PDEs (25) will introduce spurious zero modes [11]. Because \( \nabla_t \cdot (\pi_t^{-1} e_t) = 0 \) and \( (18), \) we can get \( -\frac{j \omega^2}{\mu_{zz}} \nabla_t \cdot (\vec{n}_t \nabla_t e_t) = 0, \) then \( \nabla_t \cdot (\vec{n}_t \nabla_t e_t) = 0, \) which is just Gauss’ law for electric field. In fact, \( \nabla_t \cdot (\pi_t^{-1} e_t) = 0 \) and \( \nabla_t \cdot (\pi_t e_t) = 0 \) are equivalent.

When the boundary \( \partial \Gamma \) is not connected, then there are TEM modes in this waveguide. Suppose that \( \partial \Gamma = \bigcup_{k=1}^N \partial \Gamma_k, \) \( \partial \Gamma_i \cap \partial \Gamma_j = \partial(i \neq j), \) where \( \partial \Gamma_k(k = 1, 2, \cdots, N) \) is the \( k \)-th connected boundary. Then number of TEM modes is \( N - 1. \) Which can be verified by the following numerical experiments. PDEs (25) can stimulate these TEM modes, while PDE (24) can not stimulate these TEM modes, which is an advantage of using \( e_t \) to simulate waveguide modes. Moreover, PDE (24) will also introduce a nonphysical spurious zero mode.

Once \((k_t, e_t)\) is solved, then
\[
\begin{align*}
h_t &= k_t \pi_t^{-1} \left( \hat{z} \times e_t \right) \\
\hat{n} \times h_t &= \omega k_t \left( \hat{z} \times e_t \right)
\end{align*}
\]

**Lemma 2.** If \( k_t \neq 0 \) and \((k_t, e_t)\) is an eigen-pair of PDEs (25), then \((k_t, \hat{z} \times (\mu_{zz} \nabla_t x e_t))\) is also an eigen-pair of PDE (24).

**Proof.** Please see Appendix A.

A word, we have already obtained the following theorem.

**Theorem 1.** If the medium parameters in a waveguide satisfies the condition I and II, then there exist independent TE modes in this waveguide, and nonzero cut-off wavenumber \( k_t \) between PDE (24) and PDEs (25) is same in theory.

IV. INDEPENDENT TM MODES

In this section, the medium parameters in the waveguide we consider also have the condition I and II.

A. Simulate TM Modes using Longitudinal Component \( e_z \)

Seek \( k_t \in \mathbb{R}, e_z \neq 0, \) such that
\[
\begin{align*}
-\nabla_t \cdot (\vec{n}_t \nabla_t e_z) &= k_t^2 \epsilon_{zz} e_z \quad \text{in} \ \Gamma, \\
e_z &= 0 \quad \text{on} \ \partial \Gamma.
\end{align*}
\]

The PDE (26) is an eigenvalue problem about elliptic partial differential operator of second order in two-dimension, and this problem is with Dirichlet boundary condition.

It is easy to prove that \( k_t = 0 \) is not an eigenvalue of PDE (26). In fact, if \( k_t = 0 \) is an eigenvalue of PDE (26), then we can prove that \( e_z = 0 \) in \( \Gamma \) by virtue of the Poincaré inequality \( \|e_z\| \leq C \|\nabla e_z\| \) [12]. According to spectral theory of self-adjoint compact operator [10], the PDE (26) has countable real positive eigenvalues.

\[ 0 < k_t^{(1)} \leq k_t^{(2)} \leq k_t^{(3)} \leq \cdots \leq \cdots \rightarrow +\infty. \]

Once \((k_t, e_z)\) is solved, then
\[
\begin{align*}
e_t &= -\frac{j k_t^2}{k_t^2} \nabla_t e_z; \\
h_t &= -\frac{j \omega}{k_t^2} \hat{z} \times (\vec{n}_t \nabla_t e_z).
\end{align*}
\]

**Lemma 3.** If \( k_t \neq 0 \) and \((k_t, e_z)\) is an eigen-pair of PDE (26), then \((k_t, \frac{\epsilon_{zz}}{j k_t^2} \hat{z} \times (\vec{n}_t \nabla_t e_z))\) is also an eigen-pair of PDEs (27).

**Proof.** For the verification of the fist two equations in PDEs (27), this is the same as the TE modes, therefore we omit this step. We mainly need to verify the correctness of boundary conditions in PDEs (27). According to \( \hat{n} \times E = 0 \) and \( e_z = 0 \) on \( \partial \Gamma, \) then we have \( \hat{n} \times (e_t + \hat{z} e_z) = 0 \) on \( \partial \Gamma, \) which is just Gauss’ law for electric field. Therefore we have \( \hat{n} \times e_t = 0 \) on \( \partial \Gamma. \) Then we obtain
\[
\begin{align*}
e_t &= -\frac{k_t \pi_t^{-1} \left( \hat{z} \times h_t \right)}{\omega} = -\frac{k_t \hat{z} \times (\pi_t^{-1} h_t)}{\omega}.
\end{align*}
\]

Then we have
\[
\begin{align*}
0 &= \hat{n} \times e_t = -\frac{k_t}{\omega} \hat{n} \times \left( \hat{z} \times (\pi_t^{-1} h_t) \right) \\
&= -\frac{k_t}{\omega} \left[ z (\hat{n} \cdot (\pi_t^{-1} h_t)) - (\pi_t^{-1} h_t) (\hat{n} \cdot \hat{z}) \right] \\
&= -\frac{k_t}{\omega} (\hat{z} (\hat{n} \cdot (\pi_t^{-1} h_t)) \text{ on } \partial \Gamma.
\end{align*}
\]

Therefore \( \hat{n} \cdot (\pi_t^{-1} h_t) = 0 \) on \( \partial \Gamma. \) In addition, according to (8) and \( e_z = 0 \) on \( \partial \Gamma, \) we have
\[
\hat{n} \times (\epsilon_{zz} \nabla_t \times h_t) = \hat{n} \times (j \omega \hat{z} e_z) = j \omega \hat{n} \times \hat{z} e_z = 0 \quad \text{on } \partial \Gamma.
\]

The proof of **Lemma 3** is completed.
B. Simulate TM Modes using Transverse Component \( h_t \)

Find \( k_t \in \mathbb{R}, 0 \neq e_t, \) such that

\[
\begin{align*}
\nabla_t \times \left( \epsilon_{zz}^{-1} \nabla_t \times h_t \right) &= k_t^2 \epsilon_{zz}^{-1} h_t \quad \text{in } \Gamma, \\
\nabla_t \cdot (\bar{\epsilon}_t^{-1} h_t) &= 0 \quad \text{in } \Gamma, \\
\hat{n} \times (\epsilon_{zz}^{-1} \nabla_t \times h_t) &= 0 \quad \text{on } \partial \Gamma, \\
\hat{n} \cdot (\bar{\epsilon}_t^{-1} h_t) &= 0 \quad \text{on } \partial \Gamma.
\end{align*}
\]

The PDEs (27) is an eigenvalue problem about curl-curl operator in two-dimension. Note that \( \nabla_t \cdot (\bar{\epsilon}_t^{-1} h_t) = 0 \) and \( \nabla_t \cdot (\bar{\epsilon}_t^{-1} h_t) = 0 \) are equivalent because of the equation (18), and \( \nabla_t \cdot (\bar{\epsilon}_t^{-1} h_t) = 0 \) and \( \hat{n} \cdot (\bar{\epsilon}_t^{-1} h_t) = 0 \) are also equivalent because of the equation (18).

When \( \partial \Gamma \) is not connected, the PDEs (27) can also stimulate TEM modes, while PDE (26) can not stimulate these TEM modes, which is an advantage of using \( h_t \) to simulate waveguide modes.

Once \( (k_t, h_t) \) is solved, then

\[
\begin{align*}
e_t &= - k_t \bar{\epsilon}_t^{-1} \frac{(\hat{n} \times (\bar{\epsilon}_t^{-1} h_t))}{\omega}, \\
\hat{z} e_z &= \frac{\epsilon_{zz}^{-1} \nabla_t \times h_t}{j \omega}. \quad (28)
\end{align*}
\]

Lemma 4. If \( k_t \neq 0 \) and \( (k_t, h_t) \) is an eigen-pair of PDEs (27), then \( (k_t, \frac{\hat{n} \times (\bar{\epsilon}_t^{-1} h_t)}{j \omega}) \) is also an eigen-pair of PDE (26).

Proof. For the verification of the equation in PDE (26), this is the same as the TE modes, therefore we omit this step. We mainly need to verify the correctness of boundary condition in PDE (26). From (28) and the boundary conditions in PDEs (27), we can get

\[
\begin{align*}
\hat{n} \times e_t &= \hat{n} \times (- \frac{k_t \hat{z} \times (\bar{\epsilon}_t^{-1} h_t)}{\omega}) \\
&= \frac{k_t}{\omega} \hat{n} \times (\hat{z} \times (\bar{\epsilon}_t^{-1} h_t)) \\
&= \frac{k_t \epsilon_{zz}^{-1}}{\omega} h_t (\hat{n} \cdot \hat{z}) - \hat{z} (\hat{n} \cdot (\bar{\epsilon}_t^{-1} h_t)) \\
&= 0 \quad \text{on } \partial \Gamma.
\end{align*}
\]

According to \( \hat{n} \times E = 0 \) on \( \partial \Gamma \), then we have \( \hat{n} \times (e_t + \frac{\hat{z} e_z}{\omega}) e^{-jk_z \hat{z}} = 0 \) on \( \partial \Gamma \). From the above equation, then we get \( \hat{n} \times (\hat{z} e_z) = 0 \) on \( \partial \Gamma \), thus \( e_z = 0 \) on \( \partial \Gamma \). In addition, according to (29), we have

\[
\hat{n} \times \hat{z} e_z = \frac{1}{j \omega} \hat{n} \times (\epsilon_{zz}^{-1} \nabla_t \times h_t) = 0 \quad \text{on } \partial \Gamma,
\]

therefore we prove \( e_z = 0 \) on \( \partial \Gamma \) again. The proof of Lemma 4 is completed.

In a word, we have already obtained the following theorem.

**Theorem 2.** If the medium parameters in a waveguide satisfy the condition I and II, then there exist independent TM modes in this waveguide, and nonzero cut-off wavenumber \( k_t \) between PDE (26) and PDEs (27) is same in theory.

V. NUMERICAL METHODS FOR INDEPENDENT TE MODES AND TM MODES

A. Numerical Method for the scalar PDE (24) and (26)

Firstly, we consider the numerical treatments for the scalar PDE (24) and (26). There are many finite element methods to deal with the scalar PDE (24) and (26) now. For example, conforming FEM, nonconforming FEM, and mixed FEM can solve all them numerically. FEM is a numerical method based on the variational form of PDE. Thus we need to give the corresponding variational forms about the scalar PDE (24) and (26) firstly.

As usual, we need to introduce some Hilbert spaces on complex field \( \mathbb{C} \) associated with PDE (24) and (26):

\[
\begin{align*}
L^2(\Gamma) &= \{ f : \int_{\Gamma} |f(x,y)|^2 dxdy < +\infty \}, \\
H^1(\Gamma) &= \{ v \in L^2(\Gamma) : \nabla_t v \in (L^2(\Gamma))^2 \}, \\
H^1_0(\Gamma) &= \{ v \in H^1(\Gamma) : v|_{\partial \Gamma} = 0 \}.
\end{align*}
\]

The standard inner products and norms in the above Hilbert spaces are defined as following:

\[
\begin{align*}
(u,v)_0 &= \int_{\Gamma} uv dxdy, \quad \forall u, v \in L^2(\Gamma), \\
\|u\|_0 &= \sqrt{(u,u)_0} = \left( \int_{\Gamma} |u(x,y)|^2 dxdy \right)^{\frac{1}{2}}, \quad \forall u \in L^2(\Gamma), \\
(u,v)_1 &= \int_{\Gamma} (u \overline{v} + \nabla_t u \cdot \nabla_t \overline{v}) dxdy, \quad \forall u, v \in H^1(\Gamma), \\
\|v\|_1 &= \sqrt{(u,u)_1} = \left( \|u\|_0^2 + \|\nabla_t u\|_0^2 \right)^{\frac{1}{2}}, \quad \forall v \in H^1(\Gamma),
\end{align*}
\]

where the function \( \overline{v} \) is complex conjugation of function \( v \). Denote the continuous sesquilinear forms:

\[
\begin{align*}
a_1 : \quad &H^1(\Gamma) \times H^1(\Gamma) \to \mathbb{C} \\
&(h_z, v) \mapsto \int_{\Gamma} \bar{\epsilon}_t \nabla_t h_z \cdot \nabla_t \overline{v} dxdy, \\
a_2 : \quad &H^1_0(\Gamma) \times H^1_0(\Gamma) \to \mathbb{C} \\
&(e_z, v) \mapsto \int_{\Gamma} \epsilon_{zz}^{-1} \nabla_t e_z \cdot \nabla_t \overline{v} dxdy, \\
b_1 : \quad &L^2(\Gamma) \times L^2(\Gamma) \to \mathbb{C} \\
&(h_z, v) \mapsto \int_{\Gamma} \mu_{zz} h_z \nabla_t \overline{v} dxdy, \\
b_2 : \quad &L^2(\Gamma) \times L^2(\Gamma) \to \mathbb{C} \\
&(e_z, v) \mapsto \int_{\Gamma} \epsilon_{zz} e_z \overline{v} dxdy.
\end{align*}
\]

Using scalar Green’s formula (42), we get the variational forms of PDE (24) and (26), respectively.

For the TE modes, find \( k_t \in \mathbb{R}, 0 \neq h_z \in H^1(\Gamma) \), such that

\[
a_1(h_z, v) = k_t^2 b_1(h_z, v), \quad \forall v \in H^1(\Gamma). \quad (30)
\]

For the TM modes, find \( k_t \in \mathbb{R}, 0 \neq e_z \in H^1_0(\Gamma) \), such that

\[
a_2(e_z, v) = k_t^2 b_2(e_z, v), \quad \forall v \in H^1_0(\Gamma). \quad (31)
\]

Let \( \mathcal{T}_h \) be a regular triangular partition [12] of \( \Gamma \) with mesh parameter \( h \), where \( h \) is the measure of the mesh intensive.
The advantage of triangular mesh is that it can approximate arbitrary bounded domain $\Gamma$ in two-dimension space. We are only plan to use the standard linear element space $V_1 = S_h$ to approximate the Hilbert space $H^1(\Gamma)$, and $V_2 = S_h \cap H_0^1(\Gamma)$ to approximate the Hilbert space $H_0^1(\Gamma)$. It is clear that $V_1$ is a FEM subspace of $H^1(\Gamma)$, and $V_2$ is a FEM subspace of $H_0^1(\Gamma)$. Restricting (30) and (31) on $V_1$ and $V_2$ respectively, then we get discrete variational forms about (30) and (31).

For the TE modes, seek $k_{t,h} \in \mathbb{R}$, $0 \neq h_z \in V_1$, such that

$$a_1(h_z, v) = k_{t,h}^2 b_1(h_z, v), \quad \forall \ v \in V_1. \quad (32)$$

For the TM modes, seek $k_{t,h} \in \mathbb{R}$, $0 \neq e_z^z \in V_2$, such that

$$a_2(e_z, v) = k_{t,h}^2 b_2(e_z, v), \quad \forall \ v \in V_2. \quad (33)$$

where superscript or subscript $h$ stands for approximate solution of the original problem in order to distinguish exact solution of the original problem. The above method is called the conforming FEM. Assume that the approximate eigenvalues of variational form (32) are

$$0 \approx k_{t,h}^{(0)} \leq k_{t,h}^{(1)} \leq k_{t,h}^{(2)} \leq \cdots \leq k_{t,h}^{(n-1)},$$

where $n$ is all the nodal number in the mesh $\mathcal{T}_n$, including the number of the nodes on the boundary $\partial \Gamma$. According to min-max principle [13], we have

$$k_{t,h}^{(l)} \leq k_{t,h}^{(l)}, \quad l = 1, 2, \ldots, n - 1.$$

Similarly, suppose that the approximate eigenvalues of variational form (33) are

$$0 < k_{t,h}^{(1)} \leq k_{t,h}^{(2)} \leq \cdots \leq k_{t,h}^{(m)},$$

where $m$ is interior nodal number in the mesh $\mathcal{T}_m$, excluding the number of the nodes on the boundary $\partial \Gamma$. According to min-max principle [13], we have

$$k_{t}^{(l)} \leq k_{t,h}^{(l)}, \quad l = 1, 2, \ldots, m.$$ 

Therefore the numerical eigenvalues obtained from conforming FEM approximate exact eigenvalues from above, which is the characteristic of employing conforming FEM to solve eigenvalue problems about the elliptic operator of second order. From numerical experiments, we shall find that all the numerical eigenvalues $k_{t,h}^{(l)}$, $l = 1, 2, 3, \ldots$ are monotone decreasing as the decrease of mesh parameter $h$.

Let $\{\phi_k\}_{k=1}^n$ be basis functions on the space $V_1$ and $h_z^z = \sum_{k=1}^n \xi_k \phi_k$. As last, we need to solve the following generalized matrix eigenvalue problem:

$$A_1 \xi = k_{t,h}^2 B_1 \xi, \quad (34)$$

where

$$A_1 = (a_{ij}^{(1)}) \in \mathbb{C}^{n \times n}, \quad B_1 = (b_{ij}^{(1)}) \in \mathbb{C}^{n \times n};$$

$$a_{ij}^{(1)} = a_1(\phi_j, \phi_i), \quad b_{ij}^{(1)} = b_1(\phi_j, \phi_i);$$

$$\xi = [\xi_1, \xi_2, \ldots, \xi_n]^T.$$

Let $\{\varphi_k\}_{k=1}^m$ be basis functions on the space $V_2$ and $e_z^z = \sum_{k=1}^m \xi_k \varphi_k$. As last, we need to solve the following generalized matrix eigenvalue problem:

$$A_2 \xi = k_{t,h}^2 B_2 \xi, \quad (35)$$

where

$$A_2 = (a_{ij}^{(2)}) \in \mathbb{C}^{m \times m}, \quad B_2 = (b_{ij}^{(2)}) \in \mathbb{C}^{m \times m};$$

$$a_{ij}^{(2)} = a_2(\varphi_j, \varphi_i), \quad b_{ij}^{(2)} = b_2(\varphi_j, \varphi_i);$$

$$\xi = [\xi_1, \xi_2, \ldots, \xi_m]^T.$$

B. Numerical Method for the Vector PDEs (25) and (27)

Secondly, we consider the numerical treatments for the vector PDEs (25) and (27), which are much more difficult than for the scalar PDE (24) and (26), because of the constraint of divergence-free condition in PDEs (25) and (27). Until now the conforming FEM discretization about PDEs (25) and (27) has not appear, because it is very difficult to construct a conforming FEM subspace corresponding to the vector PDEs (25) and (27) [14]. We shall use mixed FEM to solve the vector PDEs (25) and (27). Next we give mixed variational forms associated with the vector PDEs (25) and (27).

As usual, we need to introduce some Hilbert spaces on complex field $\mathbb{C}$ associated with PDEs (25) and (27):

$$H(\text{curl}, \Gamma) = \{ F \in (L^2(\Gamma))^2 \mid \nabla \times F \in L^2(\Gamma) \};$$

$$H_0(\text{curl}, \Gamma) = \{ F \in H(\text{curl}, \Gamma) \mid \text{n} \times F |_{\partial \Gamma} = 0 \}.$$

The standard inner product and norm in the above Hilbert space is defined as following: for $\forall F_1, F_2, F \in H(\text{curl}, \Gamma)$,

$$(F_1, F_2)_{\text{curl}} = \iint_{\Gamma} F_1 : \hat{\nabla} x F_2 + \nabla \times F_1 \cdot \nabla \times \hat{F}_2 dx dy,$$

$$\| F \|_{\text{curl}} = \sqrt{\| F \|^2 + \| \nabla \times F \|^2}.$$ 

Denote the continuous sesquilinear forms:

$$A_1 : \quad H_0(\text{curl}, \Gamma) \times H_0(\text{curl}, \Gamma) \rightarrow \mathbb{C}$$

$$(e_1, F) \rightarrow \iint_{\Gamma} \mu_{\text{z}}^{-1} \nabla e_1 \cdot \nabla \times F dx dy,$$

$$B_1 : \quad (L^2(\Gamma))^2 \times (L^2(\Gamma))^2 \rightarrow \mathbb{C}$$

$$(e_1, F) \rightarrow \iint_{\Gamma} \nabla \times e_1 \cdot \nabla \times F dx dy,$$

$$C_1 : \quad H_0(\text{curl}, \Gamma) \times H_0^1(\Gamma) \rightarrow \mathbb{C}$$

$$(e_1, g) \rightarrow \iint_{\Gamma} \nabla \times e_1 \cdot \nabla g dx dy,$$

$$A_2 : \quad H(\text{curl}, \Gamma) \times H(\text{curl}, \Gamma) \rightarrow \mathbb{C}$$

$$(h_1, F) \rightarrow \iint_{\Gamma} \epsilon_{\text{z}}^{-1} h_1 \cdot \nabla \times F dx dy,$$

$$B_2 : \quad (L^2(\Gamma))^2 \times (L^2(\Gamma))^2 \rightarrow \mathbb{C}$$

$$(h_1, F) \rightarrow \iint_{\Gamma} \nabla \times h_1 \cdot \nabla \times F dx dy,$$

$$C_2 : \quad H(\text{curl}, \Gamma) \times H^1(\Gamma) \rightarrow \mathbb{C}$$

$$(h_1, q) \rightarrow \iint_{\Gamma} \nabla \times h_1 \cdot \nabla q dx dy.$$ 

Using scalar Green’s formula (43) and vector Green’s formula (44), we get the variational forms of PDEs (25) and (27), respectively.

For the TE modes, find $k_t \in \mathbb{R}$, $0 \neq e_t \in H_0(\text{curl}, \Gamma)$, such that

$$A_1(e_t, F) = k_{t}^2 B_1(e_t, F) \quad \forall \ F \in H_0(\text{curl}, \Gamma), \quad (36a)$$

$$C_1(e_t, q) = 0 \quad \forall \ q \in H_0^1(\Gamma). \quad (36b)$$
For the TM modes, find \( k_t \in \mathbb{R} \), \( 0 \neq \mathbf{h}_t \in \mathbf{H}(\text{curl}, \Gamma) \), such that
\[
A_2(h_t, \mathbf{F}) = k_t^2 B_2(h_t, \mathbf{F}) \quad \forall \mathbf{F} \in \mathbf{H}(\text{curl}, \Gamma),
\]
\[
C_2(h_t, q) = 0 \quad \forall q \in H^1(\Gamma).
\] (37a) (37b)

It is clear that the variational forms (36) and (37) are equivalent to PDEs (25) and (27), respectively. We must solve variational forms (36a) and (37a) under the constraint of (36b) and (37b), respectively. Based on Kikuchi’s work [15], we try to change the variation forms (36) and (37) to the corresponding mixed variational forms by means of a Lagrangian multiplier.

Let us now introduce the mixed variational form associated with the TE modes: Seek \( k_t \in \mathbb{R} \), \( 0 \neq \mathbf{e}_t \in \mathbf{H}(\text{curl}, \Gamma) \), \( p_t \in H^1_0(\Gamma) \) such that
\[
A_1(\mathbf{e}_t, \mathbf{F}) + \mathcal{C}_1(\mathbf{F}, p_t) = k_t^2 B_1(\mathbf{e}_t, \mathbf{F}) \quad \forall \mathbf{F} \in \mathbf{H}(\text{curl}, \Gamma),
\]
\[
C_1(\mathbf{e}_t, q) = 0 \quad \forall q \in H^1_0(\Gamma).
\] (38a) (38b)

Let us now introduce the mixed variational form associated with the TM modes: Seek \( k_t \in \mathbb{R} \), \( 0 \neq \mathbf{h}_t \in \mathbf{H}(\text{curl}, \Gamma) \), \( p_t \in H^1(\Gamma) \) such that
\[
A_2(h_t, \mathbf{F}) + \mathcal{C}_2(\mathbf{F}, p_t) = k_t^2 B_2(h_t, \mathbf{F}) \quad \forall \mathbf{F} \in \mathbf{H}(\text{curl}, \Gamma),
\]
\[
C_2(h_t, q) = 0 \quad \forall q \in H^1(\Gamma),
\] (39a) (39b)

where \( p_k \) \( (k = 1, 2) \) are the Lagrangian multipliers and \( \mathcal{C}_k(\mathbf{F}, p_k) \) \( (k = 1, 2) \) stand for the complex conjugation of the continuous sesquilinear form \( \mathcal{C}_k(\mathbf{F}, p_k) \) \( (k = 1, 2) \). The weak forms (38) and (39) are the saddle point problems in finite element analysis.

We have already proved the equivalence between the variational form (36) and mixed variational form (38) in [11], because \( p_t = 0 \) in \( \Gamma \) is proved in [11]. Now we prove the equivalence between the variational form (37) and mixed variational form (39). Obviously, any eigenpair of (37) with \( p_2 = C \) satisfies (39), where \( C \) is an arbitrary constant. Conversely, by taking \( \mathbf{F} = \nabla \phi \) \( p_2 \) in (39a) and \( q = p_2 \) in (39b), we get
\[
\nabla \cdot (\nabla \phi \cdot p_2) = k_t^2 B_2(h_t, \nabla \phi N_t) \quad \forall q \in H^1(\Gamma).
\]

Since \( \nabla q p_2 = 0 \), therefore \( p_2 = C \) and \( \mathcal{C}_2(\mathbf{F}, p_2) = 0 \), which shows that any eigenpair of the mixed variational form (39) satisfies (37) as well. Numerical experiments are also shown that \( p_2 = C \) in \( \Gamma \). Next we utilize mixed FEM to discretize the mixed variational problems (38) and (39), respectively.

Let \( \mathcal{I}_h \) be a regular triangular partition [12] of \( \Gamma \) with mesh parameter \( h \). About the definition of CT/LN edge element space, please see [11]. Here we only consider the discretization of mixed variation form (39). For the discretization of mixed variation form (38), for details, please see [11]. Let \( \mathbf{W}_h^2 \) be CT/LN edge element space and \( \mathbf{W}_h^2 = \text{span}\{N_1, N_2, ..., N_s\} \), where \( N_k \) is the \( k \)-th global basis function in \( \mathbf{W}_h^2 \) and the integer \( s \) is the number of total edges (including the edges on the boundary) in triangular mesh \( \mathcal{I}_h \). From [16, 17], we know that \( \mathbf{W}_h^2 \) is a FEM subspace of \( \mathbf{H}(\text{curl}, \Gamma) \). Let \( S_h^2 \) be the standard linear element space and \( S_h^2 = \text{span}\{\phi_1, \phi_2, ..., \phi_n\} \), where \( \phi_k \) is the \( k \)-th global basis function in \( S_h^2 \) and the integer \( n \) is the number of total nodes (including the nodes on the boundary) in triangular mesh \( \mathcal{I}_h \). From [12], we know that \( S_h^2 \) is a FEM subspace of \( H^1(\Gamma) \).

Restricting the mixed variational form (39) on \( \mathbf{W}_h^2 \times S_h^2 \), we obtain the discrete mixed variational form: Seek \( k_t, h \in \mathbb{R} \), \( 0 \neq h_t \in \mathbf{W}_h^2 \), \( p_2, h \in S_h^2 \) such that
\[
A_2(h_t^0, \mathbf{F}) + C_2(\mathbf{F}, p_2, h) = k_t^2 B_2(h_t^0, \mathbf{F}) \quad \forall \mathbf{F} \in \mathbf{W}_h^2,
\]
\[
C_2(h_t^0, q) = 0 \quad \forall q \in S_h^2.
\] (40a) (40b)

The discrete weak form (40) is a conforming mixed FEM discretization of mixed variational form (39). Since \( h_t^0 \in \mathbf{W}_h^2 \) and \( p_2, h \in S_h^2 \), we write
\[
h_t^0 = \sum_{k=1}^n \xi_k N_k, \quad p_2, h = \sum_{k=1}^n \zeta_k \phi_k.
\]

Finally, we get the following generalized matrix eigenvalue problem:
\[
\begin{bmatrix}
A_2 & C_2 \\
C_2^T & 0
\end{bmatrix}
\begin{bmatrix}
\xi \\
\zeta
\end{bmatrix}
= k_t^2 \begin{bmatrix}
B_2 & O \\
O & O
\end{bmatrix}
\begin{bmatrix}
\xi \\
\zeta
\end{bmatrix},
\] (41)

where
\[
\xi = [\xi_1, \xi_2, ..., \xi_s]^T, \quad \zeta = [\zeta_1, \zeta_2, ..., \zeta_n]^T,
\]
\[
A_2 = (a_{ij}^{(2)}) \in \mathbb{C}^{s \times s}, \quad C_2 = (c_{ij}^{(2)}) \in \mathbb{C}^{s \times n},
\]
\[
B_2 = (b_{ij}^{(2)}) \in \mathbb{C}^{n \times n}, \quad a_{ij}^{(2)} = A_2(N_j, N_i),
\]
\[
c_{ij}^{(2)} = C_2(N_i, \phi_j), \quad b_{ij}^{(2)} = B_2(N_j, N_i).
\]

After solving the generalized algebraic eigenvalue problem (41), we can get the distribution of the transverse magnetic field \( h_t^0 \) in \( \Gamma \) using an interpolation technique.

For the implementation of the mixed variational form (40), we do not need to deal with the boundary conditions, because two boundary conditions in PDE (27) are all natural boundary conditions in FEM. However, about the numerical implementation of the mixed variational form (38), the numerical treatment method is almost same as the mixed variational form (39), but at last we need to enforce boundary condition, because for the TE modes, \( \hat{n} \times \mathbf{e}_t = 0 \) on \( \Gamma \) is an essential boundary condition in FEM.

VI. Numerical Experiments

In this section, we shall consider four familiar waveguides, i.e., rectangular waveguide, cylindrical waveguide, coaxial waveguide and double-ridge waveguide. These waveguides are filled with homogenous anisotropic lossless medium, which satisfies the above condition I and II. The physical dimensions of these four waveguides are listed in Fig.1. Assume that the medium parameters in these four waveguides are
\[
\begin{bmatrix}
2 & -j & 0 \\
0 & 2 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
\[
\begin{bmatrix}
1 & 0.5j & 0 \\
-0.5j & 1 & 0 \\
0 & 0 & 2
\end{bmatrix}
\]
where \( \epsilon_0 \) and \( \mu_0 \) are the permittivity and permeability in vacuum, respectively. Obviously, these parameters have satisfied the condition I and II.

Let \( K^{(1)}_{e_t, h}, q = 0, 1, \ldots \) be numerical cut-off wavenumbers.
obtained from the vector PDEs (25) and (27). Let \(k_{l,h}^{(q)}\), \(q = 1, 2, \ldots\) be numerical wavenumbers obtained from the scalar PDE (24) and (26). In the FEM of postprocessing, we need to draw the field distribution in \(\Gamma\). For the vector field \(\mathbf{F} = \hat{x}(\mathbf{F}_x + j\mathbf{F}_y) + \hat{y}(\mathbf{F}_y + j\mathbf{F}_x)\), we denote \(\text{Re}(\mathbf{F}) = \hat{x}\mathbf{F}_x + \hat{y}\mathbf{F}_y\) and \(\text{Im}(\mathbf{F}) = \hat{x}\mathbf{F}_y + \hat{y}\mathbf{F}_x\).

For independent TE modes, we do not list \(k_{l,h}^{(0)}\) in Table I-IV, because they are not propagating physical modes. For the coaxial waveguide, we find the existence of a TEM mode in Table III and VII, because there are two disconnected boundaries in the coaxial waveguide. Moreover, we have already drawn the magnitude and direction of the electromagnetic field associated with this TEM mode in Fig. 4 and Fig. 5. However for other three waveguides, because these three waveguides have connected boundaries, we do not find the existence of any TEM mode, which is in accordance with the waveguide theory.

From the Table I-IV, we can see that for independent TE modes, all the nonzero numerical cut-off wavenumbers from between the scalar PDE (24) and the vector PDEs (26) are same roughly, which are agreements with the Theorem 1 in section III. From the Table V-VIII, we can see that for independent TM modes, all the nonzero numerical cut-off wavenumbers from between the scalar PDE (25) and the vector PDEs (27) are same roughly, which are agreements with the Theorem 2 in section IV. From the Table I-VIII, we can observe that all the numerical eigenvalues obtained from the scalar PDE (24) and (26) approximate the exact eigenvalues from above, which are coincided with the conclusion of min-max principle [13]. However for all numerical eigenvalues obtained from the vector PDEs (25) and (27), sometimes they will approximate the exact eigenvalues from above, sometimes approximate the exact eigenvalues from below, and even swing around from the exact eigenvalues.

From the Fig. 2 and Fig. 4, we find that the Lagrange multiplier \(p_{l,h}^{(1)} \approx 0\) \((l = 1, 2)\) corresponding to vector PDEs (25), which is agreement with the theory in section V. From the Fig. 3 and Fig. 5, we can see that the Lagrange multiplier \(p_{l,h}^{(2)} = C\) \((l = 1, 2)\) corresponding to vector PDEs (27), which is also agreement with the theory in section V.

At last, from Table VIII, we see that the numerical accuracy of the first eigenvalue is more worse than one of remaining three eigenvalues, because the smoothness of the first eigenfunction is very bad [18], this will reduce the rate of convergence for the first numerical eigenvalue.
### TABLE I
THE FIRST FOUR SMALLEST CUT-OFF WAVE NUMBERS (×10^3) FROM RECTANGULAR WAVEGUIDE (TE modes)

| h (mm) | k_{1h}^{(1)} | k_{2h}^{(1)} | k_{3h}^{(1)} | k_{4h}^{(1)} | Trend |
|--------|---------------|---------------|---------------|---------------|-------|
| 0.195256241897666 | 1.475789320458891 | 1.46961326355673 | 1.46812483084027 | 1.467681054232777 | 
| 0.097628120948833 | 0.048814060474417 | 0.024407030237208 | 0.012203515118604 | 
| 0.004435197754408 | 0.318120256910917 | 0.252550104151383 | 0.171260830755769 | 0.099425990995704 | 

### TABLE II
THE FIRST FOUR SMALLEST CUT-OFF WAVE NUMBERS (×10^3) FROM CYLINDRICAL WAVEGUIDE (TE modes)

| h (mm) | k_{1h}^{(1)} | k_{2h}^{(1)} | k_{3h}^{(1)} | k_{4h}^{(1)} | Trend |
|--------|---------------|---------------|---------------|---------------|-------|
| 0.435162097754408 | 0.481782906254642 | 0.48085959735284 | 0.480244222516730 | 0.479917287787030 | 0.479761334872045 |
| 0.318120256910917 | 0.252550104151383 | 0.171260830755769 | 0.099425990995704 | 

### TABLE III
THE FIRST FOUR SMALLEST CUT-OFF WAVE NUMBERS (×10^3) FROM COAXIAL WAVEGUIDE (TE modes)

| h (mm) | k_{1h}^{(1)} | k_{2h}^{(1)} | k_{3h}^{(1)} | k_{4h}^{(1)} | Trend |
|--------|---------------|---------------|---------------|---------------|-------|
| 0.472473182342669 | 0.403129509490787 | 0.401325608249122 | 0.408360068549E-6 | 0.4061888603849E-6 | 0.219807821098E-6 |
| 0.272313841282597 | 0.24715929110537 | 0.18228215374031 | 0.094462741227037 | 

### TABLE IV
THE FIRST FOUR SMALLEST CUT-OFF WAVE NUMBERS (×10^3) FROM DOUBLE-RIDGE WAVEGUIDE (TE modes)

| h (mm) | k_{1h}^{(1)} | k_{2h}^{(1)} | k_{3h}^{(1)} | k_{4h}^{(1)} | Trend |
|--------|---------------|---------------|---------------|---------------|-------|
| 0.499157708797601 | 0.298473089301503 | 0.298637789085360 | 0.295862095872810 | 0.294571635290433 | 0.293746949135949 |
| 0.307034829640539 | 0.236552591889601 | 0.177102027619670 | 0.089101194801900 | 

Swing

Trend
### TABLE V
THE FIRST FOUR SMALLEST CUT-OFF WAVENUMBERS (×10^3) FROM RECTANGULAR WAVEGUIDE (TM MODES)

| \( h \) (mm) | \( k_{(1)}^{(1)} \) | \( k_{(1)}^{(2)} \) | \( k_{(1)}^{(3)} \) | \( k_{(1)}^{(4)} \) | Trend |
|------------|-----------------|-----------------|-----------------|-----------------|-------|
| 0.19525624189766 | 5.89531604477931 | 5.71535926581920 | 9.00489103559593 | 8.50444706247042 | ↘ |
| 0.097628120948833 | 5.78003846486903 | 5.77397214809595 | 8.27290608828956 | 8.5989761666520 | ↘ |
| 0.048814060474417 | 5.78709349732899 | 5.78003846486903 | 8.65945775718236 | 8.64130088047364 | ↘ |
| 0.02440703023708 | 5.78377298005985 | 5.78709349732899 | 8.63688471932310 | 8.63688471932310 | ↘ |
| 0.012203515118604 | 5.83772980059854 | 5.78709349732899 | 8.63688471932310 | 8.63688471932310 | ↘ |

### TABLE VI
THE FIRST FOUR SMALLEST CUT-OFF WAVENUMBERS (×10^3) FROM CYLINDRICAL WAVEGUIDE (TM MODES)

| \( h \) (mm) | \( k_{(1)}^{(1)} \) | \( k_{(1)}^{(2)} \) | \( k_{(1)}^{(3)} \) | \( k_{(1)}^{(4)} \) | Trend |
|------------|-----------------|-----------------|-----------------|-----------------|-------|
| 0.435162097745408 | 1.710892465563958 | 1.70229937117969 | 2.748811562159025 | 2.69953520416608 | ↘ |
| 0.31812014511383 | 1.703635695670425 | 2.720656989522525 | 2.70738394965463 | 2.70620127069943 | ↘ |
| 0.252250104155769 | 1.70183308508942 | 2.71483437466609 | 2.700542699477 | 2.69953520416608 | ↘ |
| 0.17126030735769 | 1.70087222278634 | 2.69953520416608 | 2.69953520416608 | 2.69953520416608 | ↘ |

### TABLE VII
THE FIRST FIVE SMALLEST CUT-OFF WAVENUMBERS (×10^3) FROM COAXIAL WAVEGUIDE (TM MODES)

| \( h \) (mm) | \( k_{(1)}^{(1)} \) | \( k_{(1)}^{(2)} \) | \( k_{(1)}^{(3)} \) | \( k_{(1)}^{(4)} \) | Trend |
|------------|-----------------|-----------------|-----------------|-----------------|-------|
| 0.472473182342669 | 1.70229937117969 | 2.748811562159025 | 2.69953520416608 | 2.70620127069943 | ↘ |
| 0.27213384282597 | 1.703635695670425 | 2.720656989522525 | 2.70738394965463 | 2.69953520416608 | ↘ |
| 0.27213384282597 | 1.70183308508942 | 2.71483437466609 | 2.700542699477 | 2.69953520416608 | ↘ |
| 0.18224815374031 | 1.70087222278634 | 2.69953520416608 | 2.69953520416608 | 2.69953520416608 | ↘ |
| 0.094462744220737 | 1.70087222278634 | 2.69953520416608 | 2.69953520416608 | 2.69953520416608 | ↘ |

### TABLE VIII
THE FIRST FOUR SMALLEST CUT-OFF WAVENUMBERS (×10^3) FROM DOUBLE-RIDGE WAVEGUIDE (TM MODES)

| \( h \) (mm) | \( k_{(1)}^{(1)} \) | \( k_{(1)}^{(2)} \) | \( k_{(1)}^{(3)} \) | \( k_{(1)}^{(4)} \) | Trend |
|------------|-----------------|-----------------|-----------------|-----------------|-------|
| 0.19525624189766 | 4.203895195855380 | 4.12468074330559 | 3.8955150387940 | 3.82815776455789 | ↘ |
| 0.097628120948833 | 4.087243448317585 | 4.087243448317585 | 3.940180926106685 | 3.940180926106685 | ↘ |
| 0.048814060474417 | 4.037359496833891 | 4.037359496833891 | 3.986480932940768 | 3.986480932940768 | ↘ |
| 0.02440703023708 | 4.012831978013024 | 4.012831978013024 | 3.994192054063384 | 3.994192054063384 | ↘ |
| 0.012203515118604 | 4.012831978013024 | 4.012831978013024 | 3.994192054063384 | 3.994192054063384 | ↘ |

### TABLE IX
THE FIRST FIVE SMALLEST CUT-OFF WAVENUMBERS (×10^3) FROM TRIPLE-RIDGE WAVEGUIDE (TM MODES)

| \( h \) (mm) | \( k_{(1)}^{(1)} \) | \( k_{(1)}^{(2)} \) | \( k_{(1)}^{(3)} \) | \( k_{(1)}^{(4)} \) | Trend |
|------------|-----------------|-----------------|-----------------|-----------------|-------|
| 0.19525624189766 | 4.636866703232428 | 4.758367876385201 | 4.783632946336268 | 4.80837497948929 | ↘ |
| 0.097628120948833 | 4.783632946336268 | 4.80837497948929 | 4.82758543668454 | 4.82758543668454 | ↘ |
| 0.048814060474417 | 4.82758543668454 | 4.84764369332221 | 4.86484584845230 | 4.86484584845230 | ↘ |
| 0.02440703023708 | 4.86484584845230 | 4.88476436933221 | 4.90304038969990 | 4.90304038969990 | ↘ |
| 0.012203515118604 | 4.90304038969990 | 4.92046123765178 | 4.93792784169896 | 4.93792784169896 | ↘ |
APPENDIX A

PROOF OF LEMMA 1 AND LEMMA 2

Proof of Lemma 1:

\[ \nabla_t \times \left( \mu_{zz}^{-1} \nabla_t \times e_t \right) - k_t^2 \mu_t^{-1} e_t \]

\[ = j \omega \mu_{zz}^{-1} k_t^2 \nabla_t \times \left( \nabla_t \times (\hat{z} \times (\mu_t \nabla_t h_2)) \right) \]

\[ - j \omega \mu_t^{-1} \hat{z} \times (\mu_t \nabla_t h_2) \]

\[ = j \omega \mu_{zz}^{-1} k_t^2 \nabla_t \times \left( \nabla_t \times (\hat{z} \times (\mu_t \nabla_t h_2)) \right) \]

\[ - j \omega \mu_t^{-1} \hat{z} \times \nabla_t h_2 \]

\[ = j \omega \mu_{zz}^{-1} k_t^2 \nabla_t \times \left( \hat{z} \cdot (\nabla_t \cdot (\mu_t \nabla_t h_2)) \right) - j \omega \hat{z} \times \nabla_t h_2 \]

\[ = j \omega \mu_{zz}^{-1} k_t^2 \nabla_t \times \left( \hat{z} \cdot (\nabla_t \cdot (\mu_t \nabla_t h_2)) \right) - j \omega \hat{z} \times \nabla_t h_2 \]

\[ = j \omega \mu_{zz}^{-1} k_t^2 \nabla_t \times (\nabla_t \cdot (\mu_t \nabla_t h_2) + k_t^2 \mu_{zz} h_2) \]

\[ = 0. \]

This has validated the first equation of PDEs (25).

Secondly let us verify the correctness of the second equation in PDEs (25).

\[ \nabla_t \cdot (\mu_t^{-1} e_t) = \nabla_t \cdot (\mu_t^{-1} \frac{j \omega}{k_t^2} \hat{z} \times (\mu_t \nabla_t h_2)) \]

\[ = \frac{j \omega}{k_t^2} \nabla_t \cdot (\mu_t^{-1} \hat{z} \times (\mu_t \nabla_t h_2)) \]

\[ = \frac{j \omega}{k_t^2} \nabla_t \cdot (\mu_t^{-1} \hat{z} \times (\mu_t \nabla_t h_2)) \]

\[ = \frac{j \omega}{k_t^2} \left( \hat{z} \cdot (\nabla_t \times \nabla_t h_2) \right) \]

\[ = 0, \]
Lemma 1 distribution of $\text{Re}(\mathbf{h}^{(1)}_{t,1})$, and field distribution of $\text{Im}(\mathbf{h}^{(1)}_{t,1})$. (c) Magnitude and field distribution of $\text{Re}(\mathbf{h}^{(1)}_{t,2})$. (d) Magnitude and field distribution of $\text{Im}(\mathbf{h}^{(1)}_{t,2})$. (e) Magnitude distribution of $p_{2,jk}^{(1)}$. (f) Magnitude distribution of $p_{2,jk}^{(2)}$. These figures are obtained from mixed FEM on the third mesh ($h \approx 0.2472$). The first mode is TEM mode in coaxial waveguide, and the second mode is an independent TM mode in coaxial waveguide.

which validates the second equation of PDEs (25).

Finally we validate the boundary condition in PDEs (25).

\[
\hat{n} \times \mathbf{e}_t = \hat{n} \times \left( \frac{j \omega}{k^2} \hat{z} \times (\nabla_t h_z) \right) = j \frac{\omega}{k^2} \hat{n} \times (\hat{z} \times (\nabla_t h_z)) = j \frac{\omega}{k^2} \hat{n} \times (\hat{z} \times (\nabla_t h_z)) = 0,
\]

which validates boundary condition of PDEs (25). The proof of Lemma 1 is completed.

Proof of Lemma 2: Firstly we verify the first equation of PDE (24). When $\omega \neq 0$, we have

\[
k^2 \mu_{zz} h_z + \nabla_t \cdot (\nabla_t h_z) = k^2 \mu_{zz} (\hat{z} \cdot (\nabla_t \times \mathbf{e}_t)) + \nabla_t \cdot (\nabla_t h_z (\hat{z} \cdot (\nabla_t \times \mathbf{e}_t)))
\]

which has already examined the correctness of the first equation of PDE (24); Secondly we verify the boundary condition in PDE (24),

\[
\hat{n} \cdot (\nabla_t h_z) = \hat{n} \cdot (\nabla_t h_z (\hat{z} - \hat{z} \times \mathbf{e}_t)) = 0,
\]

which has already examined the boundary condition in PDE (24). The proof of Lemma 2 is completed.

**APPENDIX B**

**ABELIAN GROUP**

Let $G$ be a set, and $\circ$ be an abstract operation on $G$, if this operation $\circ$ satisfies the following four properties:

1. For every $a, b \in G$, there is an element $c \in G$, such that $c = a \circ b$, (closure property of the operation $\circ$);
2. For every $a, b, c \in G$, $(a \circ b) \circ c = a \circ (b \circ c)$, (associativity);
3. There is an identity element $e$, such that $a \circ e = e \circ a = a$, $\forall a \in G$, (the existence of identity element);
4. For every $a \in G$, there is an element $b \in G$, such that $a \circ b = b \circ a = e$, (the existence of inverse element);

then we call $(G, \circ)$ is a group. In addition, if $a \circ b = b \circ a$, $\forall a, b \in G$, we call $(G, \circ)$ is an Abelian group. For details, please see [3].
APPENDIX C

IMPORTANT FORMULAS IN THIS PAPER

\[ \int_{\Gamma} \nabla_t \cdot (\overline{D}\nabla_t u) \tau dxdy + \int_{\Gamma} \overline{D} \nabla_t u \cdot \nabla_t \tau dxdy = \int_{\partial\Gamma} \hat{n} \cdot (\overline{D} \nabla_t u) \tau ds \] (42)

\[ \int_{\Gamma} \nabla_t \cdot (\overline{D} F) \cdot \tau dxdy + \int_{\Gamma} \overline{D} F \cdot \nabla_t \tau dxdy = \int_{\partial\Gamma} \hat{n} \cdot (\overline{D} F) \tau ds \] (43)

\[ \int_{\Gamma} \nabla_t \times (\alpha \nabla_t \times F_1) \cdot F_2 - \int_{\Gamma} (\alpha \nabla_t \times F_1) \cdot (\nabla_t \times F_2) dxdy = \int_{\partial\Gamma} \hat{n} \times (\alpha \nabla_t \times F_1) \cdot F_2 ds = -\int_{\partial\Gamma} (\alpha \nabla_t \times F_1) \cdot (\hat{n} \times F_2) ds \] (44)
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