Reconfigurable data encoding schemes for on-chip interconnect power reduction in deep submicron technology
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ABSTRACT

With technology scaling, size of both transistor and interconnects are reduced. Power dissipation due to dynamic switching is high in the interconnects. Suitable encoding schemes that reduces transition between data bits are used to minimize interconnect power dissipation. In this paper transition between data bits is minimized based on three novel data encoding schemes identifying the novel methods estimates bit transitions in a pair of data bits and performs half inversion or full inversion on one byte of data thus reducing the switching activity by 50%. The encoder and decoder for the three encoding schemes are modelled in verilog hardware description language (HDL) and implemented using application specific integrates circuit (ASIC) flow targeting 32 nm. Technology over all power dissipation of encoding scheme is 1.04 μW in addition over head area of 210 cells with encoding delay of 340 ps. Encoder decoder register transfer logic (RTL) code is implemented and the total area required is 34980 units. The data encoding and decoding schemes are suitable for low power applications.
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1. INTRODUCTION

Cores require network on chip (NOC). Multicore processors or many core processors provide improvement in performances for computing activity with trade-off between power and frequency. The performance and power consumption of multicore technology are limited by interconnect fabric and cache coherence protocols. Three alternatives for high-speed interconnects are wireless NOC, radio frequency (RF) interconnects and surface wave interconnects. RF interconnects [1] and optical interconnects [2] are also been reported to provide alternate solutions for on-chip data transmission. The Zenneck surface wave (SW) is another method used for wireless transmission of data on-chip [3]. Next generation high performance computing based on wired interconnects have been discussed in [4] reducing power, longer wire issues and improving low bandwidth considering 3D mesh interconnect architecture. Use of wired interconnects for multi-core on-chip communication is still provides better solution due to its simplicity and cost. Buses are used to connect multi-core chips but scalability of interconnects have limited their use for multi-core interconnection. Longer wires consume more energy as compared with short wires considering same current flow. With technology scaling size of interconnects are reduced and higher density in interconnection is achieved with 11 to 13 metal layers. Interconnects in each layer have a defined pitch size, minimum size of wire and minimum space between wires with electrical characteristics that the designers have to consider.
The metal layers at the lower layers are used for local interconnects and have narrower width. Metal layer in the higher layer are used for power and clock and have wider widths.

The metal interconnects in the middle layer are used for connecting between multiple cores considering intel-xeon-phi-processor-7290-16gb-1_50-ghz-72-core the internal details considering two cores being connected in metal 4 and metal 5 interconnects it is estimated that there will be 101,520 wires equal to transmitting 128 bits using 793 unidirectional bus interconnects. The energy cost of single data transfer or also called as flit is the count of bit toggles that occurs on the wire. The activity factor or flit depends upon on the data being transmitted and the previous data transmitted [5] compression of data is used to remove redundancy in data links [6] to improve system performance and energy consumption. Compression of data however has overheads such as latency in data transmission, additional area and power dissipation due to compression/decompression circuit logic, complexity and cost [7]. In the studies carried by Pekhimenko et al. [8] at compression schemes have been presented for energy-efficiency of communication based on novel toggle aware compression technique. Encoding of data prior to transmission over interconnects have demonstrated decrease in energy consumption in the interconnects and have been successfully utilized for NOC technology [9]. The work reported in [10] have used reversible logic to encode the data prior to transmission over interconnect to reduce power dissipation and area overheads. Survey in [11] have conducted study on the factors that affect interconnect delay such as distance and bandwidth of interconnects, toggle rate, voltage and frequency of data travelling over interconnect considering advance micro device (AMD) graphic processing unit (GPU) designed using 28nm technology. Transmitting zeros or ones consume very small power and transmitting zeros consumes more power than ones. Power dissipation influenced by data travelling in nearby wire has very less impact but data toggle has significant impact on interconnect power dissipation. The data movement over interconnect at different voltage and frequency (considering DVFS as V<sup>f</sup>) increases power dissipation as either of V or f increases. Interconnect bandwidth also impact power dissipation and it is observed that with data rate change from 210 GB/s to 104 GB/s the interconnect power is reduced by 50%.

The work reported by Wang et al. [11] use differential coplanar waveguide (CPW) for on-chip data transmission with waveguide of 55-µm pitch size and pulse amplitude modulation (PAM) signalling is used for data transmission demonstrating 10x improvement in bandwidth density of 6.1 Gb/s/um.cm. Low swing signalling and bus coding techniques have been used to reduce power dissipation. The techniques proposed by Zhang et al. [12] recommends use of extra power supply, multi threshold technology and multiple interconnects along with differential signalling to reduce interconnect power dissipation. The work reported by Chaudhary et al. [13] have used low swing voltages to drive signal on long wire interconnects demonstrating power reduction. Garcia et al. [14] high speed adaptive mj-driver for driving global interconnect lines is proposed with specific range of capacitance at 500 Mea hertz frequency. Use of multiple paths for driving signal from source to destination is presented. Postman and Chiang [15] reduced recurrent minimum power encoding (RRMP) encoding schemes presented. Chennakesavulu et al. [16] estimates data correlation between each bit in the data stream to be transmitted over interconnect. The RRMP scheme addresses reduction in power dissipation by 21 mW operating at 753.43 MHz on Virtex-7 FPGA. The memory bits stored in synchronous random access memory will consume power for dedicated routing utilization by selection of any of the routing resources. Two new encoding schemes to address self-coupling and switching activity is presented in [17] even-odd-full (EOF) inversion schemes and EOF scheme with segmentation have been developed and implemented using 45nm technology and, in their work, and energy, delay and energy-delay efficiency is computed for 8-bit to 64-bit is computed. Bus invert (BI) method is presented in [18] for encoding the data stream prior to transmission over interconnect reducing power dissipation and is evaluated for memory module. Nearest neighbor algorithm is used for computing optimal reordering algorithm and an adaptive word reordering method is developed for reducing power dissipation in [19].

The proposed scheme is evaluated in data transfer in direct memory access module and more than 30% of power saving is demonstrated. An adaptive word reordering (AWR) scheme has been developed in [20] that adaptively reduces the signal transitions leading to power dissipation. The power dissipation due to AWR scheme is compared with other schemes such as BI, APBI and ABE with interconnect power dissipation reduced by 50% compared to all other schemes. Code inversion encoding and decoding schemes are presented to improve the cross-point phase change memory (PCM) read margin in [20] sneak current is increased to reduce read margin lowering static cell resistance that improves read margin of the PCM. Different model parameters can be derived for 32 nm, 22 nm, and 10 nm technology by scaling and power is estimated in [21]. Temperature variations for interconnection delay and leakage power dissipation for encoding system is presented in [22]. Encoding techniques such as bus invert logic proposed by Stan and Burleson [23] inverts the data if more than half of the bus lines are activated for a given data to be transmitted. Along with the data additional bus that carries the inv-bit information is included. Many versions of bus invert logic are presented in [2]-[7] and all these methods use additional bus lines for data transfer.
transmission. Pekhimenko et al. [8] selectively activated flip-driver (SAFD) method uses a flip driver for sending data demonstrating 35% of by transitions. Yoon [24] has proposed a two-bit bus invert coding scheme for low power design of very large scale integrated (VLSI) circuit to reduce interconnect power dissipation and in this work, the bus transitions have been reduced. Cross-coupling between interconnects contributes to power dissipation and to compute the interconnect power it is required to consider several factors. Xie et al. [25] presented a technique for power reducing in network on chip switching activity is reduced by examining the handover transition and coupling between the links to reduce the power consumption and cross coupling. Using, Sangewar [26] concentrated chip link and router link and minimizes its own coupling effect of capacitance.

Most of the studies focus on developing coding methods and reducing of area and power dissipation of add-on logic for data transmission. It is required to consider design trade-off between both encoding, area overhead and power for efficient on-chip data communication. In this paper, new coding algorithm for data transmission is presented. Area, power and speed performances of proposed logic are studied considering in three different technologies considering full chip design flow. Section 2 presents a detailed discussion on proposed method for data encoding to minimize power dissipation, section 3 presents discussion on application specific integrates circuit (ASIC) implementation and results are presented in section 4 with conclusion in section 5.

2. PROPOSED METHOD

Power dissipation in an integrated circuit is not only due to the logic circuits but also interconnects. As the data travels over interconnects the data switching or transition from ‘1’ to ‘0’ or from ‘0’ to ‘1’ leads to power dissipation over interconnects. A detailed discussion is presented in the previous section on the relation between power dissipation and interconnects. Coupling transitions that occur between adjacent bus lines during logic level transitions need to be addressed with reducing the number of having common transitions over adjacent lines. Self-transitions are also to be considered and minimized by having minimum number of transitions from previous logic to present logic. Another major power dissipation factor is the width of bus lines. In order to reduce power dissipation, it is required to reduce the number of bus lines travelling long distances over the chip. In order to minimize power dissipation in long lines and bus lines new method is presented in this work.

The encoding schemes for reducing the number of transitions of logic over interconnect bus lines are presented in Figure 1. The data bits that need to be transmitted over interconnect from one sub system to next subsystem within an integrated circuit is represented as \( a_0, a_1, a_2, \ldots, a_{N-1} \). The 1:2 de-multiplexer at the input side is controlled to load the input sequences of successive 8-bit data into two 8-bit registers. The two groups of 8-bit data to be transmitted successively over the interconnect are denoted as \( b_0, b_1, b_2, \ldots, b_{M-1} \) and \( c_0, c_1, c_2, \ldots, c_{M-1} \). The first 8-bit data is transmitted over the bus line without any changes in the logic levels. The second or successive 8-bit data is encoded considering the logic levels that were transmitted over previous time interval. The encoding scheme proposed in this work, encodes the data bits to reduce self-transition between two groups of 8-bit data. Along with the 8-bit data \( (d_0, d_1, d_2, \ldots, d_7) \) two additional bits \( (e_0, e_1) \) are appended and transmitted from the source.

![Figure 1. Encoding scheme reducing coupling transition over bus lines](image-url)
At the destination, the two additional bits are used to decode the encoded 8-bit data (s0, s1, s2, …s7). Encoding the data prior to transmission to minimize self-transition requires to address two major challenges: first the number of self-transitions between two groups of 8-bit data need to be minimized, second the encoding and decoding logic at the source and destination respectively need to be realized with minimum number of logic circuits, propagation delay and power dissipation. In this work, the encoder and decoder logic are designed considering all these constraints.

### 2.1. Design of encoding scheme

Figure 2 presents novel encoding scheme proposed in this work. The two group of 8-bit data is divided into four groups of two-bits and each of the group of data are processed in parallel to generate the final 8-bit data that is transmitted to reduce self-transition. The first stage of processing unit is the transition level logic (TLL) that determines the number of transitions between the two pairs of data and generates two outputs T1a and T0a to distinguish between transitions (four possible transitions). In addition there are two more bits generated X1 and X0 to differentiate between transitions. The 2:4 encoders are used to distinguish between four possible transitions. The third stage sub system is the logic unit that counts the number of times the four possible transitions have occurred in the two groups of 8-bit data which is group logic count unit (GOLCU). The fourth stage and the last stage of the proposed encoding model is the data encoding logic that is designed to generate the data bits that will have minimum number of self-transitions between two successive groups. The last stage has two control inputs R1 and R0 to configure the encoder to generate the data bits with three different schemes [Scheme 1, Scheme 2 and Scheme 3] addressing self-transition. A detailed discussion on design of each subsystem is presented.

---

**Figure 2. Encoder architecture**

---

**2.2. Transition level logic**

The transition level logic unit is designed to identify the four possible transitions that can occur between pair of two-bit input Table 1 presents the possible transitions that are captured in TLL. The input bits b0 and b1 are compared with C0 and C1 to generate four outputs T1a, T0a and X1 and X0. There are four possible transitions with hamming distance 0, 1 and 2 and these transitions are grouped into four transition logic as in Table 1. The transition level between two pair of data based on hamming distance is grouped into four combinations. In order to distinguish between these four combinations two outputs represented as T1a, T0a are used. From the combinations it is observed that there are two groups with same hamming distance. In
order to distinguish between these two combinations two additional outputs are generated as \(X_1\) and \(X_0\). If \(X_1 X_0\) is 10 it indicates hamming distance of 2, self-transition of 2 with zero coupling transition. If \(X_1 X_0\) is 01 it indicates hamming distance of 2, self-transition of 1 with 2 coupling transitions. Based on the TLL it is required to count the number times the TLLs have occurred in the four groups of 8-bit data. Figure 3 represents the circuit diagram for TLL1 logic that is designed to identify transition logic in first pair of 8 bit data. The logic circuit is realized using two stage gate level logic. To compute the four outputs of TLL1 2-4 inputs basic gates and exclusively-OR (XOR) gates are required that introduces non-uniform gate level netlist.

| Present logic level | Next logic level | Hamming distance | Group | \(T_1\) | \(T_0\) | \(X_1\) | \(X_0\) |
|---------------------|------------------|-----------------|-------|--------|--------|--------|--------|
| 00                  | 00               | 0               | 0     | 00     | 00     | 0      | 0      |
| 11                  | 11               | 0               | 0     | 00     | 00     | 0      | 0      |
| 01                  | 10               | 2               | 2     | 10     | 01     | 0      | 0      |
| 10                  | 01               | 2               | 2     | 10     | 01     | 0      | 0      |
| 00                  | 01               | 1               | 1     | 01     | 00     | 0      | 0      |
| 00                  | 10               | 1               | 1     | 01     | 00     | 0      | 0      |
| 01                  | 11               | 1               | 1     | 01     | 00     | 0      | 0      |
| 01                  | 00               | 1               | 1     | 01     | 00     | 0      | 0      |
| 10                  | 11               | 1               | 1     | 01     | 00     | 0      | 0      |
| 10                  | 00               | 1               | 1     | 01     | 00     | 0      | 0      |
| 11                  | 10               | 1               | 1     | 01     | 00     | 0      | 0      |
| 11                  | 01               | 1               | 1     | 01     | 00     | 0      | 0      |
| 00                  | 11               | 2               | 3     | 10     | 10     | 0      | 0      |
| 11                  | 00               | 2               | 3     | 10     | 10     | 0      | 0      |

Figure 3. TLL1 logic circuit

2.3. Counting of TLL

In order to count the number of TLLs the proposed logic structure is designed by combining a 2:4 decoder and customized logic unit. The decoder unit generates four outputs \(Z_0\), \(Z_1\), \(Z_2\) and \(Z_3\) indicating whether the input to the decoder belongs to group 0, 1, 2 or 3. \(Z_0\) is 1 if it is group 0, \(Z_1\) is 1 if it is group 1, \(Z_2\) is high if it is group 2 and \(Z_3\) is high if it is group 3. In order to count the number of times group 0 transitions have occurred in the four groups of 8-bits the \(Z_0\) output of all four decoders are set as input to group 0 logic count unit. To count the number of times group 1 transition, occur, \(Z_1\) output of every decoder is set as input to group 1 logic count unit. Similarly, the outputs \(Z_2\) and \(Z_3\) are connected to group 2 and group 3 logic count units. Table 2 presents the functionality of logic count unit.

The TLL count logic generates three bit output \(A_2 A_1 A_0\) that is an indication of number of times group 0, 1, 2 or 3 has appeared in the four group combinations of 8-bit data. With four groups of two-bit data the maximum number of times a particular transition can occur is 4 and hence 3-bits are used to represent the number of counts. Similarly, the output of decoders \(Z_1\), \(Z_2\) and \(Z_3\) are combined together to generate count logic. The count logic is designed and the gate level netlist for the count logic is given in Figure 4. Presents the logic circuit for group ‘0’ logic count unit (GOLCU). The output of decoders is grouped into four groups.
as follows: Group 0–(z\textsubscript{0}\textsuperscript{1}, z\textsubscript{0}\textsuperscript{2}, z\textsubscript{0}\textsuperscript{3}, z\textsubscript{0}\textsuperscript{4}), Group 1–(z\textsubscript{1}\textsuperscript{1}, z\textsubscript{1}\textsuperscript{2}, z\textsubscript{1}\textsuperscript{3}, z\textsubscript{1}\textsuperscript{4}), Group 2–(z\textsubscript{2}\textsuperscript{1}, z\textsubscript{2}\textsuperscript{2}, z\textsubscript{2}\textsuperscript{3}, z\textsubscript{2}\textsuperscript{4}) and Group 3–(z\textsubscript{3}\textsuperscript{1}, z\textsubscript{3}\textsuperscript{2}, z\textsubscript{3}\textsuperscript{3}, z\textsubscript{3}\textsuperscript{4}). Each of the group data bits are processed by four different logic count units. The logic circuit for group ‘0’ is designed as in Figure 5 considering the functionality presented in Table 2. In order to achieve uniformity in propagation delay, fan-in and load capacitance distribution the gate level netlist with fan-in of 2 is used. The number of stages are limited to 4. Further optimization in logic control unit (LCU) is achieved by resource sharing design approach. Based on the design approach for group 0 LCU, gate level circuits for all three LCU’s are designed optimizing area and propagation delay. In order to distinguish between group 2 and group 3 that have similar hamming distances the corresponding 2:4 decoder logic circuit is designed. The two outputs X\textsubscript{0} and X\textsubscript{1} that are generated for TLL logic is used as enable input to 2:4 decoders. Only when the logic X\textsubscript{0} or X\textsubscript{1} is high the corresponding 2:4 decoders are enabled and the outputs generated are used as valid inputs to logic count units.

| Table 2. TLL count logic |
|-------------------------|
| Z\textsubscript{0} | Z\textsubscript{1} | Z\textsubscript{2} | Z\textsubscript{3} | A\textsubscript{0} | A\textsubscript{1} | A\textsubscript{2} | A\textsubscript{3} |
| 0 0 0 0 0 0 0 0 |
| 0 0 0 1 0 0 1 0 |
| 0 0 1 0 0 0 1 0 |
| 0 0 1 1 0 1 1 0 |
| 0 1 0 0 0 0 1 0 |
| 0 1 0 1 0 1 0 0 |
| 0 1 1 0 0 1 1 0 |
| 0 1 1 1 0 1 1 0 |
| 1 0 0 0 0 0 1 1 |
| 1 0 0 1 0 1 0 1 |
| 1 0 1 0 0 1 0 1 |
| 1 0 1 1 0 1 0 1 |
| 1 1 0 0 0 1 1 0 |
| 1 1 0 1 0 1 1 0 |
| 1 1 1 0 0 1 1 1 |
| 1 1 1 1 1 0 0 0 |

Figure 4. Counting logic diagram

2.4. Design of data inversion scheme

In this work three schemes are proposed for reducing transitions in interconnections. In scheme 1 based on predefined conditions only even bits are inverted and in scheme 2 and 3 all bits are inverted. Figure 5 presents the top-level diagram for generation of control signals for all three schemes. The outputs of logic count units are connected to the schemes conditions control output logic as in Figure 5 each of the control output logic generates outputs EI, FLI, and FL2 representing even inversion for scheme 1, full inversion for scheme 2 and scheme 3. The 3 outputs of schemes control output logic are used to generate full inversion or
even inversion of data bits. Table 3 presents different groups and different levels of transitions which can be classified as different groups.

Table 3. Logic representation

| Group   | Logic count | Representation |
|---------|-------------|----------------|
| Group 0 | A₂ A₁ A₀   | T₁             |
| Group 1 | A₂ A₁ A₀   | T₁             |
| Group 2 | A₂ A₁ A₀   | T₂             |
| Group 3 | A₂ A₁ A₀   | T₄             |

The scheme 1 condition unit shown in Figure 5 is designed with a comparator circuit to compare the group 0 and group 1 count outputs. The inputs \{A₂, A₁, A₀\} and \{A₂, A₁, A₀\} are 3-bit inputs representing the count of group 0 and group 1 transitions. The 3-bit comparator is required to find if T₁ > T₃ which is designed by considering a two stage 2-bit comparator circuit as shown in Figure 6. The output of 2nd stage is used to generate CI output signal for scheme 1 logic. If CI is high even bits of inputs data is to be inverted else no inversion is carried out. The inversion logic circuit is carried in Figure 7 is used to generate data bits based on scheme 1 logic.

Figure 5. Control logic for three schemes

Figure 6. Two stage 2-bit comparator circuit

Figure 7. Inversion logic circuit
Figure 8 presents the flow chart for scheme 2 logic proposed in this work. Depending upon either of 3 conditions satisfied full inversion is carried out on the data bits to be transmitted. The circuit diagram for comparing \((T_2 \text{ and } T_4), (T_1 \text{ and } T_2), (T_1 \text{ and } T_3)\) are realized using 2 stage 2-bit comparator circuits. The outputs of all 3 comparators denoted as B0, B1, and B2 are considered for performance full inversion logic shown in Figure 9. The input bits \(b_0, b_1, b_2, \ldots, b_7\) are inverted based on the control signal C1 generated by the scheme 2 logic presented in Figure 9.

![Figure 8. Scheme 2 logic](image1)

Figure 8. Scheme 2 logic

![Figure 9. Full inversion logic](image2)

Figure 9. Full inversion logic

Figure 10 presents the flow chart for scheme 3 logic. Considering T1, T2, T3, and T4 status the input data is fully inverted or not inverted according to the conditions presented and scheme 3 has to satisfies the conditions of scheme 1 that \(T_1>T_3\) and the flow chart shown in Figure 10. The comparison of logic counts are carried out using 2 stage 2-bit comparator circuits. The inversion circuit is similar to the scheme 2 inversion logic. In order to achieve reconfiguration of encoding scheme the outputs generated from scheme 1, 2 and 3 are combined and reconfigurable encoding scheme is proposed. The reconfigurable encoding scheme is shown in Figure 11. Figure 12 presents the design of reconfigurable encoding logic that is designed to perform half inversion, full inversion and no inversion depending upon control inputs I/NV and R. The advantage of the proposed design is that the number of logic circuits required to encode data at the source is optimized considering trade-off between area and delay. The reconfiguration scheme designed is capable of choosing any of the three encoding scheme to minimize self transitions and coupling transitions over the interconnect. The encoded data is transmitted over the interconnect with additional two inputs e0 and e1 to distinguish between three encoding schemes. Figure 13 and Figure 14 present the decoder logic to decode the encoded data at the destination for scheme 1 and for scheme 2 use Figure 15 and Figure 16. Scheme 3 is similar to scheme 2.
Figure 12 presents the design of reconfigurable encoding logic that is designed to perform half inversion, full inversion and no inversion depending upon control inputs I / NV and R. The advantage of the proposed design is that the number of logic circuits required to encode data at the source is optimized considering trade-off between area and delay. The reconfiguration scheme designed is capable of choosing any of the three encoding schemes to minimize self transitions and coupling transitions over the interconnect. The encoded data is transmitted over the interconnect with additional two inputs e0 and e1 to distinguish between three encoding schemes. Figures 13 and 14 present the decoder logic to decode the encoded data at the destination for scheme 1 and for scheme 2 use Figure 15 and Figure 16. Scheme 3 is similar to scheme 2.

Figure 11. Reconfigurable encoding unit
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3. ASIC IMPLEMENTATION

The proposed design discussed in section 3 is modelled on verilog HDL and is simulated for its functionality verification. The functionality verification is carried out by considering text vectors of 256 bits. The encoder is verified for its functionality using 256 vectors and decoder outputs are compared to verify logic correctness of the proposed design. The functionally correct encoder and decoder HDL code is synthesized to generate gate level netlist. The ASIC implementation of the gate level netlist is carried out accordingly to the flow diagram shown in Figure 17.

4. SYNTHESIS AND RESULTS

The HDL code is developed for all the three different schemes considering hierarchical coding methodology. The developed HDL code is verified for its functionality considering test vectors of length 8-bits to 256-bits. Each of the test vectors are grouped to 8-bit and the transition between the two pairs of successive 8-bit is set for both maximum number of transitions with hamming distance of 1, 2, 3 and 4. The groups of 8-bits are also introduced with zero transition. Considering different configuration of transition, the HDL model developed for all three schemes are verified by encoding the data and decoding the data to find out the logic correctness in decoder. The encoder and decoder circuit designed for all three schemes reduces the coupling and self-transition between two consecutive group of data transmitted over interconnect reducing power dissipation. In order to identify the additional complexity introduced by the encoder and decoder, the functionally correct HDL code is synthesized to estimate the gate level count. For synthesis and
ASIC implementation 35 nm complementary metal oxide semiconductor (CMOS) technology is considered and ASIC implementation is carried out using Qflow EDA tool process. Figure 18 presents the ASIC implementation flow considered for evaluation of performance metrics of the proposed design. The RTL code developed is simulated by considering test vectors. The functionally verified design is synthesized to obtain the gate level netlist considering 35 nm library and optimum constraints. Physical design is carried out performing physical verification and final graphic database system information interchange (GDSII) is generated for sign-off. Table 4 presents the summary of gate level count of the encoder-decoder logic. All three schemes are compared with regard to logic gates required for ASIC implementation. Clock constraint is set by defining minimum clock time period of 800 ps, area constraint is set by defining the maximum gate count of 250 and fan-in is defined to maximum of 4.

![Image](image.png)

Figure 18. Fully placed, routed GDSII for all 3 schemes

| Scheme/Gates | SC1 | SC2 | SC3 |
|--------------|-----|-----|-----|
| Number of wires | 125 | 132 | 151 |
| Number of wires bits | 190 | 197 | 218 |
| AND2X2 | 6 | 9 | 4 |
| AOI21X1 | 10 | 10 | 13 |
| AOI22X1 | 2 | 2 | 0 |
| BUFX2 | 18 | 20 | 27 |
| DFFPOSX1 | 32 | 32 | 33 |
| INVX1 | 27 | 24 | 19 |
| NAND2X1 | 18 | 18 | 27 |
| NAND3X1 | 8 | 8 | 12 |
| NOR2X1 | 21 | 20 | 22 |
| OAI21X1 | 37 | 34 | 34 |
| OAI22X1 | 8 | 8 | 6 |
| XNOR2x1 | 0 | 2 | 2 |
| MUX2X1 | 0 | 0 | 1 |
| OR 2X2 | 0 | 0 | 2 |
| Number of cells | 187 | 187 | 202 |

From the synthesis netlist obtained it is identified that for realizing all the three different schemes the gate count is limited to 210. Both scheme 1 and scheme 2 require least number of gate counts and scheme 3 requires 23 additional gates compared with scheme 2 and scheme 1. The 3 input NAND gate with drive strength of X1 and buffers with drive strength of X2 are found to be 12 and 27 for scheme 3 implementation. The number of conditions required to be satisfied in scheme 3 requires additional logic and hence the number of 3 input NAND gates are increased. In order to limit the propagation delay in the sub system or intra connect additionally 7 buffers are included in the gate level netlist. The number of intra connects in scheme 3 is increased by a factor of 17% as compared with other two schemes and the power dissipation in scheme 3 of the encoder-decoder will be increased. Static timing analysis (STA) is carried out for all the three schemes and the results are summarized in Table 5. Scheme 3 is found to have minimum propagation delay of 989 ps and operates at maximum frequency of 1011.12 MHz. The minimum path delay in all three schemes is identified between the paths DFFPOX1_21/CLK to DFFPOX1_24/D and in scheme 3 with additional...
buffers introduced the minimum path delay is reduced by a factor of 17.56% as compared with other two schemes. The maximum delay in scheme 3 is reduced by factor of 53.55% as compared with other schemes. The maximum path delay in scheme 3 is observed between DFFPO SX1_23/CLK to DFFPOSX1_4/D.

Table 5. Static timing analysis

| Scheme | Max-Min. Delay | Delay Path | Delay (ps) | Clock Freq. (MHz) |
|--------|----------------|------------|------------|-------------------|
| 1      | Maximum Delay  | DFFPOSX1_16/CLK to DFFPOSX1_5/D | 2129.46 | 469.603 |
| 1      | Minimum Delay  | DFFPOSX1_21/CLK to DFFPOSX1_24/D | 413.86 | 469.603 |
| 2      | Maximum Delay  | DFFPOSX1_16/CLK to DFFPOSX1_7/D | 2127.98 | 469.93 |
| 2      | Minimum Delay  | DFFPOSX1_21/CLK to DFFPOSX1_24/D | 413.983 | 1011.12 |
| 3      | Maximum Delay  | DFFPOSX1_23/CLK to DFFPOSX1_4/D | 989.000 | 1011.12 |
| 3      | Minimum Delay  | DFFPOSX1_21/CLK to DFFPOSX1_24/D | 339.647 | 1011.12 |

From the STA analysis carried out it is observed that scheme 3 has minimum propagation delay and is faster in encoding and decoding process as compared with other two schemes. The number of gate count is increased by factor of 10.97% compared with other schemes. Table 6 presents the power dissipation reports compared for all three different schemes. The static power dissipation in scheme 3 is the lowest and with regard to dynamic power dissipation scheme 2 is the best. Considering trade-off between power-area-delay scheme 3 is recommended for data encoding and decoding.

Table 6. Power dissipation report

| Method       | Static power (nW) | Dynamic power (nW) |
|--------------|-------------------|--------------------|
| Scheme 1     | 12.0562943        | 1.160              |
| Scheme 2     | 11.8750746        | 833.37             |
| Scheme 3     | 9.831569          | 1048.48            |

Table 7 presents the area metrics of all three schemes considering standard cells and total core area. It is observed that after placement and routing the number of standard cells has been increased by 4% in all three schemes. The total core area of scheme 3 is higher by 12% as compared with all other schemes.

The cell height and cell width for scheme is 1.39x6.78 units for scheme 3 encoder-decoder logic and the total number of cells of 210 are placed within the area of 3350 units. The propagation delay, area and power dissipation can be further optimized by considering low power strategies. Table 8 compares the performances of the proposed design with the design reported in literature.

Table 7. Area metrics of encode-decoder

| Parameter      | Scheme 1 | Scheme 2 | Scheme 3 |
|----------------|----------|----------|----------|
| Total std. cells | 290      | 291      | 281      |
| Total cell width | 6.89e+03 | 6.93e+03 | 6.76e+03 |
| Total cell height | 1.43e+06 | 1.44e+06 | 1.39e+06 |
| Total cell area | 3.40e+09 | 3.41e+09 | 3.35e+09 |
| Total core area | 3.40e+09 | 3.41e+09 | 3.35e+09 |
| Avg. height    | 4.94e+03 | 4.94e+03 | 4.94e+03 |

Table 8. Performance comparison of proposed design

| Parameter     | Area (μm²) | Latency (ps) | Power (W) | Frequency (MHz) |
|---------------|------------|--------------|-----------|-----------------|
| Reference paper [20] | 2144 | 1085 | - | 68.1 MHz |
| IMP-FIBO [27] | 973 | - | 178 μW | - |
| ACME [25] | 225 | - | 88 mW | 100 kHz |
| BCH [28] | - | 258 | 0.787 W | 440 MHz |
| Proposed work | 3490 | 989 | 1.160 nW | 1011.12 MHz |

The operating frequency of the proposed design is 15 times faster than the reference design with overhead increase in area by 38%. The overall power reduction in the proposed design is 98% demonstrating the advantages of the encoding scheme for reducing power dissipation over the interconnects. The logic design presented in this work can be further optimized considering pipelined and parallel processing schemes.
5. CONCLUSION

Interconnects play an important role in VLSI circuits by connecting two logic circuits for data transfer. Power dissipation in interconnects have increased due to the requirements of high speed and high data rate requirements. Power dissipation reduction methods are focused on replacing interconnects with low resistive materials. Another approach for interconnect power reduction is the use of encoding schemes for data transmission. In this paper, three different schemes are presented along with design details, synthesis report and physical design implementation. The power dissipation in the proposed encoding schemes is reduced by limiting self-transition and cross coupling transitions. The area, power and delay metrics of encoder-decoder logic is also optimized considering ASIC implementation. The proposed schemes are recommended for low power applications.
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