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Abstract

Motivation: Gene–gene interaction (GGI) is one of the most popular approaches for finding and explaining the missing heritability of common complex traits in genome-wide association studies. The multifactor dimensionality reduction (MDR) method has been widely studied for detecting GGI effects. However, there are several disadvantages of the existing MDR-based approaches, such as the lack of an efficient way of evaluating the significance of multi-locus models and the high computational burden due to intensive permutation. Furthermore, the MDR method does not distinguish marginal effects from pure interaction effects.

Methods: We propose a two-step unified model based MDR approach (UM-MDR), in which, the significance of a multi-locus model, even a high-order model, can be easily obtained through a regression framework with a semi-parametric correction procedure for controlling Type I error rates. In comparison to the conventional permutation approach, the proposed semi-parametric correction procedure avoids heavy computation in order to achieve the significance of a multi-locus model. The proposed UM-MDR approach is flexible in the sense that it is able to incorporate different types of traits and evaluate significances of the existing MDR extensions.

Results: The simulation studies and the analysis of a real example are provided to demonstrate the utility of the proposed method. UM-MDR can achieve at least the same power as MDR for most scenarios, and it outperforms MDR especially when there are some single nucleotide polymorphisms that only have marginal effects, which masks the detection of causal epistasis for the existing MDR approaches.

Conclusions: UM-MDR provides a very good supplement of existing MDR method due to its efficiency in achieving significance for every multi-locus model, its power and its flexibility of handling different types of traits.

Availability and implementation: A R package “umMDR” and other source codes are freely available at http://statgen.snu.ac.kr/software/umMDR/.

Contact: tspark@stats.snu.ac.kr

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Detecting gene–gene interaction (GGI) or epistasis has been recognized as one of the most effective remedies in genome-wide association studies (GWAS) for explaining missing heritability (Eichler et al., 2010; Mackay, 2014). Many efficient approaches have been proposed for GGI analysis and there are generally two types of approaches: model-based approaches and model-free approaches. The model-based approaches assume a statistical model between genotype and phenotype, such as those in Park and Hastie (2008), Wan et al. (2010), Wu et al. (2009), Yang et al. (2009) and Zhang and Liu (2007), while the model-free approaches often have no prior assumptions about the model and data, such as in Dong et al. (2008), Li et al. (2014), Ritchie et al. (2001) and Zhang et al. (2010). Van Steen (2012) and Wang et al. (2011) provides comprehensive discussions of these approaches.
Among these approaches, the multifactor dimensionality reduction (MDR) approach (Ritchie et al., 2001) is a very popular non-parametric combinatorial approach that reduces the number of dimensions by converting a high-dimensional multi-locus model into a 1D model for case-control studies. MDR reduces multiple genotype combinations into two groups—high risk (H) and low risk (L). There are a number of extensions of MDR: quantitative MDR (QMDR) for quantitative traits (Gui et al., 2013), generalized MDR (GMDR) for both quantitative and binary traits (Liu et al., 2007), Surv-MDR and Cox-MDR for survival data (Gui et al., 2011; Lee et al., 2012), FAM-MDR for family data (Cattaert et al., 2010; Liu et al., 2008), GEE-MDR and Multi-MDR for multivariable phenotypes (Choi and Park, 2013; Yu et al., 2015) and etc. Through these extensions, MDR-based approaches have been demonstrated great power in broad applications of identifying high-order interactions.

However, MDR has several shortcomings. First, it is hard to obtain the significance of a multi-locus model without a subsampling procedure such as permutation, which introduces a heavy computational burden. Second, MDR does not distinguish marginal effects from pure interaction effects. To account for such kinds of problems, Calle et al. (2008) and Cattaert et al. (2011) have proposed a model-based MDR approach (MB-MDR) that first classifies all the genetic combination cells into H and L and an intermediate group based on statistical testing, and then evaluates the significance of each genetic model through another testing. Unfortunately, MB-MDR needs a lot of tests even in the classification stage, and the significance of the final model still needs a computationally intensive permutation scheme.

To circumvent the above drawbacks, we propose a novel two-step unified model MDR approach (UM-MDR). UM-MDR first classifies all the genetic combination cells into H and L groups using a simple classification rule, as in MDR-based approaches and then evaluates the significance of each genetic model by regression or a penalized regression framework. There are three main differences between our approach and MB-MDR. (i) We avoid using significant tests in the classification step, and instead we use simple classification rules as in traditional MDR approaches. (ii) We suggest applying ridge regression or logistic ridge regression to adjust the marginal effects. (iii) Finally, a simple and easily computed semiparametric procedure is proposed for correcting the raw P-values from the regression model instead of an intensive permutation process.

2 Method: UM-MDR

In this section, we introduce UM-MDR for detecting GGI. Basically, this framework includes two steps, namely, a classification (or dimension reduction) step and a modeling step. The classification step reduces the multi-level genotype combinations into a 1D variable, as the traditional MDR approaches do. The modeling step evaluates the significance of the GGI model, while adjusting for the covariate effects and/or the marginal effects simultaneously.

First, we classify each genotype combination (cell) into high (H) or low (L) risk group, and we use S, which stands for the H/L status. There are several methods available for classification. For example, for a dichotomous trait, we can classify a cell into H(L) group if the ratio of the number of case to the number of control in the cell is greater (smaller) than a given threshold, e.g. the global ratio of the numbers of cases and controls. For a quantitative trait, we can simply classify a cell into H(L) group if the mean value of the trait in that cell is greater (smaller) than a given threshold, such as the global mean, as QMDR does.

Second, we can model the effect of the H/L status S defined in the first stage by fitting a generalized linear model:

\[ g(\mu) = x_0 + \beta S + \gamma^T X. \] (1)

where \( \mu \) is the mean vector of phenotype \( Y \), \( g(\cdot) \) is the link function, and \( X \) is the covariate vector such as some environmentally related variables. The model parameters can be estimated by maximum likelihood (ML) estimation.

The main idea of the UM-MDR is to define an indicator variable, say S, for high- or low-risk groups classified by the given \( v \)-order single nucleotide polymorphism (SNP) pair and to test the significance of effect of \( S \) on the response variable to check the GGI, instead of selecting the best combination of SNPs by the intensive cross-validation procedure. Since \( S \) is an indicator of the high or low risk groups which is reduced from the multi-level genetic combination cells constructed by the given \( v \)-order SNP pair, the non-zero effect of \( S \) implies that there is an interactive effect of the corresponding pair of SNPs on the response variable. Therefore, we can easily obtain the significance of the corresponding multi-locus model by testing the null hypothesis \( H_0: \beta = 0 \), in which we check the association between \( S \) and the phenotype \( Y \).

To account for the strong marginal effect, we can modify Model (1) to

\[ g(\mu) = x_0 + \beta S + \gamma^T X + \sum_{i=1}^{k} z_i \text{SNP}. \] (2)

A potential problem of (2) is that \( Y \) and some SNPs may be highly correlated, and so the ordinary ML estimator may suffer from the multi-collinearity problem. To overcome such problem, we recommend using the ridge regression model (Cule et al., 2011; Vago and Kemeny, 2006).

The advantages of UM-MDR include the following. (i) The significance of every genetic model is easily obtained through the standard regression analysis (or regularized regression), while adjusting for the covariate effects and/or the marginal effects. (ii) The flexibility is reflected through the following two aspects: it can handle both quantitative traits and qualitative traits, and a lot of existing classification methods can be used to define H/L in the first step. The UM-MDR procedure is summarized as follows:

i. For each given \( v \)-order SNP combination, classify the genotype combination cell into H(L), and let \( S \) stands for the H/L status.
ii. Fitting either model (1) or model (2) and then testing \( H_0: \beta = 0 \) using the following model based framework.

2.1 Ridge regression and logistic ridge regression

We use the ridge regression (for a quantitative trait) or logistic ridge regression (for a binary trait to adjust for the marginal effects (Cule et al., 2011; Vago and Kemeny, 2006). Specifically, consider a standard linear regression model as follows:

\[ Y = Z\beta + \epsilon. \]

Here \( Y \) and \( Z \) stand for the response vector and design matrix of the covariate variables, respectively, and we assume that \( \epsilon \sim N(0, \sigma^2 I) \). The ordinary least squares estimator for \( \beta \) is \((Z^T Z)^{-1} Z Y \) and the ridge regression estimator is \( \hat{\beta} = (Z^T Z + \lambda I)^{-1} Z Y \), where \( \lambda \) is a positive tuning parameter, and \( I \) is the identity matrix, and note that
\[ \text{var}(\hat{\beta}) = \sigma^2 (Z Z + \lambda I)^{-1} Z (Z Z + \lambda I)^{-1}. \]

For a binary response variable, the logistic regression model is defined as
\[ \log\left( \frac{P(Y = 1 | X)}{P(Y = 0 | X)} \right) = X\beta. \]

Then the corresponding ridge regression estimator can be found by maximizing the log-likelihood function with a $L_2$ norm penalty of $\beta$, equivalently,
\[ \hat{\beta} = \arg\min_{\beta} \left\{ -\log(L(\beta)) + \lambda ||\beta||_2 \right\}, \]
where $L(\beta)$ is the likelihood function. The Newton-Raphson algorithm can be used to find $\hat{\beta}$ and the variance is estimated by
\[ \text{var}(\hat{\beta}) = (Z' W Z + 2\lambda I)^{-1} Z' W Z (Z' W Z + 2\lambda I)^{-1}, \]
where $W = \text{diag}[\hat{\beta}_i(1 - \hat{\beta}_i)]$ and $\hat{\beta}_i = \frac{\hat{\pi}_i}{\text{var}(\hat{\pi}_i)}$.

### 2.2 Significance test of a multi-locus model and a semi-parametric $P$-value correction procedure

In step 2, we use the Wald type statistic $W = \hat{\beta}^2 / \text{var}(\hat{\beta})$ for testing the significance of a multi-locus model, but the null distribution may not necessarily follow the chi-square distribution (Calle et al., 2008). Instead of using a computationally intensive permutation process, we suggest the following semi-parametric procedure to correct the raw $P$-value. First, assume that the null distribution follows a non-central chi-square distribution with degree of freedom one and estimate the non-central parameter through only a few numbers of permutations (e.g., 5 or 10). Then re-calculate the $P$-value based on the non-central chi-square distribution. This approach avoids the heavy computational cost compared to the conventional permutation method for estimating $P$-values. The rationale of this procedure can be justified as follows: consider a very simple regression model defined as
\[ Y_i = \alpha + \beta S_i + \epsilon_i, \]
for which the least square estimator is given as $\hat{\beta} = N(\bar{Y} - \hat{Y}_H)/N_L$, where $\bar{Y}$ and $\bar{Y}_H$ are the global mean and mean of $H$ group, and $N$ and $N_L$ are the total sample size and sample size of the $L$ group, respectively. Therefore, testing $\beta = 0$ is equivalent to testing $E(Y) = E(Y_H)$. Note that for quantitative trait, like QMDR, we classify cell into $H$ if its mean is larger than the global mean, which means that we have implicitly set $\bar{Y}_H > \bar{Y}$ in the first step.

Consequently, the null distribution of $z$-statistic $\hat{\beta} / \sqrt{\text{var}(\hat{\beta})}$ is presumed to have a nonzero mean due to the classification step. Therefore, it is natural to assume that the $z$-statistic follows approximately a normal distribution with a nonzero mean and standard deviation 1, i.e., the statistic $W$ follows a non-central chi-square distribution with one degree of freedom and non-centrality parameter $k$. Because the mean of the non-central chi-square distribution is $k + 1$, we can estimate the non-centrality parameter as $k = \max(0, \hat{\mu} - 1)$, where $\hat{\mu}$ is estimator for the mean of $W$ under the null distribution. To estimate $\hat{\mu}$, we can permute the trait a few times, say 5 or 10, repeat step 1 and step 2, and take the sample mean for $W$ statistic as $\hat{\mu}$. We can estimate the non-centrality parameter for each multi-locus model or pool all the statistics and then estimate the common non-centrality parameter for all multi-loci models.

Note that the proposed semi-parametric correction procedure does not necessarily need a very large number of permutations as the conventional method of obtaining the null distribution by permutation. Through the following simulation studies, we demonstrate that such a correction procedure controls the Type I error rate well.

### 3 Simulation studies

#### 3.1 Type I error
In this section, we first check whether the Type I error rate is well controlled for in the proposed two-step approach. To do this, we randomly generate two SNPs and a binary (or quantitative) trait under the null hypothesis of no association. We permute the phenotype variable five times to estimate the non-centrality parameter of the null distribution in all the following simulation studies. The sample size is 400 and 100 data sets are simulated under various minor allele frequencies (MAFs). The nominal size is set to be 0.05 and the proportion of the corrected $P$-values that are smaller than the nominal size is defined as the Type I error rate. As shown in Table 1, the Type I error rates are well controlled after using the proposed semi-parametric correction procedure. We also present the QQ plot of the raw and corrected $P$-value in Figure 1.

We then study whether the proposed method can identify the causal interaction in different contexts, such as binary or quantitative trait with/without marginal effects. We also examine whether our approach can avoid detecting those multi-locus models just because one locus has a significant marginal effect. For comparison, MDR or QMDR analysis are also performed correspondingly. We consider the following four different scenarios: Case 1) binary trait without marginal effect, Case 2) quantitative trait without marginal effect, Case 3) quantitative trait with a marginal effect SNP and Case 4) a three-order GGI analysis.

**Table 1. Type I error rates**

| MAF | Binary trait | Quantitative trait |
|-----|--------------|--------------------|
|     | Raw | Corrected | Raw | Corrected |
| 0.05 | 0.14 | 0.03 | 0.14 | 0.04 |
| 0.10 | 0.26 | 0.04 | 0.22 | 0.04 |
| 0.20 | 0.38 | 0.03 | 0.39 | 0.02 |
| 0.30 | 0.51 | 0.03 | 0.51 | 0.02 |
| 0.40 | 0.65 | 0.02 | 0.63 | 0.03 |

Raw and Corrected stand for using the raw $P$-value and the proposed corrected $P$-value, respectively.

**Fig. 1. QQ plots for the raw $P$-value (left panel) and the corrected $P$-value (right panel)**
3.2 Case 1: binary trait without marginal effect
In this scenario, we generate data by following the model introduced in Velez et al. (2007). 70 different penetrance functions and a probabilistic relationship between the trait and SNPs, are used, where the trait is dependent on two SNPs, say SNP1 and SNP2, in the absence of any marginal effects. There are two different MAFs 0.2 and 0.4 and seven different heritability 0.01, 0.02, 0.05, 0.1, 0.2, 0.3 and 0.4. Five models for each of these 14 combinations are generated. We generate m (i.e. 10 or 20) SNPs, but we only present the results for 10 SNPs, since very similar patterns are found for the different numbers of SNPs. All the simulation results for 20 SNPs are shown in Supplementary Figures S1–S4.

The power of UM-MDR can be defined as the proportion of the P-values (after Bonferroni correction) for the causal model that are less than a given nominal size, for instance, 0.05. We denote such power as PBonf. On the other hand, the power of the traditional MDR approach is defined as a successful detection rate in identifying the true causal model as the best model, so it is not feasible to compare the power of the traditional MDR with that of our approach directly. For a fair comparison, we suggest defining another power of UM-MDR denoted as PRank as the rate of the causal model with the smallest P-value among all possible multi-locus models. We present both powers PBonf and PRank for UM-MDR in Figure 2. It is clear that PRank and the power of the traditional MDR approach showed very similar patterns, with MDR approach providing slightly higher powers for some models. However, the PBonf showed quite low power for many cases among the 70 models (Fig. 2).

3.3 Case 2: quantitative trait without marginal effects
In this scenario, we consider quantitative traits instead of binary traits. The phenotype is generated in the same way as in (Gui et al., 2013), that is, \( Y|\text{SNP}_1 = i, \text{SNP}_2 = j \sim N(\mu f_i, \sigma^2) \), where \( \mu \) is set to be 1 and \( f_i = P(\text{high risk}|\text{SNP}_1 = i, \text{SNP}_2 = j) \) is the penetrance function, which is the same penetrance function used in Case 1. From Figure 3, we can see similar pattern as in Case 1; UM-MDR, especially when PRank is used, can achieve almost the same power as QMDR.

We also calculate the ratio of the computation time for QMDR to that for UM-MDR, which has mean 1.06 across the 70 models, with 95% CI (1.01, 1.11), suggesting that the two approaches take similar computation time. However, since the QMDR approach only provides the best model without evaluating its significance, an extra conventional permutation procedure (Gui et al., 2013) is needed to obtain the significance of the selected model, which reruns the QMDR procedure for a large number times, for instance 1000 times to achieve a P-value as small as 0.001, indicating that QMDR takes 1000 times more computation cost than that of UM-MDR.

3.4 Case 3: quantitative trait with a marginal SNP effect
In this case, we consider a scenario in which a ‘noisy’ SNP, say, SNP3, exists and it has only a marginal effect. This is a very realistic scenario, since there are possibly many SNPs, which have only marginal effects and the true epistasis is less frequently observed. This simulation is designed to check whether either our approach or the MDR approach can detect the causal multi-locus model (SNP1, SNP2). Here, the trait is generated as \( Y|\text{SNP}_1 = i, \text{SNP}_2 = j \sim N(\mu f_i, \sigma^2) + N(\alpha \text{SNP}_3, 1) \), and we set \( \mu = \sigma^2 = 1 \). Figure 4 shows that UM-MDR, especially with PRank, is very powerful in identifying the causal interaction model, while MDR, as expected, fails completely to identify the causal model for all 70 models.

3.5 Case 4: a three-order GGI analysis
We consider the three-order interaction model introduced by Ritchie et al. (2001) for a binary trait. For certain genotype combinations, there is an increased disease risk. We use a similar strategy as in Case 3 to make the penetrance function for quantitative traits and add a marginal effect of another SNP. That is, we generate \( Y|\text{SNP}_1 = i, \text{SNP}_2 = j, \text{SNP}_3 = k \) \( \sim N(\mu f_i, \sigma^2) + N(\alpha \text{SNP}_3, 1) \), where \( f_i \) is the penetrance function, which is specified in the Supplementary document, and we set \( \mu = 1, \sigma^2 = 0.5 \). The results are summarized in Figure 5. Although all of these three powers are very low when MAF is small, UM-MDR with PRank always gives highest power in identifying the causal three-order model across all MAF values, especially when the MAF is large.
In summary, UM-MDR approach with PRank can achieve at least the same power as MDR (or QMDR) for most scenarios, and it outperforms MDR (or QMDR) approaches when there are some SNPs only having marginal effects (Case 3) and/or when there is higher-order causal model (Case 4). We have shown that while the computation times for UM-MDR and QMDR are similar, UM-MDR provides significance for each multi-locus model automatically while QMDR does not. To present the significance, QMDR needs an extra computationally intensive permutation scheme, which results in QMDR taking a computation time exceeding that of UM-MDR by a thousand times.

4 Real example

We analyze a real dataset from the Korean Association Resource project to demonstrate the proposed approach. Three phenotypes, high-density lipoprotein cholesterol (HDL), low-density lipoprotein cholesterol and triglyceride were measured. A total of 8581 samples are available after removing the subjects with at least one missing phenotype value. The genomic DNAs are genotyped using Affymetrix Genome-Wide Human SNP Array 5.0. For our GGI analysis, we only use 19 candidate SNPs identified in an earlier study (Willer et al., 2008) from the single SNP GWAS analysis. For the purpose of demonstration, we use HDL in the GGI analysis.

In the second step of UM-MDR, we also consider the covariate adjustments for sex, age, and recruitment area. Figure 6 displays the P-value profile for all second-order genetic models and shows that the significance of a multi-locus model depends largely on adjusting for the marginal effects. After a Bonferroni correction, a lot of significant models were identified without adjusting for the marginal effects whereas no significant model was found with a marginal effect adjustment. This implies that the significance of most models identified without considering marginal effects might be false-positive.

Table 2 displays the top five second-order interaction models after marginal effect adjustment. The top five models were significant at the 5% significance level, although these models were not significant after multiple testing adjustments. These models may have a higher chance of detecting the true epistasis, since we have already adjusted for the marginal effects. On the other hand, the QMDR method identifies a pair of SNPs (rs12596776, rs17321515) as the best second-order model with Cross Validation Consistency (CVC) = 6. However, the P-value of this model is estimated to be 0.34 by UM-UMDR. This model is selected as the best model by QMDR perhaps due to the strong marginal effect of the SNP (rs12596776). For comparison, we also list the top detected models when marginal effects adjustment is not considered (Table 3). As shown in Tables 2 and 3, the top five models are quite different and the corresponding P-values are substantially different. This implies that it is difficult to detect the significant epistasis when there are SNPs with strong marginal effects.

| Top | SNP1              | SNP2              | P-value          |
|-----|------------------|------------------|-----------------|
| 1   | rs2156552 (FHOD3) | rs17145738 (TBL2)| 0.0018          |
| 2   | rs2144300 (GALNT2)| rs2338104 (KCD10)| 0.0128          |
| 3   | rs2144300 (GALNT2)| rs1748195 (DOCK7)| 0.0267          |
| 4   | rs2338104 (KCD10)| rs17145738 (TBL2)| 0.0303          |
| 5   | rs2144300 (GALNT2)| rs10402271 (ZNF107)| 0.0322        |

The corresponding gene name related to each SNP is presented in the parentheses.

Table 3. Top 5 second-order interaction models for real example study, without marginal adjustment

| Top | SNP1              | SNP2              | P-value          |
|-----|------------------|------------------|-----------------|
| 1   | rs780049 (CNTNAP5)| rs10402271 (ZNF107)| 5.62 × 10⁻⁹ |
| 2   | rs780049 (CNTNAP5)| rs12596776 (SLC12A3)| 7.19 × 10⁻⁹ |
| 3   | rs780049 (CNTNAP5)| rs4149268 (ABCA1)| 8.44 × 10⁻⁹ |
| 4   | rs780049 (CNTNAP5)| rs1566439 (HPR)| 1.18 × 10⁻⁸ |
| 5   | rs17321515 (Unknown) | rs12596776 (SLC12A3)| 1.82 × 10⁻⁸ |

The corresponding gene name related to each SNP is presented in the parentheses.
5 Discussion

We proposed a UM-MDRto overcome the shortcomings of the existing MDR approaches for GGI analysis. The main contribution of UM-MDR is to provide a P-value for the testing of GGI with a simple and effective semi-parametric procedure instead of a computationally intensive permutation. The UM-MDR can handle flexibly different types of traits by adjusting for the marginal effects along with covariate effects through a regularized regression approach, the ridge regression or logistic ridge regression, and by correcting the raw P-value through a simple and effective semi-parametric procedure, which avoids using the conventional computationally intensive permutation method to achieve the P-value of every multi-locus model. Through simulation studies, UM-MDR can provide at least the same power as MDR for most scenarios and outperforms MDR for some cases, especially when there are some SNPs with only marginal effects, which can mask the detection of causal epistasis.

The classification step of our approach has many options, in that all classification strategies used by MDR and its extensions can be applied. Consequently, the proposed UM-MDR can provide the significance of many existing MDR extensions for different types of traits, even for multivariate phenotypes, as in Choi and Park (2013) and Yu et al. (2015).

In the second step of UM-MDR, we use an alternative way of modeling by reversing the roles of response (Y) and H/L status (S), that is, we treat S as the response variable and Y as the explanatory variable. Such modeling enjoys more flexibility because it uses a logistic regression framework for all different types of traits, which can even handle multivariate traits. Furthermore, this kind of multivariate analysis can also present significance for each trait on every multi-locus model and provide more information when detecting epistasis.
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