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ABSTRACT Machine learning is well developed amongst the scientific community in terms of theoretical foundations (statistics and algorithms) and frameworks (Tensorflow, PyTorch, H2O). However, machine learning is heavily focused on numerical data, or numerical data mixed with some categorical data. For numerical datasets, scientists and engineers can enjoy reasonable success with only a limited knowledge of theoretical foundations and the inner workings of machine learning frameworks. However, it is a different story when dealing with purely categorical datasets, which require a deeper understanding of machine learning frameworks and associated encodings and algorithms in order to achieve success. This paper addresses the issues in handling purely categorical datasets for multi-classification problems and provides a set of heuristics for dealing with purely categorical data. In particular, issues such as pre-processing, feature encoding and algorithm selection are considered. The heuristics are then demonstrated through a case study, based on a categorical data set of domestic fire injuries, covering a 10-year period. Novel contributions are made through the heuristics and the performance analysis of different encoding techniques. The case study itself also makes a novel contribution through the classification of different types of injuries, based on related features.

INDEX TERMS Categorical data, machine learning, feature encoding, algorithms, classification, fire injuries.

I. INTRODUCTION
The British statistician Karl Pearson was responsible for some of the earliest work in the 1900s, which considered categorical data [1]. The subsequent development of methods for dealing with categorical data stemmed from studies in the social and biomedical sciences. For example, politics is often measured as: leftist, liberal, moderate, or conservative. Diagnosis in relation to breast cancer typically uses categories of: normal, benign, probably benign, or suspicious and malignant.

What with the growth in machine learning over recent decades, many datasets are likely to contain categorical variables, some moreso than others. Datasets used in medicine for the treatment of diseases such as cancer and pain relief are rich in terms of categorical variables [2]. Other datasets may represent opinions over controversial issues on social media, which require sentiment analysis and natural language processing to extract useful information [3]. Datasets involving numeric variables (whether continuous or discrete) tend to be easier to deal with and modern machine learning frameworks (Tensorflow, PyTorch, H2O) can be applied to these datasets with relative ease. Numeric variables are more easily interpreted and lend themselves to processes such as forecasting and prediction (e.g. weather data). In contrast, categorical variables tend to hide (even mask) a great deal of the interesting information in a dataset [4, 5, 6]. It is not so easy to see trends and make predictions or forecasts when categorical variables dominate the dataset [7, 8]. This makes it crucial to develop systematic methods and heuristics for dealing with such variables. Without such methods, vital information may be missed, which may make the difference between a patient surviving cancer, as opposed to them dying from cancer.

A. HEURISTIC GUIDELINES FOR CATEGORICAL DATA
The foundations of machine learning lie in classical statistics and as such machine learning algorithms operate on numerical data. Consequently, the first hurdle in dealing with categorical variables is conversion (or encoding) into a
numerical format. However, this is not the only issue as categorical variables require closer inspection of the dataset itself. Some values may have to be dropped to avoid dimensionality overload. Effects of the ‘Other’ category also need to be accounted for when examining accuracy – numerical data does not suffer from the ‘Other’ category.

This paper first examines the application of machine learning to categorical datasets and goes on to develop a set of heuristics to guide the decision making process when dealing with datasets with a significant categorical variable content. The approach favours heuristics over algorithms in accordance with [9] in that an algorithm provides rules to yield an exact, reliable result that works for every case. Heuristics provide an incomplete set of suggestive ‘rules of thumb’ that work in some cases, but not in all.

The use of heuristics is reinforced in [10], which considers how heuristics can be used to find non-optimal, but good acceptable solutions for intractable problems. In other words, the guarantee of finding optimal solutions is sacrificed for the sake of achieving good solutions in a limited time. A heuristic is an informal or approximate algorithm that may not explore all possible states of the problem, but will typically explore the most likely states. [11].

Heuristics are often applied in games. For example when developing an algorithm for a chess game one would need to consider every possible move at some depth level and apply an evaluation function to the board state. A heuristic would exclude full branches that begin with obviously bad moves. Another heuristic would be to always take the opponent’s queen, if possible.

Many researchers have noticed that heuristic procedures (e.g. sampling many special cases by trial and error) often lead to greater insights and stimulus by engaging thought processes [12]. In contrast, users tend to rely on algorithms ‘doing all of the work’ without questioning the outcome, often to their detriment. In short, heuristics are better at ‘doing all of the work’ without questioning the outcome, which is rich in categorical data, records various fire-related injuries and the associated features, including: age, gender, type of dwelling and circumstances of the injury (e.g. attempt to extinguish the fire, or discovery of the fire).

D. CONTRIBUTION TO KNOWLEDGE

The paper makes several novel contributions; the first being the heuristics themselves. The second is the performance analysis of different encoding techniques. The third is a case study, which demonstrates the application of the heuristics and shows how useful information can be extracted from a solely categorical data set relating to injuries suffered during domestic fires. Examination of the literature revealed little in terms of research to directly examine domestic fire injuries, or circumstances pertaining to those injuries. This further reinforces the need for the research presented herein.

II. RELATED WORK

Related work is reviewed on two fronts: first work that considers the challenges facing the use of machine learning techniques with categorical datasets and second, work that considers the classification and risk assessment of fire-related incidents.

A. MACHINE LEARNING APPROACHES TO CATEGORICAL DATASETS

Reference [14] provides a useful survey on categorical data for neural networks. The survey describes the main encoding and algorithmic techniques specific to categorical data. In particular, the survey considers big data sets, which render some encoding techniques impractical due to their

- Extraneous data (e.g. name and title, instead of just the name).
- Abbreviations (e.g. Dr for Doctor).
- Encoding formats (e.g. ASCII, EBCDIC, etc.).
- Special characters (space, colon, hyphen, parenthesis e.g. ‘fire-service’ and ‘fire service’).

C. CATEGORICAL DATA CLASSIFICATION

Machine learning is broadly classified into supervised and unsupervised learning. Regression and classification are the two main tasks conducted for supervised learning (outcomes for all feature points are mapped). Clustering is the main unsupervised learning task (outcomes are not given for the data points). Typically, regression is applied to continuous or discrete numerical data, whereas classification is often applied to categorical data. Classification problems may either be binary (yes/no, true/false) or multi-classification.

The prime concern of this paper is classification problems (more specifically multi-classification), although some of the findings may also be applied to clustering problems. In particular, the heuristics developed from the research are applied to a dataset of domestic fire injuries. The dataset, which is rich in categorical data, records various fire-related injuries as the target label and the associated features, including: age, gender, type of dwelling and circumstances of the injury (e.g. attempt to extinguish the fire, or discovery of the fire).
running time complexity. Reference [15] provides a more succinct and specific evaluation of encodings for neural networks, based on the car evaluation dataset from the UCI Machine Learning Repository.

Reference [13] considers the challenges of “dirty” non-curated data, such as ‘Pfizer International LLC’, ‘Pfizer Limited’, and ‘Pfizer Korea’. The approach shows that with high-cardinality categorical variables, one-hot encoding can become impracticable due to the resulting high-dimensional feature matrix. This shortcoming is addressed through a softer version of one-hot encoding, based on string similarity measures. The solution is presented as similarity encoding, which encodes the morphological resemblance between categories. This in turn leads to dimensionality reduction, which decreases the runtime of the learning process.

Useful heuristics are provided in [16], which describes ten tips or checks for machine learning problems in computational biology. The tips begin with techniques for pre-processing and cleaning the dataset and move on to consider guidelines for selecting the best algorithm – starting simple and working towards the more advanced. The tips themselves become increasingly more advanced, considering issues such as hyper-parameter tuning and techniques to minimize overfitting.

Feature selection is considered in [17], especially for datasets with many variables and features. The intention is to illustrate how the elimination of unimportant variables improves the accuracy and performance of classification. The work considers datasets with mixed numerical and categorical features and the conclusion is that Random Forest is seen as the most versatile algorithm that can handle a higher number of categorical variables and provide high levels of performance.

B. MACHINE LEARNING APPLIED TO FIRE DATASETS

There is a large body of work concerned with the use of machine learning techniques to predict forest fires, typified by [18, 19, 20, 21, 22, 23, 24]. These works use a variety of neural networks, decisions trees and random forest algorithms. There is also a body of work that applies ML to study emergency evacuation of buildings (including fire emergencies), typified by [25, 26, 27].

Other more focused research applies ML algorithms for the classification of occupational accidents (including fire accidents) [28]. This work uses a combination of Support Vector Machines (SVM), Neural Networks (NN) and Decisions Trees (DT) (C4.5 and C5.0 algorithms) for classification from a categorical dataset. Results from the SVM and NN algorithms are compared to determine the best classifier. The intermediate results are then passed to the DT algorithms for rule extraction.

Fire risk is considered in [29] which is concerned with the collection of datasets, based on property inspections, and the development of a predictive model for a large number of commercial buildings. A fire risk assessment scoring system is developed by [30], based on SVM. In [31] the use of Bayesian Networks (BN) is assessed to improve current fire risk analysis methods. The study found that BNs have significant advantages over existing tools currently used in fire safety engineering, such as fault trees and event trees. A similar theme emerges in [32] which considers how the use of NN for fire prediction in property provides advantages over existing methods.

Bayesian Networks (BN) are also applied to dwelling fires in [33]. In particular, a three-part BN model is developed to study dwelling fires and improve confidence in dwelling fire safety assessment. Case studies demonstrate how the model functions and provide evidence of its use for planning and accident investigation.

III. PRELIMINARIES

In a typical machine learning problem, many of the variables may be categorical, sometimes even all of them. Categorical variables can be nominal (e.g. Jewish, Hindu, Sikh, Muslim, Christian, Orthodox) or ordinal (e.g. extra-small, small, medium, large, extra-large), where the latter implies some form of ordering and the former does not. For categorical datasets, the application of the appropriate encoding techniques and choice of algorithm can have a significant impact on the model’s accuracy, performance and prediction.

As mentioned previously, classification tasks involve supervised learning when a labelled dataset is available and the output/target variable is already known. Classification tasks are either binary classification (yes/no, true/false, allow loan/don’t allow loan) or multi-classification i.e. classification into one of several target variable values (extra-small, small, medium, large, extra-large).

In machine learning, a label is the value to predict i.e. the $y$ variable. A feature is an input variable and typically there will be many such features, possibly hundreds (or even thousands), specified as $X$. The label and features are related as $y = f(X)$, where $f$ is the function to be learned. There are several popular classification algorithms that can be used for categorical data and these are considered further below.

A. CLASSIFICATION ALGORITHMS

The main classification algorithms are: K-Nearest Neighbour (KNN), Naive Bayes (NB), Decision Tree (DT), Random Forest (RF), Artificial Neural Network (ANN) and Support Vector Machine (SVM).

1) K-NEAREST NEIGHBOUR (KNN)

KNN is a distance-based classifier, which implicitly assumes that the smaller the distance between two points (i.e. observations), the more similar they are. Distance (or dissimilarity) metrics are used to compute pairwise differences between observations. For continuous variables, the most common distance measures are the Euclidean, Manhattan, or Minkowski [34]. For categorical variables, the Hamming distance is used (1).
or very large data

\[ D_H = \sum_{i=1}^{K} |x_i - y_i| \]

\[ x = y \Rightarrow D = 0 \]

\[ x \neq y \Rightarrow D = 1 \] (1)

2) **NAÏVE BAYES (NB)**

NB provides a simple, but effective classifier. Naïve Bayes is often applied to a dataset containing multiple features and an output label assuming one of two discrete values (i.e., binary classification). NB assumes independence between features i.e. the presence of a particular feature in a class is unrelated to the presence of any other feature. NB is suitable for very large datasets and often outperforms the more complex classification methods. If \( y \) is the class variable and \( X \) represents the parameters/features, Naïve Bayes can be expressed as (2).

\[ P(y, X) \propto P(y) \prod_{i=1}^{K} P(x_i | y) \] (2)

If the classification problem is multivariate, the class variable \( y \) with maximum probability can be determined using the argmax function (3).

\[ P(y, X) = \arg\max_y \left[ P(y) \prod_{i=1}^{K} P(x_i | y) \right] \] (3)

3) **DECISION TREE (DT)**

DT is based on a tree representation in which each leaf node corresponds to a class label and attributes are represented on the internal nodes of the tree. DT serves as the basis for other tree-based algorithms (e.g., Random Forest), which provide popular non-parametric supervised learning algorithms for classification.

A decision tree with \( K \) leaves divides the feature space into \( K \) regions. The prediction function of a tree is then defined as (4).

\[ \hat{y} = \hat{f}(x) = \sum_{i=1}^{K} c_i I[x \in R_i] \] (4)

\( I[x \in R_i] \) is the identity function, which returns 1 if \( x \) is in the subset \( R_i \) and 0 otherwise. \( K \) is the number of leaves in the tree, \( R_i \) (1 ≤ \( i \) ≤ \( K \)) is a region in the feature space (corresponding to leaf \( i \)) and \( c_i \) is a constant (corresponding to region \( i \)) whose value is determined in the training phase of the algorithm.

For classification trees, two metrics are used to determine how to split a tree at a specific node. The Gini impurity measure (5) and the Entropy measure (6) are the criteria used for calculating Information Gain. DT algorithms use Information Gain to decide on which feature to split on at each step in the construction of the tree. The DT algorithm always tries to maximize Information Gain.

The Gini impurity measure is the probability of a random sample being classified incorrectly.

\[ Gini = 1 - \sum_{i=1}^{K} p_i^2 \] (5)

Entropy is an information theory metric that measures the impurity or uncertainty in a group of observations.

\[ E = -\sum_{i=1}^{K} p_i \log_2 p_i \] (6)

Conceptually, DTs are useful as they pose a series of questions. The answers at each stage lead to further questions in the series. These decisions and questions continue until a terminal node is reached after which further questions are not possible.

4) **RANDOM FOREST (RF)**

RF is based on DT and consists of a collection of tree-structured classifiers \( \{h(X, \Theta_i) i = 1, \ldots, K\} \), where \( \{\Theta_i\} \) are independently identically distributed random vectors. Each tree casts a unit vote for the most popular class in \( X \) [35].

A margin function is defined as (7).

\[ mg(X, Y) = av_i l(h_i(X) = Y) - \max_{j \neq Y} av_j l(h_j(X) = j) \] (7)

Where \( l(h_i(X) = Y) \) is the indicator function and \( av_i \) is the average number of votes at \( X, Y \) for the corresponding class. The margin function measures the extent to which the average number of votes at \( X, Y \), for a specific class \( i \), exceeds the average number of votes for any other class.

In RF, multiple trees are grown and each tree gives a classification, based on the votes for that class. RF chooses the classification having the most votes (over all the trees in the forest).

A particularly useful aspect of RF for classification is that of feature importance. Several measures of feature importance have been proposed for RFs and these are discussed in [36].

5) **ARTIFICIAL NEURAL NETWORK (ANN)**

ANN can be shallow neural networks or deep neural networks. ANNs are often seen as the most powerful and popular class of machine learning algorithms as they can be used in many different problem domains. ANNs are based on artificial neurons and the underlying philosophy is that they learn from their own errors. Each neuron effectively calculates a “weighted sum” of its input, adds a bias and decides whether or not to fire. This can be expressed as a function \( f \) applied to a linear classifier \( w^T x + b \) (8). The decision function \( f \) could be a non-linear threshold function, a non-linear distance function or a probability-like sigmoid function.

\[ y = f(w^T x + b) \] (8)

Where \( x \) is the input features vector, \( w \) is the weights vector, which provides the connections between neurons that
carry values. The higher the value, the larger the weight, and the greater the importance of a specific neuron on the input side of the weight. The bias value \( b \) shifts the activation function by adding a constant value, similar to a constant in any linear function.

A loss function is used to determine the difference between the actual values \( y \) and the predicted values \( \hat{y} \). Generally, mean squared error is used for regression problems and cross-entropy for classification problems. For multiclass problems, Categorical Cross Entropy (CCE) \((9)\) is commonly used, where \( K \) is the number of classes and \( N \) is the number of observations:

\[
CCE = -\frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{K} y_i^{(n)} \log(\hat{y}_i^{(n)}) + (1 - y_i^{(n)})\log(1 - \hat{y}_i^{(n)})
\]

### 6) SUPPORT VECTOR MACHINE (SVM)

SVM is often applied to a dataset containing a very large number (infinite) of features, although in practice feature engineering may be used to reduce the number of features [37]. SVM is a supervised machine learning algorithm that can be used both for classification and regression analysis, but is more widely used for classification.

The SVM algorithm plots each data item as a point in \( K \)-dimensional space (where \( K \) is the number of features). The value of each feature is the value of a particular coordinate point and classification is performed by finding the hyperplane that differentiates the two classes. As a classification algorithm, SVM is suitable for categorical data. The ‘support vectors’ are data points that are the closest to the decision surface (or hyperplane), thereby rendering these data points the most difficult to classify.

Generally, input and output for SVMs are the same as for neural networks, and the characteristic equation is that of a linear classifier \((w^T x + b)\). The important differences are the maximized margin and hyperplane. The hypothesis function \( h \) is expressed as \((10)\).

\[
h(x) = \begin{cases} +1 & \text{if } w \cdot x + b \geq 0 \\ -1 & \text{if } w \cdot x + b < 0 \end{cases}
\]

Through \( h(x) \) points on or above the hyperplane are class +1 and points below are class -1.

With an ANN perceptron, the hyperplane is effectively found by iteratively updating the weights and minimizing the cost function. In contrast, SVM works by finding the optimal hyperplane which best separates the data and this is generally found by minimizing the Lagrange function \((11)\). Where \( \alpha \) is the Lagrange multiplier.

\[
\min L = \frac{1}{2} \| w \|^2 - \sum_{i=1}^{K} \alpha_i \left[ y_i (w \cdot x_i + b) - 1 \right]
\]

### B. DATA ENCODING

Categorical variables must be converted into numerical values before they can be processed by machine learning algorithms. The performance of various machine learning algorithms and the subsequent results vary depending upon the encoding technique used.

Encoding techniques can be broadly classified into three main categories:

1. **Classic encoders** – which are simple and straightforward to use. Examples include Label, Ordinal and One-hot encoding.
2. **Bayesian encoders** – which make use of information from a dependent variable as well as the categorical variable itself. Bayesian encoders output just one column, which eliminates high-dimensionality issues present in other encoders. Examples include Target, Leave-one-out and James-Stein encoding.
3. **Contrast encoders** – which work by typically comparing the mean of the independent variable and the dependent variable over their levels. Examples include Helmer, Backward Difference and Polynomial encoding.

The most commonly used encoding techniques are introduced briefly below and elaborated further in section IV. A more detailed consideration of categorical encoding techniques is provided in [38].

**1) LABEL ENCODING**

Label encoding (also referred to as Integer encoding) is used for nominal variables, where the variable consists of a finite set of discrete classes with no relationship existing between the classes. Label encoding assigns each category a value from 1 to \( N \) (where \( N \) is the cardinality of the feature).

A major issue with this encoding is that the algorithm will impose an ordering even though no such order exists between the categories.

**2) ORDINAL ENCODING**

Ordinal encoding is used for ordinal variables, which consist of a finite set of discrete classes with a ranked ordering between the classes. The integer values have natural ordered relationships between each other and a machine learning algorithm will utilize these relationships.

**3) ONE-HOT ENCODING**

One-hot encoding is often used for nominal categorical variables for which no ordinal relationship exists and label (integer) encoding is insufficient.

For a random categorical variable \( X \) with \( n \) distinct values \( x_1, x_2, \ldots, x_n \). The one-hot encoding of a particular value \( x_i \) is a vector \( v \) in which every component is zero except for the \( i \)th \( v \) component, which has the value 1.

For example, if \( X \) takes values from the set \( S = \{a, b, c\} \) and \( x_1 = a \), \( x_2 = b \), \( x_3 = c \). A One-hot encoding for \( x \) is \((1,0,0)\), \((0,1,0)\), and \((0,0,1)\).

**4) DUMMY VARIABLE ENCODING**

Dummy variable encoding is essentially a compact form of one-hot encoding, which eliminates redundancy. For the example above, if \((1,0,0)\) is \( a \) and \((0,1,0)\) is \( b \) another
binary variable is not needed for c. Dummy variable encoding represents \( C \) categories with \( C-1 \) binary variables.

5) HELMERT ENCODING

Helmert encoding is a widely used contrast encoder. In Helmert encoding, the mean of the dependent variable for a level is compared to the mean of the dependent variable over all subsequent levels. In Reverse Helmert Coding, the comparison is performed over all previous levels.

6) TARGET ENCODING (OR MEAN ENCODING)

Target encoding is a Bayesian encoding technique in which the mean of the target variable is calculated for each category and the category variable is then replaced with the mean value. For the categorical target variables (labels), the posterior probability of the target is used to replace each category. Target encoding is often used for important features.

7) JAMES-STEIN ENCODING

James-Stein encoding is a Bayesian encoding technique, which uses the mean target value for the observed feature and the mean target value to obtain a weighted average. James-Stein encoding is best suited to features with normal distributions.

8) HASH ENCODING

Hash encoding is suited to categorical variables with high cardinality. The encoding relies on a hash function, which maps the value of a category to an integer. This effectively converts categorical variables to a higher dimensional space of integers and the distance between two vectors of categorical variables is approximately maintained.

As considered in section IV, the choice of encoding can be significant. Ordinal variables will generally take care of themselves by way of ordinal encoding. One-hot encoding is a popular choice for nominal variables, but care is needed to avoid an explosion in the number of variables. Furthermore, one-hot encoding should be avoided when tree-based algorithms are used. Section 3 provides a flowchart to guide the choice of the encoding technique.

IV. HEURISTICS FOR CATEGORICAL DATA ANALYSIS

This section describes the heuristics for preprocessing, choice of encoding and algorithm selection when dealing with multi-classification of categorical datasets.

A. PREPROCESSING

Preprocessing of the dataset is often overlooked as researchers believe that the machine learning algorithm will “work its magic” and “paper over” noise or inconsistencies within the dataset. However, the effects of noise and inconsistencies are amplified when dealing with categorical datasets. The following pre-processing steps are advised to avoid error amplification.

Preprocessing Steps:
A. Clean data to remove dirty data and make categorical values consistent - this may appear simplistic, but it is invaluable for improving the accuracy of the model and hence the results. Ideally, an effective data collection protocol would prevent any dirty data, but inevitably some degree of dirty data is usually present. The most common data cleaning operations are listed below. Several of these can be performed using in-built procedures in spreadsheets like Excel.
   i. Remove duplicates - duplicates will skew data and affect results.
   ii. Remove irrelevant data - this can slow performance and confuse the analysis. Data such as date of birth, URLs, HTML tags can often be removed.
   iii. Standardize capitalization – otherwise, new erroneous categories will be introduced.
   iv. Remove formatting – if data is gathered from different document formats.
   v. Fix errors – errors such as spelling mistakes can be corrected using a spell-checker to avoid erroneous categories and inaccurate results.
   vi. Fix missing values – either remove the observation with the missing value, or enter the missing data (if applicable).

B. If ‘Age’ is a feature choose an appropriate representation. ‘Age’ is technically continuous and ratio, but from a machine learning perspective, Age is generally treated as either nominal or ordinal depending on the situation. Typically age may be split into categories with bucket sizes of 10 years i.e. 0-9, 10-19, 20-29,…, 80-89, 90-99. However, in many instances the first and last categories may not represent many cases as young children or people approaching 100 may not feature in the data. Often the final category/bucket may be represented as ‘80+’.

C. Obtain frequency summaries to identify important and less important features. Frequency summaries are simply counts of the number of occurrences for each category of each variable. They are useful for identifying values that are of the greatest importance and also those of lesser importance.

D. Based on frequency counts, examine features to see if any can be consolidated to reduce cardinality - less frequent values can often be sacrificed and put into an ‘Other’ category without loss of accuracy.

B. CHOICE OF ENCODING

The main encoding techniques used for categorical data were introduced in section III. If the dataset has categorical features with high cardinality there may be certain problems due to overfitting and data leakage. If a one-hot encoder is used, the dataset can suddenly become very wide and sparse, which in turn can present computational challenges. If tree-based algorithms are to be used the trees may grow in one direction, which may lead to overfitting. These issues (and others need to be considered when choosing the encoding technique. Experience from this research revealed that the issues can either be addressed conceptually or technically.
From a conceptual point of view, the dataset can be examined to see if any values can be consolidated to reduce the cardinality, as described in IV. A Preprocessing above. The technical solution involves choosing the appropriate encoding technique, based on three criteria:

- The characteristics of the dataset.
- The algorithm to be used (e.g. tree-based vs linear).
- The accuracy required.

The flowchart of Fig. 1 provides a guide to choosing an encoding technique, based on the above criteria. Cardinality $< 20$ effectively sets a threshold value after which one-hot encoding becomes impractical. One-hot encoding uses a binary representation and if the number of categories for a variable is around 20 the size of the binary number representations proves to be excessive.

C. CHOICE OF ALGORITHM

Previous research has compared the application and performance of classification algorithms, KNN, NB, RF, ANN and SVM, as typified by [39, 40, 41]. Additionally, certain algorithms are more suited to certain applications. For example, for image classification, ANN will offer the best performance. For Natural Language Processing (NLP), SVM will be superior. RF is often used in business and financial classification problems, such as fraud detection, loan defaulting and customer loyalty. However, comparisons in the literature tend to favour benchmark numerical datasets, whereas the concern of this paper is largely categorical datasets.

Given the lack of categorical benchmark datasets, the systematic choice of a classification algorithm should be based on sound criteria. Experience from this research revealed that such criteria can be grouped under the requirements of the classification problem and the dataset itself, as below.

Requirements:
- Accuracy
- Performance/speed
- Training
- Scalability
- Parallelization
- Extrapolation/interpolation
- Amount of parameter tuning
- Parametric/non-parametric

Dataset:
- Num. of features
- Size
- Structure
- Multi-class labels
- Missing values

| Algorithm      | Easily Interpretable results? | Simple Algorithm? | Prediction accuracy? | Training speed? | Prediction speed? | Parameter Tuning? | Small Num. of observations? | Sparse signal from noise? | Parametric? | Other adv. | Other disadv. |
|----------------|-------------------------------|-------------------|----------------------|-----------------|-------------------|-------------------|----------------------------|--------------------------|-------------|-------------|----------------|
| KNN            | Yes                           | Yes               | Low                  | Fast            | Depends on sample size | Minimal          | No                         | No                       | No          | No training period. Easy to implement. | Not suited to high dimensionality. Unsuitable for noisy data. |
| Naive Bayes    | Moderate                      | Moderate          | Low                  | Fast            | Fast              | Moderate         | Yes                        | Yes                      | Yes         | Performs surprisingly well even for small datasets. | Independence may not hold. |
| Decision Tree  | Yes                           | Moderate          | Low                  | Fast            | Fast              | Moderate         | No                         | No                       | No          | Tolerates missing data. Intuitive and easy to explain. | Small changes in data lead to large tree structure changes. Can lead to |
Clearly, a great deal depends on the nature of the dataset, but the requirements of the analysis are also significant and may help in choosing a specific algorithm when several algorithms are tied, based on the dataset criteria. Table 1 encapsulates the criteria for the KNN, NB, DT, RF, ANN and SVM algorithms and summarizes additional advantages/disadvantages.

## D. HEURISTIC GUIDELINES

A generalized set of guidelines on how to proceed with categorical data are listed below. These guidelines encapsulate the previous guidance on preprocessing, encoding and algorithm selection.

**Heuristic guidelines:**

1. Determine what the research question/problem statement is.
2. Preprocess the dataset: Look at categories. Consolidate classes to reduce cardinality (IV.A Preprocessing Steps).
3. Select algorithm, based on the research question, problem parameters and accuracy (IV.C Table 1):
   3.1 Start simple with Naïve Bayes or KNN – does independence hold? – store the results for future comparison.
   
   3.1.1 If parametric requirement use NB, otherwise use KNN.
   
   3.2 If research question/problem statement is difficult to frame use Decision Tree and then Random Forest.
   
   3.3 If NB , KNN and RF results are poor AND problem is highly non-linear use SVM or ANN.
   
   3.3.1 If large training dataset is available use ANN.
   
   3.3.2 If high dimensionality use SVM.

4. Select feature encoding (IV.B Fig. 1 flowchart).
5. Train and test classifier.
6. Assess results and accuracy. Repeat
7. If accuracy AND/OR results are poor change feature encoding AND/OR algorithm (Fig. 1 flowchart/Table 1).
8. Examine features and eliminate outlier features.
9. Assess results and accuracy. Until sufficient results and accuracy.

The ‘research question/problem statement’ is a general term, which could refer to establishing correlation, classification, or causation, depending on the nature of the problem. Examples could be ‘Identification of spam’, ‘making product recommendations’, ‘customer segmentation’. For this research, it was ‘the classification of domestic fire injuries’.

## V. RESULTS AND DISCUSSION

A case study was used to evaluate the heuristics developed in section IV. The case study was based on a dataset of domestic fires and their resulting injuries, which present a huge challenge for emergency services (fire, medical and police). In large urban areas data is collected relating to such cases and analysis of the data will reveal patterns that can be used to prevent further cases and assist in emergency service response. Ten years of domestic fire data were examined in the case study, based on data collected for urban regions of the UK. As this dataset is categorical the heuristics developed in section IV were applied systematically to reveal useful findings to help forecast future cases and provide fire prevention strategies to the community.

## A. PREPROCESSING

The data was cleaned for consistency, which involved ensuring certain terms were separated by a hyphen (a number of entries consisted of terms separated by spaces). Frequency
counts were produced to show the spread of cases across the different features. Several less significant features were removed to reveal the dominant features in the dataset as:

- Gender
- Age
- Property type
- Circumstances
- The target label was ‘Injury’.

The counts were also used to reduce the number of categories for several features and the ‘Injury’ target variable. Injuries were consolidated from 27 to 9. The Property type feature was consolidated from 19 to 7. The Circumstances feature was consolidated from 38 to 10. Age was grouped into buckets of 4 years. The research question was framed as: How do the various features (Gender, Age, Dwelling type, Circumstances of Fire, etc.) classify the resulting injury?

B. ALGORITHM AND ENCODING

Following the heuristic guidelines, the analysis began with the Naïve Bayes algorithm, due to its simplicity. The bnlearn python library was used, but the training accuracy was low and the algorithm did not provide a good classifier. Based on the encoding flowchart (Fig. 1), the following encodings were used for Naïve Bayes:

- Gender: Nominal encoding
- Age: Contrast encoding
- Property type: One-hot encoding
- Circumstances: One-hot encoding
- Injury: One-hot encoding

Alternative encodings (first Binary and then Target) were substituted for one-hot encoding but there was little improvement in training accuracy, suggesting the problem lay within the algorithm itself. Naïve Bayes assumes independence of features, which was unrealistic in this case. However, the results generated from bnlearn did provide some useful insights to the effects of certain features. In particular, results are shown for the different injuries according to age in Fig. 2. The graphs show injuries for adult age groups and the red bar represents females and the blue males.

The main conclusions from the age/injury plots are:

1. Younger age groups (20-35) tend to suffer from ‘burns slight’ due to trying to tackle the fire.
2. There are less ‘burns slight’ for older age groups (40-59) who tend to suffer from the ‘smoke+fumes’ injuries, due to being slower to evacuate premises.
3. Older age groups also suffer from ‘breathing’ injuries, due to other age-related health issues.
4. Females tend to suffer from ‘smoke+fumes’ and also ‘shock-collapse’ and less in terms of fighting fire injuries.

The analysis then proceeded, according to the heuristics, and Random Forest was selected as the second algorithm.
This required changes to the feature encodings. The initial feature encodings were selected as below, although several alternate encodings were investigated to optimize training accuracy and minimize loss (as discussed in section V.C).

- Gender: Nominal encoding
- Age: Contrast encoding
- Property type: Target encoding
- Circumstances: Target encoding
- Injury: Target encoding

The scikit-learn library was used to implement the Random Forest classifier. The algorithm was implemented with n=100 trees up to n=1000 trees and was seen to converge around n=900. Decision trees from the forest were large and a typical excerpt from a single decision tree is shown in Fig. 3.

![Decision tree excerpt for random forest classifier for domestic fire injuries.](image)

The nodes in the tree represent the different injuries for different circumstances, such as a discovering fire injury (‘Circum_Discovering Fire injury’). Each node contains useful information. First is the Gini impurity value, second is the number of samples associated with the node and third is a vector (values) which represent the number of samples in each category.

The RF algorithm provides greater insight to the research question with the added bonus of the ‘feature importance’ breakdown (Fig. 4).

These feature importance scores are useful and can be used in a range of situations in a predictive modeling problem to help better understand the data and the classifier. The feature importance breakdown can also help in reducing the number of input features. The feature scores highlight the most important and least important features in relation to the target label (Injury in this case). They provide invaluable information that can be interpreted by a domain expert and can also serve as the basis for gathering more data or different data for future datasets.

Several useful conclusions can also be drawn from Fig. 4:

1. The majority of injuries stem from young/middle-aged males (25-55) fighting fires.
2. Injuries are dominant in 2-3 storey single occupancy premises.
3. Circumstances involving the discovery of a fire or entrapment due to smoke are also significant.

![Decision tree excerpt for random forest classifier for domestic fire injuries.](image)

This information proves useful for fire and other emergency services, tasked with dealing with domestic fire injuries and also fire prevention strategies. In particular, it allows fire prevention strategists to visit at-risk groups to ensure that smoke alarms are fitted and working and escape exits are available in the event of a fire.
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The results of the analysis highlight specific types of property and specific age groups for which domestic fires and certain types of fire injury are more common. The findings of the work will be used to concentrate resources at local levels, such as house-to-house visits for at-risk age groups and home checks for at-risk property types to ensure there are no fire hazards within the home (e.g., electrical wiring, open fires).

In particular, the analysis highlighted that low-rise properties are at a greater risk than high-rise properties. This reflects the fire safety assessment of different property types. High-rise buildings are required to provide a certificate of fire-safety assessment, which is not required for low-rise property types. An action resulting from the analysis would be to ensure that all new-build low-rise properties undergo some form of fire safety assessment.

C. PERFORMANCE

The performance of the RF classifier is summarized by the confusion matrix in Fig. 5. Correct prediction is 87% with the majority of false positives occurring for the ‘Other Injury’ category.

![Confusion matrix for random forest classifier of domestic fire injuries](image)

**FIGURE 5.** Confusion matrix for random forest classifier of domestic fire injuries.

The RF model was also used to highlight the effects of encoding on training accuracy, convergence and loss. The RF model converged at around 900 trees and Fig. 6 shows the training accuracy and loss for different encoding techniques.

![Random forest classifier training accuracy and loss for different feature encodings](image)

**FIGURE 6.** Random forest classifier training accuracy and loss for different feature encodings.

As highlighted in Fig. 6, one-hot encoding leads to significantly reduced accuracy for model training and far greater loss, as expected for decision tree algorithms. Target encoding, James-Stein encoding and Feature Hashing encoding give comparable results in terms of accuracy, with Target encoding giving slightly better results in terms of training accuracy and loss.

VI. CONCLUSIONS

This research has considered the application of machine learning techniques to datasets with a substantial categorical feature base. This area is often overlooked as machine learning was originally intended for numerical datasets. Inevitably, categorical data exists in the datasets of today, more so in some sectors of society than others (e.g., medicine and social media).

It is crucial that systematic techniques and heuristics are available to deal with categorical datasets in order to extract the wealth of information that they contain. In sectors such as medicine, categorical datasets may hide (or mask) crucial information. If appropriate techniques are not used, it may not be possible to see trends and make predictions or forecasts in relation to patient treatments or wellbeing.

The work has made several contributions to knowledge:

- First the analysis of different encoding techniques, resulting in a flowchart.
- Second, is the analysis of the different classification algorithms in terms of their suitability for categorical data classification.
- Third, the heuristic guidelines, combine the former to allow categorical data analysis to take place systematically.
- Fourth, a realistic case study to demonstrate the application of the methods discussed.

The case study highlighted how it may be necessary to develop more than one classifier to extract meaningful data and also how different classifiers may offer different perspectives. The case study also highlighted the importance of the choice of encoding technique. In particular, how different feature encodings can affect the training accuracy, especially if a decision tree algorithm is used. In terms of algorithms, Naïve Bayes can prove useful if independence amongst features holds, whereas RF provides a fast accurate...
model for moderately sized datasets and a useful feature importance facility.

The case study has also highlighted how the results can be fed back to inform the collection of future datasets. For example, ‘Injury’ and ‘Property type’ we recorded as nominal variables, but the enumeration of these variables, based on an ordinal scheme may reveal further findings and improvements in classification accuracy.

Finally, the findings from the case study will be of use in assisting emergency services and their associated support personnel when dealing with domestic fire incidents. Several significant results emerged in relation to age, gender, property type and the circumstances associated with domestic fire injuries. These results will help in terms of incident planning and fire prevention strategies.
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