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Motivated by emerging applications in ecology, microbiology, and neuroscience, this paper studies high-dimensional regression with two-way structured data. To estimate the high-dimensional coefficient vector, we propose the generalized matrix decomposition regression (GMDR) to efficiently leverage auxiliary information on row and column structures. GMDR extends the principal component regression (PCR) to two-way structured data, but unlike PCR, GMDR selects the components that are most predictive of the outcome, leading to more accurate prediction. For inference on regression coefficients of individual variables, we propose the generalized matrix decomposition inference (GMDI), a general high-dimensional inferential framework for a large family of estimators that include the proposed GMDR estimator. GMDI provides more flexibility for incorporating relevant auxiliary row and column structures. As a result, GMDI does not require the true regression coefficients to be sparse, but constrains the coordinate system representing the regression coefficients according to the column structure. GMDI also allows dependent and heteroscedastic observations. We study the theoretical properties of GMDI in terms of both the type-I error rate and power and demonstrate the effectiveness of GMDR and GMDI in simulation studies and an application to human microbiome data.

1. Introduction. We consider the problem of regressing a scalar outcome from \( n \) observations on a vector of \( p \) predictors, formally, \( \mathbb{E}(y) = x^\top \beta \), in settings where it may be implausible to assume that the \( p \) variables or the \( n \) samples are independent. To address this problem, we account for the sample- and variable-wise dependencies to provide a framework for estimation of the coefficient vector, \( \beta \), and inference on the individual coefficients, \( \beta_j \) (\( j = 1, \ldots, p \)). The proposed framework is motivated by the increasing occurrence of high-dimensional two-way structured data—that is, data with structures among the variables (columns) and samples (rows)—in ecology, microbiology, and neuroscience. Informative two-way structures can often be obtained from various auxiliary sources \textit{a priori} (Allen, Grosenick and Taylor, 2014; Li, Cai and Li, 2021). In many applications, the goal is to examine associations between such structured data and an outcome of interest. One application that motivated the current work comes from human microbiome data which record the

*Supported by National Institutes of Health R01GM133848.
†Supported by National Institutes of Health R01GM129512, R01HL1554178, and P50CA228944.
‡Supported by National Institutes of Health R01GM145772.

Keywords and phrases: dimensionality reduction, high-dimensional inference, microbiome data, prediction, two-way structured data.
composition and function of bacterial taxa. These data are used to investigate the role of human microbiome in health and diseases. An interesting property of these data is that taxa are related to one another, both evolutionarily and functionally. Evolutionary relationships among taxa are typically characterized by a phylogenetic tree, or dendrogram, whose nodes represent taxonomic assignments based on genomic similarities (Washburne et al., 2018). Their functional relationships may be characterized by genomic content known to contribute to a biological process (Sharifi and Ye, 2017).

To motivate our regression framework, we consider data from a study investigating age-associated microbial signatures across geographic regions (Yatsunenko et al., 2012). In this example, stool samples from \( n = 100 \) individuals from the Amazonas of Venezuela, rural Malawi, and US metropolitan areas were processed to identify \( p = 149 \) genus-level bacterial abundances. Figure 1A shows a principal-component (PC) plot of the configuration of samples based on the first two PCs of the \( n \times p \) microbiome data matrix; samples are colored by the logarithm of each individual’s age, which range from a few months to over 50 years. This plot suggests a strong association between age and microbial composition. This is further supported by Fig. 1B, a volcano plot of the log 10-transformed \( p \)-values versus the estimated coefficients obtained from a univariate regression of each genus on age. Red dots represent bacteria that have statistically significant marginal associations with age after controlling the false discovery rate (FDR) at 0.1 using the Benjamini–Yekutieli procedure (Benjamini and Yekutieli, 2001); purple dots represent bacteria with \( p \)-values less than 0.05 that are no longer statistically significant after controlling the FDR; cyan dots represent bacteria for which \( p \)-values are greater than 0.05. Figure 1B shows that the majority of bacteria (105 out of 149) are marginally associated with age after controlling the FDR at 0.1. This type of analysis, however, does not account for the relationships between either the taxa or the individuals from which the samples were taken. As noted above, bacteria tend to be correlated via their phylogeny, and individuals also tend to be correlated in their microbial composition due to shared households, diets, and/or cultures (Zeevi et al., 2019; Hullar et al., 2021).

These structures are commonly acknowledged in the analysis of microbiome data. For example, phylogeny-aware distances between samples (e.g., UniFrac, Lozupone and Knight, 2005) are used in the principal coordinate analysis (PCoA) and in kernel-based association tests (Zhao et al., 2015). In an extension of PCoA, Wang et al. (2019) used the generalized matrix decomposition (GMD, Allen, Grosenick and Taylor, 2014) to produce dimension-reduced plots like PCoA while leveraging similarities among the taxa and among the samples. This approach is illustrated in Fig. 1C, which shows a GMD-biplot of sample configurations (dots) and corresponding variable loadings (arrows) in these coordinates. Here, the coordinate system is derived by extending the singular value decomposition in a manner that accounts for both row and column structures. More specifically, the structure among taxa is characterized by a \( p \times p \) similarity kernel derived from the patristic distance between each pair of tips of a phylogenetic tree. The structure among samples is derived from extrinsic data based on bacterial genes: the functional protein content produced by the bacteria in each sample is estimated by classifying genes according to Enzyme Commission (EC) numbers (Cuesta et al., 2015); see Section 5 for more details. Then, an \( n \times n \) matrix of pairwise sample similarities based on EC numbers provides a biologically-informed auxiliary representation of sample-based structures. The two axes in Fig. 1C are the first two columns of the right GMD vectors. Each sample is represented by the coordinates of the projection of its microbial abundance vector onto the two axes and is colored by the logarithm of the subject’s age. An arrow is then plotted for each taxon, its coordinates coming from the first two columns of the right GMD vectors. Compared to Fig. 1A, the GMD-biplot provides an alternative two-dimensional configuration of samples; it shows a strong age-dependent variation and many tightly clustered arrows (genera) contributing to this configuration. Consistent with Fig. 1B, this biplot suggests that there
are many correlated age-associated taxa. This analysis, however, is unsupervised and any inference made about the associations is circumstantial. It is desirable, therefore, to develop a supervised analytical framework of high-dimensional regression that leverages auxiliary row and column structures, and, importantly, provides valid inference for the associations between the taxa and a response variable.

1.1. Our Contributions. This paper introduces the GMD regression (GMDR), a dimension reduction-based estimation procedure that efficiently leverages pre-specified two-way structures. GMDR is built upon the generalized matrix decomposition (GMD, Allen, Grosenick and Taylor, 2014; Escoufier, 2006), which extends the singular value decomposition (SVD) to incorporate auxiliary two-way structures and will be reviewed in Section 2. Thus, GMDR can be viewed as an extension of principal component regression (PCR) for analyzing two-way structured data. However, unlike PCR which uses top principal components as the predictors, our GMDR selects the GMD components that are most predictive of the outcome. This novel selection procedure ensures a more accurate prediction using GMDR.

We further define a broad class of estimators for high-dimensional regression on two-way structured data by leveraging the connection between dimension reduction-based regression (e.g., PCR) and penalized regression (e.g., ridge regression), which is discussed in detail in Section 2. This connection also allows us to develop the GMD inference (GMDI) framework, a high-dimensional inference (HDI) procedure that can assess the statistical significance of individual variables based on any arbitrary estimator in this class. As such, GMDI can be applied to not only the proposed GMDR but also many existing estimation procedures that lack inferential procedures for individual variables, such as PCR, generalized ridge regression (Golub and Van Loan, 2013), and the kernel penalized regression (KPR, Randolph et al., 2018). GMDI has three distinct features. First, unlike most existing HDI tools that assume i.i.d samples, which may not hold for two-way structured data, GMDI allows for dependent and heteroscedastic samples by efficiently leveraging auxiliary row structures. Ignoring sample correlations may lead to incorrect inference even in low-dimensional settings. Second, existing HDI tools, including Bühlmann (2013); Zhang and Zhang (2014); Javanmard and Montanari (2014a,b);
van de Geer et al. (2014); Belloni, Chernozhukov and Kato (2015); Zhao and Shojaie (2016); Mitra and Zhang (2016); Ning and Liu (2017); Zhu and Bradic (2018), all require at least one of the following assumptions: (i) the regression coefficient vector is sparse, (ii) the design matrix satisfies a restricted eigenvalue-type condition if a fixed design is considered, and (iii) the precision matrix of the variables in the design matrix has row sparsity if a random design is considered. However, these conditions may fail when strong correlations exist among variables, which is common for two-way structured data. Third, GMDI provides flexibility for users to specify relevant auxiliary row and column structures. In particular, we provide methods to avoid uninformative structures and to incorporate partially informative structures, leading to well-controlled type-I error rates and guaranteed power.

Regarding the second property, it may be that a majority of variables are marginally associated with the outcome, as appears to be the case in Fig. 1B. This has two possible explanations: (i) a large number of the variables are also conditionally associated with the outcome; (ii) these variables are highly correlated, but only a few of these are conditionally associated with the outcome. In the first situation, the vector of regression coefficients is not sparse; in the second situation, any restricted eigenvalue-type condition may fail (see van de Geer et al., 2009), and likely, the precision matrix of the variables is not sparse. As an alternative to these assumptions, GMDI assumes the pre-specified column structure informs the structure of the regression coefficients, which reduces to sparsity when no column structure is pre-specified.

GMDI follows the general idea of bias correction for ridge-type estimators (Bühlmann, 2013) but uses a novel initial estimator that efficiently leverages the pre-specified two-way structures. We derive the asymptotic distribution of the bias-corrected estimator. Based on this, we construct asymptotically valid two-sided $p$-values and provide sufficient conditions under which GMDI offers guaranteed power. We introduce a procedure that selects against uninformative structures. Multiple simulation studies, including one based on real data, are presented in Section 4 to examine the finite-sample performance of GMDI. In Section 5, we demonstrate the effectiveness of GMDR and GMDI on an application to microbiome data. Section 6 summarizes our findings and outlines potential extensions. Technical proofs are provided in the supplement (Wang et al., 2023).

1.2. Organization and Notation. The rest of the paper is organized as follows. In Section 2, we first introduce the GMDR estimation/prediction framework, accompanied by the novel procedure for the selection of GMD components. We then link the GMDR estimator to a broad class of estimators. In Section 3, we present the GMDI procedure for any arbitrary estimator in this class, explain the rationale behind the key assumptions for GMDI, and provide ways to assess the informativeness of the pre-specified structures and incorporate partially informative structures. Multiple simulation studies, including one based on real data, are presented in Section 4 to examine the finite-sample performance of GMDI. In Section 5, we demonstrate the effectiveness of GMDR and GMDI on an application to microbiome data. Section 6 summarizes our findings and outlines potential extensions. Technical proofs are provided in the supplement (Wang et al., 2023).

Throughout the paper, we use normal typeface to denote scalars, bold lowercase typeface to denote vectors, and bold uppercase typeface to denote matrices. For any vector $\mathbf{v} \in \mathbb{R}^p$, we use $v_j$ to denote the $j$-th element of $\mathbf{v}$ for $j = 1, \ldots, p$. For any matrix $\mathbf{M} \in \mathbb{R}^{n \times p}$, $m_{ij}$ and $m_{ij}$ denote, respectively, the $j$-th column and $(i, j)$ entry of $\mathbf{M}$ for $i = 1, \ldots, n$ and $j = 1, \ldots, p$. For any index set $\mathcal{I} \subset \{1, \ldots, p\}$, $v_{\mathcal{I}}$ and $M_{\mathcal{I}}$ denote, respectively, the subvector of $\mathbf{v}$ whose elements are indexed by $\mathcal{I}$ and the submatrix of $\mathbf{M}$ whose columns are indexed by $\mathcal{I}$. The indicator function $1(\mathcal{A})$ denotes the occurrence of the event $\mathcal{A}$; i.e., $1(\mathcal{A}) = 1$ if $\mathcal{A}$ is true, and $1(\mathcal{A}) = 0$, otherwise. We denote $\|v\|_0 = \sum_{j=1}^p 1(v_j \neq 0)$, $\|v\|_q = \left(\sum_{j=1}^p |v_j|^q\right)^{1/q}$ for
any $0 < q < \infty$, $\|v\|_\infty = \max_j |v_j|$, $\|v\|_K^q = v^T K v$ for any positive semi-definite matrix $K$, $\|M\|_q = \sup_{\|v\|_q = 1} \|Mv\|_q$ for any $q > 0$ and $\|M\|_F^2 = \sum_{i=1}^n \sum_{j=1}^p m_{ij}^2$. Finally, for any square matrix $S$, we denote the trace of $S$ as $\text{tr}(S)$.

2. The GMDR regression. Consider the following linear model

$$y = X \beta^* + \epsilon,$$

where $X \in \mathbb{R}^{n \times p}$ denotes the structured design matrix, $y \in \mathbb{R}^n$ is the response variable, and $\beta^* \in \mathbb{R}^p$ is the underlying true regression coefficient. We allow $p$ to be greater than $n$. In addition, we assume that $\epsilon$ is a vector of random noises with $\mathbb{E}[\epsilon \mid X] = 0_n$ and $\text{Cov}(\epsilon \mid X) = \Psi$, where $0_n$ is an $n \times 1$ vector of zeros and $\Psi$ is an $n \times n$ positive definite matrix. By considering the non-identity matrix $\Psi$, we do not assume that entries of $\epsilon$ are i.i.d., allowing for samples to be correlated and heteroscedastic. Let $H \in \mathbb{R}^{n \times n}$ and $Q \in \mathbb{R}^{p \times p}$ denote two auxiliary positive definite matrices, capturing similarities among rows and columns of $X$, respectively. More specifically, we assume that entries of $H$ (Q) inform the conditional similarity between samples (variables); that is, the similarity between samples (variables) after the effects of other samples (variables) are removed. This implies that, for instance, $H$ provides information about $\Psi$, and their connection will be made explicit in Assumption (A1).

We assume that $X$, $H$ and $Q$ are deterministic quantities and refer to the triple $(X, H, Q)$ as two-way structured data hereafter. Throughout the article, we assume that $X$ and $y$ are appropriately centered such that $1_n^T H y = 0$ and $1_n^T H X = 0_p$, where $1_n$ is an $n \times 1$ vector of all ones. We will study the estimation and inference of the high-dimensional parameters $\beta^*$, while leveraging the information from $H$ and $Q$.

Our idea is built upon the generalized matrix decomposition (GMD), which we will review next. The GMD of $X$ with respect to $H$ and $Q$ is $X = U S V^T$, where the components are obtained by solving the optimization problem

$$\text{argmin}_{U, S, V} \|X - U S V^T\|_{H, Q},$$

subject to $U^T H U = I_K$, $V^T Q V = I_K$ and $S = \text{diag}(\sigma_1, \ldots, \sigma_K)$. Here, $K \leq \min(n, p)$ is the rank of $X^T H X Q$ and $\|M\|_{H, Q}^2 = \text{tr}(M^T H M Q)$ for any matrix $M \in \mathbb{R}^{n \times p}$. Note that unlike SVD, the GMD vectors $U$ and $V$ are not orthogonal in the Euclidean norm unless $H = I_p$ and $Q = I_p$. GMD directly extends SVD by replacing the Frobenius norm with the $(H, Q)$-norm $\|\cdot\|_{H, Q}$. As such, GMD preserves appealing properties of SVD such as ordering the component vectors according to a nonincreasing set of GMD values, $\sigma_1, \ldots, \sigma_K$, indicating that the decomposition of the total variance of $X$ into dimension is non-increasing. An efficient algorithm was proposed by Allen, Grosenick and Taylor (2014) to iteratively solve for each column of $U$, $S$ and $V$ in (2). Analogous to the SVD of $X$, which is closely related to the eigen-decomposition of $X^T X$, the GMD of $X$ with respect to $H$ and $Q$ is related to the eigen-decomposition of $X^T H X Q$. In fact, Escoufier (1987) and Allen, Grosenick and Taylor (2014) show that the squared GMD values $\sigma_1^2, \ldots, \sigma_K^2$ are non-zero eigenvalues of $X^T H X Q$, and columns of $V$ are the corresponding eigenvectors. Note that $X^T H X Q$ may not be symmetric, again implying that columns of $V$ may not be orthogonal in the Euclidean norm. Given $V$ and $S$, the $n \times K$ matrix $U$ can be uniquely defined by $US = XQV$.

Similar to PCR, the GMDR estimate of $\beta^*$ in (1) is obtained by regressing $y$ on a reduced subset of GMD components. More specifically, let $v_j = u_j \sigma_j$ be the $j$-th GMD component for $j = 1, \ldots, K$ and set $Y = [\nu_1 \cdots \nu_K] \in \mathbb{R}^{n \times K}$. For any fixed index set $I \subset \{1, \ldots, K\}$, the GMDR estimator of $\beta^*$, $\hat{\beta}_{\text{GMDR}}(I)$, can be obtained in two steps:

(i) Regress $y$ on $Y_I$ and obtain $\hat{\gamma}(I) = \text{argmin}_{\gamma} \|y - Y_I \gamma\|_H^2$. 

(ii) Calculate \( \hat{\beta}_{GMDR}(I) = (QV_I) \hat{\gamma}(I) \).

Letting \( w_j = 1 (j \in I) \) for \( j = 1, \ldots, K \) and \( W_I = \text{diag}(w_1, \ldots, w_K) \), \( \hat{\beta}_{GMDR}(I) \) can be explicitly expressed as

\[
\hat{\beta}_{GMDR}(I) = QVW_I S^{-1} U^T H y,
\]

where \( U, S, V \) are the GMD components of \( X \) with respect to \( H \) and \( Q \).

**Remark.** Similar to SVD, GMD is not invariant to a scale transformation of the variables unless the same scale transformation is applied to all variables. Thus, our GMDR estimator \( \hat{\beta}_{GMDR}(I) \) is not invariant to a scale transformation of the predictors. Therefore, we recommend standardizing each predictor before implementing GMDR, especially in high-throughput sequencing studies where different variables may have different scales. However, \( \hat{\beta}_{GMDR}(I) \) is invariant to a scale transformation of \( H \) and \( Q \).

The prediction performance of \( \hat{\beta}_{GMDR}(I) \) depends on the choice of the index set \( I \), which can be seen as a tuning parameter. Note that, if \( Q = I_p \) and \( H = I_n \), then GMDR reduces to PCR. Thus, analogous to PCR, a natural way to select \( I \) is to consider GMD components that correspond to large GMD values, referred to as top GMD components hereafter. However, since PCs are constructed without using the outcome, top PCs are not necessarily more predictive of the outcome than tail PCs (Cook, 2007). Thus, we propose an alternative approach to find the most predictive \( I \) among all subsets of \( \{1, \ldots, K\} \). Note that an exhaustive search over all \( 2^K \) subsets of \( \{1, \ldots, K\} \) is computationally infeasible even for moderate \( K \). To address this problem, we propose a procedure that weighs the importance of each GMD component by its contribution to the prediction of the outcome. Our idea is to decompose the total \( R^2 \) of the model into \( K \) terms, each corresponding to a GMD component. Specifically, we first regress \( y \) on all GMD components \( Y \) with respect to the \( H \)-norm, and obtain

\[
\hat{\gamma} = \text{argmin}_\gamma ||y - Y\gamma||^2_H.
\]

It can then be seen that the total \( R^2 \) for the model is given by \( R^2 = ||Y\hat{\gamma}||^2_H/||y||^2_H \). Letting \( \hat{\gamma} = (\hat{\gamma}_1, \ldots, \hat{\gamma}_K)^T \), we can write \( R^2 = \sum_{j=1}^{K} r_j^2 \), with each \( r_j \) represented explicitly in terms of \( \nu_j, \sigma_j^2 \), and \( \hat{\gamma}_j \) as

\[
r_j^2 = \frac{||\nu_j\hat{\gamma}_j||^2_H}{||y||^2_H} = \frac{\sigma_j^2 \hat{\gamma}_j^2}{||y||^2_H}, \text{ for } j = 1, \ldots, K.
\]

Here, we use the fact that \( \nu_j^T H \nu_j = 0 \) for any \( i \neq j \). Since \( \nu_1^2, \ldots, \nu_K^2 \) share the same denominator, we define the variable importance (VI) score of the \( j \)-th GMD component as \( VI_j = \sigma_j^2 \hat{\gamma}_j^2 \) for \( j = 1, \ldots, K \), with a higher score being more predictive of the outcome.

Based on \( VI_1, \ldots, VI_K \), we select the most predictive \( I \) in three steps:

(i) Sort \( \{VI_j : j = 1, \ldots, K\} \) in nonincreasing order: \( VI_{j_1} \geq VI_{j_2} \geq \cdots \geq VI_{j_k} \).

(ii) For each \( k = 1, \ldots, K \), consider \( I_k = \{j_1, \ldots, j_k\} \) and calculate the generalized cross-validation (GCV) statistic:

\[
\text{GCV}(k) = \frac{||(I_n - G(k)) y||^2_H}{(\text{tr} (I_n - G(k)))^2} = \frac{||(I_n - G(k)) y||^2_H}{(n-k)^2},
\]

where \( G(k) = Y_{I_k} \left( \sum_{k} Y_{I_k}^T H Y_{I_k} \right)^{-1} Y_{I_k}^T H \).

(iii) Find \( k_{\text{opt}} = \text{argmin}_k \text{GCV}(k) \), and obtain \( I_{k_{\text{opt}}} = \{j_1, \ldots, j_{k_{\text{opt}}}\} \).
Having selected the most predictive GMD components, we now return to the estimation of regression coefficients. It can be seen from (3) that our GMDR estimator $\hat{\beta}_{\text{GMDR}}(I)$ belongs to the following class of estimators:

$$B_{\text{GMD}} = \{ \beta^w \in \mathbb{R}^p : \beta^w = QVWS^{-1}U^THy \}$$

for some weight matrix $W = \text{diag}(w_1, \ldots, w_K)$, where $w_j \geq 0$ for $j = 1, \ldots, K$. In addition to letting $W$ depend on the tuning index set $I$, as done for GMDR, one can instead let $W$ depend on a tuning parameter $\eta$. For example, letting $w_j = w_j(\eta) = (\sigma_j^2 + \eta)^{-2}\sigma_j^2$ and $W_\eta = \text{diag}(w_1(\eta), \ldots, w_K(\eta))$, one can obtain another estimator in $B_{\text{GMD}}$ as $\beta^w(\eta) = QVW_\eta S^{-1}U^THy$. It can be shown that (see Section 1 of the supplement (Wang et al., 2023))

$$\beta^w(\eta) = \arg\min_\beta \left\{ \|y - X\beta\|_2^2 + \eta \|\beta\|_Q^2 \right\} := \hat{\beta}_{\text{KPR}}(\eta),$$

where $\hat{\beta}_{\text{KPR}}(\eta)$ is the estimator obtained from the kernel penalized regression (KPR, Randolph et al., 2018). Although the motivations behind KPR and GMDR are quite different, (7) implies that they share many features. First, both $\hat{\beta}_{\text{GMDR}}(I)$ and $\hat{\beta}_{\text{KPR}}(\eta)$ are in the column space of $Q$, indicating that both estimators incorporate information from $Q$ in similar ways. Second, both estimators exert shrinkage effects on the GMD components through the weight matrix $W$. The difference is that $\hat{\beta}_{\text{GMDR}}(I)$ exerts discrete shrinkage by truncation, nullifying the contribution of the GMD components that are not selected, while $\hat{\beta}_{\text{KPR}}(\eta)$ exerts a smooth shrinkage effect through the tuning parameter $\eta$ inherently involved in its construction. This connection between GMDR and KPR is similar to that between PCR and the ridge regression (see Section 3.4 in Friedman et al. (2001) for more details).

### 3. The GMD Inference

In this section, we propose a high-dimensional inferential framework for testing $H_0 : \beta^*_l = 0$ for $l = 1, \ldots, p$, called the GMD inference (GMDI). The proposed framework is based on any arbitrary estimator in the class $B_{\text{GMD}}$, given in (6). The GMDI procedure and its theoretical properties are presented in Section 3.1. In Section 3.2, we provide additional discussions on key assumptions made for GMDI. Section 3.3 introduces methods to assess the informativeness of the pre-specified $H$ and $Q$ to avoid violations of the assumptions that may impact type-I error and power. Section 3.4 proposes a robust GMDI procedure to incorporate partially informative structures for controlling type-I error rates and guaranteeing power.

Recall from (1) that $y = X\beta^* + \epsilon$, where $E[\epsilon | X] = 0_n$ and Cov$(\epsilon | X) = \Psi$. Letting $\Psi = L_\psi^TL_\psi$ and $\epsilon = L_\psi^T\tilde{\epsilon}$ with $\tilde{\epsilon} = (\tilde{\epsilon}_1, \ldots, \tilde{\epsilon}_n)^T$, we assume that $\tilde{\epsilon}_1, \ldots, \tilde{\epsilon}_n$ are i.i.d. sub-Gaussian random variables with mean 0 and variance 1; that is, there exists a constant $C > 0$ such that

$$E[\exp(t\tilde{\epsilon}_i)] \leq \exp \left( \frac{Ct^2}{2} \right) \quad \text{for all } t \in \mathbb{R} \text{ and } i = 1, \ldots, n.$$  

This sub-Gaussianity assumption is only considered for ease of presentation; our results can be easily extended to other distributions with certain tail bounds, such as sub-exponential distributions (Chapter 2, Wainwright, 2019).

#### 3.1. The GMDI Procedure

Let $\beta^w = (\beta^w_1, \ldots, \beta^w_p)^T$ be an arbitrary estimator from $B_{\text{GMD}}$ in (6) with a fixed weight matrix $W$. We first note that $\beta^w_j$ can be a biased estimator of $\beta^*_j$. Letting $B_j$ denote the bias of $\beta^w_j$, one can see that

$$B_j = (QVWV^T\beta^*)_j - \beta^*_j = \sum_{m \neq j} \xi^w_{jm}\beta^*_m + (\xi^w_{jj} - 1)\beta^*_j,$$
where \( \xi_{jm}^w = (QVWV^T)_{(j,m)} \), for \( j, m = 1, \ldots, p \). Under \( H_{0,j} \), it holds that for any \( h_j \in \mathbb{R} \), \( B_j = B_j^*(h_j) = \sum_{m \neq j} \xi_{jm}^w \beta_m^* + h_j(\xi_{jj}^w - 1)\beta_j^* \). To construct a statistic for testing \( H_{0,j} \) based on \( \beta_j^* \), we correct the bias \( B_j^*(h_j) \) using a consistent initial estimator of \( \beta^* \). Denoting by \( \beta_{\text{init}} = (\beta_{1,\text{init}}, \ldots, \beta_{p,\text{init}})^T \) such an initial estimator (to be discussed in detail later in this section), we can estimate \( B_j^*(h_j) \) by

\[
\hat{B}_j(h_j) = \sum_{m \neq j} \xi_{jm}^w \beta_{\text{init},m} + h_j(\xi_{jj}^w - 1)\beta_{\text{init},j}.
\]

Then, our bias-corrected estimator of \( \beta_j^* \) is given by

\[
\hat{\beta}_j^w(h_j) = \beta_j^w - \hat{B}_j(h_j), \quad j = 1, \ldots, p.
\]

Our bias-correction procedure is motivated by the ridge test proposed in Bühlmann (2013) and the grace test proposed in Zhao and Shojaie (2016). Note that this is different from the widely used de-biased Lasso (Zhang and Zhang, 2014; van de Geer et al., 2014), where the key step is to construct a projection direction that satisfies some “orthogonality property”. However, in the high-dimensional setting, such a projection direction may not exist for highly correlated variables, which is common for two-way structured data. Our bias-correction procedure overcomes this issue since it only requires a consistent initial estimator of \( \beta^* \). This comes with the cost of not having an optimal test, which we discuss in detail in the remark below Theorem 3.4.

**Remark.** The two most intuitive choices of \( h_j \) are 0 and 1, which are, respectively, considered in Bühlmann (2013) and Zhao and Shojaie (2016). By considering \( h_j = 0 \), one only corrects the bias under the null hypothesis, while \( h_j = 1 \) corrects the general bias regardless of \( \beta_j^* \). While other choices of \( h_j \) are mathematically valid, they are practically less meaningful. Thus, we shall limit the following discussion to consider \( h_j = 0 \) or 1.

Recall that for model (1), \( \text{Cov}(\epsilon | X) = \Psi = L^\top \psi L \psi \), \( \epsilon = L \psi \bar{\epsilon} \), and \( \bar{\epsilon} = (\bar{\epsilon}_1, \ldots, \bar{\epsilon}_n)^T \), where \( \bar{\epsilon}_1, \ldots, \bar{\epsilon}_n \) are i.i.d. sub-Gaussian random variables with mean 0 and variance 1. The following result characterizes the asymptotic distribution of \( \hat{\beta}_{j}^w(h_j) \) as \( n \to \infty \).

**Proposition 3.1.** For \( j = 1, \ldots, p \), consider the bias-corrected estimator \( \hat{\beta}_{j}^w(h_j) \) with any fixed weight matrix \( W \), given in (10). Letting \( A = QVWS^{-1}U^\top H \psi \), \( \{a_{ji}\}_{j=1,\ldots,p \text{ and } i=1,\ldots,n} \) if

\[
\lim_{n \to \infty} \frac{\max_{i=1,\ldots,n} |a_{ji}|}{\sqrt{\sum_{i=1}^n a_{ji}^2}} = 0,
\]

then for \( h_j \in \{0,1\} \),

\[
\hat{\beta}_{j}^w(h_j) = ((1 - h_j)\xi_{jj}^w + h_j) \beta_j^* + \sum_{m \neq j} \xi_{jm}^w (\beta_m^* - \beta_{\text{init},m}) + h_j(\xi_{jj}^w - 1)(\beta_j^* - \beta_{\text{init},j}) + z_{j}^w.
\]

Here, \( z_{j}^w = \sum_{i=1}^n a_{ji}\bar{\epsilon}_i \) and \( (\Omega_{jj}^w)^{-1/2} z_{j}^w \overset{d}{\to} N(0,1) \) as \( n \to \infty \), where \( \Omega_{jj}^w = (AA^\top)_{(j,j)} \).

With a consistent initial estimator \( \beta_{\text{init}} \) that will be discussed later, Proposition 3.1 suggests using \( \left| \hat{\beta}_{j}^w(h_j) \right| \) as an asymptotically valid test statistic for testing \( H_{0,j} \). However, its asymptotic variance \( \Omega_{jj}^w \) involves the unknown quantity \( L \psi \), which is not estimable in high-dimensional settings. The GMDI overcomes this difficulty by leveraging the relationship between the auxiliary information \( H \) and \( L \psi \). More specifically, we assume
(A1) As $n \to \infty$, there exists $\sigma^2 > 0$ such that $\| L_{\Psi} H L_{\Psi}^T - \sigma^2 I_n \|_2 = o(1)$.

An alternative assumption is that $\Psi = H^{-1}$, which, however, is stringent in practice because it requires $H$ to fully capture the unknown covariance $\Psi$. Our Assumption (A1) is thus more flexible because it only requires $H^{-1}$ to be close to $\Psi$ in terms of the spectral norm up to a scale transformation. Here, we assume $H$ directly informs $\Psi^{-1}$, not $\Psi$; that is, $H$ informs the conditional similarities between samples. It is well-known that such conditional similarities can be characterized by partial correlations, which are closely related to the inverse covariance matrix. In the following discussions, we will first develop the GMDI procedure by assuming $\sigma^2$ is known and then discuss procedures for estimating $\sigma^2$.

The next proposition states that if Assumption (A1) holds, then $z^w_j$ (see Proposition 3.1) converges in distribution to $N(0, R^w_{jj})$ as $n \to \infty$, where $R^w_{jj} = \sigma^2 \{ QVW^2S^{-2}V^TQ \}_{(j,j)}$.

**Proposition 3.2.** Consider the $z^w_j$ defined in Proposition 3.1. Suppose that Assumption (A1) and condition (11) hold. Then, we have $(R^w_{jj})^{-1/2} z^w_j \overset{d}{\to} N(0, 1)$ as $n \to \infty$.

The proofs of Propositions 3.1 and 3.2 are given in Section 2 of the supplement (Wang et al., 2023). Next, we elaborate on how to obtain a consistent estimator $\hat{\beta}$.

Existing HDI tools that also perform bias correction use the lasso estimator (Tibshirani, 1996) as the initial estimator (Bühlmann, 2013; Zhao and Shojaie, 2016). Consistency of the lasso estimator requires that (i) the true regression coefficient vector is sparse, and (ii) the design matrix satisfies a restricted eigenvalue-type condition (van de Geer et al., 2009). However, for two-way structured regression, due to potential strong correlations among variables, the true coefficients may not be sparse, and any restricted eigenvalue-type condition may fail; see van de Geer et al. (2009) for more discussions.

As an alternative to those assumptions, we assume that $\beta^*$ is informed by the eigenvectors of $Q$. Roughly speaking, we assume that the majority of the signals in $\beta^*$ can be captured by a few eigenvectors of $Q$. More specifically, denoting by $Q = \Delta \Delta^T$ the eigen-decomposition of $Q$ and $\hat{\beta}^* = \Delta^T \hat{\beta}^*$, we assume

(A2) For some $S_0 \subset \{1, \ldots, p\}$ with $s_0 = |S_0|$, $\| \hat{\beta}^*_{S_0^c} \|_1 \leq \eta_1$, where $S_0^c$ is the complement of $S_0$, $\eta_1 = O \left( \sqrt{n^{-1} s_0 \log p} \right)$ and $s_0 = o \left( \left( n / \log p \right)^r \right)$ for some $r \in (0, 1/2)$ as $n \to \infty$.

Under Assumption (A2), $\| \beta^* \|_{Q^{-1}}$, the penalty term of KPR in (7) is likely to be small. Thus, Assumption (A2) is in fact aligned with the key idea of KPR. Indeed, in Section 3.2, we will show that any estimator from the class $B_{\text{GMD}}$ is less biased if $\beta^*$ satisfies Assumption (A2).

Our third assumption characterizes how $H$ and $Q$, respectively, inform the row and column structures of the design matrix $X$. As mentioned earlier, any restricted eigenvalue-type condition may break down due to potentially strong correlations in $X$. We assume that $H$ and $Q$ can help decorrelate the rows and columns of $X$, respectively, so that the decorrelated design matrix satisfies a restricted eigenvalue-type condition. More specifically, we assume

(A3) For some constants $0 < c_s < c^* < \infty$,

$$c_s \leq \frac{\| X_A v \|^2}{n \| v \|^2} \leq c^*$$

for any $A \subset \{1, \ldots, p\}$ with $|A| = q^*$ and $v \in \mathbb{R}^*$,

where $X = H^{1/2} X \Delta^{1/2}$, $q^* \geq M^*_s s_0 + 1$ with $s_0$ given in Assumption (A2) and $M^*_s$ specified in Section 3 of the supplement (Wang et al., 2023).
Letting \( \Sigma_{A} = n^{-1} \hat{X}_{\tau}^{\top} \hat{X}_{A} \), Assumption (A3) implies that all eigenvalues of \( \Sigma_{A} \) are inside the interval \([c_{s}, c^{*}]\) when the size of \( A \) is no greater than \( q^{*} \). This assumption is called the sparse Riesz condition (Zhang et al., 2008). According to Proposition 1 in Zhang et al. (2008), if there exists some \( q^{*} \) such that the maximum correlation between the variables in \( \hat{X} \) is bounded by \( \delta/(q^{*} - 1) \) for some \( \delta < 1 \), then this condition holds with rank \( q^{*} \), \( c_{s} = 1 - \delta \) and \( c^{*} = 1 + \delta \).

Under assumptions (A1)–(A3), we introduce the following three-step procedure to construct the bias-corrected estimator of \( \beta_{j} \) based on an arbitrary estimator \( \hat{\beta}_{j} \) from \( B_{\text{GMD}} \) for \( j = 1, \ldots, p \).

**GMD bias-correction procedure:**

**G1** For a fixed tuning parameter \( \lambda \), find

\[
\tilde{\beta}(\lambda) = \arg\min_{\beta} \left\{ \frac{1}{2} \| y - XD\beta \|^2_{H} + \lambda \| \Delta^{-1/2} \beta \|_1 \right\}.
\]

(B2) Calculate \( \beta_{\text{init}} = D\tilde{\beta}(\lambda) \).

(B3) For a fixed \( h_{j} \in \{0, 1\} \), let \( \hat{\beta}_{j}^{w}(h_{j}) = \beta_{j}^{w} - \hat{B}_{j}(h_{j}) \) with \( \hat{B}_{j}(h_{j}) \) defined in (9).

We use a weighted \( l_{1} \) penalty in (13) with the weights equal to the inverse of the square root of the eigenvalues of \( Q \). We will explain the rationale behind this weight choice in Section 3.2. Also, consistency of \( \beta_{\text{init}}^{w} \) requires certain conditions on \( \lambda \), which will be specified in Theorem 3.3.

Letting \( \zeta_{j}(h_{j}) = \sum_{m \neq j} \xi_{jm}^{w} (\beta_{m}^{w} - \beta_{m}^{\text{init}}) + h_{j}(\xi_{jj}^{w} - 1)(\beta_{j}^{w} - \beta_{j}^{\text{init}}) \) for \( j = 1, \ldots, p \) and \( \Xi = \text{diag}(\xi_{11}^{w}, \ldots, \xi_{pp}^{w}) \), the following result serves as the basis for constructing an asymptotically valid test for \( H_{0,j} \) using the bias-corrected estimator \( \hat{\beta}_{j}^{w}(h_{j}) \) given in (12). In the following theorems, without loss of generality, we assume that \( Q \) is appropriately scaled such that \( \| Q \|_2 = 1 \).

**THEOREM 3.3.** Suppose the columns of \( X \) are standardized such that \( \| XD_{j}\|_{H} = n \), where \( D_{j} \) is the \( j \)-th column of \( D \), for \( j = 1, \ldots, p \). For \( \tilde{\beta}(\lambda) \) in (13), consider \( \lambda = 2\sqrt{2c^{*}n \log p(1 + c_{0})} \| L_{\psi}^{\top} H_{\psi}^{\top} \|_{2} \) with any \( c_{0} > 0 \), where \( c^{*} \) is given in Assumption (A3). For \( h_{j} \in \{0, 1\} \), denote

\[
\Psi_{j}(h_{j}) = \left\| \left[ (QVWV^{\top} - (1 - h_{j})\Xi - h_{j}I_{p}) D_{j} \right]_{(j,\cdot)} \right\|_{\infty} \left( \frac{\log p}{n} \right)^{-1/2 + r},
\]

where for any matrix \( M \), \( M_{(j,\cdot)} \) denotes the \( j \)-th row of \( M \). Then, under condition (11) and Assumptions (A1)–(A3), we have \( \lim_{n \to \infty} \text{Pr} \left( |\zeta_{j}(h_{j})| \leq \Psi_{j}(h_{j}) \right) = 1 \). Furthermore, under \( H_{0,j} \), for any \( \alpha > 0 \),

\[
\limsup_{n \to \infty} \text{Pr} \left( |\hat{\beta}_{j}^{w}(h_{j})| > \alpha \right) \leq \limsup_{n \to \infty} \text{Pr} \left( |Z_{j}^{w}| + \Psi_{j}(h_{j}) > \alpha \right),
\]

where \( Z_{j}^{w} \) is given in Proposition 3.1.

Combining Theorem 3.3 with Proposition 3.2, we can test \( H_{0,j} \) using the asymptotically valid two-sided \( p \)-value

\[
P_{j}(h_{j}) = 2 \left\{ 1 - \Phi \left( \left( R_{jj}^{w} \right)^{-1/2} \left\{ |\hat{\beta}_{j}^{w}(h_{j})| - \Psi_{j}(h_{j}) \right\} + a_{+} \right) \right\},
\]

where \( \Phi(\cdot) \) is the cumulative distribution function of the standard normal distribution and \( a_{+} = \max(a, 0) \). Calculating \( P_{j}(h_{j}) \) requires obtaining a consistent estimator of \( \sigma^{2} \). In
this paper, we use the organic lasso (Yu and Bien, 2019) to estimate $\sigma^2$ by regressing $H^{1/2}Y$ against $X$ with $X$ defined in Assumption (A3), but other approaches, such as the scaled lasso (Sun and Zhang, 2012), may also be used.

Our next result guarantees the power of GMDI when the size of the true regression coefficient is sufficiently large.

**THEOREM 3.4.** Assume the conditions in Theorem 3.3 hold. For $h_j \in \{0, 1\}$, if there exists some $0 < \alpha < 1$ and $0 < \psi < 1$ such that

$$\left| \beta^*_j \right| \geq \left| (1 - h_j) \xi^w_{jj} + h_j \right|^{-1} \left( 2\Psi_j(h_j) + (q(1-\alpha/2) + q(1-\psi/2)) \sqrt{P_j^{\psi}} \right),$$

where $\Phi(q_t) = t$ for any $t \in (0, 1)$ and $\Psi_j(h_j)$ is defined in (14), then $\lim_{n \to \infty} \Pr \left( P_j^{\psi}(h_j) \leq \alpha \right) \geq \psi$.

It should be noted that condition (17) does not hold when $h_j = 0$ and $\xi^w_{jj} = 0$; however, this rarely happens and can be easily checked in advance. In cases where (17) is not true, $h_j = 1$ can be used. Proofs of Theorems 3.3 and 3.4 are provided in Sections 3 and 4 of the supplement (Wang et al., 2023), respectively.

**REMARK.** Similar to the ridge test and the Grace test, (15) implies that GMDI may be conservative. Also, theoretical guarantees of GMDI require using a fixed weight matrix $W$, but in practice, to achieve the optimal prediction performance, $W$ is chosen via cross-validation (e.g., the proposed VI-based approach in Section 2). When samples are i.i.d, one could address this issue by splitting the data into two parts, and then use one part to select $W$ and the other part to perform inference. However, this data-splitting procedure becomes non-trivial, if not impossible, for two-way structured data. An alternative way is to select top GMD components for GMDR and a fixed tuning parameter for KPR. In these cases, $W$ becomes deterministic, but the prediction/estimation accuracy of GMDR/KPR may be compromised. Nonetheless, despite these two potential limitations, we show in Section 4, through extensive simulation studies, that the GMDI is more powerful than existing HDI methods with well-controlled type-I error rates.

3.2. On GMDI Assumptions. In this section, we discuss Assumptions (A2) and the weighted $l_1$ penalty used in (B1) from the perspective of the bias of any arbitrary estimator in $B_{GMD}$. Recall that the bias of $\beta^w = QVW^S^{-1}U^THy$ is given by $\text{Bias}(\beta^w) = E(\beta^w) - \beta^* = QVWV^T\beta^* - \beta^*$, which can be rewritten as

$$\text{Bias}(\beta^w) = Q(VWV^TQ - I_p)Q^{-1}\beta^*.$$

Recalling $K = \text{rank}(XQX^TH)$, we make the following observations from (18).

(O1) Suppose $K = p$. Let $\beta^w$ be the GMDR estimator with all GMD components selected.

In this case, $W = I_p$ and it can be seen that $VWV^TQ = I_p$. Thus, $\text{Bias}(\beta^w) = 0$. This demonstrates that in the low-dimensional case ($K = p \leq n$), the GMDR estimator based on all GMD components is an unbiased estimator of $\beta^*$ for any $\beta^* \in \mathbb{R}^p$.

(O2) Suppose $K < p$, a common scenario in high-dimensional settings ($n < p$). In this case, it can be seen that $VWV^TQ \neq I_p$ for any weight matrix $W$. Then, using (18), we have $\|\text{Bias}(\beta^w)\|_2 \leq \|Q\|_2 \|VWV^TQ - I_p\|_2 \|Q^{-1}\beta^*\|_2$, indicating that $\beta^w$ is less biased if $\|Q^{-1}\beta^*\|_2$ is small. Since $Q = D\Delta D^T$, it can be seen that

$$\|Q^{-1}\beta^*\|_2^2 = \sum_{j=1}^p \delta_j^{-2} \left( d_j^T \beta^* \right)^2,$$
where \( \mathbf{d}_j \) is the \( j \)-th column of \( \mathbf{D} \), i.e., the \( j \)-th eigenvector of \( \mathbf{Q} \). Since \( \delta_1 \geq \cdots \geq \delta_p > 0 \), (19) implies that \( \beta^w \) is less biased if (a) only a few \( |\mathbf{d}_j^T \beta^*| \) are non-zero, or (b) for large \( j \) (small \( \delta_j \)), \( \mathbf{d}_j^T \beta^* = 0 \). Thus, Assumption (A2) aligns well with (a) because it indicates that the majority of the signals in \( \beta^* \) lie in the space spanned by a few eigenvectors of \( \mathbf{Q} \). The weighted \( l_1 \) penalty in (B1) encourages \( \mathbf{d}_j^T \beta^* \) to be 0 for large \( j \) and thus aligns with (b). Note that (b) also aligns with the heuristic of KPR, where \( \beta^* \) is assumed to be informed by the top eigenvectors of \( \mathbf{Q} \).

### 3.3. Tests for informative \( \mathbf{H} \) and \( \mathbf{Q} \)

Informative \( \mathbf{H} \) and \( \mathbf{Q} \) required by the proposed GMDR and GMDI can be obtained from auxiliary data sources, which are common in omics studies. For example, the row and column structures used to construct Fig. IC are estimated from the phylogenetic tree and the metagenomics data, respectively. However, in practice, one may get uninformative \( \mathbf{H} \) and/or \( \mathbf{Q} \), which may impact the type-I error and power.

To avoid uninformative external structures, we propose to use the kernel RV coefficient (KRV, Zhan et al., 2017) to examine the informativeness of \( \mathbf{Q} \) with respect to the column structure of \( \mathbf{X} \). Specifically, we define \( \mathbf{Q}_x = \mathbf{X}^T \mathbf{X} \) to measure the Euclidean similarities between variables. Since \( \mathbf{Q} \) is assumed to characterize conditional similarities, we test the association between \( \mathbf{Q}^{-1} \) and \( \mathbf{Q}_x \) using

\[
\text{KRV}(\mathbf{Q}_x, \mathbf{Q}) = \frac{\text{tr}(\mathbf{Q}_x \tilde{\mathbf{Q}})}{\sqrt{\text{tr}(\mathbf{Q}_x^2)\text{tr}(\tilde{\mathbf{Q}}^2)}},
\]

where \( \tilde{\mathbf{Q}} = \mathbf{C}_p \mathbf{Q}_x \mathbf{C}_p \) and \( \mathbf{Q} = \mathbf{C}_p \mathbf{Q}^{-1} \mathbf{C}_p \) with

\[
\mathbf{C}_p = \mathbf{I}_p - \mathbf{p}^{-1} \mathbf{1}_p \mathbf{1}_p^T.
\]

A permutation test with a fast approximation of the permutation null distribution is used to test whether the true KRV is 0 (Zhan et al., 2017). If the permutation \( p \)-value is less than a pre-selected significance level, say 0.05, then we consider \( \mathbf{Q} \) an informative column structure.

Similarly, defining \( \mathbf{H}_x = \mathbf{X} \mathbf{X}^T \), one can calculate \( \text{KRV}(\mathbf{H}_x, \mathbf{H}) \) with a permutation-based \( p \)-value. As \( \mathbf{H}^{-1} \) captures sample-wise similarities, we also examine the association between \( \mathbf{H}^{-1} \) and the outcome \( \mathbf{y} \) using the microbiome regression-based association tests (MiRKAT, Zhao et al., 2015). MiRKAT is not performed for \( \mathbf{Q} \) because the dimension of \( \mathbf{Q} \) is incompatible with that of \( \mathbf{y} \). MiRKAT is built upon a mixed-effect model, where the microbiome abundances are modeled as random effects with the covariance matrix \( \tau \mathbf{H}^{-1} \) for some \( \tau \geq 0 \). Thus, the statistical significance of the MiRKAT test (i.e., \( \tau > 0 \)) rejects the hypothesis that the sample-wise covariance is substantially distinct from (a constant multiple of) \( \mathbf{H}^{-1} \). Hence, this test is in the spirit of our Assumption (A1). If both the KRV and MiRKAT tests are statistically significant, we consider \( \mathbf{H} \) an informative row structure.

In Section 4, we will also demonstrate the effectiveness of the KRV and MiRKAT tests in terms of excluding uninformative row and column structures.

### 3.4. Robust GMDI with partially informative structures

While KRV and MiRKAT can help avoid uninformative row structures, they may identify partially informative structures that do not guarantee valid inference results. To address this issue, we propose a robust procedure to determine how much information from the external structures should be incorporated. The main idea is to find a linear combination of a partially informative structure and the identity matrix through an optimal weighting scheme. More specifically, consider model (1) with a partially informative structure \( \mathbf{H} \) and a fully informative structure \( \mathbf{Q} \). Without loss of generality, we assume \( \|\mathbf{H}\|_2 = 1 \). In this case, we define a weighted structure \( \mathbf{H}(\tau) = \tau \mathbf{H} + (1 - \tau) \mathbf{I}_n \) with \( \tau \in (0, 1) \). Motivated by the connection among
$l_2$-penalized regression, dimension reduction-based regression, and linear mixed models (LMM) (Liu, Lin and Ghosh, 2007; Zhang and Pan, 2015; Randolph et al., 2018), we find the optimal value of $\tau$ by considering the following LMM:

$$
\mathbf{y} = \mathbf{X}\mathbf{\beta}^* + \mathbf{e}, \text{ with } \mathbf{\beta}^* \sim N_p(\mathbf{0}, \mathbf{c}_Q\mathbf{Q}), \mathbf{e} \sim N_n(\mathbf{0}, \mathbf{c}_H\mathbf{H}(\tau)^{-1})
$$

for some $c_H, c_Q > 0$. Letting $\Omega(\tau) = c_Q\mathbf{X}\mathbf{X}^\top + c_H\mathbf{H}(\tau)^{-1}$, one can see that $\mathbf{y} \sim N_n(\mathbf{0}, \Omega(\tau))$, leading to the following likelihood function:

$$
l_n(c_H, c_Q, \tau) = \exp(-1/2\mathbf{y}^\top \Omega(\tau)^{-1}\mathbf{y}) / \sqrt{(2\pi)^n|\Omega(\tau)|}.
$$

Since $c_H$ and $c_Q$ are identifiable only up to a scale transformation, we reparametrize the likelihood by defining $\lambda_{HQ} = c_H/c_Q$ and $l_n(\lambda_{HQ}, \tau) = l_n(c_H, c_Q, \tau)$. Then, the maximum likelihood estimate (MLE) of $\lambda_{HQ}$ and $\tau$ is

$$
\{\hat{\lambda}_{HQ}, \hat{\tau}\} = \arg\min \{\mathbf{y}^\top \Omega(\tau)^{-1}\mathbf{y} + \log|\Omega(\tau)|\} \text{ subject to } \lambda_{HQ} > 0, 1 > \tau > 0.
$$

We use an augmented Lagrangian method to solve the optimization problem. Having found $\hat{\tau}$, one can implement GMDI with $\mathbf{H}(\hat{\tau})$ and $\mathbf{Q}$, referred to as the robust GMDI procedure (r-GMDI) hereafter. We will demonstrate the effectiveness of r-GMDI using simulations and real data applications.

4. Simulation Studies. We conducted two simulation studies, each containing multiple settings, to compare the proposed GMDI with five existing high-dimensional inferential procedures: (i) the low-dimensional projection estimator (LDPE, Zhang and Zhang, 2014); (ii) the ridge-based high-dimensional inference (Ridge, Bühlmann, 2013); (iii) the de-correlated score test (dscore, Ning and Liu, 2017); (iv) inference for the graph-constrained estimator (Grace, Zhao and Shojaie, 2016) and (v) the non-sparse high-dimensional inference (ns-hdi, Zhu and Bradic, 2018). In the first study, we performed data-driven simulations based on a real microbiome data set. In the second study, we simulated two-way structured data using a matrix variate normal distribution (Gupta and Nagar, 2018) with pre-specified row and column covariance matrices. We used a two-sided significance level $\alpha = 0.05$ for all tests.

As GMDI works for the entire family of estimators $\mathcal{B}_{GMD}$, we considered two specific estimators from $\mathcal{B}_{GMD}$: (i) the proposed GMDR estimator in (3) and (ii) the KPR estimator in (7). We denote the resulting tests for the GMDR and KPR estimators by GMDI-d and GMDI-k, respectively, because GMDR exerts discrete shrinkage effects on GMD components, whereas KPR exerts continuous shrinkage effects through a kernel function. For the selection of the index set $\mathcal{I}$ of the GMDR estimator $\hat{\mathbf{\beta}}_{GMDR}(\mathcal{I})$, GMD components that explain less than 0.1% of the total variance are excluded because the estimated coefficients corresponding to those components with low variances may be unstable. To see this, recall from (4) that $\hat{\gamma} = \arg\min_{\gamma} ||\mathbf{y} - \mathbf{Y}\gamma||_H^2$. Then, $\hat{\gamma}_l = \sigma_l^{-1}\mathbf{u}_l^\top\mathbf{H}\mathbf{y}$ and $\text{Var}(\hat{\gamma}_l) = \sigma^2_l\sigma_l^{-2}$, for $l = 1, \ldots, K$. This indicates that when the total $R^2$ is low ($\sigma^2_l$ is relatively large), for large $l$ (small $\sigma_l$), $\hat{\gamma}_l$ may be unstable due to its large variance. The index set $\mathcal{I}$ is then selected by the proposed GCV procedure based on the remaining GMD components. For the KPR estimator $\hat{\mathbf{\beta}}_{KPR}(\eta)$, the tuning parameter $\eta$ is selected by 10-fold cross validation. For GMDI, the bias-correction parameter $h_{ij}$ (see Proposition 3.1) is set to be 1 for all $j$, as done for Grace; the tuning parameter $\lambda$ in (13) is set to be $2\sqrt{3n\log p}$, and the sparsity parameter $r$ is set to be 0.05. For LDPE and Ridge, we used the implementation in the R package hdi, and for the Grace test, we used the implementation in the R package Grace. For LDPE, Ridge, and Grace, the tuning parameters are selected using 10-fold cross-validation.
4.1. Simulation 1. In this study, we performed *data-driven simulations* using data collected as part of the “Carbohydrates and Related Biomarkers” (CARB) study, conducted between June 2006 and July 2009 at the Fred Hutchinson Cancer Center. CARB was a randomized, controlled, crossover feeding study aimed at evaluating the effects of glycemic load on a variety of biomarkers, such as systemic inflammation, insulin resistance, and adipokines (Neuhouser et al., 2012). Participants were randomized based on body mass index and sex, and fed two controlled diets (randomly assigned order) for 28 days, with a 28-day washout period between diets. The 16S rRNA genus abundance data used here are from 58 participants sampled at each of the three time points, resulting in 174 observations. To classify bacterial taxonomy, sequences were processed using QIIME (Caporaso et al., 2010). This processing produced a complete phylogenetic tree with 1054 leaves corresponding to level-7 taxa (species) defined by 97% similarity and 151 genera (level 6 of the tree). Our simulation used 114 genera after filtering out those that did not appear in at least 30% of the 174 samples. We correspondingly trimmed the tree back to the genus level with 114 leaves.

Let $X \in \mathbb{R}^{174 \times 114}$ be the sample-by-taxon matrix with entries being taxon counts. Let $g(z) = \left( \prod_{k=1}^{p} z_k \right)^{1/p}$ denote the geometric mean of $z = (z_1, \ldots, z_p)^T$. The centered log-ratio (CLR) transformation of $z$ is defined as

$$\text{clr}(z) = \left[ \log \frac{z_1}{g(z)}, \ldots, \log \frac{z_p}{g(z)} \right].$$

Since the CLR transformation is not well defined when $z$ contains zero entries, we added a pseudo count of 1 to all entries in $X$ and then constructed the CLR transformed data matrix $\tilde{X}$ by applying the CLR transformation (22) to each row of $X$. The auxiliary row structure was derived from the weighted UniFrac distance between observations (Lozupone and Knight, 2005). Specifically, letting $\Delta_u \in \mathbb{R}^{n \times n}$ be the squared weighted UniFrac distance matrix, we obtained $H = \left( -\frac{1}{2} C_n \Delta_u C_n \right)^{-1}$, where the centering matrix $C_n$ is defined in (20) in Section 3.3. The column structure $Q = \left( -\frac{1}{2} C_p \Delta_p C_p \right)^{-1}$, where $\Delta_p$ is the squared patristic distance between taxa obtained from the phylogenetic tree. The KRV test yields a zero $p$-value for KRV($H_x, H$) and a $p$-value of 0.025 for KRV($Q_x, Q$), indicating that $H$ and $Q$ are informative for the row and column structures of $X$, respectively.

Letting $d_j$ denote the $j$-th eigenvector of $Q$, we set $\beta_0 = 5 \sum_{j=1}^{10} (2 + 3(j - 1))^{-1/2} d_j$. We then defined the true signal $\beta^*$ as a thresholded version of $\beta_0$: $\beta^* = s(\beta_0, 0.1)$, where $s(x, \tau)$ is the hard-thresholding operator; i.e., $s(x, \tau) = x \mathbb{1}(x > \tau)$, and the threshold $\tau = 0.1$ was selected so that 81 entries of $\beta^*$ are non-zeros. The reason why we considered this thresholded parameter as our true parameter is two-fold. First, $\beta^*$ has both zero and non-zero entries, allowing us to evaluate the type-I error rate from testing the zero coefficients and the power from testing the non-zero coefficients. In comparison, all entries of $\beta_0$ are non-zero due to the structure of $Q$. Second, the thresholded parameter $\beta^*$ is no longer fully informed by the top eigenvectors of $Q$, which is more realistic in practice.

Let $H = \sum_{j=1}^{n} \lambda_j H d_j H d_j^T$ denote the eigen-decomposition of $H$, where $\lambda_1, H \geq \lambda_2, H \geq \cdots \geq \lambda_n, H > 0$ are the eigenvalues, and $d_1, H, \ldots, d_n, H$ are the corresponding eigenvectors. Defining $\Psi = \sum_{j=1}^{n} \left( \lambda_j^{-1} H + \delta \lambda_1^{-1} H \right) d_j H d_j^T$, we generated $\epsilon$ from a multivariate normal distribution with mean 0 and covariance $\Psi$, and simulated the response $y = \tilde{X} \beta^* + \epsilon$. In this case, we can calculate $\|L_{\psi} H L_{\psi}^T - I_n\| = \delta$, where $\Psi = L_{\psi}^T L_{\psi}$. Thus, according to Assumption (A1), a smaller $\delta$ indicates that $H$ better informs $\Psi$; in particular, $\delta = 0$ means that $H$ fully informs $\Psi$.

We consider four values of $\delta$: 0.2, 0.5, 1, and 2. The results are summarized in Fig. 2. All existing HDI methods fail to differentiate between zero and non-zero entries. More specifically, LDPE, Ridge, and Grace have almost no power, while dscore and ns-hdi have highly
GMDR

Fig 2: Boxplots of the type-I error (A) and power (B) over 500 replications for Simulation II with \( \delta = 0.2, 0.5, 1, \) and 2: Both GMDI-d and GMDI-k can roughly control the type-I error and have considerably higher power than the existing HDI methods.

inflated type-I error rates. This is because none of these methods can handle correlated samples. The proposed GMDI-k and GMDI-d show better performances. Both the GMDI-k and GMDI-d show decent power with roughly controlled type-I error rates.

4.2. Simulation 2. We considered four settings in this study. In Settings I and II, we considered data with column structures and examined how different choices of \( Q \) affect the performance of GMDI and the Grace test. In Setting III, we demonstrated the effectiveness of the KRV and MiRKAT in terms of detecting informative structures. In Setting IV, we demonstrated the effectiveness of the proposed robust GMDI in terms of handling partially informative structures.

Setting I: We first simulated \( X \in \mathbb{R}^{200 \times 300} \) from a matrix variate normal distribution with mean 0, row covariance \( I_{200} \) and column covariance \( \Sigma \), where

\[
(\Sigma^{-1})_{(i,j)} = \begin{cases} 
1, & i = j \\
0.9^{||i-j||}, & i \neq j, i \leq 150, j \leq 150 \\
0.5^{||i-j||}, & i \neq j, i > 150, j > 150 \\
0, & \text{otherwise}
\end{cases}
\]

Letting \( Q = \Sigma^{-1} \) and denoting by \( f_j \) the \( j \)-th eigenvector of \( Q \), for \( j = 1, \ldots, 300 \), we defined \( \beta^* = \sum_{j=1}^{10} j^{-1/2} f_j \), which aligns with the top 10 eigenvectors of \( Q \). The response \( y \) was generated according to \( y = X \beta^* + \epsilon \), where \( \epsilon \) was simulated from a multivariate normal distribution with mean 0 and covariance \( \Psi = \sigma^2 I_{200} \) with \( \sigma^2 \) selected to achieve an \( R^2 \) of 0.4, 0.6 or 0.8. Our GMDI was implemented using \( H = I_{200} \) and \( Q = \Sigma \), and \( \sigma^2 \) was estimated using the organic lasso (Yu and Bien, 2019). One can easily check that the prespecified \( H \) and \( Q \) satisfy Assumptions (A1)-(A3). By the block diagonal design of \( Q \), we know that the first 150 coefficients of \( \beta^* \) are non-zero, while the rest are zero. This enables us to evaluate the power from testing the non-zero coefficients and the type-I error rate from testing the zero coefficients.

The results are summarized in Fig. 3. Figure 3A shows that all methods except ns-hdi can control the type-I error rate. This is likely because in this setting, the precision matrix of
the variables, $\Sigma^{-1}$, does not satisfy the row sparsity condition required by ns-hdi. The power comparison in Fig. 3B shows that both GMDI-k and GMDI-d have considerably higher power than the existing methods. More specifically, LDPE, Ridge, and dscore have very low power since they completely ignore the column structure of $X$ and $\beta^*$ is not sparse. Because the Grace estimator can incorporate the column structure (Grace is implemented using $L = \Sigma$; see Zhao and Shojaie, 2016 for details), the Grace test gains more power than LDPE and Ridge. However, since the Grace test still requires the sparsity of $\beta^*$, which is not satisfied in this setting, it is not as powerful as GMDI-d or GMDI-k. These results clearly demonstrate the importance of incorporating informative column structures for gaining more power. As $R^2$ increases, GMDI-k and GMDI-d both yield more stringent control of the type-I error and more power at the same time. GMDI-d has higher power than GMDI-k, especially for low $R^2$ values; this is accompanied by the observation that GMDI-k yields more conservative control of the type-I error rate than GMDI-d. This difference between GMDI-d and GMDI-k may be attributed to the fact that GMDI-k shrinks all components, whereas GMDI-d only selects a subset of components without adding any shrinkage effect.

We also evaluated the prediction performance of GMDR by considering two methods for selecting the GMD components: the proposed VI-based procedure and the classical procedure that selects top GMD components, referred to as VI and TOP, respectively. Specifically, for each $i = 1, \ldots, 200$, we obtained a prediction of $y_i$ based on the leave-one-out cross-validation (LOOCV), denoted by $\widehat{y}_i$. Letting $\widehat{y} = (\widehat{y}_1, \ldots, \widehat{y}_{200})^\top$, we calculated the relative mean squared error (RMSE) according to $\text{RMSE} = \|\mathbf{y} - \widehat{\mathbf{y}}\|^2 / \|\mathbf{y}\|^2$. Table 1 shows the mean and standard deviation (sd) of the RMSEs over 500 replications. As $R^2$ increases, both methods show better prediction performance. For all values of $R^2$, the VI method shows lower average prediction errors than the TOP method with similar standard deviations, demonstrating the effectiveness of the proposed VI method.

**Setting II:** In the previous setting, our GMDI was implemented using correctly specified $H$ and $Q$. In practice, the auxiliary structures may be mis-specified. In this simulation, we examined how different choices of $Q$ affect the performance of GMDI and the Grace test. The simulation setting is mostly the same as in Setting I, except that instead of using $\Sigma^{-1}$ as $Q$, we considered two perturbed matrices: $Q^{(1)}$ and $Q^{(2)}$. Here, $Q^{(1)}$ is defined similar to $\Sigma^{-1}$,
Table 1

The mean (sd) of the RMSEs for the methods of VI and TOP over 500 replications.

| Method | $R^2$ | 0.4     | 0.6     | 0.8     |
|--------|-------|---------|---------|---------|
| VI     |       | 0.946   | 0.895   | 0.832   |
|        |       | (0.082) | (0.088) | (0.091) |
| TOP    |       | 0.967   | 0.934   | 0.859   |
|        |       | (0.065) | (0.093) | (0.102) |

Fig 4: Boxplots of the type-I error (A) and the power (B) over 500 replications for Setting II with $R^2 = 0.8$. The S1 and S2 on the x-axis represent $Q^{(1)}$ and $Q^{(2)}$ respectively: Both GMDI-d and GMDI-k work well under small perturbations of $Q$. With a completely mis-specified $Q$, GMDI-d and GMDI-k have limited power. This mis-specified choice of $Q$ can be avoided by the KRV test.

except that $Q_{(i,j)}^{(1)} = 0.1|i-j|$ for all $(i,j) \in \{(a,b) : (a - 150)(b - 150) < 0\}$, and $Q^{(2)} = 0.9 \times I_{300} + 0.1 \times 1_{300}1_{300}^\top$. Under the significance level 0.05, 492 out of 500 independent realizations of $X$ lead to statistically significant results for testing $\text{KRV}(Q_x, Q^{(1)})$, whereas only five are statistically significant for testing $\text{KRV}(Q_x, Q^{(2)})$. This indicates that $Q^{(1)}$ is still informative in spite of small perturbations, but $Q^{(2)}$ is completely mis-specified.

The results of Grace, GMDI-d and GMDI-k for $R^2 = 0.8$ are summarized in Fig. 4. It can be seen that with small perturbations, i.e., $Q^{(1)}$, all three methods can still control the type-I error, and GMDI has higher power than Grace. When $Q$ is uninformative, i.e., $Q^{(2)}$, none of the three methods can differentiate between zero and non-zero entries. This simulation also indicates the importance and effectiveness of using the KRV test to examine the informativeness of the column structures before implementing the GMDI.

Setting III: Next, we assessed the effectiveness of KRV and MiRKAT in terms of identifying informative sample (row) structures. We simulated $X$ from the matrix variate normal distribution with mean $0$, row covariance $R$ and column covariance $\Sigma$, where $\Sigma$ is defined in Setting I, and

$$
(R^{-1})_{(i,j)} = \begin{cases} 
1, & i = j \\
0.9|i-j|, & i \neq j, i \leq 100, j \leq 100 \\
0.5|i-j|, & i \neq j, i > 100, j > 100 \\
0, & \text{otherwise.}
\end{cases}
$$
Finally, we simulated $y = 5X_0 \beta^* + \epsilon$, where $\beta^*$ is the same as defined in Setting I, and $\epsilon$ follows a multivariate normal distribution with mean $0$ and covariance $R$. Here, we multiplied $\beta^*$ by $5$ such that the model $R^2$ is approximately $0.5$. We considered six choices of $H$: $H^{(1)} = R^{-1}$, the true row structure; $H^{(2)}$ has slightly mis-specified off-diagonal entries, defined similar to $H^{(1)}$ except that $H_{i,j}^{(2)} = 0.1^{i-j}$ for all $(i, j) \in \{(a, b) : (a - 100)(b - 100) < 0\}$; $H^{(3)}$ captures the block diagonal structure of the true row correlation but has mis-specified entries:

$$
(H^{(3)})_{i,j} = \begin{cases} 
1, & i = j \\
(-0.4)^{|i-j|}, & i \neq j, i \leq 100, j \leq 100 \\
(-0.8)^{|i-j|}, & i \neq j, i > 100, j > 100 \\
0, & \text{otherwise;}
\end{cases}
$$

$H^{(4)}$ correctly specifies the correlation structure among the first 100 individuals but has a mis-specified structure for the other individuals:

$$
(H^{(4)})_{i,j} = \begin{cases} 
1, & i = j \\
0.9^{|i-j|}, & i \neq j, i \leq 100, j \leq 100 \\
(-1)^{|i-j|} \times 0.002, & \text{otherwise;}
\end{cases}
$$

$H^{(5)}$ correctly specifies the correlation structure among the first 20 individuals but has a mis-specified structure for the other individuals:

$$
(H^{(5)})_{i,j} = \begin{cases} 
1, & i = j \\
0.9^{|i-j|}, & i \neq j, i \leq 20, j \leq 20 \\
(-1)^{|i-j|} \times 0.005, & \text{otherwise;}
\end{cases}
$$

$H^{(6)}$ has completely mis-specified structures with $(H^{(6)})_{i,j} = (-0.5)^{|i-j|}$ for $i, j = 1, \ldots, 200$. Here, the coefficients $0.002$ and $0.005$ were selected such that the smallest eigenvalues of $H^{(4)}$ and $H^{(5)}$ are both around $0.05$. To test whether the six choices of $H$ are informative, we applied the KRV and MiRKAT tests using the R functions `KRV()` and `MiRKAT()`, respectively (Zhao et al., 2015). Table 2 summarizes the proportion of the statistically significant tests based on 500 simulated data sets under the significance level $0.01$. As expected, both $H^{(1)}$ and $H^{(2)}$ are informative, because they are the same as or very close to the true row structure. Notably, $H^{(4)}$ is also deemed informative in spite of only capturing the true correlations among half of the total individuals. Since $H^{(6)}$ is completely mis-specified, its lack of informativeness can be foreseen. However, $H^{(3)}$ is also deemed uninformative in spite of correctly capturing the block-diagonal structure of the true correlation matrix. As we will see in Fig. 5, $H^{(1)}$, $H^{(2)}$, and $H^{(4)}$ can lead to well-controlled type-I error rates and decent powers for GMDI-k, whereas $H^{(3)}$ and $H^{(6)}$ can yield highly inflated type-I error rates. Among the six choices, $H^{(5)}$ is the most special because all of the KRV tests are statistically significant but only $21\%$ of the MiRKAT tests are statistically significant. This indicates that $H^{(5)}$ is informative of the row structure of $X$ but not predictive of the outcome $y$. As discussed in Section 3.3, such a structure is not regarded as informative and should not be used in practice. Indeed, as we will see in Fig. 5, $H^{(6)}$ can lead to inflated type-I error rates.

We implemented the proposed GMDI-k and GMDI-d with respect to $Q = \Sigma^{-1}$ and all six choices of $H$. We only reported the performance of existing HDI methods under $H^{(1)}$, because these methods are not affected by the selection of $H$. All the existing methods fail to differentiate non-zero coefficients from zero ones because they assume $i.i.d$ samples, which is violated in this setting. In particular, the dscore test can control the type-I error
The proportion of statistically significant KRV and MiRKAT tests based on 500 independent data sets under the significance level 0.01 (%).

|       | H(1) | H(2) | H(3) | H(4) | H(5) | H(6) |
|-------|------|------|------|------|------|------|
| KRV   | 100  | 100  | 0    | 100  | 100  | 0    |
| MiRKAT| 100  | 100  | 0    | 100  | 21   | 0    |

Fig 5: Boxplots of the type-I error (A) and power (B) over 500 replications for Setting III (S1): H(1); (S2): H(2); (S3): H(3); (S4): H(4); (S5): H(5); (S6): H(6). None of the existing HDI methods can differentiate between zero and non-zero entries. GMDI-k and GMDI-d have highly inflated type-I error rates for H(3), H(5), and H(6), which are uninformative structures according to the KRV and MiRKAT tests in Table 2.

in Setting I, but it fails in this setting where samples are correlated. When the selected H is correctly specified (e.g., H(1)) or has small perturbations (e.g., H(2)), both GMDI-k and GMDI-d show well-controlled type-I error rates, and GMDI-d shows the highest power; this is consistent with Fig. 3. When the selected H is partially informative (e.g., H(4)), GMDI-k shows better controlled type-I error rates and higher power, compared to GMDI-d. This may indicate GMDI-k is more robust regarding partially informative structures. When the selected H is uninformative (e.g., H(3), H(5), and H(6)), both GMDI-d and GMDI-k suffer from a large inflation of the type-I error rate. This simulation demonstrates the effectiveness of using the KRV and MiRKAT tests to avoid uninformative row structures before implementing the GMDI.

**Setting IV:** We examine the robust GMDI procedure in Section 3.4 using a simulation study with partially informative row structures. Similar to Setting III, we simulated X from the matrix variate normal distribution with mean 0, row covariance R, and column covariance Σ, where Σ and R are, respectively, defined in Setting I and III. We then generated the response y = 10Xβ* + ε, where β* is defined in Setting I, and ε ∼ N_n(0, R). By design, the model R^2 is approximately 0.85. According to Assumptions (A1)-(A3), R^{-1} and Σ^{-1} are fully informative row and column structures, respectively. We next constructed partially informative row structures by thresholding the tail eigenvalues of R. Specifically, letting R = \sum_{i=1}^{n} d_{r,i} v_{r,i} v_{r,i}^T denote the eigen-decomposition of R, we defined H(θ) = \sum_{i=1}^{k(θ)} d_{r,i} v_{r,i} v_{r,i}^T, where k(θ) is the smallest integer such that \sum_{i=1}^{k(θ)} d_{r,i}/\sum_{i=1}^{n} d_{r,i} ≥ θ for any given threshold θ ∈ (0, 1]. Note that H(1) = R^{-1}, which is a fully informative row structure. When θ < 1, H(θ) is partially informative with larger values of θ leading to a more informative structure.
We implemented the GMDI-k and GMDI-d with respect to \( Q = \Sigma^{-1} \) and \( H = H(\theta) \) for \( \theta = 0.5, 0.8, \) and 1. For \( \theta = 0.5 \) and 0.8, we also implemented the proposed robust GMDI procedure with \( Q = \Sigma^{-1} \) and \( H = \tau H(\theta) + (1 - \tau)I_n \), as described in Section 3.4. We denote the robust procedures for GMDI-k and GMDI-d by r-GMDI-k and r-GMDI-d, respectively. Figure 6 shows the type-I error rates and powers for all the scenarios over 500 independent replications. When \( H \) is partially informative, i.e., \( \theta = 0.5 \) and 0.8, both GMDI-k and GMDI-d have inflated type-I error rates, and GMDI-d has compromised power. GMDI-k shows more robustness to partially informative row structures than GMDI-d, which is consistent with S4 in Setting III. The robust GMDI procedures have significantly better performance in terms of better-controlled type-I error rates and enhanced powers. In particular, the robust GMDI-k procedure even has higher power than the GMDI with a fully informative row structure. This may be due to the fact that GMDI yields conservative \( p \)-values (the type-I error rates are mostly 0 when \( \theta = 1 \)), which could be alleviated by the robust GMDI procedure.

\[
\begin{align*}
\text{Fig 6: Boxplots of the type-I error (A) and power (B) over 500 replications for Setting IV with } &\theta = 0.5, 0.8, \text{ and 1. The proposed robust GMDI procedure can control the type-I error rate and enhance power when the auxiliary row structure is partially informative.}
\end{align*}
\]

5. Analysis of Gut Microbiome Data. In this section, we illustrate the proposed GMDR and GMDI by analyzing a gut microbiome data set from Yatsunenko et al. (2012), which was described briefly in the Introduction. We kept \( p = 149 \) bacterial genera that were present in at least 25\% of the \( n = 100 \) samples. To make the measurements comparable between subjects, we applied the CLR transformation to obtain a \( 100 \times 149 \) data matrix \( X \), as done in Section 4.1. For the column structure, we used the inverse of the \( p \times p \) matrix of patristic similarities between the tips of the phylogenetic tree, as in Section 4.1. The row structure is derived from sample similarities based on Enzyme Commission (EC) numbers which provide insights into the microbial function: counts of EC numbers specify enzyme-catalyzed reactions based on bacterial genomic content. This gives a reasonable auxiliary view of microbial community similarity since evolutionary diversity in bacteria is correlated with metabolic diversity. Specifically, these EC data represent counts of 432 classes of enzymes observed in the bacteria from the same \( n = 100 \) individuals. We applied the CLR transformation to rows of the EC data and centered its columns to have a mean of zero. The resulting \( 100 \times 432 \) matrix is denoted by \( Z \). The row similarity structure is then estimated by the inverse Euclidean kernel \( H = n(ZZ^T)^{-1} \). For clarity, in this example we denote the row and column
structure respectively by $H^M$ and $Q^M$. The KR V test yields zero $p$-values for both $H^M$ and $Q^M$, indicating the informativeness of $H^M$ and $Q^M$.

We aim to identify bacterial taxa associated with age. The human microbiome is a complex ecosystem and plays a crucial role in the host’s development, nutrition, and immunity (Belkaid and Hand, 2014; Bana and Cabreiro, 2019). The human microbiome has been found to be associated with many age-related diseases, including cancer and neurodegenerative disorders (Sepich-Poore et al., 2021; Fang et al., 2020). Therefore, identifying age-associated taxa is important for uncovering the mechanistic link between the microbiome and aging. In this dataset, the individuals’ ages range from 6 months to 53 years. As the distribution of age is highly skewed (around 70% of the samples are below 3 years of age), we use the logarithm of age as our response variable, denoted by $y$. MiRKAT yields a zero $p$-value when testing the association between $H^M$ and $y$, indicating the row structure $H^M$ also informs the outcome $y$.

Besides the marginal analysis result shown in Fig. 1B, it is more interesting to examine the conditional association between each bacterial genus and age, as bacteria do not live independently. We implemented r-GMDI-k and r-GMDI-d to detect conditional associations between bacterial genera and age; the estimated robust row structure was $H^R = 0.996H^M + 0.004I_n$. This again indicates the strong informativeness of $H^M$. The GMDI bias-correction procedure yielded a sparse estimator $\tilde{\beta}(\lambda) \in \mathbb{R}^{149}$ with 13 non-zero entries scattered over the index space $\{1, \ldots, 149\}$ (see (13) for the definition of $\tilde{\beta}(\lambda)$). This indicates that the initial estimate $\tilde{\beta}^{\text{ini}}$ aligns with the space spanned by 13 eigenvectors of $Q^M$. For r-GMDI-d, only 2 out of the 100 GMD components were excluded for having less than 0.1% of the total variance, and 31 GMD components were selected by the proposed VI-based procedure. We found that the organic lasso procedure for estimating $\sigma^2$ (see the definition of $\sigma^2$ in Assumption (A1)) is numerically unstable, which may yield slightly different GMDI results for different runs. Thus, we fitted the organic lasso 100 times and obtained the average estimate of $\sigma^2$, based on which we implemented the robust GMDI-d and GMDI-k with $H^R$ and $Q^M$. As a reference, we also implemented the Grace test (Zhao and Shojaie, 2016), Ridge test (Bühlmann, 2013), and LDPE (Zhang and Zhang, 2014). The dscore and ns-hdi tests were not implemented because they failed to control the type-I error rates in Fig. 2. The Grace test was implemented using $L = (Q^M)^{-1}$. We considered a two-sided significance level $\alpha = 0.05$ for all the tests.

Genera found statistically significantly associated with age after controlling for FDR at 0.1 are reported in Table 3. While the Ridge test results in no statistically significant genera, the Grace test and LDPE are able to detect 10 and 3 statistically significant microbes, respectively. By incorporating the auxiliary information, r-GMDI-d can detect more genera, whereas r-GMDI-k appears conservative. This is consistent with the results in Fig. 3. In addition, all the microbes detected by LDPE and r-GMDI-k are also detected by r-GMDI-d; five out of the ten microbes detected by Grace are also detected by r-GMDI-d. However, compared to the vast majority of taxa that are marginally associated with age shown in Fig. 1B, the number of statistically significant conditional associations is relatively small. This may indicate that only a limited number of microbes are near the end of the causal pathways linking the microbiome and age. However, without adjusting for potential confounders, we have to be cautious about making any causal interpretations, such as, which microbes are drivers or followers of the detected age-microbiome associations.

The bacterial genus Staphylococcus, detected by LDPE, Grace, and r-GMDI-d, is known as a dominant microbe in newborns delivered by Cesarean section (Domínguez-Bello et al., 2010). Bifidobacterium, identified by Grace and r-GMDI-d, was highlighted in Yatsunenko et al. (2012) as one of the four dominant baby gut microbes. This may indicate the informativeness of $Q^M$ for identifying age-associated bacterial genera. Dialister, detected by Grace and GMDI, has been shown to play a role in age-related diseases, such as obesity and diabetes.
Genera found to be associated with age after controlling for FDR at 0.1 using the Ridge test, LDPE, the Grace test, r-GMDI-d, and r-GMDI-k. The microbes are arranged alphabetically according to their names.

| Genus | Total |
|-------|-------|
| Ridge (none) | 0 |
| LDPE | Desulfovibrio, Methanobrevibacter, Staphylococcus | 3 |
| Grace | Abiotrophia, Bifidobacterium, Desulfovibrio, Dialister, Holdemania, Lachnobacterium, Methanobrevibacter, Roseburia, Rothia, Staphylococcus | 10 |
| r-GMDI-d | Adlercreutzia, Anaerococcus, Anaerotruncus, Atopobium, Bifidobacterium, Catenibacterium, Desulfovibrio, Dialister, Diaphorobacter, Erwinia, Kocuria, Limnohabitans, Methanobrevibacter, Mitsuokella, Plesiomonas, Proteus, Pseudobutyrivibrio, Staphylococcus, Streptococcus, Veillonella | 20 |
| r-GMDI-k | Atopobium, Dialister, Erwinia, Veillonella | 4 |

(Xu et al., 2020; Gurung et al., 2020). Veillonella, identified only by the two GMDI methods, is a signature of infant (4-month-old) microbiome and breastfeeding (Bäckhed et al., 2015). One particular genus only detected by r-GMDI-d, Catenibacterium, has been shown to be associated with decreased lifetime cardiovascular disease risk (Kelly et al., 2016).

6. Discussion. This paper proposes estimation and inference procedures for high-dimensional linear regression with two-way structured data. For estimation, we develop GMDR which accounts for arbitrary pre-specified two-way structures. For inference of individual regression coefficients, we propose GMDI, a general high-dimensional inferential framework for a large family of estimators that include the GMDR estimator. Compared to existing high-dimensional inferential tools, GMDI does not require the true regression coefficients to be sparse, it allows dependent and heteroscedastic samples, and it provides flexibility for users to specify relevant auxiliary row and column structures.

We have also proposed a robust GMDI procedure for incorporating a partially informative row structure. In practice, one may have multiple partially informative row structures obtained from different data sources. We can extend the weighting scheme in Section 3.4 to this scenario. Suppose we observe $N - 1$ informative structures $H_1, \ldots, H_{N-1}$, for some $N \geq 2$. Let $\pi = (\pi_1, \ldots, \pi_{N-1})^T$ with $\pi_l \geq 0$ for $l = 1, \ldots, N - 1$ and $\sum_{l=1}^{N-1} \pi_l \leq 1$, and one can consider $H(\pi) = \sum_{l=1}^{N-1} \pi_l H_l + \left(1 - \sum_{l=1}^{N-1} \pi_l\right) I_p$. One can find the $\pi$ that yields the best prediction accuracy using a constrained optimization method. The proposed robust GMDI procedure may be extended to handle a partially informative column structure $Q$. However, simply taking a linear combination $Q(\tau) = \tau Q + (1 - \tau) I_p$ may not be effective because $Q(\tau)$ has the same set of eigenvectors as $Q$ for any $\tau \in (0, 1]$. As a result, $Q(\tau)$ would not satisfy Assumption (A2) better than $Q$. We leave these extensions as future investigations.

The proposed GMDR and GMDI also provide a framework for supervised integrative analysis of multi-view data, i.e., data collected from multiple sources on the same subjects, which are becoming increasingly common in biology, neuroscience, and engineering (Li, Yang and Zhang, 2018; Zhang et al., 2019; Mars, Jbabdi and Rushworth, 2021) As demonstrated in Section 5, an informative row structure can be obtained from another data view that collects different features on the same set of samples. Analogously, when there are additional studies addressing the same scientific question, in other words, measuring the same set of variables, one can obtain the column structure from these studies in a similar way.

While the proposed method is motivated and illustrated using microbiome data, our method is generally applicable to arbitrary two-way structured data, such as gene expression data and neuroimaging data. It is often possible to obtain informative auxiliary row and/or column structures for these data. For the analysis of gene expression data, one can obtain the
gene pathway information from, for example, Kyoto Encyclopedia of Genes and Genomes (KEGG, Kanehisa, 2000) or NCI Pathway Interaction Database (Schaefer et al., 2009) and define $Q$ as the graph Laplacian of the gene pathway. For the analysis of neuroimaging data, these structures are often defined as smoothing matrices relevant to the spatial/temporal structure of the images. Specifically, for functional MRI (fMRI) studies that measure images of the brain over time, one can take $Q$ to be the graph Laplacian of the graph connecting voxels in the brain (Karas et al., 2019), and $H = (h_{ij})$ to be an exponentially smoothing matrix with $h_{ij} = \exp\{-((t_i - t_j)^2)/\kappa\}$, where $t_i$ and $t_j$ are the $i$-th and $j$-th time points, respectively, and $\kappa > 0$ is a tuning parameter (Allen, Grosenick and Taylor, 2014).

It would be useful to extend GMDR and GMDI to account for confounders. Letting $Z = (z_1, \ldots, z_n)^T$ denote the low-dimensional matrix of confounders, we consider the following semi-parametric model

\begin{equation}
\mathbf{y} = g(\mathbf{Z}) + \mathbf{X}\beta^* + \epsilon,
\end{equation}

where $g(\mathbf{Z}) = (g(z_1), \ldots, g(z_n))^T$ with $g(\cdot)$ being an unknown smooth function, $\mathbb{E}[\epsilon | \mathbf{Z}, \mathbf{X}] = 0$, and $\text{Cov}[\epsilon | \mathbf{Z}, \mathbf{X}] = \Psi$. To extend GMDR and GMDI to model (23), we leverage the connection between model (23) and the following linear mixed model (Liu, Lin and Ghosh, 2007):

\begin{equation}
\mathbf{y} = \mathbf{g} + \mathbf{X}\beta^* + \epsilon;
\end{equation}

here, $\mathbf{g}$ is an $n \times 1$ vector of random effects with mean $0$ and covariance $\sigma^2_k \mathbf{K}_{\mathbf{Z}}$, where $\mathbf{K}_{\mathbf{Z}} = (K(z_i, z_j))_{i,j=1,\ldots,n}$ for some pre-specified kernel $K(\cdot, \cdot)$. Popular choices of $K(\cdot, \cdot)$ include the Gaussian kernel $K(z_i, z_j) = \exp\{-\|z_i - z_j\|^2/\rho\}$ and the $d$-th polynomial kernel $K(z_i, z_j) = (z_i^T z_j + \rho)^d$, where $\rho$ and $d$ are tuning parameters. Letting $\delta = \mathbf{g} + \epsilon$, we obtain the marginal representation of model (24): $\mathbf{y} = \mathbf{X}\beta^* + \delta$, where $\mathbb{E}[\delta | \mathbf{X}, \mathbf{Z}] = 0$ and $\text{Cov}[\delta | \mathbf{X}, \mathbf{Z}] = \sigma^2_k \mathbf{K}_{\mathbf{Z}} + \Psi$. Since $(\sigma^2_k \mathbf{K}_{\mathbf{Z}} + \Psi)^{-1} = \Psi^{-1} (\sigma^2_k \mathbf{K}_{\mathbf{Z}} \Psi^{-1} + \mathbf{I}_n)^{-1}$, one can then implement GMDR and GMDI with the row structure $\sigma^{-2} \mathbf{H} (\sigma^2_k \mathbf{K}_{\mathbf{Z}} \sigma^{-2} \mathbf{H} + \mathbf{I}_n)^{-1}$ and the column structure $Q$ for some $\mathbf{H}$ and $Q$ satisfying Assumptions (A1)-(A3), where $\sigma^2$ is introduced in Assumption (A1). Assuming the normality of $\mathbf{g}$ and $\epsilon$, the variance components $\sigma^2$ and $\sigma^2_k$ may be obtained by using penalized maximum likelihood estimation, which we leave for future investigation.

Finally, it would be interesting to extend GMDR and GMDI to analyze two-way structured categorical predictors. However, since the GMD incorporates $\mathbf{H}$ and $Q$ through the $\mathbf{H}, Q$-norm in (2), which is not suitable for categorical data, the current GMDR and GMDI framework are not directly applicable to categorical data. To address this issue, an extension of GMD that replaces the $\mathbf{H}, Q$-norm with some appropriate norm for categorical variables is essential, which could be a fruitful future research direction.
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