ON HIGHER SCISSORS CONGRUENCE

CARY MALKIEWICH

Abstract. We solve the higher version of Hilbert’s Third Problem for one-dimensional geometries, and in higher dimensions we reduce the problem to a computation in group homology. Our central result concerns the scissors congruence $K$-theory spectrum of Zakharevich, whose homotopy groups are the correct higher version of the classical scissors congruence groups. We prove that this spectrum is a Thom spectrum, whose base space is the homotopy orbit space of a Tits complex. The relevant computations quickly follow from this more foundational result.

Contents

1. Introduction 1
2. Preliminaries 7
3. Homotopy colimits and total homotopy cofibers 16
4. Proof of the main theorem 21
5. Comparison to group homology 30
6. The reduced spherical case 32
7. Examples 44
References 48

1. Introduction

We say that two Euclidean polygons $P$ and $Q$ are scissors congruent if $P$ can be cut into finitely many pieces and rearranged to form $Q$. This clearly implies that they have the same area. However, the converse is also true: if $P$ and $Q$ have the same area then they are scissors congruent [Gar85].

Hilbert’s Third Problem asks the same question in dimension three: given two Euclidean polyhedra $P$ and $Q$, when are they scissors congruent? Is it enough to check that they have the same volume? Dehn famously shows that this is false: $P$ and $Q$ must also have the same Dehn invariant, in addition to having the same volume [Deh01]. Later Sydler shows that the volume and Dehn invariant suffice to establish scissors congruence [Syd65], finishing the solution to this form of Hilbert’s Third Problem.

Hilbert’s Third Problem can be considered as a question not just about three-dimensional Euclidean polytopes, but about polytopes in Euclidean, hyperbolic, or spherical geometry in any fixed dimension. When are $P$ and $Q$ scissors congruent? As already mentioned, this
version of the problem has been solved in Euclidean geometry in dimension up to three, and in fact, Jessen solves the problem for four-dimensional Euclidean geometry as well [Jes68]. But in dimensions five and above, the problem remains open. In hyperbolic and spherical geometry, the problem is also solved up to dimension two, and though we know a great deal about dimension three, see e.g. [Dup01, Thm 1.7], the problem is still open in this case as well. This is related to the open question of whether the volumes of hyperbolic 3-manifolds are all commensurable, see [Neu99, 3.9] and [Thu82].

It is fruitful to stipulate that, when rearranging the pieces of $P$ to form $Q$, we only allow moves lying in some fixed subgroup $G$ of the isometry group $I(X)$ of the geometry $X$. We say in this case that $P$ and $Q$ are $G$-scissors congruent. This form of the problem is especially interesting in the Euclidean case, where we may take $G$ to be the subgroup of translations; a complete solution is then given in all dimensions by Jessen and Thorup [JT78], see also [Dup82, Dup01].

Most of these results on scissors congruence, particularly the ones from the last 50 years, are driven by casting the problem in algebraic terms. The central object of study is an abelian group called the scissors congruence group $\mathcal{P}(X, G) = K_0(\mathcal{P}_G^X)$. It is defined as the free abelian group on the polytopes $[P]$ in $X$, modulo relations

- $[P] = \sum_i [P_i]$ when the $P_i$ have disjoint interiors and cover $P$, and
- $[P] = [gP]$ for every $g \in G$.

Alternatively, let the polytope module $\text{Pt}(X)^t$ be the quotient by just the first set of relations.

\begin{equation}
K_0(\mathcal{P}_G^X) = H_0(G; \text{Pt}(X)^t).
\end{equation}

The polytopes $P$ and $Q$ are $G$-scissors congruent iff $[P] = [Q]$ in this abelian group, at least when $G$ acts transitively on $X$ ([Zyl65], [Sah79, §1.3]). Therefore, solving the scissors congruence problem amounts to computing the abelian group $K_0(\mathcal{P}_G^X)$. Furthermore, the expression (1.1) allows for algebraic approaches using group homology. See for example [JKT68, JT78, Sah79, Dup82, DS82, DPS88, DS90, Dup01, Cat03, CZ19].

**Remark 1.2.** The $t$ decoration on $\text{Pt}(X)$ indicates that the action of $g \in G$ sends $[P]$ to $[gP]$. This is considered a “twisted” action; the untwisted action is the one that sends $[P]$ to $\pm [gP]$, the sign depending on whether $g$ preserves orientation. It is not hard to show that the coinvariants under the untwisted action are always zero, see [Dup01, Thm 2.2].

As the notation suggests, $K_0(\mathcal{P}_G^X)$ is the first of a natural sequence of groups $K_n(\mathcal{P}_G^X)$, the higher scissors congruence groups. They are defined as the homotopy groups of the scissors congruence $K$-theory spectrum $K(\mathcal{P}_G^X)$ defined by Zakharevich [Zak17a]. These higher groups capture information, not just about polytopes up to scissors congruence, but about the scissors congruences themselves. Hilbert’s Third Problem is therefore a special case of the following.
Problem 1.3 (Higher scissors congruence problem). Compute or geometrically describe the higher scissors congruence groups $K_m(P^X_G)$ for all geometries $X$ and subgroups $G \leq I(X)$.

This problem has been previously studied (using different language) for $K_1$ of one-dimensional geometries, where it becomes a question about the group of interval exchange transformations. See [Sah81, Arn81, Vee84, Zak17a, KLM+24].

This is a deep and difficult problem, especially when we move above $K_0$ and $K_1$. One issue is that the tools we have for computing higher $K$-groups do not apply to the setting of polytopes, because the $K$-theory of polytopes is a form of “cut-and-paste” $K$-theory. This does not fit into the classical framework for $K$-theory of a category with a notion of an exact sequence, such as an exact category, a Waldhausen category, or a stable $\infty$-category.

We may illustrate the importance of Problem 1.3 by comparing it to the higher algebraic $K$-theory of fields, for which there is a rich literature, see e.g. [Wei13] for a survey. Higher scissors congruence is to Hilbert’s Third Problem what the higher algebraic $K$-groups are to linear algebra—a substantially deeper invariant with connections to several related fields. Indeed, even $K_0$ is related to homological stability for orthogonal groups [Cat07], volumes of hyperbolic manifolds [Gon99], characteristic classes of flat bundles [Dup01, CZ19], and conjecturally, mixed Tate motives [Gon99, Rud22]. Many of these relationships extend to the higher scissors congruence groups as well.

Now that we have motivated Problem 1.3, we turn to our results. In this paper we solve the higher scissors congruence problem for each of the one-dimensional geometries, when $G$ is the full isometry group or the subgroup of orientation-preserving isometries. Our results agree on $K_1$ with those of Zakharevich in [Zak17b, Sec 4], which come from an earlier result of Sah [Sah81].

Theorem 1.4. The higher scissors congruence groups for the Euclidean line $E^1$ and the circle $S^1$, when $G$ is the group of orientation-preserving isometries, are given by

$$K_n \cong \mathbb{R}^{\wedge(n+1)}.$$ 

When $G$ is the full isometry group, the answer is in both cases

$$K_{2n} = \mathbb{R}^{\wedge(2n+1)}, \quad K_{2n+1} = 0.$$ 

Here $\wedge$ denotes exterior product over $\mathbb{Z}$ or $\mathbb{Q}$. Since $H^1 \cong E^1$, these cases exhaust all of the standard one-dimensional geometries.

Above dimension one, we reduce Problem 1.3 to a question about group homology.

Theorem 1.5. For any geometry $X$ and subgroup $G \leq I(X)$, the spectrum homology of scissors congruence $K$-theory is expressed as

$$H_m(K(P^X_G)) \cong H_m(G; \text{Pt}(X)^I).$$

In particular we get a rational isomorphism

$$K_m(P^X_G) \otimes \mathbb{Q} \cong H_m(G; \text{Pt}(X)^I) \otimes \mathbb{Q}.$$
It turns out that $\text{Pt}(E^n)$ is isomorphic to the Steinberg module of the affine Tits building, which we denote $\text{St}(E^n)$, see Definition 2.11.

Note that Theorem 1.5 is a direct generalization of (1.1) to the higher scissors congruence groups. As a result, all of the classical work on scissors congruence based on group homology, from e.g. [Sah79, DS82, DPS88, Dup01, Cat03], can now be applied to the higher scissors congruence groups as well. The reader may also note the conceptual similarity (and technical differences) between this result and the one that relates the higher algebraic $K$-theory of fields to the homology of the general linear group:

$$H_m(\Omega^\infty K(F)) \cong H_m(GL_\infty(F)).$$

We also prove a rationality result for Euclidean geometry:

**Theorem 1.6.** In the Euclidean case $X = E^n$, if $G$ contains all translations, then $K_m(\mathcal{P}_G^{E^n})$ is rational and the above expression holds integrally,

$$K_m(\mathcal{P}_G^{E^n}) \cong H_m(G; \text{Pt}(E^n)^t).$$

This extends the known result that the lowest group $K_0(\mathcal{P}_G^{E^n})$ is rational when $G$ contains all translations. The rationality of the scissors congruence groups $\mathcal{P}(X) = K_0(\mathcal{P}_{I(X)})$ for non-Euclidean geometries is an open problem in general.

Theorem 1.6 demonstrates that the higher scissors congruence groups contain substantial arithmetic information about the real numbers. Indeed, this formula for the higher scissors congruence groups is closely related to Quillen’s filtration of $\Omega^\infty-1K(R)$ from [Qui73], which was recently used to show that $K_8(\mathbb{Z}) = 0$ [SEVKM19].

The group homology in Theorem 1.5 is very difficult to compute, as evidenced by the fact that we only know $K_0$ for the geometries $H^1$, $H^2$, $S^1$, $S^2$, and $E^1$ through $E^4$. Still, the above theorems provide ample motivation to extend these calculations further. It may be that the higher $K$-groups of low-dimensional geometries are more tractable than $K_0$ of $E^5$.

We next describe the central result that makes these computations possible. Define the **polytopal Tits complex** $\text{PT}(X)$ to be the homotopy quotient of the geometry $X$ by the homotopy colimit of all its proper subspaces. This is a space whose reduced homology is concentrated in a single degree, where it gives the abelian group $\text{Pt}(X)$. This is a variant of the Solomon-Tits theorem [Sol69] that we prove in Theorem 2.10.

The tangent bundle $T_X$ of the geometry $X$ passes to a vector bundle on $\text{PT}(X)\setminus\{\ast\}$, which is enough to define a reduced Thom spectrum

$$\text{PT}(X)^{-T_X} = \Sigma^{-T_X} \text{PT}(X).$$

Intuitively, this is a formal de-suspension of the based space $\text{PT}(X)$, where the suspensions are twisted according to the vector bundle $T_X$. The isometry group $G$ (as a discrete group) acts on this in a natural way, and the homotopy orbits are again a reduced Thom spectrum, which we denote $\text{PT}(X)^{-T_X}_{hG}$. Our main theorem can then be stated as follows.
Theorem 1.7. If $X$ is any geometry and $G \leq I(X)$ is any subgroup, there is an equivalence of spectra

$$K(\mathcal{P}^X_G) \simeq PT(X)_{hG}^{-T_X}.$$ 

Let $T(X)$ denote the Tits complex, in other words the realization of the poset of proper nonempty subspaces of $X$. Then the space $PT(X)$ has a canonical map to the unreduced suspension $ST(X)$:

$$PT(X) \to ST(X).$$

In the Euclidean and hyperbolic cases, the map (1.8) is an equivalence, and therefore

$$K(\mathcal{P}^X_G) \simeq ST(X)_{hG}^{-T_X}.$$ 

In the spherical case, the map (1.8) is not an equivalence, but the spectrum $ST(X)_{hG}^{-T_X}$ still has an important role to play. We define the reduced spherical $K$-theory spectrum $\tilde{K}(\mathcal{P}^S(W)_G)$ to be $K(\mathcal{P}^S(W)_G)$ modulo the homotopy colimit of the spectra $K(\mathcal{P}^S(V)_G)$ for $V \subseteq W$, along maps that suspend the polytopes. The definition for larger groups $G$ is similar. (See Section 6.) At $K_0$, this recovers the reduced spherical scissors congruence groups $\mathcal{P}(S(W), G)$ that appear in the definition of the Dehn invariant, see e.g. [Sah79, Dup01, Cat03].

Theorem 1.9. For any inner product space $W \neq 0$ and any subgroup $G \leq O(W)$, there is an equivalence of spectra

$$\tilde{K}(\mathcal{P}^S(W)_G) \simeq ST(S(W))^{1-W}_{hG}.$$ 

By definition, we have $\tilde{K}(\mathcal{P}^S(0)_G) = K(\mathcal{P}^S(0)_G) \simeq S$. See Section 7.

The proof of the main theorem (Theorem 1.7) can be sketched as follows. We first consider the case of the trivial subgroup $G = 1$. We use the Barratt-Priddy-Quillen theorem and a filtration argument to establish a Solomon-Tits theorem for the $K$-theory spectrum:

Theorem 1.10 (M-Zakharevich). For any geometry $X$, the spectrum $K(\mathcal{P}^X_1)$ is (non-equivariantly) equivalent to a wedge of sphere spectra $S$. 

We highlight that this first step of the argument is a joint result with Zakharevich. We then use this to define a second, $G$-equivariant equivalence

$$K(\mathcal{P}^X_G) \simeq PT(X)_{hG}^{-T_X}.$$ 

This uses a combination of Pontryagin-Thom collapse maps and a homotopy-coherent refinement of the notion of an “apartment” from the theory of Steinberg modules, see e.g. [Sol69, LS76, CP17, CFP19]. Finally, we invoke a result from [BGM23], that scissors congruence $K$-theory is a homotopy orbit spectrum.

Theorem 1.11 (Bohmann-Gerhardt-M-Merling-Zakharevich). There is an equivalence of spectra

$$K(\mathcal{P}^X_1)_{hG} \simeq K(\mathcal{P}^X_G)$$ 

for every geometry $X$ and every subgroup $G \leq I(X)$.
Combining these together gives Theorem 1.7. The reduced spherical case (Theorem 1.9) follows a similar but more elaborate argument.

We note once more a conceptual relationship to the higher $K$-theory of fields: the above two theorems imply that scissors congruence $K$-theory is the homotopy orbits of a wedge of sphere spectra. The same was recently proven about the stable rank filtration of higher $K$-theory of fields from [Rog92], partially resolving a longstanding conjecture by Rognes [MPW23].

Remark 1.12. Since the first version of this paper was posted, it has become apparent that Theorem 1.4 is closely related to the homology of the group of interval exchange transformations, which was computed more recently in [Tan23], using [Li22, SW19]. In particular, Robin Sroka pointed out a striking similarity between Theorem 1.4 and [Tan23, Lem 5.6]. In general, the higher scissors congruence groups are closely related to the group of “scissors automorphisms,” that is, self-maps of a polytope that cut it into pieces and then rearrange the pieces using elements of the group $G$. See the more recent paper [KLM+24] for details.

Remark 1.13. The space $\text{ST}(X)$ agrees with the RT-building $F^X$ used by Campbell and Zakharevich [CZ19] in their refinement of Goncharov’s conjecture concerning the Dehn complex and motivic cohomology [Gon99, Rud22]. Campbell and Zakharevich use an isomorphism at the level of $K_0$

$$K_0(P^X_G) \cong H_{n+1}(\text{ST}(X)_{hG}^\sigma),$$

where $\sigma$ is the sign representation, and we reduce $K$-theory in the spherical case. Our results imply that the higher homology of their space $\text{ST}(X)_{hG}^\sigma$ also captures the higher $K$-groups, at least rationally. Therefore the construction in [CZ19, §2] can be used to extend the classical Dehn invariant to the higher scissors congruence groups. Details of this construction will appear in future work.
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2. Preliminaries

2.1. Geometries and polytopes. For each integer \( n \geq 0 \), let \( H^n \), \( E^n \), and \( S^n \) be defined as subspaces of \( \mathbb{R}^{n+1} \):

\[
H^n = \left\{ (x_0, \ldots, x_n) : -x_0^2 + \sum_{i=1}^{n} x_i^2 = -1, \ x_0 > 0 \right\}
\]

\[
E^n = \left\{ (x_0, \ldots, x_n) : x_0 = 1 \right\}
\]

\[
S^n = \left\{ (x_0, \ldots, x_n) : x_0^2 + \sum_{i=1}^{n} x_i^2 = 1 \right\}
\]

If \( X \) is one of these geometries, the isometry group \( I(X) \) is the subgroup of \( \text{GL}_{n+1}(\mathbb{R}) \) that preserves

- The form \(-x_0^2 + \sum_{i=1}^{n} x_i^2\) and the sign of \( x_0 \), when \( X = H^n \),
- Both \( x_0 \) and the form \( \sum_{i=1}^{n} x_i^2 \) along the subspace \( x_0 = 0 \), when \( X = E^n \), and
- The form \( \sum_{i=0}^{n} x_i^2 \), when \( X = S^n \).

We denote these groups \( H(n) \), \( E(n) \), and \( O(n+1) \), respectively. For the sphere it is often convenient to replace \( \mathbb{R}^{n+1} \) by an arbitrary inner product space \( W \), denoting the unit sphere \( S(W) \) and its isometry group \( O(W) \).

The canonical map \( E(n) \to O(n) \) restricts to the subspace \( x_0 = 0 \). Its kernel is the translation subgroup \( T(n) \leq E(n) \), which is isomorphic to \( \mathbb{R}^n \) as an abelian group, and we get a split short exact sequence

\[
0 \longrightarrow T(n) \longrightarrow E(n) \longrightarrow O(n) \longrightarrow 0
\]

making \( E(n) \) into a semidirect product \( T(n) \rtimes O(n) \).

Let \( X \) be any of the above geometries. A \textbf{(geometric) subspace} \( U \subseteq X \) is a subset obtained by intersecting with a linear subspace of \( \mathbb{R}^{n+1} \). If different linear subspaces have the same intersection with \( X \) then we consider them to be the same geometric subspace.

A \textbf{(geometric) simplex} \( \Delta^k \subseteq X \) is obtained from any \((k+1)\) distinct points in \( X \) in general position (not all lying in a \((k-1)\)-dimensional subspace) by taking the convex hull in \( \mathbb{R}^{n+1} \), then projecting from the origin back to \( X \). In the spherical case it is necessary to also assume that this convex hull does not contain the origin, in other words the \((k+1)\) points all lie in an open hemisphere. Note that we can move any of these \((k+1)\) points along the ray connecting it to the origin, before taking the convex hull, and it does not change the resulting subset of \( X \).
More generally, the join $P \ast Q$ of two subsets $P, Q \subseteq X$ is the quotient of $P \times Q \times I$ by the relations

$$(p, q, 0) \sim (p', q, 0), \quad (p, q, 1) \sim (p, q', 1) \quad \forall p, p' \in P, q, q' \in Q.$$

We regard this as a subspace of $X$ by taking $(p, q, t)$ to the point $(1-t)p+tq \in \mathbb{R}^{n+1}$ and then projecting to $X$. We only consider this to be well-defined if the resulting map $P \ast Q \to X$ is injective, and in the spherical case if every pair $(p, q)$ lies in an open hemisphere. For example, a $k$-simplex is a join of $(k+1)$ points in general position, while if $W = V \oplus V^\perp$ then the entire sphere $S(W)$ is the join of the subspaces $S(V)$ and $S(V^\perp)$.

A polytope $P \subseteq X$ is any subset that can be expressed as a finite union of geometric simplices of dimension $n$. So $P$ is not required to be convex, but it does need to be top-dimensional. A 1-simplex in $E^2$ is not considered to be a polytope, but a 2-simplex is.

If $P \subseteq X$ is any finite union of simplices, not necessarily top-dimensional, its span is the smallest geometric subspace $U$ containing $P$. The corresponding linear subspace of $\mathbb{R}^{n+1}$ is just the span of the points in $P$.

A weak subdivision or almost-disjoint cover of a polytope $P \subseteq X$ is a finite collection of polytopes $P_i \subseteq X$, whose union is $P$, and whose interiors are disjoint. We think of these as a generalization of linear subdivision, where the pieces of the subdivision do not have to actually form a simplicial or polytopal complex, i.e. the faces do not have to line up.

**Lemma 2.1.** Any two weak subdivisions have a common refinement.

**Proof.** Given two covers $\bigsqcup_i P_i \to P$ and $\bigsqcup_j Q_j \to P$, the pairwise intersections $P_i \cap Q_j$ also form a cover. Throwing out the intersections that are less than top-dimensional gives a cover by top-dimensional polytopes. □

A (geometric) triangulation of $P$ is the structure of a simplicial complex on $P$, all simplices being geometric in $X$.

**Proposition 2.2.** Each polytope $P$ has a geometric triangulation. For any finite collection of polytopes $\{P_i\}$, the union $\cup_i P_i$ can be triangulated so that each $P_i$ is a subcomplex.

**Proof.** For each $i$, take a finite list of simplices whose union is $P_i$. Each face of each of these simplices determines two closed half-spaces in $X$, one pointing to the interior of the simplex and one pointing away. Take all possible intersections of the half-spaces arising in this way, including intersections of a half-space and the closure of its own complement, which gives a hyperplane. The resulting intersections give a collection of convex polyhedra $\{Q_j\}$ in $X$ of varying dimensions, preserved under taking faces.

We restrict $\{Q_j\}$ to the polyhedra that are bounded, in other words the polytopes that are not necessarily top-dimensional, and make their union into a simplicial complex. For each bounded polyhedron $Q_j$, if its boundary is triangulated, we can extend the triangulation to $Q_j$ by taking the join with one fixed point in the interior. By induction, this gives
a triangulation of the union $\bigcup Q_j$ over all the bounded polyhedra in the collection. By construction, it contains each $P_i$ as a subcomplex. □

**Remark 2.3.** Proposition 2.2 implies that any two geometric triangulations of a polytope have a common refinement. (Take $P_i$ to run over all the simplices in both triangulations.) This is not surprising, since in the Euclidean case the triangulations both present the same PL structure on $\mathbb{R}^n$, and so one expects them to be compatible under subdivision. Since the Hauptvermutung is known to be false, if we allow non-geometric triangulations, in other words arbitrary homeomorphisms to simplicial complexes, then common refinements do not exist in general. See e.g. [Ran96].

If $V \subseteq W$ is an inclusion of inner product spaces with orthogonal complement $V^\perp$, and $P \subseteq S(V)$ is any polytope, the **suspension** of $P$ is the join $P \ast S(V^\perp)$. This is always a polytope in $S(W)$.

Finally, the **empty geometry** is the empty set $\emptyset$. It has a unique polytope, the empty polytope $\emptyset \subseteq \emptyset$.

### 2.2. The tuple, polytope, and Steinberg complexes

In this subsection we describe the base spaces for our Thom spectra in several equivalent ways.

Let $X$ be any geometry. Following [CZ19, Def A.1], let $T_{pl}(X)$ be the simplicial complex in which a $k$-simplex is any $(k+1)$ points in $X$, not necessarily in general position, but lying in an open hemisphere in the spherical case. Let $\widetilde{T}_{pl}(X)$ be the same complex except that, in the spherical case, the points do not have to lie in an open hemisphere. In [Dup01] these correspond to the chain complexes $C_*(X)$ and $\overline{C}_*(X)$, respectively.

**Lemma 2.4.** The canonical map $T_{pl}(X) \to X$ is an equivalence, and $\widetilde{T}_{pl}(X)$ is contractible.

**Proof.** The first claim is a consequence of simplicial approximation, see Lemma 3.6 and (3.9) in [Dup01] for the homology version. The contractibility of $T_{pl}(X)$ is clear because it can be coned off to any one of its points. □

When $X$ is $n$-dimensional, let $T_{pl}(X)^{n-1} \subseteq T_{pl}(X)$ denote the subcomplex of those tuples that lie in some $(n-1)$-dimensional subspace, and similarly for $\widetilde{T}_{pl}(X)^{n-1}$. This is identified with the union of the subcomplexes $T_{pl}(U)$ over all proper subspaces $U \subsetneq X$. Even when $T_{pl}(X)$ is contractible, this subcomplex is not, so the quotient $T_{pl}(X)/T_{pl}(X)^{n-1}$ has an interesting homotopy type.

We next describe $T_{pl}(X)^{n-1}$ as a homotopy colimit. Recall that for any small category $I$ and any diagram of spaces $F: I \to \text{Top}$, there is an unbased homotopy colimit

$$\hocolim_I^u F$$
defined using the Bousfield-Kan formula. (See Section 3 for more details.) We use the “\(u\)” decoration to distinguish this from the more common based homotopy colimit, defined from this unbased one by identifying the homotopy colimit of all the basepoints to a single point.

**Definition 2.5.** Suppose \(I\) has a terminal object \(* \in I\). We define the **total homotopy cofiber** of \(F\) to be the quotient

\[
\text{tcofib}(F) := \left( \hocolim_{\bigcup \{ \ast \}} F \right) \bigg/ \left( \hocolim_{\bigcup \{ \ast \}} F \right).
\]

This has the homotopy type of a homotopy cofiber, provided the spaces \(F(i)\) are well-based.

**Example 2.6.** Suppose \(I\) is an \(n\)-dimensional cube, i.e. the poset of subsets of a fixed set \(\{0, \ldots, n-1\}\), but we use the convention that \(S \to T\) when \(T \subseteq S\). Then our definition of the total homotopy cofiber matches the one from functor calculus [Goo92, Goo03, MV15]. In particular, it is homeomorphic to the iterated homotopy cofibers (mapping cones) taken along each direction of the cube.

**Example 2.7.** Suppose \(K\) is a cell complex, and \(I\) is a poset of subcomplexes \(K(i) \subseteq K\), closed under intersections, and terminating at \(K\) itself. In this case the canonical map

\[
\hocolim_{\bigcup \{ \ast \}} K(i) \longrightarrow \bigcup_{i \in I \setminus \{ \ast \}} K(i)
\]

is an equivalence, and therefore the total homotopy cofiber is equivalent to the quotient of \(K\) by the union of the proper subcomplexes in the diagram:

\[
K \bigg/ \left( \bigcup_{i \in I \setminus \{ \ast \}} K(i) \right).
\]

In other words, the quotient \(\text{Tpl}(X)/\text{Tpl}(X)^{n-1}\) is a total homotopy cofiber.

**Definition 2.8.** Let \(X\) be any geometry and let \(I\) be the poset of nonempty geometric subspaces \(\emptyset \subsetneq U \subseteq X\), including \(X\) itself. We define two diagrams on \(I\):

- A tautological diagram whose value at \(U\) is the space \(U\) itself. We define the **polytopal Tits complex** \(\text{PT}(X)\) to be its total homotopy cofiber:

\[
\text{PT}(X) = \left( \hocolim_{\emptyset \subsetneq U \subseteq X} U \right) \bigg/ \left( \hocolim_{\emptyset \subsetneq U \subseteq X} U \right) \simeq \left( \hocolim_{\emptyset \subsetneq U \subseteq X} \text{Tpl}(U) \right) \bigg/ \left( \hocolim_{\emptyset \subsetneq U \subseteq X} \text{Tpl}(U) \right) \simeq \text{Tpl}(X)/\text{Tpl}(X)^{n-1}.
\]
A constant diagram whose value at $U$ is the one-point space $\ast$. We define the Steinberg complex $ST(X)$ to be its total homotopy cofiber:

$$ST(X) = \left( \operatorname{hocolim}_{\emptyset \subseteq U \subseteq X}^u \ast \right) / \left( \operatorname{hocolim}_{\emptyset \subseteq U \subseteq X}^u \ast \right)$$

$$\simeq \left( \operatorname{hocolim}_{\emptyset \subseteq U \subseteq X}^u \tilde{Tpl(U)} \right) / \left( \operatorname{hocolim}_{\emptyset \subseteq U \subseteq X}^u \tilde{Tpl(U)} \right)$$

$$\simeq \tilde{Tpl(X)}/\tilde{Tpl(X)}^{n-1}.$$

As mentioned in the introduction, the Steinberg complex $ST(X)$ coincides with the RT-building $F_X^X$ of [CZ19, Def 1.8]. See [CZ19, App A] for an alternative argument for the above equivalences.

Note that the second term in this definition $\left( \operatorname{hocolim}_{\emptyset \subseteq U \subseteq X}^u \ast \right)$ is the Tits complex $T(X)$, the realization of the poset of proper nonempty subspaces of $X$. Similarly the first term $\left( \operatorname{hocolim}_{\emptyset \subseteq U \subseteq X}^u \ast \right)$ is the cone on the Tits complex $CT(X)$. Therefore

**Lemma 2.9.** The Steinberg complex $ST(X)$ is homeomorphic to the unreduced suspension of the Tits complex $T(X)$.

This explains the convenient notation “ST” for the Steinberg complex.

The collapse of each subspace $U$ to a point, or the inclusion of $\text{Tpl}$ into $\tilde{\text{Tpl}}$, induces a canonical map

$$\text{PT}(X) \to ST(X).$$

When $X = E^n$ or $H^n$, this is an equivalence, because every subspace $U$ is contractible, and homotopy colimits preserve all equivalences of diagrams.

The following is a variant of the Solomon-Tits theorem [Sol69].

**Theorem 2.10.** $\text{PT}(X)$ and $ST(X)$ are each equivalent to a wedge of $n$-spheres, where $n$ is the dimension of the geometry $X$.

This is a variant of known results, for instance the chain complex version that can be found in [Dup01, Thm 3.5 and Thm 3.10].

**Proof.** From the first model of $\text{PT}(X)$ it is easy to check that it is a cell complex with all cells of dimension $\leq n$. This makes the $n$th homology group free, and if $n \leq 1$ the proof is done. If not, we use the last model $\text{Tpl}(X)/\text{Tpl}(X)^{n-1}$, to see this space has the homotopy type of a complex with all cells of dimension $\geq n$. Therefore the space is simply-connected, and its reduced homology is concentrated in degree $n$ and is free. It follows using the Hurewicz theorem and Whitehead theorem that the space is equivalent to a wedge of $n$-spheres. The proof for $ST(X)$ is the same. □
Definition 2.11. The polytope module and Steinberg module are defined as
\[
\begin{align*}
\text{Pt}(X) &:= \tilde{H}_n(\text{PT}(X)), \\
\text{St}(X) &:= \tilde{H}_n(\text{ST}(X)) = \tilde{H}_{n-1}(T(X)),
\end{align*}
\]
as in [Dup01, (2.12) and (2.15)]. These are free abelian groups, indexed by the spheres that show up in each wedge sum. Of course \(\text{Pt}(E^n) \cong \text{St}(E^n)\) and \(\text{Pt}(H^n) \cong \text{St}(H^n)\), but the canonical map \(\text{Pt}(S^n) \to \text{St}(S^n)\) is not an isomorphism.

Proposition 2.12. \(\text{Pt}(X)\) is presented as the free abelian group on the polytopes \(P \subseteq X\) modulo the relation \([P] = \sum_i [P_i]\) when the \(P_i\) are a weak subdivision of \(P\). Alternatively, it can be presented the same way but with \(P\) and all \(P_i\) required to be simplices. This can be deduced from the model \(\text{Tpl}(X)/\text{Tpl}(X)^{n-1}\), see [Dup01, Thm 2.10]. In particular, the generators for simplices \([\Delta^n]\) correspond to the \(n\)-simplices in \(\text{Tpl}(X)/\text{Tpl}(X)^{n-1}\).

Remark 2.13. The isomorphism of Proposition 2.12 is \(I(X)\)-equivariant provided we use the “twisted” action for each group. As in Remark 1.2, this means that in the presentation of Proposition 2.12, the action of \(g\) sends \([P]\) to \([gP]\). On the homology of \(\text{PT}(X) \simeq \text{Tpl}(X)/\text{Tpl}(X)^{n-1}\), we take the obvious action that applies \(g\) to the points in each tuple, but then twist by \(\pm 1\), according to whether \(g\) preserves or reflects orientation. With these conventions, the isomorphism is equivariant. (See also Remark 2.22.)

For \(X = E^n\) or \(H^n\), Proposition 2.12 also gives a presentation of \(\text{St}(X)\). In the spherical case, \(\text{St}(S^n)\) can be presented as \(\text{Pt}(S^n)\) modulo an image of \(\text{Pt}(S(V))\) for every linear subspace \(V \subseteq W\), see Lemma 6.11 or [Dup01, Thm 3.13].

Notation 2.14. For the geometry \(S(W)\) that is the unit sphere of the inner product space \(W\), we usually write \(\text{PT}(W)\) instead of \(\text{PT}(S(W))\) to improve readability. Similarly for \(\text{ST}(W)\), \(\text{Pt}(W)\), and \(\text{St}(W)\).

2.3. Spectra and Borel \(G\)-spectra. For most of the paper we use the simplest model of spectra, sometimes called prespectra, consisting of spaces \(X_n\) and bonding maps \(\Sigma X_n \to X_{n+1}\). There are many standard references for these, among them [MMSS01, Sch12].

We say that a Borel \(G\)-spectrum is such a spectrum \(X\) together with a continuous basepoint-preserving left action of \(G\) on each level \(X_n\), commuting with the bonding maps. An equivalence of such spectra is a map of spectra \(X \to Y\), commuting with the \(G\)-action, that gives an isomorphism on the stable homotopy groups. Among other things, this gives an equivalence on the homotopy orbit spectra \(X_{hG} \to Y_{hG}\).

Lemma 2.15. If \(S^V\) is any sphere with a basepoint-preserving action by \(G\), then the operations \(S^V \wedge -\) and \(\text{Map}_*(S^V, -)\) preserve all equivalences of Borel \(G\)-spectra, and are inverses up to equivalence of Borel \(G\)-spectra.

Proof. The fact that they preserve equivalences follows from [MMSS01] because \(S^V\) is a cell complex. The unit and counit of the adjunction are equivalences on the underlying spectra, hence are equivalences of Borel \(G\)-spectra. \(\square\)
At one point we will need the symmetric monoidal category of symmetric or orthogonal spectra with $G$-action. As before, we consider these up to equivariant maps that are stable equivalences on the underlying symmetric or orthogonal spectrum. There is a model category of such, obtained by taking the projective model structure on $G$-diagrams of diagram spectra, and it is Quillen equivalent to the model category of ordinary (pre-)spectra with $G$-action. This can be deduced easily from the standard theory in e.g. [MMSS01].

The terminology “Borel” serves as a reminder that we are not using a more sophisticated equivariant theory that uses fixed points or representations of $G$, as in [MM02].

2.4. Scissors congruence spectra. Fix a geometry $X = H^n$, $E^n$, or $S^n$. Let

$$
\mathcal{C} = \mathcal{P}_1^X
$$

be the category with one object for every polytope $P \subseteq X$ (possibly empty), and one morphism for every inclusion $P \subseteq Q$ in $X$. In other words, it is the poset of polytopes in $X$ under inclusion.

This category is an assembler in the sense of [Zak17], see also [BGM+23], and therefore has an associated $K$-theory spectrum. We recall the construction.

Following [Zak17], for each based set $A$, let

$$
A \wedge \mathcal{C} = \bigvee_{A \setminus \{\ast\}} \mathcal{C}
$$

denote the $(A \setminus \{\ast\})$-fold wedge of the category $\mathcal{C}$ along the object $\emptyset$. Explicitly, an object in this category is a pair $(a, P)$ in which $a \in A \setminus \{\ast\}$ and $P$ is a nonempty polytope, and additionally we have an initial object $\emptyset$. We have one morphism $(a, P) \rightarrow (b, Q)$ if $a = b$ and $P \subseteq Q$, and no morphisms otherwise.

Let $W(\mathcal{C})$ be the category in which an object is a finite set $I$, possibly empty, and a tuple of nonempty polytopes $\{P_i\}$ indexed by $I$. A morphism in $W(\mathcal{C})$

$$
\{P_i\}_{i \in I} \longrightarrow \{Q_j\}_{j \in J}
$$

is a map of finite sets $\alpha: I \rightarrow J$, and maps $P_i \rightarrow Q_{\alpha(i)}$ in $\mathcal{C}$, such that for each $j \in J$, the collection of $P_i$ mapping to $Q_j$ form a weak subdivision (almost-disjoint cover) of $Q_j$.

We similarly define $W(A \wedge \mathcal{C})$ for any set $A$ as tuples $\{(a_i, P_i)\}_{i \in I}$, and morphisms the indexed maps in the category $A \wedge \mathcal{C}$. Again, for each $(a, Q_j)$, if we take every $(a, P_i)$ mapping to it (necessarily indexed by the same $a \in A$), the polytopes $P_i$ form an almost-disjoint cover of $Q_j$.

Let $S^1_*$ denote the standard simplicial circle $\Delta[1]/\partial\Delta[1]$. Let $N_*$ refer to the nerve of a category.
The **scissors congruence K-theory spectrum** is the symmetric spectrum arising from the Segal $\Gamma$-space

$$n_+ \mapsto |N_q\mathcal{W}(n_+ \wedge C)|.$$  

Concretely, at spectrum level $k$ it is the realization of the multisimplicial set

$$[p, q_1, \ldots, q_k] \mapsto N_p\mathcal{W}(S_{q_1}^1 \wedge \cdots \wedge S_{q_k}^1 \wedge C),$$  

and the bonding maps of the spectrum arise from the identifications

$$S_{q_1}^1 \wedge \cdots \wedge S_{q_k}^1 \cong S_{q_1}^1 \wedge \cdots \wedge S_{q_k}^1 \wedge S_1^1.$$  

As usual, because the $\Gamma$-space is special, this spectrum is a positive $\Omega$-spectrum and is therefore semistable (see [Sch12]). We are therefore free to ignore the symmetric spectrum structure and treat it as an ordinary spectrum. We denote this spectrum by $K(C)$ or $K(P^1)$.

The spectrum $K(P^X)$ has an action by the isometry group $I(X)$, acting on each of the polytopes in $C$ that appear at each multisimplicial level. We consider this as a Borel equivariant spectrum, that is, up to equivariant maps of spectra that are equivalences on the underlying spectrum.

We similarly define $K(P_G^X)$ by replacing $C$ by the category $P^X_G$, whose objects are polytopes and whose morphisms are elements $g \in G$ and inclusions $g(P) \subseteq Q$. The main result of [BGM+23] says that this is equivalent to the homotopy orbit spectrum

$$K(P_G^X) \simeq K(P^X_1)_{hG}.$$  

As a result, this paper focuses exclusively on the spectrum $K(P^X_1)$ with its $G$-action.

### 2.5. Finite sets and Barratt-Priddy-Quillen

If $X^0 = E^0$ is the 0-dimensional, one-point geometry, then $P^X_1$ is the poset $\{\emptyset \rightarrow \bullet\}$. The associated category of indexed polytopes $\mathcal{W}(\{\emptyset \rightarrow \bullet\})$ may be identified with the category of finite sets $\text{Fin}$. We denote the associated spectrum (2.16) as $K(\text{Fin})$. At level $k$, it is the realization of the bisimplicial set

$$[p, q] \mapsto N_p \prod_{S_q^k \setminus \{\ast\}} \text{Fin},$$  

restricted to those $S_q^k$-tuples of sets in $\text{Fin}$ that are pairwise disjoint.

**Remark 2.18.** This is equivalent to the usual models of the $K$-theory of finite sets. For instance, the model described by Waldhausen in [Wal85, 1.8] agrees with this one, except that instead of requiring the sets to be disjoint, we include a choice of coproduct for various collections of the finite sets, so that we can use these coproducts when we take face maps. Of course, if the sets happen to be disjoint, then the set-theoretic union works just fine as a model for the coproduct. This observation gives a map from (2.17) into Waldhausen's model. For each fixed $q$, this gives an equivalence of categories, hence an equivalence after taking realization with respect to $p$. Varying $q$, we then have a levelwise equivalence of Reedy cofibrant simplicial spaces, and hence we get an equivalence on the realizations.
Let $S = \Sigma^\infty S^0$ refer to the standard model of the sphere spectrum whose $n$th level is $S^n$.

**Theorem 2.19** (Barratt-Priddy-Quillen). $K(\text{Fin})$ is equivalent to the sphere spectrum $S$.

More specifically, the equivalence can be represented by any map $S \to K(\text{Fin})$ that picks out a point at spectrum level $0$

$$|N \cdot W (S^0 \wedge C)| \cong |N \cdot W (C)| \cong |N \cdot \text{Fin}|$$

represented by a singleton set $I = \{i\}$.

### 2.6. Reduced Thom spectra and homotopy orbits.

**Definition 2.20.** Suppose $Y$ is a cell complex, $E \to Y$ a vector bundle, and $A \subseteq Y$ a subcomplex. We define the reduced Thom space $\Sigma^E(Y/A)$ to be the quotient of the Thom space $\text{Th}(E)$ by the subspace $\text{Th}(E|A)$. If $\xi = E - n$ is a virtual bundle then we define the reduced Thom spectrum $\Sigma^\xi(Y/A)$ to be $\Sigma^{-n}\Sigma^E(Y/A)$.

**Example 2.21.** The space

$$\left(\hocolim_{U \subseteq X}^n U\right) \cong \text{Tpl}(X)$$

has a canonical map to $X$. We define a virtual vector bundle on this space by pulling back the negative of the tangent bundle $-T X$. This passes to a reduced Thom spectrum on the quotient space $\text{PT}(X)$ from **Definition 2.8**:

$$\text{PT}(X)^{-T X} = \Sigma^{-T X} \text{PT}(X).$$

**Remark 2.22.** The polytope module with twisted action $\text{Pt}(X)^t$ from **Remark 1.2** and **Remark 2.13** arises naturally as the homology of this Thom spectrum:

$$\text{Pt}(X)^t = \widetilde{H}_0(\text{PT}(X)^{-T X}).$$

By the Thom isomorphism, this agrees with $\text{Pt}(X) \cong \widetilde{H}_n(\text{PT}(X))$. But now any orientation-reversing map flips the orientation of the bundle $-T X$, and therefore flips the sign on homology of the Thom spectrum, giving the required twist.

**Lemma 2.23.** If a group $G$ acts on $Y$, $A$, and $E$ commuting with the maps $A \to Y \leftarrow E$, the reduced Thom space $\Sigma^E Y/A$ inherits a $G$-action, and its based homotopy orbit space is also a reduced Thom space

$$(\Sigma^E Y/A)_{hG} \cong \Sigma^{E_{hG}}((Y/A)_{hG}).$$

**Proof.** This is straightforward from the description of the reduced Thom space as a quotient of two Thom spaces. Note that $E_{hG}$ is the unbased homotopy orbits of $E$, which forms a bundle over the unbased homotopy orbits $Y_{hG}$, while $(Y/A)_{hG}$ is based homotopy orbits of $Y/A$, which are a quotient of the unbased homotopy orbit spaces $(Y_{hG})/(A_{hG})$. 

**Example 2.24.** The space from **Example 2.21** is easily seen to have an action by the isometry group of $X$. Therefore for any subgroup $G \leq I(X)$ we get a reduced Thom spectrum

$$\text{PT}(X)^{-T X}_{hG} = (\Sigma^{-T X} \text{PT}(X))_{hG} \cong \Sigma^{-(T X)_{hG}}(\text{PT}(X)_{hG}).$$
Finally, we discuss a reduction that will help us identify $K$-theory with this Thom space.

Let $X = E^n$ or $H^n$. Let $S^X$ be the one-point compactification of $X$, and let $\Sigma^X$ be the smash product with this one-point compactification. The exponential map of $X$ identifies the tangent bundle $TX$ with the trivial fiber bundle whose fiber is the topological space $X$. This identification respects the action of the isometry group, essentially because isometries preserve geodesics.

This allows us to simplify the suspension of the Thom space as

$$\Sigma^X \Sigma^{-TX} \text{PT}(X) \simeq \Sigma^{TX} \Sigma^{-TX} \text{PT}(X) \simeq \Sigma^\infty \text{PT}(X).$$

By Lemma 2.15, $\Sigma^X$ is an equivalence on spectra with an action by $I(X)$. Therefore, to prove our main theorem, it therefore suffices to suspend $K$-theory by $\Sigma^X$, and identify the result with the stable homotopy type of $\text{PT}(X)$.

Similarly, when $X = S(W)$ for an inner product space $W$, we use the standard isomorphism

$$TS(W) \times \mathbb{R} \cong S(W) \times W$$

between the once-stabilized tangent bundle and the trivial bundle with fiber $W$. This gives us an equivalence of Borel $O(W)$-spectra

$$\Sigma^W \Sigma^{-TS(W)} \text{PT}(W) \simeq \Sigma^\infty (\Sigma \text{PT}(W)).$$

All together this shows:

**Lemma 2.25.** To prove that $K(\mathcal{P}^X_G)$ is equivalent to the Thom spectrum $\text{PT}(X)_{hG}^{-TX}$, it suffices to give an equivalence of Borel $G$-spectra

$$\Sigma^X K(\mathcal{P}^X_G) \simeq \Sigma^\infty \text{PT}(X)$$

and in the spherical case

$$\Sigma^W K(\mathcal{P}^S(W)) \simeq \Sigma^\infty (\Sigma \text{PT}(W)).$$

### 3. Homotopy colimits and total homotopy cofibers

In this section we fix some conventions for homotopy colimits that will be used in the proof of the main theorem, and some facts about total homotopy cofibers that are useful for the subsequent computations.

Recall that the simplicial category $\Delta$ has objects the sets

$$[n] = \{0, 1, \ldots, n\}$$

and maps are the nondecreasing maps to sets. Let $\mathcal{J} \subseteq \Delta$ denote the category with the same objects but only the injective maps. A simplicial space is a functor $X_\bullet : \Delta^{\text{op}} \to \text{Top}$. We refer the reader elsewhere for the usual terminology about simplicial objects, e.g. [GJ99].
Let \( I \) be any poset (partially ordered set) and \( F: I \to \text{Top} \) any diagram of unbased spaces indexed by \( I \). As mentioned in Section 2.2, we define the unbased homotopy colimit

\[
\operatorname{hocolim}_I ^u F
\]

using the Bousfield-Kan formula. To be concrete, we take the simplicial space that at level \( k \) is the coproduct over chains in \( I \) of \( F \) evaluated at the chain’s first object:

\[
\bigoplus_{i_0 \leq \cdots \leq i_k} F(i_0).
\]

As usual, the face maps delete elements from the chain \( i_0 \leq \cdots \leq i_k \), and apply the map \( F(i_0) \to F(i_1) \) if \( i_0 \) is deleted. The degeneracy maps duplicate one of the \( i_j \).

This simplicial space has a special property. The nondegenerate points at each level are the union over the strict chains

\[
\bigoplus_{i_0 < \cdots < i_k} F(i_0),
\]

and these are preserved by the face maps. It follows that the realization can be defined using only the nondegenerate points and the face maps, as the following coequalizer.

\[
(3.1) \quad \bigoplus_{k,\ell \geq 0} \left( \Delta^k \times \mathcal{F}([k], [\ell]) \times \bigoplus_{i_0 < \cdots < i_{\ell}} F(i_0) \right) \twoheadrightarrow \bigoplus_{k \geq 0} \left( \Delta^k \times \bigoplus_{i_0 < \cdots < i_k} F(i_0) \right)
\]

This is standard, but it will be helpful to spell it out explicitly.

**Lemma 3.2.** The inclusion of \((3.1)\) into the usual formula for the realization

\[
(3.3) \quad \bigoplus_{k,\ell \geq 0} \left( \Delta^k \times \Delta([k], [\ell]) \times \bigoplus_{i_0 \leq \cdots \leq i_{\ell}} F(i_0) \right) \twoheadrightarrow \bigoplus_{k \geq 0} \left( \Delta^k \times \bigoplus_{i_0 \leq \cdots \leq i_k} F(i_0) \right)
\]

is a homeomorphism.

**Proof.** We define the inverse map from \((3.3)\) to \((3.1)\) as follows. For each non-strict chain \( c = [i_0 \leq \cdots \leq i_k] \), there is a unique strict chain \( c' = [i_0 < \cdots < i_k] \) with the same objects but only \( k' < k \) terms, and a surjective map \( \beta_c: [k] \to [k'] \) encoding which of the terms in the original chain were duplicated. We map the corresponding copy of \( \Delta^k \times F(i_0) \) in \((3.3)\) to \( \Delta^{k'} \times F(j_0) \) in \((3.1)\) by applying \( \beta_c \) to the simplex and the identity to \( F(i_0) \).

We check this respects the coequalizer relation along each map \( \alpha: [k] \to [\ell] \) in \( \Delta \). Since each map factors into a surjective map followed by an injective map, we consider these two cases separately. When \( \alpha \) is surjective, the check is straightforward since the two non-strict chains we start with have the same associated strict chain. If \( \alpha \) is injective, then for each non-strict chain \( c_1 = [j_0 \leq \cdots \leq j_\ell] \), the action of \( \alpha \) takes it to a smaller non-strict chain

\[
c_0 = [i_0 \leq \cdots \leq i_k] \subseteq c_1 = [j_0 \leq \cdots \leq j_\ell].
\]
This induces an inclusion of the associated strict chains \( c'_0 \subseteq c'_1 \). The associated map of finite sets \( \alpha' \) fits into a commuting square

\[
\begin{array}{c}
[k] \xrightarrow{\alpha} [\ell] \\
\beta_{c_0} \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
[k'] \xrightarrow{\alpha'} [\ell']
\end{array}
\]

Using this we check that the coequalizer relation in (3.3) along \( \alpha \) goes to the coequalizer relation in (3.1) along \( \alpha' \), and so after applying both the map is well defined.

If we go from (3.1) to (3.3) to (3.1) we clearly get the identity. If we go from (3.3) to (3.1) to (3.3), the image of each term \( \Delta^k \times F(i_0) \) is identified back to \( \Delta^k \times F(i_0) \) by the identity map, using the coequalizer relation along \( \beta_c \).

**Remark 3.4.** We will frequently use the following standard “inductive” or “skeletal” interpretation of (3.1). The homotopy colimit may be defined inductively, where at the \( k \)th stage we attach copies of \( \Delta^k \times F(i_0) \) along the boundary \( \partial \Delta^k \times F(i_0) \), one for each strict chain \( i_0 < \cdots < i_k \). The \( j \)th face of \( \partial \Delta^k \) is attached to the copy of \( \Delta^{k-1} \times F(i_0) \) whose chain is \( i_0 < \cdots < i_k \) but with the \( j \)th term missing. In the case of \( j = 0 \), this attaching map also applies the map \( F(i_0) \to F(i_1) \) arising from \( i_0 < i_1 \).

Let \( C(I) \) be the poset whose objects are nonempty strict chains in \( I \)

\[ c_0 = [i_0 < \cdots < i_k] \]

and whose morphisms \( c_0 \to c_1 \) are reverse inclusions \( c_0 \supseteq c_1 \). In other words, the morphisms delete elements from the chains. Taking the first element of each chain defines a functor \( C(I) \to I \), and composing with this functor makes \( F \) into a diagram over \( C(I) \) as well.

**Lemma 3.5.** Barycentric subdivision gives a natural homeomorphism

\[
hocolim^u \quad \begin{array}{c}
F \cong \hocolim^u \quad C(I) \quad F.
\end{array}
\]

**Proof.** Let \( \Delta[k] \) denote the standard \( k \)-simplex as a simplicial set. Recall that its barycentric subdivision \( (sd\Delta[k]) \) is the nerve of the poset of the nonempty faces \( \Delta^a \subseteq \Delta^k \), \( 0 < a \leq k \), in other words the poset of strict chains contained in \( [0 < \cdots < k] \).

This is natural in \( k \), and therefore extends in a canonical way to an operation on simplicial spaces \( X \), by taking the canonical presentation of any such simplicial space

\[
\prod_{k, \ell \geq 0} \Delta[k] \times \Delta([k], [\ell]) \times X_\ell \Rightarrow \prod_{k \geq 0} \Delta[k] \times X_k \to X.
\]

and applying the subdivision to the terms \( \Delta[k] \) and \( \Delta[\ell] \):

\[
\prod_{k, \ell \geq 0} (sd\Delta[k]) \times \Delta([k], [\ell]) \times X_\ell \Rightarrow \prod_{k \geq 0} (sd\Delta[k]) \times X_k \to (sdX).
\]

There is a homeomorphism of realizations

\[ |sd\Delta[k]| \cong |\Delta[k]| \]
that is natural in $k$, and therefore for any simplicial space $X$ a homeomorphism

$|\text{sd}X_\bullet| \cong |X_\bullet|.$

Now let $X_\bullet$ be the simplicial space defining the homotopy colimit of $F$ over $I$. Take the subdivision $\text{sd}X_\bullet$ and apply the argument of Lemma 3.2, but with the simplicial set $(\text{sd}\Delta[k])_\bullet$ in the place of the topological space $\Delta^k$. The conclusion is that the subdivision is expressed as the coequalizer along just the face maps,

$$(3.6) \coprod_{k,\ell \geq 0} \left( (\text{sd}\Delta[k])_\bullet \times \mathcal{S}([k],[\ell]) \times \coprod_{i_0<\cdots<i_k} F(i_0) \right) \Rightarrow \coprod_{k \geq 0} \left( (\text{sd}\Delta[k])_\bullet \times \coprod_{i_0<\cdots<i_k} F(i_0) \right).$$

Writing this out, the space $(\text{sd}X)_n$ has one copy of $F(i_0)$ for each choice of an integer $k \geq 0$, a strict chain $i_0 < \cdots < i_k$, and a point in $(\text{sd}\Delta[k])_n$, corresponding to an $n$-tuple of strict chains

$c_0 \supseteq \cdots \supseteq c_n$

in $[0 < \cdots < k]$, equivalently in $[i_0 < \cdots < i_k]$. This is up to the relation that if all the chains $c_0, \ldots, c_n$ miss the point $i_j$, we may delete that point from the data (and apply $F(i_0) \to F(i_1)$ if $j = 0$).

Equivalently, the space $(\text{sd}X)_n$ has one copy of $F(i_0)$ for each $n$-tuple of strict chains

$c_0 \supseteq \cdots \supseteq c_n$

in the entire poset $I$. The degeneracy and face maps match exactly those in the definition of the homotopy colimit over $C(I)$. Therefore $\text{sd}X_\bullet$ is identified with the simplicial space defining the homotopy colimit of $F$ over $C(I)$.

In summary, we get homeomorphisms

$$\text{hocolim}_I^u F = |X_\bullet| \cong |\text{sd}X_\bullet| \cong \text{hocolim}_{C(I)}^u F.$$ 

□

**Remark 3.7.** Using non-strict chains in the definition of $C(I)$ would give an equivalent answer, but not a homeomorphic one. Also, the result does not appear to generalize from posets to arbitrary categories.

Recall from Definition 2.5 the definition of total homotopy cofiber: if $I$ is a poset with a terminal object $*$, and $F$ is a diagram on $I$, then

$$\text{tcofib}(F) := \left( \text{hocolim}_I^u F \right) / \left( \text{hocolim}_{I\setminus\{\ast\}}^u F \right).$$

**Lemma 3.8.** This is homeomorphic to the mapping cone of the canonical map

$$\text{hocolim}_{I\setminus\{\ast\}}^u F \longrightarrow F(\ast).$$
Proof. The skeletal description of the homotopy colimit in Remark 3.4 leads to a skeletal description of the mapping cone, built from pieces of the form $\Delta^k \times F(i_0) \times I$ for each $i_0 < \cdots < i_k$. The identifications are as before along the faces of $\Delta^k$. All the faces associated to the front of the interval $I$ are quotiented to a single point, and all the faces associated to the back are glued to $F(*)$.

To identify each of these pieces to the corresponding piece $\Delta^{k+1} \times F(i_0)$ in the homotopy colimit over $I$, we add the terminal object to the chain to get $i_0 < \cdots < i_k < \ast$. We apply the map

$$\Delta^k \times I \to \Delta^{k+1}$$

that sends $\Delta^k \times \{1\}$ to the final vertex, $\Delta^k \times \{0\}$ to the opposite face by a homeomorphism, and interpolates linearly for the rest. Inductively, these identifications give homeomorphisms on each of the skeleta, and therefore give a homeomorphism on the entire realization. \qed

We finish the section by showing that our definition of total homotopy cofiber agrees with the total homotopy cofiber of a cube in a wide array of examples, not just the obvious one when $I$ is a cube-shaped poset.

Suppose $I$ is equipped with a “dimension” map, a map of posets from $I$ to $[n] = \{0 < \cdots < n\}$.

We ask that the preimage of $n$ is only the terminal object $\ast$, and the preimage of any other point is discrete (contains no non-identity morphisms). In other words, every nontrivial morphism in $I$ goes to a nontrivial morphism in $[n]$. For example, $I$ may be the geometric subspaces of a fixed geometry $X$, and the map to $[n]$ takes every subspace to its dimension.

Let $J$ be the cube-shaped poset of all subsets of $[n-1]$, ordered by reverse inclusion, so $S \to T$ means that $S \supseteq T$. Note that every strict chain $[i_0 < \cdots < i_k]$ in $I \setminus \{\ast\}$ is assigned to a subset $S \subseteq [n-1]$ of size $(k+1)$, encoding the images of the elements $i_0$ through $i_k$ in the set $[n-1]$. This defines a functor that we denote

$$\text{dim}: C(I \setminus \{\ast\}) \to (J \setminus \{\emptyset\}).$$

We define a diagram on $J$ by sending each subset $S \subseteq [n-1]$ to the coproduct of $F$ over all chains whose dimensions match $S$:

$$\coprod_{i_0 < \cdots < i_k \atop \text{dim} = S} F(i_0).$$

We also send the empty set to $F(*)$. We call this diagram $\Pi_{\text{dim}} F$.

**Proposition 3.9.** Under these hypotheses, there is a homeomorphism

$$\hocolim_{I \setminus \{\ast\}} F \cong \hocolim_{J \setminus \{\emptyset\}} \Pi_{\text{dim}} F.$$
Proof. By Lemma 3.5 the left-hand side is identified with the homotopy colimit of $F$ over $C(I \setminus \{\ast\})$. The associated simplicial space has as $n$-simplices the disjoint union
\[
\coprod_{c_0 \supseteq \cdots \supseteq c_n} F(i_0)
\]
where the $c_j$ are strict chains in $I \setminus \{\ast\}$. On the other hand, the right-hand side comes from a simplicial space whose $n$-simplices are the disjoint union
\[
\coprod_{S_0 \supseteq \cdots \supseteq S_n} \left( \coprod_{\dim c_0 = S_0} F(i_0) \right)
\]
where the $S_j$ are subsets of $[n-1]$. Given a strict chain $c_0$ in $I \setminus \{\ast\}$ with dimensions $S_0$, specifying subsets $S_j \subseteq S_0$ is equivalent to specifying strict chains $c_j \subseteq c_0$. This allows us to identify the two simplicial spaces and conclude that their realizations are homeomorphic. 

Together with Lemma 3.8 this implies

**Corollary 3.10.** The total homotopy cofibers of $F$ and $\Pi_{\dim} F$ are homeomorphic:

\[
\left( \hocolim_u \ F \right) / \left( \hocolim_{\{\ast\}} \ F \right) \cong \left( \hocolim_u \ \Pi_{\dim} F \right) / \left( \hocolim_{\{\emptyset\}} \ \Pi_{\dim} F \right).
\]

Therefore for any poset $I$ with such a map to $[n]$, the total homotopy cofiber over $I$ is also a total homotopy cofiber of over a cube $J$. In particular, the polytope and Steinberg complexes of Definition 2.8 are total homotopy cofibers of cubes.

**Corollary 3.11.**

\[
\begin{align*}
\text{PT}(X) & \cong \operatorname{tcofib} \left( S \mapsto \coprod_{U_0 \subseteq \cdots \subseteq U_k \atop \dim = S} U_0, \emptyset \mapsto X \right), \\
\text{ST}(X) & \cong \operatorname{tcofib} \left( S \mapsto \coprod_{U_0 \subseteq \cdots \subseteq U_k \atop \dim = S} *, \emptyset \mapsto * \right).
\end{align*}
\]

This description is of fundamental importance in calculations, since taking the based homotopy orbits and reduced Thom spectra has the effect of taking unbased homotopy orbits and ordinary Thom spectrum inside the cube. See Section 5.

4. **Proof of the main theorem**

In this section we prove Theorem 1.7, focusing first on the case where $X$ is either $H^n$ or $E^n$. Set $G = I(X)$. By Lemma 2.25, it suffices to construct an equivalence of Borel $G$-spectra

\[
\Sigma^X K(P^X_1) \simeq \text{PT}(X)
\]
where $\Sigma^X$ refers to the smash product with $S^X$, the one-point compactification of $X$.

4.1. The main diagram. Our proof proceeds by constructing the following zig-zag of equivalences of Borel $G$-spectra.

\[
\begin{array}{ccc}
\Sigma^X K(\mathcal{C}) & \cong & \Sigma \infty PT(X) \\
\Sigma^X \hocolim_{\{P_i\} \in \mathcal{D}} K(\mathcal{C}_{\{P_i\}}) & \cong & \Sigma \infty E_{G+} \land \hocolim_{\{P_i\} \in \mathcal{D}} \bigvee_i P_i/\partial P_i \\
\Sigma^X \hocolim_{\{P_i\} \in \mathcal{D}} \prod_i K(Fin) & \cong & \hocolim_{\{P_i\} \in \mathcal{D}} \prod_i \Sigma \infty P_i/\partial P_i \\
\Sigma^X \hocolim_{\{P_i\} \in \mathcal{D}} \prod_i S & \cong & \hocolim_{\{P_i\} \in \mathcal{D}} \prod_i \Sigma \infty P_i/\partial P_i
\end{array}
\]

As before, $\mathcal{C} = \mathcal{P}_1^X$ denotes the category of polytopes in $X$ and inclusions. The homotopy colimits are all based homotopy colimits, hence the lack of the “$u$” decoration.

Recall from Section 2.1 that a set of geometric simplices is almost-disjoint if their interiors are disjoint. Let $\mathcal{D}$ denote the set of finite collections of almost-disjoint geometric simplices in $X$. We give $\mathcal{D}$ a partial ordering by

$$\{P_i\} \rightarrow \{Q_j\}$$

if each $P_i$ is almost-disjointly covered by a subset of the $Q_j$. Equivalently, if we can go from the $P_i$ to the $Q_j$ by weakly subdividing and by adding extra simplices that are almost-disjoint from the existing ones.

Each collection $\{P_i\} \in \mathcal{D}$ specifies a subcategory $\mathcal{C}_{\{P_i\}} \subseteq \mathcal{C}$, consisting of those polytopes that are unions of subsets of the collection $\{P_i\}$.

**Lemma 4.2.** The category $\mathcal{C}$ is the filtered colimit of the subcategories $\mathcal{C}_{\{P_i\}} \subseteq \mathcal{C}$.

**Proof.** This follows from Proposition 2.2. Since triangulations exist, each object or morphism of $\mathcal{C}$ is in one of the categories $\mathcal{C}_{\{P_i\}}$. Since any two triangulations have a common refinement (Remark 2.3), any two such subcategories $\mathcal{C}_{\{P_i\}}$ and $\mathcal{C}_{\{Q_j\}}$ are contained in a third subcategory $\mathcal{C}_{\{R_k\}}$. \qed

This in turn expresses the multisimplicial set (2.16) as a filtered colimit of the same sets for $\mathcal{C}_{\{P_i\}}$. We recall the standard fact

**Lemma 4.3.** Filtered colimits of simplicial sets are homotopy colimits.
Therefore the induced map from the homotopy colimit to $K(C)$ is an equivalence of spectra:

$$hocolim_{\{P_i\} \in D} K(C_{\{P_i\}}) \sim K(C).$$

This is the first equivalence in (4.1). The second equivalence is

$$hocolim_{\{P_i\} \in D} K(C_{\{P_i\}}) \sim \lim_{\{P_i\} \in D} \prod_i K(\text{Fin})$$

where Fin denotes the category of finite sets. The category $D$ acts on the product $\prod_i K(\text{Fin})$ by sending every weak subdivision to a diagonal map

$$K(\text{Fin}) \xrightarrow{\Delta} \prod_i K(\text{Fin})$$

and every inclusion of a new simplex to the zero map $* \to K(\text{Fin})$.

For each $\{P_i\}_{i \in I}$ and each $i \in I$, consider the functor

$$W(C_{\{P_i\}}) \to W(P_1^0) = \text{Fin}$$

that takes each formal disjoint union of polytopes $\coprod_{j \in J} Q_j$, each $Q_j$ a union of some of the $P_i$, to the subset $J_i \subseteq J$ of those $Q_j$ that contain $P_i$. Put another way, this operation intersects each $Q_j$ with some fixed point in the interior of $P_i$ to give either a point or the empty set, and takes the union of the results over all $j \in J$ to give $J_i$. This is a functor because any almost-disjoint cover

$$\coprod_{j \in J} Q_j \longrightarrow \coprod_{k \in K} R_k$$

induces for each $i \in I$ an isomorphism of sets $J_i \cong K_i$.

This functor induces a map of bisimplicial sets

$$N_p W \left( S_q^k \wedge C_{\{P_i\}} \right) \to N_p W \left( S_q^k \wedge P_1^0 \right)$$

for each $k$, giving a map of spectra

$$K(C_{\{P_i\}}) \to K(\text{Fin}).$$

Taking the product over $i$ gives

$$K(C_{\{P_i\}}) \to \prod_{i \in I} K(\text{Fin}).$$

(4.5)

It is straightforward to check that this commutes strictly with the action of $D$, giving the desired map of homotopy colimits (4.4). The author learned the following fact from Zakharevich.

**Lemma 4.6.** The map (4.5) is an equivalence of spectra.

**Proof.** It suffices to show for each based set $A$ that the product map

$$W(A \wedge C_{\{P_i\}}) \to \prod_i W(A \wedge P_1^0)$$


is a right adjoint. We define a left adjoint by sending the tuple of finite sets \( \{S_i\}_{i \in I} \) to the formal disjoint union \( \coprod_{i \in I} \coprod_{S_i} P_i \) (and repeating this procedure for each \( a \in A \)).

To check this is an adjunction, it suffices to restrict attention to a single point of \( A \). Suppose we have any almost-disjoint cover of the form \( (4.7) \)

\[
\coprod_{i \in I} \coprod_{S_i} P_i \rightarrow \coprod_{j \in J} Q_j.
\]

The associated map of sets sends each \( S_i \) to \( J_i \). This is injective because \( P_i \) cannot occur twice in an almost-disjoint cover. The image in \( J \) is exactly those \( Q_j \) containing \( P_i \), since the map is a cover. It therefore gives an isomorphism of sets

\[
S_i \cong J_i
\]

for each \( i \in I \). Conversely, any isomorphism \( S_i \cong J_i \) gives an almost-disjoint cover \((4.7)\), because each \( Q_j \) is being covered by \( P_i \) exactly once for each \( i \) such that \( j \in J_i \). It is straightforward to check this identification is natural in the finite sets \( S_i \) and in the polytopes \( \{Q_j\} \).

\[\square\]

The third equivalence in \((4.1)\) is:

\[
\text{hocolim}_{\{P_i\} \in D} \prod_i S \overset{\sim}{\longrightarrow} \text{hocolim}_{\{P_i\} \in D} \prod_i K(\text{Fin}).
\]

We make the diagram on the left by having \( D \) act by diagonal and zero maps, just as it does on the right. Any fixed choice of equivalence \( S \rightarrow K(\text{Fin}) \) from the Barratt-Priddy-Quillen theorem (Theorem 2.19) induces an equivalence of diagrams, and therefore an equivalence on homotopy colimits.

We are now ready to prove the Solomon-Tits theorem for the spectrum \( K(C) = K(\mathcal{P}_1^X) \), in other words Theorem 1.10 from the introduction.

**Theorem 4.8.** \( K(C) \) is non-equivariantly a wedge of sphere spectra \( S \).

We know from the introduction that \( K_0(C) = K_0(\mathcal{P}_1^X) = \text{Pt}(X)^t \) is the free abelian polytope module, so the spheres are indexed by any basis for \( \text{Pt}(X)^t \) as an abelian group.

**Proof.** We use the above equivalences to simplify the homotopy groups as follows.

\[
\pi_k(K(C)) \cong \pi_k \left( \text{hocolim}_{\{P_i\} \in D} \prod_i S \right) \cong \text{colim}_{\{P_i\} \in D} \left( \bigoplus_i \pi_k(S) \right) \cong \pi_k(S) \otimes \mathbb{Z} \left( \text{colim}_{\{P_i\} \in D} \bigoplus_i \mathbb{Z} \right).
\]

The last isomorphism arises because the maps in the colimit system of spectra are all sums of identity maps of the sphere spectrum, hence the map induced on \( \pi_k \) agrees with the induced map on \( \pi_0 \), tensored with \( \pi_k(S) \).

The colimit inside the right-hand expression is isomorphic to \( \text{Pt}(X)^t \), by comparing the colimit over \( D \) to the presentation in Proposition 2.12. Since this group is free abelian,
tensoring with $\pi_*(S)$ gives a free module over $\pi_*(S)$. Since the homotopy groups of $K(C)$ are a free module over $\pi_*(S)$, the spectrum $K(C)$ receives a $\pi_*$-isomorphism from a wedge of sphere spectra, and is therefore equivalent to a wedge of sphere spectra. □

The fourth equivalence in (4.1) begins to use the suspension by $X$. We pass it into the colimit and past the finite product to get
\[
\Sigma^X \text{hocolim}_{\{P_i\} \in D} \prod_i S \xrightarrow{\sim} \text{hocolim}_{\{P_i\} \in D} \prod_i \Sigma^\infty S^x.
\]
We further apply a Pontryagin-Thom collapse $S^X \rightarrow P_i/\partial P_i$. Recall this is defined to be the identity in the interior of $P_i$ (which makes sense since $P_i \subseteq X$), while everything else in $X$ is sent to the basepoint.

The collapse map is easily seen to be a degree-one map of spheres, and therefore an equivalence. It also commutes with the action of $D$, the weak subdivision $\{P_i\} \rightarrow \{Q_j\}$ acting on $P_i/\partial P_i$ by products of collapse maps
\[
(4.9) \quad P_i/\partial P_i \rightarrow Q_j/\partial Q_j
\]
for each $Q_j \subseteq P_i$. We get
\[
\text{hocolim}_{\{P_i\} \in D} \prod_i \Sigma^\infty S^X \xrightarrow{\sim} \text{hocolim}_{\{P_i\} \in D} \prod_i \Sigma^\infty P_i/\partial P_i,
\]
which finishes the fourth equivalence.

The fifth equivalence is the observation that the collapse maps (4.9) descend to maps of wedge sums
\[
\bigvee_i P_i/\partial P_i \rightarrow \bigvee_j Q_j/\partial Q_j,
\]
because each point in $P_i$ goes to the interior of at most one $Q_j$ in the almost-disjoint cover of $P_i$. So we replace the finite products with finite wedges and pull the suspension spectrum out of the colimit, giving the fifth equivalence
\[
\Sigma^\infty \text{hocolim}_{\{P_i\} \in D} \bigvee_i P_i/\partial P_i \xrightarrow{\sim} \text{hocolim}_{\{P_i\} \in D} \prod_i \Sigma^\infty P_i/\partial P_i.
\]
It remains to show that the space $\left( \text{hocolim}_{\{P_i\} \in D} \bigvee_i P_i/\partial P_i \right)$ is stably equivalent to $\text{PT}(X)$. This will require several more lemmas.

### 4.2. Apartment-like maps.

For each simplex $P \subseteq X$, not necessarily of full dimension, let $\text{Tpl}(P) \subseteq \text{Tpl}(X)$ denote the subcomplex of all tuples of points in $X$ that all lie inside $P$.

**Definition 4.10.**

- A map from a simplex $f: P \rightarrow \text{Tpl}(X)$ is **apartment-like** if for each face $D \subseteq P$, including $P$ itself, $f(D) \subseteq \text{Tpl}(D)$.
- A map from a finite union of simplices $\bigcup_i P_i \rightarrow \text{Tpl}(X)$ is apartment-like if this condition holds for every face of every simplex $P_i$. 


• A map from the unbased homotopy colimit

\[ \text{hocolim}^u \bigcup_{\{P_i\} \in D} P_i \longrightarrow \text{Tpl}(X) \]

is apartment-like if for each \( k \)-tuple of composable morphisms in \( D \) starting at \( \{P_i\} \),
the above condition holds on the corresponding piece of the homotopy colimit

\[ \Delta^k \times \bigcup_i P_i \longrightarrow \text{Tpl}(X) \]

for each point in \( \Delta^k \).

**Remark 4.11.** An earlier version of this paper uses the word “introspective,” but “apartment-like” is better terminology, because every apartment in the Tits complex \( T(X) \) in the classical sense (see e.g. \[ \text{Sol69, CFP19} \]) is apartment-like in our sense.

**Lemma 4.12.** For any finite union of simplices in \( X \) (not necessarily almost-disjoint), the space of apartment-like maps \( \bigcup_i P_i \rightarrow \text{Tpl}(X) \) is weakly contractible.

**Proof.** For any simplex \( D \), \( \text{Tpl}(D) \) is contractible since for instance the simplices can be coned off to any single point in \( D \). For any finite list of simplices \( \{D_i\} \) we conclude that

\[ \cap_i \text{Tpl}(D_i) = \text{Tpl} (\cap_i D_i) \]

is contractible.

Given a finite union of simplices \( \bigcup_i P_i \), by Proposition 2.2 we may form a triangulation of the union with each \( P_i \) a subcomplex. Let \( \{Q_j\} \) be the simplices in this triangulation. For each face \( D \) of one of the \( Q_j \), if we consider those faces \( D_{i,k} \subseteq \partial P_i \) containing \( D \), then the apartment-like maps on \( \bigcup_i P_i \) require \( D \) to go into the intersection \( \cap_{i,k} D_{i,k} \). This intersection contains \( D \) but may be larger.

For each \( D \) separately, the space of such maps is clearly contractible. Also, if \( D \subseteq D' \), then \( \cap_{i,k} D_{i,k} \subseteq \cap_{i,k} D'_{i,k} \). So when we pass to a larger face, the subspace where it must be sent is also enlarged, never shrunk.

We prove weak contractibility of the whole space by showing that any sphere \( S^{m-1} \) of apartment-like maps can be extended to a disc \( D^m \) of apartment-like maps. We do this by induction on the cells of the triangulation \( \bigcup_j Q_j \). When adding a new cell \( D \), we aim to specify a map

\[ (4.13) \quad D \times D^m \longrightarrow \text{Tpl}(\cap_{i,k} D_{i,k}) \]

that is already given both on \( D \times S^{m-1} \) and \( \partial D \times D^m \). The map from \( D \times S^{m-1} \) lands in \( \text{Tpl}(\cap_{i,k} D_{i,k}) \) by assumption. The map from \( \partial D \times D^m \) is composed of maps that are apartment-like on each face of \( D \), so they land in a smaller space inside \( \text{Tpl}(\cap_{i,k} D_{i,k}) \), so they land in \( \text{Tpl}(\cap_{i,k} D_{i,k}) \). Therefore (4.13) is specified on the entire boundary, and we just need to extend it to the rest of \( D \times D^m \). Since \( \text{Tpl}(\cap_{i,k} D_{i,k}) \) is contractible, this extension exists, completing the induction. \[ \square \]
It is also straightforward to check:

**Lemma 4.14.** If \( \{Q_j\} \) is a weak subdivision of \( \{P_i\} \) then any apartment-like map \( \bigcup_j Q_j \to \text{Tpl}(X) \) is also apartment-like as a map \( \bigcup_i P_i \to \text{Tpl}(X) \).

**Lemma 4.15.** The space of apartment-like maps on the homotopy colimit

\[
\text{hocolim}_\{P_i\} \bigcup_i P_i \to \text{Tpl}(X)
\]

is weakly contractible. Any such map that is only specified on the 0-skeleton of the homotopy colimit (Remark 3.4) extends to an apartment-like map on the entire homotopy colimit.

**Proof.** This is essentially the same induction as in Lemma 4.12. To show that an \( S^{m-1} \) of apartment-like maps cones off to a \( D^m \) of such maps, we induct up the pieces of the form \( \Delta^k \times \bigcup_i P_i \) in the homotopy colimit.

At the inductive step, we are given an apartment-like map on \( S^{m-1} \times \Delta^k \times \bigcup_i P_i \), and a map on \( D^m \times \partial \Delta^k \times \bigcup_i P_i \) that came from the apartment-like maps at the previous stages of the induction. This latter map is apartment-like at each point in \( D^m \times \partial \Delta^k \), using Lemma 4.14, because on some of the faces the map comes from a weak subdivision of the \( P_i \). All together, then, we have an apartment-like map on \( \partial(D^m \times \Delta^k) \times \bigcup_i P_i \), and this extends to \( D^m \times \Delta^k \times \bigcup_i P_i \) because apartment-like maps out of \( \bigcup_i P_i \) are weakly contractible (Lemma 4.12).

The final claim follows by the same induction, with \( m = 0 \), so that \( D^0 = \ast \) and \( S^{-1} = \emptyset \).

The following is a straightforward comparison of cell complex structures.

**Lemma 4.16.** The canonical maps

\[
\text{hocolim}_{\{P_i\} \in D} \bigcup_i \partial P_i \to \text{hocolim}_{\{P_i\} \in D} \bigcup_i P_i \to \text{hocolim}_{\{P_i\} \in D} \bigvee_i P_i / \partial P_i
\]

form both a cofiber sequence and a homotopy cofiber sequence.

Each apartment-like map \( \text{hocolim}_{\{P_i\} \in D} \bigcup_i P_i \to \text{Tpl}(X) \) sends the boundaries of each simplex \( P_i \) into \( \text{Tpl}(X)^{n-1} \), and therefore induces a map of quotients

\[
\text{hocolim}_{\{P_i\} \in D} \bigvee_i P_i / \partial P_i \to \text{Tpl}(X) / \text{Tpl}(X)^{n-1}.
\]

**Lemma 4.18.** Any map (4.17) arising from an apartment-like map, induces an equivalence on suspension spectra.

**Proof.** By the second part of Lemma 4.15, we can build an apartment-like map that sends each \( P_i \) to the simplex \([P_i]\) in \( \text{Tpl}(X) \). Since all apartment-like maps are homotopic, it
suffices to prove that this one is an equivalence. We know that the suspension spectra of both sides of (4.17) are wedges of $n$-spheres $\mathbb{S}^n$, so it suffices to prove the map is an isomorphism on $n$th homology.

Since homology sends filtered homotopy colimits to colimits, we get a presentation of $H_n$ on the left-hand side with one generator for every $P_i$, modulo the relation that the generator for $P_i$ is the sum of the generators in any weak subdivision. This matches the presentation of $H_n$ of the right-hand side from Proposition 2.12. Furthermore the map that sends $P_i$ to $[P_i]$ respects this presentation. The map is therefore an isomorphism on homology, and is therefore an equivalence of spectra. □

**Remark 4.19.** The definition of apartment-like is easily adapted from $\text{Tpl}(X)$ to the equivalent space

$$\text{hocolim}_U \text{Tpl}(U^k)$$

by replacing each instance of $\text{Tpl}(D)$ with the subcomplex of this homotopy colimit

$$\text{hocolim}_U \text{span(D)} \text{Tpl}(U^k \cap D).$$

The key property is that the finite intersections of such complexes are contractible:

$$\text{hocolim}_U \text{span(D)} \text{Tpl}(U^k \cap (\cap_i D_i)).$$

The category has $\cap_i \text{span}(D)$ as a terminal object, and at that object we get the contractible space $\text{Tpl}(\cap_i D_i)$, hence this homotopy colimit is contractible.

We will need this modification for the reduced spherical case, because then collapsing the copies of $\text{Tpl}(U^k)$ to a point brings us to the Steinberg complex.

### 4.3. Equivariance.

The final phase of the proof is to check that each of the equivalences we defined can be made equivariant with respect to the action of the isometry group $G = I(X)$. The group $G$ acts on the category $\mathcal{D}$ in the obvious way. It also acts on each diagram that we have defined over $\mathcal{D}$, bearing in mind that this action is nontrivial on the sums or products over $i$, rearranging them to match where each simplex $P_i$ goes under the action of the isometry group.

**Lemma 4.20.** Each of the maps in (4.1) can be made into a $G$-equivariant equivalence.

**Proof.** For almost all of the maps, the map as we defined it is equivariant, and the check of equivariance is straightforward.

The last map, however, is not usually equivariant. Instead, the space of apartment-like maps from Lemma 4.15 has an action of $G$ by conjugation. In other words, a conjugate of an apartment-like map is again apartment-like.
It follows there is an equivariant map from $EG$ into the space of apartment-like maps. The adjoint of this is a $G$-equivariant map

$$EG \times \text{hocolim}_{\{P_i\} \in D} \bigcup_i P_i \longrightarrow \text{Tpl}(X).$$

On quotients, this induces an equivariant map

$$EG_+ \wedge \text{hocolim}_{\{P_i\} \in D} \bigvee_i P_i/\partial P_i \sim \text{Tpl}(X)/\text{Tpl}(X)^{n-1}$$

which is an equivalence because it is an equivalence for any point of $EG$, and $EG$ is contractible.

\[ \square \]

In summary, (4.1) is a zig-zag of equivalences of Borel $G$-spectra. This finishes the proof of Theorem 1.7 in the Euclidean and hyperbolic cases.

### 4.4. The spherical case.

Let $W$ be a fixed finite-dimensional inner product space of dimension $n + 1$. Let $S(W)$ be its unit sphere and $S^W$ its one-point compactification. The proof of Theorem 1.7 detailed in this section applies to this case as well, with a small modification:

- We suspend by $S^W$ instead of $S^X$.
- In the Pontryagin-Thom collapse step, for each simplex $P_i \subseteq S(W)$ we use the collapse map

$$S^W \rightarrow \Sigma(P_i/\partial P_i).$$

We model $\Sigma(P_i/\partial P_i)$ as the region in $S^W$ consisting of 0, $\infty$, and all rays from the origin through $P_i$, modulo the boundary of this region. Note this collapse is still an equivalence because it is a degree-one map of spheres.

The resulting diagram of suspensions $\Sigma(P_i/\partial P_i)$ is the suspension of the diagram of quotients $P_i/\partial P_i$ we considered before, so we can pull the suspension out of the homotopy colimit:

$$\text{hocolim}_{\{P_i\} \in D} \bigvee_i \Sigma(P_i/\partial P_i) \simeq \Sigma\left(\text{hocolim}_{\{P_i\} \in D} \bigvee_i P_i/\partial P_i\right).$$

The remaining discussion of apartment-like maps is unchanged.

All together, this gives a Borel equivalence to the suspension

$$\Sigma^W K(P_1^{S(W)}) \simeq \Sigma^\infty \Sigma \text{PT}(W),$$

recalling the convention in Notation 2.14. By Lemma 2.25, this completes the proof of Theorem 1.7 in the spherical case.
5. Comparison to group homology

In this section, we use the main theorem to establish the relationship between the higher scissors congruence groups and group homology.

We will need to work in a model of spectra with smash product, such as symmetric or orthogonal spectra. See e.g. [Sch12, MMSS01] for details.

Let $HA$ denote the Eilenberg-Maclane spectrum for the abelian group $A$. This is characterized by the property that its homotopy groups consist only of $A$ in degree 0.

If $A$ has a left action of $G$ through homomorphisms of abelian groups, then $HA$ becomes a Borel $G$-spectrum. Again, it is characterized up to equivalence of Borel spectra by its lone homotopy group $A$, with its $G$-action. We recall that group homology can be defined by taking homotopy orbits of Eilenberg-Maclane spectra:

**Lemma 5.1.** For any $\mathbb{Z}[G]$-module $A$, there is a canonical isomorphism

$$\pi_n((HA)_{hG}) \cong H_n(G; A).$$

This is well known. For instance, it follows from the equivalence of $\infty$-categories between chain complexes and $HZ$-module spectra from [SS03, Shi07], or the homotopy orbit spectral sequence for stable homotopy groups.

Recall that the homology of a spectrum is computed by taking the smash product with $HZ$. By **Theorem 4.8** for all three of the geometries, $K(P^X_1)$ is equivalent to a wedge of sphere spectra $S$, indexed by any basis for the polytope module $Pt(X)^t$. Therefore, after smashing with $HZ$ we get a wedge of Eilenberg-Maclane spectra. Since homotopy groups turn wedge sums into direct sums, this is also an Eilenberg-Maclane spectrum, whose sole homotopy group is the abelian group $Pt(X)^t$:

$$K(P^X_1) \wedge HZ \simeq H(K_0(P^X_1)) \simeq H(Pt(X)^t).$$

The operation $\wedge (HZ)$ commutes with homotopy orbits, and therefore

$$K(P^X_G) \wedge HZ \simeq K(P^X_1)_{hG} \wedge HZ \simeq (K(P^X_1) \wedge HZ)_{hG} \simeq H(Pt(X)^t)_{hG}.$$ 

Taking homotopy groups and using **Lemma 5.1**, we conclude

$$H_m(K(P^X_G)) \cong H_i(G; Pt(X)^t).$$

Furthermore the $G$-action on $Pt(X)^t$ is exactly the action on $K_0(P^X_1)$ that we described in **Remark 2.13**. Alternatively, if we use the main theorem and describe $K_0(P^X_1)$ as a Thom spectrum, it is the action-with-a-twist described in **Remark 2.22**. Either way, this finishes the proof of **Theorem 1.5**.
Remark 5.2. The above proof uses only the Solomon-Tits result, Theorem 4.8. We can give a second proof based on the stronger result that $K(P^n_X T)$ is a Thom spectrum: by the Thom isomorphism, the homology of $PT^{-T h G}$ is a shift of the homology of $PT(X)_{hG}$ with a twist. Since $PT(X)$ is a wedge of spheres, the homotopy orbit spectral sequence for $PT(X)_{hG}$ is also concentrated on a single line, so it collapses, giving the result.

We next turn to the proof of Theorem 1.6. Let $X = E^n$. We first handle the case where $G = T(n)$ is the translation group.

Recall that the rationalization of a spectrum is its smash product with $H\mathbb{Q}$. This has the effect of tensoring all the homotopy groups with $\mathbb{Q}$. A spectrum $E$ is rational if the map $E \cong E \wedge S \rightarrow E \wedge H\mathbb{Q}$ is an equivalence. This holds iff the homotopy groups $\pi_*(E)$ are rational vector spaces.

Proposition 5.3. The spectrum $K(P^n_{E_{T(n)}})$ is rational.

Proof. The bundle $TE^n$ is trivial as a $T(n)$-bundle so we get

$$K(P^n_{E_{T(n)}}) \cong \Sigma^{-n} PT(E^n)_{hT(n)}.$$

We use the total homotopy cofiber description of $PT(E^n) \cong ST(E^n)$ from Corollary 3.11:

$$PT(E^n) \cong \text{tcobf}(S \mapsto \prod_{U_0 \subseteq \cdots \subseteq U_k} \ *, \ \emptyset \mapsto *) .$$

The homotopy orbits can be passed inside the cube, so that each vertex is a homotopy orbit space of a single group orbit. Recall that the Shapiro Lemma allows us to simplify such spaces by the formula

$$(G/H)_{hG} \cong BH$$

where $BH$ is the classifying space of $H \leq G$. All together this gives

(5.4) $$PT(E^n)_{hT(n)} = \text{tcobf}(S \mapsto \prod_{V_0 \subseteq \cdots \subseteq V_k} BT(V_0), \ \emptyset \mapsto BT(n)) ,$$

where now each of the spaces $V_i$ is a linear subspace passing through the origin, with translation group $T(V_i)$.

Recall that the total cofiber of a cube is obtained by iteratively taking homotopy cofibers in each direction. If the spaces are unbased, we add disjoint basepoints to them first before performing this operation. Equivalently, when we iteratively take homotopy cofiber, we make the first homotopy cofiber unbased (i.e. the mapping cone), and then the subsequent ones are all based (the reduced mapping cone).
In this case, let us take the first homotopy cofiber in the direction of the element $0 \in [n-1]$. Each of the maps is of the form
\[ \bigsqcup_{\dim = S} V_0 \subseteq \cdots \subseteq V_k \xrightarrow{\quad} \bigsqcup_{\dim = S} V_0 \subseteq \cdots \subseteq V_k BT(V_0) \]
for some subset $S \subseteq \{1, \ldots, n-1\}$. The cofiber of this map is the wedge sum
\[ \bigvee_{V_0 \subseteq \cdots \subseteq V_k \dim = S} BT(V_0). \]
This cofiber is a based space whose reduced integral homology groups are all rational [Dup01, 4.7]. The remaining cofibers will preserve this property, hence $PT(E_n)_{hT(n)}$ has all reduced homology groups rational. It follows by an easy application of the Atiyah-Hirzebruch spectral sequence that its suspension spectrum is a rational spectrum. \hfill $\square$

**Proposition 5.5.** [Dup01, 4.10a] The homology groups $H_i(T(n); Pt(X)^f)$ are rational.

**Proposition 5.6.** The above two rationality results also hold for any subgroup $G \leq E(n)$ containing $T(n)$.

**Proof.** Any such group contains $T(n)$ as a normal subgroup, because $T(n)$ is normal in $E(n)$. Therefore the homotopy $G$-orbits can be written as iterated homotopy orbits
\[ K(P_X^1)_{hG} \simeq (K(P_X^1)_{hT(n)})_{h(G/T(n))}. \]
Since the homotopy orbits on the inside are rational, this is equivalent to
\[ (K(P_X^1)_{hT(n)} \land HQ)_{h(G/T(n))} \simeq (K(P_X^1)_{hT(n)})_{h(G/T(n))} \land HQ \]
and is therefore rational.

The same reasoning applies to the homology groups $H_i(G; Pt(X)^f)$ since they are the homotopy groups of the homotopy orbit spectrum $H(Pt(X)^f)_{hG}$. \hfill $\square$

In summary, for $G \geq T(n)$ we have
\[ K_i(P_X^G) \cong H_i(G; Pt(X)^f) \]
because both sides are rational and we know they are equivalent rationally (Theorem 1.5). This finishes the proof of Theorem 1.6.

### 6. The reduced spherical case

In this section we introduce the reduced spherical $K$-theory spectrum and prove Theorem 1.9.

Let $V \subseteq W$ be an inclusion of finite-dimensional inner product spaces with orthogonal complement $V^\perp$. We define a suspension map
\[ K(P_X^S(V)) \xrightarrow{\quad} K(P_X^S(W)) \]

by taking every polytope $P \subseteq S(V)$ to the join $P \ast S(V^\perp)$, regarded as a subset of $S(W)$ by drawing the straight lines in $W$ and then projecting to $S(W)$. The lines never pass through zero because each one joins a nonzero point in $V$ to a nonzero point in the complement $V^\perp$. This operation induces a functor on the category of polytopes

\[(6.1) \quad \mathcal{P}^S(V) \xrightarrow{\Sigma} \mathcal{P}^S(W).\]

This, in turn, induces a map on $K$-theory spectra.

The suspension maps respect composition, in the sense that if $V_0 \subseteq V_1 \subseteq W$, then suspending from $V_0$ to $V_1$ and then to $W$ gives the same map (identically, not just up to homotopy) as suspending from $V_0$ to $W$.

If $V = 0$, then $S(V)$ is the empty geometry, with a single polytope, the empty polytope. We define the suspension map in this case to take the empty polytope to the entire sphere $S(W)$, inducing a map

\[S \simeq K(\mathcal{P}^S(0)) \xrightarrow{\Sigma} K(\mathcal{P}^S(W)).\]

All together, the suspension maps make the spectra $K(\mathcal{P}^S(V))$ into a diagram indexed by the poset of subspaces $0 \subseteq V \subseteq W$.

**Definition 6.2.** Reduced spherical $K$-theory $\tilde{K}(\mathcal{P}^S(W))$ is defined to be the total homotopy cofiber of this diagram in the sense of Definition 2.5. So, there is a cofiber sequence

\[(6.3) \quad \operatorname{hocolim}_{0 \subseteq V \subseteq W} K(\mathcal{P}^S(V)) \longrightarrow K(\mathcal{P}^S(W)) \longrightarrow \tilde{K}(\mathcal{P}^S(W)).\]

We similarly define $\tilde{K}(\mathcal{P}^S_G(W))$ for any subgroup $G \leq O(W)$ as the homotopy orbit spectrum of $\tilde{K}(\mathcal{P}^S(W))$. So, there is a cofiber sequence

\[\left( \operatorname{hocolim}_{0 \subseteq V \subseteq W} K(\mathcal{P}^S(V)) \right)_{hG} \longrightarrow K(\mathcal{P}^S_G(W)) \longrightarrow \tilde{K}(\mathcal{P}^S_G(W)).\]

**Remark 6.4.** When $S(W) = S^n$ and $G = O(n+1)$, this definition may be compared to the more standard definition as the cofiber of the suspension map

\[K(\mathcal{P}^{S^{n-1}}_{O(n)}) \xrightarrow{\Sigma} K(\mathcal{P}^{S^n}_{O(n+1)}).\]

The two definitions agree on $K_0$, where most previous work has been done, but differ on the higher $K$-groups. We consider Definition 6.2 to be the more natural of the two definitions, in light of Theorem 1.9.

**Remark 6.5.** It is essential that the colimit in Definition 6.2 contains the $S$ term at $V = 0$. Though it does not change the definition of $\tilde{K}(\mathcal{P}^S(W))$ at $\pi_0$, it does affect the higher homotopy groups, and without this change Theorem 1.9 would not hold.
6.1. **Suspension on the polytope module.** On $\pi_0$, the suspension map $P \mapsto P * S(V^\perp)$ induces a suspension homomorphism

$$
\Sigma \colon \text{Pt}(V) \to \text{Pt}(W).
$$

**Lemma 6.7.** The map (6.6) is the inclusion of a summand.

**Proof.** We can characterize $\text{Pt}(W)$ as functions $S(W) \to \mathbb{Z}$ that are constant on the interior of each simplex in some triangulation of $S(W)$, up to changing the function on measure-zero sets (or a finite union of simplices of dimension less than that of $S(W)$). Such functions can be characterized by the closures of the preimages $\text{int}f^{-1}(n)$ for each $n \in \mathbb{Z}$.

The image of $\text{Pt}(V)$ under the suspension map is those functions for which the preimages described above are all joins of polytopes in $S(V)$ with $S(V^\perp)$. This is clearly isomorphic to $\text{Pt}(V)$, so the suspension map $\text{Pt}(V) \to \text{Pt}(W)$ is injective. In fact, it is split injective; we see this when $\dim W - \dim V = 1$ by picking a normal direction to $S(V)$ and taking for each polytope in $S(W)$ its intersection with an infinitesimal neighborhood of $S(V)$ in the chosen normal direction. We conclude that the suspension map is the inclusion of a summand. □

We say the polytope $Q \subseteq S(W)$ is a **suspension from** $V$ if it is in the image of the suspension map, and similarly a function $f \in \text{Pt}(W)$ is a suspension from $V$ if it is in the image of the suspension map (6.6).

Clearly if we suspend from $U$ to $V$ and then from $V$ to $W$ we get the same result as if we had suspended from $U$ to $W$. As a result, if $U \subseteq V$ then any suspension from $U$ is also a suspension from $V$. The following lemma lets us go backwards.

**Lemma 6.8.** If the polytope $Q \subseteq S(W)$ is a suspension from $U$ and from $V$ then it is a suspension from $U \cap V$.

**Proof.** First note that $w \in W$ is perpendicular to $U$ and to $V$ iff $w$ is perpendicular to the internal sum $U + V \subseteq W$. Therefore

$$(U + V)^\perp = U^\perp \cap V^\perp$$

and dually $(U \cap V)^\perp = U^\perp + V^\perp$.

Assume $Q$ is a suspension from $U$ and from $V$. Then it contains all of $S(U^\perp)$ and $S(V^\perp)$. Each point in $S(U^\perp + V^\perp)$ lies along a path from a point $y \in S(U^\perp \cap V)$ to a point $z \in S(V^\perp)$. Since $Q$ contains $y$ and $z$, and $Q$ is a suspension from $V$, it contains the whole path from $y$ to $z$. Therefore $Q$ contains all of $S(U^\perp + V^\perp) = S((U \cap V)^\perp)$.

Now suppose $Q$ contains some $x \in S(U \cap V)$. Then since $Q$ is a suspension from $U$, it contains all paths joining $x$ to any $y \in S(U^\perp \cap V)$. Each intermediate point $w$ in such a path lies in $S(V)$. Since $Q$ is a suspension from $V$, it contains the path linking $w$ to any
$z \in S(V^\perp)$. These paths together cover the join of $x$ to all of $S((U \cap V)^\perp)$, so $Q$ contains this entire join.

Conversely, if $Q$ does not contain $x$, then since it is a suspension from $U$, it does not contain any of the points $w$ on the path from $x$ to $y$, save for $y$ itself. Since $Q$ is a suspension from $V$, it therefore does not contain any of the points on the path from any such $w$ to $z$, save for $z$ itself. Therefore $Q$ does not contain any of the join of $x$ to $S((U \cap V)^\perp)$, except for $S((U \cap V)^\perp)$ itself. All together, this shows that $Q$ satisfies the conditions of being a suspension from $U \cap V$. □

**Corollary 6.9.** Each polytope $Q \subseteq S(W)$ is a suspension from some unique minimal space $U \subseteq W$. It is also a suspension from every subspace containing $U$.

**Lemma 6.10.** If $\{Q_i\}$ is a weak subdivision of $P$, and every $Q_i$ is a suspension from $V$, then $P$ is a suspension from $V$.

*Proof.* The union of $Q_i = P_i * S(V^\perp)$ is equal to $P = (\cup_i P_i) * S(V^\perp)$. □

**Lemma 6.11.** The canonical maps form a split exact sequence of free abelian groups

$$0 \longrightarrow \colim_{0 \subseteq V \subseteq W} \Pt(V) \longrightarrow \Pt(W) \longrightarrow \St(W) \longrightarrow 0. \tag{6.12}$$

If we chose splittings for these exact sequences for every $V \subseteq W$ we would get an isomorphism $\Pt(W) \cong \bigoplus_{0 \subseteq V \subseteq W} \St(V)$, though we will not use this.

*Proof.* By Lemma 6.8, the family of subgroups $\Pt(V) \subseteq \Pt(W)$ is closed under intersection inside $\Pt(W)$:

$$\Pt(V) \cap \Pt(V') = \Pt(V \cap V').$$

The map from the colimit

$$\colim_{0 \subseteq V \subseteq W} \Pt(V) \longrightarrow \Pt(W)$$

is injective because any two elements of $\Pt(V)$ and $\Pt(V')$ that become the same in $\Pt(W)$ are related in the colimit through $\Pt(V \cap V')$. The cokernel is the Steinberg module by [Dup01, Thm 3.13], and this gives the desired exact sequence. □

### 6.2. Suspension on $K$-theory.

The suspension map (6.1) sends polytopes to polytopes and clearly preserves inclusions. It does not send simplices to simplices, so to induce a functor $D(V) \to D(W)$, we have to expand the definition of the categories to allow suspensions of simplices.

**Definition 6.13.** The category $\mathcal{A}(W)$ has an object for every finite tuple of almost-disjoint polytopes in $S(W)$ of the form $\{Q_i = P_i * S(V^\perp)\}_{i \in I}$, for some subspace $V \subseteq W$, and simplices $P_i \subseteq S(V)$. As before, each map subdivides the polytopes $Q_i$ and adds polytopes that are almost-disjoint from the $Q_i$. 
Note that the choice of \( V \) is necessarily the minimal subspace for \( Q_i \) from Corollary 6.9, because the geometric simplex \( P_i \) cannot be a suspension from a lower-dimensional space. By Lemma 6.10, morphisms in \( \mathcal{A}(W) \) can enlarge the subspace \( V \), but never shrink it.

The subcategory \( \mathcal{A}_\Sigma(W) \subseteq \mathcal{A}(W) \) consists of those tuples for which \( V \) is a proper subspace of \( W \), and \( \mathcal{D}(W) \subseteq \mathcal{A}(W) \) consists of those tuples with \( V = W \). The category \( \mathcal{D}(W) \) is therefore just the tuples of simplices in \( S(W) \), as in Section 4.1.

Note that the objects of \( \mathcal{A} \) are the disjoint union of the objects in \( \mathcal{A}_\Sigma \) and \( \mathcal{D} \). As a consequence of Lemma 6.10, there are maps from objects in \( \mathcal{A}_\Sigma \) to objects in \( \mathcal{D} \), but not the other way around. Furthermore if \( W \neq 0 \) then \( \mathcal{D} \) is cofinal in \( \mathcal{A} \), so this enlargement will not affect the homotopy type of the homotopy colimits we defined previously.

As in the \( \pi_0 \) analysis, the suspension functor (6.1) is injective and induces an injective map

\[
\mathcal{A}(V) \xrightarrow{\Sigma} \mathcal{A}(W).
\]

We let \( \mathcal{A}_V(W) \subseteq \mathcal{A}_\Sigma(W) \) refer to its image in \( \mathcal{A}(W) \). Note that this image consists of polytopes that are suspensions of simplices from subspaces \( U \subseteq V \).

**Lemma 6.14.** Any homotopy colimit over \( \mathcal{A}_\Sigma(W) \) is the union, and also the homotopy colimit, of the corresponding homotopy colimits over \( \mathcal{A}_V(W) \):

\[
\operatorname{hocolim}_{\mathcal{A}_\Sigma(W)} F = \bigcup_{0 \subseteq V \subseteq W} \operatorname{hocolim}_{\mathcal{A}_V(W)} F \\
\cong \operatorname{colim}_{0 \subseteq V \subseteq W} \operatorname{hocolim}_{\mathcal{A}_V(W)} F \\
\simeq \operatorname{hocolim}_{0 \subseteq V \subseteq W} \operatorname{colim}_{\mathcal{A}_V(W)} F
\]

**Proof.** For the equality in the first line, it suffices to show that any finite string of composable arrows in \( \mathcal{A}_\Sigma(W) \) lies in one of the subcategories \( \mathcal{A}_V(W) \). By Lemma 6.10, the minimal subspace \( V \) increases along any such string. So if the final object of the string is in \( \mathcal{A}_\Sigma(W) \), its minimal subspace \( V \) is properly contained in \( W \), and then every object of the string is a suspension from a subspace of \( V \). Therefore the string is contained in the subcategory \( \mathcal{A}_V(W) \).

For the isomorphism and equivalence in the remaining two lines, it suffices to show that the subcomplexes are closed under intersection. By Lemma 6.8, any finite string of composable arrows lying in both \( \mathcal{A}_U(W) \) and \( \mathcal{A}_V(W) \) must also lie in \( \mathcal{A}_{U \cap V}(W) \). This is enough to show that the intersection of the two homotopy colimits over \( \mathcal{A}_U(W) \) and \( \mathcal{A}_V(W) \) gives the homotopy colimit over \( \mathcal{A}_{U \cap V}(W) \). \( \square \)
Lemma 6.15. The following diagram commutes, where the vertical maps are defined as in (4.1), and the horizontal maps arise from the functor $\Sigma$.

\[
\begin{array}{ccc}
K(P^S_1) & \xrightarrow{\Sigma} & K(P^S_1) \\
\sim & & \sim \\
\text{hocolim}_{\{P_i\} \in \mathcal{A}(V)} K(C_{\{P_i\}}) & \xrightarrow{\Sigma} & \text{hocolim}_{\{Q_i\} \in \mathcal{A}(W)} K(C_{\{Q_i\}}) \\
\sim & & \sim \\
\text{hocolim}_{\{P_i\} \in \mathcal{A}(V)} \prod_i K(\text{Fin}) & \xrightarrow{\Sigma} & \text{hocolim}_{\{Q_i\} \in \mathcal{A}(W)} \prod_i K(\text{Fin}) \\
\sim & & \sim \\
\text{hocolim}_{\{P_i\} \in \mathcal{A}(V)} \prod_i \mathbb{S} & \xrightarrow{\Sigma} & \text{hocolim}_{\{Q_i\} \in \mathcal{A}(W)} \prod_i \mathbb{S}
\end{array}
\]

Theorem 6.16. $\tilde{K}(P^S_1)$ is non-equivariantly equivalent to a wedge of sphere spectra.

Proof. The last row of the diagram from Lemma 6.15 is at each spectrum level the inclusion of a subcomplex. By Lemma 6.14, the union of these subcomplexes over $0 \subseteq V \subseteq W$ gives the homotopy colimit over the category $\mathcal{A}_2(W)$. We conclude that in the homotopy cofiber sequence of spectra (6.3) that defines $\tilde{K}(P^S_1)$, the first two terms can be written as

\[
\text{colim}_{0 \subseteq V \subseteq W} \text{hocolim}_{\{Q_i\} \in \mathcal{A}(W)} \prod_i \mathbb{S} = \text{hocolim}_{\{Q_i\} \in \mathcal{A}(W)} \prod_i \mathbb{S} 
\]

On $\pi_0$, this matches the first two terms of (6.12), so it is an inclusion of free abelian groups. Choosing bases that make it the inclusion of a summand, we apply the argument from Theorem 4.8 and conclude that the map is equivalent to an inclusion of wedges of sphere spectra. Therefore its cofiber $\tilde{K}(P^S_1)$ is also a wedge of sphere spectra. \qed

This is the Solomon-Tits theorem for reduced spherical $K$-theory. The argument in Section 5 therefore applies to this variant of $K$-theory as well:

Corollary 6.17. Reduced spherical $K$-theory is rationally isomorphic to group homology,

\[
\tilde{K}_i(P^S_G) \otimes \mathbb{Q} \cong H_i(G; \text{St}(W)) \otimes \mathbb{Q}.
\]

6.3. Suspension on diagrams of quotients. The next step is to extend Lemma 6.15 all the way to the homotopy colimit of the terms $\Sigma(Q_i/\partial Q_i)$ over $\mathcal{A}(W)$. We need to modify this diagram to account for the initial object of $\mathcal{A}(W)$.

Definition 6.18. We define the diagram $\bigvee_{i} \Sigma(Q_i/\partial Q_i)$ over $\mathcal{A}(W)$ in the obvious way, with one exception. At the initial object, the 1-tuple on $Q = \emptyset * S(0^+) = S(W)$,
we define the corresponding space in the diagram to be $S^W$, instead of

$$\Sigma(Q/\partial Q) = \Sigma(S(W)_+) \cong S^W/\{0, \infty\}.$$ 

Since $S^W$ maps to this quotient, this still forms a well-defined diagram.

This change does not affect the homotopy colimit, unless $W = 0$, in which case it makes the homotopy colimit into $S^0$ instead of $\ast$. This corresponds to the desired outcome that $K(P_1^{S(0)}) = K(\mathbb{P}^0_1)$ is the sphere spectrum $\mathbb{S}$, not the zero spectrum $\ast$.

For any $V \subseteq W$, we have the corresponding diagram on $\mathcal{A}(V)$, whose value at a tuple of polytopes $\{P_i\}$ (that are suspensions from some $U \subseteq V$) is the wedge sum $\bigvee_i \Sigma(P_i/\partial P_i)$. We may apply suspension by the orthogonal complement of $V$, giving the diagram $\Sigma V^\perp \bigvee_i \Sigma(P_i/\partial P_i)$.

**Definition 6.19.** We define a map of diagrams

$$\left\{\Sigma^V \bigvee_i \Sigma(P_i/\partial P_i)\right\} \xrightarrow{\Sigma} \left\{\bigvee_i \Sigma(Q_i/\partial Q_i)\right\}$$

over the functor $\Sigma: \mathcal{A}(V) \to \mathcal{A}(W)$ as follows. For each tuple of polytopes $\{P_i\}$ in $S(V)$, with $Q_i = P_i * S(V^\perp)$, we take the homeomorphism

$$\Sigma^V \Sigma(P_i/\partial P_i) \cong \Sigma(Q_i/\partial Q_i)$$

arising from the fact that both are quotients of the one-point compactification $S^W$ by the same subspace. At the initial term, where $P = S^V$ and $Q = S^W$, we take the canonical isomorphism $\Sigma^V S^V \cong S^W$.

It is straightforward to check this is a well-defined map of diagrams. (Viewed in the right way, every map is a collapse map of subspaces of $S^W$, so they all agree with each other.)

**Lemma 6.20.** The following diagram commutes, where the vertical maps are defined as in (4.1), and the horizontal maps arise from the map of diagrams in Definition 6.19.

$$
\begin{array}{ccc}
\Sigma^W \hocolim_{\{P_i\} \in \mathcal{A}(V)} \prod_i \mathbb{S} & \xrightarrow{\Sigma} & \Sigma^W \hocolim_{\{Q_i\} \in \mathcal{A}(W)} \prod_i \mathbb{S} \\
\hocolim_{\{P_i\} \in \mathcal{A}(V)} \prod_i \Sigma^V \Sigma(P_i/\partial P_i) & \xrightarrow{\Sigma} & \hocolim_{\{Q_i\} \in \mathcal{A}(W)} \prod_i \Sigma^\infty \Sigma(Q_i/\partial Q_i) \\
\Sigma^\infty \hocolim_{\{Q_i\} \in \mathcal{A}(W)} \bigvee_i \Sigma(Q_i/\partial Q_i) & \xrightarrow{\Sigma} & \Sigma^\infty \hocolim_{\{Q_i\} \in \mathcal{A}(W)} \bigvee_i \Sigma(Q_i/\partial Q_i)
\end{array}
$$

This is a straightforward comparison of Pontryagin-Thom collapse maps. Since we have expanded the definition of $\mathcal{A}(V)$, we also check that on the new terms, the Pontryagin-Thom collapse is an equivalence. For most of these new terms, $P_i$ is contractible, so we still get a degree-one map of spheres, which is an equivalence. At the initial term, the collapse is the identity of $S^V$ or $S^W$, so it is clearly an equivalence.
The last row of Lemma 6.20 is again the inclusion of a subcomplex. Taking the union of these subcomplexes over $0 \subseteq V \subseteq W$ gives the homotopy colimit over $\mathcal{A}_\Sigma(W)$, by Lemma 6.14.

6.4. Defining a map from the quotient. By Lemma 6.15 and Lemma 6.20, we have an equivariant equivalence from $\Sigma^W \wedge \mathcal{K}(\mathcal{P}_1^W)$ to the suspension spectrum of the quotient

$$\left( \operatorname{hocolim}_{\{Q_i\} \in \mathcal{A}(W)} \bigvee_i \Sigma(Q_i/\partial Q_i) \right) / \left( \operatorname{hocolim}_{\{Q_i\} \in \mathcal{A}_\Sigma(W)} \bigvee_i \Sigma(Q_i/\partial Q_i) \right).$$

To finish the proof of Theorem 1.9, it remains to define an equivariant map from this quotient into $\Sigma \operatorname{ST}(W)$, giving an isomorphism on the lone homology group $\operatorname{St}(W)$. For this purpose, we model $\operatorname{ST}(W)$ as the quotient

$$\left( \operatorname{hocolim}_{\emptyset \subset S(U) \subseteq S(W)}^u \right) / \left( \operatorname{hocolim}_{\emptyset \subset S(U) \subseteq S(W)}^u \right) = B(0 \subset \bullet \subseteq W) / B(0 \subset \bullet \subset W),$$

where $B$ denotes classifying space of the poset of subspaces of $W$ satisfying the given conditions.

**Definition 6.22.** A map

$$\operatorname{hocolim}_{\{Q_i\} \in \mathcal{A}(W)} \bigcup_i Q_i \longrightarrow B(0 \subset \bullet \subseteq W)$$

is **obedient** if for each $k$-tuple of composable morphisms in $\mathcal{A}(W)$ starting at $\{P_i \ast S(U^\perp)\}$ and ending at $\{Q_j \ast S(V^\perp)\}$, on the corresponding piece of the homotopy colimit

$$\Delta^k \times \bigcup_i (P_i \ast S(U^\perp)),$$

we have the following condition at each point in $\Delta^k$:

- If $V = W$ and $U \neq 0$, each face $(D \ast S(U^\perp)) \subseteq \partial((P_i \ast S(U^\perp)))$ is sent into

  $$B(0 \subset \bullet \subseteq \text{span}(D) + U^\perp) \subseteq B(0 \subset \bullet \subset W)$$

  and the entirety of $P_i \ast S(U^\perp)$ is sent into $B(0 \subset \bullet \subseteq W)$.

- If $V \neq W$ and $U \neq 0$, each face $(D \ast S(U^\perp)) \subseteq \partial((P_i \ast S(U^\perp)))$ is sent into

  $$B(V^\perp \subset \bullet \subseteq \text{span}(D) + U^\perp) \subseteq B(0 \subset \bullet \subset W)$$

  and the entirety of $P_i \ast S(U^\perp)$ is sent into $B(V^\perp \subseteq \bullet \subseteq W)$.

- If $U = 0$, $P_i \ast S(U^\perp) = S(W)$, and we allow it to go anywhere in $B(0 \subset \bullet \subseteq W)$.

Note that each of the subcomplexes of $B(0 \subset \bullet \subseteq W)$ named in this definition is contractible, on account of having either an initial object or a terminal object. To show the space of obedient maps is contractible, the main thing to check is the following lemma.

**Lemma 6.23.** These conditions are compatible, in the sense that along any face of $\Delta^k$, the condition we get from the corresponding smaller string of maps is stricter than the original condition.
Proof. For the faces corresponding to a composition of two maps in the string, the conditions do not change. If we delete a morphism off the end of the string, the space \( V \) may shrink. The only way this can change the above conditions is if we move from \( V = W \) to \( V \neq W \). Our maps gain the condition of having to land in subspaces that contain \( V^\perp \neq 0 \), which is stricter than landing in some nonzero subspace.

If we delete a morphism off the beginning, then the polytopes \( P_i \ast S(U^\perp) \) get subdivided, and as a result the minimal space \( U \) can get larger. If this moves from \( U = 0 \) to \( U \neq 0 \), then the condition of course gets stricter, because there was no condition before. Otherwise, \( U \neq 0 \), and \( P_i \ast S(U^\perp) \) gets subdivided into pieces, giving many more faces. It is clear that the new faces in the interior have a stricter condition than before. On the exterior, each face \( D \ast S(U^\perp) \) gets cut into smaller faces of the form

\[
D_i \ast S(U_i^\perp) \subseteq D \ast S(U^\perp).
\]

But then

\[
\text{span}(D_i) + U_i^\perp = \text{span}(D_i \ast S(U_i^\perp)) \subseteq \text{span}(D \ast S(U^\perp)) = \text{span}(D) + U^\perp,
\]

so the conditions on each of these new faces also get stricter. \( \square \)

Lemma 6.24. The space of obedient maps is weakly contractible.

Proof. The proof is identical to that of Lemma 4.15, using Lemma 6.23 for compatibility. \( \square \)

Remark 6.25. As before, obedient maps are not equivariant, but the conjugation \( G \)-action preserves obedient maps, because \( G \) preserves polytopes, joins, spans, and orthogonal complements. As a result, as in Lemma 4.20, whenever we multiply the source by \( EG \), we get a contractible space of equivariant maps.

The definition of “obedient” agrees with “apartment-like” in the following sense. Consider the square of maps

\[
\text{hocolim} \bigcup_{Q_i \in \mathcal{D}(W)}^u Q_i \quad \text{hocolim} \bigcup_{0 \leq \bullet \leq W}^u \text{Tpl}(\bullet) \\
\sim \\
\text{hocolim} \bigcup_{Q_i \in \mathcal{A}(W)}^u Q_i \quad \text{hocolim} \bigcup_{0 \leq \bullet \leq W}^u B(0 \subsetneq \bullet \subseteq W)
\]

where the top horizontal is any apartment-like map the sense of Remark 4.19, and the bottom horizontal is any obedient map in the sense of Definition 6.22. The left horizontal is the inclusion, and is an equivalence because \( \mathcal{D} \) is cofinal in \( \mathcal{A} \).

Lemma 6.27. Any square of the form (6.26) commutes up to homotopy.

Proof. We only need to consider the obedient map on the terms where \( U = V = W \), and therefore only first condition in Definition 6.22 applies. This agrees the definition of apartment-like from Remark 4.19, except with the complexes Tpl\((U^k \cap D)\) collapsed to a point. Therefore the obedient map can be chosen so that the square commutes strictly. \( \square \)
Suppose we choose obedient and apartment-like maps as in (6.26). Taking quotients and suspending gives a commuting square

\[
\begin{array}{c}
\hocolim_{\{Q_i\} \in D(W)} \bigvee_i \Sigma (Q_i/\partial Q_i) \\
\sim \\
\hocolim_{\{Q_i\} \in A(W)} \bigvee_i \Sigma (Q_i/\partial Q_i)
\end{array} \sim \Sigma \left( \hocolim_{0 \leq \bullet \leq W}^{u} \text{Tpl}(\bullet)/\hocolim_{0 \leq \bullet \leq W}^{u} \text{Tpl}(\bullet) \right)
\]

Actually, we have to say a little more in order to define the bottom horizontal map on the initial term \(Q = S(W)\) of \(A(W)\). We take as our definition that the bottom horizontal map of (6.28) quotients this term down to \(\Sigma (Q/\partial Q)\), then applies the suspension of the obedient map. There is no such issue for the left-hand vertical map because the initial term lies outside the image of this map.

The square (6.28) gives on homology

\[
\begin{array}{c}
\text{Pt}(W) \\
\text{Pt}(W)
\end{array} \longrightarrow \text{Pt}(W) \\
\text{St}(W)
\]

The right-hand vertical map of (6.29) is the standard surjection \(\text{Pt}(W) \rightarrow \text{St}(W)\), but the square commutes, so the bottom horizontal map also induces the standard surjection \(\text{Pt}(W) \rightarrow \text{St}(W)\).

**Remark 6.30.** To finish the proof, it suffices to take the bottom horizontal map of (6.28) and deform it to zero on the subcomplex that is the hocolim over \(A_{\Sigma}\). This creates the desired map from the quotient (6.21) into \(\Sigma \text{ST}(W)\). The induced map \(\text{St}(W) \rightarrow \text{St}(W)\) lies underneath the identity of \(\text{Pt}(W)\), and therefore it is the identity map as well, so we get our equivalence to \(\Sigma \text{ST}(W)\) as desired.

**Proposition 6.31.** Any map

\[
\begin{array}{c}
\hocolim_{\{Q_i\} \in A(W)} \bigvee_i \Sigma (Q_i/\partial Q_i) \\
\Sim \left( B(0 \nsubseteq \bullet \subseteq W)/B(0 \nsubseteq \bullet \subseteq W) \right)
\end{array}
\]

induced by a obedient map, is nullhomotopic when restricted to the homotopy colimit over \(A_{\Sigma}(W)\).

**Proof.** By Definition 6.22, for any \(k\)-tuple of composable morphisms in \(A_{\Sigma}\) starting at \(\{P_i \ast S(U_{\perp})\}\) and ending at \(\{Q_j \ast S(V_{\perp})\}\), if \(V \neq W\) and \(U \neq 0\) then the corresponding piece of the homotopy colimit

\[
\Delta^k \times \bigcup_i P_i \ast S(U_{\perp}) \longrightarrow B(0 \nsubseteq \bullet \subseteq W)
\]

lands in \(B(0 \nsubseteq \bullet \subseteq W)\), and therefore goes to zero once \(B(0 \nsubseteq \bullet \subseteq W)\) is quotiented out. Since this is \(A_{\Sigma}\), \(V \neq W\) always, but sometimes \(U = 0\). So the only remaining pieces of the
homotopy colimit are those strings of maps beginning at the 1-tuple \( \{S(W) = \emptyset \ast S(0^\perp)\} \), with \( U = 0 \).

Each of the remaining pieces of the homotopy colimit is of the form \( \Delta^k \times S(W) \), joined along faces that all contain the initial vertex of \( \Delta^k \). Let \( T \) denote the union of these simplices, with \( \partial T \) the union of the faces of these simplices that are opposite the initial vertex. The rules described in Definition 6.22 give us a map of pairs

\[
(S(W) \times T, S(W) \times \partial T) \rightarrow (B(0 \subseteq \bullet \subseteq W), B(0 \subseteq \bullet \subseteq W))
\]

By the discussion after (6.28), the map we want on homotopy colimits is obtained from this by adding a disjoint basepoint to \( S(W) \) and taking reduced suspension. We get the same result if, instead, we take unreduced suspension of the \( S(W) \) on the left and the classifying spaces on the right, then pass to the quotient:

\[
(S^W \times T)/(\ast \times T) \cup (S^W \times \partial T)) \rightarrow (SB(0 \subseteq \bullet \subseteq W)/SB(0 \subseteq \bullet \subseteq W)) \\
\cong \Sigma (B(0 \subseteq \bullet \subseteq W)/B(0 \subseteq \bullet \subseteq W)).
\]

The check of this amounts to confirming that both the top and the bottom of the unreduced suspension are sent to the basepoint after everything is quotiented out.

So, if we modify the map of pairs (6.32) up to homotopy, this will induce a homotopy on the quotient. This quotient is homeomorphic to the original homotopy colimit, quotiented out by those terms that are already sent to the basepoint. So this will induce a homotopy on the original homotopy colimit, as desired.

We deform the map of pairs (6.32) to one that is constant in \( S(W) \), i.e. factors through

\[
(S(W) \times T, S(W) \times \partial T) \rightarrow (\ast \times T, \ast \times \partial T).
\]

We do this inductively on each face \( F \) of \( \partial T \). Each face \( F \subseteq \partial T \) corresponds to some tuple of composable maps ending at \( \{Q_j \ast S(V^\perp)\} \). The corresponding map

\[
S(W) \times F \rightarrow B(0 \subseteq \bullet \subseteq W)
\]

lands in the contractible subcomplex \( B(V^\perp \subseteq \bullet \subseteq W) \).

Consider the following general principle: if \( K \) is a contractible complex, then the space of maps \( S(W) \rightarrow K \) and the subspace of constant maps \( S(W) \rightarrow \ast \rightarrow K \) are both contractible. Hence, any map from \( F \) to the larger space, such that \( \partial F \) lands in the smaller space, can be deformed rel \( \partial F \) to land in the smaller space. Applying this to \( K = B(V^\perp \subseteq \bullet \subseteq W) \), we see that we can deform the map (6.32) on \( S(W) \times F \), relative to \( S(W) \times \partial F \), so that it is constant in \( S(W) \).

After this induction, the map of pairs (6.32) on \( S(W) \times \partial T \) factors through \( \ast \times \partial T \). We perform the inductive step one more time to \( S(W) \times T \), using maps to the contractible complex \( B(0 \subseteq \bullet \subseteq W) \), and arrive at a map of pairs that is now constant in \( S(W) \) across all of \( T \).
Once the map of pairs (6.32) factors through \( \ast \times T \), we return to the unreduced suspension
\[
(I \times T)/((\{0\} \times T) \cup (I \times \partial T)) \longrightarrow (SB(0 \subset \bullet \subset W)/SB(0 \subset \bullet \subset W))
\]
\[
\cong \Sigma (B(0 \subset \bullet \subset W)/B(0 \subset \bullet \subset W)).
\]
Since \( T \) is a cell complex, \( I \times T \) deformation retracts onto \( (\{0\} \times T) \cup (I \times \partial T) \), so this map is nullhomotopic.

\textbf{Remark 6.33.} One might hope to make the above proof shorter, perhaps by adjusting the definition of obedient (Definition 6.22) to make the map vanish on all of \( \mathcal{A}_\Sigma \), without the need for an additional homotopy. However, an examination of low-dimensional examples suggests that this is not possible. The initial term \( S(W) \) is to blame for this additional step in the proof. However, as mentioned earlier, the theorem would not be true without it.

\textbf{Lemma 6.34.} The nullhomotopy of the previous lemma can be made equivariant, if the colimit on the left is smashed with \( E_{G^+} \) first.

\textit{Proof.} As before, we take any map from \( E_G \) into the contractible space of obedient maps. The adjoint of this is a map
\[
E_{G^+} \land \operatorname{hocolim}_{\{Q_i\} \in \mathcal{A}(W)} \bigvee_i \Sigma(Q_i/\partial Q_i) \longrightarrow \Sigma (B(0 \subset \bullet \subset W)/B(0 \subset \bullet \subset W))
\]
that is equivariant, and that for every point of \( E_G \) comes from a obedient map. The map vanishes on most of the homotopy colimit, as before, and we reduce to defining an equivariant homotopy of maps
\[
E_{G^+} \land (S^W \times T)/((\ast \times T) \cup (S^W \times \partial T)) \longrightarrow \Sigma (B(0 \subset \bullet \subset W)/B(0 \subset \bullet \subset W))
\]
coming from an equivariant map of pairs
\[
(6.35) \quad (E_G \times S(W) \times T, E_G \times S(W) \times \partial T) \longrightarrow (B(0 \subset \bullet \subset W), B(0 \subset \bullet \subset W)).
\]
The argument proceeds as before, but inducting over the \textit{pairs} of cells \( F \to T \) and free \( G \)-cells \( G \times D^n \to E_G \). We deform the map on \( D^n \times F \) to be constant in \( S(W) \), by a non-equivariant homotopy \( \operatorname{rel}(D^n \times F) \). This automatically extends to an equivariant homotopy on \( G \times D^n \times F \), allowing us to do the inductive step equivariantly.

After suspending, for the final homotopy we use that \( E_G \times I \times T \) equivariantly deformation retracts onto \( E_G \times ((\{0\} \times T) \cup (I \times \partial T)) \).

This equivariant nullhomotopy defines a map from \( E_{G^+} \) smashed with the quotient (6.21) to \( \Sigma ST(W) \). As discussed in \textbf{Remark 6.30}, this induced map is an equivalence of spectra
\[
\Sigma^W \bar{K}(P_1^{S(W)}) \sim \Sigma^\infty \Sigma ST(W).
\]
De-suspending by \( W \) and taking homotopy orbits, this finishes the proof of \textbf{Theorem 1.9}.
7. Examples

We conclude with a few low-dimensional examples and direct computations.

**Example 7.1.** The empty geometry $\emptyset$. As mentioned before,

$$K(\mathcal{P}^\emptyset) \simeq K(\text{Fin}) \simeq \mathbb{S}.$$  

The empty geometry $\emptyset$ is also the unit sphere in $\mathbb{R}^0$. There are no proper subspaces to reduce by, so the reduced spherical $K$-theory is also the sphere:

$$\tilde{K}(\mathcal{P}^{\mathbb{S}(\mathbb{R}^0)}) \simeq \mathbb{S}.$$  

There are no nontrivial isometries, so there is nothing more to calculate.

**Example 7.2.** The one-point geometry $E^0 \cong H^0$. We calculate

$$\text{PT}(E^0) \simeq \text{ST}(E^0) \simeq S^0$$

and so by Theorem 1.7,

$$K(\mathcal{P}^{E^0}) \simeq \mathbb{S}.$$  

This could also be deduced by identifying it with $K(\text{Fin})$, as in the previous example.

**Example 7.3.** The two-point geometry $S^0$. In this case

$$\text{PT}(S^0) \simeq S^0 \vee S^0, \quad \text{ST}(S^0) \simeq S^0.$$  

The $O(1)$-action on PT($S^0$) swaps the two spheres. After suspending by the virtual bundle

$$-TS^0 := 1 - T(\mathbb{R}^1) = 1 - \sigma,$$

where $\sigma$ denotes the sign representation, the action swaps and negates. Similarly, on ST($S^0$) the action negates the fundamental class. We conclude using Theorem 1.7 and Theorem 1.9 that

$$K(\mathcal{P}_{O(1)}^{S^0}) \simeq \mathbb{S},$$

$$\tilde{K}(\mathcal{P}_{O(1)}^{S^0}) \simeq \mathbb{S},$$

$$\tilde{K}(\mathcal{P}_{O(1)}^{S^0}) \simeq \Sigma_+^{1-\sigma} BO(1).$$

This latter spectrum has homology equal to $H_n(BO(1); \mathbb{Z}_t)$, where the $t$ indicates $O(1)$ acting by negation. This homology is $\mathbb{Z}/2$ in every even degree and zero in every odd degree. In particular, the rationalization vanishes.

**Example 7.4.** The noncompact 1-dimensional geometry $E^1 \cong H^1$. We calculate

$$\text{PT}(E^1) \simeq \text{ST}(E^1) \simeq S(\mathbb{R}^\delta)$$

where the last term is the unreduced suspension of the reals with the discrete topology, not the unit sphere in $\mathbb{R}^\delta$. Desuspending by the (trivial) tangent bundle gives

$$K(\mathcal{P}_{E^1}^1) \simeq \bigvee_{\mathbb{R}^\delta \setminus \{0\}} \mathbb{S}.$$
The homotopy groups for $K(\mathcal{P}_{T(1)}^{E_1})$ and $K(\mathcal{P}_{E(1)}^{E_1})$ follow easily from Theorem 1.6, but we will also show how to derive them directly.

The action of $T(1)$ on $S(\mathbb{R}^\delta)$ is the obvious one that makes $\mathbb{R}^\delta \cong T(1)$ a single free orbit. Taking based homotopy $T(1)$-orbits gives the reduced suspension spectrum $\Sigma^\infty BT(1)$. (The top of the suspension gives an unbased copy of $BT(1)$, while the middle of the suspension becomes a single interval connecting $BT(1)$ to the basepoint.) We conclude

$$K(\mathcal{P}_{T(1)}^{E_1}) \simeq \Sigma^{-1} \Sigma^\infty BT(1).$$

The reduced homology of $T(1) \cong \mathbb{R}$ is $\mathbb{R}^\wedge i$ in degree $i$, see e.g. [Dup01, 4.7]. Since these are rational, the $K$-theory spectrum is rational and these are the homotopy groups as well:

$$K_n(\mathcal{P}_{T(1)}^{E_1}) \cong \mathbb{R}^\wedge (n+1).$$

Finally, since this spectrum is rational, the homotopy $\mathbb{Z}/2$-orbits simply take $\mathbb{Z}/2$ coinvariants on the homotopy groups. We check that the action is by negation on the odd homotopy groups and the identity on the even homotopy groups, and conclude

$$K_{2n}(\mathcal{P}_{E(1)}^{E_1}) \cong \mathbb{R}^\wedge (2n+1),$$

$$K_{2n+1}(\mathcal{P}_{E(1)}^{E_1}) \cong 0.$$

This finishes the proof of Theorem 1.4.

**Remark 7.5.** This example is helpful for explaining why we introduced the apartment-like maps in Definition 4.10. We can see directly that $S(\mathbb{R}^\delta)$ is equivalent to the homotopy colimit of the wedges $\bigvee_i P_i/\partial P_i$ over the almost-disjoint intervals $P_i \subseteq \mathbb{R}$. Each $P_i/\partial P_i$ traverses the two intervals in the suspension given by the endpoints of $P_i$. When we subdivide $P_i$ into two intervals, this is homotopic to the wedge of the corresponding maps for each of the smaller intervals.

However, the cleanest way to describe this homotopy is to name a contractible space that both maps live in, the space of maps into $C(\mathbb{R}^\delta)$ (cone point at the top) in which the endpoints of each interval go to the corresponding points at the bottom of the cone, and the rest of the interval goes anywhere inside the cone $C(P_i^\delta)$. This is what the space of apartment-like maps (at least, the version described in Remark 4.19) achieves.

**Example 7.6.** We next consider 1-dimensional spherical geometry $S^1$. We identify $SO(2)$ with $(\mathbb{R}/\mathbb{Z})^\delta$. Recall that $PT(E_1)$ is the unreduced suspension of $\mathbb{R}^\delta$, equivalently the homotopy pushout of the following diagram.

$$\begin{array}{c}
\mathbb{R}^\delta \\
\downarrow \\
\ast.
\end{array}$$

If we take based homotopy $\mathbb{Z}$-orbits, we get the homotopy pushout of the following diagram.

$$\begin{array}{c}
(\mathbb{R}/\mathbb{Z})^\delta \\
\downarrow \\
\ast.
\end{array}$$
This agrees with polytope complex $\text{PT}(S^1)$, hence we have an equivalence of $O(2)$-spectra

$$\text{PT}(S^1) \simeq \text{PT}(E^1_{h\mathbb{Z}}).$$

Therefore without isometries we get

$$K(P^S_1) \simeq \bigvee_{(\mathbb{R}/\mathbb{Z})^\delta} S,$$

and with isometries we get the same answer as in the Euclidean case,

$$K_n(P^S_{SO(2)}) \cong \mathbb{R}^{\wedge(n+1)},$$

$$K_{2n}(P^S_{O(2)}) \cong \mathbb{R}^{\wedge(2n+1)},$$

$$K_{2n+1}(P^S_{O(2)}) \cong 0.$$

**Example 7.7.** We next consider 1-dimensional reduced spherical geometry. Continuing to identify $SO(2)$ with $(\mathbb{R}/\mathbb{Z})^\delta$, we calculate

$$\text{ST}(S^1) \simeq S\left((\mathbb{R}/\frac{1}{2}\mathbb{Z})^\delta\right),$$

$$\tilde{K}(P^S_1) \simeq \Sigma^{-1} \text{ST}(S^1) \simeq \bigvee_{(\mathbb{R}/\frac{1}{2}\mathbb{Z})^\delta \setminus \{0\}} S.$$

It’s easiest to describe this equivariantly by the homotopy fiber sequence

$$\tilde{K}(P^S_1) \longrightarrow \Sigma^\infty (\mathbb{R}/\frac{1}{2}\mathbb{Z})^\delta \longrightarrow S.$$

Taking homotopy orbits gives the fiber sequence

$$\tilde{K}(P^S_{SO(2)}) \longrightarrow \Sigma^\infty B(\mathbb{Z}/2) \longrightarrow \Sigma^\infty B(\mathbb{R}/\mathbb{Z})^\delta.$$

This uses the Shapiro lemma, $(G/H)_{hG} = BH$. In more detail, $(\mathbb{R}/\frac{1}{2}\mathbb{Z})^\delta$ is all lines through the origin in $\mathbb{R}^2$. This is of the form $G/H$ where $G = SO(2)$, acting transitively on $(\mathbb{R}/\frac{1}{2}\mathbb{Z})^\delta$, and $H = \mathbb{Z}/2$, the stabilizer of a single line. Therefore the homotopy $G$-orbits of the set $(\mathbb{R}/\frac{1}{2}\mathbb{Z})^\delta$ is the space $B(\mathbb{Z}/2)$.

Using [Dup01, 4.7] and the short exact sequence $0 \rightarrow \mathbb{Z}/2 \rightarrow \mathbb{Q}/\mathbb{Z} \rightarrow \mathbb{Q}/\frac{1}{2}\mathbb{Z} \rightarrow 0$, we get

| $H_*(((\mathbb{R}/\mathbb{Z})^\delta))$ | $H_0$ | $H_1$ | $H_2$ | $H_3$ |
|----------------|--------|--------|--------|--------|
| $\mathbb{Z}$ | $\mathbb{R}/\mathbb{Q} \oplus \mathbb{Q}/\mathbb{Z}$ | $(\mathbb{R}/\mathbb{Q})^\wedge 2$ | $(\mathbb{R}/\mathbb{Q})^\wedge 3 \oplus \mathbb{Q}/\mathbb{Z}$ | $\cdots$ |
| $\mathbb{R}/\mathbb{Q} \oplus \mathbb{Q}/\frac{1}{2}\mathbb{Z}$ | $(\mathbb{R}/\mathbb{Q})^\wedge 2$ | $(\mathbb{R}/\mathbb{Q})^\wedge 3 \oplus \mathbb{Q}/\frac{1}{2}\mathbb{Z}$ | $(\mathbb{R}/\mathbb{Q})^\wedge 4$ | $\cdots$ |

Note that $\tilde{K}(P^S_{SO(2)})$ and $\tilde{K}(P^S_{O(2)})$ are not rational—the $K_0$ groups are both $\mathbb{R}/\frac{1}{2}\mathbb{Z}$, which is not a rational vector space. The higher homotopy groups are therefore more difficult to
calculate. We will be content to give the rational homotopy groups, which follow from the homology computation above:

\[ \tilde{K}_n (P_{SO(2)} \otimes \mathbb{Q}) \cong (\mathbb{R}/\mathbb{Q}) \wedge (n+1), \]

\[ \tilde{K}_{2n} (P_{SO(2)} \otimes \mathbb{Q}) \cong (\mathbb{R}/\mathbb{Q}) \wedge (2n+1), \]

\[ \tilde{K}_{2n+1} (P_{SO(2)} \otimes \mathbb{Q}) \cong 0. \]

**Example 7.8.** Finally, we consider \( n \)-dimensional Euclidean space \( E^n \), but with \( G \) equal to the translation group \( T(n) \). By Theorem 1.6, we have

\[ K_m (P_{E^n} \otimes \mathbb{Q}) \cong H_m (T(n); \text{St}(E^n)). \]

We recall a splitting of these groups due to Dupont, see [Dup82, Thm 1.1] and [Dup01, Thm 4.10]. Let \( T(\mathbb{R}^n) \) denote the Tits complex of linear subspaces of \( \mathbb{R}^n \). Consider the “local coefficient system” \( \Lambda_Q^q (g) \) defined on the suspended Tits or Steinberg complex

\[ \text{ST}(\mathbb{R}^n) = B(0 \subset \bullet \subset \mathbb{R}^n) / B(0 \subset \bullet \subset \mathbb{R}^n) = \text{CT}(\mathbb{R}^n) / T(\mathbb{R}^n) \]

by assigning the simplex \( V_0 \subset \cdots \subset V_k \) to the \( q \)th rational exterior power \( \Lambda_Q^q (V_0) \).

This is not a local coefficient system in the usual sense, since these groups do not form a bundle over the complex \( \text{CT}(\mathbb{R}^n) \). However, every face map in this complex gives an evident homomorphism. For instance, deleting the 0th vertex has the effect of applying the inclusion \( V_0 \subset V_1 \), giving a map \( \Lambda_Q^0 (V_0) \to \Lambda_Q^0 (V_1) \). This is enough to define a chain complex with coefficients in these groups.

We reduce the chain complex by modding out by those simplices in the subspace \( T(\mathbb{R}^n) \) and take homology, calling the result

\[ \tilde{H}_*(\text{ST}(\mathbb{R}^n); \Lambda_Q^q (g)). \]

Dupont’s chain complex is defined instead using the simplices in \( T(\mathbb{R}^n) \), and then augmented by the group \( \Lambda_Q^q (\mathbb{R}^n) \). Our homology groups of \( \text{ST}(\mathbb{R}^n) \) are therefore the same as his homology groups of \( T(\mathbb{R}^n) \), but one degree higher:

\[ \tilde{H}_m \left( \text{ST}(\mathbb{R}^n); \Lambda_Q^q (g) \right) \cong H_{m-1} \left( T(\mathbb{R}^n); \Lambda_Q^q (g) \right). \]

With this adjustment to the notation, Dupont’s splitting is written as

\[ H_m (T(n); \text{St}(E^n)) \cong \bigoplus_{q=1}^n \tilde{H}_{n-q} \left( \text{ST}(\mathbb{R}^n); \Lambda_Q^{m+q} (g) \right). \]

The \( q \)th term of this splitting is the eigenspace of the “dilation by \( a \)” operator, with eigenvalue \( a^{m+q} \), for any positive rational number \( a \).
Concretely, for $n = 2$ this gives

$$K_m(P_{T(2)}E^2) \cong \ker \left( \bigoplus_{0 \leq V \subseteq \mathbb{R}^2} \Lambda^m_Q(V) \rightarrow \Lambda^{m+1}_Q(\mathbb{R}^2) \right)$$

$$\oplus \text{coker} \left( \bigoplus_{0 \leq V \subseteq \mathbb{R}^2} \Lambda^{m+2}_Q(V) \rightarrow \Lambda^{m+2}_Q(\mathbb{R}^2) \right),$$

where the sum is taken over all one-dimensional vector subspaces, i.e. lines through the origin. The reader is invited to check this result against the proof of Proposition 5.3, which gives a cofiber sequence of rational spectra

$$\bigvee_{0 \leq V \subseteq \mathbb{R}^2} \Sigma^\infty BT(V) \longrightarrow \Sigma^\infty BT(2) \longrightarrow \Sigma^2 K(P_{T(2)}E^2).$$

Returning to (7.9) for general $n$, when $m < 0$, these groups are trivial, and when $m = 0$ the homology is unchanged if we take exterior powers over $\mathbb{R}$, see [Dup01, Thm 4.14]. This allows for a considerable simplification of the terms in the splitting, see [Dup01, Cor 4.15]. However, the argument does not apply in the range $m > 0$, where the exterior powers must be taken over $\mathbb{Q}$. It remains to be seen if these higher groups can be simplified in some other way.
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