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Abstract

Background
Electroencephalogram (EEG) signals are often corrupted with unintended artifacts which need to be removed for extracting meaningful clinical information from them. Typically a priori knowledge of the nature of the artifacts is needed for such purpose. Artifact contamination of EEG is even more prominent for pervasive EEG systems where the subjects are free to move and thereby introducing a wide variety of motion-related artifacts. This makes hard to get a priori knowledge about their characteristics rendering conventional artifact removal techniques often ineffective.

New Method
In this paper, we explore the performance of two hybrid artifact removal algorithms: Wavelet packet transform followed by Independent Component Analysis (WPTICA) and Wavelet Packet Transform followed by Empirical Mode Decomposition (WPTEMD) in pervasive EEG recording scenario, assuming existence of no a priori knowledge about the artifacts and compare their performance with two existing artifact removal algorithms.

Results
Artifact cleaning performance has been measured using Root Mean Square Error (RMSE) and Artifact to Signal Ratio (ASR) – an index similar to traditional Signal to Noise Ratio (SNR), and also by observing normalized power distribution topography over the scalp.

Comparison with Existing Method(s)
Comparison has been made first using semi-simulated signals and then with real experimentally acquired EEG data with commercially available 19-channel pervasive EEG system Enobio corrupted by eight types of artifact.

Conclusions
Our explorations show that WPTEMD consistently gives best artifact cleaning performance not only in semi-simulated scenario but also in the case of real EEG data containing artifacts.
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1. Introduction

Multi-channel EEG, due to its cost-effective and non-invasive nature, has been widely used in various clinical and commercial applications, starting from quantification of cognitive ability of a subject to aid diagnosis of neuro-degenerative diseases and, most recently, in Brain Computer Interface (BCI) application [1]. The most difficult part in dealing with EEG signals is the presence of artifacts that arise due to subject movements, physiological activity (e.g. respiration, cardiac and myogenic) and electrode contact problems. Unlike other physiological signals, e.g. Electrocardiogram (ECG), EEG does not have well-defined signal morphology and therefore it is often difficult to identify the artifacts uniquely from the actual EEG signal, since their frequency spectra often overlap; for instance, muscle activity is characterized by high amplitude, wide spectral distribution and variable topographical distribution [2]. This has triggered a whole body of research work to identify and suppress artifacts from the actual EEG signal. Typically, when the subject is at resting state, only a few artifacts can arise which could be well-characterized. Using this a-priori knowledge, several algorithms have been proposed for artifact removal from EEG following two main approaches:

(a) Measuring artifacts with supplementary sensors like Electro-oculogram (EOG) [10], and then applying linear filtering and regression to separate them from EEG;

(b) Blind Source Separation (BSS) techniques, like Independent Component Analysis (ICA) [3–5].

However, the fundamental point in all these approaches remains the same – existence of a-priori knowledge of the characteristics of the artifact based on which the algorithms are tuned to achieve maximal performance.

1.1. Motivation and Novelty

In the recent years, wireless EEG systems [6] are becoming popular as they use dry contact electrodes which do not require conductive gel and skin preparation [7] resulting in reduced setup time for experiments and data acquisition. Since it allows studying the brain waves in unconstrained naturalistic settings [8], wireless EEG may consent assessment of cognitive functionalities of a subject [1], [9] during daily life. But such potential is hindered by the fact that, due to higher degrees of freedom of body movement, a wide variety of motion artifacts (e.g. head movement in yaw, pitch and roll, hand movement, talking and chewing, etc.) are introduced in recorded EEG. In practice, these movements strongly affect the recordings in such a way that the underlying EEG signal may not be recognizable. The biggest problem is that these artifacts are radically different from the traditional EEG literature (with high inter-trial variability) and being of random natures no a-priori knowledge exists about their characteristics, based on which they could be separated from EEG using the above mentioned approaches (see section 1.2 for more details). Moreover, the number of channels in wireless EEG is often less than the conventional EEG systems; therefore, the assumption that the clean EEG parameters should follow a normal distribution, used in formulating artifact separation algorithm like [10], could be violated because of low numbers of electrodes in pervasive EEG system.

In this paper, following the suggestion made by Uriguen [11], we explore the performance of two hybrid artifact removal techniques in the context of pervasive EEG with limited number of channels:

(a) Wavelet Packet Transform followed by Empirical Mode Decomposition (WPTEMD)

(b) Wavelet Packet Transform followed by ICA (WPTICA).

The main goal is to assess their performance in identifying and suppressing the artifacts corrupting the EEG signals without requiring any a-priori knowledge of the artifact characteristics, and consequently there is no possibility for tuning the thresholds of the algorithms as in [12]. Specifically, our exploration is targeted towards a pervasive unconstrained EEG scenario where the body movements are allowed. Our exploration started with semi-simulated dataset for benchmarking the performance of these algorithms against two state-of-the-art artifact separation methods based on
thresholding criteria, namely wICA [12] and FASTER [10]. The relative performance was analyzed through the Root Mean Squared Error (RMSE) and a new quantitative index, called – Artifact to Signal Ratio (ASR) where the latter is analogous to the well-known Signal to Noise Ratio (SNR) used widely for quantifying signal quality. This exploration with semi-simulated data also helped in standardizing the above mentioned performance metric. Our results showed that these algorithms outperform [12] and [10] by 51.88% at recovering the EEG signal more accurately. Further exploration was carried out using commercially available pervasive EEG acquisition system Enobio [6] to capture EEG data corrupted with movement-related real-life artifacts. Even in these scenario, our results show that the WPTEMD is capable of reducing the artifact with minimal distortion in the original spectral characteristics of the signal.

The preliminary results of the current exploration have been reported in [13], with only four types of artifacts. Here we extend the analysis by:

(a) Exploring the validity of the parameters selected for the identification of the artifact used in these two hybrid techniques,

(b) Evaluating the algorithms with semi-simulated data to benchmark their performances against state-of-the-art algorithms,

(c) Analyzing quantitative performance of these algorithms on EEG signals corrupted with a larger variety of (eight movement-related) real-life artifacts.

1.2. Related Previous Work on Artifact Suppression

Linear filtering and linear regression can separate an artifact from a corrupted signal if the artifact alone is measurable [14], e.g. eye-blinking artifact removal using EOG, muscle artifact removal using Electromyogram (EMG) and using Electrocardiogram (ECG) recoding for the artifact due to heartbeat [1], [9], [14]–[16]. In a pervasive EEG scenario, there is no known way to record the sources of artifact because of the higher degrees of freedom, so as to pose the artifact removal problem in linear filtering template [9]. Adaptive filtering techniques like Least-Mean-Square (LMS), Wiener filter in Finite/Infinite Impulse Response (FIR/IIR) form, Bayesian filtering (Kalman and particle filters) [9], [17] will need a statistical model of the artifact which is difficult to estimate due to high variability of the recordings over multiple trials and multiple subjects and the countless artifacts that could contaminate the recordings during natural body movement.

When the source of the artifact is unknown, BSS techniques like ICA [3]–[5], Principal Component Analysis (PCA) [18] and Canonical Correlation Analysis (CCA) [19]–[21] could be applied. In a pervasive EEG scenario, brain signals may be affected by a large amount of undetermined artifacts [22] which may be caused from distributed or multiple sources, rendering ICA and CCA less reliable for extracting the artifact components from EEG data, especially when dealing with low density EEG systems.

Contemporary researchers have introduced several hybrid semi-automatic techniques to tackle EEG contaminated by artifacts, e.g. wavelet enhanced ICA [12], [23]–[25], EMD-ICA [26], ensemble EMD (EEMD)-ICA [27], EEMD-CCA [28], deterministic (wavelet-EMD) and stochastic (ICA-CCA) approaches [29]. Akhtar et al. [23] propose an artifact reduction method based on Spatially Constrained ICA (SCICA) and wavelet denoising applied on EEG corrupted by eye-blinking artifact. They firstly apply SCICA [30], [31] to identify the artifactual independent components on which they later use the Stationary Wavelet Transform (SWT) to remove any leaked EEG activity and obtain only artifactual components. They, finally, reconstruct the EEG data by subtracting the identified artifact-only signals. The main drawback of this approach is that it is semi-automatic since it requires prior knowledge about the spatial topography characteristic of the sources generating the artifact.

Castellanos et al. [12] provide a wavelet enhanced ICA (wICA) for removing ocular activity and heart beat from the corrupted EEG which was shown to perform better than ICA. Discrete Wavelet
Transform (DWT) is applied on the independent components extracted by the ICA; the wavelet coefficients exceeding a fixed threshold are set to zero and the signals are reconstructed. However, the selection of a threshold is an essential constituent of the algorithm, which needs tuning according to the peculiarities of the artifacts to remove. In this paper, we deal with real artifacts generated in natural environment that may be caused from several sources with unknown scalp topographies and, hence, do not allow us to follow Akhtar’s [23] or Castellanos’s [12] methods. As concluded by the authors [12], [23], these approaches are advantageous when applied on eye-blinking artifacts, characterized by well localized scalp topography but the feasibility of their application on other types of artifacts has not been investigated.

The wICA has been included in a Robust Artifact Removal (RAR) method, developed by Zima et al. [24], to remove short duration and high-amplitude artifacts from long-term neonatal 8-Channel EEG, mainly caused by movement activity. They segment the EEG for three times by following different rules and then wICA was applied on each of the three partitions. Instead of applying DWT on all the ICA components, they use a fixed threshold on the sparsity value of each component to identify the one containing the artifact which will be then decomposed by the wavelet and thresholded again as in wICA [12]. Later, they average the results from the three partitions and obtain the final artifact free EEG. Results showed that the method performs better than wICA. However, fine-tuning of the sparsity and wavelet thresholds are needed to apply the RAR method to other types of EEG recordings. Zima et al. [24] investigated the effect of different thresholds in wICA on the results and found that the default threshold is too aggressive and removes part of the actual EEG signal; this supports the need of an algorithm which does not depend on any threshold.

Safieddine et al. [29] compare two stochastic approaches (ICA and CCA) and two deterministic approaches (EMD and WT) in removing muscle artifacts in epileptic signals. Results showed that the performances depend on the level of contamination in the EEG signals. When data is highly corrupted by the myogenic artifacts, EMD outperforms the other methods, while ICA and WT give similar performances for less corrupted data. Because they have to deal with myogenic artifacts in epileptic signals, the authors make use of a threshold for: (a) the wavelet coefficients, (b) the Intrinsic Mode Functions (IMFs) for EMD and (c) the autocorrelation of the independent components to identify the artifactual component. In our case, since we are focusing on movements in a natural environment where both the nature of the EEG signal and the artifacts are different from the above, it is not feasible to find an ad-hoc fixed threshold suitable for all the possible artifacts contaminating the true EEG signals.

Sweeney et al. [28] combine the Ensemble Empirical Mode Decomposition with Canonical Correlation Analysis (EEMD-CCA) as a single channel technique to remove motion artifacts. They compare results obtained from two techniques employing wavelet [32] and EEMD-ICA [26] using two recordings of single channel EEG and functional near-infrared spectroscopy (fNIRS) data. To determine the artifactual component, they induce the motion artifact in one channel only, keeping the other channel as the ‘ground truth’ signal. In this way, they could identify the artifactual component as the one which, when removed, increased the correlation between the clean signal and the ground truth. Both EEMD-ICA and EEMD-CCA work as follows: firstly the single channel is decomposed by EEMD, several IMFs are then used as input for CCA and ICA to determine and remove the artifactual components. Finally, the single channel is reconstructed. This approach, as suggested by the authors, is not employable in a natural environment since it is not possible to record any ground truth signal but it was proved to be useful in comparing the algorithms. Another drawback of the method described above is even if the correlation coefficient is used within the channel during no motion epoch as a ground truth, dealing with multiple channels would mean calibrating for multiple thresholds for different types of artifacts.
Nolan et al. [10] develop a Fully Automated Statistical Thresholding for EEG artifact Rejection (FASTER) and test it on 128, 64 and 32-EEG channels ERP data collected during a visual oddball paradigm. The FASTER algorithm uses a subset of statistical thresholds on both EEG data and independent components obtained from ICA for the detection and rejection of channels and epochs affected by the artifacts. However, FASTER is based on the assumption that clean EEG parameters should be distributed normally and this could be violated in case of low numbers of data points. In fact, results showed that the algorithm can work effectively on all the datasets, including the 32-EEG channels, but the sensitivity of the algorithm decreases dramatically in case of low density EEG.

These problems motivated us to explore the possibility of designing an algorithm that performs artifact separation without a-priori knowledge of the artifacts (the real-life scenario in pervasive EEG applications) and corresponding threshold tuning. We followed the suggestion made in [32] to combine WPT, EMD and ICA in cascade to formulate WPTEMD and WPTICA algorithms and explore their comparative performance with the above mentioned goal in mind.

2. Material and Methods

In this section, we first give a brief description of the main constituents used in the two hybrid artifact suppression algorithms, followed by their combinations - WPTEMD and WPTICA. Later, we introduce the metrics used for comparing the different algorithms, along with the experimental protocol used for the generation of semi-simulated data and recording of real contaminated EEG and finally, we give a brief overview of the benchmarks wICA [12] and FASTER [10].

2.1. Wavelet Packet Transform (WPT)

WPT uses the DWT to decompose a signal by passing it through a series of high-pass and low-pass filter banks which allows the analysis of EEG signals in different scales and time resolutions. In WPT the decomposition is applied in both the detail $d[n]$ and approximate $a[n]$ coefficients, to get nodes at all the decomposed levels [33]. WPT has been previously applied as a feature extraction method to classify sleep stages on single EEG recordings [34] and in combination with EMD for the identification of continuous EEG during motor imagery tasks [35]. Although WPT is a single channel technique, we use it here from a multichannel perspective by considering the variance across multiple channels for each single WPT node. In fact, prior to any node removal, WPT is applied to all EEG electrodes in order to identify the most corrupted node (common to all channels) containing the artifact. For our algorithm Dmey Wavelet of Discrete Meyer family has been used. It has also been employed on EEG feature extraction in [36] in comparison with other family of mother wavelets. The signals are decomposed up to the seventh level, as used in Zima et al. [24]. In WPT, the frequency resolution increases and the temporal resolution decreases at each decomposition level. A trade-off between frequency and temporal resolution is required to successfully localize the artifact [23], hence in our experiments we empirically choose level seven decomposition which gives satisfactory artifact cleaning performance.

2.2. Independent Component Analysis (ICA)

ICA is a technique that uses the principle of statistical independence to find a representation in which the components of a signal are independent using the concept of non-Gaussian sources. Different ICA algorithms have been proposed in literature [37] which maximize the non-Gaussian measures like kurtosis or negentropy (differential entropy) although some of its variants are based on minimizing the mutual information. Infomax and FastICA [40] are the most common ICA algorithms: they showed similar performances when applied on ocular [38] and jaw clenching artifacts [39]. Here in the WPTICA hybrid algorithm we used FastICA [40], a highly computationally efficient method which implements a fixed-point iteration scheme for maximizing the negentropy as the chosen
measure of non-Gaussianity. ICA has been traditionally used to identify the sources containing the artifacts, e.g. the eye-blinking artifact corrupting the frontal lobe electrodes [41].

2.3. Empirical Mode Decomposition (EMD)

EMD is a data driven decomposition technique for nonlinear and non-stationary signals. Given a signal \( x(t) \), it can be decomposed as a linear combination of a finite number \( N \) of Intrinsic Mode Functions (IMFs) \( h_i(t) \) and a residual \( r(t) \), as in (1).

\[
x(t) = \sum_{i=1}^{N} h_i(t) + r(t)
\]

The IMFs should satisfy the following conditions [42]:

(a) The number of extrema and the number of zero-crossings must either be equal or differ at most by one.

(b) At any point the mean value of the envelope defined by the local maxima and local minima should be zero.

A smooth upper envelope \( u(t) \) and a lower envelope \( l(t) \) of the signal \( x(t) \) are calculated from the extrema through interpolation. Then, the mean envelope \( m(t) \) is calculated as \( m(t) = (u(t) + l(t))/2 \) which is then subtracted from the original signal, i.e. \( h(t) = x(t) - m(t) \). Once the \( h(t) \) satisfies the conditions mentioned above, it will be subtracted from the signal and this sifting process will be repeated until the residual will be reached. A criterion is typically imposed to stop the sifting process, e.g. standard deviation \( \sigma \) (0.2-0.3) between two consecutive shifts [42]. Imposing a low threshold may lead to over-iterations which results in over-decomposition. Another criterion was used in the WPTEMD algorithm, proposed by Rilling et al. [43]; it is based on two thresholds \( \theta_1 \) and \( \theta_2 \) to guarantee the presence of small global fluctuations (EEG) and large local excursions in the mean (artifact). Two parameters, mode amplitude \( a(t) \) and evaluation function \( \varepsilon(t) \), are estimated and compared with the predefined thresholds (2).

\[
a(t) = \frac{u(t) - l(t)}{2}, \quad \varepsilon(t) = \frac{|m(t)|}{a(t)}
\]

The sifting is repeated until the evaluation function \( \varepsilon(t) \) will satisfy the following conditions with \( \alpha \approx 0.05, \theta_1 \approx 0.05 \) and \( \theta_2 \approx 10\theta_1 \).

\[
\begin{align*}
\varepsilon(t) < \theta_1 & \quad \text{for} \quad (1 - \alpha) \quad \text{fraction of the signal length} \\
\varepsilon(t) < \theta_2 & \quad \text{for} \quad \text{the remaining fraction}
\end{align*}
\]

The decomposition achieved with EMD enables identifying the basic irregular components of the corrupted signal: the artifacts in the EEG can be identified as IMF and hence can be rejected to clean the signal.

2.4. Formulating Two Hybrid Artifact Suppression Algorithms: WPTEMD and WPTICA

In this paper, as a first step of suppressing the artifacts in pervasive EEG during natural body movement, we formulate a generalized framework for automatic removal of different artifacts, e.g. eye-blinking, head movement in yaw, pitch and roll, chewing, hand movement and talking using two hybrid approaches:

a) A combination of WPT and ICA (WPTICA)

b) A combination of WPT and EMD (WPTEMD)

Figure 1 shows the schematic representation of computation sequences of these two algorithms, the different parameters employed to quantify the effect of the artifact and the rules that are applied to automatically suppress the artifact in the corrupted channel.
Our aim is to explore the artifact suppression performance of these two algorithms particularly for a 19-channel EEG wireless system (Enobio). In both the methods, as shown in Figure 1, firstly the WPT is applied on the EEG data. The WPT decomposition up to level seven preserves the frequency granularity at the leaf nodes and also helps preserving most of the useful information of the original EEG. Therefore we considered up to 7th decomposition-level for identifying the node containing the maximal effect of the artifacts. Since the EEG signal is modified due to the node removal of the WPT (equivalent to a band-stop filtering), rejecting a node of the 7th level ensures that only a narrow-band of its frequency spectrum is filtered and most of the EEG information is retained. Although WPT is a single channel technique, we use it here as a multichannel technique by computing the variation in energy across WPT tree for all the 19 EEG channels, prior to any node removal. The energy of the wavelet coefficients for each node of the 19 trees obtained is calculated next. To identify the presence of the artifact, we aimed at finding a node common to all channels which maximally captures the effect of the artifact. The criterion used is the maximal standard deviation of the wavelet energy $\sigma_{EGY}$ across all channels, as described in (4).

\[
\sigma_{EGY, node_i} = \frac{1}{C-1} \sum_{c=1}^{C} \left( EGY_{c, node_i} - \bar{EGY} \text{ across channels, node}_i \right)^2,
\]

\[
EGY_{c, node_i} = \sum_{n=1}^{N} (node[n])^2,
\]

\[i \in \{1,2,\cdots,I\} = \text{node}, \ c \in \{1,2,\cdots,C\} = \text{# of channels},
\]

\[I = 2^7 = 128, C = 19, N = \text{# of sample at the node}\]

The coefficients of that particular node (characterized by the maximum $\sigma_{EGY}$) are then rejected while reconstructing the artifact suppressed EEG signal. The obtained WPT-cleaned signal is fed to the ICA (WPTICA) or EMD (WPTEMD) for further suppression of the artifact, as shown in Figure 1.

The WPTICA algorithm employs the FastICA routine [40] on the 19-channels EEG with the objective of separating the common component of the artifact traced in all the electrodes. The temporal standard deviation $\sigma_c$ of each independent component within the artifact region is used as a criterion to identify the component containing the artifact. This is characterized by the highest $\sigma_c$ and it is considered as the most influential part of the artifact, affecting some/all of the channels and hence rejected during the signal reconstruction.
When using *WPTEMD* technique, EMD is applied as a second step on the WPT-cleaned signal instead of ICA. The EMD, being a nonlinear signal decomposition technique, tries to capture the irregular oscillations with inconsistently large amplitude. These are the characteristics of all types of artifacts investigated here. The IMF with the highest parameter $J$ is considered the one which fulfills the above criteria. The $J$ criterion in (5) has been formulated as a weighted sum of normalized entropy $H$ and standard deviation $\sigma$ with respect to their resting state values as shown in Figure 1. These resting state parameters are extracted from resting EEG, i.e. while the subject has the eye-closed and is not performing any task or movement.

$$J = w \left( \frac{H}{H_{\text{resting}}} \right) + (1 - w) \left( \frac{\sigma}{\sigma_{\text{resting}}} \right)$$  \hspace{1cm} (5)

### 2.5. Parameter Selection for the Index $J$ of WPTEMD

The IMF with the highest $J$ parameter is considered as the most accountable part in the artifact region, hence it is rejected during the reconstruction of the cleaned signal. The entropy $H$ and the standard deviation $\sigma$ of each IMF in both the corrupted and the resting state EEG are used to evaluate the hybrid index $J$, described in (5), for each channel to capture large inconsistent low frequency oscillations as IMFs and potential components of the artifact.

The information entropy $H$ [44], described in (6), captures the large amount of randomness introduced by the artifact in the IMFs and helps rejecting the corrupted component in WPTEMD hybrid algorithm.

$$H(IMF_i) = - \sum_{l=1}^{L} IMF_i^2[l] \log(IMF_i^2[l])$$

$$l = 1, \ldots, L, L = \# \text{ of samples in the IMF}$$  \hspace{1cm} (6)

Shannon entropy has already been used to detect unusual activity patterns in EEG data on ICA components [45], since it is a measure of randomness of a signal. The temporal standard deviation $\sigma$ of the IMFs captures the effect of large inconsistent fluctuations due to the artifact compared to that of the EEG (characterized by low amplitude high frequency oscillations). The combined use of standard deviation $\sigma$ and entropy $H$ enables us to take into account different types of artifacts characterized by both higher randomness, like muscle activity [46] and large spikes, like eye-blink or motion artifacts. A parameter $w$ was used to weight the normalized $H$ and $\sigma$. Its value has been empirically found equal to 0.5. We used eye-blink artifact for different subjects and trials to identify the optimal value of $w$. The eye-blink was chosen for the selection of $w$, since its scalp topography is well known and $J$ parameter should be higher in the frontal electrodes (the most corrupted). Figure 2 shows an example of $J$ values obtained by varying $w$ in a single subject-single trial, while Figure 3 shows that $J$ values (with $w = 0.5$) are indeed higher in the frontal electrodes for the eye-blink artifact across all subjects and all trials. The $J$ parameter was calculated by varying the weight $w$ which balances the relative weight between the normalized $H$ and the normalized $\sigma$ to find out the more significant contribution in the identification of the corrupted IMF.

Figure 2 shows an example (single subject single trial of artifact) of the $J$ parameter for eye-blinking artifact while varying the weight $w$ to select its optimum value. Highest values of the $J$ index are found in IMF3 and IMF4, regardless of the value of $w$, and indicate the presence of the artifact. From this example, it is visible that the IMF3 which is identified as artifact (with maximum $J$), does not change if a different value of $w$ or any other electrode is chosen. Since both the normalized $H$ and $\sigma$ identify the same IMF as containing the artifact, the weight parameter $w$ provides equal scaling of the two parts of $J$ and hence chosen as 0.5. Similar results are reported for other types of artifact in the supplementary material.
The value of the $J$ index has been evaluated across different subjects and trials for eye-blinking experiments. Figure 3 shows that, as expected, the electrodes in the frontal region show the highest median value and the highest variability or Interquartile Range (IQR), indicating the presence of the artifact. The appropriate choice of the $J$ index is confirmed by these results, since the typical signature of the effect of the eye-blink is related to the presence of the artifact in the frontal electrodes. As shown for the single subject case of eye-blink artifact in Figure 2, the group analysis in Figure 3 for the same artifact also identifies the IMF3 as the most affected one (median>2), especially in the two channels Fp1 and Fp2. Additional analysis of the variability of $J$ for other types of artifact are provided in the supplementary material. When considering all the trials for each type of artifact, mostly the IMF4 is rejected as shown in the Table I in the supplementary material.

Figure 3: Distribution of the $J$ parameter for each IMF and across all trials and subjects for the eye-blink artifact. Consistently with the scalp topography of the eye-blink, $J$ parameter shows higher median values in the frontal electrodes.
2.6. Performance Evaluation

Results from both the algorithms have been evaluated and compared by:
(a) Visual inspection of time domain morphology of the signal
(b) Frequency spectrum
(c) Spatial scalp topography of the artifact processed EEG data, as suggested in [11].

The visual inspection in time domain helps us to investigate the quality of the recovered brain signals after the artifact removal, while looking at the power spectrum aids to inspect the distortions of the EEG power spectrum. In fact, as discussed in [12], it is worth investigating how the spectrum of the underlying EEG activity is altered by the artifact separation algorithms through a qualitative analysis of the distortions in the power spectrum and the scalp topography.

Two criteria have been used here in quantitative performance evaluation for artifact removal by the two hybrid algorithms:
(a) Root Mean Squared Error (RMSE) criterion
(b) Artifact to Signal Ratio (ASR) criterion.

The RMSE quantifies the similarity between the original data $z_1$, without the artifact, and the artifact processed signal $z_2$ for each channel. In case of semi-simulated data, the original data $z_1$ without artifact are considered as our ground truth; hence the RMSE can be calculated as in (7).

$$
RMSE = \sqrt{\frac{1}{K} \sum_{k=1}^{K} [z_1(k) - z_2(k)]^2}
$$

(7)

Since in case of experimentally acquired data the ground truth is unknown, to quantify the extent of artifact cleaning for a real EEG dataset, we here introduce a metric termed as ASR. It is a new formulation of the SNR-like criterion [13] to better understand the cleaning performances of the two artifact removal methods in each EEG frequency band (i.e. $\delta$, $\theta$, $\alpha$, $\beta$ and $\gamma$). The mathematical form of ASR is described in (8) and is applied to each electrode for both the hybrid algorithms.

$$
ASR = \frac{P_{\text{artifact}}}{P_{\text{Resting}}} = \frac{(P_{\text{Corrupted}} - P_{\text{Clean}})}{P_{\text{Resting}}}
$$

(8)

The resting state is acquired while the subject has the eyes closed and the artifacts are absent. The corrupted signal is acquired while the subject performs a specific type of motion task. While calculating the ASR, the power of the artifact is obtained from the difference (in power) between the corrupted and the clean signals. For evaluating the power of the resting state EEG, only one trial was considered. Higher values of ASR indicate better performances: since the $P_{\text{Resting}}$ and $P_{\text{Corrupted}}$ are constant, lower value of $P_{\text{Clean}}$ will increase the numerator, which results in an increased ASR. Low values of ASR indicate that the power of the clean signal is comparable to the power of the corrupted one, suggesting that the algorithm did not modify the power spectrum of the corrupted signal in that particular frequency band. ASR will have negative values when the power of the ‘cleaned’ signal is increased after the algorithm has been applied.

In case of semi-simulated data, to understand whether the ASR can quantify the amount of artifact on the corrupted EEG, we evaluate an ASR ground truth (ASR$_{GT}$) denoted in (9) and subtracted it from the ASR formulated in (8), to obtain $\Delta ASR = ASR - ASR_{GT}$:

$$
ASR_{GT} = \frac{P_{\text{Artifact}}}{P_{\text{EEG}}}
$$

(9)

where $P_{\text{Artifact}}$ and $P_{\text{EEG}}$ indicate respectively the power of the artifact and the EEG described in (10).

Since ASR$_{GT}$ signifies the ground truth of the artifact to signal power ratio, $\Delta ASR$ close to zero indicates the method with the least distortion of the power spectrum of the reconstructed EEG signal.

As mentioned above, semi-simulated data are used here to obtain preliminary results on ground truth signals as well as to standardize ASR measure and to compare and analyze the performance of these algorithms. Once established through semi-simulated data, ASR is then used to compare the
WPTEMD and WPTICA algorithms performance for eight types of real artifacts, resembling a natural movement while the EEG is being acquired.

2.7. Generation of Semi-simulated Data

The two algorithms have been applied on data containing semi-simulated artifacts. 32 trials of 6 sec artifact free-EEG epochs were extracted from the resting data of different subjects by careful visual inspection and acquired with 19-channel Enobio wireless EEG system [6]. Synthetic eye-blink artifacts have been generated by Matlab functions developed in [47] and multiplied by a typical eye-blink scalp topography (high gain on the frontal electrodes and near zero for the rest) extracted from a different subject to obtain 19-channel EEG data contaminated by eye-blink, as in [48]. We generated 32 trials of each artifact with a sampling rate of 500 Hz and a length of 6 sec. Different levels of artifact contamination were produced by adding the artifact component $\text{Artifact}(t)$ to the EEG signals $\text{EEG}(t)$ [49], as follows:

$$x(t) = \text{EEG}(t) + \lambda \times \text{Artifact}(t)$$  \hspace{1cm} (10)

where $\lambda$ represents the contribution of the artifact contamination and it varies between 1 and 15 to estimate the performance of the algorithms for different extent of contamination. Figure 4 shows an example of the original resting EEG data (EEG only), corrupted (Corrupted) with simulated eye-blink artifact ($\lambda = 10$) and reconstructed with all the algorithms under investigation.

However, since the insertion of simulated artifacts may not correspond to the real contamination of the EEG data and due to the unavailability of existing database containing wide variety of real EEG artifact examples, the acquisition of real data was needed, as described in the following subsection.

![Figure 4: Example of semi-simulated EEG data for a single trial with artifact contamination level of $\lambda = 10$.](image)

2.8. Experimental Protocol for Data Acquisition Using Pervasive EEG Cap

Real-life data was acquired using the 19-channel Enobio wireless EEG system [6] from 10 subjects, three females and seven males with mean age of 28.8 years (standard deviation 3.05). The participants were seated approximately 80 cm from a computer monitor with backrest and armrest and were asked to perform movements with the purpose of creating eight different types of artifacts, in order to obtain noisy signals that could be later investigated. Each type of movement was repeated over three trials for each subject. The Enobio system allows marking of the desired portion of EEG, thus labelling of the type of artifacts during the acquisition. Subjects were asked to perform the following tasks for
three trials:
1) **Resting state**: performed in the first and the last minute of the experiment. It is defined when the subject’s eyes are closed and no task is being performed [50]
2) **Eyes open**: keeping the eyes open until a specific task was verbally instructed
3) **Eye-blinking**: it is a natural blink without eyes and head movement
4) Head movement from left to right (yaw)
5) Head movement from up to down (pitch)
6) Head shaking (roll)
7) **Hand movement** (left only and right only): one hand at a time was moved along the border of a tablet screen
8) **Chewing**: it involves most of the facial muscles; it was performed for five seconds per each trial
9) **Hello**: the volunteers were asked to say the word ‘hello’ to acquire artifact generated while speaking.

### 2.9. Comparison with Benchmarks Algorithms

To evaluate the performance of these methods in comparison to the state-of-the-art, we consider two competitive benchmarks consisting of wICA [12] and FASTER [10]. The wICA combines the use of the DWT and ICA to suppress the EEG data contaminated by the artifacts. Each independent component is decomposed by the DWT to identify the wavelet coefficients containing the artifact: those coefficients are identified by a fixed threshold and set to zero. The independent components are then reconstructed to obtain artifact-free EEG data.

**FASTER** is an automated artifact removal method based on thresholding criteria to detect and suppress bad channels, epochs and subject’s data heavily contaminated by artifacts. It is based on different steps, each of which estimates and thresholds various statistical parameters, e.g. variance, mean correlation, Hurst exponent, amplitude range, channel deviation, spatial kurtosis, correlation with EOG reference electrode and median deviation with the aim of:

(a) Identify the contaminated channels to reject and substitute them with the interpolation of neighbor electrodes
(b) Identify and remove the contaminated epochs
(c) Detect and subtract the contaminated independent components extracted by ICA
(d) Detect and remove bad channels within the epochs
(e) Remove subject’s data heavily contaminated by artifacts.

### 3. Results and Discussion

In this section, we first compare the performance of the proposed hybrid algorithms with the benchmark algorithms in terms of **RMSE** and **ASR** with the semi-simulated data. Experimentally acquired data corrupted with real-life artifacts is then used to explore the performances of the algorithms under consideration in terms of **ASR**, scalp topography and through a qualitative analysis in time domain morphology and frequency spectrum.

#### 3.1. Analysis of the Semi-Simulated Artifact

Here we present simulation results to quantitatively analyzing efficiency of the WPTEMD and WPTICA, in comparison with the benchmarks FASTER\(^1\) [10] and wICA\(^2\) [12].

---

\(^1\) The implementation of FASTER algorithm was freely available at [http://www.mee.tcd.ie/neuraleng/Research/Faster](http://www.mee.tcd.ie/neuraleng/Research/Faster)

\(^2\) The implementation of wICA algorithm was freely available at [http://www.mat.ucm.es/~vmakarov/downloads.php](http://www.mat.ucm.es/~vmakarov/downloads.php)
Figure 4 shows the results obtained with the four algorithms in case of semi-simulated artifact (λ = 10): the frontal electrodes are highly corrupted and the artifact is still present in the EEG reconstructed by wICA and FASTER, while the WPTEM and WPTICA suppress the contamination.

Figure 5 compares the performances of the four algorithms (2 proposed and 2 benchmarks) in terms of RMSE for eye-blinking artifact in: (a) two of the most affected channels (i.e. Fp1 and Fp2) and (b) in one of the channels less contaminated by the artifact (i.e. O2) across the 32 trials and for different standard deviation of the artifact (given by λ in (10)). When applied on heavily corrupted channels (e.g. Fp1 and Fp2), as shown in Figure 5, both the algorithms under exploration outperform the wICA in terms of RMSE when λ > 5 and their advantages become more prominent as λ increases (i.e. as the extent of contamination increases) from 6 to 15. We performed a left tailed paired t-test to compare the performance of the algorithms. In the case of channel Fp1, the respective performance improvement of WPTEM and WPTICA against wICA is 41.40% (p = 0.00059) and 41.50% (p = 0.00048) for λ = 10 which increases to 51.88% (p = 0.00021) and 51.75% (p = 0.00018) for λ = 15. On the other hand, in Fp2 these performance enhancements reach 49.53% (p = 0.00002) and 46.03% (p = 0.00053) for WPTEM and WPTICA respectively when λ = 15. It is worth mentioning that for highly contaminated channels, λ = 10 corresponds approximately to an amplitude range of 400 μV, which is the case of heavily contaminated data due to subject’s body movement in pervasive scenario.

Figure 5 also shows that for Fp1 the performance of FASTER, WPTEM and WPTICA are all equivalent over the entire range of λ. However, for the channel Fp2 the performances of WPTEM and WPTICA are significantly better than FASTER - 70.40% (p = 1.09×10^{-28}) and 68.35% (p = 1.20212×10^{-26}) respectively for λ = 15. A similar trend can also be observed for the channel O2 where the artifact contamination is very low (see the time-domain signal morphology in Figure 4). But on the other hand, in terms of RMSE, for such low-corrupted channel the best performance has been achieved by the wICA as it is also evident from Figure 5.

![Figure 5: RMSE for the semi-simulated EEG data in channels Fp1, Fp2 and O2 across all 32 trials for different strengths (λ) of the artifact. The error bars represent one standard error of the mean (µ ± σ) of RMSE.](image)

Figure 6 shows the ∆ASR (i.e. difference between the ASR and the ASR_GT) in each frequency band for WPTEM, WPTICA, FASTER and wICA reconstructed signals. In the performance comparison in terms of ∆ASR, a ∆ASR closer to zero indicates better performance as explained in Section 2.6. It is apparent from Figure 6 that ∆ASR for WPTEM remains close to zero and +ve in all the bands and for any value of λ, whereas ∆ASR for the other algorithms varies as the value of λ increases, in some cases becoming –ve indicating a change in the power spectrum of the reconstructed signal. In δ band, which is the most contaminated band by the artifact, for high λ (λ>5) both the WPTEM and WPTICA can be considered the best methods in terms of ASR, since the ∆ASR is closer to zero, being the ∆ASR equals to 0.01 for WPTEM, -0.1 for WPTICA, -1.82 for wICA and -3.74 for FASTER. In case of θ band for high λ (λ>9), WPTEM outperforms all the other methods in terms of ∆ASR. In the α band, wICA and WPTICA perform similarly and show the ∆ASR values closest to zero, even though
the negative value of $\Delta ASR$ indicates that these two methods modify the power spectrum of the original signal in this band. In case of $\beta$ band, the wICA performs better than the rest of the methods; while in $\gamma$ band both wICA and WPTEMMD show similar performances. It is worth noting that WPTEMMD is designed for heavily contaminated EEG data, in which cases (frontal channels and high $\lambda$) has shown the best performances in terms of $RMSE$ and $ASR$ for semi-simulated eye-blink.

Figure 6: $\Delta ASR$ in each frequency band of the semi-simulated artifact, across different trials and channels for different strengths ($\lambda$) of the artifact. The error bars represent one standard error of the mean ($\mu \pm \sigma$) of $\Delta ASR$.

Figure 7 shows the performance of all the four algorithms on the semi-simulated artifact, for a single trial in time domain as well as in the respective frequency bands. Since the eye-blink affects mostly the frontal electrodes, the EEG data in channel Fp1 is shown as an example for $\lambda = 15$. The time domain graph shows that all techniques reduce the large oscillation caused by the artifact, but the visual appearance of the WPTEMMD-reconstructed signal is more similar to the original artifact-free EEG. In addition, the power spectra in different bands show that, especially above 6 Hz the WPTEMMD and wICA give the closest spectrum to the original one, while WPTICA and FASTER overestimate and underestimate the spectra of the reconstructed signal respectively.

Figure 7: Semi-simulated eye-blink artifact in the channel Fp1 in time domain, and in frequency domain in each EEG frequency band ($\delta$, $\theta$, $\alpha$, $\beta$ and $\gamma$).
Overall, the exploration with the semi-simulated data shows that WPTEMD outperforms the rest of the methods (both WPTICA and the two benchmark algorithms) in case of heavily contaminated data (frontal channels and high $\lambda$ in the lower frequency bands where eye-blink is contaminating the EEG).

### 3.2. Performance Evaluation with the Real Pervasive EEG Artifacts

The previous subsection shows the analysis of semi-simulated EEG, here we explore eight types of real artifact examples commonly encountered in pervasive EEG system during natural body movement. Some of the artifacts, like eye-blink or talking, affect only a few of the channels but the stronger artifacts like the yaw, pitch and roll head movement corrupt most of the electrodes at the same time. In Table 1, we have shown a summary of the most corrupted channel for each type of artifact in each band using all trials and subjects ($3 \times 10$).

Due to the unavailability of the ground truth signal (unlike the semi-simulated case reported in earlier subsection), here we report only the ASR based and scalp topography based assessment of the cleaning performance of the two hybrid algorithms.

| Artifact type       | $\delta$ | $\theta$ | $\alpha$ | $\beta$ | $\gamma$ |
|---------------------|----------|----------|----------|---------|----------|
| Eye-blink           | Fp2      | Fp1      | Fp1      | T8      |          |
| Hello               | Fpz      | Fp2      | Fz       | F4      | T8       |
| Chewing             | C4       | F7       | F7       | F3      | F4       |
| Left hand           | Fp1      | Fp1      | Fp1      | T8      |          |
| Right hand          | Fp1      | Fp1      | T7       | F3      | Fp1      |
| Left right head     | T8       | Fp2      | Fp2      | F4      | Fp1      |
| Down up head        | P4       | Pz       | Pz       | O2      | O2       |
| Shaking head         | C4       | C4       | C4       | C4      | F4       |

#### 3.2.1. Comparison of Algorithms Using ASR Criterion

From the exploration with the semi-simulated data it is clear that the ASR criterion could be considered as an effective quantitative metric for evaluating the performance of the algorithms for cleaning artifacts. The ASR parameter has been calculated for real data across multiple subjects and trials and for each type of artifact in each band to investigate: (a) which channels and (b) bands are mostly modified by each of the algorithms and (c) also to quantify the variability of the artifact suppression performance across multiple trials and subjects. The electrodes with high ASR are the ones which have been modified by the algorithm to a higher extent.

Figure 8 shows the performance of WPTEMD and WPTICA in terms of ASR and the corresponding power for each electrode. As evident from Error! Reference source not found., the ASR values in $\alpha$, $\beta$ and $\gamma$ bands have a lower range compared to the $\delta$ and $\theta$ bands, suggesting that the high frequency bands have not been severely modified by the algorithms. The power in $\delta$, $\theta$ and $\alpha$ bands is higher in the channels Fp1 and Fp2 and the corresponding ASR values for both algorithms are higher than the rest of the channels. This indicates that the algorithms have modified mainly these two electrodes: in $\delta$ and $\theta$ bands the performances are similar, whereas in $\alpha$ band the negative ASR indicates that the WPTICA increased the power of the reconstructed signal. In $\beta$ and $\gamma$ bands, even though the power is similar in all electrodes of the corrupted EEG, WPTICA increases the power spectrum of the frontal channels ($\text{ASR} < 0$).

In the higher frequency bands ($\beta$ and $\gamma$), similar results are found for the other types of artifact (please refer to the supplementary material), where the median of the ASR is very low, indicating that the power of the ‘clean’ signal is nearly equal to the corrupted EEG. Hence, the algorithms have not modified the higher frequency bands.
Figure 8: ASR and power of real eye-blink EEG data across all the subjects and trials for each EEG band. WPTEMD consistently decreases (in $\theta$, $\delta$ and $\alpha$ bands) or preserves ($\beta$ and $\gamma$ bands) the power of the corrupted EEG recordings. WPTICA shows negative ASR: it increases the power of the corrupted EEG in the higher frequency bands ($\alpha$, $\beta$ and $\gamma$).

3.2.2. Real Pervasive EEG Artifact Data: Scalp Topography Analysis

An alternative way to investigate the algorithms’ performance is to show how the scalp topography of the EEG varies when the signal is affected by a specific type of artifact and when each of the proposed algorithms is applied. The scalp topography shows the mean power across all subjects for each EEG signal (i.e. Resting, Corrupted, WPT, WPTEMD and WPTICA), for all the frequency ranges ($All$ bands, i.e. from $\delta$ to $\gamma$) and for each band separately (i.e. $\delta$, $\theta$, $\alpha$, $\beta$ and $\gamma$). The power shown at each scalp is normalized within each band and across the different signals (i.e. Resting, Corrupted, WPT, WPTEMD and WPTICA). The distribution of the power over the scalp was shown for each band to highlight how the algorithms affect each frequency band. The power spectrum of each electrode has been estimated through the Fast Fourier Transform magnitude squared. Such power is also normalized between zero and one for five different cases: Resting, Corrupted, WPT, WPTEMD and WPTICA. The resting signal is shown here because its parameters (i.e. entropy and standard deviation) are used to calculate the $J$ parameter in the WPTEMD algorithm, but none of the algorithms modifies it. However, the resting EEG appears different in each artifact case because of the normalization across the different signals (i.e. Resting, Corrupted, WPT, WPTEMD and WPTICA) within each frequency band (i.e. $All$ bands, $\delta$, $\theta$, $\alpha$, $\beta$ and $\gamma$).

Figure 9 (a) shows the scalp topographical maps during the eye-blink artifact. From the scalp topography across all bands (i.e. $All$ bands) of the corrupted signal, it is evident that only the frontal region shows high power. The same pattern is present in all the frequency bands except $\beta$ and $\gamma$, suggesting that the artifact affects the EEG power in the frequency range up to 13 Hz. The WPT is capable of reducing most of the power in the frontal electrodes only in the $\delta$ band, while the WPTEMD technique reduces the power in all the affected frequency bands (i.e. $\delta$, $\theta$ and $\alpha$). WPTICA, instead, reduces the power of the frontal electrodes in both $\delta$ and $\theta$ bands, but it increases the power in the rest of the bands.

Figure 9 (b) shows the topographical maps related to the yaw movement of the head. The corrupted signal is characterized by high power in the left temporal and occipital electrodes, as visible in the scalp topography-$All$ bands and the same pattern is present in the $\delta$ band. This suggests that $\delta$ is the most corrupted band and this contamination is fully removed by all the algorithms. The rest of the bands are characterized by a common pattern of high power across the head. Both WPTEMD and
WPTICA decrease this power across all the bands (from $\theta$ to $\gamma$).

Figure 9: Scalp topography of EEG recordings contaminated by different artifacts (i.e. (a) eye-blink, (b) head movement in yaw, (c) pitch and (d) roll), across different subjects and trials. The power shown at each scalp has been normalized within each band and across the different signals (i.e. Resting, Corrupted, WPT, WPTEMD and WPTICA). The high power in the scalp in All bands is present in $\delta$ band, suggesting that the artifact contamination takes place mainly in $\delta$ band. Among all the techniques, WPTEMD reduces the localized high power in a higher extent.

The head (pitch) movement causes high power in the occipital electrodes, as visible in the scalp topography-All bands in Figure 9 (c). The occipital region shows high power in all the frequency bands (from $\delta$ to $\gamma$), suggesting that this artifact affects all of them. The WPTEMD algorithm is the most capable one for reducing the high power in all the bands, except the $\beta$ and $\gamma$ bands which show the same pattern in the signal even after the application of all algorithms. It is worth noting that in case of WPT the overall (i.e. All bands) power in the occipital channels is reduced following the reduction of the power in $\delta$ band only.

Head (roll) movement affects the temporal lobes, as shown in the scalp topography-All bands in Figure 9 (d). A similar topography pattern is visible in the $\delta$ band, while the other bands show high power also in the frontal region. All the algorithms are capable of removing the artifact in the $\delta$ band, due to the action of the WPT technique. The WPTEMD is also capable of reducing the power in the $\theta$ and $\alpha$ bands, whereas WPTICA increases the power in $\alpha$ and $\beta$ bands.

Figure 10 (a) shows that the highest power is located in the frontal, left temporal and occipital regions for the left hand movement artifact. The high power in the scalp topography-All bands is also visible in the $\delta$ and $\theta$ bands, suggesting that the artifact might affect the power in the frequency range up to 8 Hz, which is mostly suppressed by the WPTEMD algorithm. Unlike the WPTEMD, the scalp topography in WPT and WPTICA still contains high power in the frontal region in the $\theta$ band.
The scalp topography—All bands from data recorded while the subject was performing right hand movement shows high power in the frontal region, as can be seen in Figure 10 (b). A similar pattern is also visible in the δ, θ and β bands. WPT decreases the power in All bands and in δ band. Additionally, WPTEMD decreases the power of the frontal electrodes also in the θ and β bands. WPTICA decreases the power of θ band but does not modify β and γ bands.

Figure 10: Scalp topography of EEG recordings contaminated by different artifacts (i.e. hand movements (a, b), chewing (c) and talking (d)), across different subjects and trials. The power shown at each scalp has been normalized within each band and across the different signals (i.e. Resting, Corrupted, WPT, WPTEMD and WPTICA). The high power in the scalp in All bands is present in δ band, suggesting that the artifact contamination takes place mainly in δ band. Among all the techniques, WPTEMD reduces the localized high power in a higher extent in most of the artifacts. WPTICA in some cases increases the power of the reconstructed signal.

Figure 10 (c) shows that the left temporal lobe has the highest power in case of chewing, as visible in the scalp topography—All bands. The same pattern is detectable in the δ band and it is reduced by all the techniques. The high power characterizing the rest of the bands is reduced in a higher extent by the WPTEMD algorithm compared to the other variants. WPTICA decreases the power in all the bands but it also increases the power of the right temporal lobe in γ band.

Talking affects the frontal and occipital regions, as shown in the scalp topography—All bands in Figure 10 (d). These high power patterns are also present in the δ band, in a greater extent, and in all the other bands except the γ band. The highest power suppression is achieved by the WPTEMD technique in all the bands except the γ, while WPTICA increases the power in the frontal electrodes in β and γ bands.
3.2.3. Real Pervasive EEG Artifact data: Time and Frequency Domain Performance Analysis

Here we explore the time and frequency domain characteristics of the single subject-single trial EEG, before and after the application of the artifact suppression algorithms. In order to highlight the specific modifications of the frequency spectrum in different EEG bands of interest, we have shown the analysis on lower (δ, θ and α) and higher (β and γ) bands separately. The power spectrum has been estimated here through Fast Fourier transform magnitude squared and the average power in each band has been calculated integrating the Power Spectral Density (PSD) curve over the frequency band of interest. The suppression of artifacts in time domain is also evident by the reduction of its amplitude in one of the most affected channels.

Figure 11 shows an example of the eye-blink artifact in time and frequency domain. The spikes related to the artifacts are reduced in the case of WPTEMD, but not for the WPT and the WPTICA. In the low frequency bands (i.e. δ, θ and α), the power spectrum is modified mostly below 6 Hz, since the WPT acts as a band stop filter between 3 and 6 Hz. The WPTEMD preserves the power spectrum in the rest of the frequency bands, while the WPTICA distorts the power spectrum almost in all the bands and increases the power in β and γ bands.

Figure 11: EEG data in time and frequency domain contaminated by the eye-blink artifact in channel Fp1. WPTEMD is the most capable of reducing the high amplitude spikes and preserves the power spectrum of the EEG signal in the higher frequency bands.

Unlike the eye-blink, the head (yaw) movement generates artifacts which affect almost all the channels. Figure 12 shows an example of head movement artifact in the frontal electrode Fp2. In time domain, the WPT and the WPTICA signals overlap, while the WPTEMD reduces the spikes in the time intervals 131.5–132 s and 134.5–135.5 s. Below 2 Hz the power spectrum of the corrupted signal is modified by the WPT, but it is preserved in the rest of the bands. The WPTEMD modified the power spectrum up to 10 Hz. The rest of the bands have not been affected by any of the techniques.
WPTEMD is the most capable of reducing the high amplitude spikes and reduces the power spectrum of the EEG signal in the lower frequency bands.

Similar results both in time and frequency domains have been found in the EEG acquired during the head (pitch) movement, as shown in Figure 13. In time domain, the spikes are suppressed by all the applied techniques. The power spectrum only in the low frequency bands is affected by all the algorithms. The WPT removes the low frequency components (below 2 Hz) and it is overlapped with the spectrum related to WPTICA, while the WPTEMD algorithm modified the spectrum up to 6 Hz.

When considering shaking the head sidewise (roll), the amplitude of EEG is found to be much higher compared to the artifacts previously described (10 times bigger than the clean EEG) as shown in Figure 14. The spikes are reduced by all the techniques, but the WPTEMD showed the best results, even though some slow and big oscillations are still visible. The δ, θ and α bands contain the highest power spectrum, which is modified only below 2 Hz by the WPT and WPTICA and up to 10 Hz by...
the WPTEMD.

Figure 14: EEG data in time and frequency domain contaminated by the shaking head (roll) movement in channel C4. The high amplitude spikes are reduced in a higher extent by the WPTEMD which modifies the power spectrum of the EEG signal up to 9 Hz.

An example of the left hand-movement is shown in Figure 15: the high amplitude oscillations in the time interval 322-324 s are significantly reduced and the best performance is given by the WPTEMD. Only the low frequency spectrum is modified: the WPT and WPTICA altered the spectrum below 2 Hz, while the WPTEMD modified the frequency components of the signal up to 16 Hz.

Figure 16 shows that the WPTEMD is better capable of reducing the large oscillations caused by the right hand movement. In frequency domain, the spectrum of the corrupted signal is modified only up to 10 Hz in case of WPTEMD and below 3 Hz for the other algorithms.
Figure 16: EEG data in time and frequency domain contaminated by the right hand movement in channel Fp1. The high amplitude spikes are reduced in a higher extent by the WPTEMD, as visible around second 276.

The frontal and temporal electrodes are affected by the artifacts caused by the muscles activity during chewing. The high amplitude oscillations are better reduced by the WPTEMD as shown in Figure 17. The power spectrum is slightly modified by the WPT and WPTICA below 2 Hz, while is reduced up to 6 Hz in the case of WPTEMD.

Figure 17: EEG data in time and frequency domain contaminated by the chewing in channel T7. The high amplitude spikes are reduced in a higher extent by the WPTEMD, as visible around second 377.

The last type of artifact investigated here was caused while the subject was asked to pronounce the word ‘hello’ to evaluate the effect of speaking on the acquired EEG. The frontal electrodes are likely to capture the effect of facial muscle activity. Figure 18 shows that the high amplitude oscillations in the signal are better reduced by the WPTEMD technique. The WPT acts as a high-pass filter with a cutoff frequency around 2 Hz. The spectrum is modified in all the frequency bands by the WPTICA. The WPT and WPTEMD techniques alter only the spectrum in the δ, θ and α bands.
Figure 18: EEG data in time and frequency domain contaminated by talking in channel T7. The high amplitude spikes are reduced in a higher extent by the WPTEMD, which preserves the power spectrum in the higher frequency bands.

From the above exploration it is evident that the two proposed hybrid algorithms outperforms the benchmark algorithms and the basic constituents – WPT, ICA and EMD for both the semi-simulated and real pervasive EEG. We have validated our results on multiple subject and multiple trials of each of the eight classes of artifacts. The results confirm that WPTEMD performs better than WPTICA in case of heavily corrupted data [29] when dealing with low number of electrodes (i.e. 19 channels) and motion artifacts. Unlike WPTICA, WPTEMD requires the availability of the EEG recording with no artifact to calculate the $J$ parameter. However, we do not consider this requirement as a limitation of the method since it is a common practice to include resting EEG with closed and open eyes during a recording session [51]. We have run the algorithms with Matlab (release R2013b) on a Windows 7 PC with Intel(R) Core i7-2600 CPU @ 3.4 GHz processor with 16 GB RAM. The run time for the semi-simulated data is in the order of 9 seconds and is of similar order in all the proposed methods and benchmarks. The detailed statistical analysis reported in the previous sections are provided in the supplementary material for brevity, in particular – 1) surface plots of $J$ parameter with channel and weight, 2) $J$ parameters of different IMFs across channels, 3) variation of ASR and power in different bands and channels and 4) single subject scalp topography across all bands, all repeated for other artifact types apart from eye-blink.

4. Conclusions
In this paper we explore the performance of two hybrid algorithms – WPTEMD and WPTICA – for suppressing motion related artifacts when a priori knowledge about the characteristics of the artifacts is not available; more specifically in the case of pervasive EEG recording. The exploration was first carried out with semi-simulated data where the above mentioned algorithms were compared with state-of-the-art artifact separation algorithms like wICA and FASTER. The performances have been analyzed by comparing the reconstructed signals after processing the artifacts with the available artifact-free ground truth signal. Later we explored the performance with experimentally acquired data corrupted with eight types of motion artifacts across multiple subjects and trials using 19-channel commercially available pervasive EEG system called Enobio.

The exploration with semi-simulated data shows that WPTEMD algorithm outperforms all the other variants under investigation, in terms of RMSE for highly corrupted channels (49.53% and 70.4% performance improvement compared to wICA and FASTER respectively) and maintains the power
spectrum of different frequency bands close to the original semi-simulated signals. When analyzed with the real data, the performances of the algorithms showed similar results: for highly corrupted channels WPTEMD consistently shows better performance than WPTICA in all the frequency bands and reduces the high-amplitude oscillations in the time-domain signal. This result holds true for all the eight different types of artifacts we have explored. Therefore our exploration indicates that for a pervasive EEG recording scenario WPTEMD could be the best choice for suppressing unwanted motion artifacts during natural movement of the subject.
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**Table I**

| Artifact type     | IMF rejected | % across trials and channels |
|-------------------|--------------|-----------------------------|
| Eyeblink          | 4            | 49.35                       |
| Hello             | 4            | 43.75                       |
| Chewing           | 4            | 54.12                       |
| Left hand         | 4            | 44.64                       |
| Right hand        | 4            | 40.11                       |
| Left right head   | 4            | 54.39                       |
| Down up head      | 3            | 49.29                       |
| Shaking head      | 3            | 51.78                       |

Figure 1: Surface plot of the values of the $J$ parameter across channels and IMF estimated by varying the weight $w$ for the left right (yaw) head movement artifact.
Figure 2: Surface plot of the values of the $J$ parameter across channels and IMF estimated by varying the weight $w$ for the down up (pitch) head movement artifact.

Figure 3: Surface plot of the values of the $J$ parameter across channels and IMF estimated by varying the weight $w$ for the shaking head (roll) movement artifact.
Figure 4: Surface plot of the values of the $J$ parameter across channels and IMF estimated by varying the weight $w$ for the left hand movement artifact.

Figure 5: Surface plot of the values of the $J$ parameter across channels and IMF estimated by varying the weight $w$ for the right hand movement artifact.
Figure 6: Surface plot of the values of the $J$ parameter across channels and IMF estimated by varying the weight $w$ for the chewing artifact.

Figure 7: Surface plot of the values of the $J$ parameter across channels and IMF estimated by varying the weight $w$ for the real speaking (saying “hello”) artifact.
Figure 8: Example of IMF rejected across all trials for the left right (yaw) head movement artifact.

Figure 9: Example of IMF rejected across all trials for the down up (pitch) head movement artifact.
Figure 10: Example of IMF rejected across all trials for the shaking head (roll) movement artifact.

Figure 11: Example of IMF rejected across all trials for the left hand movement artifact.
Figure 12: Example of IMF rejected across all trials for the right hand movement artifact.

Figure 13: Example of IMF rejected across all trials for the chewing artifact.
Figure 14: Example of IMF rejected across all trials for the hello artifact.

Figure 15: ASR and power for all trials of real chewing across all the subjects for each band.
Figure 16: ASR and power for all trials of real head (pitch) movement across all the subjects for each band.

Figure 17: ASR and power for all trials of real speaking (i.e. saying “hello”) across all the subjects for each band.
Figure 18: ASR and power for all trials of real left hand movement across all the subjects for each band.

Figure 19: ASR and power for all trials of real head (yaw) movement across all the subjects for each band.
Figure 20: ASR and power for all trials of real right hand movement across all the subjects for each band.

Figure 21: ASR and power for all trials of real head (roll) movement across all the subjects for each band.
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Figure 1 shows the topographical maps during eye-blink artifact. From the scalp topography across all bands (i.e. All bands) of the corrupted signal, it is evident that only the frontal region shows high power. The same pattern is present in all the frequency bands except $\gamma$, suggesting that the artifact affects the EEG power in the frequency range up to 30 Hz. The WPT and WPTICA algorithms are capable of reducing most of the power in the frontal electrodes only in the $\delta$ band, while the WPTEMD technique reduces the power in each frequency band except for the $\gamma$ band which is less affected by eye-blinking.

Figure 1: Distribution of the scalp topography power (various bands) for single subject-single trial of eye-blink.
The yaw movement of the head affects the left and right temporal electrodes, as visible in the scalp topography—*All bands* in Figure 2, and the same pattern is present in the $\delta$ and $\theta$ bands. It is fully removed in $\delta$ band by the WPT algorithm and partially removed in $\theta$ band by the WPTEMD technique.

Figure 2: Distribution of the scalp topography power (various bands) for single subject-single trial of head (yaw) movement.
The head (pitch) movement generates high power in the occipital electrodes, as visible in the scalp topography-All bands in Figure 3. The occipital region shows high power in all the frequency bands, suggesting that the artifact affects all of them. The WPTEMD algorithm is the only technique capable of suppressing the high power in all the bands, except the $\gamma$ which shows the same pattern in the corrupted signal even after the application of the WPT and WPTEMD techniques. The power in $\beta$ and $\gamma$ bands increases when using the WPTICA and hence would not be recommended here.

Figure 3: Distribution of the scalp topography power (various bands) for single subject-single trial of head pitch movement.
Head (roll) movement affects the temporal lobes, as shown in the scalp topography—All bands in Figure 4. Similar topography pattern is visible in the $\delta$ band, while the other bands show different power over the scalp. Both the WPTEM and WPTICA algorithms are capable of removing the artifact in the $\delta$ band, due to the action of the WPT technique. The WPTEM is also capable of reducing the power in the $\theta$ and $\alpha$ bands, whereas these bands are less modified by WPTICA.

Figure 4: Distribution of the scalp topography power (various bands) for single subject-single trial of head roll movement.
Figure 5 shows that the highest power is located in the frontal and left temporal regions for the left hand movement artifact. The high power in the scalp topography—*All bands* is also visible in the $\delta$, $\theta$ and $\alpha$ bands, suggesting that the artifact might affect the power in the frequency range up to 13 Hz, which is mostly suppressed by the WPTEMD algorithm. Unlike the WPTEMD, the scalp topography in WPT and WPTICA still contains high power in the frontal region.

![Scalp topography power](image)

Figure 5: Distribution of the scalp topography power (various bands) for single subject-single trial of left hand movement.
The scalp topography across all bands from data recorded while the subject was performing right hand movement shows similar pattern to the previous artifact, as can be seen in Figure 6. The high power in the frontal and temporal regions shown in scalp topography is also visible in the $\delta$, $\theta$ and $\alpha$ bands and it is reduced using all the techniques. However, the $\beta$ and $\gamma$ bands are characterized by high power which is reduced only by the WPTICA algorithm.

![Figure 6: Distribution of the scalp topography power (various bands) for single subject-single trial of right hand movement.](image)
Figure 7 shows that the left temporal lobe has the highest power in case of chewing, as visible in the scalp topography-All bands. The same pattern is detectable in the $\delta$ band and it is reduced by all the techniques. The high power characterizing the rest of the bands is reduced in a higher extent by the WPTEMD algorithm compared to the other variants.

Figure 7: Distribution of the scalp topography power (various bands) for single subject-single trial of chewing.
Talking affects the frontal and left temporal regions, as shown in the scalp topography-All bands of Figure 8. These high power patterns in the frontal and left temporal regions are also in the $\delta$ band, in a greater extent, and in all the other bands. The highest power suppression is achieved by the WPTEMD technique in all the bands except the $\gamma$, which is slightly modified by the WPTICA.

Figure 8: Distribution of the scalp topography power (various bands) for single subject-single trial of saying hello.