Machine learning model to predict mental health crises from electronic health records
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The timely identification of patients who are at risk of a mental health crisis can lead to improved outcomes and to the mitigation of burdens and costs. However, the high prevalence of mental health problems means that the manual review of complex patient records to make proactive care decisions is not feasible in practice. Therefore, we developed a machine learning model that uses electronic health records to continuously monitor patients for risk of a mental health crisis over a period of 28 days. The model achieves an area under the receiver operating characteristic curve of 0.797 and an area under the precision-recall curve of 0.159, predicting crises with a sensitivity of 58% at a specificity of 85%. A follow-up 6-month prospective study evaluated our algorithm’s use in clinical practice and observed predictions to be clinically valuable in terms of either managing caseloads or mitigating the risk of crisis in 64% of cases. To our knowledge, this study is the first to continuously predict the risk of a wide range of mental health crises and to explore the added value of such predictions in clinical practice.

The timely identification of patients who are at risk of a mental health crisis can lead to improved outcomes and to the mitigation of burdens and costs. However, the high prevalence of mental health problems means that the manual review of complex patient records to make proactive care decisions is not feasible in practice. Therefore, we developed a machine learning model that uses electronic health records to continuously monitor patients for risk of a mental health crisis over a period of 28 days. The model achieves an area under the receiver operating characteristic curve of 0.797 and an area under the precision-recall curve of 0.159, predicting crises with a sensitivity of 58% at a specificity of 85%. A follow-up 6-month prospective study evaluated our algorithm’s use in clinical practice and observed predictions to be clinically valuable in terms of either managing caseloads or mitigating the risk of crisis in 64% of cases. To our knowledge, this study is the first to continuously predict the risk of a wide range of mental health crises and to explore the added value of such predictions in clinical practice.

N

early 1 billion people worldwide live with a mental disorder1. With the global mental health emergency considerably exacerbated by the Coronavirus Disease 2019 pandemic, healthcare systems face a growing demand for mental health services coupled with a shortage of skilled personnel2–5. In clinical practice, considerable demand arises from mental health crises— that is, situations in which patients can neither care for themselves nor function effectively in the community and situations in which patients may hurt themselves or others6. Timely treatment can prevent exacerbating the symptoms that lead to such crises and subsequent hospitalization7. However, patients are frequently already experiencing a mental health crisis when they access urgent care pathways as their primary entry point to a hospital or psychiatric facility. By this point, it is too late to apply preventative strategies, limiting the ability of psychiatric services to properly allocate their limited resources ahead of time. Therefore, identifying patients at risk of experiencing a crisis before its occurrence is central to improving patient outcomes and managing caseloads8.

In busy clinical settings, the manual review of large quantities of data across many patients to make proactive care decisions is impractical, unsustainable and error-prone9. Thus, shifting such tasks to the automated analysis of electronic health records (EHRs) holds great promise to revolutionize health services by enabling large-scale continuous data review. Research has already demonstrated the feasibility of predicting critical events associated with a wide range of healthcare problems, including hypertension, diabetes, circulatory failure, hospital readmission and in-hospital death11–17. However, the mental health literature is limited to predicting specific types of events—such as suicide, self-harm and first episode psychosis16–28—rather than continuously predicting the breadth of mental health crises that require urgent care or hospitalization. Much remains unknown about the feasibility of querying machine learning models continuously to estimate the risk of an imminent mental health crisis. This would enable optimizing healthcare staff allocation and preventing crisis onset. Furthermore, even a highly accurate predictive model does not guarantee improved mental health outcomes or long-term cost savings29,30; therefore, it remains unclear whether new predictive technologies could provide tools that are useful to mental healthcare practitioners31,32.

This research explores the feasibility of predicting any mental health crisis event, regardless of its cause or the underlying mental disorder, and we investigate whether such predictions can provide added value to clinical practice. The underpinning assumption is that there are historical patterns that predict future mental health crises and that such patterns can be identified in real-world EHR data, despite its sparseness, noise, errors and systematic bias33. To this end, we developed a mental health crisis risk model by inputting EHR data collected over 7 years (2012–2018) from 17,122 patients into a machine learning algorithm. We evaluated how accurately the model continuously predicted the risk of a mental health crisis within the next 28 days from an arbitrary point in time, with a view to supporting dynamic care decisions in clinical practice. We also analyzed how the model’s performance varied across a range of mental health disorders, across different ethnic, age and gender groups and across variations in data availability. Furthermore, we conducted a prospective cohort study to evaluate the crisis prediction algorithm in clinical practice from 26 November 2018 to 12 May 2019. The crisis predictions were delivered on a biweekly basis to four different groups of clinicians (in total, 60 clinicians attending 1,011 cases over 6 months), who evaluated whether and how such predictions helped them manage caseload priorities and mitigate the risk of crisis.

Results

Prediction target. As our main goal was to develop a predictive tool that could help healthcare workers manage caseload priorities and pre-emptively intervene to mitigate the risk of crisis, we established the prediction target to align with the service-oriented approach to defining crisis3—that is, the onset of severe symptoms that require substantial healthcare resources. Notwithstanding a wide range

1Koa Health, Barcelona, Spain. 2Universitat Pompeu Fabra, Department of Information and Communication Technologies, Barcelona, Spain. 3Kannact, Barcelona, Spain. 4Birmingham and Solihull Mental Health NHS Foundation Trust, Birmingham, UK. 5University of Warwick, Warwick, UK. 6Aston Medical School, Aston University, Aston, UK. ✉E-mail: roger.garrigacalleja@koahealth.com; garriga77@gmail.com; aleksandar.matic@koahealth.com
of approaches to defining a mental health crisis in the literature (namely service-oriented, risk-focused, self-defined and negotiated definitions\(^7\)), these definitions consistently describe an event that substantially affects the life of a patient and the load on healthcare services. Correspondingly, our dataset included crisis events, which were registered every time a patient urgently needed mental health crisis services, such as emergency assessment, inpatient admission, home treatment assessment or hospitalization. Because crisis events frequently occur in succession when a patient is undergoing a crisis, predicting each singular crisis event registered in the EHR would be of little clinical relevance because patients who experience one crisis event receive close clinical attention over successive days. Therefore, we defined the prediction target as the onset of a crisis episode, which contains one or more crisis events, preceded by at least one full stable week without any crisis event (Fig. 1). Accordingly, we trained the machine learning model to predict the onset of a crisis episode—that is, the first crisis event in an episode—within the next 28 days. The time horizon of 28 days was selected based on input from clinicians to support the management of caseload priorities and to enable pre-emptive interventions. Notably, using different time horizons (that is, other than 28 days) or defining a stable period before a relapse other than 7 days did not substantially affect the model's performance (Supplementary Table 9).

**Dataset.** Upon applying the exclusion criteria (Methods), the study cohort data contained 5,816,586 records collected between September 2012 and November 2018 from 17,122 unique patients aged between 16 and 102 years. This included patients with a wide range of diagnosed disorders, including mood, psychotic, organic, neurotic and personality disorders. The two genders and the full range of ethnic groups were well represented in the dataset (51.5% males and 48.6% females; 66% White, 15% Asian, 9% Black and 7% Mixed). No major deviations were observed in the crisis distribution according to gender or ethnicity or disability (see Extended Data Fig. 1 for the complete summary). In total, 60,388 crisis episodes were included in the analysis, with a mean of 24 crisis events per episode. Among the 1,448,542 crisis events that were recorded, 942,017 corresponded to hospitalizations. The rest of the EHR data included phone and in-person contact with patients (2,239,632 records), referrals (250,864 records) and well-being and risk assessments (118,255 and 248,629 records) (see Supplementary Table 1 for more details). Our prediction target variable had a prevalence of 4.0% on average across the entire dataset, varying from 1.9% (organic disorders) to 7.2% (disorders of adult personality and behavior) (see Extended Data Fig. 2 for a detailed breakdown by diagnosis, training and test sets).

**Development of a mental health crisis prediction model.** The model was designed to be queried weekly to infer each patient's risk of experiencing a crisis episode during the upcoming 28-day period. To build the model, we extracted three feature categories: (1) static or semi-static patient information (such as age, gender and International Classification of Diseases 10 (ICD-10)\(^{14}\) coded diagnoses); (2) latest available assessments and interactions with the hospital (for example, most recent risk assessments or well-being assessments); (3) latest available assessments and interactions with the hospital (for example, most recent risk assessments or well-being assessments); (2) latest available assessments and interactions with the hospital (for example, most recent risk assessments or well-being assessments); and (3) variables representing the time elapsed since the registered events (for example, crisis episodes, contacts and referrals). In total, we extracted 198 features (Supplementary Table 5). When the system was implemented, instead of a binary outcome, the model was generating a predicted risk score (PRS) between 0 and 1 for each patient. Figure 2 presents the end-to-end process.

We tested a range of machine learning techniques, including decision trees, probabilistic, ensembles and deep learning-based classifiers. Consistent with similar studies\(^{11,16,35}\), XGBoost (eXtreme Gradient Boosting) outperformed most of the other methods evaluated (although, in some cases, only by small margins). The Mann–Whitney U-test suggested a significantly better performance of XGBoost ($P<0.01$) when compared to the other methods, except for a feed-forward neural network (Extended Data Figs. 3 and 4). The XGBoost model relied on an automatically selected subset of 104 features to predict mental health crises for all patients in our dataset (referred to as the general model). We benchmarked this model against two baseline classifiers: (1) the clinical-practice-based baseline model, designed to emulate a doctor's decisions (specifically, a decision tree using a selection of patient status indicators that doctors in our clinical setting use to assess the risk of relapse); and (2) the diagnosis-based baseline model, developed as a logistic regression that relies solely on diagnosis and time elapsed since the last crisis, resembling a threshold-based rule system (see Extended Data Fig. 5 for each baseline's list of features). The area under the receiver operating characteristic (AUROC) curve of the general model, the clinical-practice-based baseline and the diagnosis-based baseline were 0.797 (95% confidence interval (CI) 0.793–0.802), 0.736 (95% CI 0.733–0.740) and 0.746 (95% CI 0.741–0.750) (Fig. 3). For unbalanced datasets, as in our case, the average precision (AP)\(^{36}\) represents a more informative metric\(^37\), and the APs obtained for the general model, the clinical-practice-based baseline and the diagnosis-based baseline were 0.159 (95% CI 0.154–0.165), 0.092 (95% CI 0.090–0.094) and 0.092 (95% CI 0.089–0.094). The general model significantly outperformed the two baseline models ($P<0.0001$ for both AUROC and AP). We calibrated the predictions using isotonic regression\(^{38}\) (Extended Data Fig. 6), ensuring that the predicted risk reflected the actual expected risk of experiencing a crisis episode\(^{38}\), and obtained a Brier score\(^{39}\) of 0.028 (95% CI 0.028–0.029). Additionally, the general model demonstrated a more substantial net benefit in the decision curve analysis\(^{40}\) than the baseline models and default strategies (Extended Data Fig. 6).

**Model performance for different disorders.** We evaluated the performance of the prediction model in patients with mental health disorders grouped according to the first-level categorization of the ICD-10 (ref. \(^{36}\)). We relied solely on AUROC to evaluate the model performance of each disorder because the AP is an inappropriate metric for comparing groups with different prevalence values\(^{41}\). The general model performed considerably better for organic disorders, with an AUROC of 0.890 (95% CI 0.852–0.928) compared to the overall performance of 0.797 (95% CI 0.793–0.802). For other diagnostic groups, the performance ranged between 0.770 (95% CI 0.760–0.779) and...
and 0.814 (95% CI 0.796–0.831). The lowest performance was observed for mood-affective disorders, followed by schizophrenia and schizotypal and delusional disorders. Separate models for each diagnosis subgroup were developed and compared to the general model. The general model consistently outperformed the baseline models, and no disorder-specific model performed significantly better than the general model (Fig. 3c and Extended Data Fig. 7).

Model performance for different age groups. We evaluated the general model in subgroups of patients across different age groups. The model performance dropped to 0.743 (95% CI 0.718–0.767) for patients younger than 18 years and increased to 0.840 (95% CI 0.820–0.859) for patients aged between 65 and 74 years. For the other age groups, the model performed similarly, with an AUROC between 0.782 (95% CI 0.771–0.793) and 0.796 (95% CI 0.786–0.806) (Fig. 3d and Extended Data Fig. 8).

Effect of data availability on model performance. Data availability substantially affected model performance. For example, if there was no information about a patient for 1 year or more, the AUROC dropped to 0.617 (95% CI 0.592–0.641). Meanwhile, for patients who had at least one record within the previous month, the AUROC
**Fig. 3 | Final model performance.**

**a.** ROC curve for the crisis prediction task. Comparison among the proposed final model (XGBoost general), a proposed diagnosis-specific model (XGBoost per diagnosis) and two baseline models. The solid lines and lighter-colored envelopes around each line were derived from the test evaluations ($n=25$) as the mean and 95% CI, respectively. **b.** Precision-recall curve for the crisis prediction task with the same characteristics as **a.** **c.** Box plot of the AUROC curve evaluated per diagnosis. Comparison among the four models considered as in **a** and **b.** The solid line corresponds to the median value; the box limits correspond to the first Q1 (left limit) and third Q3 (right limit) quartiles; the whiskers denote the rest of the distribution range from Q1–1.5 (Q3–Q1) (left whisker) to Q3+1.5 (Q3–Q1) (right whisker); and the points displayed correspond to the outliers. **d-f.** AUROC curve evaluated for different subsets of the study cohort based on age group (d), time since the patient first visited the hospital (e) and time since the patient’s last crisis episode (f). The dots and bars derive from the test evaluations ($n=25$) as the mean and 95% CI, respectively.
Figure 4 | Most predictive features. a. Complete distribution of the SHAP values for the top 20 features based on the highest mean absolute SHAP value. Each sample of the test set is represented as a data point per feature, and the x axis shows the positive or negative effect on the model’s prediction of the feature. The color coding depicts the value of the feature and is scaled independently based on the range observed in the data. b. Absolute feature contribution of the 20 features with the highest mean absolute SHAP value. c-h. Six examples of dependence plots showing the effect on the PRS with respect to the feature value. Each data point (n = 371,010) represents a sample in the test set, with the solid lines and the lighter-colored envelopes representing, respectively, the mean effect and its standard deviation per feature value. The variability at each feature value corresponds to interaction with the rest of the features. Missing values (representing the absence of events) are colored gray. GP, general practitioner; MHA, mental health act; std, standard deviation.

Analysis of the most predictive features. We analyzed the relative effect of the top 20 features on the model at each data point in the test set according to the mean absolute SHAP (SHapley Additive exPlanations) value (Fig. 4). The historical severity of symptoms (specifically, the total number of crisis episodes and the duration of the last episode), interactions with the hospital (including unplanned contacts, missed appointments or a recent crisis), patient characteristics (including age and individual risk indices) and total time since the patient’s first hospital visit carried most of the general model’s predictive power (Fig. 4a,b).

was 0.765 (95% CI 0.761–0.771). A longer history of patient data in the EHR of the hospital improved the model’s performance, with AUROCs ranging from 0.794 (95% CI 0.772–0.817) for patients who had first visited within the previous 6 months to 0.816 (95% CI 0.805–0.827) for patients whose first record dated back 5 years or more (Fig. 3c,f and Extended Data Fig. 8).

To further examine the effect of each variable, we also analyzed the SHAP values of the top 20 features separately (Fig. 4c–h and Supplementary Fig. 1). The recency of records (especially important events such as crises and unplanned contacts) had a major effect on the PRS, positively contributing to the risk score up to a threshold value beyond which they began driving the risk score down. However, the effect of different events varied over time, with some having a long-lasting effect and others affecting the risk score only during the first weeks after their incidence. Unplanned contacts with a patient had the biggest short-term effect, but their effect disappeared almost completely after only 2 weeks. Longer-lasting effects were observed for events encoding contacts with the carer and missed appointments, which produced sustained effects on the PRS for 10 weeks and 16 weeks. In turn, referrals and crises considerably affected the PRS both positively (for approximately 6 months or 25 weeks and 29 weeks, respectively) and negatively (thereafter). The variables reflecting severe symptoms generally
demonstrated the longest-lasting effects on the PRS. For example, referrals from acute services, positive suicide risk assessments and positive substance misuse assessments affected the PRS for 1–2 years. In most cases, the presence of important events was associated with a previous clinical deterioration, which means that the absence of certain types of events—denoted in the features by NaN (not a number) values—suggests less severe symptoms in the patient’s history and negatively affected the PRS. Consider, for instance, a patient who had never been hospitalized. This had a negative influence on the PRS. In contrast, a positive influence would be observed for a patient who had been hospitalized at least once before.

Finally, to investigate the complexity of the interactions among features that drive the PRS, we used the force plots of positive and negative predictions (Extended Data Fig. 9). The sign and magnitude of each variable’s contribution differed according to the value of the other variables and its own value, thus demonstrating the model’s complex and non-linear nature.

**Clinical evaluation.** To assess the added value of the algorithm in clinical practice, we conducted a prospective study in which crisis predictions were delivered to clinicians every 2 weeks. We queried our prediction model to rank patients in descending order based on the PRS. Four multidisciplinary clinical teams (Community Mental Health Teams (CMHTs); see Table 1 for the team composition) each received a dashboard displaying the 25 patients with the highest PRS. Before exploring the algorithm’s practical value, we asked the CMHTs to assess the risk of crisis for each patient and rate their agreement with each prediction. Disagreement was recorded in 7% (n = 65) of all the presented predictions provided over 6 months, ranging from 3% (n = 6) to 12% (n = 27) across the four CMHTs. Overall, CMHTs rated 38% (n = 351) of the cases as low risk, 44% (n = 407) as medium risk, 13% (n = 119) as high risk and less than 0.1% (n = 3) as being at imminent risk of experiencing a mental health crisis. Meanwhile, 6% (n = 55) of the reviewed cases were patients already experiencing a crisis. Upon reviewing the predictions, CMHTs responded that they would make contact either by telephone (5% of cases) or in person (8% of cases; average percentage calculated based on the responses of the four teams; see F1 in Table 2). This corresponds to patients who otherwise would not have been attended to. Although the predictions were accurate in most other cases, no further action was required because the CMHTs were already managing the risk.

The risk assessment was part of the feedback form delivered after an initial review of the presented cases (F1 in Table 2) with a completion rate of 92% (n = 935). One week after reviewing the patients flagged by the algorithm, CMHTs reassessed each case’s risk level. Their assessment of patient risk of crisis reduced in 17% of cases. Meanwhile, their perception of risk increased in 8% of cases. Clinicians rated the value of the risk predictions for mitigating the risk of crisis and for managing the caseload priority on the second feedback form (F2 in Table 2). The completion rate for F2 was 84% (n = 846) (see Table 1 for a detailed breakdown of the teams). Five months after the study started, semi-structured interviews were conducted to obtain additional insights into the algorithm’s implementation and the effect on decision-making in clinical practice (see the qualitative report in Supplementary Materials–Qualitative Evaluation).

**Mitigating the risk of crisis.** We evaluated the opportunity to mitigate the risk of a crisis using two questions that probed whether the algorithm helped identify patient deterioration and enabled a pre-emptive intervention to prevent a crisis. Predictions were rated useful in 64% (n = 602) of the presented cases overall and in more than 70% of cases in three of the four CMHTs. Only one CMHT (Team 4 in Table 2) reported no added value at a high percentage (71%; n = 145), with all other teams reporting percentages below 30%. Notably, CMHTs reported that the model was clinically valuable in terms of preventing a crisis in 19% (n = 175) of cases and in terms of identifying the deterioration of patient conditions in 17% (n = 159) of cases.

**Managing the caseload.** The value of our tool for managing caseload priorities was indirectly captured by analyzing whether risk predictions helped clinicians identify patient deterioration and decide which patients to contact. Managing caseload priorities is a complex task (especially in high-demand settings), and clinicians often rely on various parameters to prioritize caseloads, including prior knowledge about individual patients, subjective views about risks and diagnosis severity. Accordingly, we opted to capture the value of risk predictions using a general question that prompts clinicians to directly rate the value of the predictive tool for managing their caseload, with the responses indicating that the model output was used to manage caseload priorities in 28% (n = 268) of cases (see Table 2 for a detailed summary).

**Discussion**

We have demonstrated the feasibility of predicting mental health crises by applying machine learning techniques to longitudinally collected EHR data, obtaining an AUROC of 0.797 for the general model. Despite the data availability concerns associated with the EHR (related to periods with no patient records), querying the prediction model continuously—that is, in a rolling window manner—produced a better performance than that obtained by the baseline models. The lack of records for more than 3 months resulted in a 7%
Among the machine learning models evaluated, XGBoost demonstrated the best overall performance. Nonetheless, in a few cases, there were only marginal or no significant improvements in comparison to other techniques (Extended Data Figs. 3 and 4). Training different models for each group of disorders to leverage the specificity of mental health disorders did not prove superior to the general model despite the differences in the performance of the general model for different disorders (Fig. 3c). No significant difference in performance was observed across different diagnostic groups, except for increased performance for organic disorders (likely due to their lower prevalence). We further expanded the subgroup analysis to assess the algorithm's fairness. Among the common protected attributes (namely, gender, age, ethnic groups and disability), we observed a 5% increase in the AUROC for patients aged 65–74 years (likely a consequence of the considerably lower prevalence of this group) and a 7% lower AUROC for the ‘Black’ ethnic subgroup compared to the ‘White’ ethnic subgroup. We refrained from unpacking the potential causes of this disparate effect due to the complexity of known and unknown biases and factors that could not be controlled for (see Supplementary Materials–Fairness Analysis).

We evaluated whether a tool predicting and presenting risk of mental health crisis provides added value for clinical practice in terms of managing caseloads and mitigating the risk of crisis. On average, the CMHTs disagreed with only 7% of the model predictions, with the model outputs found to be clinically useful in 64% of individual cases. We did not successfully identify why considerably lower scores were observed in the responses from one of the four CMHTs, with neither the study process nor team and patient selection introducing any known bias. However, crucially, risk predictions were relevant to preventing crises in 19% of cases, to identifying the deterioration of a patient’s condition in 17% of cases and to managing caseload priorities in 28% (n = 268) of cases. Notably, the importance of the algorithm for identifying at-risk patients who would otherwise have been missed emerged from the semi-structured interviews conducted with the clinicians as part of the qualitative evaluation (see Supplementary Materials–Qualitative Evaluation). The relatively high percentage of cases (36%) in which predictions were not perceived as useful was substantially affected by the number of serious cases that were already being recognized and managed by the CMHTs. Nevertheless, the clinicians opted to receive the list of patients at the highest risk of experiencing a crisis even if doing so would mean including patients whom they were already monitoring. It is reasonable to expect that the requirements for the practical implementation would not be considerably different in other clinical settings. That is, broadening the prediction list to all patients registered in the hospital system would reduce the value of each prediction relative to clinician caseload, thus having little benefit.

Our study’s main limitation concerns the known and potentially unknown specificity of the single-center cohort. Given that EHRs are characterized by high dimensionality and heterogeneity, risk prediction algorithms suffer from overfitting the model to the data,

---

Table 2 | Responses to the feedback forms F1 and F2 from each team of clinicians involved in the prospective study

| No. (%) | Team 1 | Team 2 | Team 3 | Team 4 | Total |
|---------|--------|--------|--------|--------|-------|
| **F1 responses** | | | | | |
| n = 292 | n = 246 | n = 177 | n = 220 | n = 935 |
| Assessment of patient’s risk of crisis | | | | | |
| Low risk | 99 (34) | 89 (36) | 48 (27) | 115 (52) | 351 (38) |
| Medium risk | 136 (47) | 96 (39) | 92 (52) | 83 (38) | 407 (44) |
| High risk | 29 (10) | 59 (24) | 21 (12) | 10 (5) | 119 (13) |
| Imminent risk | 2 (1) | 0 (0) | 1 (1) | 0 (0) | 3 (0) |
| Already in crisis | 26 (9) | 2 (1) | 15 (8) | 12 (5) | 55 (6) |

Have you taken / do you intend to take any actions as a result of this notification?

| | Team 1 | Team 2 | Team 3 | Team 4 | Total |
| | | | | | |
| n = 274 | n = 221 | n = 159 | n = 202 | n = 856 |
| What is your current assessment of this patient’s condition? | | | | | |
| Low risk | 110 (40) | 102 (46) | 47 (30) | 110 (54) | 369 (43) |
| Medium risk | 124 (45) | 72 (33) | 83 (52) | 73 (36) | 352 (41) |
| High risk | 25 (9) | 42 (19) | 16 (10) | 7 (3) | 90 (11) |
| Imminent risk | 1 (0) | 2 (1) | 0 (0) | 0 (0) | 3 (0) |
| Already in crisis | 14 (5) | 3 (1) | 13 (8) | 12 (6) | 42 (5) |

Do you think that this additional information has helped you with …?

| | Team 1 | Team 2 | Team 3 | Team 4 | Total |
| | | | | | |
| n = 292 | n = 246 | n = 177 | n = 220 | n = 935 |
| Mitigating the risk of crisis | | | | | |
| - Trying to prevent a crisis | 36 (12) | 75 (28) | 45 (26) | 19 (9) | 175 (19) |
| - Identifying patient’s deterioration | 57 (20) | 62 (23) | 32 (18) | 8 (4) | 159 (17) |
| Managing caseload priorities | 125 (43) | 62 (23) | 48 (27) | 33 (16) | 268 (28) |
| Nothing, it was not useful | 73 (25) | 72 (27) | 50 (29) | 145 (71) | 340 (36) |
which limits the generalizability of the results and undermines most predictive features. However, many data fields are expected to be routinely captured by typical mental health centers, even if they only register crisis emergencies, visits and hospitalizations. Based on this understanding, we selected only eight of the top 20 features derived solely from events related to crises, contacts and hospitalization (see the list in Supplementary Material—Crisis Prediction Model) and evaluated the corresponding model. The resulting AUROC was 0.781 (compared to 0.797 for the general model). Furthermore, we limited our algorithm’s applicability to patients with a history of relapse, a decision that was based on healthcare demand: patients prone to relapse require a considerable proportion of healthcare resources because they frequently need urgent and unplanned support, which engenders major challenges for optimizing healthcare resources. Thus, further research should probe the feasibility of developing an algorithm to detect first crises. Finally, although the clinicians reported that the prediction model helped to prevent a crisis in 19% of cases, this eventuality was not witnessed because it would have implied that the clinicians did not react to the predictions, which would have been ethically and legally unacceptable.

Machine learning techniques trained on historical patient records have demonstrated considerable potential to predict critical events in different medical domains (for example, circulatory failure, diabetes and cardiovascular disorders)\(^44\)-\(^46\). In the mental health domain, prediction algorithms have typically focused on detecting individual propensity to die by suicide or develop psychosis, with no extant studies attempting to continuously detect important mental health events or those that would require readmission for urgent care or hospitalization. Nonetheless, several studies have considered predictions of unplanned hospital readmissions regardless of their underpinning reason \(^34\)-\(^38\) and obtained AUROCs between 0.750 and 0.791 for predicting the risk of readmission within 30 days (similar to our results of 0.797 within 28 days). Although such algorithms can importantly benefit healthcare, their potential to improve case-load management or prevent unwanted health outcomes is limited by (1) the timing of queries (only at discharge rather than continuously) and (2) the nature of readmissions (not specific to any disorder in particular; as highlighted by the authors\(^6\) and the literature\(^9\), most such readmissions are not preventable). Running predictions continuously \(^4\)-\(^8\) provides an updated risk score based on the latest available data, which typically contains the most predictive information, which is, in the case of mental health, crucial to improving healthcare management and outcomes.

The rising demand for mental healthcare is increasingly prompting hospitals to actively work on identifying novel methods of anticipating demand and better deploying their limited resources to improve patient outcomes and decrease long-term costs\(^9\)-\(^16\). Evaluating technical feasibility and clinical value are critical steps before integrating prediction models into routine care models\(^1\). From this perspective, our study paves the way for better resource optimization in mental healthcare and enabling the long-awaited shift in the mental health paradigm from reactive care (delivered in the emergency room) to preventative care (delivered in the community).
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Methods

Study design and setting. This study comprised two phases. The first phase involved a retrospective cohort study designed to build and evaluate a mental health crisis prediction model reliant on EHR data. The second phase implemented this model in clinical practice as part of a prospective cohort study to explore the added value it provides in the clinical context. Added value was defined as the extent to which the predictive algorithm could support clinicians in managing caseload priorities and mitigating the risk of crisis.

The retrospective and prospective studies were both conducted at Birmingham and Solihull Mental Health NHS Foundation Trust (BSMHFT). One of the largest mental health trusts in the UK, BSMHFT operates over 40 sites and serves a culturally and socially diverse population of over 1 million patients. The retrospective study used data collected between September 2012 and November 2018; the prospective study began on 26 November 2018 and ran until 12 May 2019.

Ethical approval and consent. The Health Research Authority (HRA) approved the study. The HRA ensures that all NHS research governance requirements are met and that patients and public interests are protected. For the historical data used in the retrospective study, the need to obtain consent was waived on the basis of the use of anonymized data that cannot be linked to any individual patient. Furthermore, the consent form that had already been signed by patients upon joining the corresponding mental health service within the NHS included the potential purpose of using patient records for predictive risk analyses. Meanwhile, the participants in the prospective study were the healthcare staff members who consented to participation in the research and who had been trained in the use of the algorithm and its outputs in support of their clinical practice.

Dataset. The dataset comprised anonymized clinical records extracted from a retrospective cohort of patients who had been admitted to BSMHFT. The data included demographic information, hospital contact details, referrals, diagnoses, hospitalizations, risk and well-being assessments, and crisis events reported in inpatient and outpatient data. No exclusion criteria based on age or diagnosed disorder were applied, meaning that patient age ranged from 16 to 102 years and that a wide range of disorders was included. However, to include only patients with a history of relapse, patients who had no crisis episode in their records were excluded. This decision was made because detecting first crises and detecting relapse events correspond to different ground truth labels and different data. Furthermore, given that detecting relapse events can leverage information about the previous crisis, patients with only one crisis episode were excluded because their records were not suitable for the training and testing phases. Additionally, patients with three or fewer months of records in the system were excluded because their historical data were insufficient for the algorithm to learn from. For the remaining patients, predictions were queried and evaluated for the period after two crisis episodes and after having the first record at least 3 months before querying the model. This produced a total of 5,816,586 electronic records from 17,122 patients in the database used for this study. Supplementary Table 1 breaks down the number of records per type, and Supplementary Table 2 compares the representation of different ethnic groups and genders in the study cohort, the original hospital cohort and the Birmingham and Solihull area.

Features and labels generation. With the exception of the static information, all EHR data included the associated date and time. The date and time refer to the moment when the specific event or assessment occurred—that is, the date and time that a patient was admitted to hospital or assigned a diagnosis. To prepare the data for the modeling task, each patient’s records were consolidated at a weekly level according to the date associated with the record. Following this process, we generated evenly spaced time series for each patient that spanned from the patient’s first interaction with the hospital to the end of the final week. The features and labels generated for each week were computed using the data with a date prior to that week. Static data susceptible to change over time (for example, marital status) were removed to mitigate the risk of retrospective leakage.

Label generation. To construct the binary prediction target, each patient-week was assigned a positive label whenever there was a relapse during the following 4 weeks (if the patient had not had a crisis during the current week) and a negative label otherwise. To assess the extent to which the model was sensitive to such a definition of the main label, we built 47 additional labels by varying three parameters:

- The number of stable weeks (without crisis) necessary to consider a crisis episode concluded: from 1 to 4 weeks.
- The prediction time window length (that is, the time window in which the algorithm assesses the risk of crisis): from 1 to 4 weeks.
- The number of weeks between the time of querying the algorithm and the start of the prediction time window: from 0 to 2 weeks.

Features generation. We extracted a total of 198 features from the ten data tables (Supplementary Table 5). Each data table was processed separately, and no imputation that could add noise to the data was performed. Feature extraction was performed according to six procedures:

- Static or semi-static features. Demographics data were represented as constant values attributed to each patient, with age treated as a special case that changed each year.
- Diagnosis features. Patients were assigned their latest valid diagnosed disorder or a ‘non-diagnosed’ label and then separated into diagnostic groups according to the latest valid diagnosed disorder at the last week of the training set to avoid leakage into the validation and test sets. Each diagnosed disorder was mapped to its corresponding first-level category according to the ICD-10 (ref. 43) code system. For instance, F200 paranoid schizophrenia disorder was mapped to the F2 Schizophrenia and Psychotic category. We shortened the names of the first-level ICD-10 categories for brevity and to improve figure layouts:
  - F0 Organic: organic, including symptomatic, mental disorders (ICD-10 codes F00–F09).
  - F1 Substance Misuse: mental and behavioral disorders caused by psychoactive substance use (ICD-10 codes F10–F19).
  - F2 Schizophrenia and Psychotic: schizophrenia and schizotypal and delusional disorders (ICD-10 codes F20–F29).
  - F3 Mood: mood (affective) disorders (ICD-10 codes F30–F39).
  - F4 Neurotic, Stress and Anxiety: neurotic, stress-related and somatoform disorders (ICD-10 codes F40–49).
  - F6 Personality and Behavior: disorders of adult personality and behavior (ICD-10 codes F60–69).
  - Other Diagnosis: any other disorder not contemplated by the previous categories (ICD-10 codes F50–59 and F70–99).
  - Not Diagnosed: no diagnosed disorder available in the EHR.
  - EHR weekly aggregations. EHRs related to patient–hospital interactions were aggregated on a weekly basis for each patient. The resulting features constituted counts per type of interaction, one-hot encoded according to their categorization. If a specific type of event did not occur in a given week, a value of '0' was assigned to the feature related to the corresponding type of event for the corresponding week.
  - Time-elapsed features. At each patient-week, for each type of interaction and category, we constructed a feature that counted the number of weeks elapsed since the last occurrence of the corresponding event. If the patient had never experienced such an event type up to that point in time, NaN values were used.
  - Last crisis episode descriptors. For each crisis episode, a set of descriptors summarizing the length and severity of the crisis episode was built. These descriptors were used to build features for the subsequent weeks until the next crisis occurred. If the patient had never had a crisis episode up to that point in time, NaN values were used.
  - Status features. For specific EHRs that are characterized by the start–end date, features for the corresponding weeks were built by assigning their corresponding value (or category); otherwise, they were set to NaN.

In addition to EHR-based features, we also added the week number (of a year, 1–52) to account for seasonality effects. Given the cyclical nature of the feature, we encoded the information using the trigonometric transformations sine and cosine: sin(2π week / 52) and cos(2π week / 52).

Crisis prediction modeling and evaluation. We defined the crisis prediction task as a binary classification problem to be performed on a weekly basis. For each week, the model predicts the risk of crisis onset during the upcoming 28 days. Applying a rolling window approach allows for a periodic update of the predicted risk by incorporating the newly available data (or the absence of it) at the beginning of each week. This approach is very common in settings where the predictions are used in real time and when the data are updated continuously, such as for predicting circulatory failure or sepsis intensive care units (ICUs).

We applied a time-based 80%/10%/10% training/validation/test split:

- Training data started in the first week of September 2012 and ended in the last week of December 2017.
- Validation data started in the first week of January 2018 and ended in the last week of June 2018.
- Test data started in the first week of July 2018 and ended in the third week of November 2018.

Performance evaluations were conducted on a weekly basis, and each week’s results were used to build CNNs on the evaluated metrics. All reported results were computed using the test set if not otherwise indicated.

Machine learning classifiers. For our final models, we used XGBoost49, an implementation of gradient boosting machines (GBMs)50, and the best-performing algorithm. GBMs are algorithms that build a sequence of decision trees such that each tree improves upon the performance of previous iterations. Given that XGBoost effectively handles missing data and is not sensitive to scaling factors, no imputation or scaling techniques were applied. For comparison, we also evaluated...
the performance of some state-of-the-art machine learning classifiers, including logistic regression, naïve Bayes, random forest, isolation forest and neural networks (namely, multi-layer perceptron and long short-term memory recurrent neural network) which have been successfully in similar prediction studies based on EHRs. To ensure a fair comparison, standard scaling and imputation of missing values were performed for the classifiers that typically benefit from these procedures. We also performed 100 hyperparameter optimization trials for each classifier to identify the best hyperparameters. The search spaces are included in the Supplementary Materials (Supplementary Table 8).

Hyperparameter tuning and feature selection. To select the optimal hyperparameters for the trained models, we maximized AUROC based on the validation set using a Bayesian optimization technique. For this purpose, we used Hyperopt, a sequential model-based optimization algorithm that performs Bayesian optimization via the “Tree-structured Parzen Estimator”. This technique has a wide range of distributions available to accommodate most search spaces. Such flexibility makes the algorithm very powerful and appropriate for performing hyperparameter tuning on all of the classifiers used. The same methodology was used for feature selection. To that end, we grouped the features into categories based on the information gained and added a binary parameter assessing whether a particular feature should be selected (Supplementary Table 5).

Model interpretation. We used SHAP values to measure the contribution that each feature made to the main model. This technique is based on the Shapley value from game theory and quantifies the unique contribution of the participants to the outcome and represents the state-of-the-art approach to interpreting machine learning models. SHAP values were computed using the Python package shap, version 0.35.0, and the TreeExplainer algorithm, an additive feature attribution method that satisfies the properties of local accuracy, consistency and allowance for missing data. Feature attributions are computed for each particular prediction, assigning each feature an importance score that considers interactions with the remaining features. The resulting SHAP values provide an overview of the feature’s contribution based on its value and allow for both local and global interpretation. All SHAP values were computed from the test set.

To further evaluate the stability of the model and its interpretation, we conducted an experiment in which we generated 100 different samples by randomly selecting 40% of the patients per sample. We trained a model for each of the 100 samples and computed the SHAP values for the whole test set. The consistency of the most important predictors was evaluated through the cosine similarity between the SHAP values of the top 20 features of the final model and the models trained on each of the 100 samples. The results (presented in Supplementary Materials–Stability of Most Predictive Features) were consistent with the analysis of the general model.

Statistical methods. If not otherwise indicated, all reported metrics in text, tables and figures refer to the performance evaluation on the test set. CIs for the reported performance metrics were computed using n = 25 temporal splits. Statistical analysis for model comparison was conducted based on the AUROC and its equivalence to the Mann–Whitney U-statistic and following the theory surrounding the use of generalized U-statistics to compare correlated ROC curves. The two-stage step-up method of Benjamini, Krieger and Yekutieli was used to control the P-values of the multiple tests performed. For figures showing curves (Figs. 3a,b and 4c–h, Extended Data Fig. 6c and Supplementary Fig. 1), solid lines and shaded areas correspond to the means and standard deviations of the performance metrics across the temporal splits in the test set. For figures featuring point plots (Fig. 3d and Extended Data Fig. 8a–f), center points and vertical bars correspond to the median and 95% CI across the temporal splits in the test set. For box plot figures (Fig. 3e and Extended Data Fig. 7a–c), the solid line corresponds to the median value; the box limits correspond to the first (left) limit and third (right) quartiles; the whiskers denote the rest of the distribution range from Q1–1.5 (Q3–Q1) (left whisker) to Q3 + 1.5 (Q3–Q1) (right whisker); and the points displayed correspond to the outliers.

We evaluated the calibration of our proposed model and the model for each diagnosis, meaning that we compared the PRS of the model to the observed risk. To calibrate the model set’s predictions and transformed the set’ s predictions. Consequently, the transformation applied to the PRS preserves the rank and minimizes the deviation between the actual target variable and the final PRS. We used 25 evenly spaced bins on the PRS to generate the calibration curve in Extended Data Fig. 6a,b

Clinical evaluation. Participants. A total of 60 clinicians from four CMHTs participated in the study. Four were doctors, two were occupational therapists, two were duty workers, one was a social worker and 51 were nurses, including clinical leads and team managers (see Table 1 for an overview of the CMHTs). Each team had at least two coordinators who served as the first contact point for their team and who were responsible for assigning individual cases to the participating clinical staff. The four CMHTs reviewed crisis predictions from a total number of 1,011 cases in a prospective manner as part of their regular clinical practice. Although the initial plan was to include 1,200 cases, 189 cases were discarded from the analysis due to an internal technical error. Crucially, this error did not affect the study results beyond slightly reducing the sample size.

Data collection. The general model, using the most recent available data, was applied on a biweekly basis to generate the PRS for all patients. Patients were ranked, and each CMHT received a list of the 25 patients (belonging to their caseload) at greatest risk of crisis. The tool used by the participants contained a list of patient names and identifiers, risk scores and relevant clinical and demographic information (Supplementary Table 10).

Upon reviewing the list of patients, the CMHTs completed the F1 feedback form, which asked them to:

• Provide their assessment of each patient’s crisis risk level and indicate agreement or disagreement with the algorithm-based prediction.
• Specify their intended action in response to each prediction.

One week after the initial review, the CMHTs completed the F2 feedback form, which asked them to:

• Provide each patient’s crisis risk level, based on further assessment, and indicate whether the tool had influenced them to change their previous assessment.
• Indicate whether the algorithm-based predictions contributed valuable to managing caseload priority or mitigating the risk of crisis (due to early identification of deterioration, enabling them to provide support or attempt to prevent a crisis).

Finally, five staff members (three community psychiatric nurses, one psychiatrist and one team manager) were individually interviewed and responded to a set of open-ended questions that concerned the added value of the crisis prediction model, its implementation and the facilitators and barriers to its use in practice. The interviews were conducted 5 months after the start of the study to sufficiently expose participants to the crisis prediction algorithm (see Supplementary Materials–Qualitative Evaluation for the interview reports).

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability

EHRs that support this study’s findings contain highly sensitive information about vulnerable populations and, therefore, cannot be made publicly available. Any request to access the data will need to be reviewed and approved by the Birmingham and Solihull Mental Health NHS Foundation Trust’s Information Governance Committee.

Code availability

The code that supports this study’s findings was tailored to the data from the hospital’s database and its structure. Therefore, the code has little use without access to the data and, as such, has not been made publicly available. All data processing and modeling were conducted on Python 3.6.7 using standard libraries that are publicly available: pandas, numpy, scipy, scikit-learn, xgboost, keras, tensorflow, matplotlib, seaborn, pymsql, jupyter, shed and hyperopt.
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Extended Data Fig. 1 | Demographics and patient’s characteristics. Summary of the retrospective cohort per gender, age group, ethnic group, marital status and primary diagnosed disorder category; including the number and percentage of patients, crisis episodes in train and test per each group category. No major differences in the distribution of crisis episodes in train and test were observed between group categories.
Extended Data Fig. 2 | Prevalence of the target variable (a crisis episode within the next 28 days) per disorder type. Prevalence of the target variable for different disorders. Adult personality and behaviour (F6 in ICD-10 categorisation) and Psychoactive substance use (F1 in ICD-10 categorisation) show a slightly greater prevalence of crisis episodes, whereas the prevalence was lower for Organic including symptomatic mental disorders (F0 in ICD-10 categorisation) and Not diagnosed patients. A small difference was observed between train and test, with a lower prevalence in the test set overall.

| Diagnosed disorder type (ICD-10)                     | Target prevalence train | Target prevalence test | Overall  |
|------------------------------------------------------|-------------------------|------------------------|----------|
| Organic including symptomatic                        | 2.17%                   | 0.75%                  | 1.93%    |
| Psychoactive substance use                           | 6.42%                   | 5.16%                  | 6.24%    |
| Schizophrenia schizotypal and delusional              | 4.62%                   | 3.41%                  | 4.44%    |
| Mood affective                                       | 3.90%                   | 2.95%                  | 3.75%    |
| Neurotic stress related and somatoform                | 3.79%                   | 2.68%                  | 3.60%    |
| Adult personality and behaviour                       | 7.56%                   | 5.25%                  | 7.23%    |
| Other diagnosis                                       | 4.88%                   | 3.73%                  | 4.69%    |
| Not diagnosed                                         | 2.80%                   | 2.54%                  | 2.75%    |
| Overall                                               | 4.18%                   | 3.12%                  | 4.00%    |
| Model                      | AUROC (std) | AP (std) |
|---------------------------|-------------|----------|
| Clinical baseline         | 0.736 (0.010) | 0.092 (0.006) |
| Diagnosis baseline        | 0.746 (0.011) | 0.092 (0.006) |
| XGBoost                   | **0.797 (0.012)** | **0.159 (0.014)** |
| Logistic Regression       | 0.788 (0.010) | 0.140 (0.009) |
| Random Forest             | 0.788 (0.012) | 0.143 (0.013) |
| Decision Tree             | 0.776 (0.011) | 0.118 (0.007) |
| Naive Bayes               | 0.751 (0.011) | 0.108 (0.009) |
| SGD (modified huber)      | 0.785 (0.010) | 0.134 (0.008) |
| Feed Forward Neural Network | 0.790 (0.011) | 0.145 (0.010) |
| LSTM                      | 0.775 (0.015) | 0.148 (0.013) |

Extended Data Fig. 3 | Evaluation of multiple Machine Learning models to predict the risk of crisis onset during the following 28 days. Values in bold denote the model with the highest performance.
Extended Data Fig. 4 | Statistical significance analysis comparing the AUROC of XGBoost to the other models. Statistical significance analysis was done using the Mann-Whitney U test. The two-stage step-up method of Benjamini, Krieger and Yekutieli was used to correct the p-values of the multiple tests performed.

| Model                      | Z-statistic | P-value before correction | P-value after correction |
|----------------------------|-------------|---------------------------|--------------------------|
| Clinical baseline          | 19.10       | 2.32e-81                  | 2.19e-80                 |
| Diagnosis baseline         | 16.38       | 2.76e-60                  | 1.30e-59                 |
| Logistic Regression        | 3.19        | 0.0014                    | 0.0018                   |
| Random Forest              | 3.17        | 0.0015                    | 0.0018                   |
| Decision Tree              | 7.00        | 2.63e-12                  | 4.98e-12                 |
| Naive Bayes                | 14.72       | 4.92e-49                  | 1.55e-48                 |
| SGD (modified huber)       | 3.39        | 0.00069                   | 0.0011                   |
| Neural Network             | 2.39        | 0.017                     | 0.018                    |
| LSTM                       | 7.10        | 1.23e-12                  | 2.90e-12                 |
Extended Data Fig. 5 | Features used in each baseline.
**Extended Data Fig. 6 | Model calibration and net benefit.** (a), (b) Calibration curves of the general model (XGBoost general) and diagnosis specific models (XGBoost per diagnosis). Yellow and blue lines represent the non calibrated and calibrated curves for both models, respectively. The diagonal dotted line shows the ideal calibration reference curve. (c) Decision curve shows the net benefit versus the threshold probability, for the proposed models and baselines. The general model (XGBoost general) outperforms the baselines and the diagnosis specific model (XGBoost per diagnosis) at all thresholds. The solid lines and lighter-coloured envelopes around each line were derived from the test evaluations (n = 25) as the mean and 95% confidence interval respectively.
Extended Data Fig. 7 | Model performance per diagnosis. (a) Box-plot of the average precision (area under the precision recall curve) evaluated per diagnosis. Comparison between the final model (XGBoost general), a diagnosis specific model (XGBoost per diagnosis) and two baseline models. Dotted line marks the mean average precision of the general model (n=25). (b, c) Box-plot of the precision and recall respectively per diagnosis with a threshold corresponding to 15% of false positive rate (obtained with evaluations on patients in the test set (n=25)). (c) Box-plot of the recall per diagnosis with a threshold corresponding to 15% of false positive rate. In all Box-plots the solid line corresponds to the median value, the box limits to the first Q1 (left limit) and third (right limit) quartiles, the whiskers denote the rest of the distribution range from Q1-1.5(Q3-Q1) (left whisker) to Q3+1.5(Q3-Q1) (right whisker) and the points displayed correspond to the outliers.
Extended Data Fig. 8 | Precision and recall per cohort. Precision evaluated with respect to (a) different age groups; (b) time since the first hospital visit; (c) time since the last hospital visit; with a threshold corresponding to 15% of false positive rate. Recall evaluated with respect to (d) different age groups; (e) time since the first hospital visit; (f) time since the last visit; with a threshold corresponding to 15% of false positive rate obtained with evaluations in the test set (n=25). The dots and bars were derived from the test evaluations (n = 25) as the mean and 95% confidence interval respectively.
Extended Data Fig. 9 | Examples of features contribution to the predicted risk score. Four representative force plots, depicting how the features contributed to the prediction for four specific data points. From top to bottom: Patient not going to have a crisis during the next four weeks (target=0), the model assigned a prediction value of 0.178. Patient not going to have a crisis during the next four weeks (target=0), the model assigned a prediction value of 0.129. Patient going to have a crisis during the next four weeks (target=1) the model assigned a prediction value of 0.792. Patient going to have a crisis during the next four weeks (target=1) the model assigned a prediction value of 0.725.
Reporting Summary

Nature Research wishes to improve the reproducibility of the work that we publish. This form provides structure for consistency and transparency in reporting. For further information on Nature Research policies, see our Editorial Policies and the Editorial Policy Checklist.

Statistics

For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

n/a Confirmed

☐ The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

☐ A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

☐ The statistical test(s) used AND whether they are one- or two-sided

*Only common tests should be described solely by name; describe more complex techniques in the Methods section.*

☐ A description of all covariates tested

☐ A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

☐ A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

☐ For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted

Give P values as exact values whenever suitable.

☐ For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

☐ For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

☐ Estimates of effect sizes (e.g. Cohen’s d, Pearson’s r), indicating how they were calculated

*Our web collection on statistics for biologists contains articles on many of the points above.*

Software and code

Policy information about availability of computer code

| Data collection | RIO v21, SSM5 v17, MS Excel |
|-----------------|-----------------------------|

Data analysis

All data analyses were done on Python 3.6.7 using standard libraries, pandas 1.0.3, numpy 1.16.0, scipy 1.4.1, scikit-learn 0.23.2, xgboost 1.0.2, keras 2.2.4, tensorflow 2.1.0, matplotlib 3.1.2, seaborn 0.10.0, pymssql 2.1.4, jupyter 1.0.0, shap 0.35.0, hyperopt 0.2.2
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Life sciences study design

All studies must disclose on these points even when the disclosure is negative.

| Sample size | The retrospective study data comprised longitudinal electronic health records from the Birmingham and Solihull Mental Health NHS Foundation Trust collected during a period of 7 years. After applying the exclusion criteria, the cohort included 17,122 patients with total of 5,816,985 records, including 60,388 crisis episodes and 74 routinely captured variables related to hospital contacts, crisis events, hospitalizations, diagnosis, referrals, risk and wellbeing assessments, crisis plans and patient’s demographics. We used state-of-the-art Machine Learning algorithms to predict the onset of a crisis episode in advance. No sample size calculation was performed in advance as the sample size was determined by the availability of Electronic Health Records and the number of crises. There are no standard methods to calculate the required sample size for a Machine Learning model in Medical settings, yet the post analysis tests (including Mann-Whitney U-statistic) showed the statistical significance of the model with compared to different baseline models (p<0,01).
| Data exclusions | For the prospective study, the sample included 1,011 reviewed predictions over a period of 6 months. Due to the qualitative and quantitative nature of the study, the sample size was limited by the resources available in the Hospital.
| Replication | The results were generated via jupyter notebooks executing Python functions to ensure reproducibility. The scripts were run multiple times giving always the same results.
| Randomization | Randomization was not applicable in most part of the retrospective part of the study. Given the time series nature of the data, the train/validation/test split was based on time periods instead of randomization. The datasets used for stability of interpretation were constructed completely at random.
| Blinding | In the prospective study, patients were allocated to individual clinicians by the team coordinators according to their best clinical judgment. The goal of the study was to evaluate how useful the system would be when put in place, thus it was designed without randomization in the allocation to the clinicians to emulate that situation.

Behavioural & social sciences study design

All studies must disclose on these points even when the disclosure is negative.

| Study description | Briefly describe the study type including whether data are quantitative, qualitative, or mixed-methods (e.g. qualitative cross-sectional, quantitative experimental, mixed-methods case study).
| Research sample | State the research sample (e.g. Harvard university undergraduates, villagers in rural India) and provide relevant demographic information (e.g. age, sex) and indicate whether the sample is representative. Provide a rationale for the study sample chosen. For studies involving existing datasets, please describe the dataset and source.
| Sampling strategy | Describe the sampling procedure (e.g. random, snowball, stratified, convenience). Describe the statistical methods that were used to predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient. For qualitative data, please indicate whether data saturation was considered, and what criteria were used to decide that no further sampling was needed.
| Data collection | Provide details about the data collection procedure, including the instruments or devices used to record the data (e.g. pen and paper, computer, eye tracker, video or audio equipment) whether anyone was present besides the participant(s) and the researcher, and whether the researcher was blind to experimental condition and/or the study hypothesis during data collection.
### Timing
- Indicate the start and stop dates of data collection. If there is a gap between collection periods, state the dates for each sample cohort.

### Data exclusions
- If no data were excluded from the analyses, state so OR if data were excluded, provide the exact number of exclusions and the rationale behind them, indicating whether exclusion criteria were pre-established.

### Non-participation
- State how many participants dropped out/declined participation and the reason(s) given OR provide response rate OR state that no participants dropped out/declined participation.

### Randomization
- If participants were not allocated into experimental groups, state so OR describe how participants were allocated to groups, and if allocation was not random, describe how covariates were controlled.

---

## Ecological, evolutionary & environmental sciences study design

All studies must disclose on these points even when the disclosure is negative.

### Study description
- Briefly describe the study. For quantitative data include treatment factors and interactions, design structure (e.g. factorial, nested, hierarchical), nature and number of experimental units and replicates.

### Research sample
- Describe the research sample (e.g. a group of tagged Passer domesticus, all Sterocerus turtur within Organ Pipe Cactus National Monument), and provide a rationale for the sample choice. When relevant, describe the organism taxa, source, sex, age range and any manipulations. State what population the sample is meant to represent when applicable. For studies involving existing datasets, describe the data and its source.

### Sampling strategy
- Note the sampling procedure. Describe the statistical methods that were used to predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient.

### Data collection
- Describe the data collection procedure, including who recorded the data and how.

### Timing and spatial scale
- Indicate the start and stop dates of data collection, noting the frequency and periodicity of sampling and providing a rationale for these choices. If there is a gap between collection periods, state the dates for each sample cohort. Specify the spatial scale from which the data are taken.

### Data exclusions
- If no data were excluded from the analyses, state so OR if data were excluded, describe the exclusions and the rationale behind them, indicating whether exclusion criteria were pre-established.

### Reproducibility
- Describe the measures taken to verify the reproducibility of experimental findings. For each experiment, note whether any attempts to repeat the experiment failed OR state that all attempts to repeat the experiment were successful.

### Randomization
- Describe how samples/organisms/participants were allocated into groups. If allocation was not random, describe how covariates were controlled. If this is not relevant to your study, explain why.

### Blinding
- Describe the extent of blinding used during data acquisition and analysis. If blinding was not possible, describe why OR explain why blinding was not relevant to your study.

### Did the study involve field work?
- ☐ Yes  ☐ No

---

## Field work, collection and transport

### Field conditions
- Describe the study conditions for field work, providing relevant parameters (e.g. temperature, rainfall).

### Location
- State the location of the sampling or experiment, providing relevant parameters (e.g. latitude and longitude, elevation, water depth).

### Access & import/export
- Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and in compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing authority, the date of issue, and any identifying information).

### Disturbance
- Describe any disturbance caused by the study and how it was minimized.

---

## Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.
### Materials & experimental systems

| n/a | Involved in the study |
|-----|------------------------|
| ☒   | Antibodies             |
| ☒   | Eukaryotic cell lines  |
| ☒   | Palaeontology and archaeology |
| ☒   | Animals and other organisms |
| ☒   | Human research participants |
| ☒   | Clinical data |
| ☒   | Dual use research of concern |

### Methods

| n/a | Involved in the study |
|-----|------------------------|
| ☒   | ChIP-seq               |
| ☒   | Flow cytometry         |
| ☒   | MRI-based neuroimaging |

### Antibodies

**Antibodies used**

Describe all antibodies used in the study; as applicable, provide supplier name, catalog number, clone name, and lot number.

**Validation**

Describe the validation of each primary antibody for the species and application, noting any validation statements on the manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.

### Eukaryotic cell lines

**Policy information about cell lines**

**Cell line source(s)**

State the source of each cell line used.

**Authentication**

Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.

**Mycoplasma contamination**

Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.

**Commonly misidentified lines (See ICLAC register)**

Name any commonly misidentified cell lines used in the study and provide a rationale for their use.

### Palaeontology and Archaeology

**Specimen provenance**

Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the issuing authority, the date of issue, and any identifying information).

**Specimen deposition**

Indicate where the specimens have been deposited to permit free access by other researchers.

**Dating methods**

If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are provided.

Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

**Ethics oversight**

Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

### Animals and other organisms

**Policy information about studies involving animals:** ARRIVE guidelines recommended for reporting animal research.

**Laboratory animals**

For laboratory animals, report species, strain, sex and age OR state that the study did not involve laboratory animals.

**Wild animals**

Provide details on animals observed in or captured in the field; report species, sex and age where possible. Describe how animals were caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if released, say where and when) OR state that the study did not involve wild animals.

**Field-collected samples**

For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

**Ethics oversight**

Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.
Human research participants

Policy information about studies involving human research participants

Population characteristics

The retrospective study included 17,122 patients of both genders, within the age range between 16 and 102 years with a wide range of diagnosed disorders (including mood, psychotic, organic, substance abuse, neurotic, personality disorders and not diagnosed patients). There was 51.3% of male patients and 48.6% of females. The distribution over the diagnosed disorder was 17.3% Mood affective disorders, 17.3% Schizophrenia and Psychotic disorders, 8.3% Personality disorders, 8.5% Neurotic disorders, 4.5% disorders related to Substance abuse, 2.2% Organic disorders, 3.4% Other disorders and 39.5% Not diagnosed.

The prospective study included 60 clinicians (20 males, 40 females) from 4 different teams within the hospital. 85% were Psychiatric Nurses, 7% were doctors, 3% were Occupational Therapists, 3% Duty workers and 2% Social workers.

Recruitment

The cohort of the retrospective study included patients that attended the Birmingham and Solihull Mental Health NHS Foundation Trust during the 7 year period of the study. No selection was done beyond the above mentioned exclusion criteria, thus the risk of selection bias is low. The potential bias that may be present in the study is that the cohort is limited to a single Hospital. This bias might impact the transferability of the results to other mental health hospitals.

The cohort of the prospective study included clinicians from four different teams within the Hospital. The teams were chosen based on their capacity to adopt the developed tool and ensuring that the teams covered a variety of demographic and variance in caseload.

Ethics oversight

Health Research Authority approved the study.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data

Policy information about clinical studies

All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration

N/A

Study protocol

N/A

Data collection

Pseudonymised historical Electronic Health Records data originated from the Birmingham and Solihull Mental Health NHS Foundation Trust between September 2012 and May 2019.

Outcomes

Primary outcomes:
- Predicted Risk Score of a mental health crisis episode onset within the upcoming 28 days.
- Usefulness of provided risk estimates to clinicians, measured as the ratings of 1) usefulness to determine state deterioration risks, 2) intention to make additional actions as a result of receiving the model output.

Dual use research of concern

Policy information about dual use research of concern

Hazards

Could the accidental, deliberate or reckless misuse of agents or technologies generated in the work, or the application of information presented in the manuscript, pose a threat to:

| No | Yes |
|----|-----|
|    | Public health |
|    | National security |
|    | Crops and/or livestock |
|    | Ecosystems |
|    | Any other significant area |
Experiments of concern

Does the work involve any of these experiments of concern:

| No | Yes |
|----|-----|
| □ | □ Demonstrate how to render a vaccine ineffective |
| □ | □ Confer resistance to therapeutically useful antibiotics or antiviral agents |
| □ | □ Enhance the virulence of a pathogen or render a non-pathogen virulent |
| □ | □ Increase transmissibility of a pathogen |
| □ | □ Alter the host range of a pathogen |
| □ | □ Enable evasion of diagnostic/detection modalities |
| □ | □ Enable the weaponization of a biological agent or toxin |
| □ | □ Any other potentially harmful combination of experiments and agents |

ChIP-seq

Data deposition

☐ Confirm that both raw and final processed data have been deposited in a public database such as GEO.

☐ Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

Data access links

*May remain private before publication.*

For "Initial submission" or "Revised version" documents, provide reviewer access links. For your "final submission" document, provide a link to the deposited data.

Files in database submission

Provide a list of all files available in the database submission.

Genome browser session (e.g. UCSC)

Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to enable peer review. Write "no longer applicable" for "final submission" documents.

Methodology

Replicates

Describe the experimental replicates, specifying number, type and replicate agreement.

Sequencing depth

Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of reads and whether they were paired- or single-end.

Antibodies

Describe the antibodies used for the ChIP-seq experiments; as applicable, provide supplier name, catalog number, clone name, and lot number.

Peak calling parameters

Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and index files used.

Data quality

Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold enrichment.

Software

Describe the software used to collect and analyze the ChIP-seq data. For custom code that has been deposited into a community repository, provide accession details.

Flow Cytometry

Plots

Confirm that:

☐ The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).

☐ The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a ‘group’ is an analysis of identical markers).

☐ All plots are contour plots with outliers or pseudocolor plots.

☐ A numerical value for number of cells or percentage (with statistics) is provided.

Methodology

Sample preparation

Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

Instrument

Identify the instrument used for data collection, specifying make and model number.
Magnetic resonance imaging

**Experimental design**

| **Design type** | Indicate task or resting state; event-related or block design. |
|-----------------|---------------------------------------------------------------|
| **Design specifications** | Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial or block (if trials are blocked) and interval between trials. |
| **Behavioral performance measures** | State number and/or type of variables recorded (e.g. correct button press, response time) and what statistics were used to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across subjects). |

**Acquisition**

| **Imaging type(s)** | Specify: functional, structural, diffusion, perfusion. |
|---------------------|------------------------------------------------------|
| **Field strength** | Specify in Tesla |
| **Sequence & imaging parameters** | Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size, slice thickness, orientation and TE/TR/TI/flip angle. |
| **Area of acquisition** | State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined. |
| **Diffusion MRI** | Used | Not used |

**Preprocessing**

| **Preprocessing software** | Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction, segmentation, smoothing kernel size, etc.). |
|----------------------------|---------------------------------------------------------------|
| **Normalization** | If data were normalized/standardized, describe the approach(es); specify linear or non-linear and define image types used for transformation OR indicate that data were not normalized and explain rationale for lack of normalization. |
| **Normalization template** | Describe the template used for normalization/transformation, specifying subject space or group standardized space (e.g. original Talairach, MNI152, ICBM152) OR indicate that the data were not normalized. |
| **Noise and artifact removal** | Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and physiological signals (heart rate, respiration). |
| **Volume censoring** | Define your software and/or method and criteria for volume censoring, and state the extent of such censoring. |

**Statistical modeling & inference**

| **Model type and settings** | Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first and second levels (e.g. fixed, random or mixed effects; drift or auto-correlation). |
|----------------------------|---------------------------------------------------------------|
| **Effect(s) tested** | Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether ANOVA or factorial designs were used. |
| **Specify type of analysis** | Whole brain | ROI-based | Both |
| **Statistic type for inference** | Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods. |
| **(See Ekland et al. 2016)** | | | |
| **Correction** | Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte Carlo). |
## Models & analysis

| n/a | Involved in the study |
|-----|------------------------|
|     | Functional and/or effective connectivity |
|     | Graph analysis |
|     | Multivariate modeling or predictive analysis |

### Functional and/or effective connectivity

- Report the measures of dependence used and the model details (e.g. Pearson correlation, partial correlation, mutual information).

### Graph analysis

- Report the dependent variable and connectivity measure, specifying weighted graph or binarized graph, subject- or group-level, and the global and/or node summaries used (e.g. clustering coefficient, efficiency, etc.).

### Multivariate modeling and predictive analysis

- Specify independent variables, features extraction and dimension reduction, model, training and evaluation metrics.