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Abstract

In this paper, we address the incremental classifier learning problem, which suffers from catastrophic forgetting. The main reason for catastrophic forgetting is that the past data are not available during learning. Typical approaches keep some exemplars for the past classes and use distillation regularization to retain the classification capability on the past classes and balance the past and new classes. However, there are four main problems with these approaches. First, the loss function is not efficient for classification. Second, there is unbalance problem between the past and new classes. Third, the size of pre-decided exemplars is usually limited and they might not be distinguishable from unseen new classes. Forth, the exemplars may not be allowed to be kept for a long time due to privacy regulations. To address these problems, we propose (a) a new loss function to combine the cross-entropy loss and distillation loss, (b) a simple way to estimate and remove the unbalance between the old and new classes, and (c) using Generative Adversarial Networks (GANs) to generate historical data and select representative exemplars during generation. We believe that the data generated by GANs have much less privacy issues than real images because GANs do not directly copy any real image patches. We evaluate the proposed method on CIFAR-100, Flower-102, and MS-Celeb-1M-Base datasets and extensive experiments demonstrate the effectiveness of our method.

1. Introduction

So far, most of the large-scale machine learning systems are trained in batch mode where the data samples from all the classes must be available during training. As pointed out by \textsuperscript{12,13}, natural learning systems are inherently incremental where new knowledge is continuously learned over time while existing knowledge is maintained. Furthermore, many computer vision applications in the real world require incremental learning capabilities because the batch-mode training does not scale up well when new classes need to be learned frequently over time.

One main problem with the incremental learning is the catastrophic forgetting \textsuperscript{15} where the classification accuracy for the existing classes may quickly deteriorate as the new classes are added. Catastrophic forgetting is mainly caused by the fact that the past data are not available during training. The key challenge is how to integrate the old classifier and new data to learn the representation efficiently. Existing solutions \textsuperscript{13,22} either use the old classifier as regularization, or select a few exemplars to represent old training data. However, neither of them can retain the classification performance on the old classes and at the same time balance the old/new classes. In addition, selecting exemplars has other limitations (e.g. not scalable, privacy issue, etc).

We propose a new loss function to integrate cross-entropy loss and distillation loss on both old exemplars and new training samples. This allows accurate classification within old classes or new classes. To balance between old and new classes, we found that a scalar can efficiently represent the bias on new data. Thus we can simply estimate the bias on validation set and remove it from the model. The experiment results show the bias estimation is very stable across validation and test datasets. This method outperforms the state-of-arts iCaRL \textsuperscript{22} on CIFAR-100 \textsuperscript{11}.

We also investigate using GANs\textsuperscript{4,19,16,21,2} to replace the exemplars as it is more scalable and has less privacy issue than keeping the past data. Although GANs have limitations on image quality and mode dropping, our method outperforms the state-of-arts LwF \textsuperscript{13} which does not use any exemplars on CIFAR-100 \textsuperscript{11}, Flower-102 \textsuperscript{18} and MS-Celeb-1M-Base \textsuperscript{5,6} datasets.

2. Related Work

Incremental learning has been a long standing problem in machine learning \textsuperscript{3,20,17,12}. Before the deep learning took off, people had been developing incremental learning techniques by leveraging linear classifiers, ensemble of
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We define the incremental classification as follows: given a pre-trained classifier \( f^n \) on \( n \) classes and a new labeled dataset for additional \( m \) classes, how to train a new model \( f^{n+m} \) to perform classification on \( n + m \) classes? Let us denote the new dataset as \( X^m = \{ (x_i, y_i), 1 \leq i \leq M, y_i \in [n+1,...,n+m] \} \), where \( M \) is the size of the dataset, \( x_i \) and \( y_i \) are the image and the label, respectively.

Although strict incremental learning does not allow using the old \( n \) class data, which is used to train the old model \( f^n \), iCaRL [22] shows that keeping a small amount of old data significantly improves the performance. Let us denote the selected old data as \( \hat{X}^n = \{ (\hat{x}_j, \hat{y}_j), 1 \leq j \leq N_s, \hat{y}_j \in [1,...,n] \} \), where \( N_s \) is the number of selected old images.

3.1. Design of Loss Function

Incremental learning has two major challenges - (a) maintaining the classification performance on the old \( n \)
classes, and (b) balancing the old \(n\) classes and the new \(m\) classes.

LwF \cite{LwF} used distilling with the new data to handle the first challenge and relied on the weight decay to address the balance. However, one limitation of this solution is that the distilling with the new data may not guarantee that the new classifier has similar predictions as the old classifier on the old data. In addition, finding the optimum weight decay is difficult. These two issues can be significantly improved by selecting a few real exemplars from the old data. We will provide a solution later.

iCaRL \cite{iCaRL} solved the first challenge by carefully selecting a few exemplars from the old data, and handling the unbalance issue by using binary entropy loss for each class. However, the loss function is not as effective as the cross entropy to handle the relationship between classes.

We propose a new loss function by leveraging the strength of both LwF \cite{LwF} and iCaRL \cite{iCaRL}. We borrow the exemplar idea from iCaRL to keep a few exemplars and use them on both the distilling and cross entropy losses. The introduction of the old data improves the distilling by enabling the similar prediction between the old and new classifiers on the old \(n\) classes. Although exemplars also help balance the old \(n\) classes and new \(m\) classes as the cross entropy is computed across all \(n + m\) classes, it is still difficult to find the balance point since the new data variations are significantly larger. We present a simple representation of the unbalance - a scalar on the prediction of the new \(m\) classes. In addition, we can simply estimate the unbalance on the validation set and apply it to the new classifier. Experimental results show that our approach not only outperforms the LwF and iCaRL, but also is not sensitive to the exemplar selection. Furthermore, our new loss function and unbalance estimation also works well on GANs generated data. We illustrate the difference between our model, LwF and iCaRL in Figure 1

**3.2. Loss Function**

In the section, we show the details of the proposed loss function and unbalance estimation. Let us denote the output of the old and new classifiers as \(f^n(x) = [f_1(x), ..., f_n(x)]\) and \(f^{n+m}(x) = [f_1(x), ..., f_n(x), f_{n+1}(x), ..., f_{n+m}(x)]\) respectively. This is illustrated in Figure 2.

The distilling loss is formulated as follows:

\[
L_d = \sum_{x \in \mathcal{X}^n \cup \mathcal{X}^m} \sum_{k=1}^n -\frac{\hat{f}_k(x)}{T} \log\left(\frac{\hat{f}_k(x)}{T}\right),
\]

where \(T\) is the temperature scaler and is set to 2.

The cross-entropy loss is written as:

\[
L_c = \sum_{(x,y) \in \mathcal{X}^n \cup \mathcal{X}^m} \sum_{k=1}^{n+m} -\delta_{y=k} \log[f_k(x)].
\]

Figure 2: Overview of our incremental learning framework. The two losses are combined linearly as follows:

\[
L = \lambda L_d + (1 - \lambda)L_c,
\]

where the scaler \(\lambda\) is used to balance the two terms.

**3.3. Bias Removal**

Due to the unbalanced data between the old \(n\) classes and the new \(m\) classes (i.e. \(N_s \ll M\)), the new classifier \(f^{n+m}\) is biased towards the new \(m\) classes. This is confirmed by the experimental results. We simply represent the bias as a multiplier \(\beta\) between 0 and 1 that is applied to the outputs of the new \(m\) classes:

\[
f^{n+m}(x) = [f_1(x), ..., f_n(x), \beta f_{n+1}(x), ..., \beta f_{n+m}(x)].
\]

We can use the validation set to estimate the bias and apply it to the classifier to remove the bias. Results show that the bias is very consistent across the validation set and the test set and our new loss with bias estimation outperforms the state-of-arts iCaRL \cite{iCaRL} on CIFAR-100.

**4. Generating Exemplars Using GANs**

The approach of choosing exemplars has a major drawback - the gap between the distribution of the chosen exemplars and the distribution of the entire training data for the old \(n\) classes. Since in theory GANs \cite{GAN} can learn the distribution of the real dataset, GANs could potentially be a better representation of the old data. Furthermore, we expect GANs to have less privacy concerns than the real data because GANs do not copy any real image patches. Therefore, we propose training a GANs to represent the old data, and using the samples generated by the GANs for incremental learning.

**4.1. Combining GANs and Classifier**

We use all the training data of the old \(n\) classes \(\mathcal{X}^n\) to train a generator \(x_g = G(z)\), where \(z\) is a random noise
input. Then a label is assigned to the generated image \( x_g \) using the classifier \( f^n \) as follows:

\[
y_g = \arg \max_{1 \leq k \leq n} f_k(x_g). \tag{5}
\]

We use the vanilla GANs rather than the conditional GANs since it is difficult for the conditional GANs when the number of classes \( n \) is large (e.g., 10k for face data) and each class has limited samples. We use the DCGAN architecture for the generator and use the earth-mover distance in WGANs as the loss function to encourage more data variations and coverage.

### 4.2. Data Selection

Even though there has been exciting progress in GANs, there are still limitations in the existing techniques. GANs cannot guarantee that the generated image \( x_g \) always looks like images from the old training dataset \( X^n \). It sometimes generates images which are mixtures of multiple classes or generates images which are totally different from any of the classes. Therefore, a selection process is necessary in order to remove unrelated samples. We simply select generated images \( x_g \) such that its maximum likelihood over \( n \) classes is above a pre-specified threshold \( \theta \), i.e., \( \max_{1 \leq k \leq n} f_k(x_g) > \theta \). Once the generated images are selected, we use the same incremental learning approach in Section 3 to train the new classifier \( f^{n+m} \) by replacing the real exemplars with generated images and labels \( \{x_g, y_g\} \).

### 5. Experiments

In this section, we first introduce the datasets and describe implementation details. We then show comparisons with the state-of-the-art methods, followed by the discussions on the model parameters.

#### 5.1. Datasets

Experiments are conducted on three datasets:

- **CIFAR-100** contains 100 object classes. Each class has 500 training images and 100 testing images. Following the class-incremental benchmark protocol in iCaRL on this dataset, 100 classes are arranged in a fixed random order and come in as \( P \) parts. Each part is with \( C = 100/P \) classes. A multi-class classifier is built with the first part that contains \( C \) classes. Then this classifier is adapted to recognize all 100 classes. We have performed experiments for \( P = 2, 5, 10 \) and 20.

- **Flower-102** consists of 102 flower categories. The original split of this dataset has 1,020 images in the training set and 6,149 images in the test set. To use more training images for the CNN model, we take the larger set of 6,149 images as training and test on the smaller set of 1,020 images. Similar to CIFAR-100, 102 classes are split into two parts and are trained incrementally. Each part contains 51 classes.

- **MS-Celeb-1M-Base** has 20,000 classes with a total of 1.2 million aligned face images, which is a smaller yet nearly noise-free version of MS-Celeb-1M dataset. For each person, 80% with up to 30 images are randomly selected as the training images and the rest are used for testing. The 20,000 classes are divided randomly and equally into two parts to be incrementally trained.

#### 5.2. Implementation Details

We used the TensorPack package based on TensorFlow. The implementation details are listed as follows:

- **CIFAR-100**: we follow the iCaRL setting which used a 32-layer ResNet. Each training step has 70 epochs. The learning rate starts from 0.1 initially and reduces to 0.01 and 0.001 after 49 and 63 epochs, respectively. The weight decay is set to 0.0002 and the batchsize is 128.

- **Flower-102**: an 18-layer ResNet is fine-tuned from a model that is trained with IMAGENET ILSVRC 2012 dataset. 90 epochs are used for each training. The learning rate is set to 0.1 and reduces to 1/10 of the previous learning rate every 30 epochs. The weight decay is 0.0001 and the batchsize is 256.

- **MS-Celeb-1M-Base**: a 34-layer ResNet is utilized. The learning rate, weight decay, batchsize and training epochs are the same as Flower-102. The standard Top-1 accuracy is reported as the evaluation metric.

Our codes will be released in github.

#### 5.3. Comparisons and Results

We compare with other alternative methods, including:

- **Finetuning** learns an ordinary multi-class network without taking any measures to prevent catastrophic forgetting. It learns a multi-class classifier for new incoming classes by fine-tuning the previously learned multi-class classification network.

- **Learning without Forgetting (LwF)** utilizes distillation loss to prevent catastrophic forgetting. But it does not use any method to recover the old data like iCaRL or ours.

- **iCaRL** keeps an exemplar set to store a small part of old data and uses distillation loss.

The results of our method include:

- **Ours-Real** keeps a few exemplars like what iCaRL does but is trained with our loss function defined in Equation 4.

- **Ours-GANs** uses GANs generated data to replace the exemplars in Ours-Real. The GANs model is trained by using the data in the first part, and the data in the first part are not used anymore during the incremental learning.

We compare Ours-Real to iCaRL when using real exemplars, and compare Ours-GANs to LwF and Finetuning without using exemplars.

https://github.com/ppwwyyxx/tensorpack
5.3.1 Ours-Real vs iCaRL with Real Exemplars

We compare Ours-Real to iCaRL [22], which is the state-of-arts on incremental learning with real exemplars. The results for $P=2$ ($C=50$) are shown in Table 1. We can see that Ours-Real obtains 2.07% gain in accuracy over iCaRL during increment learning from 50 classes to 100 classes. This demonstrates the superiority of our method.

On CIFAR-100 dataset, ours-Real and iCaRL use different implementations of the 18-layer ResNet [7]. When training classifier on all 100 class training data, our network gets 69.09% top-1 accuracy, which is slightly higher than iCaRL (68.6% accuracy reported in [22]). But when training classifier on the first 50 classes, our network obtains 75.22% accuracy that is worse than 76.40% in iCaRL. Given these two results, we consider that the two implementations are on par. Thus, the 2.07% gain in accuracy shows that Ours-Real outperforms iCaRL comes from our loss function and unbalance removal.

We further compare iCaRL with Ours-Real on Flower-102 and MS-Celeb-1M-Base. Since results on these two datasets are not shown in [22], we implement their method by ourselves. Results are shown in Table 1.

On Flower-102, as suggested by [22], the learning rate is initialized to 2 and decreased to 0.4 and 0.08 after 30 and 60 epochs, respectively. The total training epochs are 90. The size of the exemplar set is 255, which is the same as Ours-Real. From the results, we can see that Ours-Real outperforms iCaRL by 1%.

On MS-Celeb-1M-Base, the training with the sigmoid cross entropy loss on the old data of 10K classes does not converge regardless of whether we train it from scratch or fine-tune from the model that is trained using Softmax loss. This is probably because the sigmoid cross entropy loss does not enforce a strong discriminative boundary between classes. Thus we adapt a two-stage fine-tuning strategy to make the binary cross entropy loss work on MS-Celeb-1M-Base. During the first stage, we fix the feature extraction and only fine-tune the classifier with sigmoid cross entropy loss. After this stage, the top-1 accuracy on the validation set of the first 10k classes is 92%. For the second stage, we fine-tune the whole network with a smaller learning rate for 40 epochs (using larger learning rates at the second stage does not converge). After the second stage, we can achieve 97% top-1 accuracy, which is still worse than the 99.34% of the model trained with softmax. For the incremental learning with new data (another 10K classes), the convergence problem still exists. Thus, we also adapt the same two-stage training strategy to make it converge. From the results, we can see that Ours-Real outperforms iCaRL by a margin, which shows that our method is better than iCaRL in handling the incremental learning with a large number of classes.

The experimental results on CIFAR-100 with $P = 2$ and $C = 50$ are shown in Table 1. We can see that Ours-Real outperforms iCaRL in all three datasets. On MS-Celeb-1M-Base that has 20,000 classes, Ours-Real is significantly better than iCaRL, which shows that our incremental learning method is more effective in handling a large number of classes.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Method & CIFAR-100 & Flower-102 & MS-Celeb-1M-Base \\
\hline
iCaRL [22] & 0.6132 & 0.9301 & 0.9341 \\
Ours-Real & \textbf{0.6339} & \textbf{0.9402} & \textbf{0.9903} \\
\hline
\end{tabular}
\caption{Comparison of iCaRL and Ours-Real. Ours-Real outperforms iCaRL in all three datasets. On MS-Celeb-1M-Base that has 20,000 classes, Ours-Real is significantly better than iCaRL, which shows that our incremental learning method is more effective in handling a large number of classes.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Method & 20 & 40 & 60 & 80 & 100 \\
\hline
iCaRL [22] & 81.33 & 72.19 & 65.21 & 59.43 & 54.38 \\
Ours-Real & \textbf{81.55} & \textbf{74.45} & \textbf{67.82} & \textbf{61.86} & \textbf{56.53} \\
\hline
\end{tabular}
\caption{Results on CIFAR-100 with a batch of 20 classes.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Method & 10 & 20 & 30 & 40 & 50 \\
\hline
iCaRL [22] & 86.17 & 78.60 & 73.60 & 67.06 & 63.99 \\
Ours-Real & \textbf{90.09} & \textbf{80.05} & \textbf{74.87} & \textbf{68.70} & \textbf{65.06} \\
\hline
\end{tabular}
\caption{Results on CIFAR-100 with a batch of 10 classes.}
\end{table}

Another experiment is designed to compare our model with iCaRL [22] in the extreme case, i.e. using all old 50 classes data as exemplars. As shown in Table 1 and 2, our model has similar performance in training a classifier in batch mode to recognize the 100 classes. In the incremental learning setting, our method can achieve the same performance compared with the batch training since the loss function for batch training is a special case of our method when $\lambda$ is set to 0. The incremental learning result of our
method is actually slightly better due to the fact that the model of 50 classes is utilized as the initialization. Results of iCaRL cannot reach the upper bound of the batch training of its own. This is because the loss function in iCaRL during incremental learning is different to the batch training classifier. These results illustrate that our loss function (cross-entropy loss with Softmax) is more efficient than the model of its own. This is because the loss function in iCaRL cannot reach the upper bound of the batch training.

5.3.2 Ours-GANs vs LwF without Real Exemplars

We compare Ours-GANs to LwF [13], which is the state-of-the-arts on incremental learning without any real exemplars. As shown in Table 6, Ours-GANs outperform LwF [13] on all three datasets. Especially on Flower-102, Ours-GANs are 25.39% better than LwF, which is a huge margin. This shows the effectiveness our method and demonstrate that using distilling with the new data alone can not guarantee that the new classifier has similar predictions as the old classifier on the old data.

Compared with using the real images, the performance of using GANs drops from 63.87% to 54.9% on CIFAR-100. This is due to the challenge on training GANs on CIFAR-100 dataset. In Figure 4, we can see that GANs generated images have poor quality. However, the generated images is still useful, since it provides better results.
Figure 4: Illustration of some selected GANs images and real images of the corresponding class. We select three classes in each dataset and manually select the similar pair of images between the sampled GANs data and real images. Five pairs of every class are presented. Although the quality of GANs images are much lower than real images, some shapes and colors look similar between real images and GANs images.

(54.9%) than LwF (52.5%). We believe that as GANs continue to improve in the future, the gap between using real images and GANs will be reduced.

To visually verify that correlation between GANs generated data and real exemplars, we compare the real images and GANs generated images for three datasets in Figure 4. For each dataset, we select 3 classes and 5 real images and GANs generated images per class. Clearly, the GANs generated images are correlated with the real images, which validates the idea of using GANs to represent the old training data. However, we also observe a clear difference between real images and GANs generated images, which explains the performance drop from using real exemplars to using GANs.

5.4. Model Analysis

In this subsection, we analyze the sensitivity of our loss function to (a) exemplar selection, (b) the scalar to balance cross entropy loss and distill loss $\lambda$ in Equation (3), and (c) the bias scalar $\beta$ in Equation (4). The analysis is performed on CIFAR-100 dataset with an incremental from 50 classes to 100 classes. We also discuss how to sample the GANs generated data.

Table 7: Comparison between iCaRL exemplar management strategy and random selection.

|                        | Top-1 accuracy |
|------------------------|----------------|
| iCaRL Exemplars [22]   | 0.6339         |
| Random Selection       | 0.6361         |

5.4.1 Sensitivity to Exemplar-Selection

We evaluate our method with two different strategies to select real exemplars: (a) the exemplar management strategy proposed by iCaRL [22], and (b) random selection. We keep the size of the exemplar set to 2,000. Random selection is run 5 times and an average result is reported. Results are shown in Table 7. Compared with iCaRL exemplar management, randomly selected samples can achieve similar performance, which demonstrates that our loss function is not sensitive to the exemplar-selection.

5.4.2 Loss Scalar $\lambda$

The parameter $\lambda$ in Equation (3) controls the balance between the distillation loss and the cross-entropy loss. The value is set by grid search on a validation set. Note that our validation data is split from the training set, not the test set.

We first investigate the $\lambda$ with real data. In Table 5 we...
Table 8: Effect of $\lambda$ on the incremental learning performance when the exemplars are selected from the real old data set.

| $\lambda$ | Validation | Test |
|----------|------------|------|
| 1.0      | 0.482      | 0.3703 |
| 0.9      | 0.536      | 0.5055 |
| 0.7      | 0.560      | 0.5576 |
| 0.5      | 0.562      | 0.566  |
| 0.3      | 0.558      | 0.5714 |
| 0.1      | 0.552      | 0.5546 |
| 0.0      | 0.532      | 0.5352 |

can observe that the results are stable when varying $\lambda$ from 0.3 to 0.7. Thus we set $\lambda$ to 0.5. This setting is used for all the experiments with real data. The results show that the balance between the distilling loss and the cross entropy loss is important, since it provides the optimal trade-off between the old classifier and new data. Note that when $\lambda$ is equal to 0.0, our loss function is equivalent to the cross-entropy loss. Using cross-entropy loss alone struggles with the data unbalance problem as it does not leverage the good performance of the old classifier. Using the distilling loss alone ($\lambda$ = 1.0), is not a good choice either since the labels of neither old nor new data are used.

Estimating $\lambda$ when using GANs generated data is difficult due to the apparent differences between the GANs generated images and the real images. Intuitively, GANs data require a larger $\lambda$ compared with real images since outputs from the old classifier is more reliable than the pseudo labels. We empirically set $\lambda$ to 0.9 in all the experiments with GANs data.

Table 9: Incremental learning performance over $\beta$ on exemplars of real images and GANs generated data. The corresponding accuracy-$\beta$ curve is shown in Figure 5.

| Old data | Exemplars | GANs |
|---------|-----------|------|
| $\beta$ | Validation | Test | Validation | Test |
| 0.0     | 0.4240    | 0.3594 | 0.4970    | 0.3740 |
| 0.1     | 0.4240    | 0.3594 | 0.5000    | 0.3742 |
| 0.2     | 0.4260    | 0.3611 | 0.5080    | 0.3848 |
| 0.3     | 0.4420    | 0.3836 | 0.5340    | 0.4130 |
| 0.4     | 0.5040    | 0.4483 | 0.5960    | 0.4574 |
| 0.5     | 0.5680    | 0.5286 | 0.6510    | 0.5042 |
| 0.6     | 0.6400    | 0.6000 | 0.7060    | 0.5472 |
| 0.7     | **0.6720**| **0.6339**| 0.7400    | **0.5628**|
| 0.8     | 0.6580    | 0.6319 | **0.7570**| 0.549  |
| 0.9     | 0.6240    | 0.6064 | 0.7490    | 0.5166 |
| 1.0     | 0.5740    | 0.5667 | 0.7140    | 0.4720 |

Figure 5: Incremental learning accuracy-$\beta$ curve. We can observe a correlation between the validation set and the test set with both real data and GANs generated data.

5.4.3 Bias Scalar $\beta$  
The parameter $\beta$ in Equation (4) is a multiplier applied to the output of new classes, which controls the balance between old classes and new classes. It can be estimated on the same validation set for estimating $\lambda$ in the last subsection.

We first analyze the effect of $\beta$ on real image exemplars. We randomly select 5 samples per class from the training dataset for validation and keep the rest for training. For the first 50 classes, the 5 samples per class are selected from the 40 exemplars per class. For the newly arrived 50 classes, the 5 samples are selected from the training samples. Results on the validation set is shown in Table 9 with $\beta$ varying from 0.0 to 1.0 with an increment of 0.1. The accuracy-$\beta$ curve is shown in Figure 5. We find that $\beta = 0.7$ achieves the best with 9.8% and 6.7% gains on the validation set and the test set, respectively. This shows the effectiveness of our method to remove bias.

Compared to iCaRL, even though we use less data for training due to splitting into training set and validation, our bias-removed classifier outperforms iCaRL by 2.07% in terms of accuracy, shown in Table 6.

We also analyze the selection of $\beta$ with GANs data. Similar to using the real exemplars, we select 10 samples from every class for validation. Results on the validation set and test set are shown in Table 9. Using the best estimation of bias $\beta = 0.8$ achieves 54.90% top-1 accuracy, which is 7.7% higher than the classifier without bias removal. We also observe that the validation and test sets are not perfectly aligned on the GANs generated data, i.e. a smaller bias $\beta = 0.7$ achieves the best 56.28% on the test dataset.
This is because GANs generated data does not have the same distribution of the test dataset. But the bias estimation on the validation is reasonable with only 1.38% drop in performance.

To further illustrate the bias problem in the incremental learning, we plot the confusion matrix with different $\beta$ on the validation set for both using exemplars and using GANs generated data in Figure 6. We observe the same trend on both real exemplars and GANs generated data. When $\beta = 1$, the bias is clearly on the new classes. As $\beta$ decreases, the bias gradually moves towards the old classes. We also observe a difference between using real exemplars and GANs generated data - the confusion between the old 50 classes is much smaller on the GANs generated data. This is due to a classic drawback of GANs: generated data have smaller variations than the real data.

5.4.4 GANs Data Sampling

As described in section 4, we utilize the threshold $\theta$ to select good images. If the number of images with higher scores than $\theta$ is large, we select the top-$K$ images. $\theta$ and $K$ are set empirically. On CIFAR-100, $\theta = 0.95$, $K = 50$. On Flower-102, $\theta = 0.3$, $K = 60$. On MS-Celeb-1M-Base, $\theta = 0.3$, $K = 10$.

The $\theta$ on CIFAR-100 is very different to Flower-102 and MS-Celeb-1M-Base because the classifier is not as good as the other two.

6. Conclusions and Future Work

In this paper, we address three issues in incremental classifier learning - (a) the inefficient loss function to integrate old classifier and new data, (b) the unbalance between old and new classes, (c) the scalable and privacy problems for selecting exemplars. Firstly, we propose a new loss function that combines the distillation loss and cross-entropy loss over all old and new classes. Secondly, we found that the unbalance between old and new classes can be represented as a multiplier on the prediction of new classes. This unbalance representation is very stable on validation set, test set and even data generated using GANs. Finally, we propose using GANs to generate the past data. Our method has excellent results outperforming the state of arts on three datasets CIFAR-100, Flower-102 and MS-Celeb-1M-Base by a large margin. In the future, we plan to investigate how to improve the GANs generator to narrow the gap between GANs data and real images.
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