A new face detection method based on Faster RCNN
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Abstract. The Non-Maximum Suppression (NMS) method based on Faster RCNN uses hard threshold to identify candidate face frames which to be detected. In complex scenes with partial occlusion of the face and uneven lighting, the phenomenon of missing and false detection of the face is prone to occur. Aiming at this problem, this paper proposes a new face detection method to extract face features through CNN, and generates a large number of face candidate frames which to be detected by the Region Proposal Network (RPN); the hard threshold of NMS is improved by linear weighting method, and the face candidate frame is screened by the linearly weighted NMS. Comparison experiment results show that on the FDDB dataset, the new face detection method in this paper can effectively avoid the false detection and missed detection of multiple faces under partial occlusion and uneven illumination, also has high detection accuracy and robustness.

1. Introduction
Face detection refers to the use of a certain method to determine the position of the face in any picture or video. However, the accuracy of face detection is affected by various factors to a certain extent in complex scenes, such as uneven lighting, changes in human posture and occlusion. In the early stages of face detection, the method of combining artificial design features and machine learning technology was adopted [1], while the artificially designed features can only be used in specific scenarios, they cannot be stable in different scenarios. In the era of deep learning, Jonathan Brandt et al. [2] used a multi-cascade structure Cascade CNN [3] composed of three-layer convolutional neural networks for face detection. The RCNN model proposed in [4] and the Fast RCNN model proposed in [5] are still very complicated because the selective search is still used. On this basis, In [6], proposed a Faster RCNN real-time detection model, using the Region Proposal Network (RPN) instead of the traditional selective search method to directly generate candidate windows, and using non-maximum suppression (NMS) [7] method classifies the target and regresses to screen the candidate window, which greatly improves the accuracy and speed of target detection. The traditional NMS algorithm is a greedy algorithm [6] and its central idea is to search for elements with local maximums to suppress non-maximum values and eliminate a large number of redundant candidate windows to find the best target detection position [8]. If it is in a complex scene with uneven lighting or occlusion, it will easily cause false detection and missed detection. In view of the still unresolved problem, this paper proposes a new Faster RCNN face detection method, which is to improve the linear weighting of the traditional NMS algorithm used in the RPN network. When the IOU value of the candidate frame is greater than the hard core threshold, it is not deleted directly but reduced its confidence through the improved NMS algorithm, so that the position of the high classification confidence frame is more accurate,
retain more real frames, and improve the accuracy of face detection to a certain extent, which can effectively reduce the missed and false detection of target faces in complex scenes.

2. Faster RCNN face detection model

As is shown in Figure 1, the Faster RCNN face detection model is mainly composed of RPN layer and detection network [7].

![Figure 1. Faster RCNN detection process](image)

The Faster RCNN is mainly divided into four steps:

- Convolutional layer: Input a face image, extract facial features through a conv+relu+pooling multi-layer network and use the obtained features for the RPN network.
- RPN layer: Replace the traditional selective search method to generate more accurate candidate regions, classify and regress the candidate boxes to obtain the proposal [9].
- ROI layer: It pools proposals of different sizes into the same size, and then sends them to the subsequent fully connected layer for face classification and position adjustment regression.
- Classification layer: Use the NMS method to remove the redundant part of the candidate frame, and classify and regress the candidate frame again to obtain real position of the face.

3. Improved Faster RCNN

The RPN network is the most critical detection network in the Faster RCNN model, and its essence is generate candidate windows and train high-quality suggested regions through an end-to-end approach. Then uses NMS algorithm to remove redundant and duplicate candidate windows to get the final face area. The traditional NMS algorithm process is first to set up a set \( B = \{b_1, \ldots, b_i, \ldots, b_n\} \) containing \( n \) target face candidate windows and a set \( M \) for storing the selected optimal window, Secondly, according to the score of the candidate frame (\( s_i \) represents the score of the \( i \)-th) candidate frame sort in the set \( B \), then select the candidate box \( m \) with the highest target score, and remove it from set \( B \) and add it to \( M \). Thirdly, calculate the IOU (Intersection and Union Ratio) of all the remaining candidate frames in the set \( B \) and \( m \) respectively. Set a threshold \( N_t \) (In this article, \( N_t = 0.7 \)), if \( \text{IOU} \geq N_t \), it can be determined to overlap with frame \( m \), and then this frame is removed from the set \( M \). Lastly, repeat the first step until the set \( B \) is an empty set, and finally the candidate box in the set \( M \) is what we want to get.

IOU is used as an evaluation function for face detection. The specific formula is as follows:

\[
\text{IOU} = \frac{P \cap G}{P \cup G}
\]

(1)

Where \( P \) represents the predicted face candidate frame, and \( G \) represents the manually labeled face candidate frame.

However, in a complex scene, such as multiple faces partially overlap, the generated candidate frame will easily cause misdetection due to improper selection of the threshold [11]. The traditional NMS algorithm selects the candidate frame with the higher current IOU value according to the greedy strategy, and directly removes the face frame with lower value, which leads to the missed detection of
adjacent target faces. Aiming at the unsolved problems of the traditional NMS algorithm, this paper proposes a linear weighted NMS algorithm on this basis to reduce the confidence of the target frame [8], and make the position of the highly classified candidate frame more accurate. The RPN network screens candidate frames for face detection according to the NMS algorithm. The traditional method and the improved method are shown in equation (2):

\[
\begin{align*}
    s_i &= \begin{cases} 
        s_i & \text{IOU}(M, h_i) < N_i, \\
        0 & \text{IOU}(M, h_i) \geq N_i
    \end{cases} \\
    s_i &= \begin{cases} 
        s_i & \text{IOU}(M, h_i) < N_i, \\
        s_i \cdot (1 - \text{IOU}(M, h_i)) & \text{IOU}(M, h_i) \geq N_i
    \end{cases}
\end{align*}
\]

Where \( s_i \) represents the score of the \( i \)-th candidate frame, when the IOU value is greater than the set threshold, \( s_i \) is not set to 0 and deleted directly, but the final score is calculated by linear weighting. If the IOU of \( h_i \) and \( M \) is larger, the value of \( s_i \) is smaller, and the confidence is lower.

As shown in Figure 2, in the case of adjacent overlapping faces, traditional NMS algorithm (a) only detected one face frame and the detection result is inaccurate, but our method used the improved NMS algorithm (b), both faces are accurately detected, the problem of missing detection is solved to some extent by our method in this paper, and the accuracy of face detection is significantly improved.

4. Experimental results and analysis

4.1. Data source and Test comparison

The Wider Face [12] dataset contains 32203 face images and 393703 labeled faces, most of which contain occlusions, different tilt angles, uneven lighting, and other faces. The FDDB [13] dataset selects 2485 pictures taken in an outdoor environment, including 5171 facial images including various occlusion, multi-posture, low-resolution, and blurry facial images. In this paper, the improved faster face detection model is trained on the Wider Face dataset and tested on the FDDB dataset.

It can be seen from Figure 3 that the accuracy of the Faster RCNN face detection model using the traditional NMS algorithm on the FDDB dataset has reached 93.56%, while under the improved NMS
algorithm, the accuracy has been reached 94.12%. Figure 4 is Recall and Precision curves. It can be seen that under the same recall rate, improved linear weighted NMS algorithm in this paper has a higher accuracy rate than the traditional Faster RCNN face detection method.

In order to further verify that the improved algorithm in this paper improves the accuracy of face detection in complex scenes, 300 images were randomly selected from the FDDB dataset, there are 400 faces, including single face and multiple face pictures in different conditions, such as occlusion and uneven lighting. Comparison experimental results are shown in Table 1, the accuracy of face detection under the traditional Faster RCNN has reached 88%, while our method able to reach 91%. After verification, our method reduces the missed detection and false detection to a certain extent, and effectively improves the accuracy of face detection.

| The Network | Total number of faces | Number of people detected | Number of missed inspections | Number of false detections | Accuracy(%) |
|-------------|-----------------------|---------------------------|----------------------------|----------------------------|-------------|
| Faster RCNN | 400                   | 365                       | 35                         | 13                         | 88          |
| ours        | 400                   | 372                       | 28                         | 8                          | 91          |

4.2. Actual effect

Two multi-face photos are randomly selected on the Internet, and the improved Faster RCNN is used conduct face detection comparison experiments in complex scenes such as occlusion and uneven lighting.

![Figure 5. Occlusion condition; traditional NMS algorithm (a); ours (b).](a) ![Figure 6. Uneven lighting condition; traditional NMS algorithm (a); ours (b).](b)

It can be seen from Figure 5 and Figure 6, we used the traditional NMS algorithm (a) and the improved linear weighting method (b) to conduct comparative experiments under the conditions of occlusion and uneven illumination. Results show that the overlapping target face part will be misdetected and the bright part will be missed by Traditional Faster RCNN face detection model. While our method is a linear weighted improvement of the traditional NMS algorithm, which can detect face frames in complex scenes and effectively solve the problem of missed detection and false detection, then improve the accuracy of face detection to a certain extent.

5. Conclusion

This paper proposes an improved face detection model based on Faster RCNN, compared with the traditional NMS algorithm, the linear weighted NMS algorithm used in this article can effectively reduce the problem of missing and false target face detection in complex scenes such as occlusion and uneven illumination. Future research focuses on how to improve the face detection rate in low-resolution images and further improve the accuracy of face detection.
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