Abstract

We study two parameters that arise from the dichromatic number and the vertex-arboricity in the same way that the achromatic number comes from the chromatic number. The \emph{adichromatic number} of a digraph is the largest number of colors its vertices can be colored with such that every color induces an acyclic subdigraph but merging any two colors yields a monochromatic directed cycle. Similarly, the \emph{a-vertex arboricity} of an undirected graph is the largest number of colors that can be used such that every color induces a forest but merging any two yields a monochromatic cycle. We study the relation between these parameters and their behavior with respect to other classical parameters such as degeneracy and most importantly feedback vertex sets.
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1 Introduction

All digraphs and graphs in this paper are considered loopless. For digraphs, we allow parallel and anti-parallel edges, graphs may have multiple edges. An anti-parallel pair of edges in a digraph will be called a digon and treated as a directed cycle of length 2, while a parallel pair of edges in an undirected graph will be called a bigon and treated as an undirected cycle of length 2. The character of our problems often depends on the existence of digons and bigons, respectively. We will emphasize this distinction at the respective points.

A complete coloring of a graph is a proper vertex coloring such that the identification of any two colors produces a monochromatic edge. The achromatic number $\Psi(G)$ is the maximum number of colors in a complete coloring. There has been a substantial amount of research on the achromatic number since its introduction in [9], we refer to [11] and [5] for survey articles on this topic.

In the same spirit, for most coloring parameters an associated notion of complete coloring and an 'a-parameter' may be defined. The dichromatic number $\vec{\chi}(D)$ of a directed graph $D$ has been studied as a natural directed analogue of the chromatic number of graphs. One main interest is to compare its properties to the undirected theory, see [10, 13, 15] for some recent results. A coloring in this setting consists of a partition of the vertex set into subsets inducing acyclic subdigraphs.

Similarly, for an undirected graph $G$, the vertex arboricity $\text{va}(G)$ is defined to be the minimal number of induced forests which cover all the vertices. This is another well-studied parameter, see e.g. [4], [3]. Note that if a digraph has no digons, then its dichromatic number is at most the vertex-arboricity of the underlying undirected graph, while the dichromatic number of a bidirected digraph coincides with the chromatic number of the underlying undirected graph.

In this paper, we investigate complete colorings corresponding to the above two coloring parameters, resulting in the adichromatic number of directed graphs and the a-vertex arboricity of undirected graphs. More precisely, the adichromatic number $\text{adi}(D)$ of a directed graph $D$ is the largest number of colors its vertices can be colored with such that every color induces an acyclic subdigraph but in the merge of any two color classes there is a directed cycle. We refer to such a coloring as a complete (acyclic) coloring of $D$. Similarly, the a-vertex arboricity $\text{ava}(G)$ of an undirected graph $G$ is the largest number of colors that can be used such that every color induces a forest but in the merge of any two color classes there is a cycle. Such a coloring will be referred to as a complete (arboreal) coloring of $G$.

Similar parameters have been introduced in [6, 18]. In particular, the diachromatic number was introduced in [1] and sparked our investigations. While it is closest to our parameter it still behaves quite differently (Proposition 6). Here, we initiate the study of adi and ava, their relation to other graph parameters and their behavior with respect to graph and digraph operations. In particular, we obtain an interpolation theorem, similar statements have been proven for other parameters (Theorem 7).

Our main results concern the relation of adi and ava to important graph and digraph
parameters such as the degeneracy and more importantly the size $\tau$ of a smallest feedback vertex set. While it is easy to see that both $\text{adi}$ and $\text{ava}$ are bounded from above by $\tau + 1$ (Proposition 2), there is no function $f$ such that $\tau \leq f(\text{adi})$ in the directed setting (Proposition 17). On the other hand we show that there is an $f$ such that $\tau \leq f(\text{ava})$ in the undirected setting for simple graphs (Theorem 18). We complement the negative results for digraphs by showing that for orientations of members of any fixed non-trivial minor closed class of graphs (for instance for simple planar digraphs), there is an $f$ such that $\tau \leq f(\text{adi})$ (Theorem 23).

A corollary of the above is that there is an $f$ such that $\text{adi}(D) \leq f(\text{ava}(G))$ for any orientation $D$ of a simple graph $G$ (Corollary 24). We moreover show that any graph with sufficiently high a-vertex arboricity has an orientation with large adichromatic number (Proposition 25).

In a similar vein, we show that there are arbitrarily dense digraphs with adichromatic number 1, but the degeneracy of a simple graph is bounded above by a function of $\text{ava}$ (Theorem 20).

From a more general point of view, we discuss the relations of our findings to the Erdős-Pósa property and introduce a strengthening of the latter that is called $\tau$-boundedness.

Structure of the paper: Section 2 contains first observations and results. It consists of Subsection 2.1, which studies some relations between the parameters and contains the interpolation theorem, and of Subsection 2.2, which contains results on the behavior of our parameters with respect to graph and digraph operations. Section 3 contains our main results, i.e., the above mentioned relations of $\text{ava}$ and $\text{adi}$ with $\tau$ and the degeneracy are given. Finally, Section 4 contains the discussion of $\tau$-boundedness and the Erdős-Pósa property in Subsection 4.1 as well as properties with respect to randomness in Subsection 4.2.

2 First observations and results

In this section, we present some basic properties of the adichromatic number and the a-vertex arboricity, discuss the relation of the adichromatic number and some other notions of complete coloring and make observations which will be used frequently in the rest of the paper.

2.1 Relations between parameters

A fundamental property of an optimal proper coloring of a digraph (i.e., without monochromatic directed cycles) is that we cannot improve the coloring by any merge of two colors. Therefore, any coloring of a digraph $D$ with $\bar{\chi}(D)$ colors must be complete. With the analogous argument for the a-vertex arboricity, we get the following basic relations.

Observation 1.

\begin{itemize}
  \item $\bar{\chi}(D) \leq \text{adi}(D)$ for any digraph $D$.
\end{itemize}
• $\text{va}(G) \leq \text{ava}(G)$ for any graph $G$.

Clearly, the only digraphs with adichromatic number 1 are DAGs, and similarly the only graphs with a-vertex arboricity 1 are forests. The same is true for the dichromatic number and the vertex arboricity, and so in these very special cases, the concepts of coloring and complete coloring coincide. The examples from Proposition 4 below show that in general, no such relation exists, as there are digraphs with dichromatic number 2 and unbounded adichromatic number and graphs with vertex arboricity 2 but unbounded a-vertex arboricity.

A feedback vertex set in a digraph $D$ is a set $F \subseteq V(D)$ whose deletion results in an acyclic digraph, that is, every directed cycle uses a vertex from $F$. Similarly, a feedback vertex set in a graph $G$ is a set of vertices whose deletion results in a forest, i.e., every cycle uses a vertex from the feedback set. The minimal size of a feedback vertex set in a digraph or graph will be denoted by $\tau(D)$ (respectively $\tau(G)$). We start with the following fundamental relation of the treated coloring parameters to feedback vertex sets.

**Proposition 2.**

- For any digraph $D$, we have $\text{adi}(D) \leq \tau(D) + 1$.
- For any graph $G$, we have $\text{ava}(G) \leq \tau(G) + 1$.

**Proof.** We give the proof for the directed case, the undirected case is completely analogous. Denote by $F \subseteq V(D)$ a directed feedback vertex set of $D$ with minimal size. Assume towards a contradiction that $\text{adi}(D) \geq |F| + 2$. Then there is a complete acyclic partition $(V_1, \ldots, V_k)$ of $D$ with $k \geq |F| + 2$ colors. Consequently, there are at least two colors $i, j \in \{1, \ldots, k\}$ which do not appear on any vertex of $F$. However, this implies that $V_i \cup V_j \subseteq V(D) \setminus F$ induces an acyclic subdigraph of $D$, contradicting the definition of a complete acyclic coloring. \qed

The given upper bounds are easily seen to be tight for acyclic digraphs, directed cycles of arbitrary length, and complete digraphs (obtained from a complete graph by replacing each edge by a digon) in the directed case, respectively for forests, cycles and multi-graphs obtained from complete graphs by replacing each simple edge by a bigon in the undirected case. It is a natural question whether there is also an inverse relationship between the parameters $\text{adi}(D)$ and $\tau(D)$ (respectively $\text{ava}(G)$ and $\tau(G)$). This question is central to our paper and will be dealt with in Section 3.

Since digons and bigons are counted as (directed) cycles of length two, it is easily seen that both the adichromatic number and the a-vertex arboricity form a proper generalization of the achromatic numbers of graphs when allowing multiple edges.

**Observation 3.** For a simple graph $G$, let $\hat{G}$ denote the bidirected graph where every edge of $G$ is replaced by a digon, and let $2G$ be the multi-graph obtained from $G$ by doubling the edges. Then we have the following equalities involving the achromatic number of $G$:

$$\Psi(G) = \text{adi}(\hat{G}) = \text{ava}(2G).$$
Proof. The three parameters are each defined as the maximal size of a partition into independent (respectively acyclic) vertex sets of maximal size such that the union of any two partition classes is not independent (respectively acyclic) any more. The claim therefore follows from observing that a vertex set in $G$ induces an acyclic subdigraph if and only if it induces a forest in $2G$ and if and only if it is independent in $G$. \qed

As independent sets form a special case of acyclic vertex sets in graphs, which again define acyclic vertex sets in any orientation of that graph, it is easily seen that for any digraph $D$ with underlying graph $G$, we have $\chi(D) \leq \text{va}(G) \leq \chi(G)$. It is therefore natural to ask whether similar relationships between the adichromatic number, $a$-vertex arboricity and achromatic number exist. The following presents a set of canonical graphs and digraphs with their $a$-coloring parameters, which show that in general, both $\text{adi}(D)$ and $\text{ava}(G)$ are not bounded above in terms of $\Psi(G)$, where $G$ is the underlying graph of $D$. Note that vice-versa, $\Psi(G)$ cannot be bounded above in terms of $\text{adi}(D)$ or $\text{ava}(G)$, as it is already unbounded on matchings.

**Proposition 4.** For any $m, n \in \mathbb{N}$, $m, n \geq 1$ we have

1. $\text{ava}(K_{m,n}) = \min\{m, n\}$, while $\Psi(K_{m,n}) = 2$.
2. $\text{ava}(K_n) = \lceil n/2 \rceil$.
3. Let $D_n$ be the orientation of $K_{n,n}$ in which a perfect matching is directed from the first to the second class of the bipartition while all non-matching edges emanate from the second class. Then $\text{adi}(D_n) = n$.
4. Let $G$ (respectively $D$) be the vertex-disjoint union of $\binom{n}{2}$ cycles (respectively directed cycles), $n \geq 2$. Then $\text{ava}(G) = \text{adi}(D) = n$.

**Proof.**

1. Assume that $m \leq n$. We first observe that $\text{ava}(K_{m,m}) \geq m$: Consider a perfect matching and assign $m$ different colors to the pairs of matched vertices. Now the union of any two color classes produces a cycle of length 4. Because $K_{m,m}$ is an induced subgraph of $K_{m,n}$, it is not hard to see that $\text{ava}(K_{m,n}) \geq \text{ava}(K_{m,m}) \geq m = \min\{m, n\}$ (this will be noted later in Corollary 11). On the other hand, removing all but 1 vertex from the smaller partite class of $K_{m,n}$ shows that $\tau(K_{m,n}) \leq \min\{m, n\} - 1$. The claim follows from Proposition 2.

2. In any complete arboreal coloring of $K_n$, each color class has size at most 2 and there is at most one singleton-color class (otherwise two singleton-colors could be merged). We therefore have $\text{ava}(K_n) \leq \frac{n}{2}$ if $n$ is even and $\text{ava}(K_n) \leq \frac{n}{2} + 1$ if $n$ is odd.

If $n$ is even, $K_n$ contains $K_{n/2,n/2}$ as an induced subgraph and so $\text{ava}(K_n) \geq \text{ava}(K_{n/2,n/2}) = \frac{n}{2}$. If $n$ is odd, we can use $\frac{n-1}{2}$ colors to color paired vertices of $K_{n-1}$ and then add an extra color for the remaining vertex. This yields a complete
arboreal coloring with $\frac{n}{2} + 1$ colors. This verifies the claim in both the even and odd case.

3. To verify $\text{adi}(D_n) \geq n$, we observe that by taking the two vertices of each matching edge as a color class we define a partition into $n$ acyclic subdigraphs such that the union of any two creates a directed cycle of length 4. Deleting all vertices of one partite class except one shows that $\tau(D_n) \leq n - 1$. Again, the claim follows using Proposition 2.

4. In any complete arboreal (respectively acyclic) coloring of $G$ (respectively $D$), we must have a cycle (respectively directed cycle) in the union of any two color classes, and so if we use $k$ colors, we have at least $\binom{k}{2}$ distinct cycles. This proves $\text{ava}(G), \text{adi}(D) \leq n$. On the other hand, assigning to each pair $\{i, j\} \in \binom{[n]}{2}$ a different cycle and coloring this cycle using only $i$ and $j$ defines a complete arboreal (respectively acyclic) coloring of $G$ (respectively $D$) and proves that $\text{ava}(G), \text{adi}(D) \geq n$.

Recently, the concept of the diachromatic number was introduced in [1]. Given a digraph $D$, the diachromatic number $\text{dac}(D)$ of $D$ is defined as the maximum number $k$ of colors that can be used in a vertex-coloring of $D$ with acyclic partition classes $V_1, \ldots, V_k$, such that for any $(i, j) \in [k]^2$, $i \neq j$, there exists at least one arc of $D$ with head in $V_i$ and tail in $V_j$.

In a complete acyclic coloring of a digraph, the union of any two color classes contains the vertex set of a directed cycle, and therefore arcs in both directions between the two acyclic color classes must exist. Hence, any complete acyclic coloring in our sense also defines a complete coloring as defined in [1]. We therefore have

**Observation 5.** For any digraph $D$, it holds that $\text{adi}(D) \leq \text{dac}(D)$.

In general however, the above estimate is far from being tight. For example, the diachromatic number is not bounded for directed acyclic digraphs, which always have adichromatic number equal to 1. Together with [1, Corollary 12] we get:

**Proposition 6.** Let $T_n$ denote the transitive tournament on $n$ vertices. It holds that

$$\text{adi}(T_n) = 1, \text{dac}(T_n) = \left\lceil \frac{n}{2} \right\rceil.$$ 

For other notions of complete colorings, so-called interpolation theorems have been shown. See [1, Theorem 22] and [9] for the diachromatic and achromatic versions, respectively. Here we extend these results to the adichromatic number and the a-vertex arboricity.

**Theorem 7.**

1. Let $D$ be a digraph and let $\ell \in \mathbb{N}$. Then there exists a complete acyclic coloring of $D$ using exactly $\ell$ colors if and only if $\overline{\chi}(D) \leq \ell \leq \text{adi}(D)$. 

2. Let $G$ be a graph and let $\ell \in \mathbb{N}$. Then there exists a complete arboreal coloring of $G$ using exactly $\ell$ colors if and only if $\text{va}(G) \leq \ell \leq \text{ava}(G)$.

To prove the theorem, we consider generalizations of the dichromatic number (respectively the vertex arboricity), where we want to minimize the number of colors in an acyclic coloring with the additional restriction that certain vertices must be colored the same.

**Definition 8.**

1. Let $D$ be a digraph, and let $\mathcal{P} = \{P_1, \ldots, P_t\}$ be a partition of the vertex set such that $D[P_i]$ is acyclic for all $i \in [t]$. Then we define the $\mathcal{P}$-dichromatic number of $D$, denoted by $\vec{\chi}_\mathcal{P}(D)$, to be the least number of colors required in a proper digraph coloring of $D$ (without monochromatic directed cycles) such that for any $i$, the vertices in $P_i$ receive the same color.

2. Let $G$ be a graph, and let $\mathcal{P} = \{P_1, \ldots, P_t\}$ be a partition of the vertex set such that $G[P_i]$ is a forest for all $i \in [t]$. Then we define the $\mathcal{P}$-vertex arboricity of $G$, denoted by $\text{va}_\mathcal{P}(G)$, to be the least number of colors required in a proper arboreal coloring of $G$ (without monochromatic cycles) such that for any $i$, the vertices in $P_i$ receive the same color.

We prepare the proof with the following simple lemma.

**Lemma 9.**

1. Let $D$ be a digraph with a partition $\mathcal{P} = \{P_1, \ldots, P_t\}$ into acyclic vertex sets. Assume that also $D[P_1 \cup P_2]$ is acyclic, and let $\mathcal{Q} := \{P_1 \cup P_2, P_3, \ldots, P_t\}$. Then we have $\vec{\chi}_\mathcal{P}(D) \leq \vec{\chi}_\mathcal{Q}(D) \leq \vec{\chi}_\mathcal{P}(D) + 1$.

2. Let $G$ be a graph with a partition $\mathcal{P} = \{P_1, \ldots, P_t\}$ into vertex sets inducing forests. Assume that also $G[P_1 \cup P_2]$ is a forest, and let $\mathcal{Q} := \{P_1 \cup P_2, P_3, \ldots, P_t\}$. Then we have $\text{va}_\mathcal{P}(G) \leq \text{va}_\mathcal{Q}(G) \leq \text{va}_\mathcal{P}(G) + 1$.

**Proof.** We give a proof for the directed case, the undirected case is analogous. Clearly, any digraph coloring of $D$ which is compatible with $\mathcal{Q}$ is also compatible with $\mathcal{P}$. This directly yields $\vec{\chi}_\mathcal{P}(D) \leq \vec{\chi}_\mathcal{Q}(D)$.

On the other hand, let $c : V(D) \to [\ell]$ be a digraph coloring of $D$ using $\ell = \vec{\chi}_\mathcal{P}(D)$ colors such that the vertices in $P_i$ are colored the same, for all $i \in [t]$. It is now easily seen that coloring all vertices in $P_3 \cup P_4 \cup \cdots \cup P_t$ as in $c$ and giving color $\ell + 1$ to all vertices in $P_1 \cup P_2$ defines a proper digraph coloring of $D$ which is compatible with $\mathcal{Q}$ and uses at most $\ell + 1$ colors. This proves the inequality $\vec{\chi}_\mathcal{Q}(D) \leq \vec{\chi}_\mathcal{P}(D) + 1$. \qed

**Proof of Theorem 7.** We prove the first part of the Theorem, the proof of the second is completely analogous.
First of all, the conditions on $\ell$ are necessary: Any complete acyclic coloring also is a proper digraph coloring, so it uses at least $\bar{\chi}(D)$ colors, and by definition, it cannot use more than $\text{adi}(D)$.

So let now $\ell \in \{\bar{\chi}(D), \ldots, \text{adi}(D)\}$ be given. Define $P_0 := \{\{v\}|v \in V(D)\}$ to be the partition of $V(D)$ into singletons, and let $P$ denote the partition of $V(D)$ into the adi(D) color classes corresponding to a complete acyclic coloring of $D$ with the maximum number of colors. Looking at Definition 8, it is readily verified that $\bar{\chi}_P(D) = \bar{\chi}(D)$ and $\bar{\chi}_P(D) = \text{adi}(D)$ (for the latter note that different partition classes must be colored differently, as their union is cyclic). Now consider a sequence $P_0, P_1, P_2, \ldots, P_r = P$ consisting of partitions of $V(D)$ into acyclic vertex sets such that for any $i = 0, 1, \ldots, r-1$, $P_{i+1}$ is obtained from $P_i$ by merging a pair of partition classes. The existence is easily seen by successively splitting partition classes, starting from the back with $P$. Applying Lemma 9 we get that $\bar{\chi}_{P_i}(D) \leq \bar{\chi}_{P_{i+1}}(D) \leq \bar{\chi}_{P_i}(D) + 1$ for all $i \in [r-1]$. It follows from this and from $\bar{\chi}_{P_0}(D) \leq \ell \leq \bar{\chi}_{P_r}(D)$ that there exists some $i \in [v]$ such that $\ell = \bar{\chi}_{P_i}(D)$. Let now $c : V(D) \to [\ell]$ denote an optimal digraph coloring compatible with $P_i$ which uses the fewest number (\ell) of colors. This coloring must be a complete acyclic coloring: If the union of two color classes was acyclic, we could improve the number of colors used by merging these color classes, still keeping it compatible with $P_i$. As we have found a complete acyclic coloring using exactly \ell colors, this verifies the claim. \hfill \Box

2.2 Behavior with respect to graph operations

Most standard coloring parameters such as the chromatic number are monotone under subgraphs. This is not the case for the adichromatic number and a-vertex arboricity in general (consider a bidirected $C_4$ in the directed case and the multi-graph obtained from $C_4$ by doubling all edges for small examples, or alternatively the digraphs described in Proposition 17 in the next section), we can establish a monotonicity under induced subgraphs.

\begin{lemma}
Let $D$ be a digraph and $G$ a graph.
\begin{itemize}
\item For any $v \in V(D)$, we have $\text{adi}(D) - 1 \leq \text{adi}(D - v) \leq \text{adi}(D)$.
\item For any $v \in V(G)$, we have $\text{ava}(G) - 1 \leq \text{ava}(G - v) \leq \text{ava}(G)$.
\end{itemize}
\end{lemma}

\begin{proof}
We prove the claim for the directed case, the undirected case is analogous. To prove that $\text{adi}(D - v) \leq \text{adi}(D)$, consider an optimal complete acyclic coloring of $D - v$ with color classes $V_1, \ldots, V_i, \ell := \text{adi}(D - v)$. If there is a color $i \in [\ell]$ such that $V_i \cup \{v\}$ induces an acyclic subdigraph, we can join $v$ to this color class in order to obtain a complete acyclic coloring of $D$ with $\ell$ colors. If on the other hand $V_i \cup \{v\}$ contains a directed cycle for every $i \in [\ell]$, we can give $v$ the new color $\ell + 1$ and see that this defines a complete acyclic coloring of $D$ using $\ell + 1$ colors. This implies that $\text{adi}(D) \geq \ell = \text{adi}(D - v)$ in every case.

For the second inequality, we have to prove that $\text{adi}(D) - 1 \leq \text{adi}(D - v)$. To see this, consider a complete acyclic coloring of $D$ using $r := \text{adi}(D)$ colors. There are at least $r - 1$ color classes in this coloring which were not affected by the deletion of $v$ from $D$. \end{proof}
and therefore, the union of any two of these color classes still contains a directed cycle. Clearly, each of the \( r-1 \) color classes still induces an acyclic subdigraph. Now simply give a unique new color to each vertex in \( V(D - v) \) which is in none of the \( r-1 \) color classes. Perform a greedy merging process in which, as long as there exists a pair of color classes whose union is acyclic, we merge them. In the end, we obtain a complete coloring of \( D - v \), in which no two of the \( r-1 \) color classes considered above was merged. Therefore, we have found a complete acyclic coloring of \( D \) using at least \( r-1 = \text{adi}(D) - 1 \) colors. This concludes the proof.

**Corollary 11.** Let \( D_1, D_2 \) be digraphs and \( G_1, G_2 \) graphs.

- If \( D_1 \) is an induced subdigraph of \( D_2 \), then \( \text{adi}(D_1) \leq \text{adi}(D_2) \).
- If \( G_1 \) is an induced subgraph of \( G_2 \), then \( \text{ava}(G_1) \leq \text{ava}(G_2) \).

A special role in the theory of acyclic digraph colorings is played by directed separations. As a simplest example, a directed cut in a digraph \( D \) is a set of edges of the form

\[
\delta^+(X) = \{ e \in E(D) \mid \text{tail}(e) \in X, \text{head}(e) \notin X \},
\]

where \( (X, \overline{X}) \) is a partition of the vertex set into two non-empty parts such that no edge starts in \( \overline{X} := V(D) \setminus X \) and ends in \( X \). If \( S := \delta^+(X) \) forms a directed cut, no directed cycle in \( D \) can use an edge from \( S \) and therefore either stays in \( D[X] \) or in \( D[\overline{X}] \), which implies that \( \overrightarrow{\chi}(D) = \max\{ \overrightarrow{\chi}(D[X]), \overrightarrow{\chi}(D[\overline{X}]) \} \). Iterating this argument, one can see that the dichromatic number of a digraph can be computed as the maximum over the dichromatic numbers of its strongly connected components. For the adichromatic number, such a simple relation does not hold true, as even for the disjoint union of two digraphs, there is no explicit way of computing the adichromatic number in terms of the adichromatic numbers of the two components. However, we can bring it down to exactly this case (see also Proposition 4, 4.).

**Observation 12.** Let \( D \) be a digraph, and let \( S \subseteq E(D) \) be a directed cut. Then \( \text{adi}(D) = \text{adi}(D - S) \).

**Proof.** This follows directly from the fact that the complete acyclic colorings of \( D \) are the same as those of \( D - S \), because a vertex subset \( X \subseteq V(D) \) is acyclic in \( D \) if and only if it is acyclic in \( D - S \).

We can go one step further and consider cuts which are almost directed, i.e., they have only a single edge in forward-diretion. In this case, we can contract this forward-edge without increasing the adichromatic number.

**Lemma 13.** Let \( D \) be a digraph with a non-trivial partition \( (X, \overline{X}) \) of the vertex set such that \( \delta^+(X) = \{ e \} \) for some \( e \in E(D) \). Then we have \( \text{adi}(D/e) \leq \text{adi}(D) \), where \( D/e \) is obtained from \( D \) by identifying the endpoints of \( e \).
Proof. Let \( c : V(D/e) \to [\ell] \) be a complete acyclic coloring of \( D \) using \( \ell = \text{adi}(D/e) \) colors. Let \( c' \) be the vertex-coloring of \( D \) in which every vertex not incident to \( e \) is colored as by \( c \), and where the endpoints of \( e \) both receive the color which is given to the contraction vertex of \( e \) under \( c \). It is clear that this still defines an acyclic coloring, as any directed cycle in \( D \), after contracting \( e \), still yields a directed cycle in \( D/e \) using exactly the same colors. On the other hand, if \( i \neq j \in [\ell] \) is a pair of colors, then there exists a directed cycle in \( D/e \) which uses only colors \( i \) and \( j \). Re-inserting the arc \( e \) in case the cycle uses the contraction vertex of \( e \) now defines a directed cycle in \( D \) which also only uses colors \( i \) and \( j \). We therefore have found a complete acyclic coloring of \( D \) which uses \( \ell \) colors. This proves the claim.

This operation generalizes the so-called butterfly-contractions, which have been investigated in structural digraph theory. An edge \( e \in E(D) \) is called butterfly-contractible, if it is the unique emanating edge of its tail or the unique edge entering its head. A butterfly minor of a digraph \( D \) is obtained by repeated contractions of butterfly-contractible edges from a subdigraph of \( D \). If \( e \in E(D) \) is a butterfly-contractible edge with tail \( u \) and head \( v \), then we have \( \delta^+(\{u\}) = \{e\} \) if \( e \) is the only edge emanating from \( u \), and \( \delta^+(V(D) \setminus \{v\}) = \{e\} \) if \( e \) is the only edge entering \( v \). Therefore, the following is a direct consequence of Corollary 11 and Lemma 13:

**Corollary 14.** Let \( D_1 \) be an induced butterfly-minor of \( D_2 \), i.e., \( D_1 \) is obtained from an induced subdigraph of \( D_2 \) by repeatedly contracting butterfly-contractible edges. Then

\[
\text{adi}(D_1) \leq \text{adi}(D_2).
\]

The following statements, which yield lower bounds on the a-vertex arboricity of a graph in terms of the a-vertex arboricities of induced minors, will form a central tool in the proof of our main result, Theorem 18.

**Lemma 15.** Let \( G \) be a (multi-)graph and let \( T = G[X] \) be an induced subtree of \( G \). Let \( G/T \) denote the (multi-)graph obtained from \( G \) by deleting all edges of \( T \) from \( G \) and identifying \( X \) into a single vertex \( v_X \). Then

\[
\text{ava}(G/T) \leq \text{ava}(G).
\]

**Proof.** Let \( \ell := \text{ava}(G/T) \) and let \( c : V(G/T) \to [\ell] \) be a complete arboreal coloring of \( G/T \) using all \( \ell \) colors. We claim that the coloring \( c' : V(G) \to [\ell], \)

\[
c'(v) := \begin{cases} 
c(v), & \text{if } v \notin X; \\
c(v_X), & \text{if } v \in X,
\end{cases}
\]

is also a complete arboreal coloring of \( G \) that uses \( \ell \) colors. For this purpose, we must verify that there are no monochromatic cycles in \( G \) with respect to \( c \) and that in the union of any two color classes, there is a cycle. For the first part, suppose there was a cycle \( C \) in \( G \) all whose vertices are colored \( i \) in \( c' \). Because \( T \) is an induced tree, \( C \) must
contain a vertex outside $X$. Consequently, after the contraction of $X$, the cycle $C$ yields a monochromatic closed walk of positive length in $G/T$, which by definition of $c'$ must still be monochromatic, a contradiction. On the other hand, given any pair $i \neq j \in [\ell]$ of colors, there is a cycle in $G/T$ which uses only colors $i$ and $j$ according to $c$. If the cycle does not use $v_X$, this yields also a cycle in $G$ which only uses colors $i$ and $j$ according to $c'$, as desired. In the case that the cycle traverses $v_X$, let $e, f$ be the two incident edges of $v_X$ on the cycle. By connecting the endpoints of $e$ and $f$ in $T$ by the unique monochromatic connection path in $T$ if necessary, we find that also in this case there is a cycle in $G$ which only uses colors $i$ and $j$ according to $c'$. Hence, $c'$ defines a complete arboreal coloring of $G$ with $\ell$ colors, and $\text{ava}(G) \geq \ell = \text{ava}(G/T)$.

Corollary 16. Let $G$ and $H$ be simple graphs such that $G$ contains an induced subdivision of $H$. Then $\text{ava}(G) \geq \text{ava}(H)$.

Proof. Repeated application of Lemma 15 to contractions of subdivision edges yields that the $a$-vertex arboricity of any subdivision of a graph is lower bounded by the $a$-vertex arboricity of the graph itself. The claim now follows from Corollary 11.

3 Upper Bounds for Minimum Feedback Vertex Sets

The main goal of this section is to complement the lower bounds on $\tau$ via $\text{ava}$ and $\text{adi}$ from Proposition 2 with upper bounds.

By Observation 3, the adichromatic number of the directed biorientation $\vec{K}_{n,n}$ of the complete bipartite graph is given by the achromatic number of $K_{n,n}$, which is 2. However, the size of a smallest feedback vertex set equals $n$. Similarly, the undirected biorientation $2K_{n,n}$ has $a$-vertex arboricity 2 but $\tau(2K_{n,n}) = n$ for any $n \geq 1$. In the rest of this section, we therefore focus on simple digraphs and graphs and demonstrate that while there are simple digraphs $D$ with bounded adichromatic number and unbounded $\tau(D)$ (Proposition 17), $\tau(G)$ is bounded above in terms of $\text{ava}(G)$ for simple graphs (Theorem 18). On the way to this result we achieve an upper bound for the degeneracy by a function of $\text{ava}$ (Corollary 20). Moreover, we show that in minor-closed classes $\tau(D) \leq f(\text{adi}(D))$ for some function $f$ (Theorem 23). Corollaries of the above include non-trivial relations between $\text{ava}$ and $\text{adi}$ in Subsection 3.1.

The following construction gives a family of simple digraphs with an unbounded size of the feedback vertex set but bounded adichromatic number. Additionally, these digraphs can have arbitrarily large directed girth.

Let $D(n, k)$ with $n \geq 1, k \geq 3$ denote a cyclically oriented Turán graph, that is, the $k$-partite digraph whose vertex set consists of $k$ disjoint partition classes $V_1, \ldots, V_k$ of size $n$ each and where $E(D) = \bigcup_{i=1}^{k} (V_i \times V_{i+1})$ $(k + 1 := 1)$. Hence $D(n, k)$ is obtained from $\vec{C}_k$ by replacing each vertex by $n$ independent copies.

Proposition 17. For any $n \geq 1, k \geq 3$, we have $\text{adi}(D(n, k)) \leq k$ while $\tau(D(n, k)) = n$.

Proof. Clearly, we can find a packing of $n$ vertex-disjoint directed cycles in $D(n, k)$, and so $\tau(D(n, k)) \geq n$. On the other hand, $V_1$ forms a feedback vertex set, and we conclude
that $\tau(D(n,k)) = n$. To see that $\text{adi}(D(n,k)) \leq k$, let $c : V(D(n,k)) \to [\ell]$ be a complete acyclic coloring using $\ell$ colors, and assume towards a contradiction that $\ell \geq k + 1$. For each $i \in [\ell]$, there is at least one partition class in which $i$ does not appear, otherwise there would be a directed cycle colored $i$. By the pigeon-hole principle, we therefore find a pair $c_1 \neq c_2 \in [\ell]$ of colors such that both do not appear in a certain partition class. However, there must be a directed cycle in $D(n,k)$ using only vertices with color $i$ or $j$. This contradiction shows $\text{adi}(D(n,k)) \leq k$.

The rest of this section is devoted to proving an inverse relation between the a-vertex arboricity and the smallest size of a feedback vertex set for undirected simple graphs.

**Theorem 18.** There is a function $f : \mathbb{N} \to \mathbb{N}$ such that for any simple graph $G$, we have $\tau(G) \leq f(\text{ava}(G))$.

We prepare the proof with some helpful statements. For our next result we will combine Corollary 16 with the following strong result from [12]:

**Theorem 19 ([12]).** For any $s \in \mathbb{N}$ and any simple graph $K$ there is some $d = d(s, K) \in \mathbb{N}$ such that every simple graph $G$ with minimum degree greater than $d$ contains $K_{s,s}$ as a subgraph or an induced subdivision of $K$.

For a simple graph $G$, the degeneracy of $G$ is defined as $\text{dgn}(G) := \max_{H \subseteq G} \delta(H)$, where the maximum is taken over all subgraphs (or, equivalently, all induced subgraphs) of $G$. We show that simple graphs of bounded a-vertex-arboricity have bounded degeneracy.

**Corollary 20.** There exists a function $g : \mathbb{N} \to \mathbb{N}$ such that $\text{dgn}(G) \leq g(\text{ava}(G))$ for every simple graph $G$.

**Proof.** For any $k \in \mathbb{N}$, define $g(k)$ as the integer $d(s, K)$ from Theorem 19 where $s = k + 1$ and $K = K_{k+1,k+1}$.

Now let $G$ be an arbitrary simple graph and let $k := \text{ava}(G)$. We have to prove that $\text{dgn}(G) \leq g(k)$. Assume towards a contradiction that $\text{dgn}(G) > g(k)$, i.e., there exists an induced subgraph $H$ of $G$ such that the minimum degree of $H$ is greater than $g(k) = d(k + 1, K_{k+1,k+1})$. By Corollary 11, we have $k = \text{ava}(G) \geq \text{ava}(H)$. By Theorem 19, $H$ either contains $K_{k+1,k+1}$ as a subgraph or as an induced subdivision. In the first case, let $X \subseteq V(H)$ be the set of vertices of the subgraph. On the one hand, we know that $k \geq \text{ava}(H) \geq \text{ava}(H[X])$. On the other hand, $H[X]$ is a simple graph which contains $K_{k+1,k+1}$ as a spanning subgraph. Consider a perfect matching of $K_{k+1,k+1}$ and color the vertices in $X$ with $k + 1$ different colors, such that end vertices of the same matching edge have the same color, and all matching edges are colored differently. It is now easily seen that this defines a complete arboreal coloring of $H[X]$ with more than $k$ colors, which yields the desired contradiction in this case. In the second case we directly apply Corollary 16 to obtain the contradiction $k \geq \text{ava}(H) \geq \text{ava}(K_{k+1,k+1}) = k + 1$.


The last ingredient of our proof is the following well-known theorem of Erdős and Pósa, which relates the maximum size of a vertex-disjoint cycle packing in a graph to the minimum size of a feedback vertex set. For a graph $G$ let $\nu(G)$ denote the maximal size of a collection of pairwise vertex-disjoint cycles in $G$.

**Theorem 21 ([7]).** There is an absolute constant $c > 0$ such that for every $k \in \mathbb{N}$, every graph $G$ with $\tau(G) > ck \log(k)$ fulfills $\nu(G) \geq k$.

We are now prepared for the proof of Theorem 18.

**Proof of Theorem 18.** For a clearer presentation, we prove the theorem by contradiction. From a finer analysis of the proof, one could derive an explicit expression for $f(k)$, however, the bound would be rather bad. So assume for the rest of the proof that such a function $f$ as claimed does not exist. This means that there is a fixed $A \in \mathbb{N}$ and an infinite sequence $(G_s)_{s=1}^{\infty}$ of simple graphs such that $\text{ava}(G_s) < A$ for all $s \in \mathbb{N}$ but $\tau(G_s) \to \infty$. From Theorem 21 we directly conclude that also $\nu(G_s) \to \infty$.

From Corollary 20 we get that there exists a constant $d := \max_{l=1,\ldots,A-1} g(l) > 0$ such that all the graphs $G_s$ are $d$-degenerate.

For each $s \geq 1$, we fix a packing $C_s$ of induced (that is, chordless) and pairwise vertex-disjoint cycles in $G_s$ of size $\nu(G_s)$.

For each $s \geq 1$, we associate with $C_s$ a model graph $M_s$ which has $|C_s|$ vertices, one for each cycle in $C_s$, and an edge between two vertices for every edge spanned between the corresponding cycles in $G_s$ (so this might be a multi-graph). Because the cycles were assumed to be induced, we know that $M_s$ is loopless.

**Claim:** $\alpha(M_s) < \left(\frac{A}{2}\right)$ for all $s \geq 1$.

**Proof.** Assume towards a contradiction the statement was false. Consequently, we can find some $s \geq 1$ such that $M_s$ contains an independent set $I$ of size $\left(\frac{A}{2}\right)$. Let $H$ be the subgraph of $G_s$ induced by the union of the vertex sets of cycles in $C_s$ corresponding to the vertices in $I$. Consider some bijection which maps each pair $\{i, j\} \in \left[\frac{A}{2}\right]$ to one of the $\left(\frac{A}{2}\right)$ cycles corresponding to $I$.

We now define a vertex-coloring of $H$ as follows: For each cycle associated with the pair $\{i, j\}$, we partition its vertex set into two non-trivial subsets (say induced paths), one of which gets color $i$, while the other gets color $j$. We claim that this defines a complete arboreal coloring of $H$: First of all, every color class induces a forest on each of the cycles it appears on, and since $I$ was independent, there are no edges between the considered cycles which could create monochromatic cycles. Moreover, for each pair $i, j \in [A]$ of colors, the union of the corresponding color classes contains a cycle, namely the one with label $\{i, j\}$. This proves $\alpha > \text{ava}(G_s) \geq \text{ava}(H) \geq A$, which is the desired contradiction.

Applying Ramsey’s Theorem to each of the graphs $M_s$, $s \geq 1$, we find that

$$R\left(\omega(M_s) + 1, \left(\frac{A}{2}\right)\right) > |V(M_s)| = \nu(G_s) \to \infty,$$
where for any \( r, b \in \mathbb{N}, r, b \geq 1 \), \( R(r, b) \) denotes the well-known Ramsey number. Therefore, the size \( \omega(M_s) \) of a maximum clique in \( M_s \) tends to infinity for \( s \to \infty \). For each \( s \geq 1 \), consider a clique \( W_s \) in \( M_s \) of maximum size and let \( G'_s \) be the subgraph of \( G_s \) induced by the vertices contained in the cycles corresponding to the vertices \( W_s \) of \( M_s \). Clearly, the sub-collection \( C'_s \) of \( C_s \) corresponding to \( W_s \) defines a decomposition of \( G'_s \) in induced vertex-disjoint cycles of size \( |C'_s| = \omega(W_s) \to \infty \) in \( G'_s \). Moreover, we have \( ava(G'_s) \leq ava(G_s) < A \) and \( dgn(G'_s) \leq dgn(G_s) \leq d \) for all \( s \in \mathbb{N} \). In the following, we will continue working with the sequence \( (G'_s)_{s=1}^{\infty} \) of simple graphs.

For a fixed \( s \geq 1 \) consider the graph \( G'_s \) with the cycle-decomposition \( C'_s = \{C_1, \ldots, C_k\} \). By the definition of \( C'_s \), for every pair \( C_j, C_l \) of cycles, there is an edge \( e_{jl} \in E(G'_s) \) with endpoints in \( V(C_j) \) and \( V(C_l) \).

**Claim:** There are less than \( R := R(2A, A) \) cycles \( C \in C'_s \) with \( |V(C)| \geq R \).

**Proof.** Assume towards a contradiction that there were at least \( R \) cycles in \( C'_s \) with at least \( R \) vertices each, say \( C_1, \ldots, C_R \). For each \( i \in [R] \), we can find a vertex \( v_i \in V(C_i) \) which is not incident to any of the edges \( \{e_{jl} | j, l \in [R] \} \). Let \( X := \bigcup_{i=1}^{R} (V(C_i) \setminus \{v_i\}) \) and consider the induced subgraph \( G'_s[X] \). For every \( i \), let \( P_i := C_i - v_i \). \( P_1, \ldots, P_R \) defines a vertex-partition of \( G'_s[X] \) into induced paths. Let \( M_X \) be the model (multi-)graph on \( R \) vertices obtained from \( G'_s[X] \) by identifying each of \( P_1, \ldots, P_R \) into a single vertex. By Corollary 11 and Lemma 15, we know that \( ava(M_X) \leq ava(G'_s[X]) \leq ava(G'_s) < A \). Because all the edges \( e_{jl}, 1 \leq j < l \leq R \) still exist in \( G'_s[X] \), we know that the vertices of \( M_X \) are mutually adjacent. Now define a 2-coloring of the pairs of vertices of \( M_X \) where a pair is colored blue if there is a simple edge between the corresponding vertices and red if there are at least two parallel edges between the corresponding vertices. By Ramsey’s theorem, we can find 2A vertices in \( M_X \) spanning a blue clique or \( A \) vertices spanning a red clique.

In the first case, we directly have the contradiction \( A > ava(M_X) \geq ava(K_{2A}) = A \), as desired, while in the second case, we find an induced subgraph of \( M_X \) on \( A \) vertices in which each pair of vertices is connected by a bigon. This subgraph has \( A \)-vertex-arboricity \( A \) as well (color each vertex with a different color), which yields the contradiction also in this case. \( \square \)

For each \( s \geq 1 \), consider the subset \( \mathcal{C}'_s \subseteq \mathcal{C}_s \) of cycles of length less than \( R \), and consider the induced subgraph \( H_s \) of \( G'_s \) with vertex set \( \bigcup_{C \in \mathcal{C}'_s} V(C) \). For each \( s \geq 1 \), define \( k_s := |C'_s| \), then \( k_s > |C'_s| - R \). By the above, we have \( k_s \to \infty \) for \( s \to \infty \). Because \( G'_s \) is \( d \)-degenerate, so is \( H_s \), and therefore we have \( |E(H_s)| \leq dn_s \), where \( n_s \) is the number of vertices of \( H_s \). By definition, we have \( n_s = \sum_{C \in \mathcal{C}'_s} |V(C)| \leq Rk_s \). On the other hand, all the distinct edges \( e_{jl} \) with \( C_j, C_l \in \mathcal{C}'_s \) are contained in \( E(H_s) \), and so we get the estimate
\[
\binom{k_s}{2} \leq |E(H_s)| \leq dRk_s
\]
for all \( s \geq 1 \). This clearly contradicts the fact that \( k_s \) can grow arbitrarily large. This concludes the proof of the theorem. \( \square \)
The given examples for digraphs and multi-graphs with small complete coloring parameters but without small feedback vertex sets are based on very dense (di)graphs. However, for many investigations, minor-closed classes of graphs such as planar graphs, which are rather sparse, are also important. In the following we show that for orientations of graphs in a fixed non-trivial minor-closed class, also for digraphs it is possible to establish an upper bound on the feedback vertex set in terms of the adichromatic number. Moreover, we give more explicit bounds for undirected graphs within such a class.

To prove the first part of the next Theorem, we need a directed version of Theorem 21. This result is not trivial at all. Before its resolution in [17], it was known as Younger’s Conjecture. No good (polynomial) upper bounds on the function $g$ are known yet. Again, $\nu(D)$ denotes the maximal size of a collection of pairwise vertex-disjoint directed cycles in $D$.

**Theorem 22 ([17]).** There exists a function $g : \mathbb{N} \to \mathbb{N}$ such that for any digraph $D$, we have

$$\tau(D) \leq g(\nu(D)).$$

**Theorem 23.** Let $\mathcal{G}$ be a minor-closed class of simple graphs which is non-trivial (that is, it does not contain all graphs).

1. There is a function $f : \mathbb{N} \to \mathbb{N}$ (depending on $\mathcal{G}$), such that for any digraph $D$ whose simple underlying graph (obtained from ignoring parallel edges) is contained in $\mathcal{G}$, we have

$$\tau(D) \leq f(\text{adi}(D)).$$

2. There is a constant $C > 0$ (depending on $\mathcal{G}$) such that for every graph $G$ whose simplification (identifying parallel edges) lies in $\mathcal{G}$, we have

$$\tau(G) \leq C \cdot \text{ava}(G)^2 \log(\text{ava}(G)).$$

**Proof.** We start by noting that the graphs in $\mathcal{G}$ have bounded chromatic number: Since $\mathcal{G}$ is non-trivial, there is a graph $H$ which is a forbidden minor for all members of $\mathcal{G}$. Therefore, all graphs in $\mathcal{G}$ are $K_{|V(H)|}$-minor free. By a classical result of Mader ([14]), these graphs have bounded degeneracy and therefore bounded chromatic number. In the following let $d > 0$ denote a constant such that $\chi(G) \leq d$ for all $G \in \mathcal{G}$. It follows from the estimate $\frac{|V(G)|}{\alpha(G)} \leq \chi(G)$ that $\alpha(G) \geq \frac{1}{d} n$ for all $G \in \mathcal{G}$ on $n$ vertices.

1. Let $g : \mathbb{N} \to \mathbb{N}$ be the function from Theorem 22, and let $D$ be a given digraph whose simplified underlying graph is in $\mathcal{G}$. Let $\nu(D) = k$ and let $\{C_1, \ldots, C_k\}$ be an optimal collection of vertex-disjoint and w.l.o.g induced directed cycles. Consider the simple model-graph $M$ which has $k$ vertices, one for each cycle $C_i$, and an edge between two vertices if the corresponding cycles are connected by an edge. Because the cycles $C_i$ are all induced, $M$ is obtained from the simplified underlying graph of $D$ by first deleting all the vertices not on any of the cycles and then contracting the cycles into vertices. These are graph minor operations, and therefore we have $M \in \mathcal{G}$. We
conclude that $\alpha(M) \geq \frac{1}{d}k$. Let $I \subseteq V(M)$ be an independent set of size $|I| \geq \frac{1}{d}k$ in $M$ and consider the subdigraph $D'$ of $D$ induced by the union of the vertex sets of cycles $C_i \in \mathcal{C}$ corresponding to vertices in $I$. We know that $D'$ is the disjoint union of at least $\frac{1}{d}k$ directed cycles. Therefore, if $\frac{1}{d}k \geq \binom{\text{adi}(D')}{2}$, then $D'$ contains an induced subdigraph which is the disjoint union of $\binom{\text{adi}(D')}{2}$ directed cycles, and then part 4 of Proposition 4 and Corollary 11 would imply that $\text{adi}(D') \geq \text{adi}(D') + 1$, a contradiction. Hence, we must have $\frac{1}{d}k < \binom{\text{adi}(D')}{2}$, We finally conclude that (assuming $g$ to be monotone)

$$\tau(D) \leq g(\nu(D)) \leq g\left(d\binom{\text{adi}(D) + 1}{2}\right) =: f(\text{adi}(D)),$$

which proves the claim.

2. The proof works completely analogous to the directed case, and we obtain the estimate

$$\nu(G) < d\binom{\text{ava}(G) + 1}{2} \leq d \cdot \text{ava}(G)^2.$$ 

Finally, this implies using Theorem 21 that

$$\tau(G) \leq c \cdot \nu(G) \log(\nu(G)) \leq C \cdot \text{ava}(G)^2 \log(\text{ava}(G)),$$

where $C > 0$ is a constant which only depends on $G$. \hfill $\Box$

### 3.1 Interplay of ava and adi

As a direct consequence of Theorem 18 we can prove a one-sided relationship between the adichromatic number of a simple digraph and the a-vertex arboricity of its underlying graph.

**Corollary 24.** There exists a function $h_1 : \mathbb{N} \to \mathbb{N}$ such that for any simple digraph $D$ with underlying graph $G$, we have

$$\text{adi}(D) \leq h_1(\text{ava}(G)).$$

**Proof.** This follows directly from Proposition 2 (applied to $D$) and Theorem 18, as we have

$$\text{adi}(D) \leq \tau(D) + 1 \leq \tau(G) + 1 \leq f(\text{ava}(G)) + 1. \hfill \Box$$

The above estimate cannot be reversed when looking at a fixed digraph (consider acyclic digraphs). However, if a graph has large a-vertex arboricity, it is possible to find an orientation of $G$ with large adichromatic number.

**Proposition 25.** There is a function $h_2 : \mathbb{N} \to \mathbb{N}$ such that

$$\text{ava}(G) \leq h_2\left(\max_{D \in \mathcal{O}(G)} \text{adi}(D)\right)$$

for every graph $G$, where $\mathcal{O}(G)$ denotes the set of digraphs whose underlying graph is $G$. 
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Proof. Because \( \text{ava}(G) \) is bounded in terms of \( \tau(G) \), which again (by Theorem 21) is bounded above by a function of \( \nu(G) \), it suffices to prove that graphs with a sufficiently large cycle packing have an orientation with large adichromatic number. So let \( k \in \mathbb{N} \) be arbitrary and let \( G \) be a graph with \( \nu(G) \geq \binom{k}{2} \). Consider a cycle packing \( \mathcal{C} = \{C_1, \ldots, C_{\binom{k}{2}}\} \) of induced cycles and let \( D \) be the orientation of \( G \) in which all edges with endpoints in \( V(C_i) \) and \( V(C_j) \) are oriented towards \( C_j \) if \( i < j \), and where all cycles \( C_i \) are made directed. Because each pair of cycles is separated by a directed edge-cut in \( D \), we conclude from Observation 12 that \( \text{adi}(D) = \text{adi}(D') \), where \( D' \) is obtained from \( D \) by deleting all edges between the cycles. As \( D' \) is the disjoint union of \( \binom{k}{2} \) directed cycles, we conclude from Proposition 4 that \( \text{adi}(D') \geq k \). As \( k \) was arbitrary, this proves the claim.

4 Discussion

In this final section we want to touch upon two topics. First, we take a more general point of view by relating our investigations to the Erdős-Pósa property and introducing the novel notion of \( \tau \)-boundedness. Second, we comment on the behavior of the parameters with respect to randomness.

4.1 Erdős-Pósa and \( \tau \)-boundedness

Many of the results in this paper fit into the following more general setting. Let \( H \) be a class of guest (di)graphs, then for a host (di)graph define \( \tau_H(G) \) to be the size of a minimum \( F \subseteq V \) such that \( G - F \) is \( H \)-free, that is, it contains no element of \( H \) as an induced sub(di)graph. Moreover, denote by \( \nu(H) \) the size of a largest packing of elements of \( H \) as induced sub(di)graphs in \( G \). While clearly \( \nu_H(G) \leq \tau_H(G) \) for all (di)graphs \( G \), one says that a host class \( G \) has the Erdős-Pósa property with respect to \( H \) if there is a function \( f \) such that \( \tau_H(G) \leq f(\nu_H(G)) \) for all \( G \in \mathcal{G} \). Define an \( H \)-coloring of \( G \) to be a partition of \( V(G) \) into sets that induce \( H \)-free (di)graphs. Call an \( H \)-coloring complete if the union of any two color classes contains a member of \( H \) as induced sub(di)graph. The \( H \)-chromatic number \( \chi_H(G) \) and the \( H \)-achromatic number \( \Psi_H(G) \) are the smallest (respectively the largest) number of colors that can be used in a complete \( H \)-coloring of \( G \). With a completely analogous proof to Theorem 7 we get an interpolation theorem.

**Theorem 26.** Let \( G \) be a (di)graph, \( H \) a class of (di)graphs and let \( \ell \in \mathbb{N} \). Then there exists a complete \( H \)-coloring of \( G \) using exactly \( \ell \) colors if and only if \( \chi_H(G) \leq \ell \leq \Psi_H(G) \).

More importantly, the arguments of Proposition 2 go through to show:

**Proposition 27.** For any (di)graph \( G \) and any class \( H \) of (di)graphs, we have \( \Psi_H(G) \leq \tau_H(G) + 1 \).

Conversely, we say that a host class \( \mathcal{G} \) is \( \tau_H \)-bounded if there is a function \( f \) such that \( \tau_H(G) \leq f(\Psi_H(G)) \) for all \( G \in \mathcal{G} \). By pairing the parts of a maximum complete \( H \)-coloring
one obtains a set of $\left\lfloor \frac{\Psi_H(G)}{2} \right\rfloor$ disjoint members of $\mathcal{H}$ in $G$. Thus, $\Psi_H(G) \leq 2\nu_H(G) + 1$ and we get that $\tau_H$-boundedness is a strengthening of the Erdős-Pósa property:

**Proposition 28.** Let $\mathcal{G}$ and $\mathcal{H}$ be classes of (di)graphs. If $\mathcal{G}$ is $\tau_H$-bounded, then $\mathcal{G}$ has the Erdős-Pósa property with respect to $\mathcal{H}$.

A classical result for the achromatic number states that the size of a minimum vertex cover is bounded in terms of the achromatic number of a graph ([8]), i.e, the class $\mathcal{G}$ of all graphs is $\tau_{K_2}$-bounded. Theorem 18 shows that the class of simple graphs is also $\tau_C$-bounded with respect to the class $\mathcal{C}$ of cycles, thus in a sense strengthening the classical Erdős-Pósa result [7]. Furthermore, Theorem 23 can be generalized in a straight-forward way to yield:

**Theorem 29.** Let $\mathcal{G}$ be (the orientations of) a non-trivial minor-closed class of simple undirected graphs, and let $\mathcal{H}$ be a class of weakly connected (di)graphs. If $\mathcal{G}$ has the Erdős-Pósa property with respect to $\mathcal{H}$, then $\mathcal{G}$ is $\tau_H$-bounded.

On the other hand, while the class $\mathcal{G}$ of all digraphs has the Erdős-Pósa property with respect to the class $\mathcal{C}$ of directed cycles, see [17], our construction in Proposition 17 shows that $\mathcal{G}_g$, the class of digraphs with directed girth at least $g$, is not $\tau_{C^*}$-bounded, for any fixed $g \geq 2$. Hence, the strengthening of the Erdős-Pósa property claimed in Proposition 28 is strict and leaves open finding good lower bounds for the adichromatic number. In general, we believe that $\tau$-boundedness deserves further investigation in particular with respect to the numerous Erdős-Pósa properties that have been studied, see e.g. [16].

### 4.2 A-vertex-arboricity of a random graph

Let $G(n, p)$ for $n \in \mathbb{N}, p \in (0, 1)$ denote a graph generated randomly according to the Erdős-Rényi model by taking $n$ vertices, and connecting a pair of vertices with probability $p$, independently from all other pairs of vertices. The following bounds follow directly from a result of Bollobás on the chromatic number of a random graph ([2]). They show that for a fixed probability $p$ (independent of $n$), the a-vertex arboricity and the minimum size of a feedback vertex set are at most a logarithmic factor apart for asymptotically almost all graphs.

**Proposition 30.** There are constants $c_1, c_2 > 0$ such that for any fixed $p \in (0, 1)$, we have that a.a.s.

$$\text{ava}(G(n, p)) \geq c_1 \log \left( \frac{1}{1 - p} \right) \frac{n}{\log n},$$

$$\tau(G(n, p)) \leq n - c_2 \frac{\log(n)}{\log(1 - p)}.$$

**Proof.** The main result from [2] shows that a.a.s., we have

$$\chi(G(n, p)) = \left( \frac{1}{2} + o(1) \right) \log \left( \frac{1}{1 - p} \right) \frac{n}{\log n}.$$
The claim now follows from the simple estimates

\[ \text{ava}(G) \geq \text{va}(G) \geq \frac{1}{2} \chi(G) \]

and

\[ \tau(G) = n - \max\{|V(F)| : F \text{ is induced forest}\} \leq n - \alpha(G) \leq n - \frac{n}{\chi(G)} \]

which hold for any simple graph \( G \).

This result gives a hint that in fact, it might be possible to find good upper bounds for the function \( f : \mathbb{N} \to \mathbb{N} \) from Theorem 18, which are much better than the multiply exponential bounds one would obtain from our proof. The best lower bound we know so far is from the simple example in Proposition 4, (4), which only shows that \( f(k) = \Omega(k^2) \). We would be very interested in any improvements of bounds (lower and upper) on the asymptotic growth of the function \( f \). Another question concerns the behavior of the adichromatic number on random digraphs.
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