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We investigate the ground state properties of a non-locaely coupled bosonic system in a bilayer optical superlattice by considering bosons in one layer to be of softcore in nature and separately allowing two and three body hardcore constraints on the other layer. We find that the presence of different constraints on bosons in one layer influences the overall phase diagram exhibiting various Mott insulator phases at incommensurate densities due to the presence of the superlattice potential apart from the usual Mott insulators at commensurate densities. Moreover, the presence of two or three-body constraints significantly modifies the Mott insulator-Superfluid phase transition points as a function of the superlattice potential. Due to the various competing interactions, constraints and superlattice potential the phase diagrams exhibit significantly different features. We obtain the complete phase diagrams by using the cluster-mean-field theory approach. We further extend this work to a coupled two-leg ladder superlattice where we obtain similar physics using the density matrix renormalization group method.

I. INTRODUCTION

Quantum phase transitions in systems of ultracold quantum gases in optical lattices have revealed a host of new phenomena in recent years. The rapid progress in experimental manipulation of these weakly interacting systems in optical lattices has allowed to uncover various interesting physics which were impossible to understand using the conventional solid state systems. One such example is the observation of the superfluid (SF) to Mott insulator (MI) phase transition in a three-dimensional optical lattice [1], the phenomenon which was predicted in the context of the Bose-Hubbard model [2, 3]. The state-of-the-art experimental set ups and the flexibility to control the system parameters in such systems have provided a new platform to explore interesting phenomena in nature which has led to a plethora of novel and exciting physics. While the dominant interaction in such ultracold systems is the two-body contact interactions, it has been shown that there exist higher order local interactions as well, which have non-negligible effects on the ground state properties [4, 5]. Recently it was shown that the leading multi-body interactions, such as the three-body interaction, can be engineered under suitable conditions in optical lattices [6–9] which can play important roles in discovering many-body quantum phases, especially at higher densities [10, 11]. Such many-body interactions can drastically modify the behaviour of the system. For instance, the three-body interaction can become very large leading to the three-body hardcore constrained where not more than two particles can occupy a single site. This feature is crucial in studying the systems of attractive bosons in optical lattices by preventing the collapse of bosons. These three-body constrained bosons(TBCs) are shown to exhibit the superfluid to pair-superfluid(PSF) phase transition in optical lattice [12]. Similar situation is also seen in the regime of large onsite two-body repulsion where no two bosons can simultaneously occupy a single site. In such a situation the bosons are called the hardcore bosons(HCBs) or the Tonk's gas [13].

On the other hand long-range dipolar interactions in atoms, molecules and Rydberg atoms have culminated into a completely new realm of physics where several novel phenomena have been predicted and observed in recent experiments such as the CDW phases, the exotic supersolid phases and self-bound quantum droplets [14–18]. Interestingly, these non-local interactions have shown to couple systems which are spatially separated from each other such as the bilayer systems and two leg ladders. In such a scenario one can drive the two decoupled systems together with the help of the long-range dipole-dipole interaction [19–22]. Moreover, the bilayer systems with inter-layer interactions resemble systems of two component atomic mixtures in optical lattices. A new area of research has evolved in the context of the dual species bosons, fermions as well as Bose-Fermi mixtures due to the recent advancement in cooling and trapping of binary mixtures in experiments [23–32]. The creation and manipulation of such dual-species mixtures with completely two different species of atoms or two hyperfine states of a particular species in optical lattices to acheive strong correlations have opened up various avenues in addressing complex many-body systems. The presence of different types of interactions compared to the single species systems have made the binary mixture a topic of great interest, as a result several theoretical predictions and experimental observations have been made in various context [28, 30–43]. At the same time the creation of optical superlattices [44, 45] have proven to provide an additional flexibility to manipulate lattice potentials and periodicity which results in different interesting applications. A great deal of research has been done on optical superlattices and several new phases have been predicted in theory and observed in experiments on various context [44, 46–57]. Although various investigations have been made in systems of ultracold quantum gases in optical superlattices, the study of bilayer superlattice or binary mixture in superlattices may lead to novel phenomena. As the systems of dual species mixture can be...
sections. In both the cases we study the phase diagram of the system and obtain various gapped phases which appear at commensurate as well as incommensurate densities. We also show how the tip positions of these gapped phases or in other words the gapped to gapless phase transitions behave by changing the constraint on the bosons in layer-B. To this end we implement the cluster mean-field theory (CMFT) approach to analyse the Eq. 1. In the end we utilise the well-known density matrix renormalization group (DMRG) method for the two-leg ladder model to examine the features in one dimension. It is to be noted that this problem can also be analysed using the simple mean-field decoupling approximation [60] which can capture the qualitative physics of the system. However, in order to achieve better accuracy we employ the CMFT approach. For the models like shown in Eq. 1, the CMFT method works
III. RESULTS AND DISCUSSION

A. Hardcore constraint for bosons in layer-B

In this part, we discuss the case when the bosons in layer-B are hardcore in nature. In the decoupled layer limit i.e. $U_{AB} = 0$, both the layers behave as independent two dimensional (2d) systems. It is well known that there exists a critical value of $\lambda$ for which the system undergoes an SF to MI transitions at half filling for both hardcore and softcore bosons in 2d [10, 51, 63]. Therefore, it is expected that the first Mott lobe would appear in the system after a critical value of $\lambda$ for density $\rho = 1/4$ where any one of the layers attains half filling. At this stage the inter-layer interaction $U_{AB}$ has no role on the phase diagram as the particles reside in any one of the layer. However, with the increase in the chemical potential $\mu$ both the layers get populated and one may see interesting interplay between $U_A$, $U_{AB}$ and $\lambda$ which leads to various gapped phases and transitions to the SF phase at different integer and non integer fillings of individual layers as shown in Fig. 2. In this paper we call all the gapped phases the MI phases although the ones at non integer densities are different from the usual MI phase where each site is occupied with same integer number of bosons [47]. However, in the case of superlattices, one can consider the density with respect to the unit-cell (the periodicity of the superlattice) so that the gapped phases at non integer densities can be called as the MI phases for those particular densities.

The phase diagram of Fig. 2 is obtained by self consistently diagonalising the Hamiltonian shown in Eq. 2 to obtain the ground state wave function and then the superfulid order parameter $\psi$ as discussed in the previous section. By considering a large onsite interaction $U_A = 80$ and $U_{AB} = U_A/2$ which is sufficient to establish various gapped phases for the softcore bosons in one layer.

In our calculation we have set $t = 1$ to make all the physical quantities dimensionless. For the CMFT calculation we use a four sites cluster which consists of two sites from both the layers. We call this a supercell in the following discussion. We define the quantity

$$n = \sum_{\sigma \in \{A,B\}} \sum_{i=1}^{\frac{N}{2}} n_{i\sigma}$$

and $\rho = \frac{1}{4} n$ which are the total particle number and density in one supercell to distinguish various phases. We also assume equal chemical potentials for bosons in both the layers by making $\mu_A = \mu_B = \mu$ in our calculation. By fixing the values of $U_A$, $U_B$ (in case of TBCs) and $U_{AB}$ we compute the complete phase diagram in the $\mu$ vs $\lambda$ plane. One can in principle fix the value of $\lambda$ and vary the interactions as done in Ref. [59]. However, to understand the effect of the superlattice potential on the phase diagram, we consider a range of $\lambda$ in our calculation. Further we analyse the system in one dimension by considering a two-leg ladder which can be viewed as two superlattice chains coupled via the dipole-dipole interaction. We study the model (1) by using the DMRG method by considering $\sigma$ as the two legs of the ladder. In our DMRG calculation we assume system sizes up to 100 sites and 500 density matrix eigenstates. The cluster and system size considered in our calculation are found to be sufficient to capture the physics we are interested in.

![FIG. 2. CMFT phase diagram when bosons in layer-A are softcore and in layer-B are HCBs. Here $U_A = 80$ and $U_{AB} = 40$.](image-url)
and by varying \( \lambda \) for a wide range of values, we obtain the entire phase diagram which consists of the gapped MI lobes and the intermediate SF phases. Here we define the total superfluid order parameter

\[
\rho_s = \frac{1}{3} \sum_i |\psi_i|^2,
\]

where \( \psi_i \) is the layer dependent superfluid order parameter as discussed in the previous section. The gapped phases are obtained by looking at the vanishing up of the total superfluid order parameter with respect to the chemical potential in the \( \rho_s \) vs \( \mu \) plot for several values of \( \lambda \). In Fig. 3 we show \( \rho_s \) (solid blue line) and \( \rho_s \) (dashed green line) with respect to \( \mu \) for \( \lambda = 10, 70, 140 \) which cut through the gapped phases in Fig. 2 parallel to the \( \mu \) axis. It can be seen that for a particular \( \lambda \), as \( \mu \) increases the plateaus in \( \rho \) appear and at the same time \( \rho_s \) vanishes corresponding to the MI phases. We denote the MI phases as MI\(_n\) where the subscript \( n \) indicates the total number of particles i.e. \( n_A + n_B \) in an supercell. The possible supercell atom distribution for all the MI phases are presented in Table. I.

It can be seen from Fig. 2 that the first lobe which corresponds to the MI\(_1\) appears after a critical \( \lambda \sim 8 \) at \( \rho = 1/4 \) as discussed before. The gap continues to be finite and the lobe expands as \( \lambda \) increases further. Upon increasing the value of \( \mu \) or in other words by increasing the particle number in the system, the other gapped phases start to appear, which are seen as plateaus in the \( \rho_s \) vs \( \mu \) plot shown in Fig. 3. For total density \( \rho = 1/2 \) (half filling of both the layers), there exists two gapped lobes separated by the SF phase as a function of \( \lambda \). The appearance of large gap at vanishing \( \lambda \) can be attributed to the effect of \( U_{AB} \) which prevents the atoms in layer-A and layer-B to occupy the same sites. Hence, one may expect a gapped phase which is similar to the checker-board solid for the Bose-Fermi mixture on a square lattice [64]. We call this phase as the MI\(_2\) phase. As discussed in Ref. [64], the stability of this gapped phase depends on the ratio \( U_{AB}/U_A \). In our case \( U_{AB}/U_A = 0.5 \), which is sufficient to open a gap in the system. However, the gap gradually decreases as the value of \( \lambda \) increases and as a result the system enters into the SF phase. This is because of the increase in the effective onsite potential in every alternate sites on both the layers which results in a smaller ratio \( U_{AB}/U_A \). Increasing in value of \( \lambda \) further, the gapped phase reappears after a critical \( \lambda \sim 47.6 \). At this stage, the superlattice potential is very strong compared to the ratio \( U_{AB}/U_A \) and the bosons reside in the deep lattice sites. We call this gapped phase the MI\(_3\) phase which is similar to the striped phase for the 2\( d \) case. The density distribution can be seen from the \( \rho \) vs. \( \mu \) plot as shown in Fig. 3 (see figure for detail).

At this stage further increase in density results in the next gapped phases at \( \rho = 3/4 \). The situation at this density is completely different from the case of half density. Here we find that the system is initially in the gapless SF phase for a range of \( \lambda \) starting from \( \lambda = 0 \) and there exists a gapped island for some intermediate range of \( \lambda \) and then a gapped phase for the large values of \( \lambda \). The physics at this density can be understood by the following analysis. For \( \lambda = 0 \), as \( \mu \) increases the layer-A will start to get populated first due to the softcore nature

### Table I

| \( n \) | \( \rho \) | Supercell Configuration | ρ |
|---|---|---|---|
| 1 | 0.25 | MI\(_1\) = \( \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \) or MI\(_1\) = \( \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \) | \( \rho \) |
| 2 | 0.5 | MI\(_2\) = \( \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix} \) or MI\(_2\) = \( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) | \( \rho \) |
| 3 | 0.75 | MI\(_3\) = \( \begin{pmatrix} 4 & 1 \\ 1 & 1 \end{pmatrix} \) and MI\(_3\) = \( \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix} \) | \( \rho \) |
| 4 | 1.0 | MI\(_4\) = \( \begin{pmatrix} 2 & 2 \\ 1 & 1 \end{pmatrix} \) and MI\(_4\) = \( \begin{pmatrix} 1 & 3 \\ 1 & 1 \end{pmatrix} \) | \( \rho \) |
| 5 | 1.25 | MI\(_5\) = \( \begin{pmatrix} 1 & 2 \\ 1 & 1 \end{pmatrix} \) | \( \rho \) |
| 6 | 1.5 | MI\(_6\) = \( \begin{pmatrix} 2 & 2 \\ 1 & 1 \end{pmatrix} \) and MI\(_6\) = \( \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix} \) | \( \rho \) |
| 7 | 1.75 | MI\(_7\) = \( \begin{pmatrix} 2 & 3 \\ 1 & 1 \end{pmatrix} \) | \( \rho \) |
| 8 | 2.0 | MI\(_8\) = \( \begin{pmatrix} 3 & 3 \\ 1 & 1 \end{pmatrix} \) and MI\(_8\) = \( \begin{pmatrix} 2 & 4 \\ 1 & 1 \end{pmatrix} \) | \( \rho \) |

---

FIG. 3. (Color online) Variation of \( \rho \) (solid blue curve) and \( \rho_s \) (dashed green curve) with respect to \( \mu \) for \( \lambda = 10, 70, 140 \) shows the gapped and gapless phases when layer-B has HCBs. The plateaus in \( \rho \) correspond to the gap in the MI phases whereas the shoulders around the plateaus (where the values of \( \rho_s \) are finite) indicate the gapless SF phase. We also plot the individual layer densities as \( \rho_A \) (dot dashed curve) and \( \rho_B \) (dotted curve) for clarity. Due to the hardcore nature \( \rho_B \) saturates at one. The fluctuations in \( \rho_A \) and \( \rho_B \) are due to the degenerate states in the CMFT calculation.
and all the sites are occupied by one atom each giving rise to unit filling and the layer-B remains at half filling. At unit filling the layer-A is in the MI phase as \( U_A \) is sufficiently strong. As a result, the atoms in layer-B will experience equal repulsion \( U_{AB} \) from all the sites of layer-A and hence they can move freely giving rise to the SF phase of layer-B. Therefore, the system as a whole is gapless although layer-A is in the MI state. The increase in \( \lambda \), however, introduces the gap in the system by localising the hardcore bosons into the deep sites of layer-B while the layer-A remains in the MI phase. The resulting system is therefore, a gapped phase. This phase is called the MI\(_l^3\) phase which lies between \( \lambda \sim 7.5 \) and \( \lambda \sim 108.4 \). Further increase in \( \lambda \) leads to increase in particle-hole fluctuation and the gapped MI phase starts to melt and the SF phase reappears in the system. Eventually, the system enters into another gapped phase after a critical value of \( \lambda \sim 131.10 \) where in layer-A two bosons are localized in the deep lattice sites. We call this phase as the MI\(_l^7\) phase as depicted in the phase diagram of Fig. 2.

At this stage, further increase in the value of \( \mu \) will facilitate addition of bosons in layer-B which saturates at unit filling due to the hardcore nature of bosons where all the sites are occupied by one boson each. This situation corresponds to the MI\(_l^4\) phases in the phase diagram where the total density of the system is \( \rho = 1 \). When \( \lambda \) is small, we have every sites in both the layers occupied by one atom each and this phase is called the MI\(_l^0\). When \( \lambda \) increases, the MI\(_l^0\) phase melts and the system enters into the SF phase and eventually leading to the MI\(_l^2\) phase where the atoms in layer-A occupy the deep sites while the layer-B maintains the uniform density due to the hardcore nature. In such a situation the layer-A is like the striped phase and layer-B is saturated. These features can be clearly seen from the individual layer densities as shown in Fig. 3.

Similar situation arises for the other integer and non-integer densities where two distinct gapped phases appear at two limits of the superlattice potential which are separated by the SF phase as depicted in the phase diagram of Fig. 2. The corresponding boson distributions are shown in Table.I for clarity. For quarter-integer densities, the gapped islands appear for a range of intermediate values of \( \lambda \) separated by the SF phase. It is to be noted that the tip of the right lobes shifts towards larger values of \( \lambda \) as \( \rho \) increases. However, there occurs an interesting pattern for the left lobes where the tip first shifts towards larger \( \lambda \) up to MI\(_l^3\) and then shifts left for higher densities. The appearance of this feature is attributed to the presence of bosons in layer-B in all the lattice sites after a critical density \( \rho \geq 1 \). At these densities, the bosons in layer-A does not get affected by the presence of the bosons in layer-B as it experiences uniform repulsion which is equal to \( U_{AB} \) from all sites. Therefore, the physics of the system is governed only by the properties of bosons in layer-A as discussed in Ref. [10]. The MI\(_l^4\)-SF transitions happens for smaller and smaller values of \( \lambda \) as the density increases because the increase in density leads to the decrease in the effective onsite interactions on the shallow lattice sites. Therefore, the MI\(_l^4\) lobes melt into the SF phases due to the hopping \( t \) which dominates over the interactions. On the other hand the SF-MI\(_l^4\) transition points shift towards the larger values of \( \lambda \) at higher densities because of the increase in number of particles in the deep wells which results in an increase in \( U_{AB} \). Therefore, a stronger \( \lambda \) is necessary to introduce the MI\(_l^0\) phases as can be seen from the phase diagram.

### B. Three-body constraint for bosons in layer-B

Now we discuss the case in which we replace the bosons in layer-B with the TBCs. As discussed before, the effect of three-body constraint is a result of large three-body onsite repulsion i.e. \( W \rightarrow \infty \). In such a situation the maximum number of bosons allowed per lattice site is two i.e. \( (a^\dagger)^3 = 0 \). Such constrained bosons may impart significant effects on the overall phase diagram of bosons in optical superlattice. Note that, in this case we have finite values of two-body interaction \( U_B \) in layer-B, similar to the previous section, we numerically solve the mean-field Hamiltonian given in Eq. 2 and with \( U_A = U_B = 80 \) and \( U_{AB} = 40 \) and varying \( \lambda \) we obtain various gapped phases. The ground state phase diagram is shown in Fig. 4 and the particle distributions are shown in Table-II.

In Fig. 5 we show \( \rho, \rho_s - \mu \) curves for \( \lambda = 10, 70, 140 \) along the cuts through the gapped phases in Fig. 4. As discussed in the previous section we see that for a particular \( \lambda \), as the chemical potential increases the plateaus in \( \rho \) appear and at the same time \( \rho_s \) vanishes which correspond to the MI phases which are explained in Table-II.

It can be seen that the phase diagram for this case exhibits distinct features along with some similarities com-

---

**FIG. 4.** CMFT phase diagram when bosons in layer-A are softcore and in layer-B are TBCs. Here \( U_A = U_B = 80 \) and \( U_{AB} = 40 \).
pared to the one obtained when bosons in layer-B was hardcore in nature (compare with Fig. 2). Although the appearance of the MI phases for the odd (total) densities show similar behavior as the previous case, the even lobes exhibit different features with respect to their tip positions. It can be easily seen that the features in the part of the phase diagram from \( n = 6 \) onwards matches well with the phase diagram of the previous case (when the layer-B was hardcore) except the first lobe at \( n = 1 \) of Fig. 2. This can be understood as follows. Let’s consider the \( \lambda = 0 \) case for simplicity. As the layer-B is occupied by TBCs now, for \( n = 6 \) the density of the supercell is 1.5. This means, there are two extra particles on top of the \( \rho = 1 \) lobe (MI). At \( \rho = 1 \), each sites of both the layers are occupied by one particle because of large onsite interactions \( U_A \) and \( U_B \). Therefore, any extra particle which gets added to layer-B containing the TBCs will behave like hardcore bosons on top of the uniform particle distribution. Hence, the effective system becomes equivalent to the one considered in the previous section. However, there exists different gapped phases at low density regimes i.e. upto \( n = 6 \) lobes. For \( n = 1(\rho = 0.25) \) we get the MI \(_1\) phase which is similar to the one in Fig. 2 which starts after finite value of \( \lambda \sim 8 \). As the number of particles increases, the second gapped phase MI \(_2\) appears at \( n = 2(\rho = 0.5) \) for \( \lambda = 0 \) and this survives upto a critical value of \( \lambda \sim 32 \) and after this the system becomes gapless. In this case, each layer is occupied by one boson. Further increase in \( \lambda \) leads to the MI \(_4\) phase, where the particles live in the deep sites. Similarly, the MI \(_4\) phases appear for \( n = 4(\rho = 1) \) in the beginning when \( \lambda = 0 \) and the system is a proper Mott insulator at unit filling. Increase in \( \lambda \) will melt the gap and the SF phase appears and further increase in \( \lambda \) will re-introduce the gap and the system gets into the MI \(_4\) phase. In this phase, there can be two possible particle distributions in the lattice where two particles populate the deep sites of layer-A while sites of layer-B are uniformly filled by one particle in each site and vice-versa. This gapped phase vanishes at \( \lambda \sim 148 \) and further increase in \( \lambda \) may lead to another gapped phase where the deep sites of both the layers will be occupied by two particles (not in the range of \( \lambda \) considered here). The physics of odd integer lobes can also be understood from the similar analogies discussed above.

### C. Phase diagram in one dimension

In this section we complement our CMFT results presented above by analyzing the situation in one dimension.

| n   | \( \rho \) | Supercell Configuration |
|-----|---------|------------------------|
| 1   | 0.25    | MI\(_1\) = \( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \) or MI\(_1\) = \( \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \) |
| 2   | 0.5     | MI\(_2\) = \( \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \) or MI\(_2\) = \( \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \) |
| 3   | 0.75    | MI\(_3\) = \( \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix} \) or MI\(_3\) = \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) |
| 4   | 1.0     | MI\(_4\) = \( \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix} \) or MI\(_4\) = \( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) |
| 5   | 1.25    | MI\(_5\) = \( \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix} \) or MI\(_5\) = \( \begin{pmatrix} 1 & 1 \\ 0 & 2 \end{pmatrix} \) |
| 6   | 1.5     | MI\(_6\) = \( \begin{pmatrix} 2 & 1 \\ 1 & 0 \end{pmatrix} \) or MI\(_6\) = \( \begin{pmatrix} 1 & 2 \\ 1 & 1 \end{pmatrix} \) |
| 7   | 1.75    | MI\(_7\) = \( \begin{pmatrix} 2 & 2 \\ 1 & 1 \end{pmatrix} \) or MI\(_7\) = \( \begin{pmatrix} 1 & 3 \\ 1 & 2 \end{pmatrix} \) |
| 8   | 2.0     | MI\(_8\) = \( \begin{pmatrix} 2 & 2 \\ 2 & 0 \end{pmatrix} \) or MI\(_8\) = \( \begin{pmatrix} 1 & 3 \\ 2 & 2 \end{pmatrix} \) |
| 9   | 2.25    | MI\(_9\) = \( \begin{pmatrix} 3 \ R \ 2 \\ 2 & 2 \end{pmatrix} \) |
| 10  | 2.5     | MI\(_{10}\) = \( \begin{pmatrix} 3 & 2 \\ 2 & 2 \end{pmatrix} \) or MI\(_{10}\) = \( \begin{pmatrix} 2 & 4 \\ 2 & 2 \end{pmatrix} \) |

**FIG. 5.** (Color online) Figure shows the value of \( \rho \)(solid blue curve) and \( \rho_A \)(dashed green curve) with respect to \( \mu \) for \( \lambda = 10, 30, 140 \) corresponding to the gapped and gapless phases when bosons in layer-B are TBCs. The plateaus in \( \rho \) indicates the gap in the MI phases whereas the shoulder around the plateaus (where the values of \( \rho_A \) are finite) correspond to the gapless SF phase. We also plot the individual layer densities as \( \rho_A \)(dot dashed curve) and \( \rho_B \)(dotted curve) for clarity. Note that \( \rho_B \) saturates at two after a certain chemical potential due to the three-body constraint.
The one dimensional analogue of bilayer geometry is a two-leg ladder where the layer-A(B) is replaced by leg-A(B) as shown in Fig. 1(c). The one dimensional ladder geometries are extremely important in the context of condensed matter systems as it resembles to several structures of compounds of interest. The ladder geometries has been discussed in great detail in terms of Hubbard model [65–77] and Bose-Hubbard model [21, 78–82]. Analogous to the 2d case we assume only inter-leg dipole-dipole interactions by aligning the dipoles at magic angle with each other along the leg direction. The physics of this system will be similar to the two dimensional case due to the construction of the bilayer lattice in our case as discussed earlier. We employ the DMRG method to solve the model (Eq. 1) in the canonical ensemble to compute the ground state energy and wave function. To separate the gapped and gapless regions we calculate the single particle gap which is defined as

$$G_L = \mu^+ - \mu^-,$$

(5)

with $\mu^+ = E_L(N + 1) - E_L(N)$ and $\mu^- = E_L(N) - E_L(N - 1)$ are the chemical potentials and $E_L(N)$ is the the ground state energy of a system of length $L$ and $N = N_A + N_B$ is the total number of particles in the system. We obtain the ground state phase diagram for both the cases with bosons of leg-B separately being HCBs and TBCs while bosons in leg-A are softcore in nature which are shown in Fig. 6 ($U_A = 20$ and $U_{AB} = 10$) and Fig. 7 ($U_{A,B} = 20$ and $U_{AB} = 10$) respectively. One can easily see that the phase diagrams of Fig. 6 and Fig. 7 qualitatively match fairly well with the ones obtained using the CMFT method i.e. Fig. 2 and Fig. 4 respectively. When bosons in leg-B are HCBs, we observe the MI tip positions first increase and then decrease as shown in Fig. 6 while there is an alternating increase and decrease of the tip positions when the bosons in leg-B are TBCs as plotted in Fig. 7. The boundaries of the MI lobes are computed by extrapolating the $\mu$ values across the MI plateaus to thermodynamic limit by quadratic fitting. In Fig. 8, we show the finite size extrapolation of $\mu^+$ (dashed) and $\mu^-$ (solid) for $\lambda = 18, 20, 22, 24$ and 26. This clearly shows that $G_L \to \infty$ remains finite in the gapped phase and vanishes in the gapless region which clearly distinguish between the gapped and gapless phases in the phase diagrams.

Further, to understand the particle distribution in real space we compute the expectation value of the number operator as

$$\langle n_i \rangle = \langle \Psi_0 | n_i | \Psi_0 \rangle$$

(6)

where $| \Psi_0 \rangle$ is the ground state wave function of the system. As an example, in Fig. 9 we plot $\langle n_i \rangle$ w.r.t. site index $i$ for $\lambda = 12$(top) and $\lambda = 28$(bottom) correspond-
FIG. 9. (Color online) Density distribution of the system when $\lambda = 12$ (top) and $\lambda = 28$ (bottom) for $\rho = 1.5$ corresponding to the phase diagram of Fig. 6. The black circles and red squares represent the density distribution of leg-A and leg-B respectively.

FIG. 10. (Color online) Density distribution of the system when $\lambda = 22$ (top) and $\lambda = 38$ (bottom) for $\rho = 1.75$ corresponding to the phase diagram of Fig. 7. The black circles and red squares represent the density distribution of leg-A and leg-B respectively.

leg-B exhibits a finite density oscillation corresponding to $| \ldots 2 \ 1 \ 2 \ 1 \ldots \rangle$ type of distribution. However, for large $\lambda = 38$, the density distribution of leg-A becomes $| \ldots 3 \ 1 \ 3 \ 1 \ldots \rangle$ while the leg-B remains unaffected. It is to be noted that for the parameters considered here, the gapless regions between two gapped phases are very small compared to ones obtained using the CMFT method.

IV. CONCLUSION

We analyse the ground state properties of a system of interacting bosons in bilayer superlattice with inter-layer repulsion which can be introduced by the dipole-dipole interactions. Considering the bosons in one layer as softcore in nature and separately allowing two and three-body hardcore constraints in the other layer we obtain the ground state phase diagram using the CMFT approach. The phase diagrams exhibit various gapped MI phases at integer and half-integer densities. Due to the competition between the superlattice potential, intra- and inter-layer interactions and the constraints on the bosons of layer-B leads to interesting features in the phase diagram. It is shown that within the range of $\lambda$ considered, we obtain two types MI lobes ($\text{MI}^l_0$ and $\text{MI}^r_0$) separated by the SF region for a particular total number of particles in the supercell equal to $n$. Interestingly, when the hardcore constraint is applied in one layer, the tips of the $\text{MI}^l_0$ lobes first shift towards higher values of $\lambda$ and then gradually recede to the lower values of $\lambda$. At the same time the tips of the $\text{MI}^r_0$ lobes shift towards the higher $\lambda$ values with increase in density of the system. The situation is completely different when the three-body constraint is considered in one layer. The tips of MI lobes first oscillate and then after a critical density follows the trend similar to the one for the hardcore constraint. We further complement our findings by repeating the calculations in an one dimensional non-locally coupled ladder superlattice using the DMRG method and show that the quantum phase diagrams qualitatively agree with the CMFT method. The physics obtained in this work deals with the system of bosons in two-layer systems with different types of onsite interactions in a superlattice. The results provide detailed analysis of the effect of constrained bosons on the overall phase diagram of the bilayer system which is also equivalent to a two-component atomic systems. With the experimental progress in controlling local and dipole-dipole interactions in recent years, these findings can be experimentally observed with the existing quantum gas setups.
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