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Abstract

We study empirical scaling laws for transfer learning between distributions in an unsupervised, fine-tuning setting. When we train increasingly large neural networks from-scratch on a fixed-size dataset, they eventually become data-limited and stop improving in performance (cross-entropy loss). When we do the same for models pre-trained on a large language dataset, the slope in performance gains is merely reduced rather than going to zero. We calculate the effective data “transferred” from pre-training by determining how much data a transformer of the same size would have required to achieve the same loss when training from scratch. In other words, we focus on units of data while holding everything else fixed. We find that the effective data transferred is described well in the low data regime by a power-law of parameter count and fine-tuning dataset size. We believe the exponents in these power-laws correspond to measures of the generality of a model and proximity of distributions (in a directed rather than symmetric sense). We find that pre-training effectively multiplies the fine-tuning dataset size. Transfer, like overall performance, scales predictably in terms of parameters, data, and compute.
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Visual Explanation of Effective Data Transferred

Figure 1 We display the performance of a 40M parameter transformer model on python, both trained from scratch on python and pre-trained on text then fine-tuned on python. \( D_T \) is the amount of additional python characters that a from-scratch model of the same size would have needed to achieve the same loss on python as a fine-tuned model. In the labeled example, we see that for a 40M parameter transformer fine-tuned on 3e5 characters, \( D_T \) is approximately 1000x bigger than \( D_F \). The less fine-tuning data is available, the more pre-training helps.

1 Introduction

Three factors drive the advance of AI: algorithmic innovation [HB20], compute [AH18], and data. OpenAI Five played over 10,000 years worth of Dota, AlphaZero played 140 million games of Go, and GPT-3 read a significant fraction of the internet [OBB+19, SSS+17, BMR+20]. Those ML systems were all trained from-scratch, but humans “transfer” past understanding and experiences, which is part of what enables us to achieve impressive performance with much less direct experience at a task. The fact that neural networks often require more direct experience than a person can consume in a lifetime suggests that sample efficiency improvements that result from transfer might be an important way to characterize data.

Recent progress in unsupervised and fine-tuned language models makes them a particularly interesting domain of study. Unsupervised pre-training improved downstream performance in [DL15] and enabled improvements in data efficiency in [PNI+18, HR18]. The performance of the GPT-1 [RNSS18] transformer model [VSP+17] was boosted by pre-training. Later work leveraging fine-tuning on small datasets has continued to generate state of the art results [PNI+18, DCLT18, RSR+20]. This history of success suggests that language model fine-tuning could provide a simple and interesting setting to study transfer between data distributions.

We believe it is particularly important to characterize fine-tuning in the low data regime because many tasks of interest won’t have a sufficiently big, readily available dataset to train large models from-scratch (either billions of data points [HNA+17, KMH+20, HKK+20] or a perfect simulator like in Go [SHM+16]). Fine-tuning a language model on code generation was particularly interesting to us because text and code have some overlap, but are fairly different distributions.

Our analysis focuses on units of data while holding performance and model size constant. This novel lens allowed us to generate surprisingly clean fits with the simple equation 1.1.

1.1 Key Results

We train a series of transformer language models with a variety of sizes with 3 different dataset curricula: train from-scratch on python code, pre-train on natural language then fine-tune on python code, and pre-train on an equal mix of natural language and non-python code then fine-tune on python. We vary the size of the
network and the fine-tuning dataset, and measure the performance on a held-out test set of python code. We observe the following key results:

The effective data transferred is well-described by a power-law in the low-data regime. We use $D_T$ to represent the effective data transferred, i.e. the amount of additional python data that a model of the same size trained on only python would have needed to achieve the same loss on python as a model pre-trained on other languages. Our notation is indicated visually in figure 1. The scaling law for transfer in equation 1.1 is at the core of many key insights and predictions in this work. We find the simplicity of this result very intriguing:

$$D_T = \text{effective data transferred} = k(D_F)^{\alpha}(N)^{\beta}$$ (1.1)

where $N$ is the number of non-embedding model parameters, and $D_F$ is the size of the fine-tuning data distribution.

When comparing pre-training on text and pre-training on an equal mix of text and non-python code, we found identical scaling with model size, the exponent $\beta = 0.38$ in equation 1.1. Thus the exponent $\beta$ appears to depend only on the model architecture and target distribution. We hypothesize that it measures how the model architecture generalizes on the target distribution.

The quantity $\alpha$ provides a useful measure of the directed proximity of two distributions, with smaller $\alpha$ indicating closer proximity. Measurements of $\alpha$ are cheap and enable one to make principled trade-offs between collecting expensive fine-tuning data and increasing model size. Figure 2 shows that with very few experiments we can generate a relatively robust estimate of the transfer coefficients. Potentially cheaper experiments are discussed in Section 6.3. For transfer from text to python we have $\beta \approx 2\alpha$, so increasing the data-set size by a factor, $C$, would be worth approximately the same as increasing the model size, $N$, by $\sqrt{C}$. In other words, a 10x increase in model size, $N$, would be worth approximately a 100x increase in fine-tuning dataset size, $D_F$, under these conditions.

The modest, ~10x, increase we see zero-shot from adding other programming languages indicates that in our setting training on python is much better than training on other programming languages. This highlights the value of training entirely on one’s distribution of interest if possible.

---

2We define the low-data regime as having 10% or less of the amount of data it would take to get to 99% of the performance that infinite data would yield. We show the details of estimating the data regime in Appendix A.

3The 50% text dataset is described in Section 2, and the 50% non-python code is 240 billion characters/340 GB, with the following components: 21% .c, 18% .java, 17% .js, 12% .cpp, 7.6% .php, 6.5% .cs, 4.4% .md, 3.2% .cc, 3.2% .ts, 2.6% .go, 1.8% .m, 1.7% .rb, 0.5% .sh.
Table 1 Summary of transfer coefficients. The larger $k$ value indicates that mixture models transfer more readily than plain text in the low-data regime, while the smaller $\alpha$ means the benefit diminishes as we approach the high-data regime.

| Transfer from | $k$  | $\alpha$ | $\beta$ |
|---------------|------|----------|---------|
| Text $\Rightarrow$ Python | 1.9e4 | 0.18     | 0.38    |
| 50% Text and 50% non-python code $\Rightarrow$ Python | 2.1e5 | 0.096    | 0.38    |

An implication of Equation 1.1 is that pre-training effectively multiplies the fine-tuning dataset, $D_F$, in the low-data regime. We find the multiplier formulation helpful in building intuition. Note that the multiplier goes down as $D_F$ increases.

$$\text{effective data multiplier} = \frac{D_F + D_T}{D_F} \approx \frac{D_T}{D_F} = \frac{k(N)^\beta}{(D_F)^{1-\alpha}} \quad (1.2)$$

When data is limiting performance, the pre-trained models have a better scaling law, in that the slope is less than zero: Figure 3 shows that as we increase model size with a fixed amount $D_F$ of python data to finetune on, models trained from scratch hit a wall while models that were pre-trained on language continue to improve. Equations 1.1 and 1.2 quantify this phenomena.

![Trained from Scratch](image_url) ![Pre-trained on Text](image_url)

**Figure 3** We observe large flat regions where the from-scratch models are entirely data constrained (purple and blue lines) and get no benefit from increased parameters, whereas the fine-tuned scaling laws display only a change in slope when they are data-limited (green lines). A variant of these graphs with dataset size on the x-axis is shown in Section 3.1. Fits are by dataset size and have the functional form of power-laws plus constants. An attempt to fit global power-laws to this data can be found in Appendix C. Zero-shot performance is given by the black line.

Ignoring pre-training, fine-tuned models are more compute efficient in the low data regime (Figure 3). Ignoring the cost of pre-training makes sense when leveraging an existing pre-trained model like BERT or GPT-3 [DCLITB, BMR + 20].

---

4 In the low data regime the effective data from transfer is much greater than the amount of data fine-tuned on, $D_T >> D_F$. As a result, the total effective data, $D_E = D_F + D_T \approx D_T$. 

---
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Figure 4  In the low data regime, fine-tuning gets better performance than training from scratch for a given amount of training compute and it’s much easier to be on the compute efficient frontier. The performance gap widens severely as the model size grows with a fixed amount of python. (Curves for 3e8 python characters)

1.2 Notation

- \( D_E \) - total effective data, the amount of python, in characters, that a model trained on python from-scratch of the same size would have needed to achieve the same loss on python as a pre-trained model.
- \( D_F \) - fine-tuning dataset size, in characters
- \( D_T \) - effective data transferred, the amount of additional python, in characters, that a model trained on python from-scratch of the same size would have needed to achieve the same loss on python as a pre-trained model.
- \( N \) - the number of model parameters, excluding vocabulary and positional embeddings.
- \( \alpha, \beta \) - power-law exponents for scaling of effective data transferred.
- \( k \) - constant for scaling of effective data transferred.
- \( L \) - the cross-entropy loss in nats per token, averaged over the tokens in a context.
- \( C \) - the units of compute throughout the paper are floating point operations.
- \( D(N) \) - the amount of data it takes to get 99% of the performance that infinite python data would yield for a given model size.
- \( \alpha_N, \alpha_D \) - power-law exponents for the loss \( L \) from [KMH+20].
- \( D_C, N_C \) - constants for the loss from [KMH+20].

2 Methods

The models pre-trained on language, fine-tuned on code, and trained on code from-scratch were all trained to convergence to the optimal early stopping point, with learning rates and optimization parameters similar to those from [KMH+20]. Model size and dataset size each spanned 4 orders of magnitude. We used adam, [KB14] a batch size of 256, sequences of 2048 tokens, a 3000 step warm-up, and a vocabulary size of 50257. Pre-trained text models were trained on a mix of WebText2 described in [KMH+20], Common Crawl[5], [RSR+20], English Wikipedia, and publicly available Internet Books. The text was encoded with the reversible tokenizer described in [RWC+19] for a total of 24 billion characters. Models trained or fine-tuned on python leveraged a 22 billion character dataset sourced from public GitHub[6] repositories (31GB), with 3% of the data-set held out for evaluation.

[5]https://commoncrawl.org/the-data/
[6]https://www.gharchive.org/
3 Results

3.1 Ossification – can pre-training harm performance?

Can pre-training ever hurt the performance of a fine-tuned model? We refer to this phenomenon as ‘ossification,’ to suggest that pre-training can ossify the model weights so that they don’t adapt as well to the fine-tuning distribution in the high data regime.

A variant of Figure 3 summarizing the experiments with data-set size on the x-axis rather than as the line color is shown below. To build intuition, it’s helpful to view the main results through several lenses. It is somewhat easier on this graph to observe that the smallest from-scratch models have better performance with large datasets than our fine-tuned models with large datasets (purple lines).

Figure 5 In the high data regime (purple lines), pre-training can effectively reduce the training set size. In other words, we get better performance training the 1M parameter models (purple) with our larger size datasets (>1e8) from-scratch.

We define $D(N)$ as the amount of data it takes to reach 99% of the performance that infinite python data would yield for a given model size. We then use fraction of $D(N)$ to parameterize the data regime. We define $D/D(N) < 0.10$ as the low data regime. We estimate $D(N)$ to be similar for pre-trained and from-scratch models. See appendix A for the methodology we used to estimate $D(N)$ and fit of $D(N)$ to our data.

Throughout this work, we focus on the data-limited regime, because that is when pre-training is of most practical use. When $D/D(N)$ approaches 1.0 we observe that pre-training reduces our effective data, and our small fine-tuned models were unable to reach trained form-scratch performance even as they were trained on 10x or 100x $D(N)$.

We refer to this phenomenon as ossification because one could think of the pre-training as a particularly bad initialization that the model has trouble recovering from. It’s possible that with sufficient tweaking/tuning we could recover from the poor initialization, but we didn’t investigate that question. It’s entirely possible that large models would have different behavior in this regime.

3.2 Fine-tuning is usually compute efficient (ignoring pre-training compute)

When we have approximately 30x more data than we had in Figure 4, the compute efficient frontier for fine-tuning is similar to that of from-scratch models. However, it’s much easier to be on the compute efficient frontier when fine-tuning. As shown in Figure 7, the training curves for fine-tuning lie tangent to the frontier for most of training, while the from-scratch curves only lie tangent to the frontier for a relatively narrow window.

---

7Specifically, 0.99 times the loss given $D(N)$ amount of data should equal the loss the model would have in the infinite data regime, $L(D \to \infty) = 0.99 \times L(D(N))$.
Pre-training helps

Baseline: from scratch with $D(N)$

Pre-training hurts

700M zero-shot

Figure 6  Pre-training reduced effective data for small models in the high data regime. The graph on the right is a re-parameterization of graph on the left. Note: the parallelism of the purple curves and from-scratch $D(N)$ baseline in orange relies on $D(N)$, for which we had a noisy fit as shown in Appendix A.

Figure 7  We show training curves for training on a 10B-character python dataset, parameterized by the amount of compute used for training.

However, as shown with the smallest models in Section 3.1 once we start to have as much or more data than we’d want for training from scratch, fine-tuning gets substantially worse converged performance and as such is also less compute efficient.

Many models are trained to convergence (compute is used until performance gains stop) rather than the efficient compute frontier (pareto frontier for performance and compute) [KMH+20]. In figure 8 we summarize each curve above with a single point, the converged compute, so we can simultaneously view all the models we trained on datasets of varying size.

When training to convergence:

1. Pre-trained models are more compute efficient than training from-scratch given a small dataset

2. It’s easier to be on the compute frontier when fine-tuning as compared to training from scratch, for any given dataset size.
4 Related Work

Power-laws can arise from a wide variety of sources [THK18]. Predictable scaling trends in neural networks were first studied with [HNA+17]. The work closest to our approach is [RRBS19, KMH+20, HKK+20].

Our focus was on how transfer scales with compute, data, and parameters rather than how performance scales based on those ingredients when training from scratch.

Transfer and meta-learning have received a lot of attention from the research community in many modalities. We will review some of the work that helped motivate us, but won’t do a comprehensive literature review. Here are two recent literature reviews in the domain. [TSK+18, Wen18].

We discussed pre-training language models in the introduction. Pre-training on image datasets such as Instagram and ImageNet has also produced gains in overall performance and data efficiency [MGR+18, HGD+19].

CLIP showed impressive transfer from captioned images by getting zero-shot accuracy comparable to a ResNet-50 on ImageNet on datasets like ImageNet A [RKH+19, DDS+09, HBB+21].

Past work in few-shot learning was part of our motivation to study transfer. [LST15] showed few-shot learning for generating handwritten characters with probabilistic program induction inline with human capabilities of few-shot learning on such a task. [FAL+17] showed that trying to design a model to be fine-tunable can improve few-shot performance. [BMR+20] used existing benchmarks to show that meaningful transfer/few-shot learning can occur in large models on tasks like SuperGLUE [WPN+19].

Another notable work that helped motivate our investigation into transfer was sim-to-real transfer training for solving a Rubik’s cube with a robot hand [OAA+19], a setting in which the fine-tuning data is far more expensive than the pre-training data. Another approach for measuring generalization we’re interested in is the development of increasingly difficult language benchmarks [HBB+21].

5 Limitations

1) Models weren’t tuned for fine-tuning or code. We leveraged hyperparameters that were tuned for training from scratch on natural language [KMH+20]. We did a handful of learning rate scans for fine-tuning larger models on small dataset sizes and didn’t see any improvement with other learning rates. But our scans were not comprehensives.

2) Models weren’t tuned for small datasets. For small datasets, training ended before the warmup was finished, so the learning schedule could confound the results.

3) We only measured transfer when fine-tuning on python. It’s unclear if we’d observe a power law fit for a broad set of distribution pairs.
4) We only measured transfer between distributions in an unsupervised setting. It’s not clear to what degree the findings would generalize to a supervised or reinforcement learning setup.

5) We didn’t find a good closed-form model for from-scratch results as was seen in [KMH+20], though we believe more careful tuning could have produced such a model in line with their results. If we had such results we expect we could generate a closed-form equation for overall performance for fine-tuned models rather than rely on relative performance in our definition.

6) We only measured performance on transformers.

7) Equations 3.1 and 3.2 don’t handle zero-shot case unless we use an approximation (i.e. fine-tuning on 1 character) for the zero-shot case.

8) We didn’t explore the ability to make sure measurements more cheaply, either in context or through KL divergence.

6 Discussion

6.1 Potential unified scaling law for fine-tuning

Using equation 1.5 from [KMH+20] we find the following result for overall loss on a fine-tuned model in the low-data regime:

\[ L \approx \left[ \frac{N_C}{N} \right]^{\frac{\alpha_D}{\alpha_D + \alpha_D}} + \frac{D_C}{k(D_F)^\alpha(N)^\beta} \]

To generate equation 6.1 we have simply substituted effective data from transfer, \( D_T \), as given in equation 1.1 for the dataset size \( D \) in [KMH+20], which was fit to language models trained from scratch. [SK20] attempts to explain the power-law from [KMH+20] as arising from neural networks performing regression on a data manifold of intrinsic dimension \( d \). Speculatively, we think the scaling laws of transfer fit that picture, where pre-training tiles a portion of the downstream manifold at a lower density than training directly on the downstream task.

6.2 Speculative estimates for why large models would be few-shot learners

The effective data multiplier goes down as we increase the size of the fine-tuning dataset, \( D_F \). When we use equation 1.1 to extrapolate all the way down to approximately zero-shot, 1 character, we estimate that pre-trained models are equivalent to training from scratch on 3.7e8 characters of python when pre-trained on text with a model the size of GPT-3 [BMR+20]. If we increase this to a few-shot, say 300 characters, we multiply our effective data \( D_E \) by a factor of 2.8. Given this analysis, it’s not surprising that few-shot scores on SuperGLUE [VPN+19] were 10-15 points higher than zero-shot scores [BMR+20]. The above analysis is relatively speculative because we extrapolated up in model size by two orders of magnitude and downwards in the amount of data by 5 orders of magnitude. We also equated data in context to data fine-tuned on.

Similar calculations for text + code pre-training give an estimate of \( D_E = 4.1e9 \) characters, with 300 characters of examples worth a factor 1.7x. We were a bit surprised here, because our best guess before running these experiments would have been that making other programming languages half of the pre-training dataset would have increased few-shot transfer/effective data by more than 10x. One might have the concern that trace amounts of python in the text dataset could impact the transfer coefficients for these experiments. We did additional experiments to mitigate this concern, which are described in Appendix F.

6.3 Potential applications of these scaling laws

1. If collecting more data is expensive the power-law form of transfer suggests a potentially useful and cheap experiment when trying to decide whether or not to collect more data to fine-tune a pre-trained model on. One could fine-tune a model with a 1% and 10% of the existing dataset. Next one could vary the model size given the full fine-tuning dataset and estimate the lost performance in terms of a reduction in model size. We expect for many applications there will continue to be valuable, expensive to collect data, and that it will be useful to be able to make the decision as to whether to gather more such data in a principled way. One example of an expensive dataset is human preferences of what makes a good summary [SOW+20].
2. It’s easier to generate simple equations for scaling laws where performance is measured in loss rather than accuracy for a downstream task. Scaling laws posed in terms of effective data could provide an alternative, better behaved trend to compare architectures and algorithms.

6.4 Core factors vs details

Previous work showed that the core factors affecting from-scratch performance included data, compute, and parameters. They showed that performance only depended weakly on details like depth, width, and the number of attention heads. We believe fine-tuned performance is likely similar, but where data is split into pre-trained and fine-tuned data. For instance, we expect we’d observe smaller effects for tuning the hyperparameters for the fine-tuning distribution, changing how many epochs we pre-train, and smoothly transitioning between the distributions than for changing the amount of fine-tuning data or the pre-training distribution. We’d be excited to see future work evaluating this claim.

6.5 How similar are Python and English?

We believe the dissimilarity of English and Python is representative of transfer between distant distributions that will be of interest in the future. There is English within python code (docstrings, comments, and function names). However, python is a “formal language” for communicating instructions to a computer and English is an informal language for communicating between people. We can imagine distributions that are further apart, for instance, English and Math. We can also think of distributions that feel relatively close, like English:French, Wikipedia:arxiv, and so on. Given the distance between distributions of future interest, we’d argue that transfer between text and code tells us something meaningful about transfer between distant distributions.

6.6 Ossification

Our small fine-tuned models were unable to reach trained from scratch performance even as they were trained on 10x or 100x \( D(N) \), as shown in Figure 6. This is evidence for the intuition some hold that given infinite data one is better off training entirely on distribution and suggests significant pre-training might be impractical in terms of compute and tuning under such circumstances. This suggests that the weights can saturate or “ossify”, where they become unable to absorb new information well, and that ossification scales predictably. That could be similar to saying that the prior learned in pre-training becomes counterproductive if it’s learned with too much relative strength. We may see an analogous phenomena in humans, where there seems to be a large advantage in being trained for a sport from a young age, thus avoiding the opportunity to develop bad habits.

6.7 Future work we’re particularly excited about

1. Measuring transfer coefficients between more unsupervised distributions.
2. Measuring transfer coefficient where the target distribution is much more general and/or a set of tasks.
3. Transfer scaling laws where the from-scratch comparisons are better behaved and can generate a unified predictive equation, such as 6.1.
4. Transfer scaling laws in supervised and reinforcement learning settings.
5. Transfer scaling laws comparing Transformers to other architectures.
6. A method to cheaply predict the ideal pre-training ratio for a pair of datasets A and B to maximize performance on a target distribution C, for which we have limited data. It’d be exciting if that ratio were a relatively simple function of the transfer coefficients.
7. Given multiple target distributions/downstream tasks, each with limited amounts of data, a set of alpha measurements could potentially enable the construction of an optimal pre-training data split of whatever large datasets would be tractable to put together.

7 Conclusion

We’ve shown that transfer is measurable within language models of a wide range of sizes and that it scales predictably. The units we measure transfer in, data, are intuitive, and given pre-trained models our approach
can be used to take such measurements cheaply in the low data regime. We believe our approach is a novel and useful way to understand data as an ML ingredient and the generality of AI systems. We’ve generated scaling laws for fine-tuning, which has recently become a subject of wide interest. These results help predict the performance, compute, and data needs for scaled-up fine-tuned models.
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A Data Regime

To define data regimes we estimate $D(N)$, the amount of data it takes to get 99% of the performance that infinite python data would yield for a given model size. $D(N)$ approximately defines the “infinite data regime” as a function of model size. We consider $D_F \leq 10\%$ of $D(N)$ to be the low data regime.
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Figure 9 Estimating python data needs

$D(N)$ was calculated by determining where curves in figure 3 with a given fraction of the dataset intersected curves with the full dataset. Intersecting was defined by 99% performance for from-scratch and 95% for fine-tuned. The difference was a judgment call, made based on final fit and the fine-tuning intersections looking relatively noisier.

B Supplementary equations

The relation between total effective data, $D_E$, effective data from transfer, $D_T$, and fine-tuning dataset $D_F$ is shown visually in Figure 1. It's also shown below for clarity.

\[ \text{total effective data} = D_E = D_T + D_F \quad (B.1) \]

In Figure 2 the vertical axis is the fraction of effective data from transfer. We give the explicit equation for it below in terms of equation 1.1 and B.1:

\[ \frac{D_T}{D_F + D_T} = \frac{k(D_F)^{a-1}(N)^{\beta}}{1 + k(D_F)^{a-1}(N)^{\beta}} \quad (B.2) \]

C Generating fit for Equation 1.2

The good fit we found to our data grouped by $D_F$ is shown on the left in Figure 10. We sought out a global fit for our experiments with the goal of generating more insights and increasing predictive capability. What ended up working was fitting the fits. We noticed that the logit fits on the right of all had approximately the same exponent. So we tried fitting the following equation to the fits.

\[ \frac{D_T}{D_F + D_T} = \frac{1}{1 + \left(\frac{N_F}{N}\right)^{38}} \quad (C.1) \]

The fit to $N_F$ is then used to generate the global fit shown on the left of figure 2, equation 1.1. This fit gives equal weight to each dataset size, $D_F$, that we fine-tuned on. A similar approach was used for generating the fit on the right side of the equation.
Before coming across this fit of fits on the logits of the fraction of effective data from transfer we attempted to find other regularities in the data. We plotted effective data on its own.

We also looked for patterns in $D_T / D_F$. When we normalized $D_T / D_F$ with $D(N)$ as shown in Figure 6, we found the results relatively promising. However, once we saw the straight lines for $D_T / D_E$ when plotted with logit axes, we focused entirely on that line of analysis.

We see that the largest model starts to obviously overfit near the end of training. Aside from that, the learning curves are relatively parallel. We attempted to use this to make predictions of quantitative performance but found the predictions to be too inaccurate to be worthwhile. However, we still find the qualitative prediction that fine-tuning learning curves should be very parallel as you scale up to be somewhat useful.
Surprisingly Parallel Learning Curves for Fine-Tuning

Figure 12  The above models were fine-tuned on 5.5e9 python characters.

D  Figure 3, including medium data regime

We observe in figure 13 below that the fit given by equation 3.2 breaks down for transfer in these distributions in the medium data regime $D(N) > .10$.

Figure 13  We no longer get a good fit for these models once we leave the low-data regime. We don’t see as large of a breakdown in fit for models pre-trained on text only. We still only show points for which $D_T > 0$.

We suspect that the behavior is less regular (no longer can be fit to a straight line) in the high data regime for two reasons:

1. The estimation of effective data through interpolation is poorly conditioned in the high data regime. The curves in the high data regime in Figure 3 lie nearly on top of each other so small variations in model performance could have a large effect.

2. As we discuss in Section 6.4, we believe tuning matters more in the high data regime, and we did relatively little tuning.
E  Attempt to generate global fit to our from-scratch python runs

We attempted to fit global power-laws to the from-scratch python runs, as was done for language models in [KMH+20] and in more modalities in [HKK+20]. Specifically, we tried to fit Equation 1.5 from [KMH+20] to runs shown on the left side of Figure 3.

\[ L \approx \left[ \left( \frac{N_C}{N} \right)^{\frac{\alpha N}{\alpha D}} + \frac{D_C}{D} \right]^{\alpha D} \]  

(E.1)

Figure 14  The above fit for models trained on python from-scratch wasn’t a good enough to use as foundation to layer on an additional fit for fine-tuning.

It seems plausible to us that more careful tuning of these experiments would have generated a good fit here, but the fit was too poor to serve as a foundation for a unified scaling law. It may also be the case that a modified version of E.1 of the type proposed in [RRBS19] would be more appropriate. By unified scaling law we mean a function \( L(N, D) \) for fine-tuning on python with the same coefficients as an \( L(N, D) \) fit as shown in equation E.1 for python models trained from scratch.

F  Addressing potential concern about small amounts of python in text dataset

We ran additional experiments to show that the majority of the zero-shot transfer discussed in Section 6.2 was the result from “transfer” from text to python. The zero-shot performance for our larger models was similar to what we’d expect if we trained from scratch on an amount of python equal to about .3% of our text dataset in size. Rather than attempt to measure the amount of python in the test dataset, we added a known amount of python, 0.3%, into pre-training. If we were simply measuring the amount of python in our natural language dataset, we would have expected the effective amount of python data to go up by a factor of 2x. Instead, mixing in the 0.3% increased the effective python data by a factor of 4.5x. As a result of this experiment, we conclude that the majority of what we measured in the previous graphs is in fact “transfer” from a text distribution to a python distribution rather than the uncontrolled amount of python in the pre-training distribution.
Analysis of best epoch

An important practical question for fine-tuning is how long one will need to train for before network performance saturates. The short answer is, if the dataset is quite large, a similar length of time as it'd take from-scratch: 1-10 epochs for code, where epochs generally go down with model size and increased data.

If the fine-tuning dataset is small, it’s easy to just train it and do early stopping when it begins to obviously overfit. For our smallest dataset (100,000 tokens) it took 2-5x fewer epochs than it’d take from-scratch. The Z-shaped curves are a bit surprising, and are somewhat similar in shape to what was observed in [NKB+19]. Another limitation here is that for small amounts of data much of the learning happens during warmup, and so the learning rate schedule confounds the optimum number of epochs.