Modeling of Nuclear Waste Forms: State-of-the-Art and Perspectives
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Computational modeling is an important aspect of the research on nuclear waste materials. In particular, atomistic simulations, when used complementary to experimental efforts, contribute to the scientific basis of safety case for nuclear waste repositories. Here we discuss the state-of-the-art and perspectives of atomistic modeling for nuclear waste management on a few cases of successful synergy of atomistic simulations and experiments. In particular, we discuss here: (1) the potential of atomistic simulations to investigate the uranium oxidation state in mixed-valence uranium oxides and (2) the ability of cementitious barrier materials to retain radionuclides such as $^{226}$Ra and $^{90}$Sr, and of studtite/metastudtite secondary peroxide phases to incorporate actinides such as Np and Am. The new contribution we make here is the computation of the incorporation of Sr by C-S-H (calcium silicate hydrate) phases.

INTRODUCTION

Formulation of a good scientific basis of safety case for nuclear waste repositories requires a highly interdisciplinary approach and expertise coming from various research fields. These include chemistry, physics, mineralogy, geology, hydrogeology and simulation and data science, to name but a few. In our approach we focus on materials science aspects and conduct in particular research on solid waste forms, including spent nuclear fuel itself, engineered barriers materials or secondary phases that are expected to form under
repository conditions. We are interested in the characterization of these materials to assess their capabilities for radionuclide uptake and hosting, durability and long-time performance. Solid state chemistry of radionuclides is an important aspect of such research as it helps to understand the chemical durability of the disposed nuclear waste [1]. With the tremendous progress in efficiency of computing power and performance of software, including quantum chemistry methods such as DFT (Density Functional Theory) [2], over the last two decades computer simulations have been extensively used in the research on nuclear materials [3,2]. In this contribution we focus on the development and selected applications of such methods we made at IEK-6 Institute at Forschungszentrum Jülich in the last years and the lessons learned from joint atomistic simulations and experimental studies of selected problems related to the disposal of nuclear wastes.

Among different methods of computational chemistry and materials science, DFT became the workhorse of the atomistic modeling efforts. This comes as a compromise between accuracy of the method and its computational feasibility. DFT requires the integration of three dimensional electrons charge density and is thus much faster than a direct integration of the Schrödinger equation that must be performed in multi-dimensional space or than any approximate wave functions-based methods (e.g. Hartree-Fock-based methods). Although it is still computationally intensive, DFT permits simulations of systems consisting of a few hundred atoms, including complex solids, fluids and melts [2,4,5]. So far, DFT is the only method allowing calculations of materials properties such as phonon dispersion, heat capacities or direct ab initio molecular dynamics simulations, and we foresee that this will hold for decades.

In principle, DFT is an exact computational method, equivalent to solving the Schrödinger equation. The only source of uncertainty is the unknown exact form of the so-called exchange-correlation functional. The majority of approximations originate from the exact solution for homogeneous electron gas that well describes smooth electronic density and light elements (s and p orbitals) [6]. In the research on nuclear waste we mainly deal with intermediate mass d elements, 4f lanthanides and heavy 5f actinides. However, d and f electrons are strongly correlated and materials that contain them are often poorly described by DFT. As a striking example, actinide dioxides (AnO$_2$) - simple wide band gap insulators - are described by DFT as metals [7]. The DFT reaction enthalpies are also of significant error (up to ~200 kJ/mol for An-bearing compounds) [8-12]. To overcome these problems, an extension of the DFT method, DFT+$U$, that explicitly accounts for electronic correlation, is often applied. This is done by adding the so-called Hubbard term to the Hamiltonian with a parameter $U$ (the Hubbard parameter), which purpose is to describe the strong, on-site coulomb repulsion between $d$ or $f$ electrons [13]. The DFT+$U$ method has been successfully applied by various research groups to computation of strongly correlated electrons bearing systems [7,14-16], but in most of these studies the Hubbard parameter $U$ is treated as a free parameter. To preserve the pure ab initio character of the method and to obtain the best possible solutions
for systems of interest we compute this parameter from first principles (e.g. [10,18,19]).

In this contribution we review our recent activities on application of the ab initio computational approaches to radionuclide bearing systems. We will discuss the benefits of atomistic modeling methods to understand the structural incorporation of radionuclides into different phases, the related oxidation state chemistry and thermodynamics of the process. In particular, we will show how the synergy of atomistic simulations and experimental methods leads to more complete characterization of materials properties.

COMPUTATIONAL METHODS

The DFT-based ab initio calculations were performed with Quantum-ESPRESSO package [20], by applying different exchange-correlation functionals, including PBE [21] and PBEsol [22]. The core electrons were represented by ultrasoft pseudopotentials [23] and the plane-wave energy cutoff was set to 50 Ryd. The Hubbard $U$ parameter values were derived using the linear response method of Cococcioni & de Gironcoli [13]. The hydration enthalpies and entropies needed for computation of the free energies of reactions were taken from the available databases [24,25]. The entropies of solid phases were estimated using the Latimer approach [26]. The details on the specific calculations are reported in the original publications, which are indicated through the text.

RESULTS & DISCUSSION

PERFORMANCE OF THE DFT+U METHOD

Because standard DFT fails for most materials of interest in nuclear waste management, the DFT+$U$ method has been widely used in computation of actinide-bearing nuclear materials. In most of the previous studies on uranium compounds, the applied Hubbard $U$ parameter is either fixed to 4.5 eV (with parameter $J=0.52$ eV describing on-site Coulomb exchange) or selected so that the calculations reproduce certain materials properties, such as the band gap or lattice parameters [7,14,15]. The former, fixed estimate comes from measurements of the correlation energy of UO$_2$ [27]. However, our first principle calculations have shown that the Hubbard $U$ parameter can be significantly different for structurally different compounds and for uranium in different oxidation state [19,28]. There is a clear trend indicating that the Hubbard $U$ parameter value strongly depends on the oxidation state of uranium. It is of $\sim$3 eV for U(VI) and $\sim$2 eV for U(IV) compounds [10,11,19]. The variation of the Hubbard $U$ parameter for uranium oxides is illustrated in Fig. 1. Here, a linear-like increase of the $U$ parameter with the average oxidation state is clearly visible. We note that the obtained values are lower than the commonly used value of 4.5 eV. Very similar results were obtained when calculating other actinides (Pu, Am and Cm [11]) and Ln-bearing
phosphate systems [28], including calculations with the cRPA (Constrained Random Phase Approximation) method [29].
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**Figure 1.** The computed Hubbard $U$ parameters for series of uranium oxides. Data from Beridze & Kowalski [8] and Kvashnina et al. [19]. The dashed line is shown to visualize the trend.

A very important conclusion coming out of these studies is that the standard DFT approach with $f$ electrons computed ab initio often results in biased predictions of materials properties. In order to obtain improved description of the $f$-electrons-bearing systems, the DFT+$U$ or so-called *$f$ in the core* approaches have to be used. In the *$f$ in the core* method the $f$ electrons are not explicitly computed, but their presence is mimicked by the pseudopotential (this method works well for more localized $4f$ electrons). Ideally, the first approach could be used to obtain good structural data, while the second works well for fast and well converging calculations of the energy- and elasticity-related properties [30-32]. On the other hand, we noticed that regarding the energies, the standard DFT method with *$f$ in the core* method gives results that are consistent with the DFT+$U$ approach, although it gives much worse structural parameters [28]. We also noticed that the *$f$ in the core* method results in very good description of the heat capacities (thus phonons) [30,31], the excess properties of mixing of solid solutions and the elastic properties [32,33].

**HERFD AND RIXS METHODS**

X-ray absorption near edge spectroscopy (XANES) is a widely used technique to reveal the local and electronic structure of matter. When the X-rays hit the sample, an electron is promoted from the ground state level to the first unoccupied state (Figure 2). However, the core hole that is created by that process is very unstable and very quickly filled by an electron from the other levels. The X-ray photons emitted during that process are measured by X-ray emission spectroscopy (XES). Therefore, both techniques provide complementary information about the occupied and unoccupied states. Standard XES is recorded with non-resonant excitations. The XES process recorded with resonant excitations is known as resonant X-ray emission spectroscopy (RXES) and resonant inelastic X-ray scattering (RIXS).
The main edge of the U M4 XANES spectrum arises from the electronic transitions from the U 3d\(3/2\) to 5f level [34,35]. The U M4 edge absorption features can be recorded in high energy resolution fluorescence detection (HERFD) mode with the help of the crystal analyzer, installed in the X-ray emission setup [36]. The emission spectrometer is tuned to the M\(\beta\) (4f\(5/2\)-3d\(3/2\)) transition and the XANES is recorded by monitoring the M\(\beta\) intensity as a function of the incident energy. The advantage of such a setup is twofold: the width of the spectral features is no longer limited by the 3d\(3/2\) core hole lifetime but the sharper 4f\(5/2\) core hole width in the final state.

The typical procedure to perform HERFD studies is to record the RIXS map near the selected emission energy and to perform analysis of the results using the atomistic modeling support. The HERFD spectrum corresponds to a diagonal cut through the RIXS planes at the maximum of the M\(\beta\) emission line (c.f. Fig. 2). Special attention has to be focused on the features that do not lie on the diagonal cut (related to HERFD). If all the features are situated along the diagonal direction, further measurements and analysis can be performed by a line scan – referred to the HERFD. Such types of the RIXS are named core-to-core RIXS. However, there are the transitions between the ground state and the valence lines that can be detected by RIXS (named core-to-valence). The intermediate state in core-to-
core and core-to-valence RIXS is the same and exhibits a core hole, making the technique element-selective. The energy transfer in core-to-core RIXS near the $U_{M_{\text{x}}}$ emission line is very large (~380 eV) and contains a core hole. In core-to-valence RIXS, the decay directly involves valence electrons. The energy transfer is only a few eV, and no core hole is present in the final state.

In this manuscript we report results obtained with two methods: HERFD at the $U_{M4}$ edge for studies of peroxide phases and valence band RIXS at the $U_{M4}$ edge method in studies of mixed uranium oxides.

**SIMULATION OF U-OXIDE MATERIALS**

RIXS and HERFD methods give an excellent opportunity to investigate the electronic structure and the redox chemistry of mixed uranium oxides [34,35,37]. This also allow for validation of the computational methods, like DFT+$U$. In recent studies of Kvashnina et al. [19] we tested performance of the DFT+$U$ method, with the Hubbard $U$ parameter derived ab initio, for description of various mixed-valence uranium oxides. The best description of RIXS spectra has been obtained with the Hubbard $U$ parameter derived from the linear response method [13] and with the maximally localized Wannier functions as representation of $f$ orbitals. The result for the $U_3O_8$ system is given in Fig. 3. For this case, we obtained the Hubbard $U$ parameter values for $U$(VI) and $U$(V) - the oxidation states present in the system - as 2.2 eV and 2.0 eV, respectively. Actually, the valence band RIXS data include the elastic (at 0 eV in Fig. 3) and inelastic scattering profiles (in the range of 4-8 eV in Fig. 3) with an energy resolution of ~1eV and provide information on the energy difference between the valence band states and the unoccupied $U_{5f}$ states – that’s why the validity of the electronic structure calculations can be tested. The measured RIXS profiles are reproduced very well by the computed spectrum. Additionally, we were able to compute the $U$ oxidation states in different mixed-valence oxides, which are in agreement with experimentally obtained oxidation states [34,37]. The results are reported in Table 1

**Table 1. Oxidation states of different U oxide compounds. Data from Kvashnina et al. [19].**

| Uranium oxide | Uranium oxidation states |
|---------------|--------------------------|
| $UO_2$        | $U$(IV)                  |
| $U_3O_7$      | $U$(IV),$U$(V)           |
| $U_3O_8$      | $U$(V),$U$(VI)           |
| $UO_3$        | $U$(VI)                  |

Studtite and metastudtite peroxide phases could be formed under disposal conditions in the case of $UO_2$-based spent nuclear fuel exposed to water [38]. We used atomistic modeling to interpret the HERFD spectra and validate the structural models of the two phases,
including the local U environments [38]. In recent follow-up studies, we computed incorporation energies of Np and Am into both phases [39]. The most energetically favorable oxidation states and their solution energies are reported in Table 2. We found that the incorporation of both elements is thermochemically endothermic, which explains the inability to incorporate larger amounts of these elements into the peroxide phases. However, the computed values show much better probability of incorporating Np that Am, with difference in incorporation energies of ~0.5 to 1 eV.
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**Figure 3.** The measured and computed RIXS for U$_3$O$_8$ system. Data are taken from Kvashnina et al. [19].

**Table 2.** The Np and Am incorporation energies (in eV) into studtite and metastudtite peroxides. Data from Biswas et al. [39].

|          | studtite | metastudtite |
|----------|----------|--------------|
| Np(VI)   | 1.12     | 1.08         |
| Np(V)    | 1.43     | 1.35         |
| Am(IV)   | 1.95     | 1.64         |
| Am(III)  | 2.01     | 1.47         |

**RETENTION OF Ra AND Sr BY CEMENTITIOUS MATERIALS**

Cementitious materials are widely used in nuclear waste management, including repository concepts. These are utilized as back-fill in repositories, for solid wastes encapsulation or as component of waste containers. One of the most important topics is the retention of radionuclides by these phases. We performed an experimental investigations of the phases present in hardened cement paste to investigate the uptake of Ra by single cement hydration phases [40]. The selected results are given in Fig. 4. There is a significant deviation in the Ra uptake capability with C-S-H phases being able to uptake significant amounts of Ra from aqueous solution. In order to understand the structural incorporation of Ra by these compounds and the thermodynamics of the process we performed careful ab initio studies of a series of C-S-H phases with varying Ca/Si
ratio (0.75<Ca/Si<1.0). These phases have been computed using the 11 Å tobermorite model. It has two Ca cations sublattices: a fully saturated intralayer and a partially saturated interlayer that contain water. The calculations show a significant energy difference for cation exchange (Ca → Ra) in intra and interlayer, with the interlayer being preferred by as much as ~200 kJ/mol. This conclusively shows that Ra can be incorporated in the interlayer only. We found that the incorporation enthalpy and free energy, the later estimated form the available thermodynamic data and theoretical entropies of elements in solid phases [24-26], increase with increasing Ca content, reaching values of -18.5 kJ/mol and 6 kJ/mol, respectively, for the Ca/Si ratio of 0.9. This is consistent with the experimentally seen trend of the reduced uptake capability with the increase of Ca content.

In this contribution we complement the studies of Lange et al. [40] on the uptake of Ra with calculations regarding the incorporation of Sr. Previous studies of Tits et al. [41,42] indicate significant difference in the uptake of Ra and Sr by C-S-H, with uptake of Sr being two orders of magnitude lower. The measured Kc values (selectivity constants) for the cation exchange reactions are shown in Fig. 5. In order to understand this difference we have computed enthalpies and free energies of the relevant cation exchange reaction (see Lange et al. [40] for details on the computational procedure). The results for C-S-H with Ca/Si=0.9 are reported in Table 3. The values for Sr are larger. The difference in the free energy between the cases of Ra and Sr of 12.7 kJ/mol should result at ambient conditions in a factor of ~160 difference in uptake capability (applying Boltzmann exponential factor), which is indeed seen experimentally (Kc values, Fig. 5). The main contributor to this difference is the significant difference in the reaction entropy, which is ~-99.1 J/mol/K for Sr and ~-83.3 J/mol/K for Ra cases. We also found that the largest uncertainties come from uncertainties in the thermodynamic data that result in an error of ~20 kJ/mol in the cation exchange reaction free energy.

![Figure 4](image_url)

**Figure 4.** The uptake of Ra (R_d values) by selected cement hydration phases as determined by Lange et al. [40].
Figure 5. The measured $K_c$ values for the Ra and Sr uptake by C-S-H phases as a function of Ca/Si ratio. Data from Lange et al. [40] (Ra: black circles) and Tits et al. [41,42] (Ra: black squares; Sr: green triangles). The dashed lines are shown to visualize the trends.

Table 3. The computed cation exchange reaction enthalpies and free energies for incorporation of Ra and Sr into C-S-H phase with Ca/Si ratio =0.9. Data for Ra from Lange et al. [40].

| Cation | $\Delta H$ (kJ/mol) | $\Delta G$ (kJ/mol) |
|--------|---------------------|---------------------|
| Ra     | -18.5               | 6.5                 |
| Sr     | -10.5               | 19.2                |

CONCLUSIONS

We discussed the state-of-the-art and current perspectives of the application of atomistic modeling on selection of a few examples of the recently performed own research. Our experience shows that strong electronic correlations have to be carefully accounted for in order to correctly capture the electronic structure and thermochemistry of the considered systems. We discussed the successful application of our methodologies in interpretation of HERFD and RIXS for mixed-valence uranium oxide and uranium peroxide phases. In the first case we deliver conclusive results regarding the oxidation state of uranium. In the latter case, we derived Np and Am solubility energies in these phases, explaining the difficulty to incorporate these actinides into the peroxide phases, especially Am. By computing the incorporation of Ra into C-S-H phases we demonstrated the feasibility of atomistic modeling for understanding the incorporation mechanism and thermodynamics of the process. The performed here supplemental calculation of Sr shows the reasoning for the much smaller uptake of Sr by C-S-H phases compared to Ra.

The presented examples show that the recent improvement in the atomistic modeling and the synergy of experimental and modeling studies can result in superior characterization of materials. Nevertheless, computation of $d$ and $f$ elements is computationally challenging but with further development of supercomputing resources, methods and increase of available experimental data sets
we foresee further improvements and even more successful joint atomistic modeling and experimental studies in the future.
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