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ABSTRACT

This work investigates the degrees of freedom (DoF) of the K-user multiple-input single-output (MISO) interference channel (IC) with imperfect delayed channel state information at the transmitters (dCSIT). For this setting, new DoF inner bounds are provided, and benchmarked with cooperation-based outer bounds. The achievability result is based on a precoding scheme that aligns the interfering received signals through time, exploiting the concept of Retrospective Interference Alignment (RIA). The proposed approach outperforms all previous known schemes. Furthermore, we study the proposed scheme under channel estimation errors (CEE) on the reported dCSIT, and derive a closed-form expression for the achievable DoF with imperfect dCSIT.

Index Terms— Degrees of freedom, Interference alignment, Delayed CSIT, Imperfect CSIT

1. INTRODUCTION

The characterization of wireless networks in DoF terms has attracted researchers world-wide during the last years [1][2]. In this context, the interference alignment (IA) concept is one of the main design tools for DoF-optimal communication strategies in interference-based networks [2][3][4]. Originally, IA-based techniques were developed assuming perfect and current CSIT. Nevertheless, this assumption is in general too optimistic. Recently, [5] has investigated the K-user MISO Broadcast Channel with M ≥ K antennas at the transmitter and perfect delayed CSIT (dCSIT), i.e., perfect CSI of previous time slots, but no current CSI knowledge. There is shown that even with completely outdated CSIT, the number of DoF is larger than in the no CSIT case [6]. The scheme consists on a multi-phase transmission where signals are designed in such a way that the received interfering signals are aligned along the space-time domain. For this reason, the concept behind this strategy was referenced as RIA in [7].

A lot of interest has come up for analyzing the DoF of the IC with dCSIT, see for example [7][8][9][10][11], using a similar approach as the one proposed in [5]. All these works extend the same principle to the IC, where each transmitter only transmits to its intended receiver. It is specifically related to this work the best known result for the K-user MISO IC with local dCSIT, presented in [9], or the work in [11] where the DoF are studied for K = 3 users and multi-antenna receivers.

The impact of imperfect CSI on the DoF has also been considered in the literature. For the case of imperfect current CSIT, it is known that the full multiplexing gain can be obtained as long as the feedback is reported with an uplink SNR comparable to the downlink SNR [12][13]. This analysis has been extended for the case of imperfect dCSIT in [14], where the authors analyze the Broadcast Channel and show that the optimal DoF region under perfect dCSIT can be obtained as of a minimum channel feedback quality (FBQ) value.

This work analyzes the K-user MISO IC, where transmitters are equipped with M ≥ K antennas and have imperfect local dCSIT, i.e. each transmitter estimates the CSI of the channels departing from this transmitter during previous phases. The main contributions of this work are:

1. We develop new inner and outer bounds for the DoF of the K-user MISO IC with imperfect local dCSIT, improving previously known results when particularizing to the perfect dCSIT case. Theorem 1 in section 3 presents a closed-form expression for our DoF results.
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2. We propose a simple precoding scheme, applicable to any number of users. Our approach addresses the \( K \)-user MISO IC with \( M \geq K \) antennas at the transmitters and single-antenna receivers, but it can easily be adapted to a MIMO scenario where users have \( N \) antennas and transmitters have \( M \geq KN \).

**Notation:** Boldface and lower case fonts denote column vectors \((x)\), while row vectors are also underlined \((\underline{x})\). Boldface and upper case is used for matrices \((X)\), \((X)^H\), 0, and \(I\) are the transpose and conjugate operator, the all-zero matrix, and the identity matrix, respectively. Also, we use the next matrix operations:

\[
\text{stack}(A, B) = \begin{pmatrix} A \\ B \end{pmatrix} \quad \text{bdiag}(A, B) = \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}
\]

2. **SYSTEM MODEL**

We consider a flat fading interfering channel with \( K \) transmitter/receiver pairs, where transmitters and receivers are equipped with \((M \geq K, 1)\) antennas, respectively. The transmission is carried out in \( W \) time slots, divided in 2 phases of duration \( W_1 \) and \( W_2 \) slots, respectively, where each transmitter aims to deliver \( b \) symbols to its associated receiver. During the first phase (orthogonal transmission (OT) phase) only one transmitter is active per slot, whereas for the second phase (RIA phase), users act by pairs. The total number of slots for each phase is given by \( W_p = \binom{K}{p} \) slots, i.e. the number of possible groups of \( p \) users out of the total \( K \) users. Fig. 1 depicts the transmission protocol for the \( K = 3 \) case. The aim of the OT phase is to help users sensing the interfering transmitters. That gathered information is then used during the RIA phase to align the generated interference to non-intended receivers with the signals received during the first phase. Further details will be given in Section 3.

We refer to the time instant \((p, s)\) as the \( s\)th time slot of the \( p\)th phase, and the set \( G_{(p,s)} \) specifies the active transmitters during the \((p, s)\)th time slot. The output at the \( j\)th receiver for the time instant \((p, s)\) is described by:

\[
y_{j}^{(p,s)} = \sum_{i \in G_{(p,s)}} h_{j,i}^{(p,s)} V_{i}^{(p,s)} x_{i} + n_{j}^{(p,s)}
\]

where \( V_{i}^{(p,s)} \in \mathbb{C}^{M \times b} \) is the precoding matrix used by the \( i\)th user at time slot \((p, s)\), \( x_{i} \in \mathbb{C}^{b \times 1} \) contains the zero-mean unit-variance i.i.d. symbols intended to be decoded at the \( i\)th receiver, \( n_{j}^{(p,s)} \) is the zero-mean unit-variance AWGN term, and \( h_{j,i}^{(p,s)} \in \mathbb{C}^{1 \times M} \) is the channel vector during the time slot \((p, s)\) containing the channel gains from antennas of the \( i\)th transmitter to the \( j\)th receiver. Note that \( V_{i}^{(p,s)} = 0, \forall i \notin G_{(p,s)} \), and we force \( \mathbb{E}\{ \| V_{i}^{(p,s)} x_{i} \|^2 \} \leq P \), where \( P \) represents in our case the signal to noise ratio (SNR).

The reported CSI is estimated with finite accuracy, assuming the CSI is fed back with an uplink SNR equal to \( P^{\epsilon} \), where \( \epsilon \in [0, 1] \) captures the FBQ. Hence, \( \hat{h}_{j,i}^{(p,s)} \) is estimated by \( \tilde{h}_{j,i}^{(p,s)} \), and the channel estimation error (CEE) is given by

\[
\tilde{h}_{j,i}^{(p,s)} = h_{j,i}^{(p,s)} - \hat{h}_{j,i}^{(p,s)}, \quad \text{with} \quad \mathbb{E}\{ \| \tilde{h}_{j,i}^{(p,s)} \|^2 \} = P^{\epsilon}
\]

---

**Fig. 1.** The 3-user MISO IC with \((3, 1)\) antennas. The transmission is carried out in 6 slots, divided in two phases: OT and RIA. The right hand side table shows the active transmitters during each time slot.
where $\epsilon = 0$ stands for totally distorted dCSIT, since the CEE power does not vanish when $P \to \infty$, and distorts the channel observation at the transmitters. On the other hand, when $\epsilon = 1$ the dCSIT is as good as perfect, since the power of the CEE goes to zero when $P$ is sufficiently high, and thus has no impact in the DoF sense. Note that the FBQ characterization described above is valid only for the high SNR regime, because otherwise, $\epsilon = 1$ cannot be assumed as perfect dCSIT.

We assume local imperfect dCSIT knowledge. According to previous definitions, this means that transmitter $j$ has access to $\{\hat{h}_{1,j}^{(1,s)}, \hat{h}_{2,j}^{(1,s)} \ldots \hat{h}_{K,j}^{(1,s)}\}$ at the beginning of the RIA phase, for every slot $s$ where $j \in G_{(1,s)}$, i.e. each time slot of the first phase where the $j$th transmitter is active.

After the two phases, all the received signals can be grouped as follows:

$$\begin{align*}
    \mathbf{r}_j &= \mathbf{U}_j \left( \sum_{i=1}^{K} \mathbf{H}_{j,i} \mathbf{V}_i \mathbf{x}_i + \mathbf{n}_j \right) \\
    \mathbf{H}_{j,i} &= \text{bdiag} \left( \mathbf{h}_{j,i}^{(1,1)}, \mathbf{h}_{j,i}^{(1,2)} \ldots \mathbf{h}_{j,i}^{(2,2W_2)} \right) \\
    \mathbf{V}_i &= \text{stack} \left( \mathbf{V}_{i}^{(1,1)}, \mathbf{V}_{i}^{(1,2)} \ldots \mathbf{V}_{i}^{(2,2W_2)} \right)
\end{align*}$$

where $\mathbf{V}_i \in \mathbb{C}^{MW \times b}$ is the global $i$th precoding matrix, $\mathbf{H}_{j,i} \in \mathbb{C}^{W \times MW}$ is the extended $j$th channel matrix, $\mathbf{r}_j \in \mathbb{C}^{b \times b}$ is the signal processed at the $j$th receiver, and $\mathbf{U}_j \in \mathbb{C}^{b \times W}$ is a $j$th linear filter devoted to combat the interference. For the proper DoF analysis in section 4.3, let define the matrix $\mathbf{\Xi}_j \in \mathbb{C}^{W \times (K-1)b}$ as a matrix containing the received interference signals during the whole transmission. This matrix is computed by concatenating the columns $\mathbf{H}_{j,i} \mathbf{V}_i$, $\forall i \neq j$. Finally, the achieved DoF per user are defined as

$$\hat{d}_j = \lim_{P \to \infty} \frac{\mathbb{E} \{ I(\mathbf{x}_j; \mathbf{r}_j) \}}{W \log P}$$

where $I(a; b)$ stands for the mutual information of $a$ and $b$.

3. MAIN RESULT

The main contribution of this work is next stated:

**Theorem 1** The DoF per user of the $K$-user MISO IC with imperfect local dCSIT, with FBQ $0 \leq \epsilon \leq 1$, and with $(M \geq K, 1)$ antennas at the transmitters and receivers, respectively, is given by

$$\frac{2}{K+1} \frac{1 + (K-1)\epsilon}{K} \leq d \leq \left( \sum_{i=1}^{K} \frac{1}{i} \right)^{-1}$$

**Proof:** See section 4 for the inner bound proof. The outer bound relies on transmitter cooperation, i.e. a BC with dCSIT where the transmitter is equipped with $KM$ antennas [5].

**Corollary 1** For a $K$-user MIMO IC with $(M \geq KN, N)$, the proposed DoF inner and outer bounds are scaled by $N$.

Fig. 2 depicts the obtained DoF for perfect dCSIT ($\epsilon = 1$). Results are compared with the scheme introduced in [9], with TDMA\footnote{TDM achieves the optimal DoF when no CSIT is assumed [6].}, and with the scheme proposed in [10] for the $K$-user SISO IC assuming global dCSIT. Some interesting remarks are next commented:

- Our inner and outer bounds are tighter than any previously reported results.
- In case of perfect dCSIT ($\epsilon = 1$), and as the number of users increases, the scheme in [9] collapses to the TDMA performance, whereas our scheme achieves twice the corresponding DoF.
- The proposed scheme outperforms TDMA whenever $\epsilon > \frac{1}{2}$, see [5], regardless the number of users $K$. 


4. TRANSMISSION PROTOCOL

This section derives a transmission scheme able to achieve \( \frac{2}{K+1} \frac{1+(K-1)\epsilon}{K} \) DoF per user. Our approach delivers \( b = K \) symbols to each of the \( K \) users along \( W = K + \binom{K}{2} \) slots. For simplicity, we consider the \( M = K \) case while the case \( M \geq K \) can be tackled by turning off the additional antennas. The scheme is divided in two phases: OT and RIA phases.

4.1. Orthogonal Transmission phase

During this phase, users are served in TDMA, i.e. \( G_{(1,s)} = \{s\} \). The signal received at each receiver during each time slot is given by:

\[
y_{j}^{(1,s)} = h_{j,s}^{(1,s)} V_{s}^{(1,s)} x_{s} + n_{j}^{(1,s)} \tag{6}
\]

Since there is no CSIT, one symbol is transmitted with no precoding per antenna and slot, i.e. \( V_{s}^{(1,s)} = \frac{1}{\sqrt{K}} I, s = 1 \ldots W \). Consequently, each user gets 1 linear combination (LC) of its \( K \) desired symbols, thus it is not able to decode them yet. On the other hand, 1 LC of each interfering signal is overheard at each receiver. This overheard information will be exploited by the transmitters in the RIA phase.

4.2. Retrospective Interference Alignment phase

During the second phase, each transmitter is active in \( K - 1 \) slots, transmitting simultaneously with another transmitter, obtained from the \( \binom{K}{2} \) possible pairs. Let us assume that in the \( s \)th slot the two transmitters \( \alpha \) and \( \beta \) are active, i.e. \( G_{(2,s)} = \{\alpha, \beta\} \), and the received signal at receiver \( \beta \) is,

\[
y_{\beta}^{(2,s)} = h_{\beta,\beta}^{(2,s)} V_{\beta}^{(2,s)} x_{\beta} + h_{\beta,\alpha}^{(2,s)} V_{\alpha}^{(2,s)} x_{\alpha} + n_{\beta}^{(2,s)} \tag{7}
\]

\[\text{Fig. 2. DoF per user inner and outer bounds for the } K\text{-user MISO IC with } M \geq K \text{ antennas at each transmitter and with perfect dCSIT } (\epsilon = 1).\]

\[\text{2It may be expected a diversity gain when } M \geq K, \text{ but the interest of this paper is focused on the multiplexing gain (DoF).}\]
Then, the precoding matrix $V^{(2,s)}_\alpha$ is designed such that the interference created at the $\beta$th receiver is aligned with the previous received interference. The RIA condition at this receiver for this time slot is expressed by
\[
\begin{align*}
\mathbf{h}^{(2,s)}_{\beta,\alpha} V^{(2,s)}_\alpha & \propto \mathbf{h}^{(1,\alpha)}_{\beta,\alpha} V^{(1,\alpha)}_\alpha \\
\end{align*}
\] (8)
and, since there is no current CSIT, we select
\[
V^{(2,s)}_\alpha = \sigma^*_s \left[ \begin{array}{ccc}
1 \\
0 \\
\end{array} \right] \mathbf{h}^{(1,\alpha)}_{\beta,\alpha} \\
\] (9)
where $\sigma^*_s$ ensures the transmit power constraint.

### 4.3. DoF performance

Now we analyze the DoF achieved for each user subject to the imperfect dCSIT assumption. Due to space limitation, only a sketch of the proof for the $K = 3$ case is shown, whereas the generalization to $K$ users is straightforward. In this regard, consider the matrix of interference at user 1:
\[
\Xi_1 = \begin{bmatrix}
0 & 0 & 0 \\
c_1 \sqrt{P} \tilde{h}^{(1,2)}_{1,2} & 0 & 0 \\
c_2 \sqrt{P} \tilde{h}^{(1,2)}_{1,2} & 0 & 0 \\
c_3 \sqrt{P} \tilde{h}^{(1,2)}_{1,2} & 0 & 0 \\
c_4 \sqrt{P} \tilde{h}^{(1,2)}_{1,2} & 0 & 0 \\
\end{bmatrix} \\
\] (10)
where constants $c_k, k = 1 \ldots 5$ are independent of $P$, and designed to satisfy the transmitted power constraint. Remember that each row in (10) corresponds to each time slot, and each block column to users 2 and 3, respectively.

The receiver aims to suppressing the interference by using the received signal in different phases, hence user 1 applies the following receive filter,
\[
U_1 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & c_2 & 0 & -c_1 & 0 & 0 \\
0 & 0 & c_3 & 0 & -c_1 & 0 \\
\end{bmatrix} \\
\] (11)
and the residual interference at receiver 1 results,
\[
U_1 \Xi_1 = \begin{bmatrix}
0 \\
c_1 c_2 \sqrt{P} \tilde{h}^{(1,2)}_{1,2} & 0 & 0 \\
0 & c_1 c_3 \sqrt{P} \tilde{h}^{(1,3)}_{1,2} \\
\end{bmatrix} \\
\] (12)
with $h^{(p,s)}_{j,i}$ defined as in (2). Therefore, the interference plus noise covariance matrix is given by,
\[
\Upsilon_j = U_j \Xi_j \Xi_j^H + U_j U_j^H \\
\] (13)
\[
\Upsilon_j = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & c_6 P \| \tilde{h}^{(1,2)}_{1,2} \|^2 & 0 \\
0 & 0 & c_7 P \| \tilde{h}^{(1,3)}_{1,2} \|^2 \\
\end{bmatrix} \\
\] (14)
where $c_6, c_7$ are independent of $P$, and we assume $P \to \infty$. Finally, we obtain the achieved DoF by using (4), as follows,
\[
\hat{d}_1 \geq \frac{\log E \{ \| \mathbf{H}_1 \mathbf{H}_1^H \} - \log E \{ | \mathbf{Y}_1 | \} }{6 \log P} \\
= \frac{3 \log P - 2(1 - \epsilon) \log P}{6 \log P} = \frac{1 + 2 \epsilon}{6} \\
\] (15)
where $\mathbf{H}_j = U_j H_{j,j} V_j$ is the $j$th equivalent channel, and (15)-(16) follow assuming $P \to \infty$, and using the Jensen’s inequality (15) and basic properties of linear algebra. Due to symmetry of the problem, the same arguments hold for users 2 and 3. The DoF value stated in Theorem 1 is obtained by generalizing this procedure to the $K$-user case.
5. SIMULATION RESULTS

For the 3-user case, we evaluate our scheme for different FBQ and SNR values. Fig. 3 shows the rate per user as a function of the SNR, averaged over 2000 channel realizations. We compare our results with the no CSIT case, referring to developing a TDMA strategy during 9 time slots. Notice that the slope for $\epsilon = 0.5$ coincides with that for the no CSIT case, as expected from the DoF expression derived in Theorem 1. This implies that the dCSIT scheme outperforms the no CSIT case as long as the uplink SNR is higher than half the downlink SNR (both in dB). It is also remarkable that the no CSIT scheme can be outperformed with the sufficiently high $\epsilon$, even in the low-medium SNR regime. Further, Fig. 4 presents the 10-percentile outage rate per user as a function of FBQ ($\epsilon$). It can be seen that the required FBQ value for outperforming the TDMA scheme depends on the SNR.

6. CONCLUSIONS

The DoF of the $K$-user MISO IC have been studied when the transmitters have imperfect, delayed, and local CSIT. We propose a simple precoding scheme and analyze its performance in terms of DoF as a function of the Feedback Quality $\epsilon$. This DoF inner bound is contextualized with a new DoF outer bound, both improving all previous results. Additionally, we find out that as long as $\epsilon > \frac{1}{2}$ the RIA scheme outperforms the no CSIT case. Finally, simulation results validate the theoretical analysis, and show the benefits of using dCSIT not only in terms of average rate but also in terms of outage rate with respect to the case of uninformed transmitters.

![Fig. 3. Average rate per user vs SNR for different FBQ](image-url)
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