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Abstract

Any Calabi–Yau threefold $X$ with infinite fundamental group admits an étale Galois covering either by an abelian threefold or by the product of a K3 surface and an elliptic curve. We call $X$ of type A in the former case and of type K in the latter case. In this paper, we provide the full classification of Calabi–Yau threefolds of type K, based on Oguiso and Sakurai’s work [26]. Together with a refinement of Oguiso and Sakurai’s result on Calabi–Yau threefolds of type A, we finally complete the classification of Calabi–Yau threefolds with infinite fundamental group.
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1 Introduction

The present paper is concerned with the Calabi–Yau threefolds with infinite fundamental group. Throughout the paper, a Calabi–Yau threefold is a smooth complex projective threefold $X$ with trivial canonical bundle and $H^1(X, \mathcal{O}_X) = 0$. Let $X$ be a Calabi–Yau threefold with infinite fundamental group. Then the Bogomolov decomposition theorem \cite{Bogomolov} implies that $X$ admits an étale Galois covering either by an abelian threefold or by the product of a K3 surface and an elliptic curve. We call $X$ of type A in the former case and of type K in the latter case. Among many candidates for such coverings, we can always find a unique smallest one, up to isomorphism as a covering \cite{Chen}. We call the smallest covering the minimal splitting covering of $X$. The main result of this paper is the following:

Theorem 1.1 (Theorem 3.1). There exist exactly eight Calabi–Yau threefolds of type K, up to deformation equivalence. The equivalence class is uniquely determined by the Galois group $G$ of the minimal splitting covering. Moreover, the Galois group is isomorphic to one of the following combinations of cyclic and dihedral groups

$$C_2, C_2 \times C_2, C_2 \times C_2 \times C_2, D_6, D_8, D_{10}, D_{12}, \text{ or } C_2 \times D_8.$$

Most Calabi–Yau threefolds we know have finite fundamental groups: for example, complete intersection Calabi–Yau threefolds in toric varieties or homogeneous spaces, and (resolutions of singularities of) finite quotients thereof. Calabi–Yau threefolds with infinite fundamental group were only partially explored before the pioneering work of Oguiso and Sakurai \cite{OguisoSakurai}. In their paper, they made a list of possible Galois groups for type K but it was not settled whether they really occur or not. In this paper, we complement their work by providing the full classification (Theorem 1.1) and also give an explicit presentation for the deformation classes of the eight Calabi–Yau threefolds of type K.

The results described in this paper represent the first step in our program which is aimed at more detailed understanding of Calabi–Yau threefolds of type K. Calabi–Yau threefolds of type K are relatively simple yet rich enough to display the essential complexities of Calabi–Yau geometries, and we expect that they will provide good testing-grounds for general theories and conjectures. Indeed, the simplest example, known as the Enriques Calabi–Yau threefold (or the FHSV-model \cite{FHSV}), has been one of the most tractable compact Calabi–Yau threefolds both in string theory and mathematics (see for example \cite{FHSV, Aspinwall, Beasley, Candelas, Dijkgraaf, Nakayama}). A particularly nice property of Calabi–Yau threefolds of type K is their fibration structure; they all admit a K3 fibration, an Abelian surface fibration, and an elliptic fibration (Proposition 5.3). This rich structure suggests that they play an important role in dualities among various string theories. In the forthcoming paper \cite{Dualities}, we will discuss mirror symmetry of
Calabi–Yau threefolds of type K.

We will also provide the full classification of Calabi–Yau threefolds of type A, again based on Oguiso and Sakurai’s work [26]. In contrast to Calabi–Yau threefolds of type K, Calabi–Yau threefolds of type A are classified not by the Galois groups of the minimal splitting coverings, but by the minimal totally splitting coverings, where abelian threefolds that cover Calabi–Yau threefolds of type A split into the product of three elliptic curves (Theorem 6.2). Together with the classification of Calabi–Yau threefolds of type K, we finally complete the full classification of Calabi–Yau threefolds with infinite fundamental group:

**Theorem 1.2** (Theorem 6.4). There exist exactly fourteen deformation classes of Calabi–Yau threefolds with infinite fundamental group. More precisely, six of them are of type A, and eight of them are of type K.

It is remarkable that we can study Calabi–Yau threefolds very concretely by simply assuming that their fundamental groups are infinite. We hope that our results unveil an interesting class of Calabi–Yau threefolds and shed some light on the further investigation of general compact Calabi–Yau threefolds.

The layout of this paper is as follows. In Section 2 we recall some basics on lattices and K3 surfaces. Lattice theory will be useful when we study finite automorphism groups on K3 surfaces in later sections. Section 3 is the main part of this paper. It begins with a review of Oguiso and Sakurai’s fundamental work [26], which essentially reduces the study of Calabi–Yau threefolds of type K to that of K3 surfaces equipped with Calabi–Yau actions (Definition 3.6). We will then provide the full classification of Calabi–Yau threefolds of type K, presenting all the deformation equivalence classes. Section 4 is devoted to the proof of a key technical result, Lemma 3.14 (Key Lemma), which plays a crucial role in Section 3. Section 5 addresses some basic properties of Calabi–Yau threefolds of type K. In Section 6, we will improve Oguiso and Sakurai’s work on Calabi–Yau threefolds of type A. This section finally completes the classification of Calabi–Yau threefolds with infinite fundamental group.
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2 Lattices and K3 surfaces

We begin with a brief summary of the basics of lattices and K3 surfaces that we need throughout this article. This will also serve to set conventions and notations. Standard references are \[2, 23\].

2.1 Lattices

A lattice is a free \( \mathbb{Z} \)-module \( L \) of finite rank together with a symmetric bilinear form \( \langle *, ** \rangle : L \times L \to \mathbb{Z} \). With a slight abuse of notation, we denote a lattice simply by \( L \). With respect to a choice of basis, the symmetric bilinear form is represented by a Gram matrix. The discriminant \( \text{disc}(L) \) of a lattice \( L \) is the determinant of the Gram matrix of \( L \). We denote by \( O(L) \) the group of automorphisms of \( L \). We define \( L(n) \) to be the lattice obtained by multiplying the bilinear form \( L \) by an integer \( n \). For \( a \in \mathbb{Q} \) we denote by \( \langle a \rangle \) the lattice of rank 1 generated by \( x \) with \( x^2 := \langle x, x \rangle = a \). A lattice \( L \) is called even if \( x^2 \in 2\mathbb{Z} \) for all \( x \in L \). \( L \) is non-degenerate if \( \text{disc}(L) \neq 0 \) and unimodular if \( \text{disc}(L) = \pm 1 \). If \( L \) is a non-degenerate lattice, the signature of \( L \) is the pair \((t_+, t_-)\) where \( t_+ \) and \( t_- \) respectively denote the dimensions of the positive and negative eigenspaces of \( L \otimes \mathbb{R} \). We define \( \text{sign} L := t_+ - t_- \).

A sublattice \( M \) of a lattice \( L \) is a submodule of \( L \) with the bilinear form of \( L \) restricted to \( M \). A sublattice \( M \) of \( L \) is called primitive if \( L/M \) is torsion free. For a sublattice \( M \) of \( L \), we denote the orthogonal complement of \( M \) in \( L \) by \( M^\perp L \) (or simply \( M^\perp \)):

\[
M^\perp L := \{ x \in L \mid \langle x, y \rangle = 0 \ (\forall y \in M) \}.
\]

We assume that an action of a group \( G \) on a lattice \( L \) preserves the bilinear form unless otherwise stated. For a lattice \( L \) with an action of \( G \), we define the invariant part \( L^G \) and the coinvariant part \( L_G \) of \( L \) by

\[
L^G := \{ x \in L \mid g \cdot x = x \ (\forall g \in G) \}, \quad L_G := (L^G)^\perp L.
\]

We simply denote \( L^{(g)} \) and \( L_{(g)} \) by \( L^g \) and \( L_g \) respectively for \( g \in G \). If another group \( H \) acts on \( L \), we denote \( L^G \cap L^H \) by \( L^G_H \).

The hyperbolic lattice \( U \) is the rank 2 lattice whose Gram matrix is given by \[
\begin{bmatrix}
0 & 1 \\
1 & 0 
\end{bmatrix}.
\]
The corresponding basis of \( U \) is called the standard basis and often denoted by \( e, f \). Let \( A_m, D_n, E_l, \ (m \geq 1, \ n \geq 4, \ l = 6, 7, 8) \) be the lattices defined by the corresponding Cartan matrices. Every indefinite even unimodular lattice can be realized as an orthogonal sum of copies of \( U \) and \( E_8(\pm 1) \) in an essentially unique way, the only relation being
\[ E_8 \oplus E_8(-1) \cong U^{\oplus 8}. \] Thus an even unimodular lattice of signature (3, 19) is isomorphic to
\[ \Lambda := U^{\oplus 3} \oplus E_8(-1)^{\oplus 2}, \] which is called the K3 lattice.

Let \( L \) be a non-degenerate even lattice. The bilinear form of \( L \) determined a canonical embedding \( L \hookrightarrow L^\vee := \text{Hom}(L, \mathbb{Z}). \) The quotient group \( A(L) := L^\vee/L \) is a finite abelian group of order \(|\text{disc}(L)|\) and called the discriminant group of \( L. \) The bilinear form on \( L \) naturally extends to the one on the dual \( L^\vee \) and defines a quadratic map \( q(L) : A(L) \to \mathbb{Q}/2\mathbb{Z} \) by sending \( x + L \mapsto x^2 + 2\mathbb{Z}. \) Two even lattices \( L \) and \( L' \) have isomorphic discriminant form if and only if they are stably equivalent, that is, \( L \oplus K \cong L' \oplus K' \) for some even unimodular lattices \( K \) and \( K'. \) Since the rank of an even unimodal is divisible by 8, \( \text{sign}(L) := \text{sign} L \mod 8 \) is well-defined. Let \( M \hookrightarrow L \) be a primitive embedding of non-degenerate even lattices and suppose that \( L \) is unimodular, then there is a natural isomorphism \( (A(M), q(M)) \cong (A(M^\perp), -q(M^\perp)). \) The genus of \( L \) is defined as the set of isomorphism classes of lattices \( L' \) such that the signature of \( L' \) is the same as that of \( L \) and \( (A(L), q(L)) \cong (A(L'), q(L')). \)

**Theorem 2.1** \((\text{[23, 28]}). \) Let \( L \) be a non-degenerate even lattice with rank \( L \geq 3. \) If \( L \cong U(n) \oplus L' \) for a positive integer \( n \) and a lattice \( L' , \) then the genus of \( L \) consists of only one class.

Let \( L \) be a lattice and \( M \) a module such that \( L \subset M \subset L^\vee. \) We say that \( M \) equipped with the induced bilinear form \( \langle *, ** \rangle \) is an overlattice of \( L \) if \( \langle *, ** \rangle \) takes integer values on \( M. \) Any lattice which includes \( L \) as a sublattice of finite index is considered as an overlattice of \( L. \)

**Proposition 2.2** \((\text{[23]}). \) Let \( L \) be a non-degenerate even lattice and \( M \) a submodule of \( L^\vee \) such that \( L \subset M. \) Then \( M \) is an even overlattice of \( L \) if and only if the image of \( M \) in \( A(L) \) is an isotropic subgroup, that is, the restriction of \( q(L) \) to \( M/L \) is zero. Moreover, there is a natural one-to-one correspondence between the set of even overlattices of \( L \) and the set of isotropic subgroups of \( A(L). \)

**Proposition 2.3** \((\text{[23]}). \) Let \( K \) and \( L \) be non-degenerate even lattices. Then there exists a primitive embedding of \( K \) into an even unimodular lattice \( \Gamma \) such that \( K^\perp \cong L, \) if and only if \( (A(K), q(K)) \cong (A(L), -q(L)). \) More precisely, any such \( \Gamma \) is of the form \( \Gamma \lambda \subset K^\vee \oplus L^\vee \) for some isomorphism
\[ \lambda : (A(K), q(K)) \to (A(L), -q(L)), \]
where \( \Gamma \lambda \) is the lattice corresponding to the isotropic subgroup
\[ \{(x, \lambda(x)) \in A(K) \oplus A(L) \mid x \in A(K)\} \subset A(K) \oplus A(L). \]
Lemma 2.4. Let $L$ be a non-degenerate lattice and $i \in O(L)$ an involution. Then $L/(L^i \oplus L_i) \cong (\mathbb{Z}/2\mathbb{Z})^n$ for some $n \leq \min\{\text{rank } L^i, \text{rank } L_i\}$.

Proof. For any $x \in L$, we have a decomposition $x = x_+ + x_-$ with $x_+ \in L^i \otimes \mathbb{Q}$ and $x_- \in L_i \otimes \mathbb{Q}$. We have $2x_+ = x + i(x) \in L$. We define $\phi(x \mod L^i \oplus L_i) = 2x_+ \mod 2L^i$. We can easily see that $\phi: L/(L^i \oplus L_i) \to L^i/2L^i$ is a well-defined injection. Hence we have $L/(L^i \oplus L_i) \cong (\mathbb{Z}/2\mathbb{Z})^n$ with $n \leq \text{rank } L^i$. Similarly, we have $n \leq \text{rank } L_i$. \hfill \Box

2.2 K3 Surfaces

A K3 surface is a simply-connected compact complex surface with trivial canonical bundle. The second cohomology group $H^2(S, \mathbb{Z})$ of a K3 surface $S$ with its intersection form is isomorphic to the K3 lattice $\Lambda = U^3 \oplus E_8(-1)^{\oplus 2}$. Since any K3 surface $S$ is a Kähler surface, $H^2(S, \mathbb{Z})$ is endowed with a weight-two Hodge structure

$$H^2(S, \mathbb{C}) = H^2(S, \mathbb{Z}) \otimes \mathbb{C} = H^{2,0}(S) \oplus H^{1,1}(S) \oplus H^{0,2}(S).$$

Let $\omega_S$ be a nowhere vanishing holomorphic 2-form on $S$. The space $H^{2,0}(S) \cong \mathbb{C}$ is generated by the class of $\omega_S$, which we denote by the same $\omega_S$. The weight-two Hodge structure on the lattice $H^2(S, \mathbb{Z})$ is determined by the line $\mathbb{C}\omega_S \subset H^2(S, \mathbb{C})$. The Néron–Severi lattice $\text{NS}(S)$ is given by

$$\text{NS}(S) := \{x \in H^2(S, \mathbb{Z}) \mid \langle x, \omega_S \rangle = 0\}. \quad (2.1)$$

Here we extend the bilinear form $\langle *, ** \rangle$ on $H^2(S, \mathbb{Z})$ to that on $H^2(S, \mathbb{C})$ linearly. The open subset $\mathcal{K}_S \subset H^{1,1}(S, \mathbb{R})$ of Kähler classes is called the Kähler cone of $S$. It is known that $\mathcal{K}_S$ is a connected component of

$$\{x \in H^{1,1}(S, \mathbb{R}) \mid x^2 > 0, \langle x, \delta \rangle \neq 0 \ (\forall \delta \in \Delta_S)\}, \quad \Delta_S := \{\delta \in \text{NS}(S) \mid \delta^2 = -2\}.$$ 

The study of K3 surfaces reduces to lattice theory by the following two theorems.

Theorem 2.5 (Global Torelli Theorem [2]). Let $S$ and $T$ be K3 surfaces. Let $\phi: H^2(S, \mathbb{Z}) \rightarrow H^2(T, \mathbb{Z})$ be an isomorphism of lattices satisfying the following conditions.

1. $(\phi \otimes \mathbb{C})(H^{2,0}(S)) = H^{2,0}(T)$.

2. There exists an element $\kappa \in \mathcal{K}_S$ such that $(\phi \otimes \mathbb{R})(\kappa) \in \mathcal{K}_T$.

Then there exists a unique isomorphism $f: T \rightarrow S$ such that $f^* = \phi$.

Theorem 2.6 (Surjectivity of the period map [2]). Assume that vectors $\omega \in \Lambda \otimes \mathbb{C}$ and $\kappa \in \Lambda \otimes \mathbb{R}$ satisfy the following conditions:
1. \( \langle \omega, \omega \rangle = 0, \langle \omega, \overline{\omega} \rangle > 0, \langle \kappa, \kappa \rangle > 0 \) and \( \langle \kappa, \omega \rangle = 0 \).

2. \( \langle \kappa, x \rangle \neq 0 \) for any \( x \in (\omega)_\Lambda^\perp \) such that \( \langle x, x \rangle = -2 \).

Then there exist a K3 surface \( S \) and an isomorphism \( \alpha: H^2(S, \mathbb{Z}) \to \Lambda \) of lattices such that \( \mathbb{C}\omega = (\alpha \otimes \mathbb{C})(H^{2,0}(S)) \) and \( \kappa \in (\alpha \otimes \mathbb{R})(\mathcal{K}_S) \).

An action of a group \( G \) on a K3 surface \( S \) induces a (left) \( G \)-action on \( H^2(S, \mathbb{Z}) \) by

\[
g \cdot x := (g^{-1})^* x, \quad g \in G, \quad x \in H^2(S, \mathbb{Z}).
\]

The following lemma is useful to study finite group actions on K3 surfaces.

**Lemma 2.7** (Oguiso–Sakurai [26, Lemma 1.7]). Let \( S \) be a K3 surface with an action of a finite group \( G \) and let \( x \) be an element in \( \text{NS}(S)^G \otimes \mathbb{R} \) with \( x^2 > 0 \). Suppose that \( \langle x, \delta \rangle \neq 0 \) for any \( \delta \in \text{NS}(S) \) with \( \delta^2 = -2 \). Then there exists \( \gamma \in \text{O}(H^2(S, \mathbb{Z})) \) such that

\[
\gamma(H^2, 0)(S) = H^2, 0(S), \quad \gamma(x) \in K_S, \quad \text{and} \quad \gamma \text{ commutes with } G.
\]

Let \( g \) be an automorphism of a K3 surface \( S \). We denote the fixed locus of \( g \) by \( S^g \). The automorphism \( g \) is said to be symplectic if \( g^* \omega_S = \omega_S \), and anti-symplectic if \( g^* \omega_S = -\omega_S \).

If \( g \) is an anti-symplectic involution, then \( g \) is locally linearized as \( (z_1, z_2) \mapsto (z_1, -z_2) \) at any fixed point, thus \( S^g \) is the disjoint union of smooth curves, which is possibly empty.

**Theorem 2.8** ([22]). Let \( g \) be a symplectic automorphism of \( S \) of finite order, then \( \text{ord}(g) \leq 8 \) and the number of fixed points depends only on \( \text{ord}(g) \) as given in the following table.

| \( \text{ord}(g) \) | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|------------------|---|---|---|---|---|---|---|
| \( |S^g| \)        | 8 | 6 | 4 | 4 | 2 | 3 | 2 |

**Definition 2.9.** An Enriques surface is the quotient surface \( S/\langle \iota \rangle \) of a K3 surface \( S \) by a fixed point free involution \( \iota \). A fixed point free involution \( \iota \) of a K3 surface \( S \) is called an Enriques involution.

**Theorem 2.10** ([24]). Let \( \iota \) be an involution of a K3 surface \( S \). If \( \iota \) is an Enriques involution, then \( \iota \) is anti-symplectic and

\[
H^2(S, \mathbb{Z})^\iota \cong U(2) \oplus E_8(-2), \quad H^2(S, \mathbb{Z})_\iota \cong U \oplus U(2) \oplus E_8(-2).
\]

Conversely, if \( H^2(S, \mathbb{Z})^\iota \cong U(2) \oplus E_8(-2) \), then \( \iota \) is an Enriques involution.

An example of a K3 surface with an Enriques involution we keep in mind is the following.
Example 2.11 (Horikawa model [2 Section V.23]). Consider the double covering \( \pi : S \to \mathbb{P}^1 \times \mathbb{P}^1 \) branching along a smooth curve \( B \) of bidegree \((4,4)\). Then \( S \) is a K3 surface. We denote by \( \theta \) the covering involution on \( S \). Assume that \( B \) is invariant under the involution \( \iota \) of \( \mathbb{P}^1 \times \mathbb{P}^1 \) given by \((x,y) \mapsto (-x,-y)\), where \( x \) and \( y \) are the inhomogeneous coordinates of \( \mathbb{P}^1 \times \mathbb{P}^1 \). The involution \( \iota \) lifts to a symplectic involution of the K3 surface \( S \). Then \( \theta \circ \iota \) is an involution of \( S \) without fixed points unless \( B \) passes through one of the four fixed points of \( \iota \) on \( \mathbb{P}^1 \times \mathbb{P}^1 \). The quotient surface \( T = S/\langle \theta \circ \iota \rangle \) is therefore an Enriques surface.

Proposition 2.12 ([2 Proposition XIII.18.1]). Any generic K3 surface with an Enriques involution is realized as a Horikawa model defined above.

3 Classification

In this paper, we consider the Calabi–Yau threefolds with infinite fundamental group. The Bogomolov decomposition theorem [2] implies that such a Calabi–Yau threefold \( X \) admits an étale Galois covering either by an abelian threefold or by the product of a K3 surface and an elliptic curve. We call \( X \) of type A in the former case and of type K in the latter case. Among many candidates of such coverings, we can always find a unique smallest one, up to isomorphism as a covering [4]. We call the smallest covering the minimal splitting covering of \( X \). The goal of this section is to provide the following classification theorem of Calabi–Yau threefolds of type K:

Theorem 3.1. There exist exactly eight Calabi–Yau threefolds of type K, up to deformation equivalence. The equivalence class is uniquely determined by the Galois group \( G \) of the minimal splitting covering. Moreover, the Galois group is isomorphic to one of the following combinations of cyclic and dihedral groups

\[ C_2, \ C_2 \times C_2, \ C_2 \times C_2 \times C_2, \ D_6, \ D_8, \ D_{10}, \ D_{12}, \text{ or } C_2 \times D_8. \]

We will also give an explicit presentation for the eight Calabi–Yau threefolds. For the reader’s convenience, here we outline the proof of Theorem 3.1. Firstly, by the work of Oguiso and Sakurai [26], the classification of Calabi–Yau threefolds of type K essentially reduces to that of K3 surfaces \( S \) equipped with a Calabi–Yau action (Definition 3.6) of a finite group of the form \( G = H \rtimes \langle \iota \rangle \). Here the action of \( H \) on \( S \) is symplectic and \( \iota \) is an
Enriques involution of $S$. A sketch of the proof of the classification of such K3 surfaces is the following:

1. We make a list of examples of K3 surfaces $S$ with a Calabi–Yau $G$-action. They are given as double coverings of $\mathbb{P}^1 \times \mathbb{P}^1$ ($H$-equivariant Horikawa models).

2. For a K3 surface $S$ with a Calabi–Yau $G$-action, it is proven that there exists an element $v \in \text{NS}(S)^G$ such that $v^2 = 4$ (Key Lemma).

3. It is shown that $S$ has a projective model of degree 4 and admits a $G$-equivariant double covering of a quadric hypersurface in $\mathbb{P}^3$, which is isomorphic to $\mathbb{P}^1 \times \mathbb{P}^1$ if it is smooth. Therefore, $S$ is generically realized as an $H$-equivariant Horikawa model constructed in Step 1.

4. We classify the deformation equivalence classes of $S$ on a case-by-case basis and also exclude an unrealizable Galois group.

It is worth noting that a realization of a K3 surface $S$ with a Calabi–Yau $G$-action as a Horikawa model is in general not unique (Propositions 3.11 and 3.13).

3.1 Work of Oguiso and Sakurai

We begin with a brief review of Oguiso and Sakurai’s work [26]. Let $X$ be a Calabi–Yau threefold of type K. Then the minimal splitting covering $\pi: S \times E \to X$ is obtained by imposing the condition that the Galois group of the covering $\pi$ does not contain any elements of the form $(\text{id}_S, \text{non-zero translation of } E)$.

**Definition 3.2.** We call a finite group $G$ a Calabi–Yau group if there exist a K3 surface $S$, an elliptic curve $E$ and a faithful $G$-action on $S \times E$ such that the following conditions hold.

1. $G$ contains no elements of the form $(\text{id}_S, \text{non-zero translation of } E)$.

2. The $G$-action on $H^{3,0}(S \times E) \cong \mathbb{C}$ is trivial.

3. The $G$-action is free, that is, $(S \times E)^g = \emptyset$ for all $g \in G$, $g \neq 1$.

4. $G$ does not preserve any holomorphic 1-form, that is, $H^0(S \times E, \Omega_{S \times E})^G = 0$.

We call $S \times E$ a target threefold of $G$. 
The Galois group $G$ of the minimal splitting covering $S \times E \to X$ of a Calabi–Yau threefold $X$ of type K is a Calabi–Yau group. Conversely, if $G$ is a Calabi–Yau group with a target space $S \times E$ of $G$, then the quotient $(S \times E)/G$ is a Calabi–Yau threefold of type K.

Let $G$ be a Calabi–Yau group and $S \times E$ a target threefold of $G$. Thanks to a result of Beauville [4], we have a canonical isomorphism $\text{Aut}(S \times E) \cong \text{Aut}(S) \times \text{Aut}(E)$. The images of $G \subset \text{Aut}(S \times E)$ under the two projections to $\text{Aut}(S)$ and $\text{Aut}(E)$ are denoted by $G_S$ and $G_E$ respectively. It can be proven that $G_S \cong G \cong G_E$ via the natural projections:

$$\begin{align*}
\text{Aut}(S) & \xrightarrow{p_1} \text{Aut}(S \times E) \xrightarrow{p_2} \text{Aut}(E) \\
G_S & \xrightarrow{p_1|G} G \xrightarrow{p_2|G} G_E.
\end{align*}$$

We denote by $g_S$ and $g_E$ the elements in $G_S$ and $G_E$ respectively corresponding to $g \in G$, that is, $p_1(g) = g_S$, $p_2(g) = g_E$.

**Proposition 3.3** (Oguiso–Sakurai [26 Lemma 2.28]). Let $G$ be a Calabi–Yau group and $S \times E$ a target threefold of $G$. Define $H := \text{Ker}(G \to \text{GL}(H^2,0)(S)))$ and take any $\iota \in G \setminus H$. Then the following hold.

1. $\text{ord}(\iota) = 2$ and $G = H \rtimes \langle \iota \rangle$, where the semi-direct product structure is given by $\iota h = h^{-1} \iota$ for all $h \in H$.

2. $g_S$ is an Enriques involution for any $g \in G \setminus H$.

3. $\iota_E = -\text{id}_E$ and $H_E = \langle t_a \rangle \times \langle t_b \rangle \cong C_n \times C_m$ under an appropriate origin of $E$, where $t_a$ and $t_b$ are translations of order $n$ and $m$ respectively such that $n|m$. Moreover we have $(n, m) \in \{(1, k) \mid 1 \leq k \leq 6\}, \{(2, 2), (2, 4), (3, 3)\}$.

Although the case $(n, m) = (2, 4)$ is eliminated from the list of possible Calabi–Yau groups in [26], there is an error in the proof of Lemma 2.29 in [26], which is used to prove the proposition above.$^1$ In fact, there exists a Calabi–Yau group of the form $(C_2 \times C_4) \times C_2 \cong C_2 \times D_8$ (Proposition 3.11). For the sake of completeness, here we settle the proof of Lemma 2.29 in [26]. We do not repeat the whole argument but give a proof of the non-trivial part: $(n, m)$ cannot be $(1, 7), (1, 8), (2, 6)$ nor $(4, 4)$. The reader can skip this part, assuming Proposition 3.3.

$^1$ The error in [26 Lemma 2.28] is that, with their notation, the group $\langle \alpha, h^3_S \rangle$ is not necessarily isomorphic to either $C_2 \times C_2$ or $C_4$, but may be isomorphic to $C_2$. 
Proof of \((n, m) \neq (1, 7), (1, 8), (2, 6), (4, 4)\).

1. \((1, 7)\): Let \(H_S = \langle g \rangle \cong C_7\). Since \(tg^{-1} = g^{-1}, \langle u \rangle \cong C_2\) acts on \(S^g\), which has cardinality 3 and thus has a fixed point. But this contradicts with the fact that \(S^f = \emptyset\) for any \(f \in G_S \setminus H_S\).

2. \((1, 8)\): Let \(H_S = \langle g \rangle \cong C_8\). Note that \(\langle g, t \rangle / \langle g^2 \rangle \cong C_2 \times C_2\) and acts on \(S^g \setminus S^g\) which has cardinality \(4 - 2 = 2\). Then this action induces a homomorphism \(\phi: C_2 \times C_2 \to S_2\). Since \(S^f = \emptyset\) for all \(f \in G_S \setminus H_S\), \(\text{Ker}(\phi) = \langle g \rangle \cong C_2\). Let \(p \in S^g\) be one of the fixed points. Then we have a faithful representation \(H_S = C_2 \times C_6 \to \text{SL}(T_p S) \cong \text{SL}(2, \mathbb{C})\). This contradicts with the classification of finite subgroups in \(\text{SL}(2, \mathbb{C})\).

3. \((2, 6)\): Let \(H_S = \langle g \rangle \times \langle h \rangle \cong C_2 \times C_6\). \(|S^h| = 2\) and thus there is a homomorphism \(\phi: \langle g, t \rangle \cong C_2 \times C_2 \to S_2\). Since \(S^f = \emptyset\) for all \(f \in G_S \setminus H_S\), \(\text{Ker}(\phi) = \langle g \rangle \cong C_2\). Let \(p \in S^g\) be one of the fixed points. Then we have a faithful representation \(H_S = C_2 \times C_6 \to \text{SL}(T_p S) \cong \text{SL}(2, \mathbb{C})\). This contradicts with the classification of finite subgroups in \(\text{SL}(2, \mathbb{C})\).

4. \((4, 4)\): Let \(H_S = \langle g \rangle \times \langle h \rangle \cong C_4 \times C_4\). Note that \(\langle g, h, t \rangle / \langle g^2, h^2 \rangle \cong C_2 \times C_2 \times C_2\) and acts on \(S^{h^2}\). Note also that \(|S^{h^2} / S^h| = 8 - 4 = 4\). Then this induces a homomorphism \(\phi: C_2 \times C_2 \times C_2 \to S_4\). Since \(S_4\) does not contain \(C_2 \times C_2 \times C_2\), \(\text{Ker}(\phi) \cong \langle g, h, t \rangle / \langle g^2, h^2 \rangle\) is not trivial. Let \(\alpha\) be a lift of a non-trivial element of \(\text{Ker}(\phi)\) and take a fixed point \(p \in S^{h^2} \setminus S^h\). Then we have a natural injection \(\langle \alpha, h^2 \rangle \to \text{SL}(T_p S) \cong \text{SL}(2, \mathbb{C})\). In addition using \(h \notin \text{Ker}(\phi)\), we obtain \(\langle \alpha, h^2 \rangle \cong C_4 \times C_2\), which contradicts with the classification of finite subgroups in \(\text{SL}(2, \mathbb{C})\).

\hfill \square

We now state a main result of \cite{26} with a slight correction.

**Theorem 3.4** (Oguiso–Sakurai \cite{26} Theorem 2.23). Let \(X\) be a Calabi–Yau threefold of type \(K\). Let \(S \times E \to X\) be the minimal splitting covering and \(G\) its Galois group. Then the following hold.

1. \(G\) is isomorphic to one of the following:

\[
C_2, \ C_2 \times C_2, \ C_2 \times C_2 \times C_2, \ D_6, \ D_8, \ D_{10}, \ D_{12}, \ C_2 \times D_8, \ or \ (C_3 \times C_3) \times C_2.
\]

2. In each case the Picard number \(\rho(X)\) of \(X\) is uniquely determined by \(G\) and is calculated as \(\rho(X) = 11, 7, 5, 5, 4, 3, 3, 3, 3, 3\) respectively.

3. The cases \(G \cong C_2, \ C_2 \times C_2, \ C_2 \times C_2 \times C_2\) really occur.
It has not been settled yet whether or not there exist Calabi–Yau threefolds of type K with Galois group $G \cong D_{2n}$ $(3 \leq n \leq 6)$, $C_2 \times D_8$ or $(C_3 \times C_3) \times C_2$. Note that the example of a Calabi–Yau threefold of type K with $G \cong D_8$ presented in Proposition 2.33 in [26] is incorrect. We will settle this classification problem of Calabi–Yau threefolds of type K and also give an explicit presentation of the deformation classes.

**Example 3.5 (Enriques Calabi–Yau threefold).** Let $S$ be a K3 surface with an Enriques involution $\iota$ and $E$ an elliptic curve with the negation $-1_E$. The free quotient

$$X := (S \times E)/\langle \langle \iota, -1_E \rangle \rangle$$

is the simplest Calabi–Yau threefold of type K, known as the Enriques Calabi–Yau threefold.

### 3.2 Construction

The goal of this section is to make a list of concrete examples of Calabi–Yau threefolds of type K. We will later show that the list covers all the generic Calabi–Yau threefolds of type K. We begin with the definition of *Calabi–Yau actions*, which is based on Proposition 3.3.

**Definition 3.6.** Let $G$ be a finite group. We say that an action of $G$ on a K3 surface $S$ is a Calabi–Yau action if the following hold.

1. $G = H \rtimes \langle \iota \rangle$ for some $H \cong C_n \times C_m$ with $(n, m) \in \{(1, k) \ (1 \leq k \leq 6), \ (2, 2), \ (2, 4), \ (3, 3)\}$, and $\iota$ with $\text{ord}(\iota) = 2$. The semi-direct product structure is given by $\iota h \iota = h^{-1}$ for all $h \in H$.

2. $H$ acts on $S$ symplectically and any $g \in G \setminus H$ acts on $S$ as an Enriques involution.

Recall that any generic K3 surface with the simplest Calabi–Yau action, namely an Enriques involution, is realized as a Horikawa model (Proposition 2.12). We will see that any K3 surface equipped with a Calabi–Yau $G$-action is realized as an $H$-equivariant Horikawa model (Proposition 3.11).

We can construct a Calabi–Yau $G$-action on a K3 surface as follows. Let $u, x, y, z, w$ be affine coordinates of $\mathbb{C} \times \mathbb{C}^2 \times \mathbb{C}^2$. Define $L$ by

$$L := (\mathbb{C} \times (\mathbb{C}^2 \setminus \{0\}) \times (\mathbb{C}^2 \setminus \{0\})) / (\mathbb{C}^\times)^2,$$

where the action of $(\mu_1, \mu_2) \in (\mathbb{C}^\times)^2$ is given by

$$(u, x, y, z, w) \mapsto (\mu_1^2 \mu_2^2 u, \mu_1 x, \mu_1 y, \mu_2 z, \mu_2 w).$$

---

2 The error in [26, Proposition 2.33] is that, with their notation, $S^{ab} \neq \emptyset$. 
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The projection \( C \times C^2 \times C^2 \to C^2 \times C^2 \) descends to the map
\[
\pi : L \to Z := ((C^2 \setminus \{0\}) \times (C^2 \setminus \{0\}))/((C^\times)^2) \cong \mathbb{P}^1 \times \mathbb{P}^1.
\]
Note that \( L \) is naturally identified with the total space of \( O_Z(2, 2) \). Let \( F = F(x, y, z, w) \in H^0(O_Z(4, 4)) \) be a homogeneous polynomial of bidegree \((4, 4)\). Assume that the curve \( B \subset Z \) defined by \( F = 0 \) has at most ADE-singularities. We define \( S_0 \) by
\[
S_0 := \{u^2 = F\} \subset L.
\]
In other words, \( S_0 \) is a double covering of \( Z \) branching along \( B \). The minimal resolution \( S \) of \( S_0 \) is a K3 surface (see the proof of Lemma 3.9 below). The group \( \Gamma := \text{GL}(2, \mathbb{C}) \times \text{GL}(2, \mathbb{C}) \) acts on \( L \) by, for \( \gamma = M_1 \times M_2 \in \Gamma \),
\[
\gamma(u, x, y, z, w) = (u, x', y', z', w'), \quad \begin{bmatrix} x' \\ y' \\ z' \\ w' \end{bmatrix} = M_1 \begin{bmatrix} x \\ y \end{bmatrix}, \quad \begin{bmatrix} z' \\ w' \end{bmatrix} = M_2 \begin{bmatrix} z \\ w \end{bmatrix}.
\]
If \( F \) is invariant under the action of \( \gamma \in \Gamma \), then \( \gamma \) naturally acts on \( S_0 \) as well. We denote by \( \gamma^+ \) the induced action of \( \gamma \) on \( S \). The covering transformation of \( S_0 \) to \( Z \), which is defined by \((u, x, y, z, w) \mapsto (-u, x, y, z, w)\), induces the involution \( j := (\sqrt{-1} I_2 \times I_2)^+ \) on \( S \). Note that there are two lifts of the action of \( \gamma \) on \( Z \): \( \gamma^+ \) and \( \gamma^- := \gamma^+ j \). The K3 surface \( S \) with the polarization \( L := \pi^*O_Z(1, 1) \) is a polarized K3 surface of degree 4. Let \( \text{Aut}(S, L) \) denote the automorphism group of the polarized K3 surface \((S, L)\).

**Definition 3.7.** We denote by \((S, L, G)\) a triplet consisting of a polarized K3 surface \((S, L)\) defined above and a finite subgroup \( G \subset \text{Aut}(S, L) \).

We define \( \text{Aut}(S, L)^+ \) to be the subgroup of \( \text{Aut}(S, L) \) preserving each ruling \( Z \to \mathbb{P}^1 \). Then we have
\[
\text{Aut}(S, L)^+ = \{\gamma \in \Gamma \mid \gamma^* F = F\}/\{\lambda_1 I_2 \times \lambda_2 I_2 \mid \lambda_1^2 \lambda_2^2 = 1\}. \tag{3.1}
\]

**Remark 3.8.** Since the Picard group of \( Z \) is isomorphic to \( \mathbb{Z}^{\oplus 2} \) (hence torsion free), a line bundle \( \mathcal{M} \) on \( Z \) such that \( \mathcal{M}^{\oplus 2} \cong O_Z(4, 4) \) is isomorphic to \( O_Z(2, 2) \). Therefore, a double covering of \( Z \) branching along \( B \) is unique and isomorphic to \( S_0 \).

**Lemma 3.9.** Let \( \omega_S \) be a nowhere vanishing holomorphic 2-form on \( S \). If \( F \) is invariant under the action of \( \gamma = M_1 \times M_2 \in \Gamma \), we have
\[
(\gamma^\pm)^* \omega_S = \pm \det(M_1) \det(M_2) \omega_S.
\]
Proof. Since the residue of \((xdy - ydx) \wedge (zdw - wdz)/u\) gives a nowhere vanishing holomorphic 2-form on \(S\) (for example, see [21, Lemma 2.1]), the equality in the assumption holds.

\[\]

**Lemma 3.10.** Let \(\phi: Y \to Y_0\) be the minimal resolution of a surface \(Y_0\) with at most ADE-singularities. Then an automorphism \(g\) of \(Y_0\) has a fixed point if and only if the induced action of \(g\) on \(Y\) has a fixed point.

**Proof.** The assertion follows from the fact that any automorphism of a connected ADE-configuration has a fixed point.

**Proposition 3.11.** Let \((S, L, G)\) be a triplet defined in Definition 3.7. Assume that the action of \(G\) on \(S\) is a Calabi–Yau action. Then such triplets \((S, L, G)\) and \((S', L', G')\) are isomorphic if there exists an isomorphism \(f: S \to S'\) such that \(f^*L' = L\) and \(f^{-1}Gf = G\).

| \(H\)   | \(\Xi\)                      | basis of \(H^2(\mathcal{O}_Z(4,4))\) |
|---------|------------------------------|----------------------------------|
| \(C_1\) | \(\emptyset\)               | \(x^i y^j z^w w^j\)            |
| \(C_2\) | \((1/4, 1/4)\)              | \(x^i y^j z^w w^j\) (\(i \equiv j \mod 2\)) |
| \(C_2\) | \((1/4, 0)\)                | \(x^i y^j z^w w^j\) (\(i \equiv 0 \mod 2\)) |
| \(C_3\) | \((1/3, 1/3)\)              | \(x^i y^j z^w w^j\) (\(i + j \equiv 1 \mod 3\)) |
| \(C_4\) | \((1/8, 1/8)\)              | \(x^i z^w + y^j z^w, x^i w^j + y^j z^w\) |
| \(C_5\) | \((1/5, 2/5)\)              | \(x^i z^w + y^j z^w, x^i w^j + y^j z^w\) |
| \(C_6\) | \((1/12, 1/6)\)             | \(x^i z^w + y^j z^w, x^i w^j + y^j z^w\) |
| \(C_2 \times C_2\) | \((1/4, 0), (0, 1/4)\) | \(x^i y^j z^w w^j\) (\(i \equiv j \equiv 0 \mod 2\)) |
| \(C_2 \times C_4\) | \((1/8, 1/8), (0, 1/4)\) | \(x^i z^w + y^j w^j, x^i w^j + y^j z^w\) |

A triplet \((S, L, G)\) for each type is defined as follows.

1. \(F\) is invariant under the action of \(M(a) \times M(b)\) for all \((a, b) \in \Xi\) and \(t_1\), where

\[
M(a) := \begin{bmatrix}
\exp(2\pi i a) & 0 \\
0 & \exp(-2\pi i a)
\end{bmatrix},
\]

\(t_1 := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}\).

2. \(H := ((M(a) \times M(b))^+ \mid (a, b) \in \Xi)\).

3. \(G := H \times \langle t \rangle, \ t := t_1^\top = \left(\sqrt{-1} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \times \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}\right)^+\).

4. For any \(g \in G \setminus H\), the action of \(g\) on \(B\) has no fixed point.
Furthermore, for a generic \( F \in H^0(\mathcal{O}_Z(4,4))^G \), the surface \( S_0 \) is smooth and the condition (4) is satisfied, and thus the action of \( G \) on \( S_0 = S \) is a Calabi–Yau action.

**Remark 3.12.** In Proposition 3.11, the group \( \mathcal{L} \subset \text{Aut}(S, \mathcal{L}) \) for each type acts on \( H^0(\mathcal{O}_Z(4,4)) \) in a natural way by using the generator matrices. Hence we can define the \( \mathcal{G} \)-invariant space \( H^0(\mathcal{O}_Z(4,4))^\mathcal{G} \). We will use a similar convention in Proposition 3.13.

**Proof.** Let \( (S, \mathcal{L}, G) \) be a triplet such that the action of \( G = H \times \langle \iota \rangle \) on \( S \) is a Calabi–Yau action. By Definition 3.6, \( H \) is isomorphic to one in the table or \( C_3 \times C_3 \). For \( g \in G \setminus H \), the action of \( g \) preserves each ruling \( Z \rightarrow \mathbb{P}^1 \); otherwise, \( Z^g \) is 1-dimensional and \( S^g \neq \emptyset \). Since \( G \) is generated by \( G \setminus H \), we may assume that any element in \( G \) is of the form \( \gamma^\pm \) for \( \gamma \in \Gamma \) with \( \gamma^* F = F \) by (3.1). By Lemma 3.10, the condition (4) is satisfied.

We begin with the case \( H = C_1 \). Since \( S^t = \emptyset \), it follows that \( Z^t \) is (at most) 0-dimensional. Hence we may assume that

\[
\iota = \left( \lambda \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \times \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \right)^+
\]

after changing the coordinates of \( Z \). Since the action of \( \iota \) on \( S \) is anti-symplectic by Theorem 2.10, we have \( \lambda = \pm \sqrt{-1} \) by Lemma 3.9, thus \( \iota = \iota_1 \).

Let us next consider the case \( H = C_n \) (\( 1 \leq n \leq 6 \)). Let \( \sigma \) be a generator of \( H \). By the argument above and the relation \( \sigma \iota = \sigma^{-1} \), we may assume that \( \iota = \iota_1 \) and \( \sigma = (\lambda M(a) \times M(b))^+ \) for some \( a, b \in \mathbb{Q} \) after changing the coordinates of \( Z \). Since the action of \( \sigma \) on \( S \) is symplectic, we have \( \lambda = \pm 1 \) by Lemma 3.9, thus \( \sigma = (M(a) \times M(b))^+ \). If \( ka \notin \frac{1}{2} \mathbb{Z} \) and \( kb \notin \frac{1}{2} \mathbb{Z} \) for some \( k \in \mathbb{Z} \), then \( F \) is divisible by \( x^2 y^2 \). Hence this case is excluded. We can see that \( (a, b), (b, a), (-a, b), (a+1/2, b), (ka, kb) \) with \( \gcd(k, n) = 1 \) give isomorphic triplets. Therefore, we may assume that \( (a, b) \) is one of the following:

\[
(1/4, 1/4), (1/4, 0), (1/3, 1/3), (1/8, 1/8), (1/8, 1/4), \\
(1/5, 1/5), (1/5, 2/5), (1/12, 1/12), (1/12, 1/6).
\]

Here we have \( n = \min\{k \in \mathbb{Z}_{>0} \mid ka \in \frac{1}{2} \mathbb{Z}, kb \in \frac{1}{2} \mathbb{Z}\} \). Suppose that \( (a, b) = (1/5, 1/5) \) or \( (1/12, 1/12) \). Then \( F \) is a linear combination of

\[
x^4 w^4 + y^4 z^4, x^3 y z w^3 + x y^3 z^3 w, x^2 y^2 z^2 w^2,
\]

and hence \( B \) has a singular point of multiplicity 4 at, for instance, \([1 : 0] \times [1 : 0] \). This contradicts to the assumption that \( B \) admits only ADE-singularities. Therefore the cases
\((a, b) = (1/5, 1/5)\) and \((1/12, 1/12)\) are excluded.

Lastly, let us consider the cases \(H = C_2 \times C_2\), \(C_2 \times C_4\), and \(C_3 \times C_3\). Let \(\sigma, \tau\) be generators of \(H\) such that \(\text{ord}(\sigma)\) is divisible by \(\text{ord}(\tau)\). By a similar argument for \(H = C_n\), \(n = \text{ord}(\sigma)\), we may assume that

\[
\sigma = (M(a) \times M(b))^+, \quad \tau = \left( \lambda M'(a') \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}^e \times M(b') \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}^f \right)^+, \quad \iota = \iota^{-1},
\]

where \(e, f \in \{0, 1\}\), \(\lambda^2(-1)^{e+f} = 1\) and \(a, b, a', b' \in \mathbb{Q}\). We can choose \((a, b)\) as is given in the table for \(H = C_n\). Moreover, we may assume that \(a' = 0\) after replacing \(\tau\) by \(\sigma^k \tau\) for some \(k \in \mathbb{Z}\). By the argument for \(H = C_1\), it follows that \(Z^{h\iota}\) is 0-dimensional for \(h \in H\). This implies that \(e = 0\), and \(f = 0\) if \((a, b) \neq (1/4, 0)\). We may assume that one of the following cases occurs.

| \((a, b)\) | \((a', b')\) | \((e, f)\) |
|---|---|---|
| (i) | \((1/4, 0)\) | \((0, 1/4)\) | \((0, 0)\) |
| (ii) | \((1/4, 0)\) | \((0, 1/4)\) | \((0, 1)\) |
| (iii) | \((1/8, 1/8)\) | \((0, 1/4)\) | \((0, 0)\) |
| (iv) | \((1/8, 1/4)\) | \((0, 1/4)\) | \((0, 0)\) |
| (v) | \((1/3, 1/3)\) | \((0, 1/3)\) | \((0, 0)\) |

We can check that the cases (i) and (ii) for \(H = C_2 \times C_2\) give isomorphic triplets. Since \(F\) is divisible by \(x^2y^2\) in the cases (iv) and (v), these cases are excluded.

Conversely, we check that the action of \(G\) on \(S\) is a Calabi–Yau action for \((S, L, G)\) of each type. By the argument above, the action of \(H\) on \(S\) is symplectic. Let \(g \in G \setminus H\). Then \(B^g = \emptyset\) and \(Z^g\) is 0-dimensional, thus \(S^g\) is either empty or 0-dimensional. Recall that the fixed locus of an anti-symplectic involution of a K3 surface is 1-dimensional if it is not empty (see Section 2.2). This implies that \(S^g = \emptyset\). Therefore, the action of \(G\) on \(S\) is a Calabi–Yau action.

To show the smoothness of \(S_0\) for a generic \(F\), it suffices, by Bertini’s theorem, to show that \(B\) is smooth on the base locus of the linear system defined by \(H^0(O_Z(4, 4))^G\). We can check this directly. We also find that the action of any \(g \in G \setminus H\) on \(B\) has no fixed point for a generic \(F\).

For \(H = C_2\) or \(C_4\), we obtain two families of K3 surfaces with a Calabi–Yau action of \(G = H \rtimes \langle \iota \rangle\) by Proposition 3.11. As we will see in Proposition 3.13 below, if we forget the
polarizations, they are essentially and generically the same families of K3 surfaces with a Calabi–Yau $G$-action. Let

$$Q = Q(s_1, t_1, s_2, t_2, s_3, t_3) \in H^0(\mathcal{O}_P(2, 2, 2)), \quad P := P^1 \times P^1 \times P^1,$$

be a homogeneous polynomial of tridegree $(2, 2, 2)$, where $[s_i : t_i]$ is homogeneous coordinates of the $i$-th $P^1$. Assume that the surface

$$S_0 := \{Q = 0\} \subset P$$

has at most ADE-singularities. Then the minimal resolution $S$ of $S_0$ is a K3 surface. Let $p_i : P \to P^1$ denote the $i$-th projection. With this notation, we have the following.

**Proposition 3.13.** Let $G \subset \text{PGL}(2, \mathbb{C})^3$ be the group defined by $\Xi'$ in the following table, in a similar way to Proposition 3.11.

| $H$ | $\Xi'$ | basis of $H^0(\mathcal{O}_P(2, 2, 2))^G$ |
|-----|-----|------------------|
| $C_1$ | $\emptyset$ | $t_1^{2-1}s_2^{2-j}s_3^{2-k} + s_1^{2-1}t_1s_1^{2-j}t_2s_3^{2-k}$ |
| $C_2$ | $\{(1/4,1/4,0)\}$ | $t_1^{2-1}s_2^{2-j}s_3^{2-k}$ |
| $C_3$ | $\{(1/3,1/3,1/3)\}$ | $t_1^{2-1}s_2^{2-j}s_3^{2-k}$ |
| $C_4$ | $\{(1/8,1/8,1/4)\}$ | $t_1^{2-1}s_2^{2-j}s_3^{2-k}$ |
| $C_2 \times C_2$ | $\{(1/4,0,1/4),(0,1/4,1/4)\}$ | $t_1^{2-1}s_2^{2-j}s_3^{2-k}$ |

More precisely, $H$ is generated by $M(a) \times M(b) \times M(c)$ for $(a,b,c) \in \Xi'$, and $G := H \times \langle \iota \rangle$, where

$$\iota = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \times \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \times \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.$$ 

For a generic $Q \in H^0(\mathcal{O}_P(2, 2, 2))^G$, the surface $S_0$ is smooth and the action of $G$ on $S(=S_0)$ is a Calabi–Yau action. Moreover, a generic triplet for $H = C_n$ $(1 \leq n \leq 4)$ or $C_2 \times C_2$ constructed in Proposition 3.11 is of the form $(S, \mathcal{L}, G)$, where

$$\mathcal{L} = ((p_{\alpha} \times p_{\beta})^*\mathcal{O}_{P^1 \times P^1}(1,1))_{|S}$$

with $\alpha, \beta \in \{1,2,3\}, \alpha \neq \beta$. 
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Proof. In each case, we can check, for a generic $Q \in H^0(O_{\mathbb{P}(2,2,2)})^G$, that $S_0$ is smooth and that the action of any $g \in G \setminus H$ on $S(= S_0)$ has no fixed point by a direct computation (see the proof of Proposition 3.11). Since the action of $H$ on $S$ is symplectic (Lemma 3.9), the action of $G$ on $S$ is a Calabi–Yau action. This proves the first assertion.

Let us next show the second assertion. We assume that $(\alpha, \beta) = (1, 2)$ as the other cases are similar. Define the map

$$\phi: V := H^0(O_{\mathbb{P}(2,2,2)})^G \to W := H^0(O_{\mathbb{P}(4,4,0)})^G$$

by

$$Q = A s_3^2 + B s_3 t_3 + C t_3^2 \mapsto F = \det \begin{bmatrix} A & B/2 \\ B/2 & C \end{bmatrix}.$$ 

The branching locus $B$ of the double covering $p_1 \times p_2: S_0 \to \mathbb{P}^1 \times \mathbb{P}^1$ is defined by $F = 0$. The map $\phi$ gives a correspondence between $(2,2,2)$-hypersurfaces in $\mathbb{P}$ with a Calabi–Yau $G$-action and double coverings of $\mathbb{P}^1 \times \mathbb{P}^1$ branching along a $(4,4)$-curve with a Calabi–Yau $G$-action. Hence it suffices to show that $\phi$ is dominant. We show this by comparing the dimensions of $\phi^{-1}(F)$, $V$ and $W$. By the argument above and generic smoothness ([10, Corollary III.10.7]), we may assume that $S_0$ and $\phi^{-1}(F)$ is smooth (hence $S = S_0$) by taking a generic $Q \in V$. Let $\Delta$ be a contractible open neighborhood of $Q$ in $\phi^{-1}(F)$. We construct a natural family of embeddings $S \to \mathbb{P}$ parametrized by $\Delta$ as follows. Since the branching locus of the double covering

$$(p_1 \times p_2) \times \operatorname{id}_{\Delta}: S \to (\mathbb{P}^1 \times \mathbb{P}^1) \times \Delta, \quad S := \{(x, Q') \mid Q'(x) = 0\} \subset \mathbb{P} \times \Delta,$$

is $B \times \Delta$, we have a natural commutative diagram

$$
\begin{array}{ccc}
S \times \Delta & \xrightarrow{f} & S \\
\downarrow \cong & & \downarrow \\
(p_1 \times p_2) \times \operatorname{id}_{\Delta} & & (p_1 \times p_2) \times \operatorname{id}_{\Delta} \\
\end{array}
$$

where

$$f_{Q'} := f(*, Q') : S \to \{Q' = 0\}, \quad Q' \in \Delta,$$

is a $G$-equivariant isomorphism and $f_Q = \operatorname{id}_S$. Since $\Delta$ is connected and the Picard group of $S$ is discrete, the map $f_{Q'}$ is represented by $\gamma \in \operatorname{GL}(2, \mathbb{C})^3$ such that $\gamma$ commutes with $G$ in $\operatorname{PGL}(2, \mathbb{C})^3$. Furthermore, since $(p_1 \times p_2) \circ f_{Q'} = p_1 \times p_2$, we may assume that
\( \gamma = I_2 \times I_2 \times M. \) Then \( \phi(\gamma^* Q) = \det(M)^2 F. \) Therefore, we have \( \Delta \subset \Gamma^* Q, \) where \( \Gamma \) is a subgroup of \( \text{GL}(2, \mathbb{C})^3 \) defined by

\[
\Gamma := \{ \gamma = I_2 \times I_2 \times M \mid \gamma \text{ commutes with } G \in \text{PGL}(2, \mathbb{C})^3, \; \det(M) = \pm 1 \}.
\]

Since \( \dim \Delta \leq \dim \Gamma, \phi \) is dominant if \( \dim \Gamma \leq \dim V - \dim W. \) This can be checked directly, as indicated in the following table.

|   | \( \Xi \) | \( \dim \Gamma \) | \( \dim V \) | \( \dim W \) |
|---|---|---|---|---|
| \( C_1 \) | \( \emptyset \) | 1 | 14 | 13 |
| \( C_2 \) | \( \{ (1/4, 1/4) \} \) | 1 | 8 | 7 |
| \( C_2 \) | \( \{ (1/4, 0) \} \) | 0 | 8 | 8 |
| \( C_3 \) | \( \{ (1/3, 1/3) \} \) | 0 | 5 | 5 |
| \( C_4 \) | \( \{ (1/8, 1/8) \} \) | 0 | 4 | 4 |
| \( C_4 \) | \( \{ (1/8, 1/4) \} \) | 0 | 4 | 4 |
| \( C_2 \times C_2 \) | \( \{ (1/4, 0), (0, 1/4) \} \) | 0 | 5 | 5 |

3.3 Uniqueness

In this section, we will prove the uniqueness theorem of Calabi–Yau actions (Theorem 3.19). We will also show the non-existence of a K3 surface with a Calabi–Yau \( G \)-action for \( G \cong (C_3 \times C_3) \rtimes C_2 \) (Theorem 3.20). Throughout this section, we fix a semi-direct product decomposition \( G = H \rtimes \langle \iota \rangle \) of a Calabi–Yau group \( G \) as in Proposition 3.3. The key to proving the uniqueness is the following lemma, whose proof will be given in Section 4.

**Lemma 3.14** (Key Lemma). Let \( S \) be a K3 surface with a Calabi–Yau \( G \)-action. Then there exists an element \( v \in \text{NS}(S)^G \) such that \( v^2 = 4. \)

First, we consider the (coarse) moduli space of K3 surfaces \( S \) with a Calabi–Yau \( G \)-action. Let \( \Psi^G \) denote the set of actions \( \psi: G \to \text{O}(\Lambda) \) of \( G \) on \( \Lambda = U^{\otimes 3} \oplus E_8(-1)^{\otimes 2} \) such that there exist a K3 surface \( S \) with a Calabi–Yau \( G \)-action and a \( G \)-equivariant isomorphism \( H^2(S, \mathbb{Z}) \to \Lambda_\psi. \) Here we denote \( \Lambda \) with a \( G \)-action \( \psi \) by \( \Lambda_\psi. \) The group \( \text{O}(\Lambda) \) acts on \( \Psi^G \) by conjugation:

\[
(\gamma \cdot \psi)(g) = \gamma \psi(g) \gamma^{-1}, \; \gamma \in \text{O}(\Lambda), \; \psi \in \Psi^G, \; g \in G.
\]

Define the period domain \( \tilde{D}^G \) by

\[
\tilde{D}^G := \bigcup_{\psi \in \Psi^G} \tilde{D}^{G, \psi}, \; \tilde{D}^{G, \psi} := \{ \omega \in \mathbb{P}(\langle \Lambda_\psi \rangle^H \otimes \mathbb{C}) \mid \langle \omega, \omega \rangle = 0, \; \langle \omega, \omega \rangle > 0 \},
\]
where \( \Psi'_G \) is a complete representative system of the quotient \( \Psi_A / O(\Lambda) \). For any K3 surface \( S \) with a Calabi–Yau \( G \)-action, there exist a unique \( \psi \in \Psi'_G \) and a \( G \)-equivariant isomorphism \( \alpha: H^2(S, \mathbb{Z}) \to \Lambda_\psi \). Under the period map, \( S \) with the \( G \)-action corresponds to the period point

\[
(\alpha \otimes \mathbb{C})(H^{2,0}(S)) \in \mathcal{D}^G,\psi \subset \mathcal{D}^G.
\]

**Lemma 3.15.** Let \( S \) be a K3 surface with a \( G \)-action. If the induced action \( \psi: G \to O(\Lambda) \) (which is defined modulo the conjugate action of \( O(\Lambda) \)) is an element in \( \Psi_G \), the \( G \)-action on \( S \) is a Calabi–Yau action.

**Proof.** In general, a symplectic automorphism \( g \) of a K3 surface \( S \) of finite order is characterized as an automorphism such that \( H^2(S, \mathbb{Z})_g \) is negative definite [22, Theorem 3.1]. Also, an Enriques involution is characterized by Lemma 2.10.

**Proposition 3.16.** For the moduli space \( \mathcal{M}^G \) of K3 surfaces \( S \) with a Calabi–Yau \( G \)-action, the period map defined above induces an isomorphism

\[
\tau: \mathcal{M}^G \to \bigsqcup_{\psi \in \Psi_G} \left( \mathcal{D}^{G,\psi} / O(\Lambda, \psi) \right).
\]

Here

\[
\mathcal{D}^{G,\psi} := \{ \mathcal{C} \omega \in \mathcal{D}^G,\psi \mid \langle \omega, \delta \rangle \neq 0 \ (\forall \delta \in \Delta_\psi) \},
\]

\[
\Delta_\psi := \{ \delta \in (\Lambda_\psi)_G \mid \delta^2 = -2 \},
\]

\[
O(\Lambda, \psi) := \{ \gamma \in O(\Lambda) \mid \gamma \psi(g) = \psi(g) \gamma \ (\forall g \in G) \}.
\]

**Proof.** Let \( \mathcal{C} \omega = (\alpha \otimes \mathbb{C})(H^{2,0}(S)) \in \mathcal{D}^G,\psi \) be the period point of a K3 surface \( S \) with a Calabi–Yau \( G \)-action. We can check that \( \mathcal{C} \omega \) modulo the action of \( O(\Lambda, \psi) \) is independent of the choice of \( \alpha \). Since \( G \) is finite, there exists a \( G \)-invariant Kähler class \( \kappa_S \) of \( S \). We have \( \kappa := (\alpha \otimes \mathbb{R})(\kappa_S) \in (\Lambda_\psi)^G \otimes \mathbb{R} \). For any \( \delta \in \Delta_\psi \), we have \( \langle \kappa, \delta \rangle = 0 \) and thus \( \langle \omega, \delta \rangle \neq 0 \) (see Section 2.2). Therefore we see that \( \mathcal{C} \omega \in \mathcal{D}^{G,\psi} \). Assume that a K3 surface \( S' \) with a Calabi–Yau \( G \)-action is mapped to the same point as \( S \) by \( \tau \). Then there exists a \( G \)-equivariant isomorphism \( \phi: H^2(S, \mathbb{Z}) \to H^2(S', \mathbb{Z}) \) such that \( (\phi \otimes \mathbb{C})(H^{2,0}(S)) = H^{2,0}(S') \).

By Lemma 2.7, we may assume that \( (\phi \otimes \mathbb{R})(\kappa_S) \) is a Kähler class of \( S' \). By Theorem 2.5, \( \phi \) induces a \( G \)-equivariant isomorphism between \( S \) and \( S' \). Therefore, \( \tau \) is injective. Let \( \mathcal{C} \omega_1 \in \mathcal{D}^{G,\psi} \). By the definition of \( \mathcal{D}^{G,\psi} \), for any \( \delta \in \Lambda_\psi \) with \( \delta^2 = -2 \) and \( \langle \omega_1, \delta \rangle = 0 \), we have \( \langle \delta, (\Lambda_\psi)^G \rangle \supseteq \{ 0 \} \). Hence there exists \( \kappa_1 \in (\Lambda_\psi)^G \otimes \mathbb{R} \) such that \( \omega_1 \) and \( \kappa_1 \) satisfy the conditions (1) and (2) in Theorem 2.6. Therefore, by Theorem 2.6, there exist a K3 surface \( S_1 \) and an isomorphism \( \alpha_1: H^2(S_1, \mathbb{Z}) \to \Lambda_\psi \) such that \( (\alpha_1^{-1} \otimes \mathbb{C})(\mathcal{C} \omega_1) = H^{2,0}(S_1) \) and \( (\alpha_1^{-1} \otimes \mathbb{R})(\kappa_1) \) is a Kähler class of \( S_1 \). By Theorem 2.5, the \( G \)-action on \( \Lambda_\psi \) induces a
G-action on $S_1$ such that $\alpha_1$ is $G$-equivariant, which is a Calabi–Yau action by Lemma 3.15. This implies the surjectivity of $\tau$.\hfill \Box$

Next let us consider projective models of the K3 surfaces with a Calabi–Yau action.

**Lemma 3.17.** Let $S$ be a K3 surface with a Calabi–Yau $G$-action. Assume that there exists an element $v \in \text{NS}(S)^G$ such that $v^2 = 4$. Then there exists a $G$-invariant line bundle $\mathcal{L}$ on $S$ satisfying the following conditions.

1. $\mathcal{L}^2 = 4$ and $h^0(\mathcal{L}) = 4$.
2. The linear system $|\mathcal{L}|$ defined by $\mathcal{L}$ is base-point free and defines a map $\phi_{\mathcal{L}}: S \to \mathbb{P}^3$.
3. $\dim \phi_{\mathcal{L}}(S) = 2$.
4. The degree $\deg \phi_{\mathcal{L}}$ of the map $\phi_{\mathcal{L}}: S \to \phi_{\mathcal{L}}(S)$ is $2$, and $\phi_{\mathcal{L}}(S)$ is isomorphic to either $\mathbb{P}^1 \times \mathbb{P}^1$ or a cone (i.e. a nodal quadric surface).

**Proof.** Note that the closure $\overline{K_S}$ of $K_S$ is the nef cone of $S$. We may assume that $v$ is nef by Lemma 2.7. Let $\mathcal{L}$ be a line bundle on $S$ representing $v$. By [30, Sections 4 and 8], we have $h^0(\mathcal{L}) = 4$ and either of the following occurs.

(a) $\mathcal{L}$ is base-point free, $\dim \phi_{\mathcal{L}}(S) = 2$, and $\deg \phi_{\mathcal{L}} = 1$ or $2$. Any connected component of $\phi_{\mathcal{L}}^{-1}(p)$ for any $p$ is either a point or an ADE-configuration.

(b) $\mathcal{L} \cong \mathcal{O}_S(3E + \Gamma)$ and $|\mathcal{L}| = \{D_1 + D_2 + D_3 + \Gamma \mid D_i \sim E\}$, where $E$ and $\Gamma \cong \mathbb{P}^1$ are irreducible divisors such that $E^2 = 0$, $\Gamma^2 = -2$ and $\langle E, \Gamma \rangle = 1$.

In Case (b), the base locus $\Gamma \cong \mathbb{P}^1$ of $|\mathcal{L}|$ is stable under the action of $\iota$ and thus $\iota$ has a fixed point in $\Gamma$, which is a contradiction. Hence Case (a) occurs. Since the fixed locus of any (projective) involution of $\mathbb{P}^3$ is at least 1-dimensional, there exists a fixed point $p$ of the action of $\iota$ on $\phi_{\mathcal{L}}(S)$. If $\deg \phi_{\mathcal{L}} = 1$, then $S' \neq \emptyset$ by Lemma 3.10, which is a contradiction. Hence $\deg \phi_{\mathcal{L}} = 2$, and $\phi_{\mathcal{L}}(S)$ is an irreducible quadric surface in $\mathbb{P}^3$, which is either $\mathbb{P}^1 \times \mathbb{P}^1$ or a cone.\hfill \Box

**Proposition 3.18.** For a generic point in $\mathcal{M}^G$, the corresponding K3 surface $S$ with a Calabi–Yau action $\chi: G \to \text{Aut}(S)$ has a projective model as in Proposition 3.17. More precisely, $S$ and $\chi$ are realized as the double covering of $\mathbb{P}^1 \times \mathbb{P}^1$ branching along a $(4,4)$-curve and a projective $G$-action on $S$.\hfill 21
Proof. Let $S$ be a K3 surface with a Calabi–Yau $G$-action. By Lemmas 3.14 and 3.17 there exists a $G$-invariant line bundle $L$ satisfying the conditions (1)–(4) in Lemma 3.17. Let $\phi_L = u \circ \theta$ be the Stein factorization of $\phi_L$. Then $\theta(S)$ is a normal surface possibly with ADE-singularities, and $u$ is a finite map of degree 2. Assume that $\phi_L(S)$ is a cone with the singular point $p$. By Lemma 3.10 $u^{-1}(p)$ consists of two points $\overline{p}_1, \overline{p}_2$, which are interchanged by any $g \in G \setminus H$. Hence each $\theta^{-1}(\overline{p}_i)$ is a $(-2)$-curve $C_i$ on $S$ and $C_1 - C_2 \in H^2(S, \mathbb{Z})^H$ with $(C_1 - C_2)^2 = -4$. In particular, the Picard number of $S$ is greater than the generic Picard number $= 22 - \text{rank} H^2(S, \mathbb{Z})^H$. Therefore, if the period point of $(S, \chi)$ is contained in

$$\bigcup \{ \mathbb{C} \omega \in D^{G, \psi} \mid \langle \omega, \delta \rangle \neq 0 \quad \forall \delta \in \Delta'_\psi \}, \quad \Delta'_\psi := \{ \delta \in (\Lambda_\psi)^H \mid \delta^2 = -4 \},$$

then $\phi_L(S) \cong \mathbb{P}^1 \times \mathbb{P}^1$ and the branching curve $B$ of $u$ has at most ADE-singularities. Moreover, since the canonical bundle of $S$ is trivial, the bidegree of $B$ is $(4, 4)$. \Box

Let $S$ be a K3 surface with a Calabi–Yau action $\chi: G \to \text{Aut}(S)$. We will prove (Theorem 3.19) that the pair $(S, \chi(G))$ is unique up to equivariant deformation. A pair $(S, \chi)$ represents a K3 surface $S$ with a Calabi–Yau $G$-action with a fixed group $G$, while a pair $(S, \chi(G))$ represents a K3 surface $S$ with a subgroup of $\text{Aut}(S)$ which gives a Calabi–Yau $G$-action. The difference is whether or not we keep track of a way to identify $G$ with a subgroup of $\text{Aut}(S)$. Let $\text{Aut}_H(G)$ denote the subgroup of $\text{Aut}(G)$ consisting of elements which preserve $H$. The group $\text{Aut}_H(G)$ acts on the moduli space $\mathcal{M}^G$ of pairs $(S, \chi)$ from the right by

$$(S, \chi) \cdot \sigma = (S, \chi \circ \sigma), \quad \sigma \in \text{Aut}_H(G).$$

Note that $\text{Aut}(G)$ does not necessarily act on $\mathcal{M}^G$ because the action of $H$ on $S$ is symplectic by definition. The orbit of $(S, \chi)$ under the action of $\text{Aut}_H(G)$ is identified with $(S, \chi(G))$, and $\mathcal{M}^G / \text{Aut}_H(G)$ is considered as the moduli space of pairs $(S, \chi(G))$.

**Theorem 3.19.** Let $H = C_n$ ($1 \leq n \leq 6$), $C_2 \times C_2$ or $C_2 \times C_4$. Then there exists a unique subgroup of $O(\Lambda)$ induced by a Calabi–Yau $G$-action up to conjugation in $O(\Lambda)$, that is,

$$\Psi_G = O(\Lambda) \cdot \psi \cdot \text{Aut}_H(G), \quad \psi \in \Psi_G.$$  \hfill (3.2)

Moreover, we have

$$\mathcal{M}^G / \text{Aut}_H(G) \cong D^{G, \psi} / \Gamma_{\psi}, \quad \Gamma_{\psi} := \{ \gamma \in O(\Lambda) \mid \gamma \psi(G)\gamma^{-1} = \psi(G) \}. \hfill (3.3)$$

In particular, the moduli space $\mathcal{M}^G / \text{Aut}_H(G)$ of pairs $(S, \chi(G))$ as above is irreducible, and a pair $(S, \chi(G))$ exists uniquely up to equivariant deformation.
Proof. By Proposition 3.18 a generic pair \((S, \chi(G))\) has a projective model as in Proposition 3.11. Hence the existence of Calabi–Yau \(G\)-actions follows from Proposition 3.11. Also, the connectedness of \(\mathcal{M}^G/\text{Aut}_H(G)\) follows from Propositions 3.11 and 3.13. The stabilizer subgroup \(\Sigma\) of \(D^G,\psi/O(\Lambda, \psi)\) in \(\text{Aut}_H(G)\) is given by
\[
\Sigma = \{\sigma \in \text{Aut}_H(G) \mid \psi \circ \sigma = \gamma \cdot \psi (\exists \gamma \in O(\Lambda))\}.
\]
Since \(\Sigma\) is naturally isomorphic to \(\Gamma_\psi/O(\Lambda, \psi)\), we can check (3.2) and (3.3) by Proposition 3.16.

**Theorem 3.20.** For \(G \cong (C_3 \times C_3) \rtimes C_2\), there does not exists a K3 surface with a Calabi–Yau \(G\)-action, that is, \(\mathcal{M}^G = \emptyset\).

Proof. As in the proof of Theorem 3.19 a generic pair \((S, \chi(G))\) admits a projective model as in Proposition 3.11. However, there is no such a projective model.

### 3.4 Moduli Spaces of Complex Structures

In this section, we describe the complex moduli spaces of Calabi–Yau threefolds of type K. We in particular show the irreducibility of the moduli space of Calabi–Yau threefolds of type K with a prescribed Galois group \(G\). Throughout this section, we fix a semi-direct product decomposition \(G = H \rtimes \langle \iota \rangle\) of a Calabi–Yau group \(G\) as in Proposition 3.3. In Section 3.3 we studied the moduli space of K3 surfaces \(S\) with a Calabi–Yau \(G\)-action, which is denoted by \(\mathcal{M}^G_S\) instead of \(\mathcal{M}^G\) in this section.

Let us consider the moduli problem of elliptic curves with a \(G\)-action prescribed in Proposition 3.3, which we also call a Calabi–Yau \(G\)-action. Let \(\mathcal{M}^G_E\) denote the moduli space of elliptic curves with a Calabi–Yau \(G\)-action. An element in \(\mathcal{M}^G_E\) is the isomorphism class of an elliptic curve with a faithful translation action of \(H\). A faithful translation action of \(C_2 \times C_2\) on an elliptic curve \(E\) is given by a level 2 structure on \(E\). Therefore \(\mathcal{M}^G_E\) for \(H = C_2 \times C_2\) is identified with the (non-compact) modular curve \(Y(2) := \mathbb{H}/\Gamma(2)\). In the same manner, \(\mathcal{M}^G_E\) for \(H = C_n\) is identified with the modular curve \(Y_1(n) := \mathbb{H}/\Gamma_1(n)\). For \(H = C_2 \times C_4\), we want the moduli space of elliptic curves with linearly independent 2- and 4-torsion points. It is not difficult to see that it is identified with the modular curve \(Y(2 | 4) := \mathbb{H}/\Gamma(2 | 4)\), where
\[
\Gamma(2 | 4) := \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}(2, \mathbb{Z}) \mid a - 1 \equiv c \equiv d \equiv 0 \mod 2, \ b \equiv d - 1 \equiv 0 \mod 4 \right\}.
\]
We summarize the argument above in the following lemma.
Lemma 3.21. Let $1 \leq n \leq 6$. The moduli space $\mathcal{M}_E^G$ of elliptic curves with a Calabi–Yau $G$-action is irreducible and given by the following.

\[
\begin{array}{|c|c|c|c|}
\hline
G & C_2 \times C_2 \times C_2 & C_n \times C_2 & C_2 \times D_8 \\
\hline
\mathcal{M}_E^G & Y(2) & Y_1(n) & Y(2 | 4) \\
\hline
\end{array}
\]

Theorem 3.22. Let $\text{Aut}_H(G)$ denote the subgroup of $\text{Aut}(G)$ consisting of elements which preserve $H$. The quotient space

\[(\mathcal{M}_S^G \times \mathcal{M}_E^G) / \text{Aut}_H(G)\]

is the coarse moduli space of Calabi–Yau threefolds of type $K$ whose minimal splitting covering has the Galois group isomorphic to $G$. The moduli space is in particular irreducible.

Proof. Two Calabi–Yau threefolds $X$ and $Y$ of type $K$ are isomorphic if and only if the corresponding minimal splitting coverings $S_X \times E_X$ and $S_Y \times E_Y$ are isomorphic as Galois coverings. Suppose that the Galois group is isomorphic to $G$. The condition is equivalent to the existence of an isomorphism $f : S_X \times E_X \rightarrow S_Y \times E_Y$ and an automorphism $\phi \in \text{Aut}(G)$ such that the following diagram commutes:

\[
\begin{array}{ccc}
G & \xrightarrow{\phi} & G \\
\downarrow & \circ & \downarrow \\
\text{Aut}(S_X \times E_X) & \longrightarrow & \text{Aut}(S_Y \times E_Y),
\end{array}
\]

that is, $f(g \cdot x) = \phi(g) \cdot f(x)$ for any $g \in G$ and any $x \in S_X \times E_X$. Note that we have $\phi \in \text{Aut}_H(G)$ because we fix a subgroup $H$ as in Proposition 3.3. Since a Calabi–Yau $G$-action on $S_X \times E_X$ induces that on each $S_X$ and $E_X$, $S_X \times E_X$ is represented by a point in $\mathcal{M}_S^G \times \mathcal{M}_E^G$. The quotient space $(\mathcal{M}_S^G \times \mathcal{M}_E^G) / \text{Aut}_H(G)$ is then the coarse moduli space of the isomorphism classes of Calabi–Yau threefolds of type $K$ with Galois group isomorphic to $G$. The moduli space is irreducible because the action of $\text{Aut}_H(G)$ on the set of connected components of $\mathcal{M}_S^G$ is transitive and $\mathcal{M}_E^G$ is irreducible by Theorem 3.19 and Lemma 3.21.

Combining Proposition 3.11, Theorems 3.19, 3.20 and 3.22, we complete the proof of the main theorem (Theorem 3.1) of the present section.

4 Key Lemma

Let $S$ be a $K3$ surface with a Calabi–Yau $G$-action. We fix a semi-direct product decomposition $G = H \rtimes \langle \iota \rangle$ as in Proposition 3.3. This section is devoted to the proof of the Key Lemma:
Key Lemma (Lemma 3.14). There exists an element $v \in \text{NS}(S)^G$ such that $v^2 = 4$.

4.1 Preparation

Lemma 4.1. Set $r := \text{rank } H^2(S, \mathbb{Z})^H$. We then have

$$\text{rank } H^2(S, \mathbb{Z})^G = \frac{r}{2} - 1, \quad \text{rank } H^2(S, \mathbb{Z})^H = \frac{r}{2} + 1.$$  

Proof. Let $X$ denote a Calabi–Yau threefold $(S \times E)/G$ of type $K$. Since a holomorphic 2-form $\omega_S$ on $S$ is contained in $H^2(S, \mathbb{C})^H$, we see that $H^2(S, \mathbb{C})^G \subset H^{1,1}(S)$. We therefore have

$$H^{1,1}(X) \cong H^{1,1}(S \times E, \mathbb{C})^G \cong (H^2(S, \mathbb{C})^G \otimes H^0(E, \mathbb{C})) \oplus (H^0(S, \mathbb{C}) \otimes H^2(E, \mathbb{C})).$$

as $\mathbb{C}$-vector spaces and conclude that $h^{1,1}(X) = \text{rank } H^2(S, \mathbb{Z})^G + 1$. On the other hand we have canonical isomorphisms of $\mathbb{C}$-vector spaces:

$$H^{2,1}(X) \cong H^{2,1}(S \times E, \mathbb{C})^G \cong (H^{1,1}(S)^H \otimes H^{1,0}(E)) \oplus (H^{2,0}(S) \otimes H^{0,1}(E)).$$

By the decomposition

$$H^2(S, \mathbb{C})^H \cong H^{2,0}(S) \oplus H^{1,1}(S)^H \oplus H^{0,2}(S),$$

we conclude that $h^{2,1}(X) = \text{rank } H^2(S, \mathbb{Z})^H - 1$. Since the Euler characteristic $e(X) = e(S \times E)/|G| = 0$, we have $h^{1,1}(X) = h^{2,1}(X)$. Then the claim readily follows. \hfill $\square$

Recall that the action of $H$ on $S$ is symplectic. Hence the quotient surface $S/H$ has at most ADE-singularities and the minimal resolution $\tilde{S}$ of $S/H$ is again a $K3$ surface. Let $\bar{\iota}$ denote the involution of $\tilde{S}$ induced by $\iota$.

Lemma 4.2. The involution of $S/H$ induced by $\iota$ has no fixed point. In particular, $\bar{\iota}$ is an Enriques involution of $\tilde{S}$.

Proof. If the involution of $S/H$ induced by $\iota$ has a fixed point, then the action of $h\iota$ on $S$ has a fixed point for some $h \in H$, which is a contradiction. \hfill $\square$

Each irreducible curve $M_i$ which contracts under the resolution $\tilde{S} \to S/H$ is a $(-2)$-curve. We denote by $M$ the negative definite lattice generated by $\{M_i\}_i$ and set $K := M^H_{H^2(\tilde{S}, \mathbb{Z})}$.

Lemma 4.3. If $H = C_n$ ($3 \leq n \leq 6$), then there is no nef class $v \in K^{\perp}$ such that $v^2 = 4$.  

25
Proof. We assume that a nef class \( v \in K^\sigma \) satisfies \( v^2 = 4 \) and derive a contradiction. By Lemma 4.2, the (induced) action of \( \iota \) on \( S/H \) has no fixed point. By the same argument as in the proof of Proposition 3.17, the class \( v \) induces a morphism \( \tilde{f} : \tilde{S} \to \mathbb{P}^3 \) such that \( f(S) \) is a quadric surface and the degree of \( f \) is 2. Since we have \( v \perp M \) by the assumption, the morphism \( \tilde{f} \) induces a morphism \( f : S/H \to \mathbb{P}^3 \). By the proof of Lemma 3.18 we may assume that \( f(S/H) \cong \mathbb{P}^1 \times \mathbb{P}^1 \) by taking a generic \( S \). The action of \( \iota \) on \( S/H \) is of the form \( \sigma \tau \), where \( \sigma \) is induced by a symplectic involution of \( \tilde{S} \) and \( \tau \) is the covering transformation of \( f \). Let \( \varphi \in \text{Aut}(S) \) be a lift of \( \iota \). Note that \( \varphi \) normalizes \( H \). Since \( f \) induces a generically one-to-one morphism \( S/\langle H, \tau \rangle \to \mathbb{P}^1 \times \mathbb{P}^1 \), it follows that \( S/\langle H, \tau \rangle \) is smooth and that the action of \( \tau \) fixes each singular point of \( S/H \). Hence the actions of a generator of \( H \) and \( \tau \) are represented by the matrices \( \begin{bmatrix} \zeta_n & 0 \\ 0 & \zeta_n^{-1} \end{bmatrix} \) and \( \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) respectively, in local coordinates around a point in \( S^H \), where \( \zeta_n := \exp(2\pi i/n) \). Therefore we have \( \tau h \tau = h^{-1} \) for any \( h \in H \). 

We checked that \( \tau \) fixes each point in \( \text{Sing}(S/H) \). Hence the action of \( \sigma \) has 8 fixed points \( q_i \not\in \text{Sing}(S/H) \) \((1 \leq i \leq 8)\) by Theorem 2.8. Let \( Q_i \subset S \) denote the inverse image of \( q_i \), which consists of \( |H| \) points. Take a point \( p \in Q_i \). Since \( H \) acts on \( Q_i \) transitively, we can take a lift \( \sigma \in \text{Aut}(S) \) of \( \iota \) such that \( \sigma \cdot p = p \). The action of \( \sigma \) around \( p \) is locally identified with that of \( \sigma \) around \( q_i \). Therefore \( \text{ord}(\sigma) = 2 \). Since \( \sigma \tau \in H_\iota \), the condition (*) implies that \( \sigma \tau \) commutes with \( H \). Hence the action of \( \sigma \tau \) on each \( Q_i \) is trivial or free. If \( n = 3, 5 \) or 6, this contradicts to the fact \( |S^\varphi| = 8 \). Let us next consider the case \( n = 4 \). Let \( h \in H \) be a generator of \( H \). By a similar argument, for each \( Q_i \), we can check that the action of either \( \sigma \) or \( \varphi h \tau \) on \( Q_i \) is trivial. Therefore we have \( \bigcup_{i=1}^8 Q_i = S^\varphi \cup S^\varphi h^2 \). On the other hand, Theorem 2.8 implies that \( |\bigcup_{i=1}^8 Q_i| = 8 \cdot |H| = 32 \) and \( |S^\varphi \cup S^\varphi h^2| = 2 \cdot 8 = 16 \). This is a contradiction. \[\Box\]

4.2 Proof of the Key Lemma

In the following, we write \( L_R := L \otimes \mathbb{Z} R \) for a lattice \( L \) and a \( \mathbb{Z} \)-module \( R \). The bilinear form on \( L \) naturally extends to that on \( L_R \) which takes values in \( R \). We denote by \( \mathbb{Z}_p \) the \( p \)-adic integers. Lattices over \( \mathbb{Z}_p \), their discriminant groups and forms are defined in a similar way to lattices (over \( \mathbb{Z} \)). Note that a lattice over \( \mathbb{Z}_2 \) is not necessarily even. Assume that \( L \) is non-degenerate and even. Then \( A(L_{\mathbb{Z}_p}) \) and \( q(L_{\mathbb{Z}_p}) \) are the \( p \)-parts of \( A(L) \) and \( q(L) \) respectively (see [23] for details). In particular, if \( |\text{disc}(L)| \) is a power of \( p \), then we have \( (A(L), q(L)) \cong (A(L_{\mathbb{Z}_p}), q(L_{\mathbb{Z}_p})) \).

Some remarks are in order before the proof. We fix an identification \( H^2(S, \mathbb{Z}) = \Lambda := U^{\oplus 3} \oplus E_8(-1)^{\oplus 2} \). Since \( H^{2,0}(S) \) is contained in \( (\Lambda^H)_\mathbb{C} \), we have \( \text{NS}(S)^G = \Lambda^G \) by [2.1]. By
the $H$-invariant lattice $\Lambda^H$ is non-degenerate, and the rank of $\Lambda^H$, which depends only on the group $H$, is given in the following table.

| $H$ | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ | $C_2 \times C_2$ | $C_2 \times C_4$ | $C_3 \times C_3$ |
|-----|-------|-------|-------|-------|-------|-------|----------------|----------------|----------------|
| rank $\Lambda^H$ | 22    | 14    | 10    | 8     | 6     | 6     | 10            | 6              | 6              |

Since $\Lambda^G(1/2)$ is contained in $\Lambda^I(1/2)$, which is isomorphic to $U \oplus E_8(-1)$ by Theorem 2.10, it follows that $\Lambda^G(1/2)$ is even. Similarly, $K^I(1/2)$ is even by Lemma 4.2. Since $G$ is finite, there exists a $G$-invariant Kähler class of $S$. Therefore $\Lambda^G$ has signature $(1, \text{rank } \Lambda^G - 1)$.

Set $S' := S \setminus \{p \in S \mid h \cdot p = p \ (\exists h \in H, \ h \neq 1)\}$, and let $\pi: S' \to \tilde{S}$ be the natural map. Since $S \setminus S'$ is a finite set, the pushforward $\pi_*$ and Poincaré duality induce a natural map

$$f: \Lambda = H^2(S, \mathbb{Z}) \cong H^2(S, \mathbb{Z}) \to H^2(\tilde{S}, \mathbb{Z}) \cong H^2(\tilde{S}, \mathbb{Z}).$$

For any $x, y \in \Lambda^H$, we have $\langle f(x), f(y) \rangle = |H| \langle x, y \rangle$. The map $f$ decomposes as

$$f: \Lambda \to (\Lambda^H)^\vee \to H^2(\tilde{S}, \mathbb{Z}),$$

where the first map is the restriction of the first projection of the decomposition $\Lambda_\mathbb{Q} = (\Lambda^H)_\mathbb{Q} \oplus (\Lambda^H)^\vee_\mathbb{Q}$ and the second map is the natural injection. Since $\Lambda^H / (\Lambda^G \oplus \Lambda^I)^\vee \cong (\mathbb{Z} / 2\mathbb{Z})^\oplus l$ for some $l$ by Lemma 2.3, we have $2(\Lambda^G)^\vee \subset (\Lambda^H)^\vee$. Hence we find that

$$f(2(\Lambda^G)^\vee) \subset f((\Lambda^G)_\mathbb{Q} \cap (\Lambda^H)^\vee) \subset K^I.$$

Set $L := \Lambda^G(1/2)$. Then we have $2(\Lambda^G)^\vee \cong 2L^\vee(1/2) \cong L^\vee(2)$. Thus we have

$$L^\vee(|H|) \cong f(2(\Lambda^G)^\vee)(1/2) \subset K^I(1/2).$$

Therefore $L$ satisfies the following conditions.

1. $L$ and $L^\vee(|H|)$ are even.

2. If $H = C_n$ $(3 \leq n \leq 6)$, then $v^2 \neq 2/n$ for any $v \in L^\vee$.

Here (2) is a conclusion of Lemmas 2.7 and 4.3. These conditions are derived from geometry of K3 surfaces. On the other hand, the argument below is essentially lattice theoretic.
Proof of Key Lemma. If \( \Lambda^G \) contains \( U(2) \), we see that the assertion of the Key Lemma holds.

Case \( H = C_1 \). We have \( \Lambda^G \cong U(2) \oplus E_8(-2) \) by Theorem 2.10.

Case \( H = C_2 \). This case has been studied by Ito and Ohashi (No. 13 in their paper \[13\]). They showed that \( \Lambda^G \cong U(2) \oplus D_4(-2) \). Here we give a proof of this fact for the sake of completeness. By Lemma 4.1, the signature of \( \Lambda^G \) is \((1, 5)\). For each prime \( p \), the lattice \( L_{Z_p} \) over the local ring \( Z_p \) admits an orthogonal decomposition \( L_{Z_p} \cong \bigoplus_{i \geq 0} L_i(p^i) \), where \( L_i(p) \)'s are unimodular lattices (see \[23\] for details). By (1), we have \( L_i(p) = 0 \) for any \( p \neq 2 \) and any \( i \geq 1 \). Thus \( |\text{disc}(L)| \) is a power of 2. Again, by (1), \( L_0(2) \) and \( L_1(2) \) are even, and we have \( L_i(2) = 0 \) for any \( i \geq 2 \). Let \( V \) denote the lattice over \( Z_2 \) defined by the matrix

\[
\begin{pmatrix}
2 & 1 \\
1 & 2
\end{pmatrix}
\]

In general, a lattice over \( Z_2 \) is expressed as an orthogonal sum of the lattices in the following table \[23\] Propositions 1.8.1 and 1.11.2.

| \( N \) | \( \langle 2^k a \rangle \) | \( U(2^k) = \begin{pmatrix} 0 & 2^k \ \ & 2^k \\
2^k & 0 \end{pmatrix} \) | \( V(2^k) = \begin{pmatrix} 2^k & 2^k \ \ & 2^k+1 \\
2^k & 2^k \end{pmatrix} \) |
|---|---|---|---|
| \( A(N) \) | \( Z/2^k Z \) | \( (Z/2^k Z)^{\oplus 2} \) | \( (Z/2^k Z)^{\oplus 2} \) |
| \( q(N) \) | \( \langle a/2^k \rangle \) | \( u(2^k) := \begin{pmatrix} 0 & 1/2^k \ \ & 1/2^k \\
1/2^k & 0 \end{pmatrix} \) | \( v(2^k) := \begin{pmatrix} 1/2^{k-1} & 1/2^k \\
1/2^k & 1/2^{k-1} \end{pmatrix} \) |
| \( \text{sign} q(N) \) | \( a + k(a^2 - 1)/2 \) | 0 | 4k |

Here \( k \geq 0 \) and \( a = \pm 1, \pm 3 \). (Note that \( \langle \pm 1/2 \rangle \cong \langle \mp 3/2 \rangle \).) Since \( L_0(2) \) and \( L_1(2) \) are even, \( L_{Z_2} \) has an orthogonal decomposition

\[ L_{Z_2} \cong U^{\oplus \nu} \oplus V^{\oplus \mu} \oplus U(2)^{\oplus \nu'} \oplus V(2)^{\oplus \mu'} \]

Then we have

\[ A(L) \cong (Z/2Z)^{\oplus 2(\nu' + \mu')} \quad \text{and} \quad \text{sign} q(L) \equiv 4\mu' \mod 8. \]

Since we have \( \Lambda'(1/2) \cong U \oplus E_8(-1) \) and \( \Lambda^G = (\Lambda')^R \), it follows that \( \nu' + \mu' \leq 2 \) by Proposition 2.3 and Lemma 2.4. The fact that \( \text{sign} \Lambda^G \equiv \text{sign} q(L) \mod 8 \) implies that \( \mu' = 1 \). Hence either of the following cases occurs.

| \( \text{} \) | \( A(L) \) | \( q(L) \) | \( L \) |
|---|---|---|---|
| \( (a) \) | \( (Z/2Z)^{\oplus 2} \) | \( u(2) \) | \( U \oplus D_4(-1) \) |
| \( (b) \) | \( (Z/2Z)^{\oplus 4} \) | \( u(2) \oplus v(2) \) | \( U(2) \oplus D_4(-1) \) |
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Here, in each case, $L$ is uniquely determined by $q(L)$ by Theorem 2.1. In Case (b), we have $q(L)^2(1/2) \cong u(2) \oplus v(2)$ by Proposition 2.3. Since $q(L)^2(1/2)$ takes values in $\mathbb{Z}/2\mathbb{Z}$, it follows that $\Lambda^G_2(1/4)$ is an even unimodular lattice of rank $4$, which contradicts to the fact that any even unimodular lattice has rank divisible by $8$. Hence Case (a) occurs: $\Lambda^G = L(2) \cong U(2) \oplus D_4(-2)$.

Case $H = C_3$. The signature of $\Lambda^G$ is $(1, 3)$. By a similar argument, the condition (1) implies that $A(L) \cong (\mathbb{Z}/3\mathbb{Z})^\oplus l$ for some $0 \leq l \leq 4$. Due to the relations $(2/3)^\oplus 2 \cong (-2/3)^\oplus 2$ and $\text{sign}(\pm 2/3) \equiv \pm 2 \mod 8$ (see [23] for details), we conclude that

$$q(L) \cong (2/3)^{\oplus l-1} \oplus (\pm 2/3), \quad \text{sign} q(L) \equiv 2(l-1) \pm 2 \mod 8.$$  

We can check that either of the following cases occurs.

| $A(L)$ | $q(L)$ | $L$ |
|--------|--------|-----|
| (a) $\mathbb{Z}/3\mathbb{Z}$ | $(-2/3)$ | $U \oplus A_2(-1)$ |
| (b) $(\mathbb{Z}/3\mathbb{Z})^\oplus 3$ | $(2/3)^{\oplus 3}$ | $U(3) \oplus A_2(-1)$ |

Case (b) cannot occur by (2). Therefore Case (a) occurs: $\Lambda^G \cong U(2) \oplus A_2(-2)$.

Case $H = C_4$. The signature of $\Lambda^G$ is $(1, 2)$. Similarly, we find that $|\text{disc}(L)|$ is a power of $2$. Moreover, $L_0^{(2)}$ and $L_2^{(2)}$ are even, and we have $L_i^{(2)} = 0$ for any $i \geq 3$. If $L_0^{(2)} = L_2^{(2)} = 0$, then $L(1/2) \cong U \oplus \langle -1 \rangle$ by the uniqueness of indefinite odd unimodular lattices. Otherwise, $q(L) \cong \langle -1/2 \rangle$ or $u(4) \oplus \langle -1/2 \rangle$ because of the relation $\langle a/2^k \rangle \oplus v(2^{k+1}) \cong \langle 5a/2^k \rangle \oplus u(2^{k+1})$ for any $a$ with $a \equiv 1 \mod 2$ (see [23] for more details). Therefore we conclude that $L \cong U(2^k) \oplus \langle -2 \rangle$ for $k = 0, 1$ or $2$. By (2), it follows that $k \neq 1, 2$. Thus $\Lambda^G \cong U(2) \oplus \langle -4 \rangle$.

Case $H = C_5$. In a similar way, we can check that $L$ is an indefinite even lattice of rank $2$ such that $A(L) \cong (\mathbb{Z}/5\mathbb{Z})^\oplus l$ for some $0 \leq l \leq 2$. By [6, Table 15.2], we see that

$$L \cong U, \begin{bmatrix} 2 & 1 \\ 1 & -2 \end{bmatrix} \text{ or } U(5).$$

The second and third cases cannot occur by (2). Hence we conclude that $\Lambda^G \cong U(2)$.

Case $H = C_6$. The signature of $\Lambda^G$ is $(1, 1)$. We make use of the argument in Case $H = C_3$. Let $h$ be a generator of $H$. We define $N := \Lambda^{(h^2)}(1/2) \cong U \oplus A_2(-1)$. Then $h$ acts on $N$ as an involution and we have $N^h = L$. By Lemma 2.4, we can check that
\( A(N^h) \) and \( A(N_h) \) are of the form \((\mathbb{Z}/2\mathbb{Z})^\oplus l \oplus (\mathbb{Z}/3\mathbb{Z})^\oplus m \) for some \( 0 \leq l \leq 2 \) and \( 0 \leq m \leq 1 \). Therefore, according to [6, Tables 15.1 and 15.2], we have

\[
N^h \cong U, \ U(2) \ \text{or} \ \pm \begin{bmatrix} 2 & 0 \\ 0 & -6 \end{bmatrix}; \quad N_h \cong A_2(-1), \ \begin{bmatrix} -2 & 0 \\ 0 & -2 \end{bmatrix}, \ \begin{bmatrix} -2 & 0 \\ 0 & -6 \end{bmatrix} \ \text{or} \ A_2(-2).
\]

By (11), we have \( N^h \cong U \) or \( U(2) \). Note that \( N^h \oplus N_h \) is a sublattice of \( N \) of finite index and that \( N^h \) and \( N_h \) are primitive sublattices of \( N \). Hence we have \( N^h \cong U \) and \( N_h \cong A_2(-1) \) (see Proposition 2.2). Thus \( \Lambda^G = N^h(2) \cong U(2) \).

**Case \( H = C_2 \times C_2 \).** The signature of \( \Lambda^G \) is \((1,3)\). An almost identical argument to that in \( \text{Case } H = C_4 \) shows that \( L \cong U(2^k) \oplus \langle -2 \rangle^\oplus 2 \) for \( k = 0, 1 \) or \( 2 \). In order to show \( k \neq 2 \), we make use of the argument in \( \text{Case } H = C_2 \). Let \( H' \cong C_2 \) be a subgroup of \( H \). Then we know that \( N := \Lambda(H',\mathfrak{a})^{(1/2)} \cong U \oplus D_4(-1) \). Since \( H/H' \) acts on \( N \) as an involution and we have \( N_{H/H'} = L \), it follows that \( |\text{disc}(L)| \) divides \( 2^4 \) by Lemma 2.4. Therefore we have \( \Lambda^G \cong U(2^{k+1}) \oplus \langle -4 \rangle^\oplus 2 \) for \( k = 0 \) or \( 1 \), and the assertion of the Key Lemma holds.

**Case \( H = C_2 \times C_4 \).** The signature of \( \Lambda^G \) is \((1,1)\). Let \( H' \cong C_4 \) be a subgroup of \( H \). We then have \( N := \Lambda(H',\mathfrak{a})^{(1/2)} \cong U \oplus \langle -2 \rangle \) by the argument in \( \text{Case } H = C_4 \). Similarly, we find that \( |\text{disc}(N_{H/H'})| \) and \( |\text{disc}(N_{H/H'})| \) divide \( 2^2 \). By [6, Table 15.2], we have

\[
N_{H/H'} \cong U, \ U(2) \ \text{or} \ \langle 2 \rangle \oplus \langle -2 \rangle; \quad N_{H/H'} \cong \langle -4 \rangle \ \text{or} \ \langle -4 \rangle.
\]

Therefore, by Proposition 2.2 we have \( N_{H/H'} \cong U \) or \( \langle 2 \rangle \oplus \langle -2 \rangle \), and \( N_{H/H'} \cong \langle -2 \rangle \). Thus \( \Lambda^G \cong U(2) \) or \( \langle 4 \rangle \oplus \langle -4 \rangle \). Hence the assertion of the Key Lemma holds.

**Case \( H = C_3 \times C_3 \).** The signature of \( \Lambda^G \) is \((1,1)\). We make use of the argument in \( \text{Case } H = C_3 \). Let \( H', H'' \cong C_3 \) be subgroups of \( H \) such that \( H = H' \times H'' \). Then \( N := \Lambda(H',\mathfrak{a})^{(1/2)} \cong U \oplus A_2(-1) \). By a similar argument to the proof of Lemma 2.4 we have \( \Lambda/(\Lambda^{H''} \oplus \Lambda_{H''}) \cong (\mathbb{Z}/3\mathbb{Z})^\oplus l \) for some \( l \). Hence \( N/(L \oplus L_{N}) \cong (\mathbb{Z}/3\mathbb{Z})^\oplus m \) for some \( 0 \leq m \leq 2 \), and \( |\text{disc}(L)| \) and \( |\text{disc}(L_{N})| \) divide \( 3^2 \). Therefore, by [6, Tables 15.1 and 15.2], we have

\[
L \cong U, \ U(3) \ \text{or} \ \pm \begin{bmatrix} 2 & 3 \\ 3 & 0 \end{bmatrix}; \quad L_{\frac{1}{N}} \cong A_2(-1), \ A_2(-3) \ \text{or} \ \begin{bmatrix} 2 & 1 \\ 1 & 14 \end{bmatrix}.
\]

By Proposition 2.2 we can check that \( L \cong U \) or \( U(3) \), and that \( L_{\frac{1}{N}} \cong A_2(-1) \). Assume that \( L \cong U(3) \). Note that \( N' := L_{\frac{1}{N}} \cong \Lambda_{H''}(1/2) \). Hence, by interchanging \( H' \) and \( H'' \), we have

\[
N'' := \Lambda_{H''}^{(1/2)}(1/2) \cong A_2(-1), \quad L \oplus N' \oplus N'' \subset \Lambda^i(1/2).
\]
Since we have \( \frac{N}{(L \oplus N')} \cong \mathbb{Z}/3\mathbb{Z} \), there exist elements \( v \in L^\vee \) and \( w \in (N')^\vee \) such that \( v^2 = 2/3 \), \( (w')^2 = -2/3 \) and \( v + w' \in N \). Similarly, there exists an element \( w'' \in (N'')^\vee \) such that \( (w'')^2 = -2/3 \) and \( v + w'' \in \Lambda^{(H''/\iota)}(1/2) \). This implies that \( w' - w'' \in \Lambda^+(1/2) \) and that \( (w' - w'')^2 = -4/3 \). Since \( \Lambda^+(1/2) \) is integral, this is a contradiction. Therefore we conclude that \( \Lambda^G \cong U(2) \).

\[ \text{Proposition 4.4. The } G\text{-invariant lattice } H^2(S, \mathbb{Z})^G \text{ is given by the following table.} \]

| \( G \) | \( H^2(S, \mathbb{Z})^G \) |
|---|---|
| \( C_2 \) | \( U(2) \oplus E_8(-2) \) |
| \( C_2 \times C_2 \) | \( U(2) \oplus D_4(-2) \) |
| \( C_2 \times C_2 \times C_2 \) | \( U(2) \oplus (-4)^{\oplus 2} \) |
| \( D_6 \) | \( U(2) \oplus A_2(-2) \) |
| \( D_8 \) | \( U(2) \oplus (-4) \) |
| \( D_{10} \) | \( U(2) \) |
| \( D_{12} \) | \( U(2) \) |
| \( C_2 \times D_8 \) | \( U(2) \) |

Proof. It is worth noting that \( H^2(S, \mathbb{Z})^G \) does not depend on the choice of \( S \). By the proof of the Key Lemma, it suffices to show the assertion for \( G = C_2 \times C_2 \) and \( C_2 \times D_8 \). Note that a generic K3 surface \( S \) with a Calabi–Yau \( G \)-action is realized as a Horikawa model (Proposition 3.11) and thus \( H^2(S, \mathbb{Z})^G \) contains \( U(2) \), which is the pullback of the Néron–Severi lattice of \( \mathbb{P}^1 \times \mathbb{P}^1 \). For \( G = C_2 \times C_2 \), we have \( H^2(S, \mathbb{Z})^G \cong U(2k+1) \oplus (-4)^{\oplus 2} \) for \( k = 0 \) or \( 1 \) by the proof of the Key Lemma. Hence we have \( H^2(S, \mathbb{Z})^G \cong U(2) \oplus (-4)^{\oplus 2} \). Similarly, for \( G = C_2 \times D_8 \), we have \( H^2(S, \mathbb{Z})^G \cong U(2) \) or \( \langle 4 \rangle \oplus \langle -4 \rangle \). We thus conclude that \( H^2(S, \mathbb{Z})^G \cong U(2) \).

5 Properties

In this section, we will investigate some basic properties of Calabi–Yau threefolds of type K. The explicit description obtained in the preceding section plays a central role in our study. Throughout this section, \( X \) is a Calabi–Yau threefold of type K and \( \pi: S \times E \to X \) is the minimal splitting covering with Galois group \( G \). We also fix a semi-direct decomposition \( G = H \rtimes \langle \iota \rangle \).

There exist \( G \)-equivariant Ricci-flat Kähler metrics \( g_S \) and \( g_E \) on \( S \) and \( E \) respectively \cite{31}. Then the product metric \( g_S \times g_E \) on \( S \times E \) descends to a Ricci-flat Kähler metric \( g' \)

\[ \text{In the proof of Proposition 4.11 we already checked that Case } H = C_2 \times C_2 \text{ does not occur.} \]
and \( g \) on the quotients \( (S \times E)/H \) and \( X \) respectively. Let \( T := S/\langle \iota \rangle \) be the Enriques surface with the metric \( gr \) induced by \( g_S \). We denote by \( \text{Hol}_h(Y) \) the holonomy group of a manifold \( Y \) with respect to a metric \( h \) (we do not refer to a based point).

**Proposition 5.1.**
1. \( \text{Hol}_{gr}(T) \cong \{ A \in U(2) \mid \det A = \pm 1 \} \subset U(2) \).
2. \( \text{Hol}_g(X) \cong S(U(2) \times C_2) \subset SU(3) \).

**Proof.** Since the holonomy group \( \text{Hol}_{gr}(T) \) cannot be \( SU(2) \), it must be a \( C_2 \)-extension of \( \text{Hol}_{gr}(S) \cong SU(2) \) in \( U(2) \). Such an extension is unique and this proves the first assertion. In order to prove the second assertion, we first consider the quotient \( (S \times E)/H \), which admits a smooth isotrivial K3 fibration \( (S \times E)/H \to E/H \). Since the action of \( H \) on \( S \) is symplectic, we see that \( \text{Hol}_g((S \times E)/H) \cong SU(2) \). Therefore the holonomy group \( \text{Hol}_g(X) \) is an extension of \( SU(2) \) in \( SU(3) \) of index at most 2. Since \( X \) contains an Enriques surface, we conclude that \( \text{Hol}_g(X) \cong S(U(2) \times C_2) \subset SU(3) \).

**Proposition 5.2.** The following hold.
1. \( \pi_1(X) = (\mathbb{Z} \times \mathbb{Z}) \times G \), where the \( G \)-action on \( \mathbb{Z} \times \mathbb{Z} \) is identified with that on \( \pi_1(E) \).
2. \( H_1(X,\mathbb{Z}) \cong (\mathbb{Z}/2\mathbb{Z})^n \), where the exponent \( n \) is given by the following table.

| \( G \)   | \( C_2 \) | \( C_2 \times C_2 \) | \( C_2 \times C_2 \times C_2 \) | \( D_6 \) | \( D_8 \) | \( D_{10} \) | \( D_{12} \) | \( C_2 \times D_8 \) |
|----------|----------|-----------------|-----------------|-------|-------|-------|-------|--------------|
| \( n \)  | 3        | 5               | 3               | 3     | 4     | 3     | 4     | 5            |

**Proof.** The first assertion readily follows from the exact sequence \( 0 \to \pi_1(S \times E) \to \pi_1(X) \to \pi_0 \cong \mathbb{Z}/2 \to 0 \), and the Calabi–Yau \( G \)-action on \( E \). The second follows from the fact that \( H_1(X,\mathbb{Z}) \cong \pi_1(X)_{\text{Ab}} \), or the Cartan–Leray spectral sequence associated to the étale map \( S \times E \to X \).

**Proposition 5.3.** \( X \) admits both K3 and Abelian surface fibrations over \( \mathbb{P}^1 \).

**Proof.** By construction, the map \( X = (S \times E)/G \to E/G \cong \mathbb{P}^1 \) is an isotrivial K3 fibration with four Enriques fibers. By Lemma 3.17 there exists a \( G \)-equivariant morphism \( S \to Z \), where \( Z \) is isomorphic to either (a) \( \mathbb{P}^1 \times \mathbb{P}^1 \) or (b) a cone. In Case (a), let \( \pi : Z \to \mathbb{P}^1 \) denote the first (or the second) projection. In Case (b), the resolution of \( Z \) is the Hirzebruch surface \( \mathbb{F}_2 \), and the ruling \( \mathbb{F}_2 \to \mathbb{P}^1 \) descends to \( \pi : Z \to \mathbb{P}^1 \). In either case, the map \( S \to Z \xrightarrow{\pi} \mathbb{P}^1 =: C \) is an elliptic fibration. Hence the map \( S \times E \to S \to C \) is an abelian fibration. For \( h \in H \), the action of \( h \) on \( E \) is a translation. Since \( S^h \) is a finite set by Theorem 2.3 if the action of \( h \) on \( C \) is trivial, then \( h \) acts on each smooth fiber of \( S \to C \) as a translation. On the other hand, since \( S^\iota = \emptyset \) and the action of \( \iota \) on \( S \) is anti-symplectic, \( \iota \) acts on \( C \) non-trivially. Therefore, the map \( X = (S \times E)/G \to C/G \cong \mathbb{P}^1 \) is an abelian fibration.
Proposition 5.4. There exists no isolated (smooth) rational curve on $X$. Here we say a curve is isolated if it is not a member of any non-trivial family.

Proof. Suppose that there exists an isolated rational curve $C \subset X$. Since $\pi$ is étale, the pullback $\pi^{-1}(C)$ consists of $|G|$ isolated rational curves. On the other hand, there is no isolated rational curve on the product $S \times E$ as any morphism $\mathbb{P}^1 \to E$ is constant and any smooth rational curve on any K3 surface has self-intersection number $-2$. This leads us to a contradiction.

All rational curves show up in families (parametrized by the elliptic curve $E$). It is shown that they do not contribute to Gromov–Witten invariants but the higher genus quantum corrections are present at least for the Enriques Calabi–Yau threefold [20].

Proposition 5.5. $\text{Aut}(X) = \text{Bir}(X)$.

Proof. Any birational morphism between minimal models is decomposed into finitely many flops up to automorphisms [14]. Hence it is enough to prove that there exists no flop of $X$. In the case of threefolds, the exceptional locus of any flopping contraction must be a tree of isolated rational curves [16, Theorems 1.3 and 3.7]. The previous proposition therefore shows that there exists no flop of $X$.

Proposition 5.6. The following hold.

1. If $G \cong D_{10}, D_{12}$ or $C_2 \times D_8$, we have $|\text{Aut}(X)| < \infty$.

2. If $G \cong C_2, C_2 \times C_2, C_2 \times C_2 \times C_2, D_6$ or $D_8$, and $X$ is generic in the moduli space, we have $|\text{Aut}(X)| = \infty$.

Proof. It is not difficult to see that there is a canonical one-to-one correspondence between $\text{Aut}(X)$ and $N/G$, where $N$ denotes the normalizer of $G$ in $\text{Aut}(S \times E)$. Since $\text{Aut}(S \times E) \cong \text{Aut}(S) \times \text{Aut}(E)$, we further have a canonical inclusion $N \supset \text{Aut}(S)^G \times \text{Aut}(E)^G$ of finite index. Here $\text{Aut}(S)^G$ stands for the subgroup of $\text{Aut}(S)$ whose elements commute with the action of $G$, and similar for $\text{Aut}(E)^G$. In order to show the assertion, it is enough to determine whether $\text{Aut}(S)^G$ is finite or not. Note that $\text{Aut}(S)^G$ acts on $\Lambda^G$.

Assume that $\Lambda^G$ is isomorphic to $U(2)$ with standard basis $e,f$. Then we find that $\text{Aut}(S)^G$ preserves the polarization $\pm (e + f)$, which gives generically a map $S \to \mathbb{P}^1 \times \mathbb{P}^1$ as in Proposition 3.11. It follows that $\text{Aut}(S)^G$ is finite by the well-known fact that the automorphism group of any polarized K3 surface is finite. This proves the assertion (1) because of Proposition 4.3.
We will next prove the assertion (2). By Proposition 3.13, the K3 surface $S$ is realized as a $(2, 2, 2)$-hypersurface in $\mathbb{P} := \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$. We will show that the three involutions of $S$ associated to the three double covering structures $S \to \mathbb{P}^1 \times \mathbb{P}^1$ generate the infinite group $C_2 * C_2 * C_2$. Let $e_i$ be the class of an elliptic fiber of the $i$-th projection $p_i : S \to \mathbb{P}^1$.

Consider the cone

$$\sigma := \mathbb{R}_{>0}e_1 + \mathbb{R}_{>0}e_2 + \mathbb{R}_{>0}e_3 \subset K_S \subset H^2(S, \mathbb{R}).$$

Then the reflection with respect to the face $\sigma_{ij} := \mathbb{R}_{>0}e_i + \mathbb{R}_{>0}e_j$ ($i \neq j$) of $\sigma$ corresponds to the covering transformation $\iota_{ij}$ of the double covering $p_i \times p_j : S \to \mathbb{P}^1 \times \mathbb{P}^1$. Note that

$$P := \{v \in \mathbb{R}e_1 + \mathbb{R}e_2 + \mathbb{R}e_3 \mid v^2 > 0\} / \mathbb{R}^*$$

is considered as a hyperbolic plane in a natural way. The image $\overline{\sigma}$ of $\sigma$ in $P$ is a geodesic triangle each of whose angles is zero. In this situation, the involution $\iota_{ij}$ of $P$ induced by $\iota_{ij}$ is a reflection along the geodesic $\overline{\sigma}_{ij}$ and they generate the infinite group $\Gamma \cong C_2 * C_2 * C_2$ by the standard hyperbolic geometry (Figure 1). Since $\Gamma$ commutes with $G$, we conclude

![Figure 1: Tiling of the hyperbolic plane by geodesic triangles](image)

that $\text{Aut}(S)^G$ includes $\Gamma$. Hence $\text{Aut}(S)^G$ is infinite. \qed

**Remark 5.7.** Proposition 5.6 (1) also follows from the result of [18].

**Remark 5.8.** In Proposition 5.6 (2), the genericity assumption is essential at least in the case $G = C_2$. In fact, if $G = C_2$, it follows that $\text{Aut}(X)$ is infinite if and only if the automorphism group of the Enriques surface $S/\langle \iota \rangle$ is infinite. Although the automorphism group of a generic Enriques surface is infinite, there exist Enriques surfaces with finite automorphism group (see [17] for the classification of such Enriques surfaces).
It is known that the automorphism group of a Calabi–Yau threefold with $\rho = 1, 2$ is finite \cite{25}. On the other hand, it is expected that there is a Calabi–Yau threefold with infinite automorphism group for each $\rho \geq 4$ (see for example \cite{5, 9, 27}). Proposition 5.6 provides a supporting evidence for this folklore conjecture, giving examples for small and new $\rho$. It is an open problem whether or not a Calabi–Yau threefold with $\rho = 3$ admits infinite automorphism group \cite{18}.

6 Calabi–Yau Threefolds of Type A

In this final section, we slightly change the topic and probe Calabi–Yau threefolds of type A. Recall that a Calabi–Yau threefold is called of type A if it is an étale quotient of an abelian threefold. By refining Oguiso and Sakurai’s fundamental work \cite{26} on Calabi–Yau threefolds of type A, we will finally settle the full classification of Calabi–Yau threefolds with infinite fundamental group (Theorem 6.4).

Let $A := \mathbb{C}^d / \Lambda$ be a $d$-dimensional complex torus. There is a natural semi-direct decomposition $\text{Aut}(A) = A \rtimes \text{Aut}_{\text{Lie}}(A)$, where the first factor is the translation group of $A$ and $\text{Aut}_{\text{Lie}}(A)$ consists of elements that fix the origin of $A$. We call the second factor of $g \in \text{Aut}(A)$ the Lie part of $g$ and denote it by $g_0$. The fundamental result in the theory of Calabi–Yau threefolds of type A is the following.

**Theorem 6.1** (Oguiso–Sakurai \cite[Theorem 0.1]{26}). Let $X$ be a Calabi–Yau threefold of type A. Then the following hold.

1. $X = A/G$, where $A$ is an abelian threefold and $G$ is a finite group acting freely on $A$ in such a way that either of the following is satisfied:

   (a) $G = \langle a \rangle \times \langle b \rangle \cong C_2 \times C_2$ and

   
   
   \[
   a_0 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{bmatrix}, \quad b_0 = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{bmatrix},
   \]

   (b) $G = \langle a, b \mid a^4 = b^2 = abab = 1 \rangle \cong D_8$ and

   
   
   \[
   a_0 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \\ 0 & 1 \end{bmatrix}, \quad b_0 = \begin{bmatrix} -1 & 0 \\ 0 & 1 \\ 0 & 0 & -1 \end{bmatrix},
   \]

   where $a_0$ and $b_0$ are the Lie part of $a$ and $b$ respectively and the matrix representation is the one given by an appropriate realization of $A$ as $\mathbb{C}^d / \Lambda$.  
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2. In the first case, $\rho(X) = 3$ and in the second case $\rho(X) = 2$.

3. Both cases really occur.

Theorem 6.1 provides a classification of the Lie part of the Galois groups of the minimal splitting coverings, where the Galois groups do not contain any translation element. We will see that, in contrast to Calabi–Yau threefolds of type K, Calabi–Yau threefolds of type A are not classified by the Galois groups of the minimal splitting coverings. That is, a choice of Galois group does not determine the deformation family of a Calabi–Yau threefold of type A. We improve Theorem 6.1 by allowing non-minimal splitting coverings as follows.

Proposition 6.2. Let $X$ be a Calabi–Yau threefold of type A. Then $X$ is isomorphic to the étale quotient $A/G$ of an abelian threefold $A$ by an action of a finite group $G$, where $A$ and $G$ are given by the following.

1. $A = A'/T$, where $A'$ is the direct product of three elliptic curves $E_1, E_2$ and $E_3$:

$$A' := E_1 \times E_2 \times E_3, \ E_i := \mathbb{C}/(\mathbb{Z} \oplus \mathbb{Z} \tau_i), \ \tau_i \in \mathbb{H}$$

and $T$ is one of the subgroups of $A'$ in the following table, which consists of 2-torsion points of $A'$.

| $T_1$ | $T_2$ | $T_3$ | $T_4$ |
|-------|-------|-------|-------|
| 0     | $\langle (0, 1/2, 1/2)_{A'} \rangle$ | $\langle (1/2, 1/2, 0)_{A'}, (1/2, 0, 1/2)_{A'} \rangle$ | $\langle (1/2, 1/2, 1/2)_{A'} \rangle$ |

Here $(z_1, z_2, z_3)_{A'}$ denotes the image of $(z_1, z_2, z_3) \in \mathbb{C}^3$ in $A'$.

2. $G \cong C_2 \times C_2$ or $D_8$.

(a) If $G = \langle a \rangle \times \langle b \rangle \cong C_2 \times C_2$, then $G$ is generated by

$$a: (z_1, z_2, z_3)_A \mapsto (z_1 + \tau_1/2, -z_2, -z_3)_A, \ b: (z_1, z_2, z_3)_A \mapsto (-z_1, z_2 + \tau_2/2, -z_3 + \tau_3/2)_A.$$

(b) If $G = \langle a, b \mid a^4 = b^2 = abab = 1 \rangle \cong D_8$, then $\tau_2 = \tau_3 =: \tau, \ T = T_2$ or $T_3$, and $G$ is generated by

$$a: (z_1, z_2, z_3)_A \mapsto (z_1 + \tau_1/4, -z_3, z_2)_A, \ b: (z_1, z_2, z_3)_A \mapsto (-z_1, z_2 + \tau/2, -z_3 + (1 + \tau)/2)_A.$$

Moreover, each case really occurs.
Proof. By Theorem 6.1, $X$ is of the form $A/G$ with $G$ isomorphic to either $C_2 \times C_2$ or $D_8$. Let $C^3/\Lambda$ be a realization of $A$ as a complex torus. In the case $G \cong C_2 \times C_2$, we may assume that $G$ is generated by

$$a: (z_1, z_2, z_3) \mapsto (z_1 + u_1, -z_2, -z_3),$$
$$b: (z_1, z_2, z_3) \mapsto (-z_1, z_2 + u_2, -z_3 + u_3),$$

after changing the origin of $A$ if necessary. Hence $\Lambda$ is stable under the following actions:

$$a_0: (z_1, z_2, z_3) \mapsto (z_1, -z_2, -z_3),$$
$$b_0: (z_1, z_2, z_3) \mapsto (-z_1, z_2, -z_3).$$

From this, we see that there exist lattices $\Lambda_i \subset \mathbb{C}$ for $i = 1, 2, 3$ such that $2\Lambda \subset \Lambda_1 \times \Lambda_2 \times \Lambda_3 \subset \Lambda$.

Let $e_1, e_2, e_3$ be the standard basis of $\mathbb{C}^3$. Set

$$\Lambda' := \Lambda_1' \times \Lambda_2' \times \Lambda_3' \subset \Lambda, \quad \Lambda'_i := \{z \in \mathbb{C} \mid ze_i \in \Lambda\}.$$

Then $\Lambda/\Lambda'$ is a 2-elementary group, that is, $\Lambda/\Lambda' \cong (\mathbb{Z}/2\mathbb{Z})^{\oplus n}$ for some $n$. Since $a^2 = b^2 = (ab)^2 = \text{id}_A$ and the $G$-action is free, we have $u_i \not\in \Lambda'_i$ but $2u_i \in \Lambda'_i$. Let $v = (v_1, v_2, v_3) \in \Lambda$. Suppose $v_1 \equiv u_1 \mod \Lambda'_1$, then $(z_1, v_2/2, v_3/2) \in A^a$. Hence we conclude that $v_1 \not\equiv u_1 \mod \Lambda'_1$. Similarly, $v_i \not\equiv u_i \mod \Lambda'_i$ for $i = 2, 3$. Therefore, we may assume that there exist $\tau_i \in \mathbb{H}$ for $i = 1, 2, 3$ such that

1. $\Lambda'_i = \mathbb{Z} \oplus \mathbb{Z}\tau_i$,
2. $u_i \equiv \tau_i/2 \mod \Lambda'_i$,
3. $v_i \equiv 0$ or $1/2 \mod \Lambda'_i$ for all $v \in \Lambda$,

after changing each coordinate $z_i$ if necessary. Now that we can check the assertion of the theorem in this case by a direct computation. In particular, $T = \Lambda/\Lambda'$ coincides with one in the table up to permutation of the coordinates.

Similarly, in the case $G \cong D_8$, we may assume that $G$ is generated by

$$a: (z_1, z_2, z_3) \mapsto (z_1 + u_1, -z_3, z_2),$$
$$b: (z_1, z_2, z_3) \mapsto (-z_1, z_2 + u_2, -z_3 + u_3).$$
We use the same notation as above. It follows that $\Lambda'_2 = \Lambda'_3$, $4u_1 \in \Lambda'_1$, $2u_1 \notin \Lambda'_1$, $2u_i \in \Lambda'_i, u_i \notin \Lambda'_i$ for $i = 2, 3$. We have

$$ab: (z_1, z_2, z_3)_A \mapsto (-z_1 + u_1, z_3 - u_2, z_3 + u_2)_A$$

$$(ab)^2: (z_1, z_2, z_3)_A \mapsto (z_1, z_2 + u_1 - u_2, z_3 + u_1 - u_2)_A.$$ 

By $(ab)^2 = 1$ and $A^{ab} = \emptyset$, it follows that $(0, u_2 - u_3, u_2 - u_3) \in \Lambda$ and $u_2 - u_3 \notin \Lambda'_2$. Since the action of $SL(2,\mathbb{Z})$ on the set of level 2 structures on an elliptic curve is transitive, we may assume that $\tau_2 = \tau_3 =: \tau$, $u_2 = \tau_2/2$, $u_3 = (1 + \tau_3)/2$. By a similar argument to the case $G \cong C_2 \times C_2$, we can check that $v_i \equiv 0 \text{ or } 1/2 \mod \Lambda'_i$ for any $v = (v_1, v_2, v_3) \in \Lambda$. In particular, we have $(0, 1/2, 1/2) \in \Lambda$. Since $T = T_4$ implies that $(1/2, 0, 0) \in \Lambda'_1$, which is a contradiction, it follows that $T$ is either $T_2$ or $T_3$. Moreover, we can check that the action of $G$ has no fixed point for $T = T_2, T_3$. □

**Remark 6.3.** The above four cases for $G \cong C_2 \times C_2$ have previously been studied by Donagi and Wendland [7].

As was mentioned earlier, in contrast to Calabi–Yau threefolds of type K, Calabi–Yau threefolds of type A are not classified by the Galois groups of the minimal splitting coverings. They are classified by the minimal totally splitting coverings, where abelian threefolds $A$ which cover $X$ split into the product of three elliptic curves.

Together with Theorem 6.4 Proposition 6.3 finally completes the full classification of Calabi–Yau threefolds with infinite fundamental group:

**Theorem 6.4.** There exist precisely fourteen Calabi–Yau threefolds with infinite fundamental group, up to deformation equivalence. To be more precise, six of them are of type A and eight of them are of type K.
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