Quasi-optimal processing simulation of ultrasonic signals
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Abstract. Magnetostrictive level gauges are widely used for measuring the level of bulk material and liquid medium including petroleum products, which determines the relevance of the measurement techniques and level gauges design improvement examination. The research objective is to modify the optimal signal processing classical methods for measuring the time intervals in the magnetostrictive level gauges by using the digital devices with limited computational resources. The article deals with the modification problems of the digital signal processing optimal algorithms providing the real time measuring devices operation. For addressing the challenges, the methods of numerical simulation and statistical processing of ultrasonic signals are used. Digital signal processing quasi-optimal algorithms for calculating the time intervals based on the use of cross-correlation functions leading to the operations number reduction, are described. The represented results can be applied in the level measurement and medicine for electrocardiograms analysis.

1. Introduction

The devices measuring the petroleum products parameters (volume, level, temperature, density) of the tanks system distributed over a large area, as well as the devices transmitting the information on the measured parameters via radio channel are widely used in industry [1]. Petroleum products level measurement by electronic methods is based on the measured parameter relationship with any physical quantity (conductivity, inductance, capacity) or electrical signal parameter (amplitude, frequency, phase, time shift). When measuring the petroleum products level by the magnetostrictive level gauge, the information on the level is contained in the time interval between the pulses at the piezoelectric transducer output [2]. In radiolocation, radionavigation and communications, the optimal signal processing theory [3] allowing to obtain the best result of the parameters detection, differentiation, estimation, and signals filtering, resolution, identification problems solving by the criterion of the signal-to-noise ratio in the linear systems is used.

The research objective is to modify the classical methods of the optimal signal processing for measuring the time intervals, as well as to simulate quasi-optimal processing and optimize its parameters.

2. Problem statement

The information signal at the piezoelectric transducer output of the magnetostrictive level gauge is pulse in nature. The traditional method of measuring the time interval between the magnetostrictive signals is to measure the time interval between the rectangular pulses obtained when magnetostrictive signals flow through the threshold device (the comparator with the specified threshold). Furthermore,
magnetostrictive signals form changing and interference introduce errors into the calculated level value or do not allow to calculate the level.

Let us consider the possibilities of modifying the optimal signal processing classical methods while using the practical digital algorithms for measuring the time intervals in the magnetostrictive level gauges. By simulating the quasi-optimal processing systems, their statistical parameters are estimated.

3. Theory

Autonomous magnetostrictive level gauges used for level measuring contain a signal transmission line (metal rod or wire) threaded through the float located on the liquid surface, a piezoelectric receiver, comparator, computer, radio modem, self-contained sensor module, power supply and antenna [3]. Figure 1 shows the flow chart of the autonomous magnetostrictive level gauge.

Figure 1. The flow chart of the magnetostrictive level gauge: 1 is piezo receiver; 2 is comparator; 3 is computer; 4 is radio modem; 5 is self-contained sensor module; 6 is power supply.

The total length $L$ of the signal transmission line is calculated [4] according to the following formula (1):

$$L = L_1 + L_2$$

where $L_1$ is the length of the submerged section of the signal transmission line, $L_2$ is the length of the upper part of the signal transmission line.

In the signal transmission line at the liquid boundary at the moment $t_1$, the ultrasonic signal is being formed due to the magnetostrictive effect during the interaction of the permanent magnet magnetic field and self-contained sensor module coil pulsed magnetic field with the signal transmission line. The ultrasonic wave travels upwards in the signal transmission line over the distance $L_2$ where it is received by the piezo receiver at the time $t_2$. Furthermore, the ultrasonic wave travels downwards in the signal transmission line from the liquid boundary to the distance $L_1$, where it reaches the signal transmission line lower end at the time $t_3$, is reflected and travels upwards over the distance $L$, where it is received by the piezoelectric receiver at the time $t_4$.

The time $\tau_1$ of the ultrasonic wave propagation along the signal transmission line from the liquid surface upwards along the short path is calculated by the formula (2):

$$\tau_2 = t_2 - t_1$$

The time $\tau_1$ (3) of the ultrasonic wave propagation along the signal transmission line from the liquid surface to the signal transmission line lower end is:

$$\tau_1 = (t_3 - t_1)$$

The time $\tau_3$ (4) of the ultrasonic wave propagation along the signal transmission line from the liquid surface to the signal transmission line upper part along the long path is:

$$\tau_3 = t_4 - t_3 = 2(t_3 - t_1) + t_2 - t_1 = 2\tau_1 + \tau_2$$
Therefore, the measured time interval $\tau_m$ (5) between the pulses received at the piezoelectric receiver input along the short and long paths is calculated by the formula:

$$\tau_m = r_3 - r_2 = 2r_1$$  

(5)

The ultrasonic pulses received by the piezo receiver are transmitted to the comparator (figure 1) forming the rectangular pulses used for measuring the time interval and calculating the level.

Let us assume that the signal transmission line is acoustically homogeneous and liquid temperature is constant, subsequently, if the ultrasound is transmitted twice through the signal transmission line submerged section, the ultrasound delay (6) is calculated by the following equation:

$$\tau_m = 2 \cdot L_1 / V_1$$  

(6)

where $V_1$ is the sound speed in the signal transmission line lower section.

The calculated value (7) of the liquid level is

$$L_1 = \frac{\tau_m}{2} \cdot V_1$$  

(7)

If the signal transmission line bottom end does not touch the tank bottom, the calculated value of the liquid level $L_1$ will not correspond to the actual value. However, there are methods of calculating the actual level value [4].

The signals in the magnetostrictive level gauge are shown in figure 2.
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**Figure 2.** Signals in magnetostrictive level gauge: 1 is piezo receiver output signal; 2 is comparator threshold level; 3 is comparator output signal.

As the operation principle of the magnetostrictive level gauge suggests, the comparator output pulses (Figure 2) are the basis for the calculator operation, therefore, they determine the level gauge accuracy characteristics. In practice, it was found out that the piezoelectric receiver output signal width and shape depend on the temperature, voltage and other uncontrolled factors causing the time interval errors. There also might be situations when measuring the level is impossible, if one or both measuring pulses at the piezoelectric receiver output do not reach the threshold, or vice versa, the threshold is highly exceeded by false or noise pulses.

The optimal signal processing theory [4-6], according to which a receiver input $x(t)$ is exposed to the sum of the useful signal $u(t)$ and noise $n(t)$ (or only noise $n(t)$), the optimal receiver calculates the correlation integral $z$ and then uses the obtained value for making a decision, is known. If the signal parameters are known, and noise is a Gaussian random process with a uniform spectral density (white noise), the correlation integral (8) has the following form:

$$z = \int_0^T x(t) \cdot u(t) dt$$  

(8)

where $T$ is the signal duration.

In fact, the correlation integral is identified using the correlator or a matched filter. The correlator contains a reference signal generator, a multiplier, and an integrator. The multiplier receives the input $x(t)$ and reference (desired, expected) $u(t)$ signals. The product of the input and reference signals values is integrated until the end of the expected signal [7, 8]. The matched filter is a passive filter with a pulse
response characteristic equal to the mirrored reference signal. The common feature of the correlator and matched filter is the equality (with the accuracy of the constant multiplier) of the output voltages at the time $T$, as well as the fact that the matched filter and correlator maximize the signal-to-noise ratio at their output. The difference is that the correlator is a device with time-varying parameters, while the matched filter is a device with constant parameters, therefore the matched filter is invariant regarding the signal delay and its initial phase, and the correlator is not invariant [9].

If a signal has several measured or unmeasured parameters, the optimal receiver structure changes, but its main body still contains the matched filter or correlator.

For the magnetostrictive level gauge, optimal processing can be implemented by the correlation scheme using the microcontroller, having previously recorded in the microcontroller memory the reference signal $N$ samples received through the sampling interval $T_s (T = N \cdot T_s)$. It should be noted that the reference signal implies the signal obtained in the lower position of the self-contained sensor module in the absence of interference at the piezoelectric transducer output [10].

The microcontroller integration (9-10) operation is implemented by summing the samples products of the input and reference signals:

$$z(kT_s) = \sum_{n=1}^{N} x(nT_s) \cdot u[(n - k)T_s]$$

$$T_s \leq \frac{1}{2 \cdot f_{\text{max}}}$$

where $f_{\text{max}}$ is the maximum frequency in the magnetostrictive signal spectrum.

The algorithm of optimal correlation processing of digitized ultrasonic signals when using the microcontroller in the measuring device is to calculate the correlation function by summing the ultrasonic signal samples products with the support function samples and to calculate the time interval $[1, 2]$. 

4. Experimental results

The similarity of the magnetostrictive signal (Figure 2) with the function $\sin(x)/x$, for which the program of the signal and noise sum simulation and correlating integral calculation was developed, was used to check the possibility of implementing the optimal correlation signal processing algorithms [13, 14]. The parameters of the function $\sin(x)/x$ are chosen in such a way as to provide the maximum similarity with the real magnetostrictive signal (figure 2), i.e. the main maximum duration is 7 µs, the function duration is 42 µs. When modelling, the sampling period was 12 times less than the width of the function main maximum (580 ns), and the reference signal sample included 64 samples (figure 3a).
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**Figure 3.** The ultrasonic signal (a) and its correlation function (b) model.

The correlation functions ensemble with a low ratio of the signal power to noise power ($q = P_s/P_n = 3$) is represented in figure 4.
The correlation functions ensemble $z(kT_s)$ at the signal-to-noise ratio of $q=3$.

The procedure of determining the time shift between the direct and reflected ultrasonic signals is explained in figure 5 a, while the time shift measurement between the correlation function maxima or between the intersection points where the correlation function meets the threshold level (the given dependences correspond to the signal/noise ratio of $q=5$) is presented in figure 5 b. Since the correlation function (9) has a sampled representation, the time interval measurement error will be determined by the sampling period $T_s$.

When calculating one point of the correlation function (9), $N$ multiplication and $N$ addition operations are needed, which poses greater requirements of the computing device and does not always allow performing the real-time calculations.
For reducing the number of mathematical operations in order to perform correlation calculations in real time, a discrete version of the modified support function is proposed when calculating the correlation integral (in this case the autocorrelation function is transferred to the cross-correlation one). Sampling is to replace the support function sections between the adjacent zero points of transition to the constant value (figure 6 b), equal to the local extremum (maximum or minimum) [14, 15].

The quasi-optimality of the proposed transformations is ensured by calculating the cross-correlation integral, which parameters differ slightly from the classical correlation integral parameters as confirmed by the statistical modelling results. The restriction of the proposed quasi-optimal processing is the computing device parameters: the number of the arithmetic operations performed, the sampling period of the received signal, and the speed of the microcontroller.

![Figure 6. The supporting function $U_{s1}$ (a) replacement by the discrete modification $U_{s2}$ (b).](image)

During transfer (11) to the modified support function (12), the number of operations is reduced by more than 6 times due to the multiplication operations grouping:

\[
z(kT_s) = \sum_{n=1}^{64} u_{s,1}(n-k)T_s \cdot x(nT_s) \quad (11)
\]

\[
z'(kT_s) = \sum_{n=1}^{10} u_{s,2}((m-k)T_s) \cdot \sum_{n=1}^{N} x(nT_s) \quad (12)
\]

where $m$ is the interval number of the modified discrete support function $U_{s2}$, $N_m$ is the number of time samples in the $m$-th interval of the modified sampled support function, $\sum_{n=1}^{N} x(nT_s)$ is the sequence sum of the samples falling into the $m$-th interval of the modified discrete support function.

The autocorrelation function of the $\sin x/x$ original signal model and cross-correlation function of the signal $\sin x/x$ with a discrete modified reference signal are shown for comparison in figure 7.
Figure 7. The autocorrelation (red line) and cross-correlation (blue line) functions.

The cross-correlation function structure is largely similar to the initial autocorrelation function, except the level (by 31%) and width (by 15%) increase of the main maximum and a slight decrease in the side lobes level.

The cross-correlation functions ensemble at the low ratio of the signal power to noise power ($P_s/P_n=3$) is represented in figure 8.

Figure 8. The cross-correlation functions $z(kT_z)$ ensemble at the signal-to-noise ratio of $q=3$.

Cross-correlation (figure 8) and autocorrelation (figure 4) signal functions ensemble comparing at the same signal-to-noise ratio does not reveal significant differences in noise immunity.

The next step in minimizing the number of mathematical operations was to examine the nature of the correlation properties change when quantizing the reference signal samples: the coefficients values of the modified reference function were replaced by the nearest values $2^k$. The purpose of the transformation was to replace the product of the current signal reference and the reference function value by the grid shift of the signal sample. Under the given transformations, each operation of multiplying the current signal value by the scaling factor of 0.5 is replaced by shifting the binary number grid by one order (figure 9).
Figure 9. The level calculation algorithm by using the cross-correlation function for the quantized modified discrete reference function (ADC - analog-to-digital converter).

The structure of the cross correlation function during quantization of the reference signal coefficients has remained virtually unchanged as compared with the autocorrelation function: the main maximum is larger by 2 dB (positive effect), the side lobes level is smaller by 3-11 dB (positive effect), the main maximum width is larger by 15 % (insignificant negative effect). The processing algorithm changing impacts on the noise immunity (normalized process dispersion at the output of the processing system), which is represented in figure 10, implying that the proposed modification of the support function during cross-correlation processing degrades the signal-to-noise ratio at the correlator output (from 3 to 5 dB).
Figure 10. The dependence of the dispersion ratio at the correlator output to the signal energy (in dB) on the signal-to-noise ratio: (a) is in autocorrelation processing, (b) is in cross-correlation processing with a discrete modified reference signal, and (c) is in cross-correlation processing with a discrete quantized modified reference signal.

Thus, the time interval measuring algorithm in the level gauge, which is resistant to changing the pulses shape and interference level, is proposed. The digitized signal values from the output of the level gauge piezoelectric transducer are fed to the shifting register with taps after each word (a delay of one sampling interval). The adjacent samples groups are summed, then the sums are multiplied by the weighting coefficients. It is implemented by the digit-by-digit number shift followed by re-summing (some values have the changed signs in relation to the initial ones) [16].

5. Conclusions

- When using the traditional methods, the time interval measurement error in magnetostrictive level gauges depends on the temperature, supply voltages and other uncontrolled factors, which may result in the accidents.
- The optimal processing application of the acoustic signals based on the microcontroller makes it possible to reduce the measurement errors of the petroleum products level and to increase the measurement accuracy.
- Correlation processing classical methods of the digital acoustic signals require a large number of operations (for N samples of the reference signal, the calculation of one point of the correlation function requires performing N addition operations and N multiplication operations), which is difficult to implement in real time and leads to the increase in the power consumed by the microcontroller.
- Applying the proposed acoustic signals cross-correlation processing on the basis of the modified discrete support function and quantized modified discrete reference function reduces the number of the operations performed (for N samples of the reference signal, calculating one point of the cross-correlation function requires performing N addition operations and shift operations without multiplication operations) while maintaining the energy and accuracy parameters (in quantizing the reference signal coefficients, as compared with the autocorrelation function, the cross-correlation function has the main maximum increased by 2 dB, main maximum width increased by 15%, side lobe level lower by 3-11 dB when the signal-to-noise ratio degrades from 3 to 5 dB)
- The represented results can be applied in the level measurement and medicine for electrocardiograms analysis [17, 18].
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