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Abstract. We study a class of fully-discrete schemes for the numerical approximation of solutions
of stochastic Cahn–Hilliard equations with cubic nonlinearity and driven by additive noise. The
spatial (resp. temporal) discretization is performed with a spectral Galerkin method (resp. a tamed
exponential Euler method). We consider two situations: space-time white noise in dimension \( d = 1 \)
and trace-class noise in dimensions \( d = 1, 2, 3 \). In both situations, we prove weak error estimates,
where the weak order of convergence is twice the strong order of convergence with respect to
the spatial and temporal discretization parameters. To prove these results, we show appropriate
regularity estimates for solutions of the Kolmogorov equation associated with the stochastic Cahn–
Hilliard equation, which have not been established previously and may be of interest in other
contexts.

1. Introduction

Over the last decades, a large number of research works have been devoted to the numerical study
of stochastic partial differential equations (SPDEs). The classical convergence theory of numerical
approximations often requires nonlinearities of SPDEs to be globally Lipschitz continuous (see, e.g.,
[43]). However, nonlinearities of many practical SPDE models are only locally Lipschitz continuous
and the classical convergence results for standard explicit numerical schemes fail to hold (see, e.g.
[34, 2, 18]). Prominent examples of SPDEs with non-globally Lipschitz continuous nonlinearities
include stochastic phase-field models such as the stochastic Allen–Cahn equation and the stochastic
Cahn–Hilliard equation. In the last decade, numerical analysis of such stochastic phase-field models
has been a very active field of research, see, e.g., [38, 44, 25, 37, 16, 27, 9, 4, 26] and references
therein. Progress on the convergence aspects of numerical approximations for stochastic phase-field
model has been made recently, including strong and weak convergence rate analysis for the stochastic
Allen-Cahn equation (see, e.g., [3, 7, 19, 46, 10, 41, 42, 48, 13, 22, 6]) and the strong convergence
rate analysis for the stochastic Cahn–Hilliard equation (see, e.g., [47, 20, 1, 21, 31, 14, 45]).

In this paper, we consider the stochastic Cahn—Hilliard equation driven by additive noise and
with homogeneous Neumann boundary conditions

\[
\begin{aligned}
    du - \Delta wdt &= dW^Q(t), \quad (t, x) \in (0, T) \times \mathcal{D}, \\
    w &= -\Delta u + u^3 - u, \quad (t, x) \in (0, T) \times \mathcal{D}, \\
    \frac{\partial u}{\partial n} &= \frac{\partial w}{\partial n} = 0, \quad (t, x) \in (0, T) \times \partial \mathcal{D}, \\
    u(0, x) &= u_0(x), \quad x \in \mathcal{D},
\end{aligned}
\]

where \( \mathcal{D} = (0, 1)^d \), with \( d \in \{1, 2, 3\} \) and \( (W^Q(t))_{t \geq 0} \) is a suitable Q-Wiener process. We consider
two situations: space-time white noise in dimension \( d = 1 \) and trace-class noise in dimensions
\[ d = 1, 2, 3. \] In the sequel, the SPDE (1) is interpreted in the sense of stochastic evolution equations, see [23], with values in \( H = L^2(\Omega) \):

\[ dX(t) + A(AX(t) + F(X(t))) dt = dW^Q(t), \quad X(0) = x_0, \]

where the linear operator \( -A \) is the Laplace operator on the bounded domain \( \Omega \) equipped with homogeneous Neumann boundary condition. The nonlinearity \( F(u) = u^3 - u \) corresponds to the double-well potential. The driving Wiener process \( W^Q \) can be used to describe impurities in the alloy, effects of external fields, or thermal fluctuations. As a stochastic phase-field model for studying the spinodal decomposition [17, 40], the stochastic Cahn-Hilliard equation (also called Cahn-Hilliard-Cook equation) shows a better agreement with experimental data in the presence of noise [28].

The objective of this manuscript is to give weak error estimates for numerical schemes applied to (2). Recall that in contrast with strong error estimates, which mainly deal with mean-square convergence of the numerical schemes, weak error estimates are associated with the convergence in distribution, and that in many situations the weak order of convergence is twice the strong order of convergence for such SPDE systems. This result has been established recently for the stochastic Allen-Cahn equation, see [19, 10, 13, 22, 6] (and previously for parabolic semilinear SPDEs with globally Lipschitz continuous nonlinearities). We intend to fill a gap in the existing literature and prove that the result also holds for the stochastic Cahn-Hilliard equation. Since the strong order of convergence of the numerical scheme has been studied in previous works, we focus on the weak error estimates. The problem is more challenging than in the stochastic Allen-Cahn case since the nonlinearity does not satisfy a monotony or one-sided Lipschitz continuity property in the space-\( L_2 \). Note that it is relevant to study carefully the weak convergence rate, since owing to [39] it has an influence on the required number of samples in multilevel Monte Carlo schemes [29].

In order to describe the main results of this work, let us first describe the considered numerical method. We propose and analyze an explicit fully discrete scheme which combines the spectral Galerkin method and a tamed exponential Euler scheme, which reads

\[ X_{N,k+1} = e^{-\Delta t A^2} X_{N,k} + (A^2)^{-1}(I - e^{-\Delta t A^2}) \frac{-AP_N F(X_{N,k})}{1 + \Delta t \| P_N F(X_{N,k}) \|} + e^{-\Delta t A^2} P_N \Delta W^Q_k, \]

with initial value \( X_{N,0} = P_N x_0 = X_N(0) \) and Wiener increments

\[ \Delta W^Q_k = W^Q(t_{k+1}) - W^Q(t_k). \]

In the numerical scheme, \( N \in \mathbb{N} \) is the parameter of the spectral Galerkin method, \( P_N \) are the associated orthogonal projections, \( \Delta t = T/K \) is the time step size, \( T \in (0, \infty) \), \( K \in \mathbb{N} \) and \( t_k = k\Delta t \) for \( k \in \{0, \ldots, K-1\} \).

The main result of this article is the following weak error estimate: for any function \( \varphi : H \to \mathbb{R} \) of class \( C^2 \) with bounded first and second order derivatives and all \( \gamma \in [0, \Gamma] \), one has

\[ \| [E[\varphi(X_{N,K})] - E[\varphi(X(T))]] \| \leq C(\gamma, T, x_0, \varphi)(\Delta t^{2\gamma} + \lambda_N^{-\gamma}), \]

where the value of the parameter \( \Gamma \) depends on the regularity of the noise: \( \Gamma = 3/2 \) in the space-time white noise case \( (d = 1) \) and \( \Gamma = 2 \) in the trace-class noise case \( (d \in \{1, 2, 3\}) \). We refer to Theorems 3.1 and 3.3 below for precise statements. As mentioned above, we thus prove that for the considered scheme (3), the weak order of convergence is twice the strong order (see the discussion below). We refer to the recent preprint [14] for the strong error estimates satisfied by the scheme (3) considered in this article. We would like to mention that the recent preprint [12] gives preliminary weak error estimates for implicit fully discrete schemes applied to stochastic Cahn-Hilliard equation (2), however the authors of that preprint employ different techniques and they have not been able to prove that the weak order is twice the strong order. Our work thus substantially improves [12].
Let us review other recent relevant works on numerical approximations for the stochastic Cahn–Hilliard equation. The articles \[27, 38\] obtain the strong convergence and the semi-strong error estimates (in a large subsample space) of the finite element method and its implicit discretization for equation (2) driven by a spatial regular noise. The manuscript \[33\] studies both the exponential integrability and the strong convergence rate of the spectral Galerkin method for (2) driven by trace class noise. By exploiting the equivalence of the original problem and a system consisting of a random PDE and stochastic convolution, the article \[47\] presents the strong convergence rate of the finite element method and a fully discrete scheme in the trace class noise case, and the article \[21\] obtains strong error estimates with higher order for an accelerated implicit full discretization in the space-time white noise case. Finally, the article \[20\] provides a strong convergence analysis of numerical schemes for the stochastic Cahn–Hilliard equation driven by multiplicative noise with unbounded diffusion coefficient.

Let us also explain why it is relevant to consider the tamed numerical scheme (3). It is known that applying standard explicit schemes (e.g., Euler-Maruyama) to stochastic differential equations (SDEs) with non-globally Lipschitz continuous coefficients may lead to divergence approximations due to the lack of moment bounds, see for instance \[34\]. Using a tamed Euler method \[35\] is one of the many possible strategies to overcome this issue, and avoid implicit schemes (that would be admissible but may lead to higher computational costs), see the monograph \[32\] and references therein for further examples. Recently, tamed and truncated Euler schemes have been extended to treat SPDEs with non-globally Lipschitz continuous coefficients, see for instance \[30, 36, 48, 14, 13, 3, 14\]. Most of the references are concerned with strong and weak convergence rates of explicit time-stepping schemes for Allen–Cahn type SPDEs. The tamed exponential explicit Euler scheme \[3\] has been introduced and studied for (2) in the recent preprint \[14\], where only the strong convergence is studied and the Q-Wiener process is chosen to ensure mass preservation of the solution. Instead the present work considers a general Q-Wiener process and for completeness we thus give a detailed proof of the required moment bounds property, see Theorem 3.2 below, for the scheme \[3\]. In addition, the proof proposed in Section \[7\] is slightly different from the proof of \[14, Corollary 3.6\].

In order to prove the weak error estimates (4) (see Theorem 3.1 and 3.3), one needs to prove some auxiliary regularity properties for solutions of the (infinite dimensional) Kolmogorov equations associated with (2). We refer to Theorem 4.1 below for a precise statement. Such results have been obtained for parabolic semilinear equations, such as the stochastic Allen–Cahn equation, however it seems that Theorem 4.1 is the first result of this type for the stochastic Cahn–Hilliard equation. One of the major difficulty we need to deal with is the fact that the nonlinearity \[AF\] in (2) does not satisfy a monotonicity property in \[H\] (whereas the nonlinearity \[F\] in the Allen–Cahn case is one-sided Lipschitz continuous). To overcome this issue, we study energy estimates in \(L^2\) and \(H^{-1}\) norms, which are similar to the tools used in \[14, 45\] for instance to prove strong error estimates. The proofs of Theorem 3.1 and 3.3 are then based on standard arguments which need to combine carefully the moment bounds on the numerical scheme and the regularity results on the Kolmogorov equation to obtain the expected result, that the weak order is twice the strong order. Note that the proof does not require Malliavin calculus techniques, due to the choice of a scheme based on an exponential integrator. Theorem 4.1 gives regularity results on the Kolmogorov equation associated with (2) which may be useful in other contexts.

In future works, it may be interesting to study weak error estimates for variants of the scheme (3). Instead of using a spectral Galerkin method, the spatial approximation can be performed using a finite element method (see for instance \[38\] and the strong error estimates in \[47\]). For the temporal discretization, one may use implicit methods for both the linear and the nonlinear parts. In addition, it may be interesting to study the long time behavior of the scheme and of the weak error estimates and the issue of approximation of invariant distributions.
The article is organized as follows. Section 2 is devoted to giving the notation, the assumptions in order to be able to handle the stochastic evolution equation (2). In Section 3, we provide a detailed presentation of the numerical scheme (3), and separate the analysis of the spatial and temporal discretization errors. We state the main results of this article: Theorem 3.1 and 3.3. Section 4 is concerned with the statement and the proof of the regularity properties of the Kolmogorov equation. The proof of Theorem 3.1 on the spatial discretization error is given in Section 5 whereas the proof of Theorem 3.3 on the temporal discretization error is given in Section 6. Section 7 gives the proof of the moment bounds stated in Theorem 3.2.

2. Setting

2.1. Notation. The set of integers is denoted by \( \mathbb{N} = \{1, \ldots, \} \), and \( \mathbb{N}_0 = \{0\} \cup \mathbb{N} \). In the sequel, we often use the notation \( j \geq 1 \) (resp. \( j \geq 0 \)) instead of \( j \in \mathbb{N} \) (resp. \( j \in \mathbb{N}_0 \)).

Let \( d \in \{1, 2, 3\} \) and let \( D = (0, 1)^d \subset \mathbb{R}^d \) be the standard \( d \)-dimensional unit cube. For all \( p \in [1, \infty] \), let \( L^p \) denote the standard Banach space \( L^p(D) \) of the \( p \)-fold integrable real-valued mappings defined on \( D \), with the norm denoted by \( \| \cdot \|_{L^p} \). In this article, we denote the space of square-integrable real-valued mappings defined on \( D \) (\( p = 2 \)) by \( H = L^2 = L^2(D) \). Note that \( H \) is an Hilbert space, with norm and inner product denoted by \( \| \cdot \| \) and \( \langle \cdot, \cdot \rangle \) respectively. For all \( x, y \in H \), one has \( \langle x, y \rangle = \int_D x(\xi)y(\xi)d\xi \), and for all \( p \in (1, \infty) \) one also use the notation \( \langle x, y \rangle = \int_D x(\xi)y(\xi)d\xi \) for all \( x \in L^p(D) \) and \( y \in L^{\frac{p}{p-1}}(D) \). If \( L : H \to H \) is a linear operator, its trace (when it is finite) is denoted by \( \text{Tr}(L) \). The set of bounded linear operators from \( H \) to \( H \) is denoted by \( \mathcal{L}(H) \), and the set of Hilbert–Schmidt linear operators from \( H \) to \( H \) is denoted by \( \mathcal{L}_2(H) \), with associated norm denoted by \( \| \cdot \|_{\mathcal{L}_2(H)} \).

For all \( s \in [0, 2] \), let \( W^{s, 2}(D) \) denote the standard fractional Sobolev spaces, with norm denoted by \( \| \cdot \|_{W^{s, 2}} \), see for instance [49, Section 1.11].

If \( \varphi : H \to \mathbb{R} \) is a mapping of class \( C^2 \) with bounded first and second order derivatives, set

\[
\| \varphi \|_2 = \sup_{x \in H} \sup_{h \in H \setminus \{0\}} \frac{D\varphi(x).h}{|h|} + \sup_{x \in H} \sup_{h_1, h_2 \in H \setminus \{0\}} \frac{D^2\varphi(x).(h_1, h_2)}{|h_1||h_2|}.
\]

In the sequel, the values of constants \( C \in (0, \infty) \) appearing in the statements and proofs of the moment bounds and of the error estimates may change from line to line. Similarly, the value of the integer \( q \in \mathbb{N} \) may also change from line to line.

2.2. Assumptions.

2.2.1. Linear operator. In this article, \(-A\) is the Laplace operator \( \Delta \) considered with homogeneous Neumann boundary conditions on \( \partial D \). This means that the linear operator \( A \) is unbounded and self-adjoint, with domain \( D(A) = \{ v \in W^{2,2}(D) ; \frac{\partial v}{\partial n} = 0 \text{ on } \partial D \} \subset H \). Moreover, there exists a complete orthonormal system \( (e_j)_{j=0,1,\ldots} \) of the Hilbert space \( H \) and a non-decreasing sequence of nonnegative real numbers \( (\lambda_j)_{j \geq 0} \) such that for all \( j \in \mathbb{N}_0 \) one has

\[ Ae_j = \lambda_j e_j. \]

One has \( \lambda_0 = 1 \) and \( \lambda_0 = 0 \). In addition, one has \( \lambda_j \geq \lambda_1 > 0 \) for all \( j \in \mathbb{N} \), and there exists \( c_d \in (0, \infty) \) such that \( \lambda_j \sim c_d j^{2/d} \) when \( j \to \infty \).

Introduce the Hilbert space \( \mathbb{H} \subset H \) defined by

\[
\mathbb{H} = \text{span}\{e_j; \ j \geq 1\}
\]

and let \( P \) be the associated orthogonal projection operator: for all \( x \in H \), one has

\[
P x = \sum_{j \geq 1} \langle x, e_j \rangle e_j = x - \langle x, e_0 \rangle e_0.
\]
For all $\alpha \in \mathbb{R}^+$ and all $x \in \mathbb{H}$, set
\begin{equation}
|x|_\alpha^2 = \sum_{j=1}^{\infty} \lambda_j \langle x, e_j \rangle^2 \in [0, \infty],
\end{equation}
and for all $\alpha \in \mathbb{R}^+$ introduce the space
\begin{equation}
\mathbb{H}^\alpha = \{ x \in \mathbb{H}; \ |x|_\alpha < \infty \}.
\end{equation}
The space $\mathbb{H}^\alpha$ may be considered both as a dense subspace of the Hilbert space $\mathbb{H}$, and as an Hilbert space with norm $| \cdot |_\alpha$. Note that one obtains $\mathbb{H} = \mathbb{H}^0$ when $\alpha = 0$, and in that case the notation $| \cdot | = | \cdot |_0$ is used in the sequel.

For any $\alpha \in \mathbb{R}^+$, the linear unbounded self-adjoint, operator $A^\frac{\alpha}{2}$ is then defined with the domain $D(A^\frac{\alpha}{2}) = \mathbb{H}^\alpha$ and such that for all $x \in \mathbb{H}^\alpha$ one has
\begin{equation}
A^\frac{\alpha}{2} x = \sum_{j \geq 1} \lambda_j^\frac{\alpha}{2} \langle x, e_j \rangle e_j.
\end{equation}
Finally, for all $\alpha \in \mathbb{R}^+$ set
\begin{equation}
H^\alpha = \{ x \in H; \ P x \in \mathbb{H}^\alpha \},
\end{equation}
and for all $x \in H^\alpha$ set
\begin{equation}
\|x\|_\alpha^2 = |P x|_\alpha^2 + \langle x, e_0 \rangle^2.
\end{equation}
For any $\alpha \in \mathbb{R}^+$, one defines the bounded self-adjoint linear operator $A^{-\frac{\alpha}{2}}$ on $\mathbb{H}$ as follows: for all $x \in \mathbb{H}$, set
\begin{equation}
A^{-\frac{\alpha}{2}} x = \sum_{j \geq 1} \lambda_j^{-\frac{\alpha}{2}} \langle x, e_j \rangle e_j.
\end{equation}

For all $N \in \mathbb{N}$, define the finite dimensional subspace
\begin{equation}
H_N = \text{span}\{e_0, \ldots, e_N\}
\end{equation}
of $H$. In addition, define the orthogonal projection operator $P_N$ as follows: for all $x \in H$, set
\begin{equation}
P_N x = \sum_{j=0}^{N} \langle x, e_j \rangle e_j \in H_N.
\end{equation}
Let also $\mathbb{H}_N = \text{span}\{e_1, \ldots, e_N\}$. Note that $H_N \subset H^\alpha$ and $\mathbb{H}_N \subset \mathbb{H}^\alpha$ for all $\alpha \geq 0$ and $N \in \mathbb{N}$.

It remains to introduce the semigroup $(e^{-tA^2})_{t \geq 0}$ of bounded linear operators defined on $H$.

For all $t \geq 0$ and all $x \in H$, set
\begin{equation}
e^{-tA^2} x = \sum_{j \geq 0} e^{-t\lambda_j^2} \langle x, e_j \rangle e_j.
\end{equation}
Note that $e^{-tA^2} e_0 = e_0$ for all $t \geq 0$, and that for all $x \in \mathbb{H}$ and $t \geq 0$, one has $e^{-tA^2} x \in \mathbb{H}$. For all $t \geq 0$, $e^{-tA^2}$ is a bounded linear operator from $H$ to $H$, and one has
\begin{equation}
\|e^{-tA^2} x\| \leq \|x\|,
\end{equation}
\begin{equation}
\|e^{-tA^2} P x\| \leq e^{-t\lambda_1^2} \|P x\|,
\end{equation}
for all $t \geq 0$ and $x \in H$.

The following smoothing property is employed frequently in this article: for all $\alpha \in [0, 4]$, there exists $C_\alpha \in (0, \infty)$ such that for all $t \in (0, \infty)$ and all $x \in H$, one has $e^{-tA^2} x \in H^\alpha$ with
\begin{equation}
\|e^{-tA^2} x\|_\alpha \leq C_\alpha (1 + t^{-\frac{\alpha}{2}}) \|x\|.
\end{equation}
In fact, more precisely one has \( e^{-tA^2} p x \in \mathbb{H}^\alpha \) and the inequality
\[
(19) \quad \| e^{-tA^2} p x \|_\alpha \leq C_\alpha t^{-\frac{\alpha}{2}} \| p x \|.
\]
In addition, the following regularity property holds: for all \( \alpha \in [0, 4] \), there exists \( C_\alpha \in (0, \infty) \) such that for all \( t \geq 0 \) and all \( x \in H^\alpha \), one has
\[
(20) \quad \| (e^{-tA^2} - I) x \| \leq C_\alpha t^{\frac{\alpha}{2}} \| x \|.
\]
In fact, more precisely, one has the equality \( \langle e^{-tA^2} x, e_0 \rangle = \langle x, e_0 \rangle \) and the inequality
\[
(21) \quad \| (e^{-tA^2} - I) p x \| \leq C_\alpha t^{\frac{\alpha}{2}} \| p x \|.
\]

2.2.2. Nonlinearity. Let \( f : \mathbb{R} \to \mathbb{R} \) be the polynomial function defined by \( f(z) = z^3 - z \) for all \( z \in \mathbb{R} \). For all \( p \in [1, \infty] \), the mapping \( F : L^{3p} \to L^p \) is defined by the equality
\[
(22) \quad F(x) = f(x(\cdot)) = x^3 - x,
\]
for all \( x \in L^{3p} \).
Observe that for all \( y \in L^4 \), one has \( F(y) \in L^{\frac{4}{3}} \), therefore the expression \( \langle F(y), y \rangle \) is well-defined. In addition, for all arbitrarily small \( \epsilon \in (0, 1) \), there exists \( C_\epsilon \in (0, \infty) \) such that for all \( y \in L^4 \), one has
\[
(23) \quad \langle F(y), y \rangle = -\|y\|^4_{L^4} + \|y\|^2_{L^2} \leq -(1 - \epsilon) \|y\|^4_{L^4} + C_\epsilon
\]
and for all \( y, z \in L^4 \), one has
\[
(24) \quad |\langle F(y + z), F(y), y \rangle| \leq \epsilon \|y\|^4_{L^4} + C_\epsilon(1 + \|z\|^4_{L^4}).
\]

2.2.3. Wiener process. Let \( (\beta_j)_{j \geq 0} \) be a sequence of independent standard real-valued Wiener processes, defined on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), equipped with a filtration \( (\mathcal{F}_t)_{t \geq 0} \) which satisfies the usual conditions.
The cylindrical Wiener process is defined formally by
\[
(25) \quad W(t) = \sum_{j \geq 0} \beta_j(t) e_j,
\]
where we recall that \( (e_j)_{j \in \mathbb{N}_0} \) is the complete orthonormal system of \( H \) associated with the linear operator \( A \). Note that \( \mathbb{E}[\| A^{-\frac{\alpha}{2}} W(t) \|^2] = \sum_{j \geq 1} \lambda_j^{-\alpha} < \infty \)
if and only if \( \alpha > d/2 \) (since one has \( \lambda_j \sim c_d j^{d/2} \) when \( j \to \infty \)), where we recall that \( (-A)^{-\frac{\alpha}{2}} \) is defined by (13). In particular, \( W(t) \) does not take values in \( H \).

Two cases are treated in this article. On the one hand, we consider the stochastic Cahn–Hilliard equation driven by space-time white noise in dimension \( d = 1 \): in this case, set \( Q = I \) the identity operator, and \( W^Q(t) = W(t) \). On the other hand, we consider the stochastic Cahn–Hilliard equation driven by trace-class noise in dimension \( d \in \{1, 2, 3\} \): in this case, let \( Q \) be a self-adjoint, nonnegative, trace-class linear operator on \( H \), and set \( W^Q(t) = Q^{\frac{1}{2}} W(t) \), where \( Q^{\frac{1}{2}} \) is the square-root of \( Q \). Precisely, there exists a sequence of nonnegative real numbers \( (q_j)_{j \in \mathbb{N}_0} \), and a complete orthonormal system \( (e_j^Q)_{j \in \mathbb{N}_0} \) of \( H \), such that one has \( \sum_{j \geq 0} q_j < \infty \), and for all \( x \in H \) one has
\[
Q x = \sum_{j \geq 0} q_j \langle x, e_j^Q \rangle e_j^Q.
\]
The operator $Q^\frac{j}{2}$ is defined such that for all $x \in H$ one has

$$Q^\frac{j}{2}x = \sum_{j \geq 0} \sqrt{q_j} \langle x, e_j^Q \rangle e_j^Q.$$

The operator $Q$ is trace-class by assumption, which implies that $Q^\frac{j}{2}$ is an Hilbert–Schmidt operator:

$$\text{Tr}(Q) = \sum_{j \geq 0} \langle Q e_j, e_j \rangle = \sum_{j \geq 0} \langle Q e_j^Q, e_j^Q \rangle = \sum_{j \geq 0} q_j < \infty$$

$$\|Q^\frac{j}{2}\|_{L^2(H)}^2 = \sum_{j \geq 0} \|Q^\frac{j}{2} e_j\|^2 = \sum_{j \geq 0} \|Q^\frac{j}{2} e_j^Q\|^2 = \sum_{j \geq 0} q_j < \infty.$$

The $Q$-Wiener process $(W^Q(t))_{t \geq 0}$ can be expressed as

$$(26) W^Q(t) = \sum_{j \geq 0} \sqrt{q_j} \beta_j^Q(t) e_j^Q,$$

where $(\beta_j^Q(t))_{j \in \mathbb{N}_0}$ is a sequence of independent standard real-valued Wiener processes. In the sequel, we only use the expression

$$(27) W^Q(t) = \sum_{j \geq 0} \beta_j(t) Q^\frac{j}{2} e_j = Q^\frac{j}{2} W(t),$$

where $W(t)$ is given by (25), which is well-defined in $H$: for all $t \geq 0$ one has $\mathbb{E}[\|W^Q(t)\|^2] = t \sum_{j \geq 0} q_j t \text{Tr}(Q) < \infty$. The two formulations (26) and (27) for $W^Q(t)$ are equivalent.

Note that if the range of $Q$ is included in $\mathbb{H}$, meaning that $Q x \in \mathbb{H}$ for all $x \in H$, or equivalently that $\langle Q x, e_0 \rangle = 0$ for all $x \in H$, then the $Q$-Wiener process $W^Q(t)$ takes values in $\mathbb{H}$: $W^Q(t) \in \mathbb{H}$ for all $t \geq 0$. The condition above also implies the mass conservation for solutions of (1) (see [49, Theorem 16.9]. On the one hand, for all $\alpha \in \left[0, \frac{3}{2}\right)$, one has

$$H^\alpha = W^{\alpha,2}(D).$$

On the other hand, for all $\alpha \in \left[\frac{3}{2}, 2\right]$, one has

$$H^\alpha = W^{\alpha,2}(D) = \{v \in W^{\alpha,2}(D); \frac{\partial v}{\partial n} = 0 \text{ on } \partial D\} \subset W^{\alpha,2}(D).$$

In addition, for all $\alpha \in \left[0, 2\right) \setminus \left\{\frac{3}{2}\right\}$, the norms $\| \cdot \|_\alpha$ and $\| \cdot \|_{W^{\alpha,2}}$ are equivalent on $H^\alpha$: there exists $C_\alpha \in [1, \infty)$ such that for all $x \in H^\alpha$ one has

$$C_\alpha^{-1} \|x\|_{W^{\alpha,2}} \leq \|x\|_\alpha \leq C_\alpha \|x\|_{W^{\alpha,2}}.$$

Recall the following Sobolev embedding property: for all $\alpha > d/2$, one has $W^{\alpha,2}(D) \subset L^\infty(D)$, and there exists $C_{\alpha,d} \in (0, \infty)$ such that

$$\|x\|_{L^\infty} \leq C_{\alpha,d} \|x\|_{W^{\alpha,2}}.$$

As a consequence of (29) and (30), for all $\alpha \in (d/2, 2) \setminus \{3/2\}$, there exists $C_\alpha \in (0, \infty)$ such that one has the inequality

$$\|x\|_{L^\infty} \leq C_\alpha \|x\|_\alpha.$$
for all $x \in H^\alpha$. In addition, for all $\alpha \in (d/2, 2] \setminus \{3/2\}$, the space $H^\alpha$ is an algebra: there exists $C_\alpha \in (0, \infty)$ such that for all $x, y \in H^\alpha$, one has $xy \in H^\alpha$ and the inequality

$$\|xy\|_\alpha \leq C_\alpha \|x\|_\alpha \|y\|_\alpha.$$  

Note also that for all $x \in H$ and $y \in H^\alpha$ with $\alpha \in (d/2, 2] \setminus \{3/2\}$, one has

$$\|xy\| \leq C_\alpha \|x\| \|y\|_\alpha.$$  

A duality argument implies the following additional inequality: for all $\alpha \in (d/2, 2] \setminus \{3/2\}$ and $x \in L^1$, one has

$$\|A^{-\frac{\alpha}{2}}Px\| \leq C_\alpha \|x\|_{L^1}.$$  

Note that $H^1$ is an algebra only when $d = 1$, whereas $H^2$ is an algebra for all values of $d \in \{1, 2, 3\}$.

In order to prove the moment bounds for the exact and numerical solutions stated below, the cases $d = 1$ and $d \in \{2, 3\}$ are treated using different techniques. On the one hand, when $d = 1$, one has the Sobolev embedding $H^1 \subset W^{1,2}(D) \subset L^6(D)$ (see for instance [24 Theorem 6.7]), and there exists $C \in (0, \infty)$ such that for all $x \in H^\frac{3}{2}$ one has

$$\|x\|_{L^6} \leq C \|x\|_W \leq C \|x\|_\frac{3}{2} \leq C(|A^\frac{3}{2}Px| + |\langle x, e_0 \rangle|).$$  

Moreover, when $d = 1$, one also has the following Gagliardo–Nirenberg inequality, see, e.g., [11 Theorem 1]: there exists $C \in (0, \infty)$ such that for all $x \in H^2$ one has

$$\|x\|_{L^6} \leq C \|x\|_{W^{2,2}} \leq C \|x\|_\frac{3}{2} \leq C(|APx| + |\langle x, e_0 \rangle|)^{\frac{1}{2}} \|x\|^\gamma_6.$$  

On the other hand, when $d \in \{2, 3\}$, we introduce the energy functional $J$ defined as follows: for all $x \in H^1 \cap L^4$ set

$$J(x) = \frac{1}{2} \|x\|^2_{H^1} + \frac{1}{4} \|x\|^4_{L^4} - \frac{1}{2} \|x\|^2_{L^2}.$$  

In addition, for all $d \in \{1, 2, 3\}$, one has the Sobolev embedding properties $H^\frac{d}{2} \subset L^4$ and $H^1 \subset L^6$ (see for instance [24 Theorem 6.7]), and there exists $C_d \in (0, \infty)$ such that for all $x \in H^\frac{d}{2}$ one has

$$\|x\|_{L^4} \leq C \|x\|_{W^{\frac{d}{2},2}} \leq C \|x\|_\frac{d}{2},$$  

$$\|x\|_{L^6} \leq C \|x\|_{W^{1,2}} \leq C \|x\|_1.$$  

The properties of the spaces $H^\alpha$ discussed above are now applied to state a few additional properties of the nonlinearity $F$. For all $d \in \{1, 2, 3\}$ and $\gamma \in (d/2, 2] \setminus \{3/2\}$, there exists $C_\gamma \in (0, \infty)$ such that for all $x \in H^\gamma$ one has $F(x) \in H^\gamma$ and

$$\|F(x)\|_\gamma \leq C_\gamma (1 + \|x\|^3_\gamma).$$  

The inequality (10) is a straightforward consequence of the algebra property (6) for $H^\gamma$. In addition, for all $\gamma \in (d/2, 2] \setminus \{3/2\}$, there exists $C_\gamma \in (0, \infty)$ such that for all $y \in L^1$ and $z \in H^\gamma$ one has

$$\|F(y + z) - F(y)\| \leq (3\|y^2\| + 3\|z^2\| + 3\|z^3\|) \leq C_\gamma (1 + \|y\|^2_1) (1 + \|z\|^3_1).$$  

Finally, for all $\gamma \in (d/2, 2] \setminus \{3/2\}$, there exists $C_\gamma \in (0, \infty)$ such that for all $x \in H^\gamma$ and all $h, k \in H$, one has

$$\|F''(x)(h, k)\|_{L^1} \leq C (1 + \|x\|^3_\gamma) \|h\| \|k\|.$$  

The inequalities (12) are straightforward consequences of the algebra property (6) for $H^\gamma$. 
2.4. Well-posedness and moment bounds. Let us introduce the stochastic convolution process \( (Z(t))_{t \geq 0} \) defined by
\[
Z(t) = \int_0^t e^{-(t-s)A^2} dW^Q(s),
\]
which is understood as the unique mild solution of the stochastic evolution equation
\[
dZ(t) + A^2 Z(t) dt = dW^Q(t)
\]
with initial value \( Z(0) = 0 \).

Recall that the Wiener process \( (W^Q(t))_{t \geq 0} \) is defined by \( [27] \), where two cases are considered for the covariance operator \( Q \). In order to study the properties of the stochastic convolution process defined by \( [43] \), it is convenient to introduce the parameters \( \Gamma \) and \( \Gamma_0 \) defined as follows.

**Assumption 1.** Let one of the conditions be satisfied.

(i) Let \( d = 1 \) and \( Q = I \). In that case, set \( \Gamma = \frac{3}{2} \) and \( \Gamma_0 = 1 \).

(ii) Let \( d \in \{1, 2, 3\} \) and let \( Q \) be a self-adjoint, nonnegative, trace-class linear operator on \( H \).

In that case, set \( \Gamma = 2 \) and \( \Gamma_0 = 1 + \frac{d}{4} \).

Note that in both cases the condition \( \gamma \in (\Gamma_0, \Gamma) \) implies \( \gamma \in (d/2, 2]\{3/2\} \). Imposing the condition \( \gamma \in (\Gamma_0, \Gamma) \) is necessary in the proofs, however assuming that \( \gamma > \Gamma_0 \) is not restrictive since the orders of convergence are obtained when choosing \( \gamma \) arbitrarily close to \( \Gamma \).

One has the following result concerning the stochastic convolution (see, e.g., \( [21] \) Section 2] and \( [45] \) Lemma 3.2).

**Lemma 2.1.** Let Assumptions \( \{\} \) be satisfied. For all \( T \in (0, \infty), m \in \mathbb{N} \) and all \( \gamma \in [0, \Gamma) \), one has
\[
E\left[ \sup_{0 \leq t \leq T} \|Z(t)\|^m_{L^\infty} \right] + E\left[ \sup_{0 \leq t \leq T} \|Z(t)\|^m_{\gamma} \right] < \infty.
\]

The moment bounds in the \( L^\infty \) norm (first term in the left-hand side of \( [44] \)) are a straightforward consequence of the moment bounds in the norm \( \| \cdot \|_{\gamma} \) (second term in the left-hand side of \( [44] \)) and of the Sobolev inequality \( [31] \).

We are now in position to state a well-posedness result for mild solutions of the stochastic evolution equation
\[
dX(t) + A(AX(t) + F(X(t))) dt = dW^Q(t)
\]
with initial value \( X(0) = x_0 \). To indicate that the initial value of \( X(0) \) is equal to \( x_0 \), the notation \( E_{x_0}[\] is used in the sequel.

**Proposition 2.2.** Let Assumption \( \{\} \) be satisfied and assume that \( x_0 \in H^\Gamma \). Then the stochastic evolution equation \( [15] \) admits a unique global mild solution with initial value \( X(0) = x_0 \), namely a \( H \)-valued continuous stochastic process \( (X(t))_{t \geq 0} \) such that for all \( t \geq 0 \) one has
\[
X(t) = e^{-tA^2} x_0 - \int_0^t e^{-(t-s)A^2} AF(X(s)) ds + \int_0^t e^{-(t-s)A^2} dW^Q(s).
\]
Moreover, there exists \( q \in \mathbb{N} \) such that for all \( T \in (0, \infty), m \in \mathbb{N} \) and all \( \gamma \in (\Gamma_0, \Gamma) \), one has the moment bound
\[
\sup_{x_0 \in H^\gamma} \left( \frac{E_{x_0}\left[ \sup_{0 \leq t \leq T} \|X(t)\|^m_{\gamma}\right]}{(1 + \|x_0\|^q_{\gamma})^{1/9}} \right) < \infty.
\]
and the increment bound

\begin{equation}
\sup_{x_0 \in H^\gamma} \sup_{0 \leq t_1 < t_2 \leq T} \frac{\left( \mathbb{E}_{x_0} \left[ \| X(t_2) - X(t_1) \|^m \right] \right)^{\frac{1}{m}}}{\| t_2 - t_1 \|^\frac{3}{2} \left( 1 + \| x_0 \|^2 \right)} < \infty.
\end{equation}

The proof of Proposition 2.2 is omitted. Under Assumption 1 (i) (space-time white noise case in dimension \( d = 1 \)), the strong moment bounds (47) follow from [21, Proposition 1] for instance. Under Assumption 1 (ii) (trace-class noise case in dimensions \( d = 1, 2, 3 \)), the strong moment bounds (47) follow from [45, Theorem 3.7] and (44) for instance. The increment bounds (48) are then obtained by standard techniques. Observe that the Kolmogorov regularity criterion ensures that almost surely the trajectories \( t \in [0, T] \mapsto X(t) \in H \) are \( \frac{\gamma}{4} \)-Hölder continuous for all \( \gamma \in [0, \Gamma) \).

3. Numerical methods and convergence results

In this section, we first describe in Section 3.1 the method employed for the spatial discretization: a spectral Galerkin approximation method is introduced. Our first main result is Theorem 3.1, which gives a weak order of convergence \( \Gamma \) in terms of \( \lambda_N \) when the approximation parameter \( N \) goes to \( \infty \) – whereas the strong order of convergence is known to be equal to \( \Gamma / 2 \), see for instance [21, 45] and (52) below. We then describe in Section 3.2 the fully discrete method: a tamed exponential Euler scheme is employed for the temporal discretization. Our second main result is Theorem 3.3, which gives a weak order of convergence \( \Gamma / 2 \) in terms of the time-step size \( \Delta t \) – whereas the strong order of convergence is known to be equal to \( \Gamma / 4 \), see for instance [14], see also [21] for a similar result for an implicit scheme. When an accelerated exponential Euler scheme is used, there is no approximation error for the contribution of the stochastic convolution and the temporal strong order of convergence may be improved, see [21].

3.1. Spatial discretization. Let \( N \in \mathbb{N} \) be an integer. Introduce the \( H_N \)-valued process \((X_N(t))_{t \geq 0}\) which is the solution of the stochastic evolution equation

\begin{equation}
dX_N(t) + A(AX_N(t) + P_N F(X_N(t))) \, dt = P_N dW^Q(t)
\end{equation}

with initial value \( X_N(0) = P_N x_0 \). The process \( X_N \) is an approximation of \( X \) using the spectral Galerkin method. Note that the noise in the stochastic evolution equation (49) is a Wiener process with covariance operator \( P_N Q P_N \). If the covariance operator \( Q \) and the linear operator \( A \) commute (which is not assumed to the case in general), then one has \( P_N dW^Q(t) = \sum_{j=0}^N \sqrt{\beta_j(t)} e_j \).

Before stating Theorem 3.1, it is worth mentioning two auxiliary results. First, the results of Proposition 2.2 hold for \( X_N \), uniformly with respect to \( N \in \mathbb{N} \). Precisely, for all \( N \in \mathbb{N} \), the stochastic evolution equation (49) admits a mild solution with values in \( H_N \), defined for all times. Moreover, for all \( T \in (0, \infty) \), \( m \in \mathbb{N} \) and \( \gamma \in (\Gamma_0, \Gamma) \), there exists \( C_{\gamma, m}(T) \in (0, \infty) \) such that for all \( x_0 \in H^\gamma \) one has the moment bounds

\begin{equation}
\sup_{N \in \mathbb{N}} \left( \mathbb{E}_{P_N \cdot x_0} \left[ \sup_{0 \leq t \leq T} \| X_N(t) \|^m \right] \right)^{\frac{1}{m}} \leq C_{\gamma, m}(T) \left( 1 + \| x_0 \|^2 \right),
\end{equation}

where the integer \( q \in \mathbb{N} \) is given by Proposition 2.2 (in particular, it does not depend on the spatial approximation parameter \( N \in \mathbb{N} \)). Similarly, for all \( x_0 \in H^\gamma \) and \( 0 \leq t_1 \leq t_2 \leq T \), one has the increment bounds

\begin{equation}
\sup_{N \in \mathbb{N}} \left( \mathbb{E}_{P_N \cdot x_0} \left[ \| X_N(t_2) - X_N(t_1) \|^m \right] \right)^{\frac{1}{m}} \leq C_{\gamma, m}(T) |t_2 - t_1|^\frac{3}{2} \left( 1 + \| x_0 \|^2 \right).
\end{equation}

Second, the strong error between \( X_N(T) \) and \( X(T) \) converges to 0 when \( N \to \infty \), with order \( \Gamma / 2 \) with respect to \( \lambda_N \), in the following sense, see [21, Theorem 1] and [14, Theorem 3.1]: there exists
\( q \in \mathbb{N} \) such that, for all \( T \in (0, \infty) \), \( m \in \mathbb{N} \) and \( \gamma \in (\Gamma_0, \Gamma) \), there exists \( C_{\gamma, m}(T) \in (0, \infty) \) such that for all \( x_0 \in H^\gamma \) and all \( N \in \mathbb{N} \) one has the strong error estimate
\[
(52) \quad \left( \mathbb{E}[\|X(T) - X(T)\|^m]\right)^{\frac{1}{m}} \leq C_{\gamma, m}(T)(1 + \|x_0\|_\gamma^2)\lambda_N^{-\frac{2}{m}},
\]
with initial values \( X(0) = x_0 \) and \( X_N(0) = P_N x_0 \).

We are now in position to state our first main result. Recall that \( \|\varphi\|_2 \) is given by (5).

**Theorem 3.1.** Let Assumption 4 be satisfied. There exists \( q \in \mathbb{N} \) such that the following holds. For all \( T \in (0, \infty) \) and \( \gamma \in (\Gamma_0, \Gamma) \), there exists \( C_{\gamma}(T) \in (0, \infty) \) such that for all functions \( \varphi : H \rightarrow \mathbb{R} \) of class \( C^2 \) with bounded first and second order derivatives, \( x_0 \in H^\gamma \) and \( N \in \mathbb{N} \), one has the weak error estimate
\[
(53) \quad \left| \mathbb{E}[\varphi(X_N(T))] - \mathbb{E}[\varphi(X(T))] \right| \leq C_{\gamma}(T)(1 + \|x_0\|_\gamma^2)\|\varphi\|_2\lambda_N^{-\gamma},
\]
with initial values \( X(0) = x_0 \) and \( X_N(0) = P_N x_0 \).

The proof of Theorem 3.1 is postponed to Section 4; however, let us describe the most important arguments. Since the function \( \varphi \) is globally Lipschitz continuous, owing to the strong error estimate (52), one has
\[
\left| \mathbb{E}[\varphi(X_N(T))] - \mathbb{E}[\varphi(X(T))] \right| = \lim_{M \rightarrow \infty} \left| \mathbb{E}[\varphi(X_N(T))] - \mathbb{E}[\varphi(X_M(T))] \right|,
\]
therefore it suffices to prove the following weak error estimate:
\[
(54) \quad \sup_{M \geq N} \left| \mathbb{E}[\varphi(X_N(T))] - \mathbb{E}[\varphi(X_M(T))] \right| \leq C_{\gamma}(T)(1 + \|x_0\|_\gamma^2)\|\varphi\|_2\lambda_N^{-\gamma},
\]
The weak error appearing in the left-hand side of the inequality (54) can be written as
\[
(55) \quad \mathbb{E}[\varphi(X_N(T))] - \mathbb{E}[\varphi(X_M(T))] = \mathbb{E}[u_M(0, X_N(T))] - \mathbb{E}[u_M(T, X_M(0))],
\]
where \( M \geq N \), and the function \( u_M \) is defined by
\[
(56) \quad u_M(t, x) = \mathbb{E}_x[\varphi(X_M(t))]
\]
for all \( t \geq 0 \) and \( x \in H_M \), see equation (68). Section 4 below is devoted to the analysis of the regularity properties of the function \( u_M \), which is the solution of a Kolmogorov equation associated with the stochastic evolution equation (69) with \( N = M \). The delicate point of the analysis is to obtain suitable estimates on the first and second order derivatives of \( u_M \) with respect to the variable \( x \) which are uniform with respect to \( M \in \mathbb{N} \); we refer to Theorem 4.1 and Section 4 below for such results. The use of Itô’s formula and of the Kolmogorov equation and the application of the suitable regularity estimates for \( u_M \) then provide the weak error estimate (54), see the details in Section 4.

The strategy is standard in the literature; however, one needs to perform the analysis in Section 4 which is the main novelty in this work on numerical methods for the stochastic Cahn–Hilliard equation.

### 3.2. Full discretization.

Let us now introduce the full discretization which is performed using a tamed exponential Euler scheme, combined with the spectral Galerkin method described in Section 3.1 (with discretization parameter still denoted by \( N \in \mathbb{N} \)). Let \( \Delta t \) denote the time-step size. Without loss of generality, assume that \( \Delta t = T/K \) where \( T \in (0, \infty) \) is a fixed positive real number, and \( K \in \mathbb{N} \) is an integer. For all \( k \in \{0, \ldots, K\} \), set \( t_k = k\Delta t \). The tamed exponential Euler fully discrete scheme we consider is defined as follows: for all \( k = 0, \ldots, K - 1 \), set
\[
(57) \quad X_{N,k+1} = e^{-\Delta t A^2} X_{N,k} + (A^2)^{-1}(I - e^{-\Delta t A^2}) \frac{-AP_N F(X_{N,k})}{1 + \Delta t \|P_N F(X_{N,k})\|} + e^{-\Delta t A^2} P_N \Delta W^Q_k,
\]
with initial value \( X_{N,0} = P_N x_0 = X_N(0) \), and where
\[
\Delta W^Q_k = W^Q(t_{k+1}) - W^Q(t_k).
\]
The taming procedure consists in introducing the factor \( \frac{1}{1 + \Delta t P_N F(X_{N,k})} \) in the right-hand side of (57). To understand the construction of the scheme, note that one has
\[
(A^2)^{-1}(I - e^{-\Delta t A^2}) = \int_{t_k}^{t_{k+1}} e^{-(t_{k+1}-t)A^2} dt.
\]

Before stating Theorem 3.3, it is worth mentioning two auxiliary results. First, one has moment bounds for \( X_{N,k} \), which are uniform with respect to \( N \) and \( \Delta t \). Note that the scheme (57) is explicit, therefore the taming procedure plays a crucial role. Indeed, the moment bounds are not expected to hold if one employ a standard exponential Euler scheme.

**Theorem 3.2.** Let Assumption [1] be satisfied. For all \( T \in (0, \infty) \), \( m \in \{1, \ldots, K\} \) and \( \gamma \in (\Gamma_0, \Gamma) \), there exists \( q \in \mathbb{N} \) and \( C_{\gamma,m}(T) \in (0, \infty) \) such that for all \( x_0 \in H^\gamma \), all \( N \in \mathbb{N} \) and all \( \Delta t = T/K \) with \( K \in \mathbb{N} \), one has
\[
\left( \mathbb{E}_{P_N x_0} \left[ \sup_{0 \leq k \leq K} \|X_{N,k}\|_\gamma^m \right] \right)^{\frac{1}{m}} \leq C_{\gamma,m}(T)(1 + \|x_0\|_\gamma^q). \tag{58}
\]

The proof of Theorem 3.2 is postponed to Section 7. A similar result has been obtained in a recent preprint [14] Corollary 3.6, where a special class of \( Q \)-Wiener process is chosen to ensure mass preservation of the solution. However, the present work considers a general \( Q \)-Wiener process and a detailed and slightly different proof is given below for completeness.

Second, the strong error between \( X_{N,K} \) and \( X_N(T) = X_N(K \Delta t) \) converges to 0 when \( \Delta t \to 0 \) (\( K \to \infty \)), with order \( \Gamma/4 \), uniformly with respect to \( \lambda_N \), in the following sense, see [14] Theorem 3.8: there exists \( q \in \mathbb{N} \) such that, for all \( T \in (0, \infty), m \in \mathbb{N} \) and \( \gamma \in (\Gamma_0, \Gamma) \), there exists \( C_{\gamma,m}(T) \in (0, \infty) \) such that for all \( x_0 \in H^\gamma \), \( K \in \mathbb{N} \) and all \( \Delta t = T/K \) one has the strong error estimate
\[
\left( \mathbb{E}[[X_{N,K} - X_N(T)]^m] \right)^{\frac{1}{m}} \leq C_{\gamma,m}(T)(1 + \|x_0\|_\gamma^q)\Delta t^{\frac{\Gamma}{2}}. \tag{59}
\]

We are now in position to state the second main result of this article.

**Theorem 3.3.** Let Assumption [1] be satisfied. For all \( T \in (0, \infty), \gamma \in (\Gamma_0, \Gamma) \) and \( x_0 \in H^\gamma \), there exists \( C_{\gamma}(T,\|x_0\|_\gamma) \in (0, \infty) \) such that for all \( N \in \mathbb{N}^+ \), all \( \Delta t = T/K \) with \( K \in \mathbb{N}^+ \), and all functions \( \varphi : H \to \mathbb{R} \) of class \( C^2 \) with bounded first and second order derivatives, one has the weak error estimate below for the tamed exponential Euler scheme (57) (\( \Delta t \to 0 \) with fixed \( N \in \mathbb{N} \)):
\[
\left| \mathbb{E}[\varphi(X_{N,K})] - \mathbb{E}[\varphi(X_N(T))] \right| \leq C(\gamma, T, \|x_0\|_\gamma)\|\varphi\|_2\Delta t^\frac{\Gamma}{2}. \tag{60}
\]

Furthermore, one obtains the following weak error estimate for the fully discrete scheme (\( \Delta t \to 0 \) and \( N \to \infty \)): under the same assumptions, one has
\[
\left| \mathbb{E}[\varphi(X_{N,K})] - \mathbb{E}[\varphi(X(T))] \right| \leq C(\gamma, T, \|x_0\|_\gamma)\|\varphi\|_2(\Delta t^\frac{\Gamma}{2} + \lambda_N^{-\gamma}). \tag{61}
\]

Note that the weak error estimate (61) for the fully discrete scheme is a straightforward consequence of (53) and (60). The proof of Theorem 3.3 is postponed to Section 6, however let us describe the most important arguments. The weak error is written as
\[
\mathbb{E}[\varphi(X_{N,K})] - \mathbb{E}[\varphi(X_N(T))] = \mathbb{E}[u_N(0, X_{N,K})] - \mathbb{E}[u_N(T, X_N,0)], \tag{62}
\]
where \( u_N \) is the auxiliary function defined by (56). For any \( N \in \mathbb{N} \) and \( \Delta t \), let us introduce a continuous-time process \( \{\tilde{X}_{N,t}^\Delta(t)\}_{0 \leq t \leq T} \), such that \( \tilde{X}_{N,t}^\Delta(t_k) = X_{N,k} \) for all \( k \in \{0, \ldots, K\} \). The process is defined as follows: for all \( t \in [t_k, t_{k+1}] \), set
\[
\tilde{X}_{N,t}^\Delta(t) = e^{-(t-t_k)A^2}X_{N,k} + \int_{t_k}^{t} e^{-(t-s)A^2} \frac{-AP_N F(X_{N,k})}{1 + \Delta t P_N F(X_{N,k})} ds + e^{-(t-t_k)A^2}P_N(W^Q(t) - W^Q(t_k)). \tag{63}
\]
Using a telescoping sum argument and the auxiliary process, one then has

\[
\mathbb{E}[\varphi(X_{N,K})] - \mathbb{E}[\varphi(X_{N}(T))] = \sum_{k=0}^{K-1} \left( \mathbb{E}[u_N(T - t_{k+1}, X_{N,k+1})] - \mathbb{E}[u_N(T - t_k, X_{N,k})] \right)
\]

\[
= \sum_{k=0}^{K-1} \left( \mathbb{E}[u_N(T - t_{k+1}, \tilde{X}_N^k(t_{k+1}))] - \mathbb{E}[u_N(T - t_k, X_N^k(t_k))] \right).
\]

Like for the proof of Theorem 3.1, the use of Itô’s formula and of the Kolmogorov equation and the application of the suitable regularity estimates for \( u_N \) then provide the weak error estimate (60), see the details in Section 6. The strategy of the proof described above is standard in the literature, the main novelty in this work is the application of the results on the Kolmogorov equation from Section 4.

**Remark 3.4.** If the cubic nonlinearity \( F \) is replaced by a globally Lipschitz continuous mapping of class \( C^2 \), with bounded derivatives, one can prove variants of Theorems 3.1 and 3.2 using similar arguments, and obtain again that the weak order is twice the strong order. In addition, considering the case \( F = 0 \) would show that the strong and weak orders of convergence are optimal. In fact, in the globally Lipschitz case the proof of the moment bounds (Theorem 3.2) and of the regularity properties for solutions of Kolmogorov equations (Theorem 4.1) would be substantially simplified. Even if, to the best of our knowledge, this situation has not been treated in the literature, the details are omitted and we only consider the cubic nonlinearity case.

### 4. Regularity results for solutions of Kolmogorov equations

Let \( \varphi : H \to \mathbb{R} \) be a function of class \( C^2 \), with bounded first and second order derivatives. As explained in Sections 3.1 and 3.2, the mappings \( u_M \) defined by (55), which are solutions of Kolmogorov equations, play an important role in the proof of weak error estimates studied in this article. The objective of this section is to study the regularity properties of \( u_M \) and to prove bounds which are uniform with respect to \( M \in \mathbb{N} \). To the best of our knowledge, such results have not been obtained yet for stochastic Cahn–Hilliard equations, and are one of the main novelties of this article.

For all \( M \in \mathbb{N} \), define the function \( u_M : [0, \infty) \times H \to \mathbb{R} \) such that

\[
u_M(t, x) = \mathbb{E}_x[\varphi(X_M(t))]
\]

for all \( t \geq 0 \) and \( x \in H_M \), where \( (X_M(t))_{t \geq 0} \) is the solution of the stochastic evolution equation (49) with initial value \( X_M(0) = x \) and \( N = M \). We recall that the notation \( \mathbb{E}_x[\cdot] \) means that \( X_M(0) = x \).

For all \( M \in \mathbb{N} \) and all \( t \geq 0 \), the mapping \( u_M(t, \cdot) \) is of class \( C^2 \) on \( H_M \), and for all \( x, h, h_1, h_2 \in H_M \), one has

\[
\left\{
\begin{array}{l}
Du_M(t, x).h = \mathbb{E}_x[D\varphi(X_M(t)).\eta_M^h(t)] \\
D^2u_M(t, x).(h_1, h_2) = \mathbb{E}_x[D\varphi(X_M(t)).\zeta_M^{h_1,h_2}(t)] + \mathbb{E}_x[D^2\varphi(X_M(t)).(\eta_M^{h_1}(t), \eta_M^{h_2}(t))]
\end{array}
\right.
\]

where the processes \( (\eta_M^h(t))_{t \geq 0} \) and \( (\zeta_M^{h_1,h_2}(t))_{t \geq 0} \) are the solutions of the first variational equation

\[
\frac{d\eta_M^h(t)}{dt} = -A^2\eta_M^h(t) - AP_M(F'(X_M(t))\eta_M^h(t)),
\]

with initial value \( \eta_M^h(0) = h \), and of the second variational equation

\[
\frac{d\zeta_M^{h_1,h_2}(t)}{dt} = -A^2\zeta_M^{h_1,h_2}(t) - AP_M(F''(X_M(t))\zeta_M^{h_1,h_2}(t)) - AP_M(F''(X_M(t))\eta_M^{h_1}(t)\eta_M^{h_2}(t)),
\]
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with initial value $\zeta_{M}^{h,k}(0) = 0$, respectively. Note that $u_{M}^{h}(t)$ and $\zeta_{M}^{h_{1},h_{2}}(t)$ also depend on the initial value $x = X_{M}(0)$, however this dependence is omitted to simplify the notation. Since the noise is additive in (49), $u_{M}^{h}(-)$ and $\zeta_{M}^{h_{1},h_{2}}(-)$ are solutions of evolution equations which are not driven by a Wiener process.

For all $M \in \mathbb{N}$, the mapping $u_{M} : [0, T] \times H_{M} \rightarrow \mathbb{R}$ is the solution of the Kolmogorov equation (see for instance the monograph [15])

\[
\begin{align*}
\partial_{t}u_{M}(t, x) &= \mathcal{L}_{M}u_{M}(t, x), \quad (t, x) \in [0, T] \times H_{M}, \\
u_{M}(0, x) &= \varphi(x), \quad x \in H_{M},
\end{align*}
\]

where the infinitesimal generator $\mathcal{L}_{M}$ associated with the stochastic evolution equation (49) (with $N = M$) on $H_{M}$ is given by

\[
\mathcal{L}_{M}\phi(x) = D\phi(x).(-A^{2}x - AP_{M}F(x)) + \frac{1}{2}\sum_{j \geq 0}D^{2}\phi(x).\left(P_{M}Q^{2}e_{j}, P_{M}Q^{2}e_{j}\right)
\]

for all $x \in H^{M}$, if $\phi : H_{M} \rightarrow \mathbb{R}$ is of class $C^{2}$.

4.1. Statement of the regularity estimates. The main challenge is to prove estimates on $Du_{M}(t, x), h$ and $D^{2}u_{M}(t, x), (h_{1}, h_{2})$, with upper bounds independent of $M \in \mathbb{N}$, and which are suitable to obtain the weak error estimates in Theorems 3.1 and 3.3. The main result of this section is Theorem 4.1 below.

**THEOREM 4.1.** Let Assumption 4 be satisfied. There exists $q \in \mathbb{N}$ such that the following holds. For all $\alpha \in [0, 2]$ and $\alpha_{1}, \alpha_{2} \in [0, 2]$ such that $\alpha_{1} + \alpha_{2} < 2$, all $\gamma \in (\Gamma, \Gamma)$ and all $T \in (0, \infty)$, there exist positive real numbers $C_{\alpha,\gamma}(T) \in (0, \infty)$ and $C_{\alpha_{1},\alpha_{2},\gamma}(T) \in (0, \infty)$ such that for all functions $\varphi : H \rightarrow \mathbb{R}$ of class $C^{2}$ with bounded first and second order derivatives, all $M \in \mathbb{N}$, all $x, h, h_{1}, h_{2} \in H_{M}$ and all $t \in (0, T)$, one has

\[
\begin{align*}
\frac{|Du_{M}(t, x), h|}{(1 + \|x\|^{2})\|\varphi\|_{2}} &\leq C_{\alpha,\gamma}(T)t^{-\frac{q}{2}}(|A^{-\alpha}P_{h}| + |\langle h, e_{0}\rangle|) \\
\frac{|D^{2}u_{M}(t, x), (h_{1}, h_{2})|}{(1 + \|x\|^{2})\|\varphi\|_{2}} &\leq C_{\alpha_{1},\alpha_{2},\gamma}(T)t^{-\frac{\alpha_{1} + \alpha_{2}}{2}}(|A^{-\alpha_{1}}P_{h_{1}}| + |\langle h_{1}, e_{0}\rangle|)(|A^{-\alpha_{2}}P_{h_{2}}| + |\langle h_{2}, e_{0}\rangle|).
\end{align*}
\]

Let us emphasize that the real numbers $C_{\alpha,\gamma}(T)$ and $C_{\alpha_{1},\alpha_{2},\gamma}(T)$ appearing in the right-hand side of (70) do not depend on $M \in \mathbb{N}$. Taking $\alpha = \alpha_{1} = \alpha_{2} = 0$ in Theorem 4.1 justifies that $u_{M}(t, \cdot)$ is of class $C^{2}$ for all $t \geq 0$, and gives bounds on the first and second order derivatives which are uniform with respect to $M \in \mathbb{N}$. However, for the proof of weak error estimates in Theorems 3.1 and 3.3, one requires the inequalities (70) with $\alpha > 0$ and $\alpha_{1} + \alpha_{2} > 0$, more precisely $\alpha$ and $\alpha_{1}$ need to be chosen arbitrarily close to 2 (with $\alpha_{2} = 0$) to obtain a weak order of convergence which is twice the strong order. The upper bounds are not uniform with respect to $t \in [0, T]$ since the initial value $u_{M}(0, \cdot) = \varphi(P_{M}, \cdot)$ is not assumed to satisfy this type of regularity estimate. The inequalities (70) thus exhibit a regularization effect, which is due to the smoothing property (18). The condition $\gamma \in (\Gamma, \Gamma)$ implies the condition $\gamma \in \left(\frac{q}{2}, \Gamma\right) \setminus \left\{\frac{q}{2}\right\}$, which is required due to the application of the properties from Section 2.3 and ensures the validity of moment bounds (50).

Theorem 4.1 is a variant of results previously obtained for solutions of Kolmogorov associated with parabolic semilinear stochastic evolution equations: see [5] (additive noise) and [8] (multiplicative noise) in the case of globally Lipschitz nonlinearities, and [9, 22] (Allen–Cahn equation) and [19, 6] (dissipative polynomial nonlinearities). In the references above, the spatial approximation parameter $M \in \mathbb{N}$ is sometimes omitted even if an auxiliary spectral Galerkin approximation is applied. We use arguments similar to those employed in the aforementioned references in order first to prove Theorem 4.1 and second to apply this result to prove weak error estimates. To the
best of our knowledge, Theorem 4.1 is the first result in the literature giving regularity results for solutions of Kolmogorov equations associated with stochastic Cahn–Hilliard type equations driven by additive noise. Note that the case of globally Lipschitz nonlinearities \( F \) has not been treated in the literature, however one can obtain a version of Theorem 4.1 using similar arguments with substantial technical simplifications. Compared with the parabolic semilinear case, note that the power in the singularity \( t^{-\frac{\alpha}{2}} \) is related to the smoothing inequality \( (18) \), and is thus different from the singularity appearing in the parabolic case.

Before proceeding with the proof of Theorem 4.1 let us mention that the expression of the inequalities \( (70) \) requires to write \( h = \mathbf{P} h + \langle h, e_0 \rangle \) and to treat differently the two contributions. Indeed, since \(-A\) is the Laplace operator with Neumann boundary conditions, one has \( A e_0 = 0 \), whereas if Dirichlet boundary conditions were considered all the eigenvalues of \( A \) would be bounded positive and bounded away from \( 0 \). In the setting considered in this article, \( A^{-\alpha} \) for \( \alpha > 0 \) is defined only on the subspace \( \mathbb{H} = \mathbf{P}(H) \), which results in more complicated expressions in the right-hand sides of \( (70) \).

To understand the dependence in the right-hand sides of the inequalities \( (70) \) with respect to \( \alpha, \alpha_1, \alpha_2 \), it is relevant to consider the case \( F = 0 \), and to assume that \( Q \) and \( A \) commute. Instead of \( u_M \), consider the mappings \( v_M \) defined by

\[
 v_M(t, x) = \mathbb{E}[\varphi(e^{-tA^2}P_Mx + P_MZ(t))],
\]

for all \( t \geq 0 \) and \( x \in H_M \), where we recall that \( (Z(t))_{t \geq 0} \) is the stochastic convolution defined by \( (18) \). It is then straightforward to check that for all \( M \in \mathbb{N}, x, h, h_1, h_2 \in H_M \) and \( t \in [0, T] \), one has

\[
 Dv_M(t, x), h = \mathbb{E}[D\varphi(e^{-tA^2}P_Mx + P_MZ(t)), e^{-tA^2}h]
\]

\[
 D^2v_M(t, x), (h_1, h_2) = \mathbb{E}[D^2\varphi(e^{-tA^2}P_Mx + P_MZ(t)), (e^{-tA^2}h_1, e^{-tA^2}h_2)].
\]

As a consequence, one obtains the inequalities

\[
 |Dv_M(t, x), h| \leq \|\varphi\|_2 \|e^{-tA^2}h\|
\]

\[
 \leq C_\alpha \|\varphi\|_2 t^{-\frac{\alpha}{2}}(\|A^{-\alpha}P_h\| + |\langle h, e_0 \rangle|)
\]

\[
 |D^2v_M(t, x), (h_1, h_2)| \leq \|\varphi\|_2 \|e^{-tA^2}h_1\| \|e^{-tA^2}h_2\|
\]

\[
 \leq C_{\alpha_1, \alpha_2} \|\varphi\|_2 t^{-\frac{\alpha_1+\alpha_2}{2}}(\|A^{-\alpha_1}P_h_1\| + |\langle h_1, e_0 \rangle|)(\|A^{-\alpha_2}P_h_2\| + |\langle h_2, e_0 \rangle|)
\]

as straightforward applications of the smoothing inequality \( (18) \) associated with the semigroup \( (e^{-tA^2})_{t \geq 0} \). Note that in the inequalities for \( Dv_M(t, x), h \) and \( D^2v_M(t, x), (h_1, h_2) \) one may choose arbitrary \( \alpha, \alpha_1, \alpha_2 \geq 0 \). The study above explains the meaning of the inequalities \( (70) \) from Theorem 4.1 and why they may be seen as optimal in the treatment of the parameters \( \alpha, \alpha_1, \alpha_2 \). The conditions \( \alpha < 2 \) and \( \alpha_1 + \alpha_2 < 2 \) appear due to the presence of a nonlinearity \( F \), and the expression \( 1 + \|x\|_q^\alpha \) appears due to the fact that \( F \) has polynomial growth.

### 4.2. Auxiliary results

In order to prove Theorem 4.1 it is convenient to introduce the family \( (\Pi_M(t, s))_{t \geq s \geq 0} \) of random linear operators on \( H_M \), which is defined as follows. For all \( M \in \mathbb{N}, s \geq 0 \) and \( h \in H_M, t \in [s, \infty) \mapsto \Pi_M(t, s)h \in H_M = \eta_M^h(t, s) \) is the solution of the linear random evolution equation

\[
 \frac{d\eta_M^h(t, s)}{dt} = -A^2\eta_M^h(t, s) - AP_M(F(X_M(t))\eta_M^h(t, s)),
\]

for \( t \geq s \), with initial value \( \eta_M^h(s, s) = h \). The linear operators \( \Pi_M(t, s) \) also depend on the initial value \( x \in H_M \) of \( X_M \). This dependence is omitted to simplify the notation. These two parameter
family of linear operators have already been used in [8, 10, 19] in order to obtain regularity properties of solutions of Kolmogorov equations for parabolic semilinear SPDEs.

First, note that the processes \((\eta_M^h(t))_{t \geq 0}\) and \((\zeta^{h_1,h_2}(t))_{t \geq 0}\) which are solutions of \((60)\) and \((67)\) respectively can be expressed using the linear operators \(\Pi_M(t, s)\).

**Lemma 4.3.** For all \(M \in \mathbb{N}, x, h, h_1, h_2 \in H_M\) and \(t \geq 0\), one has
\[
\begin{align*}
\eta_M^h(t) &= \Pi_M(t, 0)h \\
\zeta_M^{h_1,h_2}(t) &= -\int_0^t \Pi_M(t, s)AP_M(F''(X_M(s)))(\Pi_M(s, 0)h_1, \Pi_M(s, 0)h_2)ds.
\end{align*}
\]

**Proof of Lemma 4.2.** The identity \(\eta_M^h(t) = \Pi_M(t, 0)h\) is a straightforward application of the definition \((71)\) of the linear operators \((\Pi_M(t, 0))_{t \geq 0}\) (with \(s = 0\)).

To check that the second identity holds, it suffices to write the evolution equation satisfied by \(\eta_M^h(t)\) when \(t = 0\), therefore it is equal to \(\zeta_M^{h_1,h_2}(t)\) at all times \(t \geq 0\).

The proof of Lemma 4.2 is completed. \(\square\)

The main technical result in this section, which is instrumental in the proof of Theorem 4.1, is Lemma 4.3.

**Lemma 4.3.** For all \(\alpha \in [0, 2), \gamma \in (0, \Gamma)\) and all \(T \in (0, \infty)\), there exists a real number \(C_{\alpha, \gamma}(T) \in (0, \infty)\) such that for all \(M \in \mathbb{N}\), all \(x, h, h_1, h_2 \in H_M\), all \(0 \leq s < t \leq T\), one has almost surely
\[
\|\Pi_M(t, s)h\| \leq C_{\alpha, \gamma}(T)(1 + \sup_{r \in [s, T]} \|X_M(r)\|_\alpha^\gamma)(t - s)^{-\frac{\alpha}{2}}(|A^{-\alpha}Ph| + |\langle h, e_0 \rangle|).
\]

Note that the real numbers \(C_{\alpha, \gamma}(T)\) appearing in the statement of Lemma 4.3 are deterministic. Observe that if \(F = 0\), one has \(\Pi_M(t, 0) = e^{-tA^2}P_M\) for all \(t \geq 0\), therefore the inequality \((72)\) may be interpreted as a variant of the smoothing inequality, this is consistent with the discussion above concerning the interpretation of Theorem 4.1.

The proof of Lemma 4.3 is the most delicate contribution of this section. The proof requires two steps: the inequality \((72)\) is proved first for \(\alpha \in [0, 1]\), and then for \(\alpha \in (1, 2)\). A key argument of the proof is to set
\[
\tilde{\eta}_M^h(t, s) = \eta_M^h(t, s) - e^{-(t-s)A^2}h
\]
for all \(M \in \mathbb{N}, x, h \in H_M\) and \(t \geq s \geq 0\). Observe that \((I - P)\tilde{\eta}_M^h(t, s) = 0\) for all \(t \geq s\), and that \(\tilde{\eta}_M^h(s, s) = 0\). In addition, for all \(t \geq s\) one has
\[
\frac{d\tilde{\eta}_M^h(t, s)}{dt} + A^2\tilde{\eta}_M^h(t, s) + AP_M(F'(X_M(t))\tilde{\eta}_M^h(t, s)) = -AP_M(F'(X_M(t))(e^{-(t-s)A^2}h)).
\]
A variant of Lemma 4.2 yields the following identity: for all \(t \geq s\), one has
\[
\tilde{\eta}_M^h(t, s) = -\int_s^t \Pi_M(r, s)\left(AP_M(F'(X_M(r))(e^{-(r-s)A^2}h))\right)dr.
\]
Since for all \(t \geq s\) one has
\[
\Pi_M(t, s)h = \eta_M^h(t, s) - e^{-(t-s)A^2}h + \tilde{\eta}_M^h(t, s),
\]
owing to the smoothing inequality \((18)\) it suffices to prove upper bounds for \(\tilde{\eta}_M^h(t, s)\). When \(\alpha \in [0, 1]\) (first step), the proof of these upper bounds requires to exploit two energy estimates, in the \(\| \cdot \|^{\frac{\alpha}{2}}\) and \(\| \cdot \|\) norms, using the evolution equation \((74)\). When \(\alpha \in (1, 2)\) (second step), the inequality \((72)\) is obtained by combining the identity \((73)\) and the inequality obtained when \(\alpha = 1\) (first step).
Proof of Lemma 4.3. In this proof, the value of $s \geq 0$ is fixed. Let $M \in \mathbb{N}$, and let $x, h \in H_M$ also be fixed.

Let us first prove the inequality (72) when $\alpha \in [0, 1]$. Recall that $\tilde{\eta}_M^h(t, s) \in \mathbb{H}$ for all $t \geq s$. Due to (73), one obtains two energy estimates (76) and (77) in the $\| A^{-\frac{1}{2}} \|$ and $\| \cdot \|$ norms respectively: for all $t \geq s$, one has

\begin{align*}
\frac{1}{2} \frac{d}{dt} \| A^{-\frac{1}{2}} \tilde{\eta}_M^h(t, s) \|^2 &+ \| A^{\frac{1}{2}} \tilde{\eta}_M^h(t, s) \|^2 + \langle F'(X_M(t)) \tilde{\eta}_M^h(t, s), \tilde{\eta}_M^h(t, s) \rangle \\
&= -\langle F'(X_M(t))(e^{-(t-s)A^2 h}), \tilde{\eta}_M^h(t, s) \rangle
\end{align*}

and

\begin{align*}
\frac{1}{2} \frac{d}{dt} \| \tilde{\eta}_M^h(t, s) \|^2 &+ \| A \tilde{\eta}_M^h(t, s) \|^2 + \langle A(F'(X_M(t)) \tilde{\eta}_M^h(t, s)), \tilde{\eta}_M^h(t, s) \rangle \\
&= -\langle A(F'(X_M(t))(e^{-(t-s)A^2 h})), \tilde{\eta}_M^h(t, s) \rangle.
\end{align*}

To exploit the first energy estimate (76), observe that for all $t \geq s$, one has

\begin{align*}
\langle F'(X_M(t)) \tilde{\eta}_M^h(t, s), \tilde{\eta}_M^h(t, s) \rangle &= 3 \langle X_M(t)^2 \tilde{\eta}_M^h(t, s), \tilde{\eta}_M^h(t, s) \rangle - \langle \tilde{\eta}_M^h(t, s), \tilde{\eta}_M^h(t, s) \rangle \\
&= 3 \| X_M(t) \tilde{\eta}_M^h(t, s) \|^2 - \langle \tilde{\eta}_M^h(t, s), \tilde{\eta}_M^h(t, s) \rangle.
\end{align*}

As a consequence, for all $t \geq s$, one obtains

\begin{align*}
\frac{1}{2} \frac{d}{dt} \| A^{-\frac{1}{2}} \tilde{\eta}_M^h(t, s) \|^2 &+ \| A^{\frac{1}{2}} \tilde{\eta}_M^h(t, s) \|^2 + 3 \| X_M(t) \tilde{\eta}_M^h(t, s) \|^2 \\
&\leq \| \tilde{\eta}_M^h(t, s) \|^2 + \| \tilde{\eta}_M^h(t, s) \| \| F'(X_M(t))(e^{-(t-s)A^2 h}) \| \\
&\leq \frac{3}{2} \| \tilde{\eta}_M^h(t, s) \|^2 + C \| F'(X_M(t))(e^{-(t-s)A^2 h}) \|^2
\end{align*}

using the Cauchy–Schwarz and Young inequalities, and the inequality (33) in the last step. Using the inequality (28) and the property $\tilde{\eta}_M^h(t, s) \in \mathbb{H}$ for all $t \geq s$, one obtains

\[ \| \tilde{\eta}_M^h(t, s) \|^2 \leq \| A^{-\frac{1}{2}} \tilde{\eta}_M^h(t, s) \| \| A^{\frac{1}{2}} \tilde{\eta}_M^h(t, s) \| \leq \frac{1}{2} \| A^{-\frac{1}{2}} \tilde{\eta}_M^h(t, s) \|^2 + \frac{1}{2} \| A^{\frac{1}{2}} \tilde{\eta}_M^h(t, s) \|^2. \]

Applying Gronwall’s lemma, one obtains the following inequality: for all $T \in (0, \infty)$, there exists a deterministic real number $C(T) \in (0, \infty)$ such that for all $0 \leq s \leq t \leq T$ one has

\begin{align*}
\| A^{-\frac{1}{2}} \tilde{\eta}_M^h(t, s) \|^2 &+ \int_s^t \| A^{\frac{1}{2}} \tilde{\eta}_M^h(r, s) \|^2 dr + \int_s^t \| X_M(r) \tilde{\eta}_M^h(r, s) \|^2 dr \\
&\leq C(T) \int_s^t \| F'(X_M(r))(e^{-(r-s)A^2 h}) \|^2 dr.
\end{align*}

The second energy estimate (77) is treated as follows: using the facts that $A$ is self-adjoint and that $A \Delta_0 = 0$ and the Cauchy–Schwarz and Young inequalities, for all $t \geq s$, one has

\begin{align*}
-\langle A(F'(X_M(t)) \tilde{\eta}_M^h(t, s)), \tilde{\eta}_M^h(t, s) \rangle &= -\langle F'(X_M(t)) \tilde{\eta}_M^h(t, s), A \tilde{\eta}_M^h(t, s) \rangle \\
&= -3 \langle X_M(t)^2 \tilde{\eta}_M^h(t, s), A \tilde{\eta}_M^h(t, s) \rangle + \langle \tilde{\eta}_M^h(t, s), A \tilde{\eta}_M^h(t, s) \rangle \\
&\leq 3 \| X_M(t)^2 \tilde{\eta}_M^h(t, s) \| \| A \tilde{\eta}_M^h(t, s) \| + \| A \tilde{\eta}_M^h(t, s) \|^2 \\
&\leq \frac{9}{2} \| X_M(t)^2 \tilde{\eta}_M^h(t, s) \|^2 + \frac{1}{2} \| A \tilde{\eta}_M^h(t, s) \|^2 + \| A \tilde{\eta}_M^h(t, s) \|^2.
\end{align*}
In addition, one has
\[-\langle A\left(F'(X_M(t))(e^{-(t-s)A^2}h)\right), \tilde{\eta}^h_M(t,s) \rangle = -\langle F'(X_M(t))(e^{-(t-s)A^2}h), A\tilde{\eta}^h_M(t,s) \rangle \]
\[\leq \|A\tilde{\eta}^h_M(t,s)\| \|F'(X_M(t))(e^{-(t-s)A^2}h)\| \]
\[\leq \frac{1}{2} \|A\tilde{\eta}^h_M(t,s)\|^2 + C\|F'(X_M(t))(e^{-(t-s)A^2}h)\|^2.\]

Using the Sobolev inequality (31) under the condition \(\gamma \in \left(\frac{d}{2}, \Gamma \right) \setminus \{\frac{3}{2}\}\), one obtains
\[\|X_M(t)^2\tilde{\eta}^h_M(t,s)\|^2 \leq \|X_M(t)\|^2_B \|X_M(t)\tilde{\eta}^h_M(t,s)\|^2 \leq C_{\gamma} \|X_M(t)\|_p^2 \|X_M(t)\tilde{\eta}^h_M(t,s)\|^2.\]
Therefore, one obtains for all \(t \geq s\)
\[{\frac{1}{2} \frac{d}{dt}} \|\tilde{\eta}^h_M(t,s)\|^2 \leq C_{\gamma} \|X_M(t)\|_p^2 \|X_M(t)\tilde{\eta}^h_M(t,s)\|^2 + \|A\tilde{\eta}^h_M(t,s)\|^2 \]
\[\quad + C\|F'(X_M(t))(e^{-(t-s)A^2}h)\|^2.\]

Applying Gronwall’s lemma, one obtains the following inequality: for all \(T \in (0, \infty)\) and \(\gamma \in (\Gamma_0, \Gamma)\), there exists a deterministic real number \(C_{\gamma}(T) \in (0, \infty)\) such that for all \(0 \leq s \leq t \leq T\), one has
\[\|\tilde{\eta}^h_M(t,s)\|^2 \leq C_{\gamma}(T) \left( \sup_{r \in [s,T]} \|X_M(r)\|_p^2 \int_s^t \|X_M(r)\tilde{\eta}^h_M(r,s)\|^2 dr + \int_s^t \|A\tilde{\eta}^h_M(r,s)\|^2 dr \right)\]
\[\quad + C_{\gamma}(T) \int_s^t \|F'(X_M(r))(e^{-(r-s)A^2}h)\|^2 dr.\]

Using the smoothing inequality (18) and the Sobolev inequality (31), one obtains the upper bound
\[\int_s^t \|F'(X_M(r))(e^{-(r-s)A^2}h)\|^2 dr \leq C_{\gamma} \left( 1 + \sup_{r \in [s,T]} \|X_M(r)\|_p^4 \right) \int_s^t \|e^{-(r-s)A^2}h\|^2 dr \]
\[\leq C_{\gamma} \left( 1 + \sup_{r \in [s,T]} \|X_M(r)\|_p^4 \right) \left( \|A^{-1}Ph\|^2 + \langle h, e_0 \rangle^2 \right) \]
\[\leq C_{\gamma} \left( 1 + \sup_{r \in [s,T]} \|X_M(r)\|_p^4 \right) \left( \|A^{-\alpha}Ph\|^2 + \langle h, e_0 \rangle^2 \right),\]
using the condition \(\alpha \in [0, 1]\) in the last step. Therefore, combining the inequalities (78) and (79) with the upper bound above, one obtains the following inequality: for all \(T \in (0, \infty)\), \(\alpha \in [0, 1]\) and \(\gamma \in (\Gamma_0, \Gamma)\), there exists a deterministic real number \(C_{\alpha,\gamma}(T) \in (0, \infty)\) such that for all \(0 \leq s \leq t \leq T\) one has
\[\|\tilde{\eta}^h_M(t,s)\|^2 \leq C_{\gamma}(T) \left( 1 + \sup_{r \in [s,T]} \|X_M(r)\|_p^6 \right) \left( \|A^{-\alpha}Ph\|^2 + \langle h, e_0 \rangle^2 \right).\]

Since \(\eta^h_M(t,s) = \tilde{\eta}^h_M(t,s) + e^{-(t-s)A^2}h\), combining the inequality (80) and the smoothing inequality (18) then provides the inequality (72) when \(\alpha \in [0, 1]\) (with a power 3 instead of 5 for \(\|X_M(r)\|_p\) in the right-hand side): for all \(T \in (0, \infty)\), \(\alpha \in [0, 1]\) and \(\gamma \in (\Gamma_0, \Gamma)\), there exists a deterministic real number \(C_{\alpha,\gamma}(T) \in (0, \infty)\) such that for all \(0 \leq s < t \leq T\) one has
\[\|\eta^h_M(t,s)\| \leq C_{\gamma}(T)(t-s)^{-\frac{\alpha}{2}} \left( 1 + \sup_{r \in [s,T]} \|X_M(r)\|_p^3 \right) \left( \|A^{-\alpha}Ph\| + \langle h, e_0 \rangle \right).\]

It remains to deal with the case \(\alpha \in (1, 2)\). Using the fact that \(\tilde{\eta}^h_M(t,s)\) defined by (73) is solution of (74) and the definition (71) of the random linear operators \(\Xi_M(t,s)\), one obtains the
expression (75) for $\tilde{\eta}^h_M(t, s)$. Using the inequality (81) with $\alpha = 1$, one then obtains for all $t \geq s$

\[
\|\tilde{\eta}^h_M(t, s)\| \leq C_{1, \gamma}(T) \left(1 + \sup_{r \in [s, T]} \|X_M(r)\|^5_\gamma\right) \int_s^t (t-s)^{-\frac{3}{2}} \|F'(X_M(r))e^{-(r-s)A^2 h}\|dr
\]

\[
\leq C_{1, \gamma}(T) \left(1 + \sup_{r \in [s, T]} \|X_M(r)\|^5_\gamma\right) \int_s^t (t-s)^{-\frac{3}{2}} \|e^{-(r-s)A^2 h}\|dr.
\]

Using the smoothing inequality (18) and the condition $\alpha \in (1, 2)$, one obtains the inequalities

\[
\int_s^t (t-s)^{-\frac{3}{2}} \|e^{-(r-s)A^2 h}\|dr \leq \int_s^t (t-s)^{-\frac{3}{2}} (r-s)^{-\frac{3}{2}} dr \|A^{-\alpha} P h\| + \langle h, e_0 \rangle
\]

\[
\leq C_\alpha(T) \left(\|A^{-\alpha} P h\| + \langle h, e_0 \rangle\right).
\]

As a consequence, using the identity $\eta^h_M(t, s) = \tilde{\eta}^h_M(t, s) + e^{-(t-s)A^2 h}$, the inequality above and the smoothing inequality, one obtains the inequality (72) when $\alpha \in (1, 2)$: for all $T \in (0, \infty)$, $\alpha \in (1, 2)$ and $\gamma \in (\Gamma_0, \Gamma)$, there exists a deterministic real number $C_{\alpha, \gamma}(T) \in (0, \infty)$ such that for all $0 \leq s < t \leq T$ one has

\[
\|\eta^h_M(t, s)\| \leq C_{\gamma}(T) (t-s)^{-\frac{3}{2}} \left(1 + \sup_{r \in [s, T]} \|X_M(r)\|^5_\gamma\right) \left(\|A^{-\alpha} P h\| + \langle h, e_0 \rangle\right).
\]

Gathering the inequalities (81) (first step, $\alpha \in [0, 1]$) and (82) (second step, $\alpha \in (1, 2]$) then concludes the proof of Lemma 4.3. \hfill \square

4.3. Proof of Theorem 4.1. The proof of Theorem 4.1 is a straightforward consequence of Lemmas 4.2 and 4.3. The value of the integer $q$ appearing in the regularity estimates (70) is not important to obtain the main results of this article: it may be possible to identify values of $q$ depending on the right-hand side of the moment bounds on the solution and of the inequality (72) from Lemma 4.3; however this is omitted to simplify the notation.

**Proof of Theorem 4.1.** Let us first prove the upper bound for $Du_M(t, x).h$. Using the first equality in (65) and the first identity of Lemma 4.2 one obtains the following inequality: for all $M \in \mathbb{N}$, $x, h \in H_M$ and $t \in [0, T]$, one has

\[
\|Du_M(t, x).h\| = \|E_x[D\varphi(X_M(t)).\eta^h_M(t)]\|
\]

\[
= \|E_x[D\varphi(X_M(t)).\Pi_M(t, 0)h]\|
\]

\[
\leq \|\varphi\|_2 ^ 2 \|\Pi_M(t, 0)h\|.
\]

Using the inequality (72) from Lemma 4.3 and the moment bounds (50), one then obtains the following inequalities: for all $T \in (0, \infty)$, $\alpha \in [0, 2]$ and $\gamma \in (\Gamma_0, \Gamma)$, there exists a real number $C_{\alpha, \gamma}(T) \in (0, \infty)$ such that for all $t \in (0, T)$ one has

\[
\|Du_M(t, x).h\| \leq C_{\alpha, \gamma}(T) \|\varphi\|_2 ^ 2 \left(1 + E_x \sup_{r \in [0, T]} \|X_M(r)\|^5_\gamma\right)
\]

\[
\leq C_{\alpha, \gamma}(T) \|\varphi\|_2 ^ 2 \left(1 + \|x\|^5_\gamma\right).
\]

This yields the first inequality in (70). It remains to prove the second inequality. Recall that $D^2u_M(t, x).(h_1, h_2)$ is written as the sum of two terms, owing to the second equality in (65). On the one hand, using the first identity of Lemma 4.2 one obtains the following inequality: for all $M \in \mathbb{N}$, $x, h_1, h_2 \in H_M$ and $t \in [0, T]$, one has

\[
\|E_x[D^2\varphi(X_M(t)).(\eta^h_M(t), \eta^h_M(t))]| = \|E_x[D^2\varphi(X_M(t)).(\Pi_M(t, 0)h_1, \Pi_M(t, 0)h_2)]\|
\]

\[
\leq \|\varphi\|_2 \left(E_x \\|\Pi_M(t, 0)h_1\|^2\right)^{\frac{1}{2}} \left(E_x \\|\Pi_M(t, 0)h_2\|^2\right)^{\frac{1}{2}},
\]
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using the Cauchy–Schwarz inequality. Using the inequality (72) from Lemma 4.3 and the moment bounds (50), one then obtains the following inequalities: for all \( T \in (0, \infty) \), \( \alpha_1, \alpha_2 \in [0, 2) \), with \( \alpha_1 + \alpha_2 < 2 \) and \( \gamma \in (\Gamma_0, \Gamma) \), there exists a real number \( C_{\alpha_1, \alpha_2, \gamma}(T) \in (0, \infty) \) such that for all \( t \in (0, T) \) one has

\[
\frac{\|E_x[D^2 \varphi(X_M(t)) \cdot (\eta_{\alpha_1}^{h_1}(t), \eta_{\alpha_2}^{h_2}(t))]\|}{\|A^{-\alpha_1} P h_1 + \langle h_1, e_0 \rangle\|} \leq \frac{C_{\alpha_1, \alpha_2, \gamma}(T) t^{-\frac{\alpha_1 + \alpha_2}{2}} \|\varphi\|_2 (1 + \|x\|_{\gamma}^{16q})}{(1 + \|x\|_{\gamma}^{16q})}.
\]

On the other hand, using the second identity of Lemma 4.2, one obtains the following inequality: for all \( M \in \mathbb{N} \), \( x, h_1, h_2 \in H_M \) and \( t \in [0, T] \), one has

\[
\|E_x[D^2 \varphi(X_M(t)) \cdot \gamma_{h_1, h_2}^{\alpha_1, \alpha_2}(t)]\| \leq \|\varphi\|_2 E_x[\|\gamma_{h_1, h_2}^{\alpha_1, \alpha_2}(t)\|] \leq \|\varphi\|_2 \int_0^t E_x[\|\Pi_M(t, s) A P M(\Gamma(M(s), (\Pi_M(s, 0) h_1, \Pi_M(s, 0) h_2)))\|] ds.
\]

Recall that \( \gamma \in (\frac{d}{2}, \Gamma) \setminus \{\frac{d}{2}\} \). Using the inequality (72) from Lemma 4.3 with \( \alpha = 1 + \frac{\gamma}{2} \), one obtains

\[
\|E_x[D^2 \varphi(X_M(t)) \cdot \gamma_{h_1, h_2}^{\alpha_1, \alpha_2}(t)]\| \leq C_{\alpha_1, \alpha_2, \gamma}(T) \|\varphi\|_2 \int_0^t (t-s)^{-\frac{\gamma+1}{2}} E_x[(1 + \|X_M(s)\|_{\gamma}^{16q})] A^{-\frac{\gamma+1}{2}} P (M(M(s), (\Pi_M(s, 0) h_1, \Pi_M(s, 0) h_2)))\| ds \leq C_{\alpha_1, \alpha_2, \gamma}(T) \|\varphi\|_2 \int_0^t (t-s)^{-\frac{\gamma+1}{2}} E_x[(1 + \|X_M(s)\|_{\gamma}^{16q})] (M(M(s), (\Pi_M(s, 0) h_1, \Pi_M(s, 0) h_2)))\|_{L^1} ds \leq C_{\alpha_1, \alpha_2, \gamma}(T) \|\varphi\|_2 \int_0^t (t-s)^{-\frac{\gamma+1}{2}} E_x[(1 + \|X_M(s)\|_{\gamma}^{16q})] (\Pi_M(s, 0) h_1, \Pi_M(s, 0) h_2)\|_{L^1} ds.
\]

Using the inequality (72) from Lemma 4.3 (with \( \alpha_1, \alpha_2 \in [0, 2) \), and the condition \( \alpha_1 + \alpha_2 < 2 \) to ensure integrability), the moment bounds (50) and Hölder’s inequality, one obtains the following inequalities: for all \( T \in (0, \infty) \), \( \alpha_1, \alpha_2 \in [0, 2) \), with \( \alpha_1 + \alpha_2 < 2 \) and \( \gamma \in (\Gamma_0, \Gamma) \), there exists a real number \( C_{\alpha_1, \alpha_2, \gamma}(T) \in (0, \infty) \) such that for all \( t \in (0, T) \) one has

\[
\frac{\|E_x[D^2 \varphi(X_M(t)) \cdot \gamma_{h_1, h_2}^{\alpha_1, \alpha_2}(t)]\|}{\|A^{-\alpha_1} P h_1 + \langle h_1, e_0 \rangle\|} \leq C_{\alpha_1, \alpha_2, \gamma}(T) \|\varphi\|_2 \int_0^t (t-s)^{-\frac{\gamma+1}{2}} E_x[(1 + \|X_M(s)\|_{\gamma}^{16q})] A^{-\frac{\gamma+1}{2}} P (M(M(s), (\Pi_M(s, 0) h_1, \Pi_M(s, 0) h_2)))\| ds \leq C_{\alpha_1, \alpha_2, \gamma}(T) \|\varphi\|_2 \int_0^t (t-s)^{-\frac{\gamma+1}{2}} E_x[(1 + \|X_M(s)\|_{\gamma}^{16q})] \|M(M(s), (\Pi_M(s, 0) h_1, \Pi_M(s, 0) h_2))\|_{L^1} ds \leq C_{\alpha_1, \alpha_2, \gamma}(T) \|\varphi\|_2 \int_0^t (t-s)^{-\frac{\gamma+1}{2}} E_x[(1 + \|X_M(s)\|_{\gamma}^{16q})] (\Pi_M(s, 0) h_1, \Pi_M(s, 0) h_2)\|_{L^1} ds.
\]

Gathering the estimates for the two expressions appearing in the right-hand side of the second identity of (65) then yields the second inequality in (70). This concludes the proof of Theorem (70). \( \square \)

5. Weak error estimates for the spatial Galerkin method

The objective of this section is to prove Theorem 3.3. The proof is based on a standard approach described in Section 3.1 the weak error is written as (53) using the solutions \( u_M \) of Kolmogorov equations (50), and relevant error terms are identified using Itô’s formula (see below). Finally, upper bounds for the error terms are obtained applying the regularity estimates from Theorem 1.1. Recall that two cases are considered, see Assumption 1 space-time white noise \( (d = 1, \Gamma = 3/2) \) and trace-class noise \( (d \in \{1, 2, 3\}, \Gamma = 2) \). The general strategy of the proof is the same in the two cases, however the upper bounds are proved using different arguments.
Proof of Theorem 4.1. Owing to the discussion in Section 3.1 in order to prove the weak error estimate \[ E \] it suffices to prove the upper bound \[ E \].

Recall that the condition \( \gamma \in (0, \Gamma) \) is satisfied. Let \( T \in (0, \infty) \) and \( x_0 \in H^r \). In addition, let \( \varphi : H \to \mathbb{R} \) be a function of class \( C^2 \) with bounded first and second order derivatives. Recall that \( (X_N(t))_{t \geq 0} \) is defined by \( M \) for all \( N \in \mathbb{N} \). Moreover, for all \( M \in \mathbb{N} \), recall that the function \( u_M : [0, \infty) \times H_M \to \mathbb{R} \) is defined by \( N \). Owing to \( N \), for all \( M \geq N \), one has

\[
\mathbb{E}[\varphi(X_N(T))] - \mathbb{E}[\varphi(X_M(T))] = \mathbb{E}[u_M(0, X_N(T))] - \mathbb{E}[u_M(T, X_M(0))] = u_M(T, P_N x_0) - u_M(T, P_M x_0) + \mathbb{E}[u_M(0, X_N(T))] - \mathbb{E}[u_M(T, X_N(0))].
\]

Using Itô’s formula, the fact that \( u_M \) is solution of the Kolmogorov equation \( M \) and the definition \( N \) of the infinitesimal generator \( L_N \) associated with \( M \), one obtains

\[
\mathbb{E}[u_M(0, X_N(T))] - \mathbb{E}[u_M(T, X_N(0))] = \int_0^T \mathbb{E}[(L_N - \partial_t)u_M(T - t, X_N(t))]dt = \int_0^T \mathbb{E}[(L_N - \mathbb{L}_M)u_M(T - t, X_N(t))]dt + \int_0^T \mathbb{E}[(Du_M(T - t, X_N(t)).(A(P_M - P_N)F(X_N(t)))]dt + \frac{1}{2} \int_0^T \mathbb{E}[(\sum_{j \geq 0} D^2 u_M(T - t, X_N(t)).((P_N - P_M)Q^j e_j, (P_N + P_M)Q^j e_j)]dt.
\]

As a consequence, for all \( M \geq N \), one has the decomposition

\[
\mathbb{E}[\varphi(X_N(T))] - \mathbb{E}[\varphi(X_M(T))] = e_{N,M,0} + e_{N,M,1} + e_{N,M,2},
\]

where the error terms are given by

\[
e_{N,M,0} = u_M(T, P_N x_0) - u_M(T, P_M x_0)
\]

\[
e_{N,M,1} = \int_0^T \mathbb{E}[(Du_M(T - t, X_N(t)).(A(P_M - P_N)F(X_N(t)))]dt
\]

\[
e_{N,M,2} = \frac{1}{2} \int_0^T \mathbb{E}[(\sum_{j \geq 0} D^2 u_M(T - t, X_N(t)).((P_N - P_M)Q^j e_j, (P_N + P_M)Q^j e_j)]dt.
\]

Let us prove upper bounds for these three error terms. Using the first inequality of \( N \) from Theorem \( M \) with \( \alpha = 0 \), one obtains for all \( M \geq N \) the inequality

\[
|e_{N,M,0}| \leq C_\gamma(T)(1 + \|x_0\|_\gamma)|P_N - P_M|x_0| \leq C_\gamma(T)(1 + \|x_0\|_\gamma)\lambda^{-\gamma}\|x_0\|_\gamma.
\]

Let us now obtain an upper bound for the error term \( e_{N,M,1} \). Observe that one has \( \langle A(P_M - P_N)F(X_N(t), e_0) \rangle = 0 \) for all \( t \in [0, T] \) and all \( M \geq N \). Using the first inequality of \( N \) from Theorem \( M \) with \( \alpha \in (0, 2) \), one obtains the following inequality: for all \( M \geq N \), one has

\[
|e_{N,M,1}| \leq C_{\alpha,\gamma}(T) \int_0^T (T - t)^{-\frac{\alpha}{2}} \mathbb{E}[(1 + \|X_N(t)\|_\gamma)|A^{1-\alpha}(P_M - P_N)F(X_N(t))|]dt.
\]
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On the one hand, in the space-time white noise case (Assumption 1 (i), $d = 1$, $\Gamma = 3/2$), choosing $\alpha = \frac{1}{2} + \gamma$, one has $1 - \alpha = \frac{1}{2} - \gamma$ and one obtains

$$|e_{N,1}| \leq C_{\gamma}(T)\lambda_{N}^{-\gamma}\int_{0}^{T} (T-t)^{-\frac{1}{2} - \frac{\gamma}{2}}E\left[ (1 + \|X_{N}(t)\|^{3})\|A^{\frac{1}{2}}F(X_{N}(t))\| \right]dt$$

$$\leq C_{\gamma}(T)\lambda_{N}^{-\gamma}\int_{0}^{T} (T-t)^{-\frac{1}{2} - \frac{\gamma}{2}}E\left[ (1 + \|X_{N}(t)\|^{3})(1 + \|X_{N}(t)\|^{3}) \right]dt,$$

using the algebra property (32) for $H^{1}$ ($1 > d/2 = 1/2$). Using the moment bounds (50), for all $\gamma \in (\Gamma_{0}, \Gamma) = (1, \frac{3}{2})$, one obtains

$$|e_{N,1}| \leq C_{\gamma}(T)\lambda_{N}^{-\gamma}\left(1 + \|x_{0}\|^{2}\right). \tag{85}$$

On the other hand, in the trace-class noise case (Assumption 1 (ii), $d \in \{1, 2, 3\}$, $\Gamma = 2$), choosing $\alpha = 1 + \frac{3}{2}$ and noting $(P_{N} - P_{M})F(X_{N}(t)) \in \mathbb{H}$, one obtains

$$|e_{N,1}| \leq C_{\gamma}(T)\lambda_{N}^{-\gamma}\int_{0}^{T} (T-t)^{-\frac{1}{2} - \frac{\gamma}{2}}E\left[ (1 + \|X_{N}(t)\|^{3})(1 + \|X_{N}(t)\|^{3}) \right]dt,$$

since in this case $H^{\gamma}$ is an algebra (owing to the condition $\gamma \in (\frac{d}{2}, \Gamma) \backslash \{\frac{3}{2}\}$). Using the moment bounds (50), for all $\gamma \in (\Gamma_{0}, \Gamma)$, one obtains

$$|e_{N,1}| \leq C_{\gamma}(T)\lambda_{N}^{-\gamma}\left(1 + \|x_{0}\|^{2}\right). \tag{86}$$

It remains to deal with the error term $e_{N,2}$. Observe that one has $\langle (P_{N} - P_{M})Q^{\frac{1}{2}}e_{j}, e_{0} \rangle = 0$ and $\|P_{N} - P_{M}\|Q^{\frac{1}{2}}e_{j} \| \leq 2\|Q^{\frac{1}{2}}e_{j} \|$ for all $j \in \mathbb{N}$ and $M \geq N$. Using the second inequality of (70) from Theorem 11 with $\alpha_{1} = \alpha \in [0, 2)$ and $\alpha_{2} = 0$, one obtains the following inequality: for all $M \geq N$, one has

$$|e_{N,2}| \leq C_{\alpha, \gamma}(T)\int_{0}^{T} (T-t)^{-\frac{1}{2}}E\left[ (1 + \|X_{N}(t)\|^{3}) \right]dt \sum_{j \geq 0} \|A^{-\alpha}(P_{M} - P_{N})Q^{\frac{1}{2}}e_{j}\|\|Q^{\frac{1}{2}}e_{j}\|.$$

On the one hand, in the space-time white noise case (Assumption 1 (i), $d = 1$, $\Gamma = 3/2$), one has $Q^{\frac{1}{2}}e_{j} = e_{j}$, and choosing $\alpha = \frac{1}{2} + \frac{3\Gamma}{2}$, one obtains

$$\sum_{j \geq 0} \|A^{-\alpha}(P_{M} - P_{N})Q^{\frac{1}{2}}e_{j}\|\|Q^{\frac{1}{2}}e_{j}\| = \sum_{j = N+1}^{M} \lambda_{j}^{-\alpha} = \sum_{j = N+1}^{M} \lambda_{j}^{-\frac{1}{2} - \frac{\gamma}{2}}\gamma_{j}^{-\gamma} \leq \lambda_{N}^{-\gamma} \sum_{j \geq 1} \lambda_{j}^{-\frac{1}{2} - \frac{\gamma}{2}}.$$

Using the moment bounds (50), for all $\gamma \in (\frac{1}{2}, \Gamma) = (\frac{1}{2}, \frac{3}{2})$, one obtains

$$|e_{N,2}| \leq C_{\gamma}(T)\lambda_{N}^{-\gamma}\left(1 + \|x_{0}\|^{2}\right). \tag{87}$$
On the other hand, in the trace-class noise case (Assumption 1(ii), $d \in \{1, 2, 3\}$, $\Gamma = 2$), choosing $\alpha = \gamma$, one obtains
\[
\sum_{j \geq 0} \| A^{-\alpha} (P_M - P_N) Q^{\frac{1}{2}} e_j \| Q^{\frac{1}{2}} e_j \| \leq \lambda_{N,0}^{-\gamma} \sum_{j \geq 0} \| Q^{\frac{1}{2}} e_j \|^2 = \lambda_{N,0}^{-\gamma} \text{Tr}(Q).
\]
Using the moment bounds (80), for all $\gamma \in (\Gamma_0, \Gamma)$, one obtains
\[
(88) \quad |e_{N,M,2}| \leq C_{\gamma}(T) \lambda_{N,0}^{-\gamma} (1 + \|x_0\|_\gamma^2).
\]
We are now in position to conclude the proof of the inequality (54): using (83), it suffices to gather (84), (85) and (87) in the space-time white noise case, and (84), (86) and (88) in the trace-class noise case. Using the arguments explained above, the proof of Theorem 3.1 is thus completed. □

6. Weak error estimates for the tamed exponential Euler scheme

The objective of this section is to prove Theorem 3.3. Before proceeding with the analysis of the weak error, let us give some auxiliary results.

6.1. Auxiliary results. Recall that the continuous-time process $(\tilde{X}_{N,t}^\Delta(t))_{0 \leq t \leq T}$ is defined by (83) (see Section 3.2), and satisfies $\tilde{X}_{N,t}^\Delta(t_k) = X_{N,k}$ for all $k \in \{0, \ldots, K\}$.

For all $k \in \{0, \ldots, K\}$ and $t \in [t_k, t_{k+1})$, set $\ell(t) = k$ and $t_{\ell(t)} = t_k$. The first auxiliary result considered in this section provides some moment bounds for the process $\tilde{X}_{N,t}^\Delta$.

**Theorem 6.1.** Let Assumption 1 be satisfied. For all $T \in (0, \infty)$, $m \in \{1, \ldots\}$ and $\gamma \in (\Gamma_0, \Gamma)$, there exists $q \in \mathbb{N}$ and $C_{\gamma,m}(T) \in (0, \infty)$ such that for all $x_0 \in H^\gamma$, all $N \in \mathbb{N}$ and all $\Delta t = T/K$ with $K \in \mathbb{N}$, one has
\[
(89) \quad \left( \mathbb{E}_{x_0} \left[ \sup_{0 \leq t \leq T} \| \tilde{X}_{N,t}^\Delta(t) \|_{\gamma,m}^m \right] \right)^{\frac{1}{m}} \leq C_{\gamma,m}(T) (1 + \|x_0\|_\gamma^2) \Delta t^{\frac{2}{\gamma}}.
\]

Note that Theorem 6.1 is Lemma 6.2 below.

**Lemma 6.2.** For all $T \in (0, \infty)$, $m \in \{1, \ldots\}$ and $\gamma \in (\Gamma_0, \Gamma)$, there exists $q \in \mathbb{N}$ and $C_{\gamma,m}(T) \in (0, \infty)$ such that for all $x_0 \in H^\gamma$, all $N \in \mathbb{N}$ and all $\Delta t = T/K$ with $K \in \mathbb{N}$, one has
\[
(90) \quad \sup_{0 \leq k \leq K-1} \sup_{t \in [t_k, t_{k+1})} \left( \mathbb{E} \left[ \| \tilde{X}_{N,t}^\Delta(t) - X_{N,k} \|_{\gamma,m}^m \right] \right)^{\frac{1}{m}} \leq C_{\gamma,m}(T) (1 + \|x_0\|_\gamma^2) \Delta t^{\frac{2}{\gamma}}.
\]

**Proof.** For all $k \in \{0, \ldots, K-1\}$ and $t \in [t_k, t_{k+1})$, one has
\[
\tilde{X}_{N,t}^\Delta(t) - X_{N,k} = (e^{-(t-t_k)A^2} - I) X_{N,k} + \int_{t_k}^{t} e^{-(t-s)A^2} \frac{-AP_N F(X_{N,k})}{1 + \Delta t K P_N F(X_{N,k})} ds + e^{-(t-t_k)A^2} P_N (W^Q(t) - W^Q(t_k)).
\]
First, using the inequality (20) and Theorem 6.1 one has
\[
\left( \mathbb{E} \left[ \| (e^{-(t-t_k)A^2} - I) X_{N,k} \|_{\gamma,m}^m \right] \right)^{\frac{1}{m}} \leq C_{\gamma} \Delta t^{\frac{2}{\gamma}} \left( \mathbb{E} \left[ \| X_{N,k} \|_{\gamma,m}^m \right] \right)^{\frac{1}{m}} \leq C_{\gamma,m}(T) (1 + \|x_0\|_\gamma^2) \Delta t^{\frac{2}{\gamma}}.
\]
Second, using the smoothing inequality (18), the inequality (40) and Theorem 6.1, one has
\[
\left(\mathbb{E}\left[\int_{t_k}^t e^{-(t-s)A^2} \frac{-AP_N F(X_{N,k})}{1 + \Delta t\|F(X_{N,k})\|^m} ds\right]\right)^{\frac{1}{m}} \leq C_{\gamma}\Delta t^{\frac{1}{2} + \frac{r}{2}} \mathbb{E}\left[\left(\|F(X_{N,k})\|^m\right)^{\frac{1}{m}}\right]
\leq C_{\gamma}\Delta t^{\frac{r}{2}} \mathbb{E}\left[\left(1 + \|X_{N,k}\|^{3m}\right)^{\frac{1}{m}}\right]
\leq C_{\gamma,m}(T)\Delta t^{\frac{r}{2}} (1 + \|x_0\|^{3m}).
\]

It remains to deal with the third term. One needs different arguments to treat the two situations for the noise. On the one hand, under Assumption 1(i) \((d = 1, Q = I)\) and \(\Gamma = \frac{3}{2}\), with \(\gamma \in (\Gamma_0, \Gamma)\), one obtains
\[
\left(\mathbb{E}\left[\left\|e^{-\Delta t A^2} P_N(W^Q(t) - W^Q(t_k))\right\|^m\right]\right)^{\frac{1}{m}} \leq C_m \left(\sum_{j \in \mathbb{N}} (t - t_k)e^{-2(t-t_k)\lambda_j^2}\right)^{\frac{1}{2}}
\leq C_m (t - t_k)^{\frac{1}{2} - \frac{2m}{2m+1}} \left(\sum_{j \in \mathbb{N}} \lambda_j^{-2+\gamma}\right)^{\frac{1}{2}}
\leq C_{\gamma,m}\Delta t^{\frac{r}{2}}.
\]

On the other hand, under Assumption 1(ii) \((d \in \{1, 2, 3\}, \text{Tr}(Q) < \infty)\) and \(\Gamma = 2\), with \(\gamma \in (\Gamma_0, \Gamma)\), one obtains
\[
\left(\mathbb{E}\left[\left\|e^{-\Delta t A^2} P_N(W^Q(t) - W^Q(t_k))\right\|^m\right]\right)^{\frac{1}{m}} \leq C_m \left(\sum_{j \in \mathbb{N}} (t - t_k)e^{-2(t-t_k)\lambda_j^2}\right)^{\frac{1}{2}}
\leq C_m (t - t_k)^{\frac{1}{2} - \frac{2m}{2m+1}} \left(\sum_{j \in \mathbb{N}} \lambda_j^{-2+\gamma}\right)^{\frac{1}{2}}
\leq C_{\gamma,m}\Delta t^{\frac{r}{2}}.
\]

Gathering the estimates concludes the proof of Lemma 6.2. \(\square\)

Let us also state and prove the following result concerning the nonlinearity \(F\).

**Lemma 6.3.** For all \(\gamma \in \left(\frac{d}{2}, \Gamma\right)\setminus\left\{\frac{3}{2}\right\}\), there exists \(C_{\gamma} \in (0, \infty)\) such that for all \(x \in H^\gamma\) and \(y \in H\), one has
\[
\left\|A^{-\gamma}\mathbf{P}(F'(x), y)\right\| \leq C_{\gamma}(1 + \|x\|_\gamma) \left\|\gamma A^{-\gamma}\mathbf{P}y\right\| + \|y, e_0\|).
\]

**Proof.** Recall that, for \(\gamma \in \left(\frac{d}{2}, \Gamma\right)\setminus\left\{\frac{3}{2}\right\}\), the space \(H^\gamma\), equipped with the norm \(\|\cdot\|_\gamma = \|A^{-\gamma} \cdot\|\) is an algebra, see (52) in Section 2.3. Let \(x \in H^\gamma\) and \(y \in H\). For all \(z \in H\), one has
\[
\langle A^{-\gamma}\mathbf{P}(F'(x), y), \mathbf{P}z\rangle = \langle F'(x), y, A^{-\gamma}\mathbf{P}z\rangle
\geq \langle y, F'(x), (A^{-\gamma}\mathbf{P}z)\rangle
\leq \|A^{-\gamma}\mathbf{P}y\| \|F'(x)\| (A^{-\gamma}\mathbf{P}z)\|_\gamma + \|y, e_0\| \|F'(x)\| (A^{-\gamma}\mathbf{P}z)\|_1
\leq \|A^{-\gamma}\mathbf{P}y\| (1 + \|x\|_\gamma^2) \|A^{-\gamma}\mathbf{P}z\|_\gamma + \|y, e_0\| \|F'(x)\| (A^{-\gamma}\mathbf{P}z)\|_1
\leq \left(\|A^{-\gamma}\mathbf{P}y\| + \|y, e_0\|\right)(1 + \|x\|_\gamma^2) \|\mathbf{P}z\|.
\]

Using the identity
\[
\|A^{-\gamma}(\mathbf{P}F'(x), y)\| = \sup_{z \in H \setminus \{0\}} \frac{\langle A^{-\gamma} F'(x), y, \mathbf{P}z\rangle}{\|\mathbf{P}z\|}
\]
then concludes the proof of Lemma 6.3. \(\square\)
6.2. Proof of Theorem 3.3

Proof of Theorem 3.3. Recall that the mapping \( u_N \) is defined by (68), and satisfies the regularity estimates stated in Theorem 1.1 (uniformly with respect to the spatial discretization parameter \( N \), see Section 4. As explained in Section 5.2, it suffices to prove the weak error estimate (60). Recall that the condition \( \gamma \in (\Gamma_0, \Gamma) \) is satisfied. Let \( T \in (0, \infty) \) and \( x_0 \in H^\gamma \). Recall that using a telescoping sum argument and the auxiliary process \( \tilde{X}_N^t \) defined by (62), the weak error is written as

\[
E[\varphi(X_{N,k})] - E[\varphi(X_N(t))] = E[u_N(0, X_{N,k})] - E[u_N(t_K, X_{N,0})] \\
= \sum_{k=0}^{K-1} (E[u_N(T - t_{k+1}, X_{N,k+1})] - E[u_N(T - t_k, X_{N,k})]) \\
= \sum_{k=0}^{K-1} (E[u_N(T - t_{k+1}, \tilde{X}_N^{\Delta t}(t_{k+1}))] - E[u_N(T - t_k, \tilde{X}_N^{\Delta t}(t_k))]),
\]

using the equalities \( T = K\Delta t, t_k = k\Delta t, u_N(0, \cdot) = \varphi, \) and \( X_{N,k} = \tilde{X}_N^{\Delta t}(t_k) \) for all \( k \in \{0, \ldots, K\} \). For all \( k \in [t_k, t_{k+1}] \), the auxiliary process \( (\tilde{X}_N^{\Delta t}(t))_{t \in [t_k, t_{k+1}]} \) is solution of the auxiliary stochastic evolution equation

\[
d\tilde{X}_N^{\Delta t}(t) = -A^2 \tilde{X}_N^{\Delta t}(t)dt - \frac{1}{1 + \Delta t \|P_N F(X_{N,k})\|} AP_N F(X_{N,k})dt + e^{-(t-t_k)A^2} dW_Q(t).
\]

Using Itô’s formula, the fact that \( u_N \) is solution of the Kolmogorov equation (68), one obtains the decomposition

\[
E[\varphi(X_{N,k})] - E[\varphi(X_N(t))] = \sum_{k=0}^{K-1} (e^1_k + e^2_k),
\]

where, for all \( k \in \{0, \ldots, K-1\} \), the error terms are given by

\[
e^1_k = \int_{t_k}^{t_{k+1}} E[\langle Du_N(T - t, \tilde{X}_N^{\Delta t}(t)), \frac{AP_N F(X_{N,k})}{1 + \Delta t \|P_N F(X_{N,k})\|} - AP_N F(\tilde{X}_N^{\Delta t}(t))\rangle] dt \\
e^2_k = \frac{1}{2} \int_{t_k}^{t_{k+1}} E[\text{Tr}(D^2 u_N(T - t, \tilde{X}_N^{\Delta t}(t))(e^{-(t-t_k)A^2} P_N Q P_N e^{-(t-t_k)A^2} - P_N Q P_N))] dt.
\]

The two error terms \( e^1_k \) and \( e^2_k \) are decomposed as follows: for all \( k \in \{0, \ldots, K-1\} \)

\[
e^1_k = e^{1.1}_k + e^{1.2}_k \\
e^2_k = e^{2.1}_k + e^{2.2}_k
\]

where

\[
e^{1.1}_k = \int_{t_k}^{t_{k+1}} E[\langle Du_N(T - t, \tilde{X}_N^{\Delta t}(t)), AP_N F(X_{N,k}) - AP_N F(\tilde{X}_N^{\Delta t}(t))\rangle] dt \\
e^{1.2}_k = -\Delta t \int_{t_k}^{t_{k+1}} E[\langle Du_N(T - t, \tilde{X}_N^{\Delta t}(t)), \frac{\|P_N F(X_{N,k})\|}{1 + \Delta t \|P_N F(X_{N,k})\|} AP_N F(X_{N,k})\rangle] dt
\]

and

\[
e^{2.1}_k = \frac{1}{2} \int_{t_k}^{t_{k+1}} E[\text{Tr}(D^2 u_N(T - t, \tilde{X}_N^{\Delta t}(t))(e^{-(t-t_k)A^2} P_N Q P_N (e^{-(t-t_k)A^2} - I))] dt \\
e^{2.2}_k = \frac{1}{2} \int_{t_k}^{t_{k+1}} E[\text{Tr}(D^2 u_N(T - t, \tilde{X}_N^{\Delta t}(t))(e^{-(t-t_k)A^2} - I)P_N Q P_N)] dt.
\]
The weak error estimate [30] is a straightforward consequence of the decomposition [92] and of the following claims: for all $\gamma \in (0, T)$, there exists $C_\gamma(T) \in (0, \infty)$ such that for all $k \in \{0, \ldots, K+1\}$ one has

\begin{align}
|e_k^{1,1}| &\leq C_\gamma(T) \|\varphi\|_2 (1 + \|x_0\|_{\gamma}^2) \Delta t^{\frac{1}{2} - \frac{k+1}{2}}, \\
|e_k^{1,2}| &\leq C_\gamma(T) \|\varphi\|_2 (1 + \|x_0\|_{\gamma}^2) \Delta t^{\frac{1}{2} - \frac{k+1}{2}}, \\
|e_k^{2,1}| &\leq C_\gamma(T) \|\varphi\|_2 (1 + \|x_0\|_{\gamma}^2) \Delta t^{\frac{1}{2} - \frac{k+1}{2}}, \\
|e_k^{2,2}| &\leq C_\gamma(T) \|\varphi\|_2 (1 + \|x_0\|_{\gamma}^2) \Delta t^{\frac{1}{2} - \frac{k+1}{2}},
\end{align}

where the value of the parameter $\alpha \in (0, 2]$ depends on the assumptions on the covariance $Q$: $\alpha = \frac{1}{2} + \frac{\gamma + 1}{2}$ under Assumption I(i) and $\alpha = \gamma$ under Assumption I(ii). The most difficult part of the proof is to establish (93).

- Proof of the inequality (94).

Using Taylor’s formula, one has

$$
e_k^{1,1} = \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \langle Du_N(T - t, \tilde{X}_N^{\Delta t}(t)), AP_N F'(X_{N,k})(X_{N,k} - \tilde{X}_N^{\Delta t}(t)) \rangle \right] dt \quad - \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \langle Du_N(T - t, \tilde{X}_N^{\Delta t}(t)), \int_0^1 (1 - \xi) AP_N F''(\varphi_{N,k,t}(\xi), (\tilde{X}_N^{\Delta t}(t) - X_{N,k}, \tilde{X}_N^{\Delta t}(t) - X_{N,k}) d\xi \rangle \right] dt,$$

where $\varphi_{N,k,t}(\xi) = X_{N,k} + \xi (\tilde{X}_N^{\Delta t}(t) - X_{N,k})$.

Writing $Du_N(T - t, \tilde{X}_N^{\Delta t}(t)) = Du_N(T - t, X_{N,k}) + Du_N(T - t, \tilde{X}_N^{\Delta t}(t)) - Du_N(T - t, X_{N,k})$ and using a conditional expectation argument to get

$$\mathbb{E} \left[ \langle Du_N(T - t, X_{N,k}), AP_N F'(X_{N,k}).(e^{-(t-t_k)}A^2(W^Q(t) - W^Q(t_k))) \rangle \right] = 0,$$

the error term $e_k^{1,1}$ is decomposed as

$$e_k^{1,1} = e_k^{1,1,1} + e_k^{1,1,2} + e_k^{1,1,3} + e_k^{1,1,4},$$

where

$$e_k^{1,1,1} = -\int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \langle Du_N(T - t, X_{N,k}), AP_N F'(X_{N,k})(e^{-(t-t_k)} A^2 - I) X_{N,k} \rangle \right] dt,$$

$$e_k^{1,1,2} = \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \langle Du_N(T - t, X_{N,k}), AP_N F'(X_{N,k}). \int_t^t e^{-(t-s)A^2} \frac{AP_N F(X_{N,k})}{1 + \Delta t\|P_N F(X_{N,k})\|} ds \rangle \right] dt,$$

$$e_k^{1,1,3} = \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \langle Du_N(T - t, \tilde{X}_N^{\Delta t}(t)) - Du_N(T - t, X_{N,k}), AP_N F'(X_{N,k})(X_{N,k} - \tilde{X}_N^{\Delta t}(t)) \rangle \right] dt,$$

$$e_k^{1,1,4} = -\int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \langle Du_N(T - t, \tilde{X}_N^{\Delta t}(t)), \int_0^1 (1 - \xi) AP_N F''(\varphi_{N,k,t}(\xi), (\tilde{X}_N^{\Delta t}(t) - X_{N,k}, \tilde{X}_N^{\Delta t}(t) - X_{N,k}) d\xi \rangle \right] dt.$$

26
For the error term $e_{k,1,1}^1$, using the regularity estimate on $Du_N(T-t, X_{N,k})$ from Theorem 4.1 (with $\alpha = 1 + \frac{\gamma}{2} < 2$), Lemma 6.3 and the inequality (20), one obtains

$$|e_{k,1,1}^1| \leq C_\gamma \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T-t)^{-\frac{1}{2}-\frac{\gamma}{2}} \mathbb{E}[1 + \|X_{N,k}\|_{\gamma}^q] A^{-\frac{\gamma}{2}} PF' (X_{N,k}) \int_{t_k}^{t} e^{-(s-t)A^2} \frac{AP_N F(X_{N,k})}{1 + \Delta t \|P_N F(X_{N,k})\|} ds \| dt$$

$$\leq C_\gamma \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T-t)^{-\frac{1}{2}-\frac{\gamma}{2}} \mathbb{E}[1 + \|X_{N,k}\|_{\gamma}^q+2] A^{-\frac{\gamma}{2}} \int_{t_k}^{t} e^{-(s-t)A^2} \|AF(X_{N,k})\| ds \| dt$$

$$\leq C_\gamma \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T-t)^{-\frac{1}{2}-\frac{\gamma}{2}} \mathbb{E}[1 + \|X_{N,k}\|_{\gamma}^{q+3}] \Delta t t^{\frac{\gamma}{2}}$$

using the moment bounds from Theorem 5.2 in the last step.

For the error term $e_{k,1,1}^1$, using the regularity estimate on $Du_N(T-t, X_{N,k})$ from Theorem 4.1 (with $\alpha = 1 + \frac{\gamma}{2} < 2$) and Lemma 6.3 one obtains

$$|e_{k,1,1}^2| \leq C_\gamma \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T-t)^{-\frac{1}{2}-\frac{\gamma}{2}} \mathbb{E}[1 + \|X_{N,k}\|_{\gamma}^q] A^{-\frac{\gamma}{2}} PF' (X_{N,k}) \int_{t_k}^{t} e^{-(s-t)A^2} \frac{AP_N F(X_{N,k})}{1 + \Delta t \|P_N F(X_{N,k})\|} ds \| dt$$

$$\leq C_\gamma \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T-t)^{-\frac{1}{2}-\frac{\gamma}{2}} \mathbb{E}[1 + \|X_{N,k}\|_{\gamma}^q+2] A^{-\frac{\gamma}{2}} \int_{t_k}^{t} e^{-(s-t)A^2} \|AF(X_{N,k})\| ds \| dt$$

$$\leq C_\gamma \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T-t)^{-\frac{1}{2}-\frac{\gamma}{2}} \mathbb{E}[1 + \|X_{N,k}\|_{\gamma}^{q+3}] \Delta t t^{\frac{\gamma}{2}}$$

using the fact that $\gamma$ can be chosen such that $\gamma > 1$ since $\gamma > \Gamma_0$, and the moment bounds from Theorem 5.2 in the last step.

For the error term $e_{k,1,1}^3$, using the regularity estimate on $D^2u_N(T-t, X_{N,k})$ from Theorem 4.1 (with $\alpha_1 = 0$ and $\alpha_2 = 1$), one obtains

$$|e_{k,1,1}^3| \leq C_\gamma \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T-t)^{-\frac{1}{2}+\frac{\gamma}{2}} \mathbb{E}[1 + \|X_{N,k}\|_{\gamma}^q + \|\tilde{X}_{N,k}(t)\|_{\gamma}^q] \|X_{N,k}\|_{\gamma}^q \|F' (X_{N,k})\| dt$$

$$\leq C_\gamma \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T-t)^{-\frac{1}{2}+\frac{\gamma}{2}} \mathbb{E}[1 + \|X_{N,k}\|_{\gamma}^q+2 + \|\tilde{X}_{N,k}(t)\|_{\gamma}^{q+2}] \|\tilde{X}_{N,k}\|_{\gamma}^{q+5} \|F' (X_{N,k})\| dt$$

$$\leq C_\gamma \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T-t)^{-\frac{1}{2}+\frac{\gamma}{2}} \mathbb{E}[1 + \|X_{N,k}\|_{\gamma}^q+3] \|\tilde{X}_{N,k}\|_{\gamma}^{q+5} \|F' (X_{N,k})\| dt$$

using the moment bounds from Theorem 6.1 the bounds on the increments from Lemma 6.2 and Hölder’s inequality in the last step.
For the error term $e^{1.1.4}_k$, using the regularity estimate on $D^2u_N(T - t, X_{N,k})$ from Theorem 4.1 (with $\alpha = 1 + \frac{1}{2}$), one obtains

$$|e^{1.1.4}_k| \leq C_\gamma(T) \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{1}{2} - \frac{3}{4}} \mathbb{E}[(1 + \|X_{N,k}\|_2^q) \int_0^1 (1 - \xi) \|A^{-\frac{1}{2}} P\varphi''(\xi, \bar{X}^M_N(t) - X_{N,k})\|d\xi dt$$

$$\leq C_\gamma(T) \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{1}{2} - \frac{3}{4}} \mathbb{E}[(1 + \|X_{N,k}\|_2^q + \|\bar{X}^M_N(t)\|_{q+1}^q) \|\bar{X}^M_N(t) - X_{N,k}\|_2]dt$$

$$\leq C_\gamma(T) \|\varphi\|_2 (1 + \|x_0\|_{q(q+3)}) \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{1}{2} - \frac{3}{4}} dt \Delta t^{\frac{3}{2}},$$

using the moment bounds from Theorem 6.1, the inequality (34), the bounds on the increments from the Lemma 6.2, and Hölder’s inequality in the last step.

Gathering the estimates on the error terms $e^{1.1.1}_k, e^{1.1.2}_k, e^{1.1.3}_k, e^{1.1.4}_k$, one obtains

$$|e^{1.1}_k| \leq C_\gamma(T) \|\varphi\|_2 (1 + \|x_0\|_2^q) \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{1}{2} - \frac{3}{4}} dt \Delta t^{\frac{3}{2}}.$$  

This provides the inequality (33).

* Proof of the inequality (34).

Owing to the regularity property of $Du_N(T - t, \cdot)$ from Theorem 4.1 (with $\alpha = 1$) and to the moment bounds on the auxiliary process $\bar{X}^M_N$ from Theorem 6.1 for all $k \in \{0, \ldots, K - 1\}$, one obtains the error estimate

$$|e^{1.2}_k| \leq C(T) \|\varphi\|_2 \Delta t \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{1}{2} + \frac{1}{4}} \mathbb{E}[(1 + \|\bar{X}^M_N(t)\|_{q+6}^q) \|P_N F(X_{N,k})\|_2^2]dt$$

$$\leq C_\gamma(T) \|\varphi\|_2 \Delta t (1 + \|x_0\|_{q+6}) \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{1}{2}} dt,$$

using the inequality (40) and the moment bounds from Theorem 6.1. This provides the inequality (34).

* Proof of the inequality (35).

Owing to the regularity property of $D^2u_N(T - t, \cdot)$ from Theorem 4.1 (with $\alpha_1 = 0$ and $\alpha_2 = \alpha$) and to the moment bounds on the auxiliary process $\bar{X}^M_N$ from Theorem 6.1 for all $k \in \{0, \ldots, K - 1\}$, one obtains the upper bounds

$$|e^{2.1}_k| \leq \frac{1}{2} \int_{t_k}^{t_{k+1}} \left| \sum_{j \geq 1} D^2 u_N(T - t, \bar{X}^M_N(t), (e^{-(t-t_k)} A^2 P_N Q^{\frac{1}{2}} e_j, (e^{-(t-t_k)} A^2 I) P_N Q^{\frac{1}{2}} e_j) \right| dt$$

$$\leq C_\gamma(T) \|\varphi\|_2 \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{1}{2} + \frac{1}{4}} \mathbb{E}[(1 + \|\bar{X}^M_N(t)\|_{q+6}^q)] \sum_{j \geq 1} \|Q^{\frac{1}{2}} e_j\| A^{-\alpha} (e^{-(t-t_k)} A^2 I) P_N Q^{\frac{1}{2}} e_j \|dt$$

$$\leq C_\gamma(T) \|\varphi\|_2 (1 + \|x_0\|_{q+6}^q) \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{1}{2}} \sum_{j \geq 1} \|Q^{\frac{1}{2}} e_j\| A^{-\alpha} (e^{-(t-t_k)} A^2 I) P_N Q^{\frac{1}{2}} e_j \|dt.$$
On the one hand, in the space-time white noise case (Assumption 1(i), $d = 1$, $Q = I$ and $\Gamma = \frac{3}{2}$), choosing $\alpha = \frac{1}{2} + \frac{1}{2} \Gamma$, using the inequality (20), one obtains
\[
|e_k^{1,2}| \leq C_N(T) \|\varphi\|_2 (1 + \|x_0\|^2) \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{\alpha}{2}} \sum_{j \geq 1} \lambda_j^{\frac{1}{2} - \frac{\Gamma}{2}} (t - t_k)^{\frac{1}{2}} dt.
\]
\[
\leq C_N(T) \|\varphi\|_2 (1 + \|x_0\|^2) \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{\alpha}{2}} dt \Delta t^{\frac{1}{2}}.
\]

On the other hand, in the trace-class noise case (Assumption 1(ii), $d \in \{1, 2, 3\}$, $\text{Tr}(Q) < \infty$ and $\Gamma = 2$), choosing $\alpha = \gamma$, using the inequality (20), one obtains
\[
|e_k^{1,2}| \leq C_N(T) \|\varphi\|_2 (1 + \|x_0\|^2) \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{\alpha}{2}} \sum_{j \in \mathbb{N}} \|Q_{\gamma}^{1/2} e_j\|^2 (t - t_k)^{2} dt
\]
\[
\leq C_N(T) \|\varphi\|_2 (1 + \|x_0\|^2) \int_{t_k}^{t_{k+1}} (T - t)^{-\frac{\alpha}{2}} dt \Delta t^{\frac{1}{2}}.
\]

This provides the inequality (95).

- Estimate for $e_k^{2,1}$.

Writing
\[
|e_k^{2,1}| \leq \frac{1}{2} \int_{t_k}^{t_{k+1}} \left| \sum_{j \in \mathbb{N}} D^2 u_N(T - t, \hat{X}^\Delta_N(t)) \left( (e^{-(t-t_k)A^2} - I) P_N Q_{\gamma}^{1/2} e_j, P_N Q_{\gamma}^{1/2} e_j \right) \right| dt
\]

it is straightforward to obtain (96) using the same arguments as in the proof of (95) above. The details are omitted.

We are now in position to conclude: as explained above, it suffices to combine the error estimates (93), (94), (95) and (96) with the decomposition (92) to obtain (60). The proof of Theorem 3.3 is thus completed.

7. Proof of Theorem 3.2

The objective of this section is to provide the proof of Theorem 3.2 giving moment bounds for $\hat{X}^N_{t,k}$ with $0 \leq t_k \leq T$. In fact, one proves the stronger version of the result, see Theorem 6.1 giving moment bounds for $\hat{X}^\Delta_N(t)$ with $0 \leq t \leq T$ (recall that $\hat{X}^\Delta_N(t_k) = X_{N,k}$).

The proof requires several steps and the introduction of auxiliary processes. First, introduce Gaussian auxiliary processes $\hat{Z}^\Delta_N$ defined as follows: for all $N \in \mathbb{N}$, $\Delta t = T/K$, $k \in \{0, \ldots, K - 1\}$ and $t \in [t_k, t_{k+1}]$, set
\[
Z_{N,k+1} = e^{-\Delta t A^2} (Z_{N,k} + P_N \Delta W^Q_k),
\]
\[
\hat{Z}^\Delta_N(t) = e^{-(t-t_k)A^2} (Z_{N,k} + P_N (W^Q(t) - W^Q(t_k))),
\]
with initial values $Z_{N,0} = \hat{Z}^\Delta_N(0) = 0$. One has the following auxiliary result.

**Lemma 7.1.** For all $T \in (0, \infty)$, $m \in \{1, \ldots\}$ and $\gamma \in [0, \Gamma)$, there exists $q \in \mathbb{N}$ and $C_{\gamma,m}(T) \in (0, \infty)$ such that for all $N \in \mathbb{N}$ and all $\Delta t = T/K$ with $K \in \mathbb{N}$, one has
\[
(\mathbb{E}[ \sup_{0 \leq t \leq T} \|\hat{Z}^\Delta_N(t)\|_\gamma^m ])^{\frac{1}{m}} \leq C_{\gamma,m}(T).
\]

**Proof.** The moment bound is a consequence of the following auxiliary bounds on the increments of the process $\hat{Z}^\Delta_N$, using the fact that this process is Gaussian and the Kolmogorov regularity
criterion: for all $\gamma \in [0, \Gamma)$, there exists $C_\gamma(T) \in (0, \infty)$ such that for all $N \in \mathbb{N}$ and all $\Delta t = T/K$ with $K \in \mathbb{N}$, one has

$$\sup_{0 \leq s < t \leq T} \frac{\mathbb{E}[\| \tilde{Z}_N^{\Delta t}(t) - \tilde{Z}_N^{\Delta t}(s) \|^2]}{|t-s|^{1/4}} \leq C_\gamma(T).$$

(99)

In the sequel, the objective is to prove the inequality (99). Note that $\tilde{Z}_N^{\Delta t}$ is the solution of the stochastic evolution equation

$$d\tilde{Z}_N^{\Delta t}(t) = -A^2 \tilde{Z}_N^{\Delta t}(t) dt + e^{-(t-t_{\ell(t)})A^2} dW^Q(t),$$

where we recall that $\ell(t) = k$ if $t \in [t_k, t_{k+1})$. Therefore for all $t \in [0, T]$ one has

$$\tilde{Z}_N^{\Delta t}(t) = \int_0^t e^{-(t-t_{\ell(r)})A^2} P_N dW^Q(r),$$

and for all $0 \leq s < t \leq T$, one has

$$\tilde{Z}_N^{\Delta t}(t) - \tilde{Z}_N^{\Delta t}(s) = (e^{-(t-s)A^2} - I) \tilde{Z}_N^{\Delta t}(s) + \int_s^t e^{-(t-t_{\ell(r)})A^2} P_N dW^Q(r).$$

We claim that the following auxiliary moment bound holds: there exists $C_\gamma(T) \in (0, \infty)$ such that for all $N \in \mathbb{N}$ and $\Delta t = T/K$ one has

$$\sup_{0 \leq s \leq T} \mathbb{E}[\| \tilde{Z}_N^{\Delta t}(s) \|^2] \leq C_\gamma(T).$$

(100)

Let us prove (100). Applying Itô’s isometry formula, one obtains for all $s \in [0, T]$

$$\mathbb{E}[\| \tilde{Z}_N^{\Delta t}(s) \|^2] = \int_0^s A^\top e^{-(s-t_{\ell(r)})A^2} P_N Q^{1/2} \| Z_{\ell(r)} \|_{L^2(H)}^2 dr.$$ 

On the one hand, in the space-time white noise case (Assumption I (i), $d = 1$, $Q = I$ and $\Gamma = \frac{3}{2}$), for all $s \in [0, T]$, one has

$$\mathbb{E}[\| \tilde{Z}_N^{\Delta t}(s) \|^2] \leq \int_0^s \sum_{j \in \mathbb{N}} \lambda_j^2 e^{-2(s-t_{\ell(r)})\lambda_j^2} dr \leq C_\gamma \int_0^s (s-r)^{-\frac{1}{2} + \frac{3+\Gamma}{4}} dr \leq C_\gamma(T).$$

On the other hand, in the trace-class noise case (Assumption I (ii), $d \in \{1, 2, 3\}$, $\text{Tr}(Q) < \infty$ and $\Gamma = 2$), for all $s \in [0, T]$, one has

$$\mathbb{E}[\| \tilde{Z}_N^{\Delta t}(s) \|^2] \leq \int_0^s \| A^\top e^{-(s-t_{\ell(r)})A^2} P_N \|_{L^2(H)}^2 \| Q^{1/2} \|_{L^2(H)}^2 dr \leq C_\gamma \int_0^s (s-r)^{-\frac{7}{2}} ds \text{Tr}(Q) \leq C_\gamma(T),$$

using the smoothing inequality (18). This concludes the proof of the auxiliary moment bound (100). We are now in position to prove the claim.
For all $0 \leq s < t \leq T$, applying Itô’s isometry formula, one has

\[
\mathbb{E}\|\hat{Z}_N^\Delta(t) - \hat{Z}_N^\Delta(s)\|_\gamma^2 = \mathbb{E}\|\left(e^{-((t-s)A^2)} - I\right)\hat{Z}_N^\Delta(s)\|_\gamma^2 \\
+ \mathbb{E}\int_s^t e^{-((t-r)A^2)}P_N dW^Q(r)\|_\gamma^2 \leq \mathbb{E}\|\left(e^{-((t-s)A^2)} - I\right)\hat{Z}_N^\Delta(s)\|_\gamma^2 \\
+ \int_s^t \|A_\gamma^2 e^{-((t-r)A^2)}P_N Q_\gamma^2\|_{L_2(H)}^2 dr.
\]

On the one hand, using the inequality (20) and applying the auxiliary moment bound (100) gives

\[
\mathbb{E}\|\left(e^{-((t-s)A^2)} - I\right)\hat{Z}_N^\Delta(s)\|_\gamma^2 \leq C_\gamma(T)|t_2 - t_1| \frac{\Gamma}{\gamma} \mathbb{E}\|\hat{Z}_N^\Delta(s)\|_{2+\Gamma}^2 \leq C_\gamma(T)|t_2 - t_1| \frac{\Gamma}{\gamma}.
\]

On the other hand, like in the proof of the inequality (100), two cases need to be considered. First, in the space-time white noise case (Assumption 1(i), $d = 1$, $\Gamma = \frac{3}{4}$), applying Itô’s isometry formula, one has for all $0 \leq s < t \leq T$,

\[
\mathbb{E}\int_s^t e^{-((t-r)A^2)}P_N dW^Q(r)\|_\gamma^2 \leq \int_s^t \|A_\gamma^2 e^{-((t-r)A^2)}P_N Q_\gamma^2\|_{L_2(H)}^2 dr \\
= \int_s^t \sum_{j \in \mathbb{N}} \lambda_j^\frac{\gamma}{2} e^{-2((t-s)A^2)\lambda_j^2} dr \\
\leq \int_s^t \sum_{j \in \mathbb{N}} \lambda_j^\frac{1}{2} \frac{\Gamma - \gamma}{2} \lambda_j^\frac{3}{4} e^{-2((t-s)A^2)\lambda_j^2} dr \\
\leq C_\gamma \int_s^t (t - r)^{-\frac{1}{4}} e^{-\frac{\gamma}{2} r} dr \\
\leq C_\gamma(T)(t - s)^{\frac{\Gamma - \gamma}{4}},
\]

using the identity $\frac{3}{4} - \frac{\gamma + \Gamma}{4} = \frac{3}{4} - \frac{\gamma}{4} = \frac{\Gamma - \gamma}{4}$ since $\Gamma = \frac{3}{4}$.

Second, in the trace-class noise case (Assumption 1(ii), $d \in \{1, 2, 3\}$, $\Gamma = 2$), applying Itô’s isometry formula, one has for all $0 \leq s < t \leq T$,

\[
\mathbb{E}\int_s^t e^{-((t-r)A^2)}P_N dW^Q(r)\|_\gamma^2 \leq \int_s^t \|A_\gamma^2 e^{-((t-r)A^2)}P_N Q_\gamma^2\|_{L_2(H)}^2 dr \\
\leq \int_s^t \|A_\gamma^2 e^{-((t-r)A^2)}P_N\|_{L_2(H)}^2 \|Q_\gamma^2\|_{L_2(H)}^2 dr \\
\leq C_\gamma \int_s^t (t - r)^{-\frac{\gamma}{4}} ds \text{Tr}(Q) \\
\leq C_\gamma(T)(t - s)^{\frac{\Gamma - \gamma}{4}},
\]

using the identity $1 - \frac{\gamma}{2} = \frac{\Gamma - \gamma}{2}$ since $\Gamma = 2$.

The proof of the inequality (80) is thus completed. Applying the Kolmogorov regularity criterion then concludes the proof of Lemma 1.1. \qed
Recall that $\tilde{X}^\Delta_N(0) = X_{N,0}$. Let us now define additional auxiliary processes as follows. For all $t \geq 0$, define

$$
\tilde{Z}^\Delta_{N:t,x_0}(t) = e^{-tA^2} P_N x_0 + \tilde{Z}^\Delta_N(t)
$$

and define the associated indicator functions

$$
\Gamma = \{ s \in \mathbb{R} : \tilde{Z}^\Delta_{N:t,x_0}(s) > 0 \}.
$$

Using the definition (63) of $\tilde{X}^\Delta_N$ and the definition (97) of $\tilde{Z}^\Delta_N$, observe that for all $t \in [0, T]$, one has

$$
(101) \quad \tilde{Y}^\Delta_N(t) = \int_0^t e^{-(t-s)A^2} \frac{-A P_N F(X_{t(s)})}{1 + \Delta t \| P_N F(X_{t(s)}) \|} ds.
$$

Finally, define the auxiliary processes $\tilde{R}^\Delta_N$ and $\tilde{\gamma}^\Delta_N$ as follows: for all $t \in [0, T]$, set

$$
(102) \quad \tilde{R}^\Delta_N(t) = -\int_0^t e^{-(t-s)A^2} A P_N F(\tilde{Y}^\Delta_N(s) + \tilde{Z}^\Delta_{N:t,x_0}(t_{t(s)})) ds
$$

and

$$
\tilde{\gamma}^\Delta_N(t) = \tilde{Y}^\Delta_N(t) - \tilde{R}^\Delta_N(t).
$$

The strategy of the proof of Theorem 6.1 is straightforward. First, one proves Lemma 7.2 and Lemma 7.3 below to obtain some moment bounds for the auxiliary processes $\tilde{\gamma}^\Delta_N$ and $\tilde{R}^\Delta_N$. Combining these results gives moment bounds for $\tilde{Y}^\Delta_N$, and using Lemma 7.4 one obtains moment bounds for $\tilde{X}^\Delta_N$. However, one cannot directly prove the moment bounds, and first one needs to prove moment bounds on some well-chosen events $\Omega^\Delta_N$ defined below. The proof of Theorem 6.1 below shows how to remove the indicator functions of those events. The arguments above are standard in the proof of moment bounds for named Euler schemes applied to SDEs and SPDEs. The arguments which are specific to the Cahn–Hilliard equation are given in the proof of Lemma 7.3 which is the most technical part of the analysis. Note that the techniques used to prove Lemma 7.3 are similar to those needed to prove the moment bounds (50) for $X(t)$ (see Section 5.1).

Let $\gamma \in (\Gamma_0, \Gamma)$ be given. Recall that this ensures that the conditions $\gamma \in (\frac{d}{2}, \Gamma) \backslash \{ \frac{3}{2} \}$ and $\gamma \geq 1 + \frac{d}{4}$ if $\Gamma = 2$ are satisfied. Let $\theta \in (0, 1)$ be a sufficiently small auxiliary parameter, upper bounds on $\theta$ are given below in the analysis. For all $k \in \{0, \ldots, K\}$, define the event

$$
\Omega^\Delta_{N,k} = \{ \sup_{0 \leq t \leq k} \| X_{N,t} \| \leq \Delta t^{-\theta} \},
$$

and define the associated indicator functions

$$
\chi^\Delta_{N,k} = 1_{\Omega^\Delta_{N,k}}.
$$

By convention, set $\Omega^\Delta_{N,-1} = \Omega$. Let us now state the auxiliary moment bounds for $\tilde{\gamma}^\Delta_N$ and $\tilde{R}^\Delta_N$.

**Lemma 7.2.** For all $\gamma \in (\Gamma_0, \Gamma)$, there exists a sufficiently small $\theta \in (0, 1)$ such that

$$
(103) \quad \sup_{0 \leq k \leq K} \left( \mathbb{E}[\chi^\Delta_{N,k-1} \sup_{0 \leq t \leq t_k} \| \tilde{\gamma}^\Delta_N(t) \|_{\gamma}^m] \right)^{\frac{1}{m}} \leq C_m(T)(1 + \| x_0 \|_2^\theta).
$$

**Lemma 7.3.** For all $\gamma \in (\Gamma_0, \Gamma)$, there exists a sufficiently small $\theta \in (0, 1)$ such that

$$
(104) \quad \sup_{0 \leq k \leq K} \left( \mathbb{E}[\chi^\Delta_{N,k-1} \sup_{0 \leq t \leq t_k} \| \tilde{R}^\Delta_N(t) \|_{\gamma}^m] \right)^{\frac{1}{m}} \leq C_m(T)(1 + \| x_0 \|_2^\theta).
$$

The value of the integer $q$ in the two statements below does not depend on the value of the regularity parameter $\gamma$.

To simplify the notation in the proofs below, set $\chi_k = \chi^\Delta_{N,k}$, $\tilde{X}(t) = \tilde{X}^\Delta_N(t)$, $X_k = X_{N,k}$, $\tilde{Z}^x_0(t) = \tilde{Z}^\Delta_{N:t,x_0}(t)$, $\tilde{Y}(t) = \tilde{Y}^\Delta_N(t)$, $\tilde{R}(t) = \tilde{R}^\Delta_N(t)$ and $\tilde{\gamma}(t) = \tilde{\gamma}^\Delta_N(t)$. All the upper bounds are uniform with respect to the omitted parameters $N \in \mathbb{N}$ and $\Delta t = T/K$, $K \in \mathbb{N}$. 
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PROOF OF LEMMA 7.2. Note that for all $t \in [0, T]$, one has

$$\tilde{r}(t) = \tilde{r}_1(t) + \tilde{r}_2(t),$$

where

$$\tilde{r}_1(t) = -\int_0^t e^{-\Theta s} A^2 \frac{-\Delta t\|F(X(t_s))\|_1 + \Delta t\|P_N F(X(t_s))\|_{\infty} A_P F(X(t_s))}{1 + \Delta t\|P_N F(X(t_s))\|_{\infty}} ds,$$

$$\tilde{r}_2(t) = -\int_0^t e^{-\Theta s} A^2 A_P \left(F(\tilde{Y}(t_{\ell(s)}) + \tilde{Z}^{x_0}(t_{\ell(s)})) - F(\tilde{Y}(s) + \tilde{Z}^{x_0}(t_{\ell(s)}))\right) ds.$$

Assume that the condition $\theta < 1/6$ is satisfied. First, for all $k \in \{0, \ldots, K\}$ and all $t \in [0, t_k]$, one has

$$\chi_{k-1}\|\tilde{r}_1(t)\|_\gamma \leq \chi_{k-1}\int_0^t (t-s)^{-\frac{1}{2}} \Delta t\|F(X(t_s))\|_\gamma^2 ds \leq C \chi_{k-1}\int_0^t (t-s)^{-\frac{1}{2}} \Delta t(1 + \|X(t_s)\|_\gamma^6) ds \leq C t^{\frac{1}{2}} \Delta t^{1-6\theta} \leq C(T).$$

This yields the inequality

$$\sup_{0 \leq k \leq K} \left(\mathbb{E}[\chi_{k-1} \sup_{0 \leq s \leq t_k} \|\tilde{r}_1(t)\|_\gamma^m]\right)^{\frac{1}{m}} \leq C_m(T).$$

It remains to prove a similar upper bound for $\tilde{r}_2(t)$. Introduce an auxiliary parameter $\kappa \in (0, \gamma - \frac{d}{T})$. One then has, for all $t \leq t_k$,

$$\chi_{k-1}\|\tilde{r}_2(t)\|_\gamma \leq C \chi_{k-1}\int_0^t (t-s)^{-\frac{1}{2}} \|F(\tilde{Y}(t_{\ell(s)}) + \tilde{Z}^{x_0}(t_{\ell(s)})) - F(\tilde{Y}(s) + \tilde{Z}^{x_0}(t_{\ell(s)}))\|_\gamma^\kappa ds \leq C \chi_{k-1}\int_0^t (t-s)^{-\frac{1}{2}} \|\tilde{Y}(t_{\ell(s)}) - \tilde{Y}(s)\|_\gamma^\kappa \mathcal{M}(s) ds,$$

where

$$\mathcal{M}(s) = 1 + \frac{\|\tilde{Y}(t_{\ell(s)})\|_\gamma^2 + \|\tilde{Y}(s)\|_\gamma^2 + \|\tilde{Z}^{x_0}(t_{\ell(s)})\|_\gamma^2}{\gamma^\kappa}.$$

On the one hand, one has

$$\chi_{k-1}\|\tilde{Y}(t_{\ell(s)}) - \tilde{Y}(s)\|_\gamma^\kappa \leq \chi_{k-1} \|e^{-\Theta(s-t_{\ell(s)}) A^2} - I\| \tilde{Y}(t_{\ell(s)})\|_\gamma^\kappa + \chi_{k-1}\int_{t_{\ell(s)}}^s \|e^{-\Theta(s-r) A^2} A_P F(X(t_r))\|_\gamma dr \leq C \Delta t^{\frac{\kappa}{2}} \|\tilde{Y}(t_{\ell(s)})\|_\gamma + C \Delta t^{\frac{\kappa}{2}} \chi_{k-1} (1 + \|X(t_s)\|_\gamma^3) \leq C \Delta t^{\frac{\kappa}{2}} \|\tilde{Y}(t_{\ell(s)})\|_\gamma + C \Delta t^{\frac{\kappa}{2}} \|\tilde{Z}^{x_0}(t_{\ell(s)})\|_\gamma.$$

On the other hand, one has for all $s \in [0, t_k)$

$$\chi_{k-1}\mathcal{M}(s) \leq C \chi_{k-1} (1 + \|\tilde{Y}(t_{\ell(s)})\|_\gamma^2 + \|\tilde{Y}(s) - \tilde{Y}(t_{\ell(s)})\|_\gamma^2 + \|\tilde{Z}^{x_0}(t_{\ell(s)})\|_\gamma^2) \leq C + C \Delta t^{\frac{\kappa}{2}} + C \Delta t^{2 \min\left(\frac{\kappa}{2}, \frac{1}{2}\right) - 6\theta} + C \Delta t^{\frac{\kappa}{2}} + \|\tilde{Z}^{x_0}(t_{\ell(s)})\|_\gamma^2.$$

Using the Cauchy–Schwarz inequality and Lemma 7.1 if $\theta$ is sufficiently small, one then obtains

$$\sup_{0 \leq k \leq K} \left(\mathbb{E}[\chi_{k-1} \sup_{0 \leq s \leq t_k} \|\tilde{Y}(t_{\ell(s)}) - \tilde{Y}(s)\|_\gamma^m \mathcal{M}(s)^m]\right)^{\frac{1}{m}} \leq C (1 + \|x_0\|_\gamma^3),$$

for some constant $C$. This completes the proof of Lemma 7.2.
which then gives
\[
\sup_{0 \leq k \leq K} \left( \mathbb{E} \left[ \chi_{k-1} \sup_{0 \leq t \leq t_k} \| \tilde{F}_2(t) \|_\gamma^m \right] \right)^{\frac{1}{m}} \leq C_m(T)(1 + \| x_0 \|_\gamma^2).
\]

Gathering the estimates concludes the proof of Lemma 7.1.

\[
\square
\]

**Proof of Lemma 7.3.** Note that the process \( \tilde{R} \) defined by (102) is solution of the evolution equation
\[
\frac{d \tilde{R}(t)}{dt} + A^2 \tilde{R}(t) + A P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^x_\gamma(t \ell(t))) = 0,
\]
with initial value \( \tilde{R}(0) = 0 \).

The proof of Lemma 7.3 requires to complete three steps, which use different arguments, similar to those that would be needed to prove moment bounds (30): first, energy estimates in the \( \| A^{-\frac{1}{2}} \cdot \| \) and \( \| \cdot \| \) norms; second, arguments depending on dimension \( d \) to obtain estimates in the \( \| \cdot \|_{L^\infty} \) norm; third, the mild formulation to get estimates in the \( \| \cdot \|_{L^\infty} \) norm.

- **Step 1:** let us prove that
\[
\sup_{0 \leq k \leq K} \left( \mathbb{E} \left[ \chi_{k-1} \sup_{0 \leq t \leq t_k} \| \tilde{R}(t) \|_\gamma^m \right] \right)^{\frac{1}{m}} \leq C_m(T)(1 + \| x_0 \|_\gamma^2).
\]

First, observe that \( \tilde{R}(t) \in \mathbb{H} \), therefore one has the following energy estimate in the \( \| A^{-\frac{1}{2}} P \cdot \| \) norm:
\[
\frac{1}{2} \frac{d}{dt} \| A^{-\frac{1}{2}} \tilde{R}(t) \|^2 + \| A^\frac{1}{2} \tilde{R}(t) \|^2 = -\langle F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^x_\gamma(t)), \tilde{R}(t) \rangle
\]
\[= -\langle F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^x_\gamma(t)) - F(\tilde{R}(t)), \tilde{R}(t) \rangle + \langle F(\tilde{R}(t)), \tilde{R}(t) \rangle
\]
\[= \langle \tilde{r}(t) + \tilde{Z}^x_\gamma(t), \tilde{R}(t) \rangle - \langle \tilde{r}(t) + \tilde{Z}^x_\gamma(t)^3, \tilde{R}(t) \rangle
\]
\[= -3\langle \tilde{r}(t) + \tilde{Z}^x_\gamma(t), \tilde{R}(t) \rangle - 3\langle \tilde{r}(t) + \tilde{Z}^x_\gamma(t), \tilde{R}(t) \rangle^2
\]
\[= -\| \tilde{R}(t) \|_{L^4}^4 + \| \tilde{R}(t) \|^2 - \langle F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^x_\gamma(t)), \tilde{R}(t) \rangle
\]
\[\leq -\frac{1}{2} \| \tilde{R}(t) \|_{L^4}^4 + \| \tilde{R}(t) \|^2 + C \| \tilde{r}(t) + \tilde{Z}^x_\gamma(t) \|^4_{L^4} - \frac{1}{2} \| A^{-\frac{1}{2}} \tilde{R}(t) \|^2 + \frac{1}{2} \| A^\frac{1}{2} \tilde{R}(t) \|^2 + C \| \tilde{r}(t) + \tilde{Z}^x_\gamma(t) \|^4_{L^4}.
\]

Applying Gronwall’s lemma yields the following inequality: for all \( t \in [0, T] \),
\[
\int_0^t \| A^{-\frac{1}{2}} \tilde{R}(s) \|^2 ds + \int_0^t \| \tilde{R}(s) \|^4_{L^4} ds \leq C(T) \sup_{0 \leq s \leq t} (\| \tilde{r}(s) \|^4_{L^4} + \| \tilde{Z}^x_\gamma(s) \|^4_{L^4}).
\]
Second, one has the energy estimate in the \(\|\cdot\|\) norm:

\[
\frac{1}{2} \frac{d}{dt} \|\tilde{R}(t)\|^2 + \|A\tilde{R}(t)\|^2 = -\langle AF(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t)), \tilde{R}(t)\rangle \\
= -\langle F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t)), A\tilde{R}(t)\rangle \\
= -\langle F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t)) - F(\tilde{R}(t)), A\tilde{R}(t)\rangle \\
- \langle F(\tilde{R}(t)), A\tilde{R}(t)\rangle \\
\leq \frac{1}{2} \|A\tilde{R}(t)\|^2 + \frac{1}{2} \|F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t)) - F(\tilde{R}(t))\|^2 \\
+ \|\nabla \tilde{R}(t)\|^2 - 3\|\nabla \tilde{R}(t)\tilde{R}(t)\|^2 \\
\leq \frac{1}{2} \|A\tilde{R}(t)\|^2 + \|\nabla \tilde{R}(t)\|^2 \\
+ C(1 + \|\tilde{r}(t)\|^6, \|\tilde{Z}^{x_0}(t)\|^6) (1 + \|\tilde{R}(t)\|^4_{L^4}) - 3\|\nabla \tilde{R}(t)\tilde{R}(t)\|^2,
\]

using Young’s inequality and the identity

\[
\langle \tilde{R}^3(t), A\tilde{R}(t)\rangle = -3\langle \nabla \tilde{R}(t)\tilde{R}(t), \nabla \tilde{R}(t)\rangle = -3\|\nabla \tilde{R}(t)\tilde{R}(t)\|^2.
\]

Using the inequality above, one obtains, for all \(t \in [0, T]\),

\[
\|\tilde{R}(t)\|^2 + \int_0^t \|A\tilde{R}(s)\|^2 ds + \int_0^t \|\nabla \tilde{R}(s)\tilde{R}(s)\|^2 ds \\
\leq C(T) \int_0^t \|A^\frac{1}{2} \tilde{R}(s)\|^2 ds + C(T) \int_0^t (1 + \|\tilde{r}(s)\|^6, \|\tilde{Z}^{x_0}(s)\|^6) (1 + \|\tilde{R}(s)\|^4_{L^4}) ds \\
\leq C(T) \sup_{0 \leq s \leq t} (\|\tilde{r}(s)\|^4_{L^4} + \|\tilde{Z}^{x_0}(s)\|^4_{L^4}) \\
+ C(T) \sup_{0 \leq s \leq t} (1 + \|\tilde{r}(s)\|^6, \|\tilde{Z}^{x_0}(s)\|^6) \int_0^t (1 + \|\tilde{R}(s)\|^4_{L^4}) ds \\
\leq C(T) \sup_{0 \leq s \leq t} (1 + \|\tilde{r}(s)\|^{10}_{L^4} + \|\tilde{Z}^{x_0}(s)\|^{10}_{L^4}).
\]

Using the moment bound from Lemma 7.2 then concludes the proof of the claim (105).

Note that one also obtains the inequalities

\[
\sup_{0 \leq k \leq K} \left( \mathbb{E}[\chi_{k-1} \left( \int_0^{t_k} \|A\tilde{R}(t)\|^2 dt \right)^m] \right)^{\frac{1}{m}} \leq C_m(T) (1 + \|x_0\|^q) \\
\sup_{0 \leq k \leq K} \left( \mathbb{E}[\chi_{k-1} \left( \int_0^{t_k} \|\nabla \tilde{R}(t)\tilde{R}(s)\|^2 ds \right)^m] \right)^{\frac{1}{m}} \leq C_m(T) (1 + \|x_0\|^q)
\]

which are used below.

• Step 2: let us prove that

\[
\sup_{0 \leq k \leq K} \left( \mathbb{E}[\chi_{k-1} \sup_{0 \leq t \leq t_k} \|\tilde{R}(t)\|^m_{L^4}] \right)^{\frac{1}{m}} \leq C_m(T) (1 + \|x_0\|^q).
\]

Different strategies are necessary to treat the cases \(d = 1\) and \(d = 2, 3\).
First, assume that \( d = 1 \). Using the definition \([102]\) of \( \tilde{R}(t) \), the Sobolev inequality \([31]\), the smoothing property \([18]\), and the fact that \( F \) is a polynomial function of degree 3, one obtains
\[
\|\tilde{R}(t)\|_{L^5} \leq \int_0^t \| e^{-(t-s)\Delta^2} AF(\tilde{R}(s) + \tilde{r}(s) + \tilde{Z}^{x_0}(t_{\ell}(s))) \|_{L^6} ds \\
\leq C \int_0^t \| e^{-(t-s)\Delta^2} A^{1+\frac{2}{15}} F(\tilde{R}(s) + \tilde{r}(s) + \tilde{Z}^{x_0}(t_{\ell}(s))) \|_{L^6} ds \\
\leq C \int_0^t (t-s)^{-\frac{7}{12}} \| F(\tilde{R}(s) + \tilde{r}(s) + \tilde{Z}^{x_0}(t_{\ell}(s))) \|_{L^6} ds \\
\leq C \int_0^t (t-s)^{-\frac{7}{12}} (1 + \| \tilde{R}(s) \|_{L^6}^3 + \| \tilde{r}(s) \|_{L^6}^3 + \| \tilde{Z}^{x_0}(t_{\ell}(s)) \|_{L^6}^3) ds.
\]

On the one hand, one has \( \| \tilde{r}(s) \|_{L^6} \leq \| \tilde{r}(s) \|_{\gamma} \) and \( \| \tilde{Z}^{x_0}(t_{\ell}(s)) \|_{L^6} \leq \| \tilde{Z}^{x_0}(t_{\ell}(s)) \|_{\gamma} \) for all \( s \leq t \leq t_k \).

On the other hand, using the Gagliardo-Nirenberg inequality \([35]\) and Young’s inequality, one obtains
\[
(t-s)^{-\frac{7}{12}} \| \tilde{R}(s) \|_{L^6}^3 \leq C \| A\tilde{R}(s) \|_{\gamma}^3 (t-s)^{-\frac{7}{12}} \| \tilde{R}(s) \|_{\gamma}^3 \\
\leq C \| A\tilde{R}(s) \|_{\gamma}^3 + C(t-s)^{-\frac{7}{12}} \| \tilde{R}(s) \|_{\gamma}^3.
\]

Using the inequalities proved above then concludes the proof of the claim \([106]\) in the case \( d = 1 \).

Second, assume that \( d = 2 \) or \( d = 3 \). The mapping \( t \mapsto J(\tilde{R}(t)) = \frac{1}{2} \| \tilde{R}(t) \|_{L^2}^2 + \frac{1}{4} \| \tilde{R}(t) \|_{L^4}^4 - \frac{1}{2} \| \tilde{R}(t) \|_{L^2}^2 \), where \( J \) is the energy functional defined by \([37]\), satisfies the evolution equation
\[
\frac{dJ(\tilde{R}(t))}{dt} = \langle A\tilde{R}(t) + F(\tilde{R}(t)), \frac{d\tilde{R}(t)}{dt} \rangle \\
= -\langle A\tilde{R}(t), A^2 \tilde{R}(t) \rangle - \langle A\tilde{R}(t), AP_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \rangle \\
- \langle F(\tilde{R}(t)), A^2 \tilde{R}(t) \rangle - \langle F(\tilde{R}(t)), AP_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \rangle \\
= -\langle A^{\frac{3}{2}} \tilde{R}(t), A^{\frac{3}{2}} \tilde{R}(t) \rangle - \langle A^{\frac{3}{2}} \tilde{R}(t), A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \rangle \\
- \langle A^{\frac{3}{2}} P_N F(\tilde{R}(t)), A^{\frac{3}{2}} \tilde{R}(t) \rangle - \langle A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \rangle \\
= -\| A^{\frac{3}{2}} \tilde{R}(t) + A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \|_{L^2}^2 \\
+ \langle A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))), A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \rangle \\
+ \langle A^{\frac{3}{2}} \tilde{R}(t), A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \rangle \\
- \langle A^{\frac{3}{2}} \tilde{R}(t), A^{\frac{3}{2}} P_N F(\tilde{R}(t)) \rangle \\
- \langle A^{\frac{3}{2}} P_N F(\tilde{R}(t)), A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \rangle \\
= -\| A^{\frac{3}{2}} \tilde{R}(t) + A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \|_{L^2}^2 \\
+ \langle F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))), A^{\frac{3}{2}} \tilde{R}(t) + AP_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \rangle \\
= -\| A^{\frac{3}{2}} \tilde{R}(t) + A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \|_{L^2}^2 \\
+ \langle A^{\frac{1}{2}} F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))), A^{\frac{3}{2}} \tilde{R}(t) + A^{\frac{3}{2}} P_N F(\tilde{R}(t) + \tilde{r}(t) + \tilde{Z}^{x_0}(t_{\ell}(t))) \rangle.
\]

Using Young’s inequality, and the fact that \( J(\tilde{R}(0)) = 0 \) and \( A^{\frac{1}{2}} (F(\tilde{R}(s) + \tilde{r}(s) + \tilde{Z}^{x_0}(t_{\ell}(s)))) - F(\tilde{R}(s)) \in \mathbb{H} \), one obtains the inequality
\[
J(\tilde{R}(t)) \leq \frac{1}{2} \int_0^t \| F(\tilde{R}(s) + \tilde{r}(s) + \tilde{Z}^{x_0}(t_{\ell}(s))) - F(\tilde{R}(s)) \|_{L^2}^2 ds
\]
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for all $t \in [0, T]$. Using the identity $\nabla F(R) = (2R^2 - 1)\nabla R$, one obtains for all $s \in [0, T]$

$$\|F(\tilde{R}(s) + \bar{r}(s) + \tilde{Z}^{x_0}(t_\ell(s))) - F(\tilde{R}(s))\|_1^2$$

$$= \|(2\tilde{R}(s)^2 - 1)\nabla \tilde{R}(s) - 2(\tilde{R}(s) + \bar{r}(s) + \tilde{Z}^{x_0}(t_\ell(s))) - 1)\nabla (\tilde{R}(s) + \bar{r}(s) + \tilde{Z}^{x_0}(s))\|_2^2$$

$$\leq C\|\bar{r}(s) + \tilde{Z}^{x_0}(t_\ell(s))\|_{L_x}^2 \|
abla \tilde{R}(s)\|_2^2$$

$$+ C\|\tilde{r}(s) + \tilde{Z}^{x_0}(t_\ell(s))\|_{L_x}^2 \|
abla (\tilde{r}(s) + \tilde{Z}^{x_0}(t_\ell(s)))\|_{L^4}^2$$

$$+ C\|\nabla (\tilde{r}(s) + \tilde{Z}^{x_0}(t_\ell(s)))\|_{L^4}^2 \|	ilde{R}(s)\|_{L^4}^4$$

$$\leq C(1 + \|\bar{r}(s)\|_{H^1}^4 + \|\tilde{Z}(t_\ell(s))\|_{H^1}^4)(1 + \|\nabla \tilde{R}(s)\|^2 + \|\tilde{R}(s)\|_{L^4}^2 + \|	ilde{R}(s)\|_{L^4}^4),$$

using the inequality $\|\nabla \cdot\|_{L^4} \leq C\|\nabla \cdot\|_{L^4} \leq C\|\cdot\|_{L^4} \leq C\|\cdot\|_{\gamma}$, which follows from the Sobolev embedding $H^1 \subset L^4$, see the inequality [38], and from the condition $\gamma \geq 1 + \frac{d}{4}$.

One then obtains

$$\chi_{k-1} \sup_{0 \leq t \leq t_k} J(\tilde{R}(t)) \leq C\chi_{k-1} \sup_{0 \leq t \leq t_k} \left(1 + \|\bar{r}(t)\|_{H^1}^4 + \|\tilde{Z}(t)\|_{H^1}^4\right)$$

$$\cdot \chi_{k-1} \int_0^{t_k} (1 + \|\nabla \tilde{R}(t)\|^2 + \|	ilde{R}(t)\|_{L^4}^2 + \|	ilde{R}(t)\|_{L^4}^4) dt.$$

Using the previous inequalities and Hölder’s inequality, one obtains

$$\sup_{0 \leq t \leq T} \left(\mathbb{E}[\chi_{k-1} \sup_{0 \leq t \leq t_k} |J(\tilde{R}(t))|^m]\right)^{\frac{1}{m}} \leq C_m(T)(1 + \|x_0\|_{\gamma}).$$

Finally, using the Sobolev embedding $H^1 \subset L^6$, for all $d \in \{2, 3\}$, see the inequality [39], and the lower bound $\frac{1}{4}\|\cdot\|_{L^6}^4 - \frac{1}{2}\|\cdot\|_{L^2}^2 \geq -C$, for all $t \in [0, T]$ one has

$$\|\tilde{R}(t)\|_{L^6}^6 \leq C\|\tilde{R}(t)\|_{H^1}^2 \leq C(J(\tilde{R}(t)) + 1).$$

Using the inequalities proved above then concludes the proof of the claim [105] in the case $d \in \{2, 3\}$.

• Step 3: let us finally prove the required estimate. Using the condition $\gamma \in (\frac{d}{2}, \Gamma)$, one has $\frac{1}{2} + \frac{d}{\Gamma} < 1$. Using the definition of $\tilde{R}(t)$ and the smoothing inequality, for all $t \in [0, T]$, one has

$$\|\tilde{R}(t)\|_{\gamma} \leq \int_0^t \|e^{-\tau - A^2} AP^N F(\tilde{R}(s) + \bar{r}(s) + \tilde{Z}^{x_0}(t_\ell(s)))\|_{\gamma} ds$$

$$\leq C \int_0^t (t - s)^{-\frac{1}{2} - \frac{d}{2}} F(\tilde{R}(s) + \bar{r}(s) + \tilde{Z}^{x_0}(t_\ell(s))) ds$$

$$\leq C \int_0^t (t - s)^{-\frac{1}{2} - \frac{d}{2}} \left(1 + \|\tilde{R}(s)\|_{L^6}^3 + \|\bar{r}(s)\|_{L^6}^3 + \|	ilde{Z}(t_\ell(s))\|_{L^6}^3\right) ds$$

since $F$ is a polynomial of degree 3. One then obtains the inequality

$$\chi_{k-1} \sup_{0 \leq t \leq t_k} \|\tilde{R}(t)\|_{\gamma} \leq C(T) \chi_{k-1} \sup_{0 \leq t \leq t_k} \left(\|\tilde{R}(t)\|_{L^6}^3 + \|\bar{r}(t)\|_{L^6}^3\right) + \sup_{0 \leq t \leq T} \|\tilde{Z}^{x_0}(t)\|_{\gamma}^3.$$

It remains to use the inequalities proved above to conclude the proof of Lemma 3.2.
PROOF OF Theorem 3.2. Using the estimates from Lemmas 7.1, 7.2 and 7.3, and the identity

\[ \hat{X}(t) = \hat{R}(t) + \hat{r}(t) + \hat{Z}^{x_0}(t), \]

one obtains

(107) \[ \sup_{0 \leq k \leq K} \left( \mathbb{E}\left[ \chi_{k-1} \sup_{0 \leq t \leq t_k} \| \hat{X}(t) \|_\gamma \right] \right)^\frac{1}{\gamma} \leq C_m(T)(1 + \| x_0 \|_\gamma^2). \]

Let us now prove the following inequality:

(108) \[ \sup_{0 \leq k \leq K} \left( \mathbb{E}\left[ (1 - \chi_k) \sup_{0 \leq t \leq t_k} \| \hat{X}(t) \|_\gamma \right] \right)^\frac{1}{\gamma} \leq C_m(T)(1 + \| x_0 \|_\gamma^2). \]

Using the identity

\[ \chi_{k-1} - \chi_k = \mathbbm{1}_{\{0 \leq t \leq k-1\}} \mathbb{E}[X_t \mid X_t \leq \Delta t^{-\theta}] - \mathbbm{1}_{\{0 \leq t \leq k\}} \mathbb{E}[X_t \mid X_t \leq \Delta t^{-\theta}] = \chi_{k-1} \mathbbm{1}_{\{X_t \leq \Delta t^{-\theta}\}}, \]

and the convention \( \chi_{-1} = 1 \), one has

\[ 1 - \chi_k = \sum_{\ell=0}^{k} (\chi_{\ell-1} - \chi_\ell) = \sum_{\ell=0}^{k} \chi_{\ell-1} \mathbbm{1}_{\{X_t \leq \Delta t^{-\theta}\}}. \]

for all \( k \in \{0, \ldots, K\} \). As a consequence, one has

\[ \mathbb{E}\left[ (1 - \chi_k) \sup_{0 \leq t \leq t_k} \| \hat{X}(t) \|_\gamma \right] \leq \sum_{\ell=0}^{k} \mathbb{E}\left[ \chi_{\ell-1} \mathbbm{1}_{\{X_t \leq \Delta t^{-\theta}\}} \sup_{0 \leq t \leq t_k} \| \hat{X}(t) \|_\gamma \right] \leq \sum_{\ell=0}^{k} \mathbb{E}\left[ \chi_{\ell-1} \Delta t^{m(\theta)\theta} \| X_t \|_\gamma^{m(\theta)} \right] \frac{1}{\gamma} \mathbb{E}\left[ \sup_{0 \leq t \leq t_k} \| \hat{X}(t) \|_\gamma^{2m} \right] \frac{1}{2m}, \]

using Markov’s inequality in the last step, with the auxiliary parameter \( m(\theta) \geq 1 \) chosen below.

On the one hand, one has for all \( \ell \in \{0, \ldots, K\} \)

\[ \mathbb{E}\left[ \chi_{\ell-1} \Delta t^{m(\theta)\theta} \| X_t \|_\gamma^{m(\theta)} \right] \frac{1}{\gamma} \leq C_{m,M,\theta}(T) \Delta t^{\frac{M}{2m(\theta)\theta}} (1 + \| x_0 \|_\gamma^{m(\theta)}) \frac{1}{4m}. \]

On the other hand, one has \( \hat{X}(t) = \hat{Y}(t) + \hat{Z}^{x_0}(t) \), therefore

\[ \| \hat{X}(t) \|_\gamma \leq \| x_0 \|_\gamma + \| \hat{Z}(t) \|_\gamma + \int_0^t \frac{e^{-(t-s)}A^2}{1 + \Delta t} \| P_N F(X_{\ell(s)}) \|_\gamma ds \]
\[ \leq \| x_0 \|_\gamma + \| \hat{Z}(t) \|_\gamma + \int_0^t \frac{(t-s)^{\frac{\gamma}{1+\gamma}}}{1 + \Delta t} \| P_N F(X_{\ell(s)}) \|_\gamma ds \]
\[ \leq \| x_0 \|_\gamma + \| \hat{Z}(t) \|_\gamma + \frac{1}{\Delta t} \int_0^t (t-s)^{-\frac{\gamma}{1+\gamma}} ds. \]

This gives

\[ \left( \mathbb{E}\left[ \sup_{0 \leq t \leq t_k} \| \hat{X}(t) \|_\gamma^{2m} \right] \right)^\frac{1}{2m} \leq \left( \mathbb{E}\left[ \sup_{0 \leq t \leq T} \| \hat{X}(t) \|_\gamma \right] \right)^\frac{1}{2m} \leq C_m(T) \Delta t^{-1}(1 + \| x_0 \|_\gamma). \]

Gathering the two estimates and using the inequality \( k \leq K = \frac{T}{\Delta t} \) then gives

\[ \left( \mathbb{E}\left[ (1 - \chi_k) \sup_{0 \leq t \leq t_k} \| \hat{X}(t) \|_\gamma \right] \right)^\frac{1}{\gamma} \leq C_{m,\theta}(T) \Delta t^{-2}(1 + \| x_0 \|_\gamma) \frac{1}{\gamma} \left( \mathbb{E}\left[ \sup_{0 \leq t \leq T} \| \hat{X}(t) \|_\gamma \right] \right)^\frac{1}{2m} \leq C_{m,\theta}(T) \Delta t^{-2}(1 + \| x_0 \|_\gamma) \frac{1}{\gamma} \left( \mathbb{E}\left[ \sup_{0 \leq t \leq T} \| \hat{X}(t) \|_\gamma \right] \right)^\frac{1}{2m}. \]

Choosing \( m(\theta) = \max\left\{ \frac{4m}{\theta}, 1 \right\} \) then gives the required estimate.
Finally, using the inequality $\chi_K \leq \chi_{K-1}$, one obtains

$$
\left( \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| \bar{X}(t) \|_{\gamma}^m \right] \right)^{\frac{1}{m}} \leq \left( \mathbb{E} \left[ \left( 1 - \chi_K \right) \sup_{0 \leq t \leq t_K} \| \bar{X}(t) \|_{\gamma}^m \right] \right)^{\frac{1}{m}}

+ \left( \mathbb{E} \left[ \chi_K \sup_{0 \leq t \leq t_K} \| \bar{X}(t) \|_{\gamma}^m \right] \right)^{\frac{1}{m}}

\leq C_m(T)(1 + \| x_0 \|_{\gamma}^\ell).
$$

This concludes the proof of Theorem 3.2. \end{proof}
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