Graphene and bilayer graphene (BLG) are interesting materials for spintronics thanks to the small spin-orbit coupling and the low nuclear spin density, which promise long spin relaxation and coherence times \[ T \] \[ ^{1,2} \]. While spin relaxation in graphene has been extensively studied in recent years in the context of spin transport \[ ^{3,5} \], very little is known about the relaxation of single-electron spins confined to a graphene or BLG quantum dot. This despite the fact that graphene quantum dots have received much attention, both in theory \[ ^{6-8} \] and experimental van-der-Waals stacking techniques \[ ^{22,31} \]. The formation of well tunable tunneling barriers is indeed in the right order of magnitude, i.e. there are no unexpected relaxation processes with a time-scale below 0.5 \( \mu \)s. This result represents an important step towards the investigation of spin coherence times in graphene-based quantum dots and the implementation of spin-qubits.

In this work, we present high-frequency, transient-current spectroscopy measurements on a single-electron quantum dot in BLG. From these measurements, we obtain a lower bound for the relaxation time of single electron spin states of 0.5 \( \mu \)s. When applying a MHz square pulse to the gate defining the QD, we observe transient currents through single-electron excited states, which have the opposite spin than the ground state. Measuring the current as a function of the pulse width, we extract characteristic blocking times, after which transient currents are suppressed. We find that the blocking times of the first three excited spin states match well with blocking processes of charge carriers tunneling from the leads into unoccupied states below the bias window, rather than relaxation processes within the QD itself, making the extracted value of 0.5 \( \mu \)s merely a lower bound to the spin lifetimes of the excited states in single-electron BLG QDs. Our result shows both (i) that it is possible to perform pulse-gate experiments on gate-defined BLG QDs on graphitic gates, and (ii) that the development of clean van der Waals heterostructures where BLG is encapsulated into hexagonal boron nitride (hBN) \[ ^{22} \] and a graphite crystal is used as a back gate \[ ^{23} \] has allowed the realization of gate-defined quantum dots in BLG. This progress has stimulated numerous experiments demonstrating single-electron occupation \[ ^{15,17,24} \], excited state spectroscopy \[ ^{19} \], charge detection \[ ^{20} \], the electron-hole crossover \[ ^{18} \], and, most recently, tunable valley g-factors \[ ^{21} \]. However, so far no high-frequency gate control and transient current spectroscopy has been implemented in such systems and thus no dynamic processes in few-electron or single-electron BLG QDs have been investigated. High-frequency gate manipulation is a key requirement for possible spin-qubit operation, where it is used to prepare, manipulate and read-out electron spin states in quantum dots \[ ^{25,28} \]. Furthermore, it is also a versatile tool to study the dynamics and the life-times of excited states in QDs, including spin relaxation times \[ ^{29,30} \].

A schematic illustration of the device investigated in this study is shown in Fig. 1(a). The device has been fabricated from a BLG flake encapsulated between two hBN crystals of approximately 25 nm thickness using conventional van-der-Waals stacking techniques \[ ^{22,31} \]. The
FIG. 1. (a) Schematic of the device. A combination of a graphite back gate and split gates (SGs) are used to form a narrow conductive channel in the bilayer graphene. The finger gate (FG) is used to define the quantum dot and is connected to a bias-tee, allowing to apply AC pulses and DC voltages to the same gate. Inset: Illustration of a square pulse with pulse widths $\tau_A$ and $\tau_B$ and amplitude $V_A$. (b) False-color atomic force micrograph of the device showing the split gates and six finger gates (the FG used for the experiment is highlighted). (c) Band edge diagram along the channel, illustrating the formation of a QD induced by a positive $V_{FG}$ pushing the conduction band edge below the Fermi level $E_F$. (d) Conductance $G$ as a function of $V_{FG}$ at a bias voltage of $V_g = 0.3$ mV. Numbers indicate the electron occupation $N$ of the QD in the regions of Coulomb blockade. Inset: Finite bias spectroscopy $dI/dV$ data. The scale bar corresponds to $\Delta V_{FG} = 100$ mV.

The heterostructure is placed on a graphite flake, which acts as a back gate (BG) $^{10}$. Cr/Au split gates with a lateral separation of 80 nm are deposited on top of the heterostructure. Isolated from the split gates by 30 nm thick atomic layer deposited Al$_2$O$_3$, we fabricate 100 nm wide finger gates (FGs) with a pitch of 150 nm to define individual quantum dots. Fig. 1(b) shows an atomic force micrograph of the gate pattern. For details of the fabrication process, we refer to Ref. $^{10}$.

In order to perform pulsed gating experiments, the sample is mounted on a printed circuit board which is equipped with low pass filtered DC lines (1 nF capacitors to ground) as well as unfiltered 50 $\Omega$ impedance matched AC lines. One of the FGs is connected to a commercial bias-tee allowing for AC and DC control on the very same gate (Fig. 1(a)). The ohmic contacts and all other gates are connected to filtered DC lines to reduce charge noise. All measurements are performed in a $^3$He/$^4$He dilution refrigerator at a base temperature of around 10 mK, and at an electron temperature of around 60 mK using a combination of DC-measurements and standard low-frequency lock-in techniques.

In order to form a single-electron QD, we first open a band gap in the BLG area below the split gates by applying a perpendicular electric displacement field. At a back gate voltage of $V_{BG} = -2$ V and a split gate (SG) voltage of $V_{SG} = 1.2$ V, we induce a band gap of $\approx 25$ meV $^{32,34}$ and fix the Fermi energy inside the gap in all regions below the SGs. This leaves a p-doped channel between the split gates, which connects source and drain (Fig. 1(b)). Subsequently, we apply a positive voltage $V_{FG}$ to the finger gate in order to locally overcompensate the potential set by the back gate. This creates a p-n-p band profile along the channel (see Fig. 1(c)) where the Fermi energy crosses twice the band gap. These gapped regions act as tunneling barriers separating the QD from the reservoirs $^{14,15,17}$.

The electron occupation of the QD can be well controlled between zero and fifteen electrons by tuning $V_{FG}$. The conductance through the device as a function of $V_{FG}$ is shown in Fig. 1(d). The Coulomb peaks are arranged in groups of four, representing the fourfold shell filling pattern due to the spin and valley degeneracy in BLG in the absence of a magnetic field $^{15,35}$. The increase in conductance at $V_{FG} < 8$ V arises from the formation of a continuous p-doped channel connecting the reservoirs without any tunneling barriers, as the Fermi level underneath the FG is pushed into the valence band. In order to estimate the energy scales and the size of the formed QD, finite bias spectroscopy measurements are performed.
We determine a charging energy of $E_C \approx 5$ meV, corresponding to a QD capacitance of $C_{tot} = e^2/E_C \approx 32$ aF. The size of the QD is estimated by a simple plate capacitor model taking into account a BLG disk and the graphite back gate, resulting in a dot diameter of approximately 110 nm, which is in reasonable agreement with the lithographic dimensions of the device (80 nm × 100 nm).

Next, we focus on the high frequency response of the transport through the single-electron QD. We use an arbitrary waveform generator (Tektronix AWG7082C) to generate an AC square-pulse with variable amplitude, $V_A$, and frequency $f$. The AC signal is combined with the DC gate voltage, $V_{FG}$, through a bias tee at the mixing chamber of the cryostate and is applied to the FG (Fig. 3(a)). First, we apply a low frequency ($f = 100$ kHz) square pulse with a duty cycle of $D = \tau_A/(\tau_A + \tau_B) = 50\%$. Here, the variation of $V_{AC}$ is much slower than the tunneling rates. Thus, the system can follow the pulse adiabatically resulting only in a splitting of the Coulomb peaks into two peaks of equal amplitude (see peaks labelled A and B in Fig. 3(a)). The separation of the peaks increases linearly with the pulse amplitude $V_A$ (see Figs. 2(a,b)). At $V_A = 2$ V, the peaks are shifted by $\Delta V_{FG} = \pm 13.7$ mV relative to the Coulomb peak position at $V_A = 0$ V. This peak splitting is in agreement with the attenuation of 36 dB installed on the high frequency lines of our setup. As expected, the two split peaks show approximately half the conductance compared to the Coulomb peak at $V_A = 0$ V.

In order to study the spin dynamics of a single-electron in the BLG QD, we now focus on the first charge transition ($N = 0$ to 1) and apply a perpendicular magnetic field, $B_{||}$, to lift the spin and valley degeneracy of the QD and, crucially, to reduce the tunneling rates between the QD and the source-drain reservoirs. At $B_{||} = 1.5$ T, a tunneling current of $I \approx 720$ fA at $V_A = 0$ V is observed, corresponding to a combined tunneling rate through the QD of $\Gamma = I/e = \Gamma_L \Gamma_R / (\Gamma_L + \Gamma_R) \approx 4.5$ MHz. Note that the response time of the QD is given by the fastest tunneling rate to the leads, $\max(\Gamma_L, \Gamma_R)$. Fig. 3(a) shows the average number of electrons passing through the dot per pulse cycle, $\langle n \rangle / \text{pulse} = I/e(\tau_A + \tau_B)$, as a function of $V_A$ and $\Delta V_{FG} = V_{FG} - V_{FG}(V_A = 0)$, when applying a square pulse with a frequency of $f = 6.26$ MHz. Here, the QD can still follow the applied potential adiabatically and only ground state (GS) transport is observed (white dashed lines). By further increasing the magnetic field to $B_{||} = 1.8$ T, we reduce the DC tunneling current to $I \approx 60$ fA, corresponding to a combined tunneling rate of $\Gamma \approx 0.37$ MHz. Transient currents via several excited states (ESs), e.g. ES$_1$, ES$_2$ and ES$_3$, become visible (see colored dashed lines in Fig. 3(b)) in addition to the ground state transport (white dashed lines). Features with the opposite slope correspond to ES transitions which contribute to transport during $\tau_A$ (white arrows). We compare the data with DC finite bias spectroscopy data (see Fig. 3(c)) in order to verify that the observed transitions match electronic excited states. Outside the charging lines of the ground state (GS), highlighted by black and white dashed lines, multiple electronic excited states can be observed as peaks in the differential conductance. The blue, purple and red dashed
lines highlight the first three excited state transitions, observed in the transient current spectroscopy. We attribute the occurrence of this rich excited state spectrum to states of higher orbitals, which move down in energy due to the coupling of the orbital-dependent valley magnetic moment to $B_\parallel$. From the bias asymmetry of the tunneling currents observed in Fig. 3(c), we estimate an asymmetry of the left and right tunneling barrier of $Γ_L/Γ_R \approx 5$.

To shed light on the spin texture of ES$_1$ to ES$_3$, we apply an additional in-plane magnetic field, $B_\parallel$, which exclusively couples to the spin degree of freedom. The energy of ES$_1$ to ES$_3$ as a function of the total magnetic field $|B|$ is shown in Fig. 3(d). The black dashed line corresponds to a spin g-factor of 2, which matches all three transitions, indicating that all ES transitions observed in the transient current spectroscopy require a spin flip, in order to relax into the ground state. The absence of ES with the same spin as the GS might be explained by fast relaxation processes into the GS, if no spin-flip is required.

In order to determine the characteristic time scales of the transient processes, we study their dependence on the pulse width $τ_B$. Fig. 3(e) shows the average number of electrons $\langle n⟩$ per pulse cycle as a function of $ΔV_{FG}$ and $τ_B$ at $V_A = 1.2$ V (see black arrow in Fig. 3(a)). As expected, $⟨n⟩$/pulse increases with $τ_B$ for the ground state (black) and ES$_1$ to ES$_3$ (blue, purple, red), whereas the features related to $τ_A$ remain constant (black arrows). Fig. 3(f) shows $⟨n⟩$/pulse, averaged over all $τ_B$ values shown in Fig. 3(e) as a function of $ΔV_{FG}$. The colored solid lines are fits to the individual excited states and highlight the different visibilities of these states.

Fig. 4 shows cuts through Fig. 3(e) at constant $ΔV_{FG}$ (see dashed lines in Fig. 3(e)) as a function of $τ_B$. For transport through the GS (see Fig. 4(a)) no relaxation processes occur. This results in a steady state tunneling current through the dot, which is proportional to the fraction of the pulse duration, during which the GS lies in the bias window [$I \propto τ_B/(τ_A + τ_B)$; see upper right schematics in Fig. 4(a)]. As expected, $⟨n⟩$/pulse increases linearly with $τ_B$. The slope is given by the combined tunneling rate of the left and right barrier resulting in $Γ \approx 0.36$ MHz, which is in excellent agreement with $Γ$ extracted from the DC current above.

Transient currents through excited states are suppressed by Coulomb blockade, once the GS or an energetically lower lying ES become occupied either by relaxation processes or by direct tunneling from the reservoirs. These processes become more probable with increasing $τ_B$, resulting in a saturation of the average number of electrons tunneling through the dot per AC pulse cycle, from which we extract the blocking time $1/γ$, after which the transient current is blocked (see schematics in Fig. 4(b)). Figs. 4(b)-4(d) show the transient currents passing the dot via ES$_1$ (blue), ES$_2$ (purple) and ES$_3$ (red) as a function of $τ_B$. In all three cases, we observe a saturation at long $τ_B$ due to the described blocking mechanisms. Following previous work, we fit a model of exponential saturation $⟨n⟩$/pulse $= Γ(1 − e^{−τ_Bγ})$ to the data, where $γ$ is the average blocking rate of the transient current $[29, 30, 37, 38]$. For the first ES, we observe a characteristic blocking time of $1/γ_1 \approx 500$ ns, while transport via the second and third ES is blocked after 150 ns and 70 ns, respectively. The higher blocking rates for the second and third ES can be understood in terms of additional mechanisms contributing to the blocking rate, if more unoccupied (excited) states reside below the bias window (see schematics in Fig. 4), which can be populated by tunneling from the reservoirs or relaxation processes.
As the characteristic blocking time \(1/\gamma_1\) is influenced by the relaxation rate of ES\(_1\) to the GS, as well as by direct tunneling of electrons from the reservoirs into the GS, it provides just a lower bound for the relaxation time of ES\(_1\). In fact, \(1/\gamma_1\) is on the same order as \(1/(\Gamma_R + \Gamma_L)\), suggesting that \(\gamma_1\) is dominated by direct tunneling into the GS from source and drain. In order to reduce the influence of blocking processes due to tunneling of electrons from the reservoirs, one would need to further reduce the tunnel rates and control the asymmetry between the left and right tunneling rates. Since the observed transient currents on the order of 50 fA are close to the detection limit, this requires a capacitive readout of the tunneling events, using a charge detector. When comparing, the extracted lower bounds for lifetimes of single-electron spin states in BLG to similar experiments in other material systems such as such as III-V semiconductor heterostructure [39] and carbon nanotubes [40], we find that similar values on the order of 0.5 \(\mu\)s have been reported in these systems, all rather limited by the detection scheme.

To conclude, we have shown high-frequency gate manipulation of a single-electron BLG QD. Our transient current spectroscopy measurements of single-electron spin states give a lower bound for electronic relaxation times exceeding 0.5 \(\mu\)s, confirming that BLG is a promising material for spintronics and potentially interesting for spin-based solid-state quantum computing. Our work motivates future experiments with better control over the dot-lead tunneling rates and integrated charge detectors enabling single-shot read-out for extracting more information on the spin dynamics in this system. Independently, the presented results is an important step towards the implementation of graphene based spin-qubits, which are now really within reach.
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