Abstract—Sampled Dense Times Dense Matrix Multiplication (SDDMM) and Sparse Times Dense Matrix Multiplication (SpMM) appear in diverse settings, such as collaborative filtering, document clustering, and graph embedding. Frequently, the SDDMM output becomes the input sparse matrix for a subsequent SpMM operation. Existing work has focused on shared memory parallelization of these primitives. While there has been extensive analysis of communication-minimizing distributed 1.5D algorithms for SpMM, no such analysis exists for SDDMM or the back-to-back sequence of SDDMM and SpMM, termed FusedMM. We show that distributed memory 1.5D and 2.5D algorithms for SpMM can be converted to algorithms for SDDMM with identical communication costs and input / output data layouts. Further, we give two communication-eliding strategies to reduce costs further for FusedMM kernels: either reusing the replication of an input dense matrix for the SDDMM and SpMM in sequence, or fusing the local SDDMM and SpMM kernels. We benchmark FusedMM algorithms on Cori, a Cray XC40 at LBNL, using Erdős-Rényi random matrices and large real-world sparse matrices. On 256 nodes with 68 cores each, 1.5D FusedMM algorithms using either communication eliding approach can save at least 30% of time spent exclusively in communication compared to executing a distributed-memory SpMM and SDDMM kernel in sequence. Our 2.5D communication-eliding algorithms save 21% of communication time compared to the unoptimized sequence. On real-world matrices with hundreds of millions of edges, all of our algorithms exhibit at least a 10x speedup over the SpMM algorithm in PETSc. On these matrices, our communication-eliding techniques exhibit runtimes up to 1.6 times faster than an unoptimized sequence of SDDMM and SpMM. We embed and test the scaling of our algorithms in real-world applications, including collaborative filtering via alternating-least-squares and inference for attention-based graph neural networks.
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I. INTRODUCTION

Sampled Dense-Dense Matrix Multiplication (SDDMM) and Sparse-Times-Dense Matrix Multiplication (SpMM) have become workhorse kernels in a variety of computations. Their use in matrix completion [1] and document similarity computation [2] is well documented, and they are the main primitives used in graph learning [3]. The recent interest in Graph Neural Networks (GNNs) with self-attention has led libraries such as Amazon Deep Graph Library (DGL) [4] to expose SDDMM and SpMM primitives to users. Typical applications make a call to an SDDMM operation and feed the sparse output to an SpMM operation, repeating the pair several times with the same nonzero pattern (but possibly different values) for the sparse matrix. We refer to the back-to-back sequence of an SDDMM and SpMM as FusedMM.

Several works optimize SDDMM and SpMM kernels in shared memory environments, or on accelerators such as GPUs [5]–[7]. Separately, there have been prior efforts [8]–[10] to optimize distributed memory SpMM by minimizing processor to processor communication. There is no significant work, however, on distributed algorithms for SDDMM or FusedMM.

We make three main contributions. First, we show that every sparsity-agnostic distributed-memory algorithm for SpMM can be converted into a distributed-memory algorithm for SDDMM that uses the same input / output data distribution and has identical communication cost. Second, we give two methods to elide communication when executing an SDDMM and SpMM in sequence (FusedMM): replication reuse, which elides a second replication of an input matrix, and local kernel fusion, which allows local SDDMM and SpMM operations to execute on the same processor without intervening communication. These methods not only eliminate unnecessary communication rounds, they also enable algorithms that replicate dense matrices to scale to higher or lower replication factors (depending on which of the two methods used). Third, we demonstrate, both in theory and practice, these algorithms that replicate or shift sparse matrices perform best when the ratio of nonzeros in the sparse matrix to the number of nonzeros in the dense matrices is sufficiently low. When the number of nonzeros in the sparse matrix approaches the number of nonzeros in either of the dense matrices, algorithms that shift or replicate dense matrices become favorable. Our work gives, to the best of our knowledge, the first benchmark of 1.5D SpMM and SDDMM algorithms that cyclically shift sparse matrices and replicate a dense matrix, which enables efficient communication scaling when the input dense matrices are tall and skinny. It also gives the first head-to-head comparison between sparse shifting and dense shifting 1.5D algorithms, which we show outperform each other depending on the problem setting.

II. DEFINITIONS

Let $A \in \mathbb{R}^{m \times r}, B \in \mathbb{R}^{n \times r}$ be dense matrices and let $S \in \mathbb{R}^{m \times n}$ be a sparse matrix. The SDDMM operation produces
a sparse matrix with sparsity structure identical to $S$ given by

$$SDDMM(A, B, S) := S \ast (A \cdot B^T)$$

(1)

where $\ast$ denotes elementwise multiplication and $\cdot$ denotes matrix-matrix multiplication. Computing the output with a dense matrix multiplication followed by element-wise multiplication with $S$ is inefficient, since we only need to compute the output entries at the nonzero locations of $S$.

For clarity of notation when describing our distributed memory algorithms, we distinguish between the SpMM operation involving $S$ that takes $B$ as an input vs. the operation involving $S^T$ that takes $A$ as an input. Specifically, define

$$\text{SpMM}(S, B) := S \cdot B$$
$$\text{SpMB}(S, A) := S^T \cdot A$$

where the suffix $A$ or $B$ on each operation refers to the matrix with the same shape as the output. The distinction is useful for applications such as alternating least squares and graph attention networks, which require both operations at different points in time. Finally, we borrow notation from prior works on the SDDMM-SpMM sequence [11] and use FusedMMA, FusedMMB to denote operations that are compositions of SDDMM with SpMM or SpMB, given as

$$\text{FusedMMA}(S, A, B) := \text{SpMM}(SDDMM(A, B, S), B)$$
$$\text{FusedMMB}(S, A, B) := \text{SpMB}(SDDMM(A, B, S), A)$$

### III. Existing Work

#### A. Shared Memory Optimization

Local SpMM and SDDMM operations are bound by memory bandwidth compared to dense matrix multiplication. Accelerating either SpMM or SDDMM in a shared memory environment, such as a single CPU node or GPU, typically involves blocking a loop over the nonzeros of $S$ to optimize cache reuse of the dense matrices [6]. For blocked SDDMM and SpMM kernels, the traffic between fast and slow memory is exactly modeled by the edgecut-1 metric of a hypergraph partition induced on $S$ (treating the rows of $S$ as hyperedges and the columns as vertices, with nonzeros indicating pins). Jiang et al. [7] reorder the sparse matrix to minimize the connectivity metric, thereby reducing memory traffic. Instead of reordering $S$, Hong et al. [5] adaptively choose a blocking shape tuned to the sparsity structure to optimize performance. Both optimizations require expensive processing steps on the sparse matrix $S$, which are typically amortized away by repeated calls to the kernel.

#### B. Distributed Sparsity-Aware Algorithms

We can divide distributed-memory implementations for both SpMM and SDDMM into two categories: sparsity-aware algorithms, and sparsity-agnostic bulk communication approaches. In the former category, the dense input matrices are partitioned among processors along with the sparse matrix nonzeros $(i, j)$, such that each processor owns at least one of $A_{ij}$ or $B_{ij}$. When processing $(i, j)$, if a processor does not own one of the two dense rows needed, it fetches the embedding from another processor that owns it [10]. Such approaches work well when $S$ is very sparse. They also benefit from graph / hypergraph partitioning to reorder the sparse matrix, which can reduce the number of remote fetches that each processor must make while maintaining load balance. Such approaches suffer, however, from the overhead of communicating the specific embeddings requested by processors, which typically requires round-trip communication. As $S$ gets denser, processors are better off broadcasting all of their embeddings.

#### C. Sparsity Agnostic Bulk Communication Algorithms

Sparsity agnostic algorithms resemble distributed dense matrix multiplication algorithms by broadcasting, shifting, and reducing block rows and block columns of $A$, $B$, and $S$. These methods cannot significantly benefit from graph partitioning and they often rely on a random permutation of the sparse matrix to load balance among processors.

Such algorithms are typically described as 1D, 1.5D, 2D, 2.5D, or 3D. 1D and 2D algorithms are memory-optimal, with processors requiring no more aggregate memory than the storage required for inputs and outputs (up to a small constant factor for communication buffering). 1.5D, 2.5D, and 3D algorithms increase collective memory consumption of at least one of the three operands to asymptotically decrease communication costs. In this work, we will consider only 1.5D and 2.5D algorithms, since 1D, 2D, and 3D algorithms are special cases of these two.

Koanantakool et al. show when $A$, $B$, and $S$ are all square, 1.5D SpMM algorithms that cyclically shift the sparse matrix yield superior performance [8]. They only benchmark multiplication of all square matrices, which does not cover the more common case where $r \ll m, n$. For graph embedding problems, $r$ is typically between 64 and 512, whereas $m$ and $n$ can be in tens to hundreds of millions. For this case of tall-skinny dense matrices, Tripathy et al. introduced CAGNET, which trains graph neural networks on hundreds of GPUs using 1.5D and 2.5D distributed SpMM operations [12]. They, along with Selvitopi et al. [9], showed that 2D algorithms for SpMM suffer from diminished arithmetic intensity as processor count increases. In contrast, both demonstrate that 1.5D algorithms communicating dense matrices exhibit excellent scaling with processor count. Selvitopi et al. did not consider 2.5D algorithms, however, and neither work benchmarked 1.5D algorithms that cyclically shift sparse matrices. In addition, the 2.5D algorithms in CAGNET only replicate the dense matrix, whereas it is also possible to construct implementations that only replicate the sparse matrix.

#### D. Background on Dense Distributed Linear Algebra

Our sparsity-agnostic algorithms resemble 1.5D and 2.5D variants of the the Cannon and SUMMA distributed dense GEMM algorithms [13], [14]. In the 2.5D Cannon-like algorithm to compute compute the matrix product $X = YZ$, the submatrix domains of the output $X$ are replicated among processors [15]. E.g., for every entry $X_{ij}$, different processors compute different parts of the inner product $Y_{ik} \cdot Y_{kj}$ and
reduce their results at the end. The inputs are both propagated during the algorithm: submatrices of $A$ and $B$ are cyclically shifted between processors in stages. The SUMMA algorithm replaces the stages of cyclic shifts with broadcast collectives. 1.5D variants of these algorithms keep at least one of the three matrices stationary: submatrices of a stationary matrix are distributed among processors, but they are not broadcast, reduced, or shifted. It is possible to modify these algorithms so that an input matrix is replicated rather than an output.

Our algorithm design is dictated by choosing which submatrices we keep stationary, replicate, and propagate. While these choices do not matter for dense GEMM if all matrices are square, they impact our kernels due to the sparsity of $S$ and the extremely rectangular shapes of $A$ and $B$.

Kwasniewski et al. recently proposed COSMA [16], which uses the classic red-blue pebbling game to design an optimal parallelization scheme for distributed dense GEMM with matrices of varying shapes. Their communication-minimizing algorithms achieve excellent performance relative to SCALAPACK and recent high performance matrix multiplication work. COSMA, however, does not account for sparsity in either inputs or outputs. Our work, furthermore, focuses on the FusedMM computation pattern commonly found in applications, which provides further opportunities for communication minimization than considering the SpMM and SDDMM kernels in isolation.

IV. DISTRIBUTED MEMORY ALGORITHMS FOR SDDMM AND FUSEDMM

This section highlights the connection between SpMM and SDDMM and gives a high-level procedure to convert between algorithms that compute each one. This enables us to use a single input distribution to compute SDDMM, SpMM, and SpMBB, at the cost of possibly replicating the sparse matrix $S$ by a factor of 2 to store its transpose. Each kernel requires the same amount of communication. Next, we give two communication elision strategies when we execute an SDDMM and an SpMM operation in sequence, with the output of the SDDMM feeding into the SpMM (a FusedMM operation). Optimizing for the sequence of the two kernels reduces communication overhead compared to simply executing one distributed algorithm followed by the other. Subsequently, we detail the implementation of those high-level strategies.

A. The Connection between SDDMM and SpMM

SDDMM and SpMM have identical data access patterns, which becomes clear when we compare their serial algorithms (take SpMMB here). Letting sparse matrix $R$ be the SDDMM output and letting $(i,j)$ index a nonzero entry of $S$, we have $R_{ij} = S_{ij} (A_{i} \cdot B_{j}^T)$ with $R$ set to zero where $S$ is 0. Compare this equation to each step required to compute $A_{ik} = \text{SpMM}(S, B)$: for every nonzero $(i, j)$ of $S$, we perform the update $A_{ik} \leftarrow S_{ij} B_{jk}$. For both SDDMM and SpMM, each nonzero of $S$ results in an interaction between a row of $A$ and a row of $B$.

Now consider any distributed memory algorithm for SpMM that does not replicate its input or output matrices during computation. For each nonzero $(i, j)$ and for every index $k \in [1, r]$, this algorithm must co-locate $S_{ij}$, $A_k$, and $B_{jk}$ on some processor and compute $A_{ik} \leftarrow S_{ij} B_{jk}$. Transform the algorithm as follows:

1) Change the input sparse matrix $S$ to an output matrix initialized to 0.
2) Change $A$ from an output matrix to an input matrix.
3) Have each processor execute local update $S_{ij} \leftarrow A_{ik} B_{jk}$.

Then for all nonzeros $(i, j)$ and every index $k \in [1, r]$, the processors collectively execute computations to overwrite $S$ with $A B^T$ masked at the nonzeros of $S$. This is exactly the SDDMM operation up to multiplication of $A B^T$ with the values initially in $S$. If the output distribution of $S$ is identical to its input distribution after execution, then the post-multiplication with the initial values in $S$ does not require additional communication. A similar transformation converts an algorithm for SpMBB into an algorithm for SDDMM.

We can extend this transformation procedure to algorithms that replicate input and output matrices. Typically, inputs are replicated via broadcast, while output replication requires a reduction at the end of the algorithm to sum up temporary buffers across processors. Since we interchange in the input / output role between matrices $A$ and $S$, we convert broadcasts of the values of $S$ in SpMM to reductions of its values in SDDMM, and reductions of $A$ to broadcasts.

Algorithms 1 and 2 illustrate the transformation procedure outlined above by giving unified algorithms to compute SDDMM, SpMM, and SpMBB. The local update executed by each processor changes based on the kernel being executed, and initial broadcasts / terminal reductions depend on whether matrices function as inputs or outputs.

B. Strategies for Distributed Memory FusedMM

FusedMMA computes each row of its output as

$$FusedMMA(A, B, S)_{ij} := \sum_{j \mid (i, j) \in \text{nnz}(S)} S_{ij} (A_{ij} \cdot B_{j}) B_{ij},$$

which is a sum of rows $j$ of matrix $B$ weighted by the dot products between rows $j$ of $B$ and rows $i$ of $A$. The analogous equation for FusedMM replaced $S_{ij}$ with $S_{ij}^T = S_{ji}$. The simplest distributed implementation for FusedMM computes the intermediate SDDMM, stores it temporarily, and feeds the result directly to SpMM, exploiting the common data layout for inputs and outputs exploiting in the previous section. The communication cost for this implementation is twice that of either a single SpMM operation or SDDMM operation. Such an algorithm for FusedMMA takes the following structure:

1) Replicate dense matrices $A$, $B$ in preparation for SDDMM (if either $A$ or $B$ is replicated)
2) Propagate matrices, compute SDDMM
3) Reduce SDDMM output $R$ (if sparse matrix is replicated)
4) Replicate dense matrix $B$ in preparation for SpMM (if $B$ is replicated)
5) Propagate matrices, compute SpMMA
6) Reduce output matrix $A$ (if $A$ is replicated)

In the outline above, propagation refers to any communication that excludes replication of inputs / outputs (for example, cyclic shifts of buffers in Cannon’s algorithm). Increased replication factors allow us to decrease propagation cost, but increase the required memory and result in a higher cost to perform the replication. Choosing the optimal replication factor involves minimizing the sum of the communication overhead paid in replication and propagation. We can save communication in two ways: first by reducing the replication cost, and second by reducing the propagation cost. Figure 1 illustrates both.

(1) Replication Reuse: This approach performs only a single replication of an input matrix in both the SDDMM and SpMM computations. If we replicate the dense matrix $B$, before the SDDMM operation, we don’t require a second replication before the SpMM phase, nor do we need a reduction of the output buffer.

(2) Local Kernel Fusion: This approach combines the two propagation steps, 2 and 5, into a single phase while only replicating matrix $A$. Using locally available data at each propagation step, it requires performing a local SDDMM and SpMM in sequence without intermediate communication. Thus, local kernel fusion with any data distribution that divides $A$ and $B$ by columns would yield an incorrect result. From the standard definition of FusedMMA, we must compute the dot product $\langle A_{i,:}, B_{j,:} \rangle$ that scales every row of $B$ before aggregating those rows, requiring us to complete the SDDMM before performing any aggregation. The 1.5D algorithm that replicates and shifts dense matrices (Section V) co-locates entire rows of $A$ and $B$ on the same processor during the stages of computation, and is the only candidate that can take advantage of local kernel fusion. Besides the communication savings that they offer, optimized local FusedMM functions (e.g., [11]) can improve performance by eliding intermediate storage of the SDDMM result.

Although applying either method would provide moderate communication savings without modifying any other aspect of the algorithm, their utility really lies in allowing us to change the degree of replication for any algorithm that replicates a dense matrix. Algorithms that employ replication reuse can achieve lower communication overhead at higher replication factors compared to an unoptimized sequence of calls. Intuitively, increasing the replication factor enables the algorithm to trade away more overhead in the propagation phase before the cost of replication becomes overwhelming. By contrast, algorithms that employ local kernel fusion can achieve lower communication overhead at lower replication factors. The algorithm requires less replication to balance off the lower cost of propagation. Note that these strategies are mutually exclusive; applying them both to 1.5D dense shifting algorithms would require propagating a separate accumulation buffer in the propagation phase, which destroys the benefit of local kernel fusion.

While we have discussed strategies for FusedMMA, we obtain algorithms for FusedMBB by interchanging the roles of $A$ and $B$ and replacing matrix $S$ with its transpose $S^T$. In practice, this amounts to storing two copies of the sparse matrix across all processors, one with the coordinates transposed.

V. ALGORITHM DESCRIPTIONS

We consider formulations for SpMM detailed previously [8], [9], [12], but some with key modifications. We arrive at each algorithm by deciding which of the three matrices $A$, $B$, and $S$ to replicate, propagate, or keep stationary (see figure 2). We consider formulations where only a single matrix is replicated enabling us to scale to higher replication factors and take advantage of both communication-eliding strategies described above.

Let $p$ be the total processor count. We list the input distributions of all matrices in Table 1. Each matrix is partitioned by blocks into a grid with the specified dimension. The product of these dimensions may exceed the total processor count because processors can own multiple non-contiguous blocks, as in block row / column cyclic distributions. The third column of Table 1 gives the processor that initially owns a block $(i, j)$ as an $(u, v)$ or $(u, v, w)$ tuple, which identifies the processor position within a 2D / 3D grid. For the 2.5D sparse replicating
algorithm, "∗" means all processors along the third axis of the grid share the coordinates of block \((i, j)\). Figure 3 illustrates the data movement in our algorithms for 8 processors with a replication factor of 2. We will refer to the grid axis along which inputs are reduced or gathered as the "fiber axis." It is the second dimension of the computational grid for 1.5D algorithms and the third dimension for 2.5D algorithms.

To analyze our algorithms, we use the \(\alpha, \beta, \gamma\) model where \(\alpha\) is the per-message latency, \(\beta\) is the inverse-bandwidth, and \(\gamma\) is the cost per FLOP performed locally on each processor. Since our algorithms communicate blocks of matrices, they exchange at most a small multiple of \(p\) messages, each of which is a large block of a matrix. Therefore, we focus on minimizing the number of data words communicated by each processor, the coefficient of inverse-bandwidth in our model. In the analysis that follows, we use "communication cost" to mean the maximum amount of time that any processor spends sending and receiving messages.

We assume sends and receives can make independent progress on each node and use the costs for collectives in the literature [17]. To aid the analysis, assume \(m \approx n\), and let \(\phi\) be the ratio of the number of nonzeros in \(S\) to the number of nonzeros of dense matrix \(B\), i.e., \(\phi = n_{nz}(S)/nr\).

### A. 1.5D Dense Shifting, Dense Replicating

1.5D algorithms operate on a \((p/c) \times c\) processor grid, where \(c \geq 1\) is the replication factor. We can interpret the 1.5D dense shifting, dense replicating algorithm as \(c\) layers of concurrently executing 1D algorithms. To decrease communication as the processor count increases, the 1.5D dense shifting, dense replicating algorithm replicates one of the two dense matrix inputs, propagates the other dense matrix, and keeps the remaining sparse matrix stationary on each processor.

The procedure is detailed in Algorithm 1 and illustrated in Figure 3. The sparse matrix \(S\) is stored with a column block cyclic distribution across the grid layers. The processors begin by allocating a buffer \(T\) for the replicated matrix \(A\), keeping \(T\) initially 0 if \(A\) is an output buffer and otherwise all-gathering blocks of \(A\) of size \((n/p) \times r\) within each fiber axis if \(A\) is an input (replication). For \(p/c\) phases, algorithms cyclically shift their local blocks of the matrix \(B\) (propagation). Finally, if \(A\) is the output of the computation, the buffer \(T\) is reduce-scattered to processors within the fiber. Increasing the replication factor \(c\) decreases communication costs incurred within each layer due to cyclic shifts of \(B\), but increases the communication cost of all-gather / reduce-scatter primitives between layers.

### Algorithm 1: Unified 1.5D Algorithm Moving Dense Matrices for SpMMA, SpMBM, SDDMM

**Input:** \(Mode \in \{SDDMM, SpMMA, SpMBM\}\)

**Data:** Dense Matrices \(A, B\), and sparse matrices \(S, R\) distributed on a \(\frac{p}{c} \times c\) grid

**Result:** One of \(A, B, R\) filled with the output of an SpMMA, SpMBM, or SDDMM computation, depending on \(Mode\)

```
1. \(T :=\) Zeros\((cn/P, R)\);
2. if \(Mode \in \{SDDMM, SpMBM\}\) then
   3. Allgather\((A_{loc}, T, fiber-axis)\);
   4. for \(i = 1 \ldots p/c\) do
      5. if \(Mode == SDDMM\) then
         6. \(R_{loc} += SDDMM(T, B_{loc}, S_{loc,i})\);
      else if \(Mode == SpMMA\) then
         7. \(T += SpMMA(S_{loc,i}, B_{loc})\);
      else
         10. \(B_{loc} += SpMBM(S_{loc,i}, T)\);
      end
      11. Cyclic Shift \(B_{loc}\) within layer;
      12. end
   13. if \(Mode == SpMMA\) then
      14. Reduce-Scatter\((T, A_{loc}, fiber-axis)\);
```

**Communication analysis, No Elision:** Consider a pair of SDDMM and SpMMA operations that execute as two sequential calls to Algorithm 1 with no intervening communication elision. The all-gather and reduce-scatter primitives operate on dense block of size \(nrc/p\) within each fiber, which contains \(c\) processors. Since all-gather happens within SDDMM and reduce-scatter happens within SpMMA, they communicate \(2((c-1)/c)(nrc/p)\) words. Each layer contains \(p/c\) processors and executes \(2p/c\) cyclic shifts of dense blocks with size \(nr/p\).
Each cyclic shift communicates \( nr/p \) words. Multiplying by the number of phases and adding to the cost of communication along fibers gives a communication cost \( nr(2(c - 1)/p + 2/c) \). Differentiating this expression and setting equal to 0, we find that \( c = \sqrt{p} \) minimizes the cost.

**Communication analysis, Replication Reuse:** If we apply replication reuse to optimize FusedMMA (by interchanging the roles of \( A \) and \( B \), replacing \( S \) with \( S^T \), and performing an SpMMB), we eliminate the terminal reduce-scatter operation, yielding a communication cost \( nr((c - 1)/p + 2/c) \). The optimal replication factor \( c \) becomes \( c = \sqrt{2p} \). Since we have less overall communication within each fiber, we can afford to increase replication further to drive down the cost of cyclic shifts within each layer. The ratio of the communication cost to the version without FusedMM elision for the optimal choice of \( c \) in each is \((1 - 2\sqrt{2p})/(2 - 4\sqrt{p})\),

which for \( p \to \infty \) tends to \( 1/\sqrt{2} \). Thus, we save roughly 30% of communication compared to executing two kernels in sequence.

**Communication analysis, Local Kernel Fusion:** If we use the local kernel fusion strategy to optimize FusedMMA, we need only a single round of \( p/c \) cyclic shifts instead of two. We still require an initial all-gather and terminal reduce-scatter, giving \( nr(2(c - 1)/p + 1/c) \) words communicated. The smaller communication cost from cyclic shifts yields an optimal replication factor \( c = \sqrt{p}/2 \), since communication within each fiber costs more relative to the cyclic shifts. The ratio of the communication cost of local kernel fusion to the case without any communication elision for the optimal choice of replication factors approaches \( 1/\sqrt{2} \) as \( p \to \infty \), meaning that either communication eliding strategy produces the same reduction in communication. Local kernel fusion, however, is the only algorithm that permits local FusedMMA operations on each processor, since it does not divide row and column embeddings along the short \( R \)-axis.

**B. 1.5D Sparse Shifting, Dense Replicating**

1.5D algorithms that shift the sparse matrix operate analogously to the dense shifting, dense replicating algorithm. In this case, the sparse matrix is propagated while the non-replicated dense matrix is stationary on each processor. Koanantakool et al. [8] showed that 1.5D SpMM algorithms are more efficient than 2.5D algorithms when \( m = n = r \). Their work, however, both replicates and shifts the sparse matrix to decrease latency at high processor counts and improve local SpMM throughput. Their approach was also motivated by working with all square matrices, which means that any dense replication proves prohibitively expensive in comparison to the sparse matrix communication. By contrast, our dense matrices are tall-skinny. We cyclically shift the sparse matrix and replicate the dense input matrix to reduce communication at high processor counts. This is advantageous when \( \text{nnz}(S) \) is significantly smaller than \( nr \). The \( c \) layers of the grid still participate in reduce-scatters / all-gathers of an input matrix, but within each layer, block rows of the sparse matrix \( S \) are cyclically shifted, and we now divide \( A \) and \( B \) by block columns rather than block rows. Dividing the dense matrices by columns, however, can significantly hurt local kernel throughput on some architectures [12].

**Communication Analysis, FusedMM:** We again apply replication reuse to optimize the FusedMM operation. The algorithm incurs the communication cost of \( 2p/c \) cyclic shifts of an average of \( \text{nnz}(S)/p \) nonzeros each; each nonzero consists of three words when the sparse matrix is in coordinate format. We add this to a single all-gather operation on blocks of size \( nr/p \).
across the $c$ processes in each fiber to produce an aggregate cost
\[
6 \left( \frac{\text{nnz}(S)}{c} \right) + \frac{nr(c - 1)}{p}
\]
(2)
where the first term arises from cyclic shifts and the second term arises from the all-gather. For ease of analysis, we replace $\text{nnz}(S)$ with $\phi nr$ (see the earlier definition of $\phi$) and optimize for $c$ to get $c = \sqrt{6p}\phi$. When $\phi$ is low and $c < 1$, we interpret this as indicating that no amount of replication is favorable. When $c < 1$, the optimal communication cost is $6\phi nr$, and when $c > 1$ (which occurs at higher processor counts), the communication cost is
\[
\frac{nr}{\sqrt{p}} \left( 2\sqrt{6\phi} - \frac{1}{\sqrt{p}} \right)
\]
(3)
Ignoring the lower order $1/\sqrt{p}$ term, Equation 3 indicates that when $\phi$ is low, the sparse shifting algorithm performs better than the 1.5D dense shifting algorithm. As $\phi$ increases, the dense shifting 1.5D algorithm performs better.

C. 2.5D Dense Replicating Algorithms

2.5D algorithms operate on a $\sqrt{p}/c \times \sqrt{p}/c \times c$ grid. We can interpret each layer as executing a concurrent version of SUMMA / Cannon on a square 2D grid. This 2.5D algorithm replicates a dense matrix and cyclically shifts a sparse matrix and the remaining dense matrix within each layer. Algorithm 2 gives pseudocode of the procedure; processors within each layer cyclically shift both $S$ and $B$ along processor row, resp. column, axes, while blocks of $A$ are reduce-scattered or all-gathered along the fiber-axis at the beginning (and end). As written, the algorithm requires an initial shift of its inputs to correctly index blocks of the matrices. In practice, applications do not need to perform this initial shift if they fill the input and output buffers appropriately. Thus, we don’t include the initial shift in our communication analysis.

Communication Analysis, FusedMM: We can only apply replication reuse when using 2.5D dense replicating algorithms, as the input dense matrices are divided by columns among processors. The communication analysis is similar to the 1.5D FusedMM algorithms, so we omit the details for brevity. The optimal replication factor is $c = p^{1/3}(1 + 3\phi)^{2/3}$. The resulting optimal cost is
\[
\frac{nr}{p^{2/3}} \left( \frac{2 + 6\phi}{(1 + 3\phi)^{1/3}} + (1 + 3\phi)^{2/3} - \frac{1}{p^{1/3}} \right) = O \left( \frac{nr\phi^{2/3}}{p^{2/3}} \right)
\]
Notice the factor $p^{2/3}$ in the denominator, as opposed to $p^{1/2}$ for the 1.5D algorithms. As with the 1.5D sparse shifting algorithm, replication is less favorable when $\phi$ is low and becomes more favorable as $\phi$ increases.

D. 2.5D Sparse Replicating Algorithms

2.5D sparse replicating algorithms operate similarly to the dense replicating version, except that both dense matrices cyclically shift within each layer and the nonzeros of the sparse matrix are reduce-scattered / all-gathered along the fiber axis. The algorithm has the attractive property that only the nonzero values need to be communicated along the fiber axis, since the nonzero coordinates do not change between function calls. In contrast to the dense replicating algorithm, the 2.5D sparse replicating algorithm divides the dense embedding matrices into successively more block columns as $c$ increases. Because this algorithm does not replicate dense matrices, it cannot benefit from communication elision when performing a FusedMM operation.

Communication Analysis, No Communication Elision To execute an SDDMM and SpMM in sequence, the sparse replicating 2.5D algorithm executes an initial all-gather to accumulate the sparse matrix values at each layer of the processor grid, and an all-reduce (reduce-scatter + all-gather) between the SDDMM and SpMM calls. Over both propagation steps, it executes $4\sqrt{pc}$ cyclic shifts of dense blocks containing $nr/p$ words. The optimal replication factor is $c = p^{1/3} (2/(3\phi))^{2/3}$, and the resulting optimal communication cost is
\[
\frac{nr\phi^{1/3}}{p^{2/3}} \left( \sqrt{2(5\phi + 2\phi^3)} - \frac{3\phi^{2/3}}{p^{1/3}} \right) = O \left( \frac{nr\phi^{1/3}}{p^{2/3}} \right)
\]
Note the factor $\phi^{1/3}$ instead of $\phi^{2/3}$; for $\phi > 1$, this is an improvement, and when $\phi < 1$ but is sufficiently far away from 0, the difference is subsumed by the constant factors in front of the expression. Note also that the optimal value of $c$ has $\phi^{2/3}$ in its denominator, indicating that a sparser input $S$ benefits from higher replication.
E. Summary

Table \[III\] summarizes the analysis in the previous sections by giving communication and latency costs for each of the algorithms above embedded in the FusedMM procedure. It also lists the dimensions of the matrices used in each local call to either SDDMM or SpMM. Table \[LV\] gives the optimal replication factors for our algorithms.

Our theory predicts that 1.5D algorithms with correctly tuned replication factors will marginally outperform the 2.5D algorithms over a range of processor counts, sparse matrix densities, and dense matrix widths. The choice to use a dense shifting or sparse shifting 1.5D algorithm depends on the value of $\phi$ in the specific problem instance. Figure 6 (Section \[VI\]) illustrates and evaluates these predictions.

VI. EXPERIMENTS

We ran experiments on Cori, a Cray XC40 system at Lawrence Berkeley National Laboratory, on 256 Xeon Phi Knights Landing (KNL) CPU nodes. Each KNL node is single socket CPU containing 68 cores running at 1.4 GHz with access to 96 GiB of RAM \[18\]. KNL nodes communicate through an Aries interconnect with a Dragonfly topology.

Our implementation employs a hybrid OpenMP / MPI programming model, with a single MPI rank and 68 OpenMP threads per node. We use the MPI_I Send and MPI_Irecv primitives for point-to-point communication, as well as the blocking collectives MPI_Reduce_scatter and MPI_Allgather. To load balance among the processors, we randomly permute the rows and columns of sparse matrices that we read in.

We use the Intel Math Kernel Library (MKL version 18.0.1.163) to perform local SpMM computations. Because the MKL sparse BLAS does not yet include an SDDMM function, we wrote a simple implementation that uses OpenMP to parallelize the collection of independent dot products required in the computation. We rely on CombBLAS \[19\] for sparse matrix IO and to generate distributed Erdős-Rényi random sparse matrices. We use Eigen \[20\] as a wrapper around matrix buffers to handle local dense linear algebra. Our code is available online\[1\].

A. Baseline Comparisons

Our work presents, to the best of our knowledge, the first distributed-memory implementation of SDDMM for general matrices. There is no comparable library to establish a baseline. Among the PETSc, Trilinos, and libSRB libraries, only PETSc offers a distributed-memory SpMM implementation as a special case of the MatMatMult routine \[21\], which we compare against. Since PETSc does not support hybrid OpenMP / MPI parallelism \[22\], we ran benchmarks with 68 MPI ranks per node (1 per core). To ensure a fair benchmark against FusedMM algorithms that make a call to both SDDMM and SpMM, we compare our algorithms against two back-to-back SpMM calls from the PETSc library. Since SDDMM and SpMM have identical FLOP counts and communication requirements, using two back-to-back SpMM calls offers a reasonable performance surrogate for FusedMM.

Figure 8 compares the strong scaling performance of our algorithms to Cray PETSc (v3.13.3.0, 64-bit). The library requires a 1D block row distribution for all matrices and does not perform any replication, resulting in poor communication scaling. Due to exceptionally poor performance from PETSc on sparse matrices with many nonzeros, we omit the baseline benchmark on the two larger strong scaling workloads.

B. Weak Scaling on Erdős-Rényi Random Matrices

To benchmark the weak scaling of our algorithms, we keep the FLOP count assigned to each node constant (assuming a load-balanced sparse matrix) while increasing both the processor count and the “problem size”. We investigated two methods of doubling the problem size, each giving different performance characteristics.

**Setup 1:** In these experiments, node counts double from experiment to experiment as we double the side-length of the sparse matrix, keeping the number of nonzeros in each row and the embedding dimension $r$ constant. We begin with sparse matrix dimensions $65536 \times 65536$ on a single node with 32 nonzeros per row, and we use $r = 256$ as the embedding dimension. We scale to 256 nodes that collectively process a $2^{24} \times 2^{24}$ matrix with 500 million nonzeros.

While FLOPs per processor remains constant from experiment to experiment, communication for our 1.5D algorithms scales as $O(n/\sqrt{p})$. Doubling both $n$ and $p$ results in an expected increase in communication time of $\sqrt{2}$, giving a projected $\sqrt{p}$-scaling in communication time with processor count. Similarly, our 2.5D algorithms have communication scaling of $O(n/\sqrt{p^2})$, yielding a projected $\sqrt{p}$ scaling in communication time with processor count. Notice also under this strategy that $\phi$ remains constant at $32/256 = 1/8$, while the percentage of nonzeros in $S$ decays exponentially. Figure 9 (left) gives the results of these experiments, for the best observed replication factor at each processor count. Even though each processor handles the same number of nonzeros across experiments, the communication time (detailed in figure 5) quickly dominates the computation time as we double the processor count. Among 1.5D algorithms, the sparse shifting, dense replicating algorithm exhibits the best overall performance. We attribute this to the low, constant value of $\phi = n nz(S)/nr$ across the experiments. At 256 nodes, replication reuse allows the replication reusing sparse shifting 1.5D algorithm to run 1.15 times faster than the 2.5D sparse replicating algorithm, while the variant without communication elision runs 2% slower than the 2.5D sparse replicating algorithm. For 1.5D dense shifting algorithms, both FusedMM elision strategies have roughly the same gain over the unoptimized back-to-back kernel sequence until the 256 node experiment. At 256 nodes, the 1.5D algorithm with local kernel fusion exhibits 1.38x speedup over its non-eliding counterpart, and replication reuse gives 1.16x speedup.

\[1\]https://github.com/PASSIONLab/distributed_sddmm
Algorithm & Message Count & Words Communicated & Local S-matrix Dim. & Local B-matrix Dim. \\
1.5D Dense Shift, Repl. Reuse & $\frac{2p}{r} + (c - 1)$ & $nr \left( \frac{2}{r} + \frac{c - 1}{r} \right)$ & $\frac{nc}{p} \times \frac{r}{p}$ & $\frac{n}{r} \times r$ \\
1.5D Dense Shift, Local Kernel Fusion & $\frac{2p}{r} + (c - 1)$ & $nr \left( \frac{2}{r} + \frac{c - 1}{r} \right)$ & $\frac{nc}{p} \times \frac{r}{p}$ & $\frac{n}{r} \times r$ \\
1.5D Sparse Shift, Repl. Reuse & $\frac{2p}{r} + (c - 1)$ & $nr \left( \frac{6c}{r} + \frac{c - 1}{p} \right)$ & $\frac{nc}{p} \times r$ & $\frac{n}{r} \times p$ \\
2.5D Dense Replicate, Repl. Reuse & $4 \sqrt{\frac{2}{r}} + (c - 1)$ & $\frac{nr}{\sqrt{p}} \left( 60 \phi^2 + 2 \frac{c - 1}{\sqrt{p}} - \sqrt{\phi} \right)$ & $\frac{n}{\sqrt{p}} \times \frac{n}{\sqrt{p}}$ & $\frac{n}{\sqrt{p}} \times \frac{n}{\sqrt{p}}$ \\
2.5D Sparse Replicate, No Elision & $4 \sqrt{\frac{2}{r}} + 3(c - 1)$ & $\frac{n}{\sqrt{p}} \left( \frac{1}{\sqrt{r}} + \frac{3(c - 1)}{\sqrt{p}} \right)$ & $\frac{n}{\sqrt{p}} \times \frac{n}{\sqrt{p}}$ & $\frac{n}{\sqrt{p}} \times \frac{n}{\sqrt{p}}$ \\

**TABLE III**

**Latency, Bandwidth, and Matrix Dimensions in Local Kernel Calls for FusedMM Algorithms**

![Fig. 4. Weak scaling experiments with $r = 256$. The horizontal axis gives the node count $p$ for each experiment. In setup 1, $p$ processors run FusedMM on $S$ of side-length $2^{16} p$ with 32 nonzeros per row. In setup 2, $p$ processors execute FusedMM on $S$ of side-length $2^{16} p^{1/2}$ with $32 p^{1/2}$ nonzeros per row.](image)

**Algorithm** & **Best Replication Factor** \\
1.5D Dense Shift, No Elision & $\sqrt{\frac{p}{r}}$ \\
1.5D Dense Shift, Replication Reuse & $\sqrt{\frac{p}{r}}$ \\
1.5D Dense Shift, Local Kernel Fusion & $\sqrt{\frac{p}{r}}$ \\
1.5D Sparse Shift, Replication Reuse & $\sqrt{\frac{p}{r}}$ \\
2.5D Dense Replicate, No Elision & $\frac{3}{p} \left( 1 + 3 \phi^2 \right)$ \\
2.5D Dense Replicate, Replication Reuse & $\frac{3}{p} \left( 1 + 3 \phi^2 \right)$ \\
2.5D Sparse Replicate, No Elision & $\frac{1}{p} \left( \frac{60}{3} \phi^2 \right)$ \\
2.5D Sparse Replicate, Replication Reuse & $\frac{1}{p} \left( \frac{60}{3} \phi^2 \right)$ \\

**TABLE IV**

**Optimal Replication Factors for FusedMM Algorithms**

![Fig. 5. Weak scaling time breakdown, setup 1. Each section of bars indicates the time breakdown for successively doubling processor counts, from $p = 2$ on the left of each subsection to $p = 256$ on the right. We expect $p^{1/2}$ communication scaling for 1.5D algorithms and $p^{1/3}$ for 2.5D algorithms.](image)

**Setup 2:** Beginning with the same conditions for a single node as setup 1, node counts quadruple from experiment to experiment, as we both double the side-length of the sparse matrix and double its nonzero count per row. The FLOPs per processor again remains constant. Under this setup, however, the percentage of nonzeros of $S$ remains constant while $\text{nnz}(S)/nr$ doubles from experiment to experiment. Setup 2 provides insight into the scaling of the 1.5D sparse shifting algorithm as the ratio $\phi$ successively doubles. Since the communication cost for 1.5D dense shifting algorithms does not depend on $\phi$ and scales as $O(n/\sqrt{p})$, its communication cost should remain constant across experiments, while the $O(n/\sqrt{p^2})$ communication time scaling for 2.5D algorithms even implies a decrease in communication time. In practice, the decrease in node locality caused by scaling to high node counts renders a decrease in overall time unlikely.

Figure 4 (right half) shows the results, all of which take less than five seconds due to better communication scaling compared to setup 1. Inverting the results from the first weak scaling benchmark, the 1.5D sparse shifting algorithm performs progressively worse as node count increases compared to the best performer, the 1.5D dense shifting algorithm under local kernel fusion. At 256 nodes, the 1.5D local kernel fusion algorithm is 1.94 times as fast as the sparse shifting algorithm with replication reuse. For almost all cases, employing replication reuse or local kernel fusion results in nontrivial performance gains over an unoptimized sequence of SDDMM and SpMM.

**C. Effect of Embedding Width $r$**

Compiled from 740 trials over different configurations, figure 6 shows the best algorithm out of the four that employ communication elision (along with the 2.5D sparse replicating algorithm) on a range of $r$-values and sparse matrix nonzero counts. As predicted, the 1.5D dense shifting algorithm per-
Specifically, the performance of the 2.5D algorithms is hurt \( \phi \) on the value of \( a \) 1.5D sparse shifting or dense shifting algorithm depending on the value of \( \phi \), a conclusion that carries some caveats. Specifically, the performance of the 2.5D algorithms is hurt at \( p = 32 \) since the replication factor is constrained to be either 2 or 8. Our strong scaling experiments indicate that at high enough node counts, 2.5D algorithms approach (and sometimes outperform) the 1.5D algorithms.

For weak scaling setup 1, figure [7] gives the predicted and observed optimal replication factor as a function of the processor count for 1.5D dense shifting algorithms. As predicted, the optimal replication factor \( c \) for the 1.5D algorithm with replication reuse is at least the optimal replication factor for the unfused algorithm. The latter, in turn, is at least the optimal replication factor of the local kernel fusion algorithm. The plot experimentally confirms that our fused algorithms save communication by changing the optimal replication factor in addition to decreasing the number of communication rounds.

Our predictions of optimal replication factor match the observed optimal values on most experiments. When they disagree, our theory tends to overestimate for two reasons: first, we did not test replication factors higher than 8 for our weak scaling experiments due to memory constraints, leading to the gap at the right end of the figure. Second, we used an ordering of MPI ranks that maximized locality within each layer of the processor grid. As a result, communication within the fiber axis (i.e. replication costs) are more expensive due to lack of node locality, a fact that we verified by comparing against an MPI rank order that optimized for locality along each fiber.

D. Strong Scaling on Real-World Matrices

We conduct strong scaling experiments on up to 256 KNL nodes with \( v = 128 \) on five real-world matrices given in table [8] containing up to \( \approx 1.5 \) billion nonzeros. amazon-large.mtx, uk-2002.mtx, arabic-2005.mtx, and twitter7.mtx were taken from the Suitesparse matrix collection \([23]\), while eukarya.mtx contains protein sequence alignment information for eukaryotic genomes \([24]\). With \( \approx 360 \) million nonzeros but only \( \approx 3 \) million vertices, eukarya is the most dense at 111 nonzeros per row, compared with roughly 16 nonzeros per row for both uk-2002 and amazon-large. Twitter7 and Arabic-2005 fall between the two extremes at 28-35 nonzeros per row, but have significantly more total nonzeros compared to the other matrices. We expect that the 1.5D sparse shifting and 2.5D sparse replicating algorithms will exhibit better communication performance on the sparse Amazon matrix, while the 1.5D dense shifting and 2.5D dense replicating algorithms become optimal for eukarya and and twitter7. Because we choose \( r = 128 \) conservatively to avoid allocating large amounts of RAM at small node counts, we enforce a minimum replication factor of 2 for the 1.5D sparse shifting algorithm at 256 nodes (since we cannot divide 128 into more than 256 parts for \( c = 1 \).)

Table [9] gives the results of the strong scaling experiments; the performance of each algorithm is its best runtime over replication factors from 1 through 16. As we expect, the 1.5D sparse shifting algorithm with replication reuse performs best on the amazon-large and uk-2002 matrices, while it is the second worst on eukarya. With 256 nodes on uk-2002, the 1.5D sparse shifting algorithm with replication reuse performs 1.19x faster than the version without communication elision, and it performs 2.1x faster than the dense shifting fused algorithm with local kernel fusion. On eukarya with 256 nodes, the dense shifting algorithm with local kernel fusion performs 1.6x faster than the version without communication elision and 1.9x faster than the sparse shifting algorithm. Among 2.5D algorithms, the dense replicating algorithm with replication reuse and the sparse replicating algorithm have similar performance, and both outperform the 2.5D dense replicating algorithm with no communication elision. As predicted by our theory, the dense replicating algorithm has slightly better performance on eukarya.mtx at high node counts, even outperforming all of our 1.5D algorithms.

E. Applications

Here, we plug in our distributed memory algorithms to machine learning applications to benchmark their performance. We focus on two: collaborative filtering with alternating least squares, and graph neural networks with self-attention.

Collaborative Filtering with ALS: Collaborative filtering attempts to factor a matrix \( C \in \mathbb{R}^{m \times n} \) as \( C = AB^T \), for \( A \in \mathbb{R}^{m \times r}, B \in \mathbb{R}^{n \times r} \); however, we only have access to a set of sparse observations of \( C \), denoted as the sparse matrix \( \hat{C} \) with nonzero indicators \( S \). We iteratively minimize the loss, which is the Frobenius norm of \( \hat{C} - \text{SDDMM}(A, B, S) \). The
SSDMM kernel in the loss also appears (along with SpMM) in the iterative update equations.

The ALS method alternately keeps \( A \) or \( B \) fixed and, for each row \( x \) of the matrix to optimize for, solves a least squares problem of the form \( Mx = b \). These least squares problems are distinct for each row due to the varying placement of nonzeros within each column of \( S \). If we use Conjugate Gradients (CG) as the least squares solver, Zhao and Canny exhibit the technique of batching computation of the query vectors \( Mx \) for all rows at once using a FusedMM operation.

2.5D sparse replicating and 2.5D dense replicating algorithms suffer slight penalties for this application compared to 1.5D algorithms, as the output distributions of the dense matrices are shifted and transposed, respectively, compared to the input distributions. Since the output query vectors become (after some additional manipulation) inputs to the next CG iteration, 2.5D algorithms must pay to shift the input and output distributions at each step. We benchmark 20 CG iterations with our distributed algorithms embedded: 10 to optimize the matrix \( A \), and 10 to optimize the matrix \( B \).

Graph Attention Network (Forward Pass Workload): Consider a graph with adjacency matrix \( S \in \{0, 1\}^{n \times n} \). Conventional GNNs contain a series of layers, with an \( r \)-length vector of features associated with each node as the input to a layer. These node embeddings are held in an \( n \times r \) matrix \( A \), and the GNN layer applies a small linear transformation \( W \in \mathbb{R}^{r \times r} \) to the embedding matrix before performing a convolution to sum the feature vectors at neighbors of any node \( x \) as to become the new feature vector of \( x \). Application of a nonlinear function \( \sigma \), typically follows the convolution, giving the final layer output \( A' \in \mathbb{R}^{n \times r'} \) as \( A' = \sigma(SAW) \).

The subsequent GNN layer takes \( A' \) as an input, with the final layer generating a node-level or graph-level prediction. Graph attention networks (GATs) modify this architecture by weighting edges with a self-attention score computed using the embeddings of the incident nodes. A single self-attention head \( \tilde{\mathbf{A}} \) replaces \( S \) with \( S' = \sigma_{\text{LeakyReLU}}(\mathbf{S} \cdot (\mathbf{A} \cdot \mathbf{GAT} \cdot \mathbf{A}^T)) \). Here, \( \mathbf{A} \cdot \mathbf{GAT} \cdot \mathbf{A}^T \) is an \( n \times n \) matrix with entries given by \( (\mathbf{A} \cdot \mathbf{GAT} \cdot \mathbf{A}^T)_{ij} = \sigma^T(A_i \| A_j) \), where \( \| \) denotes concatenation and \( \sigma^T \) is a trainable vector. The computation of \( S' \) involves a slight modification of Eq. 1 and has an identical communication pattern to SSDMM. A multi-head GAT concatenates the outputs of several attention heads with distinct trainable weight matrices \( W \) and weight vectors \( a \). We simulate the forward pass workload of this multi-head GAT architecture using random weight matrices to focus on the communication reduction and scaling of our distributed-memory algorithms.

Figure 9 shows the time breakdown of our applications, both inside the FusedMM kernels and in the rest of the application. The ALS application exhibits some variation in communication and computation time spent outside FusedMM. The variation is only partially due to additional processor to processor communication to compute distributed dot products, which is higher for the sparse replicating and shifting algorithms. More significantly, at the high replication factors (8 and 16) used in the experiment, the row-major local dense matrices are extremely tall-skinny for the 1.5D sparse shifting and 2.5D sparse replicating algorithms compared to the other variants. Careful analysis of the CG solver revealed that the dense batch dot product operation requires a long sequence of poorly performing dot product calls on short vectors. Since the sequence grows linearly with local matrix height, hundreds of thousands of these calls slow performance for the 1.5D sparse shifting and 2.5D sparse replicating algorithms. Calling an optimized batched BLAS library would fix this issue, which we leave as future work.

VII. CONCLUSIONS AND FURTHER WORK

We gave a theoretical communication analysis of distributed memory sparsity agnostic approaches for SSDMM and FusedMM. Our theory predicted communication savings using two distinct approaches to combine the two kernels, and
we observed those benefits in our strong and weak scaling experiments. In both theory and practice, 1.5D sparse shifting and 2.5D sparse replicating algorithms perform better when $S$ has far fewer nonzeros compared to either dense matrix. When $S$ has a higher nonzero count, dense shifting 1.5D and dense replicating 2.5D algorithms win out.

Further performance improvement may be possible by overlapping communication in the propagation phase of any of our algorithms with local computation. Such an implementation might require one-sided MPI or a similar protocol for remote direct memory access (RDMA) without CPU involvement.
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