MEMBRANE COMPUTING AS THE PARADIGM FOR MODELING SYSTEMS BIOLOGY
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ABSTRACT

Membrane computing is a field in computer science that is inspired from the structure and the processes of living cells and is being considered as an alternative in solving the limitations in conventional mathematical approaches by taking into consideration its essential features that are of interest for research in systems biology. Advancements in computability make it feasible to handle huge volumes of data in biology and propose a new and better approach using a discreet computer science model, such as membrane computing. In this respect, membrane-computing abilities, to enhance the understanding of the system level of biological systems, have been explored. This study discusses experiences in applying membrane computing in modeling biological systems as well as possibilities of incorporating membrane computing into other computer science paradigms to enhance the use of membrane computing in systems biology. Experiences in modeling aspects of systems biology with membrane computing demonstrate additional advantages and possibilities compared with conventional methods. However, they are not yet used widely to model or simulate biological processes or systems. A general framework of modeling and verifying biological systems using membrane computing is essential as a guideline for biologists in their research in systems biology.
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1. INTRODUCTION

Membrane computing or P Systems (Paun et al., 2010) is a branch of computer science that conceptualizes ideas and models of computation based on the structure and the processes of living cells. It draws inspiration from the manner cells are organized in complex biological structures. Membrane computing is also denoted to computing models with distributed and parallel processing, in which multisets of symbol-objects in different compartments are delimited by membranes by applying evolution rules.

This description applies to a very basic type of membrane system. Different variants of membrane computing have also been studied, but the fundamental element of membrane computing is its membrane structure (Paun et al., 2010). Membranes can be arranged in a hierarchical structure as in a cell, or in an inter-network of different membranes as in a tissue. In biology, a membrane is conceptualized as a three-dimensional vesicle, but the notion is generalized to infer a membrane as a separator of two regions or compartments. The finite inside is delimited by the membrane and the infinite outside is linked to the environment. This concept provides the opportunity for a selective communication between the two regions in the biological systems. Investigations on membrane computing did not just provide different models, but also portrayed membrane computing as formalism in devising compartmentalized models.

Most mathematical models of biological systems were created using continuous mathematics, especially a system of Ordinary Differential Equations (ODE) (Blanchard et al., 2011), in which variations in the
concentration of each chemical substance or object are modeled as global entities. This approach makes it difficult to develop modular and scalable designs. As a consequence, researchers in computational biology have encountered limitations in modeling the behaviors and the characteristics of biological systems with respect to models that are based on analytic, continuous mathematics.

An important advancement in computability, which makes it feasible to handle huge volumes of data and which is already available in biology, states that a new period of mathematization of biology is possible by means of a discreet computer science model, such as membrane computing (Paun et al., 2010). Membrane computing is considered as an alternative in solving the limitations in ODE by taking into consideration its essential features that could be used in biological applications. Some of those features (Paun et al., 2010) are the following: (a) Distribution capability—the composition of local behaviors enables nonlinear system-part interaction and emergent behavior; (b) Discreet nature—biological processes are discreet and are offered as alternative to the system of differential equation, which cannot cover more than the local processes and the imprecise character of the processes; (c) Algorithmic representation—membrane computing is a computability model that is the same as Turing machine representations of algorithms and is, thus, easily simulated on computers; (d) Scalability/extensibility-modularity that is available in membrane computing provides this facility and to counter the difficulties in differential equation; (e) Transparency—multiset rewriting rules in membrane computing are reaction equations without any complex notation or behavior, as used in biochemistry; (f) Massiveness—general behavior of a biological system; (g) Non-determinism—a set of rules localized in certain compartments, without any imposed order in the implementation of rules and (h) Communication—the interaction between compartments.

Recently, there has been a growing interest in the use of membrane computing, a theoretical paradigm abstracting from the structure and the functionality of a living cell, as a model and simulator of cellular phenomena, thereby producing formal specifications defined in a language that is close to that of molecular biology, whose information is easy for biologists to interpret. In this respect, there have been investigations into modeling various aspects of molecular and cellular biology.

2. MATERIALS AND METHODS

2.1. Modeling with Membrane Computing

Applying membrane computing to modeling biological systems has been taken from the experiences of authors in modeling biological systems, as well as the experiences in other research.

2.2. Integrating Membrane Computing with Computer Science Paradigm

Attempts to integrate membrane computing elements with computer science paradigms are analyzed based on the attempts made by several researchers in the area of computer science.

3. RESULTS

3.1. Experiences in Modeling Biological Systems with Membrane Computing

Systems biology (Meyers, 2012) is a growing field in research that develops the understanding of the system level of biological systems. The fundamental nature of a system is based on its dynamics and cannot be explained by simply specifying components of the system. However, merely considering the system structure, such as network topologies, is inappropriate without sufficiently addressing the varieties and the functionalities of components. Both the structure of the system and its components play essential roles in determining the symbiotic state of the system as a whole.

Within this context, Meyers (2012) outlines four key milestones that show how much we understand the system, namely, (a) to understand the structure of the system, such as gene regulatory and biochemical networks; (b) to understand the dynamics of the system using both quantitative and qualitative analyses, as well as the construction of a theory/model with a powerful prediction capability; (c) to understand the control methods of the system and (d) to understand the design methods of the system. The main objective of systems biology is the modeling and the discovery of emergent properties (Meyers, 2012).

Membrane systems have also been applied in the field of systems biology to model complex biological systems and analyze their dynamics. In their study, Besozzi et al. (2008) presented a class of membrane systems, where probabilities are associated with the rules governing the evolution of the system. They showed how this model can be used to describe an oscillating process, the Belousov-Zhabotinskii reaction. The synthetic
Autoinducer-2 signaling system in genetically engineered Escherichia coli (E. coli) bacteria, which was modeled using membrane computing, has shown that a membrane computing model allows a user not only to model interactions at the level of an individual cell, but also to observe the emergent properties of entire cell populations (Esmaeili et al., 2009).

The attempts to model biological systems with membrane computing can be categorized into three, based on the context of biological systems. First, the modeling of biological systems involved in molecular reactions to changes in the environment or to changes caused by external stimulations of a certain pressure or a specific stimulus. The model of photosynthesis in chloroplast that deals with light reaction and photoinhibition and which was modeled by Nishida (2002) using membrane computing, belongs to this category. Second, the modeling of biological systems that prioritize the execution of interconnected processes in sequence, in which a process should first be completed before the next is executed. The research attempts in this category are the following: specifications of leukocyte selective recruitment in the immune system (Besozzi, 2003), descriptions of mechanosensitive channel behaviors in E. coli (Ardelean et al., 2005) and definitions of the sodium-potassium exchange pump in animal cells (Besozzi and Ciobanu, 2004). Third, the modeling of biological systems that involve emergent behaviors, in which interactions of processes within a compartment or interactions between compartments generate a global behavior. The comprehensive approaches on the aspects of quorum sensing in the bacteria Vibrio Fischeri (Romero-Campero and Perez-Jimenez, 2008a), the dynamics of HIV infection (Corne and Frisco, 2008), the robustness of the Epidermal Growth Factor Receptor (EGFR) in signaling cascade (Perez-Jimenez and Romero-Campero, 2005), gene expression control in Lac Operon (Romero-Campero and Perez-Jimenez, 2008b), the Ligand-Receptor network of the protein TGF-β, hormone-induced calcium oscillations in liver cells and the synthetic Autoinducer-2 signaling system in genetically engineered E. coli bacteria 3 (Esmaeili et al., 2009) are the biological systems in this category that have been modeled in membrane computing.

3.2. Attempts to Integrate Membrane Computing with Other Paradigms

Investigations into membrane computing paradigm demonstrate its perspectives, concepts and methods that model biological data, processes, as well as the system. These characters and elements of membrane computing bring it closer to the modeling of biological systems that are compared with other natural computing paradigms. This is mainly because membrane computing could extract the data and the processes that are involved in biological systems, while simultaneously preserving the discrete and the stochastic behaviors of biological systems.

There are also other bio-inspired paradigms, for instance, the amorphous computing (Abelson et al., 2000), the self-healing system (George et al., 2003) and the General Model for Simulation of Dynamical Systems (MGS) (Giavitto and Michel, 2001), which provides a mechanism that represents data and processes in a specific way. Self-healing systems provide the mechanism for cell division, as well as chemical emission and diffusion. Amorphous computing offers a self-organizing system for population or tissue type systems. MGS presents the topological organization of a system.

A theoretical analysis of membrane computing (Muskulus and Brijder, 2006) has shown that the elements represented by the computer science paradigm could also be incorporated into membrane computing to facilitate various biological processes and behaviors. This is mainly because membrane computing embodies the essential cellular characteristics and the behaviors required by biological systems. The chemical emissions and the diffusions from one compartment to another, which are represented by self-healing systems, could be modeled using the communication rules of membrane computing. Bernardini and Gheorghe (2004) have shown that membrane computing could be used to perform cell divisions, as shown by self-healing systems. Membrane computing is also capable of modeling self-organization systems or of constructing emergent behaviors, as demonstrated by amorphous computing. The population or tissue type of membrane computing possesses these characteristics. Moreover, compartment rules, such as division, creation, dissolving, deletion, differentiation and binding rules (Bernardini and Gheorghe, 2004), which play a role in self-organizing systems biology, could also be implemented in population membrane computing. Membrane computing can also be organized topologically, although not parallel to cellular automata, which have fixed topological organizations. The objects and the rules are determined based on the membrane or the compartment where they are located. This mechanism could characterize the state of dynamic systems, such as in MGS.
At the same time, there have been many research carried out to link membrane computing with other formalisms, for instance, the relationship of membrane computing with process algebra (Cardelli and Paun, 2006), neural networks (Ionescu et al., 2006), fuzzy logic (Casasnovas and Rossello, 2005), genetic algorithm (Escuela and Gutierrez-Naranjo, 2010) and Petri nets (Qi et al., 2004). These approaches and concepts show additional advantages and possibilities compared with conventional methods. However, membrane computing, which is inspired by biology, is not yet used widely to model or simulate biological processes or systems, although it has advantages in mimicking those found in real natural systems. These include flexibility, adaptability, robustness and decentralized control. These are the fundamental aspects of membrane computing that imitate the behaviors found in biological systems.

These experiences show the possibilities of implementing membrane computing in biology again, where it originated from. The experiences of modeling biological systems, which were discussed above, show that biological systems could be modeled in a better way using membrane computing. This approach can counter some of the limitations in conventional methods, based on differential equations.

The experiences mentioned demonstrate that, so far, research in membrane computing in modeling biological systems have addressed the following biological elements: (a) process interactions and compartment interconnections; (b) discrete evolution of objects and processes; (c) non-deterministic and parallel execution of rules; (d) emergent behaviors based on the various process interactions in a compartment or communications among compartments; (e) representation of the structure of biological systems; (f) topological organizations based on structural arrangements of compartments; and (g) characterization of the stochastic behaviors of biological systems that involve interactions of processes among smaller number of objects or the microscopic elements of biological systems.

Membrane computing is a discrete computer science model, in which many things are done, such as clarifying the many mathematical problems that decorate the landscape of membrane computing and exploring the practical problems of applications at the same time. The framework is a rather general and versatile-compartmental computation, with separate “processors” communicating in various ways. They are synchronized, non-deterministic, parallel and dealing with multisets. They have an unlimited range of branches, analogies, cooperation with other areas and possible applications, as shown by the various attempts to incorporate membrane computing with other paradigms.

5. CONCLUSION

The categorization of biological elements that can be modeled in membrane computing shows that membrane computing is capable of abstracting biological structures and behaviors and representing them in a formal way without disregarding its biological characteristics. This also demonstrates that membrane computing could act as a better computational tool to address the investigations in systems biology.

However, there are still other elements in biological systems, such as how well membrane computing maintains biological behaviors in the interactions of a large number of objects and the capability of membrane computing to handle interruptions in biological events, that should be investigated by modeling them in membrane computing. The ODE approach is still regarded as a better approach in modeling biological systems that involve interactions of processes consisting of a large number of objects (Jong, 2002). Therefore, the capabilities of membrane computing in sustaining the behaviors of such biological systems should also be studied. Biological systems are also interrupted frequently by different biological events during the execution of processes (Degn et al., 1987). The capacity of membrane computing to handle such interruptions should also be investigated.

However, although membrane computing is proven theoretically to have computational completeness and computational efficiency, many of its aspects have not been tested in real problems. For instance, the elements in population membrane computing (Bernardini and
Gheorghe, 2004), gemmation membrane computing (Besozi et al., 2001) and membrane computing with symport-antiport (Paun et al., 2005; 2006) have not been used to model biological systems. This is so because, basically, there is no proper framework to model and to verify biological systems with membrane computing that could act as a guideline for researchers in computational biology or systems biology to use in exploring the advantages of membrane computing. Although research in modeling biological systems with membrane computing have proposed some guidelines in modeling and simulating membrane computing, they are limited to specific biological systems or processes.

Therefore, a general framework on modeling and verifying biological systems using membrane computing is required to provide guidelines for biologists and to encourage the use of membrane computing mechanisms to assist research in systems biology.
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