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Abstract—Personality determines various human daily and working behaviours. Recently, a large number of automatic personality computing approaches have been developed to predict either the apparent or self-reported personality of the subject based on non-verbal audio-visual behaviours. However, most of them suffer from complex and dataset-specific pre-processing steps and model training tricks. In the absence of a standardized benchmark with consistent experimental settings, it is not only impossible to fairly compare the real performances of these personality computing models but also makes them difficult to be reproduced. This paper presents the first reproducible audio-visual benchmark to provide a fair and consistent evaluation of eight existing personality computing models (e.g., audio, visual and audio-visual) and seven standard deep learning models on both self-reported and apparent personality recognition tasks. Building upon a set of benchmarked models, we also investigate the impact of two previously-used long-term modelling strategies for summarising short-term/frame-level predictions on personality computing results. We comprehensively investigate all benchmarked models on two publicly-available datasets, ChaLearn First Impression and UDIVA self-reported personality datasets, and conclude: (i) apparent personality traits, inferred from facial behaviours by most benchmarked deep learning models, show more reliability than self-reported ones; (ii) visual models frequently achieved superior performances than audio models on personality recognition; (iii) non-verbal behaviours contribute differently in predicting different personality traits; and (iv) our reproduced personality computing models generally achieved worse performances than their original reported results.

Index Terms—Self-reported (true) personality recognition, apparent personality (impression) recognition, audio-visual personality computing benchmark, spatio-temporal modelling, deep learning.

I. INTRODUCTION

PERSONALITY defines a characteristic sets of human cognitive processes and emotional patterns that evolve from various biological and environmental factors [1], which are well associated with a wide range of human behaviours and status such as purchasing behaviours [2], health conditions [3], [4], social relationships [5], and even criminal activities [6]. Consequently, automatic personality computing systems have drawn a lot of attention in recent years, and have been frequently developed for real-world human behaviour understanding applications, including computer assisted tutoring systems [7], human resource management [8], job interviews [9], and recommendation systems [10]. In these systems, the complex personality is usually described by trait-based models [11], [12], [13], [14] which focus on modelling personality aspects that are stable over time for the target person but differ in others [15].

Existing automatic personality computing approaches can be categorized into two types: (i) Self-reported personality recognition (SPR) that recognises the target subject’s true personality traits; and (ii) apparent personality recognition (APR) that predicts external human observers’ impression on the target subject (also called first impression or apparent personality). The majority of these approaches were focused on APR and were evaluated on the ChaLearn First Impression dataset [16]. They recognise apparent personality using either human visual behaviours (e.g., facial behaviours) [17], [18], [19], [20], [21], [22], [23], [24], [25] or audio-visual behaviours [26], [27], [28], [29], [30]. More specifically, a large part of these approaches [17], [21], [22], [26], [31], [32] attempt to infer personality traits from every single frame or short segment [19], and then make the clip-level personality prediction by combining all frame/segment-level predictions, where video-level personality labels were used as the frame/short segment-level labels to train models. While subjects with different personalities can behave similarly in a frame or a short video segment, models trained by such strategies would be problematic as they pair similar behaviour samples with different personality labels [33]. Alternatively, recent studies frequently emphasized that long-term behaviours enable more reliable personality inference [25], [29], [34], as personality traits are stable over time [15]. These
II. RELATED WORK

In this section, we systematically review and summarize recent audio-visual automatic apparent personality recognition (Section II-A) and self-reported personality recognition (Section II-B) approaches.

A. Automatic Apparent Personality Recognition

Existing approaches frequently attempt to recognize apparent personality from non-verbal facial behaviours, where a large part of them infer apparent personality only from a single facial display [17], [19], [20]. Joo et al. [47] conduct studies on face images of 650 American politicians of white ethnicity, which extracts Histogram of oriented gradients (HOG) features as the low-level static facial representation to predict personality traits. Dhall et al. [48] utilize both hand-crafted and deep-learned features to describe Twitter profile facial images and infer personality traits from them, where background information was also considered. Moreno-Armendáriz et al. [19] first extract one portrait picture as the representation for each video, and then train a CNN to predict video-level perception. In addition, although facial videos are provided, some studies also directly infer apparent personality from static facial appearance without considering temporal dynamics. For example, Ventura et al. [17] use Classification Activation Map (CAM) [49] to investigate the relationship between facial expressions and apparent personality, which feeds each frame to a CNN to infer video-level perception traits.

While very few studies [43] infer personality traits from only audio behaviours, the majority of the studies focus on audio-visual methods that frequently show enhanced performances than the corresponding single modality (e.g., visual-based or audio-based) systems. Besides some early studies [50], [51] investigated the relationship between frame-level facial cues and apparent personality traits in the context of human-robot interactions, most existing approaches attempt to predict video-level personality traits. Zhang et al. [26] first choose 6 images from each video, and extend the Descriptor Aggregation Network (DAN) to deep learn facial perception features at the frame-level.

TABLE I
PUBLICLY AVAILABLE CODE REPOSITORIES OF EXISTING AUTOMATIC APR APPROACHES, WHICH CAN BE CATEGORIZED INTO THREE TYPES BASED ON THEIR USABILITY: (1) THE FULLY-REPRODUCIBLE APPROACHES THAT PROVIDE ALL PYTHON-BASED TRAINING/INFERENCE/MODEL SCRIPTS; (2) THE APPROACHES WHOSE CODE REPOSITORIES ARE SOMEHOW PROBLEMATIC DUE TO BUGS, NON-MAINTAINED CODE FRAMEWORKS OR INCOMPLETE CODE; AND (3) THE CODE REPOSITORIES THAT DO NOT RELY ON WIDELY-USED DEEP LEARNING PYTHON LIBRARIES (PYTORCH, TENSORFLOW, KERAS, ETC.)

| Method | Platform | Link | Details |
|--------|----------|------|---------|
| Moreno-Armendáriz et al. [39] | Keras | github.com/miguelmore/personality | Jupyter notebook-based script |
| Helm et al. [20] | Keras | github.com/dahe-cvi/ap3_paper | Python2.7-based code |
| Hayat et al. [43] | TensorFlow | github.com/HasansHayat08 | Unimplementable (Bugs exist) |
| Gucluttuk et al. [44] | Chainer | github.com/yagucuc/deep_impression | Training code is missing / ResNet-based approach |
| Zhang et al. [26] | TensorFlow | github.com/zishansami102/First-Impression | Unimplementable (Bugs exist) |
| Zhang et al. [24] | Caffe | github.com/ZhangLeLeste/PersFmleN | C++ based code |
| Subraman et al. [27] | Torch (Lua) | github.com/innovArc/first-impressions | Torch (Lua) is out of date |
| Garpin et al. [28] | MatlabConv | github.com/krangruper/lap6 | MATLAB based code |
| Bekkhouche et al. [21] | Matlab | github.com/Bekkhouche/CVPR2017 | MATLAB based code |

approaches tend to encode a clip-level personality representation from long-term behaviours of the subject, and generally achieve superior recognition results than most frame/segment-level approaches.

However existing approaches usually employ different pre-processing, post-processing and training strategies. Such differences lead to their reported results not being fairly reflected by their models’ capabilities in recognizing personality traits. Meanwhile, very few deep learning-based approaches [18], [35], [36], [37] have been proposed to recognise self-reported personality traits. They infer personality traits from audio [38], static image [39], video [40], or audio-visual clip [41] recorded from various scenarios, such as dyadic dialogue, self-evaluating surveys and self-interviews [42]. In summary, there is no comprehensive study that fairly demonstrates and compares the performances of existing audio-visual personality computing models and widely-used deep learning models on both APR and SPR (Research gap 1). Moreover, only a small number of them made their codes publicly available, which are even built on different platforms, e.g., Keras [19], [20], TensorFlow [43], caffe [24], Torch [27], Matlab [21], [28] and Chainer [44] (listed in Table I). Also, some of these codes are incomplete and unimplementable. As a result, it is difficult for other researchers to reproduce or extend most of them (Research gap 2).

In this paper, we bridge the aforementioned research gaps by introducing two main contributions: (i) we benchmark eight existing audio-visual or visual only automatic apparent personality recognition approaches as well as seven widely-used static or spatio-temporal deep learning models with standardized pre-processing, training and post-processing strategies, on both widely-used self-reported personality (i.e., UDIVA [45]) and apparent personality datasets (ChaLearn First Impression [46]). The reported results provide a fair evaluation and comparison of all these models’ capabilities for both apparent personality and self-reported personality recognition tasks (addressing research gap 1); and (ii) we make the code of all benchmarked models as well as their standardized pre-processing, training and post-processing scripts publicly available to further the science of automatic personality recognition. This provides new researchers entering this field a set of strong personality computing baselines, which will facilitate their exploration of new models and will enable them to apply these to new datasets in personality computing. To the best of our knowledge, this is the first study that benchmarks and fairly evaluates the existing personality computing approaches and standard deep learning models on both SPR and APR tasks, with consistent and reproducible settings.
Meanwhile, a linear regressor is used to process log filter bank-based clip-level audio representation. The late fusion scheme is employed to get the final prediction by averaging audio and visual predictions. Gucluturk et al. [32] propose a two-stream ResNet to deep learn both audio and visual personality cues at the frame-level, which are combined at fully connected (FC) layer to predict perceptions. Subramaniam et al. [27] divide each audio-visual clip into several short segments, where one facial frame is selected from each segment to produce a segment-level visual feature. Then, the segment-level audio-visual features are combined via a FC layer to make the apparent personality prediction. To recognize apparent personality from clip-level (long-term) audio-visual behaviours, Gürpınar et al. [28] employ a pre-trained network to extract frame-level facial emotion features. The video-level visual representation is then obtained by computing statistics of all frame-level features while clip-level audio feature is extracted via OpenSMILE [52]. The final prediction is made by the weighted average of audio and visual predictions. As discussed in Section I, these static or short-term behaviour-based approaches usually re-use video-level personality labels as the frame/segment-level labels during the training, which may result in problematic models.

To avoid the above problem, many recent approaches are proposed to recognize apparent personality from long-term behaviours (i.e., applying video-level behaviour representation to recognize video-level personality traits). For example, Beyan et al. [25] summarize a video into a set of dynamic images, and then select a small part of key dynamic images based on their spatio-temporal saliency. Then, the produced key dynamic image sequence is used as the video-level representation for the perception prediction. Helm et al. [20] extract a face image sequence by down-sampling the target video, whose features are used as the video-level facial behaviour representation. Then, a 3D-CNN is employed to infer apparent personality from this video-level representation. Gürpınar et al. [23] jointly extract facial expression-related features from all aligned face images and the ambient information from the first frame of a down-sampled video, both of which are combined as the video-level visual representation for apparent personality prediction. Li et al. [29] propose to down-sample each video into 32 frames, and extract video-level visual features from the corresponding facial region sequence as well as the whole image sequence. In addition, the long-term audio features and text features are also combined with the visual features for APR. Since the above long-term behaviour modelling approach depend on down-sample videos, Song et al. [34] propose a self-supervised learning strategy to use all frames for video-level representation construction. This method trains a person-specific layer for each individual using facial behaviours of the whole video, whose weights are then used as the video-level personality representation.

B. Automatic Self-Reported Personality Recognition

Compared to apparent personality, only a small number of studies attempt to infer self-reported personality traits. Qin et al. [53] extract five types of hand-crafted features (i.e., HOG, Local Binary Pattern (LBP), Gabor, Scale-invariant feature transform (SIFT) and Generalized Search Trees (Gist)) from each face image, which are fed to standard regressors (e.g., decision tree) to estimate self-reported personality (16PF) and intelligence. Besides such frame-level SPR approaches, recently proposed audio-visual self-reported personality analysis datasets [45], [54] lead some studies to develop video-level SPR approaches. Similar to APR solutions, Curto et al. [35] propose a Transformer-based model to extract individual and interpersonal behaviour features from each short dyadic interaction segment using variable time windows, which can jointly recognize self-reported personality traits for both individuals. In addition, Celiktutan et al. [55] specifically investigated the SPR under the human-robot interaction scenarios. Since personality is well associated with human cognitive process, Song and Shao et al. [18], [36] propose the first audio-visual approach that employs Neural Architecture Search (NAS) to explore a person-specific network for each subject using all available frames, whose architecture and parameters are encoded as the person-specific cognitive process graph representation for SPR. This NAS-based idea was then followed by [41], which also search a personalized deep learning architectures for each subject to recognize Big Five personality traits.

III. THE PROPOSED BENCHMARKING FRAMEWORK

In this paper, we propose a benchmarking framework that aims to provide a rigorous and reproducible evaluation of the existing personality computing models and the widely-used deep learning models for both automatic self-reported and apparent personality recognition. This framework will equip the future researchers with a set of strong audio-visual personality computing baselines, with standardized data pre-processing, training and post-processing strategies. Specifically, this section introduces our benchmarking framework by presenting its coding infrastructure (Section III-A), benchmarked models and their settings (Section III-B), and datasets used for evaluation (Section III-C). The pipeline of the proposed personality benchmarking framework is illustrated in Fig. 1.

A. Coding Infrastructure

The goal of our paper is to fairly compare deep learning models’ capabilities for personality computing. None of the previous studies show a fair comparison between existing models mainly due to four reasons. First, previous approaches frequently adopted different kinds of pre-trained weights. Second, different data pre-processing strategies have been employed. Third, the training and validation strategies vary from different approaches. This would lead to different criteria for choosing the final model weights. The aforementioned three variables may largely impact the personality computing model performance. Another potential reason for the performance boost after the release of the test dataset is that some model architectures and weights might be tuned according to the test dataset rather than the validation set. To facilitate a fair comparison, our benchmark framework emphasises a unified framework focusing on evaluating the deep learning models’ capacities in predicting personality traits. Specifically, our benchmarking framework unifies the components of the data input, data pre-processing, data post-processing, model initialisation, training,
validation, evaluation and coding platform/libraries for all deep learning models. The only difference in experiments resides in different models’ architectures and their training hyper-parameter settings, as the optimal hyper-parameter settings are model-dependent.

1) **Data Input and Pre-Processing:** For all experiments, we consistently employ the same training, validation and test sets that are predefined in the corresponding self-reported personality and apparent personality datasets for training the models and reporting the results. Instead of using complex and dataset-specific data pre-processing pipelines, we employ a widely-used and unified data pre-processing pipeline for each compared model (e.g., static models and spatio-temporal models) as follows:

- **Static image-based models:** We first evenly divide each video into $K$ short segments as suggested in [27], [31] and only select the one frame of each segment (To make experiments to be reproducible, we consistently use the first frame of each segment), where we follow the winner [31] of ChaLearn 2016 impression challenge to set $K$ as 100 for experiments conducted on ChaLearn First Impression dataset, and empirically set $K$ as 2000 for UDVIA dataset. We then apply MTCNN [56] to obtain an cropped and aligned face image from each selected frame. During training, validation or testing, we again follow [31] to resize the resolution of these images to $456 \times 256$, where only a $224 \times 224$ sub-region in the center of the image is used as the final full frame. Meanwhile, the face region is contained in a cropped image with the resolution of $112 \times 112$ using the Dlib library [57]. Specifically, standard data augmentation including center crop, random horizontal flip and pixel normalization are employed to process all training images. We follow previous studies [17], [31], [32] that compute personality traits prediction of each test video by averaging all frame-level predictions.

- **Spatio-temporal models:** For each spatio-temporal model, we benchmark two types of systems: (i) short segment-level system, where we divide each video into several segments, where each segment that contains $n$ frames (i.e., we empirically employed $n = 32$ or $n = 64$ according to (1) the setting employed in the original publication; and (2) the experimental results) is used as the input. The personality trait prediction of each test video is computed by averaging all segment-level predictions; and (ii) video-level system, where we again follow [29] that evenly divides each video into 32 segments, and select the first frame of each segment to construct a sequence of 32 frames to represent the entire video. The sequence is then used as the input for spatio-temporal models to produce the video-level personality prediction. For both systems, MTCNN and Dlib library are again employed to obtain each full frame and its corresponding face image based on the same setting as the static image-based models.

- **Audio models:** As most audio-visual studies did not provide the details of their raw audio signal extraction, we follow previous studies [31], [58] to use the FFmpeg tool \(^1\) to extract the raw audio signal from original audio-visual clips for all audio-based models. The processing details for each audio model are introduced in Section III-B2.

---

\(^1\) [https://github.com/FFmpeg/FFmpeg](https://github.com/FFmpeg/FFmpeg)
2) Training, Validation and Testing Protocol: For all benchmarked static models and short segment-based spatio-temporal models, we follow the previous studies [17], [31], [32] to re-use the clip-level label as the corresponding frame-level or short segment-level labels to train them. We also use the clip-level label as the label to train models that take clip-level sequence as the input. For all experiments, we consistently employ the same training, validation and testing protocol. Each static image-based model or short segment-based spatio-temporal model is trained on the training dataset with the shuffled data samples and evaluated on the validation set, where early stopping is used to prevent overfitting. We choose the model that obtains the best performance on the validation set as the final model for each experiment, which generates the reported testing results. The detailed training hyper-parameter settings for all benchmarked models are listed in Table II.

3) Evaluation Metrics: To measure the performance of the trained models, we first employ two standard evaluation metrics (i.e., ACC and Mean Squared Error (MSE)) proposed in [16] and [45]. The ACC is defined as:

\[
\text{ACC} = 1 - \frac{1}{N} \sum_{n=1}^{N} |y_{p,n} - y_{g,n}|
\]

and the MSE can be computed as:

\[
\text{MSE} = \frac{1}{N} \sum_{n=1}^{N} (y_{p,n} - y_{g,n})^2
\]

where \(N\) indicates the number of test videos; \(y_{p,n}\) and \(y_{g,n}\) denote the prediction and ground-truth of the \(n_{th}\) test video, respectively. We also follow recent studies [18], [22], [34] that employ Concordance Correlation Coefficient (CCC, (3)) to measure the correlation between predictions and ground-truths, which is defined as:

\[
\text{CCC} = \frac{2\sigma_{Y_p}\sigma_{Y_g}\text{PCC}_{Y_p,Y_g}}{\sigma_{Y_p}^2 + \sigma_{Y_g}^2 + (\mu_{Y_p} - \mu_{Y_g})^2},
\]

where \(\mu_{Y_p}\) and \(\mu_{Y_g}\) denote the mean values of predictions and ground-truths of all test videos, respectively; \(\sigma_{Y_p}\) and \(\sigma_{Y_g}\) are the corresponding standard deviations; and \(\text{PCC}_{Y_p,Y_g}\) denotes the Pearson Correlation Coefficient (PCC) between \(Y_p\) and \(Y_g\).

### B. Benchmarked Personality Computing Models

In this section, we provide the details of all the benchmarked models including (i) seven visual models, six audio models and five audio-visual models that have been employed by existing personality computing approaches; (ii) seven typical spatial/spatio-temporal deep learning CNN/Transformer models that have been widely-used in image or video processing tasks but have not yet been employed for personality recognition; and (iii) two previously used clip-level encoding models that allow all frame/short segment-level personality predictions of a clip to be combined for clip-level personality recognition.

1) Model Inclusion and Exclusion Criteria: To the best of our knowledge, there are more than one hundred visual or audio-visual personality computing models that have been proposed in the literature. In this paper, we propose the following inclusion and exclusion criteria to benchmark the most representative personality computing models:

- **Inclusion criteria:** The main criteria of this benchmark is to choose representative approaches that have been evaluated and compared in the well-known and widely-used publicly available audio-visual personality computing dataset: ChaLearn First Impression. As a result, we first choose the Top-3 ranked models [26], [27], [32] from the ChaLearn First Impression Recognition Challenge. Then, we choose the best end-to-end audio-visual deep learning models that have been published in recent three years, respectively, which ([24] (2019), [29] (2020), and [58] (2022)) claimed that they have achieved the state-of-the-art performances on ChaLearn 2016 dataset and provided all details for model settings and training (the best model of 2021 [34] is not an end-to-end approach). In addition, we also reproduce two models [17], [43] that can visualise the relationship between human audio/visual non-verbal behaviours and personality traits.

- **Exclusion criteria:** In this paper, we exclude personality computing methods that (i) are not based on audio-visual deep learning models; (ii) whose personality recognition network cannot be directly trained in an end-to-end manner, i.e., the ‘end-to-end’ mentioned here refers to the network that can be directly trained by pairing the pre-processed video signals or/and audio representations with personality traits labels. In contrast, methods that require separated training for different parts of the network [34], [44] or manual feature engineering [59] are excluded; (iii) were not evaluated on the ChaLearn First Impression dataset [18], [41], [43], [44], [58]; (iv) did not employ the Big-Five personality traits as the target of the recognition task; and

---

**TABLE II**

| Model | Learning rate | Weight decay | Momentum | Optimizer |
|-------|---------------|--------------|----------|-----------|
| VIT [66] | 0.01 | 0.0005 | 0.9 | SGD |
| MFFC/LeafBank [31] | 0.0003 | 4.5 | 0.9 | SGD |
| Bi-modal CNN-LSTM [27] | 0.05 | 0.0005 | 0.9 | SGD |
| ReNet [32] | 0.0002 | 0.0005 | 0.9 | SGD |
| CRNet [29] | 0.002 | 0.005 | 0.9 | SGD/Adam |
| VGG-19 [58] | 0.001 | 0.005 | 0.9 | SGD |
| TAN [31] | 0.05 | 0.0005 | 0.9 | SGD |
| Bi-modal CNN-LSTM [27] | 0.05 | 0.0005 | 0.9 | SGD |
| ResNet [32] | 0.05 | 0.0005 | 0.9 | SGD |
| CRNet [29] | 0.002 | 0.005 | 0.9 | SGD |
| CAM-DAX [17] | 0.05 | 0.0005 | 0.9 | SGD |
| PerfEmoNet [24] | 0.001 | 0.0005 | 0.9 | SGD |
| Ame-Face [58] | 0.01 | 0.0005 | 0.9 | SGD |
| SenseNet [63] | 0.01 | 0.0005 | 0.9 | SGD |
| HBBNet [64] | 0.01 | 0.0005 | 0.9 | SGD |
| VIT [65] | 0.001 | 0.0005 | 0.9 | SGD |
| Swin-Transformer [66] | 0.01 | 0.0005 | 0.9 | SGD |
| 3D-ResNet [67] | 0.01 | 0.0005 | 0.9 | SGD |
| Slow-Fast [68] | 0.002 | 0.0005 | 0.9 | SGD |
| TTN [59] | 0.001 | 0.0005 | 0.9 | SGD |
| VAT [70] | 0.01 | 0.0005 | 0.9 | SGD |
| Bi-modal CNN-LSTM [27] | 0.05 | 0.0005 | 0.9 | SGD |
| ResNet [32] | 0.001 | 0.0005 | 0.9 | SGD |
| CRNet [29] | 0.002 | 0.005 | 0.9 | SGD |
2) Existing Personality Computing Models: We first present seven deep learning visual models, six audio models and five audio-visual models that have been proposed to recognize apparent personality traits, which are evaluated on the ChaLearn First Impression dataset [16]. For each deep learning-based model, the last FC layer has five neurons to jointly predict five personality traits. The original low-level settings of these models for reproducing are provided in the Supplementary Material, where the original pre-processing strategies employed for these models may slightly different from our standardised pre-processing strategy (i.e., we strictly follow these settings to additionally reproduce these models).

Visual models: The seven existing personality computing visual models reproduced in this paper are explained as follows:

- (i) **DAN** [31]: DAN is a CNN model that infers personality from a static image (including both face and background). It consists of several convolution-ReLU blocks and an additional block that is equipped with both average-pooling and max-pooling, which is added between the last convolutional layer and the final FC layer.
- (ii) **CAM-DAN** [17]: CAM-DAN\(^+\) has a similar architecture to the DAN network, which also infers personality from each static image. It applies a max pooling and an average pooling as two parallel branches in addition to convolution layers, and is equipped with a Class Activation Map (CAM) module in order to visualise the most salient facial regions for personality recognition.
- (iii) **Bi-modal CNN-LSTM** [27]: The visual part of this approach consists of three 3D convolutional layers and two FC layers. It randomly takes six face images from each video as the video-level representation, and concatenates them as the clip-level input.
- (iv) **ResNet** [32]: The visual part of this model is a 17-layer deep residual network, where an FC layer is attached at the top of the model.
- (v) **CRNet** [29]: The visual module of the CR-Net consists of two 34-layer streams to learn personality features from down-sampled video-level face sequences and full image sequences. Then, a CR-block is attached to obtain personality classification features, based on which the regression feature is extracted. The Extra Trees Regressor (ETR) is finally employed to predict personality trait intensities from the extracted regression features. In this system, each video is divided into 32 segments, where a single frame is randomly selected from each segment (i.e., each video is down-sampled to 32 frames).
- (vi) **PersEmoN** [24]: The model first employs four convolution layers and a FC layer to extract features from each face image of the video. Then, three parallel FC layers are used to simultaneously predict valence, arousal and personality traits. Besides, a coherence module (an FC layer) is introduced to process both images from the personality dataset and emotion dataset, allowing the final learned representation to be dataset invariant, while a RAM module that consists of two FC layers is employed to produce the apparent personality attributes from arousal and valence inputs, aiming to enhance the learned personality representations.
- (vii) **Amb-Fac** [58]: The visual part of this system is a two-stream ResNet-101 model that extracts two different visual features: ambient features (extracted from full frames) and facial features. The system consists of three steps: (i) Pre-processing: the system selects six equally spaced images from each video clip, and applies MTCNN to obtain their face areas; (ii) ambient and facial feature extraction: ResNet-101 pre-trained on ImageNet is re-trained to extract ambient features and facial features from each selected frame; and (iii) the ambient features and facial features of each selected frame are individually fed to a MLP to make frame-level personality prediction. The video-level personality trait prediction is obtained by averaging all frame-level predictions. For frame-level personality recognition models, all frame-level predictions of a clip are fused to obtain the final clip-level personality prediction, and thus the video-level human facial behaviours are partially considered. Such models are not theoretically optimal for SPR, as it is difficult to infer self-reported personality traits from a single frame. Since no previous study has comprehensively investigated their performances on SPR, this paper conducts the first comprehensive evaluation for them on both APR and SPR tasks. However, this frame-level SPR strategy needs to be questioned and deeply investigated before adopting it in future studies.

Audio models: The six existing personality computing audio models reproduced in this paper are explained as follows:

- (i) **FFT** [60]: The clip-level raw audio signal is represented by a 61208 dimensional vector. Meanwhile, the obtained vector is normalised to have zero mean and unit variance, and converted to the frequency domain using FFT. The produced spectral signal is then fed to a network that consists of three temporal convolution layers followed by max pooling and dropout.
- (ii) **MFCC/Logbank** [31]: The clip-level raw audio signal is obtained from each audio-visual clip at 44,100 Hz, which are divided into 3059 audio frames. A 13-D MFCC feature and a 26-D logbank feature are extracted from each audio frame. Then, the clip-level 39767-D MFCC feature and 79534-D logbank feature are produced by concatenating all frame-level MFCC and logbank features, respectively.
- (iii) **Bi-modal CNN-LSTM** [27]: The audio signal of each clip is first divided into six non-overlapping segments, where the mean and standard deviation of several properties of each audio segment are extracted, and combined as a 68 dimension vector using pyAudioAnalysis [61]. We then concatenate six vectors from six segments and fed it to a FC-LSTM-FC block to jointly predict five personality traits.
- (iv) **ResNet** [32]: The entire audio signal of each clip is represented as a 244,832-D vector using the librosa library [62]. For each training iteration, it randomly selects a continuous 50,176-D sub-vector from the clip-level vector as the clip-level audio representation. Then, a 17-layer ResNet is employed, where a FC layer is attached at the top of it.
Audio-visual models: Based on the reproduced audio and visual systems, we also reproduce four audio-visual models that have been used for APR on the ChaLearn First Impression dataset as follows:

(i) **DAN-MFCC/Logbank [31]:** Following the same settings introduced in [31], we build an audio-visual model that is made up of the corresponding visual and the audio models (the visual model (i) and the audio model (ii)) described above. The final clip-level prediction is obtained by averaging clip-level audio prediction and clip-level video prediction.

(ii) **Bi-modal CNN-LSTM [27]:** The audio and visual clip of each subject is first divided into 6 segments, where each visual segment is processed by the visual model (iii) described above and each audio segment is processed by the audio model (iv) described above. Then, each pair of segment-level audio and visual latent features are concatenated into a 160-D vector. Finally, the clip-level personality prediction is obtained by feeding the audio-visual vectors of six segments to an LSTM model with 128 hidden units. Here, the LSTM contains a single hidden layer with 128 neurons.

(iii) **ResNet [32]:** A two-steam ResNet model is employed, which consists of the visual model (iv) and the audio model (v) described above. The audio feature (256-D) and the latent frame-level visual feature (256-D) are concatenated as a 512-D feature to a fully-connected layer to jointly predict the five personality traits.

(iv) **CRNet [29]:** A three-steam ResNet-34 model is employed, which consists of two visual streams (the visual model (vi) described above) and an audio stream (the audio model (vii) described above) which learns personality features from the audio spectrogram.

3) **Widely-Used static/spatio-Temporal Visual Deep Learning Models:** Since visual information is more informative for personality recognition (validated in Section IV-A), we additionally benchmark six standard visual deep learning models that have been widely used for static image or video analysis, including a VAT model [70] that has been previously applied to self-reported personality recognition [45]. Specifically, these include three models that take the static face/full image as the input and four models that infer personality from spatio-temporal visual data. The brief description of these models’ unique characteristics are explained as follows:

(i) **SENet [63]:** SENet is a CNN model whose “Squeeze-and-Excitation” (SE) block adaptively calibrates channel-wise feature responses, i.e., it explicitly models interdependencies between features extracted from different convolution channels.

(ii) **HRNet [64]:** HRNet is a hierarchical CNN model that has multi-level high-to-low resolution convolutions in parallel, which maintains high-resolution representations through the whole propagation process and produces strong high-resolution representations by repeatedly conducting fusion for representations extracted from parallel convolutions.

(iii) **VIT [65]:** VIT is a transformer-style model that computes relationships among pixels in various small patches of the input image based on the attention operation, where feature extraction for each patch is also controlled by several learnable embeddings. The VIT can effectively explore topological relationships between patches, making it able to capture global and wider range relations among pixels at the cost of a higher training complexity.

(iv) **Swin-Transformer [66]:** Swin-Transformer is a hierarchical transformer model which applies a set of shifted windows to the input image, allowing the attention operations only to be conducted to non-overlapping local image regions, resulting in greater efficiency.

(v) **3DResNet [67]:** 3DResNet is a spatio-temporal CNN model which contains shortcut (residual) connections that allow features to bypass one layer and move to the next layer during the propagation and back-propagation, where the 2D convolution operations in the standard ResNet [71] are replaced with spatio-temporal convolution operations.

(vi) **Slow-Fast [68]:** Slow-Fast is a spatio-temporal CNN model for video recognition. It contains a slow pathway to capture spatial semantics, which operates at a low frame rate in the temporal dimension of the input, as well as a fast pathway, operating at a high frame rate in the temporal dimension, aiming to capture dynamics.

(vii) **TPN [69]:** TPN is a spatio-temporal CNN that has hierarchical Temporal Pyramid structure, which can flexibly integrate multiple 2D or 3D backbone networks in a plug-and-play manner. As a result, it learns hierarchical spatial and temporal features from the input video, i.e., it can capture action instances at various tempos.
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UDIVA dataset was released in 2021. It records 188 dyadic interaction clips between 147 voluntary participants, with total 90.5 h of recordings. Each clip contains two audio-visual files, where each records a single participant’s behaviours. For each dyadic interaction session, participants were matched based on their availability, language and three variables: gender, age group and the relationship among interlocutors. In particular, all participants were matched to enforce a close-to-uniform distribution among all possible combinations between these variables. During the recordings, participants were asked to sit at 90 degrees to the conversational partner around a table, and under the dyadic interactions based on five tasks: Talk, ‘Animal games’, Lego building, “Ghost blitz” card game, and Gaze events, where each pair of participants were interacting using one of the three languages (i.e., English, Spanish or Catalan). The self-reported personality labels are obtained for each participant based on the following rules: (i) parents of children up to 8 years old completed the Children Behavior Questionnaire (CBQ) [77]; participants from 9 to 15 years old completed the Early Adolescent Temperament Questionnaire (EATQ-R) [78]; and the rest of the participants completed both the Big Five Inventory [79] and the Honesty-Humility axis of the HEXACO personality inventory [80]. However, due to the limited materials, it is neither possible to investigate the reliability of these labels, nor understand the real internal states of these participants. Also, behaviours in such short audio-visual clips may not be reliable to represent participants’ personality traits as personality traits are long-term status.

ChaLearn First Impression dataset was released in 2016. It contains talking-to-the-camera 10,000 audio-visual clips that come from 2,764 YouTube users, where each video lasts for about 15 seconds with 30 fps. Each video is labelled with the Big-Five personality traits that are annotated by external human annotators using the Amazon Mechanical Turk. The intensity of each trait was normalised to the range of [0,1]. The dataset provides official splits for training (6,000 videos), validation (2,000 videos) and test (2,000 videos). It is the largest audio-visual dataset openly available for research purposes, which has been annotated with Big-Five apparent personality traits. However, these annotations may suffer from unintentionally bias caused by pre-conception of annotators on each individual (e.g., gender and ethnicity). As a result, the classifier might model these bias patterns.

C. Evaluation Datasets

There are several publicly available audio-visual personality computing datasets for apparent personality recognition [16], [73], [74], and self-reported personality recognition [45], [75], [76] (please see [46] for a survey of existing personality databases). Among them, the two most widely used publicly available audio-visual self-reported personality and apparent personality datasets: the UDIVA Dataset [45] and ChaLearn First Impression dataset [16], are employed to evaluate all models described in Section III-B. Both datasets provide the Big-Five personality traits (i.e., Extraversion (Ext), Agreeableness (Agr), Openness (Ope), Conscientiousness (Con), and Neuroticism (Neu)) as the label for each audio-visual clip.

IV. EXPERIMENTAL RESULTS

In this section, we first present the results of all benchmarked models for both self-reported personality and apparent personality traits recognition in Section IV-A. Then, in Section IV-B we discuss the influences of different settings on personality recognition performances. Finally, we provide a systematic discussion of the benchmarking results in Section IV-C

A. Benchmarking Personality Computing Models

This section reports the self-reported and apparent personality recognition results achieved by all benchmarked models. According to Tables III and IV, all benchmarked models failed to accurately infer the self-reported personality traits from human audio/visual/audio-visual behaviours, with only three visual models (e.g., Interpret-img, SENet, and HRNet) achieving more than 0.15 CCC performances. Standard audio feature extraction methods can barely extract self-reported personality-related information from non-verbal audio signals, as most of the benchmarked models achieved near-zero CCC values, while only the predictions of the VGGish achieved CCC > 0.1 with the ground-truth. Some audio models even degraded the corresponding visual systems under the audio-visual setting. The low CCC and high MSE results of almost all models on self-reported personality recognition indicate that it may difficult
and unreliable for standard deep learning models to be used to directly infer human self-reported personality traits from external non-verbal behaviours.

In contrast, the relatively higher CCC and ACC results shown in Tables V and VI suggest that apparent personality traits can be better predicted from human non-verbal behaviours when using deep learning models, i.e., five visual models and two audio-visual models achieved CCC > 0.5. In particular, the predictions produced by HRNet and VATT from only facial behaviours have more than 0.6 correlation (measured by CCC) with the ground-truth. In addition, we found that the CR-Net and VGGish models can also deep learn valuable apparent personality-related cues from non-verbal audio signals. The aforementioned results suggest that compared to self-reported personality, apparent
personality is generally more feasible and easier to be directly predicted from human non-verbal behaviours. Since apparent personality is defined as the external human observer’s perception of the target subject, these results can be explained by the fact that it is straightforward for deep learning models to be used as an external observer and make judgments based on behaviours that can be directly observed. In contrast, self-reported personality represents the internal state/attribute of the target person, which is not straightforward to be directly inferred from external behaviours using standard deep learning models. The detailed discussions on applying ML models for inferring self-reported personality traits can be found in [18], [36].

We also conducted a 10-fold cross-validation to further compare the performances of the six best models (i.e., two audio models: CRNet and VGGish; two visual models: HRNet and VAT; and two audio-visual models: CRNet and Amb-Fac-VGGish), as they achieved top or runner-up performances in audio, visual and audio-visual personality recognition, respectively. The detailed results provided in the Supplementary Material show that the performance of all models on APR are still much better than their corresponding performances on SPR. However, we found that visual and audio-visual models-based cross-validation APR results are clearly worse than the results achieved for the pre-defined training/validation/test protocol. Since the ‘data hungry’ experiments provided in the Supplementary Material show that the APR performances keep increasing on the test set when more training samples are provided, we assume that the pre-defined test set may contain simpler samples by chance.

B. Ablation Studies

In this section, we evaluate the influences of different pre-processing, post-processing and model settings on personality recognition performances. The statistical significance analyses for different settings are additionally provided in the Supplementary Material, where we found that the differences in most settings brought much more impact on APR performances over SPR performances. This can be explained by the fact that the benchmarked models can hardly infer self-reported personality traits from human non-verbal behaviours, and thus no matter what the settings are, they always achieved very unreliable predictions.

1) Full Frames Versus Face Regions: We compare the results achieved by feeding aligned face regions and full frames (containing both the face and backgrounds) to standard visual deep learning models in Figs. 2 and 3, where the standard visual deep learning models generally provide more reliable self-reported and apparent personality predictions by using face regions, despite the fact that neither full frames nor face regions provide reliable self-reported personality predictions. In contrast, apparent personality predictions generated by all visual models using both face regions and full frames have CCC > 0.37 on average with the ground-truth, where face region-based predictions still have 1.62% CCC advantage over full frame-based predictions. However, it can be seen that using face regions and full frames does not cause a large difference for most models, where only HRNet is sensitive to this variable on both tasks. These results suggest that although some previous studies claimed that backgrounds and spatial contextual information can provide informative cues for personality recognition, they may also contain personality-unrelated noise that can negatively impact the personality recognition. This indicates that personality-related cues contained in background and spatial contextual information can not always compensate their negative impact for personality recognition. Interestingly, some of the benchmarked models (e.g., 3DResNet) achieved better performances with the full frame setting. As shown in Figs. 2 and 3, we hypothesise that the ability of 3DResNet to extract personality-related cues from facial behaviours may be limited, as evidenced by the relatively poor performance of its face-based system compared to other face-based systems (i.e., other benchmarked models). In contrast, the full frame-based system of 3DResNet yielded the second best results among all full frame-based systems, indicating its potential to capture valuable personality-related
cues from head/body movements (as the head/body movements are contained in full frame sequences) or even contextual factors such as the background setting (e.g., office, bedroom) contained in the full frames.

2) Spatial Versus Spatio-Temporal Visual Models: Fig. 4 compares the average results achieved by spatial visual models (i.e., frame-level systems) and spatio-temporal visual models (i.e., short segment-level systems and video-level systems) on both datasets. It can be observed that the average CCC performance achieved by the spatial models outperforms the spatio-temporal settings for both tasks, i.e., while no model is reliable for inferring self-reported personality from facial behaviours, spatial models generally provide better self-reported personality predictions for four of the five traits than spatio-temporal models. Nevertheless, we found that a spatio-temporal model VAT achieved the best CCC performance in predicting apparent personality traits, with CCC > 0.6 for predicting four of the five traits, which suggest that the VAT’s temporal modelling strategy is suitable to extract apparent personality-related facial behaviour cues. Overall, spatial visual models consistently achieved better average performance than spatio-temporal models in predicting all apparent personality traits. These results indicate that the most standard spatio-temporal deep learning models (except VAT) can not effectively extract personality-related cues from human spatio-temporal facial behaviours, which may partially caused by the fact that they are not able to specifically model personality-related temporal contextual cues from the given video.

3) Short Segment-Level Versus Video-Level Personality Modelling: Fig. 4 also compares short segment-level modelling and video-level modelling systems, where four widely-used spatio-temporal models introduced in Section III-B3 are benchmarked. Although both short segment-level modelling and video-level
modelling systems generally failed to provide reliable self-reported personality predictions, the short segment-level systems still achieved slightly better average performances than the video-level systems for four traits (i.e., Ope, Con, Agr, and Neu traits). Moreover, the short segment-level systems have clear advantages over the video-level systems for predicting all apparent personality traits. These results suggest that the short-term non-verbal behaviours contain crucial apparent personality-related cues while the standard video-level models which ignored short-term behaviours can not extract reliable apparent personality cues from the down-sampled long-term behaviours (i.e., down-sampling a long clip that contains around 400 frames to a segment containing 32 frames results in the loss of short-term behavioural cues).

4) Audio Versus Visual Versus Audio-Visual Models: As shown in Fig. 5, visual models and audio-visual models on average generated superior personality recognition performances than audio models for all traits on both datasets. We found that CAM-DAN+, HRNet and SENet visual models achieved relatively promising results for both SPR and APR tasks. However, the low CCC performance on SPR still shows that standard audio/visual machine learning models can hardly extract self-reported personality-related cues from audio-visual behaviours. As a result, the five audio-visual systems displayed in Table V do not show clear and consistent advantages over their corresponding visual counterparts. In contrast, the audio and facial behaviours sometimes are more reliable in reflecting apparent personality traits. According to Table V, adding the audio modality allows three out of the five audio-visual systems [29], [32], [58] achieved better performances over their corresponding visual methods in predicting apparent personality traits. However, when the extracted audio features are not well associated with apparent personality traits, they may even negatively impact the personality recognition ability of the visual system (e.g., the MFCC/logbank audio features degrade the DAN-based visual system [31]). In summary, these results suggest that (i) non-verbal facial behaviours contain more discriminative personality-related cues than non-verbal audio signals for both self-reported and apparent personality recognition tasks; and (ii) if the audio modality can individually provide reliable personality predictions, it is expected to further enhance the predictions of the visual system.

5) Summarising frame/segment-Level Personality Predictions: We then compare the results achieved by the different strategies for summarising frame/segment-level personality predictions for obtaining clip-level personality prediction by: (i) simply averaging frame-level personality predictions as the clip-level personality prediction; and (ii) encoding a spectral representation of frame/segment-level predictions. Specifically, we first encode a pair of spectral heatmaps from the five-channel frame/segment-level personality trait predictions. Then, we train a regressor that contains seven 1D convolution layers followed by two fully connected layers to predict clip-level personality traits from the produced spectral heatmaps. Table VII demonstrates the superiority of applying SFP to summarise frame/segment-level personality predictions over the other three strategies, as the performances of all models are improved using SFP. This also indicates that the spectral representation can effectively capture reliable personality-related spatio-temporal cues from frame/segment-level personality predictions. In contrast, the advantages of applying SFP to self-reported personality recognition are less evident. We assume this is because the frame-level predictions of self-reported personality traits lack reliability, making it challenging to capture dependable personality-related spatio-temporal cues from them.

6) Other Factors: In addition, our analysis also revealed the following key findings: (i) jointly predicting all five traits yielded superior performance compared to models predicting each trait individually; (ii) models’ performances are largely influenced by the temporal scale of the input, especially for APR; and (iii) incorporating metadata of the subjects did not lead to a clear improvement in the performance of non-verbal behaviour-based SPR, which remained poor; (iv) The results of self-reported
personality recognition are highly influenced by the scenarios in which the data is recorded. Results achieved for the UDIVA show that the best performances of various models were achieved under the 'Ghost' scenarios. This scenario requires each participant to not only solve the problem but also interact with the other participant, both of which would foster rich personality-related behaviours. Again, both audio and facial behaviours are more reliable in inferring apparent Conscientiousness, Extraversion, Neuroticism, and Openness traits, while all of their associations with the Agreeableness trait are clearly weaker.

While facial behaviours are clearly more informative than audio behaviours in predicting all personality traits, Fig. 5 shows that self-reported Conscientiousness and Neuroticism traits are relatively reliable to be inferred from static facial displays than other traits. Self-reported Extraversion trait is less related to static facial behaviours but more associated with long-term spatio-temporal facial behaviours. In terms of apparent personality traits, it can be seen that they have similar relationship patterns with facial behaviours of three temporal scales (frame-level, short segment-level and video-level), i.e., the behaviours of all three temporal scales are more reliable to infer Conscientiousness, Extraversion, Neuroticism, and Openness traits, while all of their associations with the Agreeableness trait are clearly weaker.

C. Discussion

In addition to reporting the results achieved by the benchmarked models and discussing the results achieved by the different settings, this section discusses other relevant aspects of the benchmarked models, including: (i) some reproduced models achieved lower results than the originally reported results; (ii) personality traits having different relationships with the non-verbal behaviours; (iii) the benchmarked models generally have poor performance in SPR; and (iv) challenges and research gaps in the current audio-visual personality computing models.

1) Some Reproduced Approaches Have Lower Performances Than Originally Reported: As compared in Table VIII, an important finding is that 4 out of 7 reproduced models failed to achieve similar or superior results compared to their originally reported results on the ChaLearn First Impression dataset, even when we strictly followed the same pre-processing and training settings as reported in the original papers. This could be caused by various reasons, including incomplete reporting of training, evaluation and pre-processing details in the original papers [24], [29], excluding the text modality [29], or random factors involved in their training and evaluation processes (e.g., randomly selected images from each video/segment [24], [27], [29], [32], randomly cropped image regions [29], [32] as well as the randomly cropped 50176 dimensional audio features [32]).

2) Relationships Between the Personality Traits and Non-Verbal Behaviours: Fig. 4 show that self-reported Conscientiousness and Neuroticism traits are relatively reliable to be inferred from static facial displays than other traits. While facial behaviours are clearly more informative than audio behaviours in predicting all personality traits, Fig. 5 illustrates that the self-reported Conscientiousness and Neuroticism traits can be better reflected by facial behaviours while Extraversion and Openness traits are less associated with facial behaviours. Again, both audio and facial behaviours are more reliable in inferring apparent Conscientiousness, Extraversion, Neuroticism, and Openness traits but are less correlated with the Agreeableness trait.

Based on these results, we can conclude that each true or apparent personality trait has a unique relationship with human non-verbal behaviours, including their temporal scales and modalities. In particular, we found that: (i) non-verbal audio-visual behaviours are more reliable in inferring apparent personalities; (ii) facial behaviours are more informative than audio behaviours in inferring personality traits; (iii) self-reported Conscientiousness and Neuroticism traits can be easier to be inferred from non-verbal facial behaviours than other self-reported traits; and (iv) apparent Agreeableness trait is more difficult to be predicted from facial behaviours than other apparent personality traits.

### TABLE VII

**Long-Term Modelling CCC (%) Results of theBenchmarked Frame/Short Segment-Level Personality Computing Visual Models, Where (C) Denotes Results Achieved on ChaLearn Impression Dataset, and (U) Denotes Results Achieved on UDIVA Dataset**

| Clip-level representation | DAN [31] | ResNet [32] | CRNet [65] | PersEmoN [24] | CAM-DAN+ [17] | SENet [64] | HRNet [65] | Swin [67] |
|--------------------------|---------|------------|------------|--------------|---------------|------------|------------|----------|
| (C)                      |         |            |            |              | 0.024        | 0.001      | 0.001      | 0.001    |
| AFP                      | 0.577   | 0.371      | 0.489      | 0.206        | 0.599         | 0.512      | 0.527      | 0.233    |
| LRP                      | 0.507   | 0.364      | 0.441      | 0.264        | 0.585         | 0.545      | 0.490      | 0.222    |
| MLP                      | 0.514   | 0.371      | 0.486      | 0.279        | 0.583         | 0.518      | 0.533      | 0.207    |
| SFP                      | 0.582   | 0.398      | 0.503      | 0.281        | 0.620         | 0.514      | 0.534      | 0.266    |
| (U)                      |         |            |            |              | 0.007        | 0.001      | 0.001      | 0.001    |
| AFP                      | 0.736   | 0.898      | 1.131      | 0.68         | 1.059         | 1.107      | 1.076      | 0.644    |
| LRP                      | 0.05(-7.31) | -0.06(-9.04) | 9.52(-3.59) | 6.38(-5.77) | 15.32(+4.73) | 9.61(-2.3) | 17.50(+7.43) | 5.80(-0.64) |
| MLP                      | 1.01(-6.35) | 2.68(-6.3)   | 6.73(-6.38) | 5.12(-4.44) | 8.03(-2.56) | 9.07(-2.84) | 8.63(-1.44) | 0.61(-5.83) |
| SFP                      | 3.55(-3.81) | 10.21(-1.23) | 1.46(-11.65) | 0.20(-0.48) | 1.06(-9.53) | 2.39(-9.52) | 2.00(-8.07) | 0.11(-6.33) |

The ACCs for the original papers are shown in parentheses. The reproduced results are achieved on the ChaLearn First Impression dataset, while the standardised results are achieved on the UDIVA dataset using the same pre-processing, training, and evaluation settings as reported in the original papers.
3) Poor Performances in Self-Reported Personality Recognition: To gain comprehensive insights, we followed [33] to compute the correlations between 17 automatically detected human facial action units (AUs) (using OpenFace 2.0 [83]) as well as 988 acoustic features identified with OpenSmile [52], and each self-reported/apparent personality trait, respectively. Fig. 6 clearly demonstrates that all human non-verbal behaviours have much lower correlations with self-reported personality traits. This could be a potential reason that non-verbal behaviour-based deep learning models can more effectively predict apparent personality traits over self-reported personality traits. We attribute this disparity to the fact that apparent personality traits are annotated by observing the subjects’ behaviours, which is not taken into account during the annotation of self-reported personality traits.

Another possible reason for the lower performance achieved in self-reported personality recognition may be the limited number of training clips/subjects in the UDIVA dataset. Compared to the ChaLearn First Impression dataset (6000 training clips from 2624 subjects and 2000 validation clips from 1484 subjects), the UDIVA dataset comprises only 232 training clips from 99 candidates and 36 validation clips from 20 candidates. To mitigate the effects stemming from variations in the number of training and validation clips, we randomly select 232 training clips from 99 candidates and 36 validation clips from 20 candidates from the ChaLearn First Impression dataset (i.e., the list is provided in 2 for the reproducible purpose). We also extracted 15-second segments from each UDIVA clip, aligning with the duration of clips in the ChaLearn First Impression dataset. Based on these reduced datasets, we evaluated the performance of the six best deep learning models. Results (reported in the Supplementary Material) show that less training/validation samples and shorter clip length lead to the significant performance drop in APR and SPR performances, respectively, which suggest that the lower performance achieved for SPR could be attributed to the limited number of clips/subjects in the UDIVA dataset. However, it can be observed that even with the limited number of short clips, the benchmarked models still achieved better results for APR.

Finally, we compared three types of systems: (i) systems taking individual static facial images, relying on static facial expressions to make predictions; (ii) systems taking selected static images with neutral facial display, making predictions based on identity cues; and (iii) systems taking anonymized multi-channel AU time-series, predicting personality based on temporal facial behaviours without considering identity information. The detailed results are provided in the supplementary material, where we found that APR models primarily relied on behavioural and expression cues rather than identity cues. In contrast, SPR models relied on identity cues, and thus achieved very poor performances. This observation suggests that human non-verbal audio-visual behaviours might not directly reflect the

![Fig. 6. Correlation among non-verbal behaviours and personality traits. The data are AU values extracted from every frame in each ChaLearn 2016 and UDIVA video.](https://github.com/liaorongfan/DeepPersonality/tree/add_new_data_loader/datasets/chalearn16_few_candidates)
self-reported personality, and taking into account other contextual aspects might be important, which in itself is an interesting finding that has not been investigated by prior works.

4) Challenges and Research Gaps: Although an increasing number of automatic personality computing approaches have been proposed in recent years, both their reported results and our benchmarking results show that existing approaches are not very reliable for inferring personality traits, especially for self-reported personality. We can summarise the research gaps of existing personality computing approaches as follows:

- (i) Most existing studies [17], [21], [22], [26], [31], [32], [84] attempt to infer personality traits directly from static frames or short audio-visual segments without considering contextual information. Since subjects that have different personalities can show similar behaviours in a single frame or a short audio-visual segment (e.g., different subjects can show a happy expression in a single frame), a static frame or a short audio-visual segment is not reliable for inferring personality. Also pairing a static frame or a short audio-visual segment with clip-level personality labels to train models results in an ill-posed machine learning problem, making the trained model theoretically not have good generalization capability. Our results show that the spectral representation-based long-term modelling of frame/short segment-level predictions produced by reliable frame/short segment-based systems (e.g., most frame/short segment-level APR models) leads to enhanced personality recognition results (Table VII).

- (ii) Existing clip-level personality models can partially address the aforementioned ill-posed machine learning problem during model training. However, our benchmark shows that their results are worse as compared to the static frames or short audio-visual segments-based approaches. This can be explained by the fact that most clip-level spatio-temporal personality computing models [29] (including the benchmarked standard spatio-temporal models) require down-sampling the original video, i.e., a large number of frames are discarded, i.e., crucial short-term personality-related cues are ignored during training and inference stages. While some clip-level personality computing studies [18], [34], [36] retain almost all frames in a video, these methods are time-consuming to implement and train as they need to individually train a person-specific network for each subject. In short, there lacks an efficient clip-level audio-visual personality computing framework that can extract personality-related cues from all frames of the input data.

- (iii) Most existing deep learning-based personality computing approaches simply pair the given audio-visual data and labels to train models, i.e., they do not take the personality-related domain knowledge into consideration when designing and training their models. As we can see from the benchmarked results, such strategies can not produce models that are able to provide reliable personality predictions. In other words, it is necessary for future studies to systematically review the physiological and psychological findings to concretely model the relationship between true/apparent personality traits and human non-verbal behaviours (e.g., the behaviours/temporal patterns that are more frequently displayed by subjects that have a certain personality traits pattern), and integrate such knowledge to design more advanced personality computing models and training strategies.

Besides the research gaps, we also discuss the challenges for both current and future researchers in developing new and more advanced personality models as follows:

- (i) There is a need of open-source and easily implemented code that allow researcher to improve the existing approaches or develop more advanced models based on it.

- (ii) Existing approaches usually have different and complex pre-processing strategies. A large number of the published approaches do not provide full details of their pre-processing steps, model settings and training strategies due to the limited page numbers. Subsequently, it is difficult for researchers to fully reproduce their methods and results, i.e., our benchmarking results are not as the same as the results reported in their original papers.

- (iii) Due to the limited number of publicly available datasets, most existing personality computing models are only evaluated on a single dataset (e.g., ChaLearn First Impression dataset). Based on the results achieved by our benchmark, we found the same model can have completely different performances in predicting self-reported or apparent personality traits on different a dataset. Therefore, we assume that personality computing models should be evaluated on more than one dataset (i.e., multiple apparent personality datasets or self-reported personality datasets) which have different data recording settings and scenarios. Otherwise, if a model achieves excellent performance on a single dataset, we can only conclude that this model is well adapted to the dataset at hand, but can not be made about its reliability and capability in predicting personality in general.

V. Conclusion

In this paper, we propose the first audio-visual personality computing benchmark for both self-reported and apparent personality recognition tasks, which are evaluated on the two widely-used and publicly available personality computing datasets: the ChaLearn First Impression dataset and the ChaLearn UDIVA self-reported personality dataset. We first benchmarked seven visual models, six audio models and five audio-visual models that have been published and evaluated on the ChaLearn First Impression datasets. We also benchmarked seven visual deep learning models that are widely used for visual problems, which have not been applied to video-based personality computing before. Our open-source, easy-to-use and standardised framework can be utilized to not only develop new personality computing models but also conduct quick yet robust evaluation of new models on both self-reported and apparent personality traits recognition tasks.

Building on our benchmarked models, we systematically evaluated various factors that impact personality computing. This
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led us to make the following conclusions: (i) using cropped and aligned face images as input generally led models to produce slightly better personality predictions than using images with background; (ii) the static models frequently achieved better performances than most spatio-temporal models for personality recognition; (iii) visual models frequently achieved superior results than audio models on personality recognition, indicating that subjects’ facial behaviours contain more discriminative apparent personality-related cues than non-verbal audio behaviours; (iv) most models achieved better APR results than SPR even when different datasets were used, which suggests that subjects do not show their self-reported personality through non-verbal audio-visual behaviours; and (v) each personality trait has a unique relationship with human non-verbal behaviours (i.e., modalities and temporal scale), and thus even the same data contribute differently for personality recognition. We also discussed the current research gaps and challenges in audio-visual personality computing.

Our work provides a standardized data loading, pre-processing and model training framework as well as a set of reproduced personality computing models, which partially address the discussed issues. We are aware that our benchmark cannot accommodate all machine learning strategies, (e.g., all previous personality computing models, pre/post-processing strategies). However, creating an extensive benchmark should be a joint community effort. Therefore, we have made our benchmark fully open-source, accompanied by detailed guidelines, and welcome contributors from the international research community to enhance various aspects of the pipeline. Our future endeavours will focus on annual improvements to the benchmark by incorporating newly published personality computing models, evaluating benchmarked models on novel personality datasets, and integrating additional modalities (e.g., language, interaction cues). Additionally, we aim to accommodate more machine learning strategies, including advanced self-supervised learning and data augmentation techniques, with our extensions and with the assistance of other researchers working on this research area. We hope that this paper serves as an open call to all interested researchers to join forces with us to integrate their personality computing models into our publicly available framework. Given the challenges of directly inferring self-reported personality from audio-visual behaviours, our future work will also aim to investigate the impact of other contextual cues (e.g., data collection settings/scenarios), as previous studies [18], [36] suggested that the behaviours expressed during self-presentation [85] or selfies (e.g., photos and videos) [86] are more informative for displaying subjects’ self-reported personality traits. We will further follow [85], [86] to investigate more efficient and effective ways to model personality-related person-specific cognitive processes. In addition, more comprehensive and trustworthy annotation, behaviour modalities and long-term datasets will also be essential for future self-reported personality recognition studies.
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