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The 802.11ax high-efficiency wireless (HEW) particularly designed for high-density areas. However, dense areas have specific requirements that demand precise deployment strategies by network developers. In dense networks, a large number of users are simultaneously connected to the same channel; hence, the available bandwidth is divided among the users in such a way that joining more users can eventually saturate the network. Furthermore, in dense areas, a large number of closely spaced users are transmitting data at the same time. In such a heavily frequency interfered environment, the wireless link quality extremely degrades, which can practically render the network unavailable. Thereby, it is essential to determine the appropriate deployment options regarding the specific networks’ settings and configurations. Hence, this work proposes a network architecture model to determine the dual-band HEW performance in dense deployments. The model additionally includes long-term evolution (LTE) as the cellular alternative for high-density areas which is utilized by the model as the reference point for corresponding comparison purposes with HEW. The model is implemented, and link quality parameters are measured based on different aspects of the deployment options. To further validate the model and determine the optimization levels provided by the options, the simulation and analytical results are compared.

1. Introduction

The explosive growth of mobile broadband traffic is one of the current major challenges in the mobile industry. To address the capacity demands, high-efficiency wireless (HEW) 802.11ax was designed particularly for dense areas [1]. According to Cisco [2], a location is classified as high density if more than 30 active users are connected simultaneously to a single access point. However, network development in high-density areas with specific requirements is another challenge. Considering high-density environments such as airports, stadiums, concert halls, and convention centers, many users are sharing the same connection and transmitting data at the same time. This can bring any underlying network to its lowest level of performance if it is not deployed correctly. The issue essentially requires a solution regarding the ever-increasing demand for network capacity in a cost-efficient manner. A promising solution for this issue is to choose the appropriate deployment options and configurations regarding the network’s parameters.

To succeed in the enterprise, service providers and developers need to know the optimal values of the deployment options beforehand to ensure end users’ satisfaction in a cost-efficient manner. However, despite the importance, there is no current work to address the limitations and implementation issues of dual-band HEW in dense areas through the appropriate selection of the deployment options identifying which is our first motivation. Moreover, the LTE network is a well-known cellular alternative for dense areas. In this regard, our second motivation is to implement the LTE network with similar deployment options as the HEW to be able to leverage the results for practical functionality assessment of the HEW in dense areas with reference to the cellular LTE.

Accordingly, three main contributions of this work are summarized as follows. First, a network architecture model is proposed to develop three high-density networks, including LTE, HEW in 2.4GHz that we refer to it as HEW-2.4, and HEW in 5GHz that we refer to it as HEW-5. Further on this, the model takes into account six distinct deployment options each reflecting a different network aspect. The
options include operating channel management, connection limit, antenna configuration, bandwidth requirements, Internet protocol efficiency, and payload size distribution. In this regard, determining the optimal values of the deployment options to further enhance the link quality and network capacity of HEW compared to LTE in dense areas is the second contribution of this work. Knowing the optimal values in advance before utilizing them in the dense networks will improve the end users’ satisfaction and yet, maximize cost efficiency for the service providers and developers. Moreover, since determining the validity of the results is a part of any model development process, the third contribution of this work is to establish a baseline by calculating the analytical results to be compared with those of the simulation results.

The rest of the work is organized as follows. Section 2 presents related works. Section 3 provides details regarding the architecture of the model and its built-in networks, scenarios, performance metrics, and methodology followed to implement the scenarios and measure the results. Section 4 presents the results, and Section 5 concludes the work.

2. Related Works

As a newly released standard, there are only a few studies on HEW efficiency and functionally in conjunction with network capacity, and to the best of our knowledge, there is no comparable work with LTE in this regard. Thus, we classify the related works into the deployment of (i) LTE and (ii) HEW dual band separately. By varying the users’ density, the authors in [3] examine the strength and weaknesses of transport layer protocols used for video streaming. The simulation results show the protocols execute differently on LTE networks as they depend on the network scenarios and parameter settings. While the work does not take into account the other deployment options mentioned in the earlier section, no evaluation over the HEW standard is performed. The effectiveness of the transport layer protocols is also addressed in [4] through the coexistence of LTE and Wi-Fi. The LTE is implemented in both UM and AM RLC modes in conjunction with different transport layer protocols. However, there are drawbacks to the work as it does not examine other deployment options and also, it does not implement HEW. By contrast, in addition to the effectiveness of the transport layer, we take into account all important deployment options between LTE and HEW to accomplish a comprehensive comparison of their performance. The coexistence of HEW and LTE networks is also provided in [5] to evaluate the signal to noise ratio level. Traffic pattern in terms of packet size and the corresponding delay imposed on LTE networks is investigated in [6]. Through the measurement results, they illustrate that shorter packets are more suitable for delay-sensitive applications as they improve the end-to-end delay performance of LTE users.

However, other performance metrics, deployment options, and HEW networks are not evaluated. On the contrary, we take into account all the common deployment options of both LTE and HEW to be as comprehensive as possible. A testbed is set up in [7] to characterize the performance of IPv6 and compare it with IPv4 in only LTE networks. The average time for establishing a TCP connection for different websites is measured from IPv6 to IPv6, IPv6 to IPv4, and IPv4 to IPv4. The results indicate a longer connection time for IPv6 than IPv4. Other than comparing IPv6 and IPv4, the experiments are limited to the LTE network, and they do not consider HEW or any other performance metrics and deployment options. In [8], the authors use MATLAB and Vienna LTE-A system-level simulator to evaluate the performance of four LTE channel widths with MIMO options, but no evaluation is performed over HEW networks. MATLAB is also used by authors in [9] to investigate different MIMO transmission modes in LTE. Due to being a new standard, with regards to HEW, there are only a few current works with no comparison over LTE. The user density in HEW is investigated in [10] in terms of throughput and latency. A testbed is set up in [11] to compare throughput and round-trip time of HEW with standard datasets that exist for IEEE 802.11 g networks. The authors in [12] perform analysis for different node densities and traffic types in HEW network. In [13], the authors suggest a TCP-aware scheduling strategy for optimizing the transmission of TCP traffic. The number of stations and resource allocation algorithms are the only deployment options evaluated in [14, 15], respectively, to measure the corresponding effects. However, no investigation of other critical deployment options or any comparison with LTE network is provided.

Despite the existing works, two main limitations are identified. First, there is a lack of enough information regarding the practical functionality of the HEW in high-density areas with regard to the effective deployment options. Second, while both LTE and HEW have been developed with supporting high-density areas in mind, no comparable work between them exists to evaluate their contribution to the networks’ performance optimization. This work proposes a model to address both limitations in high-density deployments. The model provides an in-depth evaluation of the common deployment options between HEW and LTE networks in high dense areas. This further determines the actual performance gains and optimal values in advance before applying the options on the networks, which in turn allows the developer and service providers to meet the increasing demands of network capacity.

3. Model Implementation

The procedure followed in this work starts with developing a model to address the capacity issues in dense HEW and LTE networks concerning the efficiency of the deployment options and to measure the collective effects in both. The optimal values of the options are determined to achieve the best possible results in high dense HEW and LTE networks. The architecture of the model, the scenarios designed in the network simulator, and the methodology followed to implement the scenarios and measure the results in terms of link quality performance metrics are discussed in detail in this section.

3.1. Network Architecture. The model primarily includes three distinct network architectures, including LTE, HEW in 2.4GHz, and HEW in 5GHz frequency bands as follows.

3.1.1. LTE Network Architecture. The LTE network architecture primarily includes the following components:

- **User Equipment (UE)**: The mobile device that communicates with the network.
- **Evolved Node-B (eNB)**: The base station that connects users to the network.
- **Packet Data Network Gateway (PDN-GW)**: The gateway that routes packets to the internet.
- **Home Subscriber Server (HSS)**: Stores user subscription and security-related information.
- **Serving Gateway (SGW)**: Routes user data packets to the PDN-GW.

3.1.2. HEW Network Architecture. The HEW network architecture primarily includes the following components:

- **Access Point (AP)**: The device that provides access to the network.
- **User Device (UD)**: The device that communicates with the network.
- **Network Access Gateway (NAG)**: Routes user data packets to the internet.
- **Home Gateway (HG)**: Stays connected to the internet.
- **Network Access Server (NAS)**: Stores user subscription and security-related information.

3.1.3. Scenario Setup. The scenarios are designed to evaluate the performance of HEW and LTE networks in high-density areas. The scenarios include:

- **High Density Scenarios**: To evaluate the performance of HEW and LTE networks in high-density areas.
- **Network Performance Metrics**: To measure the performance metrics of HEW and LTE networks.
- **Deployment Options**: To evaluate the performance of different deployment options between HEW and LTE networks.
3.1.1. LTE Network Architecture. The LTE network developed in the model is designed with full evolved packet core (EPC) architecture. The user equipment (UEs) are connected to eNodeB through which the data packets are transmitted in the downlink direction from the remote server toward the UEs. The eNodeB accomplishes this via connection to the EPC core nodes, including serving gateway (SGW) and packet data network gateway (PGW) in the presence of a mobility management entity (MME). The UEs are initially positioned randomly around a rectangular grid and then move in random directions in the closed area of the grid. The direction boundary (meter), speed (meters per second), and pause time and delay (second) mobility parameters for each UE are controlled by rectangle (rectangle (-100 m, 100 m, -100 m, 100 m)), constant random (constant random variable [constant = 0.2]), and uniform random (uniform random variable [Min = 1, Max = 6]), respectively. The UE pauses for the specified delay to choose a random direction and speed in the range of 1 to 6 m/s. Then, the UE travels in the selected direction with the selected speed until it reaches the predefined rectangle boundary. After that, it pauses again and selects a new direction and speed. This process repeats until the end of the simulation time (200 seconds) to represent real-world mobility in a closed area. In order to allocate resources to UEs, the proportional fair scheduling algorithm is used. Figure 1 shows the graphical representations for 100 UEs in the LTE network before and during data reception to visualize the cell signal coverage by the eNodeB.

3.1.2. HEW-2.4 and HEW-5 Networks Architecture. Since HEW is dual band, the model includes two distinct HEW networks, one in the 2.4GHz frequency band, which is for simplicity, we refer to it as HEW-2.4, and the other in the 5GHz frequency band which we refer to it as HEW-5. For comparison purposes, the architecture and corresponding settings and parameters of the HEW-2.4 and HEW-5 first must be identical (except for the operational frequency band) and second, be comparable to those for the LTE network in the model. This is essential for providing the highest possible level of fair conditions for comparison purposes between LTE and HEW networks. The HEW stations (STAs) are randomly positioned with similar mobility parameters as the LTE network. The STAs are connected to the HEW-enabled access point, which is responsible for data delivery in the downlink direction from the remote server to the connected STAs. Moreover, for sending more data in a single transmission, the default frame aggregation method called aggregated-MAC packet data unit (A-MPDU) is used in both HEW networks. Figure 2 indicates the HEW-5 network in the model for 100 STAs.

3.2. Simulation Scenarios. The three developed networks in the model are used as underlying networks over which the corresponding scenarios are implemented, and the performance results are measured. Due to the structural difference of cellular LTE and wireless HEW networks, there exist multiple deployment options at different layers that can affect the overall network capacity. With both service providers and end users in mind, the model takes into account six deployment options common in HEW and LTE networks and corresponds them to the following six classes of scenarios.

3.2.1. Operating Channel Management. This class of scenarios focuses on the aspects of the available channels in LTE, HEW-2.4, and HEW-5 networks to identify their efficiency and thereby determine the optimal selections under high-density conditions. The details are as follows.

1. Operating Channel Management for the LTE Network in the Model. The LTE frequency range is 600 MHz to 6GHz, and the available channel widths are 1.4, 2, 5, 10, 15, and 20 MHz [16]. Therefore, there are multiple operating channel bands for LTE, while each band supports a range of frequencies [17]. Among the existing bands, we select band seven with 2.655GHz center frequency. The reason behind this selection, apart from being close to the frequency of HEW-2.4 network, is that band seven is among the most common internationally used bands [18]. It has high data capacity and can deal with the high number of devices connecting at once, making it ideal for dense areas [19]. For this band, the possible channel widths are 5, 10, 15, and 20 MHz, which corresponds to 25, 50, 75, and 100 resource blocks (RBs), respectively [20, 21]. For this class of scenarios, the LTE network supports and implements all four channel widths while for other classes, the default value (20 MHz) is implemented. The parameters related to the LTE band seven used by the model along with the absolute radio frequency channel number (EARFCN) are presented in Table 1.

2. Operating Channel Management for the HEW-2.4 Network in the Model. The 2.4GHz frequency spectrum typically consists of eleven channels (1 to 11). Among the nonoverlapping channels (1, 6, and 11), we select the first channel for the HEW-2.4 in the model which supports four different channel widths of 20, 40, 80, and 160 MHz. Therefore, this class of scenarios also takes into account the implementation of all four channel widths while for other classes, the default value (40 MHz) is used. The simulation parameters of the HEW-2.4 network for channel one are presented in Table 2.

3. Operating Channel Management for the HEW-5 Network in the Model. In the 5GHz frequency band, the HEW standard has channel numbers ranging from 36 up to 165 each supporting a different channel width [22]. Hence, to support all the four channel widths by the HEW-5, the selected channel numbers are 36, 38, 42, and 50 correspond to 20, 40, 80, and 160 MHz channel widths, respectively. Moreover, for other classes of scenarios, the default channel width (40 MHz) is used. Thus, the model for the HEW-5 network considers all four channel widths with the first channel numbers as described in Table 3.

3.2.2. Maximum Connection Limit. In order to ensure reliability and stability, identifying the maximum connection limit is one of the essential options that must be determined before the deployment of the networks. Accordingly, in this class of scenarios, the overall performance of the LTE,
HEW-2.4, and HEW-5 networks with different densities of users are measured and evaluated. By aiming to determine any possible scalability limit in LTE, HEW-2.4, and HEW-5 networks and evaluate how these networks can tolerate the increasing number of active users, we vary the density of the users in the range of 10, 30, 50, 70, 90, 110, 130, and 150 users. Further on this, for other classes of scenarios, 100 active users are connected in each network. The reason is related to the 20 MHz channel width in LTE which includes 100 RBs in total in each transmission time interval (TTI) for all the users.

3.2.3. Antenna Configuration. This class of scenarios mainly attempts to identify that utilizing which antenna configuration technique leads to performance optimization of high dense HEW-2.4 and HEW-5 compared to LTE networks. The details are as follows.

(1) Antenna Configuration for the LTE Network in the Model. With regards to the antenna’s configuration for data transmission, the three following modes are supported by the model:
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based and software-based [34]. The software-based link quality (SBLQ) parameters are measured at the receiver side based on statistics of the received packets. The SBLQ parameters supported by the model include throughput, end-to-end delay, packet loss ratio, and jitter. Moreover, starvation is a well-known issue caused by channel access competition of a large number of users in high dense networks which results in certain users wait for a longer time than the others [26]. To determine how HEW and LTE can manage the starvation in dense conditions, the fairness index (FI) measurement is provided by the model for the scenarios that vary the density of the users (maximum connection limit class). The fairness index represents the equality of allocating the resources to individual users by the underlying network. It ranges from 0 to 1, with 1 showing 100% network fairness of a large number of users in high dense networks which can be reliably transmitted over a given channel and is calculated in bps based on the Shannon-Hartley formula [37–39] as follows:

\[
FF = \frac{(ST_1 + ST_2 + \cdots + ST_N)^2}{N \times (ST_1^2 + ST_2^2 + \cdots + ST_N^2)} \times 100, \tag{1}
\]

where \(ST_i\) is the simulation throughput of the \(i^{th}\) user, \(N\) is the total number of users, and \(i\) is considered as \(1 \leq i \leq N; N \in \{10, 30, 50, 70, 90, 110, 130, 150\}\).

Table 4: Simulation parameters.

| Options and parameters          | Values                                      |
|---------------------------------|---------------------------------------------|
| Channel width                   | LTE: 5, 10, 15, 20 MHz                      |
|                                 | HEW: 20, 40, 80, 160 MHz                    |
| User density                    | 10, 30, 50, 70, 90, 110, 130, 150           |
| Antenna configuration           | LTE: mode 1 to 3                            |
|                                 | HEW: mode 1 to 4                            |
| Internet protocol               | IPv6, IPv4                                  |
| Transport payload size          | 700, 1400, 2800 bytes                       |
| Traffic type                    | Error-sensitive (TCP), delay-sensitive (UDP) |
| Traffic pattern                 | Constant bit rate (CBR)                     |
| Traffic generation rate         | 2 Mbps                                      |
| Mobility                        | Constant speed in a random direction in the closed grid |

Table 5: LTE RSSI and RSRQ measurements in the model.

| Channel width | \(N_{RB}\) | RSSI (dBm) | RSRQ (dB) |
|---------------|------------|------------|-----------|
| 5 MHz         | 25         | RSRP + 24.77 | 13.97 + RSRP – RSSI |
| 10 MHz        | 50         | RSRP + 27.78 | 16.98 + RSRP – RSSI |
| 15 MHz        | 75         | RSRP + 29.54 | 18.75 + RSRP – RSSI |
| 20 MHz        | 100        | RSRP + 30.79 | 20 + RSRP – RSSI   |

Table 4: Simulation parameters.

parameters of the UEs. On this basis, RSSI and RSRQ of the UEs are also measured as follows [16, 36]:

\[
\text{RSSI} = \text{RSRP} + 10 \times \log_{10} (12 \times N_{RB}),
\]

\[
\text{RSRQ} = 10 \times \log_{10} (N_{RB} + \text{RSRP} – \text{RSSI}), \tag{2}
\]

where \(N_{RB}\) is the number of resource blocks.

The summary of the RSSI and RSRQ measurements for the LTE network is provided in Table 5.

For LTE, HEW-2.4, and HEW-5 networks, the channel capacity (CC) represents the maximum rate at which data can be reliably transmitted over a given channel and is calculated in bps based on the Shannon-Hartley formula [37–39] as follows:

\[
CC = \text{CW} \times \log_2 \left(1 + \frac{N_{Rx} \times N_{Tx} \times \text{SNR}_{avg}}{N_{RB}} \right), \tag{3}
\]

where \(CC\) is the channel capacity, \(CW\) is the channel width, \(N_{Rx}\) is the number of transmitting antenna, \(N_{Rx}\) is the number of receiving antenna, and \(\text{SNR}_{avg}\) is the average SNR of the channel.

3.4. Validity Assessment of the Model. Determining the validity of the results is a part of any model development process to guarantee the integrity of any further decision-making approaches based on those results. In this context, as the verification strategy for establishing reliability and validity of the measured simulation results, we compare them with the results obtained with the aid of analytical calculations. For this purpose, the model further takes into consideration the analytical metrics including the maximum achievable throughput (MAT), efficiency ratio (ER), and peak throughput in the physical layer (PTPL). In this regard, the notations used throughout this work are introduced in Table 6.

3.4.1. Maximum Achievable Throughput. The maximum achievable throughput (MAT) determines the average maximum possible quantity of data that is received by the users per given time [26]. First, we measure the simulation MAT (MAT\(_S\)) and then we calculate the analytical MAT (MAT\(_A\)). The aim is to compare the MAT\(_S\) results with analytical MAT\(_A\) to determine the validity of the simulation results. MAT\(_A\) is a function of several parameters and is calculated as

\[
\text{MAT}_A = N_{DS} \times N_{BPS} \times \text{CR} \times N_{SS} / \left(T_{SD} + T_{GI}\right), \tag{4}
\]

where \(N_{DS}\) is the number of data subcarriers, \(N_{BPS}\) is the
The number of bits per symbol, CR is the coding rate, $N_{SS}$ is the number of special streams, $T_{SD}$ is the symbol duration, and $T_{GI}$ is the guard interval time. Due to structural differences between LTE and HEW networks, each parameter in equation (4) for LTE is different than HEW; thus, we need to consider them separately as follows.

1. **MATA Calculation in HEW.** The $N_{DS}$ in HEW networks depends on the CW. Accordingly, the $N_{DS}$ values for 20, 40, 80, and 160 MHz channels are 234, 468, 980, and 1960, respectively [40]. Unlike LTE, the modulation coding scheme (MCS) can be adjusted in HEW networks. While the possible MCS values in the HEW networks are from 0 to 11, the default MCS in the model is 8 which results in utilizing the 256-QAM algorithm for modulation [40]. This in turn provides the $N_{RPS}$ as 8 bits and CR as $3/4$ [40]. Moreover, as mentioned earlier, the $N_{SS}$ values for mode 1 to 4 in HEW networks are 1 to 4, respectively. While $T_{SD}$ is 12.8 $\mu s$, the HEW standard includes three guard interval time ($T_{GI}$) values as 0.8, 1.6, and 3.2 $\mu s$ [40]. On the other hand, in dense networks, a large number of closely spaced users are transmitting data at the same time resulting in such a heavily frequency interfered environment. For this reason, we select 0.8 $\mu s$ for $T_{GI}$ to avoid more signal interference. Given all these together, the simplified form of equation (4) in Mbps for the HEW networks in the model will be as follows:

$$MAT_{A} = 0.441 \times N_{DS} \times N_{SS}.$$  

(5)

2. **MATA Calculation in LTE.** In the LTE network, the $N_{DS}$ values for 5, 10, 15, and 20 MHz channels are 301, 601, 901, and 1201, respectively [41]. Unlike HEW networks, the MCS in the LTE network is not adjustable and varies depending on the radio link quality and conditions. The link with better quality achieves a higher MCS which allows more data transmission. By looking at the simulation results, we determine that the achieved MCS based on the channel conditions is 28. Thus, we also consider the same value for further analytical calculations. This MCS value corresponds to the 64-QAM modulation algorithm and thereby, the $N_{RPS}$ will be 6 [41]. With regard to the CR value in the LTE network, it relies on different parameters and is calculated as follows:

$$CR = \frac{TBS \times L_{CRC}}{N_{RE} \times N_{RPS}},$$  

(6)

where TBS is the transport block size, $L_{CRC}$ is the length of cyclic redundancy check (CRC), $N_{RE}$ is the number of resource elements, and $N_{RPS}$ is the number of bits per symbol. The size of the transport block relies on the CW; thus, the TBS values for 5, 10, 15, and 20 MHz channels are 18336, 36696, 55056, and 75376, respectively [41]. Moreover, the $L_{CRC}$ is 24 bits in LTE networks. The $N_{RE}$ as a function of different parameters is calculated as follows:

$$N_{RE} = N_{RB} \times N_{SC_{RB}} \times N_{S_{OFDM}} \times N_{SL_{SF}} \times \left(1 - \frac{P_{RE}}{100}\right),$$  

(7)

where $N_{RB}$, $N_{SC_{RB}}$, $N_{S_{OFDM}}$, and $N_{SL_{SF}}$ are the number of resource blocks, subcarriers per resource block, OFDM symbols, and slots per subframe, respectively. The $N_{RE}$ relies on the CW; thus, the values for 5, 10, 15, and 20 MHz channels are 25, 50, 75, and 100, respectively. With regard to $N_{SC_{RB}}$, there are 12 subcarriers in each LTE resource block. Moreover, depending on the cyclic prefix (CP) to be normal or extended, the number of OFDM symbols ($N_{S_{OFDM}}$) can be 7 or 6, respectively [41]. Since the model includes the normal CP, the $N_{S_{OFDM}}$ will be 7. Moreover, in LTE networks, each subframe is divided into two slots; hence, $N_{SL_{SF}}$ is 2. The $P_{RE}$ is the percentage of resource elements (RE) in the control channel which usually is 10% [41]. Given all these together, the simplified form of equation (4) in Mbps for the LTE network in the model will be as follows:

$$MAT_{A} (\text{Mbps}) = 0.089 \times N_{DS} \times N_{SS} \times \left(\frac{TBS + 24}{777.6 \times N_{PRB}}\right).$$  

(8)
3.4.2. Efficiency Ratio of the Analytical and Simulation Results. To further determine the precision level of the simulation measurements, we calculate the efficiency ratio which represents the closeness percentage of the simulation and analytical results [35]. Thereby, we use both the analytical and simulation maximum achievable throughputs to calculate the analytical and simulation efficiency ratio \( \text{ER}_{\text{AS}} \) as follows:

\[
\text{ER}_{\text{AS}} = \frac{\text{MAT}_A - \text{MAT}_S}{\text{MAT}_A} \times 100,
\]

where \( \text{MAT}_A \) and \( \text{MAT}_S \) are the analytical and simulation maximum achievable throughputs, respectively. The \( \text{ER}_{\text{AS}} \) is expressed as a percentage to analyze how well the model works so that the lower the ratio, the better. A lower ratio is an indication of higher accuracy of the simulation results as their differences with the analytical results decreases. In this regard, if the efficiency ratio increases, it means the simulation results have a significant difference with the analytical results which is not desirable.

3.4.3. Peak Throughput in the Physical Layer. In LTE networks, radio frames are used to carry data between users and eNodeB while each frame contains ten subframes. In order to transmit data, it is delivered from the upper layers to the physical layer in the form of the transport block to be transmitted in 1 ms subframes correspond to the
transmission time interval (TTI). Therefore, the number of bits in 1 ms transport blocks will determine the peak throughput in the physical layer (PTPL) which is calculated as follows:

\[ PTPL = TBS \times \frac{NSS}{SSF} \times \frac{NSS}{SS}, \]  

(10)

where TBS is the transport block size, \( NSS \) is the number of scheduled subframes, and \( SS \) is the number of spatial streams in the antenna. As mentioned earlier, TBS is determined by CW, RB, and MCS according to [41]. Accordingly, the TBS values for 5, 10, 15, and 20 MHz channels are 18336, 36696, 55056, and 75376, respectively. Moreover, since in the above formula, the TBS is per 1 ms, and we also have one sub-frame per each TTI (1 ms); the simplified form of the equation in bps will be as follows:

\[ PTPL(bps) = TBS \times NSS. \]  

(11)

4. Results and Discussion

The results from the implementation of high dense LTE, HEW-2.4, or HEW-5 networks in the model are presented in this section. The results assist in the selection of the proper optimal values of different deployment options to enhance the overall network capacity in high-density areas.

4.1. Operating Channel Management. Due to the existence of different channel widths, it is essential to identify their

Figure 4: Operating channel width management: UDP (a) throughput, (b) delay, (c) loss ratio, and (d) jitter.
influence on the performance of LTE and HEW networks and further determine the most efficient operational channel to enhance the capacity of these networks in dense areas. The results regarding the performance of error-sensitive applications are provided in Figure 3.

The results indicate a better performance of HEW over LTE in high-density conditions. The LTE throughput, regardless of the width of the channel, provides the least values compared to HEW-2.4 and HEW-5 networks. Although by increasing the channel width, the LTE throughput also increases, and it is not considerable. Accordingly, the delay and jitter analysis also show a better performance for HEW-2.4 and HEW-5 compared to LTE so that the wider LTE channels are able to decrease delay, loss ratio, and jitter. Among the four available channel widths, the widest channel (20 MHz) is able to provide the highest performance for the LTE users. Further analysis of the HEW performance shows interesting findings. Regardless of choosing a wide or narrow
channel, HEW-5 outperforms HEW-2.4 in dense areas. With regard to the HEW-2.4 network, among the four available channel widths, increasing channel width from 20 MHz to 40 MHz improves the performance which remains the same for 80 MHz and 160 MHz with no significant changes. In contrast, in the HEW-5 network, the channel width directly affects the overall performance of the end users. In terms of throughput, the throughput increases in line with increasing the channel width with 160 MHz channel as the exception. While the highest capacity for the users connected to the HEW-5 network is achieved by the 80 MHz channel, the least throughput is achieved by the widest channel (160 MHz) due to the lowest number of nonoverlapping channels. The reason is that the channel width controls the speed of data transfer. The wider channels, on one hand, provide higher data rates and consequently, optimize the network performance, but on the other hand, they are subject to more signal interference. Since we implement the network in high-density conditions with 100 active users transmitting simultaneously, this leads to a major interference problem caused by the overlapping channels. Consequently, the 160 MHz with the highest number of overlapped channels results in lower performance in higher frequency (5GHz). The experimental testbed results in [42] also demonstrate how the 160 MHz channel acts differently. Therefore, for the high dense deployment of HEW in the 5GHz frequency band, the 80 MHz channel width for error-sensitive data provides the best performance for the end users. Further work needs to be done to determine whether similar findings are achieved for time-sensitive traffic. Thus, the corresponding scenarios are performed for LTE, HEW-5, and HEW-2.4 networks, and the performance of time-sensitive applications is provided in Figure 4.

As compared to the error-sensitive results, it can be inferred from the results that time-sensitive communications over LTE and HEW networks improve the throughput but degrade the performance of the users in terms of delay, loss ratio, and jitter. This is related to the lower overheads of UDP compared to TCP, which leads to an increasing number of transmitted data. As a result, since more data means more buffering, the higher delay is the unavoidable consequence. Furthermore, by comparing the HEW and LTE, we observe that unlike error-sensitive communication in which the performance of LTE is significantly lower than HEW-5, in time-sensitive communication, their performance is very close using the 20 MHz channel width. However, as the width of the channel increases, the HEW-5 performance improves to a higher level than LTE. Thus, it is concluded that for both error-sensitive and time-sensitive traffic exchanged in the LTE network, the wider the channel, the better the performance in high dense areas. With regard to the HEW network, the same conclusion regarding the 160 MHz channel exception is provided. The reason again is the least number of nonoverlapping channels in the 160 MHz width which results in higher interferences under high-density conditions. Since all three networks are under high-density conditions where 100 are actively connected to the same link, and since all users are in close distance from each other, the interference level is very high. In this case, using 160 MHz channels with the lowest number of nonoverlapping channels will make the interference situation even worse resulting in performance degradation.

In order to further validate the findings, a deeper understanding of the high dense requirements in terms of other important considerations including HBLQ parameters is essential. Thus, the corresponding scenarios are run with regard to SNR, RSSI, and RSRQ, and the results are provided in Figure 5.

The RSSI results show that LTE users receive stronger signals compared to HEW users. Moreover, based on the results, the channel width does not affect the strength of the received signals by the HEW-5 and HEW-2.4 users as all
the four available channel widths provide a similar level of RSSI. In contrast, the channel width has a direct influence on the performance of LTE users so that utilizing narrower channels improves the signal in terms of a higher RSSI. Additionally, from the RSRQ results, it is verified that the wider channels are better when the quality of the received signals is the main consideration in LTE dense networks. With regards to SNR results when the noise comes into consideration, different findings are obtained. The SNR results show that while using wider channels leads to SNR reduction, the difference is not remarkable. Because SNR indicates the quality and reliability of the link between the users and the
network and because it assists in predicting error occurrence in the networks, to have a better SNR in dense LTE and HEW networks, using narrower channels is more efficient. In this context, it is worthwhile to measure and compare the channel capacity of the LTE, HEW-5, and HEW-2.4 by varying the channel width. The channel capacity results are presented in Figure 6.

The above results indicate the significant impact of the channel width on the channel capacity in LTE and both HEW networks under dense conditions. In the LTE network, as the channel width increases, the channel capacity increase so that the highest amount of channel capacity belongs to the 20 Mhz channels in LTE. Concerning the HEW networks, the HEW-2.4 and HEW-5 achieve the same channel capacity for narrow channels including 20 MHz and 40 MHz. However, going toward the wider channels results in different performances for HEW-2.4 and HEW-5 to such an extent that channel capacity is slightly higher for the HEW-2.4 network.

The reason is that in this class of scenario, a single antenna is used in transmitting and receiving sides; according to equation (3), the channel capacity will be only a function of the channel width. Therefore, any increase in the width of the channel directly increases the channel capacity. To further validate the findings, we calculate the analytical maximum achievable throughput ($MAT_A$) values for the LTE and HEW networks and compare them to the simulation $MAT$ ($MAT_S$). The comparison results are presented in Figure 7.

On the basis of the results, both analytical and simulation results confirm a good agreement proven by achieving a better performance using the wider channels. In the LTE network, the measured simulation $MAT_S$ and analytical $MAT_A$ are significantly close so that they approximately imply identical values that validate the model as well as the findings.

With regard to the HEW networks, we similarly observe very close values of simulation $MAT_S$ and analytical $MAT_A$ while the difference is higher when it comes to the 160 MHz channel width. In this case, the difference between $MAT_A$ and $MAT_S$ is higher than those measured for the other channels due to lower nonoverlapping channels considered in the simulation as we explained earlier. Further on this, we obtain the efficiency ratio between the analytical and simulation results ($ERAS$) demonstrated in Figure 8.

A lower efficiency ratio is an indication of the higher accuracy of the simulation results because of the difference reduction with the analytical results. In this regard, if the efficiency ratio gets closer toward 100%, it means the difference between the simulation and analytical results increases which is not desirable. By looking at the $ERAS$ results in the LTE network, we observe 0% for the largest channel width (20 MHz) which means that the simulation results exactly match the analytical results. However, for narrower channel widths (5, 10, and 15 MHz), the $ERAS$ value increases to about 4.2%. In this case, despite being higher than $ERAS$ for 20 MHz, the value is still very low indicating a high precision level of the simulation measurements as they are matched closely with the analytical results (95.8% match). With reference to the HEW results, it is found that the highest level of accuracy ($ERAS = 0\%$) is achieved for the narrower channels (20 and 40 MHz). Then, by increasing the channel width, the $ERAS$ increases as well so that the highest difference between the simulation and analytical results belongs to HEW networks that utilize the 160 MHz channel width ($ERAS = 4.3\%$). These very low ratio values confirm the accuracy of the simulation results. Next, we need to assess the degree to which the measured simulation results are a representation of the analytical results from the perspective of the channel width. Thus, we extend the analysis by comparing the simulation peak
throughput with those of the analytical in the physical layer. The comparison results are demonstrated in Figure 9.

The analytical peak throughputs concur very well with the corresponding simulation results to confirm our earlier findings. The number of bits transmitted by transport blocks as the physical layer payload is higher when the 20 MHz channel width is used. This represents the 20 MHz channel width as the most efficient among the other LTE channels to be deployed in high-density areas. Moreover, the very close values of the simulation and analytical peak throughput results further confirm the validity of the findings.

4.2. Maximum Connection Limit. Considering the growing number of connected devices, further analysis is performed here to resolve how LTE and HEW networks can handle the increasing number of simultaneous connections. We vary the number of users joined to the LTE, HEW-2.4, and HEW-5 to create small, medium, and high dense areas and measure the corresponding influences on the overall performance of the users. The results are used to identify the optimum number of users before the networks start losing the ability to provide designated services efficiently. The results for error-sensitive applications are provided in Figure 10.

The results show that the performance of the users in all three networks degrades considerably as the number of users increases in such a way that the degradation is more significant for LTE than HEW. When the number of users is below 30, the LTE achieves the same level of performance as HEW-2.4 and HEW-5. However, increasing the number of users above 30 drops the LTE performance to about one-fourth

![Figure 10: Maximum connection limit: TCP (a), throughput (b), delay (c), loss ratio, and (d) jitter.](image-url)
of what it was before. The performance continues to decline until the number of users reaches 110 and from this point onward, the network is practically unable to provide any services for the error-sensitive applications. The reason is that the LTE network in the model consists of a single macro cell (comparable to the single access point for the HEW network in the model) to which all the users are connected. On the other hand, as mentioned earlier, the resource blocks (RBs) are assigned to users for transmission every TTI (1 ms). The number of RBs is finite. Since in this class of scenarios, the channel width is 20 MHz, and the total number of RBs is 100. Accordingly, the eNodeB has 100 RBs for the total of N users, and it decides how many RBs are assigned to each user. When there is a lower number of users, more users will have more RBs which provides higher throughput. However, as the number of users increases, there exists fewer users with enough RBs because more active users concurrently share the total cell capacity. Clearly, there can be situations in which some users are not assigned any RB. This will result in throughput degradation. The issue gets even worse with TCP transmissions on the network with all the extra overheads compared to UDP. These results are also confirmed in the MATLAB simulator [43] and experimental testbed [44]. Consequently, based on the results, the connection limit of the LTE network is identified up to 30 to ensure reliable services for the error-sensitive data.

In HEW networks, the results indicate better handling of the high number of simultaneous connections in HEW-5 compared to the HEW-2.4 network. Both networks provide services similarly when the number of connected users is under 50 and then from this point onwards, the difference starts. By growing the number of connections from 70 to

**Figure 11:** Maximum connection limit: UDP (a) throughput, (b) delay, (c) loss ratio, and (d) jitter.
150, the performance reduction of HEW-2.4 and HEW-5 starts in such a manner that for 110 simultaneous connections and above, the HEW-2.4 fails to provide its designated services while HEW-5, despite the low performance, still continuously servicing the users even in very high dense conditions with 150 connected users. Therefore, the obtained results provide evidence that the HEW-2.4 and HEW-5 networks succeed to handle up to 50 simultaneous connections in not high but an acceptable level. These results are completely matched with Cisco documents that recommend around 50 users per access point to ensure an average quality of experience in high-density deployments [2]. We now consider changing the application traffic type to support time-sensitive services in LTE, HEW-2.4, and HEW-5 networks, and the results of which are provided in Figure 11.

Analysis of the results shows that unlike the significant difference between high dense LTE and HEW networks in the presence of error-sensitive applications, the difference is not significant when time-sensitive data is exchanged in the networks due to less UDP overheads. All three networks

![Graph showing RSSI, SNR, and RSRP](image-url)
handle the high-density connections similarly, and a close performance is achieved for their end users. A closer look at the data indicates how important it is to know the connection limit of each network. As more users are connected to LTE and HEW networks, despite their design purposes to handle high-density conditions, they can achieve it only to some extent. The results identify the optimal number of users as 90 to deliver time-sensitive services to the LTE, HEW-2.4, and HEW-5 end users at an acceptable level of performance. By connecting more users above this limit, users’ satisfaction is on the decline in all three networks while the users in the LTE dense network are the least satisfied. We now turn to the analysis of the capacity issue concerning HBLQ parameters to determine whether the differences between LTE, HEW-2.4, and HEW-5 networks are statistically significant. The results are found in Figure 12.

The results indicate that increasing the number of users does not affect the received signal strength. The RSSI levels in LTE, HEW-2.4, and HEW-5 networks remain almost the same with only small changes as the number of users increases. In this context, significant degrading of the signal strength is not observed as a result of the growing number of users, and their corresponding RSSI levels remain in the normal range. Likewise, the SNR results are consistent with the RSSI results. The SNR in LTE, HEW-2.4, and HEW-5 networks does not significantly vary as more users connect to the networks and remain in a normal range. Moreover, there is no statistically significant difference between the SNR levels of the users in HEW-2.4 and HEW-5 networks. In contrast, measuring the signal power received by the users shows that the RSRP level is affected in the LTE network as the number of users increases. Although the difference is not significant, the RSRP level increases as the number of users increases. To determine the starvation management by the HEW and LTE under high dense conditions, the fairness index (FI) is measured, and the results are presented in Figure 13.

As already mentioned, the HEW standard designed particularly for dense networks, and the above FI results confirm this for the 5 GHz frequency band but not in 2.4 GHz. Based on FI results measured in the HEW-5, as the network becomes denser with more and more users, it successfully provides the highest level of fairness for sharing the network resources among the users. In this case, even for the highest number of users when \( N = 150 \), the FI remains close to one which represents 100% fairness. With regard to the LTE network, although the provided fairness is lower than the HEW-5, it is still very high so that in the worst case when 150 users simultaneously communicate in the network, the FI is close to 0.9 representing 90% fairness for the users. In contrast, the lowest fairness is provided in the 2.4 GHz frequency band in HEW. When the number of users is below 50, the HEW-2.4 is able to provide a fairness level equal to the LTE. However, after that, as more users join the network, the contention increases, and inevitably, the users get a less fair share so that for \( N = 150 \), the achieved fairness is only about 10%. This also strongly confirm the Cisco recommendation as the network density of up to 50 users per AP can provide optimal performance. The results are also consistent with the previous findings as better performance of the HEW5 network compared to LTE and HEW2.4 in terms of ensuring a higher level of fairness for its associated users. The HEW5 users experience more fairness than HEW2.4 users due to utilizing a higher frequency which offers faster service delivery for the users.

4.3. Antenna Configuration. The choice of antenna technology and the corresponding configurations related to the transmission modes can affect the performance of the networks. Thus, having special requirements of high-density networks in mind, a decision needs to be made in this regard when deploying mobile networks. This class of scenarios mainly attempts to determine the efficiency of the transmission modes and identify the most suited mode in high dense LTE, HEW-2.4, and HEW-5 networks. The results of exchanging error-sensitive data using different antenna transmission modes are provided in Figure 14.

The findings provide insights for significant improvement accomplished by the LTE in the third mode (OLSM). In this mode, the data is divided into two separate streams that are transmitted simultaneously via two antennas. In contrast, the performance attained by the first mode with one antenna, and the second mode with two antennas is equivalent with no considerable differences. The reason is that, although the LTE second mode includes two antennas to increase data transmission reliability, they are used to transmit two copies of the same data. This is why no increase in the number of transmitted bits is observed. Thus, due to increasing reliability and decreasing error probability, this method is suitable for noisy networks for instance under high-density conditions where many users in a close distance are communicating on the same link. When it comes to HEW-2.4 and HEW-5 networks, despite observing much better performance in HEW-5 compared to the HEW-2.4 network, the results show that changing the antenna
transmission mode does not significantly affect the performance experienced by the users under high-density conditions. Based on the results, the achieved performance by four antennas is similar to when single, two, or three antennas are used, and no considerable changes are detected. This is mainly because the networks are highly congested, and they already reach their maximum bandwidth limit at the saturation level. We further extend the analysis to find out whether the antenna transmission modes affect the performance of LTE, HEW-2.4, and HEW-5 networks in a different way when time-sensitive data is exchanged. The results are provided in Figure 15.

The results prove how the antenna configuration can affect the performance based on the type of applications that exchange data. According to the findings, unlike using error-sensitive applications, when time-sensitive data is exchanged over LTE dense networks, the performance gained by the first and second modes improve highly to a level close to the third antenna mode. Moreover, unlike the error-sensitive results, in which only the third mode can provide higher performance for LTE compared to HEW-2.4, in the presence of time-sensitive applications, all three antenna modes are able to provide better performance in LTE than the HEW-2.4 network. Further, the comparison of HEW-5 and HEW-2.4 implies that similar to error-sensitive applications, HEW-5 outperforms HEW-2.4 in all four available antenna modes. However, unlike before, the performance differences are not significant. Given the results, despite increasing the performance of both HEW-2.4 and HEW-5 networks, due to being highly dense, all four modes accomplish equivalent performance gains. It is important, though, to recognize the relationship between the available antenna transmission modes and their performance in terms of HBLQ parameters. Thus, further analysis is performed in this context beyond SBLQ.
parameters, and the results of which can be found in Figure 16.

Form the RSSI results, we observe two important findings. First, it can be seen that the strength of the received signal by the users does not depend on the antenna transmission mode in dense areas as all the modes provide similar RSSI levels. Second, no RSSI differences are observed between HEW-2.4 and HEW-5 networks. Furthermore, looking at the SNR results confirms the same findings as the antenna transmission modes in high dense LTE, HEW-2.4, and HEW-5 networks do not significantly affect the SNR values. Even though the SNR provided by HEW-2.4 is higher compared to HEW-5, the difference is negligible. We further take into account the channel capacity to determine the influence of antenna transmission modes on its level, and the results of which are provided in Figure 17.

The results signify the direct impact of antenna configuration modes on the channel capacity of LTE, HEW-2.4, and HEW-5 networks. A substantial improvement of channel capacity is fulfilled when the higher transmission modes are selected to exchange data. Considering the given modes, LTE provides the least channel capacity for its end users in dense areas, whereas both HEW-2.4 and HEW-5 networks provide much higher values. Moreover, the comparison of the HEW-2.4 and HEW-5 channel capacity implies a better performance of the HEW-5 network in terms of higher channel capacity, which is about twice those measured for the HEW-2.4. To further establish a baseline with respect to the accuracy of the simulation results and thereby verify their validity, we provide a comparison of the simulation MAT (MAT_s) and analytical MAT (MAT_a) in Figure 18.

The above results are consistent with the previous results and confirm three findings. First, the simulation MAT_s results are perfectly matched with the analytical MAT_a based on providing very similar values. Second, while the first and second transmission modes in LTE provide similar MAT
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**Figure 15:** Antenna configuration: UDP (a) throughput, (b) delay, (c) loss ratio, and (d) jitter.
values, the third mode provides higher throughput due to the transmission of different data on each antenna. Third, when speed is the main concern in the HEW and LTE networks under high-density conditions, the combination of higher transmission modes with the wider channels can meet the goal. Moreover, to determine if the simulation results meet a satisfactory level of accuracy in terms of consistency with the analytical results, we provide a comparison over the analytical and simulation peak throughputs at the physical layer ($P_{PL}$) which is shown in Figure 19.

The side-by-side comparison of the above results, while shows their consistency with the previous findings, also demonstrates a significant agreement between the analytical and simulation results. The obtained results confirm that the maximum peak throughput in the LTE networks under high-density conditions is achieved by the third transmission
Figure 18: Analytical and simulation MAT throughputs: (a) LTE and (b) HEW.
mode in the presence of the largest channel width due to the transmission of two different streams of data on the antennas.

4.4. Internet Protocol Efficiency. Despite the benefits of IPv6, there exist multiple questions regarding its practical functionality in dense areas which leads to ambiguity of IPv6 utilization in the given networks. This demands an in-depth analysis of IPv6 in practice under different operational conditions to be compared with IPv4. Accordingly, we perform a comparative analysis of IPv6-only and IPv4-only to identify the protocol that is more efficient at performance enhancement of LTE, HEW-2.4, and HEW-5 in high-density conditions. The results for error-sensitive applications are provided in Figure 20.

It can be inferred from the results that the slightly better performance of IPv4 compared to IPv6 in the LTE and HEW-5 networks is not considerable, and the two protocols nearly achieve a similar level of performance under high-density conditions. Thus, the performance gain for error-sensitive applications in the high dense LTE and HEW-5 networks does not rely on the type of network protocol. With respect to the HEW-2.4 network, different results are attained. When IPv4 is utilized for exchanging error-sensitive data, the IPv4 achieves better performance in terms of higher throughput and lower delay and jitter. However, this is in contrast to a better performance of IPv6 in terms of a lower level of lost packets. Therefore, based on the results, when higher speed and lower latency values are the main concerns in high-density HEW networks, IPv4 outperform IPv6. However, when network reliability for optimizing the packet delivery process is important, IPv6 performs better than IPv4 by providing a lower packet loss ratio. The above TCP findings in terms of higher delay and lower loss ratio for IPv6 protocol are also consistent with the experimental testbed results provided in [7, 44–46] under different conditions. Now, to examine if IPv6 can meet the performance requirements of time-sensitive applications, we further extend the analysis and implement both IPv6 and IPv4 in dense LTE, HEW-2.4, and HEW-5 networks. The results are presented in Figure 21.

With regard to LTE and HEW-5 networks, the above results appear consistent with the error-sensitive results and show that there are no significant performance differences between IPv6 and IPv4 for the users in high dense areas. However, from the results of the HEW-2.4 network, we realize that IPv4 outperforms IPv6 with reference to all aspects of performance evaluation parameters. The average delay of IPv4 users in high dense HEW-2.4 is about 0.3 s, whereas the IPv6 users experience an average of 0.5 s. Considering that the time-sensitive applications are highly sensitive to any increased delay, these differences are significant and affect the performance of the applications. Thus, on the basis of the results, while both IPv6 and IPv4 provide similar performance for time-sensitive services in high dense LTE and HEW-5 networks, utilizing IPv4 in HEW-2.4 can improve the performance compared to IPv6. The reason for the lower performance of IPv6 in HEW-2.4 compared to HEW-5 is
related to its operating in a lower frequency band. The IPv6 imposes higher overheads to the networks due to longer addresses. On the other hand, working at a lower frequency makes the HEW-2.4 slower than HEW-5. Thereby, the extra overheads of IPv6 can turn to bottleneck when the HEW-2.4 network is heavily overloaded by a large number of users all simultaneously exchanging bandwidth-intensive UDP applications such as video.

4.5. Payload Size Distribution. The significance of the influence imposed by different sizes of the data payload on the performance of the networks can differ. In this context, three different payload sizes including small, medium, and large (compared to the 1460 bytes as the MTU size) are exchanged over the LTE, HEW-2.4, and HEW-5 networks to determine the influence level and thereby identify the best suited size for these networks under high-density conditions. The results for error-sensitive data are presented in Figure 22.

The results indicate a very close and comparable performance of LTE and HEW-2.4 networks in contrast to a much better performance of the HEW-5 network. Based on the results, the transport payload size of error-sensitive applications as being small, medium, or large does not affect the performance of LTE, HEW-2.4, and HEW-5 networks under high-density conditions. Although a 1400B transport payload slightly improves the performance of the end users in the HEW-5 network in terms of the lower loss ratio and delay, the level of improvement is not considerable. These results are also consistent with the experimental testbed results for LTE in [44] and HEW in [42]. The reason that changing the payload size does not influence the performance of the LTE, HEW-2.4, and HEW-5 network is related
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**Figure 20:** Internet protocol efficiency: TCP (a) throughput, (b) delay, (c) loss ratio, and (d) jitter.
to the fact that they reach their saturation limits by a large number of packet transmissions of the 100 active users at the same time. The very low throughput values confirm the saturation limit. The smaller packets mean lots of them, which will stress the network by doing more processing per unit of time. This issue gets even worst in dense environments with a large number of users all transmitting data at the same time. Further on this, smaller packets increase the overhead due to the additional headers. The larger packets, on the other hand, can solve these issues; still, at the same time, they reduce the bandwidth efficiency due to the segmentation overhead and also reduce the reliability as larger packets have a high probability of being corrupted during transmission. We also need to add TCP overheads including connection establishment, retransmission, and acknowledgment, to all these overheads. Thereby, the combined effects of all these overheads lead the three networks to their saturation limits. Furthermore, it is required to ensure whether the results differ in effect based on the type of applications that transmit different payload sizes in the networks. Thus, here, time-sensitive applications exchange data in high dense LTE, HEW-2.4, and HEW-5 networks to identify their performance differences. The results are provided in Figure 23.

The results show that, unlike error-sensitive data, the payload size of time-sensitive applications has a direct impact on the functionality of LTE, HEW-2.4, and HEW-5 networks under high-density conditions. The reason is the fact that the UDP does not include any TCP-related overhead as mentioned earlier. By removing the TCP overheads part, the networks are not as heavily loaded as they were before with the TCP data. The higher UDP throughput values compared to TCP confirm this. In terms of throughput, the highest and
least values are obtained by HEW-5 and HEW-2.4 networks, respectively. In this context, small (700B) and medium (1400B) payloads do not affect the end users in LTE and HEW-5 networks, whereas medium payloads improve the performance of the HEW-2.4 network. With regard to larger payloads (2800B), we observe that going beyond the MTU size will significantly degrade the performance of LTE, HEW-2.4, and HEW-5 in high-density environments. In terms of delay, we observe a slight reduction when larger payloads (2800B) are exchanged in high dense LTE, HEW-2.4, and HEW-5 networks, although the reduction level is not considerable and does not efficiently affect the time-sensitive data. Based on jitter results, the HEW-5 network provides similar values for its end users regardless of the payload size which is in contrast to LTE and HEW-2.4 networks, where larger payloads considerably increase the jitter which is an essential parameter for time-sensitive applications. On this basis, when jitter is a matter of importance in the network, using smaller payloads is more efficient. Additionally, the loss ratio results imply that to have the least ratio, using 1400B payloads is the right option under dense conditions of LTE, HEW-2.4, and HEW-5 deployments.

5. Conclusion

This work proposes a model to enhance the capacity of high dense LTE, HEW-2.4, and HEW-5 networks through the proper selection of the six deployment options. Regarding the operating channel management, the results show better performance of LTE with wider channels. Although this conclusion is applicable for HEW-2.4 and HEW-5 networks, the 160 MHz channel is the exception. In this context,
considering that the wider channels are subject to more interference, and also considering the close performance of 40 and 80 MHz channels, using 40 MHz will be a better choice in high-density areas. With reference to the maximum connection limit, as the networks get denser with more users, the performance reduces so that the LTE network is more subject to fail its users than HEW-2.4 and HEW-5, particularly in the presence of error-sensitive applications. For error-sensitive applications, 30 and 70 are the connection limits for LTE and HEW networks, respectively, while for time-sensitive applications, the limit is nearly 90 for all three networks. Regarding the antenna configuration, while spatial multiplexing mode is the best suited for the LTE network for enhancing the overall network capacity, the four available modes for HEW-2.4 and HEW-5 networks contribute equivalently. In connection with the internet protocol efficiency, IPv6 can achieve close performance in LTE and HEW networks compared to IPv4 under high-density conditions. In this context, although IPv4 appears to be more efficient for HEW-2.4, the difference is not considerable. Thus, looking at the future and considering the growing demand for more IP spaces, using IPv6 is a better option. Regarding the payload size distribution, the performance of error-sensitive applications does not get affected by the size. On the contrary, the best suited payload size for the time-sensitive applications is under the MTU size.
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