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Abstract—Many industrial assembly tasks involve peg-in-hole like insertions with sub-millimeter tolerances which are challenging, even in highly calibrated robot cells. Visual servoing can be employed to increase the robustness towards uncertainties in the system, however, state of the art methods either rely on accurate 3D models for synthetic renderings or manual involvement in acquisition of training data. We present a novel self-supervised visual servoing method for high precision peg-in-hole insertion, which is fully automated and does not rely on synthetic data. We demonstrate its applicability for insertion of electronic components into a printed circuit board with tight tolerances. We show that peg-in-hole insertion can be drastically sped up by preceding a robust but slow force-based insertion strategy with our proposed visual servoing method, the configuration of which is fully autonomous.

I. INTRODUCTION

Many industrial insertion tasks require high precision for successful completion. When the insertion tolerances are near or lower than the accumulated uncertainties in the system, naive planning-based insertion becomes unreliable. This can be handled either by decreasing the uncertainties in the system or increasing the tolerances.

For some tasks careful calibration is sufficient to reduce the system uncertainties to within the tolerances. However, since the uncertainties in a system depend on the combined effect of many different factors which are hard to accurately model, there is a practical limit to the accuracy of a system. For insertion tasks with very small tolerances, good calibration is, therefore, often not enough.

A common method for increasing the tolerances of an insertion is to introduce either active or passive compliance perpendicular to the insertion direction. However, during the search, before there is peg-hole contact, there is no force-feedback perpendicular to the insertion direction, and prior to peg-hole contact, the force-feedback is thus limited to the binary feedback of whether the peg has hit the surface surrounding the hole, or has been, at least partially, inserted.

Binary force feedback can be used for robust insertion as part of an exhaustive search within the region of uncertainty around the estimated insertion point, e.g. using spiral search. While this has been shown to work successfully for PCB assembly [1], it is a slow technique if the error is significant compared to the tolerances. Since the area that must be explored increases quadratically with the magnitude of the error, $|\epsilon|$, and the area of successful insertion positions increase quadratically with the tolerance, $\epsilon$, the time for insertion, using an exhaustive search, is proportional to the squared ratio between the error and tolerance,

$$t \propto \left(\frac{|\epsilon|}{\epsilon}\right)^2. \tag{1}$$

Consequently, the insertion time becomes prohibitively large when tolerances are low relative to the system uncertainties.

Visual servoing is a technique by which a robot is controlled to reduce the error $\epsilon$ based on visual feedback. We argue that visual servoing and exhaustive search should be combined to leverage the robustness of slow force-feedback, and visual servoing’s ability to reduce the error, to obtain fast and robust insertions.

The literature on visual servoing reports that deep learning based methods can be successfully applied to peg-in-hole insertion. However, the methods rely either on representative 3D models for synthetic renderings or manual involvement in the acquisition of annotated training images. The reliance on accurate models or manual configuration limits the practical use and scalability of such methods.

We present a visual servoing method which is fully...
Visual servoing is defined as a technique by which a robot is controlled by visual feedback [2]. A control loop determines the movement of a robot’s end effector such that an error function, based on visual input, is minimized. The visual input comes from vision sensors which are either mounted on the robot (eye-in-hand) or next to the robot (eye-to-hand). Visual servoing techniques are traditionally categorized depending on the domain in which the error function is defined. Image-based visual servoing (IBVS) defines the error function in image space while position-based visual servoing (PBVS) defines the error function in Euclidean space [3].

Most IBVS techniques fall into one of two categories. The first is feature-based methods, which defines the error function in terms of the difference between extracted and desired visual features such as keypoints [4]. The second is direct visual servoing (DVS), in which the error function is not defined explicitly on extracted features but instead defined based on the difference between the current image and a target image [5].

Recent advances in visual servoing rely on deep learning. While a part of the visual servoing literature focuses on achieving large basins of convergence or high generalizability (e.g. [6], [7]), the following focuses on literature in which the main objective is the ability to handle tight tolerances for grasping or insertion.

There are several recent methods which use deep learning for DVS. One such method is [8] which uses a convolutional auto-encoder to extract a learnt latent space representation of current and target image. The robot is then controlled using a derived interaction matrix, which relates difference in current and target latent vector to a desired change in robot motion. Other works use siamese networks to extract latent features followed by either a network which regresses the velocity vector of the camera [9] or the relative pose between the current and desired image [10], [11]. The evaluation presented in [10] demonstrates that successful insertion of a tool mounted male sub-D connector (peg) into a female sub-D connector (hole) can be achieved using this scheme. However, unlike our method, they fixate the peg to the robot TCP and only perform servoing with respect to the hole, effectively assuming that the only error is in the hole pose. This approach requires low uncertainty on the peg’s in-
hand pose which cannot be guaranteed in general for tasks where objects are grasped by an end effector rather than rigidly mounted on the robot. Furthermore, their acquisition of training data requires initial manual guidance of the robot to the ground truth pose, in order to obtain a target image and initialize the acquisition of training images. Note that the need for a target image is at the core of DVS techniques. This assumption about a single target image is problematic in cases where within-class variations render the information provided by a single target insufficient. In case of electrical components for example, a single target image does not provide information about whether to align with respect to the pins or the body of the component, when the pins are slightly bent. Our method does not assume a single target image and can thus capture such information from multiple targets.

Visual servoing for peg-in-hole insertion has also been done using keypoints extracted with deep learning. Two recent works show that training on synthetic images, combined with heavy domain randomization, can bridge the sim to real gap sufficiently for peg in hole insertions on selected cases. In [12] two cameras are mounted in an eye-in-hand setup. The center of a hole and the tip of a tool mounted cylindrical peg are regressed using convolutional neural networks (CNN), and from these points the euclidian error is computed and used to control the robot end effector. While the peg in hole task is successfully performed, it is only demonstrated to work on insertion of simple cylindrical objects, matching the geometry of the peg model used in the synthetic data. In [13], two networks are used: an encoder-decoder network for self-supervised learning of keypoint extraction and a fully connected network for regressing required robot motion from keypoints extracted from an eye-in-hand stereo camera setup. However, the insertion tasks have high tolerances and inherent mechanical compliance to help guide the insertion. Unlike our method, both [12] and [13] train on synthetic data and thus rely on 3D models and successful sim to real transfer. While the sim to real transfer has been shown to work on selected cases, it depends on the quality of the 3D models and the synthetic renders in general and it is thus not trivial to estimate whether or not it will work for a given task, since the error on even a synthetic validation dataset does not necessarily represent the performance on real data. Also, when sim to real transfer fails, expert knowledge is required to improve the system. In contrast, our training and validation data is drawn from the target distribution, and we are thus able to leverage standard machine learning practices for reliable model evaluation before deployment.

To the best of our knowledge, our work is the first visual servoing method to demonstrate sub-millimeter precision peg-in-hole insertion of non-trivial objects, requiring neither 3D models for synthetic image generation nor manual involvement in the acquisition of training images.

III. Method

This section first defines and formalizes the in-plane visual servoing task, then presents our method, including how we formulate in-plane visual servoing as a well-posed learning problem, the visual servoing control loop, and the strategy for self-supervision.

A. In-plane visual servoing

We define in-plane visual servoing as the control of a robot where the movement of the end effector is constrained to a constant rotation and a displacement confined to a plane, that is \( \frac{d\phi}{dt} = 0 \) and \( \frac{dl}{dt} = 0 \), where \( \phi \in SO(3) \) is the rotation, \( p \in \mathbb{R}^3 \) is the TCP position, and \( l \in \mathbb{R}^3 \) is the insertion direction and thus a normal vector to the alignment plane.

Constraining the visual servoing task to positional, 2-DOF, alignment is a simplification compared to full 5-DOF alignment, followed by insertion along the last DOF. However, small errors in the 3-DOF rotation can be seen as a reduction of the insertion tolerances, and orientation constraints from mechanical feeders and grippers help to reduce these errors. We thus argue that the simplification is valid in many cases, and hypothesize that the simplification leads to faster and more robust visual servoing.

B. Proposed visual servoing method

The prerequisite for our method is a calibrated setup, like the one seen in Fig. 3, with a robot, a gripper attached to the robot TCP and two or more cameras. The cameras in our experimental setup are attached to the table, but can be attached in-hand or to a separate robot for increased flexibility. Our method relies on system calibration to extract crops and to relate the insertion direction to the images, but the visual feedback loop ensures that the method is robust towards calibration uncertainties.

The reason for choosing at least two cameras is to create a well posed regression problem. The in-plane alignment error could theoretically be regressed from a single image by relative depth estimation from perspective effects. However, since the objects are small compared to the distance between camera and insertion, the camera projection is close to orthographic in the region of interest. It could also be argued that the in-plane alignment of the peg can be learned from the peg’s projection onto the image plane relative to the projection of the background. However, this would introduce strict requirements for the distance between hole plane and peg to be constant, which in turn would reduce the robustness.
with respect to uncertainties, including but not limited to grasping uncertainties, part variations and time-dependent calibration errors. Consequently, we argue that refraining from regressing the depth alignment and instead obtain the in-plane alignment from triangulation from two or more cameras, as in [12], is a significantly better posed problem. We hypothesize that a well-posed servoing problem is key to learning a mapping that is robust to uncertainties and generalizes well to new instances.

Given an insertion direction, $l \in \mathbb{R}^3$, the position of a camera, $c \in \mathbb{R}^3$, and the approximate position of the insertion, $z \in \mathbb{R}^3$, we define the view vector, $v = x - c$, and the camera specific error direction, $u = \frac{l \times v}{\|l \times v\|}$. Given an in-plane alignment error, $e \in \mathbb{R}^3$, $e \cdot l = 0$, the scalar error along the error direction is $q = e \cdot u$. See Fig 4. Under the assumption of orthographic projection in the region of interest, the error can be reconstructed, like in [12], as the least squares solution to the set of linear equations established by scalar errors from multiple views,

$$
\begin{bmatrix}
u_{1x} & \nu_{1y} & \nu_{1z} \\
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\vdots & \vdots & \vdots 
\end{bmatrix} \begin{bmatrix}
e_x \\
\ne_y \\
\ne_z 
\end{bmatrix} = \begin{bmatrix}
q_1 \\
q_2 \\
\vdots 
\end{bmatrix}, \quad (2)
$$

We propose to learn a mapping, $f_\theta : \mathbb{R}^{r \times r} \rightarrow \mathbb{R}$, from a camera image, $I$, with resolution $r$ to the scalar error, $q$, however, to make the dynamic range of the output independent of object scale and image resolution, we learn the mapping to $y = q f(rz)^{-1}$ instead, where $f$ is the focal length in pixels, $z$ is the approximate depth of the insertion in the camera, and $y \in \mathbb{R}$ is the normalized scalar error in the image. Specifically, we aim to learn the parameters, $\theta$ of a CNN, $f_\theta$, that minimizes the mean squared error loss

$$L = \frac{1}{N} \sum_{i}^{N} (y_i - f_\theta(I_i))^2. \quad (3)$$

During inference, $q$ can be established from $y$. The full visual servoing control loop is shown in Algorithm 1.

C. Autonomous configuration and continuous learning

The visual servoing network presented in Sec. III-B could in principle be trained using manually annotated images and/or synthetic images. However, the strength of our method lies in having autonomous collection of training data from the target distribution. This allows the configuration of the visual servoing method for previously unseen objects to be reliable and fully autonomous. See Fig 2.

Peg-in-hole insertion requires poses of peg and hole, and depending on the system, this is approximately known based on calibration, demonstration, pose estimation, vibrational feeders, and/or by other means. Assuming that the tolerance for insertion is lower than the uncertainty on the relative hole to peg pose, a search strategy is needed to ensure successful insertion, and when such a method is in place, like spiral search, the insertion is guaranteed given enough time.

When an insertion has been successfully completed, we know that the end TCP position led to a successful insertion, and thus we can assume that to be the correct in-plane position. Since most industrial robots have a low relative positional uncertainty, it is possible to acquire annotated training data by capturing images with known in-plane errors. From such a dataset it is straightforward to compute the ground truth scalar error, $y$, in each image.

We can relax the previous assumption that the in-plane position at a correct insertion position is the correct, fully centered position. The mean squared error loss assumes that $p(y|I)$ is normally distributed, and leads to regressing the mean of said distribution. Even though the insertions in the training data are not fully centered, the vision model should still learn to regress the center, as long as the assumption that $p(y|I)$ is normally distributed around the true $y$ is good.

The autonomously obtained dataset is split into a training and a validation set, and the model is trained with early
Fig. 6. The five electronic components used in the experiments. We refer to them, from left to right, as PH, LED, C1, DSUB and C2.

Stopping, monitoring the loss on the validation set to inform when to stop to avoid overfitting. We split the data such that all data points from an insertion either goes to the training or the validation set to enable early stopping that specifically monitors the model’s ability to generalize to new insertions, in contrast to sampling the validation set randomly from all data points. The performance on the validation set can be used to decide whether the model should be deployed on the system, or if more data is required to obtain a good model.

During deployment, the performance of the model can also be monitored to detect a distributional shift which could be caused by changes in the objects, e.g. due to supplier-change, or by changes to other parts of the system, like a new background, lighting, time-dependent calibration errors, etc. The system would then be able to collect more data and autonomously obtain robustness to the variations that occur in the system.

IV. EXPERIMENTS

We evaluate our visual servoing method on insertion of electronic components into a PCB. The experimental setup is shown in Fig. 3, and we choose five different types of components, shown in Fig. 6, covering variance in size, number of pins and visual appearance. The insertion tasks have sub-millimeter tolerances, lower than the accumulated errors in system calibration, grasp uncertainties, and PCB tolerances, making it a relevant case for our method. The setup has mechanical fixtures and linear vibrational feeders, from which the robot can grasp the components.

As introduced in Sec. I, spiral search provides a robust but slow way to deal with the fact that the uncertainties are larger than the insertion tolerances. A common spiral search implementation lets the peg slide on the surface surrounding the hole while applying a force in the insertion direction, registering if the peg dips into the surface, indicating at least partial insertion. In our case however, such a approach could bend the pins and damage the PCB surface. Instead, our spiral search implementation attempts insertions in a spiral-like pattern at the intersections of an isometric grid, as shown in Fig. 5. This, like the common archimedean spiral search, provides guarantees for the diameter of the largest enclosed circle, the minimum allowed tolerance, and is more efficient than a regular grid.

As discussed in Sec. III-C, we use the robust but slow search to obtain visual servoing training data autonomously. See Fig. 2. Specifically, we perform ten insertions for each component type and capture images at 100 sampled TCP positions per insertion. The TCP positions are sampled around the successful in-plane position. We sample the direction of the error along the plane uniformly, the magnitude along the direction uniformly from 0 to 1 mm, and an offset perpendicular to the plane, also uniformly between 0 and 1 mm.

For each component type, a vision model is trained to predict y, as discussed in Sec. III-B. Any capable vision architecture can be used. In our experiments, we use a ResNet50 [14] pretrained on ImageNet [15] classification, replacing the last fully connected layer with a two-layer MLP for regressing y. The MLP has 128 neurons and ReLU activations at the pre-ultimate layer. The models are trained with the Adam [16] optimizer and a learning rate of $10^{-4}$. We use the data from eight of the insertions for training and two for validation to enable early stopping that specifically monitors the model’s ability to generalize to new insertions.

The total configuration time per component was approximately 25 minutes, including 10 minutes for data collection and 15 minutes for training on an RTX2080 GPU.

To evaluate our method’s robustness and speed with respect to uncertainties, we sample errors uniformly from an in-plane disc with a radius of 1 mm, in addition to the inherent system uncertainties. We then attempt spiral search insertion with and without preceding visual servoing. For both approaches we attempt ten insertions per component, amounting to 100 insertions in total. We use three iterations of visual servoing and a spiral search tolerance of 0.1 mm for all insertions.

The insertion times are presented in Table I, where insertion time refers to the duration from when the TCP is immediately above the hole in the sampled error position.

### TABLE I
**MEAN INSERTION TIMES IN SECONDS WITH AND WITHOUT VISUAL SERVOING.**

|       | PH | LED | C1 | DSUB | C2 | Avg |
|-------|----|-----|----|------|----|-----|
| vs    | 1.7| 1.8 | 2.0| 1.7   | 2.3| 1.9 |
| no vs | 11.8| 47.5| 42.7| 11.3  | 47.8| 32.2|

Fig. 7. Insertion times as a function of retrospective error. Note the logarithmic scale on the time axis. $k$ is a constant.
with the grasped component, to when a successful insertion is determined by spiral search. We perform the spiral search with up to 1 mm error, which is the size of the error we sample during the experiments, however, since the error is added to the accumulated errors inherent in the system, 2 of the 50 spiral search insertions without visual servoing fails. All the insertions with visual servoing succeeds, while being significantly faster across all component types and more than 15 times faster on average compared to insertion without visual servoing.

Because the sampled errors are added to the system uncertainties, we do not know the actual error a priori, however, like we obtain the dataset, we can use the position at successful insertion to estimate the initial error, retrospectively. The relationship between the retrospective initial error and the insertion time is visualized in Fig. 7 for all 100 insertions. Pure spiral search is fast, when the error is very small, but increases quadratically with the error. In contrast, the insertion time with visual servoing is approximately constant.

Note that the retrospective initial errors are estimates and are only exact up to the actual insertion tolerances which are different between the five component types, and largest for PH and DSUB, which also shows in Table I. Insertion based solely on spiral search will tend to find the closest successful insertion, explaining the generally lower retrospective errors without visual servoing.

The critical error, where visual servoing outperforms pure spiral search, depends on the tolerances of a given task. Fig. 7 indicates that visual servoing leads to a reduction in insertion time when the accumulated system uncertainty is more than approximately 0.2 mm.

41 of 50 insertions with visual servoing inserts directly at the center point of the spiral search, compared to 5 of 50 insertions without visual servoing. The average retrospective error after visual servoing is 0.03 mm.

Of the average insertion time of 1.9 s with visual servoing, 1.3 s is spent on visual servoing itself and the remaining 0.6 s is spent on the spiral search. Of the 1.3 s spent on visual servoing, 0.5 s is spent on capturing images, 0.4 s is spent on forward passes on the vision model, and 0.4 s is spent on physically moving the robot. We use rather long exposure times, capture the images sequentially, and run the model inference on a laptop CPU. Adding a bright light source, capturing the images in parallel and running inference on a GPU could thus reduce the time spent on image acquisition and inference.

Also, continuous visual servoing, as proposed in [12] would be able to further reduce the impact of image acquisition time, because images are captured in parallel with robot motion, and reduce the time for robot motion, since the robot does not need to come to a stop for image acquisition. Note however, that the increase in speed comes with added implementation complexity in terms of image timestamp synchronization, and the visual servoing path’s dependence on acquisition and inference speed.

V. Conclusion

This paper presented a novel self-supervised deep visual servoing method for high precision peg-in-hole insertion. The method is fully automated and does not rely on the availability of 3D models. This is achieved by constraining the visual servoing task to in-plane alignment and training a convolutional neural network to regress scalar alignment errors in image space in a dual camera setup. Annotated data is gathered autonomously using a robust but slow force-based search method. The method has been evaluated on insertion of PCB components. The evaluation showed that preceding a robust but slow search strategy with our proposed method reduced the average insertion time by an order of magnitude.
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