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Abstract

When response metrics for evaluating the utility of machine translation (MT) output on a given task do not yield a single ranking of MT engines, how are MT users to decide which engine best supports their task? When the cost of different types of response errors vary, how are MT users to factor that information into their rankings? What impact do different costs have on response-based rankings?

Starting with data from an extraction experiment detailed in Voss & Tate (2006), this paper describes three response-rate metrics developed to quantify different aspects of MT users’ performance identifying who/when/where-items in MT output, and then presents a loss function analysis over these rates to derive a single customizable metric, applying a range of values to correct responses and costs to different error types.

For the given experimental dataset, loss function analyses provided a clearer characterization of the engines’ relative strength than did comparing the response rates to each other. For one MT engine, varying the costs had no impact: the engine consistently ranked best. By contrast, cost variations did impact the ranking of the other two engines: a rank reversal occurred on who-item extractions when incorrect responses were penalized more than non-responses.

Future work with loss analysis, developing operational cost ratios of error rates to correct response rates, will require user studies and expert document-screening personnel to establish baseline values for effective MT engine support on wh-item extraction.

1 Introduction

Faced with foreign language (FL) texts that they cannot read, English-speakers want to know how effectively different machine translation (MT) engines will enable them to understand and make use of the information in those texts after translation. In 1998, Taylor & White proposed evaluating the utility of MT engines extrinsically, by measuring how accurately MT users could complete text-handling tasks on MT output. The tasks they proposed for the evaluation were presented in a hierarchy, to establish the ranking of MT engines that support those tasks. From their perspective, MT engines that support users performing linguistically more complex tasks should be ranked above (better than) MT engines that only support users on less complex tasks.1 Their proposal set in motion task-based MT evaluation projects (Doyon et al., 1999; White et al., 2000; Laoudi et al., 2006; Voss & Tate, 2006) that have now raised new questions.

1Task-based evaluations measure discrete subject responses that can be scored against a ground truth set of answers, in contrast to subjective judgments of text translation quality that yield ordinal values. The relation between these two types of metrics has not been established. Whether there exists a statistically significant, predictive relation between (i) task-based metrics and subjective, text-based judgments of fluency and adequacy as Taylor & White suggested, or between (ii) task-based metrics and the automated text-based metrics proposed in the last few years—such as BLEU (Papineni et al. 2002), GTM (Melamed et al. 2003), METEOR (Lavie et al. 2004, Banerjee & Lavie 2005), and TER (Snover et al. 2005)—is an open research question. Tate (2005)’s early results modeling the relation in (ii) indicate that automated text-based metrics alone are not sufficient to predict task results.
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With the number and types of response metrics varying by task in the MT evaluation, the MT user may be faced with different MT engine rankings for each metric. How are MT users to decide which MT system best suits the given task in their work environment when there is no single, across-the-board ranking of MT engines? What method or methods of combining these metrics will be practical and interpretable by the MT user?

Furthermore, if the operational cost of different types of errors are not the same for the given task, how are the users to factor that information into their assessments? In different work environments, there may be also different values assigned to correct responses relative to the costs of missed or incorrect information. For example, in one environment with vast amounts of incoming, streaming data and substantial information redundancy across multiple channels, the cost of a particular missed item may be quite low relative to the value of correct detections. In another environment where data is limited, degraded, and slow to process, the costs of a missed or incorrectly categorized item may be substantially higher relative to the value of correct detections.

This paper proposes a compositional treatment of multiple cost-weighted, response-rates with loss functions to create a single metric for the purpose of ranking MT systems. Loss functions provide an established technique from statistical decision theory to fold in user-supplied costs that adjust the weight of distinct rates, to achieve an overall assessment of MT system quality, that can be treated as a figure of merit for ranking the systems in a particular environment. Our objective is ultimately to provide MT users with adequate methods for interpreting evaluation results for their tasks and work environment. Thus the costs applied to the response rates and the resulting analyses presented here are intended only as examples that the reader can work through in following the approach, rather than as actual operational values and outcomes.

The next section of the paper provides background for our starting analyses, with a brief description of the extraction task experiment and the raw response data collected in the experiment. In the sections that follow, we examine in more depth the definitional challenges inherent in developing response-rate metrics for evaluating all-occurrence extraction from MT output, and then we describe our approach applying loss functions to the derived response-rate metrics and present the results of loss function analysis on the provided dataset.

2 Background

The task data analyzed in this paper comes from a large-scale extraction experiment conducted at the University of Maryland\(^2\) to assess three Arabic-English machine translation engines (Voss & Tate 2006). Before describing the experiment proper and the data collected as background, we clarify the relevant notions of extraction.

2.1 Extraction as a Task

If the users of a machine translation engine are analysts, for example, whose task objective is to find all occurrences of specific types of information, such as who/when/where-items, in the machine-translated text for later event interpretation and verification with drill-down requirements, then the “extraction task” most relevant to the Taylor & White hierarchy for evaluating MT engines is a text-markup or annotation process, identifying the locations of those items in the MT output. In evaluating task performance for a particular wh-item type, the annotations may be correct or incorrect responses, or the MT users may fail to detect some items (classed as a non-response)—yielding three basic performance events over which to define distinct extraction metrics.

If, on the other hand, the MT users are archivists who must find who/when/where-items in documents for later retrieval from a database, then the relevant “extraction task” for evaluating MT engines is more complex: it requires detecting items, determining their co-reference relations, and selecting or creating one-best items to go into slots in the database. The slot-responses may be filled correctly or incorrectly, the MT user may fail to detect some items, miss a slot, or create and fill spurious slots—yielding yet other basic performance events over which to define extraction metrics.

The distinction made here between all-occurrence and one-best extraction tasks is spelled out formally by De Sitter et al. (2004). For extensive

\(^2\)The work was part of a research project for the Center for the Advanced Study of Languages (CASL), a university-affiliated research center at the University of Maryland.
details of one approach to evaluation that includes both these tasks and several others operating on entities, (numerical) values, temporal expressions, relations, and events, see the NIST guidelines and evaluation plans for automated content extraction (ACE 2006).

2.2 Task-based Evaluation Experiment

The task-based approach to MT evaluation by Voss & Tate (2006) provides an experimental framework for evaluating subjects’ performance on a Who-, When-, Where-type extraction task, given MT output. They conducted a large-scale experiment with fifty-nine subjects over two days, using a document collection and answer set that they constructed with ground-truthed Arabic texts and annotated English reference translations.

Via a web browser, each of the subjects in the experiment viewed 18 machine-translated documents, equally mixed across three Arabic-English MT systems and three Wh-types. For each machine-translated document that they viewed, subjects highlighted all occurrences or words or phrases that they identified as being of the requested wh-type in the text displayed on the screen. Prior to the actual experiment, subjects were trained to identify who-, when-, and where-type elements in English-original and (Arabic-English) MT output texts. (Table 1 lists the categories included in each of the wh-types.) The task did not include mention linking for entity coreference or categorization of entity type as in ACE evaluations. During the training and evaluation phases of the experiment, their response selections were marked and stored directly in the text of copied files for later scoring.

2.3 Collected Dataset

The document collection for this experiment was drawn from Arabic news articles on websites of Arabic-speaking countries. The collection included six distinct articles for each of the three wh-types. Native Arabic speakers translated each text and identified the wh-items that served as ground truth for later determining the answer set in the MT output and establishing subject response types. All 18 Arabic source documents were then run through the three MT engines, yielding a full collection of 54 translated documents to be randomly distributed among subjects.

2.4 Basic Task Metrics

The basic level of aggregation of subject responses in the experiment was at the case-level, where a case was defined as one subject viewing one document as translated by one MT engine. First, three types of event counts for each of the experiment’s 1060 cases were computed by comparing and identifying all of a subject’s responses against all of the answer items in the translated document for that case as:

- a correct response, if a response fully matched an answer item, by covering all open class words, but possibly under- or over-extending with a determiner or other closed class word not crucial to the meaning of the wh-item
- an incorrect response if a response did not match any answer item in the translated document
- a non-response if no part of an answer item was marked by any of the subject’s responses in the translated document.

For each translated document, the total # answers possible for the end-to-end evaluation was defined as the total # answer items in the reference translations, or RT total. For each case, the total # subject

| Wh-type: people, roles, organizations, companies, groups of people, and the government of a country |
| Who-type: dates, times, duration or frequency in time, including proper names for days and common nouns referring to time periods |
| Where-type: geographic regions, facilities, buildings, landmarks, spatial relations, distances, and paths |

Table 1: Wh-type Items in Extraction Task, from Voss & Tate (2006)
responses was the count of subject-marked contiguous strings, and included fully correct, partially correct, and incorrect responses. Note that there was no given limit to the number of incorrect responses that a subject could produce in the process of extracting wh-items. So the subject-marked total (SubjMtot) varies by subject and document, and hence by case.

From these counts, three event rate metrics were computed over the cases for analyses at different levels of aggregation (such as by MT, by wh-type, and within wh-type by MT) as follows: correct response rate as \#fully correct responses out of the RT total, incorrect response rate as \#incorrect responses out of the subject-marked response total, and non-response rate as \#non-responses out of the RT total.

3 Compositional Metrics

What are the desiderata in a compositional metric? For MT users, an MT evaluation methodology should provide an overall relative ranking of MT systems, where response rates can be combined somehow, with correct answers counting positively and errors counting negatively toward the overall performance of each MT system. In particular, a utility metric should penalize an MT system both when subjects fail to mark possible answer items and when they mark incorrect items.\(^5\) Two types of compositional metrics already exist in the field of extraction research. However as briefly discussed below, neither suits the extraction task at hand.

3.1 F-Measure

De Sitter et al. (2004) review in formal detail the relation of extraction-type metrics—including the equivalents of correct responses (true positives), incorrect responses (false negatives), and non-responses (false positives)—to information retrieval metrics, such as precision, recall, and f-measure. Precision in the all-occurrences extraction corresponds to the proportion of fully correct responses out of all subject-marked responses (correct, partial, or incorrect), while recall corresponds to the proportion of correct responses out of all reference-translation (RT) answer items (correctly detected or missed as a non-response or lost in translation).\(^6\) What their presentation makes clear however is that the f-measure, in composing precision and recall into one formula and thus bringing together all three basic metrics, does not allow for independently setting of the cost of different types of errors.

3.2 ACE Value Measures

By contrast, a quick look at the ACE (2006) guidelines and evaluation plan with its formulas for assigning value weights, value discounts, and other costs to entities for their type and attribute recognitions and for their mention detections, also makes clear that compositional metrics can become quite complex when numerous evaluation criteria are being judged.\(^7\)

The extraction experiment that yielded the data at hand did not include the layers of analysis that the ACE tasks have. Subjects had no need to categorize the wh-items by type because for any one translated document that they saw, they only had to annotate one wh-type as specified on the screen. They had no need to track multiple mentions of the same entity because the task did not include coreference resolution. Thus, the simplicity of the experimental task pre-empted the need for as extensive a scoring manual as ACE has.\(^8\)

---

\(^5\)The latter plays the role of penalizing “guessing,” as practiced in the scoring of educational and psychological tests.

\(^6\)Since some RT answer items may be lost in translation by an MT engine and could not be detected by subjects, the total of the subjects’ correct responses and non-responses must have that loss count added in to compute the full RT total for the denominator of the recall metric.

\(^7\)Florian et al. (2004) found in analyzing their systems’ performances in the ACE 2003 evaluation that the f-measure performance did not correlate well with improvements in their ACE value, because the weighting of entity types in the ACE formula had no corresponding adjustment in the f-measure. As a result, small improvements in the f-measure were paired with large relative improvements in the ACE value.

\(^8\)Unlike the ACE conferences that evaluate only monolingual automated information extraction (IE), Babych and Hartley (2004) have reported evaluation results from automated named entity (NE) recognition following MT. They conclude, based on the DARPA-1994 MT data, that “for recognition of a large class of NEs, MT output is almost as useful as a human translation.” Looking more broadly that NE recognition, Aone et al. (1997) concluded that information extraction (IE) preceeding MT yielded better results than the reverse sequencing of components with MT then IE. We note that it is beyond the scope of this paper to address these intriguing analyses further.
3.3 Loss Functions

The approach that we propose for combining the three response rates is to create a single loss function that incorporates all three rate types into one equation and estimates separate costs for each type. We follow (statistical) decision theory, as expounded in Raiffa & Shlaifer (1961) or Ferguson (1967), to estimate the expected recurring costs from different sources, on a per-instance basis, using a common monetary scale, as done in economics when forming a “utility function” or in game theory when defining a “payoff” function.

We imagine the future use of each MT system tested over a large series of N further document-screenings by human investigators without Arabic language training (as in this experiment). Each investigator tries to meet the information extraction goals like those in this experiment, with the goal of deciphering Arabic-language documents using machine-translated versions of the documents.

We assume that the individual (Document, Subject) combinations are sampled independently from the same universe of such combinations as was done in the experiment, for the fixed MT system. We also assume that costs are incurred, additively, (i) from the need for additional human screening of incorrectly marked documents and (ii) from the mitigation of wrong inferences drawn by human screeners from incorrect marks.9

We quantify

- the triple of average costs (-c1, c2, c3) where relative weights c1, c2, c3 > 0, in monetary units per occurrence, refer to correct response, non-response, and incorrect response items;
- the triple of rates (r1, r2, r3) = (correct response rate, non-response rate, incorrect response rate); and
- the average numbers respectively of RTtot, i.e., total count of RT answer items, and SubjMtot, i.e., total count of subject-marked items, per (Document, Subject) instance.

We quantify

- the triple of average costs (-c1, c2, c3) where relative weights c1, c2, c3 > 0, in monetary units per occurrence, refer to correct response, non-response, and incorrect response items;
- the triple of rates (r1, r2, r3) = (correct response rate, non-response rate, incorrect response rate); and
- the average numbers respectively of RTtot, i.e., total count of RT answer items, and SubjMtot, i.e., total count of subject-marked items, per (Document, Subject) instance.

9Automatic MT evaluation metrics could also, but currently do not, penalize errors differentially: why not have higher costs, for example, on open-class word translation errors than closed class translation errors (Calison-Burch et al. 2006)? This would be consistent with scoring schemes applied to human translations (Kovarik 2005).

Table 2: Response counts and rates by MT

|                  | MT 1  | MT 2  | MT 3  |
|------------------|-------|-------|-------|
| Correct Responses (CR) | 1181  | 1306  | 1370  |
| Non-Responses (NR)          | 558   | 573   | 585   |
| Incorrect Responses (IR)     | 438   | 311   | 513   |
| Total RT Answers (RTtot)    | 2759  | 2636  | 2842  |
| Total Subject Marks (SubjMtot) | .391  | .3066 | .3086 |

Since each MT system would be used repeatedly on independently generated instances, the costs or “loss” resulting from a specific number of correct response items, incorrect response items, and non-response items in each (Document, Subject) would be summed over N distinct instances and would (because of the Law of Large Numbers) yield an expression roughly equal to N multiplied by the per-instance average-loss expression

\[
\text{Average Loss} = (-c1 \times r1 + c2 \times r2) \times \text{E}(RTtot)
+ (c3 \times r3) \times \text{E}(SubjMtot)
\]

This expected-loss function, while simple and reasonable, is by no means the only possible one, but is particularly tractable. Its linear form arises from the assumption that gains or losses of different categories of mark are additive; the way in which rates and expectations enter the formula are otherwise a consequence of the Law of Large Numbers and linearity properties of Expectation.

4 Results and Analyses

4.1 Basic Metrics: Response Counts and Rates

The response counts and response rates are presented by MT and by Wh-type x MT category in Tables 2 and 3 respectively. From the response rates in Table 2, it is clear the MT2 yields the subject performance that is best (lowest) for incorrect response rate and best (highest) for correct response rate on this task. Statistically, while there is a significant difference between MT2 and the other MT engines on the IRR, there is however no significant difference among the engines on their non-response rates.10 While the data in this table

10Voss & Tate (2006) report details of statistically significant effects in chi-square tests of equality for CRR and IRR over MT, and for NRR and IRR over Wh-x-MT.
Table 3: Response rates by Wh-x-MT category

| Wh  | MT  | CRR  | NRR  | IRR  |
|-----|-----|------|------|------|
| When 1 | .145 | .218 | .148 |
| Where 1 | .148 | .211 | .173 |
| Who 1   | .154 | .120 | .141 |
| When 2 | .173 | .178 | .127 |
| Where 2 | .145 | .214 | .145 |
| Who 2   | .087 | .167 | .141 |
| When 3 | .173 | .216 | .173 |
| Where 3 | .173 | .207 | .173 |
| Who 3   | .193 | .151 | .147 |

Table 3 shows the response rates cross-classified by Wh x MT, providing for finer-detailed data analysis. Could it be that one MT yields better across-the-board response rates for one Wh-type extraction, while another MT is better for another Wh-type? For IRR and NRR, however, this is not the case. On who-items, for example, MT1 yields significantly better (lower) NRR than MT2 and MT3, while MT2 is better (lower) on IRR than the other two systems. With the detailed breakout of the data, the factors to consider in ranking of the engines become more complex.

4.2 Compositional Metrics: Loss Function Analyses

To work with the Average Loss expression, we estimate the rates and expectations from corresponding quantities in the experiment data. For costs, however, we can at this point only “guess” and select hypothetical values as placeholders, for the purpose of showing how the method of applying a loss function works. Note that the rates and expectations are specific to the experiment’s MT systems under consideration, but the weights (c1, c2, c3) are not.

Table 5: Average Loss within MT System with user-specific costs (-c1,c2,c3)=(-5,2,1)

| MT | MT1 | MT2 | MT3 |
|----|-----|-----|-----|
| Average Loss | -12.30 | -17.12 | -14.60 |

Table 5 shows the average loss calculated by the formula above, with an overall preference ranking of MT systems, where a lower cost value is better “>” than a higher cost value, as: MT2 > MT3 > MT1.

We tried numerous combinations of c1, c2, and c3 values, but none dislodged MT2 from its rank as best. If however we were to penalize incorrect responses and non-responses equally and (perhaps unreasonably) at twice the weight of correct responses, with (-c1, c2, c3)= (-1, 2, 2), then as shown in Table 6, the ranking of MT1 and MT3 can be tied.

To cause MT1 to outrank MT3, significantly unbalanced costs are needed. As Table 7 indicates, with the severity of the penalty on non-responses increased even further, with (-c1, c2, c3)= (-1, 5, 2), MT1 can outrank MT3 a bit more, while MT2 retains its rank as first.

Table 6: Average Loss within MT System with user-specific costs (-c1,c2,c3)=(-1,2,2)

| MT | MT1 | MT2 | MT3 |
|----|-----|-----|-----|
| Average Loss | 2.30 | 0.75 | 2.35 |

Case 1

The values of the rates and expectations estimated from the current data, as a function of MT, are presented in tables 2 and 4 respectively. The values of the cost weight-parameters, only the ratios of which really matter to the ranking by Average Loss of the MT systems, we take to be: (-c1, c2, c3)= (-5, 2, 1).

The rationale for the selected values is that the importance of correct responses clearly outranks the importance of errors, in the form of non-responses, which in turn may be more costly on a per-item basis than incorrect responses. The Average Loss numbers calculated by the formula above are shown in Table 5 with an overall preference ranking of MT systems, where a lower cost value is better “>” than a higher cost value, as: MT2 > MT3 > MT1.

Case 2

We recognize that, in some work environment, a particular number of non-responses might deserve as much as or even more weight than a single correct response. While we cannot hope to be precise in
specifying these costs, we can provide some alternative MT-system rankings based on reasonable hypothetical values.\footnote{This approach will effectively yield clearer and more meaningful MT-system rankings when the relative-importance ratios of c1/c2 and c1/c3 are elicited from experts.} For instance, an alternative calculation of losses could be made within specific WH contexts for each MT system.

We illustrate here that the ranking of MT systems is uniformly MT2 > MT3 > MT1 within specific WH-categories.\footnote{Voss & Tate (2006) report that chi-squared tests for “interaction” of response between the MT and WH classifications, with respect to response-rates, show no significant interaction for differences in correct response rates (chi-square 8.96, p-value .01 on 4 degrees of freedom) and highly significant difference in both incorrect response rates and non-response rates (chi-square 16.14 and 15.17 respectively, with p-values .002 and .004 on 4 degrees of freedom).} The average loss results for the MT system by WH-type combinations are based on calculations with rate values from Table 3 above and expected values for SubjMtot and RTtot in Table 8.

Table 9 shows the Average Loss within WH-type by MT System. As can be seen by comparing the rankings within rows of this table, the ranking MT2 > MT3 > MT1 persists, except for a reverse of the ranking between MT1 and MT3 within the Wh=Who category.

5 Summary and Future Work

We applied an approach from statistical decision theory, combining three performance metrics—correct response, non-response, and incorrect response rates—with weighted cost estimates into a single loss function. Based on several tests with hypothetical costs, the overall preference ranking of MT systems placed MT2 as front runner, while either other MT engine could be ranked next, based on assigned response costs.

Longer term, we seek to support our users in determining which MT system (or possibly which combination of MT systems) best meets the cost and accuracy requirements of their tasks. This will entail working with expert document-screening personnel to develop cost ratios of incorrect-response and
non-response error rates to correct-response rates, based on their cumulative experience with foreign-language documents, and then comparing costs as calculated with loss functions against empirical results from user studies.
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