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ABSTRACT
Water cycling between Earth’s mantle and surface has previously been modelled and extrapolated to rocky exoplanets, but these studies neglected the host star. M-dwarf stars are more common than Sun-like stars and at least as likely to host temperate rocky planets (M-Earths). However, M dwarfs are active throughout their lifetimes; specifically, X-ray and extreme ultraviolet (XUV) radiation during their early evolution can cause rapid atmospheric loss on orbiting planets. The increased bolometric flux reaching M-Earths leads to warmer, moister upper atmospheres, while XUV radiation can photodissociate water molecules and drive hydrogen and oxygen escape to space. Here, we present a coupled model of deep-water cycling and water loss to space on M-Earths to explore whether these planets can remain habitable despite their volatile evolution. We use a cycling parameterization accounting for the dependence of mantle degassing on seafloor pressure, the dependence of regassing on mantle temperature, and the effect of water on mantle viscosity and thermal evolution. We assume the M dwarf’s XUV radiation decreases exponentially with time, and energy-limited water loss with 30% efficiency. We explore the effects of cycling and loss to space on planetary water inventories and water partitioning. Planet surfaces desiccated by loss can be rehydrated, provided there is sufficient water sequestered in the mantle to degas once loss rates diminish at later times. For a given water loss rate, the key parameter is the mantle overturn timescale at early times: if the mantle overturn timescale is longer than the loss timescale, then the planet is likely to keep some of its water.
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1 INTRODUCTION
Habitability critically depends on the presence of liquid water on the surface of a planet. Earth is the only planet in the Universe with confirmed surface oceans and life as we know it, and as such, it is our template for a habitable planet (Langmuir & Broecker 2012). The habitable zone (HZ) around a star is usually defined by the stellar flux at a given orbital distance, which influences the surface temperature (Kasting et al. 1993) — planets at the hot inner edge vaporize their oceans, while the oceans of a planet at the cold outer edge will freeze. Water is not only important for biological processes; it also influences planetary climate through the silicate weathering thermostat (Walker et al. 1981; Sleep & Zahnle 2001; Abbot et al. 2012; Alibert 2014).

It must be noted that the presence of liquid surface water may constitute habitability in the classical definition (Kasting et al. 1993), but this does not necessarily mean the planet is hospitable and conducive to the origin of life. Rather, liquid surface water is a first step towards life as we know it, and our results only support the presence of liquid surface water and thus the classical definition of habitability. Recent studies find that the orbital environment around M dwarfs may lack the necessary levels of UV radiation to form RNA monomers, which are critical to the development of Earth-like biology (Ranjan et al. 2017; Rimmer et al. 2018); however, the scarcity of UV may be overcome by transient flaring events. We must be careful in assuming liquid surface water means life due to the multitude of factors that allowed life to originate on the early Earth.

1.1 Water Cycling
It is speculated that there is at least as much water sequestered in the mantle as is present on the surface of Earth (Hirschmann 2006). Current estimates based on experimental data put the water...
capacity of Earth’s mantle at 12 terrestrial oceans (TO, where 1 TO ≈ 1.4 × 10^21 kg; Hauri et al. 2006; Cowan & Abbot 2014). Water is exchanged between the surface and mantle reservoirs of Earth on geological timescales. This water cycle is mediated by plate tectonics, which depend not only on the cool, brittle lithospheric plates, but also on the viscous, flowing mantle (see, e.g., Hirschmann 2006; Langmuir & Broecker 2012). Water dissolved in the mantle decreases its viscosity and allows it to flow more readily, a requirement for plate tectonics (Hauri et al. 2006). As plates separate from one another at mid-ocean ridges, the mantle below ascends to fill the gap and melts due to depressurization, and volatiles are released into the ocean by degassing as the new ocean crust solidifies. The ocean crust then spreads away towards subduction zones, and its minerals become hydrated due to hydrothermal interactions with seawater. This volatile-rich slab is then subducted back into the mantle. While most of the volatiles will contribute to water-rich magmas at convergent margin volcanoes, some water will continue into the deep mantle, regassing water into the interior.

1.2 Water Loss to Space

Roughly 70% of stars in the Galaxy are M dwarfs (Henry 2004), and about 30% are host to at least one rocky exoplanet in the HZ (Dressing & Charbonneau 2015). We should then expect that 90-99% of temperate terrestrial planets orbit an M dwarf instead of a Sun-like star; henceforth, we call such planets M-Earths.

M dwarfs are more active than Sun-like stars (Scalo et al. 2007), specifically in the X-ray and extreme ultraviolet, collectively known as XUV. An M dwarf emits more XUV radiation during the first billion years of its lifetime, as the star evolves onto the main sequence. Young planets orbiting within the HZ may lose multiple oceans of water to space as they are bombarded by XUV radiation. Water molecules are photodissociated high in the planetary atmosphere (Wordsworth & Pierrehumbert 2013, 2014; Luger & Barnes 2015; Bolmont et al. 2016; Schaefer et al. 2016; Wordsworth et al. 2018; Fleming et al. 2020); the lighter hydrogen is lost to space, while the heavier oxygen remains behind, either reacting with the surface or accumulating in the atmosphere and creating a biosignature false positive (see, e.g., Wordsworth & Pierrehumbert 2013, 2014; Wordsworth et al. 2018). Some oxygen may also hydrodynamically escape, dragged to space by the escaping hydrogen (e.g., Hamano et al. 2013; Luger & Barnes 2015). Studies also indicate that factors of 5–10 more XUV irradiation than modern-day Earth can lead to runaway atmospheric loss (Tian et al. 2008), and that several Gyr-old planet-hosting M dwarfs may output 5–100 times more XUV radiation than the Sun today (e.g., Ribas et al. 2016, 2017; Youngblood et al. 2016). Moreover, it has recently been indicated that M dwarfs remain more active in the extreme-UV (EUV) for a given age than solar-type stars (see, e.g., Fig. 6 of France et al. 2018).

We hypothesize that a planet whose surface becomes desiccated by loss of water to space can recover an ocean through the degassing of water sequestered in the mantle. This will depend on the initial amount of water partitioned between the surface and mantle, the mantle overturn timescale, and the XUV-driven water loss rate and timescale. While the deep-water cycle and atmospheric loss have been separately modelled in previous work, we seek to couple these two phenomena, combining aspects of geophysics, astronomy, and space physics.

The paper continues as follows. We describe the cycling and loss equations of our model in Section 2, present our cycling results for various initial water inventories and loss rates in Section 3, and discuss the results of our study in Section 4.

2 WATER CYCLING & LOSS MODEL

2.1 Previous Work

The deep-water cycle of Earth has previously been represented using two-box models. These models account for regassing of water from surface to mantle through subduction of hydrated basaltic oceanic crust, and degassing from mantle to surface by mid-ocean ridge volcanism. McGovern & Schubert (1989) incorporated reduction of mantle viscosity through the addition of regassed water, while parameterizing degassing and regassing rates as dependent on the amount of volatiles present in the mantle and basaltic oceanic crust, respectively, along with mid-ocean ridge spreading rate and subduction efficiency.

The mantle-temperature-dependent model of Schaefer & Sasselov (2015), based on the model of Sandu et al. (2011), also included mantle viscosity and two convection regimes: single layer and boundary layer. Komacek & Abbot (2016) simplified the mantle-temperature-dependent model of Schaefer & Sasselov (2015), and replaced the degassing rate with the seafloor-pressure-dependent degassing parameterization of Cowan & Abbot (2014) to create a hybrid model.

There are various water loss rates throughout the literature; for example, Wordsworth & Pierrehumbert (2014) note that an N_2-poor planet could lose up to 0.07 TO/Gyr, while loss rates from Luger & Barnes (2015) range from 0.02 TO/Gyr to about 2 TO/Gyr, depending on initial water inventory and orbital distance within the HZ.

2.2 Cycling & Loss Equations

We use the time-dependent hybrid cycling model of Komacek & Abbot (2016) and parameterize the water loss of Luger & Barnes (2015) to represent the cycling and loss to space of water on an M-Earth. Our model accounts for the fact that hydration depth of ocean crust is likely affected by mantle temperature, T, more than seafloor pressure, P, and that degassing would shut off at late times when the mantle is cool. Meanwhile, it has been shown that degassing should be P-dependent (Kite et al. 2009). Our two-box + sink model is shown schematically in Fig. 1, including surface and mantle reservoirs, exchange between the two, and water loss to space directly from the surface reservoir, for simplicity.

Any changes or additions to the relevant thermal evolution and cycling equations from Komacek & Abbot (2016) are described here and in Appendices A and B. The thermal evolution and cycling equations were non-dimensionalized by Komacek & Abbot (2016) to emphasize the physical processes over the control variables themselves. While we use the non-dimensionalized code for our simulations, we present the dimensionful equations here. Appendix C contains a cheat sheet of all the model variables and parameters.

The model developed by Komacek & Abbot (2016) incorporates P-dependent degassing (Cowan & Abbot 2014) and T-dependent regassing (Schaefer & Sasselov 2015). The authors note that this hybrid model may be the most realistic deep-water cycling model of their study; for this reason, we use it as our representative water cycling parameterization.

We restore the piecewise degassing limit of Cowan & Abbot
or stellar-wind-driven loss in this study. Recent studies support stellar-wind-driven ion pick-up escape leading to rapid, complete atmospheric erosion for planets orbiting ‘old’ (i.e., several Gyr) M dwarfs like Proxima Centauri b (Airapetian et al. 2017; García-Sage et al. 2017), in the absence of a source of replenishment. Although ion escape is likely important for M-Earths, we do not include it in our current study. Instead, we solely focus on the energy-limited escape of Luger & Barnes (2015), adopting the same efficiency of 30% to test similar loss rates.

Our loss parameterization is piecewise-defined so that we do not lose more water than present on the surface in a given timestep. The exponential definition of loss to space stems from the exponential decrease of the M dwarf’s XUV luminosity, and includes a loss factor, $\phi_{\text{loss}}$, and loss timescale, $\tau_{\text{loss}}$. The former accounts for the range of water loss rates in the literature, and represents the energy-limited loss rate in a single variable, $\phi_{\text{loss}}$; the latter represents the e-folding timescale of water loss to space, i.e., water loss is reduced by 1/e after $\tau_{\text{loss}}$. For simplicity, we model loss of water directly to space from the surface. This approximation should be valid if the atmosphere is hot – and hence moist – in the era of high XUV. We include the hydrated layer check from Schaefer & Sasselov (2015) to ensure that the hydrated layer holds no more water than the surface itself.

The model explicitly depends on mantle temperature via the mid-ocean ridge spreading rate, $S(T)$. Moreover, we stop degassing if the mantle cools below the solidus temperature, since no more melt will be present in the boundary layer. We calculate the wet solidus temperature using the parameterization of Katz et al. (2003), since water in the mantle depresses the solidus of silicate minerals.

### 3 Simulation Results

We run simulations for various initial total water inventory, $W_{\text{init}}$, loss factor, $\phi_{\text{loss}}$, and loss timescale, $\tau_{\text{loss}}$. All simulations are run for 15 Gyr to allow our model to reach a steady state, if possible. Our parameter exploration is shown in Table 1. We test four orders of magnitude for both $\phi_{\text{loss}}$ and $\tau_{\text{loss}}$, due to the range of loss rates in the literature, and because of the large uncertainties in observations and models of M dwarfs. We also test various initial water inventories, since planets are expected to form with different volatile inventories due to stochastic delivery and accretion (Raymond et al. 2004, 2009). Note that all simulations begin with an initial mantle temperature of $T_0 = 3200$ K, i.e., $T_0 = 2T_{\text{ref}}$, where $T_{\text{ref}}$ is the reference temperature used in our thermal evolution calculations (detailed in Appendix A).

Each of the total water inventories from Table 1 is first run to steady-state partitioning between the mantle and surface reservoirs (Fig. 2), without loss to space and at a constant mantle temperature of $T = 3200$ K. To visualize the evolution of steady-state water

---

**Table 1.** Parameter space for initial total water inventory, $W_{\text{init}}$, loss factor, $\phi_{\text{loss}}$, and loss timescale, $\tau_{\text{loss}}$. We initiate all simulations with the same mantle temperature, $T_0 = 2T_{\text{ref}}$, and mass is defined as a power law, using the nominal value from Cowan & Abbot (2014) for the exponent.

| Name       | Parameter       | Values Tested |
|------------|-----------------|---------------|
| Total water mass | $W_{\text{init}} + W_{\text{surf}}$ | 0.1, 1, 10, 25 |
| Mantle temperature | $T_0$ | 3200 |
| Loss factor | $\phi_{\text{loss}}$ | TO/Gyr |
| Loss timescale | $\tau_{\text{loss}}$ | 10^{-3}, 10^{-2}, 10^{-1}, 1 |

---

**Figure 1.** Two-box model of water cycling between surface and mantle reservoirs on Earth, adapted from Cowan & Abbot (2014) to include water loss to space (bolded). Water is degassed from the mantle to the surface through mid-ocean ridge volcanism, and regassed from the surface to the mantle through subduction of hydrated basaltic oceanic crust. Water is lost to space directly from the surface reservoir for simplicity, and is driven by XUV radiation from the host M dwarf, which decreases exponentially with time (Luger & Barnes 2015).
partitioning as the mantle cools with time, we run simulations for various initial water inventories \((W_m,0 + W_s,0 = 0.1, 1, 5, 10, 25, 50, 100 \, \text{TO})\) at three constant mantle temperatures, \(T = 3200 \, \text{K}, 2500 \, \text{K}, 2000 \, \text{K}\). As the mantle cools, the steady-state water partitioning moves towards the bottom right in Fig. 2, sequestering water in the mantle at the expense of surface water.

Schaefer et al. (2016) modelled atmosphere-interior exchange on a hot M-Earth, GJ 1132b, to determine atmospheric composition, beginning with a magma ocean and allowing solidification, and including loss to space, but the authors only simulate the first few 100 Myr. Our simulations begin after magma ocean solidification, once the steam atmosphere has mostly condensed onto the surface, and plate tectonics permit cycling. Nonetheless, our initial partitioning is qualitatively consistent with Schaefer et al. (2016), with the majority of water on the surface.

We are concerned with the surface water as it directly impacts habitability. We define four surface water regimes: a Dune planet, \(10^{-3} \, \text{TO} \leq W_s < 10^{-2} \, \text{TO}\) (Abe et al. 2011); an Earth-like regime, \(10^{-2} \, \text{TO} \leq W_s < 10 \, \text{TO}\); and a waterworld, where the surface is completely inundated, \(W_s \geq 10 \, \text{TO}\) (Abbot et al. 2012). We designate planets with \(W_s \lesssim 0.1\%\) of the surface water of a Dune planet as desiccated. This is the amount of water currently in the atmosphere of Earth \((1.29 \times 10^{18} \, \text{kg})\), or \(10^{-5} \, \text{TO}\); Gleick 1993; this amount of water is similar to Lake Superior. If precipitated onto the surface, it would produce a global ocean of depth \(-2.5 \, \text{cm}\) (Graham et al. 2010). While Dune planets, Earth-like planets, and waterworlds all have at least some liquid surface water and are thus habitable, only Earth-like planets are likely to have a silicate weathering thermostat.

\footnote{The waterworld definition of Wordsworth & Pierrehumbert (2013) is similar — all land is covered by water, but this does not completely inhibit degassing from the interior. We assume this as well for M-Earths in the waterworld regime.}

If surface desiccation occurs, then regassing stops. Degassing will continue if the mantle is still warm; once the degassing rate surpasses the loss rate, surface water will increase. The surface is rehydrated when it exceeds our desiccation limit of \(\sim 10^{-5} \, \text{TO}\).

### 3.1 Individual Cycling Results

We first show the time-dependent cycling and loss results for two simulations from the parameter exploration (Fig. 3). Both begin with \(W_m,0 + W_s,0 = 1 \, \text{TO}\) of water, and loss factor \(\phi_{\text{loss}} = 10 \, \text{TO}/\text{Gyr}\). The “short loss” simulation uses a loss timescale of \(\tau_{\text{loss}} = 10^{-2} \, \text{Gyr}\), while the “extreme loss” uses a longer loss timescale, \(\tau_{\text{loss}} = 10^{-1} \, \text{Gyr}\). Since loss to space is occurring over a longer period for the latter, we expect a stronger reduction in surface water.

Water cycling with short loss is shown in Fig. 3(a). Degassing, \(w_1\), and regassing, \(w_2\), are initially equal since we begin our cycling simulation from steady-state water partitioning. As a result, there is much more water on the surface, \(W_s\), than in the mantle, \(W_m\) (top panel). The loss rate to space, \(w_{\text{loss}}\), is initially higher than the cycling rates.

Loss to space initially dominates, reducing the surface water inventory, which reduces the amount available to sequester back into the mantle at late times. The cycling rates surpass the loss rate at \(t \approx \tau_{\text{loss}} = 10^{-2} \, \text{Gyr}\), and as loss slows, the water partitioning seeks a new steady state for the current total water inventory and cooler mantle temperature, \(T\).

The results for the extreme water loss simulation are shown in Fig. 3(b). The cycling begins similarly to the previous simulation, but the surface is rapidly desiccated (grey region). Degassing still provides water to the surface, where some is lost to space and a small amount is regassed, gradually reducing the mantle water inventory, while the surface water complement approaches zero.

Eventually, degassing from the mantle surpasses loss to space, and the surface recovers enough water to once again become a Dune planet (brown region). Even with continued cycling, there is not enough total water remaining on the planet to recover Earth-like surface conditions. Nonetheless, Fig. 3(b) demonstrates that water sequestered in the mantle can rehydrate the surface once loss to space diminishes.

### 3.2 Parameter Exploration

We now perform an exploration of the parameter space in Table 1. We focus on the final surface water inventories to determine what surface conditions to expect after 15 Gyr of water cycling and loss to space. Our results for the 64 simulations are illustrated in Fig. 4. We choose initial water inventories up to \(W_m,0 + W_s,0 = 25 \, \text{TO}\), far below the high-pressure ice limit of \(W_{s,max} = 100 \, \text{TO}\) (Nakayama et al. 2019), to allow plate tectonic-driven cycling to continue uninhibited.

As shown in Fig. 4, planets can evolve between surface water regimes. Certain rates of water loss to space cause waterworlds (blue) to lose sufficient water to expose continents and become Earth-like (similar to the “waterworld self-arrest” of Abbot et al. 2012), or Earth-like planets (green) to become dry Dune planets (brown) with little surface water, or even develop a completely desiccated, uninhabitable surface.

Water loss is limited by the amount of water on the surface (top left panel, Fig. 4). A loss rate of 10 TO/Gyr and a loss timescale of 0.1 Gyr might in principle desiccate a planet with a 0.1 TO
inventory, but since the loss predominantly happens early in the evolution, it only removes the surface water present at that time.

Fig. 4 only shows the initial and final surface water contents, but we check for mid-simulation desiccation, as shown in Fig. 3(b). Ten of the 64 simulated planets recover from desiccation into either the Dune or Earth-like regime. This further supports our mechanism of sequestering water in the mantle and degassing it once atmospheric loss has decreased appreciably to restore habitable surface conditions.

4 DISCUSSION & CONCLUSIONS

Our simulations show that sequestering water in the mantle and subsequent degassing enhances the likelihood of habitable M-Earths in the face of atmospheric loss, provided they have an Earth-like deep-water cycle.

4.1 Model Timescales

There are three relevant timescales in our model that permit a more thorough interpretation of our results (Figs. 3 & 4). These timescales are the time to reach steady state, $\tau_{\text{loss}}$, the loss timescale, $\tau_{\text{loss}}$, and the mantle overturn timescale, $\tau_{\text{overturn}}$.

The surface water content and mantle temperature in our model change with time, not only due to loss but also water degassed and regassed from and to the mantle, respectively. The planet will therefore be approaching a changing steady state with time (Fig. 2). This steady state will not be reached until loss diminishes and mantle cooling slows at late times, allowing degassing and regassing rates to equilibrate. Indeed, we only see steady state achieved late in our simulations, and only as long as the mantle remains warm.

If the loss timescale is much longer than the mantle overturn timescale, $\tau_{\text{loss}} \gg \tau_{\text{overturn}}$, the water lost to space will be roughly $W_{\text{loss}}$ provided there is sufficient total water on the planet. This explains the different results for the same $\phi_{\text{loss}} \tau_{\text{loss}}$ in Fig. 4. Since the time to reach steady-state is closely related to the mantle overturn timescale, $\tau_{\text{loss}} \gg \tau_{\text{overturn}}$ also means that the planet is always at or near a steady state (equal degassing and regassing), but that steady state is a moving target due to atmospheric loss.
If $\tau_{\text{loss}} \ll \tau_{\text{overturn}}$, however, the total water lost is now limited by the initial surface water on the planet, $W_{s,0}$. Since most loss happens early on and the loss rate diminishes with time, the surface can eventually be rehydrated, provided there is sufficient water sequestered within the mantle. This explains the similar results seen in each panel of Fig. 4, on the left and bottom-left. The greater a planet’s initial water inventory, the farther towards the upper-right corner this plateau extends.

In summary, the total amount of water lost, $W_{\text{lost}}$, is,

$$W_{\text{lost}} = \begin{cases} \min[\phi_{\text{loss}} \tau_{\text{loss}}, W_{s,0} + W_{m,0}] & \tau_{\text{loss}} \gg \tau_{\text{overturn}} \\ \min[\phi_{\text{loss}} \tau_{\text{loss}}, W_{s,0}] & \tau_{\text{loss}} \ll \tau_{\text{overturn}} \end{cases} \tag{3}$$

### 4.2 Thermal Evolution & Tectonic Mode

The model can approach a steady state once loss has diminished significantly, as long as the mantle remains above the solidus temperature. Once the mantle cools below the solidus temperature, degassing stops due to the absence of melt below mid-ocean ridges.
This leads to regassing-dominated evolution, eventually trapping all water in the mantle (Schaerfer & Sasselov 2015). It has been postulated, however, that when the mantle cools below the solids penetration temperature or becomes disisscated, convection may stop, along with plate tectonics, transitioning to a "stagnant lid" regime (Noack & Breuer 2014; Lenardic 2018). As noted by Schaerfer & Sasselov (2015), transitioning to a stagnant lid would stop both degassing and regassing, preserving the water inventories in surface and mantle reservoirs at that time. A stagnant lid would greatly affect our cycling parameterizations, but volatiles can still be cycled in a stagnant-lid regime, albeit at a much slower rate (Hönig et al. 2019). We leave this complication for future work; however, since our current simulations sometimes regas all water below the solidus temperature or becomes desiccated, convection may stop, along with plate tectonics, transitioning to a "stagnant lid" regime (Noack & Breuer 2014; Lenardic 2018). To zeroth-order, our conclusions support continued observation of Mdwarfs systems in the search for habitability. Our results will be useful in interpreting observations, allowing inference of the cycling & loss history of M-Earths based on, e.g., the presence of H2O in transit spectra. Connecting surface water to climate, atmospheric structure, and transit spectroscopy will be the subject of a future study. Increasing the fidelity of our M-Earth water cycling & loss model will narrow the gap between predictions and observations.

4.3 Observational Prospects

Observationally characterizing M-Earth atmospheres in the near future is viable (Cowan et al. 2015; Shields et al. 2016; Gillon et al. 2020), but direct detection of surface water on an exoplanet is probably still many years away (Cowan et al. 2009; Robinson et al. 2010; Lustig-Yaeger et al. 2018). To zeroth-order, our conclusions support continued observations of M dwarf systems in the search for habitability. The key variables in our model include the initial water inventory, the initial water partitioning, the mantle overturn timescale, the loss rate and the loss timescale. The initial water inventory may be difficult to determine due to the stochastic nature of volatile delivery during planet formation (Raymond et al. 2004, 2009); however, studies of volatiles in protoplanetary disks (e.g., using ALMA; Harsono et al. 2020; Loomis et al. 2020) and studies of polluted white dwarfs (e.g., Farihi 2016; Veras et al. 2017a,b; Doyle et al. 2019) may provide constraints. The geophysical processes that determine both the planetary water partitioning and mantle overturn timescale in our M-Earth model are based on present-day Earth. Determining the tectonic mode of an observed exoplanet will be difficult in the near future, but in principle, may be possible with LUVIIR (e.g., Cowan et al. 2009); nonetheless, modelling can allow exploration of the potential geophysics on distant planets. Many uncertainties in our model arise due to our treatment of stellar evolution, but we may be able to constrain the loss rate (i.e., the loss factor and timescale) through a combination of M dwarf observations and modelling to better represent the governing loss processes on an M-Earth.
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APPENDIX A: THERMAL EVOLUTION EQUATIONS

The thermal evolution of the mantle in our model, which incorporates parameterized convection, is a simplified version of the thermal evolution presented within Schaefer & Sasselov (2015), itself based on the model of Sandu et al. (2011). For simplicity, and to reproduce evolution presented within Schaefer & Sasselov (2015), based on measurements of wet to living diffusion.

The thermal evolution equation

\[ \frac{dT}{dt} = \frac{Q(t) - \rho_m \beta}{V h} \left( \frac{Ra_{\text{crit}}}{Ra} \right)^{\beta} \]

where

\[ \frac{dT}{dt} = \frac{k \Delta T}{h V} \left( \frac{\rho_m g h^3 \Delta T}{Ra_{\text{crit}} \eta(x, T, x)} \right)^{\beta}. \]  

The value of \( \beta = 0.3 \) in this equation was determined empirically (McGovern & Schubert 1989). The density of the upper mantle is \( \rho_m \), and \( c_p \) is the mantle’s specific heat capacity. The heating rate from radionuclides is \( Q(t) = Q_0 \exp(-t/T_{\text{decay}}) \). The decay timescale \( T_{\text{decay}} = 2 \text{ Gyr} \) was nominated by Komacek & Abbot (2016), based on the abundance and half-lives of radiogenic elements in the Earth’s mantle from Turcotte & Schubert (2002). For reference, this value falls between the half-lives of \( ^{40}\text{K} \) (1.3 Gyr) and \( ^{238}\text{U} \) (4.5 Gyr). The thermal conductivity of the upper mantle is \( k \), and \( \Delta T = T - T_s \) is the temperature contrast across the boundary layer, with \( T_s \) the surface temperature.

The scaling laws of terrestrial planets from Valencia et al. (2006) allow us to calculate the planet’s mantle thickness, \( h \), the planet’s surface area, \( A \), the mantle volume, \( V \), and surface gravity, \( g \). Planetary radius, \( R \), and core radius, \( R_c \), are related to planetary mass, \( M \), by

\[ R = R_\oplus \left( \frac{M}{M_\oplus} \right)^{\frac{3}{4}}, \quad (A2) \]

\[ R_c = c R_\oplus \left( \frac{M}{M_\oplus} \right)^{\frac{1}{4}}, \quad (A3) \]

where \( c = 0.27, c = 0.547 \), and \( c = 0.25 \). The remaining planet and mantle properties are:

\[ h = R - R_c, \quad (A4) \]

\[ A = 4\pi R^2, \quad (A5) \]

\[ V = \frac{4\pi}{3} (R^3 - R_c^3), \quad (A6) \]

\[ g = \frac{GM}{R^2}. \quad (A7) \]

The Rayleigh number of the mantle, \( Ra = \alpha \rho_m g h^3 \Delta T / k \eta(x, T, x) \), can be calculated using the upper mantle density, \( \rho_m \), mantle thickness, \( h \), and temperature contrast, \( \Delta T \), along with the characteristic thermal expansivity, \( \alpha \), the planet’s gravity, \( g \), and the thermal diffusivity of the boundary layer, \( \kappa \). The critical Rayleigh number for convection to occur in the upper mantle is \( Ra_{\text{crit}} = 1100 \) (McGovern & Schubert 1989). Due to the dependence of temperature \( T \) on mantle water mass fraction \( x \), the thermal evolution and cycling equations are integrated simultaneously.

For the mantle viscosity, \( \eta(T, x) \), we use the same parameterization as Komacek & Abbot (2016), which in turn is a simplified version of that from the models of Sandu et al. (2011) and Schaefer & Sasselov (2015) (i.e., without the pressure-dependence, since we are restricted to the upper mantle):

\[ \eta \approx \eta_0 f_w^{-1} \exp \left[ \frac{E_a}{R_{\text{gas}}} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) \right]. \quad (A8) \]

Here, \( \eta_0 \) is the viscosity scale (chosen so that \( \eta(x = x_0, T = T_{\text{ref}}) = 10^{21} \text{ Pa-s} \) to reproduce the viscosities of Earth’s mantle), \( E_a \) is the activation energy, \( R_{\text{gas}} \) is the universal gas constant, \( T_{\text{ref}} = 1600 \text{ K} \) is the reference mantle temperature, \( f_w \) is water fugacity (see Eqn. A9 below), and \( r = 1 \) is the nominal value chosen by Schaefer & Sasselov (2015), based on measurements of wet olivine diffusion.

The water fugacity, \( f_w \), can be calculated using experimental
In Eqns. 1 and 2, and the integration is performed. We also set the mantle of the planet.

The integration brings the model closer to predictions for XUV-driven water loss rather than being directly calculated from, for example, stellar evolution models of XUV flux from M dwarfs (e.g., Ribas et al. 2005).

While coupled integrations of the thermal evolution in Eqn. A1 and the cycling of Eqns. 1 and 2 can be performed using the scipy.integrate package in Python, restrictions must be placed to ensure we do not obtain meaningless, unphysical results. Our hybrid model is robust to either or both reservoirs going to zero, an improvement over Komacek & Abbot (2016). At each timestep, surface and mantle water inventories are checked, and the cycling equations are adjusted accordingly:

(i) If mantle water mass $W_m$ and surface water mass $W_s$ are both greater than zero, then normal cycling and loss occurs, and the cycling equations are integrated as they appear in §2.

(ii) If $W_m = 0$ but $W_s > 0$, the degassing rate, $w_1$, is set to zero (i.e., it shuts off since there is no water in the mantle) in Eqns. 1 and 2, and the integration is performed.

(iii) If $W_m > 0$ but $W_s = 0$, the regassing rate, $w_1$, and loss rate, $w_{loss}$, are set to zero (since there is no water on the surface) in Eqns. 1 and 2, and the integration is performed. We also set the fraction of water in melt that is degassed $f_{degass}(P) = 1$, due to its piecewise definition. We do this because the $P$-dependent degassing rate depends on the overlying surface water, $W_s$; if there is no water on the surface, degassing should neither go to zero and shut off (or else water would stay in the mantle indefinitely), nor go to infinity (or all water would be instantaneously degassed from the mantle).

(iv) If both $W_m = 0$ and $W_s = 0$, the degassing, regassing, and loss rates are all set to zero, since the planet is completely desiccated. The integration continues so we can observe the thermal evolution of the mantle (i.e., its cooling with time), but there is no cycling or loss since there is no more water present on the surface or within the mantle of the planet.

Our piecewise definition of loss in Eqn. 2 ensures that the amount of surface water that is regassed and lost at a given timestep does not exceed the amount present on the surface, and the regassing/loss rates are adjusted accordingly based on the surface water mass, $W_s$.

Although it is a result we have yet to encounter, to account for complete mantle desiccation (a scenario proposed in the literature; see, e.g., Hamano et al. 2013), we choose a minimum water fugacity to avoid $f_w \to 0$ and mantle viscosity $\eta \to \infty$. We can then define a piecewise mantle water fugacity, $f_{w,eff}$, represented by the equation,

$$f_{w,eff} = \max[10^{-5}f_w(\tilde{x} = 1), f_w]$$

where $f_w(\tilde{x} = 1)$ is used to define the non-dimensional fugacity within our model code, $f_w = f_w/\tilde{f}_w(\tilde{x} = 1)$. This definition requires the non-dimensional water mass fraction $\tilde{x} = x f_m/(\omega_0 b_0)$, where $f_m$ is the mantle fraction, $\omega_0$ is the surface water mass fraction of Earth, and $b_0 = f_0/f_{0,0} = 1.3$ is the non-dimensional ocean basin covering fraction, with $f_{0,0} = 0.7$ and $b_0 = 0.9$ (i.e., 90% of planet covered in water). The value for $f_0$ was chosen by Cowan & Abbot (2014), which we also optimistically adopt for an Earth-like planet.

The minimum value, $f_{w,eff} = 10^{-5}f_w(\tilde{x} = 1)$, assumes that even in the case of a completely desiccated mantle, there will be a small amount of water trapped in the minerals (e.g., within the transition zone; Hirschmann 2006). This allows the mantle to continue convecting and our plate-tectonics-dependent cycling to proceed. Note that, throughout the thermal evolution equations presented above, $f_w$ is used in place of $f_{w,eff}$ for consistency with the literature.

Finally, we note that the water fugacity was calculated incorrectly in many places in the original hybrid cycling model due to a misplaced bracket (Komacek 2019, priv. comm.). While this error does not significantly impact the final results, it does slightly change the time-dependent cycling results, and has been fixed in the model presented here.

**APPENDIX C: MODEL PARAMETERS**

There are many variables throughout this paper. As such, we detail them all in Table C1, including their nominal values.

This paper has been typeset from a TeX/Î¼TeX file prepared by the author.
| Name                                      | Parameter          | Value                               |
|-------------------------------------------|--------------------|-------------------------------------|
| Mantle water mass                        | $W_m$              | $W_{m,⊕} = 2.36 \times 10^{21}$ kg = 1.7 TO |
| Surface water mass                       | $W_s$              | $W_{s,⊕} = 1.4 \times 10^{21}$ kg = 1 TO |
| Mantle temperature                       | $T$                | $T_{ref} = 1600$ K                  |
| Loss factor                              | $\phi_{loss}$      | 10 TO Gyr$^{-1}$                     |
| Loss timescale                            | $\tau_{loss}$      | $10^8$ yr                           |
| Mid-ocean ridge length                   | $L_{MOR}$          | $L_{MOR,⊕} = 60 \times 10^6$ m       |
| Spreading rate                            | $S$                | $S_{avg} = 0.1$ m yr$^{-1}$          |
| Water mass fraction in hydrated crust    | $x_h$              | 0.05                                |
| Crust density                             | $\rho_c$           | $3.0 \times 10^3$ kg m$^{-3}$       |
| Regassing efficiency                     | $\chi_t$           | 0.03                                |
| Hydrated layer depth                     | $d_h$              | $d_{h,⊕} = 3.0 \times 10^3$ m        |
| Mantle water mass fraction               | $x$                | $x_⊕ = 5.8 \times 10^{-4}$          |
| Mantle density                           | $\rho_m$           | $3.3 \times 10^3$ kg m$^{-3}$       |
| Mid-ocean ridge melting depth            | $d_{melt}$         | $60 \times 10^3$ m                  |
| Melt degassing efficiency of Earth       | $f_{degas,⊕}$      | 0.9                                 |
| Seafloor pressure                        | $P$                | $P_{⊕} = 4 \times 10^7$ Pa           |
| Timestep                                 | $\tau_{step}$      | $-28700$ yr                         |
| Mantle overturn timescale                | $\tau_{overturn}$  | $\tau_{overturn,⊕} = 6 \times 10^6$ yr |
| Mantle specific heat capacity            | $c_p$              | 1200 J kg$^{-1}$ K$^{-1}$           |
| Radionuclide decay factor                | $Q_0$              | $5 \times 10^{-8}$ J m$^{-3}$ s$^{-1}$ |
| Decay timescale                          | $\tau_{decay}$     | 2 Gyr                               |
| Mantle thermal conductivity              | $k$                | 4.2 W m$^{-1}$ K$^{-1}$             |
| Surface temperature                      | $T_s$              | 280 K                               |
| Mantle critical Rayleigh number          | $R_{Rayleigh}$     | 1100                                |
| Heat flux exponent                       | $\beta$            | 0.3                                 |
| Mantle characteristic thermal expansivity| $\alpha$           | $2 \times 10^{-5}$ K$^{-1}$         |
| Mantle thermal diffusivity               | $κ$                | $10^{-9}$ m$^2$ s$^{-1}$             |
| Planet radius                            | $R$                | $R_⊕ = 6.371 \times 10^6$ m         |
| Planet mass                              | $M$                | $M_⊕ = 5.972 \times 10^{25}$ kg     |
| Gravitational constant                   | $G$                | $6.67 \times 10^{-11}$ m$^3$ kg$^{-1}$ s$^{-2}$ |
| Mantle viscosity                         | $η$                | $η(x = x_⊕, T = T_{ref}) = 10^{21}$ Pa s |
| Water fugacity                           | $f_w$              | $f_w(x_⊕) = 17 \times 10^{3}$ Pa     |
| Fugacity exponent                        | $r$                | 1                                   |
| Activation energy                        | $E_a$              | $335 \times 10^3$ J mol$^{-1}$      |
| Universal gas constant                   | $R_{gas}$          | $8.314$ J mol$^{-1}$ K$^{-1}$       |
| Molecular weight of olivine              | $µ_{oliv}$         | 153.31 g mol$^{-1}$                 |
| Molecular weight of water                | $µ_w$              | 18.02 g mol$^{-1}$                  |
| Planetary mantle fraction                | $f_m$              | 0.68                                |
| Ocean basin covering fraction            | $f_b$              | 0.9                                 |
| Earth ocean basin covering fraction      | $f_{b,⊕}$          | 0.7                                 |

Notes.  

*a*: These parameters are calculated during our coupled thermal evolution and cycling & loss integrations.  

*b*: These parameters are varied during our parameter exploration.  

Table C1. Parameters & constants used in our M-Earth thermal evolution and cycling & loss model. The corresponding equations from which they are taken appear throughout this paper.