QUASI-INVARIANT FOR INFINITE-DIMENSIONAL KOLMOGOROV DIFFUSIONS
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ABSTRACT. We prove Cameron-Martin type quasi-invariance results for the heat kernel measure of infinite-dimensional Kolmogorov and related diffusions. We first study quantitative functional inequalities for appropriate finite-dimensional approximations of these diffusions, and we prove these inequalities hold with dimension-independent coefficients. Applying an approach developed in [5, 10, 11], these uniform bounds may then be used to prove that the heat kernel measure for certain of these infinite-dimensional diffusions is quasi-invariant under changes of the initial state.
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1. INTRODUCTION

Smoothness properties are of classical interest in the study of measures in infinite dimensions. These properties have been a particular focus for measures associated to diffusions, either the measure induced on the path space or the end point distribution (that is, the heat kernel measure) for
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diffusions taking values in an infinite-dimensional space. In finite dimensions, hypoellipticity of the generator is a standard hypothesis to assume for (or is in some sense equivalent to) regularity properties of the heat kernel measure. It is natural to consider analogues of various hypoelliptic constructions in infinite dimensions, keeping in mind that even the definition of hypoellipticity is not easily available in such a setting.

In [13] L. Hörmander put forward $L = \frac{1}{2} \frac{\partial^2}{\partial p^2} + p \frac{\partial}{\partial x}$ on $\mathbb{R}^2$ as the simplest example of a hypoelliptic second order differential operator. This operator generates the standard Kolmogorov diffusion on $\mathbb{R}^2$, a Gaussian process which may be written as a standard real-valued Brownian motion paired with its integral in time

$$X_t = \left( B_t, \int_0^t B_s \, ds \right).$$

The operator $L$ had previously been introduced by A.N. Kolmogorov in [15], in which he obtained the explicit expression for the (smooth) density of $\text{Law}(X_t)$ with respect to Lebesgue measure

$$p_t(p, \xi) = \frac{\sqrt{3}}{\pi t^2} \exp \left( -\frac{2p^2}{t} + \frac{6p\xi + 6\xi^2}{t^2} \right).$$

Even in the finite-dimensional setting, despite having an explicit Gaussian heat kernel, it is challenging to derive typical functional inequalities for the associated semigroup.

In the present paper, we consider a natural infinite-dimensional analogue of the Kolmogorov diffusion as well as a variation of that construction. Note that in the infinite-dimensional setting we can not rely on standard definitions of hypoellipticity. In particular, the heat kernel measure is not a measure with a density with respect to Lebesgue measure anymore. Still we can prove quasi-invariance results to reflect regularity of the heat kernel measure. More specifically, let $(W, H, \mu)$ be an abstract Wiener space, and $\{B_t \}_{t \geq 0}$ be a Brownian motion on $W$ with covariance structure determined by

$$\mathbb{E} \left[ \langle B_s, h \rangle_H \langle B_t, k \rangle_H \right] = \langle h, k \rangle_H \min(s, t),$$

for all $s, t \geq 0$ and $h, k \in W^* \subset H$. For more details on the setting we refer to Section 3. We define an infinite-dimensional Kolmogorov diffusion as the $W \times W$-valued process given by

$$X_t = \left( B_t, \int_0^t B_s \, ds \right).$$
The process $X_t$ is Gaussian with the covariance determined by
\[
\mathbb{E} \left[ \langle X_s, h_1 \otimes h_2 \rangle_{H \otimes H} \langle X_t, k_1 \otimes k_2 \rangle_{H \otimes H} \right] \\
= \langle h_1, k_1 \rangle_H \min(s, t) + \langle h_1, k_2 \rangle_H \int_0^t \min(v, s) dv + \langle k_1, h_2 \rangle_H \int_0^s \min(u, t) du \\
+ \langle h_2, k_2 \rangle_H \int_0^t \int_0^s \min(u, v) du dv,
\]
for all $s, t \geq 0$ and $h_1, k_1, h_2, k_2 \in W^*$. 

For $x \in W \times W$, let $X_t^x$ denote a Kolmogorov diffusion started at $x$, and let $\nu_t^x$ denote its distribution, with $\nu_0^x =: \nu_t$. We will prove that for $t > 0$ the measure $\nu_t^x$ is equivalent to $\nu_t$ when $x \in H \times H$. That is, for $x = (h, k)$ we have
\[
X_t^{h,k} = X_t + (h, k + th),
\]
and we will show that $\nu_t^{(h,k)} = \text{Law}(X_t^{(h,k)})$ is mutually absolutely continuous with $\nu_t$ when $(h, k) \in H \times H$. We will also give bounds on the $L^p$ norms of the associated Radon-Nikodym derivatives. We then consider an analogous non-Gaussian process
\[
(1.1) \quad X_t = \left( B_t, \int_0^t F(B_s) ds \right)
\]
for functions $F$ taking values in finite- or infinite-dimensional spaces, and we prove similar results in this case under the assumption of certain derivative bounds for $F$.

Before further describing the structure of the paper and the main results, let us mention several papers most relevant to the techniques we are using. In [4] the first two authors and Ph. Mariano study gradient bounds and other related functional inequalities for Kolmogorov-type diffusions in finite dimensions via both the generalized $\Gamma$-calculus techniques employed in the present paper as well as through coupling methods. The method we follow for proving quasi-invariance for measures in infinite dimensions via functional inequalities was developed in [5, 10, 11]. This approach relies on certain inequalities holding with dimension-independent coefficients on appropriate finite-dimensional approximations. These methods were successfully applied to infinite-dimensional Heisenberg groups in [9] in the elliptic case and [5] in the hypoelliptic case. A different proof for the hypoelliptic Heisenberg setting was given in [8]; in that paper, it was in fact proved that the hypoelliptic heat kernel measure satisfied stronger smoothness criteria. The paper [2] gives another example of using geometric methods to prove quasi-invariance for path spaces over totally geodesic Riemannian foliations equipped with a sub-Riemannian structure.

Like a diffusion in the Heisenberg group, the Kolmogorov diffusion stands as one of the simplest examples of a hypoelliptic diffusion. Still, given the obstacles which are often unique to each construction of infinite-dimensional diffusions, the proof of dimension-independent estimates typically requires
ad hoc methods. In particular, the Kolmogorov diffusion provides an example of an operator satisfying a weak Hörmander’s condition, where the drift is required to generate the full span of the tangent space. This means that techniques recently developed to study diffusions in sub-Riemannian manifolds are not directly applicable. Also, in the case of the generalized Kolmogorov diffusions we consider, there is no underlying group structure and so a shift in the initial state of the process does not correspond to any group action. Thus the results in the current paper can not be proven by directly applying the approach developed in [10][11].

It is additionally worth noting that in this paper we consider a non-Gaussian generalization of the Kolmogorov diffusion, to demonstrate the application of the method to a non-Gaussian diffusion. Thus, the method of proof we use is robust and not restricted to Gaussian situations.

The paper is organized as follows. In Section 2 we establish the necessary functional inequalities in the finite-dimensional settings. In Section 3 we construct the processes in infinite dimensions and use results proved in Section 2 to demonstrate the existence of a Radon-Nikodym derivative for the “shifted” heat kernel measure with respect to the heat kernel measure started at 0. Theorem 3.3 proves quasi-invariance for the “standard” infinite-dimensional Kolmogorov diffusion. Remark 3.4 shows how one can prove the quasi-invariance result in this case as an application of the standard Cameron-Martin-Maruyama theorem on path space. Theorem 3.8 gives conditions under which quasi-invariance holds for generalized Kolmogorov diffusions of the form (1.1) where \( F \) takes values in a finite-dimensional vector space. Theorem 3.15 treats the case where \( F \) takes values in \( W \). Example 3.16 gives some examples of where Theorem 3.15 may be applied, and revisits the standard case, showing that one may actually get a better upper bound on the Radon-Nikodym derivative than the estimate proved in Theorem 3.3.
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2. Wang’s Harnack Inequality for Finite-Dimensional Diffusions

We first establish the necessary functional inequalities for diffusions taking values in finite dimensions. We initially treat the case of the standard Kolmogorov diffusion before considering a non-Gaussian generalization of this construction.

2.1. Kolmogorov diffusions. Let \( X_t = (B_t, \int_0^t B_s ds) \) denote the finite-dimensional Kolmogorov diffusion in \( \mathbb{R}^d \times \mathbb{R}^d \), where \( B \) is a standard Brownian motion on \( \mathbb{R}^d \). We consider functions \( f = f(p, \xi) \) on \( \mathbb{R}^d \times \mathbb{R}^d \). For
Let $f \in C^2 (\mathbb{R}^d \times \mathbb{R}^d)$, let
\[
(Lf) (p, \xi) := \langle p, \nabla_\xi f (p, \xi) \rangle + \frac{1}{2} \Delta_p f (p, \xi)
\]
\[
= \sum_{j=1}^d p_j \frac{\partial f}{\partial \xi_j} (p, \xi) + \frac{1}{2} \sum_{j=1}^d \frac{\partial^2 f}{\partial p_j^2} (p, \xi),
\]
so $\Delta_p$ is the usual Laplacian on $\mathbb{R}^d$ acting on the variable $p$ and $\nabla_\xi$ is the gradient on $\mathbb{R}^d$ acting on the variable $\xi$. The operator $L$ is hypoelliptic and generates the Markov process $\{X_t\}_{t \geq 0}$. We let $P_t$ denote the semigroup generated by $L$ and $\Gamma (f) = \frac{1}{2} Lf^2 - fLf$ denote the carré du champ operator for $L$. One may show that
\[
\Gamma (f) = \frac{1}{2} \| \nabla_p f \|^2.
\]
The following is [4, Proposition 2.8] with $\sigma = 1$.

**Proposition 2.1 (Reverse log Sobolev inequality).** Let $f \in C^1 (\mathbb{R}^d \times \mathbb{R}^d)$ be a nonnegative bounded function. One has
\[
\sum_{i=1}^d \left( \frac{\partial \ln P_tf}{\partial p_i} - \frac{1}{2} t \frac{\partial \ln P_tf}{\partial \xi_i} \right)^2 + \frac{t^2}{12} \left( \frac{\partial \ln P_tf}{\partial \xi_i} \right)^2 \leq \frac{2}{tP_tf} (P_t(f \ln f) - P_tf \ln P_tf).
\]

The fact that reverse log Sobolev inequalities imply the Wang-type Harnack inequalities for general Markov operators is by now well-known (see for example [1, Proposition 3.4] and in the infinite-dimensional context [5, Propositions 2.10 and 4.9]). We deduce then the following statement.

**Theorem 2.2 (Wang-type Harnack inequality).** Suppose $f$ be a nonnegative bounded Borel function on $\mathbb{R}^d \times \mathbb{R}^d$, then for every $t > 0$, $(p, \xi), (p', \xi') \in \mathbb{R}^d \times \mathbb{R}$ and $\alpha \in (1, \infty)$
\[
(P_t f)^\alpha (p, \xi) \leq (P_t f^\alpha (p', \xi')) \exp \left( \frac{3}{4 - \sqrt{13}} \frac{\alpha}{\alpha - 1} \left( \frac{\|p - p'\|^2}{t} + \frac{\|\xi - \xi'\|^2}{t^3} \right) \right).
\]

**Proof.** Note first that, for any $a, b \in \mathbb{R}$, we have the elementary inequality
\[
\left( a - \frac{1}{2} tb \right)^2 + \frac{t^2}{12} b^2 = a^2 - atb + \frac{t^2 b^2}{3} \geq a^2 - \frac{\nu a^2}{2} - \frac{t^2 b^2}{2 \nu} + \frac{t^2 b^2}{3} = \left( 1 - \frac{\nu}{2} \right) a^2 + \left( \frac{1}{3} - \frac{1}{2 \nu} \right) \frac{t^2 b^2}{3}
\]
for any $\nu > 0$. Setting the coefficients equal we get the minimum at
\[
1 - \frac{\nu}{2} = \frac{1}{3} - \frac{1}{2 \nu} = \frac{4 - \sqrt{13}}{6}.
\]
Thus, we have that
\[
\sum_{i=1}^{d} \left( \frac{\partial \ln P_{t}f}{\partial p_{i}} - \frac{1}{2} t \frac{\partial \ln P_{t}f}{\partial \xi_{i}} \right)^{2} + \frac{t^{2}}{12} \left( \frac{\partial \ln P_{t}f}{\partial \xi_{i}} \right)^{2} \geq 4 - \sqrt{13} \left( \|\nabla_{p} \ln P_{t}f\|^{2} + t^{2} \|\nabla_{\xi} \ln P_{t}f\|^{2} \right).
\]

Therefore, the reverse log Sobolev inequality in Proposition 2.1 implies that
\[
4 - \sqrt{13} \left( \|\nabla_{p} \ln P_{t}f\|^{2} + t^{2} \|\nabla_{\xi} \ln P_{t}f\|^{2} \right) \leq \frac{2}{tP_{t}f} (P_{t} (f \ln f) - P_{t} f \ln P_{t}f).
\]

One may now integrate this inequality as in the proof of [1, Proposition 3.4] or [5, Proposition 2.10] to get the desired result.

It is known that Wang-type Harnack inequalities as in Theorem 2.2 are equivalent to certain \(L^{q}\) estimates for the heat kernel of the diffusion. More specifically, for \(t > 0\), we denote by \(p_{t} (\cdot, \cdot) : \mathbb{R}^{2d} \times \mathbb{R}^{2d} \rightarrow \mathbb{R}\) the fundamental solution for the Kolmogorov operator on \(\mathbb{R}^{2d}\), and also when appropriate \(p_{t} (\cdot) = p_{t} (0, \cdot) : \mathbb{R}^{2d} \rightarrow \mathbb{R}\). The following result is an immediate consequence of Theorem 2.2; see for example [5, Lemma 2.11] taking \(q = 1/ (\alpha - 1)\) for \(\alpha \in (1, 2)\) and \(y = 0\).

**Proposition 2.3** (Integrated Harnack inequality). For any \(t > 0\), \((p, \xi) \in \mathbb{R}^{d} \times \mathbb{R}^{d}\), and \(q \in (1, \infty)\),
\[
\left( \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \left[ \frac{p_{t} ((p, \xi), (p', \xi'))}{p_{t} (p', \xi')} \right]^{q} p_{t} (p', \xi') dp' d\xi' \right)^{1/q} \leq \exp \left( \frac{3(1 + q) t^{2}}{4 - \sqrt{13} t^{3}} \left( \|p\|^{2} + \|\xi\|^{2} \right) \right).
\]

### 2.2. Generalized Kolmogorov diffusions.

We now consider the non-Gaussian diffusions
\[
Y_{t} = \left( B_{t}, \int_{0}^{t} F (B_{s}) ds \right),
\]
where \(F : \mathbb{R}^{d} \rightarrow \mathbb{R}^{r}\) is a \(C^{1}\)-function. Similar diffusions were considered in [4]. These processes have infinitesimal generator
\[
L = \frac{1}{2} \Delta_{p} + F (p) \cdot \frac{\partial}{\partial \xi}.
\]

#### 2.2.1. \(F : \mathbb{R}^{d} \rightarrow \mathbb{R}\).

We initially restrict our attention to the case \(r = 1\). In this case, for each \(\alpha, \beta \geq 0\), we define a first-order differential symmetric bilinear form \(\Gamma^{\alpha, \beta} : C^{\infty} (\mathbb{R}^{d} \times \mathbb{R}) \times C^{\infty} (\mathbb{R}^{d} \times \mathbb{R}) \rightarrow \mathbb{R}\) associated to the diffusion operator \(L\) by
\[
\Gamma^{\alpha, \beta} (f, g) := \sum_{i=1}^{d} \left( \frac{\partial f}{\partial p_{i}} - \alpha \frac{\partial f}{\partial \xi_{i}} \right) \left( \frac{\partial g}{\partial p_{i}} - \alpha \frac{\partial g}{\partial \xi_{i}} \right) + \beta \left( \frac{\partial f}{\partial \xi} \right) \left( \frac{\partial g}{\partial \xi} \right).
\]
In particular,
\[ \Gamma_{\alpha, \beta}(f) := \Gamma_{\alpha, \beta}(f, f) = \sum_{i=1}^{d} \left( \frac{\partial f}{\partial p_i} - \alpha \frac{\partial f}{\partial \xi} \right)^2 + \beta \left( \frac{\partial f}{\partial \xi} \right)^2. \]

Note that the carré du champ operator of \( L \) is given by
\[ \Gamma(f) = \sum_{i=1}^{d} \left( \frac{\partial f}{\partial p_i} \right)^2 = \Gamma_{0, 0}(f). \]

We also consider
\[ \Gamma_{2, \alpha, \beta}(f) := \frac{1}{2} L \Gamma_{\alpha, \beta}(f) - \Gamma_{\alpha, \beta}(f, L f). \]

Recall that the intrinsic (control) distance associated to \( \Gamma_{\alpha, \beta} \) is defined as
\[ d_{\alpha, \beta}((p, \xi), (p', \xi')) := \sup \left\{ f(p, \xi) - f(p', \xi') : f \in C^\infty(\mathbb{R}^d \times \mathbb{R}), \Gamma_{\alpha, \beta}(f) \leq 1 \right\}. \]

The control distance may be computed explicitly as follows.

**Lemma 2.4.** For \( \alpha \geq 0 \) and \( \beta > 0 \),
\[ d_{\alpha, \beta}((p, \xi), (p', \xi'))^2 = \frac{1}{\beta} \left( \alpha \sum_{i=1}^{d} (p_i' - p_i) + \xi' - \xi \right)^2 + \sum_{i=1}^{d} (p_i' - p_i)^2. \]

**Proof.** Let \( f \in C^\infty(\mathbb{R}^d \times \mathbb{R}) \). Consider the function \( g \in C^\infty(\mathbb{R}^d \times \mathbb{R}) \) such that
\[ g \left( p, \frac{1}{\sqrt{\beta}} \left( \alpha \sum_{i=1}^{d} p_i + \xi \right) \right) = f(p, \xi). \]

We have then
\[ \Gamma_{\alpha, \beta}(f) = \sum_{i=1}^{d} \left( \frac{\partial g}{\partial p_i} \right)^2 + \left( \frac{\partial g}{\partial \xi} \right)^2. \]

Therefore
\[ d_{\alpha, \beta}((p, \xi), (p', \xi')) \]
\[ = \sup \left\{ g \left( p, \frac{1}{\sqrt{\beta}} \left( \alpha \sum_{i=1}^{d} p_i + \xi \right) \right) - g \left( p', \frac{1}{\sqrt{\beta}} \left( \alpha \sum_{i=1}^{d} p_i' + \xi' \right) \right) : \right. \]
\[ \left. g \in C^\infty(\mathbb{R}^d \times \mathbb{R}), \sum_{i=1}^{d} \left( \frac{\partial g}{\partial p_i} \right)^2 + \left( \frac{\partial g}{\partial \xi} \right)^2 \leq 1 \right\}. \]

and the conclusion follows from the standard Euclidean case. \( \square \)

For now, we make the following assumption on the function \( F \) defining the diffusion.
Assumption 2.5. For $F : \mathbb{R}^d \to \mathbb{R}$, there exist constants $m, M > 0$ such that for every $i = 1, \cdots, d$ and $p \in \mathbb{R}^d$

$$m \leq \frac{\partial F}{\partial p_i}(p) \leq M.$$ 

Note that the lower bound on the derivatives implies for example that the range of $F$ is unbounded. Under this assumption, we have the following key proposition.

Proposition 2.6. Suppose that $F : \mathbb{R}^d \to \mathbb{R}$ satisfies Assumption 2.5. Then for every $f \in C^\infty(\mathbb{R}^d \times \mathbb{R})$,

$$\Gamma^{\alpha,\beta}_2(f) \geq -\frac{M - m}{4\alpha} \Gamma(f) + m \sum_{i=1}^d \left( \alpha \left( \frac{\partial f}{\partial \xi} \right)^2 - \frac{\partial f}{\partial \xi} \frac{\partial f}{\partial p_i} \right).$$

Proof. Direct computation shows that

$$\Gamma^{\alpha,\beta}_2(f) = \sum_{i,j=1}^d \left( \frac{\partial^2 f}{\partial p_i \partial p_j} \right)^2 - 2\alpha \sum_{i,j=1}^d \frac{\partial^2 f}{\partial p_i \partial p_j} \frac{\partial^2 f}{\partial p_i \partial \xi} + (d\alpha^2 + \beta) \sum_{i=1}^d \left( \frac{\partial^2 f}{\partial p_i \partial \xi} \right)^2 - \langle \nabla_p f, \nabla_p F \rangle \frac{\partial f}{\partial \xi} + \alpha \left( \frac{\partial f}{\partial \xi} \right)^2 \left( \sum_{i=1}^d \frac{\partial F}{\partial p_i} \right).$$

Completing the squares and using $\beta \geq 0$ implies that

$$\sum_{i,j=1}^d \left( \frac{\partial^2 f}{\partial p_i \partial p_j} \right)^2 - 2\alpha \sum_{i,j=1}^d \frac{\partial^2 f}{\partial p_i \partial p_j} \frac{\partial^2 f}{\partial p_i \partial \xi} + (d\alpha^2 + \beta) \sum_{i=1}^d \left( \frac{\partial^2 f}{\partial p_i \partial \xi} \right)^2 \geq 0.$$ 

Therefore

$$\Gamma^{\alpha,\beta}_2(f) \geq -\langle \nabla_p f, \nabla_p F \rangle \frac{\partial f}{\partial \xi} + \alpha \left( \frac{\partial f}{\partial \xi} \right)^2 \left( \sum_{i=1}^d \frac{\partial F}{\partial p_i} \right).$$

We then observe that for each $i = 1, \cdots, d$

$$\frac{\partial F}{\partial p_i} \left( \alpha \left( \frac{\partial f}{\partial \xi} \right)^2 - \frac{\partial f}{\partial \xi} \frac{\partial f}{\partial p_i} \right) = \frac{\partial F}{\partial p_i} \left( \left( \sqrt{\alpha} \frac{\partial f}{\partial \xi} - \frac{1}{2\sqrt{\alpha}} \frac{\partial f}{\partial p_i} \right)^2 - \frac{1}{4\alpha} \left( \frac{\partial f}{\partial p_i} \right)^2 \right) \geq m \left( \sqrt{\alpha} \frac{\partial f}{\partial \xi} - \frac{1}{2\sqrt{\alpha}} \frac{\partial f}{\partial p_i} \right)^2 - M - m \left( \frac{\partial f}{\partial p_i} \right)^2 \geq m \left( \alpha \left( \frac{\partial f}{\partial \xi} \right)^2 - \frac{\partial f}{\partial \xi} \frac{\partial f}{\partial p_i} \right) - \frac{M - m}{4\alpha} \left( \frac{\partial f}{\partial p_i} \right)^2$$

and the desired result follows from summing over $i$. \(\square\)

We will use Proposition 2.6 and the fact that $\Gamma^{\alpha,\beta}$ and $\Gamma$ satisfy the commutation relation

$$\Gamma^{\alpha,\beta}(f, \Gamma(f)) = \Gamma(f, \Gamma^{\alpha,\beta}(f)).$$
to prove a reverse log Sobolev inequality for the generalized Kolmogorov operator. This commutation relation is similar to [3, Hypothesis 1.2].

**Proposition 2.7** (Reverse log Sobolev inequality). Suppose that $F : \mathbb{R}^d \to \mathbb{R}$ satisfies Assumption 2.5. Then for all nonnegative bounded $f \in C^1(\mathbb{R}^d \times \mathbb{R})$ and $t > 0$

$$
\sum_{i=1}^{d} \left( \frac{\partial \ln P_t f}{\partial p_i} - \frac{m^2}{2} \frac{\partial \ln P_t f}{\partial \xi} \right)^2 + \frac{m^2}{12} t^2 \left( \frac{\partial \ln P_t f}{\partial \xi} \right)^2 \leq \frac{M}{m t P_t f} (P_t (f \ln f) - P_t f \ln P_t f).
$$

**Proof.** We can assume that $f$ is smooth and rapidly decreasing. Let $t > 0$ and for $\alpha(\cdot), \beta(\cdot) \in C^1([0,t])$, consider the functional

$$
\phi(s) := P_s((P_{t-s} f) \Gamma^{\alpha(s), \beta(s)}(\ln P_{t-s} f)), \quad 0 \leq s \leq t.
$$

Straightforward computation by the chain rule shows that

$$
\phi'(s) = 2 P_s((P_{t-s} f) \Gamma^{\alpha(s), \beta(s)}(\ln P_{t-s} f))
$$

$$
-2 \alpha'(s) \sum_{i=1}^{d} P_s((P_{t-s} f) \frac{\partial \ln P_{t-s} f}{\partial \xi} \frac{\partial \ln P_{t-s} f}{\partial p_i})
$$

$$
+ 2 \alpha(s) \alpha'(s) P_s((P_{t-s} f) \left( \frac{\partial \ln P_{t-s} f}{\partial \xi} \right)^2)
$$

$$
+ \beta'(s) P_s((P_{t-s} f) \left( \frac{\partial \ln P_{t-s} f}{\partial \xi} \right)^2).
$$

In particular, taking $\alpha(s) = \frac{m^2}{2} (t-s)$ and $\beta(s) = \frac{m^2}{12} (t-s)^2$ and

$$
\varphi(s) = (t-s) \varphi(s), \quad 0 \leq s \leq t,
$$

we have

$$
\varphi'(s) = -\varphi(s) + (t-s) \varphi'(s)
$$

$$
\geq -\frac{M}{m t} P_s((P_{t-s} f) \| \nabla \ln P_{t-s} f \|^2) = -\frac{M}{m} P_s((P_{t-s} f) \Gamma(\ln P_{t-s} f)),
$$

by Proposition 2.7. Therefore,

$$
\varphi(0) \leq \frac{M}{m} \int_{0}^{t} P_s((P_{t-s} f) \Gamma(\ln P_{t-s} f)) ds.
$$

We now observe that

$$
\int_{0}^{t} P_s((P_{t-s} f) \Gamma(\ln P_{t-s} f)) ds = P_t (f \ln f) - P_t f \ln P_t f,
$$

and thus

$$
t(P_t f) \Gamma^{\alpha(0), \beta(0)}(\ln P_t f) \leq \frac{M}{m} (P_t (f \ln f) - P_t f \ln P_t f)
$$
which may be re-written to give the desired result. \qed

As in Section 2.1, a Wang-type Harnack inequality now follows from the reverse log Sobolev inequality.

**Theorem 2.8** (Wang-type Harnack inequality). Suppose that $F : \mathbb{R}^d \to \mathbb{R}$ satisfies Assumption 2.5. Then for every nonnegative Borel bounded $f$ on \( \mathbb{R}^d \times \mathbb{R} \), $t > 0$, $(p, \xi), (p', \xi') \in \mathbb{R}^d \times \mathbb{R}$, and $\alpha > 1$, we have

\[
(P_t f)^\alpha (p, \xi) \leq C_{\alpha} (t, (p, \xi), (p', \xi')) (P_t f^\alpha)(p', \xi'),
\]

where

\[
C_{\alpha} (t, (p, \xi), (p', \xi')) := \exp \left( \frac{\alpha M}{4m(\alpha - 1)t} \left( \frac{12}{m^2 \rho^2} \sum_{i=1}^{d} (p_i - p'_i) + (\xi - \xi')^2 + \|p - p'\|^2 \right) \right).
\]

**Proof.** As before we assume that $f$ is rapidly decreasing. Let $t > 0$ be fixed and $(p, \xi), (p', \xi') \in \mathbb{R}^d \times \mathbb{R}^d$. We observe first that the reverse log Sobolev inequality in Proposition 2.7 can be rewritten

\[
\Gamma_{\frac{m^2}{2}, \frac{m^2}{2}}^t (\ln P_t f) \leq \frac{M}{tmP_t f}(P_t(f \ln f) - P_t f \ln P_t f).
\]

We can now integrate the previous inequality as in the proof of [1, Proposition 3.4] or [11, Proposition 2.10] and deduce

\[
(P_t f)^\alpha (p, \xi) \leq (P_t f^\alpha)(p', \xi') \exp \left( \frac{\alpha M}{4m(\alpha - 1)} \frac{d_t^2 ((p, \xi), (p', \xi'))}{t} \right),
\]

where $d_t$ is the control distance associated to the gradient $\Gamma_{\frac{m^2}{2}, \frac{m^2}{2}}^t$. The result now follows by Lemma 2.4 with the chosen $\alpha$ and $\beta$. \qed

Now we modify Assumption 2.5 as follows.

**Assumption 2.9.** For $F : \mathbb{R}^d \to \mathbb{R}$, there exist constants $m, M > 0$ and a non-empty subset $I \subset \{1, \cdots, d\}$ such that for every $i \in I$ and $p \in \mathbb{R}^d$

\[
m \leq \frac{\partial F}{\partial p_i} (p) \leq M
\]

and for every $i \notin I$ and $p \in \mathbb{R}^d$, $\frac{\partial F}{\partial p_i} (p) = 0$.

**Notation 2.10.** For a subset $J \subset \{1, \cdots, d\}$ and $p \in \mathbb{R}^d$, let $p_J := (p_i)_{i \in J} \in \mathbb{R}^J$ and

\[
\|p\|^2_J := \|p_J\|^2_{\mathbb{R}^J} = \sum_{i \in J} p_i^2.
\]

**Theorem 2.11** (Wang-type Harnack inequality). Suppose that $F : \mathbb{R}^d \to \mathbb{R}$ satisfies Assumption 2.5. Then for every nonnegative Borel bounded $f$ on \( \mathbb{R}^d \times \mathbb{R} \), $t > 0$, $(p, \xi), (p', \xi') \in \mathbb{R}^d \times \mathbb{R}$, and $\alpha > 1$, we have

\[
(P_t f)^\alpha (p, \xi) \leq C_{\alpha,I} (t, (p, \xi), (p', \xi')) (P_t f^\alpha)(p', \xi'),
\]
with

\[ C_{\alpha,I}(t,(p,\xi),(p',\xi')) := \exp \left( \frac{\alpha M}{4m(\alpha - 1)t} \left( \frac{\alpha}{2m^2t^2} \sum_{i \in I} (p_i - p'_i) + (\xi - \xi') \right)^2 + \|p - p'\|_I^2 \right) \times \exp \left( \frac{\alpha}{4(\alpha - 1)t} ||p - p'||_I^2 \right). \]

**Proof.** We consider the diffusion

\[ Y^I_t = \left( B^I_t, \int_0^t F(B_s)ds \right), \]

where \( B^I_t = (B^i_t)_{i \in I, t \geq 0} \). The infinitesimal generator for this process is

\[ L^I = \sum_{i \notin I} \frac{\partial^2}{\partial p_i^2} + F(p) \frac{\partial}{\partial \xi}. \]

We note that for \( i \notin I \), \( \frac{\partial F}{\partial p_i} = 0 \), thus there exists a function \( F^I : \mathbb{R}^I \to \mathbb{R} \) such that for every \( p \in \mathbb{R}^d \), \( F(p) = F^I(p_I) \). This function \( F^I \) satisfies Assumption \( 2.5 \) on \( \mathbb{R}^I \). Therefore by Theorem \( 2.8 \) the semigroup \( P^I_t \) of the diffusion \( (Y^I_t)_{t \geq 0} \) satisfies for any bounded Borel function \( f : \mathbb{R}^I \times \mathbb{R} \to \mathbb{R} \) the Wang-type Harnack inequality

\[ (P^I_t f)^\alpha(t,(p_I,\xi),(p'_I,\xi')) \leq A^I_{\alpha}(t,(p_I,\xi),(p'_I,\xi')) (P^I_t f^\alpha)(p'_I,\xi'), \]

where

\[ A^I_{\alpha}(t,(p_I,\xi),(p'_I,\xi')) := \exp \left( \frac{\alpha M}{4m(\alpha - 1)t} \left( \frac{\alpha}{2m^2t^2} \sum_{i \in I} (p_i - p'_i) + (\xi - \xi') \right)^2 + \|p - p'\|_I^2 \right) \times \exp \left( \frac{\alpha}{4(\alpha - 1)t} ||p - p'||_I^2 \right). \]

On the other hand, the infinitesimal generator of the diffusion

\[ Y_t = \left( B_t, \int_0^t F(B_s)ds \right), \]

can be written as

\[ L = \sum_{i \notin I} \frac{\partial^2}{\partial p_i^2} + L^I \]

and the associated semigroup \( P_t \) satisfies for any nonnegative bounded Borel functions \( f : \mathbb{R}^I \times \mathbb{R} \to \mathbb{R} \) and \( g : \mathbb{R}^{I^c} \to \mathbb{R} \)

\[ P_t(f \otimes g)(p,\xi) = (P^I_t f)(p_I,\xi)(Q^I_{t^c} g)(p_{I^c}) \]

where \( f \otimes g \) is the function defined by \( (f \otimes g)(p,\xi) = f(p_I,\xi)g(p_{I^c}) \) and where \( Q^I_{t^c} \) is the Gaussian heat semigroup in \( \mathbb{R}^{I^c} \) generated by \( \sum_{i \notin I} \frac{\partial^2}{\partial p_i^2} \).

This Gaussian semigroup \( Q^I_{t^c} \) satisfies the Wang-type Harnack inequality.
\[
(Q^c_t g)^\alpha(p^c) \leq \exp\left(\frac{\alpha}{4(\alpha - 1)t} \|p - p'\|_{I^c}^2\right) (Q^c_t g)^\alpha(p^c).
\]

We therefore deduce that
\[
(P_t(f \otimes g))^\alpha(p, \xi) \leq C_{\alpha, I}(t, (p, \xi), (p', \xi')) (P_t(f \otimes g))^\alpha(p', \xi'),
\]
with
\[
C_{\alpha, I}(t, (p, \xi), (p', \xi')) = A^I_\alpha(t, (p_I, \xi), (p'_I, \xi')) \exp\left(\frac{\alpha}{4(\alpha - 1)t} \|p - p'\|_{I^c}^2\right).
\]

Since this holds for any nonnegative bounded Borel functions \(f : \mathbb{R}^I \times \mathbb{R} \to \mathbb{R}\) and \(g : \mathbb{R}^{I^c} \to \mathbb{R}\), we conclude that the Wang-type Harnack inequality for \(P_t\) holds for any nonnegative bounded Borel function \(\mathbb{R}^d \times \mathbb{R} \to \mathbb{R}\). \(\square\)

Now the same kind of tensorization argument from the proof of Theorem 2.11 can be adapted to deal with certain functions \(F\) taking values in \(\mathbb{R}^r\). In particular, we make the following assumption.

**Assumption 2.12.** For \(F : \mathbb{R}^d \to \mathbb{R}^r\), there exist non-empty disjoint subsets \(I_1, \ldots, I_r \subset \{1, \ldots, d\}\) and constants \(m_1, M_1, \ldots, m_r, M_r > 0\) such that for each \(j = 1, \ldots, r\), for every \(i \in I_j\) and \(p \in \mathbb{R}^d\),
\[
m_j \leq \frac{\partial F_j}{\partial p_i}(p) \leq M_j,
\]
and, for every \(i \notin I_j\) and \(p \in \mathbb{R}^d\), \(\frac{\partial F_j}{\partial p_i}(p) = 0\).

Note that the assumption that the subsets \(I_j\) are non-empty excludes \(F\) having some constant coordinates, and again the lower bound on the derivatives implies more generally that the range of \(F\) is unbounded in each coordinate. The disjointness of the \(I_j\)'s implies that the coordinates of \(F(B)\) are independent.

**Theorem 2.13** (Wang-type Harnack inequality). Suppose \(F : \mathbb{R}^d \to \mathbb{R}^r\) satisfies Assumption 2.12. Then for every nonnegative Borel bounded \(f\) on \(\mathbb{R}^d \times \mathbb{R}^r\), \(t > 0\), \((p, \xi), (p', \xi') \in \mathbb{R}^d \times \mathbb{R}^r\), and \(\alpha > 1\), we have
\[
(P_t f)^\alpha(p, \xi) \leq \left(\prod_{j=1}^r A^j_\alpha(t, (p, \xi), (p', \xi'))\right) \times \exp\left(\frac{\alpha}{4(\alpha - 1)t} \|p - p'\|_{I^c}^2\right) (P_t f)^\alpha(p', \xi'),
\]
where $I^c := (\cup_{j=1}^r I_j)^c$ and

$$A_{\alpha}(t, (p, \xi), (p', \xi')) := A_{\alpha}(t, (p_{I_j}, \xi_j), (p'_{I_j}, \xi'_j))$$

$$:= \exp \left( \frac{3\alpha M_j}{m_j^3(\alpha - 1)t^3} \left( \frac{m_j t}{2} \sum_{i \in I_j} (p_i - p'_i) + (\xi_j - \xi'_j) \right)^2 \right)$$

$$\times \exp \left( \frac{\alpha M_j}{4m_j(\alpha - 1)t} \|p - p'\|_{I_j}^2 \right).$$

We omit the proof here, but the argument follows exactly as in the proof of Theorem 2.11 relying on the key assumption that the coordinates of $F$ rely on disjoint collections of coordinates, and thus the generator may be written as

$$L = \sum_{j=1}^r L^j + \sum_{i \notin \cup I_j} \frac{\partial^2}{\partial p_i^2} = \sum_{j=1}^r \left( \sum_{i \in I_j} \frac{\partial^2}{\partial p_i^2} + F_j(p) \frac{\partial}{\partial \xi_j} \right) + \sum_{i \notin \cup I_j} \frac{\partial^2}{\partial p_i^2}.$$

As in Section 2.1, we know this Wang-type Harnack inequality is equivalent to an integrated Harnack inequality for the heat kernel of the diffusion, which we express in the following Proposition. For $t > 0$, let $p_t : \mathbb{R}^{d+r} \times \mathbb{R}^{d+r} \to \mathbb{R}$ denote the fundamental solution, that is, the heat kernel, of the generator on $\mathbb{R}^{d+r}$.

**Proposition 2.14** (Integrated Harnack inequality). Suppose $F : \mathbb{R}^d \to \mathbb{R}$ satisfies Assumption 2.12. Then for any $t > 0$, $(p, \xi) \in \mathbb{R}^d \times \mathbb{R}^r$, and $q \in (1, \infty)$,

$$\left( \int_{\mathbb{R}^d \times \mathbb{R}^r} \frac{p_t((p, \xi), (p', \xi'))}{p_t((p', \xi'))} \frac{1}{q} p_t(p', \xi') \, dp' \, d\xi' \right)^{1/q} \leq \left( \prod_{j=1}^r A_{j,q}(p, \xi) \right) \exp \left( \frac{1 + q}{4t} \|p\|_{I_j}^2 \right),$$

where $I^c := (\cup_{j=1}^r I_j)^c$ and

$$A_{j,q}(p, \xi) := A_{j,q}(p_{I_j}, \xi_j)$$

$$:= \exp \left( \frac{3(1 + q)M_j}{m_j^3t^3} \left( \frac{m_j t}{2} \sum_{i \in I_j} p_i + \xi_j \right)^2 \right) \exp \left( \frac{(1 + q)M_j}{4m_j t} \|p\|_{I_j}^2 \right).$$

With this result in hand, we are now ready to introduce the infinite-dimensional diffusions of interest.
3. Infinite-dimensional results

Let \((W, H, \mu)\) be an abstract Wiener space, where \(W\) is a separable Banach space equipped with Gaussian measure \(\mu\) and \(H\) is the associated Cameron-Martin Hilbert space. For background about abstract Wiener spaces, see for example \([6]\) or \([16]\). We use \(\|\cdot\|_H\) and \(\|\cdot\|_{W}\) for the norms on \(H\) and \(W\), respectively. The inner product on \(H\) is denoted by \(\langle \cdot, \cdot \rangle_H\).

As usual, \(H^*\) denotes the dual space of \(H\) which is of course isomorphic to \(H\). Furthermore, let \(H_*\) be the set of \(h \in H\) such that \(\langle \cdot, h \rangle_H \in H^*\) extends to a continuous linear functional on \(W\). We will continue to denote the continuous extension of \(\langle \cdot, h \rangle_H\) to \(W\) by \(\langle \cdot, h \rangle_H\). Equivalently, we can define \(H_*\) as follows. Let \(i : H \rightarrow W\) be the inclusion map, and let \(i^* : W^* \rightarrow H^*\) be its transpose so that \(i^* \ell := \ell \circ i\) for all \(\ell \in W^*\). Then

\[
H_* = \{ h \in H : \langle \cdot, h \rangle_H \in \text{Range}(i^*) \subset H^* \}.
\]

Note that since \(H\) is a dense subspace of \(W\), \(i^*\) is injective and thus has a dense range. For any \(h \in H\) the map \(h \mapsto \langle \cdot, h \rangle_H \in H^*\) is a linear isometric isomorphism, therefore it follows that if \(h \in H_*\) then \(h \mapsto \langle \cdot, h \rangle_H \in W^*\) is a linear isomorphism also, and so \(H_*\) is a dense subspace of \(H\).

Suppose that \(P : H \rightarrow H\) is a finite rank orthogonal projection such that \(PH \subset H_*\). Let \(\{e_j\}_{j=1}^n\) be an orthonormal basis for \(PH\) and \(\ell_j := \langle \cdot, e_j \rangle_H \in W^*\). Then we may extend \(P\) to a unique continuous operator from \(W \rightarrow H\) (still denoted by \(P\)) by letting

\[
Pw := \sum_{j=1}^n \langle w, e_j \rangle_H e_j = \sum_{j=1}^n \ell_j(w) e_j \quad \text{for all} \quad w \in W.
\]  

For more details on these projections see \([9]\).

**Notation 3.1.** Let \(\text{Proj}(W)\) denote the collection of finite rank projections on \(W\) such that

1. \(PW \subset H_*\) and
2. \(P|_H : H \rightarrow H\) is an orthogonal projection, that is, \(P\) has the form given in equation (3.2).

We will say a function \(f : W \rightarrow \mathbb{R}\) is a (smooth) cylinder function if it may be written as \(f = \phi \circ P\) for some \(P \in \text{Proj}(W)\) and some (smooth) function \(\phi : \mathbb{R}^n \rightarrow \mathbb{R}\), where \(n\) is the rank of \(P\).

Given \(f : W \rightarrow \mathbb{R}\), we say that \(f\) is \(H\)-differentiable at \(w \in W\) if \(\varphi(h) := f(w + h)\), considered as a function on \(H\), is Fréchet differentiable at \(0\). If \(f\) is \(H\)-differentiable on \(W\), we denote by \(\nabla f : W \rightarrow H\) the mapping defined by

\[
\langle \nabla f(w), h \rangle_H = \partial_h f(w) = \frac{d}{d\varepsilon} \big|_{\varepsilon=0} f(w + \varepsilon h).
\]

In particular, let \(\{e_k\}_{k=1}^\infty\) be an orthonormal basis of \(H\) such that \(e_k \in H_*\) for all \(k\) and define \(\ell_k(w) = \langle w, e_k \rangle_H\). For each \(n\), let \(H_n\) be the span of
\{e_1, \ldots, e_n\} identified with \(\mathbb{R}^n\), and define \(P_n \in \text{Proj} (W)\) by
\[
P_n : W \to H_n \subset H_s \subset H
\]
as in (3.2). Then for a cylinder function of the form \(f(w) = \phi \circ P_n(w) = \phi(\ell_1(w), \ldots, \ell_n(w))\)
\[
\nabla f(w) = \sum_{i=1}^n (\partial_{e_i} \phi)(\ell_1(w), \ldots, \ell_n(w)) e_i.
\]
Similarly we can define the second \(H\)-derivative \(\nabla^2\), and finally
\[
\Delta f(x) := \text{tr} \nabla^2 f(x)
\]
whenever \(\nabla^2 f(x)\) exists and is of trace class.

Let \(\mathcal{B}(W)\) be the Borel \(\sigma\)-algebra on \(W\). For \(t \geq 0\), let \(\mu_t\) be the rescaled measure \(\mu_t(A) := \mu(A/\sqrt{t})\) with \(\mu_0 = \delta_0\). As was first noted by L. Gross in [12, p. 135], there exists a stochastic process \(\{B_t\}_{t \geq 0}\) with values in \(W\) which is a.s. continuous in \(t\) with respect to the norm topology on \(W\), has independent increments, and, for \(s < t\), \(\text{Law}(B_t - B_s) = \mu_{t-s}\), with \(B_0 = 0\) a.s. \(\{B_t\}_{t \geq 0}\) is called standard Brownian motion on \((W, \mu)\).

For \(A \in \mathcal{B}(W)\), let \(\mu_t(x,A) := \mu_t(x-A)\). It is well known that \(\{\mu_t\}\) forms a family of Markov transition kernels, and we may thus view \((B_t, \mathbb{P}^x)\) as a strong Markov process with state space \(W\), where \(\mathbb{P}^x\) is the law of \(x + B\).

### 3.1. Infinite-dimensional Kolmogorov diffusion.

We now consider \(W \times W\) as an abstract Wiener space with respect to the product topology on \(W \times W\) with product measure \(\mu \otimes \mu\). A cylinder function \(f : W \times W \to \mathbb{R}\) is defined analogously as before, that is,
\[
f(p, \xi) = \phi(Pp, P\xi)
\]
for some \(\phi : PH \times PH \to \mathbb{R}\) and \(P \in \text{Proj}(W)\).

Let \(\{e_j\}_{j=1}^\infty \subseteq H_s\) be an orthonormal basis for \(H\). Then, for any smooth cylinder function \(f\) on \(W \times W\) of the form (3.3), we define
\[
\nabla^\xi f(p, \xi) := \sum_{j=1}^\infty (\partial_{(0,e_j)} f)(p, \xi) e_j = \nabla^\xi P_H \phi(Pp, P\xi),
\]
\[
\nabla^p f(p, \xi) := \sum_{j=1}^\infty (\partial_{(e_j,0)} f)(p, \xi) e_j = \nabla^p P_H \phi(Pp, P\xi),
\]
\[
\Delta^p f(p, \xi) := \sum_{j=1}^\infty (\partial^2_{(e_j,0)} f)(p, \xi) = \Delta^p P_H \phi(Pp, P\xi).
\]

Note that the sums in these definitions are finite as we only apply these operators to cylinder functions. Similarly, we may define the operators
\[
(Lf)(p, \xi) := \sum_{j=1}^\infty p_j \partial_{(a,e_j)} f(p, \xi) + \frac{1}{2} \sum_{j=1}^\infty \partial^2_{(e_j,0)} f(p, \xi)
\]
and $\Gamma(f) := \frac{1}{2} Lf^2 - fLf$. Note that for $f$ a cylinder function of the form (3.3)

\[(Lf)(p, \xi) = \langle Pp, \nabla_{PH}^\xi \phi(Pp, P\xi) \rangle + \frac{1}{2} \Delta_{PH}^p \phi(Pp, P\xi) \]

and

\[\Gamma(f) = \frac{1}{2} \|\nabla_{PH}^p \phi\|_{PH}^2,\]

and thus $L$ and $\Gamma$ are well-defined independent of the choice of basis in the definition.

We now define an infinite-dimensional Kolmogorov diffusion, namely,

$$X_t := \left( B_t, \int_0^t B_s \, ds \right).$$

Using an analogous computation to that in [17, Appendix], one may verify that the operator $L$ defined by (3.4) is the generator of the diffusion $X_t$.

**Proposition 3.2.** Let $\{P_n\}_{n=1}^\infty \subset \text{Proj}(W)$ such that $P_n \uparrow I_H$, and consider the processes $\{B_n(t)\}_{t \geq 0}$ in $P_nH$ and $\{X_n(t)\}_{t \geq 0}$ in $P_nH \times P_nH$ defined by

$$B_n(t) := P_n B(t)$$

and

$$X_n(t) := \left( B_n(t), \int_0^t B_n(s) \, ds \right).$$

Then

$$\lim_{n \to \infty} \mathbb{E} \left[ \max_{0 \leq t \leq T} \|X(t) - X_n(t)\|_{W \times W}^p \right] = 0$$

for all $p \in [1, \infty)$ and

$$\lim_{n \to \infty} \max_{0 \leq t \leq T} \|X(t) - X_n(t)\|_{W \times W} = 0 \text{ a.s.}$$

**Proof.** It is shown in [9, Proposition 4.6] that $B_n(t) := P_n B(t) \in P_nH \subset H \subset W$ gives a natural approximation to $B_t$. Namely, there it is proved that

$$\lim_{n \to \infty} \max_{0 \leq s \leq T} \|B(s) - B_n(s)\|_W = 0 \text{ a.s.}$$

(3.5)

and

$$\lim_{n \to \infty} \mathbb{E} \left[ \max_{0 \leq s \leq T} \|B(s) - B_n(s)\|_W^p \right] = 0$$

(3.6)
for all \( p \in [1, \infty) \). Both convergences for the integral are then a straightforward consequence, since

\[
\max_{0 \leq t \leq T} \left\| \int_0^t B(s) \, ds - \int_0^t B_n(s) \, ds \right\|_W^p \leq \max_{0 \leq t \leq T} \int_0^t \| B(s) - B_n(s) \|_W^p \, ds
\]

\[
= \int_0^T \| B(s) - B_n(s) \|_W^p \, ds
\]

\[
\leq T \cdot \max_{0 \leq s \leq T} \| B(s) - B_n(s) \|_W^p,
\]

and thus the desired convergence of \( X_n \) follows. \( \square \)

We now state the Cameron-Martin type quasi-invariance result for \( \nu_t = \text{Law}(X_t) \). We prove this as an application of the main theorem in [11]. However, to see how a direct proof would work, the reader may see the proof of Theorem 6.8 in the next subsection.

**Theorem 3.3.** For any fixed \( t > 0 \), the measure \( \nu_t = \text{Law}(X_t) \) on \( W \times W \) is quasi-invariant under the action by elements of the group \( H \times H \) given by

\[
\Phi_t^{(h,k)}(p, \xi) := (p + h, \xi + k + th).
\]

Moreover, the Radon-Nikodym derivative of \( d\nu_t^{h,k} := (\Phi_t^{(h,k)})_* \nu_t \) with respect to \( \nu_t \) satisfies, for any \( q \in (1, \infty) \),

\[
\left\| \frac{d\nu_t^{h,k}}{d\nu_t} \right\|_{L^q(W \times W, \nu_t)} \leq \exp \left( \frac{3(1 + q)}{4 - \sqrt{13}} \left( \frac{\|h\|_H^2}{t} + \frac{\|k\|_H^2}{t^3} \right) \right).
\]

**Proof.** For fixed \( t > 0 \), define \( \Phi_t : (H \times H) \times (W \times W) \to W \times W \) by

\[
\Phi_t((h_1, h_2), (x_1, x_2)) := (x_1 + h_1, x_2 + h_2 + th_1).
\]

For each \( t \), \( \Phi_t \) defines a measurable group action of the abelian group \( H \times H \) on \( W \times W \). Thus, in light of the estimates in Section 2.4, the proof is a straightforward application of Theorem 3.2 of [11]. We fix any sequence of projections \( \{P_n\}_{n=1}^\infty \subset \text{Proj}(W) \) such that \( P_n \uparrow I_H \) and let \( H_n = P_nH \). In the context of [11], \( H_n \times H_n \) plays the role of both the finite-dimensional unimodular Lie subgroup of \( H \times H \) and the sequence of topological subspaces of \( W \times W \) such that \( \bigcup_{n=1}^\infty (H_n \times H_n) \) is dense in \( W \times W \). Let \( \nu^n_t := \text{Law}(X^n_t) \) on \( H_n \times H_n \). Proposition 3.2 implies that

\[
\int_{W \times W} f \, d\nu_t = \lim_{n \to \infty} \int_{H_n \times H_n} (f \circ j_n) \, d\nu^n_t
\]

where \( j_n : H_n \times H_n \to W \times W \) is the continuous injection map. Proposition 2.3 provides the necessary uniform estimates on the Radon-Nikodym derivatives of the “shifted” measures in the finite-dimensional approximations (see (3.3) in [11]), and this completes the proof. \( \square \)

**Remark 3.4.** One can contrast this approach with a proof of quasi-invariance through an application of the Cameron-Martin-Maruyama theorem on path space.
For $t > 0$ and for $h, k \in H$, let $X_{t}^{h,k} := \Phi_{t}^{(h,k)}(X_{t})$. Let $\mathcal{W}_{t}$ denote the space of continuous paths $\omega : [0, t] \to W$ with $\omega(0) = 0$, equipped with the Gaussian measure $\mu = \text{Law}(B)$, and let $\mathcal{H}_{t}$ denote the associated Cameron-Martin subspace of finite-energy paths taking values in $H$. Let $f$ be a bounded continuous function on $\mathcal{W} \times \mathcal{W}$. Then for any $h, k \in H$, the Cameron-Martin-Maruyama theorem on $\mathcal{W}_{t}$ implies that, for any $\gamma \in \mathcal{H}_{t}$, the translation $B \mapsto B + \gamma$ in $\mathcal{W}_{t}$ gives

$$
\mathbb{E}[f(X_{t}^{h,k})] = \mathbb{E} \left[ f \left( B_{t} + h, \int_{0}^{t} (B_{s} + h) \, ds + k \right) \right]
= \mathbb{E} \left[ f \left( B_{t} + \gamma(t) + h, \int_{0}^{t} (B_{s} + \gamma(s) + h) \, ds + k \right) J_{t}^{\gamma}(B) \right],
$$

where

$$
J_{t}^{\gamma}(w) = \exp \left( \int_{0}^{t} \langle \dot{\gamma}(s), dw(s) \rangle - \frac{1}{2} \int_{0}^{t} \| \dot{\gamma}(s) \|_{H}^{2} \, ds \right).
$$

We know that

$$
\mathbb{E} \left[ \exp \left( q \int_{0}^{t} \langle \dot{\gamma}(s), dB_{s} \rangle \right) \right] = \exp \left( \frac{q^{2}}{2} \int_{0}^{t} \| \dot{\gamma}(s) \|_{H}^{2} \, ds \right) = \exp \left( \frac{q^{2}}{2} \| \gamma \|_{\mathcal{H}_{t}}^{2} \right)
$$

and so

$$
\mathbb{E} \left[ J_{t}^{\gamma}(B)^{q} \right] = \mathbb{E} \left[ \exp \left( q \int_{0}^{t} \langle \dot{\gamma}(s), dB_{s} \rangle \right) \right] \exp \left( - \frac{q}{2} \int_{0}^{t} \| \dot{\gamma}(s) \|_{H}^{2} \, ds \right)
= \exp \left( \frac{q^{2} - q}{2} \| \gamma \|_{\mathcal{H}_{t}}^{2} \right).
$$

For example, for the path $\gamma(s) = sa + s^{2}b$ with

$$
a = -\frac{4}{t}h - \frac{6}{t^{2}}k \quad \text{and} \quad b = \frac{3}{t^{2}}h + \frac{6}{t^{3}}k,
$$

we have

$$
\mathbb{E}[f(X_{t}^{(h,k)})] = \mathbb{E} \left[ f \left( B_{t}, \int_{0}^{t} B_{s} \, ds \right) J_{t}^{\gamma}(B) \right].
$$

Straightforward computations show that

$$
\| \gamma \|_{\mathcal{H}_{t}}^{2} = \frac{4}{t} \| h \|_{H}^{2} + \frac{12}{t^{2}} \langle h, k \rangle_{H} + \frac{12}{t^{3}} \| k \|_{H}^{2}
$$

and thus

$$
\left\| \frac{dX_{t}^{h,k}}{dt} \right\|_{L^{q}(W \times W, \nu_{t})} \leq \| J_{t}^{\gamma}(B) \|_{L^{q}(\mathcal{W}_{t})} = \mathbb{E}[\| J_{t}^{\gamma}(B) \|^{q}]^{1/q}
= \exp \left( 2(q - 1) \left( \frac{\| h \|_{H}^{2}}{t} + \frac{3 \langle h, k \rangle_{H}}{t^{2}} + \frac{3 \| k \|_{H}^{2}}{t^{3}} \right) \right).
$$

(One may look at the proof of Theorem 3.8 to see how one arrives at this upper bound.)
3.2. Generalized Kolmogorov diffusions. As before, we let \( \{B_t\}_{t \geq 0} \) denote Brownian motion on \((W, \mu)\). Let \( V \) be a normed vector space, and consider a continuous function \( F : W \to V \). Define

\[
Y_t := \left( B_t, \int_0^t F(B_s) \, ds \right).
\]

We first consider natural approximations to the process \( Y \). When \( F \) takes values in a finite-dimensional vector space, these approximations live in finite dimensions, but that assumption is not necessary for the following convergence result.

**Proposition 3.5.** Let \( \{P_n\}_{n=1}^\infty \subset \text{Proj}(W) \) be any collection of projections such that \( P_n \uparrow I_H \), and take \( B_n(t) := P_n B(t) \in P_n H \)

and

\[
Y_n(t) := \left( B_n(t), \int_0^t F(B_n(s)) \, ds \right)
\]

on \( P_n H \times F(P_n H) \). Then

\[
\lim_{n \to \infty} \max_{0 \leq t \leq T} \|Y(t) - Y_n(t)\|_{W \times V} = 0 \text{ a.s.}
\]

**Proof.** We have that \( B_n \) and \( B \) are a.s. (uniformly) continuous on \([0, T]\) and, by (3.5), a.s. \( B_n \to B \) uniformly on \([0, T]\) in the \( W \) norm. Let

\[
\Omega' := \bigcap_{n=1}^\infty \{B_n \text{ continuous}\} \cap \{B \text{ continuous}\} \cap \{B_n \to B \text{ uniformly on } [0, T] \text{ in } W\},
\]

and note that \( P(\Omega') = 1 \). For each \( \omega \in \Omega' \) there exists \( \omega' \in \Omega' \) such that \( \|B_n(\omega)(s)\|_W, \|B(\omega)(s)\|_W \leq M(\omega) \) for all \( s \in [0, T] \) and \( n \geq N(\omega) \). Since \( F \) is continuous, it is uniformly continuous on the closed ball of radius \( M(\omega) \), and thus \( F(B_n(\omega)(s)) \to F(B(\omega)(s)) \) for all \( s \in [0, T] \).

More precisely, given \( \varepsilon > 0 \), there exists \( \delta = \delta(\varepsilon, M(\omega)) > 0 \) such that for all \( x, y \) in the ball of radius \( M(\omega) \) in \( W \), \( \|x - y\|_W < \delta \) implies that \( \|F(x) - F(y)\|_V < \varepsilon \). Now choose \( N = N(\delta) \) such that for all \( n \geq N \land N(\omega) \), \( \|B_n(\omega)(s) - B(\omega)(s)\|_W < \delta \) for all \( s \in [0, T] \).

Now, \( F(B_n(\omega)) \) and \( F(B(\omega)) \) are uniformly continuous functions on \([0, T]\), and again for sufficiently large \( n \) we have that \( \|F(B_n(\omega))\|_V, \|F(B(\omega))\|_V \leq C(\omega, T) \) on \([0, T] \). So, for any \( \omega \in \Omega' \), \( F(B_n(\omega)) \to F(B(\omega)) \) in \( L^1([0, T], V) \), and thus almost surely

\[
\max_{0 \leq t \leq T} \left\| \int_0^t F(B_n(s)) \, ds - \int_0^t F(B(s)) \, ds \right\|_V \leq \int_0^T \|F(B_n(s)) - F(B(s))\|_V \, ds \xrightarrow{n \to \infty} 0.
\]

\( \square \)
Now that we have appropriate approximations in place, we formulate the following analogue of Assumption 2.12.

**Assumption 3.6.** Suppose \( F = (F_1, \ldots, F_r) : W \to \mathbb{R}^r \) such that each \( F_j \) is \( H \)-differentiable, and assume that there exist an orthonormal basis \( \{e_i\}_{i=1}^\infty \subset H_* \) of \( H \), non-empty disjoint subsets \( I_1, \ldots, I_r \subset \mathbb{N} \), and constants \( m_1, M_1, \ldots, m_r, M_r > 0 \) such that for each \( j = 1, \ldots, r \), for all \( w \in W \)

\[
 m_j \leq \langle \nabla F_j(w), e_i \rangle \leq M_j, \quad \text{for all } i \in I_j
\]

and

\[
 \langle \nabla F_j(w), e_i \rangle = 0, \quad \text{for all } i \not\in I_j.
\]

Fix the following notation.

**Notation 3.7.** Given an orthonormal basis \( \{e_i\}_{i=1}^\infty \) of \( H \) and \( J \subset \mathbb{N} \), for \( h \in H \) let

\[
 \|h\|_J := \left( \sum_{i \in J} |\langle h, e_i \rangle|^2 \right)^{1/2}.
\]

**Theorem 3.8.** Suppose that Assumption 3.6 holds for \( F : W \to \mathbb{R}^r \). Fix \( h \in H \) and \( k \in \mathbb{R}^r \) and let \( \nu_t^{(h,k)} \) denote the law of the process

\[
 Y_t^{(h,k)} = \left( h + B_t, \int_0^t F(B_s + h) \, ds + k \right).
\]

If for each \( j = 1, \ldots, r \),

\[
 \sum_{i \in I_j} |\langle h, e_i \rangle| < \infty,
\]

then \( \nu_t^{(h,k)} \) is mutually absolutely continuous with \( \nu_t := \nu_t^0 \) and, for any \( q \in (1, \infty) \),

\[
 \left\| \frac{d
u_t^{(h,k)}}{d
u_t} \right\|_{L^q(W \times \mathbb{R}^r, \nu_t)} \leq \left( \prod_{j=1}^r A_{j,q}(h,k) \right) \exp \left( \frac{1 + q \|h\|_I^2}{4t} \right)
\]

where \( I^c := (\cup_{i=1}^r I_j)^c \) and

\[
 A_{j,q}(h,k) := \exp \left( \frac{3(1 + q)M_j}{m_j^3 t^3} \left( \frac{m_j t}{2} \sum_{i \in I_j} \langle h, e_i \rangle + k_j \right)^2 \right) \exp \left( \frac{(1 + q)M_j^2}{4m_j t^2} \|h\|_I^2 \right)
\]

with \( \{e_i\}_{i=1}^\infty \subset H_* \) is the orthonormal basis, \( I_j \subset \mathbb{N} \), and \( m_j \) and \( M_j \) are the bounds introduced in Assumption 3.6.

**Example 3.9.** A natural and important class of examples satisfying Assumption 3.6 and the condition (3.7) includes functions \( F = (F_1, \ldots, F_r) \) such that each \( F_j \) is a cylinder function (that is, each \( I_j \) is a finite set) with

\[
 F_j(w) = \phi_j(w_{I_j}),
\]
where \((w_1) := (\langle w, e_i \rangle)_{i \in I}\) for some \(\{e_i\}_{i=1}^\infty \subset H_\ast\) an orthonormal basis and functions \(\phi_j : \mathbb{R}^I \to \mathbb{R}\) each satisfying Assumption 2.5. In this case, the quasi-invariance results of Theorem 3.3 hold for all \((h, k) \in H \times \mathbb{R}^r\).

In particular, one could have \(r = 1\) with \(\# I_1 = d\) and

\[
F(w) = \phi(\langle w, e_1 \rangle, \cdots, \langle w, e_d \rangle)
\]

where \(e_1, \cdots, e_d \in H_\ast\) are orthonormal and the function \(\phi : \mathbb{R}^d \to \mathbb{R}\) satisfies Assumption 2.5. In this case, with \(I = I_1, m = m_1,\) and \(M = M_1,\) we would have that

\[
\left\| \frac{d\nu_t^{(h,k)}}{d\nu_t} \right\|_{L^r(W \times \mathbb{R}^r, \nu_t)} \leq \exp \left( \frac{3(1+q)M}{m^3 t^3} \left( \frac{m t}{2} \sum_{i \in I} \langle h, e_i \rangle + k \right)^2 \right) 
\times \exp \left( \frac{(1+q)M}{4mt} \|h\|_{I_t}^2 \right) \exp \left( \frac{1+q}{4t} \|h\|_{I_t}^2 \right)
\]

**Remark 3.10.** Note that the setting of Theorem 3.3 does not technically fit the hypotheses of the main theorems in [10] or [11], as starting the diffusion at \((h, k)\) does not constitute a translation of or other group action on the original diffusion. However, the proof given below is a direct analogy to the proofs in those references. Thus one may see that this approach for proving quasi-invariance works more generally; it seems only necessary that the transformation be measurable (of course), but it need not for example correspond to a group action.

**Proof.** Fix \(t > 0\) and \(P_0 \in \text{Proj}(W).\) Let \(y = (h, k) \in P_0 H \times \mathbb{R}^r\) and \(\{P_n\}_{n=1}^\infty\) be an increasing sequence of projections in \(\text{Proj}(W)\) such that \(P_0 H \subset H_n = P_n H\) for all \(n\) and \(P_n|_H \uparrow I_H.\) Let \(Y_n(t)\) be as in Proposition 3.5 with \(V = \mathbb{R}^r,\) and let \(\nu_t^n = \text{Law}(Y_n(t))\) on \(H_n \times \mathbb{R}^r.\) Furthermore, let \(B_n := P_n B,\)

\[
Y_n^y(t) := (h + B_n(t), \int_0^t F(B_n(s) + h) \, ds + k),
\]

and \(\nu_t^{n,y} = \text{Law}(Y_n^y(t))\) on \(H_n \times \mathbb{R}^r.\) By their strict positivity, \(\nu_t^n\) and \(\nu_t^{n,y}\) are mutually absolutely continuous, and we let \(J_t^{n,y}\) denote the Radon-Nikodym derivative of \(\nu_t^{n,y}\) with respect to \(\nu_t^n.\) Letting \(p_t^n(y, \cdot)\) denote the density for \(\nu_t^{n,y}\) with respect to Lebesgue measure, we have that

\[
J_t^{n,y}(x) = \frac{p_t^n(y, x)}{p_t^n(0, x)}.
\]

By Proposition 2.14, we have

\[
\|J_t^{n,y}\|_{L^3(H_n \times \mathbb{R}^r, \nu_t^n)} \leq \left( \prod_{j=1}^r A_{j,q}(h, k) \right) \exp \left( \frac{1+q}{4t} \|h\|_{I_t}^2 \right),
\]

noting that, since \(h \in P_0 H \subset P_n H,\)

\[
\langle h, P_n e_i \rangle = \langle P_n h, e_i \rangle = \langle h, e_i \rangle
\]
implies that the upper bound is independent of $n$.

By an analogous proof to that of Proposition $[3.5]$ one may show that the $Y^y_n$ approximate the process $Y^y$, and thus for any bounded continuous $f$ on $W \times \mathbb{R}^r$

\begin{equation}
\int_{W \times \mathbb{R}^r} f \, d\nu^y_t = \lim_{n \to \infty} \int_{H_n \times \mathbb{R}^r} f \circ i_n \, d\nu^y_t^{n,y},
\end{equation}

where $i_n : H_n \times \mathbb{R}^r \to H \times \mathbb{R}^r$ denotes the inclusion map. Thus, for each $n$

\[
\int_{H_n \times \mathbb{R}^r} |(f \circ i_n)(x)| \, d\nu^y_t^{n,y}(x) = \int_{H_n \times \mathbb{R}^r} J^{n,y}_t(x) \, d\nu^y_t(x)
\]

\[
\leq \|f \circ i_n\|_{L^{q'}(H_n \times \mathbb{R}^r, \nu^y_t)} \left( \prod_{j=1}^r A_{j,q}(h,k) \right) \exp \left( \frac{1+q}{4t} \|h\|_{J^c}^2 \right),
\]

where $q'$ is the conjugate exponent to $q$. Combining this inequality with the limit in (3.8) implies that

\begin{equation}
\int_{W \times \mathbb{R}^r} |f(x)| \, d\nu^y_t(x)
\leq \|f\|_{L^{q'}(W \times \mathbb{R}^r, \nu_t)} \left( \prod_{j=1}^r A_{j,q}(h,k) \right) \exp \left( \frac{1+q}{4t} \|h\|_{J^c}^2 \right),
\end{equation}

Thus, we have proved that (3.9) holds for $f \in BC(W \times \mathbb{R}^r)$ and $y \in \cup_{P \in \text{Proj}(W)} PH \times \mathbb{R}^r$. As this union is dense in $H \times \mathbb{R}^r$, dominated convergence along with the continuity of the norm and inner product in $y$ implies that (3.9) holds for all $y \in H \times \mathbb{R}^r$.

Since the bounded continuous functions are dense in $L^{q'}(W \times \mathbb{R}^r, \nu_t)$ (see for example [14] Theorem A.1) the inequality in (3.9) implies that, for all $t > 0$ and $y = (h,k) \in H \times \mathbb{R}^r$, the linear functional $\varphi^y_t : BC(W \times \mathbb{R}^r) \to \mathbb{R}$ defined by

\[ \varphi^y_t(f) = \int_{W \times \mathbb{R}^r} f(x) \, d\nu^y_t(x) \]

has a unique extension to an element of $L^{q'}(W \times \mathbb{R}^r, \nu_t)^*$, still denoted by $\varphi^y_t$, which satisfies the bound

\[ |\varphi^y_t(f)| \leq \|f\|_{L^{q'}(W \times \mathbb{R}^r, \nu_t)} \left( \prod_{j=1}^r A_{j,q}(h,k) \right) \exp \left( \frac{1+q}{4t} \|h\|_{J^c}^2 \right) \]

for all $f \in L^{q'}(W \times \mathbb{R}^r, \nu_t)$. Since $L^{q'}(W \times \mathbb{R}^r, \nu_t)^* \cong L^q(W \times \mathbb{R}^r, \nu_t)$, there then exists a function $J^y_t \in L^q(W \times \mathbb{R}^r, \nu_t)$ such that

\begin{equation}
\varphi^y_t(f) = \int_{W \times \mathbb{R}^r} f(x) J^y_t(x) \, d\nu_t(x),
\end{equation}
for all $f \in L^q(W \times \mathbb{R}^r, \nu_t)$, and
\[
\|J^y_t\|_{L^q(W \times \mathbb{R}^r, \nu_t)} \leq \left( \prod_{j=1}^r A_{j,q}(h,k) \right) \exp \left( \frac{1+q}{4t} \|h\|_2^2 \right).
\]
Now restricting (3.10) to $f \in BC(W \times \mathbb{R}^r)$, we may rewrite this equation as
\[
(3.11) \quad \int_{W \times \mathbb{R}^r} f(x) \, d\nu^y_t(x) = \int_{W \times \mathbb{R}^r} f(x) J^y_t(x) \, d\nu_t(x).
\]
Then a monotone class argument (again use [14, Theorem A.1]) shows that (3.11) is valid for all bounded measurable functions $f$ on $G$. Thus, $d\nu^y_t/d\nu_t$ exists and is given by $J^y_t$, which is in $L^q(\nu_t)$ for all $q \in (1, \infty)$ and satisfies the desired bound.

The overall approach given above can be adapted to allow for functions $F$ taking values in infinite-dimensional spaces. As an example, we will consider the case that $F$ takes values in $W$, but the technique could be modified to allow for $F$ taking values in other infinite-dimensional spaces of interest. To begin, essentially the same proof of Proposition 3.5 yields the following modified convergence result for finite-dimensional approximations.

**Proposition 3.11.** Let $\{P_n\}_{n=1}^{\infty} \subset \text{Proj}(W)$ be any collection of projections such that $P_n|_H \uparrow I_H$. Suppose that $F : W \to W$ is continuous and there exists an orthonormal basis $\{h_j\}_{j=1}^{\infty} \subset H_*$ such that
\[
\sum_{j=1}^n \langle F(P_nB(t)), h_j \rangle h_j \to F(B(t))
\]
a.s. in $W$. Let $\{Q_n\}_{n=1}^{\infty} \subset \text{Proj}(W)$ denote the sequence of projections associated to $\{h_j\}_{j=1}^{\infty}$ and consider
\[
\tilde{Y}_n(t) := \left( P_nB(t), \int_0^t Q_nF(P_nB(s)) \, ds \right)
\]
on $P_nH \times Q_nF(P_nH)$. Then
\[
\lim_{n \to \infty} \max_{0 \leq t \leq T} \|Y(t) - \tilde{Y}_n(t)\|_{W \times W} = 0 \text{ a.s.}
\]

An example satisfying the hypotheses of Proposition 3.11 is the identity function $F(w) = w$ with $Q_n = P_n$, or slightly more generally, we could have $F(B) = \sum \langle B, h_j \rangle Ah_j$, where $A$ is a continuous linear operator on $H$; see Theorem 3.5.1 of [6]. Generally, if $\langle F(B_t), h_j \rangle h_j$ are independent symmetric random values in $W$ and $Q_nF(P_nB_t) \to F(B_t)$ in probability, then [7, Proposition 2.11] implies that $\sum_{j=1}^{\infty} \langle F(B_t), h_j \rangle h_j$ converges almost surely in $W$ to $F(B_t)$. We also provide the following example.

**Example 3.12.** Suppose that $F_k := \langle F, h_k \rangle$ are cylinder functions
\[
F_k(x) = \phi_k(\langle w, e_k \rangle)
\]
where \( \phi_k : \mathbb{R} \to \mathbb{R} \) is of the form
\[
\phi_k(x) = x + a_k \ln(|x|)1_{\{|x| > 1\}}
\]
with \( \{a_k\} \subseteq \ell^2 \). Note that
\[
\sum_{k=1}^{\infty} a_k \ln(|B_t^k|)1_{\{|B_t^k| > 1\}} h_k
\]
actually converges in \( H \) (versus \( W \)) since for example, taking \( B_t^k := \langle B_t, h_k \rangle \)
which is equal in distribution to a Normal(0,1) random variable \( Z \) for all \( k \), we have
\[
E \left\| \sum_{k=1}^{\infty} a_k \ln(|B_t^k|)1_{\{|B_t^k| > 1\}} h_k \right\|_H^2 = 2 \sum_{k=1}^{\infty} a_k^2 E[(\ln B_t^k)^2 1_{\{|B_t^k| > 1\}}] = 2 \sum_{k=1}^{\infty} a_k^2 E[(\ln Z)^2 1_{\{|Z| > 1\}}] \leq C \sum_{k=1}^{\infty} a_k^2 < \infty.
\]
For clarity we have kept this example as concrete as possible but there are many generalizations, for example letting
\[
\phi_k(x) = 2x + a_k g(x)1_{\{|x| > 1\}}
\]
with \( g(x) = -x + x^{-p} \) for any \( p > -1 \), or considering multivariate versions of \( f_k \).

Allowing built-in scaling as in the previous example, there are many functions \( F \) that one could consider (for example, \( g \) could be any function integrable with respect to the normal distribution so that \( \phi_k \) is continuous), but we have included the specific choices above with a view toward the following assumption which allows us to prove the necessary functional inequalities for the finite-dimensional approximations.

**Assumption 3.13.** Suppose \( F : W \to W \) is a function satisfying the hypothesis of Proposition 3.11. Assume that \( F_j := \langle F, h_j \rangle \) is \( H \)-differentiable for all \( j \) and that there exists an orthonormal basis \( \{e_i\}_{i=1}^{\infty} \subseteq H_* \) of \( H \), non-empty disjoint subsets \( I_j \subseteq \mathbb{N} \) and constants \( m_j, M_j > 0 \) such that, for each \( j \) and for all \( w \in W \),
\[
m_j \leq \langle \nabla F_j(w), e_i \rangle \leq M_j, \quad \text{for all } i \in I_j
\]
and
\[
\langle \nabla F_j(w), e_i \rangle = 0, \quad \text{for all } i \notin I_j.
\]

**Example 3.14.** Note that the functions from Example 3.12 satisfy Assumption 3.13 with slight modifications for smoothness: let
\[
\phi_k(x) = cx + a_k \left( g_1(x)1_{\{|x| \leq 1+\epsilon\}} + g_2(x)1_{\{|x| > 1+\epsilon\}} \right)
\]
with \( \epsilon \in (0,1) \), with \( c = 1 \) and \( g_2(x) = \ln(|x|) \) or \( c = 2 \) and \( g_2(x) = -x + x^{-p} \) for any \( p > -1 \), and \( g_1 \) a smooth function such that \( g_1(\pm(1-\epsilon)) = \pm c(1-\epsilon) \),
\( g_1(\pm(1+\epsilon)) = g_2(\pm(1+\epsilon)) \), \( g_1'(\pm(1-\epsilon)) = c \), and \( g_1'(\pm(1+\epsilon)) = g_2'(\pm(1+\epsilon)) \).
For the given functions, it is clearly possible to define such a \( g_1 \) so that \( g_1' \) is bounded above and away from 0.

**Theorem 3.15.** Suppose that Assumption 3.13 holds for \( F : W \to W \). Fix \( h, k \in H \), and let \( \nu_t^{(h,k)} \) denote the law of the process
\[
\mathcal{Y}_t^{(h,k)} = \left( h + B_t, \int_0^t F(B_s + h) \, ds + k \right).
\]
For \( q \in (1, \infty) \) and each \( j \in \mathbb{N} \), let
\[
A_{j,q}(h,k) := \exp \left( \frac{3(1 + q)M_j}{m_j^3} \left( \frac{m_j t}{2} \sum_{i \in I_j} \langle h, e_i \rangle + \langle k, h_j \rangle \right)^2 \right) \exp \left( \frac{(1 + q)M_j}{4m_j t} \| h \|_{F_j}^2 \right)
\]
with \( \{e_i\}_{i=1}^\infty, \{h_j\}_{j=1}^\infty \subset H \), the orthonormal bases, \( I_j \subset \mathbb{N} \), and \( m_j \) and \( M_j \) the bounds coming from Assumption 3.13. If
\[
(3.12) \quad \left( \prod_{j=1}^\infty A_{j,q}(h,k) \right) < \infty,
\]
then \( \nu_t^{(h,k)} \) is mutually absolutely continuous with \( \nu_t := \nu_t^0 \) and
\[
\left\| \frac{d\nu_t^{(h,k)}}{d\nu_t} \right\|_{L^q(W \times W, \nu_t)} \leq \left( \prod_{j=1}^\infty A_{j,q}(h,k) \right) \exp \left( \frac{1 + q}{4t} \| h \|_{I^c}^2 \right)
\]
where \( I^c := (\bigcup_{j=1}^\infty I_j)^c \).

**Proof.** Fix \( t > 0 \), let \( \{P_n\}_{n=1}^\infty \subset \text{Proj}(W) \) be any collection of projections such that \( P_n \uparrow I_H \). Let \( \{h_j\}_{j=1}^\infty \) be the orthonormal basis as in Assumption 3.13 with each \( F_j = \langle F, h_j \rangle \) \( H \)-differentiable, and let \( \{Q_n\}_{n=1}^\infty \) be the associated sequence of projections. Fix \( n' \in \mathbb{N} \) and take \( y = (h,k) \in P_{n'}H \times Q_{n'}F(P_{n'}H) \). For \( n \geq n' \), we take
\[
\tilde{Y}_n^y(t) := \left( h + P_n B(t), \int_0^t Q_n F(P_n B(s) + h) \, ds + k \right)
\]
with \( \nu_t^{n,y} = \text{Law}(\tilde{Y}_n^y(t)) \). Given Assumption 3.13, one again applies Proposition 2.14 to show that for each \( n \) the Radon-Nikodym derivative \( \tilde{f}_n^{n,y} := d\nu_t^{n,y}/d\nu_t^{n,0} \) satisfies
\[
\left\| \tilde{f}_n^{n,y} \right\|_{L^q(P_nH \times Q_n F(P_nH), \nu_t^{n,0})} \leq \left( \prod_{j=1}^n A_{j,q}(h,k) \right) \exp \left( \frac{1 + q}{4t} \| h \|_{I^c}^2 \right).
\]
Then in light of Proposition 3.11 (or rather its appropriate modification for \( Y^y \)), if the limit on the right hand side remains bounded as \( n \) goes to \( \infty \), the proof follows as in Theorem 3.8. \( \square \)
Example 3.16. If each $F_j$ is a cylinder function, that is, each $I_j$ is finite, and $m_j \geq m$ and $M_j \leq M$ for all $j$, then (3.12) holds if
\[
\sum_{j=1}^{\infty} \left( \sum_{i \in I_j} \langle h, e_i \rangle + \langle k, h_j \rangle \right)^2 < \infty,
\]
which we can see (by expanding the square and applying Cauchy-Schwarz) is true when
\[
\sum_{j=1}^{\infty} \left( \sum_{i \in I_j} \langle h, e_i \rangle \right)^2 < \infty \quad \text{and} \quad \sum_{j=1}^{\infty} \langle k, h_j \rangle^2 < \infty.
\]
If we further assume that $\sup_j \# I_j \leq N$ then
\[
\sum_{j=1}^{\infty} \left( \sum_{i \in I_j} \langle h, e_i \rangle \right)^2 \leq N \sum_{j=1}^{\infty} \sum_{i \in I_j} \langle h, e_i \rangle^2 \leq N \|h\|_H^2
\]
and (3.12) would hold for all $h,k \in H$. Thus, for example, for $F$ as in Example 3.14, one has quasi-invariance for all $h,k \in H$.

In the case that $F(w) = w$, we are back in the setting of Section 3.4 with a “standard” infinite-dimensional Kolmogorov diffusion as in Theorem 3.3 and Theorem 3.15 actually yields a better bound than Theorem 3.3 and is comparable with the path space $L^q$ norm obtained in Remark 3.4, improving that estimate for $q > 3$. Here we can take $h_j = e_j$, and we have $I_j = \{j\}$ and $m_j = M_j = 1$ for all $j$, which gives the bound
\[
\left\| d_{t}^{(h,k)} \right\|_{L^q(W \times W, \nu_t)} \leq \exp \left( \frac{3(1+q)}{t^3} \sum_{j} \left( \frac{t}{2} \langle h, e_j \rangle + \langle k, e_j \rangle \right)^2 \exp \left( \frac{1+q}{4t} \|h\|_H^2 \right) \right.
\]
\[
= \exp \left( (1+q) \left( \frac{\|h\|_H^2}{t} + \frac{3\langle h, k \rangle}{t^2} + \frac{3\|k\|_H^2}{t^3} \right) \right).
\]

Remark 3.17. As mentioned previously, these assumptions and the proof could be modified to consider functions $F$ taking values in other infinite-dimensional spaces. Another natural example in the present context would be $F$ taking values in $H$.
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