Reconfiguration of a satellite constellation in circular formation orbit with decentralized model predictive control
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ABSTRACT

Satellite constellation missions, consisting of a large number of spacecraft, are increasingly being launched or planned. Such missions require novel control approaches, in particular for what concerns orbital phasing maneuvers. In this context, we consider the problem of reconfiguration of a satellite constellation in a circular formation. In our scenario, a formation of equally spaced spacecraft need to undergo an autonomous reconfiguration due to the deorbiting of a satellite in the formation. The remaining spacecraft have to reconfigure to form again an equidistant formation. To achieve this goal, we consider two decentralized strategies that rely on different sets of information about the neighboring spacecraft in the formation. In the fully decentralized case, each controller knows only the current states of each spacecraft, i.e. position and velocity, while in the second decentralized strategy with with information sharing, the entire planned nominal trajectory of each spacecraft is available to its neighbors. Our numerical simulation results show that, by increasing the amount of information available to each spacecraft, faster reconfiguration maneuvers with smaller fuel consumption can be achieved.
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1 Introduction

In recent years, there has been an increase in the number of missions and studies regarding satellite constellations, performed by both industry [1, 2] and academia [3–11]. Such systems need to achieve a mission goal, which can vary from commercial applications, e.g., internet-from-space, to scientific missions, such as in-orbit interferometers. Given the large amount of spacecraft in such missions and the goal to be achieved, autonomous coordination between the satellites is needed. Indeed, while for single monolithic satellites or for a handful of spacecraft a centralized control system would be applicable and
safe, the same kind of control strategy applied to large constellations would be impractical and most likely infeasible [9,12]. By having a single central node that computes the commands for the whole constellation, the system becomes less robust to communication issues, such as delays, and to failures, as a fault in the central node compromises the whole mission. Moreover, if the satellites are controlled by a ground station, the amount of possible collision avoidance maneuvers to be performed will increase exponentially with the amount of spacecraft. In fact, recently an ESA satellite was forced to perform a maneuver to avoid a Starlink constellation satellite [13]. Lastly, the ground station might be missing if the constellation is deployed around another celestial object, e.g. Mars [7]. Therefore, an autonomous controller is needed for the new generation of satellite constellations.

Thanks to non-centralized control strategies, many new types of missions are possible, e.g., in-orbit interferometers or distributed sensors [4,14]. However, in order to be successful, these constellations require adequate controllers that can achieve stable and safe performance. In this regard, decentralized or distributed control schemes can mitigate most of the aforementioned issues [4,15]. The key idea is to have a controller on-board each spacecraft, so that the control action is computed locally. In this way, the computational complexity related to the computation of the control action would be much lower [16]. Moreover, while communication issues, e.g., delays, or a sudden disconnection, would still be present, they would have a much reduced impact. Indeed, centralized controllers rely on the availability of information from the whole constellation and the lack of communication from few faulty nodes could quickly lead to instability or infeasibility. On the other hand, in non-centralized controllers, the spacecraft only communicate with the other neighboring satellites, thus a faulty communication link has only a local impact. Robustness of the system would be increased as well: even in the case where some satellites malfunction, the other ones would still be able to compute a proper control action [4,5,17]. Furthermore, a single faulty satellite could be easily replaced by another one, so that the whole mission is not compromised, whereas a failure in the central node of a centralized controller might have catastrophic results for the mission.

Among the several non-centralized controllers, Model Predictive Control (MPC) stands out as one of the main control tools for spacecraft [18]. MPC has been successfully applied to constellation of spacecraft in previous works [9–11]. In [9], authors present a decentralized MPC method to perform a reconfiguration of spacecraft. The authors rely on a linearized spacecraft motion model at every time step and convexify collision avoidance constraints, employing a sequential convex programming approach. At each time step, the spacecraft in the constellation receive the nominal trajectories from their neighbors. The collision avoidance constraints are then updated and cast in a convex form, so that a convex problem is solved online. In [10], the algorithm discussed in [9] is applied together with an online assignment of the final desired position of each spacecraft in the formation. Such positions are obtained via an online auction scheme. The authors of [11] also use the sequential convex programming of [9] but they augment it with a method for in-orbit assembly of heterogenous spacecraft, adding therefore the docking capabilities to the formation.

While many articles in the literature have considered an MPC application to a constellation of satellites, most of them study only a “swarm” formation, where the satellites fly close to each other. Little attention has been given to satellites in a circular orbit formation, which is not only of academic but also of practical interest. Such formation is indeed applied in internet-from-space missions, e.g. [1]. Furthermore, a circular formation could also be applied in other planets to have ground coverage at all times [7]. To the best of the authors’ knowledge, only [7,8] consider such a formation. However, both methods lack some autonomy as they assume that the number of spacecraft is known to every satellite in the formation.

In this paper, we study the application of decentralized MPC to a constellation of satellites equally spaced in a circular formation along a nominal orbit. At one point during mission, some of the spacecraft leave the orbit, thus a gap in the formation is created. The remaining spacecraft have to reconfigure
such that a circular formation is kept while also maintaining equal distance from each other. In our considered scenario, none of the spacecraft knows the total amount of satellites in the constellation. Such choice makes the problem more challenging, since each spacecraft can only communicate with its closest neighbors or sense them to adjust their position in the orbit. In addition, to verify the importance of intersatellite communication, we analyze both the case in which the spacecraft can communicate with each other and exchange information, i.e., their current and predicted position and velocity, and the case in which instead there is no communication and spacecraft can only “sense” each other, thus knowing only their current velocity and position.

The outline of the paper is as follows. In Section 2 the models used in this work are explained. Section 3 is devoted to the control design. We present the simulation results in Section 4 and lastly conclusions are drawn and the next research steps are presented in Section 5.

2 Preliminaries

2.1 Frames

We represent the movement of the spacecraft around Earth using two frames, i.e., the Earth-Centered-Inertial (ECI) frame and the Local-Vertical Local-Horizontal (LVLH) frame. The origin of the ECI frame is located at the center of the Earth and the $\hat{x}$-axis points towards the direction of the vernal equinox, the $\hat{z}$-axis points towards the North pole, and the $\hat{y}$-axis completes the right-handed coordinate system. The ECI frame is used to locate the (virtual) chief orbit. On the other hand, the LVLH frame is local to every satellite and it is centered at the (virtual) chief spacecraft or orbit. The $\hat{x}$-axis is aligned with the center of the Earth and points away from it, the $\hat{y}$-axis is tangential to the flight direction along the orbit, and the the $\hat{z}$-axis is aligned with the orbital angular momentum vector of the spacecraft and completes the right-handed coordinate system.

2.2 Dynamics

In order to deal with the large angular distances between spacecraft in the circular formation, we employ the HCW equations in cylindrical coordinates to describe their motion [19, 20]. The three elements that compose a cylindrical coordinate system are defined w.r.t. a reference orbit and are the relative radius $\rho$, the relative angular displacement $\theta$, and the relative elevation $z$.

Similarly to what is done for the rectilinear HCW equations, we can express the states as relative distances with respect to the (virtual) leader spacecraft. The HCW equations in a cylindrical coordinate system are given by [20]:

$$
\ddot{\rho} - 3n^2 \rho - 2Rn\dot{\theta} = a_{F_\rho}
$$

$$
\ddot{\theta} + \frac{2n}{R} \dot{\rho} = a_{F_\theta}
$$

$$
\ddot{z} + n^2 z = a_{F_z}
$$

where $R$ is the radius of the (virtual) chief’s orbit measured from the center of the Earth, $n$ is the mean motion, and $a_{F_\rho}$, $a_{F_\theta}$, $a_{F_z}$ are the accelerations applied to the spacecraft in the respective directions, including the control input. These equations hold for $\rho \ll R, z \ll R$, and $\dot{\theta} \ll n$.

The dynamics (1) are very similar to their rectilinear counterpart. There is, however, one fundamental difference. The second-order nonlinear equations of motion, before deriving (1) through a first-order Taylor expansion, depend only $\rho, \dot{\rho}, \dot{\theta}, z$. This implies that the linearized equations (1) hold for an arbitrarily large $\theta$ and $\dot{z}$ [20]. In other words, the model is valid for large angular displacements between
spacecraft, thus making the model very suitable for our circular formation. Moreover, the curvilinear HCW equations achieve a higher orbit prediction accuracy w.r.t. their rectilinear counterpart [19, 21].

The dynamics of a single spacecraft $i$ is expressed following (1) and by defining a state vector $x_i$ with six components, i.e., $x_i = [\rho_i \ \theta_i \ z_i \ \dot{\rho}_i \ \dot{\theta}_i \ \dot{z}_i]^\top$. Lastly, the continuous-time dynamics are discretized using a simple zero-order hold method, as in [19] and can be expressed in matrix form as

$$x_i(k + 1) = Ax_i + Bu_i(k),$$

where $u_i$ are the inputs of spacecraft $i$ and $A, B$ are matrices obtainable from (1).

3 Control algorithm

3.1 Model predictive control

In this article, we apply a standard MPC scheme. This means that a finite-time optimal control problem is solved at the current time step over the prediction horizon of the next $N_p$ steps. The optimization problem yields an optimal control input vector $u^*$; we apply only the input corresponding to the current time step. Then, at the next sampling instant, we take new state measurements and solve the updated optimization problem.

3.2 Constraints

The only constraint present in our problem, apart from the dynamics (2), is the one related to the maximum thrust allowed, defined as

$$\|u(k)\|_\infty \leq u_{\text{max}}, \ \forall k \in \{1, \ldots, N_p\}$$

In this specific scenario, the distances among spacecraft are very large and thus the satellites do not come close to each other. Therefore, collision avoidance constraints are currently not needed. Even if they were included in the problem, they would make the problem unnecessarily complicated, since they would always be inactive. However, in case such constraints are needed for a specific mission, a scheme as the one in [9] can be implemented.

Upper and lower bounds on the state vector $x$ are not included, but they can be added if needed, e.g., if it is necessary to limit the value of $\rho$ to avoid a possible collision with other spacecraft in nearby orbits.

3.3 Objectives

As mentioned in Section 1, the objective is to keep the satellites close to the reference orbit and at the same time to maintain an equal distance from each other. Since in the considered scenario we can safely assume that the motion of the spacecraft occurs only in the orbital plane, we can disregard the out-of-plane motion and focus only on the relative radius and relative angle. Note that the state $\rho_i$ tracks the deviation from the reference radius and is therefore related to the orbit-keeping objective. On the other hand, the relative angle state $\theta_i$ is related to the relative displacement between spacecraft and therefore to the equidistance objective.
We can thus use $\rho_i$ as the error of the current orbital radius w.r.t. the desired reference one. Therefore, we can use it as an objective function in a quadratic form,
\[ J_\rho^i(k) = \|\rho_i(k)\|^2 \]  
(4)

For what concerns the relative angle, we minimize the angular distance of each spacecraft w.r.t. the mean angle of its neighbors, contained in the set of neighbors $\mathcal{N}_i$, defined as the set of the $p$-closest neighbors to satellite $i$. For $p = 2$, this means $\mathcal{N}_i$ consists of the satellite ahead and the one behind satellite $i$. We consider therefore the objective
\[ J_\theta^i(k) = \|\theta_i(k) - \bar{\theta}_i(k)\|^2 \]  
(5)

where $\bar{\theta}_i(k)$ is the setpoint angle and it is computed as
\[ \bar{\theta}_i(k) = \frac{1}{|\mathcal{N}_i|} \sum_{j \in \mathcal{N}_i} \theta_j(k). \]  
(6)

We would also like to keep the fuel consumption as low as possible. We therefore also consider the cost term
\[ J_u^i(k) = \|u_i(k)\|^2 \]  
(7)

Note that if we use the cost terms (4)–(5) for all the time steps $k+l$, $l \in \{0, \ldots, N_p\}$, we assign the same importance to both the transient and the final position. However, in order to reach their angular setpoint, the spacecraft have to deviate from their radius setpoint by temporarily either increasing or decreasing their orbital radius, i.e., by performing an orbital phasing maneuver. At the same time, the angular setpoint deviation is not important during the transient, but it is our main goal at the end of the horizon. Therefore, penalizing (too much) the transient could potentially lead to oscillations and waste of fuel because the spacecraft would try to stay as close as possible to their setpoint at all times, rather than assigning more importance to the ultimate goal of reaching equidistance. On the other hand, not penalizing the transient at all could be detrimental, since we would allow the spacecraft to deviate too much from their setpoints before the final time step. In order to prevent these issues, we penalize the final position with a weight $\alpha_{\text{end}}$, which can be tuned to achieve the desired performance. Furthermore, during the transient we do not penalize the angular setpoint, as our focus and main goal is the final relative angular position. We still penalize the radius setpoint during the transient to avoid that the spacecraft deviate too much from their reference orbit.

We therefore obtain a cost function for the transient as a total weighted cost
\[ J_{\text{trns}}^i(k) = \alpha_\rho J_\rho^i(k) + \alpha_u J_u^i(k), \]  
(8)

and a cost function for the final position, i.e.
\[ J_{\text{end}}^i(k) = \alpha_\rho J_\theta^i(k) + \alpha_u J_\rho^i(k), \]  
(9)

where $\alpha_\theta > 0$, $\alpha_\rho > 0$, and $\alpha_u > 0$ are weights that can be tuned to achieve the desirable performance.

### 3.4 Optimization problem

We present here the optimization problem for the different controllers. Note that in all the three cases we obtain a standard quadratic programming problem.
3.4.1 Centralized problem (CentMPC)

The optimization problem for the whole constellation is:

\[
\begin{align*}
\min_{u, x} & \quad \sum_{i=1}^{N} \sum_{k=1}^{N_p-1} J_{\text{trns}}(k) + \alpha_{\text{end}} J_{\text{end}}(N_p) \\
\text{s.t.} & \quad x_i(k+1) = Ax_i(k) + Bu_i(k), \quad i = 1, \ldots, M, \\
& \quad k = 0, \ldots, N_p - 1, \\
& \quad \|u(k)\|_\infty \leq u_{\text{max}}, \quad k = 0, \ldots, N_p - 1, \\
& \quad x = x_0.
\end{align*}
\]

where \(x_0\) are the initial states at time step 0, \(u = [u_1^T \ldots u_N^T]^T\), with \(u_i = [u_i(0) \ldots u_i(N_p-1)]\); \(x\) and \(x_0\) are defined similarly.

3.4.2 Fully decentralized problem (FD-MPC)

The optimization problem for each single spacecraft is:

\[
\begin{align*}
\min_{u_i, x_i} & \quad \sum_{k=1}^{N_p-1} J_{\text{trns}}(k) + \alpha_{\text{end}} J_{\text{end}}(N_p) \\
\text{s.t.} & \quad x_i(k+1) = Ax_i(k) + Bu_i(k), \quad i = 1, \ldots, M, \\
& \quad k = 0, \ldots, N_p - 1, \\
& \quad \|u(k)\|_\infty \leq u_{\text{max}}, \quad k = 0, \ldots, N_p - 1, \\
& \quad x = x_0.
\end{align*}
\]

Note that, w.r.t. (10), in (11) only the terms related to each single spacecraft are present. In the fully decentralized case, only the initial state of the neighbors is known. Therefore, in (6), \(\theta_j(k) = \theta_j(0), \forall j \in N_i, \forall k = 0, \ldots, N_p - 1.\)

3.4.3 Decentralized problem with information sharing (DMPC-IS)

The optimization problem is the same as (11), with one main difference. In this case, the spacecraft can communicate and thus their full trajectory is shared with their neighbors. Therefore, in (6), \(\theta_j = \theta_j^*, \forall j \in N_i, \forall i = 1, \ldots, N,\) where \(\theta_j^*\) is the optimal trajectory of \(\theta_j\) obtained at the previous time step. For the initial time step, when no other optimal trajectory is available, \(\theta_j(0)\) can be used instead.

4 Numerical simulations

4.1 Scenario

We consider a reconfiguration scenario of spacecraft in a circular formation. The \(N_{\text{sat}}\) satellites are equally spaced and at the beginning of the simulation \(N_{\text{deorbit}}\) satellites leave the orbit. The remaining ones have to reconfigure their position so that an equidistant formation is achieved again.

4.2 Setup

With this scenario we want to investigate how the performance of the designed controllers of Section 3, i.e., centralized MPC (CentMPC), fully decentralized MPC (FD-MPC), and decentralized MPC with information sharing (DMPC-IS), compare to each other. Moreover, we study the change in performance as the number of neighbors in (6) considered by each spacecraft increases. To do so, at each simulation
Table 1  Simulation parameters

| Symbol       | Meaning                  | Value               |
|--------------|--------------------------|---------------------|
| $T_s$        | Sampling time            | 355 (s)            |
| $N_p$        | Prediction horizon       | 64 (4 orbits)      |
| $N_{sat}$    | # of spacecraft          | 40                 |
| $N_{deorbit}$| # of deorbited spacecraft| 5                  |
| $\alpha_{\text{end}}$ | Final position error weight | $10^5$         |
| $[\alpha_u, \alpha_\theta, \alpha_\rho]$ | Cost function weights | $[2.5 \cdot 10^{-3}, 1, 10^{-5}]$ |
| $N_{\text{loops}}$ | Number of simulation steps | 400 (25 orbits)  |
| $u_{\text{max}}$ | Maximum thrust           | 200 (mN)           |
| $m$          | Spacecraft mass          | 200 (kg)           |
| $R_{\text{orbit}}$ | Orbit altitude          | 500 (km)           |

we obtain an initial configuration for the constellation and we perform a full simulation for each controller by changing only the amount of neighbors. We perform then several simulations and average the results.

The mass of the spacecraft is $m$, their maximum thrust is $u_{\text{max}}$ and the chosen orbit has an orbital altitude of $R_{\text{orbit}}$ and orbital period of $T_{\text{orbit}}$. The list of all the parameters is shown in Table 1.

All the simulations were performed on MATLAB version R2020b, on a computer with 32 GB of RAM and an Intel i5-6500 processor. The solver used is CPLEX \[22\], but any other quadratic programming solver could have been used, e.g. OSQP \[23\]. We also used YALMIP \[24\] to model the optimization problem.

4.3 Closed-loop simulation model

At each simulation time step, we solve an optimal control problem, i.e., either (10) or (11), according to the controller used. We then obtain an optimal input sequence for the actuators of the spacecraft. At this point, in order simulate the evolution of the real physical system, we apply the optimal inputs to a more realistic model than the one used for the optimization problem. Therefore, to describe the motion of the spacecraft around the Earth, we use the model

$$\ddot{r} = -\mu \frac{r}{r^3} + a_F$$ (12)

where $r$ is the magnitude of the position vector $r$ of the spacecraft in the ECI frame, $\mu$ is the gravitational parameter of the Earth, $\ddot{r}$ is the acceleration of the position vector, and $a_F$ comprises all accelerations due to other forces, including control force. This model allows us to rapidly simulate the motion of the spacecraft in space. Then, we propagate the states of the spacecraft for one time step using the optimal inputs found, employing the ODE45 function of MATLAB, which yields the values of the next states of the spacecraft. These states are provided to the new optimization problem as initial states of the spacecraft.

4.4 Performance indices

We use two different performance indices to evaluate the performance of the controllers and the impact of some parameters. The first performance index is the average of the absolute difference of the distance between a spacecraft and its two closest neighbors at the end of the simulation period and
the actual desired distance from the two closest neighbors. In other words, we check at the values, at the end of the simulation, of $D_i = \frac{1}{2} (d(x_i, x_{i+1}) + d(x_i, x_{i-1}))$, where $d(x_i, x_{i+1})$ is the distance between spacecraft $i$ and $i+1$. Spacecraft indexed as $i-1$ and $i+1$ are the two closest neighbors of spacecraft $i$. Then, we compute the distance $\bar{D}$ that any two spacecraft would have in an equidistant formation. Finally, we compute the mean of the absolute positioning error at the end of the simulation, i.e. $\mu_{\text{sim}} = \frac{1}{N} \sum_{i=1}^{N} |D_i - \bar{D}|$. We then average this value for all simulations, i.e. $\mu = \frac{1}{\# \text{sim}} \sum_{j=1}^{\# \text{sim}} \mu_{\text{sim}}$. For a single simulation, consider simply $\mu_{\text{sim}}$. We also compute the maximum absolute positioning error in a similar way. If this quantity is small, it means that the positioning error at the end of the simulation period is small and thus the spacecraft have managed to reconfigure to an equidistant formation successfully.

The second performance index is the total absolute value of the input used in the constellation. This value should be as small as possible to limit the fuel consumption. We compute both the average value and the maximum for all the simulations.

### 4.5 Results and discussion

#### 4.5.1 Single simulation

We present here a single simulation using the parameters of Table 1. We analyze the results in Figures 1. In Figure 1 we show the angular distance of six out of 35 spacecraft from their desired relative setpoint, computed as explained in Section 4.4, for the three controllers. Only six spacecraft are shown to avoid confusion. Nevertheless, we can notice some interesting convergence characteristics. As expected, CentMPC is the fastest to converge to the final position, followed by the DMPC-IS and lastly by the FDMPC. We can notice the large delay in the FDMPC: since only the initial state is known, the satellites need a large number of orbits to converge. On the other hand, the DMPC-IS converges in a much faster way, almost in the same amount of time required by the CentMPC. However, we can notice some oscillations in the convergence of both FDMPC and DMPC-IS. In particular, we can look at the spacecraft in blue color in Figure 1 and notice how before converging, the spacecraft first increases its angular distance from the setpoint and then it converges. One way to mitigate this is to increase the number of neighbors $N$, so that more information is shared across the constellation and therefore
spacecraft would more precisely anticipate how to reconfigure, avoiding a more “reactive” kind of control action.

The total input consumption per spacecraft is shown in Figure 2. We can clearly see how the FD-MPC is the one that consumes less fuel compared with the other two strategies, but this is only because the satellites do not move too much during the simulation, as seen in Figure 1. On the other hand, DMPC-IS consumes more fuel than the CentMPC one, while having a similar convergence characteristic. This is as expected, since the CentMPC has more information available than the DMPC-IS. However, it is clear how sharing the whole nominal trajectory allows the DMPC-IS controller to achieve a much better performance than the FD-MPC controller. Lastly, the black circles in the x-axis indicate the positions of the spacecraft that are deorbited. We can appreciate how the spacecraft that are close to a satellite that has deorbited consume more fuel since they need to close the gap in the formation, unless the spacecraft are between two gaps, as it happens to satellite 30, which consumes less fuel than its neighbors.

4.5.2 Comparison with different number of neighbors

We study here the effect of a different number of neighbors, \( N \), on the performance of the three chosen controllers. We consider 10 different simulation scenarios, in each of which a different configuration of spacecraft leaves the orbit, and for each of them we run 5 sub-simulations where everything is kept the same except for \( N \). This is done in order to properly analyze the effect of \( N \) on the performance of the controllers. If we did not keep the initial conditions the same while changing \( N \) at each sub-simulation, we would reach wrong conclusions on the real performance change. Once all the sub-simulations are finished, we go to the next simulation, where we draw new initial conditions.

We evaluate the two different metrics mentioned in Section 4.4. The results are shown in Tables 2 and 3 for the positioning error and the total input used by the constellation, respectively. We indicate the mean value by \( \mu \) and the standard deviation by \( \sigma \). Moreover, we show in Table 4 the average of the total computation time per simulation. From the results, we can see that increasing the number of neighbors improves the performance considerably. In Table 2 we can see that the position error after 25 orbits becomes always smaller as the number of neighbors increases. The behavior is not always monotonic, e.g., for the DMPC-IS case \( |N| = 10 \) provides a slightly worse performance than for \( |N| = 6 \) and \( |N| = 8 \), although the difference is minor. However, the overall trend is clear, i.e., the error decreases...
as more neighbors are considered. Table 3 provides a more clear picture: the total input used keeps decreasing in a quite noticeable way as we increase the number of neighbors, for the CentMPC and DMPC-IS strategies. It might not be intuitive why the performance improves for the CentMPC case, as such controller already has information on the whole constellation. However, note that the cost defined in (10) depends on the amount of neighbors considered, so that a better setpoint can be computed when more neighbors are taken into account. For the FD-MPC case instead, the total input increases, but this extra input used allows the controller to achieve a better positioning error. The results of Tables 2, 3 are also depicted in Figure 3 (respectively in the top and bottom plot), where in the top plot the y-axis is in log-scale. We can notice once again how increasing the number of neighbors leads to a reduction of both the position error and the total input.

We can thus claim that adding more neighbors, i.e., sharing more information among the spacecraft, improves the convergence speed to the equidistant formation and reduces the fuel consumption. Having more information of where the neighbors currently are (FD-MPC case) or are going to be (DMPC-IS case) leads to less oscillations of the spacecraft and it makes them point directly to their final setpoint. Moreover, as the number of neighbors increases, the solution provided by DMPC-IS becomes closer and closer to the one of CentMPC. It is also interesting to confirm, as expected, that the FD-MPC yields always worse performances than DMPC-IS. This confirms the importance of having some sort of intersatellite communication in the constellation, rather than simple “sensing”.

Lastly, the total computation time shown in Table 4 shows how CentMPC requires around 10 times the computation time required by the other two strategies. Increasing the number of spacecraft in the constellation will keep increasing this gap, which confirms that centralized strategies are not suitable for online computation in spacecraft large constellations and non-centralized solutions are needed.

5 Conclusions and Future Work

We presented a comparison between a centralized controller and two decentralized ones for a reconfiguration problem of a spacecraft constellation in circular orbit formation. We suppose that some
Table 2  Simulations results - Position error at the end of the simulation, measured in [km]

| |N| CentMPC | FD-MPC | DMPC-IS |
|---|---|---|---|---|
| 2 | | | | |
| 4 | | | | |
| 6 | | | | |
| 8 | | | | |
| 10 | | | | |

Table 3  Simulations results - Total input

| |N| CentMPC | FD-MPC | DMPC-IS |
|---|---|---|---|---|
| 2 | | | | |
| 4 | | | | |
| 6 | | | | |
| 8 | | | | |
| 10 | | | | |

of the spacecraft leave the orbit and the other ones have to reconfigure so as to achieve an equidistant formation. The two decentralized strategies differ in the amount of information available to every spacecraft, namely either the current state or the whole planned trajectory of their neighbors. The simulation results show the benefits of an increased amount of information shared, i.e., as information from more neighbors is available, the spacecraft manage to converge in a faster way to the desired formation, while using also less fuel. Moreover, both decentralized strategies outperform the centralized one in terms of the computation time. For large formations, computing a centralized control action in real time might be infeasible.

Future research will focus on distributed strategies, in which every spacecraft solves a joint optimization problem in cooperation with its neighbors. Moreover, we will perform a similar study related to a attitude coordination problem. Lastly, we will consider a high-fidelity model including several disturbances for the closed-loop simulation model.
| Controller  | Total Time [s] |
|-----------|---------------|
| CentMPC   | 3422.7        |
| FD-MPC    | 342.2         |
| DMPC-IS   | 346.3         |

Table 4  Simulations results - Total optimization time
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