1. Introduction

Among people there are some that are unable to read, either because of blindness (complete or partial), or for other reasons. There are also people who can read and write, but cannot speak. Therefore, initially for this category of people, there is a need for computer generated speech, namely the conversion of written texts into acoustic files.

Speech synthesis plays the important role in generating natural speech. There are several problems in pre-processing the speech synthesis, like acronyms, numbers, dates and abbreviations. The common problem in all these is converting the non standard words to the standard words. For example in Sindhi 353 should be pronounced as Te Sau Te Vanja and time 11:11 am should be pronounced as Subuh ja yarha lagi yarha minta. Several authors have worked on abbreviations and acronyms for example Chang J T, Schtze H and Alman R B\(^1\) extracted abbreviation and acronyms from the text. Sproat R\(^2\) extracted numbers from text. The text normalization problems have been carried out by several authors\(^3\)–\(^7\).

While generating the speech using synthesiser it is also important to consider the emotions like anger, love, melody etc. There are various methods one can opt for speech synthesis like, sentence tokenization and token translations, festival framework and Java Speech API. Each and every method has its own advantages and a disadvantage like festival framework is very powerful tool for speech synthesis but it requires tedious configuration and expert rules. The festival framework generates phonetic sound from existing database of speech sound. The generated sound is more robotic. On the other hand JAVA Speech API defines a cross-platform software interface to the speech synthesis. The Java Speech API, developed through an open development process with an extension of Java platform. These extensions are packages of classes written in Java programming Language. The developers can use functionality of the core part of the Java platform\(^8\). The Java speech API have been used by
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Sahani, Ramamohan and Pradhan for the synthesis of Gujarati numeric.

In this paper we have implemented text to speech synthesiser for Sindhi numeric into words using Java Speech API. Section-2 contains method for implementation and section-3 contains the conclusion.

2. Text to Speech Synthesis

Speech synthesis involves algorithmically converting an input text into speech waveforms. Speech synthesizers can be characterised by the size of the speech units they concatenate, as well as the methods adopted to generate the speech. The choice of synthesis method is influenced by the size of vocabulary. There are two kinds of TTS system. Limited domain and Unlimited domain system. The system which can generate Speech for any input text is called Unlimited domain TTS. We have developed the limited domain TTS which can generate the speech for the input numeric.

2.1 Speech Corpus

The first step in developing the system is the recording itself. The principle of a concatenation-based speech synthesis is to concatenate speech segments from a speech segment database so that the synthetic speech mimics the voice of a speaker who recorded the speech corpus. So it is good to choose a professional speaker with a pleasant voice, good voice quality and possibly time-invariant speech quality. We have recorded all the common numeric in continuation including few names like sau, hazar, lakha, crore, arab.

The Sindhi numbers are recorded in .wav file format. Manually, we have segmented the combined .wav file for each numeric value including also few standard words of high place value such as hundred, thousand etc. The individual sound files are concatenated into a single sound file by calculating the length of each file and joining the next sound file, so that, there is no pause / space between the previous and next file. Java program is executed to con-concatenate these sound files for individual numeric digits as a single file without pause / silence. This wave file is loaded while the user enters the digit to generate the speech for the input number in Sindhi. Java program is written with recursive logic and during its execution it generates the Sindhi word sound corresponding to the input number in English numeric digit, using Java Speech API. The first step in developing the system is the recording itself. The principle of a concatenation-based speech synthesis is to concatenate speech segments from a speech segment database so that the synthetic speech mimics the voice of a speaker who recorded the speech corpus. So it is good to choose a professional speaker with a pleasant voice, good voice quality and possibly time-invariant speech quality. We have recorded all the common numeric in continuation including few names like sau, hazar, lakha, crore, arab.

The Sindhi numbers are recorded in .wav file format. Manually, we have segmented the combined .wav file for each numeric value including also few standard words of high place value such as hundred, thousand etc. The individual sound files are concatenated into a single sound file by calculating the length of each file and joining the next sound file, so that, there is no pause / space between the previous and next file. Java program is executed to concatenate these sound files for individual numeric digits as a single file without pause / silence. This wave file is loaded while the user enters the digit to generate the speech for the input number in Sindhi. Java program is written with recursive logic and during its execution it generates the Sindhi word sound corresponding to the input number in English numeric digit, using Java Speech API.
3. Conclusion

Currently there are no commonly used text to speech systems available for Sindhi language. This is first attempt to Speech Synthesis for Sindhi language. The generated output is accurate upto the significant level. Further, generated sound can be more realistic using mathematical techniques like Fourier transform Wavelet transform and filters.
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