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Abstract

With the aging problem becoming more and more serious, muscle pain has become a common symptom. In order to help patients with rehabilitation training, it is necessary to monitor their activities in time. We propose a real-time monitoring method based on wearable devices. This method uses a wireless body area network for health care. Specifically, in the first step, we developed a wearable device based on ZigBee with low cost and low weight. Secondly, if only classifying the action at the current time, it will not meet the requirements of real-time monitoring. So, we design an end-to-end neural network model called ATCRNN to infer the actions to be made by users at the next time according to the data of the past few times. This model uses CNN and RNN to extract the spatial and temporal features of data and captures the context characteristics through self-attention. Finally, four volunteers wore equipment to participate in the experiment. The activity categories in the experiment are walking, sitting down, running, and climbing stairs. The accuracy of behavior inference reached 97% with ATCRNN. The compared results demonstrate that the performance of the proposed approach is superior to the result of other deep learning networks.

1. Introduction

The aging of population is a problem faced by many countries in the world. With the prolongation of human life span and the declining fertility rate, the proportion of the global elderly population is increasing, which brings new challenges to the existing health care system, mainly including the problems of limited medical resources and shortage of medical personnel. With the development of microcomputer technology, intelligent mobile devices and various wearable sensors are widely used. In recent years, mobile devices and sensors have made significant progress in size, cost, and power consumption, which provides a new data source for studying people’s daily activities and behaviors. As a revolutionary technology, wearable technology plays an important role in health care, sports health, smart city, military operations, and other fields. Based on the rapid development of wearable technology, human activity recognition has been paid more and more attention [1, 2].

Wireless body area network (WBAN) [3] is a kind of wireless sensor network on the human body. It can collect the life information and posture information of human body in real time and transmit data to the host computer by selecting the appropriate position on the human body. At present, most of the human gesture recognition technologies are based on video capture technology, which requires high-precision cameras to monitor the human body in real time. Therefore, there are some disadvantages such as high investment, visual shadow, and user privacy. The emergence of wireless body area network provides a new idea for human posture recognition in medical treatment [4]. Compared with video recognition, wearable devices have good convenience.

This paper has carried out the following work:

(1) In order to detect the real-time activity of user, a wearable device based on ZigBee is designed in this paper. This wearable device is small and easy to carry. Patients can tie the equipment to their waist...
and move. The wearable devices transmit the data to the server, and the server recognizes the human activity in real time.

(2) Because the data collected by wearable devices is time series, it cannot be directly applied to deep learning networks. In this paper, we propose a method based on sliding window to separate the data sequence.

(3) In order to recognize human activities better, this paper analyzes the temporal and spatial characteristics of human activities; this paper proposes a time series convolution network model based on self-attention. The model has good recognition effect. In the experiment, the accuracy of behavior prediction is 97%.

2. Related Works

Recently, human gesture recognition has attracted many researchers’ interests. Some methods like k-Nearest Neighbours (kNN) [5], Support Vector Machine (SVM) [6], and random forest [7] have been used in human gesture recognition. In [8], a multisensor multiclassifier hierarchical fusion model is proposed in which based on the entropy weight using wearable inertial sensors for human activity recognition, the recognition accuracy rate is high. In addition, LSTM, CNN, deep feed-forward networks, and CNN-LSTM are used in human gesture recognition. In [9], a convolutional neural network (CNN) is proposed for a real-time human activity classification method. In [10], a tensor approach with a novel deep learning architecture is proposed for multivariate time series classification in human gesture recognition. In [11], the authors use CNN for extracting local features from accelerometer data. In [12], a deep convolutional neural network is designed by exploiting the inherent characteristics from smartphone sensors to obtain effective human gesture recognition.

The multilevel hierarchical algorithm can identify the human posture more accurately according to the different characteristics of different human posture. A gesture recognition algorithm based on SOM (self-organizing map) classifier and Hebbian network can successfully recognize 24 kinds of American sign languages, and the recognition rate is 97.1%. However, the video recorder is used in the hardware system, which has defects in protecting the privacy of each person [13]. In [14], the pressure sensor and accelerometer are made into intelligent insoles and placed on the sole of the foot. The human body posture is recognized by using SVM (signal vector magnitude) and MLP (multi-layer perception) as classifiers. The different types of sensors and the lower position of sensors affect the attitude recognition rate. In [15], a kind of glove was made from a KPF displacement sensor to identify the state of fingers. Taking displacement as the only parameter to identify posture has a great contribution to the real-time monitoring of stroke patients’ posture. However, the biggest defect of the device is that it affects the user’s normal activities. Reference [16] evaluated and compared the accuracy of bending sensor in measuring the bending angle of human knee and proposed that the bending sensor can identify walking, running, cycling, and other movements by collecting the bending degree of knee. In Reference [17], an attitude recognition system based on multilevel hierarchical algorithm is designed. The human posture is divided into simple posture and complex posture, and the recognition rate is 82.87%. In [18], two axis acceleration sensors were placed on the back and head of human body for posture recognition. The algorithm can recognize the stand, walk, and run attitude and has the characteristics of free movement, but its recognition rate is only 80%, the recognition rate is low, and the recognition attitude is less. CNN and Gru are frequently used methods [19]. Arshad et al. proposed a deep learning and fuzzy entropy-controlled skewness approach for human gait recognition [20]. Many studies have deal with HAR task from the perspective of deep learning and machine learning [21, 22]. However, in practical applications, a lot of time will be consumed in transmission, calculation, and feedback. All of these will result in time delay. If we need to reduce the time delay and provide real-time monitoring, it is far from enough to recognize the human activity just at the current time. Inferring the action at the next time in advance will be need to achieve real-time monitoring. Therefore, in this paper, we design a user behavior real-time monitoring method based on wireless body area network. Firstly, we design a wireless body area network data acquisition framework and develop a wearable device based on ZigBee. The device is embedded with MPU6050 6-axis acceleration gyroscope attitude sensor. The sensor is placed at the waist of the human body to collect the human body activity information. Then, the data will be transmitted to the host computer. Finally, this paper proposes an end-to-end neural network model called ATCRNN to infer the actions to be made by users at the next time according to the data of the past few times. It can accurately predict the walking, sitting, running, and climbing stairs, and the algorithm has good robustness and high recognition rate.

3. Wireless Body Area Network Data Acquisition Framework

3.1. Overall Framework Design. This paper designs a human activity data acquisition framework suitable for wireless body area network. The framework includes wearable sensing devices, intelligent computing terminals, and data cloud platform.

As shown in Figure 1, this paper designs a body posture data acquisition framework for wireless body area network. The framework includes wearable sensing devices, intelligent computing terminals, and data cloud platform. In the framework, wearable devices as sensing nodes are responsible for real-time acquisition of user’s somatosensory signals, such as acceleration, angular velocity, and other inertial data. As a terminal node, intelligent computing terminal not only undertakes the function of communication but also undertakes the function of calculation. The intelligent computing terminal receives the data for calculation and sends it to the cloud for storage. The wearable device uses ZigBee as the wireless communication module and sends the collected
data to the terminal node through ZigBee. As a visualization platform, data cloud platform obtains the data stored in the terminal node from the database and displays it in real time on the platform.

In the specific experimental process, the wearable device includes three components: STM32 is selected as the development board, MPU6050 is used as attitude sensor, and ZigBee module is used as communication module. ZigBee sink node sends data to the computer through serial port, and upper computer collects and calculates data. Finally, the results are displayed in the cloud platform.

3.2. Data Collection and Experiment. Based on the above framework system, we developed the upper computer software, which is responsible for real-time visualization of the collected data and saving it to the database. In order to verify the effectiveness of this method, simulation experiments are carried out. The host software is developed by python, PyQt is used as user interface component, and a friendly image interface is designed, which can display all kinds of perception data in real time. The collected data are shown in Figure 2.

In order to verify the effectiveness of the proposed method, a simulation scene experiment is carried out. Activity monitoring is an important issue in chronic disease management. We chose the most basic types of movements for monitoring. These actions include walking, sitting down, running, and climbing stairs. Bind the sensor node to the waist, as shown in Figure 3. In the experiments, two men and two women participated in the test. Table 1 shows their static information, including age, height, weight, and other basic physiological conditions. The subjects collected and labeled sensor data for four types of daily activities, including walking, sitting, running, and climbing stairs. One person’s action at a time lasts at least 5 minutes. In addition, in order to ensure the unbiased results, the data are randomly selected and arranged in a random order.

4. Data Processing

The data collected by the sensor are continuous time series data. There are 6 sensors, ax, ay, az, gx, gy, and gz, respectively. The acceleration data and gyroscope data represent three directions, respectively [23, 24].

In the traditional method based on machine learning, we need to analyze the original data and extract features manually. However, in the end-to-end deep learning method, there is no need to extract any manual features, and the data can be sent to the deep learning model only by preprocessing.

As can be seen from Figure 4, there are large differences in each data. For example, the value of ay is [0, 25000], but the value of ax is [−25000, 25000]. These collected data have different dimensions and units. If the data is analyzed directly without processing, it will affect the results of data analysis. In order to eliminate the dimensional impact between indicators, data standardization processing is required. Standardization processing can solve the data magnitude gap between data indicators due to measurement units and other reasons. After data standardization, the values of each feature of the original data are in the same order of magnitude, so that the comprehensive comparison and evaluation of each feature data can be carried out, and the Min-Max Normalization is used to transform the original data into [0,1]. The process can be expressed as follows:

$$\left(\theta_i, R_i\right) = \frac{\left(\theta^D_i, R^D_i\right) - \min \left(\theta^D_i, R^D_i\right)}{\max \left(\theta^D_i, R^D_i\right) - \min \left(\theta^D_i, R^D_i\right)},$$  (1)

where \(\left(\theta^D_i, R^D_i\right)\) is a sequence, \(\min \left(\theta^D_i, R^D_i\right)\) is the minimum value in \(\left(\theta^D_i, R^D_i\right)\), and \(\max \left(\theta^D_i, R^D_i\right)\) is the maximum value in \(\left(\theta^D_i, R^D_i\right)\). In the actual detection, the time delay of normalization is much less than the real detection delay, which can be ignored.

After Min-Max Normalization, we get time series data in the range of [0, 1] and the data shape is \([T, \text{features}]\), \(T\) represents the time length, and \(\text{features}\) represents the number of features (MPU 6050 collects 6 features). However, deep learning is used to deal with the task of supervised learning, time series data cannot be directly used for supervised learning, so we need to transform the time series data.

Firstly, the sliding window is used to segment the timing data. In the experiment, the device collects data every 20 ms. Figure 5 shows the segmentation process: the total time length is \(T\) and the window size is \(t\). After segmentation, multiple time slices are obtained, and the shape of each slice is \([t, \text{features}]\). Features are the feature number collected by the device. Here, it is 6.

After sliding window processing, the original time series data is divided into \(n\) slice data, which will be used as feature data. In order to reduce the time delay of real-time monitoring, it is far from enough to classify the actions at the current time. Our task is to infer the possible actions of the user at the next time, so we take the state of time \(t\) as the label of time \(t - 1\).

As shown in Figure 6, the original data shape is \([\text{sample}, 7]\), sample is the length of the sliding window and the data contains 6 features and 1 label. In Figure 5, we have demonstrated the segmentation process. So, we assign each slice data a label for the next time. Through these steps, we transform raw data
into feature $TrainX$ and label $TrainY$. After segmentation, each data in $TrainX$ has overlapping parts. But each data is independent, and they will not affect each other. This process is presented in Figure 6.

When we get $TrainY$, we need to encode $TrainY$. In this experiment, there are only four movements: walking, sitting down, running, and climbing stairs. We use one-hot encoding, as shown in Figure 7.

5. Time Series Convolution Network Model Based on Self-Attention

The current research on human activity recognition is to establish neural network model to detect the user’s current activation, but they do not infer the user’s activation at the next moment. Therefore, time series is added to the model to predict the user’s activation at the next moment by learning from the user’s previous sensor data.

In this paper, we establish a time series convolution network model based on self-attention (ATCRNN). The model first extracts the features between 6-axis sensor data through CNN, then sends the extracted features to LSTM and self-attention, respectively, for long-time and short-time feature extraction, and finally fuses the features and outputs them through the full connection layer.

5.1. Feature Extract Based on CNN. CNN temporal convolution layer is designed to extract the features from multidimensional data. This layer comprises convolution layer, pooling layer, and FC layer. The shape of the input data is $[n, v]$, where $n$ represents the length of the time series and $v$ represents the number of features.

Figure 8 shows the complete structure of the CNN layer. A whole CNN layer consists of convolution operation and Max-pooling operation. Convolution operation is the core of CNN layer. Different types of features can be extracted by convolution kernel, and each layer of data is usually convoluted by multiple convolution kernels [25, 26]. In this paper, two-dimensional convolution is used to extract multidimensional features according to the following formula:

$$X^{l+1}_c = f(W^{l+1}_c \ast X^l_c + b^{l+1}_c),$$  \hspace{1cm} (2)

where $X^l_c$ is the input data, $X^{l+1}_c$ is the data with convolution, $\ast$ denotes the convolution, and $f$ is an activation function. Here, we use ReLU as the activation function:

$$ReLU(x) = \max(0, x).$$  \hspace{1cm} (3)

In order to reduce the number of features and keep the local invariance, the pool layer is followed by the convolution operation. The calculation formula of pooling layer is as follows:

$$d^l_j = \sigma(b^l_j + \beta^l f_{down}(d^{l-1}_j)).$$  \hspace{1cm} (4)

In (4), $\beta$ is the pooling weight, and $f_{down}()$ is the pooling function. The common pooling functions are the maximum pooling function and the average pooling function, where $k$ is the size of the pooling core.

$$f_{down}(\alpha) = \max(\alpha_{ij}), \hspace{0.5cm} i, j \in [0, k],$$  \hspace{1cm} (5)

$$f_{down}(\alpha) = \frac{1}{k \times k} \left( \sum_i \sum_j \alpha_{ij} \right), \hspace{0.5cm} i, j \in [0, k].$$  \hspace{1cm} (6)

Table 1: Physiological statistics.

| Parameters          | Mean | Min | Max |
|---------------------|------|-----|-----|
| Age (year)          | 20   | 19  | 21  |
| Weight (kg)         | 65   | 45  | 75  |
| Height (m)          | 1.7  | 1.56| 1.78|

Figure 2: User interface.

Figure 3: Diagram of wearing.
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In training, the back-propagation gradient descent algorithm is used to adjust the parameters. CNN’s unique local receptive field and weight sharing mechanism limit the number of parameters to be trained within a certain range, which improves the training performance [27, 28].

5.2. Long-Time Extract Based on LSTM. The feature extracting of sensor data processed by CNN layer is input into LSTM layer to learn the long time series features. In the LSTM clock, the activation value of each neural unit at the previous time point is multiplied by the weight coefficient.
where \( i_t, f_t, o_t, c_t, \) and \( h_t \) represent the outputs of input gate, forgetting gate, output gate, control unit, and memory unit at time \( t \), respectively. \( b^i, b^f, b^o, \) and \( b^c \) are the corresponding offset vectors. \( W^i, W^f, W^o, W^c, V^i, V^f, V^o, \) and \( V^c \) are weight matrices.

The structure of LSTM network is designed as two hidden layers. Each hidden layer corresponds to an LSTM cell, which is expressed as LSTM-cell1 and LSTM-cell2 in turn.

When training the model, in order to achieve the trade-off between training efficiency and effect, the sensor data are input in batches. As a super parameter, the batch size can be selected by multiple assignment and test effect. A training iteration includes forward and back-propagation processes, and the parameters are updated once every iteration until the accuracy and loss tend to converge.

5.3. Short-Time Extract Based on Self-Attention. The feature mapping of inertial sensor data processed by LSTM network layer is input into the attention layer. The main body of the attention layer is the attention unit, but before the data enters the attention unit, it needs to be processed by the fully connected unit. Given that the input data size is \((n, t, f)\), the function of the fully connected unit is to map \( F \) features to \( F \ast \) features, which are the linear combination of the original \( F \) features [31–33]. This process can be used as a feature and processing to improve the resolution of attention coding in the next step. The idea of attention coding unit is to encode each time point based on the characteristics of each time point and obtain the higher level expression of features. The coding principle is as follows:

\[
 e_{ij} = a(S_{i-1}, h_{ij}),
\]

\[
 \alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{k=1}^{F} \exp(e_{kj})},
\]

\[
 C_t = \sum_{j=1}^{F} \alpha_{ij} h_j.
\]

In (12), (13), and (14), \( S_t \) is the encoder state at time \( t \), \( h_{ij} \) represents the \( j \)th feature at time \( t \), \( a \) is the conversion function, \( e_{ij} \) is the influence factor of the \( j \)th feature at time \( t \), \( \alpha_{ij} \) is the coding weight, and \( C_t \) is the coding result at time \( t \).
Feature Fusion. After the extraction of long-time and short-time features, we fuse the features at fusion layer as follows:

$$\tilde{X}_t = \tanh (F_{lstm}, F_{attention})$$

where $F_{lstm}$, $F_{attention}$ is the features extracted from LSTM layer and self-attention layer. Then, we use the full connection layer to infer the label of the activity. The activation function of the output is

$$\tanh (x) = \frac{\sinh x}{\cosh x} = \frac{e^x - e^{-x}}{e^x + e^{-x}}.$$  \hspace{1cm} (16)

Since we use one-hot to encode the label, so categorical crossentropy is used to calculate the loss.

$$\text{Loss}(\theta) = -\sum_{i=1}^{m} y_i \cdot \log \hat{y}_i.$$  \hspace{1cm} (17)

Figure 9 shows the complete structure of ATCRNN network. Attention time series convolution network model (ATCRNN) utilizes CNN, LSTM, and attention mechanism. Therefore, we designed the following network structure: the time series data collected by the sensor is sent to the 2-D CNN layer for feature extraction, and the time series features of different lengths are extracted by LSTM layer and self-attention layer. Then, features extracted by LSTM and self-attention will be fused in fusion layer. Finally, the model connect to dense layer to get the output.

### 6. Experimental Analysis

#### 6.1. Parameters and Test Environment

This experiment runs on the platform of Ubuntu 16.04 and is trained by Keras framework through CPU. In the process of training, the corresponding super parameters are obtained through several parameter tests and screening. The parameters are set in Table 2 as follows:

| Parameters       | Value |
|------------------|-------|
| Batch_size       | 128   |
| Epochs           | 100   |
| CNN unit         | 100   |
| LSTM unit        | 50    |
| Learning_rate    | 0.001 |
| Time_step        | 50    |

Figure 9 shows the complete structure of ATCRNN network.
6.2. Dataset. The dataset was obtained by four volunteers. The dataset contains 6550 pieces of data, including four types of actions: walking, sitting, running, and climbing stairs. The distribution of various data is shown in Figure 10. The dataset can be considered as a balanced dataset.

6.3. Model Construction. ATCRNN is built by Keras and the detail structure are shown in Figure 11. Intel Core i7 dual core processor is used in the test, which is carried out under MacOS 64 bit operating system. The model runs in Anaconda environment of Python 3.6 kernel.

6.4. Evaluation Metrics. In order to evaluate the performance of the algorithm, this paper uses accuracy, precision, recall, and F1 score to evaluate the model.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}, \tag{18}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}, \tag{19}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}, \tag{20}
\]

\[
F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}. \tag{21}
\]

Among them, FN (false negative) is positive sample judged as negative sample, FP (false positive) is negative sample judged as positive sample, TN (true negative) is negative sample judged as negative sample, and TP (true positive) is positive sample judged as positive sample.

6.5. Analysis of Model Results. Due the data, we got is a balanced dataset, so we use accuracy as the main evaluation metric. In the training set and test set, the accuracy is 96.24% and 97.15%, respectively. The confusion matrix on the test set is presented in Table 3 as follows:

We also compare the ATCRNN algorithm with other models. They are stacked LSTM model, stacked CNN model, and CNNLSTM model. The network structure of ATCRNN model is composed of CNN network, LSTM network, and attention network; the STACKLSTM model is composed of two LSTM networks; the StackCNN model is composed of two CNN networks; the CNNLSTM model is composed of CNN network and LSTM network. The four models involved in the comparison were trained with the same data, and the parameters were adjusted. The results in Table 4 are the best results of each model.

Through comparative evaluation, the accuracy of ATCRNN model is higher than those of the other three models. In the prediction of walking posture, both the ATCRNN model and StackCNN model have reached 100% prediction accuracy. The prediction accuracy of ATCRNN model for running is high. The prediction accuracy of sitting posture is 0.0067 lower than that of the optimal model. The accuracy of stair climbing posture is 0.0225 lower than the optimal result. But overall, the accuracy rate is 97.15%. It can also be seen from the results. In addition, attention can better extract time features and improve the accuracy of prediction.

6.6. Loss Compare. Figure 12 shows the loss comparison of the four algorithms in each epoch. It can be seen from the figure that the loss of CNNLSTM model and ATCRNN model is minimum and more stable at the beginning. The loss of StackLSTM is the most unstable. In general, the loss of ATCRNN and CNNLSTM is smaller and more stable, and the loss of ATCRNN is 0.03 less than that of CNNLSTM. The convergence of ATCRNN model is the best while that of CNNLSTM is the worst.
Table 3: Confusion matrix.

| Actual   | Walking | Sitting | Running | Climbing stairs | Accuracy |
|----------|---------|---------|---------|-----------------|----------|
| Walking  | 230     | 0       | 0       | 0               | 1.0      |
| Sitting  | 10      | 290     | 0       | 0               | 0.9666   |
| Running  | 0       | 10      | 290     | 0               | 0.9666   |
| Climbing stairs | 0 | 0 | 15 | 385 | 0.9625 |
| Recall   | 0.9583  | 0.9666  | 0.9508  | 1.0000          |          |

Figure 11: The detail structure of ATCRNN.
Table 4: Model comparison result.

| Algorithm   | Walking | Sitting | Running | Climbing stairs | Accuracy |
|-------------|---------|---------|---------|-----------------|----------|
| ATCRNN      | 1.0000  | 0.9666  | 0.9666  | 0.9625          | 0.9715   |
| StackLSTM   | 0.9391  | 0.9966  | 0.9600  | 0.9100          | 0.9487   |
| StackCNN    | 1.0000  | 0.8366  | 0.9600  | 0.9850          | 0.9437   |
| CNNLSTM     | 0.9782  | 0.9733  | 0.9600  | 0.9625          | 0.9674   |

Figure 12: Loss compare.

Figure 13: The influence of different experimenters.
6.7. User Impact. Considering the influence of individual users on the recognition effect, we conducted experiments on four volunteers. Based on the existing recognition model, we tested the recognition accuracy of four volunteers, and the results are shown in Figure 13. The recognition accuracy of volunteers’ gestures is slightly different due to the influence of user’s body shape and position. Among the four volunteers, the lowest recognition accuracy was 97.6%, the highest was 98.1%, and the average accuracy was 97.82%, which verified that the recognition model also has a good recognition ability for different user gestures.

7. Conclusion

This paper designs a real-time monitoring method based on wearable devices. This method uses wireless body area network for health care. Firstly, this paper introduces the overall framework of wearable device, introduces the structure and acquisition process of the device in detail, and gives a specific data preprocessing method based on a sliding window. Secondly, it will not meet the requirements of real-time monitoring if only classifying the action at the current time. So, this paper designs an end-to-end neural network model called ATCRNN to infer the actions to be made by users at the next time according to the data of the past few times. This model uses CNN and RNN to extract the spatial and temporal features of data and captures the context characteristics through self-attention. Finally, volunteers wore equipment to participate in the experiment. The activity categories in the experiment are walking, sitting down, running, and climbing stairs. The accuracy of behavior inference reached 97% with ATCRNN.

In the future, we will try to add some more complex data, so that our wearable devices can infer more movements in real time, and finally help patients recover.
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