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Abstract

Motivated by the increasing interest in applications of graph geodesic convexity in machine learning and data mining, we present a heuristic for computing the geodesic convex hull of node sets in networks. It generates a set of almost maximal outerplanar spanning subgraphs for the input graph, computes the geodesic closure in each of these graphs, and regards a node as an element of the convex hull if it belongs to the closed sets for at least a user specified number of outerplanar graphs. Our heuristic algorithm runs in time linear in the number of edges of the input graph, i.e., it is faster with one order of magnitude than the standard algorithm computing the closure exactly. Its performance is evaluated empirically by approximating convexity based core-periphery decomposition of networks. Our experimental results with large real-world networks show that for most networks, the proposed heuristic was able to produce close approximations significantly faster than the standard algorithm computing the exact convex hulls. For example, while our algorithm calculated an approximate core-periphery decomposition in 5 hours or less for networks with more than 20 million edges, the standard algorithm did not terminate within 50 days.
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1 Introduction

In recent years, there has been a growing interest in applications of geodesic convexity in graphs (see, e.g., [14]). This concept has been utilized successfully also in machine learning and data mining, besides other fields of computer science (e.g., genome rearrangement problems [5]). Examples include exact cluster recovery with queries [3], vertex classification in batch [6, 15, 16] and active learning [18], or mining complex networks [19, 17]. Regarding this latter application, a new type of core-periphery network decomposition [2] based on geodesic convexity has been proposed in [19]. The results in [19], as well as in subsequent papers [17, 20] clearly demonstrate that geodesic convexity based core-periphery decomposition provides further useful insights into the network’s structure, which have not been captured before. More precisely, by means of geodesic convexity, a broad class of real-world networks can be decomposed into a dense core surrounded by a sparse periphery (see Fig. 1 for a relatively small example). In contrast to the core, the shortest paths between most node pairs in the periphery are unique. As mentioned, such a decomposition enables the acquirement of new knowledge [19]. For example, basically the nodes in the core govern the degree distribution of the entire network or they have a higher clustering coefficients and a smaller geodesic distance to each other than the periphery nodes. A further nice property of convexity based core-periphery decomposition is that it is not characteristic to all network types. In particular, while for example social networks typically possess this kind of decomposition, this is not the case for standard random graph and network models, such as the Erdős-Rényi, Watts-Strogatz, or Barabási-Albert models (see [19]).
This and other applications of geodesic convexity rely on the basic operation of computing the \textit{geodesic convex hull} of a set \(X\) of vertices of a graph, that is, the \textit{smallest} set \(C\) of vertices containing \(X\) such that all vertices of all shortest paths with both endpoints in \(C\) belong also to \(C\). Such a smallest \(C\) always exists and it is unique. We will refer to the geodesic convex hull of a set of nodes as its \textit{closure}. It is a folklore result that the closure of a set of nodes of a network with \(n\) nodes and \(m\) edges can be calculated in \(O(nm)\) time (cf. [14]). This time complexity, which is cubic in \(n\) in the worst case, makes all approaches relying on geodesic convex hulls practically infeasible for large networks.

To overcome this problem, we give up the demand for \textit{correctness} and calculate only an \textit{approximation} of the closure of \(X\), by noting that we are not aware of any other existing closure approximation heuristic. More precisely, we generate a set of random spanning subgraphs of \(G\), compute the closure of \(X\) in these subgraphs separately, and regard a vertex of \(G\) as an element of the convex hull of \(X\) iff it belongs to the closure of \(X\) in at least a user specified percentage of the number of spanning subgraphs. The main question for this scheme is the choice of the class of the spanning subgraphs. At first glance, forests might seem a natural candidate for their nice algorithmic properties. However, a closer look at the problem as well as our empirical results reveal that already for graphs that are structurally very close to forests, a very poor approximation performance can be obtained in this way. This is because spanning forests may drastically distort shortest paths even in sparse graphs.

Instead of forests, we therefore consider the class of \textit{outerplanar graphs} [4] for spanning subgraphs for their nice algorithmic properties. Although this class is only slightly beyond that of forests in the structural hierarchy, our empirical results with large real-world networks show that for most networks, a close approximation of the geodesic convex hull can be obtained with outerplanar spanning subgraphs. Our main contributions are threefold. We (i) present a fast and easy to implement algorithm computing an \textit{almost inclusion} maximal outerplanar spanning subgraph in \(O(m)\) time, (ii) give an algorithm computing the (geodesic) convex hull in an \textit{outerplanar} graph \(G\) in time linear in its number of vertices and face number, where the face number is the maximum number of interior faces over the biconnected components of \(G\), and (iii) report experimental results with \textit{large} real-world networks which show that their cores (and hence, peripheries) can be approximated closely with this scheme in \textit{feasible} time. To the best of our knowledge, our approach and the algorithms in this work are all new. Furthermore, (i) and (ii) above may be of some independent interest as well.

Regarding (i), our algorithm relies on the paradigm used e.g. in [7]). In particular, it generates first a DFS tree and adds then iteratively further edges to the left or right side of the paths in the tree in such a way that the resulting graph remains outerplanar. Our experimental results clearly show that the spanning outerplanar graphs generated with this algorithm are \textit{nearly maximal} (less than 0.3\% of the edges were missing for maximality in the experiments).

Regarding (ii), the closure of a set \(X\) of vertices of an outerplanar graph \(G\) with \(n\) vertices can be computed in \(O(n|X|)\) time by solving the single source shortest path (SSSP) problem for all vertices in \(X\). Although this is already a significant improvement over the \(O(nm)\) bound for arbitrary graphs, we
calculate the closure with a more sophisticated algorithm. One of the strengths of this algorithm is that its complexity is independent of the cardinality of \( X \). More precisely, it computes the closure correctly and in \( O(nf) \) time, where \( f \) is the face number of \( G \). Although \( f = O(n) \) in the worst-case, our runtime results clearly reveal that this difference is essential in practice because \( f \) is typically negligible w.r.t. \( n \) (e.g., in case of outerplanar spanning subgraphs of Erdős-Rényi random graphs with around 1,000,000 edges, the average face number was consistently less than 80).

Finally, regarding (iii), our experiments with 15 large real-world networks show that their cores can be approximated with our heuristic algorithm with a Jaccard similarity between 82 and 99%. Furthermore, already 100 spanning outerplanar subgraphs sufficed to obtain a close approximation in all of our experiments. Thus, our algorithm is linear in the number of edges in practice, in contrast to the \( O(nm) \) worst-case complexity of the standard algorithm based on SSSP.

In particular, in case of networks with more than 20 million (and up to 117 million) edges, the approximate decomposition could be computed in 5 hours or less with our algorithm. In contrast, the computation of the exact core-periphery decomposition with the standard algorithm had to be aborted after 50 days. Regarding the approximate cores of the networks, their degree distributions were close to those of the exact ones.

The rest of the paper is organized as follows. In Sect. 2 we collect the necessary notions and fix the notation. Sections 3 resp. 4 contain the description of the algorithms generating spanning outerplanar subgraphs resp. computing the closure of a set of vertices in outerplanar graphs. In Sec. 5 we empirically evaluate our approach. Finally, in Sect. 6 we formulate some questions for further research.

2 Notions and Notation

For basic notions in graph theory, we refer e.g. to [3]. The set \( V \) of vertices (resp. \( E \) of edges) of a graph \( G = (V, E) \) is denoted by \( V(G) \) (resp. \( E(G) \)). By graphs we always mean finite undirected and unweighted graphs without loops and parallel edges that are connected and denote \( |V(G)| \) and \( |E(G)| \) by \( n \) and \( m \), respectively. Furthermore, for \( u, v \in V(G) \), \( uv \) stands for the edge \( \{u, v\} \in E(G) \). The path connecting two nodes \( u, v \) of a tree is denoted by \( Path(u, v) \).

Given a graph \( G \), the function \( I : V \times V \to 2^V \), called the geodesic interval, maps \( (u, v) \) to the union of the sets of vertices on all shortest paths between \( u \) and \( v \). A set \( X \subseteq V(G) \) is (geodesically) convex or closed if \( I(u, v) \subseteq X \) for all \( u, v \in X \). For all \( X \subseteq V(G) \), there exists a unique smallest closed set \( X' \supseteq X \), called the convex hull or closure of \( X \). Furthermore, the function \( \rho_G \) mapping the subsets of \( V(G) \) to their convex hulls is a closure operator, i.e., it is extensive (i.e., \( X \subseteq \rho_G(X) \)), monotone (i.e., \( X \subseteq Y \) implies \( \rho_G(X) \subseteq \rho_G(Y) \)), and idempotent (i.e., \( \rho_G(\rho_G(X)) = \rho_G(X) \) for all \( X, Y \subseteq V(G) \)). We omit \( G \) from \( \rho_G \) if it is clear from the context. For all graphs \( G \) and \( X \subseteq V(G) \), \( \rho(X) \) can be computed by iterating over all elements \( u \in \rho(X) \), starting with an arbitrary element of \( X \), as follows (see, e.g., [14]): Let \( X' \supseteq X \) be the set of elements in \( \rho(X) \) that have already been generated before we process the next element \( u \). Then add \( Y = \bigcup_{u \in X'} I(u, v) \) to \( X' \), where \( Y \) can be computed by solving the single-source shortest path (SSSP) problem (for unweighted graphs) from \( u \) to all elements of \( X' \). After all elements in \( X' \) have been processed, we have \( X' = \rho(X) \). It is a folklore result that the SSSP problem can be solved with breadth-first search (BFS) in \( O(n + m) \) time, implying that \( \rho(X) \) can be computed in \( O(nm) \) time.

A graph \( G \) is outerplanar [4] if it can be embedded in \( \mathbb{R}^2 \) in a way that no two edges cross each other (except possibly in their endpoints) and there exists a point \( P \in \mathbb{R}^2 \) such that each vertex of \( G \) can be reached from \( P \) by a simple curve that does not cross any of the edges. Removing all points and curves from the plane corresponding to the vertices and edges of \( G \), respectively, we obtain a set of connected “pieces” of the plane, called faces. Since \( G \) is finite, all faces are bounded except for one, the outer face. The bounded faces are called interior faces. The face number of a biconnected outerplanar graph is the number of its interior faces; the face number of an outerplanar graph \( G \), denoted \( \Phi(G) \), is the maximum of the face numbers of its biconnected components.

Let \( G \) be an outerplanar graph. All biconnected components, called blocks of \( G \) consist of a unique Hamiltonian cycle and a possibly empty set of (non-crossing) diagonals. Edges not belonging to blocks are called bridges. The block and bridge tree (BB-tree) \( \hat{G} \) of \( G \) is defined as follows [10]: For each block \( B \) of \( G \), (i) introduce a new vertex, called block vertex \( v_B \), (ii) remove all edges belonging to \( B \), and (iii) for
every vertex \(v\) of \(B\), connect \(v\) with \(e_B\) by an edge if \(v\) is adjacent to a bridge or to another biconnected component of \(G\); otherwise remove \(v\). It holds that \(G\) is a (free) tree and can be computed in \(O(n)\) time.

While \(\rho(X)\) can be computed in \(O(mn)\) time for arbitrary graphs, Thm. \[1\] gives rise to a faster algorithm for outerplanar graphs.

**Theorem 1** \([\|1\|]\). Let \(G\) be an outerplanar graph. Then for all \(X \subseteq V(G)\), \(\rho(X) = \bigcup_{u,v \in X} I(u,v)\).

Thus, in case of outerplanar graphs, it suffices to perform a BFS only from the elements of \(X\), resulting in the following corollary, by noting that \(m = O(n)\) in case of outerplanar graphs:

**Corollary 1.** Let \(G\) and \(X\) be as in Thm. \[7\] Then \(\rho(X)\) can be solved in time \(O(m|X|) = O(n|X|)\).

### 3 Spanning Outerplanar Subgraphs

The main contribution of this section is Alg. \[1\] which generates a random spanning outerplanar subgraph for an undirected graph \(G\) in time linear in \(m\). By Theorem 8 in \([9]\), for any graph \(G\), one can generate a spanning planar subgraph in \(O(m)\) time that is maximal w.r.t. planarity. According to \([9]\), the algorithm for spanning planar subgraphs can be modified in a way that it generates a maximal spanning outerplanar subgraph of \(G\), also in \(O(m)\) time. However, to the best of our knowledge, there exists no (simple) algorithmic realization of this result stated in \([9]\) (cf. the discussion in Sect. 3.5 in \([11]\)). We therefore propose an alternative algorithm that is easy to implement and fast in practice. Our experimental results with Erdős–Rényi random graphs clearly show that the spanning outerplanar graphs generated by our algorithm are almost maximal. More precisely, at most 0.3% of the edges were missing for maximality. We note that Alg. \[1\] can easily be modified in a way that the face number of the output spanning outerplanar graphs becomes controllable by some user specified upper bound. Thus, in the particular case that the face number is bounded by some constant, the algorithm presented in Section 4 calculates the closure of any set of vertices in the output outerplanar graph in \(O(n)\) time.

Similarly to \([7]\), our sampling algorithm is based on utilizing a basic property of Trémaux trees. More precisely, let \(G\) be an undirected graph and \(r \in V(G)\). We assume w.l.o.g. that \(G\) is connected. Let \(T\) be a DFS-tree of \(G\) rooted at \(r\). The connectivity of \(G\) implies \(V(T) = V(G)\). We regard \(T\) as a sorted tree, where the order on the children of the vertices is defined by the DFS traversal of \(G\). It is a well-known fact that \(T\) is a Trémaux tree of \(G\), i.e., \(v \preceq w\) or \(w \preceq v\) holds for all back edges \(vw \in E(G) \setminus E(T)\), where for all \(x, y \in V(T)\), \(x \preceq y\) iff \(Path(r, y) \subseteq T\) contains \(x\). In what follows, for all \(v, w \in V(T)\), \(p(v)\) denotes the parent of \(v\) in \(T\), \(d(v)\) stands for the depth of \(v\) in \(T\) (i.e., the length of \(Path(r, v)\) in \(T\)), and a back edge \(vw \in E(G) \setminus E(T)\) with \(v \preceq w\) is denoted by \((v, w)\).

It holds that the DFS traversal of \(G\) defines a sequence of paths \(P_1 = Path(r_1, l_1), \ldots, P_k = Path(r_k, l_k)\) in \(T\), where \(r_1 = r\), \(l_1\) is the leftmost leaf of \(T\), \(r_{i+1}\) is the deepest vertex of \(Path(r_i, l_i)\) such that it has a child not belonging to \(\bigcup_{j \leq i} V(P_j)\), and \(l_{i+1}\) is the leftmost leaf in the subtree of \(T\) rooted at \(r_{i+1}\) that is not an element of \(\bigcup_{i \leq j} V(P_j)\) \((1 \leq i < k)\). For all back edges \((v, w)\) with \(v \in V(P_i)\) we have that \(w\) is a vertex of \(Path(r, l_i)\). The sequence \(P_1, \ldots, P_k\) is referred to as the (ordered) sequence of DFS paths of \(G\) w.r.t. \(T\) (see Fig. 2, for an example with two paths).

Let \(G'\) be a connected outerplanar graph, \(T\) a DFS tree of \(G'\) rooted at \(r\) for some \(r \in V(G')\), and let \(Path(r_1, l_1), \ldots, Path(r_k, l_k)\) be the sequence of DFS paths of \(G'\) w.r.t. \(T\). Then \(G'\) has an embedding in the plane with the following properties: For all leaves \(l\) of \(T\) and for all vertices \(u\) on \(P = Path(r, l)\), the images of the vertices \(v\) of \(G'\) in \(\mathbb{R}^2\) can be rotated around that of \(r\), all in the same direction as \(u\), such that the \(x\)-coordinate of the point representing \(u\) becomes equal to that of \(r\), the new embedding preserves the non-crossing edge property, and all back edges with both endpoints in \(P\) are either on the left- or on the right-hand side of the vertical line containing \(P\).

Notice that if a back edge belongs to more than one path from a leaf to the root, then it is either to the left or to the right for all such paths. The set of left (resp. right) back edges of \(G'\) is denoted by \(L\) (resp. \(R\)). A vertex \(x\) of \(G'\) lying on \(Path(r, l_i)\) is reachable from left (resp. right) w.r.t. \(Path(r, l_i)\) if there is no left (resp. right) back edge \((v, w)\) with \(w < x < v\) such that \(x < r_i\) or \(v < l_i\).

Let \(G\) be a connected graph, \(T\) a DFS tree of \(G\), and \(G'\) be a spanning outerplanar subgraph of \(G\) containing \(T\) as a subgraph. We assume that \(G'\) is embedded into the plane in the way sketched above, i.e.,
(a) **Left:** Input graph $G$. **Right:** DFS-Traversal of $G$ rooted at $r$ with DFS edges in red and back edges in dashed black. The paths are $P_1 = \text{Path}(r_1, l_1)$ and $P_2 = \text{Path}(r_2, l_2)$.

(b) **Blue Edges:** Already added left edges for path $\text{Path}(r_1, l_1)$. **Gray Edges:** Still unprocessed edges in the current path $P = \text{Path}(r, l_2)$ drawn as a vertical line. $d$ denotes the node depth in $P$. The blue arrows denote valid back edges in $L$.

(c) Running the subroutine ADDEDGES for $l_2$. **Left:** Determine $E_L$ (valid left back edges in dashed blue). **Middle:** Determine $E_R$ (valid right back edges in dashed orange). **Right:** The table shows the algorithm parameters before adding the orange edges (black numbers), changes after adding the orange edges to $R$ are marked in orange.

Figure 2: (2a) shows an example of DFS-Traversal of a graph $G$, (2b) shows some possible intermediate result of Alg. 1 with unconsidered back edges starting at $l_2$ in dashed grey. (2c) shows the results of the ADDEDGES subroutine with edges in $E_L$ marked in dashed blue and edges in $E_R$ marked in dashed orange.
Algorithm 1: SPANNING OUTERPLANAR SUBGRAPH

Input: connected graph $G$

Output: spanning outerplanar subgraph $H$ of $G$

1. select a vertex $r \in V(G)$ at random;
2. generate a DFS tree $T$ of $G$ rooted at $r$ and with DFS paths

\[ P_i = [v_1 = r_i, \ldots, v_{n_i} = l_i], (1 \leq i \leq k); \]
3. $L_0, R_0 \leftarrow \emptyset, l \leftarrow 0$;
4. $\uparrow_L(r), \uparrow_R(r) \leftarrow 0$;
5. $\sigma_L(v), \sigma_R(v) \leftarrow$ FALSE for all $v \in V(T)$;
6. for $i = 1, \ldots, k$ do
7.   reach($r_i$) $\leftarrow \{R, L\}$;
8.   for $\delta \in \{R, L\}$ do
9.     if $\sigma_\delta(r_i) \lor r_i = r$ then $\uparrow_\delta(r_i) = d(r_i)$;
10.    else $\uparrow_\delta(r_i) = \uparrow_\delta(p(r_i))$;
11.   for $j = 2, \ldots, n_i$ do
12.     reach($v_j$) $\leftarrow \{R, L\}$;
13.     $\uparrow_L(v_j) = \uparrow_L(p(v_j)), \uparrow_R(v_j) = \uparrow_R(p(v_j))$;
14.     $F = \{(v_j, w) \in E : w < v_j\}$;
15.     $(E_L, E_R) = \text{ADDENDES}(v_j, F)$;
16.     $l \leftarrow l + 1$;
17.     $L_l = L_{l-1} \cup E_L, R_l = R_{l-1} \cup E_R$;
18. return $H = (V, E(T) \cup L_l \cup R_l)$;

all back edges of $G'$ are either left or right back edges. A back edge $(v, w) \in E(G) \setminus E(G')$ is valid if it can be added to $G'$ as a left or right back edge such that it intersects no other edges from $G'$ and for all vertices $v$ in the resulting graph there exists a path $P_i$ of $T$ such that $v$ is reachable from left or right w.r.t. $P_i$. One of the crucial steps in the generation of a spanning outerplanar graph of $G$ w.r.t. $T$ is to check the validity of back edges. To decide this problem in constant time, we introduce some further notions. More precisely, let $P_i = \text{Path}(r_i, l_i)$ be a DFS path of $T$ and $v$ be a vertex with $r_i \leq v$. Then

- reach($v, P_i$) $\subseteq \{R, L\}$ denotes the direction(s) from which $v$ can be reached in $G'$ w.r.t. $P_i$,
- $\uparrow_L(v)$ (resp. $\uparrow_R(v)$) denotes the smallest depth of the vertex $w$ on $\text{Path}(r, v)$ in $T$ such that $(v, w)$ is a valid left (resp. right) back edge, and
- $\sigma_L(v)$ (resp. $\sigma_R(v)$) is TRUE if there are $P = \text{Path}(r, l)$ and $u, w \in V(P)$ for some $j (1 \leq j \leq k)$ such that $v \in V(P)$, $(u, w)$ is a left (resp. right) back edge, and $w < v < u$; o/w it is FALSE.

Using the above notions and notation, we are ready to present Alg. 1 (see, also, Fig. 2 for an example to demonstrate the algorithm). In lines 1–2 it first computes a DFS tree of the input graph $G$ for some arbitrary root $r \in V(G)$ (see Fig. 2a). In lines 3–6 it initializes some variables. In particular, the left (resp. right) valid back edges that will be added to $T$ will be stored in the set variables $L_l$ (resp. $R_l$). Since no back edge going out from the root can be added to $T$, $\uparrow_L(r)$ and $\uparrow_R(r)$ are both set to 0. Furthermore, the Boolean variables $\sigma_L(v), \sigma_R(v)$ are set to FALSE for all $v \in V(T)$, as $T$ has no back edge initially.

The algorithm then processes the DFS paths $P_1, P_2, \ldots, P_k$ of $T$ in their DFS order defined above (cf. loop 6–17). For each $P_i = \text{Path}(r_i, l_i)$, it adds greedily as many as possible back edges to $\text{Path}(r_i, l_i)$ with at least one endpoint in $P_i$ such that the extension does not violate outerplanarity. In particular, it considers the vertices of $P_i$ one by one, from $r_i$ towards $l_i$ (Fig. 2b shows the new back edges added to $\text{Path}(r_i, l_i)$ in blue). While processing the vertices of $P_i$, their reachability is set to $\{L, R\}$ (cf. lines 7 and 12). Since we have not yet added any back edge to $P_i$, all of them are reachable from left as well as from right w.r.t. $P_i$. For simplicity, we omit the reference path $\text{Path}(r_i, l_i)$ from the notation, by noting that all vertices above $r_i$ inherit their reachability state w.r.t. some previous path $\text{Path}(r_j, l_j)$ with $j < i$.

For all vertices $v$ of $P_i$, $\uparrow_L(v)$ (resp. $\uparrow_R(v)$) is set to the depth of $r_i$ (cf. line 9) if (i) $v = r_i$, and there is a $j, 1 \leq j < i$, such that $r_j$ is not reachable from left (resp. right) w.r.t. $\text{Path}(r_j, l_j)$ or (ii) $v = r$; o/w it is
Algorithm 2: FUNCTION ADD EDGES

Assumed: undirected graph $G$ and DFS tree $T$ of $G$
Input: $v \in V(G)$ and a set $F$ of back edges, all with initial vertex $v$
Output: $E_L, E_R \subseteq F$ with $E_L = \emptyset$ or $E_R = \emptyset$

1. $E_L, E_R \leftarrow \emptyset$
2. for $\delta \in \{L, R\}$ do
3.  for $(v, w) \in F$ do
4.     if $\delta \in \text{reach}(w) \text{ and } \uparrow_{\delta}(v) \leq d(w)$ then
5.     add $(v, w)$ to $E_{\delta}$
6.     $X \leftarrow L, Y \leftarrow R$
7.     if $|E_R| > |E_L|$ then $X \leftarrow R, Y \leftarrow L$
8.     if $E_X \neq \emptyset$ then
9.         $\uparrow_Y(v) = d(p(v))$
10.    for $(v, w) \in E_X$ do
11.       for $x$ in the open intervall $(v, w)$ do
12.          delete $X$ from $\text{reach}(x)$
13.          $\uparrow_Y(x) = d(x)$
14.           $\sigma_X(x) = \text{TRUE}$
15.       if $X = L$ then return $(E_L, \emptyset)$
16. else return $(\emptyset, E_R)$

set to $\uparrow_L(p(v))$ (resp. $\uparrow_R(p(v))$) (cf. lines 10 and 13). Regarding the first case, there is no valid left/right back edge going out from $v$ satisfying (i) or (ii) and hence, its left/right smallest depth cannot be smaller than $d(v)$. For all other cases, if a back edge $(v, w)$ added to left (resp. right) destroys the reachability of some vertex $x$ with $w \preceq x$, then all other back edges $(v', w')$ with $v \preceq v'$ and $w' \preceq w$ added to left (resp. right) also destroy it. Hence, it suffices to store the depth of the vertex which has the lowest depth and is a valid endpoint for a back edge added to left (resp. right). After all relevant pieces of information have been calculated for $v_j$, we take the set of all possible back edges from $v_j$ ending in some vertex $w \prec v_j$ (line 14) and compute a maximal subset of this set of edges in function ADD EDGES that can be added to $\text{Path}(r, i_j)$ without destroying outerplanarity (line 15) (see Fig. 2b and 2c).

Function ADD EDGES is specified in Alg. 2. Its input consists of a vertex $v$ of $T$ and a set $F$ of candidate back edges for $\text{Path}(r, l_i)$ processed currently by Alg. 1 each with starting vertex $v$. Alg. 2 tries to add as many as possible edges of $F$ to $\text{Path}(r, l_i)$, either all from left or from right, without violating outerplanarity. In particular, each back edge $(v, w)$ is checked in loop 2–5 for left and right validity w.r.t. $\text{Path}(r, l_i)$ (cf. the condition in line 3) and, depending on the outcome of the test, is added to $E_L$ and $E_R$. As an example, all the gray edges in Fig. 2c violate at least one of the two conditions in line 3 of Alg. 2 while the colored edges fulfill both of them. Notice that once a back edge $(v, w) \in F$ has been added to one of the sides of $\text{Path}(r, l_i)$, then no back edge $(v', w') \in F$ can be added to its other side, as $\text{reach}(p(v), \text{Path}(r, l_i))$ became empty, violating the reachability property of $p(v)$. Thus, we can add either all edges from $E_L$ to the left or all edges from $E_R$ to the right side of $\text{Path}(r, l_i)$. Since our goal is to maximize the number of back edges in $G'$, we take the set with the greater cardinality (cf. lines 16–17).

After the selection of one of the two sets, say $E_L$ (the case of $E_R$ is analogous), we update the reachability information of the vertices on $\text{Path}(r, v)$ as follows: Since all back edges are of length at least 2, no back edge $(s, t)$ with $l_i \succ s \succ v \succ p(v) \succ t$ can be added to the right of $\text{Path}(r, l_i)$, as $p(v)$ became unreachable from both directions. Therefore, $\uparrow_R(v)$ has to be set to $d(p(v))$ (cf. line 9). Furthermore, for all back edges $(v, w) \in E_L$ and for all internal vertices $x$ of $\text{Path}(v, w)$, $x$ becomes unreachable from left (i.e., $L$ must be deleted from the reachability set of $x$ w.r.t. $\text{Path}(r, l_i)$). Moreover, $(v, w)$ prohibits any left back edge in any possible path $P_j = \text{Path}(r_j, l_j)$ with $x = r_j$ (i.e., $\sigma_L(x)$ has to be set to $\text{TRUE}$) (cf. line 14) and the terminal vertex of any right back edge in $P_j$ cannot be smaller w.r.t. the depth than $d(p(x))$ (i.e., $\uparrow_R(x)$ has to be set to $d(x)$). In our example in Fig. 2c by adding the orange edges to $R$ we update the parameters to the orange values (see, also, the table in Fig. 2c).
Theorem 2. For any connected graph \( G \), Alg. 1 returns a spanning outerplanar subgraph of \( G \) in \( O(m) \) time.

Proof. The claim follows from the fact that the algorithm first generates a spanning subtree in Line 2 and the results of Lemma 2 and Lemma 3 below.

To prove Lemma 2, we use the following auxiliary lemma.

Lemma 1. For all \( l \geq 0 \), \( \mathcal{L}_l \) (resp. \( \mathcal{R}_l \)) in Alg. 1 fulfills the properties:

1. For all \((v_1, w_1), (v_2, w_2) \in \mathcal{L}_l \) (resp. \( \mathcal{R}_l \)) and \( y \in V(G) \) satisfying \( w_2 < y < v_1 \) and \( w_2 < y < w_2 \), it holds that
   \[
   w_1 < w_2 \implies v_2 < v_1 \tag{1}
   \]
   \[
   w_1 = w_2 \implies v_1 < v_2 \text{ or } v_2 < v_1. \tag{2}
   \]

2. For all \((v_a, w_a) \in \mathcal{L}_l \) (resp. \( \mathcal{R}_l \)) and \( x \in V(T) \) with \( w_a < x < v_a \), there is no \((v_b, w_b) \in \mathcal{R}_l \) (resp. \( \mathcal{L}_l \)) with \( v_a \not< v_b \) and \( w_b \not< w_a \).

Proof. We prove (i) and (ii) by induction on \( l \) for direction left; the proof for direction right is analogous. Furthermore, for (i) we show only (1); the proof of (2) is similar. The base case \( l = 0 \) is trivial. For the induction step, let \((v_1, w_1), (v_2, w_2) \in \mathcal{L}_{l+1} \). If \((v_1, w_1), (v_2, w_2) \in \mathcal{L}_l \) (CASE 1), then (i) holds by the induction hypothesis. If \((v_1, w_1), (v_2, w_2) \in \mathcal{L}_l \setminus \mathcal{L}_l \) (CASE 2), then \( v_1 = v_2 \) and \( w_1 \neq w_2 \), implying (1). If \((v_1, w_1) \in \mathcal{L}_{l+1} \setminus \mathcal{L}_l \) and \((v_2, w_2) \in \mathcal{L}_l \) (CASE 3), then the order of processing the vertices of \( T \) implies \( v_1 \not< v_2 \). Moreover, as \((v_1, w_1) \) is a left back edge, we have \( \uparrow_L(v_1) \leq d(w_1) \) (cf. the condition in line 4 of Alg. 2 for \( \delta = L \)). Suppose \( w_1 < w_2 \). Then \( w_1 < w_2 < v_1 \). Assume for contradiction that \( v_1 \) and \( v_2 \) are incomparable. Then they lie on different paths in \( T \), implying \( w_2 < y < v_2 \) for \( y \) in (i). Since, by condition of this case, \((v_2, w_2) \) has been added to \( T \) before \((v_1, w_1) \), \( w_2 \) was considered before \( v_1 \) in the DFS traversal. Hence, there exists \( r_1 < v_1 \) such that \( w_2 < r_1 < v_2 \). Thus, after \((v_2, w_2) \) has been added to \( \mathcal{L}_l \) for some \( j \leq l \), we certainly have \( L \not< \operatorname{reach}(r_1) \) and \( \sigma_L(r_1) = \text{TRUE} \) (cf. lines 12 and 14 of Alg. 2).

In a later step, when processing \( v_1 \), we therefore have \( \uparrow_L(v_1) \geq d(r_1) \) (cf. lines 9 and 10 of Alg. 1). By \( w_1 < w_2 \) and \( w_2 < r_1 < v_2 \) we have \( w_1 < w_2 < r_2 \), from which \( d(w_1) < d(w_2) < d(r_1) \leq \uparrow_L(v_1) \) follows by \( \uparrow_L(v_1) \geq d(r_1) \). But this contradicts \( \uparrow_L(v_1) \leq d(w_1) \). Thus, \( v_1 \) and \( v_2 \) are comparable and hence, we have (1) by \( v_1 \not< v_2 \) for CASE 3. The proof of (1) for \((v_1, w_1) \in \mathcal{L}_l \) and \((v_2, w_2) \in \mathcal{L}_{l+1} \setminus \mathcal{L}_l \) (CASE 4) is analogous.

Regarding claim (ii), the base case is trivial. For the induction step, let \((v_a, w_a) \in \mathcal{L}_{l+1} \setminus \mathcal{L}_l \) with \( w_a < x < v_a \). Assume first \((v_a, w_a) \in \mathcal{L}_l \) and suppose for contradiction that there is a \((v_b, w_b) \in \mathcal{R}_{l+1} \setminus \mathcal{R}_l \) with \( v_a \not< v_b \) and \( w_b \not< w_a \). The induction hypothesis implies \((v_b, w_b) \in \mathcal{R}_{l+1} \setminus \mathcal{R}_l \). Then \( \uparrow_R(v_b) \geq \uparrow_R(v_a) \geq d(p(v_a)) \geq d(x) \geq d(w_b) \), where \( \uparrow_R(v_a) \geq d(p(v_a)) \) holds by line 9 of Alg. 2. Hence \((v_b, w_b) \) does not satisfy the condition in line 4 of Alg. 2 for \( \delta = R \), contradicting \((v_b, w_b) \in \mathcal{R}_{l+1} \). A contradiction for the case that \((v_a, w_a) \in \mathcal{L}_{l+1} \setminus \mathcal{L}_l \) and \((v_b, w_b) \in \mathcal{R}_{l+1} \setminus \mathcal{R}_l \) can be obtained in a similar way, by noting that we cannot have \((v_a, w_a) \in \mathcal{L}_{l+1} \setminus \mathcal{L}_l \) and \((v_b, w_b) \in \mathcal{R}_{l+1} \setminus \mathcal{R}_l \) (cf. lines 15 and 16 of Alg. 2).

Lemma 2. For all \( l \geq 0 \), \( G_l = (V(G), E(T) \cup \mathcal{L}_l \cup \mathcal{R}_l) \) is outerplanar after iteration \( l \) of loop \( \text{for} \) of Alg. 1.

Proof. We show by induction on \( l \) that \( G_l \) can be drawn in the plane in a way that

(i) all edges \((v, w) \in \mathcal{L}_l \) (resp. \((v, w) \in \mathcal{R}_l \)) that have been added to the DFS path \( P_i \) for some \( i \) (\( 1 \leq i \leq k \)) lie left (resp. right) w.r.t. \( P_i \) and do not intersect any other edge of \( G_l \) and

(ii) all vertices of \( G_l \) lie on the outer face.

The base case is trivial. For the induction step, suppose \( G_l \) has an embedding in the plane satisfying (i)-(ii). If \( \mathcal{L}_{l+1} = \mathcal{L}_{l+1} \setminus \mathcal{L}_l \) and \( \mathcal{R}_{l+1}^\text{new} = \mathcal{R}_{l+1} \setminus \mathcal{R}_l \) are both empty then the claim holds by the induction hypothesis. Otherwise, exactly one of them, say \( \mathcal{R}_{l+1}^\text{new} \), is non-empty by lines 15-16 of Alg. 2; the proof of the case \( \mathcal{R}_{l+1}^\text{new} \not= \emptyset \) is analogous. Let \( P_i = \text{Path}(r_i, l_i) \) be the DFS path \( (1 \leq i \leq k) \) and \( v \) be a vertex
of \( P_i \) such that the left back edges in \( L^\text{new}_{i+1} \) have been constructed for \( v \) in the outer loop of Alg. Then \( v \neq r_i \), and it is the initial vertex of all back edges in \( L^\text{new}_{i+1} \). Thus, each edge in \( L^\text{new}_{i+1} \) can be drawn left w.r.t. \( P_i \), without intersecting any other edge in \( L^\text{new}_{i+1} \). All edges in \( R_i \) with an endpoint in Path(\( r, l_i \)) are right w.r.t. \( P_i \). Hence, the edges in \( L^\text{new}_{i+1} \) can be drawn without intersecting these right back edges. Suppose for contradiction that there is a new edge \((v_2, w_2) \in L^\text{new}_{i+1} \) that cannot be drawn left w.r.t. \( P_i \), without crossing some other edge \((v_1, w_1) \in L_i \). By the induction hypothesis, \((v_1, w_1) \) could be drawn for some \( i' \leq i \) iteration also left w.r.t. \( P_i \), without crossing any other edge. Hence, we must have \( w_1 \prec w_2, w_2 \prec y \preceq v_1, \) and \( w_2 \prec y \preceq v_2 \), where \( y \) is the vertex with the largest depth satisfying \( y \preceq v_1, v_2 \). But then, \( v_2 \preceq v_1 \) by Lemma, contradicting that \((v_1, w_1) \) has been considered before \((v_2, w_2) \). Thus, \((v_2, w_2) \) can be drawn left w.r.t. \( P_i \) without intersecting any edges in \( L_i \) and hence, (i) holds.

To prove (ii), notice that if \((v, w) \in L_{i+1} \) destroys outerplanarity, then \((v, w') \in L_{i+1} \) with \( w' \prec w \) does the same. Thus, it suffices to consider the back edge in \( L_{i+1} \) with the terminal vertex of the smallest depth. Let \((v, w^*) \) be this back edge. We show that it is possible to add \((v, w^*) \) to the planar embedding such that all vertices \( x \) lie on the outer face and (i) stays valid. This is straightforward by induction for all vertices \( x \in V(T) \) with \( w^* \neq x \), so it suffices to consider \( V_1 = V(\text{Path}(w^*, v)) \) and \( V_2 = \{ x \in V(T) \setminus V_1 : w^* \prec x \} \).

We first prove the claim for the vertices in \( V_1 \). Suppose for contradiction that there is a vertex \( x \in V_1 \) that does not lie on the outer face. This can happen if there is \((v_0, w_0) \in R_i \) such that \( w^* \prec x \prec v \) and \( w_0 \prec x \prec v \). But this contradicts (ii) of Lemma. Regarding the other case, assume there is an \( x \in V_2 \) that does not lie on the outer face. Let \( x^* \in V_1 \) be the vertex with maximum depth such that \( x^* \prec x \prec v \). Assume there is an edge \((v', w') \in L_i \) with \( w' \prec x^* \prec v' \). Since one of \( w' \prec w^*, w^* \prec w' \), and \( w' = w^* \) holds, the condition of (i) of Lemma is fulfilled for \( x^* = y \). But \( v', v \) are incomparable, implying that such an edge does not exist. Hence, we can draw the outerplanar subgraph consisting of all vertices \( v \) with \( y \gtrsim x^* \) right to \( P_i \) such that all of its vertices and all other vertices of the graph lie on the outer face. Moreover, it can be redrawn such that no edges are crossing and this new embedding fulfills (i) because no back edge in the subgraph of all vertices \( y \) with \( y \gtrsim x^* \) lies left w.r.t. \( P_i \). This completes the proof of (ii).

Lemma 3. Alg. terminates in \( O(|E(G)|) \) time.

Proof. Note that \( T \) in line 2 can be computed in \( O(|E(G)|) \) time and \( \text{ADDEDGES} \) is called at most \( |V(G)| \) times in line 15. It can be checked in constant time whether an edge in \( F \) can be added to \( E_L \) or \( E_R \). If a back edge \((v, w) \) can be added, we have to update the properties of vertices between \((v, w) \) (cf. line 10). This can be done with a naive algorithm in quadratic time. However, we can store the vertices during the iteration over all \( P_i \) in a global stack that are reachable from both \( \text{left} \) and \( \text{right} \). If a new edge \((v, w) \) is added, we remove all vertices starting with the parent of \( v \) from the stack, unless we have found \( w \) (\( w \) will not be deleted from the stack); this is because these vertices cannot be the endpoints of other \( \text{left} \) or \( \text{right} \) edges. The runtime of this operation is linear in the number of elements removed from the stack. Once a vertex has been removed from the stack, it will never be added again to it, except for the case that it is equal to \( r_i \) for some \( i (1 \leq i \leq k) \). Hence the overall runtime of this operation is at most linear in the number of edges, implying the claimed total runtime of \( O(|E(G)|) \).

4 Closures in Outerplanar Graphs

This section deals with the following problem for outerplanar graphs:

Problem 1. Given a graph \( G = (V, E) \) and \( X \subseteq V \), compute \( \rho(X) \).

As discussed in Section 2, Problem can be solved in \( O(nm) \) time for arbitrary and in \( O(n|X|) \) time for outerplanar graphs. The complexity of the algorithm presented in this section for outerplanar graphs is \( O(nf) \), where \( f \) is the face number of \( G \). Thus, its complexity is independent of the cardinality of the input set \( X \). Since \( f = O(n) \), it does not improve the theoretical worst-case complexity \( O(n|X|) \). It has, however, two advantages over the algorithm sketched in Sect. 2. The first one is practical: Our experiments with various graphs clearly show that the face number of spanning outerplanar graphs is negligible, compared to their size (i.e., \( n \)). The second one is of theoretical interest: Allowing only at most \( c \) faces
Note that at this point of the algorithm we have \( v_C \) (line 6) and the union of \( \tilde{X} \) contains the set of nodes of \( \tilde{G} \) in the spanning outerplanar graphs for some biconnected component of \( G \). For any tree \( T \), the algorithm solving Problem 1 for outerplanar graphs is given in Alg. 3. We assume that the set of block nodes of \( \tilde{G} \) is stored in \( X_0 \) and \( Y \), respectively (lines 1-3). In line 4, it computes the set of block nodes representing such blocks of \( G \) that have at least one vertex from \( X_0 \). In a similar way, \( C_2 \) contains the set of nodes of \( \tilde{G} \) that belong to \( X_0 \) (cf. line 5). The closure of \( C_1 \cup C_2 \) in \( \tilde{G} \) is calculated in line 6 and the set of vertices belonging to \( V(G) \) is stored in \( X_1 \) (line 7). Note that at this point of the algorithm we have \( v \in X_1 \subseteq \rho(G) \) for all \( v \in \rho(G) \) not belonging to a biconnected component of \( G \). Furthermore, for all \( v \in \rho(G) \setminus X_1 \), \( v \) is on a shortest path in one of the blocks and with both endpoints in \( X \). Accordingly, in loop 8-11 the algorithm takes all block nodes \( v_B \) of \( \rho(G) \) that belong to the closed set \( C \); computes the closure of the set of vertices of the corresponding block \( B \) over \( B \) that are known to be closed (i.e., belong to \( X_i \)), updates the set of already known closed vertices in \( X_{i+1} \), and increments the loop variable \( i \). At the end, it returns the set \( X_i \).

It remains to discuss functions \( \tau \) and \( \beta \) (cf. lines 8 and 10). Regarding \( \tau \) (see Alg. 4), it computes the closure of a set of nodes of a tree. It iteratively removes all leaves of \( T \) that are not in \( X \) and returns the set of all nodes of \( T \) at the end that have not been deleted. The proof of the following lemma is straightforward:

**Lemma 4.** For any tree \( T \) with \( n \) nodes and for any \( X \subseteq V(T) \), Alg. 4 returns \( \rho_T(X) \) in \( O(n) \) time.

Regarding \( \beta \) (see Alg. 5), which computes the closure over biconnected outerplanar graphs, we first show that for any biconnected outerplanar graph \( B \) with \( f = \Phi(B) \) and for any \( X \subseteq V(B) \), there is a set \( G_X \subseteq X \) of cardinality linear in \( f \) such that \( \rho_B(G_X) = \rho_B(X) \). Furthermore, \( G_X \) can be constructed in linear time as follows (see, also, Alg. 5): Initialize \( G_X \) with \( \emptyset \) (cf. line 1) and process all interior faces \( F \) of \( B \) one by one in an arbitrary order as follows: If \( F \) has no vertex from \( X \) then disregard \( F \); o/w choose an arbitrary vertex \( w \) from \( X' = V(F) \cap X \). For that \( w \), calculate the furthest vertex \( u \in X' \) and the furthest vertex \( v \in (X' \setminus V(F)) \cup \{w\} \), and add \( u \) and \( v \) to \( G_X \) (cf. lines 4 and 7 of Alg. 5). Note
Algorithm 5: Function GeneratorSet

Input: biconnected outerplanar graph $B$, $X \subseteq V(B)$
Output: $G_X \subseteq X$ such that $\rho_B(G_X) = \rho_B(X)$

1. $G_X \leftarrow \emptyset$  // $G_X \subseteq X$: generator set for $\rho_B(X)$

2. forall interior faces $F$ of $B$

3. \[ X' \leftarrow V(F) \cap X; \]

4. if $|X'| > 0$ then

5. \[ u = \arg \max_{x \in X'} d(x, v) \] to $G_X$;

6. add $v = \arg \max_{x \in (X' \setminus \rho_F(u, v)) \cup \{w\}} d(x, w)$ to $G_X$;

7. if $w \notin \rho_F(\{u, v\})$ then

8. \[ \text{add } w \text{ to } G_X; \]

9. return $G_X$;

Figure 3: (left) Biconnected outerplanar graph $B$ with $X \subseteq V(B)$ in blue, (middle) generator set $G_X \subseteq X$ in red, (right) $\rho(X) = \rho(G_X)$.

that $\rho_F(\{u, v\}) = V(F)$ if $d(u, w) = \ell/2$, where $\ell$ is the (cycle) length of $F$; o/w it is the set of vertices of the (unique) shortest path between $u$ and $w$. If $w$ does not lie on a shortest path between $u$ and $v$ (cf. line 8), then add $w$ to $G_X$ as well. Note that $u$ and $v$ can be equal to $w$. Hence, we add at least one and at most three vertices of $X'$ to $G_X$ for $F$. As an example, consider the biconnected outerplanar graph $B$ and the set $X \subseteq V(B)$ marked with color blue in Fig. 3. A generator set $G_X$ containing the four vertices (red) is given in the middle. In case of the largest face of $G$, suppose we first select $w \in X$. For $w$, we first add $u$ and then $v$ to $G_X$ by the algorithm; $w$ is not added because it is on a shortest path between $u$ and $v$.

The closure $\rho(X) = \rho(G_X)$ is given on the right-hand side of Fig. 3. We have the following result about Alg. 5.

Lemma 5. Let $B$ be a biconnected outerplanar graph with $f = \Phi(B)$. Then for all $X \subseteq V(B)$, Alg. 5 computes a set $G_X \subseteq X$ in $O(u)$ time such that $\rho_B(G_X) = \rho_B(X)$ and $|G_X| = O(f)$.

Proof. Since $G_X \subseteq X$, $\rho_B(G_X) \subseteq \rho_B(X)$ follows from the monotonicity of $\rho_B$. We show $\rho_B(X) \subseteq \rho_B(G_X)$ by induction on $f$. The base case $f = 1$ is trivial if $B$ has at most two vertices from $X$. Otherwise, let $u, v, w$ be the vertices considered by Alg. 5 for $F = B$. Since $|V(B) \cap X| \geq 2$, we have $u \neq w$. If $v = w$, then $G_X = \{u, v\}$ and $X \subseteq \rho_B(G_X)$, from which the monotonicity and idempotency of $\rho_B$ imply $\rho_B(X) \subseteq \rho_B(G_X)$. If $v \neq w$, then $u, v, w$ are pairwise different. Furthermore, by definition of this case, $w$ does not lie on the (unique) shortest path between $u$ and $v$. But then $X \subseteq V(B) = \bigcup_{x \in \rho_B(G_X)} \rho_B(\{x, y\}) = \rho_B(G_X)$, where the last equality holds by Thm. 3 from which $\rho_B(X) \subseteq \rho_B(G_X)$ follows, again by monotonicity and idempotency. For the induction step, let $B$ be a biconnected outerplanar graph with interior faces $F_1, \ldots, F_{f+1}$ for some $f \geq 1$. We can assume w.l.o.g. that $F = F_{f+1}$ is adjacent to exactly one interior face. Then $F_1, \ldots, F_f$ form a biconnected outerplanar graph $B'$. Let $X_1 = X \cap V(B')$ (resp. $X_2 = X \cap V(F)$) and $G_{X_1}$ (resp. $G_{X_2}$) be the generator set constructed for $B'$ (resp. $F$) by Alg. 5. Note that $G_X = G_{X_1} \cup G_{X_2}$. Thm. 5 implies

$$
\rho_B(X) = \rho_B(X_1) \cup \rho_B(X_2) \cup \bigcup_{u \in X_1, v \in X_2} \rho_B(\{u, v\}).
$$

(3)
Lemma 6. We have
\[
\rho_B(X_1) \subseteq \rho_B'(G_{X_1}) = \rho_B(G_{X_1}) \subseteq \rho_B(G_X)
\]
\[
\rho_B(X_2) \subseteq \rho_F(G_{X_1}) = \rho_F(X_2) = \rho_B(G_{X_1}) = \rho_B(G_X),
\]
by \(\rho_B(X_1) = \rho_B'(X_1), \rho_B'(X_1) = \rho_B(G_{X_1}) = \rho_B(G_{X_2}) = \rho_B(G_X),\) and by the induction hypothesis to \(B'\) and \(F\). Below we show that for all \(u \in X_1, v \in X_2,\)
\[
\rho_B(\{u, v\}) \subseteq \bigcup_{x, y \in G_X} \rho_B(\{x, y\}) = \rho_B(G_X),
\]
from which \(\rho_B(X) \subseteq \rho_B(G_X)\) follows by \([5, 5]\). To prove \([6]\), let \(u \in X_1, v \in X_2,\) and let \(F_u\) be the interior face of \(B\) containing \(u\). By construction, there are \(u_1, u_2 \in G_X\) such that \(u \in \rho_B'\{u_1, u_2\}\) and \(\rho_B'\{u_1, u_2\} \cap G_X = \{u_1, u_2\}\). Similarly, there are \(v_1, v_2 \in G_X\) with \(v \in \rho_F\{v_1, v_2\}\) and \(\rho_F\{v_1, v_2\} \cap G_X = \{v_1, v_2\}\). It holds that for all shortest paths \(P_u\) between \(u\) and \(v\), there is a shortest path \(P_{u, v} = P_u \oplus P_{u', v'}\) that contains \(P_{u, v} = P_u \oplus P_{u', v'}\), where \(\oplus\) denotes the path concatenation operation and \(P_{u', v'}\) is a shortest path from some \(u' \in \{u, u_1, u_2\}\) to \(u\) (resp. \(v' \in \{v, v_1, v_2\}\)). One can easily check that \(V(P_{u, v}) \subseteq \rho_B(\{u', v\}) = V(P_{u', v'}) \subseteq \rho_B(\{v, v'\})\) are both subsets of \(\rho_B(G_X)\), from which \([6]\) holds by \(V(P_{u, v}) \subseteq \rho_B(G_X),\) completing the proof of \(\rho_B(X) \subseteq \rho_B(G_X)\).

The linear time complexity of Alg. \([5]\) follows from the facts that each iteration of the loop can be carried out in \(O(|V(F)|)\) time and the sum of the sizes of the faces \(F\) is \(O(n)\).

We are ready to present Alg. \([6]\) computing the closure of a set of vertices over a biconnected outerplanar graph (see line \([10]\) in Alg. \([3]\)). The input of Alg. \([6]\) consists of a biconnected outerplanar graph \(B\) and a set \(X \subseteq V(B)\). Using Alg. \([5]\) it first computes a generator set \(G_X\) for \(B\) and \(X\) and computes then \(\rho_B(X) = \rho_B(G_X)\) in time \(O(|V(B)| \cdot |G_X|)\) by Cor. \([1]\).

Lemma 6. Let \(B, f,\) and \(X\) be as in Lemma \([5]\). Then Alg. \([6]\) computes \(\rho_B(X)\) correctly and in \(O(|V(B)|f)\) time.

In order to state Thm. \([3]\) the main result of this section, we need some further notation. For any \(v \in V(G), \Gamma(v)\) denotes \(\{v\}\) if \(v \in V(G); \) o/w \(\Gamma(v) = V(B),\) where \(B\) is the block of \(G\) represented by \(v\). Prop. \([1]\) below is used in the proof of Thm. \([3]\). Its proof follows from the definitions.

Proposition 1. Let \(G\) be an outerplanar graph and \(x \in V(G)\),

(i) Let \(\tilde{G}\) be the BB-tree of \(G\) and \(u, v \in V(\tilde{G})\). If \(x \in V(\tilde{G}),\) then \(x\) is on the shortest path \(\tilde{G}\) between \(u\) and \(v\) iff it is on a shortest path in \(G\) between \(u'\) and \(v'\), for all \(u' \in \Gamma(u)\) and \(v' \in \Gamma(v)\).

(ii) Let \(B\) be some block of \(G\) and \(u, v \in V(B)\). Then \(x\) is on a shortest path in \(B\) connecting \(u\) and \(v\) iff it is on a shortest path in \(G\) between \(u\) and \(v\).

Theorem 3. For outerplanar graphs, Alg. \([3]\) solves Problem \([2]\) correctly and in \(O(nf)\) time, where \(f = \Phi(G)\).

Proof. Regarding the correctness, for the \(X_i\)s in Alg. \([3]\) we have \(X = X_0 \subseteq X_1 \subseteq \ldots \subseteq X_N \subseteq V(G)\) (cf. lines \([2, 7]\) and \([10]\), where \(N\) is the value of \(i\) at termination. We show that \(X_N = \rho(X)\). This is straightforward for \(|X| \leq 1,\) so assume \(|X| > 1\). We prove the soundness (i.e., \(X_N \subseteq \rho(X)\)) by showing with induction on \(i\) that \(X_i \subseteq \rho(X)\) for all \(i\). The proof of the case \(i = 0\) is automatic by the extensivity of \(\rho\). For \(i = 1,\) the same argument holds if \(x \in X_0,\) so consider the case that \(x \in X_1 \setminus X_0.\) Then, by
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5 Experimental Results

Our experiments presented in this section are concerned with three properties of the proposed heuristic. First, we evaluate Alg. 1 generating outerplanar spanning subgraphs for its runtime and for the quality of its output. The runtime results are compared also to those of standard algorithms generating spanning trees. Second, we compare the runtime of our outerplanar closure algorithm (Alg. 3) to that of the naïve algorithm for outerplanar graphs (see Sect. 2). Third, using large real-world networks [12], we empirically evaluate the approximation performance of our heuristic on the core-periphery decomposition [19] problem. For the implementation[1] we used the C++-library SNAP 6.0 [13]. All experiments were conducted on an AMD Ryzen 9 3900X with 64GB RAM.

5.1 Datasets

ERDŐS-RÉNYI I This dataset contains small Erdős-Rényi random graphs. The size of the graphs vary, ranging from $n = 100$ to $500$, with a step size of $100$ and for 10 different edge probabilities, from $p = 0.05$ with a step size of 0.01. For each of the 50 different configurations of $(n, p)$, 100 connected Erdős-Rényi random graphs have been generated.

ERDŐS-RÉNYI II This dataset contains also Erdős-Rényi connected random graphs with 10 different sizes from $n = 1,000$ with a step size of 1,000 and with edge probabilities ranging from $p = 0.006$ to $p = 0.02$, with step size 0.002. Below $p = 0.006$, the graphs were too sparse for our purpose. For $n = 10,000$ and $p = 0.02$, the graphs contain around 1,000,000 edges. For all configurations of $(n, p)$, 100 connected Erdős-Rényi random graphs have been generated.

[1] The code is available at [https://github.com/fseiffarth/GCoreApproximation](https://github.com/fseiffarth/GCoreApproximation)

[2] We use only small graphs because testing how many edges can be added to the graph without destroying outerplanarity is in $O(nm)$. 
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5.2 Sampling outerplanar spanning subgraphs

By Thm. 2, Alg. 1 generates random spanning outerplanar graphs in $O(m)$ time, which is, at the same time, the complexity of sampling random spanning trees (without the demand of uniform generation). The goal of our first experiments was to investigate the practical time overhead of Alg. 1 needed to generate spanning outerplanar graphs, instead of spanning trees. The following algorithms have been considered for this purpose: (O1) is Alg. 1, (SBFS) implemented in SNAP 6.0 generates a spanning BFS spanning tree, and (BFS) resp. (DFS) are our own implementations generating spanning BFS resp. DFS spanning trees.

We also consider (O2), which first calls (O1) and then calculates the BB-tree as well as the biconnected components of the output outerplanar graphs returned by (O1). The reason of considering (O2) is that our closure algorithm requires these additional pieces of information as well.

We used the Erdős-Rényi II dataset for these experiments. More precisely, for each of the 100 random graphs for a particular value of $(n, p)$, we first generated a spanning outerplanar subgraph/tree with the above algorithms and compared their average generation runtime. The results are given in Fig. 4. On the left-hand side we present the average runtime (in sec) of the algorithms per sample as a function of the number of edges in the input graphs. Our algorithms (O1) and (O2) scale linearly with the number of edges and are almost as fast as (BFS) and (DFS). Surprisingly, (SBFS) is even slower than (O2), though it generates spanning trees only. As expected, (O2) is a bit slower than (O1) for the additional information it calculates. We will see that this is not a drawback w.r.t. the total time because the auxiliary structure generated by (O2) allows for a much faster closure computation. For graphs with around $10^6$ edges, (BFS) needs 0.38s per spanning tree, while (O1) resp. (O2) 0.4s resp. 0.47s per spanning outerplanar graph.

If, however, we normalize the runtime by the number of edges in the spanning subgraph, (O1) is even faster than (BFS) and (DFS) (see Fig. 4 (right)). In summary, the time overhead of generating spanning outerplanar graphs instead of spanning trees is marginal.

Besides runtime, we experimentally investigated the output outerplanar graphs of Alg. 1 for their maximality and found that in all cases, they were at least almost maximal. These experiments were motivated by the fact that more edges in the spanning subgraph preserve more shortest paths. For our experiments, we greedily added the edges of the input graph to the output of Alg. 1 which did not violate outerplanarity. Since this test needs $O(m^2)$ time, we used the ERDŐS–RÉNYI I dataset containing small graphs. The results are presented in Table 1 for $n = 500$ and different edge probabilities; we expect a similar behavior on larger graphs because the crucial factor for maximality is the graphs’ density, and not their size. Around 18% of the output outerplanar subgraphs were maximal, for the non-maximal outerplanar graphs only a few edges (in average less than 0.3% of the edges) per graph were missing for maximality.
Table 1: Percentage of maximal outerplanar graphs and closeness to a maximal outerplanar graph (in %) of the output of Alg. 1 for graphs with $n=500$ in the ERDős-RÉNYI I dataset.

| Edge Prob. | #Edges  | Maximal (%) | Relative maximality (%) |
|------------|---------|-------------|-------------------------|
| 0.06       | 7,485   | 24          | 99.79 ($\pm$ 0.18)     |
| 0.08       | 9,980   | 21          | 99.76 ($\pm$ 0.19)     |
| 0.10       | 12,475  | 17          | 99.73 ($\pm$ 0.22)     |
| 0.12       | 14,970  | 12          | 99.73 ($\pm$ 0.21)     |
| 0.14       | 17,465  | 14          | 99.74 ($\pm$ 0.18)     |

5.3 Computing closures in outerplanar graphs

In this section we empirically evaluate Alg. 3. More precisely, we take the output $G$ of (O1) for each graph in the ERDős-RÉNYI II dataset. For each $G$, we first generate a random spanning tree $T$ of $G$ and construct then a possibly non-outerplanar graph $G'$ via adding $m-n+1$ edges to $T$. Thus, $G$ and $G'$ have the same number of vertices and edges. Fig. 5 (left) shows the average runtime needed to calculate the closures on $G$ and $G'$ for a random subset of 1% of the vertices. (C1) is the naive closure algorithm for the outerplanar graphs (i.e., it calculates the shortest paths between all pairs of input vertices). (C2) is our Alg. 3 and (CGraph) is the naive closure algorithm for the arbitrary graphs. Recall that the complexity of (CGraph) is $O(nm)$, where $m = O(n)$ by construction, it is $O(n|X|)$ for (C1), where $|X| = n/100$, and $O(nf)$ for (C2), which is independent of $|X|$. The results are in accordance to these complexities. In particular, the closure computation on the arbitrary graphs $G'$ is slower by a factor up to 300 than on the outerplanar graphs $G$ with (C1) and (C2) (see left of Fig. 5). The right part of Fig. 5 is scaled down for (C1) and (C2). It clearly shows that (C2) (i.e., Alg. 3) is much faster in practice than the naive algorithm (C1). In particular, (C2) seems to be the only out of the three algorithms which scales linearly with the number of edges. This indicates that the face number $f$ in the time complexity $O(nf)$ is negligible in practice.

This observation is supported by Table 2 containing the average face number of the generated spanning outerplanar subgraphs for the graphs with $n = 10^4$ vertices in the ERDős-RÉNYI II dataset. Somewhat surprisingly, the average face number does not increase with the density. Fig. 6 shows the average face number as a function of the number of vertices (left) and the number of edges of the input graphs (right), where the colors represent different edge probabilities. The results indicate that in practice, the face number seems to be sublinear in the graph size for fixed density (in our experiments, it was always less than 80), justifying the better runtime of our closure computation algorithm (see, again, the right of Fig. 5).
| Edge Prob. | #Edges  | Avg. #Output Edges | Avg. Face Number |
|------------|---------|--------------------|------------------|
| 0.008      | 399,960 | 11,077.61 (± 19.76) | 76.11 (± 25.38)  |
| 0.012      | 599,940 | 11,342.36 (± 23.01) | 70.52 (± 16.36)  |
| 0.016      | 799,920 | 11,561.69 (± 25.60) | 71.77 (± 19.26)  |
| 0.020      | 999,900 | 11,755.85 (± 27.71) | 65.95 (± 14.14)  |

Table 2: Output of Algorithm [1] on ERDŐS-RÉNYI II random graphs with fixed size of $n = 10^4$, averaged over 100 samples.

Figure 6: Face numbers of outerplanar subgraphs generated by Algorithm [1] for the ERDŐS-RÉNYI II dataset. (left) Average face number against the graph size. (right) Average face number against input edge number (colors depict edge probabilities).
| Graph                     | Size \(n\) | #Edges \(m\) | Density | Size Core | #Edges Core | Time [s] | Approx. Core | Time [s] | Jaccard sim. |
|--------------------------|-------------|--------------|---------|-----------|------------|---------|--------------|---------|-------------|
| com-Orkut                | 3,072,441   | 117,185,083  | 2.5e-05 | n.a.      | n.a.       | n.a.   | 2,915,420    | 1.8e+04 | n.a.        |
| soc-LiveJournal1         | 4,843,953   | 43,362,750   | 3.7e-06 | n.a.      | n.a.       | n.a.   | 3,018,149    | 8.7e+03 | n.a.        |
| soc-pokee-relationships  | 1,632,803   | 22,301,964   | 1.7e-05 | n.a.      | n.a.       | n.a.   | 1,390,297    | 6.5e+03 | n.a.        |
| com-youtube.ungraph      | 1,134,890   | 2,987,624    | 4.6e-06 | 390,825   | 2,169,158  | 8.9e+05 | 338,654      | 2.2e+03 | 0.82 (0.73) |
| com-dblp.ungraph         | 317,080     | 1,049,866    | 2.1e-05 | 90,077    | 438,265    | 7.0e+04 | 92,833       | 5.3e+02 | 0.92 (0.87) |
| com-amazon.ungraph       | 334,863     | 925,872      | 1.7e-05 | 216,109   | 643,075    | 2.2e+05 | 231,618      | 5.2e+02 | 0.88 (0.87) |
|Slashdot0902             | 82,168      | 582,533      | 1.7e-04 | 48,718    | 514,338    | 1.4e+04 | 45,558       | 1.6e+02 | 0.92 (0.68) |
|Cit-HepPh                | 34,401      | 420,828      | 7.1e-04 | 32,111    | 417,050    | 6.1e+03 | 32,309       | 9.6e+01 | 0.99 (0.97) |
|Cit-HepTh                | 27,400      | 352,059      | 9.4e-04 | 24,832    | 347,918    | 3.5e+03 | 25,049       | 7.7e+01 | 0.98 (0.98) |
|CA-AstroPh               | 17,903      | 197,031      | 1.2e-03 | 9,487     | 142,943    | 6.4e+02 | 9,522        | 3.0e+01 | 0.95 (0.93) |
|CA-CondMat               | 21,363      | 91,342       | 4.0e-04 | 8,603     | 49,682     | 4.0e+02 | 8,761        | 3.5e+01 | 0.94 (0.90) |
|CA-HepPh                 | 11,204      | 117,649      | 1.9e-03 | 4,825     | 63,548     | 1.8e+02 | 4,804        | 1.8e+01 | 0.93 (0.91) |
|Wiki-Vote                | 7,066       | 100,736      | 4.0e-03 | 4,579     | 98,026     | 1.3e+02 | 4,452        | 1.5e+01 | 0.97 (0.78) |
|CA-HepTh                 | 8,638       | 24,827       | 6.7e-04 | 3,605     | 14,161     | 4.6e+01 | 3,669        | 1.2e+01 | 0.96 (0.93) |
|CA-GrQc                  | 4,158       | 13,428       | 1.6e-03 | 1,336     | 5,036      | 7.0e+00 | 1,380        | 6.0e+00 | 0.92 (0.88) |

Table 3: Large real-world networks with number of vertices \(n\), number of edges \(m\), density, number of vertices and edges in the core, time to calculate the exact core in seconds (or n.a. if it was not possible within 50 days), size of the approximated core, time to calculate the approximated core, and the Jaccard similarities of the exact and approximated cores obtained by grid search over \(l\) and \(t\), and for \(l = 5, t = 1\%\) in brackets (values of at least 0.9 in bold). The networks are sorted by \(n \cdot m\).
5.4 Core approximation in real-world networks

Finally, we present experiments concerning the approximation of cores in large real-world networks. Following [19], the core $C$ of a graph $G$ is defined by $\bigcap_{j=1}^i C_j$, where $i$ is the smallest integer satisfying $\bigcap_{j=1}^i C_j = \bigcap_{j=1}^{i+1} C_j$ and $C_j = \rho(X_j)$, is the closure of $X_j \subseteq V(G)$ containing $k > 0$ vertices selected independently and uniformly at random. As a compromise between runtime and stability w.r.t. random effects, we choose $k = 10$. For each of the networks in Table 3 the fixed point was reached after $i = 3$ iterations.

We used 15 networks from [12] in our experiments. The size ($n$) and order ($m$) of some of them are more than 1,000 times larger than those in [19]. Table 3 contains the size of the exact cores and the runtime of computing them. While the exact core of the 3 largest networks could not be computed within 50 days, our algorithm produced the approximate cores in 5 h for these very large networks; in less than 40 min for all other graphs.

For the approximation, for each large network we generated 100 spanning outerplanar subgraphs with Alg. 1 and calculated the closure of all randomly chosen vertices on each of these outerplanar graphs with Alg. 3. Given the 100 closed sets in the outerplanar subgraphs obtained in this way, a vertex $v \in G$ was regarded as closed iff it was contained in at least $t\%$ of the closed sets. The approximate core $\tilde{C}$ was then calculated in the same iterative way as the exact one, but with the approximate closed sets. We compared exact and approximate cores with each other using Jaccard similarity. The first value in the last column of Table 3 denotes the best Jaccard similarity achieved via a grid search over $l \in \{5, \ldots, 2000\}$ and $t \in \{1\%, \ldots, 10\\%\}$. We stress that using higher values of $l$ has no impact on the time complexity of our algorithm, as it depends on $n$ and the face number only (cf. Section 4). The second value (in brackets) denotes the Jaccard similarity for the approximate core obtained for $l = 5$ and $t = 1\%$.

For 12 out of the 15 graphs, we obtained a Jaccard similarity of around 0.8 or more; for 9 even at least 0.9. As an example, in Fig. 7 we show the exact core and periphery of the CA-HepTh network (see (a) and (b)) and their approximations (see (d) and (e)) for $l = 5$ and $t = 1\%$ (see, also, Table 3). We also plot the degree distribution of the exact core (see (c)) and that of the approximate core (see (f)) obtained for these values. One can see that the two distributions are fairly similar to each other, by noting that the Jaccard similarity obtained for $l = 5$ and $t = 1\%$ was 0.93 (see Table 3). A similar behavior could be observed for the other networks as well.

6 Concluding Remarks

Our experimental results clearly demonstrate that the presence of cyclic edges in the spanning subgraphs is essential for a close approximation of the geodesic convex hull. Thus, it is natural to ask whether further graph classes beyond forests can also be considered for spanning subgraphs. Such a graph class should fulfill at least two properties: (i) A (potentially maximal) spanning subgraph from this class could be generated in time linear in the order of the input graph and (ii) for the graphs in this class, the preclosure of any set vertices should be its closure at the same time (cf. Thm. 1 in Sect. 2). This second condition indicates that the graphs in the class should be $K_{2,3}$-free (w.r.t. forbidden minor). A somewhat related question is whether the algorithm presented in Sect. 3 can be modified in a way that it returns a maximal spanning outerplanar graph, preserving at the same time the time complexity of Alg. 1. For example, is it possible to utilize the degree distribution of the input graph in the selection of the back edges in a way that the output outerplanar graph is always maximal?

Although our primary focus in this work was on an effective approximation of geodesic convex hulls in large graphs, the results of Section 5.4 raise some interesting questions towards this direction. For example, we are investigating whether it is possible to approximate the set of nodes with the highest betweenness centrality in large networks by that in their approximate cores?

Our empirical results concerning core approximation in large real-world networks have been obtained for relatively small sets of generator elements and for low frequency thresholds. The choice of these two parameters seem crucial for a close approximation (see Table 3). The related question is how to select them, especially in case of large networks? Sampling seems a natural way, the question is whether it is possible to utilize the structure of the network at hand during sampling? Last but not least, it would be
interesting to systematically study further types of random as well as large real-world networks for their core-periphery decomposition.
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