THE STRUCTURE OF CROSSED PRODUCTS BY AUTOMORPHISMS OF $C(X, D)$
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Abstract. We construct centrally large subalgebras in crossed products of the form $C^* (\mathbb{Z}, C(X, D), \alpha)$ in which $D$ is simple, $X$ is compact metrizable, $\alpha$ induces a minimal homeomorphism $h: X \to X$, and a mild technical assumption holds. We use this construction to prove structural properties of the crossed product, such as (tracial) $\mathbb{Z}$-stability, stable rank one, real rank zero, and pure infiniteness, in a number of examples. Our examples are not accessible via methods based on finite Rokhlin dimension, either because $D$ is not $\mathbb{Z}$-stable or because $X$ is infinite dimensional.

0. Introduction

Significant progress has been made in recent years on the classification of crossed product $C^*$-algebras arising from finite dimensional minimal dynamical systems. The long unpublished preprint [12] of Q. Lin and N. C. Phillips (see also the survey articles [40] and [41]) provides a thorough description of the transformation group $C^*$-algebras arising from minimal diffeomorphisms of finite dimensional smooth compact manifolds in terms of a direct limit decomposition. In [38] and [62], it is shown that crossed products arising from minimal homeomorphisms of infinite compact metrizable spaces with finite covering dimension are classified by their ordered $K$-theory in the presence of sufficiently many projections (for instance, when projections separate traces). In [62] it is further proved that crossed products by such minimal homeomorphisms have finite nuclear dimension, and hence absorb the Jiang-Su algebra $\mathbb{Z}$ tensorially (that is, are $\mathbb{Z}$-stable). Finally, G. A. Elliott and Z. Niu (17) have shown that crossed products by minimal homeomorphisms of compact metric spaces with mean dimension zero (including all minimal homeomorphisms of finite dimensional compact metric spaces) are $\mathbb{Z}$-stable, from which it follows that they are classifiable in the sense of the Elliott program by Corollary D of Theorem A of [8].

Not as much is known for crossed products of $C^*$-algebras of the form $C(X, D)$ for a noncommutative $C^*$-algebra $D$. Hua (25) has shown that such crossed products have tracial rank zero when $X$ is the Cantor set, $D$ has tracial rank zero, the action on $X$ is minimal, and some additional $K$-theoretic assumptions are made. In this paper we consider the structure of crossed products of the form $C^* (\mathbb{Z}, C(X, D), \alpha)$, in which $X$ is a compact metric space, $D$ is simple unital a $C^*$-algebra, and $\alpha$ is

Date: 25 September 2020.

2010 Mathematics Subject Classification. Primary 46L40, 46L55; Secondary 46L36.

This material is based upon work supported by the US National Science Foundation under Grant DMS-1101742 and the Simons Foundation Collaboration Grant for Mathematicians #587103.
an automorphism of $C(X, D)$ which “lies over” a minimal homeomorphism (as described in Definition 1.2). In Section 1 we describe the types of actions on $C(X, D)$ which will be of interest here. In Section 2 we introduce the generalization of the orbit breaking subalgebras of [52] for actions on $C(X, D)$, and show that these are large in various senses defined in [52]. Section 3 introduces a “$D$-fibered” generalization of the recursive subhomogeneous algebras in [51], then demonstrates (following a development analogous to that in [42]) that our orbit breaking subalgebras have such a recursive structure. In Section 4 we use the results of Sections 2 and 3 to obtain stronger structural properties for the orbit breaking subalgebras, and deduce structural properties of the crossed product from those of the orbit breaking subalgebra under appropriate additional assumptions. In Section 5 we establish minimality for products of certain Denjoy homeomorphisms that will be used to produce examples. Section 6 gives a large collection of examples of crossed products for which we can use the theory developed here to deduce structural properties that do not seem accessible using previously known methods. Finally, in Section 7 we pose some open questions for further research.

We recall Cuntz comparison and the Cuntz semigroup. For a much fuller discussion, in a form useful for work with large subalgebras, we refer to Section 1 of [52].

**Notation 0.1.** If $A$ is a C*-algebra and $a, b \in M_\infty(A)_+$, we write $a \lesssim_A b$ to mean that $a$ is Cuntz subequivalent to $b$ over $A$, that is, there is a sequence $(v_n)_{n=1}^\infty$ in $M_\infty(A)_+$ such that $\lim_{n \to \infty} v_nv_n^* = a$. We write $a \sim_A b$ to mean that $a$ is Cuntz equivalent to $b$ over $A$, that is, $a \lesssim_A b$ and $b \lesssim_A a$.

We specify $A$ in the notation because Cuntz subequivalence with respect to proper subalgebras will play a key role.

The Cuntz semigroup $W(A)$ is then defined to be the set of Cuntz equivalence classes $M_\infty(A)_+/\sim_A$, with addition given by direct sum and order coming from Cuntz subequivalence.

**Notation 0.2.** For any C*-algebra $A$, we denote the set of normalized 2-quasitraces on $A$ by $QT(A)$. We use the word quasitrace to mean normalized 2-quasitrace.

For a C*-algebra $A$, the topology on $\text{Aut}(A)$ is always pointwise convergence in the norm of $A$. That is, $x \mapsto \alpha_x$ is continuous if and only if $x \mapsto \alpha_x(a)$ is continuous for all $a \in A$. (This is the usual topology.) To be explicit, we point out that $\alpha \mapsto \alpha^{-1}$ is continuous in this topology, as can be seen from the equation

$$\|\alpha^{-1}(a) - \beta^{-1}(a)\| = \|\beta^{-1}(\alpha(\alpha^{-1}(a)) - \beta(\alpha f^{-1}(a)))\|$$

for $a \in A$ and $\alpha, \beta \in \text{Aut}(A)$, and the fact that $\beta^{-1}$ is isometric.

**Notation 0.3.** For a compact Hausdorff space $X$, we denote the covering dimension of $X$ (Definition 3.1.1 of [53]) by $\dim(X)$. If $h: X \to X$ is a homeomorphism, its mean dimension (Definition 2.6 of [43]) is denoted by $\text{mdim}(h)$.

1. Preliminaries on actions on $C(X, D)$ lying over actions on $X$

In the section, we give a few basic facts about actions of groups on C*-algebras of the form $C(X, D)$ which “lie over” actions on $X$. We also introduce several technical conditions which will be needed as hypotheses later, and give some cases in which they are automatically satisfied.
Notation 1.1. Let $G$ be a locally compact group and let $X$ be a locally compact Hausdorff space $X$ on which $G$ acts. We take the corresponding action $\alpha: G \to \operatorname{Aut}(C_0(X))$ to be given by $\alpha_g(f)(x) = f(g^{-1}x)$ for $f \in C(X)$, $g \in G$, and $x \in X$. For a homeomorphism $h: X \to X$, this means that the corresponding action of $Z$ on $C_0(X)$ is generated by the automorphism $\alpha(f) = f \circ h^{-1}$ for $f \in C_0(X)$.

**Definition 1.2.** Let $X$ be a locally compact Hausdorff space, let $G$ be a topological group, and let $D$ be a $C^*$-algebra. Let $(g, x) \mapsto gx$ be an action of $G$ on $X$, and let $\alpha: G \to \operatorname{Aut}(C_0(X, D))$ be an action of $G$ on $C_0(X, D)$. We say that $\alpha$ lies over the action $(g, x) \mapsto gx$ if there exists a function $(g, x) \mapsto \alpha_{g,x}$ from $G \times X$ to $\operatorname{Aut}(D)$ such that $\alpha_g(a)(x) = \alpha_{g,x}(a(g^{-1}x))$ for all $g \in G$, $x \in X$, and $a \in C_0(X, D)$.

We say that an automorphism $\alpha$ of $C_0(X, D)$ lies over a homeomorphism $h: X \to X$ if the action generated by $\alpha$ lies over the action generated by $h$.

In Definition 1.2, for $g \in G$ and $d \in D$, the function $x \mapsto \alpha_{g,x}(d)$ must be continuous. The following elementary lemma, which will be used without comment, shows that if $G$ is discrete then this is the only continuity condition that is needed. If $G$ is not discrete, there are additional continuity conditions.

**Lemma 1.3.** Let $D$ be a $C^*$-algebra, let $X$ be a locally compact Hausdorff space, and let $x \mapsto \alpha_x$ be a continuous function from $X$ to $\operatorname{Aut}(D)$. The for every $a \in C_0(X, D)$, the function $b(x) = \alpha_x(a(x))$ is also in $C_0(X, D)$.

**Proof.** It is immediate that $b$ vanishes at infinity. For continuity, let $x_0 \in X$ and let $\varepsilon > 0$. Choose an open set $U \subset X$ such that $x_0 \in U$ and for all $x \in U$ we have
\[
\|a(x) - a(x_0)\| < \frac{\varepsilon}{2} \quad \text{and} \quad \|\alpha_x(a(x_0)) - \alpha_{x_0}(a(x_0))\| < \frac{\varepsilon}{2}.
\]

Then, using $\|\alpha_x\| = 1$ for all $x \in X$, one sees that $x \in U$ implies $\|\alpha_x(a(x)) - \alpha_{x_0}(a(x_0))\| < \varepsilon$. □

For any group $G$, there are also algebraic conditions relating the automorphisms $\alpha_{g,x}$, coming from the requirement that $g \mapsto \alpha_g$ be a group homomorphism. If $G = Z$, then we really need only the function $x \mapsto \alpha_{1,x}$. For reference, we give the relevant statement as a lemma.

**Lemma 1.4.** Let $X$ be a locally compact Hausdorff space, let $h: X \to X$ be a homeomorphism, let $D$ be a $C^*$-algebra. Then there is a one to one correspondence between actions of $Z$ on $C_0(X, D)$ that lie over $h$ and continuous functions from $X$ to $\operatorname{Aut}(D)$, given as follows.

For any function $x \mapsto \alpha_x$ from $X$ to $\operatorname{Aut}(D)$ such that $x \mapsto \alpha_x(d)$ is continuous for all $d \in D$, there is an automorphism $\alpha \in \operatorname{Aut}(C_0(X, D))$ given by $\alpha(a)(x) = \alpha_x(a(h^{-1}(x)))$ for all $a \in C_0(X, D)$ and $x \in X$, and this automorphism lies over $h$.

Conversely, if $\alpha \in \operatorname{Aut}(C_0(X, D))$ lies over $h$, then there is a function $x \mapsto \alpha_x$ from $X$ to $\operatorname{Aut}(D)$ such that $x \mapsto \alpha_x(d)$ is continuous for all $d \in D$ and such that $\alpha(a)(x) = \alpha_x(a(h^{-1}(x)))$ for all $a \in C_0(X, D)$ and $x \in X$.

**Proof.** Using Lemma 1.3 this is immediate. □

There is a conflict in the notation in Lemma 1.4 if $n \in Z$ then $\alpha_n$ is one of the automorphisms in the action on $C_0(X, D)$ (namely $\alpha_n$), while if $x \in X$ then $\alpha_x \in \operatorname{Aut}(D)$. We use this notation anyway to avoid having more letters. To distinguish the two uses, take $\alpha$ to be the action and write $x \mapsto \alpha_x$ when the function from $X$ to $\operatorname{Aut}(D)$ is intended.
If $D$ is prime, then every action on $C_0(X, D)$ lies over an action of $G$ on $X$.

**Lemma 1.5.** Let $X$ be a locally compact Hausdorff space, let $D$ be a prime C*-algebra, let $G$ be a topological group, and let $\alpha : G \to \text{Aut}(C_0(X, D))$ be an action of $G$ on $C_0(X, D)$. Then there exists an action of $G$ on $X$ such that $\alpha$ lies over this action.

**Proof.** The action of $G$ on $X$ is obtained from the identification $X \cong \text{Prim}(C_0(X, D))$. □

**Proposition 1.6.** Let $G$ be a discrete group, let $X$ be a compact space, and suppose $G$ acts on $X$ in such a way that the action is minimal and for every finite set $S \subset G \setminus \{1\}$, the set
\[
\{ x \in X : gx \neq x \text{ for all } g \in S \}
\]
is dense in $X$. Let $D$ be a simple unital C*-algebra, and let $\alpha : G \to \text{Aut}(C(X, D))$ be an action of $G$ on $C(X, D)$ which lies over the given action of $G$ on $X$ (in the sense of Definition 1.2). Then $C_\alpha^*(G, C(X, D), \alpha)$ is simple.

**Proof.** For any C*-algebra $A$, let $\hat{A}$ be the space of unitary equivalence classes of irreducible representations of $A$, with the hull-kernel topology. Since the primitive ideals of $C(X, D)$ are exactly the kernels of the point evaluations, there is an obvious map $q : C(X, D)^\wedge \to X$, and the open sets in $C(X, D)^\wedge$ are exactly the sets $q^{-1}(U)$ for open sets $U \subset X$. It is now immediate that for every finite set $S \subset G \setminus \{1\}$, the set
\[
\{ x \in C(X, D)^\wedge : gx \neq x \text{ for all } g \in S \}
\]
is dense in $C(X, D)^\wedge$. That is, the action of $G$ on $C(X, D)^\wedge$ is topologically free in the sense of Definition 1 of [2].

Let $J \subset C_\alpha^*(G, C(X, D), \alpha)$ be a nonzero ideal. Let
\[
\pi : C^*(G, C(X, D), \alpha) \to C_\alpha^*(G, C(X, D), \alpha)
\]
be the quotient map. Theorem 1 of [2] implies that $\pi^{-1}(J)$ has nonzero intersection with the canonical copy of $C(X, D)$ in $C^*(G, C(X, D), \alpha)$. Therefore $J$ has nonzero intersection with the canonical copy of $C(X, D)$ in $C_\alpha^*(G, C(X, D), \alpha)$. Since $D$ is simple, this intersection has the form $C_0(U, D)$ for some nonempty open set $U \subset X$.

Since the action of $G$ on $X$ is minimal and $X$ is compact, there exist $n \in \mathbb{Z}_{>0}$ and $g_1, g_2, \ldots, g_n \in \mathbb{Z}_{>0}$ such that the sets $g_1^{-1}U, g_2^{-1}U, \ldots, g_n^{-1}U$ cover $X$. Choose
\[
f_1, f_2, \ldots, f_n \in C(X) \subset C(X, D) \subset C_\alpha^*(G, C(X, D), \alpha)
\]
such that $\text{supp}(f_k) \subset g_k^{-1}U$ for $k = 1, 2, \ldots, n$ and $\sum_{k=1}^n f_k = 1$. For $k = 1, 2, \ldots, n$, the functions $\alpha_{g_k}(f_k)$ are in $C_0(U) \subset C_0(U, D) \subset J$, so
\[
1 = \sum_{k=1}^n f_k = \sum_{k=1}^n u_{g_k}^* \alpha_{g_k}(f_k) u_{g_k} \in J.
\]
So $J = C_\alpha^*(G, C(X, D), \alpha)$. □

**Proposition 1.7.** Assume the hypotheses of Proposition 1.6 and in addition assume that $G$ is amenable and $D$ has a tracial state. Then $C_\alpha^*(G, C(X, D), \alpha)$ has a tracial state and is stably finite.
Lemma 1.12. Let \( \alpha \) be a pseudoperiodic in the sense of Definition 1.8.

Proof. Since \( C^* (G, C(X, D), \alpha) \) is simple by Proposition 1.16, it suffices to show that \( C^* (G, C(X, D), \alpha) \) has a tracial state. We know that the tracial state space \( T(C(X, D)) \) is nonempty, since one can compose a tracial state on \( D \) with a point evaluation \( C(X, D) \to D \). Since \( G \) is amenable, combining Theorem 2.2.1 and 3.3.1 of [22] shows that \( C(X, D) \) has a \( G \)-invariant tracial state \( \tau \). Standard methods show that the composition of \( \tau \) with the conditional expectation from \( C^* (G, C(X, D), \alpha) \) to \( C(X, D) \) is a tracial state on \( C^* (G, C(X, D), \alpha) \). \( \square \)

The following condition is a technical hypothesis which we need for the proof of the main large subalgebra result (Theorem 2.9).

Definition 1.8. Let \( D \) be a C*-algebra, and let \( S \subset \text{Aut}(D) \). We say that \( S \) is pseudoperiodic if for every \( a \in D_+ \setminus \{0\} \) there is \( b \in D_+ \setminus \{0\} \) such that for every \( \alpha \in S \cup \{\text{id}_D\} \) we have \( b \precsim \alpha(a) \).

The interpretation of pseudoperiodicity is roughly as follows. Suppose \( S \subset \text{Aut}(D) \) is pseudoperiodic. Then there is no sequence \((a_n)_{n \in \mathbb{Z}_{>0}}\) in \( S \) for which there is a nonzero element \( \eta \in W(D) \) such that the sequence \((\alpha_n(\eta))_{n \in \mathbb{Z}_{>0}}\) becomes arbitrarily small in \( W(D) \) in a heuristic sense.

We give some conditions which imply pseudoperiodicity.

Lemma 1.9. Let \( D \) be a unital C*-algebra. Then the set of approximately inner automorphisms of \( D \) is pseudoperiodic in the sense of Definition 1.8.

Proof. Let \( a \in D_+ \setminus \{0\} \). It suffices to prove that \( a \precsim \alpha(a) \) for every approximately inner automorphism \( \alpha \in \text{Aut}(D) \). To see this, let \( \varepsilon > 0 \) be arbitrary, and use approximate innerness to chose a unitary \( u \in D \) such that \( \|u\alpha(a)u^* - a\| < \varepsilon \). \( \square \)

Lemma 1.10. Let \( D \) be a simple C*-algebra. Let \( S \subset \text{Aut}(D) \) be a subset which is compact in the topology of pointwise convergence in the norm on \( D \). Then \( S \) is pseudoperiodic in the sense of Definition 1.8.

Proof. Let \( a \in D_+ \setminus \{0\} \). Without loss of generality \( \|a\| = 1 \). For \( \beta \in S \cup \{\text{id}_D\} \) set

\[
U_\beta = \left\{ \alpha \in S \cup \{\text{id}_D\} : \|\alpha(a) - \beta(a)\| < \frac{1}{2} \right\}.
\]

By compactness, there are \( \beta_1, \beta_2, \ldots, \beta_n \in S \cup \{\text{id}_D\} \) such that \( U_{\beta_1}, U_{\beta_2}, \ldots, U_{\beta_n} \) cover \( S \cup \{\text{id}_D\} \). Since \( (\beta(a) - \frac{1}{2})_+ \neq 0 \) for all \( \beta \in \text{Aut}(D) \), by Lemma 2.6 of [52] there is \( b \in D_+ \setminus \{0\} \) such that \( b \precsim (\beta_k(a) - \frac{1}{2})_+ \) for \( j = 1, 2, \ldots, n \). Let \( \alpha \in S \cup \{\text{id}_D\} \). Choose \( k \in \{1, 2, \ldots, n\} \) such that \( \alpha \in U_{\beta_k} \). Then \( \|\beta_k(a) - \alpha(a)\| < \frac{1}{2} \), so \( b \precsim (\beta_k(a) - \frac{1}{2})_+ \precsim \alpha(a) \). \( \square \)

The following result will not be used, since large subalgebras are not used in our proofs when \( D \) is purely infinite. It is included as a further example of pseudoperiodicity.

Lemma 1.11. Let \( D \) be a purely infinite simple C*-algebra. Then \( \text{Aut}(D) \) is pseudoperiodic in the sense of Definition 1.8.

Proof. Let \( a \in D_+ \setminus \{0\} \). Then \( a \precsim b \) for all \( b \in D_+ \setminus \{0\} \). In particular, \( a \precsim \alpha(a) \) for all \( \alpha \in \text{Aut}(D) \). \( \square \)

Lemma 1.12. Let \( D \) be a simple unital C*-algebra which has strict comparison of positive elements. Then \( \text{Aut}(D) \) is pseudoperiodic in the sense of Definition 1.8.
Proof. If $D$ is finite dimensional, the conclusion is immediate. Otherwise, let $a \in D_+ \setminus \{0\}$. Without loss of generality $|a| \leq 1$. Then $\tau(a) \leq d_{\tau}(a)$ for all $\tau \in \text{QT}(D)$. Moreover, since $\text{QT}(D)$ is compact and $D$ is simple, the number $\delta = \inf_{\tau \in \text{QT}(D)} \tau(a)$ satisfies $\delta > 0$. Use Corollary 2.5 of [52] to find $b \in D_+ \setminus \{0\}$ such that $d_{\tau}(b) < \delta$ for all $\tau \in \text{QT}(D)$. Then for every $\tau \in \text{QT}(D)$, using $\tau \circ \alpha \in \text{QT}(D)$ at the second step, we have
\[ d_{\tau}(b) < \delta \leq (\tau \circ \alpha)(a) \leq d_{\tau}(\alpha(a)). \]

The strict comparison hypothesis therefore implies that $b \precsim_A \alpha(a)$. \hfill \Box

Definition 1.13. Let $A$ be a C*-algebra. We say that the order on projections over $A$ is determined by quasitraces if whenever $p, q \in M_\infty(A)$ are projections such that $\tau(p) < \tau(q)$ for all $\tau \in \text{QT}(A)$, then $p \precsim q$.

Lemma 1.14. Let $D$ be a simple unital C*-algebra with Property (SP) and such that the order on projections over $A$ is determined by quasitraces. Then $\text{Aut}(D)$ is pseudoperiodic in the sense of Definition 1.8.

Proof. If $D$ is finite dimensional, the conclusion is immediate. Otherwise, let $a \in D_+ \setminus \{0\}$. Choose a nonzero projection $p \in \alpha D \alpha$. Since $\text{QT}(D)$ is compact and $D$ is simple, the number $\delta = \inf_{\tau \in \text{QT}(D)} \tau(p)$ satisfies $\delta > 0$. Choose $n \in \mathbb{Z}_{>0}$ such that $\frac{1}{n} < \delta$. Use Lemma 2.3 of [52] to choose a unitary $u \in A$ and a nonzero positive element $b \in A$ such that the elements
\[ b, ubu^{-1}, u^2bu^{-2}, \ldots, u^nbu^{-n} \]
are pairwise orthogonal. Choose a nonzero projection $q \in bDb$. Then for every $\tau \in \text{QT}(D)$, using $\tau \circ \alpha \in \text{QT}(D)$ at the third step, we have
\[ \tau(q) \leq \frac{1}{n+1} < \delta \leq (\tau \circ \alpha)(p). \]

The strict comparison hypothesis therefore implies that $q$ is Murray-von Neumann equivalent to a subprojection of $\alpha(p)$. It follows that $q \precsim_A \alpha(a)$. \hfill \Box

The following definition is intended only for convenience in this paper. (The condition occurs several times as a hypothesis, and is awkward to state.)

Definition 1.15. Let $X$ be a locally compact Hausdorff space, let $G$ be a topological group, and let $D$ be a C*-algebra. Let $\alpha : G \to \text{Aut}(C_0(X,D))$ be an action of $G$ on $C_0(X,D)$ which lies over an action of $G$ on $X$, and let $(g,x) \mapsto \alpha_{g,x} \in \text{Aut}(D)$ be as in Definition 1.2. We say that $\alpha$ is pseudoperiodically generated if
\[ \{\alpha_{g,x} : g \in G \text{ and } x \in X\} \]
is pseudoperiodic in the sense of Definition 1.8.

Lemma 1.16. Let $X$ be a compact metric space, let $h : X \to X$ be a homeomorphism, let $D$ be a simple unital C*-algebra, and let $\alpha \in \text{Aut}(C(X,D))$ lie over $h$. As in Lemma 1.4, let $(\alpha_x)_{x \in X}$ be the family in $\text{Aut}(D)$ such that $\alpha(a)(x) = \alpha_x(a(h^{-1}(x)))$ for all $a \in C_0(X,D)$ and $x \in X$. Suppose that the subgroup $H$ of $\text{Aut}(D)$ generated by $\{\alpha_x : x \in X\}$ is pseudoperiodic. Then the action of $\mathbb{Z}$ generated by $\alpha$ is pseudoperiodically generated.

Proof. One checks that if $(n,x) \mapsto \alpha_{n,x} \in \text{Aut}(D)$ is determined (following the notation of Definition 1.2) by $\alpha^n(a)(x) = \alpha_{n,x}(a(h^{-n}(x)))$, then $\alpha_{n,x} \in H$ for all $n \in \mathbb{Z}$ and $x \in X$. \hfill \Box
2. The orbit breaking subalgebra for a nonempty set meeting each orbit at most once

Let \( h: X \to X \) be a homeomorphism of a compact Hausdorff space \( X \), and let \( D \) be a simple unital C*-algebra. For \( Y \subset X \) closed, following Putnam [55], in Definition 7.3 of [52] we defined the \( Y \)-orbit breaking subalgebra \( C^*(Z, X, h)_Y \subset C^*(Z, X, h) \). Here, for an automorphism \( \alpha \in \text{Aut}(C^*(X, D)) \) which lies over \( h \) we define \( C^*(Z, C(X, D), \alpha)_Y \). We prove that if \( X \) is infinite, \( h \) is minimal, \( Y \) intersects each orbit at most once, and an additional technical condition is satisfied (namely, that the action of \( Z \) generated by \( \alpha \) is pseudoperiodically generated), then \( C^*(Z, C(X, D), \alpha)_Y \) is a large subalgebra of \( C^*(Z, C(X, D), \alpha) \) of crossed product type, in the sense of Definition 4.9 of [52]. This is a generalization of Theorem 7.10 of [52].

**Notation 2.1.** Let \( G \) be a discrete group, let \( A \) be a C*-algebra, and let \( \alpha: G \to \text{Aut}(A) \) be an action of \( G \) on \( A \). We identify \( A \) with a subalgebra of \( C^*_r(G, A, \alpha) \) in the standard way. We let \( u_g \in M(C^*_r(G, A, \alpha)) \) be the standard unitary corresponding to \( g \in G \). When \( G = \mathbb{Z} \), we write just \( u \) for the unitary \( u_1 \) corresponding to the generator 1 in \( \mathbb{Z} \). We let \( A[G] \) denote the dense \(*\)-subalgebra of \( C^*_r(G, A, \alpha) \) consisting of sums \( \sum_{g \in S} a_g u_g \) with \( S \subset G \) finite and \( a_g \in A \) for \( g \in S \). We may always assume \( 1 \in S \). We let \( E_\alpha: C^*_r(G, A, \alpha) \to A \) denote the standard conditional expectation, defined on \( A[G] \) by \( E_\alpha \left( \sum_{g \in S} a_g u_g \right) = a_1 \). When \( \alpha \) is understood, we just write \( E \).

When \( G \) acts on a compact Hausdorff space \( X \), we use obvious analogs of this notation for \( C^*_r(G, X, \alpha) \), with the action as in Notation 2.1. In particular, if \( G = \mathbb{Z} \) and the action of generated by a homeomorphism \( h: X \to X \), we have \( ufu^* = f \circ h^{-1} \).

**Notation 2.2.** For a locally compact Hausdorff space \( X \) and a C*-algebra \( D \), we identify \( C_0(X, D) = C_0(X) \otimes D \) in the standard way. For an open subset \( U \subset X \), we use the abbreviation

\[
C_0(U, D) = \{ a \in C_0(X, D): a(x) = 0 \text{ for all } x \in X \setminus U \} \subset C_0(X, D).
\]

This subalgebra is of course canonically isomorphic to the usual algebra \( C_0(U, D) \) when \( U \) is considered as a locally compact Hausdorff space in its own right.

In particular, if \( Y \subset X \) is closed, then

\[
C_0(X \setminus Y, D) = \{ a \in C_0(X, D): a(x) = 0 \text{ for all } x \in Y \}.
\]

The following definition is the analog of Definition 7.3 of [52].

**Definition 2.3.** Let \( X \) be a locally compact Hausdorff space, let \( h: X \to X \) be a homeomorphism, let \( D \) be a C*-algebra, and let \( \alpha \in \text{Aut}(C_0(X, D)) \) be an automorphism which lies over \( h \). Let \( Y \subset X \) be a nonempty closed subset, and, following [2.1], define

\[
C^*(Z, C_0(X, D), \alpha)_Y = C^*(C_0(X, D), C_0(X \setminus Y, D)) \subset C^*(Z, C_0(X, D), \alpha).
\]

We call it the \( Y \)-orbit breaking subalgebra of \( C^*(Z, C_0(X, D), \alpha) \).

We show that if \( Y \) intersects each orbit of \( h \) at most once, and the action of \( Z \) generated by \( \alpha \) is pseudoperiodically generated, then \( C^*(Z, C_0(X, D), \alpha)_Y \) is a large subalgebra of \( C^*(Z, C_0(X, D), \alpha) \) of crossed product type.
The following lemma is the analog of Proposition 7.5 of [52].

**Lemma 2.4.** Let $X$ be a compact Hausdorff space, let $h: X \to X$ be a homeomorphism, let $D$ be a unital C*-algebra, and let $\alpha \in \text{Aut}(C(X,D))$ lie over $h$. Let

$$ u \in C^*(\mathbb{Z}, C(X,D), \alpha) \quad \text{and} \quad E_\alpha: C^*(\mathbb{Z}, C(X,D), \alpha) \to C(X,D) $$

be as in Notation 2.1. Let $Y \subset X$ be a nonempty closed subset. For $n \in \mathbb{Z}$, set

$$ Y_n = \begin{cases} \bigcup_{j=0}^{n-1} h^j(Y) & n > 0 \\ \emptyset & n = 0 \\ \bigcup_{j=1}^{-n} h^{-j}(Y) & n < 0. \end{cases} $$

Then

$$ (2.2) \quad C^*(\mathbb{Z}, C(X,D), \alpha)_Y = \{ a \in C^*(\mathbb{Z}, C(X,D), \alpha) : E_\alpha(au^{-n}) \in C_0(X \setminus Y_n, D) \text{ for all } n \in \mathbb{Z} \} $$

and

$$ (2.3) \quad C^*(\mathbb{Z}, C(X,D), \alpha)_Y \cap C(X,D)[\mathbb{Z}] = C^*(\mathbb{Z}, C(X,D), \alpha)_Y. $$

**Proof.** By Lemma 1.4 there exists a function $x \mapsto \alpha_x$ from $X$ to Aut($D$) such that $x \mapsto \alpha_x(d)$ is continuous for all $d \in D$ and which satisfies $\alpha(a)(x) = \alpha_x(a(h^{-1}(x)))$ for all $a \in C_0(X,D)$ and $x \in X$.

Most of the proof of Proposition 7.5 of [52] goes through with only the obvious changes. In analogy with that proof, define

$$ B = \{ a \in C^*(\mathbb{Z}, C(X,D), \alpha) : E_\alpha(au^{-n}) \in C_0(X \setminus Y_n, D) \text{ for all } n \in \mathbb{Z} \} $$

and

$$ B_0 = B \cap C(X)[\mathbb{Z}]. $$

Then $B_0$ is dense in $B$ by the same reasoning as in [52] (using Cesàro means and Theorem VIII.2.2 of [14]).

The proof of Proposition 7.5 of [52] shows that when $0 \leq m \leq n$ and also when $0 \geq m \geq n$, we have $Y_m \subset Y_n$, so that for $n \in \mathbb{Z}$, we have

$$ (2.4) \quad h^{-n}(Y_n) = Y_{-n}, $$

and that for $m, n \in \mathbb{Z}$, we have $Y_{m+n} \subset Y_m \cup h^m(Y_n)$. It then follows, as in [52], that $B_0$ is a *-algebra, and that $C^*(\mathbb{Z}, C(X,D), \alpha)_Y \subset \overline{B_0} = B$.

We next claim that for all $n \in \mathbb{Z}$ and $f \in C_0(X \setminus Y_n, D)$, we have $fu^n \in C^*(\mathbb{Z}, C(X,D), \alpha)_Y$. The changes to the proof of Proposition 7.5 of [52] at this point are more substantial.

For $n = 0$ the claim is trivial. Let $n > 0$ and let $f \in C_0(X \setminus Y_n, D)$. Define $b = (f^*f)^{1/(2n)}$. Let $s \in C_0(X \setminus Y_n, D)''$ be the partial isometry in the polar decomposition of $f$, so that $f = s(f^*f)^{1/2} = sb^n$. It follows from Proposition 1.3 of [10] that the element $a_0 = sb$ is in $C_0(X \setminus Y_n, D)$. Moreover, $a_0(f^*f)^{1/2} = f$. Define $a_1 \in C(X,D)$ by $a_1(x) = \alpha_{h(x)}^{-1}(b(h(x)))$ for $x \in X$, and for $k = 1, 2, \ldots, n-2$ inductively define $a_{k+1} \in C(X,D)$ by $a_{k+1}(x) = \alpha_{h(x)}^{-1}(a_k(h(x)))$ for $x \in X$. The definition of $Y_n$ implies that $a_1, a_2, \ldots, a_{n-1} \in C_0(X \setminus Y, D)$, and we already have $a_0 \in C_0(X \setminus Y_n, D) \subset C_0(X \setminus Y, D)$. Therefore the element

$$ a = (a_0u)(a_1u) \cdots (a_{n-1}u) $$
is in $C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y$. For $k = 1, 2, \ldots, n - 2$ and $x \in X$, we have
\[
\alpha(a_{k+1})(x) = \alpha_x(a_{k+1}(h^{-1}(x))) = \alpha_x(\alpha_x^{-1}(a_k(x))) = a_k(x),
\]
so $\alpha(a_{k+1}) = a_k$. Similarly, $\alpha(a_1) = b$. Now
\[
a = a_0(u_1u^{-1})(u_2a_2u^{-2}) \cdots (u_{n-1}a_{n-1}u^{-(n-1)})u^n = a_0a_1\alpha(a_2) \cdots \alpha^{n-1}(a_{n-1})u^n = (sb)b^{-n}u^n = fu^n.
\]
So $fu^n \in C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y$. Finally, suppose $n < 0$, and let $f \in C_0(X \setminus Y_n, D)$. It follows from (2.3) that $f \circ h^n \in C_0(X \setminus Y_{n-1}, D)$, whence also $(f \circ h^n)^* \in C_0(X \setminus Y_{n-1}, D)$. Since $-n > 0$, we therefore get
\[
fu^n = (u^{-n}f^*)^* = ((f \circ h^n)^* u^{-n})^* \in C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y.
\]
The claim is proved.

It now follows that $B_0 \subset C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y$. Combining this result with $\mathbb{B}_0 = B$ and $C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y \subset B$, we get $C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y = B$. □

The following lemma is the analog of Lemma 7.8 of [52].

**Lemma 2.5.** Let $G$ be a discrete group, let $X$ be a compact space, and suppose $G$ acts on $X$ in such a way that for every finite set $S \subset G \setminus \{1\}$, the set
\[
\{x \in X : gx \neq x \text{ for all } g \in S\}
\]
is dense in $X$. Let $D$ be a unital C*-algebra, and let $\alpha : G \to Aut(C(X, D))$ be an action of $G$ on $C(X, D)$ which lies over the given action of $G$ on $X$ (in the sense of Definition 1.2). Following Notation 2.1, let $a \in C(X, D)[G] \subset C^*_r(G, C(X, D), \alpha)$ and let $\varepsilon > 0$. Then there exists $f \in C(X) \subset C(X, D)$ such that
\[
0 \leq f \leq 1, \quad fa^*af \in C(X, D), \quad \text{and} \quad \|fa^*af\| \geq \|E_\alpha(a^*a)\| - \varepsilon.
\]

**Proof.** We follow the proof of Lemma 7.8 of [52]. Set $b = a^*a$. There are a finite set $T \subset G$ with $1 \in T$, and elements $b_g \in C(X, D)$ for $g \in T$, such that $b = \sum_{g \in T} b_g u_g$. If $\|b_1\| \leq \varepsilon$ take $f = 0$. Otherwise, define
\[
U = \{x \in X : \|b_1(x)\| > \|E_\alpha(a^*a)\| - \varepsilon\},
\]
which is a nonempty open subset of $X$. Choose $V, W, f$, and $x_0$ as in the proof of Lemma 7.8 of [52]. Then, as there, $fbf = fbf$. Moreover,
\[
\|fbf\| \geq f(x_0)\|b_1(x_0)\|f(x_0) = \|b_1(x_0)\| > \|E_\alpha(a^*a)\| - \varepsilon.
\]
This completes the proof. □

The following lemma is the analog of Lemma 7.9 of [52].

**Lemma 2.6.** Let $G, X$, the action of $G$ on $X, D$, and $\alpha : G \to Aut(C(X, D))$ be as in Lemma 2.5. Let $B \subset C^*_r(G, C(X, D), \alpha)$ be a unital subalgebra such that, following Notation 2.1
\begin{enumerate}
\item $(1)$ $C(X, D) \subset B$.
\item $(2)$ $B \cap C(X, D)[G]$ is dense in $B$.
\end{enumerate}
Let $a \in B_+ \setminus \{0\}$. Then there exists $b \in C(X, D)_+ \setminus \{0\}$ such that $b \preceq_B a$.

**Proof.** We follow the proof of Lemma 7.9 of [52], using our Lemma 2.5 in place of Lemma 7.8 of [52], except that $c \in B \cap C(X, D)[G]$. The element $(fc^*cf - 2\varepsilon)_+$ we obtain now satisfies $(fc^*cf - 2\varepsilon)_+ \in C(X, D)_+ \setminus \{0\}$ and $(fc^*cf - 2\varepsilon)_+ \preceq_B a$. □
In Lemma 2.6 we really want to have $b \in C(X)_+ \setminus \{0\}$. When $G = \mathbb{Z}$ and under the pseudoperiodicity hypothesis of Definition 1.15 this is possible.

**Lemma 2.7.** Let $X$ be a compact metric space, let $h: X \to X$ be a minimal homeomorphism, let $D$ be a simple unital C*-algebra, and let $\alpha \in \text{Aut}(C(X,D))$ lie over $h$. Assume that the action generated by $\alpha$ is pseudoperiodically generated. Let $Y \subset X$ be a compact set such that $h^n(Y) \cap Y = \emptyset$ for all $n \in \mathbb{Z} \setminus \{0\}$. Set $B = C^*(\mathbb{Z}, C(X,D), \alpha)^\gamma$. Then for every $a \in C(X,D)_+ \setminus \{0\}$ there exists $f \in C(X)_+ \setminus \{0\}$ such that $f \preceq_B a$.

**Proof.** Use Kirchberg’s Slice Lemma (Lemma 4.1.9 of [58]) to find $g_0 \in C(X)_+ \setminus \{0\}$ and $d_0 \in D_+ \setminus \{0\}$ such that

$$g_0 \otimes d_0 \preceq_{C(X,D)} a. \tag{2.5}$$

As in Definition 1.2 let $(m,x) \mapsto \alpha_{m,x}$ be the function $\mathbb{Z} \times X \to \text{Aut}(D)$ such that $\alpha^m(a)(x) = \alpha_{m,x}(a(h^{-m}(x)))$ for $m \in \mathbb{Z}$, $a \in C_0(X,D)$, and $x \in X$. Since the action generated by $\alpha$ is pseudoperiodically generated, there exists $d_1 \in D_+ \setminus \{0\}$ such that

$$\alpha_{m,x}(d_1) \preceq d_0 \tag{2.6}$$

for all $x \in X$ and $m \in \mathbb{Z}$. Without loss of generality $\|d_1\| = 1$. Set $d = (d_1 - \frac{1}{2})_+$. Use Corollary 1.14 of [52] to find $k \in \mathbb{Z}_{>0}$ and $w_1, w_2, \ldots, w_k \in D$ such that

$$\sum_{j=1}^k w_j d w_j^* = 1. \tag{2.7}$$

The set $X \setminus Y$ is dense in $X$, so there is $x_0 \in X \setminus Y$ such that $g_0(x_0) \neq 0$. Choose $g_1 \in C(X)_+$ such that $g_1(x_0) = 1$ and $g_1|_Y = 0$. Then

$$g_1 g_0 \otimes d_0 \preceq_{C(X,D)} g_0 \otimes d_0. \tag{2.8}$$

Set $U_0 = \{x \in X: (g_1 g_0)(x) \neq 0\}$. Choose a nonempty open set $U \subset X$ such that $U \subset U_0$. Set

$$\rho = \inf_{x \in U} (g_0 g_1)(x). \tag{2.9}$$

Then $\rho > 0$. The set

$$X \setminus \bigcup_{n \in \mathbb{Z}} h^n(Y) = \bigcap_{n \in \mathbb{Z}} h^n(X \setminus Y)$$

is dense by the Baire Category Theorem. So we can choose $y_0 \in U \cap \left(X \setminus \bigcup_{n \in \mathbb{Z}} h^n(Y)\right)$. The forward orbits $\{h^n(y_0): n \geq N\}$ of $y_0$ are all dense, so there exist $n_1, n_2, \ldots, n_k \in \mathbb{Z}_{>0}$ with $0 = n_1 < n_2 < \cdots < n_k$ and $h^{n_j}(y_0) \in U$ for $j = 1, 2, \ldots, k$.

Choose an open set $V$ containing $y_0$ which is so small that the following hold:

1. $V \subset X \setminus \bigcup_{m=0}^{n_k} h^{-m}(Y)$.
2. $h^{n_j}(V) \subset U$ for $j = 1, 2, \ldots, k$.
3. The sets $V$, $h(V)$, $\ldots$, $h^{n_k}(V)$ are disjoint.
4. For $y \in V$ and $m = 0, 1, \ldots, n_k$ we have

$$\|\alpha_{m,h^{-m}(y)}(d_1) - \alpha_{m,h^{-m}(y_0)}(d_1)\| < \frac{1}{4}.$$  

Choose $f_0, f \in C(X)_+$ such that:

5. $\|f_0\|$, $\|f\| \leq 1$. 


(6) $\text{supp}(f_0) \subset V$.
(7) $f_0 f = f$.
(8) $f(y_0) = 1$.

For $m = 0, 1, \ldots, n_k - 1$, define $c_m \in C(X, D)$ by

$$c_m(x) = f(h^{-m}(x))\alpha_{m,x}(d)$$

for $x \in X$. Thus

$$c_m = \alpha^m(f \otimes d).$$

Also set

$$\beta_m = \alpha_{m,h^m(y_0)}.$$

We claim that for $m = 0, 1, \ldots, n_k$ we have

$$c_m \preceq_{C(X,D)} (f \circ h^{-m}) \otimes \beta_m(d_1).$$

To prove the claim, let $\varepsilon > 0$. Set $L = h^m(\text{supp}(f_0))$. Define $b \in C(L, D)$ by $b(x) = \alpha_{m,x}(d_1)$ for $x \in L$. Since $L \subset h^m(V)$, condition (1) implies that for $x \in L$ we have $\|\alpha_{m,x}(d) - \beta_m(d_1)\| < \frac{1}{2}$. In $C(L, D)$ we therefore get $\|b - 1 \otimes \beta_m(d_1)\| \leq \frac{1}{4} < \frac{1}{2}$. So

$$(b - \frac{1}{2})_+ \preceq_{C(L,D)} 1 \otimes \beta_m(d_1).$$

Therefore there exists $v_0 \in C(L, D)$ such that

$$\|v_0^*(1 \otimes \beta_m(d_1))v_0 - (b - \frac{1}{2})_+\| < \frac{\varepsilon}{2}.$$

Define $v, a \in C(X, D)$ by

$$v(x) = \begin{cases} f_0(h^{-m}(x))v_0(x) & x \in L \\ 0 & x \notin L \end{cases} \quad \text{and} \quad a = v^*[(f \circ h^{-m}) \otimes \beta_m(d_1)]v.$$

We show that $\|a - c_m\| < \varepsilon$.

For $x \in X \setminus L$, we have $a(x) = c_m(x) = 0$. For $x \in L$, using $f_0 f = f$ at the second step and using $d = (d_1 - \frac{1}{2})_+$ and the definition of $b$ at the third step, we get

$$\|a(x) - c_m(x)\| = \|f_0(h^{-m}(x))^2 f(h^{-m}(x))v_0(x)^* \beta_m(d_1)v_0(x) - f(h^{-m}(x))\alpha_{m,x}(d)\|
\quad = \|f(h^{-m}(x))[v_0(x)^* \beta_m(d_1)v_0(x) - \alpha_{m,x}(d)]\|
\quad = \|f(h^{-m}(x))\|_2 \|v_0(x)^* \beta_m(d_1)v_0(x) - (b(x) - \frac{1}{2})_+\|
\quad \leq \|f(h^{-m}(x))\| \|v_0^*(1 \otimes \beta_m(d_1))v_0 - (b - \frac{1}{2})_+\| < \frac{\varepsilon}{2}.$$

Taking the supremum over $x \in X$ gives $\|a - c_m\| \leq \frac{\varepsilon}{2} < \varepsilon$. Thus

$$\|v^*[(f \circ h^{-m}) \otimes \beta_m(d_1)]v - c_m\| < \varepsilon.$$

Since $\varepsilon > 0$ is arbitrary, the claim follows.

For $m = 0, 1, \ldots, n_k$, the functions $f \circ h^{-m}$ are orthogonal since the sets $h^m(V)$ are disjoint. The claim therefore implies that

$$\sum_{j=1}^k c_{n_j} \preceq_{C(X,D)} \sum_{j=1}^k (f \circ h^{-n_j}) \otimes \beta_{n_j}(d_1).$$
We now claim that

\[(2.13) \quad f \otimes 1 \lesssim_B \sum_{j=1}^{k} c_{n_j}. \]

To prove this claim, for \(j = 1, 2, \ldots, k\) define

\[v_j = [(f \circ h^{-n_j}) \otimes 1]u^{n_j} \in C^*(\mathbb{Z}, C(X, D), \alpha).\]

Combining (2.6) and (2.11), we see that \(f_0\) vanishes in particular on the sets
\[h^{-1}(Y), h^{-2}(Y), \ldots, h^{-n_j}(Y),\]
whence \(f_0 \circ h^{-n_j}\) vanishes on the sets
\[Y, h(Y), \ldots, h^{n_j-1}(Y).\]

So \(v_j \in B\) by Lemma 2.4. Using (2.10) at the first step and \(f_0 f = f\) at the last step, we calculate:

\[v_j^* c_{n_j} v_j = (1 \otimes w_j)u^{n_j} [f \circ h^{-n_j}) \otimes 1]a^{n_j} (f \otimes d) [f \circ h^{-n_j}) \otimes 1]u^{n_j} (1 \otimes w_j)^* = (1 \otimes w_j) (f_0 \otimes 1) (f \otimes d) (f_0 \otimes 1) (1 \otimes w_j^2) = f \otimes w_j d w_j^*.
\]

We apply (2.7) at the first step and use orthogonality of \(c_0, c_1, \ldots, c_{n_k}\) and Lemma 1.4(12) of [52] at the second step, to get

\[f \otimes 1 = \sum_{j=1}^{k} f \otimes w_j d w_j^* \lesssim_B \sum_{j=1}^{k} c_{n_j}.\]

This proves the claim (2.13).

We next claim that

\[(2.14) \quad \sum_{j=1}^{k} (f \circ h^{-n_j}) \otimes \beta_{n_j}(d_1) \lesssim_{C(X, D)} g_0 g_1 \otimes d.\]

To prove this, combine (2.6), (2.11), and Lemma 1.11 of [52] to get

\[(f \circ h^{-n_j}) \otimes \beta_{n_j}(d_1) \lesssim_{C(X, D)} (f \circ h^{-n_j}) \otimes d_0\]

for \(j = 1, 2, \ldots, k\). Since the functions \(f \circ h^{-n_j}\) are orthogonal, it follows that

\[\sum_{j=1}^{k} (f \circ h^{-n_j}) \otimes \beta_{n_j}(d_1) \lesssim_{C(X, D)} \left(\sum_{j=1}^{k} (f \circ h^{-n_j})\right) \otimes d_0.
\]

Using orthogonality of the functions \(f \circ h^{-n_j}\) again, together with

\[\text{supp}(f \circ h^{-n_j}) \subset h^{n_j}(V) \subset U \quad \text{and} \quad 0 \leq f \circ h^{-n_j} \leq 1 \quad \text{for} \ j = 1, 2, \ldots, k, \]

we see that \(\sum_{j=1}^{k} f \circ h^{-n_j} \leq 1\) and, by (2.2), that this sum is supported in \(U\). Since \(g_0 g_1 \geq \rho\) on \(U\) by (2.4), we get the first step in the following computation; the second step is clear:

\[\sum_{j=1}^{k} (f \circ h^{-n_j}) \otimes d_0 \leq \frac{1}{\rho} (g_0 g_1 \otimes d_0) \sim_{C(X, D)} g_0 g_1 \otimes d_0.
\]

The claim is proved.

Now combine (2.5), (2.8), (2.14), (2.12), and (2.13) to get \(f \otimes 1 \lesssim_B a.\)
Corollary 2.8. Let $X$ be a compact metric space, let $h: X \to X$ be a minimal homeomorphism, let $D$ be a simple unital $C^*$-algebra which has a tracial state, and let $\alpha \in \text{Aut}(C(X,D))$ lie over $h$. Assume that the action generated by $\alpha$ is pseudoperiodically generated. Let $Y \subset X$ be a compact subset such that $h^n(Y) \cap Y = \emptyset$ for all $n \in \mathbb{Z} \setminus \{0\}$. Then $C^*(Z, C(X,D), \alpha)_Y$ is a large subalgebra of $C^*(Z, C(X,D), \alpha)$ of crossed product type in the sense of Definition 4.9 of [52].

Proof. Lemma 2.4 implies that $B$ satisfies the hypotheses of Lemma 2.6 with $G = \mathbb{Z}$. Therefore, by Lemma 2.7, there exists $b \in C(X,D)_+ \setminus \{0\}$ such that $b \lesssim_B a$. Now Lemma 2.7 provides $f \in C(X)_+ \setminus \{0\}$ such that $f \lesssim_B a$. □

We can now prove the analog of Theorem 7.10 of [52].

Theorem 2.9. Let $X$ be a compact metric space, let $h: X \to X$ be a minimal homeomorphism, let $D$ be a simple unital $C^*$-algebra which has a tracial state, and let $\alpha \in \text{Aut}(C(X,D))$ lie over $h$. Assume that the action generated by $\alpha$ is pseudoperiodically generated. Let $Y \subset X$ be a compact subset such that $h^n(Y) \cap Y = \emptyset$ for all $n \in \mathbb{Z} \setminus \{0\}$. Then $C^*(Z, C(X,D), \alpha)_Y$ is a large subalgebra of $C^*(Z, C(X,D), \alpha)$ of crossed product type in the sense of Definition 4.9 of [52].

Proof. We verify the hypotheses of Proposition 4.11 of [52]. We follow Notation 2.1. Set

\[ A = C^*(\mathbb{Z}, C(X,D), \alpha), \quad B = C^*(\mathbb{Z}, C(X,D), \alpha)_Y, \quad C = C(X,D), \quad G = \{u\}. \]

The algebra $A$ is simple by Proposition 1.6 and finite by Proposition 1.7. In particular, condition (1) in Proposition 4.11 of [52] holds.

We next verify condition (2) in Proposition 4.11 of [52]. All parts are obvious except (2d). So let $a \in A_+ \setminus \{0\}$ and $b \in B_+ \setminus \{0\}$. Apply Corollary 2.8 twice, the first time with $Y = \emptyset$ and $a$ as given and the second time with $Y$ as given and with $b$ in place of $a$. We get $a_0, b_0 \in C(X)_+ \setminus \{0\}$ such that $a_0 \lesssim_A a$ and $b_0 \lesssim_B b$.

We can now argue as in the corresponding part of the proof of Theorem 7.10 of [52] to find $f \in C(X)$ such that

\[ f \lesssim_{C(X)} a_0 \lesssim_A a \quad \text{and} \quad f \lesssim_B b_0 \lesssim_B b, \]

completing the proof of condition (2d). Alternatively, $a_0, b_0 \in C^*(\mathbb{Z}, X, h)_Y \subset C^*(\mathbb{Z}, C(X,D), \alpha)_Y$, and $C^*(\mathbb{Z}, X, h)_Y$ is a large subalgebra of $C^*(\mathbb{Z}, X, h)$ of crossed product type by Theorem 7.10 of [52], so the existence of $f$ follows from condition (2d) in Proposition 4.11 of [52].

We next verify condition (3) in Proposition 4.11 of [52]. Let $m \in \mathbb{Z}_{>0}$, let $a_1, a_2, \ldots, a_m \in A$, let $\varepsilon > 0$, and let $b \in B_+ \setminus \{0\}$. We follow the corresponding part of the proof of Theorem 7.10 of [52]. Choose $c_1, c_2, \ldots, c_m \in C(X,D)[\mathbb{Z}]$ such that $|c_j - a_j| < \varepsilon$ for $j = 1, 2, \ldots, m$. (This estimate is condition (3b).) Choose $N \in \mathbb{Z}_{>0}$ such that for $j = 1, 2, \ldots, m$ there are $c_{j,l} \in C(X,D)$ for $l = -N, -N + 1, \ldots, N - 1, N$ with

\[ c_j = \sum_{l=-N}^N c_{j,l} u^l. \]

Apply Corollary 2.8 to $B$, to find $f \in C(X)_+ \setminus \{0\}$ such that $f \lesssim_B b$. Set $U = \{x \in X: f(x) \neq 0\}$, and choose nonempty disjoint open sets $U_l \subset U$ for $l = -N, -N + 1, \ldots, N - 1, N$. For each such $l$, use Lemma 7.7 of [52] to choose
Suppose \( f_1, r_l \in C(X)_+ \) such that \( r_l(x) = 1 \) for all \( x \in h^l(Y) \), such that \( 0 \leq r_l \leq 1 \), such that \( \text{supp}(f_1) \subset U_l \), and such that \( r_l \lesssim_{C^*(Z, X, h)_Y} f_1 \). Then also \( r_l \lesssim_{B} f_1 \).

Choose an open set \( W \) containing \( Y \) such that
\[
h^{-N}(W), h^{-N+1}(W), \ldots, h^{-1}(W), h^N(W)
\]
are disjoint, and choose \( r \in C(X) \) such that \( 0 \leq r \leq 1 \), \( r(x) = 1 \) for all \( x \in Y \), and \( \text{supp}(r) \subset W \). Set
\[
g_l = g_{0} \cdot \prod_{l=-N}^{N} r_l \cdot h^l.
\]
Set \( g_l = g_0 \cdot h^{-l} \) for \( l = -N, -N + 1, \ldots, N - 1, N \). Then \( 0 \leq g_l \leq r_l \leq 1 \). Set \( g = \sum_{l=-N}^{N} g_l \). The supports of the functions \( g_l \) are disjoint, so \( 0 \leq g \leq 1 \). This is condition (3a) in Proposition 4.11 of [52]. The proof of Theorem 7.10 of [52] shows that \( g \lesssim_{C^*(Z, X, h)_Y} f \lesssim_{B} b \). Since \( C^*(Z, X, h)_Y \subset B \), it follows that \( g \lesssim_{B} b \). This is condition (3d) in Proposition 4.11 of [52].

It remains to verify condition (3c) in Proposition 4.11 of [52]. This is done in the same way as the corresponding part of the proof of Theorem 7.10 of [52], except using Lemma 2.4 in place of Proposition 7.5 of [52].

The following corollary is the analog of Corollary 7.11 of [52].

**Corollary 2.10.** Let \( X \) be a compact metric space, let \( h : X \to X \) be a minimal homeomorphism, let \( D \) be a simple unital \( C^* \)-algebra which has a tracial state, and let \( \alpha \in \text{Aut}(C(X, D)) \) lie over \( h \). Assume that the action generated by \( \alpha \) is pseudoperiodically generated. Let \( Y \subset X \) be a compact subset such that \( h^n(Y) \cap Y = \emptyset \) for all \( n \in \mathbb{Z} \setminus \{0\} \). Then \( C^*(Z, X, D, \alpha) \) is a centrally large subalgebra of \( C^*(Z, (X, D, \alpha)) \) in the sense of Definition 5.1 of [52].

**Proof.** Since \( C^*(Z, X, D, \alpha) \) is stably finite (by Proposition 1.7), we can combine Theorem 2.9, Proposition 4.10 of [52], and Corollary 5.8 of [52].

**Corollary 2.11.** Let \( X \) be a compact metric space, let \( h : X \to X \) be a minimal homeomorphism, let \( D \) be a simple unital \( C^* \)-algebra which has a tracial state, and let \( \alpha \in \text{Aut}(C(X, D)) \) lie over \( h \). Assume that the action generated by \( \alpha \) is pseudoperiodically generated. Let \( Y \subset X \) be a compact subset such that \( h^n(Y) \cap Y = \emptyset \) for all \( n \in \mathbb{Z} \setminus \{0\} \). Then \( C^*(Z, X, D, \alpha) \) is a centrally large subalgebra of \( C^*(Z, (X, D, \alpha)) \) in the sense of Definition 3.2 of [4].

**Proof.** Since \( C^*(Z, X, D, \alpha) \) is stably finite (by Proposition 1.7), we can combine Theorem 2.9 and Theorem 4.6 of [4].

We conclude by giving some conditions on \( D \) and \( \alpha \) which guarantee the hypotheses of Corollary 2.11. These are more natural to consider than the awkward pseudoperiodicity hypothesis.

**Corollary 2.12.** Let \( X \) be a compact metric space, let \( h : X \to X \) be a minimal homeomorphism, let \( Y \subset X \) be a compact subset such that \( h^n(Y) \cap Y = \emptyset \) for all \( n \in \mathbb{Z} \setminus \{0\} \), let \( D \) be a simple unital \( C^* \)-algebra which has a tracial state, and let \( \alpha \in \text{Aut}(C(X, D)) \) lie over \( h \). Let \( x \mapsto \alpha_x \) be the corresponding map from \( X \) to \( \text{Aut}(D) \), as in Lemma 1.4. Assume one of the following conditions holds.

1. All elements of \( \{\alpha_x : x \in X\} \subset \text{Aut}(D) \) are approximately inner.
2. \( D \) has strict comparison of positive elements.
(3) $D$ has property (SP) and the order on projections over $D$ is determined by quasitraces.

(4) The set $\{\alpha_x : x \in X\}$ is contained in a subgroup of $\text{Aut}(D)$ which is compact in the topology of pointwise convergence in the norm on $D$.

Then $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is a centrally large subalgebra of $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$.

**Proof.** We claim that, under any of the conditions (1), (2), (3), or (4), the set $\{\alpha_x : x \in X\}$ is contained in a pseudoperiodic subgroup of $\text{Aut}(D)$. For (1), this follows from Lemma 1.10 for (2), from Lemma 1.12 for (3), and for (4), from Lemma 1.10. Now apply Lemma 1.16 to see that the hypotheses of Corollary 2.11 are satisfied.

The case in which $D$ is purely infinite and simple is much easier. We give a direct proof, not depending on large subalgebras, that $C_r^*(G, C(X, D), \alpha)$ is purely infinite simple for any discrete group $G$. It is still true, and will be proved below (Proposition 2.16), that, under the other hypotheses of Theorem 2.9, the subalgebra $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is a large subalgebra of $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ of crossed product type. This fact seems potentially useful, but does not help with the analysis of any of the examples in Section 3.

**Theorem 2.13.** Let $G$ be a discrete group, let $X$ be a compact space, and suppose $G$ acts on $X$ in such a way that the action is minimal and for every finite set $S \subset G \setminus \{1\}$, the set

$$\{ x \in X : gx \neq x \text{ for all } g \in S \}$$

is dense in $X$. Let $D$ be a purely infinite simple unital C*-algebra, and let $\alpha : G \to \text{Aut}(C(X, D))$ be an action of $G$ on $C(X, D)$ which lies over the given action of $G$ on $X$ (in the sense of Definition 1.3). Then $C_r^*(G, C(X, D), \alpha)$ is purely infinite simple.

We saw in Proposition 1.6 that $C_r^*(G, C(X, D), \alpha)$ is simple, but we won’t use that in this proof.

**Proof of Theorem 2.13.** For convenience of notation, set $A = C_r^*(G, C(X, D), \alpha)$. We also freely identify $C(X, D)$ with $C(X) \otimes D$. We prove the result by showing that $1_A \preceq a$ for all $a \in A_+ \setminus \{0\}$. By Lemma 2.6, we can assume that $a \in C(X, D)_+ \setminus \{0\}$.

Use Kirchberg’s Slice Lemma (Lemma 4.1.9 of [58]) to find $f \in C(X)_+ \setminus \{0\}$ and $b \in D_+ \setminus \{0\}$ such that

$$f \otimes b \preceq_{C(X, D)} a.$$  

Without loss of generality $\|f\| = 1$. Since $D$ is purely infinite and simple, we have $1_D \preceq_D b$, and so it follows that

$$f \otimes 1_D \preceq_D f \otimes b.$$  

Set $U = \{ x \in X : f(x) > \frac{1}{2} \}$. By minimality of the action, the sets $gU$ for $g \in G$ cover $X$. So there are $n \in \mathbb{Z}_{\geq 0}$ and $g_1, g_2, \ldots, g_n \in G$ such that the sets $g_1U, g_2U, \ldots, g_nU$ cover $X$. The function $x \mapsto \sum_{k=1}^n f(g_k^{-1}x)$ is strictly positive on $X$. Using this fact at the first step, pure infiniteness of $D$ at the second last
For convenience of notation, set

\[ D \parallel y \parallel \]

by Lemma 2.4. Taking

\[ l \]

in the proof of Theorem 2.13.

As promised, we now give a result on large subalgebras when \( G = \mathbb{Z} \). We use two lemmas, the first of which has a similar proof to that of Theorem 2.13.

**Lemma 2.14.** Let \( X \) be a compact metric space, let \( h : X \to X \) be a minimal homeomorphism, let \( D \) be a purely infinite simple unital C*-algebra, and let \( \alpha \in \text{Aut}(C(X,D)) \) lie over \( h \). Let \( Y \subset X \) be a compact subset such that \( h^n(Y) \cap Y = \emptyset \) for all \( n \in \mathbb{Z} \) \( \setminus \{0\} \). Then \( C^*(\mathbb{Z},C(X,D),\alpha)_Y \) is purely infinite and simple.

**Proof.** For convenience of notation, set \( B = C^*(\mathbb{Z},C(X,D),\alpha)_Y \). We also freely identify \( C(X,D) \) with \( C(X) \otimes D \). We prove the result by showing that \( 1_A \preceq a \) for all \( a \in A_+ \setminus \{0\} \). By Lemma 2.6 and Lemma 2.4 we can assume that \( a \in C(X,D) \setminus \{0\} \). Using Kirchberg’s Slice Lemma and pure infiniteness of \( D \) as in the proof of Theorem 2.13 there is \( f \in C(X)_+ \setminus \{0\} \) such that \( f \otimes 1_D \preceq_{C(X,D)} a \).

We now claim that for every \( x \in X \) there is \( l_x \in C(X)_+ \) such that \( l_x \otimes 1_D \preceq_B f \otimes 1_D \) and \( l_x(x) > \frac{1}{2} \). Given this, the proof is finished as in the last computation in the proof of Theorem 2.13.

To prove the claim, set \( U = \{ x \in X : f(x) > \frac{1}{2} \} \). If \( x \in U \), take \( l_x = f \).

Suppose next that \( x \notin U \) and \( x \notin \bigcup_{m=0}^{\infty} h^m(Y) \). By minimality of \( h \), there is \( n \in \mathbb{Z}_{>0} \) such that \( x \in h^n(U) \). Choose \( r \in C(X)_+ \) such that \( r(y) = 0 \) for all \( y \in \bigcup_{m=0}^{n-1} h^m(Y) \) and \( r(x) = 1 \). Then, letting \( u \in C^*(\mathbb{Z},C(X,D),\alpha) \) be the standard unitary (as in Notation 12), we have \( (r \otimes 1_D)u^n \in B \) by Lemma 2.4.

Taking \( l_x = r^2 \cdot (f \circ h^{-n}) \), we have \( l_x(x) = f(h^{-n}(x)) > \frac{1}{2} \). Also, \( (ru^n)(f \otimes 1_D)(ru^n)^* = l_x \otimes 1_D \), so \( l_x \otimes 1_D \preceq_B f \otimes 1_D \).

Finally, suppose \( x \notin U \) and \( x \in \bigcup_{m=0}^{\infty} h^m(Y) \). Then \( x \notin \bigcup_{m=1}^{\infty} h^{-m}(Y) \). By minimality of \( h \), there is \( n \in \mathbb{Z}_{>0} \) such that \( x \in h^{-n}(U) \). Choose \( r \in C(X)_+ \), such that \( r(y) = 0 \) for all \( y \in \bigcup_{m=1}^{n} h^{-m}(Y) \) and \( r(x) = 1 \). Then \( (r \otimes 1_D)u^{-n} \in B \) by Lemma 2.4.

Taking \( l_x = r^2 \cdot (f \circ h^n) \), we have \( l_x(x) = f(h^n(x)) > \frac{1}{2} \). Also, \( (ru^{-n})(f \otimes 1_D)(ru^{-n})^* = l_x \otimes 1_D \), so \( l_x \otimes 1_D \preceq_B f \otimes 1_D \). This completes the proof.

**Lemma 2.15.** Let \( X \) be a compact Hausdorff space, let \( G \) be a discrete group, and let \( D \) be a C*-algebra. Let \( (g,x) \mapsto gx \) be an action of \( G \) on \( X \), and let \( \alpha : G \to \text{Aut}(C(X,D)) \) be an action of \( G \) on \( C(X,D) \) which lies over \( (g,x) \mapsto gx \) in the sense of Definition 12. Then for every \( b \in C^*_r(G,C(X,D),\alpha) \) and every \( \varepsilon > 0 \), there is a finite set \( T \subset G \) and a nonempty open set \( V \subset X \) such that, whenever \( x \in V \) and \( f \in C(X) \) satisfy \( 0 \leq f \leq 1 \) and \( f(gx) = 1 \) for all \( g \in T \), then \( \|bf\| > \|b\| - \varepsilon \).

If \( D \) is not unital, then the product \( fb \) is realized via the inclusion of \( C(X) \) in \( M(C^*_r(G,C(X,D),\alpha)) \).
Proof of Lemma 2.15. Let \((g, x) \mapsto \alpha_{g, x}\) be as in Definition 1.2.

Fix a faithful representation \(\rho\) of \(D\) on a Hilbert space \(H\). Then for every \(x \in X\) there is a representation \(\rho \circ \text{ev}_x : C(X, D) \to \mathcal{L}(H)\). Let \((v_x, \pi_x)\) be the corresponding regular covariant representation of \((G, C(X, D), \alpha)\) on \(L^2(G, H)\), and let \(\sigma_x : C^*(G, C(X, D), \alpha) \to L^2(G, H)\) be its integrated form. We identify \(L^2(G, H)\) with \(L^2(G) \otimes H\), and we write \(\delta_g \in L^2(G)\) for the standard basis vector corresponding to \(g \in G\). For later use, we recall that if \(S_1, S_2 \subseteq G\) are finite sets, \(d \in C(X, D)[G]\) is given as \(d = \sum_{g \in S_2} d_g u_g\) with \(d_g \in C(X, D)\) for \(g \in S_1\), and \(x \in L^2(G) \otimes H\) has the form \(x = \sum_{h \in S_2} \delta_h \otimes \xi_h\) with \(\xi_h \in H\) for \(h \in S_2\), then

\[
(2.17) \quad \sigma_x(d) \xi = \sum_{g \in S_1, h \in S_2} \delta_{gh} \otimes \rho(\alpha_{g^{-1}g^{-1}, x}(d_g ghx)) \xi_h.
\]

The representation \(\bigoplus_{x \in X} \rho \circ \text{ev}_x\) is a faithful representation of \(C(X, D)\), so \(\bigoplus_{x \in X} \sigma_x\) is a faithful representation of \(C^*(G, C(X, D), \alpha)\). Therefore there exists \(x_0 \in X\) such that \(\|\sigma_{x_0}(b)\| > \|b\| - \frac{\varepsilon}{5}\). Choose \(c \in C(X, D)[G]\) such that \(\|b - c\| < \frac{\varepsilon}{5}\). In particular, \(\|\sigma_x(c)\| > \|b\| - \frac{2\varepsilon}{5}\). Choose \(\xi \in L^2(G, H)\) with finite support such that \(\|\xi\| = 1\) and \(\|\sigma_x(c)\xi\| > \|b\| - \frac{4\varepsilon}{5}\). Write \(c = \sum_{g \in S_1} c_g u_g\) and \(\xi = \sum_{h \in S_2} \delta_h \otimes \xi_h\) with \(S_1, S_2 \subseteq G\) finite, \(c_g \in C(X, D)\) for \(g \in S_1\), and \(\xi_h \in H\) for \(h \in S_2\). Use Lemma 1.3 to choose an open set \(V \subseteq X\) such that \(x_0 \in V\) and such that for all \(x \in V\), \(g \in S_1\), and \(h \in S_2\), we have

\[
(2.18) \quad \|\alpha_{g^{-1}g^{-1}, x}(c_g ghx) - \alpha_{h^{-1}g^{-1}, x_0}(c_g ghx_0)\| < \frac{\varepsilon}{5\text{card}(S_1)\text{card}(S_2) + 1}.
\]

Set

\[
T = \{gh : g \in S_1 \text{ and } h \in S_2\}.
\]

Now let \(x \in V\), and suppose \(f \in C(X)\) satisfies \(0 \leq f \leq 1\) and \(f(gx) = 1\) for all \(g \in T\). The condition on \(f\) and the formula \((2.17)\) imply that \(\sigma_x(f)\xi = \sigma_x(c)\xi\). Applying \((2.17)\) again, and using \((2.18)\) at the second step, we get

\[
(2.19) \quad \|\sigma_x(c)\xi - \sigma_x(c)\xi\| = \sum_{g \in S_1, h \in S_2} \|\alpha_{g^{-1}g^{-1}, x}(c_g ghx) - \alpha_{h^{-1}g^{-1}, x_0}(c_g ghx_0)\| < \frac{\varepsilon}{5}.
\]

Therefore, using \(\|f\| \leq 1\) at the second and \(\|b - c\| < \frac{\varepsilon}{5}\) at the second and fifth steps, as well as \((2.19)\) at the fourth step,

\[
\|fb\| \geq \|\sigma_x(fb)\| - \|\sigma_x(fc)\| - \frac{\varepsilon}{5} = \|\sigma_x(c)\xi\| - \|\sigma_x(c)\xi\| - \frac{2\varepsilon}{5} > \|\sigma_x(c)\xi\| - \frac{3\varepsilon}{5} > \|\sigma_x(b)\| - \frac{4\varepsilon}{5} > \|\sigma_x(b)\| - \frac{4\varepsilon}{5} > \|b\| - \varepsilon,
\]

as desired. \(\square\)

Proposition 2.16. Let \(X\) be a compact metric space, let \(h : X \to X\) be a minimal homeomorphism, let \(Y \subseteq X\) be a compact subset such that \(h^n(Y) \cap Y = \emptyset\) for all \(n \in \mathbb{Z} \setminus \{0\}\), let \(D\) be a purely infinite simple unital \(\mathcal{C}^*\)-algebra, and let \(\alpha \in \text{Aut}(C(X, D))\) lie over \(h\). Then \(C^*(\mathbb{Z}, C(X, D), \alpha)_Y\) is a large subalgebra of \(C^*(\mathbb{Z}, C(X, D), \alpha)\) of crossed product type.

Proof. We verify directly the conditions of Definition 4.9 of 52. We follow Notation 2.1. Set

\[
A = C^*(\mathbb{Z}, C(X, D), \alpha), \quad B = C^*(\mathbb{Z}, C(X, D), \alpha)_Y,
\]

and let
\[ C = C(X, D), \quad \text{and} \quad G = \{ u \}. \]

All parts of condition (1) in Definition 4.9 of [52] are obvious.

We verify condition (2) there. Let \( m \in \mathbb{Z}_{>0} \), let \( a_1, a_2, \ldots, a_m \in A \), let \( \varepsilon > 0 \), let \( b_1 \in A_+ \) satisfy \( \|b_1\| = 1 \), and let \( b_2 \in B_+ \setminus \{0\} \). We will part of the verification of condition (3) in Proposition 4.11 of [52] in the proof of Theorem 2.9.

Choose \( c_1, c_2, \ldots, c_m \in C(X, D)[\mathbb{Z}] \) such that \( \|c_j - a_j\| < \varepsilon \) for \( j = 1, 2, \ldots, m \). (This estimate is condition (2b)). Choose \( N \in \mathbb{Z}_{>0} \) such that for \( j = 1, 2, \ldots, m \) there are \( c_{j,l} \in C(X, D) \) for \( l = -N, -N + 1, \ldots, N - 1, N \) with

\[ c_j = \sum_{l=-N}^{N} c_{j,l} u^l. \]

Apply Lemma 2.14 getting a finite set \( T \subset \mathbb{Z} \) and a nonempty open set \( U \subset X \) such that, whenever \( x \in U \) and \( f \in C(X) \) satisfy \( 0 \leq f \leq 1 \) and \( f(h^k(x)) = 1 \) for all \( k \in T \), then \( \|f h_1^{1/2}\| > 1 - \frac{\varepsilon}{2} \). Define

\[ S = \{ n - k : k \in T \text{ and } n \in [-N, N] \cap \mathbb{Z} \}, \]

which is a finite subset of \( \mathbb{Z} \). Then \( \bigcup_{n \in S} h^n(Y) \) is nowhere dense in \( X \), so there exists \( x_0 \in W \) such that \( x_0 \not\in \bigcup_{n \in S} h^n(Y) \). This choice implies that

\[ \{ h^k(x_0) : k \in T \} \cap \bigcup_{n=-N}^{N} h^n(Y) = \emptyset, \]

so there is \( g \in C(X) \) such that \( 0 \leq g \leq 1 \), \( g(y) = 1 \) for all \( y \in \bigcup_{n=-N}^{N} h^n(Y) \), and \( g(h^k(x)) = 0 \) for all \( k \in T \).

Condition (1a) in Definition 4.9 of [52] holds by construction. The proof that \( (1 - g)c_j \in B \) for \( j = 1, 2, \ldots, m \) (condition (2c) in Definition 4.9 of [52]) is the same as at the end of the proof of Theorem 2.9 follow the corresponding part of the proof of Theorem 7.10 of [52], except using Lemma 2.14 in place of Proposition 7.5 of [52]. Lemma 2.14 implies \( 1_A \preceq_B b_1 \) and \( 1_A \preceq_B b_2 \), so the requirements \( g \preceq_A b_1 \) and \( g \preceq_B b_2 \) (condition (2d) in Definition 4.9 of [52]) follow immediately. For condition (2e) in Definition 4.9 of [52], we estimate, using \( 1 - g(h^k(x_0)) = 1 \) for all \( k \in T \) at the second step:

\[ \|(1 - g)b_1(1 - g)\| = \|(1 - g)b_1^{1/2}\|^2 > \left( 1 - \frac{\varepsilon}{2} \right)^2 > \varepsilon. \]

This completes the proof. \( \square \)

3. Recursive structure for orbit breaking subalgebras

In this section, under appropriate conditions we will show that the orbit breaking subalgebras of Definition 2.3 have a tractable recursive structure, as subalgebras of certain homogeneous algebras tensored with \( D \). We start by introducing the formalism for a generalization of the recursive subhomogeneous algebras introduced in [51] that were crucial for the analysis in [42] and [38].

**Definition 3.1.** Let \( A, B \), and \( C \) be C*-algebras, and let \( \varphi : A \to C \) and \( \psi : B \to C \) be homomorphisms. Then the associated pullback C*-algebra \( A \oplus_{C,\varphi,\psi} B \) is defined by

\[ A \oplus_{C,\varphi,\psi} B = \{(a, b) \in A \oplus B : \varphi(a) = \psi(b)\}. \]
We frequently write \( A \oplus C B \) when the maps \( \varphi \) and \( \psi \) are understood. If \( C = 0 \) we just get \( A \oplus B \).

**Definition 3.2.** Let \( D \) be a simple unital \( C^* \)-algebra. The class of recursive subhomogeneous algebras over \( D \) is the smallest class \( \mathcal{R} \) of \( C^* \)-algebras that is closed under isomorphism and such that:

1. If \( X \) is a compact Hausdorff space and \( n \geq 1 \), then \( C(X, M_n(D)) \in \mathcal{R} \).
2. If \( B \in \mathcal{R} \), \( X \) is compact Hausdorff, \( n \geq 1 \), \( X^{(0)} \subset X \) is closed (possibly empty), \( \varphi : B \rightarrow C(X^{(0)}, M_n(D)) \) is any unital homomorphism (the zero homomorphism if \( X^{(0)} \) is empty), and \( \rho : C(X, M_n(D)) \rightarrow C(X^{(0)}, M_n(D)) \) is the restriction homomorphism, then the pullback

\[
B \oplus_{C(X^{(0)}, M_n(D)), \varphi, \rho} C(X, M_n(D)) = \{(b, f) \in B \oplus C(X, M_n(D)) : \varphi(b) = f|_{X^{(0)}}\}
\]

is in \( \mathcal{R} \).

Taking \( D = C \) in this definition gives the usual definition for the class of recursive subhomogeneous algebras. (See [51].) This definition makes sense for any unital \( C^* \)-algebra \( D \), but it is not clear whether it is appropriate in this generality.

**Definition 3.3.** We adopt the following standard notation for recursive subhomogeneous algebras over \( D \). The definition implies that if \( R \) is any recursive subhomogeneous algebra over \( D \), then \( R \) may be written in the form

\[
R \cong \left[ \cdots \left[ C_0 \oplus_{C_1^{(0)}, \varphi_1, \rho_1} C_1 \right] \oplus_{C_2^{(0)}, \varphi_2, \rho_2} C_2 \right] \cdots \oplus_{C_l^{(0)}, \varphi_l, \rho_l} C_l,
\]

with \( C_k = C(X_k, M_{n(k)}(D)) \) for compact Hausdorff spaces \( X_k \) and positive integers \( n(k) \), and with \( C_k^{(0)} = C(X_k^{(0)}, M_{n(k)}(D)) \) for compact subsets \( X_k^{(0)} \subset X_k \) (possibly empty), where the maps \( \rho_k : C_k \rightarrow C_k^{(0)} \) are always the restriction maps. An expression of this type for \( R \) will be referred to as a decomposition of \( R \), and the notation that appears here will be referred to as the standard notation for a decomposition. We associate the following objects to this decomposition.

1. Its length \( l \).
2. The \( k \)-th stage algebra

\[
R^{(k)} = \left[ \cdots \left[ C_0 \oplus_{C_1^{(0)}, \varphi_1, \rho_1} C_1 \right] \oplus_{C_2^{(0)}, \varphi_2, \rho_2} C_2 \right] \cdots \oplus_{C_l^{(0)}, \varphi_l, \rho_l} C_l.
\]
3. Its base spaces \( X_0, \ldots, X_l \) and total space \( X = \bigsqcup_{k=0}^l X_k \).
4. Its matrix sizes \( n(0), \ldots, n(l) \) and matrix size function \( m : X \rightarrow \mathbb{Z}_{\geq 0} \) defined by \( m(x) = n(k) \) when \( x \in X_k \). (This is called the matrix size of \( R \) at \( x \).)
5. Its minimum matrix size \( \min_k n(k) \) and maximum matrix size \( \max_k n(k) \).
6. Its topological dimension \( \dim(X) = \max_k \dim(X_k) \) and topological dimension function \( d : X \rightarrow \mathbb{Z}_{\geq 0} \), defined by \( d(x) = \dim(X_k) \) for \( x \in X_k \). (This is called the topological dimension of \( R \) at \( x \).)
7. Its standard representation \( \sigma = \sigma_R : R \rightarrow \bigoplus_{k=0}^l C(X_k, M_{n(k)}(D)) \), defined by forgetting the restriction to a subalgebra in each of the fibered products in the decomposition.
8. The associated evaluation maps \( \text{ev}_x : R \rightarrow M_{n(k)}(D) \), defined to be the restriction of the usual evaluation map on \( \bigoplus_{k=0}^l C(X_k, M_{n(k)}(D)) \) to \( R \),
when \( R \) is identified with a subalgebra of this algebra through the standard representation \( \sigma_R \).

A decomposition of an algebra \( R \) as a recursive subhomogeneous algebra over \( D \) may be highly nonunique, which in the case \( D = \mathbb{C} \) is clear from examples in [51]. Moreover, the matrix sizes are not uniquely determined even if all the other data has already been chosen, which is easily seen through the example of the \( 2^\infty \) UHF algebra.

**Notation 3.4.** Throughout, we let \( \mathcal{E} \) denote a separable, unital C*-algebra that is strongly selfabsorbing in the sense of [63]: there exists an isomorphism \( \mathcal{E} \cong \mathcal{E} \otimes \mathcal{E} \) that is unitarily equivalent to \( a \mapsto a \otimes 1_\mathcal{E} \).

Examples include the Cuntz algebras \( \mathcal{O}_2 \) and \( \mathcal{O}_\infty \), and the Jiang-Su algebra \( \mathcal{Z} \), which is a simple, separable, unital, infinite dimensional, strongly selfabsorbing, nuclear C*-algebra having the same Elliott invariant as the complex numbers \( \mathbb{C} \). (See [26] for its construction).

**Definition 3.5.** Adopt Notation 3.4. A separable C*-algebra \( D \) is called \( \mathcal{E} \)-stable if there is an isomorphism \( D \otimes \mathcal{E} \cong D \).

It is clear that if \( D \) is \( \mathcal{E} \)-stable, then so are \( M_n(D) \) and \( C(X,D) \). With appropriate assumptions on the algebra \( D \), we can give some results about the \( \mathcal{E} \)-stability of recursive subhomogeneous algebras over \( C \).

**Lemma 3.6.** Adopt Notation 3.4. Let \( A, B, \) and \( C \) be separable unital C*-algebras (allowing \( C = 0 \)), and let \( \varphi: A \to C \) and \( \psi: B \to C \) be unital homomorphisms. Let \( P = A \oplus_{C,\varphi,\psi} B \) be the associated pullback (Definition 3.1). If \( \psi \) is surjective and both \( A \) and \( B \) are \( \mathcal{E} \)-stable, then \( P \) is \( \mathcal{E} \)-stable.

**Proof.** Define \( \pi: P \to A \) by \( \pi(a,b) = a \). There is an isomorphism \( \iota: \text{Ker}(\psi) \to \text{Ker}(\pi) \) given by \( \iota(b) = (0,b) \) for \( b \in \text{Ker}(\psi) \). Moreover, surjectivity of \( \psi \) is easily seen to imply surjectivity of \( \pi \). We obtain an exact sequence

\[
0 \to \text{Ker}(\psi) \xrightarrow{\iota} P \xrightarrow{\pi} A \to 0.
\]

Now \( \text{Ker}(\varphi) \) is \( \mathcal{E} \)-stable by Corollary 3.1 of [63]. Since \( B \) is also \( \mathcal{E} \)-stable, Theorem 4.3 of [63] implies that \( P \) is \( \mathcal{E} \)-stable. \( \square \)

**Proposition 3.7.** Adopt Notation 3.4. Let \( D \) be a simple separable \( \mathcal{E} \)-stable C*-algebra, and let \( R \) be a recursive subhomogeneous algebra over \( D \). Then \( R \) is \( \mathcal{E} \)-stable.

**Proof.** We proceed by induction on the length of a decomposition for \( R \) as a recursive subhomogeneous algebra over \( D \). The base case is when \( R = C(X, M_n(D)) \), and this is \( \mathcal{E} \)-stable whenever \( D \) is \( \mathcal{E} \)-stable. For the inductive step, we may assume that there are an \( \mathcal{E} \)-stable unital C*-algebra \( R' \), \( n \in \mathbb{Z}_{>0} \), a compact Hausdorff space \( X \), a closed subset \( X^{(0)} \subset X \), and a unital homomorphism \( \varphi: R' \to C(X^{(0)}, M_n(D)) \) such that

\[
R = \{(a,f) \in R' \oplus C(X, M_n(D)) : \varphi(a) = f|_{X^{(0)}} \}.
\]

Since \( f \mapsto f|_{X^{(0)}} \) is surjective and both \( R' \) and \( C(X, M_n(D)) \) are \( \mathcal{E} \)-stable, it follows from Lemma 3.6 that \( R \) is \( \mathcal{E} \)-stable, which completes the induction. \( \square \)
Proposition 3.8. Let $X$ be a compact Hausdorff space, let $h : X \to X$ be a homeomorphism, let $D$ be a unital C*-algebra, and let $\alpha \in \text{Aut}(C(X, D))$ lie over $h$. Let $Y \subset X$ be closed, and let $Y_1 \supset Y_2 \supset \cdots$ be closed subsets of $X$ such that $\bigcap_{n=1}^{\infty} Y_n = Y$. Then
\[ C^*(\mathbb{Z}, C(X, D), \alpha)_Y = \bigcup_{n=1}^{\infty} A_{Y_n} \cong \lim_{\rightarrow} A_{Y_n}. \]

Proof. The proof is easy, and is omitted. □

The results in the remainder of this section are mostly generalizations of ones in Section 1 of [42]. We follow a slightly more modern development, adapted from Section 11.3 of [20], since [42] has not been published. (The proofs in [20] are mostly taken from [42], with some changes in notational conventions.) Most proofs go through with changes only to the notation, such as replacing the action of a minimal homeomorphism $h$ with the action $\alpha$ on $C(X, D)$. The biggest technical differences are in the proof of Lemma 2.4. We begin with the well-known Rokhlin tower construction.

Notation 3.9. Let $X$ be a compact Hausdorff space and let $h : X \to X$ be a minimal homeomorphism. Let $Y \subset X$ be a closed set with $\text{int}(Y) \neq \emptyset$. For $y \in Y$, define $r(y) = \inf \{ m \geq 1 : h^m(y) \in Y \}$. Then $\sup_{y \in Y} r(y) < \infty$ (see Lemma 3.10(1)), so there are finitely many distinct values $n(0) < n(1) < \cdots < n(l)$ in the range of $r$. For $k = 0, 1, \ldots, l$, set
\[ Y_k = \{ y \in Y : r(y) = n(k) \} \quad \text{and} \quad Y_k^o = \text{int}(\{ y \in Y : r(y) = n(k) \}). \]

We warn that, while $Y_k^o \subset \text{int}(Y_k)$, the inclusion may be proper.

Lemma 3.10. Let $Y \subset X$ be a closed set with $\text{int}(Y) \neq \emptyset$, and adopt Notation 3.9. Then:
\begin{enumerate}
  \item $\sup_{y \in Y} r(y) < \infty$.
  \item The sets $h^j(Y_k^o)$ are pairwise disjoint for $0 \leq k \leq l$ and $1 \leq j \leq n(k)$.
  \item $\bigcup_{k=0}^{l} Y_k = Y$.
  \item $\bigcup_{k=0}^{l-1} \bigcup_{j=0}^{n(k)-1} h^j(Y_k) = X$.
\end{enumerate}

Proof. This is Lemma 11.3.5 of [20]. □

We first consider the specific situation of the structure of $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ when $X$ is the Cantor set. This is needed later.

Lemma 3.11. Adopt Notation 3.9, let $X$ be the Cantor set, and let $Y \subset X$ be a nonempty compact open subset. Then
\[ C^*(\mathbb{Z}, C(X, D), \alpha)_Y \cong \bigoplus_{k=0}^{l} C(Y_k, M_{n(k)}(D)). \]

Proof. This is a straightforward adaption of the proof of Lemma 11.2.20 of [20]. □

If we set $B_k = C(Y_k, M_{n(k)})$, then $B_k$ is an AF algebra for each $k$ (since $Y_k$ is totally disconnected), and hence $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is a direct sum of what might be called “AF $D$-algebras”.
Proposition 3.12. Let $X$ be a compact Hausdorff space, let $h : X \to X$ be a minimal homeomorphism, let $D$ be a unital C*-algebra, let $\alpha \in \text{Aut}(C(X, D))$ lie over $h$, let $Y \subset X$ be a closed set with $\text{int}(Y) \neq \emptyset$, and adopt Notation 5.9. Following the notation of Lemma 2.4 there is $N \in \mathbb{Z}_{>0}$ such that $C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y$ has the Banach space direct sum decomposition

$$C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y = \bigoplus_{n=-N}^{N} C_0(X \setminus Y_n, D)u^n.$$ 

Proof. The proof is the same as that of Corollary 11.3.7 of [20]. □

Proposition 3.13. Let $X$ be a compact Hausdorff space, let $h : X \to X$ be a minimal homeomorphism, let $D$ be a unital C*-algebra, let $\alpha \in \text{Aut}(C(X, D))$ lie over $h$, let $Y \subset X$ be a closed set with $\text{int}(Y) \neq \emptyset$, and adopt Notation 5.9. Define the unitary $s_k \in C(Y_k, M_{n(k)}(D))$ by

$$s_k = \begin{bmatrix}
0 & 0 & \cdots & \cdots & 0 & 0 & 1 \\
1 & 0 & \cdots & \cdots & 0 & 0 & 0 \\
0 & 1 & \cdots & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & \cdots & 1 & 0 & 0 \\
0 & 0 & \cdots & \cdots & 0 & 1 & 0
\end{bmatrix}.$$ 

For $k = 0, 1, \ldots, l$ there is a unique linear map

$$\gamma_k : C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y \to C(Y_k, M_{n(k)}(D))$$

such that for $m = 0, 1, \ldots, n(k) - 1$ and $f \in C_0(X \setminus Z_m, D)$ we have:

1. $\gamma_k(fu^m) = \text{diag}(f|_{Y_k})_1, \alpha^{-1}(f)|_{Y_k}, \ldots, \alpha^{-[n(k)-1]}(f)|_{Y_k} \cdot s_k^m$.
2. $\gamma_k(u^{-m}f) = s_k^m \cdot \text{diag}(f|_{Y_k})_1, \alpha^{-1}(f)|_{Y_k}, \ldots, \alpha^{-[n(k)-1]}(f)|_{Y_k}$.

Moreover, the map

$$\gamma : C^*\left(\mathbb{Z}, C(X, D), \alpha\right)_Y \to \bigoplus_{k=0}^{l} C(Y_k, M_{n(k)}(D))$$

given by $\gamma(a) = (\gamma_0(a), \gamma_1(a), \ldots, \gamma_l(a))$ is a *-homomorphism.

Proof. The computations in this proof are analogous to those in the proof of Proposition 11.3.9 of [20], using Lemma 2.3 in place of Proposition 11.3.6 of [20]. □

Lemma 3.14. Let $X$ be a compact Hausdorff space, let $h : X \to X$ be a minimal homeomorphism, let $D$ be a unital C*-algebra, let $\alpha \in \text{Aut}(C(X, D))$ lie over $h$, and let $Y \subset X$ be a closed set with $\text{int}(Y) \neq \emptyset$. Adopt Notation 3.9. Identify $C(Y_k, M_{n(k)}(D))$ with $M_{n(k)}(C(Y_k, D))$ in the obvious way. Define maps

$$E^{(m)}_k : C(Y_k, M_{n(k)}(D)) \to C(Y_k, M_{n(k)}(D))$$

by $E^{(m)}_k(b)_{m+j,j} = b_{m+j,j}$ for $1 \leq j \leq n(k)-m$ (if $m \geq 0$) and for $-m+1 \leq j \leq n(k)$ (if $m \leq 0$), and $E^{(m)}_k(b)_{i,j} = 0$ for all other pairs $(i, j)$. (Thus, $E^{(m)}_k$ is the projection
map on the $m$-th subdiagonal.) Write

\[ G_m = \bigoplus_{k=0}^{l} E_k^{(m)}(C(Y_k, M_{n(k)}(D))). \]

Then:

1. There is a Banach space direct sum decomposition

\[ \bigoplus_{k=0}^{l} C(Y_k, M_{n(k)}(D)) = \bigoplus_{m=-n(l)}^{n(l)} G_m. \]

2. For $k = 0, 1, \ldots, l$, $m \geq 0$, $f \in C_0(X \setminus Z_m, D)$, and $x \in Y_k$, the expression $\gamma_k(fu^m)(x)$ is given by the following matrix, in which the first nonzero entry is in row $m + 1$:

\[
\gamma_k(fu^m)(x) = 
\begin{bmatrix}
0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & 0 \\
\alpha^{-m}(f)(x) & \cdots & \cdots & \cdots & 0 \\
0 & \alpha^{-[m+1]}(f)(x) & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \cdots \\
0 & \cdots & \cdots & \cdots & \alpha^{-[n(k)-1]}(f)(x) \end{bmatrix}.
\]

3. For $m \geq 0$ and $f \in C_0(X \setminus Z_m, D)$, we have

\[ \gamma_k(fu^m) \in E_k^{(m)}(C(Y_k, M_{n(k)}(D))), \quad \gamma(fu^m) \in G_m, \]

\[ \gamma_k(u^{-m}f) \in E_k^{(-m)}(C(Y_k, M_{n(k)}(D))), \quad \text{and} \quad \gamma(u^{-m}f) \in G_{-m}. \]

4. The homomorphism $\gamma$ is compatible with the direct sum decomposition of Proposition 3.12 on its domain and the direct sum decomposition of part (1) on its codomain.

Proof. The direct sum decomposition is essentially immediate from the definition of the maps $E_k^{(m)}$, while the other statements follow from Proposition 3.12 and some straightforward matrix calculations as in the proof of Lemma 11.3.15 of [20]. \qed

Corollary 3.15. Let $X$ be a compact Hausdorff space, let $h : X \to X$ be a minimal homeomorphism, let $D$ be a unital C*-algebra, and let $\alpha \in \text{Aut}(C(X,D))$ lie over $h$. Let $Y \subset X$ be closed with $\text{int}(Y) \neq \emptyset$. Then the homomorphism $\gamma$ of Proposition 3.12 is injective.

Proof. The proof is the same as the proof of Lemma 11.3.17 of [20]. \qed

Lemma 3.16. Let $X$ be a compact Hausdorff space, let $h : X \to X$ be a minimal homeomorphism, let $D$ be a unital C*-algebra, and let $\alpha \in \text{Aut}(C(X,D))$ lie over $h$. Let $Y \subset X$ be closed with $\text{int}(Y) \neq \emptyset$. Let

\[ b = (b_0, b_1, \ldots, b_l) \in \bigoplus_{k=0}^{l} C(Y_k, M_{n(k)}(D)). \]

Then $b \in \gamma(C^*(\mathbb{Z}, C(X,D)), \alpha)_Y$ if and only if whenever
• $r > 0$,
• $k, t_1, \ldots, t_r \in \{0, \ldots, l\}$,
• $n(t_1) + n(t_2) + \cdots + n(t_r) = n(k)$,
• $x \in (Y_k \setminus Y_k^\diamond) \cap Y_{t_1} \cap h^{-n(t_1)}(Y_{t_2}) \cap \cdots \cap h^{-[n(t_1) + \cdots + n(t_r - 1)]}(Y_{t_r})$,

then $b_k(x)$ is given by the block diagonal matrix

$$b_k(x) = \begin{bmatrix} b_{t_1}(x) & \alpha^{-n(t_1)}(b_{t_2})(x) & \cdots & \alpha^{-[n(t_1) + \cdots + n(t_r - 1)]}(b_{t_r})(x) \end{bmatrix}.$$ 

**Proof.** The proof is analogous (with appropriate changes to notation and exponents) to the proof of Lemma 11.3.18 of [20].

We are now in position to give a decomposition of $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ as a recursive subhomogeneous algebra over $D$.

**Theorem 3.17.** Let $X$ be a compact Hausdorff space, let $h: X \to X$ be a minimal homeomorphism, let $D$ be a unital $C^*$-algebra, and let $\alpha \in \text{Aut}(C(X, D))$ lie over $h$. Let $Y \subset X$ be closed with int$(Y) \neq \emptyset$. Adopt Notation 3.14 and the notation of Proposition 3.13. Then the homomorphism

$$\gamma: C^*(\mathbb{Z}, C(X, D), \alpha)_Y \to \bigoplus_{k=0}^{l} C(Y_k, M_{n(k)}(D))$$

of Proposition 3.12 induces an isomorphism of $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ with the recursive subhomogeneous algebra over $D$ defined, in the notation of Definition 3.3 as follows:

1. $l$ and $n(0), n(1), \ldots, n(l)$ are as in Notation 3.14
2. $X_k = Y_k$ for $0 \leq k \leq l$
3. $X_k^{(0)} = Y_k \cap \bigcup_{j=0}^{k-1} Y_j$
4. For $x \in X_k^{(0)}$ and $b = (b_0, b_1, \ldots, b_{k-1})$ in the image in $\bigoplus_{j=0}^{k-1} C(Y_j, M_{n(j)}(D))$ of the $k - 1$ stage algebra $C^*(\mathbb{Z}, C(X, D), \alpha)_{Y}^{(k-1)}$ whenever $x \in (Y_k \setminus Y_k^\diamond) \cap Y_{t_1} \cap h^{-n(t_1)}(Y_{t_2}) \cap \cdots \cap h^{-[n(t_1) + \cdots + n(t_r - 1)]}(Y_{t_r})$ with $n(t_1) + n(t_2) + \cdots + n(t_r) = n(k)$, then $\varphi_k(b(x))$ is given by the block diagonal matrix

$$\varphi_k(b(x)) = \begin{bmatrix} b_{t_1}(x) & \alpha^{-n(t_1)}(b_{t_2})(x) & \cdots & \alpha^{-[n(t_1) + \cdots + n(t_r - 1)]}(b_{t_r})(x) \end{bmatrix}.$$ 

5. $\rho_k$ is the restriction map.

The topological dimension of this decomposition is $\dim(X)$, and the standard representation of $\sigma(C^*(\mathbb{Z}, C(X, D), \alpha)_Y)$ is the inclusion map in $\bigoplus_{k=0}^{l} C(Y_k, M_{n(k)}(D))$.

**Proof.** The proof is analogous to the proof of Theorem 11.3.19 of [20], while the proof of the statement regarding the topological dimension is the same as for the proof given in [20] for the part of Theorem 11.3.14 that is not included in Theorem 11.3.19.
4. Structural properties of the orbit breaking subalgebra and the crossed product

In this section, we give some general theorems on the structure of C*-algebras of the form $C^*(\mathbb{Z}, C_0(X, D), \alpha)$, which we derive from results on the structure of orbit breaking subalgebras. We give many explicit examples in Section 6.

Convention 4.1. In this section, as in Definition 2.3 but with additional restrictions, $X$ will be an infinite compact metric space, $h: X \to X$ will be a minimal homeomorphism, $D$ will be a simple unital C*-algebra, and $\alpha \in \text{Aut}(C(X, D))$ will be an automorphism which lies over $h$.

For a few results, simplicity is not needed.

**Proposition 4.2.** Adopt Convention 4.1. For any nonempty closed set $Y \subset X$, $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is a direct limit of recursive subhomogeneous algebras over $D$ of the form $C^*(\mathbb{Z}, C(X, D), \alpha)_{Y_n}$ for closed subsets $Y_n \subset X$ with $\text{int}(Y_n) \neq \emptyset$.

**Proof.** Given $Y \subset X$ closed, choose a sequence $(Y_n)_{n=1}^\infty$ of closed subsets of $X$ with $\text{int}(Y_n) \neq \emptyset$ and $Y_{n+1} \subset Y_n$ for $n \in \mathbb{Z}_{>0}$, and with $\bigcap_{n=1}^\infty Y_n = Y$. That $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is a direct limit of separable recursive subhomogeneous algebras over $D$ follows by applying Theorem 3.17 and Proposition 3.3.

**Proposition 4.3.** Adopt Convention 4.1. Let $E$ be a separable unital C*-algebra that is strongly selfabsorbing in the sense of [63]. Assume that $D$ is separable and $E$-stable. Let $Y \subset X$ be closed and nonempty. Then $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is $E$-stable.

**Proof.** If $\text{int}(Y) \neq \emptyset$, this follows immediately from Theorem 3.17 and Proposition 3.7. The case of a general nonempty closed set now follows from Proposition 4.2 above and Corollary 3.4 of [63].

In particular, we get $\mathcal{Z}$-stability.

**Corollary 4.4.** Adopt Convention 4.1. Let $E$ be a separable unital C*-algebra that is strongly selfabsorbing in the sense of [63]. Assume that $D$ is separable and $E$-stable. Let $Y \subset X$ be closed and nonempty. Then $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is $\mathcal{Z}$-stable.

**Proof.** Strongly selfabsorbing C*-algebras are $\mathcal{Z}$-stable by Theorem 3.1 of [64], and $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is $E$-stable by Proposition 4.3, so the conclusion is immediate.

We now turn to $\mathcal{Z}$-stability of the crossed product $C^*(\mathbb{Z}, C(X, D), \alpha)$. When $D$ is nuclear, it can be obtained from the results of [3]. However, if nuclearity is not assumed, then the main conclusion of that paper only implies that $C^*(\mathbb{Z}, C(X, D), \alpha)$ is tracially $\mathcal{Z}$-stable (in the sense of [23]).

**Theorem 4.5.** Adopt Convention 4.1. Assume that $D$ is a simple separable unital $\mathcal{Z}$-stable C*-algebra which has a quasitrace. Then $C^*(\mathbb{Z}, C(X, D), \alpha)$ is tracially $\mathcal{Z}$-stable. If, in addition, $D$ is nuclear, then $C^*(\mathbb{Z}, C(X, D), \alpha)$ is $\mathcal{Z}$-stable.

**Proof.** Theorem 3.3 of [23] implies that $D$ has strict comparison of positive elements, and so $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is a centrally large subalgebra of $C^*(\mathbb{Z}, C(X, D), \alpha)$ by Corollary 2.12 of [23]. Also, $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is $\mathcal{Z}$-stable by Corollary 4.4 so
Theorem 2.2 of [3] implies that $C^*(\mathbb{Z}, C(X, D), \alpha)$ is tracially $\mathbb{Z}$-stable. If $D$ is nuclear, then it is $\mathbb{Z}$-stable by Theorem 4.1 of [23], and $C^*(\mathbb{Z}, C(X, D), \alpha)$ is nuclear. So $\mathbb{Z}$-stability of $C^*(\mathbb{Z}, C(X, D), \alpha)$ follows from Theorem 2.3 of [3]. □

**Corollary 4.6.** Adopt Convention 4.1. Let $D$ be a simple separable unital nuclear $\mathbb{Z}$-stable $C^*$-algebra which has a quasitrace. Then $C^*(\mathbb{Z}, C(X, D), \alpha)$ has nuclear dimension at most 1.

**Proof.** This follows immediately from Theorem 4.5 above and Theorem B of [8]. □

Corollary 4.4 and its consequences require no assumption about the underlying dynamical system other than minimality. In particular, if $D$ is $\mathbb{Z}$-stable then $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ is $\mathbb{Z}$-stable when $X$ is infinite dimensional, and even when $\text{mdim}(X, h)$ (as in Notation 0.3) is strictly positive. If moreover $D$ is nuclear then $C^*(\mathbb{Z}, C(X, D), \alpha)$ is $\mathbb{Z}$-stable. Thus, crossed products of the form $C^*(\mathbb{Z}, C(X, D), \alpha)$ are $\mathbb{Z}$-stable whenever $h$ is minimal and $D$ is simple, separable, unital, nuclear, and $\mathbb{Z}$-stable, regardless of anything else about the underlying dynamics.

If $D$ is not assumed to be $\mathbb{Z}$-stable, then we must make assumptions about the dynamical system $(X, h)$ besides just minimality to expect $C^*(\mathbb{Z}, C(X, D), \alpha)_Y$ to have tractable structure. The hypotheses in Proposition 4.7, Theorem 4.8, Proposition 4.13, and Theorem 4.14 (which also include conditions on $D$) are surely much stronger than needed. They have the advantage that the proofs can easily by obtained from results already in the literature.

**Proposition 4.7.** Adopt Convention 4.1, and assume that $X$ is the Cantor set. Let $Y \subset X$ be closed and nonempty.

1. If $\text{tsr}(D) = 1$, then $\text{tsr}(C^*(\mathbb{Z}, C(X, D), \alpha)_Y) = 1$.
2. If $\text{RR}(D) = 0$, then $\text{RR}(C^*(\mathbb{Z}, C(X, D), \alpha)_Y) = 0$.

**Proof.** First suppose that $\text{int}(Y) \neq \emptyset$. Then, from Lemma 3.11 and the remark immediately after it, we see there are are AF algebras $B_0, B_1, \ldots, B_k$ such that

$$C^*(\mathbb{Z}, C(X, D), \alpha)_Y \cong \bigoplus_{k=0}^l B_k \otimes D.$$

The result follows immediately.

Since stable rank one and real rank zero are preserved by direct limits, the general case now follows from Proposition 1.2. □

**Theorem 4.8.** Adopt Convention 4.1 and assume that $X$ is the Cantor set. Further assume that one of the following conditions holds:

1. All elements of $\{\alpha_x: x \in X\} \subset \text{Aut}(D)$ are approximately inner.
2. $D$ has strict comparison of positive elements.
3. $D$ has property (SP) and the order on projections over $D$ is determined by quasitraces.
4. The set $\{\alpha^n_x: x \in X \text{ and } n \in \mathbb{Z}\}$ is contained in a subset of $\text{Aut}(D)$ which is compact in the topology of pointwise convergence in the norm on $D$.

If $\text{tsr}(D) = 1$, then $\text{tsr}(C^*(\mathbb{Z}, C(X, D), \alpha)) = 1$, and if also $\text{RR}(D) = 0$, then $\text{RR}(C^*(\mathbb{Z}, C(X, D), \alpha)) = 0$. 
The action in this theorem has the Rokhlin property. However, it seems to be unknown whether the crossed product of even a simple unital C*-algebra with stable rank one by a Rokhlin automorphism still has stable rank one. See Problem 7.1 and the discussion afterwards.

We also emphasize that the conclusion for real rank zero is only valid if stable rank one is also assumed. The reason is the stable rank one hypothesis in Theorem 6.4 of [4]. That theorem likely holds without stable rank one, but this has not yet been proved. For now, this is no great loss, since, other than purely infinite simple C*-algebras (which are covered by our Theorem 2.13), there are no known examples of simple unital C*-algebras which have real rank zero but not stable rank one.

**Proof of Theorem 4.8.** Choose any one point subset \( Y \subseteq X \). Since \( \text{tsr}(D) = 1 \), Proposition 4.7(1) implies that the subalgebra \( C^*(\mathbb{Z}, C(X,D), \alpha)_Y \) (see Definition 2.3) has stable rank one. If also \( \text{RR}(D) = 0 \), then Proposition 4.7(2) implies \( \text{tsr}(C^*(\mathbb{Z}, C(X,D), \alpha)_Y) = 1 \). Now \( C^*(\mathbb{Z}, C(X,D), \alpha)_Y \) is a centrally large subalgebra of \( C^*(\mathbb{Z}, C(X,D), \alpha) \) by the appropriate part of Corollary 2.12. So \( \text{tsr}(C^*(\mathbb{Z}, C(X,D), \alpha)) = 1 \) by Theorem 6.3 of [4], and if \( \text{RR}(D) = 0 \), then Theorem 6.4 of [4] gives \( \text{RR}(C^*(\mathbb{Z}, C(X,D), \alpha)) = 0 \).

With more restrictive assumptions on \( D \), enough is known to get results when \( \dim(X) = 1 \).

**Proposition 4.9.** Let \( A, B, \) and \( C \) be C*-algebras, and let \( \varphi: A \to C \) and \( \psi: B \to C \) be homomorphisms. Let \( D = A \oplus_{\varphi,\psi} B \) (Definition 3.1). Assume that \( \psi \) is surjective, and that \( A \) and \( B \) have stable rank one. Then \( D \) has stable rank one.

**Proof.** Set \( J = \ker(\psi) \). We have a commutative diagram with exact rows (maps defined below):

\[
\begin{array}{cccccc}
0 & \longrightarrow & J & \overset{\lambda}{\longrightarrow} & D & \overset{\pi}{\longrightarrow} & A & \longrightarrow & 0 \\
\downarrow \text{id}_B & & \downarrow \sigma & & \downarrow \gamma & & \downarrow & \\
0 & \longrightarrow & J & \overset{\iota}{\longrightarrow} & B & \overset{\kappa}{\longrightarrow} & B/J & \longrightarrow & 0.
\end{array}
\]

Here \( \iota \) is the inclusion of \( J \) in \( B \) and \( \kappa \) is the quotient map, \( \pi: D \to A \) and \( \sigma: D \to B \) are the restrictions of the coordinate projections \( (a,b) \to a \) and \( (a,b) \to b \), and \( \lambda(b) = (b,0) \) for \( b \in J \). For \( a \in A \), define \( \gamma(a) \) by first choosing \( b \in B \) such that \( \psi(b) = \varphi(a) \), and then setting \( \gamma(a) = \kappa(b) \). It is easy to check that \( \gamma \) is well defined, and that the diagram commutes. All parts of exactness are immediate except that surjectivity of \( \pi \) follows from surjectivity of \( \psi \).

The algebra \( A \) has stable rank one by hypothesis, and \( J \) has stable rank one by Theorem 4.4 of [50]. Next, \( \text{ind}: K_1(B/J) \to K_0(J) \) is the zero map by Corollary 2 of [40], so \( K_0(\iota) \) is injective by the long exact sequence in K-theory for the bottom row. Since \( K_0(\iota) = K_0(\sigma) \circ K_0(\lambda) \), it follows that \( K_0(\lambda) \) is injective. Therefore \( \text{ind}: K_1(A) \to K_0(J) \) is the zero map by the long exact sequence in K-theory for the top row. Now \( D \) has stable rank one by Corollary 2 of [40].

We state for convenient reference the result on the stable rank of direct limits.

**Lemma 4.10.** Let \( (A_\lambda)_{\lambda \in \Lambda} \) be a direct system of C*-algebras. Then \( \text{tsr}(\varinjlim A_\lambda) \leq \lim \inf_{\lambda} \text{tsr}(A_\lambda) \).
We do not assume that the maps of the direct system are injective.

**Proof of Lemma 4.10.** When \( \Lambda = \mathbb{Z}_{>0} \), this is Theorem 5.1 of [56]. The proof for general direct limits is the same.

**Proposition 4.11.** Let \( D \) be a simple unital C*-algebra with stable rank one and real rank zero, and suppose that \( K_1(D) = 0 \). Let \( X \) be a compact Hausdorff space with \( \dim(X) \leq 1 \). Then \( C(X, D) \) has stable rank one.

**Proof.** If \( X \) is a point, this is trivial. If \( X = [0, 1] \), it follows from Theorem 4.3 of [45]. If \( X \) is a one dimensional finite complex, the result follows from these facts and Proposition 4.9 by induction on the number of cells.

Now suppose \( X \) is a compact metric space. By Corollary 5.2.6 of [60], there is an inverse system \((X_n)_{n \in \mathbb{Z}_{\geq 0}}\) of one dimensional finite complexes such that \( X \cong \lim_{\leftarrow n} X_n \). Then \( C(X, D) \cong \lim_{\rightarrow n} C(X_n, D) \). Since \( C(X_n, D) \) has stable rank one for all \( n \in \mathbb{Z}_{\geq 0} \), it follows from Lemma 4.10 that \( C(X, D) \) has stable rank one.

Finally, let \( X \) be a general compact Hausdorff space with \( \dim(X) \leq 1 \). By Theorem 1 of [44] (in Section 3 of that paper), there is an inverse system \((X_\lambda)_{\lambda \in \Lambda}\) of one dimensional compact metric spaces such that \( X \cong \lim_{\leftarrow \lambda} X_\lambda \). It now follows that \( C(X, D) \) has stable rank one by the same reasoning as in the previous paragraph.

**Proposition 4.12.** Let \( D \) be a simple unital C*-algebra. Let \( R \) be a recursive subhomogeneous C*-algebra over \( D \) (Definition 3.2) with topological dimension at most 1 (Definition 3.3(6)). If \( D \) has stable rank one and real rank zero, and \( K_1(D) = 0 \), then \( R \) has stable rank one.

**Proof.** The proof is the same as that of Proposition 4.9 except using Proposition 4.11 in place of Lemma 4.10.

**Proposition 4.13.** Adopt Convention 4.1, and assume that \( \dim(X) \leq 1 \), that \( D \) has stable rank one and real rank zero, and that \( K_1(D) = 0 \). Further assume that one of the following conditions holds:

1. All elements of \( \{\alpha_x : x \in X\} \subset \text{Aut}(D) \) are approximately inner.
2. The order on projections over \( D \) is determined by quasitraces.
3. The set \( \{\alpha_n^x : x \in X \text{ and } n \in \mathbb{Z}\} \) is contained in a subset of \( \text{Aut}(D) \) which is compact in the topology of pointwise convergence in the norm on \( D \).

The obvious examples of minimal homeomorphisms of one dimensional spaces are irrational rotations on \( S^1 \), but there are others. See, for example, [21], and the work on minimal homeomorphisms of the product of the Cantor set and the circle in [36] and [37].

**Theorem 4.14.** Adopt Convention 4.1 and assume that \( \dim(X) \leq 1 \), that \( D \) has stable rank one and real rank zero, and that \( K_1(D) = 0 \). Further assume that one of the following conditions holds:

1. All elements of \( \{\alpha_x : x \in X\} \subset \text{Aut}(D) \) are approximately inner.
2. The order on projections over \( D \) is determined by quasitraces.
3. The set \( \{\alpha_n^x : x \in X \text{ and } n \in \mathbb{Z}\} \) is contained in a subset of \( \text{Aut}(D) \) which is compact in the topology of pointwise convergence in the norm on \( D \).
Then $C^*(\mathbb{Z}, C(X,D), \alpha)$ has stable rank one.

Proof. Combine Theorem 6.3 of [1], Corollary 2.12 and Proposition 4.12 \hfill \Box

5. Minimality of products of Denjoy homeomorphisms of the Cantor set

For use in examples in the next section, we prove minimality of products of Denjoy homeomorphisms with rationally independent rotation numbers. We have not found this result in the literature. The method we use here is not the traditional approach to this kind of problem, but we hope it will be useful elsewhere.

Notation 5.1. For $\theta \in \mathbb{R}$ we let $r_\theta : S^1 \to S^1$ denote the rotation by $2\pi \theta$, that is, $r_\theta(\zeta) = \exp(2\pi i \theta)\zeta$ for $\zeta \in S^1$.

Proposition 5.2. Let $I$ be a set, and let $(\theta_i)_{i \in I}$ be a family of elements of $\mathbb{R}$. Suppose that 1 and the numbers $\theta_i$ for $i \in I$ are linearly independent over $\mathbb{Q}$. Then the product $r : (S^1)^I \to (S^1)^I$ of the rotations $r_{\theta_i}$ is minimal.

Proof. If $I$ is finite, this is Proposition 1.4.1 of [28]. The general case follows from the finite case by taking the inverse limit of the products over finite subsets of $I$, by the discussion after Proposition II.4 of [13]. The proof is written for actions of the semigroup $\mathbb{Z}_{\geq 0}$ and for countable inverse limits, but the proof for actions of $\mathbb{Z}$ and arbitrary inverse limits is the same. \hfill \Box

Definition 5.3. Let $X$ and $Y$ be topological spaces, and let $g : Y \to X$. Let $y \in Y$. We say that $g$ is strictly open at $y$ if

$$\{g^{-1}(U) : U \subset X \text{ is open and } g(y) \in U\}$$

is a neighborhood base for $y$ in $Y$.

Some of the theory below works without assuming $g$ is continuous, so we do not require that neighborhoods be open.

The next lemma gives an alternate interpretation of strict openness.

Lemma 5.4. In the situation in Definition 5.3 assume that $g$ is continuous and surjective, $Y$ is compact, and $X$ and $Y$ are Hausdorff. Then $g$ is strictly open at $y$ if and only if the following conditions hold:

1. $g^{-1}(\{g(y)\}) = \{y\}$.
2. For every open set $V \subset Y$ with $y \in V$, the set $g(V)$ is a neighborhood of $g(y)$.

The lemma is false without compactness of $Y$. Take

$$X = [0, 1] \quad \text{and} \quad Y = \{(0,0)\} \cup \{(0,1) \times [0,1]\} \subset [0,1]^2,$$

let $g$ be projection to the first coordinate, and take $y = (0,0)$. Then (1) and (2) hold, but $g$ is not strictly open at $y$.

Proof of Lemma 5.4. Assume that $g$ is strictly open at $y$. To prove (1), let $z \in Y \setminus \{y\}$, choose $V \subset Y$ open with $y \in V$ and $z \notin V$, and choose $U \subset X$ open such that $g(y) \in U$ and $g^{-1}(U) \subset V$. Then $z \notin g^{-1}(U)$, so $g(z) \neq g(y)$.

To prove (2), let $V \subset Y$ be open with $y \in V$. Choose $U \subset X$ open such that $g(y) \in U$ and $g^{-1}(U) \subset V$. Surjectivity of $g$ implies $U \subset g(g^{-1}(U)) \subset g(V)$, so $g(V)$ is a neighborhood of $g(y)$. 


For the converse, assume (2), and suppose that $g$ is not strictly open at $y$. Let $\mathcal{N}$ be the set of open subsets of $X$ which contain $g(y)$, ordered by reverse inclusion. Since $g$ is continuous, failure of strict openness means we can choose $V \subset Y$ open with $y \in V$ and such that for every $U \in \mathcal{N}$, we have $g^{-1}(U) \not\subset V$. So there is $z_U \in Y$ such that $z_U \notin V$ but $g(z_U) \in U$. The net $(z_U)_{U \in \mathcal{N}}$ satisfies $g(z_U) \to g(y)$. Choose a subnet $(t_\lambda)_{\lambda \in \Lambda}$ such that $t = \lim_{\lambda} t_\lambda$ exists. Then $t \notin V$. Also $g(t_\lambda) \to g(t)$ by continuity and $g(t_\lambda) \to g(y)$ by construction, so $g(t) = g(y)$.

We have contradicted (1).

Lemma 5.5. Let $X$ and $Y$ be compact Hausdorff spaces, and let $h: X \to X$ and $k: Y \to Y$ be homeomorphisms. Let $g: Y \to X$ be continuous and surjective, and satisfy $g \circ k = h \circ g$. Suppose that $h$ is minimal and there is a dense subset $S \subset Y$ such that $g$ is strictly open at every point of $S$. Then $k$ is minimal.

Proof. It is enough to show that for every $y \in Y$ and every nonempty open set $V \subset Y$, there is $n \in \mathbb{Z}$ such that $k^n(y) \in V$. Choose $z \in S \cap V$. Since $g$ is strictly open at $z$, there is an open set $U \subset X$ such that $g(z) \in U$ and $g^{-1}(U) \subset V$. Since $h$ is minimal, there is $n \in \mathbb{Z}$ such that $h^n(g(y)) \in U$. Then $g(k^n(y)) \in U$, so $k^n(y) \in g^{-1}(U) \subset V$.

It is well known that Lemma 5.5 fails without strict openness, even if one assumes that $g^{-1}(x)$ is finite for all $x \in X$ and has only one point for a dense subset of points $x \in X$. The following example was suggested by B. Weiss.

Example 5.6. Fix $\theta \in \mathbb{R} \setminus \mathbb{Q}$. Take $X = S^1$ and take $h = r_\theta$ (rotation by $2\pi\theta$; Notation 5.1). Define $Y = S^1 \times [0, 1]$ to be

$$Y = (S^1 \times \{0\}) \cup \left\{ \left(e^{2\pi in\theta}, \frac{1}{|n| + 1}\right) : n \in \mathbb{Z} \right\},$$

and define $k: Y \to Y$ to be $k(\zeta, 0) = (r_{\theta}(\zeta), 0)$ for $\zeta \in S^1$ and

$$k \left(e^{2\pi i(n+1)\theta}, \frac{1}{|n+1| + 1}\right) = \left(e^{2\pi in\theta}, \frac{1}{|n| + 1}\right)$$

for $n \in \mathbb{Z}$. Let $g: Y \to X$ be projection to the first coordinate. Then $g \circ k = h \circ g$, $g$ is surjective, $h$ is minimal, $k$ is not minimal, $g^{-1}(x)$ has at most two points for every $x \in X$, and $g^{-1}(x)$ has one point for all but countably many $x \in X$.

The following two easy lemmas will be used in the construction of examples.

Lemma 5.7. Let $I$ be a nonempty set, and for $i \in I$ let $g_i: X_i \to Y_i$ and $y_i \in Y_i$ be as in Definition 5.3 with $g_i$ strictly open at $y_i$. Set

$$X = \prod_{i \in I} X_i \quad \text{and} \quad Y = \prod_{i \in I} Y_i,$$

let $g: Y \to X$ be given by $g(z) = (g_i(z_i))_{i \in I}$ for $z = (z_i)_{i \in I} \in Y$, and set $y = (y_i)_{i \in I}$. Then $g$ is strictly open at $y$.

Proof. It is obvious that $g^{-1}(\{g(y)\}) = \{y\}$. Now let $V \subset Y$ be open with $y \in V$. We need an open set $U \subset X$ such that $g(y) \in U$, $g^{-1}(U)$ is a neighborhood of $y$, and $g^{-1}(U) \subset V$. Without loss of generality there are open subsets $V_i \subset Y_i$ and a finite set $F \subset I$ such that $V = \prod_{i \in I} V_i$, $V_i = Y_i$ for all $i \in I \setminus F$, and $y_i \in V_i$ for all $i \in I$. For $i \in F$ choose an open set $U_i \subset X_i$ with $g_i(y_i) \in U_i$ and such that $g_i^{-1}(U_i) \subset V_i$. Set $U_i = X_i$ for $i \in I \setminus F$. Since $g_i^{-1}(U_i)$ is a neighborhood
of \( y_i \) for all \( i \in I \) and \( U_i = X_i \) for \( i \in I \setminus F \), the set \( g^{-1}(U) = \prod_{i \in I} g_i^{-1}(U_i) \) is a neighborhood of \( y \). So the set \( U = \prod_{i \in I} U_i \) is the required set. \( \square \)

Lemma 5.8. In the situation in Definition 5.3 assume that \( g \) is strictly open at \( y \). Let \( Y_0 \subset Y \) be a subspace such that \( y \in Y_0 \). Then \( g|_{Y_0} \) is strictly open at \( y \).

Proof. The result is immediate from the definition of the subspace topology. \( \square \)

Lemma 5.9. Let \( g : S^1 \to S^1 \) be continuous and surjective. Suppose that there are disjoint closed arcs \( I_1, I_2, \ldots \subset S^1 \) such that:

1. For \( n \in \mathbb{Z}_{>0} \), the function \( g \) is constant on \( I_n \).
2. \( \bigcup_{n=1}^\infty I_n \) is dense in \( S^1 \).
3. With \( R = S^1 \setminus \bigcup_{n=1}^\infty I_n \), the restriction \( g|_R \) is injective.

Then \( g \) is strictly open at every point of \( R \).

Proof. For distinct \( \lambda, \zeta \in S^1 \), we denote the open, closed, and half open arcs from \( \lambda \) to \( \zeta \) using interval notation: \((\lambda, \zeta), [\lambda, \zeta], \{\lambda, \zeta\}\), and \( (\lambda, \zeta) \). Further write \( I_n = [\beta_n, \gamma_n] \) with \( \beta_n, \gamma_n \in S^1 \), and set \( B = \{\beta_n : n \in \mathbb{Z}_{>0}\} \) and \( C = \{\gamma_n : n \in \mathbb{Z}_{>0}\} \).

The set \( g(S^1 \setminus R) \) is countable and \( g \) is surjective, so \( S^1 \setminus g(R) \) is countable.

First, we claim that if \( E, F \subset S^1 \) are disjoint, then \( \text{int}(g(E)) \cap \text{int}(g(F)) = \emptyset \). If the claim is false, then \( g(E) \cap g(F) \) is uncountable. Now \( g(E) \cup g(F) \subset g(S^1 \setminus R) \) which is countable, so \( g(E) \setminus g(E \cap R) \) is countable. Similarly \( g(F) \setminus g(F \cap R) \) is countable. This contradicts \( E \cap F = \emptyset \) and injectivity of \( g|_R \).

Second, we claim that if \( J \subset S^1 \) is any nonempty open arc such that there is no \( n \in \mathbb{Z}_{>0} \) with \( J \subset I_n \), then \( R \cap J \neq \emptyset \). Suppose the claim is false. Write \( J = (\lambda, \zeta) \) with \( \lambda, \zeta \in S^1 \). Define

\[
S = \begin{cases} \emptyset & \lambda \notin R \\ \{\lambda\} \quad & \lambda \in R \end{cases} \quad \text{and} \quad T = \begin{cases} \emptyset & \zeta \notin R \\ \{\zeta\} \quad & \zeta \in R \end{cases}
\]

Then \( J \) is the disjoint union of the closed sets

\[
S, T, \overline{J} \cap I_1, \overline{J} \cap I_2, \ldots .
\]

Suppose there is \( n \in \mathbb{Z}_{>0} \) such that \( \overline{J} \cap I_n = \emptyset \) for all \( m \neq n \). Since \( \overline{J} \not\subset I_n \), there is a nonempty open arc \( L \subset J \) such that \( L \cap I_n = \emptyset \), whence \( L \cap I_m = \emptyset \) for all \( m \in \mathbb{Z}_{>0} \). This contradicts (2). Thus, at least two of the sets \( \overline{J} \cap I_n \) are nonempty. But, according to Theorem 6 in Part III of Section 47 (in Chapter 5) of [32], a connected compact Hausdorff space cannot be the disjoint union of closed subsets \( E_1, E_2, \ldots \) with at least two of them nonempty. This contradiction proves the claim.

Third, we claim that, under the same hypotheses, \( R \cap J \) is infinite. Again write \( J = (\lambda, \zeta) \) with \( \lambda, \zeta \in S^1 \). Apply the previous claim to choose \( \rho_1 \in R \cap J \) and set \( J_1 = (\rho_1, \zeta) \). Then \( \rho_1 \not\in \bigcup_{n=1}^\infty I_n \) so there is no \( n \in \mathbb{Z}_{>0} \) with \( \overline{J_1} \subset I_n \). Apply the previous claim again, choosing \( \rho_2 \in R \cap J_1 \), and showing that \( J_2 = (\rho_2, \zeta) \) satisfies \( \overline{J_1} \not\subset I_n \). Proceed inductively.

Fourth, we claim that, if \( \lambda \in R \cup C \) and \( \zeta \in R \cup B \) are distinct, then \( g((\lambda, \zeta)) \) is an open arc. For the proof, set \( J = (\lambda, \zeta) \). We can assume that \( g(J) \neq S^1 \). Since \( g(J) \) is connected, there are \( \mu, \nu \in S^1 \) such that \( g(J) \) is one of \( (\mu, \nu), [\mu, \nu] \) (in this case we allow \( \mu = \nu \), \( [\mu, \nu] \), or \( (\mu, \nu) \). Suppose \( \mu \in g(J) \); we will obtain a
To prove the claim, since the hypotheses of the second claim. Similarly contradiction. Choose \( \rho \in J \) such that \( g(\rho) = \mu \). There are two cases: \( \rho \in R \) and \( \rho \in \bigcup_{n=1}^{\infty} I_n \).

In the first case, let \( L_0 \) and \( L_1 \) be the nonempty arcs \( L_0 = (\lambda, \rho) \) and \( L_1 = (\rho, \zeta) \). For \( j = 0, 1 \), since \( \rho \in \overrightarrow{L_j} \), the arc \( L_j \) satisfies the hypotheses of the second claim. So \( R \cap L_j \) is infinite by the third claim. Since \( g|_R \) is injective, \( g(L_j) \) is infinite. Clearly \( \mu \in g(L_j) \cap [\mu, \nu] \). Also, \( g(L_j) \) is an arc by connectedness. So there is \( \omega_j \in (\mu, \nu) \) such that \( (\mu, \omega_j) \subset g(L_j) \). This implies \( \text{int}(g(L_0)) \cap \text{int}(g(L_1)) \neq \emptyset \), contradicting the first claim.

In the second case, let \( n \in \mathbb{Z}_{>0} \) be the integer such that \( \rho \in I_n \). Both \( \lambda \in [\beta_n, \gamma_n] \) and \( \zeta \in (\beta_n, \gamma_n] \) are impossible, but \([\beta_n, \gamma_n] \cap (\lambda, \zeta) \neq \emptyset \), so \([\beta_n, \gamma_n] \subset (\lambda, \zeta) \). Therefore the arcs \( L_0 = (\lambda, \beta_n) \) and \( L_1 = (\gamma_n, \zeta) \) are nonempty and do not intersect \( I_n \). If there is \( m \in \mathbb{Z}_{>0} \) such that \( \overrightarrow{L_0} \subset I_m \), then clearly \( m \neq n \), but then \( \beta_n \in I_m \cap I_n \), contradicting \( I_m \cap I_n = \emptyset \). So no such \( m \) exists, whence \( L_0 \) satisfies the hypotheses of the second claim. Similarly \( L_1 \) satisfies the hypotheses of the second claim. Since \( g \) is constant on \( I_n \), we have \( g(\beta_n) = g(\gamma_n) = g(\rho) = \mu \). Now we get a contradiction in the same way as in the first case.

So \( \mu \notin g(J) \). Similarly \( \nu \notin g(J) \). The claim is proved.

Fifth, we claim that if \( L \subset S^1 \) is an open arc, then \( g^{-1}(L) \) is an open arc. To prove the claim, since \( g^{-1}(L) \) is open, there are an index set \( S \) and disjoint nonempty open arcs \( J_s \) for \( s \in S \) such that \( g^{-1}(L) = \bigcup_{s \in S} J_s \), and there are \( \lambda_s, \zeta_s \subset S^1 \) such that \( J_s = (\lambda_s, \zeta_s) \).

Let \( s \in S \). Suppose \( \lambda_s \in I_n \) for some \( n \in \mathbb{Z}_{>0} \). Since \( g \) is constant on \( I_n \), either \( I_n \cap g^{-1}(L) = \emptyset \) or \( I_n \subset g^{-1}(L) \). In the second case, \( I_n \cup (\lambda_s, \zeta_s) \) is a connected subset of \( g^{-1}(L) \). Since \((\lambda_s, \zeta_s) \) is a maximal connected subset of \( g^{-1}(L) \), we have \( I_n \subset (\lambda_s, \zeta_s) \). This contradicts \( \lambda_s \in I_n \). So the first case must apply, and therefore \( \lambda_s = \gamma_n \). Combining this with the possibility \( \lambda_s \notin \bigcup_{n=1}^{\infty} I_n \), we conclude that \( \lambda_s \in R \cup C \). Similarly, \( \zeta_s \in R \cup B \). By the previous claim, \( g((\lambda_s, \zeta_s)) \) is open.

The first claim now implies that the sets \( g((\lambda_s, \zeta_s)) \) are all disjoint. Since \( L \) is connected, it follows that \( \text{card}(S) = 1 \), which implies the claim.

To prove the lemma, let \( \eta \in R \) and let \( V \subset S^1 \) be open with \( \eta \in V \). We need an open set \( U \subset S^1 \) such that \( g(\eta) \in U \) and \( g^{-1}(U) \subset V \). Choose \( \lambda_0, \zeta_0 \subset S^1 \) such that \( \eta \in (\lambda_0, \zeta_0) \subset V \). Use the second claim to choose \( \lambda_1 \in (\lambda_0, \eta) \cap R \) and \( \zeta_1 \in (\eta, \zeta_0) \cap R \). Then \( U = g((\lambda_1, \zeta_1)) \) is open by the fourth claim, and by the fifth claim there are \( \lambda_2, \zeta_2 \subset S^1 \) such that \( g^{-1}(U) = (\lambda_2, \zeta_2) \). If \( \lambda_1 \in g^{-1}(U) \), then \((\lambda_2, \lambda_1) \) is a nonempty open arc contained in \( g^{-1}(U) \) with \( \lambda_1 \in R \). The third claim and injectivity of \( g|_R \) imply that \( g((\lambda_2, \lambda_1)) \) is not a point. Since \( g((\lambda_2, \lambda_1)) \) is connected, it has nonempty interior. It is contained in \( U = g((\lambda_1, \zeta_1)) \), contradicting the first claim. So \( \lambda_1 \notin (\lambda_2, \zeta_2) \). Similarly \( \zeta_1 \notin (\lambda_2, \zeta_2) \). Since \( \eta \in (\lambda_2, \zeta_2) \), \( \eta \in (\lambda_1, \zeta_1) \), and \((\lambda_2, \zeta_2) \) is connected, it now follows that \((\lambda_2, \zeta_2) \subset (\lambda_1, \zeta_1) \). (In fact, we have equality, since \( g((\lambda_1, \zeta_1)) = U \).) Thus

\[
g^{-1}(U) = (\lambda_2, \zeta_2) \subset (\lambda_1, \zeta_1) \subset (\lambda_0, \zeta_0) \subset V.
\]

This completes the proof. ∎

We have not seen a term in the literature for the following class of homeomorphisms.
**Definition 5.10.** A restricted Denjoy homeomorphism is a homeomorphism of the Cantor set which is conjugate to the restriction and corestriction of a Denjoy homeomorphism of $S^1$, in the sense of Definition 3.3 of [54], to the unique minimal set of Proposition 3.4 of [54]. The rotation number of a restricted Denjoy homeomorphism is the rotation number, as at the beginning of Section 3 of [54], of the Denjoy homeomorphism of $S^1$ of which it is the restriction; this number is well defined by Remark 3 at the end of Section 3 of [54].

**Lemma 5.11.** Let $X$ be the Cantor set, and let $k: X \to X$ be a restricted Denjoy homeomorphism with rotation number $\theta$, as in Definition 5.10. Then there are a continuous surjective map $g: X \to S^1$ and a dense subset $R \subset X$ such that $g$ is strictly open at $x$ for every $x \in R$ and, following Notation 5.1, $g \circ h = r_\theta \circ g$.

**Proof.** We may assume that $k_0: S^1 \to S^1$ is a Denjoy homeomorphism as in Definition 3.3 of [54], that $X \subset S^1$ is the unique minimal set for $k_0$, and that $k$ is the restriction and corestriction of $k_0$ to $X$. Corollary 3.2 of [54] gives $h: S^1 \to S^1$ such that $h \circ k_0 = r_\theta \circ h$. Set $g = h|_X$. Since $X \subset S^1$ is compact and invariant and $r_\theta$ is minimal, $g$ must be surjective. The discussion after Proposition 3.4 of [54] implies that $h$ satisfies the hypotheses of Lemma 5.9 with $X = S^1 \setminus \bigcup_{n=1}^\infty \text{int}(I_n)$. Moreover, the set $R$ of Lemma 5.9 is nonempty by Theorem 6 in Part III of Section 47 (in Chapter 5) of [52], and $k$-invariant, hence dense in $X$. By Lemma 5.9 and Lemma 5.8, $g$ is strictly open at every point of $R$. 

**Proposition 5.12.** Let $I$ be a set, let $(\theta_i)_{i \in I}$ be a family of elements of $\mathbb{R}$, and for $i \in I$ let $k_i: X_i \to X_i$ be a restricted Denjoy homeomorphism with rotation number $\theta_i$, as in Definition 5.10. Suppose that 1 and the numbers $\theta_i$ for $i \in I$ are linearly independent over $\mathbb{Q}$. Then the product $k: \prod_{i \in I} X_i \to \prod_{i \in I} X_i$ of the homeomorphisms $k_i$ is minimal.

**Proof.** For $i \in I$, let $g_i: X_i \to S^1$ be as in Lemma 5.11. By Lemma 5.11, there is a dense subset $R_i \subset X_i$ such that $g_i$ is strictly open at every point of $R_i$. Let $g: \prod_{i \in I} X_i \to (S^1)^I$ be the product of the maps $g_i$. Lemma 5.7 implies that $g$ is strictly open at every point of $\prod_{i \in I} R_i$, this set is dense, and the product $r: (S^1)^I \to (S^1)^I$ of the rotations $r_{\theta_i}$ is minimal by Proposition 5.2. So $k$ is minimal by Lemma 5.5.

### 6. Examples

To take full advantage of Proposition 4.2, we need information on the structure of simple direct limits of recursive subhomogeneous algebras over the algebra $D$ which appears there. For example, we need conditions for such direct limits to have stable rank 1 (as originally done for $D = \mathbb{C}$ in [12]) and to have real rank zero (as originally done for $D = \mathbb{C}$ in [6]). We intend to study this problem in a future paper. Even without generalizations of those theorems, three cases are accessible now. They are $h: X \to X$ wild (for example, with strictly positive mean dimension, as in Notation 4.3), but with $D$ being $\mathcal{Z}$-stable; $X$ is the Cantor set and $D$ has stable rank one but is otherwise wild; and $X = S^1$, $h$ is an irrational rotation, and $D$ has stable rank one, real rank zero, and trivial $K_1$-group, but is otherwise wild.

We also give examples for Theorem 2.4.3 although only for $G = \mathbb{Z}$.

In the first type of example, if $X$ is finite dimensional then the action has a higher dimensional Rokhlin property, and results on crossed products by such actions can be applied. As far as we know, however, there are no previously known
general theorems which apply when $X$ is infinite dimensional. In the second type of example, the action has the Rokhlin property. Since the algebra is not simple, results of [48] can’t be applied, and, when $D$ is not $\mathcal{Z}$-stable and does not have finite nuclear dimension, Theorems 4.1 and 5.8 of [24] can’t be applied. We know of no previous general theorems which apply in this case. Actions in the third type of example are further away from known results: the situation is like for the second type of example, but the Rokhlin property must be weakened to finite Rokhlin dimension with commuting towers.

Since we will use quasifree automorphisms of reduced $C^*$-algebras of free groups and the free shift on $C^*_r(F_{\infty})$ in several examples, we establish notation for them separately.

**Notation 6.1.** For $n \in \mathbb{Z}_{\geq 0} \cup \{\infty\}$, we let $F_n$ denote the free group on $n$ generators. We let $u_1, u_2, \ldots, u_n \in C^*_r(F_n)$ (when $n = \infty$, for $u_1, u_2, \ldots \in C^*_r(F_{\infty})$) be the “standard” unitaries in $C^*_r(F_n)$, obtained as the images of the standard generators of $F_n$. For $\zeta = (\zeta_1, \zeta_2, \ldots, \zeta_n) \in (S^1)^n$ (when $n = \infty$, for $\zeta = (\zeta_n)_{n \in \mathbb{Z}_{\geq 0}} \in (S^1)^{\mathbb{Z}_{\geq 0}}$), we let $\varphi_{\zeta} \in \text{Aut}(C^*_r(F_n))$ be the (quasifree) automorphism determined by $\varphi_{\zeta}(u_k) = \zeta_k u_k$ for $k = 1, 2, \ldots, n$ (when $n = \infty$, for $k = 1, 2, \ldots$). It is well known that $\zeta \mapsto \varphi_{\zeta}$ is continuous.

**Notation 6.2.** Take the standard generators of the free group $F_{\infty}$ to be indexed by $\mathbb{Z}$, and for $n \in \mathbb{Z}$ let $u_n \in C^*_r(F_{\infty})$ be the unitary obtained as the image of the corresponding generator of $F_{\infty}$. We denote by $\sigma$ the free shift on $C^*_r(F_{\infty})$, that is, the automorphism $\sigma \in \text{Aut}(C^*_r(F_{\infty}))$ determined by $\sigma(u_n) = u_{n+1}$ for $n \in \mathbb{Z}$.

**Example 6.3.** Set $X_0 = (S^1)^{\mathbb{Z}}$. Let $h_0: X_0 \to X_0$ be the (forwards) shift, defined for $\zeta = (\zeta_n)_{n \in \mathbb{Z}} \in X_0$ by $h_0(\zeta) = (\zeta_{n-1})_{n \in \mathbb{Z}}$. Let $D = \bigotimes_{n \in \mathbb{Z}_{\geq 0}} M_2$ be the $2^{\infty}$ UHF algebra. Choose a bijection $\sigma: \mathbb{Z}_{\geq 0} \to \mathbb{Z}$, and for $\zeta = (\zeta_n)_{n \in \mathbb{Z}} \in X_0$ define

$$\alpha_{\zeta}^{(0)} = \bigotimes_{n \in \mathbb{Z}_{\geq 0}} \text{Ad} \left( \begin{pmatrix} 1 & 0 \\ 0 & \zeta_{\sigma(n)} \end{pmatrix} \right) \in \text{Aut}(D).$$

Then $\zeta \mapsto \alpha_{\zeta}^{(0)}$ is continuous.

We have $\text{mdim}(h_0) = 1$ (see Notation 0.3) by Proposition 3.3 of [43], and we can use $X_0$, $h_0$, $D$, and $\zeta \mapsto \alpha_{\zeta}^{(0)}$ in Lemma 1.4. However, $h_0$ is not minimal. We therefore proceed as follows. Identify $[0, 1]$ with a closed arc in $S^1$, say via $\lambda \mapsto \exp(\pi i \lambda)$. Use this identification to identify $[0, 1]^2$ with a closed subset of $X_0 = (S^1)^{\mathbb{Z}}$. This identification is equivariant when both spaces are equipped with the shift homeomorphisms. Let $X \subset X_0$ and $h = h_0|_X: X \to X$ be the minimal subshift in [19], which can be taken to have mean dimension arbitrarily close to 1.

For $\zeta \in X$ let $\alpha_\zeta = \alpha_{\zeta}^{(0)}$. Let $\alpha: \mathbb{Z} \to \text{Aut}(C(X, D))$ be the corresponding action as in Lemma 1.3. Then $\alpha$ lies over the free minimal action of $\mathbb{Z}$ on $X$ generated by $h$.

The crossed product $C^*(\mathbb{Z}, C(X, D), \alpha)$ is simple by Proposition 1.6 and is nuclear, so it is $\mathcal{Z}$-stable by Theorem 3.3.

The action in Example 6.3 can also be described as follows. Realize $D$ as the algebra of the canonical anticommutation relations on generators $a_k$ for $k \in \mathbb{Z}_{\geq 0}$, following Section 5.1 of [7]. Then $\alpha_{\zeta}^{(0)}$ is the gauge automorphism $\alpha_{\zeta}^{(0)}(a_k) = \zeta_{\sigma(k)} a_k$. In [7], see Section 5.1 and the proof of Lemma 5.2.

The next example is a slightly different version, with larger mean dimension.
Example 6.4. Let $X_0$, $h_0$, $D$, and $\zeta \mapsto \alpha_{\zeta}^{(0)}$ be as in Example 6.3. We will, however, use the homeomorphism $h_0^2$ of $X_0$, which is the shift on $(S^1 \times S^1)^\mathbb{Z}$. Let $(X, h)$ be the minimal subspace of the shift on $([0, 1]^2)^\mathbb{Z}$ constructed in Proposition 3.5 of [43], which satisfies $\mathrm{mdim}(h) > 1$ (Notation 1.3). Use an embedding of $[0, 1]^2$ in $(S^1)^2$ to choose an equivariant homeomorphism $g$ from $(X, h)$ to an invariant closed subset of $(X_0, h_0^2)$. For $x \in X$ let $\alpha_x = \alpha_{g(x)}^{(0)}$. Let $\alpha : \mathbb{Z} \to \text{Aut}(C(X, D))$ be the corresponding action as in Lemma 1.4. The crossed product $C^*(\mathbb{Z}, C(X, D), \alpha)$ is again simple by Proposition 1.6 so $\mathbb{Z}$-stable by Theorem 4.5.

Example 6.5. Let $X$, $h$, $D$, and $\zeta \mapsto \alpha_{\zeta}$ be as in Example 6.3. Define $E = D \otimes C^*_r(F_\infty)$, and, following Notation 6.1, for $\zeta \in X$ define $\beta_{\zeta} = \alpha_{\zeta} \otimes \varphi_{\zeta}$. Apply Lemma 1.4 to get an action $\beta : \mathbb{Z} \to \text{Aut}(C(X, E))$ which lies over the free minimal action of $\mathbb{Z}$ on $X$ generated by $h$.

We claim that $C^*(\mathbb{Z}, C(X, E), \beta)$ is tracially $\mathbb{Z}$-stable and has stable rank one. Tracial $\mathbb{Z}$-stability follows from Theorem 4.5. For stable rank one, $E$ is exact, so it has strict comparison of positive elements by Corollary 4.6 of [59]. Choose any one point subset $Y \subset X$. Then $C^*(\mathbb{Z}, C(X, E), \beta)_Y$ (see Definition 2.3) is $\mathbb{Z}$-stable by Corollary 1.4. This algebra is simple by Proposition 1.6 so by Theorem 6.7 of [24] it has stable rank one. The algebra $C^*(\mathbb{Z}, C(X, E), \beta)_Y$ is centrally large in $C^*(\mathbb{Z}, C(X, E), \beta)$ by Corollary 2.12 [22], so Theorem 6.3 of [3] implies that $C^*(\mathbb{Z}, C(X, E), \beta)$ has stable rank one.

In Example 6.5 we don’t know whether $C^*(\mathbb{Z}, C(X, E), \beta)$ is $\mathbb{Z}$-stable. We also don’t know whether tracial $\mathbb{Z}$-stability implies stable rank one, although this is expected to be true.

There is nothing special about the specific formulas for $x \mapsto \alpha_x$ in Example 6.3 and Example 6.4 and $x \mapsto \beta_x$ in Example 6.5. They were chosen merely to show that interesting examples exist.

Example 6.3, Example 6.4, and Example 6.5 were constructed so that the homeomorphism $h$ does not have mean dimension zero. If $X$ is finite dimensional, then one can get all we do by using known results for crossed products by actions with finite Rokhlin dimension with commuting towers. With finite dimensional $X$, one even gets $\mathbb{Z}$-stability in examples like Example 6.3, Example 6.4 and Example 6.5 by Theorem 5.8 of [24]. However, we know of no results which apply to examples of this type when $X$ is infinite dimensional and $h$ has mean dimension zero.

The next most obvious choice for a minimal homeomorphism of an infinite dimensional space $X$ seems to be as follows. Take $X = (S^1)^{\mathbb{Z}_{>0}}$, fix $\theta = (\theta_n)_{n \in \mathbb{Z}_{>0}} \in \mathbb{R}^{\mathbb{Z}_{>0}}$, and define $h : X \to X$ by $h((\zeta_n)_{n \in \mathbb{Z}_{>0}}) = (e^{2\pi i \theta_n \zeta_n})_{n \in \mathbb{Z}_{>0}}$. If $1, \theta_1, \theta_2, \ldots$ are linearly independent over $\mathbb{Q}$, then $h$ is minimal by Proposition 5.2. However, by considering the action in just one coordinate, one sees that, regardless of $\zeta \mapsto \alpha_{\zeta}$, the action has finite Rokhlin dimension with commuting towers. By Theorem 6.2 of [24], irrational rotations have finite Rokhlin dimension with commuting towers. Remark 6.3 of [24], according to which the result extends to any homeomorphism which has an irrational rotation as a factor, applies equally well to any automorphism of $C(S^1) \otimes B$, for any unital $C^*$-algebra $B$, which lies over an irrational rotation on $S^1$ in the sense of Definition 1.2. If we start with $C((S^1)^{\mathbb{Z}_{>0}} \setminus \{1\}, D)$, take $B$ above to be $C((S^1)^{\mathbb{Z}_{>0}} \setminus \{1\}, D)$. Therefore Theorem 5.8 of [24] applies, and our results give nothing new.
We now give some examples of the second type discussed in the introduction to this section. For easy reference, we recall a result on the stable rank of reduced free products. Many reduced free products have stable rank 1. The following result is from [15]. (It is not affected by the correction [18].) Reduced free products of unital \( C^* \)-algebras in [15] are implicitly taken to be amalgamated over \( \mathbb{C} \); see Section 2.2 of [15].

**Proposition 6.6** (Corollary 3.9 of [15]). Let \( G \) and \( H \) be discrete groups with \( \text{card}(G) \geq 2 \) and \( \text{card}(H) \geq 3 \). Then \( C^*_r(G \ast H) \) has stable rank 1.

**Example 6.7**. Let \( X \) be the Cantor set and let \( h \) be an arbitrary minimal homeomorphism of \( X \). Let \( \sigma \in \text{Aut}(C^*_r(F_\infty)) \) be as in Notation 6.2. Let \( \alpha \in \text{Aut}(C(X) \otimes C^*_r(F_\infty)) \) be the tensor product of the automorphism \( f \mapsto f \circ h^{-1} \) of \( C(X) \) and \( \sigma \). Then \( C^*(Z, C(X) \otimes C^*_r(F_\infty), \alpha) \) is simple by Proposition 1.6.

We claim that \( C^*(Z, C(X) \otimes C^*_r(F_\infty), \alpha) \) has stable rank 1. To prove the claim, we apply Theorem 4.8 with \( D = C^*_r(F_\infty) \) and \( \alpha \) as given. Use Theorems 9.2.6 and 9.2.7 of [20] to see that \( D \) is simple and has a tracial state. By Proposition 6.6 we have \( \text{tsr}(D) = 1 \). By Proposition 6.3.2 of [57], \( D \) has strict comparison of positive elements. By construction, \( \alpha \) lies over \( h \). Now apply Theorem 4.8(2).

 Apparently no previously known results give anything about the crossed product in this example. In particular, as discussed after Problem 7.11 knowing that the action has the Rohlin property doesn’t seem to help.

There are many other automorphisms of \( C^*_r(F_\infty) \) which could be used in place of \( \sigma \). For example, one could take a quasifree automorphism, as in Notation 6.1.

**Example 6.8**. Fix any \( n \in \{2, 3, \ldots, \infty\} \) and take \( D = C^*_r(F_n) \). Adopt Notation 6.1. Let \( h : X \to X \) be a restricted Denjoy homeomorphism with rotation number \( \theta \in \mathbb{R} \setminus \mathbb{Q} \), as in Definition 5.10. Let \( \zeta : X \to S^1 \) be the continuous surjective map with \( \zeta(h(x)) = e^{2\pi i \theta(x)} \) of Lemma 5.11 (gotten from Corollary 3.2 and Proposition 3.4 of [54]). Following Notation 6.1 for the generators of \( D \), for \( x \in X \) let \( \alpha_x \in \text{Aut}(D) \) be determined by \( \alpha_x(u_k) = \zeta(x)u_k \) for \( k = 1, 2, \ldots, n \) (or \( k \in \mathbb{Z}_{\geq 0} \) if \( n = \infty \)). Apply Lemma 1.4 to get an action \( \alpha : Z \to \text{Aut}(C(X, D)) \), which we can think of as a kind of noncommutative Furstenberg transformation. The algebra \( C^*(Z, C(X, D), \alpha) \) is simple by Proposition 1.6.

We claim that \( C^*(Z, C(X, D), \alpha) \) has stable rank one. To prove the claim, use Theorems 9.2.6 and 9.2.7 of [20] to see that \( D \) is simple and has a tracial state. By Proposition 6.6 we have \( \text{tsr}(D) = 1 \). Now apply Theorem 4.8(1).

Again, apparently no previously known results give anything about the crossed product. Since \( C^*_r(F_n) \) is not \( Z \)-stable, knowing that the action has the Rohlin property doesn’t seem to help.

We can generalize Example 6.8 as follows.

**Example 6.9**. Fix \( n \in \{2, 3, \ldots, \infty\} \). Fix \( \theta_1, \theta_2, \ldots, \theta_n \in \mathbb{R} \) (or \( \theta_1, \theta_2, \ldots \in \mathbb{R} \)) such that \( 1, \theta_1, \theta_2, \ldots, \theta_n \) (or \( 1, \theta_1, \theta_2, \ldots \)) are linearly independent over \( \mathbb{Q} \). For \( k = 1, 2, \ldots, n \), let \( h : X_k \to X_k \) be a restricted Denjoy homeomorphism with rotation number \( \theta_k \in \mathbb{R} \setminus \mathbb{Q} \), as in Definition 5.10. Take \( X = \prod_{k=1}^n X_k \), and let \( h : X \to X \) act as \( h_k \) on the \( k \)-th factor. Then \( h \) is minimal by Proposition 5.12. Define \( \zeta_k : X_k \to S^1 \) analogously to the definition of \( \zeta \) in Example 6.8 and take \( \alpha_x(u_k) = \).
Example 6.10. Let $X$ be the Cantor set and let $h$ be an arbitrary minimal homeomorphism of $X$. Choose any decomposition $X = X_1 \sqcup X_2$ of $X$ as the disjoint union of two nonempty closed subsets. Set $D = C^*_r(F_\infty)$, with the generators of $F_\infty$ indexed by $\mathbb{Z}$. Fix any $\zeta = (\zeta_n)_{n \in \mathbb{Z}} \in (S^1)^{\mathbb{Z}^\omega}$. For $x \in X_1$ take $\alpha_x$ to be the automorphism $\varphi_\zeta$ of Notation 6.1 except using $\mathbb{Z}$ in place of $\mathbb{Z}_{>0}$, and for $x \in X_2$ take $\alpha_x$ to be the automorphism $\sigma$ of Notation 6.2. Apply Lemma 1.4 to get an action $\alpha : \mathbb{Z} \to \text{Aut}(C(X, D))$. The algebra $C^*(\mathbb{Z}, C(X) \otimes D, \alpha)$ is simple by Proposition 1.6. The algebra $D$ has strict comparison of positive elements by Proposition 6.3.2 of [57], so $C^*(\mathbb{Z}, C(X) \otimes D, \alpha)$ has stable rank one by Theorem 1.8.2.

Example 6.11. Let $h : X \to X$ be a restricted Denjoy homeomorphism, as in Example 6.9 and let $\zeta : X \to S^1$ be as there. Choose any decomposition $X = X_1 \sqcup X_2$ of $X$ as the disjoint union of two nonempty closed subsets. Following Notation 6.1 for the generators of $C^*_r(F_2)$, for $x \in X_1$ let $\alpha_x \in \text{Aut}(C^*_r(F_n))$ be determined by $\alpha_x(u_1) = \zeta(x)u_1$ and $\alpha_x(u_2) = u_2$, and for $x \in X_2$ let $\alpha_x \in \text{Aut}(C^*_r(F_2))$ be determined by $\alpha_x(u_1) = u_1$ and $\alpha_x(u_2) = \zeta(x)u_2$. The algebra $C^*(\mathbb{Z}, C(X) \otimes C^*_r(F_2), \alpha)$ is simple by Proposition 1.6.

We claim that this algebra has stable rank one. To prove the claim, use Theorems 9.2.6 and 9.2.7 of [20] to see that $D$ is simple and has a tracial state. By Proposition 6.6 we have $\text{tsr}(D) = 1$. Now apply Theorem 1.8.4.

Example 6.12. In Example 6.11 replace the definition of $\alpha_x$ for $x \in X_2$ with $\alpha_x(u_1) = u_2$ and $\alpha_x(u_2) = u_1$. Proposition 1.6 and Theorem 1.8.4 still apply, so $C^*(\mathbb{Z}, C(X) \otimes C^*_r(F_2), \alpha)$ again is simple and has stable rank one.

We now give examples in which we also get real rank zero. The following lemma will be used for them.

Lemma 6.13. Let $M$ be factor of type $\text{II}_1$, let $\alpha : G \to \text{Aut}(M)$ be an action of a countable group $G$ on $M$, and let $P \subset M$ be a separable $C^*$-subalgebra. Then there exists a simple separable unital $C^*$-subalgebra $D \subset M$ which contains $P$, is invariant under $\alpha$, and has a unique tracial state (the restriction to $D$ of the unique tracial state on $M$), has real rank zero and stable rank one, and such that the order on projections over $D$ is determined by traces.

Proof. The proof is the same as that of Proposition 3.1 of [50], except for $G$-invariance. We construct by induction on $n \in \mathbb{Z}_{\geq 0}$ separable unital subalgebras $A_n, B_n, C_n, D_n, E_n, F_n \subset M$ with $P \subset A_0 \subset B_0 \subset C_0 \subset D_0 \subset E_0 \subset F_0 \subset \cdots \subset A_n \subset B_n \subset C_n \subset D_n \subset E_n \subset F_n \subset \cdots$ such that $A_n, B_n, C_n, D_n, E_n$ and $F_n$ have the properties in the proof of Proposition 3.1 of [50] ($A_n$ is simple, etc.), and such that $F_n$ is $G$-invariant. In the induction step, after constructing $E_n$, we take $F_n$ to be the $C^*$-subalgebra generated by $\bigcup_{n \in \mathbb{Z}} \alpha_g(E_n)$. Then $\bigcup_{n=0}^\infty F_n$ is $G$-invariant. The proof in [50] now gives the desired conclusion, except that the conclusion is that $K_0(D) \to K_0(M)$ is an order isomorphism onto its range instead of that the order on projections over $D$
is determined by traces. But the conclusion we get implies the conclusion we want if $A$ has cancellation, and stable rank one implies cancellation by Proposition 6.4.1 and Proposition 6.5.1 of [5].

**Example 6.14.** Let $X$ be the Cantor set and let $h$ be an arbitrary minimal homeomorphism of $X$. Let $\sigma \in \text{Aut}(C^*(F_\infty))$ be as in Notation 6.2.

We regard $C^*(F_\infty)$ as a subalgebra of the group von Neumann algebra $W^*(F_\infty)$ in the usual way, and we let $\bar{\sigma} \in \text{Aut}(W^*(F_\infty))$ be the von Neumann algebra automorphism which shifts the generators of $F_\infty$ in the same way that $\sigma$ does. Thus $\bar{\sigma}|C^*(F_\infty) = \sigma$. Choose a $\bar{\sigma}$-invariant subalgebra $D \subset W^*(F_\infty)$ which contains $C^*(F_\infty)$ as in Lemma 6.13, with the properties there. Set $\gamma = \bar{\sigma}|_D \in \text{Aut}(D)$. Then define $\alpha \in \text{Aut}(C(X) \otimes D)$ in the same way as in Example 6.7, using $\gamma$ is place of $\sigma$. The algebra $C^*(\mathbb{Z}, C(X) \otimes D, \alpha)$ is simple by Proposition 1.6. It has stable rank 1 and real rank zero by Theorem 4.8.4.

The algebra $D$ is not nuclear because the Gelfand-Naimark-Segal representation from its tracial state gives a nonhyperfinite factor.

It is perhaps interesting to point out that every quasitrace on the algebra $D$ in Example 6.14 is a trace. This is a consequence of the following lemma.

**Lemma 6.15.** Let $A$ be a unital C*-algebra with real rank zero. Suppose that $\tau$ is a quasitrace on $A$ and that whenever $p, q \in M_\infty(A)$ are projections with $\tau(p) < \tau(q)$, then $p \not\preceq q$. Then $\tau$ is the only quasitrace on $A$.

**Proof.** Suppose the conclusion is false, and let $\sigma$ be some other quasitrace on $A$. By definition, for any quasitrace $\rho$ on $A$ and any $a, b \in A_{sa}$, we have $\rho(a + ib) = \rho(a) + i\rho(b)$. Therefore there is $a \in A_{sa}$ such that $\sigma(a) \neq \tau(a)$. Since quasitraces are continuous, it follows from real rank zero that there is $a \in A_{sa}$ such that $a$ has finite spectrum and $\sigma(a) \neq \tau(a)$. Since quasitraces are linear on commutative C*-subalgebras, there is a projection $p \in A$ such that $\sigma(p) \neq \tau(p)$.

Suppose $\sigma(p) < \tau(p)$. Choose $m, n \in \mathbb{Z}_{\geq 0}$ such that $m\sigma(p) < n < m\tau(p)$. Define projections $e, f \in M_\infty(A)$ by $e = 1_{M_m} \otimes p$ and $f = 1_{M_n} \otimes 1_A$. Then $\tau(f) < \tau(e)$, so $f \not\preceq e$. But $\sigma(f) > \sigma(e)$, a contradiction. Similarly, $\sigma(p) > \tau(p)$ is also impossible. This contradiction shows that $\sigma$ does not exist. \hfill \square

**Example 6.16.** Let $n \in \{2, 3, \ldots\}$. Following Notation 6.1 for the generators of $C^*(F_n)$, for $p$ in the symmetric group $S_n$ let $\psi_p \in \text{Aut}(C^*(F_n))$ be the automorphism determined by $\psi_p(u_k) = u_{\sigma^{-1}(k)}$ for $k = 1, 2, \ldots, n$, and let $\overline{\psi}_p$ be the corresponding automorphism of the group von Neumann algebra $W^*(F_n)$.

By Theorems 9.2.6 and 9.2.7 of [20], the algebra $C^*(F_n)$ is simple and has a unique tracial state. Use Lemma 6.13 to find a simple separable unital C*-algebra $D \subset W^*(F_n)$ which contains $C^*(F_n)$, is invariant under all the automorphisms $\overline{\psi}_p$ for $p \in S_n$, and has the other properties given in Lemma 6.13.

Let $X$ be the Cantor set, and let $h: X \to X$ be any minimal homeomorphism. Choose any decomposition $X = \bigsqcup_{\rho \in S_n} X_\rho$ of $X$ as the disjoint union of nonempty closed subsets. For $x \in X_\rho$, let $\alpha_x = \overline{\psi}_p|_D$. Let $\alpha: Z \to \text{Aut}(C(X, D))$ be the corresponding action as in Lemma 1.1.

The algebra $C^*(\mathbb{Z}, C(X, D), \alpha)$ is simple by Proposition 1.6. It has stable rank one and real rank zero by Theorem 4.8.4. The algebra $D$ is not nuclear for the same reason as in Example 6.14.

The next example is of the third type discussed in the introduction to this section.
Example 6.17. Let \((\pi_1, \pi_2, \ldots)\) be a sequence of unital finite dimensional representations of \(C^*(F_2)\) such that, for every \(n \in \mathbb{Z}_{>0}\), the representation \(\bigoplus_{k=1}^{\infty} \pi_k\) is faithful. For \(n \in \mathbb{Z}_{>0}\), let \(d(n)\) be the dimension of \(\pi_n\), and define \(l(n) = d(n) + 4\) and \(r(n) = \prod_{k=1}^{n} l(k)\). Let \(u_1, u_2 \in C^*(F_2)\) be the “standard” unitaries in \(C^*(F_2)\), obtained as the images of the standard generators of \(F_2\), as in Notation 6.2 except that we are now using the full \(C^*\)-algebra instead of the reduced \(C^*\)-algebra. Let \(\gamma_1, \gamma_2, \gamma_3 \in \text{Aut}(C^*(F_2))\) be the automorphisms determined by
\[
\gamma_1(u_1) = u_1^{-1} \quad \text{and} \quad \gamma_1(u_2) = u_2,
\]
and
\[
\gamma_3(u_1) = u_1^{-1} \quad \text{and} \quad \gamma_3(u_2) = u_2^{-1}.
\]
For \(n \in \mathbb{Z}_{>0}\) define \(D_n = M_{r(n)} \otimes C^*(F_2)\), which we identify as
\[
M_{l(n)} \otimes M_{l(n-1)} \otimes \cdots \otimes M_{l(1)} \otimes C^*(F_2),
\]
and define \(\gamma_{n,n-1} : D_{n-1} \to D_n\) by, for \(a \in D_{n-1} = M_{r(n-1)} \otimes C^*(F_2)\),
\[
\gamma_{n,n-1}(a) = \text{diag}\left(a, (\text{id}_{M_{r(n-1)}} \otimes \varphi_1)(a), (\text{id}_{M_{r(n-1)}} \otimes \varphi_2)(a), \ldots \right).
\]

Let \(D\) be the direct limit of the resulting direct system. It follows by methods of [11] that \(D\) is simple, separable, and has tracial rank zero. In particular, \(D\) has stable rank one and real rank zero by Theorem 3.4 of [34], and the order on projections over \(D\) is determined by traces by Theorem 6.8 of [33]. Moreover, using the known result for \(K_r(C^*(F_n))\) (see [39]), one gets \(K_1(D) = 0\).

For \(\zeta \in S^1\) define inductively unitaries \(u_n(\zeta) \in D_n\) as follows. Set \(u_0(\zeta) = 1\), and, given \(u_{n-1}(\zeta) \in D_{n-1}\), set
\[u_n(\zeta) = (\text{diag}(\zeta, 1, 1, \ldots, 1) \otimes 1_{D_{n-1}}) \gamma_{n,n-1}(u_{n-1}(\zeta)) \in M_{l(n)} \otimes D_{n-1} = D_n.
\]
Then the actions \(\zeta \mapsto \text{Ad}(u_n(\zeta)) \in \text{Aut}(D_n)\) of \(S^1\) on \(D_n\) are compatible with the direct system, and so yield a continuous map (in fact, an action) \(\zeta \mapsto \alpha_\zeta : S^1 \to \text{Aut}(D)\). Let \(h : S^1 \to S^1\) be an irrational rotation. Apply Lemma 1.4 to get an action \(\alpha : \mathbb{Z} \to \text{Aut}(C(S^1, D))\).

The algebra \(C^*(\mathbb{Z}, C(S^1, D), \alpha)\) is simple by Proposition 1.6 and has stable rank one by Theorem 1.11.

Methods of [37] will probably show that the algebra \(D\) in Example 6.17 is not \(\mathcal{Z}\)-stable (see Question 7.7), although it definitely is tracially \(\mathcal{Z}\)-stable.

Finally, we give purely infinite examples.

Example 6.18. Let \((X, h)\) be the minimal subshift (of the shift on \((S^1)^2\)) with nonzero mean dimension used in Example 6.3. Let \(D = O_\infty\), but with standard generators indexed by \(\mathbb{Z}\), say \(s_k\) for \(k \in \mathbb{Z}\). Let \(\alpha_\zeta\) be the gauge automorphism, given by \(\alpha_\zeta(s_k) = \zeta^k s_k\). Let \(\alpha : \mathbb{Z} \to \text{Aut}(C(X, D))\) be the corresponding action as in Lemma 1.4. Then \(C^*(\mathbb{Z}, C(X, D), \alpha)\) is purely infinite and simple by Theorem 2.13. Since \(C^*(\mathbb{Z}, C(X, D), \alpha)\) is nuclear, it is necessarily \(O_\infty\)-stable by Theorem 3.15 of [30].

In Example 6.18 Theorems 4.1 and 5.8 of [24] don’t apply, since there is no reason to think that \(\alpha\) has finite Rokhlin dimension with commuting towers.
Example 6.19. Let $D$ be the reduced free product $D = (M_2 \otimes M_2) \star_r C([0, 1])$, taken with respect to the Lebesgue measure state on $C([0, 1])$ and the state on $M_2 \otimes M_2$ given by tensor product of the usual tracial state $\text{tr}$ with the state $\rho(x) = \text{tr}(\text{diag}(\frac{1}{2}, \frac{3}{2})x)$ on $M_2$. It is shown in Example 5.8 of [1] that $D$ is purely infinite and simple.

Take $X = (S^1)^4$, and for $\zeta = (\zeta_1, \zeta_2, \zeta_3, \zeta_4) \in X$ take $\alpha_\zeta$ to be the free product automorphism which is given by

$$\text{Ad} \left( \begin{pmatrix} \zeta_1 & 0 \\ 0 & \zeta_2 \end{pmatrix} \right) \otimes \text{Ad} \left( \begin{pmatrix} \zeta_3 & 0 \\ 0 & \zeta_4 \end{pmatrix} \right)$$

on $M_2 \otimes M_2$ and is trivial on $C([0, 1])$. Choose $\theta_1, \theta_2, \theta_3, \theta_4 \in \mathbb{R}$ such that $1, \theta_1, \theta_2, \theta_3, \theta_4$ are linearly independent over $\mathbb{Q}$. Take $h : X \to X$ to be

$$(\zeta_1, \zeta_2, \zeta_3, \zeta_4) \mapsto (e^{2\pi i \theta_1} \zeta_1, e^{2\pi i \theta_2} \zeta_2, e^{2\pi i \theta_3} \zeta_3, e^{2\pi i \theta_4} \zeta_4).$$

Then $C^*(\mathbb{Z}, C(X, D), \alpha)$ is purely infinite and simple by Theorem 2.13.

The action in Example 6.19 has finite Rokhlin dimension with commuting towers. However, we don’t know any theorem on pure infiniteness for crossed products by such actions when the original algebra is not $O_\infty$-stable. We address this in Question 7.8 below. Our result also does not imply that the crossed product is $O_\infty$-stable, or even $\mathcal{Z}$-stable, although it seems plausible that it might be.

In the next two examples, $D$ is again not $\mathcal{Z}$-stable. Also, $X$ isn’t finite dimensional, and $h$ doesn’t even have mean dimension zero. So a positive answer to Question 7.8 presumably would not help.

Example 6.20. Let $D$ be as in Example 6.19 and let $(X, h)$ be as in Example 6.3 (and reused in Example 6.18). For $\zeta = (\zeta_n)_{n \in \mathbb{Z}} \in X$ take $\alpha_\zeta$ to be the free product automorphism which is given by

$$\text{Ad} \left( \begin{pmatrix} \zeta_1 & 0 \\ 0 & \zeta_2 \end{pmatrix} \right) \otimes \text{Ad} \left( \begin{pmatrix} \zeta_3 & 0 \\ 0 & \zeta_4 \end{pmatrix} \right)$$

on $M_2 \otimes M_2$ and is trivial on $C([0, 1])$. (We are only using the coordinates with indexes $1, 2, 3, 4$.) Then $C^*(\mathbb{Z}, C(X, D), \alpha)$ is purely infinite and simple by Theorem 2.13 but may well not be $\mathcal{Z}$-stable.

With a small modification, we can give an example of this type in which the underlying action of $(S^1)^\mathbb{Z}$ is effective.

Example 6.21. Let $B$ be the $2^\infty$ UHF algebra, and let $\tau$ be its (unique) tracial state. Let $\text{tr}$ be the tracial state on $M_2$, and let $\rho$ be the state on $M_2$ given by $\rho(x) = \text{tr}(\text{diag}(\frac{1}{2}, \frac{3}{2})x)$. Let $D$ be the reduced free product $D = (B \otimes M_2) \star_r C([0, 1])$, taken with respect to the state $\tau \otimes \rho$ on $B \otimes M_2$ and the Lebesgue measure state on $C([0, 1])$. We claim that $A$ is purely infinite and simple but not $\mathcal{Z}$-stable.

To prove pure infiniteness, in Examples 3.9(iii) of [13] take $A_1 = B$ with the state $\tau$, take $F = M_2$ with the state $\rho$, and take $B = C([0, 1])$ with the state given by Lebesgue measure. These choices satisfy the hypotheses there. So $A$ is purely infinite and simple.

To prove that $A$ is not $\mathcal{Z}$-stable, let $\pi$ be the Gelfand-Naimark-Segal representation of $B$ associated with $\tau$, set $N = \tau(B)^\prime$, and also write $\tau$ for the corresponding tracial state on $N$. In Proposition 5.6 of [1], take $P_1 = N \otimes M_2$ with the state $\tau \otimes \rho$, and
and take \( P_2 = L^\infty([0, 1]) \) with the state given by Lebesgue measure. Define
\[
a = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \otimes 1 \otimes 1 \otimes \cdots \otimes 1 \in \bigotimes_{n=1}^\infty M_2 \otimes M_2 = B \otimes M_2 \subset P_1.
\]
Take \( G_1 = \{1, a\} \subset P_1 \), and take \( G_2 \subset P_2 \) to be the set of functions \( \lambda \mapsto e^{2\pi in\lambda} \) for \( n \in \mathbb{Z} \). These choices satisfy the hypotheses there. Moreover, \( G_1 \subset B \otimes M_2 \) and \( G_2 \subset C([0, 1]) \). Therefore the reduced free product \( A = (B \otimes M_2) \ast_* C([0, 1]) \) is a subalgebra of the algebra \( P \) in Proposition 5.6 of [1] which contains \( a, b, \) and \( c, \) so is not \( \mathcal{Z} \)-stable by Proposition 5.6 of [1]. The claim is proved.

Let \((X, h)\) be as in Example 6.3 (and reused in Example 6.18). Let \( \sigma: \mathbb{Z}_{>0} \to \mathbb{Z} \) be a bijection (as in Example 6.18). For \( \zeta = (\zeta_n)_{n \in \mathbb{Z}} \in X \) take \( \alpha_\zeta \) to be the free product automorphism which is the identity on \( C([0, 1]) \) and which is the infinite tensor product
\[
\left( \bigotimes_{n \in \mathbb{Z}_{>0}} \text{Ad} \left( \begin{array}{cc} 1 & 0 \\ 0 & \zeta(n) \end{array} \right) \right) \otimes \text{Ad} \left( \begin{array}{cc} \zeta \sigma(1) & 0 \\ 0 & \zeta \sigma(2) \end{array} \right) \in \text{Aut}(B \otimes M_2)
\]
on \( B \otimes M_2 \). Then \( C^*(\mathbb{Z}, C(X, D), \alpha) \) is purely infinite and simple by Theorem 2.13 but may well not be \( \mathcal{Z} \)-stable.

7. Open problems

In this section, we collect some open questions suggested by the examples and results in this paper.

**Problem 7.1.** Let \( A \) be a unital C*-algebra, and let \( \alpha \) be an action of \( \mathbb{Z} \) on \( A \) which has finite Rokhlin dimension with commuting towers. Suppose that \( A \) has stable rank one and \( C^*(\mathbb{Z}, A, \alpha) \) is simple. Does it follow that \( C^*(\mathbb{Z}, A, \alpha) \) has stable rank one?

This seems to be unknown even if \( A \) is simple (in which case simplicity of \( C^*(\mathbb{Z}, A, \alpha) \) is automatic) and \( \alpha \) has the Rokhlin property. Without assuming simplicity of \( C^*(\mathbb{Z}, A, \alpha) \), the answer is definitely no. For aperiodic homeomorphisms of the Cantor set whose transformation group C*-algebras don’t have stable rank one, see Theorem 3.1 of [53] (it is easy to construct examples there which have more than one minimal set) or Example 8.8 of [49]. Corollary 2.6 of [61] implies that the corresponding actions of \( \mathbb{Z} \) have Rokhlin dimension with commuting towers at most 1. In fact, though, at least in Example 8.8 of [49] we get the Rokhlin property.

**Lemma 7.2.** Let \( h: X \to X \) be the aperiodic homeomorphism of the Cantor set in Example 8.8 of [49]. Then the induced automorphism of \( C(X) \) has the Rokhlin property.

**Proof.** Recall from [49] that \( X_1 = \mathbb{Z} \cup \{\pm \infty\}, h_1: X_1 \to X_1 \) is \( n \mapsto n + 1 \), \( X_2 \) is the Cantor set, \( h_2: X_2 \to X_2 \) is minimal, \( X = X_1 \times X_2 \), and \( h = h_1 \times h_2 \).

Let \( N \in \mathbb{Z}_{>0} \). The standard first return time construction provides
\[
n, r(1), r(2), \ldots, r(n) \in \mathbb{Z}_{>0}
\]
with \( N < r(1) < r(2) < \cdots < r(n) \), and compact open subsets \( Z_1, Z_2, \ldots, Z_n \subset X_2 \), such that
\[
X_2 = \bigcap_{k=1}^n \bigcap_{j=0}^{r(k)-1} h_2^j(Z_k).
\]
Then the sets

\[ X_1 \times Z_1, \ X_1 \times Z_2, \ \ldots, \ X_1 \times Z_n \]

form a system of Rokhlin towers for \( h \), with heights \( r(1), r(2), \ldots, r(n) \), all of which exceed \( N \). □

In fact, it seems to be known that any aperiodic homeomorphism of the Cantor set \( X \) induces an automorphism of \( C(X) \) with the Rokhlin property. We have not found a reference, and we do not prove this here.

The following question asks for a plausible generalization of Lemma 2.7.

**Question 7.3.** Let \( D \) be a simple unital C*-algebra. Let \( X \) be a compact metric space, let \( G \) be a discrete group, and let \( (g, x) \mapsto gx \) be a minimal and essentially free action of \( G \) on \( X \). Let \( \alpha: G \to \text{Aut}(C(X, D)) \) be an action of \( G \) which lies over the action of \( G \) on \( X \) and which is pseudoperiodically generated. Set \( A = C^*(Z, C(X, D), \alpha) \).

Does it follow that for every \( a \in C(X, D)_+ \setminus \{0\} \) there exists \( f \in C(X)_+ \setminus \{0\} \subset A \) such that \( f \preceq_A a \)?

We expect the techniques in the proof of Lemma 2.7 (taking \( Y \) to be the empty set) can be used to answer this question in the affirmative.

**Question 7.4.** Is there a simple unital C*-algebra \( D \) such that \( \text{Aut}(D) \) is not pseudoperiodic in the sense of Definition 1.8? Presumably such examples exist, but we don’t know of any. Indeed, we don’t see any reason why there should not be \( \alpha \in \text{Aut}(D) \) such that \( \{\alpha^n: n \in \mathbb{Z}\} \) is not pseudoperiodic.

**Question 7.5.** Consider the crossed product \( C^*(Z, C(X, E), \beta) \) in Example 6.5. Is this algebra \( Z \)-stable? What about crossed products by similarly constructed actions?

**Question 7.6.** Consider the crossed product \( C^*(Z, C(X) \otimes C^*_r(F_\infty), \alpha) \) in Example 6.7. Is this algebra \( Z \)-stable? What about crossed products by similarly constructed actions? What about Example 6.8?

**Question 7.7.** Consider the crossed product \( C^*(Z, C(S^1, D), \alpha) \) in Example 6.17. Is this algebra \( Z \)-stable?

The following question is motivated by Example 6.19.

**Question 7.8.** Let \( A \) be a nonsimple unital C*-algebra which is purely infinite in the sense of Definition 4.1 of [31]. Let \( \alpha: Z \to \text{Aut}(A) \) be an action with finite Rokhlin dimension with commuting towers. Does it follow that \( C^*(Z, A, \alpha) \) is purely infinite?

If \( A \) is \( O_\infty \)-stable, then \( C^*(Z, A, \alpha) \) is at least \( Z \)-stable by Theorem 5.8 of [24]. If \( A \) is also exact, then so is \( C^*(Z, A, \alpha) \) (by Proposition 7.1(v) of [29]), and \( C^*(Z, A, \alpha) \) is traceless (as at the beginning of Section 5 of [59]) because \( A \) is, so \( C^*(Z, A, \alpha) \) is purely infinite by Corollary 5.1 of [59]. (In this case, one obviously wants \( O_\infty \)-stability. See Question 7.10 below.) But the question as stated seems to be open, even if one assumes that \( C^*(Z, A, \alpha) \) is simple. If \( A \) itself is simple, then \( C^*(Z, A, \alpha) \) is purely infinite even just assuming that \( \alpha \) is pointwise outer, by Corollary 4.4 of [27]. Provided one uses the reduced crossed product, this remains true if \( Z \) is replaced by any discrete group.
Question 7.9. Consider the crossed product \( C^*\left( \mathbb{Z}, C(X, D), \alpha \right) \) in Example 6.20. Is this algebra \( \mathbb{Z} \)-stable? Is it \( O_\infty \)-stable?

We hope that \( \mathbb{Z} \)-stability should come from the action in the “\((S^1)^4\) direction”. We suppose that if a purely infinite simple C*-algebra is \( \mathbb{Z} \)-stable, then it is probably \( O_\infty \)-stable, but this seems to be open in general.

Question 7.10. Let \( B \) be a \( \mathbb{Z} \)-stable purely infinite simple C*-algebra. Does it follow that \( B \) is \( O_\infty \)-stable?

If \( B \) is separable and nuclear, the answer is yes, by Theorem 5.2 of [59]. But this result doesn’t help with Example 6.20 even if we prove \( \mathbb{Z} \)-stability there.
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