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We describe a series of security policy audits that we conducted, exposing policy flaws affecting billions of users that are often exploited by even low-tech attackers. We argue that a systematic study of security policies and processes is sorely needed, and present a research agenda.

Security Policies Matter, and Researchers Should Study Them

Information security isn’t just about software flaws: It’s also about policies and processes. Whether an organization uses multifactor authentication, has an incident response plan, and trains employees to avoid phishing has as big an impact on security as whether the software it runs has exploitable bugs. Even the impact of bugs comes down to a policy question, namely the frequency of patching.

Companies use audits and penetration tests to check for vulnerabilities in their policies and processes. We argue that this isn’t enough: Researchers must also study policies from the outside. One reason is that due to misaligned incentives, companies often don’t fix policy flaws that affect their users—sometimes billions of them, as we’ll show. External audits aim to reveal these flaws, warn users of security risks, and pressure companies to change. Besides, research-oriented audits are often exploratory and uncover new policy flaws, whereas industry audits tend to be anchored in established criteria. That’s not to say that research and practice should operate on different wavelengths. On the contrary, we’ll describe how companies’ own efforts and those of external researchers can complement each other.

Security policy audits fall under the umbrella of human factors in security, and there is a strong connection to usable security. Unlike most usable security research, the objects of study aren’t end users, but companies, their policies, and processes. There have been a few studies of security practices of individuals within organizations (e.g., Muhammad Ali et al.) whereas we propose studying organizational policies. Published studies of security policies are currently rare.

Our Work: Exposing Authentication Flaws

We began this line of work in 2018 when we heard frequent reports of Subscriber Identity Module (SIM) swaps in the media. We aimed to test whether there were systemic reasons why they were extremely common. We did so by attempting SIM swap attacks on ourselves: 10 attempts at each of five prepaid wireless carriers in the United States. Thirty-nine of our 50 attempts succeeded (including all 30 at the three major carriers AT&T, Verizon, and T-Mobile) because carriers used insecure ways to authenticate the caller’s identity. For example, one carrier accepted details of recent incoming calls as evidence of identity, which can be trivially subverted by an attacker by calling the victim before attempting the SIM swap. In addition to bad policies, we stumbled upon bad processes, namely poor training of customer service representatives. Some reps simply forgot to authenticate us, others gave us hints or victims’ personal information, and yet others proceeded despite authentication failures!

During the course of this work, we happened to notice that attackers could achieve essentially the same effect by legitimately taking over someone’s number—if that person had relinquished their number. Giving up one’s phone number is extremely common: 35 million numbers are disconnected every year in the United States. Carriers recycle these numbers because the pool of 10-digit numbers is finite. Do people remember to unlink numbers from online accounts before giving them up? Or could phone number takeover lead to online account takeover?

We sampled 259 phone numbers available to new subscribers at two major carriers, Verizon and T-Mobile, and found that 171 of them were tied to existing accounts at popular websites. Worse, about 40% (100 of 259) of the numbers were linked to leaked login credentials on the web, which could enable account hijackings that defeat SMS-based multifactor authentication. We also found...
that carriers failed to include any defensive measures in their recycling policies or online interfaces, such as rate limits for acquiring and relinquishing phone numbers, making the attacker’s task trivial.

We realized that the reason that SIM swap and number recycling attacks are so problematic is that SMS as a second factor for authentication is so prevalent, so we turned to that. We reverse-engineered the authentication policies of more than 140 websites that offer phone-based authentication. Notably, we found 17 websites on which user accounts can be compromised based on a SIM swap alone, i.e., without a password compromise. Further, 83 websites defaulted to or recommended an SMS-based second factor over more secure options such as authenticator apps.\textsuperscript{13}

Finally, to get a more complete picture of online account security, we studied password policies. We examined the policies of 120 of the most popular websites for when a user sets a new password on their account. Despite well-established advice that has emerged from the research community, we found that only 13% of websites followed all relevant best practices in their password policies. For example, 75% of websites do not stop users from choosing the most common passwords—like abc123456 or P@$$w0rd.\textsuperscript{12}

**Policy Problems, Policy Solutions**

These weaknesses were caused by flawed security policies and flawed enforcement. None were the result of software flaws. Attackers could remain within the functionality of the user interface (UI) and use the system with the same privileges as any other user, albeit with malicious intent. These low-tech attackers are UI-bound adversaries. Since the adversary doesn’t need to use any tools or exploit a software vulnerability, anyone could potentially be an attacker.

These unsophisticated attack vectors are considered less interesting by the security research community, yet arguably cause the most harm. SMS-based authentication is still widely used; according to a late-2021 survey, 85% of people in the United States and United Kingdom have used SMS 2FA at least once in 2021, compared to 44.4% for authenticator apps and 9.7% for security keys.\textsuperscript{4} Similarly, passwords remain the most common means of online authentication.

Call center authentication, such as for phone service, credit cards, health insurance, and utilities, is a low-tech authentication method involving no customer interaction with software. Call center fraud is reportedly the leading cause of account takeovers of financial accounts.\textsuperscript{16} Despite the insecurity, there has never been any previous academic research on call center authentication practices.

Policy problems require policy solutions. We mean policy in a broad sense: companies voluntarily changing their security policies, or industry self-regulation, or government regulation. We’d hoped that companies would fix their flawed policies when we presented our research to them. That happened in a few cases. One of the mobile carriers we studied informed us that it had partially implemented our recommendations on mitigating SIM swaps. Four of the 17 websites that were especially vulnerable to SIM swap attacks informed us that they had fixed the flaws in their authentication policy after our outreach. In light of our research on recycled numbers, the two carriers in our study have made changes to better inform their subscribers about reassigning phone numbers. Our work also received a modicum of media attention. Journalists have an important role in security: Their work can help companies to improve their security.

Yet, more often than not, we found that the market didn’t correct itself, or took too long. In fact, policy audits are so unusual that most companies have no idea how to deal with them. In our disclosure to the 17 websites in the SIM swap study, five did not understand our vulnerability report despite our attempts to make it as clear as possible; three websites acknowledged SIM swap attacks but failed to realize that their authentication policy was allowing accounts to be vulnerable, and the other two websites misinterpreted our disclosure as feature requests. Moreover, four websites relied solely on third-party bug bounty platforms to be notified about vulnerabilities. Since members of the platform were only focused on reviewing software bugs, three of our four reports were dismissed. All in all, only four websites made changes in response to our disclosure. As for the wireless carriers, while we didn’t have trouble reporting our findings, only one of our five reports to the major carriers resulted in (partial) fixes.

If responsible disclosure and pressure from users do not lead to improvements to security practices, policymakers should require companies to make the improvements or to bear the consequences of noncompliance. We have had some success in influencing policy improvements that address the flaws we found. Most notably, in September 2021, the Federal Communications Commission launched a formal rulemaking process to protect consumers from SIM swap and number portability attacks, citing our research on SIM swaps as justification.\textsuperscript{7}

**Methods and Challenges**

We encountered a few major challenges in this research. First, there is no avoiding the need for manual work. In some cases, such as testing SIM swap vulnerabilities, automation was impossible. In other cases, such
as reverse engineering password policies, automation yielded poor results despite our best efforts. Crowd work wasn’t effective either because understanding and executing the tasks required some security expertise.

While repetitive, the work was not mindless. Tasks such as adapting to unexpected scenarios during customer service calls or reverse engineering a password policy require some creativity and ability to think on one’s feet. Besides, we found that doing it manually left us with a level of insight into the data that would otherwise have been hard to obtain and led to new research insights.

The second challenge is ensuring reproducibility and consistency in manual data collection. In the SIM swap study, researchers who called the companies followed a script which was developed with various contingencies in mind. In the password policies study, a second researcher studied a sample of websites to ensure that the results were consistent. Manual data collection also means that if reviewers identify issues with the methods and request modifications, the study would essentially have to be redone, a daunting prospect. Although this is unfamiliar territory for most computer scientists, it is the norm in experimental fields; time and care invested in methodological rigor up front can help avoid wasted effort.

Another challenge is that of generating quantitatively reliable measurements. Unlike software vulnerabilities, it is not enough to show that policy flaws exist. Fixing these flaws is rarely easy, and there are always tradeoffs. So, for policy makers to act, it is important to quantify the scale of the problem in some way: e.g., the likelihood of the adversary succeeding or the number of users affected. Otherwise, the affected companies could claim that they are one-off occurrences. Careful evidence gathering and statistical analysis are necessary.

A final set of challenges is around ethics. We took many steps to minimize risk. Usually this was straightforward, but in some cases, we had to come up with alternative research methods, and even abandoned some research questions because we couldn’t find a way to answer it using ethical methods. In the United States, human-subjects research is overseen by Institutional Review Boards (IRBs). IRBs have a narrow definition of human-subjects research, and their understanding of this type of research is still evolving, which can lead to frustration. In our experience, they sometimes overemphasized minor risks while ignoring others. For example, they ruled that if we obtained people’s recycled phone numbers and looked through their texts to see if they are receiving sensitive messages, that’s not human-subjects research! (We decided that this crossed an ethical line, so we did not do this.)

**A Research Agenda**

In this section, we’ll describe five major interrelated directions for future work that we think are promising. The first topic is authentication. Our work only scratches the surface of what is possible. Password recovery procedures are often the Achilles’ heel of online authentication, and yet have never been audited at scale, to our knowledge. Besides, we did not study authentication policies at some of the most important websites, such as banks because those require accounts with those institutions. Studying them would probably require crowdsourcing. Similarly, we only studied call center authentication for wireless carrier accounts. There is a vast set of other organizations that rely on call center authentication for sensitive business, including banks, credit card companies, government services, and hospitals. Anecdotally, offline authentication—such as when requesting a replacement key at a hotel—seems even more badly broken than online authentication. Studying these weaknesses would help convince companies and, when necessary, policy makers to act.

Next, we turn to the integrity of physical systems. Voting infrastructure, the power grid, transportation systems, and many other physical systems cannot rely primarily on software to ensure integrity in the face of attacks, so policies and processes are paramount. Among these,
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untapped questions. For instance, survivors of intimate partner violence can regain some privacy and safety by leaving family phone plans, but do carriers’ policies make it possible for them to do so without the abuser’s permission? Another research question: On gig economy platforms such as Uber, Lyft, and Airbnb, how effective are platforms’ efforts to ensure physical safety? There have been many reports of inadequate (or, sometimes, overly harsh) preventive measures taken by the companies, but not few systematic studies. Finally, what happens to people’s online accounts when they die? If service providers don’t have measures to hand over control to the next of kin, it can lead to a loss of treasured memories, or finances, on top of the tragedy of death.

The fourth and related research direction is about privacy. Privacy auditing is an extremely active area of research, but most of it consists of technical audits, such as uncovering what data apps are sending to third parties. On the other hand, privacy policies are a rich source of information about apps’ privacy practices, but they are not directly useful to end users. Privacy policy audits neatly bridge these two types of studies: They enable uncovering a company’s actual, operative privacy policy, and see whether it matches its expressed policy. To some extent, aspects of privacy practices can be uncovered by technical analysis of apps, but in other cases it requires unusual methods such as posing as a potential commercial partner and requesting to buy data from the company of interest. Such methods have been used by journalists and privacy advocates but not yet by researchers.

Privacy policy audits have uncovered some distressing findings. For example, Facebook was caught soliciting phone numbers from users for two-factor authentication but then misusing them for targeted advertising, resulting in a US$5 billion settlement with the Federal Trade Commission.

The final research direction is about platforms—search engines, social media, e-commerce, gig economy marketplaces, and so on. Platforms have outsized power in our society and are inadequately regulated, especially in the United States. There is a growing line of work on auditing platforms for algorithmic bias, pricing policies, and so on. We think their security and safety related policies should also be audited.

One set of platform policies that deserve scrutiny is around content moderation: removal or flagging of content that violates policies. A recent report by the U.S. Federal Trade Commission lists more than a dozen categories: scammy content, deepfakes, fake reviews, sale of illegal substances, child sexual abuse, revenge pornography, cyberstalking, hate crimes, glorification of violence, incitement to violence, terrorists’ use of platforms, disinformation campaigns, and sale of counterfeit products. When these policies have loopholes or are unevenly enforced, it harms legitimate users while allowing harmful content through.

Another set of policies relates to advertising: Ads can be discriminatory, promote misleading or deceptive content, and enforcement can be poor. One important hurdle is that companies, notably Facebook, have been using legal and technical restrictions to actively inhibit researchers’ efforts to study them.

Final Thoughts
We think that security policy auditing could be an entire subfield of research, rather than the occasional one-off studies we’ve seen so far. The kind of technology-enabled harm that happens in reality mostly involves attacks that exploit current or older technologies, with attackers using the products as intended, albeit with malicious intent. But keep in mind that it’s currently hard to publish security policy audits at top security venues. Despite acknowledging its real-world impact, reviewers at top conferences disproportionately merit work for publication based on factors like emerging technologies and sophisticated attack vectors. We hope that this article serves as a small first step toward changing this bias. We urge you to consider societal impact as a criterion in your own reviewing.

We end with suggestions for practitioners. Just as companies have embraced software vulnerability research—rather than ignoring or threatening researchers—they should do the same for security policy flaws. Our experiences reporting these flaws suggest that there is a long way to go. Companies should also consider publishing redacted audits and, more generally, sharing their internal expertise regarding security policies and processes. This would allow companies to learn from each other and invite productive dialogue with academia. Collaboration with researchers on security policy audits is key to improving user safety.
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