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Abstract

This paper is concerned with a class of impulsive stochastic partial integrodifferential equations (ISPIEs) with delays and Poisson jumps. First, using the resolvent operator technique and contraction mapping principle, we can directly prove the existence and uniqueness of the mild solution for the system mentioned above. Then we develop a new impulsive integral inequality to obtain the global, both $p$\textsuperscript{th} moment exponential stability and almost surely exponential stability of the mild solution is established with sufficient conditions. Also, a numerical example is provided to validate the theoretical result.
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1. Introduction

Functional differential equations appear as mathematical models in medicine, electrical engineering, biology, ecology, etc. The deterministic models regularly fluctuate because of noise which is random or at least appears to be so. Therefore, researchers moved from deterministic problems to stochastic ones. Differential and integral equations involving random variables play an important role in describing many physical, biological, engineering problems. Stochastic differential equations (SDEs) are important from the viewpoint of applications since they incorporate randomness into mathematical description of phenomena, thereby describing it more accurately. In recent years, a lot of interesting properties of the solution for the system such as existence, uniqueness, and stability have been obtained (see, [3–5, 7–9, 19] and the reference therein).

Besides delay effects, impulsive effects likewise exist in a wide variety of evolutionary processes, in which states are changed abruptly at certain moments of time, involving such fields as medicine, biology, economics, electronics and telecommunications, etc. Many interesting results on impulsive effects have
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been obtained [1, 2, 7, 15]. Furthermore, under impulsive perturbation, an equilibrium point sometimes
does not exist in many physical systems, especially, in non-linear and nonautonomous dynamical systems
and all solutions may gradually approach a bounded set called the attracting set. Therefore, an interesting
subject is to discuss the two sets (1) Global attracting set and (2) Quasi-invariant set of dynamical systems
with the impulsive effects. For more details, we refer to (see, [12, 16, 18, 23] and the references therein).
In the past decades, a lot of interesting manuscripts are studied on global attracting and invariant set of
stochastic dynamical systems. Among others, motivated by Chan’s work [7], Long et al. [20] examined
the global and exponential stability of impulsive neutral stochastic neutral evolution system. Li [17] discussed the
global attracting set and quasi-invariant set of impulsive neutral stochastic functional partial differential
equations driven by fractional Brownian motion (fBm). In very recent years, a few works have been done
on the qualitative properties of solutions for attracting set and quasi-invariant set of SDEs system, readers
are referred to [6, 10, 13, 22].

In financial modeling, SDEs with jumps are often used to describe the dynamics of state variables
such as credit ratings, stock indices, interest rates, exchange rates, and electricity prices [3, 9]. The jump
component can capture event-driven uncertainties, such as corporate defaults, operational failures, (or)
central bank announcements. On the other hand, the Poisson jumps have become a very popular in recent
years, the Poisson jumps are generally based on the Poisson random measure in aspects of applications
in many real life phenomena such as biology, finance and other field of science, see [14, 21]. Hence the
analysis of the qualitative behavior of SDEs with Poisson jumps has attracted many researchers in recent
years, see [1, 12, 13]. That is to say, there is no study on global attracting set and exponential stability
of impulsive SDEs with Poisson jumps in the existing literature. All these facts push us to develop and
explore techniques and methods for the global attracting set, both \( p^{th} \) moment exponential stability and
almost surely exponential stability of SDEs and Poisson jumps, especially with delayed impulses.

Based on the above statement and analysis, this work is devoted to deriving the global attracting set,
both \( p^{th} \) moment exponential stability and almost surely exponential stability of ISPIEs with Poisson
jumps. We use the resolvent operator technique, impulsive integral inequality and stochastic analysis
to attain this goal. The main improvement and superiority of this work can be highlighted as
below.

(i) The global attracting set, both \( p^{th} \) moment exponential stability and almost surely exponential sta-
bility of ISPIEs with Poisson jumps are obtained.

(ii) We establish a new impulsive integral inequality, and this key inequality is applicable to investi-
gate the global attracting set, both \( p^{th} \) moment exponential stability and almost surely exponential
stability of ISPIEs with Poisson jumps.

The rest of this paper is organized as follows. Section 2 deals with the notations and preliminaries,
existence of mild solution is proved in Section 3. The global attracting set, both \( p^{th} \) moment exponential
stability and almost surely exponential stability of ISPIEs with Poisson jumps are obtained in Section 4.
Finally, an example is provided to illustrate the results in Section 5.

2. Model description

In this section, we have focus on the following ISPIEs with Poisson jumps:

\[
\begin{align*}
\frac{dx(t)}{dt} &= \left[ A x(t) + \int_0^t \mathcal{B}(t-s) x(s) \, ds + \int f(t, x(t-\rho(t))) \, dt + g(t, x(t-\delta(t))) \, dw(t) \right] \, dt + \int \mathcal{H}(t, x(t-\sigma(t)), \eta) \, d\bar{\mathcal{N}}(dt, d\eta), \\
\Delta x(t_k) &= I_k(x_{t_k^-}), \quad t = t_k, \ k = 1, 2, \ldots, \\
x_0(s) &= \varphi \in \mathcal{P}_{\mathcal{F}^\mathbb{F}_0}([-r, 0], H), \ s \in [-r, 0],
\end{align*}
\] (2.1)
where $\Omega : \mathcal{D}(\mathfrak{A}) \subset \mathcal{H} \to \mathcal{H}$ is the infinitesimal generator of a $C_0$-semigroup $(\mathcal{S}(t))_{t \geq 0}$ on Hilbert space $\mathcal{H}$ with inner product $\langle \cdot , \cdot \rangle$ and norm $\| \cdot \|$. $\mathfrak{B}(t)$ a close linear operator on $\mathfrak{B}(\mathfrak{A}) \subset \mathcal{D}(\mathfrak{B})$ with independent of $t$, $t \geq 0$. Here $\mathfrak{f} : [0, \infty) \times \mathcal{P} \mathcal{C} \to \mathcal{H}$, $\mathfrak{g} : [0, \infty) \times \mathcal{P} \mathcal{C} \to \mathcal{L}_2^0(\mathcal{K}, \mathcal{H})$ and $\mathfrak{h} : [0, \infty) \times \mathcal{P} \mathcal{C} \times \mathcal{S} \to \mathcal{H}$ are jointly continuous functions. $\mathcal{A}(t_k) = x(t_k^n) - x(t_k^-)$ denotes the jump in the state at time with $I_k(\cdot) : \mathcal{H} \to \mathcal{H}$ determining the size of the jump. $\mathcal{R}_+ = [0, \infty)$ and $\mathcal{C}(\mathcal{H}, \mathcal{H})$ denote the space of continuous mappings from the topological space $\mathcal{H}$ to the topological space $\mathcal{H}$. Let $\mathfrak{p}(t), \mathfrak{d}(t), \mathfrak{q}(t) \in \mathcal{C}(\mathcal{R}_+, \mathcal{R}_+)$ satisfy $t - \mathfrak{p}(t) \to \infty$, $t - \mathfrak{d}(t) \to \infty$ and $t - \mathfrak{q}(t) \to \infty$ as $t \to \infty$, $r(s) = \inf \{ s - \mathfrak{p}(s), s - \mathfrak{d}(s), s - \mathfrak{q}(s), s \geq 0 \}$ and $r = \inf \{ r(s), s \geq 0 \}$. $\mathcal{P} \mathcal{E}(\mathcal{J}, \mathcal{F}) = \{ \psi(t) : \mathcal{J} \to \mathcal{F} | \psi(t) \text{ is a continuous for all but } t_k \in \mathcal{R} \text{ and at these point } t_k \in \mathcal{R}, \psi(t_k^+) \text{ and } \psi(t_k^-) \text{ exist } \psi(t_k^+) = \psi(t_k^-) \}$, where $\mathcal{J} = [-r, 0], \mathcal{J} \subset \mathcal{R}$ is an interval, $\mathcal{F}$ is a complete metric space, $\psi(t_k^+) \text{ and } \psi(t_k^-)$ denote the right-hand and left-hand limits of the function $\psi(s)$, respectively. The fixed moments of time $t_k$, $k = 1, 2, \ldots$, satisfy $0 < t_1 < \cdots < t_k < \cdots$, and $\lim_{k \to \infty} t_k = \infty$. Especially, let $\mathcal{P} \mathcal{E} := \mathcal{P} \mathcal{E}([-r, 0], \mathcal{H})$ be equipped with the norm

$$\| \phi \|_{\mathcal{P} \mathcal{E}} := \sup_{s \in [-r, 0]} \| \phi(s) \|_{\mathcal{H}}.$$ 

Let $\mathcal{P} \mathcal{E}_{\mathcal{B}}([-r, 0], \mathcal{H})$ denotes the family of all bounded $\mathcal{B}_0$-measurable, $\mathcal{P} \mathcal{E}$-valued random variables $\phi$, satisfying

$$\| \phi \|_{\mathcal{L}_p} = \sup_{t \in [-r, 0]} \mathbb{E} \| \phi(t) \|_{\mathcal{H}}^{p} < \infty, \ p > 0.$$ 

3. Preliminaries

In this section, we introduce notations and preliminary results need to establish our results. Let $(\mathcal{H}, \| \cdot \|, \langle \cdot , \cdot \rangle)$ and $(\mathcal{K}, \| \cdot \|, \langle \cdot , \cdot \rangle)$ denote two real separable Hilbert spaces, with their vectors norms and their products, respectively. We denote by $\mathcal{L}(\mathcal{K}; \mathcal{H})$ the set of all linear bounded operators from $\mathcal{K}$ and $\mathcal{H}$, which is equipped with the usual operator norm $\| \cdot \|$. Let $(\Omega, \mathfrak{F}, \mathfrak{P})$ be a complete filtered probability space furnished with complete family of right continuous increasing sub $\sigma$-algebras $(\mathfrak{F}_t, t \in \mathcal{J})$ satisfying $\mathfrak{F}_t \subset \mathfrak{F}$ an $\mathcal{H}$-valued random variable is an $\mathfrak{F}$-measurable function $x(t) : \Omega \to \mathcal{H}$, and a collection of random variable $\mathfrak{S} = \{ x(t, \omega) : \Omega \to \mathcal{H} : t \in \mathcal{J} \}$ is called a stochastic process. Let $\beta_n(t)(n = 1, 2, \ldots)$ be a sequence of real valued one-dimensional standard Brownian motions independent of $(\Omega, \mathfrak{F}, \mathfrak{P})$. Set $w(t) = \sum_{n=1}^{\infty} \sqrt{\lambda_n} \beta_n(t) \zeta_n(t), t \geq 0$, where, $\lambda_n \geq 0$ are non-negative real numbers and $(\zeta_n)(n = 1, 2, \ldots)$ is complete orthonormal basis in $\mathcal{K}$. Let $Q \in \mathcal{L}(\mathcal{K}, \mathcal{H})$ be an operator defined by $Q \zeta_n = \lambda_n \zeta_n$ with finite $\text{Tr}(Q) = \sum_{n=1}^{\infty} \lambda_n \leq \infty$. Then the above $\mathcal{K}$-valued stochastic process $w(t)$ is called a $Q$-Wiener process. Let $\Psi \in \mathcal{L}_{\mathcal{Q}}^\infty(\mathcal{K}, \mathcal{H})$ and define,

$$\| \Psi \|_{\mathcal{L}_2}^2 = \text{Tr}(\Psi \Psi^*) = \sum_{n=1}^{\infty} \| \sqrt{\lambda_n} \Psi \zeta_n \|^2.$$ 

If $\| \Psi \|_{\mathcal{Q}} < \infty$, then $\Psi$ is known as $Q$-Hilbert Schmidt operator. For more details on concepts and theory on SDEs, one can refer to the articles [1, 4, 9, 13, 21] and references therein.

3.1. Partial integrodifferential equations in Banach spaces

In the present section, we recall some definitions, notations and properties of resolvent operator which are needed in the following parts. In what follows, $\mathcal{H}$ will denote a Banach space, $\mathfrak{A}$ and $\mathcal{B}(t)$ are closed linear operators on $\mathcal{H}$. $Y$ represents the Banach space $\mathcal{D}(\mathfrak{A})$, the domain of operator $\mathfrak{A}$, equipped with the graph norm

$$\| y \|_{Y} := \| \mathfrak{A} y \| + \| y \| \text{ for } y \in Y.$$
The notation $C([0,+\infty);Y)$ stands for the space of all continuous functions from $[0,+\infty)$ into $Y$. We then consider the following Cauchy problem

$$
\begin{cases}
v'(t) = Av(t) + \int_0^t B(t-s)v(s)\,ds & \text{for } t \geq 0, \\
v(0) = v_0 \in H.
\end{cases}
$$

(3.1)

**Definition 3.1 ([11]).** A resolvent operator for equation (3.1) is a bounded linear operator valued function $R(t) \in \mathcal{L}(H)$ for $t \geq 0$, satisfying the following properties:

(i) $R(0) = I$ and $\|R(t)\| \leq Me^{\beta t}$ for some constants $M$ and $\beta$;

(ii) for each $x \in H$, $R(t)x$ is strongly continuous for $t \geq 0$;

(iii) for $x \in Y$, $R(\cdot)x \in C^1([0, +\infty);H) \cap C([0, +\infty);Y)$ and

$$
R'(t)x = \mathcal{A}R(t)x + \int_0^t B(t-s)R(s)x\,ds = R(t)Ax + \int_0^t R(t-s)B(s)x\,ds \quad \text{for } t \geq 0.
$$

For additional detail on resolvent operators, we refer the reader to [11]. In what follows we suppose the following assumptions.

(H1) $\mathcal{A}$ is the infinitesimal generator of a $C_0$-semigroup $\{S(t)\}_{t \geq 0}$ on $H$.

(H2) For all $t \geq 0$, $B(t)$ is a continuous linear operator from $(Y, \| \cdot \|_Y)$ into $(H, \| \cdot \|_H)$. Moreover, there exists an integrable function $c : [0, +\infty) \to \mathbb{R}^+$ such that for any $y \in Y$, $y \to B(t)y$ belongs to $W^{1,1}([0, +\infty);H)$ and

$$
\left\| \frac{d}{dt}B(t)y \right\|_H \leq c(t) \|y\|_Y \quad \text{for } y \in Y \text{ and } t \geq 0.
$$

**Theorem 3.2 ([11]).** Assume that hypotheses (H1) and (H2) hold. Then equation (3.1) admits a resolvent operator $(R(t))_{t \geq 0}$.

**Theorem 3.3 ([11]).** Assume that hypotheses (H1) and (H2) hold. Then, the corresponding resolvent operator $R(t)$ of equation (3.1) is continuous for $t > 0$ in the operator norm, for all $t_0 > 0$, it holds that

$$
\lim_{h \to 0} \|R(t_0 + h) - R(t_0)\| = 0.
$$

In the sequel, we recall some results on existence of solutions for the following integrodifferential equation

$$
\begin{cases}
v'(t) = Av(t) + \int_0^t B(t-s)v(s)\,ds + q(t) & \text{for } t \geq 0, \\
v(0) = v_0 \in H.
\end{cases}
$$

(3.2)

where $q : [0, +\infty) \to H$ is a continuous function.

**Definition 3.4 ([11]).** A continuous function $v : [0, +\infty) \to H$ is said to be a strict solution of equation (3.2) if

(i) $v \in C^1([0, +\infty);H) \cap C([0, +\infty);Y)$;

(ii) $v$ satisfies equation (3.2) for $t \geq 0$.

**Remark 3.5.** From this definition we deduce that $v(t) \in \mathcal{D}(\mathcal{A})$, and the function $B(t-s)v(s)$ is integrable, for all $t > 0$ and $s \in [0, +\infty)$.

**Theorem 3.6 ([11]).** Assume that (H1)-(H2) hold. If $v$ is a strict solution of equation (3.2), then the following variation of constants formula holds:

$$
v(t) = R(t)v_0 + \int_0^t R(t-s)q(s)\,ds, \quad \text{for } t \geq 0.
$$
In this section, we shall get the global attracting and quasi-invariant set and exponential p-th stability of system (2.1), we firstly introduce the concept of the global attracting and quasi-invariant set and exponential p-stability.

**Definition 3.7.** The set $S \subset \mathbb{H}$ is called a quasi-invariant set of (2.1), if there exist positive constants $k$ and $\ell$, such that for any initial value $\varphi \in \mathcal{P} C_b([-r,0],\mathbb{H})$, the solution $kx(t,\varphi)+\ell \in S$, $t \geq 0$.

**Definition 3.8.** The set $S \subset \mathbb{H}$ is called a global attracting set of (2.1), if for any initial value $\varphi \in \mathcal{P} C_b([-r,0],\mathbb{H})$, the solution $kx(t,\varphi)$ converges to $S$ as $t \to +\infty$. That is, $\text{dist}(x_t(0,\varphi),S) \to 0$ as $t \to \infty$, where $\text{dist}(x,S) = \inf_{y \in S} \|x-y\|$.

**Definition 3.9.** The zero solution (or trivial solution) of (2.1) is said to be $p$-exponentially stable if there exist positive constants $\mu$ and $M > 1$ for any initial value $\varphi \in \mathcal{P} C_b([-r,0],\mathbb{H})$, such that

$$
E \|x(t,\varphi)\|^p \leq M \|\varphi\|_{\mathcal{L}_p} e^{-\mu t}, \quad t \geq 0, \quad p \geq 2.
$$

**Lemma 3.11 ([13]).** For any $a > 0$, assume that there exists some positive constant $\gamma_i, \gamma_i$, $(i=0,1,2,\ldots)$, $\beta_k$, $k=1,2,\ldots$, and a function $\tilde{\varphi}(t) \in \mathcal{P} C_b([-r,0],\mathbb{H})$ such that

$$
\tilde{\varphi}(t) \leq \begin{cases} 
\gamma_0 e^{-at} + \gamma_1 \int_0^t e^{-a(t-s)} \sup_{0 \in [-r,0]} \tilde{\varphi}(s+\theta) ds + \sum_{t_k < t} \beta_k e^{-a(t-t_k)} \tilde{\varphi}(t_k^-) + \gamma, & t \geq 0, \\
\varphi(t), & t \in [-r,0].
\end{cases}
$$

If $\Delta := \gamma_1 + \frac{\gamma_0}{a} + \sum_{k=1}^m \beta_k < 1$, then there are constant $\lambda \in (0, \alpha)$ and $M > 0$ such that

$$
\tilde{\varphi}(t) \leq Me^{-\lambda t} + (1-\Delta)^{-1} \gamma, \quad t \geq 0,
$$

where $\lambda$ and $M$ are determined by

$$
M > \|\varphi\|_C \quad \text{and} \quad \alpha := \frac{\gamma_0}{M} + e^{\lambda t} \frac{\gamma_2}{a-\lambda} + \sum_{k=1}^m \beta_k < 1.
$$

**Lemma 3.12 ([13]).** For any $a > 0$ assume that there exists some positive constant $\gamma_i, \gamma_i$, $(i=0,1,2,\ldots)$, $\beta_k$, $k=1,2,\ldots$, and a function $\tilde{\varphi}(t) \in \mathcal{P} C_b([-r,0],\mathbb{H})$ such that $\forall t \geq 0$

$$
\tilde{\varphi}(t) \leq \gamma_1 \int_0^t e^{-a(t-s)} \sup_{0 \in [-r,0]} \tilde{\varphi}(s+\theta) ds + \sum_{t_k < t} \beta_k e^{-a(t-t_k)} \tilde{\varphi}(t_k^-) + \gamma, \quad t \geq 0.
$$

If $\Delta := \frac{\gamma_2}{a} + \sum_{k=1}^m \beta_k < 1$, and $\tilde{\varphi}(t) \leq (1-\Delta)^{-1} \gamma$, $t \in [-r,0]$, then $\tilde{\varphi}(t) \leq (1-\Delta)^{-1} \gamma$.

Now, we give the definition of mild solution for (2.1).

**Definition 3.13.** A solution process $\{x(t), t \in [0,T], 0 \leq T < \infty\}$, is a mild solution of (2.1) if

1. $x(t)$ is $\tilde{\varphi}_t$-adapted, $t \geq 0$;
2. $x(t)$ satisfies the integral equation

$$
x(t) = \mathcal{R}(t)x(0) + \int_0^t \mathcal{R}(t-s)f(s,x(s-\rho(s)))ds + \int_0^t \mathcal{R}(t-s)g(s,x(s-\sigma(s)))dw(s)
+ \int_0^t \int_0^T \mathcal{R}(t-s)h(s,x(s-\sigma(s)),\eta)\tilde{\mathcal{N}}(dt,d\eta) + \sum_{0 < t_k < t} \mathcal{R}(t-t_k)I_k(x(t_k^-)),
$$

where $x_0(s) = \varphi \in \mathcal{P} C_b([-r,0],\mathbb{H})$. 

$$
(3.3)
$$
In order to obtain our main results, we assume that the following assumptions are satisfied.

**H3** The resolvent operator \( \{R(t)\}_{t \geq 0} \) satisfies the further condition: There exist a constant \( M > 0 \) and real number \( \mu > 0 \) such that

\[
\|R(t)\| \leq Me^{-\mu t}, \quad t > 0.
\]

**H4** There exist constant \( L_f > 0, L_g > 0, \) and \( b_f \geq 0, b_g \geq 0, \) and \( b_\eta \geq 0 \) such that for any \( x, y \in \mathcal{P}C, \ t \geq 0, \)

\[
\|f(t, x) - f(t, y)\| \leq L_f \|x - y\|, \quad \|f(t, 0)\| \leq b_f,
\]

\[
\|g(t, x) - g(t, y)\| \leq L_g \|x - y\|, \quad \|g(t, 0)\| \leq b_g,
\]

\[
\int_3 \|h(t, x, \eta) - h(t, y, \eta)\|^2 v(d\eta) \leq L_\eta^2 \|x - y\|, \quad \|h(t, 0, \eta)\| = 0.
\]

**H5** The function \( I_k \in \mathcal{C}(\mathbb{H}, \mathbb{H}), \) \( k = 1, 2, \ldots, \) satisfies: there exists some positive constants \( L_{I_k}, b_{I_k} \) such that for all \( x, y \in \mathbb{H}, \)

\[
\|I_k(x) - I_k(y)\| \leq L_{I_k} \|x - y\|, \quad \|I_k(0)\| \leq b_{I_k}.
\]

**H6** The following inequality

\[
\Delta^* = M^p \mu^{1-p}L_f^p + C_p M^p L_0^p \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-p} + C_p M^p L_0^p \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-p} + M^p \sum_{k=1}^{m} L_{I_k}^p < 1
\]

holds for some \( \alpha \in (1/p, 1), \ p \geq 2 \) and

\[
\gamma^{**} = 3^{p-1} \left[ M^p \mu^{1-p}L_f^p + C_p M^p L_0^p \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-p} + C_p M^p L_0^p \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-p} + M^p \sum_{k=1}^{m} L_{I_k}^p \right],
\]

\[
\frac{1}{p} + \frac{1}{q} = 1, \quad \theta^0 = 1.
\]

4. Main results

The first main result of this paper is the following theorem.

**Theorem 4.1.** Assume that the (H1)-(H6) hold, then

\[
\mathcal{G} = \left\{ \varphi \in \mathcal{D}^b_{r_0}([-r, 0], \mathbb{H}) \colon \|\varphi\|_{L^p}^p \leq \frac{\gamma^*}{1 - \Delta^*} \right\}
\]

is a global attracting set of the mild solution of (2.1).

**Proof.** In view of (3.3), taking the expectation, we infer that

\[
E \|x(t)\|^p = E \left\| R(t)x(0) + \int_0^t R(t-s)f(s, x(s-\rho(s)))ds + \int_0^t R(t-s)g(s, x(s-\delta(s)))dw(s)
\right.

\[
+ \int_3 \int_0^t R(t-s)h(s, x(s-\sigma(s)), \eta)\tilde{d} \eta + \sum_{0 < t_k < t} R(t - t_k)I_k(x(t_k^-)) \right\|^p
\]

\[
\leq 5^{p-1} \sum_{i=1}^{5} G_i.
\]
We first evaluate the first term of the right-hand side
\[ \mathcal{G}_1 = E \| \mathcal{R}(t)x(0) \|^p \leq M^p \| \varphi \|^p_{L^p} e^{-\mu t}. \]  
(4.2)

Using Hölder’s inequality and (H4), we obtain that
\[ \mathcal{G}_2 = E \left\| \int_0^t \mathcal{R}(t-s) f(s, x(s - \rho(s))) ds \right\|^p \leq M^p \mu^{1-p} L^p \int_0^t e^{-\mu(t-s)} \sup_{-r \leq \theta \leq 0} E \| x(s + \theta) \|^p ds + M^p \mu^{-p} b_0^p. \]  
(4.3)

Next, by Hölder’s inequality and (H4), and the Burkholder-Davis-Gundy inequalities, we have
\[ \mathcal{G}_3 = E \left\| \int_0^t \mathcal{R}(t-s) g(s, x(s - \delta(s))) dw(s) \right\|^p \leq C_p M^p \left[ \int_0^t \left( e^{-\mu s} \mathcal{L}_p \mathcal{R}(t-s) g(s, x(s - \delta(s))) \right)^{\frac{p}{2}} ds \right]^{\frac{2}{p}} \leq C_p M^p L^p \left[ 2\mu (p-1) \right]^{1-\frac{p}{2}} \int_0^t e^{-\mu(t-s)} \sup_{-r \leq \theta \leq 0} E \| x(s + \theta) \|^p ds + C_p M^p b_0^p \mu^{-1} \left[ 2\mu (p-1) \right]^{1-\frac{p}{2}}. \]  
(4.4)

Using Hölder’s inequality and (H4), we obtain that
\[ \mathcal{G}_4 = E \left\| \int_0^t \int_{\mathcal{H}} \mathcal{R}(t-s) h(s, x(s - \sigma(s)), \eta) \tilde{\mathcal{M}}(dt, d\eta) \right\|^p \leq C_p E \left[ \int_0^t \int_{\mathcal{H}} \| \mathcal{R}(t-s) h(s, x(s - \sigma(s)), \eta) \|^2 v(\eta) d\eta ds \right]^{\frac{p}{2}} \leq C_p M^p E \left[ \int_0^t \int_{\mathcal{H}} e^{-2\mu(t-s)} \| h(s, x(s - \sigma(s)), \eta) \|^2 v(\eta) d\eta ds \right]^{\frac{p}{2}} \leq C_p M^p L^p \left[ 2\mu (p-1) \right]^{1-\frac{p}{2}} \int_0^t e^{-\mu(t-s)} \sup_{-r \leq \theta \leq 0} E \| x(s + \theta) \|^p ds. \]  
(4.5)

Finally, using Hölder’s inequality and (H4), we obtain that
\[ \mathcal{G}_5 = E \left\| \sum_{0 \leq t_k < t} \mathcal{R}(t-t_k) I_k(x(t_k^-)) \right\|^p \leq E \left( \sum_{0 \leq t_k < t} M^p e^{-\mu(t-t_k)} \| L_k \|_1 \| x(t_k^-) \| + \| I_k(0) \| \right)^p \leq M^p \left( \sum_{k=1}^m L_k^p \right) \sum_{0 \leq t_k < t} L_k e^{-\mu(t-t_k)} E \| x(t_k^-) \|^p + M^p \left( \sum_{k=1}^m b_k^p \right). \]  
(4.6)
Recalling (4.1), from (4.2)-(4.6), it follows that

\[
E \|x(t)\|^p = 5^{p-1} \left[ M^p \|\phi\|_{L^p}^p e^{-\mu t} + \left\{ M^p \mu^{1-p} L^p_1 + C_p M^p L^p_0 \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-\frac{p}{2}} \right\} \times \int_0^t e^{-\mu(t-s)} \sup_{-r \leq 0 \leq 0} E \|x(s + \theta)\|^p \, ds \right] + \q^*.
\]

Let

\[
\gamma_0^* = M^p \|\phi\|_{L^p}^p,
\]

\[
\gamma_1^* = M^p \mu^{1-p} L^p_1 + C_p M^p L^p_0 \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-\frac{p}{2}} + C_p M^p L^p_0 \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-\frac{p}{2}},
\]

\[
\beta_k^* = M^p \sum_{k=1}^m L_{I_k} \frac{p}{L}.
\]

Obviously, assumption \((H6)\) yields that,

\[
\Delta^* = \frac{\gamma_1^*}{\mu} + \sum_{k=1}^m \frac{\beta_k^*}{L} < 1,
\]

and since \(\phi \in \mathscr{P}C_{\delta_0}^{b}( [-r,0], H)\), hence there exist constants \(M^* > 0\) and \(\mu^* \in (0, \mu)\) such that \(M^* \|\phi\|_{L^p}^p\) and \(Q^* := \frac{\gamma_0^*}{M^*} + e^{\mu^* r}, \frac{\gamma_1^*}{\mu - \mu^*} + \sum_{k=1}^m \beta_k^* < 1\). By Lemma 3.11 and inequality (4.7), we infer that

\[
\mathcal{S} = \left\{ \phi \in \mathscr{P}C_{\delta_0}^{b}( [-r,0], H) : \|\phi\|_{L^p}^p \leq \frac{Q^*}{L - \Delta^*} \right\}
\]

is a global attracting set of the mild solution of (2.1). Hence the proof. 

\[\square\]

**Theorem 4.2.** Assume that \((H1)-(H6)\) hold, then

\[
\Omega = \left\{ \phi \in \mathscr{P}C_{\delta_0}^{b}( [-r,0], H) : \|\phi\|_{L^p}^p \leq c_1, c_1 > 0 \right\}
\]

is a quasi-invariant set of the mild solution of (2.1).

**Proof.** In view of (3.3), where \(\phi \in \Omega\), we obtain that

\[
E \|x(t)\|^p = 5^{p-1} \left[ \left\{ M^p \mu^{1-p} L^p_1 + C_p M^p L^p_0 \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-\frac{p}{2}} \right\} \times \int_0^t e^{-\mu(t-s)} \sup_{-r \leq 0 \leq 0} E \|x(s + \theta)\|^p \, ds \right] + \q^* + 5^{p-1} M^p c_1.
\]

Let

\[
a^*: = 5^{p-1} M^p, \quad b^* = \q^*.
\]

Therefore,

\[
\Omega = \left\{ \phi \in \mathscr{P}C_{\delta_0}^{b}( [-r,0], H) : \|\phi\|_{L^p}^p \leq c_1, c_1 > 0 \right\}
\]

is a quasi-invariant set of the mild solution of (2.1). Thus we have completed the proof. 

\[\square\]
Corollary 4.3. Assume that assumption (H1)-(H6) with \( b_i = b_1 = b_{1k} = 0, k = 1, 2, \ldots \) hold. Then the mild solution of system (2.1) is exponentially stable in \( p \)th moment provided that the following inequality holds.

\[
1 > 5^{p-1} \left[ M^p \mu^{1-p} I_{2}^p + C_p M^p I_0^p \left[ \frac{2\mu (p-1)}{p-2} \right]^{1-p} + C_p M^p I_0^p \left[ \frac{2\mu (p-1)}{p-2} \right]^{1-p} + \sum_{k=1}^{m} L_{1k} \cdot \right],
\]

\[
\frac{1}{p} + \frac{1}{q} = 1, \quad 0^0 = 1,
\]

holds.

Proof. We have

\[
E \| x(t) \|^p = E \left[ \| R(t) x(0) + \int_0^t R(t-s) f(s, x(s-\rho(s))) ds + \int_0^t R(t-s) g(s, x(s-\delta(s))) dw(s) \right. \\
+ \int_0^t \int \left( R(t-s) h(s, x(s-\sigma(s)), \eta) \right) \tilde{N}(dt, d\eta) + \sum_{0 < t_k < t} R(t-t_k) I_k (x(t_k)) \left. \right|^p.
\]

The right-hand side of the above inequality can be estimated similar to those in the proof of Theorem 4.1 and thus we omit it here. Therefore, we can derive that

\[
E \| x(t) \|^p \leq \tilde{M} e^{-\lambda t},
\]

where \( \tilde{M} > 0 \) and \( \lambda \in (0, \mu) \). That is, the exponential stability in \( p \)th moment for mild solution to system (2.1) is obtained. Hence the proof.

Corollary 4.4. Suppose that all the assumptions of Corollary 4.3 hold with \( p > 2 \), then the mild solution of system (2.1) is almost surely exponentially stable. Moreover, there exists a positive constant \( \epsilon \) such that

\[
\lim_{t \to \infty} \frac{\log \| x(t) \|}{t} \leq -\frac{\epsilon}{2p}, \quad a.s.
\]

Proof. For each fixed positive real number \( \epsilon_n, n = 1, 2, \ldots, \)

\[
P \left[ \sup_{t \in [n, n+1]} \| x(t) \|^p > \epsilon_n \right] \leq (5/\epsilon_n)^p E \left[ \sup_{t \in [n, n+1]} \| R(t-n) x(n) \|^p \right.
\]

\[
+ (5/\epsilon_n)^p E \left[ \sup_{t \in [n, n+1]} \| R(t-n) f(s, x(s-\rho(s))) ds \|^p \right]
\]

\[
+ (5/\epsilon_n)^p E \left[ \sup_{t \in [n, n+1]} \| R(t-n) g(s, x(s-\delta(s))) dw(s) \|^p \right]
\]

\[
+ (5/\epsilon_n)^p E \left[ \sup_{t \in [n, n+1]} \| R(t-n) h(s, x(s-\sigma(s)), \eta) \tilde{N}(ds, d\eta) \|^p \right]
\]

\[
+ (5/\epsilon_n)^p E \left[ \sup_{t \in [n, n+1]} \sum_{0 < t_k < t} R(t-t_k) I_k (x(t_k)) \|^p \right] = \sum_{i=1}^{\infty} \Gamma_i. \quad (4.8)
\]

In view of Corollary 4.3, we obtain

\[
\Gamma_1 \leq (5M/\epsilon_n)^p \tilde{M} e^{-\lambda n}, \quad \Gamma_2 \leq (5ML_1/\epsilon_n)^p \tilde{M} e^{-\lambda n}, \quad \Gamma_3 \leq (5ML_0/\epsilon_n)^p C_p \tilde{M} \cdot e^{-\lambda n},
\]

\[
\Gamma_4 \leq (5ML_0/\epsilon_n)^p \tilde{M} \cdot e^{-\lambda n}, \quad \Gamma_5 \leq \left( \frac{5M \sum_{k=1}^{m} L_{1k}}{\epsilon_n} \right)^p.
\]
Thus, there exists a positive real number $\theta$ such that

$$P\left[ \sup_{t \in n, n+1} \|x(t)\| > \epsilon_n \right] \leq \left( \frac{\theta}{\epsilon_n^p} \right) e^{-\frac{\lambda n}{2}}. \quad (4.9)$$

Therefore, we have the desired conclusion by a Well-known Borel-Cantelli lemma argument and consequently the proof is complete. \hfill $\square$

**Remark 4.5.** If $h = 0$, the the system (2.1) becomes the following impulsive stochastic differential equations with infinite delays:

$$dx(t) = \left[ A x(t) + \int_0^t \mathcal{B}(t-s)x(s)ds + f(t, x(t - \rho(t))) \right] dt + g(t, x(t - \delta(t)))dw(t), \quad t \geq 0, \quad t \neq t_k,$$

$$\Delta x(t_k) = I_k(x_{t_k}^-), \quad t = t_k, \quad k = 1, 2, \ldots,$$

$$x_0(s) = \varphi \in \mathcal{P}C_{\delta_0}([-\tau, 0], \mathbb{H}), \quad s \in [-\tau, 0]. \quad (4.10)$$

**Corollary 4.6.** Assume that assumptions (H1)-(H6) hold except (H4) with the conditions are imposed on the function $h$, then

$$\mathcal{G} = \left\{ \varphi \in \mathcal{PC}_{\delta_0}([-\tau, 0], \mathbb{H}) : \|\varphi\|_{L^p} \leq \frac{\gamma^{**}}{1 - \Delta^{**}} \right\}$$

is a global attracting set of the mild solution of (2.1) and

$$\mathcal{\Omega} = \left\{ \varphi \in \mathcal{PC}_{\delta_0}([-\tau, 0], \mathbb{H}) : \|\varphi\|_{L^p} \leq c_1, c_1 > 0 \right\}$$

is a quasi-invariant set of the mild solution of (2.1) if the following inequality

$$\Delta^{**} = 3^{p-1} \left\{ M^{p} \mu^{1-p} L_{p}^{\mu} + C_p M^{p} L_{p}^{\mu} \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-\frac{p}{q}} + M^{p} \left( \sum_{k=1}^{m} L_{t_k}^{\mu} \right)^\frac{p}{q} \right\} < 1,$$

holds for some $\alpha \in (1/p, 1]$, $p \geq 2$ and

$$\gamma^{**} = 3^{p-1} \left[ M^{p} \mu^{1-p} L_{p}^{\mu} + C_p M^{p} L_{p}^{\mu} \left[ \frac{2\mu(p-1)}{p-2} \right]^{1-\frac{p}{q}} + M^{p} \left( \sum_{k=1}^{m} L_{t_k}^{\mu} \right)^\frac{p}{q} \right], \quad \frac{1}{p} + \frac{1}{q} = 1, \quad 0^0 = 1. \quad (5.1)$$

**Proof.** The proof of this corollary is similar to that of Theorems 4.1 and 4.2, and one can easily prove the solution of system (4.10) and hence, it is omitted. \hfill $\square$

5. Example

We consider the following impulsive stochastic partial integrodifferential equation with Poisson jumps:

$$dx(t) = \left[ \frac{\partial^2}{\partial z^2} x(t, \zeta) + \int_0^t \mathcal{B}(t-s)[x(t, \zeta) + u_1 x(t-r, \zeta)] \right] dt + u_2 x(t-r, \zeta)dw(t)$$

$$+ \int_\mathcal{A} u_3 x(t-r, \eta, \zeta) \tilde{N}(dt, d\eta), \quad 0 \leq z \leq \pi, \quad t \geq 0, \quad t \neq t_k,$$

$$\Delta x(t_k) = I_k(x(t^-_k)) = \frac{u_4}{k^2} x(t^-_k), \quad t = t_k,$$

$$x(t, 0) = x(t, \pi) = 0, \quad t \geq 0,$$

$$x_0(t, \zeta) = \varphi(t) \in \mathcal{PC}_{\delta_0}([-\tau, 0], \mathcal{L}^2([0, \pi])), \quad -\tau \leq t \leq 0,$$
where \( u_i > 0, i = 1, 2, 3, 4 \), are constants, \( w(t) \) denotes the standard cylindrical Wiener process. Let \( H = K = L^2([0, \pi]) \) and \( e_n = \sqrt{\frac{1}{n}} \sin(nx), n = 1, 2, 3, \ldots \) Then \( (e_n)_{n \in \mathbb{N}} \) is a complete orthonormal basis in \( K \). Define \( \mathfrak{A} : \mathcal{D}(\mathfrak{A}) \subset H \to H \) by \( \mathfrak{A} = \frac{\partial^2}{\partial x^2} \), with domain \( \mathcal{D}(\mathfrak{A}) = H^2([0, \pi]) \cap H^1_0([0, \pi]) \) and

\[
\mathfrak{A}z = - \sum_{n=1}^{\infty} n^2 < z, e_n > e_n, \mathcal{D}(\mathfrak{A}).
\]

\( \mathfrak{A} \) is the infinitesimal generator of a strongly continuous semigroup \( \{S(t)\}_{t \geq 0} \) on \( H \), which is given by

\[
S(t)\phi = - \sum_{n=1}^{\infty} e^{-n^2 t} < \phi, e_n > e_n, \phi \in \mathcal{D}(\mathfrak{A}).
\]

Let \( \mathfrak{B} : \mathcal{D}(\mathfrak{B}) \subset H \to H \) be the operator defined by \( \mathfrak{B}(t) : \mathfrak{B}(t)z \) for \( t \geq 0 \) and \( z \in \mathcal{D}(\mathfrak{A}) \). Define operators

\[
i(t, \phi)(\zeta) = u_1\phi(t - r, \zeta), \zeta \in [0, \pi], t \geq 0, g(t, \phi)(\zeta) = u_2\phi(t - r, \zeta), \zeta \in [0, \pi], t \geq 0, h(t, \phi)(\zeta) = u_3\phi(t - r, \zeta), \zeta \in [0, \pi], t \geq 0, I_{k_x}(x(t_{k_x}^+))(\zeta) = \frac{\pi}{k_x} x(t_{k_x}^+).\)

Then assumptions (H3)-(H6) are satisfied with \( L_{\Theta} = \Theta_1, L_\Theta = \Theta_2, L_\Theta = \Theta_3, L_{1_k} = \Theta_4 \). Let \( p = 2 \), then we have

\[
\gamma_1^p = M_{1, 1}^p \mu_1^p \mu_1^+ + C_p M_{1, 1}^p L_{1_k}^p \left[ \frac{2\mu(p - 1)}{p - 2} \right]^{1 - \frac{p}{2}} + C_p M_{1, 1}^p L_{1_k}^p \left[ \frac{2\mu(p - 1)}{p - 2} \right]^{1 - \frac{p}{2}} + M_{1, 1}^p \left( \sum_{k=1}^{m} L_{1_k} \right)^{\frac{p}{2}} := \Theta.
\]

From Theorem 4.1, we conclude that \( \Theta = \left\{ \phi \in \mathcal{D}(\mathfrak{B}) \cap [-r, 0], H : ||\phi||_{L^p} \leq \frac{1}{1 - \Theta} \right\} \) is the global attracting set of the system (5.1) provided that \( \Theta < 1 \). In particular, when \( \theta_1 = \theta_2 = \theta_3 = 0 \) and \( \Theta < 1 \), by Theorem 4.2, the mild solution of system (5.1) is exponential stable in mean square.
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