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Abstract

This work addresses an extension of the Aubin-Lions-Simon compactness result to generalized Bochner spaces $L^2(0, T; H(t))$, where $H(t)$ is a family of Hilbert spaces, parameterized by $t$. A compactness result of this type is needed in the study of the existence of weak solutions to nonlinear evolution problems governed by partial differential equations defined on moving domains. We identify the conditions on the regularity of the domain motion in time under which our extension of the Aubin-Lions-Simon compactness result holds. Concrete examples of the application of the compactness theorem are presented, including a classical problem for the incompressible, Navier-Stokes equations defined on a given non-cylindrical domain, and a class of fluid-structure interaction problems for the incompressible, Navier-Stokes equations, coupled to the elastodynamics of a Koiter shell. The compactness result presented in this manuscript is crucial in obtaining constructive existence proofs to nonlinear, moving boundary problems, using Rothe’s method.

1 Introduction

We are interested in studying compactness of sequences in generalized Bochner spaces $L^2(0, T; H(t))$, where $H(t)$ is a family of Hilbert spaces which depend on time. Problems of this type arise, for example, in studying evolution problems modeled by partial differential equations defined on domains that depend on time. Examples include general moving-boundary problems such as fluid flows problems in time-dependent domains that may either be given a priori, or in fluid domains that are not known a priori but depend on the solution of a fluid-structure interaction problem. In the latter case the elastodynamics of a compliant (elastic, or viscoelastic) structure determines the fluid domain. Thus, the spatial domain depends on time through the unknowns of the problem, giving rise to a strong geometric nonlinearity.
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Problems of this type can be described in general as evolution problems:

\[
\frac{du}{dt} = A^t u, \quad t \in (0, T), \quad u(0) = u_0, \tag{1.1}
\]

where \( A^t : V(t) \to W(t) \) is a family of (nonlinear) spatial differential operators that depend on time as a parameter. For example, \( \frac{du}{dt} = A^t u \) may correspond to the Navier-Stokes equations for an incompressible, viscous fluid defined on a moving domain \( \Omega(t) \). In this case, \( A^t \) is a spatial differential operator that associates to each \( u \) the function \( \nabla \cdot \sigma - \nabla u \cdot u \), where \( \sigma \) is the fluid Cauchy stress tensor, and \( u \) is divergence free, satisfying certain boundary conditions on \( \Omega(t) \).

A way to “solve” this class of problems is to semi-discretize the problem in time by sub-dividing the time interval \((0, T)\) into \( N \) sub-intervals of width \( \Delta t = T/N \), and introducing the piecewise constant approximate functions

\[
u_{\Delta t} = u_{n\Delta t}^n \quad \text{for} \quad t \in ((n-1)\Delta t, n\Delta t], \quad n = 1, \ldots, N, \tag{1.2}
\]

which satisfy, e.g., a backward Euler approximation of the problem on \((t^n, t^{n+1})\):

\[
\frac{u_{\Delta t}^{n+1} - u_{\Delta t}^n}{\Delta t} = A^{t^n+1} u_{\Delta t}^{n+1} \quad \text{or} \quad \frac{u_{\Delta t}^{n+1} - u_{\Delta t}^n}{\Delta t} = A^{t^n} u_{\Delta t}^{n+1},
\]

where the choice of \( A^{t^n+1} \) or \( A^{t^n} \) depends on the problem at hand. For example, if the motion of the domain \( \Omega(t) \) is specified a priori, \( A^{t^n+1} \) is typically used, where \( A^{t^n+1} \) describes an approximation of the spatial differential operator defined on the ”current” domain \( \Omega(t^{n+1}) \). If the motion of the domain \( \Omega(t) \) is not know a priori, but it depends on the solution of the underlying problem, then \( A^{t^n} \) is typically used, where \( A^{t^n} \) describes an approximation of the spatial differential operator defined on the ”previous” domain \( \Omega(t^n) \).

Functions \( u_{\Delta t} \) are defined for all \( t \in (0, T) \) and they are piecewise constant on the interval \(((n-1)\Delta t, n\Delta t] \), where the constant is defined by its value at \( n\Delta t \), as stated in \( (1.2) \). This approach to solving the evolution problem \( (1.1) \) is sometimes called the Rothe’s method.

We are interested in compactness arguments that need to be employed when studying existence of weak solutions to \( (1.1) \) using Rothe’s method. Rothe’s method provides a constructive proof which uses semi-discretization of the continuous problem with respect to time to design approximate solutions \( \{u_{\Delta t}\} \) where \( \Delta t = T/N \), for every \( N \in \mathbb{N} \). The aim is to prove the existence of a subsequence of \( \{u_{\Delta t}\} \) which converges to a weak solution of \( (1.1) \) as \( \Delta t \to 0 \), or equivalently, as \( N \to \infty \). Since the problem is nonlinear, weak convergence is not sufficient to show that the limit is a weak solution of the underlying problem. This is why compactness arguments need to be employed to conclude that there exists a subsequence \( \{u_{\Delta t}\} \), which is precompact in a certain generalized Bochner space \( L^2(0, T; H(t)) \). This will allow passage to the limit in nonlinear terms in order to show that the limit, as \( \Delta t \to 0 \), of approximate weak solutions satisfies the weak formulation of the continuous problem.

Employing this strategy to prove the existence of weak solutions to this class of problems is highly nontrivial, and is at the center of the current research in this area. The main source of difficulties is
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associated with the fact that for every \( N \in \mathbb{N} \) and \( n \in \{1, \ldots, N\} \), the approximate weak solutions \( u^n_{\Delta t} \), which are functions of the spatial variables, belong to different solution spaces \( V^n_{\Delta t} \), which are associated with the operators \( A^n : V^n_{\Delta t} \to W^n_{\Delta t} \), and are defined on different domains \( \Omega(t^n_{\Delta t}) \), thus \( V^n_{\Delta t} = V(\Omega(t^n_{\Delta t})) \). We would like to find the conditions under which \( \{u_{\Delta t}\} \) is precompact in some \( L^2(0, T; H(\Omega_{\Delta t}(t))) \), where the definition of \( L^2(0, T; H(\Omega_{\Delta t}(t))) \) needs to be made precise. Namely, we want to find the conditions under which there exists a sub-sequence, also denoted by \( \{u_{\Delta t}\} \), which converges in \( L^2(0, T; H(\Omega_{\Delta t}(t))) \) to a function in \( L^2(0, T; H(\Omega(t))) \), as \( \Delta t \to 0 \).

There are two ways how to make the notion of convergence in \( L^2(0, T; H(\Omega_{\Delta t}(t))) \) precise. One way is to introduce a family of mappings, which map the domains \( \Omega(t^n_{\Delta t}) \) onto a fixed domain \( \Omega \), and work in the space \( L^2(0, T; H(\Omega)) \). The other approach is to extend the functions \( u^n_{\Delta t} \) onto a larger, fixed domain \( \Omega^M \), and work in the space \( L^2(0, T; H(\Omega^M)) \). In both cases, certain conditions describing the regularity in time of the domain motion need to be satisfied, in order for a compactness argument to hold. In this manuscript we identify those conditions, and state a generalization of the Aubin-Lions-Simon compactness result, which can be used in both approaches, mentioned above. Namely, we provide a generalization of the Aubin-Lions-Simon compactness result holding in classical Bochner spaces \( L^2(0, T; H) \) \[2, 20, 31\].

We present several concrete examples, which are at the center of today’s research in mathematical fluid dynamics, where this compactness result is useful. They include a classical fluid flow problem on a given moving domain, and two fluid-elastic structure interaction problems, one incorporating the no-slip condition at the fluid-structure interface, and the other incorporating the Navier slip boundary condition.

### 2 Literature review

To the best of our knowledge, there is no general compactness theory similar to Aubin-Lions-Simon lemma for spaces \( L^2(0, T; H(t)) \), where \( H \) depends on time. There are several compactness results for particular, specific problems for which the spatial domain depends on time, but they were proved using assumptions that hold for that particular problem at hand. The first result of this type can be found in \[13\], where the authors studied the Navier-Stokes equations in a given, non-cylindrical domain, namely, in a domain which depends on time, and whose motion is given \textit{a priori}. Similarly, in \[8\], the authors used a compactness result to study a fluid-rigid body interaction problem, where an assumption on high regularity of the domain motion had to be used to obtain an existence result (see also \[12, 30\]). In the case of fluid-elastic structure interaction problems, the assumption on high regularity of the interface is typically not satisfied, thus different approaches need to be employed.

In the context of fluid-elastic structure interaction problems, we mention \[9, 15\] where the authors considered a fluid-elastic structure interaction problem between the flow of a viscous, incompressible fluid and an elastic/viscoelastic plate, in which a compactness argument based on Simon’s theorem was used to show \( L^2 \)-strong convergence of approximate solutions. We also mention \[16\] where this approach was used in the case of a non-Newtonian fluid. A similar problem, but in a more general geometrical setting, was studied in \[19\], where compactness of a set of approximate weak solutions, based on a particular linearization and regularization of the problem, was proved.
by using a modification of the ideas from the proof of Aubin-Lions lemma. Both approaches used
the fluid viscosity and kinematic coupling condition to control high frequency oscillations of the
structure velocity. Recently, a version of Aubin-Lions lemma for a moving domain problem was
proved in the context of compressible fluids, see [4], where an existence of a solution to an FSI
problem between a compressible fluid and a linearly elastic shell was obtained. The lack of the fluid
incompressibility constraint simplifies the compactness argument for the velocity field.

Compactness results in more general frameworks were studied in [27, 26], where the authors
developed a functional framework based on the flow method and the Piola transform for problems
in smoothly moving domains, where the flow causing domain motion was given a priori. In those
works a version of the Aubin-Lions lemma was obtained within this framework. A different version
of Aubin-Lions lemma, in a more general form, was also considered in [23]. The approach in [23]
was based on negative Sobolev space-type estimates, defined on non-cylindrical, i.e., time-dependent
domains. The latter approach did not require high degree of smoothness of the domain motion.

We also mention the results obtained in [3, 7, 23], where generalizations of the Aubin-Lions-
Simon lemma in various types of nonlinear settings were obtained, and the work in [11] where a
version of Aubin-Lions-Simon result was obtained in the context of finite element spaces.

Most of the works mentioned above were obtained for continuous time, i.e., the time variable was
not discretized, and most of them were tailored for a particular application in mind. Working with
discretized time brings some additional difficulties in terms of the uniform bounds for the time-shifts
(translations in time). In the time-discretized case, namely, for the approaches based on Rothe’s
semi-discretization method, the uniform bounds on the time-shifts need to be somewhat stronger
to guarantee compactness, see Proposition 2 in [10]. In particular, the work in [10] addresses
a version of Aubin-Lions-Simon result for piecewise constant functions in time, obtained using
Rothe’s method, but for a problem defined on a fixed Banach space.

In contrast, our work presented in this manuscript concerns an extension of the Aubin-Lions-
Simon result involving Hilbert spaces that are solution dependent, and not necessarily known a priori.
To deal with this additional difficulty, we identify a new set of conditions (conditions C
below), which quantify the dependence of the Hilbert spaces on time so that an extension of Aubin-
Lions-Simon result can be applied to a sequence of approximate solutions constructed using Rothe’s
method.

3 The general compactness results

The goal is to specify the uniform bounds on the sequence \( \{u_{\Delta t}\} \), and the precise dependence of
the function spaces on time, under which a generalization of the Aubin-Lions-Simon compactness
result will hold.

For an arbitrary function \( f \) denote by \( \tau_h f \) the time-shifts:

\[
\tau_h f(t, \cdot) = f(t - h, \cdot), \quad h \in \mathbb{R}.
\] (3.1)
Theorem 3.1. (Main Result) Let $V$ and $H$ be Hilbert spaces such that $V \subset \subset H$. Suppose that \{u_{\Delta}\} \subset L^2(0,T;H)$ is a sequence such that $u_{\Delta}(t,\cdot) = u_{\Delta}^n(\cdot)$ on $((n-1)\Delta t, n\Delta t]$, $n = 1, \ldots, N$, with $N\Delta t = T$. Let $V_{\Delta}^n$ and $Q_{\Delta}^n$ be Hilbert spaces such that $(V_{\Delta}^n, Q_{\Delta}^n) \hookrightarrow V \times V$, where the embeddings are uniformly continuous w.r.t. $\Delta t$ and $n$, and $V_{\Delta}^n \subset \subset Q_{\Delta}^n \hookrightarrow (Q_{\Delta}^n)'$. Let $u_{\Delta}^n \in V_{\Delta}^n$, $n = 1, \ldots, N$. If the following is true:

(A) There exists a universal constant $C > 0$ such that for every $\Delta t$

A1. $\sum_{n=1}^N \|u_{\Delta}^n\|_{V_{\Delta}^n}^2 \Delta t \leq C$,

A2. $\|u_{\Delta}^n\|_{L^\infty(0,T;H)} \leq C$,

A3. $\|\tau_{\Delta t} u_{\Delta} - u_{\Delta}\|_{L^2(\Delta t,T;H)} \leq C \Delta t$.

(B) There exists a universal constant $C > 0$ such that

$$
\|P_{\Delta t}^n u_{\Delta}^{n+1} - u_{\Delta}^n\|_{Q_{\Delta}^n} \leq C(\|u_{\Delta}^{n+1}\|_{V_{\Delta}^{n+1}} + 1), \quad n = 0, \ldots, N - 1,
$$

where $P_{\Delta t}^n$ is the orthogonal projector onto $Q_{\Delta}^n \hookrightarrow H$.

(C) The function spaces $Q_{\Delta}^n$ and $V_{\Delta}^n$ depend smoothly on time in the following sense:

C1. For every $\Delta t > 0$, and for every $l \in \{1, \ldots, N\}$ and $n \in \{1, \ldots, N - l\}$, there exists a space $Q_{\Delta}^{n,l} \subset V$ and the operators $J_{\Delta t,l,n}^j : Q_{\Delta t}^{n,l} \rightarrow Q_{\Delta t}^{n+1}, i = 0, 1, \ldots, l$, such that

$$
\|J_{\Delta t,l,n}^j q\|_{Q_{\Delta t}^{n+1}} \leq C\|q\|_{Q_{\Delta t}^{n,l}}, \quad \forall q \in Q_{\Delta t}^{n,l},
$$

and

$$
(\Delta t)^i \left( J_{\Delta t,l,n}^j q - J_{\Delta t,l,n}^{j+1} q, u_{\Delta t}^{n+j+1} \right)_H \leq \|q\|_{Q_{\Delta t}^{n,l}} \|u_{\Delta t}^{n+j+1}\|_{V_{\Delta}^{n+j+1}}, \quad j \in \{0, \ldots, l-1\},
$$

where $C > 0$ is independent of $\Delta t$, $n$, and $l$.

C2. Let $V_{\Delta}^{n,l} = Q_{\Delta}^{n,l} \hookrightarrow V_{\Delta}^{n+1}$. There exist the functions $I_{\Delta t,l,n}^i : V_{\Delta}^{n+1} \rightarrow V_{\Delta}^{n,l}$, $i = 0, 1, \ldots, l$, and a universal constant $C > 0$ such that for every $v \in V_{\Delta}^{n+1}$

$$
\|I_{\Delta t,l,n}^i v\|_{V_{\Delta}^{n,l}} \leq C\|v\|_{V_{\Delta}^{n+1}}, \quad i \in \{0, \ldots, l\},
$$

$$
\|I_{\Delta t,l,n}^i v - v\|_H \leq g(l\Delta t)\|v\|_{V_{\Delta}^{n+1}}, \quad i \in \{0, \ldots, l\},
$$

where $g : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is a universal, monotonically increasing function such that $g(h) \rightarrow 0$ as $h \rightarrow 0$.

C3. Uniform Ehrling property: For every $\delta > 0$ there exists a constant $C(\delta)$ independent of $n, l$ and $\Delta t$, such that

$$
\|v\|_H \leq \delta\|v\|_{V_{\Delta}^{n,l}} + C(\delta)\|v\|_{(Q_{\Delta}^{n,l})'}, \quad v \in V_{\Delta}^{n,l}.
$$
then \( \{u_{\Delta t}\} \) is relatively compact in \( L^2(0,T;H) \).

**Remark 3.1.** The following are general remarks about the statement of the theorem:

1. Conditions (A) and (B) correspond the “classical” conditions in the Aubin-Lions lemma. They correspond directly to the conditions introduced for problems on fixed domains in [10], with \( V^n_{\Delta t} = V, Q^n_{\Delta t} = Q^n_{\Delta t} = Q \). Namely, in that case condition (C) is trivially satisfied.

2. Condition (A3) is not necessary, as will be shown in Theorem 3.2, below. However, this condition is usually satisfied as a by-product of Rothe’s method, it simplifies the proof, and it nicely shows the role of numerical dissipation in compactness arguments. These are the reasons why we left it in the statement and proof of the main theorem, and then showed, in Theorem 3.2, that the result of the main theorem holds true even without (A3).

3. Conditions (C) are new, and are crucial for compactness arguments on moving domains. They are directly related to making sense of taking the time derivative on different domains. Conditions (C1) and (C2) are “local” in the sense that they require smooth dependence of the test spaces and solution spaces on time, locally in time, namely, for the time shifts from \( n\Delta t \) to time \( (n+l)\Delta t \). Condition (C3), i.e., the Uniform Ehrling Property, provides a “global” estimate. More precisely, while the classical Ehrling lemma holds for any set of function spaces parameterized by \( l,n \) and \( \Delta t \), i.e., \( \{V^n_{\Delta t}, H^n_{\Delta t}, (Q^n_{\Delta t})'\} \rightarrow \{V_{\Delta t}, H_{\Delta t}, (Q_{\Delta t})'\}, V_{\Delta t} \hookrightarrow H_{\Delta t} \simeq (H_{\Delta t})' \hookrightarrow (Q_{\Delta t})' \) where the first embedding is compact and the last is injective, with the constants \( C(\delta) \) depending on \( l,n \) and \( \Delta t \), the Uniform Ehrling Property, i.e., (C3) requires that those constants do not depend on the parameters \( n,l \) and \( \Delta t \), which is a condition on the entire family of function spaces. Thus, the Uniform Ehrling Property requires that the classical Ehrling lemma holds uniformly for the entire family of function spaces \( \{V^n_{\Delta t}, H^n_{\Delta t}, (Q^n_{\Delta t})'\} \) parameterized by \( l,n \) and \( \Delta t \). A version of the uniform Ehrling property was also used in [26], and in [11] (see Def. 4.15 and Lemma 4.16) in a slightly different context.

**Remark 3.2.** In the rest of the manuscript we will be identifying the functions \( u \in V^n_{\Delta t} \) with the corresponding ones in \( V \). More precisely, if \( \mathcal{E}^n_{\Delta t} : V^n_{\Delta t} \rightarrow V \) are the embeddings given by the above assumptions, we will be using \( u \in V^n_{\Delta t} \) to denote \( \mathcal{E}^n_{\Delta t}(u) \in V \). The same will be true for the test functions.

**Proof.** To prove Theorem 3.1, we aim at using Simon’s Lemma [31]. Thus, we need to show that sequence \( \{u_{\Delta t}\} \) satisfies the following two properties: (1) a spatial compactness property, namely, that the sequence \( \{\int_{t_1}^{t_2} u_{\Delta t}(t)dt\} \) is relatively compact in \( H \), for \( 0 < t_1 < t_2 < T \), and (2) a uniform integral equicontinuity property for the time-shifts, namely, \( \|\tau_h u_{\Delta t} - u_{\Delta t}\|_{L^2(h,T;H)} \rightarrow 0 \) as \( h \rightarrow 0 \), uniformly in \( \Delta t \).

The spatial compactness property follows from the fact that the sequence \( \{u_{\Delta t}\} \) is bounded in \( L^2(0,T;V) \) and \( V \) is compactly embedded in \( H \).
Therefore, it remains to prove the uniform equicontinuity property of the time-shifts in $L^2(0; T; H)$. More precisely, we will show that for every $\epsilon > 0$, there exists an $h_0 > 0$, such that for every sub-division $N \in \mathbb{N}$ of the time interval $(0, T)$, giving rise to $\Delta t = T/N$, the following holds:

$$
\|\tau_h u_{\Delta t} - u_{\Delta t}\|_{L^2(h, T; H)} \leq \epsilon, \quad 0 \leq h < h_0.
$$

(3.7)

The main difficulty in showing this inequality lies in the fact that the functions $u_{\Delta t}$ are defined via $u_{\Delta t}^n$ on different spaces $V_{\Delta t}^n$. This is why properties (C) will be important.

We start by estimating $\|\tau_h u_{\Delta t} - u_{\Delta t}\|_{L^2(h, T; H)}$, where $h > 0$. Notice that for every $\Delta t > 0$ there exists an $l \in \mathbb{N}_0$ and an $0 \leq s < \Delta t$ such that $h$ can be written as $h = l\Delta t + s$. Thus, we can write $\tau_h u_{\Delta t} - u_{\Delta t} = \tau_s \tau_{\Delta t} u_{\Delta t} - u_{\Delta t} = \tau_{\Delta t} u_{\Delta t}$, and use the triangle inequality to estimate:

$$
\|\tau_h u_{\Delta t} - u_{\Delta t}\|_{L^2(h, T; H)} \leq \|\tau_s \tau_{\Delta t} u_{\Delta t} - \tau_{\Delta t} u_{\Delta t}\|_{L^2(h, T; H)} + \|\tau_{\Delta t} u_{\Delta t} - u_{\Delta t}\|_{L^2(h, T; H)}.
$$

(3.8)

The first term on the right hand-side is expressed as follows:

$$
\|\tau_s \tau_{\Delta t} u_{\Delta t} - \tau_{\Delta t} u_{\Delta t}\|_{L^2(h, T; H)}^2 = \sum_{n=l+1}^{N} \int_{n\Delta t-s}^{n\Delta t} \|\tau_{\Delta t} u_{\Delta t} - \tau_{(l+1)\Delta t} u_{\Delta t}^{n+1}\|_{H}^2 dt = s \sum_{n=0}^{N-1-l} \|u_{\Delta t}^{l+n} - u_{\Delta t}^{l+n+1}\|_{H}^2.
$$

(3.9)

Now, from property (A3) the sum on the right-hand-side is bounded by $C$, and so we have:

$$
\|\tau_s \tau_{\Delta t} u_{\Delta t} - \tau_{\Delta t} u_{\Delta t}\|_{L^2(h, T; H)} \leq C\sqrt{s}.
$$

(3.10)

To estimate the second term on the right hand-side of (3.8) we need the following two lemmas.

**Lemma 3.1.** Under the assumption that properties (A1), (A2), (B) and (C1) hold, there exists a uniform constant $C > 0$ such that for every $N \in \mathbb{N}$ large enough, $l \in \{1, \ldots, N\}$, $n \in \{1, \ldots, N-l\}$ the following estimate holds:

$$
\|P_{\Delta t}^{n,l}(u_{\Delta t}^{n+l} - u_{\Delta t}^n)\|_{(Q_{\Delta t}^n)'} \leq C\sqrt{\Delta t},
$$

(3.11)

where $P_{\Delta t}^{n,l}$ is the orthogonal projector onto $H_{\Delta t}^{n,l}$.

**Proof.** Consider a fixed, arbitrary $N \in \mathbb{N}$, $l \in \{1, \ldots, N\}$, $n \in \{1, \ldots, N-l\}$ and let $\varphi \in Q_{\Delta t}^n$ be a test function in $Q_{\Delta t}^n$. For each $i = 0, \ldots, l$ consider the mappings $J_{\Delta t,l,n} : Q_{\Delta t}^n \rightarrow Q_{\Delta t}^{n+i}$ that associate to each $\varphi \in Q_{\Delta t}^n$ the test functions $\varphi^i = J_{\Delta t,l,n}^i \varphi \in Q_{\Delta t}^{n+i}$. Since there is no chance of confusion, we drop the sub-scripts $\Delta t, l, n$ in the rest of the proof, and replace $J_{\Delta t,l,n}^i$ by $J^i$. To show the dual estimate (3.11) we consider the products $(P_{\Delta t}^{n,l}(u_{\Delta t}^{n+l} - u_{\Delta t}^n), \varphi)_H$. Since $P_{\Delta t}^{n,l}$ is the orthogonal projector onto $H_{\Delta t}^{n,l}$, these are the same as $(u_{\Delta t}^{n+l} - u_{\Delta t}^n, \varphi)_H$. We calculate:

$$
(P_{\Delta t}^{n,l}(u_{\Delta t}^{n+l} - u_{\Delta t}^n), \varphi)_H = (u_{\Delta t}^{n+l} - u_{\Delta t}^n, \varphi)_H = \sum_{i=0}^{l-1} (u_{\Delta t}^{n+i+1} - u_{\Delta t}^{n+i}, \varphi)_H = \sum_{i=0}^{l-1} (u_{\Delta t}^{n+i+1} - u_{\Delta t}^{n+i}, \varphi^i - \varphi^i + \varphi)_H
$$

$$
= \Delta t \sum_{i=0}^{l-1} \left( \frac{u_{\Delta t}^{n+i+1} - u_{\Delta t}^{n+i}}{\Delta t}, \varphi^i \right)_H + \sum_{i=0}^{l-1} (u_{\Delta t}^{n+i+1} - u_{\Delta t}^{n+i}, \varphi - \varphi^i)_H.
$$

(3.12)
The first sum in (3.12) is estimated as follows: from (B) we first get
\[ \Delta t \sum_{i=0}^{l-1} (P_{\Delta t}^{i} \frac{u^{n+i+1} - u^{n+i}}{\Delta t}, \varphi^i)_{H} \leq C \Delta t \sum_{i=0}^{l-1} \| u^{n+i+1} \|_{V_{\Delta t}^{n+i+1}} \| \varphi^i \|_{Q_{\Delta t}^{n+i Plus}}. \]

Then, by property (C1), the Cauchy-Schwarz inequality, and property (A1) this is estimated as follows:
\[ \Delta t \sum_{i=0}^{l-1} (u^{n+i+1} \|_{V_{\Delta t}^{n+i+1}} + 1) \| \varphi^i \|_{Q_{\Delta t}^{n+i Plus}} + C \Delta t \sum_{i=0}^{l-1} (u^{n+i+1} \|_{V_{\Delta t}^{n+i+1}} + 1) \| \varphi^i \|_{Q_{\Delta t}^{n+i Plus}} \leq C \Delta t \left( \sum_{i=0}^{l-1} u^{n+i+1} \|_{V_{\Delta t}^{n+i+1}} \Delta t + l \right) \| \varphi^i \|_{Q_{\Delta t}^{n+i Plus}} \leq C (\sqrt{l \Delta t} + l \Delta t) \| \varphi^i \|_{Q_{\Delta t}^{n+i Plus}}. \] (3.13)

In the last inequality above, the constant \( C \) includes the constant from property (A1) since:
\[ \sum_{i=0}^{l-1} u^{n+i+1} \|_{V_{\Delta t}^{n+i+1}} \leq \sqrt{\sum_{i=0}^{l-1} \Delta t \| \nabla u^{n+i+1} \|_{V_{\Delta t}^{n+i+1}}^2} \sqrt{\sum_{i=0}^{l-1} \frac{1}{\Delta t}} \leq C \sqrt{\frac{l}{\Delta t}}. \]

Therefore, we have obtained the following estimate:
\[ \Delta t \sum_{i=0}^{l-1} (P_{\Delta t}^{i} \frac{u^{n+i+1} - u^{n+i}}{\Delta t}, \varphi^i)_{H} \leq C (\sqrt{l \Delta t} + l \Delta t) \| \varphi^i \|_{Q_{\Delta t}^{n+i Plus}}. \] (3.14)

To estimate the second term in (3.12) we use the summation by parts formula:
\[ \sum_{i=0}^{m} f_i \Delta g_i = - \sum_{i=0}^{m} g_{i+1} \Delta f_i + [f_{m+1} g_{m+1} - f_0 g_0], \]
where \( \Delta g_i := g_{i+1} - g_i \) and \( \Delta f_i := f_{i+1} - f_i \). We apply summation by parts to \( f_i = \varphi - \varphi^i \) and \( g_i = u^{n+i} \), to obtain:
\[ \sum_{i=0}^{l-1} (u^{n+i+1} - u^{n+i}, \varphi - \varphi^i)_{H} = - \sum_{i=0}^{l-1} (u^{n+i+1}, \varphi^i - \varphi^{i+1})_{H} + (u^{n+l}, \varphi - \varphi^i)_{H} - (u^n, \varphi - \varphi^0)_{H}. \]

Now, by using the Cauchy-Schwarz inequality, and by the properties (C1) and (A2), the right hand-side can be estimated as follows:
\[ \leq C \sum_{i=0}^{l-1} u^{n+i+1} \|_{V_{\Delta t}^{n+i+1}} \Delta t \| \varphi \|_{Q_{\Delta t}^{n+i Plus}} + C \sqrt{\Delta t} \| \varphi \|_{Q_{\Delta t}^{n+i Plus}} (\| u^n \|_{H} + \| u^{n+l} \|_{H}) \leq C \sqrt{l \Delta t} \| \varphi \|_{Q_{\Delta t}^{n+i Plus}}. \]
Lemma 3.2. Let \( \delta > 0 \). Then there exists a constant \( C(\delta) > 0 \) such that for every \( N \in \mathbb{N} \) large enough, \( l \in \{1, \ldots, N\} \), \( n \in \{1, \ldots, N-l\} \) the following estimate holds:

\[
\| u^{n+l}_{\Delta t} - u^n_{\Delta t} \|_H \leq C(\| u^{n+l}_{\Delta t} \|_{V^0_{\Delta t}} + \| u^n_{\Delta t} \|_{V^0_{\Delta t}})(g(l\Delta t)C(\delta) + \delta) + C(\delta) \sqrt{l\Delta t}.
\]

Proof. We start by rewriting the left hand-side by adding and subtracting \( I^{l}_{\Delta t}u^{n+l}_{\Delta t} \) and \( I^0u^n_{\Delta t} \), and using the triangle inequality to obtain:

\[
\| u^{n+l}_{\Delta t} - u^n_{\Delta t} \|_H \leq \| I^{l}_{\Delta t}u^{n+l}_{\Delta t} - u^{n+l}_{\Delta t} \|_H + \| I^0u^n_{\Delta t} - u^n_{\Delta t} \|_H + \| I^0u^n_{\Delta t} - u^n_{\Delta t} \|_H,
\]

where \( I^l u^{n+l}_{\Delta t} \) and \( I^0 u^n_{\Delta t} \) are the approximations introduced in property (C2). Notice that we have dropped the sub-scripts \( n \) and \( l \) in the notation of \( I^{l}_{\Delta t} \) to simplify notation within this proof. By property (C2), the first and the third terms above are bounded as follows:

\[
\| I^{l}_{\Delta t}u^{n+l}_{\Delta t} - u^{n+l}_{\Delta t} \|_H + \| I^0u^n_{\Delta t} - u^n_{\Delta t} \|_H \leq g(l\Delta t)(\| u^{n+l}_{\Delta t} \|_{V^0_{\Delta t}} + \| u^n_{\Delta t} \|_{V^0_{\Delta t}}).
\]

What remains is to estimate the middle term \( \| I^0u^n_{\Delta t} - I^0u^n_{\Delta t} \|_H \). For this purpose we use the Uniform Ehrling’s Property (C3), which states that for every \( \delta > 0 \) there exists a uniform constant \( C(\delta) > 0 \) such that:

\[
\| I^0u^n_{\Delta t} - I^0u^n_{\Delta t} \|_H \leq \delta \| I^0u^n_{\Delta t} \|_{V^0_{\Delta t}} + C(\delta) \| I^0u^n_{\Delta t} \|_{V^0_{\Delta t}} + C(\delta) \| I^0u^n_{\Delta t} \|_{(Q^0_{\Delta t})^r}.
\]

The first term on the right hand-side of (3.16) is further estimated using the triangle inequality and property (C2):

\[
\| I^0u^n_{\Delta t} \|_{V^0_{\Delta t}} \leq C(\| u^{n+l}_{\Delta t} \|_{V^0_{\Delta t}} + \| u^n_{\Delta t} \|_{V^0_{\Delta t}}).
\]

The second term on the right hand-side of (3.16) is estimated as follows:

\[
\| I^0u^n_{\Delta t} \|_{(Q^0_{\Delta t})^r} \leq \| P^0_{\Delta t}u^n_{\Delta t} \|_{(Q^0_{\Delta t})^r} + \| P^0_{\Delta t}u^n_{\Delta t} - P^0_{\Delta t}u^n_{\Delta t} \|_{(Q^0_{\Delta t})^r} + \| P^0_{\Delta t}u^n_{\Delta t} - P^0_{\Delta t}u^n_{\Delta t} \|_{(Q^0_{\Delta t})^r}.
\]

Now, for the first and last terms above we use the following:

\[
\| I^0u^n_{\Delta t} - P^l_{\Delta t}u^n_{\Delta t} \|_{(Q^0_{\Delta t})^r} \leq C \| I^0u^n_{\Delta t} - P^l_{\Delta t}u^n_{\Delta t} \|_H \leq C \left( \| I^0u^n_{\Delta t} - u^n_{\Delta t} \|_H + \| u^n_{\Delta t} - P^l_{\Delta t}u^n_{\Delta t} \|_H \right).
\]
where \( i = 0, l \). Since orthogonal projection is the best approximation, we get that the two terms on the right hand-side can be estimated by:

\[
\|I^t u_{\Delta t}^{n+i} - u_{\Delta t}^{n+i}\|_H + \|u_{\Delta t}^{n+i} - P_{\Delta t}^n u_{\Delta t}^{n+i}\|_H \leq 2 \|I^t u_{\Delta t}^{n+i} - u_{\Delta t}^{n+i}\|_H \leq g(l\Delta t)\|u_{\Delta t}^{n+i}\|_{V_{\Delta t}^{n+i}},
\]

where we used property (C2) in the last inequality. Therefore, the first and the last terms on the right hand-side in (3.17) are estimated as follows:

\[
\|I^t u_{\Delta t}^{n+i} - P_{\Delta t}^n u_{\Delta t}^{n+i}\|_{(Q_{\Delta t}^n)^t} + \|P_{\Delta t}^n u_{\Delta t}^{n+i} - I^t u_{\Delta t}^{n+i}\|_{(Q_{\Delta t}^n)^t} \leq g(l\Delta t)(\|u_{\Delta t}^{n+i}\|_{V_{\Delta t}^{n+i}} + \|u_{\Delta t}^{n+i}\|_{V_{\Delta t}^{n+i}}).
\]

Notice that we used the monotonicity of the function \( g \) above.

What is left is to estimate the middle term in (3.17), i.e., \( \|P_{\Delta t}^n u_{\Delta t}^{n+i} - P_{\Delta t}^n u_{\Delta t}^{n+i}\|_{(Q_{\Delta t}^n)^t} \). Here we use Lemma 3.1 to obtain:

\[
\|P_{\Delta t}^n u_{\Delta t}^{n+i} - P_{\Delta t}^n u_{\Delta t}^{n+i}\|_{(Q_{\Delta t}^n)^t} \leq C\sqrt{l\Delta t}.
\]

Finally, by putting all the estimates together we get:

\[
\|u_{\Delta t}^{n+i} - u_{\Delta t}^{n+i}\|_H \leq C(\|u_{\Delta t}^{n+i}\|_{V_{\Delta t}^{n+i}} + \|u_{\Delta t}^{n+i}\|_{V_{\Delta t}^{n+i}})((g(l\Delta t)(1 + C(\delta)) + \delta) + C(\delta)\sqrt{l\Delta t}.
\]

Since constant \( C(\delta) \) comes from the uniform Ehrling property, this constant is usually large, and so the number 1 on the right hand-side can be “swallowed” by the constant \( C(\delta) \), giving rise to the estimate in the statement of Lemma 3.2.

Based on these two lemmas we can now continue the proof of the main compactness theorem by estimating the second term on the right hand-side of (3.8). We start by the estimate from Lemma 3.2 and square both sides of the estimate in Lemma 3.2 to obtain:

\[
\|u_{\Delta t}^{n+i} - u_{\Delta t}^{n+i}\|_H^2 \leq C(\|u_{\Delta t}^{n+i}\|_{V_{\Delta t}^{n+i}} + \|u_{\Delta t}^{n+i}\|_{V_{\Delta t}^{n+i}})(\delta + C(\delta)g(l\Delta t))^2 + C(\delta)^2 l\Delta t.
\]

By multiplying (3.20) by \( \Delta t \) and summing w.r.t. \( n \) (a discrete analogue of integration with respect to \( t \)) we obtain:

\[
\|\tau_{\Delta t} u_{\Delta t} - u_{\Delta t}\|_{L^2(\Delta t, t; H)} \leq C\|u_{\Delta t}\|_{L^2(0, T; V)}(\delta + C(\delta)g(l\Delta t))^2 + C(\delta)^2 l\Delta t.
\]

Since all the terms on the right hand-side are positive, the right hand-side is less than or equal to the complete square of the quantities on the right hand-side. By taking the square root on both sides we obtain:

\[
\|\tau_{\Delta t} u_{\Delta t} - u_{\Delta t}\|_{L^2(\Delta t, t; H)} \leq C\|u_{\Delta t}\|_{L^2(0, T; V)}(\delta + C(\delta)g(l\Delta t)) + C(\delta)\sqrt{l\Delta t}.
\]

Finally, by combining estimates (3.8), (3.10), and (3.22) we get:

\[
\|\tau_h u_{\Delta t} - u_{\Delta t}\|_{L^2(h, T; H)} \leq C\sqrt{s} + C\|u_{\Delta t}\|_{L^2(0, T; V)}(\delta + C(\delta)g(h)) + C(\delta)\sqrt{l}.\]

Now, for every \( N \in \mathbb{N}_0 \) there exist an \( l \) and an \( s \) such that \( h = l\Delta t + s \). We will use this, together with the assumption that \( g \) is a monotonically increasing function, to estimate from above the terms containing \( l\Delta t \) and \( s \), by the appropriate terms containing \( h \). We obtain:

\[
\|\tau_h u_{\Delta t} - u_{\Delta t}\|_{L^2(h, T; H)} \leq C\sqrt{h} + C\|u_{\Delta t}\|_{L^2(0, T; V)}(\delta + C(\delta)g(h)) + C(\delta)\sqrt{h}.
\]
This inequality provides the desired compactness estimate \((3.7)\). More precisely, from \((3.23)\) we see that for every \(\varepsilon > 0\) we can find a \(\delta > 0\) in the uniform Ehrling’s property (C3) so that \(C\|\mathbf{u}_\Delta t\|_{L^2(0,T;V)}\delta < \varepsilon/2\). This defines a constant \(C(\delta) > 0\). With the given \(C(\delta)\) we can choose an \(h_0 > 0\) such that the sum of the three terms on the right hand-side in \((3.23)\) containing \(h\) is less than or equal to \(\varepsilon/2\). Since \(g\) is monotonically increasing, any \(h\) such that \(0 \leq h < h_0\) will give
\[
\|\tau_h \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(h,T;B)} \leq \varepsilon.
\]
Therefore, we have just shown that for every \(\varepsilon > 0\), there exists an \(h_0 > 0\) such that for every \(N \in \mathbb{N}\)
\[
\|\tau_h \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(h,T;B)} \leq \varepsilon, \; 0 \leq h < h_0.
\]
This completes the proof of Theorem 3.1.

**Theorem 3.2.** The conclusion of Theorem 3.1 is valid without condition (A3).

**Proof.** First, we note that the only place where we use condition (A3) in the proof of Theorem 3.1 is to prove estimate \((3.8)\). We will now obtain an estimate of \(\|\tau_h \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(h,T;H)}\) without assuming (A3). Using \((3.9)\) we have:
\[
\|\tau_s \tau_l \mathbf{u}_\Delta t - \tau_l \mathbf{u}_\Delta t\|_{L^2(0,T-h;H)}^2 = \frac{s}{\Delta t} \Delta t \sum_{n=0}^{N-l-1} \|\mathbf{u}_{\Delta t}^{l+n} - \mathbf{u}_{\Delta t}^{l+n+1}\|_H^2 \leq \frac{s}{\Delta t} \|\tau_{\Delta t} \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(\Delta t,T;H)}^2.
\]
Now, instead of \((3.23)\) we have:
\[
\|\tau_h \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(h,T;H)} \leq \frac{s}{\Delta t} \|\tau_{\Delta t} \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(0,T;H)} + C\|\mathbf{u}_\Delta t\|_{L^2(0,T;V)}(\delta + C(\delta)g(l\Delta t)) + C(\delta)\sqrt{l\Delta t}.
\]
We will show that for every \(\varepsilon > 0\), there exists an \(h^* > 0\), such that for every \(\Delta t > 0\)
\[
\|\tau_h \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(h,T;B)} \leq \varepsilon, \; 0 \leq h < h^*.
\]
In particular, we only need to estimate the first term on the right hand-side of \((3.24)\). Namely, we want to show that for every \(\varepsilon > 0\), there exists an \(\hat{h}_0 > 0\), such that for every \(\Delta t > 0\)
\[
\frac{s}{\Delta t} \|\tau_{\Delta t} \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(0,T;H)} < \frac{\varepsilon}{2}.
\]
We have two possibilities:

1. \(\Delta t \leq h\). In this case the proof is the same as before. Namely, by \((3.21)\) we have:
\[
\frac{s}{\Delta t} \|\tau_{\Delta t} \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(\Delta t,T;H)} \leq \|\tau_{\Delta t} \mathbf{u}_\Delta t - \mathbf{u}_\Delta t\|_{L^2(\Delta t,T;H)} \leq C(\delta + C(\delta)g(\Delta t)) + C(\delta)\sqrt{\Delta t} \leq C(\delta + C(\delta)g(h)) + C(\delta)\sqrt{h} \leq \varepsilon.
\]
Recall, \(l = 1\). Thus, since \(g\) is monotonically increasing, we see that again, for every \(\varepsilon > 0\), there exists an \(h_1 > 0\), such that the above inequality holds for all \(h < h_1\).
2. \( \Delta t > h = s \). From (3.25), we see that there exists a \( \Delta t' > 0 \) such that
\[
\| \tau_{\Delta t} u_{\Delta t} - u_{\Delta t} \|_{L^2(0,T;H)} < \varepsilon, \ \Delta t < \Delta t'.
\]
Again, we need to estimate the following expression uniformly in \( \Delta t \):
\[
\frac{s}{\Delta t} \| \tau_{\Delta t} u_{\Delta t} - u_{\Delta t} \|_{L^2(0,T;H)}.
\]
Again there are two cases:

2a) \( \Delta t < \Delta t' \): Here, we immediately have
\[
\frac{s}{\Delta t} \| \tau_{\Delta t} u_{\Delta t} - u_{\Delta t} \|_{L^2(0,T;H)} \leq \| \tau_{\Delta t} u_{\Delta t} - u_{\Delta t} \|_{L^2(0,T;H)} < \varepsilon,
\]
for all \( \Delta t < \Delta t' \), and all \( h \) (in particular, here we have \( h < \Delta t \)).

2b) \( \Delta t > \Delta t' \): Here we first notice that by taking \( l = 1 \) in (3.22), using the same \( \varepsilon, \delta \) argument as before, we have
\[
\| \tau_{\Delta t} u_{\Delta t} - u_{\Delta t} \|_{L^2(0,T;H)} \to 0,
\]
as \( \Delta t \to 0 \). Therefore there exists an \( M > 0 \) such that:
\[
\| \tau_{\Delta t} u_{\Delta t} - u_{\Delta t} \|_{L^2(0,T;H)} \leq M, \ \Delta t > 0.
\]
(3.26)

Now we can take \( h_2 \) to be such that \( h_2 < \varepsilon \frac{\Delta t'}{M} \) to obtain that
\[
\frac{s}{\Delta t} \| \tau_{\Delta t} u_{\Delta t} - u_{\Delta t} \|_{L^2(0,T;H)} \leq \frac{h_2}{\Delta t} M < \varepsilon,
\]
for all \( h < h_2 \).

By taking \( \tilde{h}_0 = \min \{ h_1, h_2 \} \) we have shown that for every \( \varepsilon > 0 \), there exists an \( \tilde{h}_0 > 0 \), such that
\[
\frac{s}{\Delta t} \| \tau_{\Delta t} u_{\Delta t} - u_{\Delta t} \|_{L^2(0,T;H)} < \frac{\varepsilon}{2},
\]
for all \( h < \tilde{h}_0 \), which completes the proof.

\[\square\]

Remark 3.3. Theorem 3.1 provides the “classical” \( L^2 \)-compactness of Kolmogorov type in the case of moving domains. More precisely, let \( \Omega \subset \mathbb{R}^d \) be a bounded domain, and \( \eta \) a Lipschitz function defined on \([0, T] \times \Omega \) such that for every \( t \in [0, T] \), \( \eta(t, \cdot) \) is bi-Lipschitz. Introduce the space-time domain
\[
\Omega^T = \{ (t, x) \in [0, T] \times \mathbb{R}^d : x \in \eta(t, \Omega) \}
\]
defined by the family of functions \( \eta(t, \cdot) \). Since \( \eta \) are continuous, there exists a cylindrical “super”-domain \( \tilde{\Omega}^T = (0, T) \times \Omega_M \) such that \( \Omega^T \subset \tilde{\Omega}^T \) (\( \Omega_M \) contains all the spatial domains defined by the family \( \eta(t, \cdot) \)).
Consider, for example, a family of functions \( \{u_{\Delta t}\} \subset L^2(\Omega T) \) such that \( u_{\Delta t}(t, \cdot) = u^n_{\Delta t}(\cdot) \) on \( ((n-1)\Delta t, n\Delta t] \), \( n = 1, \ldots, N \), with \( N\Delta t = T \), where \( u^n_{\Delta t} \in H^s(\eta(t\Delta t, \Omega)) \), \( s < 1/2 \). Then, the Fréchet-Kolmogorov Theorem (Thrm. 4.24 [5]) implies that \( \{u_{\Delta t}\} \) is precompact in \( L^2(\Omega T) \).

Indeed, the conditions for the Fréchet-Kolmogorov Theorem are that the family of functions \( \{u_{\Delta t}\} \subset L^2(\Omega T) \) needs to be bounded, and that the translations both in space and time satisfy \( \lim_{h \to 0} \|\tau_h u_{\Delta t} - u_{\Delta t}\|_{L^2(\Omega T)} \to 0 \), uniformly with respect to \( \Delta t \). This follows directly from Theorem 3.1. More precisely, if we set \( H = L^2(\Omega_M) \), \( V = H^s(\Omega_M) \), \( s < 1/2 \), \( V^n_{\Delta t} = H^s(\eta(t\Delta t, \Omega)) \), \( Q^n_{\Delta t} = H^m_0(\eta(t\Delta t, \Omega)) \), \( m \in \mathbb{N} \), with \( (Q^n_{\Delta t})' = H^{-m}(\eta(t\Delta t, \Omega)) \), since \( s < 1/2 \) the embedding \( (V^n_{\Delta t}, Q^n_{\Delta t}) \hookrightarrow V \times V \) is given by extending the functions by 0 to \( \Omega_M \). Now, the boundedness of \( u_{\Delta t} \) and the uniform boundedness of space translations is a direct consequence of property (A). To prove uniform boundedness of time translations, one follows the main steps of the proof of Theorem 3.1, where interpolation and the boundedness of the time-derivatives imply the desired property for the time-translations.

4 Examples

4.1 The Navier-Stokes equations defined on a given moving domain

As a first example we consider the flow of a viscous, incompressible fluid in a moving, time-dependent domain, whose motion is given \( a \text{ priori} \) by a function \( \eta = \eta(t, x) \), which measures the displacement from a fixed, reference Lipschitz domain \( \Omega \subset \mathbb{R}^d \). This is a classical problem in fluid dynamics, studied by many authors. In particular, the existence of a local in time strong solution by Rothe’s method was obtained by Ladyzhenskaya in [18], and by a different method, using a suitable change of variables, by Inoue and Wakimoto [17]. Weak solutions were studied by various methods, such as Rothe’s method [28], the penalty method [13], a change of variables by which the problem was mapped onto a fixed domain [22], and by elliptic regularization [29]. Depending on the technique used, different assumptions on the smoothness of the domain motion were needed. Our approach, based on the compactness result presented in Theorem 3.1, has several advantages over the methods discussed above. It uses semi-discretization in time for the Navier-Stokes equations defined in a cylindrical domain, as presented in [32], Ch III.4, which is then combined with an ALE mapping to deal with the motion of the fluid domain. This approach based on the ALE-type discretization of the time-derivative in moving domains is popular in numerical computations, and the proof that we present below shows that the numerical schemes, based on this semi-discretization in time, are convergent. Moreover, our proof works in any dimension, see [32], and relaxes the regularity assumptions on \( \eta \), used in other works. This is especially important for generalizing the result to moving boundary problems, and to fluid-structure interaction problems where the regularity of the fluid domain is not known \( a \text{ priori} \), as we discuss in Section 4.2.

4.1.1 Problem definition

We assume that domain motion, described by \( \eta \), is such that:
1. $\eta \in W^{1,\infty}([0, T] \times \Omega)$,

2. $\eta(t, .) : \Omega \to \Omega(t)$ is a volume preserving bijective mapping, i.e. $\det \nabla \eta(t, .) = 1$, $t \in [0, T]$,

3. $\eta$ is Lipschitz in the sense that:
   - there exist constants $c_L, C_L > 0$ such that $\eta$ is bi-Lipschitz:
     \begin{equation}
     c_L |x - y| \leq |\eta(t, x) - \eta(t, y)| \leq C_L |x - y|,
     \end{equation}
   - $\eta$ is bi-Lipschitz in both space and time $(t, x)$ with the same Lipschitz constant $C_L$:
     \begin{equation}
     |\eta(s, x) - \eta(t, y)| \leq C_L (|x - y| + |s - t|).
     \end{equation}

We define the moving domain $\Omega(t)$ at time $t$ through $\eta$ as $\Omega(t) = \eta(t, \Omega)$, and denote

$$
(0, T) \times \Omega(t) = \cup_{t \in (0, T)} \Omega(t).
$$

With a slight abuse of notation we denote by $\eta^{-1}$ the function defined by $t \mapsto \eta(t, .)^{-1}$.

We are interested in studying the flow of an incompressible, viscous fluid in the cylinder $(0, T) \times \Omega(t)$, where the flow is modeled by the Navier-Stokes equations for an incompressible, viscous fluid, with the no-slip boundary condition at the moving boundary:

$$
\nabla \cdot u = 0 \text{ in the sense of distributions, and:}
$$

\begin{align}
\partial_t u + u \cdot \nabla u - \Delta u + \nabla p &= 0, \quad \nabla \cdot u = 0 \text{ in } (0, T) \times \Omega(t), \\
u(t, .) &= 0 \quad \text{on } \partial \Omega(t), \\
u(0, .) &= u_0 \quad \text{in } \partial \Omega(0).
\end{align}

\textbf{Definition 4.1.} A function $u \in L^\infty(0, T; L^2(\Omega(t))) \cap L^2(0, T; H^1(\Omega(t)))$ is a weak solution to problem (4.3)-(4.5) if $\nabla \cdot u = 0$ in the sense of distributions, and:

\begin{equation}
\int_0^T \int_{\Omega(t)} \left(-u \cdot \partial_t q + (u \cdot \nabla) u \cdot q + \nabla u : \nabla q\right) = \int_{\Omega(0)} u_0 \cdot q(t, .),
\end{equation}

for all $q \in C_c^\infty([0, T) \times \Omega(t))$ such that $\nabla \cdot q = 0$. 
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4.1.2 The semi-discretized problem

We construct a sequence of approximate solutions by semi-discretizing the problem in time. Let \( \Delta t = T/N \), where \( N \) corresponds to the sub-division of the time interval \((0, T)\) into \( N \) sub-intervals. Since the fluid domain is moving, at every time step we need to solve a problem defined on a different domain: \( \Omega^n_{\Delta t} = \eta(n\Delta t, \Omega), \ n \in \{1, \ldots, N\} \). This introduces difficulties in defining the discretized time derivative, since each of the functions, defined by a finite difference approximation, is defined on a different domain. To get around this difficulty, we map the current domain onto the previous domain via an ALE mapping \( A^n_{\Delta t} \), defined by:

\[
A^n_{\Delta t} : \Omega^{n+1}_{\Delta t} \rightarrow \Omega^n_{\Delta t}, \text{ such that } A^n_{\Delta t} = \eta(n\Delta t, \cdot) \circ \eta((n + 1)\Delta t, \cdot)^{-1}.
\]  

Notice that \( A^n \) is volume preserving, i.e. \( \det \nabla A^n = 1 \). Moreover, the ALE velocity, i.e., the domain velocity, is given by

\[
w^n_{\Delta t} = \partial_t \eta(n\Delta t, \cdot) \circ \eta(n\Delta t, \cdot)^{-1}.
\]

Approximate solutions \( u^n_{\Delta t} \) are then defined by the following time-marching scheme:

\[
\int_{\Omega^{n+1}_{\Delta t}} \left( \frac{u^{n+1}_{\Delta t} - u^n_{\Delta t}}{\Delta t} \circ A^n_{\Delta t} + (u^n_{\Delta t} - w^{n+1}_{\Delta t}) \cdot \nabla u^{n+1}_{\Delta t} \right) \cdot q + \int_{\Omega^{n+1}_{\Delta t}} \nabla u^{n+1}_{\Delta t} : \nabla q = 0, \ q \in C^\infty(\Omega^{n+1}_{\Delta t}),
\]

with \( \nabla \cdot q = \nabla \cdot u^{n+1}_{\Delta t} = 0 \) in distribution sense.

(4.8)

Remark 4.1. We will be assuming that the functions \( u^n_{\Delta t} \) are extended by 0 outside of \( \Omega^n_{\Delta t} \).

By this remark, the nonlinear advection term is well-defined, since, outside \( \Omega^n_{\Delta t} \), the function \( u^n_{\Delta t} \) is zero, and outside \( \Omega^{n+1}_{\Delta t} \) the function \( u^{n+1}_{\Delta t} \) is zero. In the limit as \( \Delta t \rightarrow 0 \), the “error” will converge to zero, because the functions \( \eta \), which determine the fluid domains, are continuous both in space and time, and so the characteristic functions of the difference \( \Omega^{n+1}_{\Delta t} \setminus \Omega^n_{\Delta t} \) will converge to zero strongly, as \( \Delta t \rightarrow 0 \). Therefore, passing to the limit as \( \Delta t \rightarrow 0 \) will give the correct nonlinear advection term defined on the current fluid domain \( \Omega(t) \).

Remark 4.2. Instead of the ALE formulation (4.8), one can formulate the approximate solutions by taking \( u^n_{\Delta t} \) instead of \( u^n_{\Delta t} \circ A^n_{\Delta t} \), where \( u^n_{\Delta t} \) is defined on \( \Omega^{n+1}_{\Delta t} \) by using extension by 0. In that case there is no ALE derivative term \( w \). This approach was used by Ladyzhenskaya in [18] to prove the existence of a strong solution to problem (4.5). However, this approach is not suitable for more complicated moving boundary problems, since extensions by 0 cannot be used. This, together with the fact that ALE is widely used in numerical computations, are the reasons why we prefer to use the ALE formulation presented above.

The existence of the \( u^n_{\Delta t} \)'s satisfying (4.8) can be shown in a classical way, see, e.g., Temam [32], Chapter III.4, or [24] for the existence proof of a similar problem. Furthermore, it can be shown that such a solution satisfies the following energy estimate.
Lemma 4.1. There exists an absolute constant $C > 0$ such that for each $\Delta t > 0$ and $n \in \{1, \ldots, N\}$ solution $u^n_{\Delta t}$ of (4.8) satisfies the following energy estimate:

$$
\|u^n_{\Delta t}\|_{L^2(\Omega^n_{\Delta t})}^2 + \sum_{k=0}^{n-1} \|u^{k+1}_{\Delta t} - (u^k_{\Delta t} \circ A^k_{\Delta t})\|_{L^2(\Omega^{k+1}_{\Delta t})}^2 + \sum_{k=1}^{n} \|\nabla u^n_{\Delta t}\|_{L^2(\Omega^n_{\Delta t})}^2 \leq C \|u_0\|_{L^2(\Omega)}. \tag{4.9}
$$

For each fixed $\Delta t > 0$ approximations $u^n_{\Delta t}$ define a function $u_{\Delta t}$, which is piecewise constant on each sub-interval $(n\Delta t, (n+1)\Delta t) \subset (0, T)$. The goal of this section is to show that the compactness result from Sec. 3 can be applied to the sequence $\{u^n_{\Delta t}\}$, defined by (4.8). Namely, we want to show that the sequence $\{u^n_{\Delta t}\}$ is precompact in $L^2(0, T; H)$, where $H$ is a Hilbert space defined below.

### 4.1.3 Compactness result

To state the main compactness result of this section we have to define the relevant function spaces. For this purpose we first introduce the “maximal” fluid domain $\Omega_M$, which contains all the time-dependent domains $\Omega(t)$, i.e., $\Omega_M$ is a domain such that $\Omega(t) \subset \Omega_M$, $t \in [0, T]$. We will be assuming that $\Omega(t) \subset \Omega_M \subset \mathbb{R}^d$, where $d$ is the dimension of the physical space. As a result, the fluid velocity is a vector function with $d$ components. We introduce the following function spaces:

- The overarching function spaces:
  $$H = L^2(\Omega_M)^d, \quad V = H^1_0(\Omega_M)^d, \tag{4.10}$$

- The approximation function spaces:
  $$V^n_{\Delta t} = \{u \in H^1_0(\Omega^n_{\Delta t})^d : \nabla \cdot u = 0\}, \quad Q^n_{\Delta t} = H^s(\Omega^n_{\Delta t})^d \cap V^n_{\Delta t}, \quad s > n/2, \tag{4.11}$$

- The function spaces associated with the time shifts $\tau_h u(t, \cdot)$, where $h = l\Delta t$, for $l \in \{1, \ldots, N\}$:
  $$Q^n_{\Delta t}^{n,l} = \{q \in H^s(\Omega^n_{\Delta t})^d \cap V^n_{\Delta t} : \nabla \cdot q = 0\}, \tag{4.12}$$

where $\Omega^n_{\Delta t}^{n,l}$ is a common domain contained in all the time-shifts by $i\Delta t$, $i \in \{0, \ldots, l\}$, constructed below.

**Remark 4.3.** In the rest of this section we assume that all the functions are extended by 0 to $\Omega_M$.

To construct the domain $\Omega^n_{\Delta t}^{n,l}$ from (4.12), which is contained in all the time-shifts, we consider

$$\Omega_\gamma = \{x \in \Omega : \text{dist}(x, \partial\Omega) > \gamma\},$$

where $\gamma > 0$. For $\Omega$ Lipschitz, and $\gamma$ small enough, $\Omega_\gamma$ is also a Lipschitz domain. We would like to find a $\gamma > 0$, which depends on $h = l\Delta t$, so that the image $\eta(n\Delta t, \Omega_\gamma)$ of $\Omega_\gamma$ is contained in all the domains $\Omega^n_{\Delta t}^{n,l}$, for $i \in \{0, \ldots, l\}$. For this purpose we prove the following simple geometric lemma (see also [23] Propositions 4 and 5).
Lemma 4.2. Let $t \in [0, T]$. Then for $\gamma = \frac{2 n}{C_L} h$, where $c_L$ and $C_L$ are the Lipschitz constants given by (4.1) and (4.2), and $h = \Delta t$, we have $\eta(t, \Omega_t) \subset \eta(s, \Omega)$, for all $s \in [0, T]$, such that $|s - t| < h$.

Proof. The proof is a consequence of the Lipschitz continuity of $\eta$ and the bounds on the Lipschitz constants in (4.1) and (4.2). More precisely, we will show that the boundary $\partial(\eta(s, \Omega))$ of the domain corresponding to time $s$, cannot intersect the boundary $\eta(t, \Omega_t)$, which is at least $\gamma$ units away from the boundary of the domain corresponding to the time $t$, as long as $|s - t| < h$, where $\gamma = \frac{2 n}{C_L} h$. Take $x' \in \partial(\eta(t, \Omega))$. Since $\eta(t, \cdot)$ is injective and continuous, there exists an $x \in \partial \Omega$ such that $x' = \eta(t, x)$. Moreover, let $y' \in \eta(t, \Omega_t)$, $y' = \eta(t, y)$, $y \in \Omega$. Then by (4.1) we have:

$$|x' - y'| = |\eta(t, x) - \eta(t, y)| \geq c_L |x - y| \geq 2C_L h. \tag{4.13}$$

Now, let us take $\bar{x} = \eta(s, x) \in \partial(\eta(s, \Omega))$, $x \in \partial \Omega$. From (4.2) we have:

$$|\bar{x} - x'| = |\eta(s, x) - \eta(t, x)| \leq C_L |s - t| \leq C_L h.$$ 

Therefore, from (4.13) and $\gamma = \frac{2 n}{C_L} h$, we conclude that $\bar{x} \notin \eta(t, \Omega_t)$, which proves the lemma. \qed

Corollary 4.1. Domain $\Omega^{n, i}_{\Delta t} := \eta(n \Delta t, \Omega_{\frac{n}{2} \Delta t, l \Delta t})$ has the property that $\Omega^{n, i}_{\Delta t} \subset \Omega^{n+i}_{\Delta t}$, $\forall i \in \{0, \ldots, l\}$.

Before we proceed, we mention that one can use several approaches inside our framework to prove the existence of a weak solution. One natural approach would be to use the change of variables introduced in [11] to transfer the test function between the fluid domains at different time. Namely, the change of variables from [11] preserves the divergence free condition provided that there exists a volume preserving diffeomorphism between different fluid domains, and is therefore also suitable for transforming the test functions. However, this approach requires higher regularity assumptions on $\eta$. We propose a different approach, which relaxes the regularity assumptions on $\eta$.

We continue by defining the velocity functions that depend on both time and space by introducing $\{u_{\Delta t}\} \subset L^2(0, T; H)$ which are piecewise constant in $t$, i.e.

$$u_{\Delta t} = u^n_{\Delta t} \quad \text{on } ((n - 1) \Delta t, n \Delta t], \quad n = 1, \ldots, N,$$

as well as the corresponding time-shifts, denoted by $\tau_h$, defined by $\tau_h u_{\Delta t}(t, \cdot) = u_{\Delta t}(t - h, \cdot)$, $h \in \mathbb{R}$.

Theorem 4.1. (Compactness result for moving boundary problem) The sequence $\{u_{\Delta t}\}$, introduced in Sec. 4.1.2, satisfying the weak formulation (4.8), and energy estimate (4.9), is relatively compact in $L^2(0, T; (L^2(\Omega_M))^d)$.

Proof. We would like to show that the assumptions (A)-(C) from Theorem 3.1 hold true.

Property A: Strong bounds. The strong bounds (A1) and (A2) follow directly from the energy inequality for approximate solutions (4.9).

To show (A3) we need to show that

$$\|\tau_{\Delta t} u_{\Delta t} - u_{\Delta t}\|_{L^2(\Delta t, T; L^2(\Omega_M))} = \sum_{n=1}^N \|u^n_{\Delta t} - u^{n-1}_{\Delta t}\|_{L^2(\Omega_M)} \Delta t \leq C \Delta t.$$
Indeed, from the triangle inequality we have:
\[
\sum_{n=1}^{N} \|u_{\Delta t}^{n} - u_{\Delta t}^{n-1}\|_{L^2(\Omega_M)}^2 \leq \sum_{n=1}^{N} \|u_{\Delta t}^{n} - u_{\Delta t}^{n-1} \circ A_{\Delta t}^{n-1}\|_{L^2(\Omega_M)}^2 + \sum_{n=1}^{N} \|u_{\Delta t}^{n-1} \circ A_{\Delta t}^{n-1} - u_{\Delta t}^{n-1}\|_{L^2(\Omega_M)}^2.
\]

Now, the first term on the right hand side can be bounded by the constant from the energy estimate \[4.9\]. The second term will be estimated using the following lemma:

**Lemma 4.3.** There exists a constant \(C > 0\), independent of \(\Delta t\) and \(n\), such that
\[
\|u_{\Delta t}^{n} \circ A_{\Delta t}^{n} - u_{\Delta t}^{n-1}\|_{L^2(\Omega_M)} \leq C\|\nabla u_{\Delta t}^{n}\|_{L^2(\Omega_M)} \Delta t.
\]

**Proof.** By the mean value theorem we get:
\[
\left| \int_{\Omega_M} (u_{\Delta t}^{n} \circ A_{\Delta t}^{n}) - u_{\Delta t}^{n-1} \right|^2 dx \leq \int_{\Omega_M} \left| \int_{0}^{1} \nabla u^n(s A_{\Delta t}^{n}(x) - (1-s)x)\|_{L^2(\Omega_M)} \right|^2 ds dx
\]
\[
\leq C \Delta t^2 \|\partial_t \eta\|_{L^\infty} \|\nabla u^n\|_{L^2}^2.
\]

Here \(\text{id}\) denotes the identity mapping. In the last inequality we have used the Lipschitz property in time of \(\eta\), i.e., of the ALE mappings \(A_{\Delta t}^{n}\), to obtain the desired estimate. \(\square\)

**Property B: Uniform time-derivative bound.** We want to estimate the following norm:
\[
\|P_{\Delta t}^{n+1} \frac{u_{\Delta t}^{n+1} - u_{\Delta t}^{n}}{\Delta t}\|_{(Q_{\Delta t}^{n+1})'} = \sup_{\|q\|_{Q_{\Delta t}^{n+1}} = 1} \left| \int_{Q_{\Delta t}^{n+1}} \frac{u_{\Delta t}^{n+1} - u_{\Delta t}^{n}}{\Delta t} \cdot q dx \right|
\]

We rewrite the integral on the right hand-side as follows:
\[
\int_{Q_{\Delta t}^{n+1}} \frac{u_{\Delta t}^{n+1} - u_{\Delta t}^{n}}{\Delta t} \cdot q = \int_{Q_{\Delta t}^{n+1}} \frac{u_{\Delta t}^{n+1} - u_{\Delta t}^{n} \circ A_{\Delta t}^{n}}{\Delta t} \cdot q dx + \int_{Q_{\Delta t}^{n+1}} \frac{u_{\Delta t}^{n} \circ A_{\Delta t}^{n} - u_{\Delta t}^{n}}{\Delta t} \cdot q dx, \quad q \in Q_{\Delta t}^{n+1},
\]
and estimate each of the two integrals on the right hand-side. The first one is estimated by using the weak form \[4.8\] of the problem:
\[
\left| \int_{Q_{\Delta t}^{n+1}} \frac{u_{\Delta t}^{n+1} - u_{\Delta t}^{n} \circ A_{\Delta t}^{n}}{\Delta t} \cdot q \right| \leq \int_{Q_{\Delta t}^{n+1}} (u_{\Delta t}^{n} \circ A_{\Delta t}^{n}) \cdot \nabla u_{\Delta t}^{n+1} \cdot q + \int_{Q_{\Delta t}^{n+1}} \nabla u_{\Delta t}^{n+1} : \nabla q
\]
\[
\leq C\|u_{\Delta t}^{n}\|_{H} \|u_{\Delta t}^{n+1}\|_{V_{\Delta t}^{n+1}} \|q\|_{L^\infty} + \|u_{\Delta t}^{n+1}\|_{V_{\Delta t}^{n+1}} \|q\|_{V} \leq C\|u_{\Delta t}^{n+1}\|_{V_{\Delta t}^{n+1}} \|q\|_{H^*(\Omega_{\Delta t}^{n+1})}.
\]
The second one is estimated by using Lemma 4.3 and Cauchy-Schwarz inequality. \(\square\)

**Property C: Smooth dependence of (approximate) function spaces on time.**

**Property C1: The existence of a common test space.** We set \(Q_{\Delta t}^{n,l}\) to be the common test space. By Corollary 4.1 \(Q_{\Delta t}^{n,l} \subset Q_{\Delta t}^{n+1}, \ i = 0, \ldots, l\), and so \(J_{\Delta t} q = q\), where we consider the functions defined outside the minimal domain using extensions by 0.
Property C2: Approximation property of solution spaces. We define $V_{\Delta t}^{n, l}$ to be the closure of $Q_{\Delta t}^{n, l}$ in $V = H_0^1(\Omega_M)^d$, and construct the operators

$$I_{\Delta t, l, n}^i : V_{\Delta t}^{n + i} \to V_{\Delta t}^{n, l}$$

for which we need to show that (3.4) and (3.5) hold.

First notice that

$$V_{\Delta t}^{n, l} = \overline{Q_{\Delta t}^{n, l}H^1} = \{ u \in H_0^1(\Omega_M) : \nabla \cdot u = 0 \},$$

and so the functions in $V_{\Delta t}^{n, l}$ are in $H_0^1$, defined on the common domain $\Omega_{\Delta t}^{n, l}$, and are divergence free.

To construct an operator $I_{\Delta t, l, n}^i$, for each fixed $i \in \{0, \ldots, l\}$, we take a function $u \in V_{\Delta t}^{n + i}$ and associate to it a function $\tilde{u} \in V_{\Delta t}^{n, l}$, which is constructed in three steps, as follows. First, we consider the restriction of $u$ on $V_{\Delta t}^{n, l}$. Such a function is not necessarily zero on the boundary $\partial \Omega_{\Delta t}^{n, l}$. This is why we “move” a bit inside $\Omega_{\Delta t}^{n, l}$, i.e., we construct a subset $\tilde{\Omega}_{\Delta t, l, n}^i \subset \Omega_{\Delta t}^{n, l}$, and consider $u$ outside of $\tilde{\Omega}_{\Delta t, l, n}^i$, i.e., on $\Omega_{\Delta t}^{n, l} \setminus \tilde{\Omega}_{\Delta t, l, n}^i$, extend it to the rest of $\tilde{\Omega}_{\Delta t, l, n}^i$ via an extension operator, to get a function $v$. By subtracting $v$ from $u$ we obtain a function which is zero on $\partial \Omega_{\Delta t}^{n, l}$, but is no longer divergence free inside $\tilde{\Omega}_{\Delta t, l, n}^i$. We “correct” this by adding a function $w$ which is such that $\tilde{u} := u - v + w$ is divergence free. By paying attention to details in this construction, as we explain below, $\tilde{u}$ can be constructed such that it is in $V_{\Delta t}^{n, l}$, and is such that $\tilde{u}$ is a good approximation of $u$ in the sense of Property C2.

More precisely, fix $i, n$, and $l$, and recall that $h = l\Delta t$. Define $\Omega_{\bar{\gamma}}$, which is contained in all the domains $\Omega_{\Delta t}^{n, i}$, as well as $\Omega_{\Delta t}^{n, l}$, by taking $\bar{\gamma} = 4 \frac{CL}{h}$. Consider the domain

$$\tilde{\Omega}_{\Delta t, l, n}^i = \eta((n + i)\Delta t, \Omega_{\bar{\gamma}}), \quad \bar{\gamma} = 4 \frac{CL}{h},$$

which is obtained by taking $\eta$ at time $t = (n + i)\Delta t$, but defined on the smallest domain $\Omega_{\bar{\gamma}}$. By Lemma 4.2 we have $\tilde{\Omega}_{\Delta t, l, n}^i \subset \Omega_{\Delta t}^{n, l} \subset \Omega_{\Delta t}^{n, i}$.

Define $\tilde{S}_h = \Omega_{\Delta t}^{n, i} \setminus \tilde{\Omega}_{\Delta t, l, n}^i$. Because $\bar{\gamma} = 4 \frac{CL}{h}$, and $\eta$ are Lipschitz continuous, it is easy to see $|\tilde{S}_h| \leq C\Delta t$. Let $v = E_h u|_{\tilde{S}_h}$, where $E_h$ is an extension operator from domain $\tilde{S}_h$ onto the entire domain $\Omega_{\Delta t}^{n, i}$. By the well-known theorem for extension operators, see Thm 5.24 in [1], we have:

$$\|v\|_{W^{1,p}(\Omega_M)} \leq C\|u\|_{W^{1,p}(\tilde{S}_h)} \leq C\|u\|_{H^1(\Omega_M)}|\tilde{S}_h|(2-p)/p, \quad p < 2, \quad (4.16)$$

$$\|v\|_{H^1(\Omega_M)} \leq C\|u\|_{H^1(\Omega_M)}. \quad (4.17)$$

Here, the first inequality in (4.16) follows from [1]. The second inequality in (4.16) is a consequence of Hölder inequality. We note that the constant above depends on the domain (Lipschitz domain), therefore, it depends on $i, n, l$. However, for small enough $h$, we argue that we can take the constant independent of $h$ by using the same partition of unity for all domains $\tilde{S}_h$, since these domains are close to each other.

By this construction, the trace of $u - v$ is zero on $\partial \Omega_{\Delta t}^{n, l}$. However, the difference $u - v$ is not divergence free. To rectify this, we introduce a function $w \in W_0^{1,p}(\tilde{\Omega}_{\Delta t, l, n}^i), p \leq 2$, which is a solution to the following problem:

$$\nabla \cdot w = \nabla \cdot v \quad \text{in } \tilde{\Omega}_{\Delta t, l, n}^i. \quad (4.18)$$
Solutions of this problem are given by construction in [14], Thm. III.3.1, provided that the right hand-side satisfies the following compatibility condition:

\[
\int_{\tilde{\Omega}_{\Delta t,l,n}} \nabla \cdot \mathbf{v} = \int_{\partial \tilde{\Omega}_{\Delta t,l,n}} \mathbf{v} \cdot \mathbf{n} = \int_{\tilde{\Omega}_{\Delta t,l,n}} \mathbf{u} \cdot \mathbf{n} = \int_{\tilde{\Omega}_{\Delta t,l,n}} \nabla \cdot \mathbf{u} = 0.
\]

Using this “correction” \( w \) we can now define a function \( \tilde{u} := u - v + w \), and the mapping \( I_{\Delta t,n,l}^i \) so that

\[
I_{\Delta t,n,l}^i \mathbf{u} = \tilde{u},
\]

which satisfies the following properties: (1) \( \tilde{u} \in H_0^1(\tilde{\Omega}_{\Delta t,l,n}) \subset V_{\Delta t}^{n,l} \), and (2) \( \nabla \cdot \tilde{u} = 0 \).

We now show that inequalities (3.4) and (3.5) are satisfied. To show (3.4) we need to prove the existence of a universal constant \( C > 0 \) such that

\[
\| \tilde{u} \|_{V_{\Delta t}^{n,l}} \leq C \| u \|_{V_{\Delta t}^{n,l+i}}.
\]

First, from [14], Thm. III.3.1 we have

\[
\| w \|_{W_0^{1,p}(\tilde{\Omega}_{\Delta t,l,n})} \leq C(t,h) \| v \|_{W_0^{1,p}(\tilde{\Omega}_{\Delta t,l,n})}, \quad p \leq 2.
\]

(4.19)

However, the constant \( C \) depends on \( t \) and \( h \). We claim that there exists an absolute constant \( C > 0 \) such that \( C(t,h) < C \), and (3.4) is satisfied. Suppose that this is not true, i.e. there exists a sequence \( (t_n,h_n) \to (t,h) \) such that \( C(t_n,h_n) \to \infty \). The existence of a sequence \( (t_n,h_n) \to (t,h) \) such that \( C(t_n,h_n) \to \infty \) contradicts Thm. III.3.1 from [14] and the fact that \( \eta \), which is the limiting domain, is a Lipschitz function with a finite constant \( C(t,h) < \infty \).

Now we have:

\[
\| \tilde{u} \|_{V_{\Delta t}^{n,l}} \leq \| u \|_{V_{\Delta t}^{n,l}} + \| w \|_{V_{\Delta t}^{n,l}} + \| v \|_{V_{\Delta t}^{n,l}} \leq \| u \|_{V_{\Delta t}^{n,l+i}} + C \| v \|_{V_{\Delta t}^{n,l+i}} \leq C \| u \|_{V_{\Delta t}^{n,l+i}},
\]

where the last inequality follows from (4.17), by recalling the \( v \) and \( u \) are extended by zero outside \( \Omega_{\Delta t}^{n+i} \). Therefore, (3.4) holds.

To show that (3.5) holds, we need to show that there exists a monotonically increasing function \( g \) such that \( g \to 0 \) as \( h \to 0 \), and

\[
\| u - \tilde{u} \|_{L^2(\Omega_M)} \leq g(l\Delta t) \| u \|_{V_{\Delta t}^{n,i}}.
\]

(4.20)

We calculate:

\[
\| u - \tilde{u} \|_{L^2(\Omega_M)} \leq \| v \|_{L^2(\Omega_M)} + \| w \|_{L^2(\Omega_M)} \leq C(\| v \|_{W^{1,p}} + \| w \|_{W^{1,p}}) \leq C h^{(2-p)/p} \| u \|_{H^1(\Omega_M)},
\]

(4.21)

with \( 2d/(d+2) \leq p < 2 \) (Sobolev embedding of \( L^2 \) into \( W^{1,p} \)), where we have used (4.19), (4.16) and (4.17) in the last inequality. We conclude that (4.20) holds by recalling that \( u \) is zero outside \( \tilde{\Omega}_{\Delta t}^{n+i} \).
Remark 4.4 (On the regularity assumption on $\eta$). Property (C2) holds even when $\eta$ is not necessarily Lipschitz. For example, Property (C2) can be verified for a fluid domain which is only a sub-graph of a Hölder continuous function. This shows that our framework is rather flexible, in the sense that it can be applied to scenarios requiring significantly less regularity of $\eta$ than the current results in literature.

Property C3: Uniform Ehrling Property. We follow the main steps of the proof of the classical Ehrling’s lemma and use the method of contradiction. To simplify notation we introduce only one index $i$ to denote the sequences of function spaces $H^{n,i}_{\Delta t}$, $V^{n,i}_{\Delta t}$, $Q^{n,i}_{\Delta t}$, which will now be denoted by $H^i$, $V^i$, $Q^i$.

Suppose that the statement of the Uniform Ehrling Property is false, i.e., that there exists a $\delta > 0$ such that for every $k > 0$, there exists a sub-sequence, $u_{i_k} \in V^{i_k}$, indexed by $i_k$, such that

$$\|u_{i_k}\|_{H^i} > \delta \|u_{i_k}\|_{V^{i_k}} + k \|u_{i_k}\|_{(Q^{i_k})'}.$$  \hfill (4.22)

Again, for simplicity, in the rest of the proof we will write $u_k$ instead of $u_{i_k}$.

Without the loss of generality we assume $\|u_k\|_{H^i} = 1$ (otherwise we can divide (4.22) by $\|u_k\|_{H^i}$). Inequality (4.22) implies that

$$\|u_k\|_{V^i} \leq \frac{1}{\delta}, \text{ and } \|u_k\|_{(Q^i)'} \to 0, \text{ as } k \to \infty. \hfill (4.23)$$

We will show that (4.23) contradicts $\|u_k\|_{H^i} = 1$.

For this purpose, we first notice that due to the uniform boundedness $\|u_k\|_{V^i} \leq \frac{1}{\delta}$, and the fact that $V_k \subset V$ for each $k$, and $V \subset \subset H$, there exists a subsequence, still denoted by $u_k$, such that $u_k$ converges to some $u$ in $H$, i.e., $u_k \to u$ in $H$.

On the other hand, each of those spaces $V_k$, has an associated function $\eta^k$, which defines the domain $\Omega^k = \eta^k(\Omega_{\eta^k})$, on which the spaces $H^k$, $V^k$, $Q^k$ are defined. Since sequence $\eta_k$ is bounded in $W^{1,\infty}$, and $\gamma_k$ in $\mathbb{R}$, there exists a subsequence (again denoted by $\eta_{i_k}$, and by $\gamma_k$) such that $\eta_{i_k}$ converges to some $\eta$, i.e., $\eta_{i_k} \to \eta$ in $C(\overline{\Omega_M})$, and $\gamma_k \to \gamma$, for some $\gamma \geq 0$.

Let $\Omega_\eta = \eta(\Omega_\eta)$. We will show that $u = 0$ on $\Omega_\eta$, and on $\Omega_M \setminus \Omega_\eta$, which implies $u = 0$ in $\Omega_M$, which contradicts the assumption that $\|u_k\|_{H^i} = 1$.

Let $K$ be a compact subset of $\Omega_\eta$, and $q \in C_\infty(\Omega_M)$ such that supp $q \subset K$. Then, because of the uniform convergence of $\eta_{i_k}$, there exists a $k_0 > 0$ such that $K$ is contained compactly in infinitely many sets $\Omega^k$, i.e., $K \subset \subset \Omega^k$, $k \geq k_0$. Therefore, $q \in Q^k$, for all $k \geq k_0$, and hence, by using the second statement in (4.23), we obtain:

$$\int_{\Omega_\eta} u \cdot q = \lim_{k \to \infty} \int_{\Omega^k} u_k \cdot q = 0. \hfill (4.24)$$

In other words, (4.24) implies that $u$ is orthogonal to the divergence free fields $q$ (recall both $u$ and $q$ are zero outside $\Omega_\eta$). But, since $u$ is divergence free itself, it follows from the Helmholtz decomposition that $u$ is both in the orthogonal complement of divergence free fields, and in the space of divergence free fields, and so $u$ must be equal to zero.
Let us now take a compact set \( S \subset \Omega_M \setminus \Omega_\eta \). Again, because of the uniform convergence of \( \eta_k \), there exists a \( k_1 > 0 \) such that \( \mathbf{u}_k = 0 \) on \( S \), for all \( k \geq k_1 \). Therefore \( \mathbf{u} = 0 \) on \( S \). Since, \( S \) was an arbitrary compact subset of \( \Omega_M \setminus \Omega_\eta \) we conclude that \( \mathbf{u} = 0 \) on \( \Omega_M \setminus \Omega_\eta \).

Therefore \( \mathbf{u} = 0 \) in \( \Omega_M \), which contradicts the assumption \( \| \mathbf{u}_k \|_{H^1} = 1 \), and concludes the proof of the uniform Ehrling property.

4.2 Fluid-structure interaction with the no-slip condition

We show here how Theorem 3.1 can be applied to prove existence of a weak solution to a fluid-structure interaction problem between an incompressible, viscous fluid and an elastic structure modeled by the linear Koiter shell equations. Existence of weak solutions to this FSI problem was first studied in [24]. We show here how the compactness theorem discussed in the present manuscript can be directly applied to the problem studied in [24]. We present here the definition of the FSI problem, and the main energy estimates obtained in [24], which are important for the compactness proof. Then we verify assumptions (A)-(C), and state the compactness results of Theorem 3.1 as it applies to the approximate sequences of functions, constructed in [24], approximating weak solutions of the underlying FSI problem.

4.2.1 Problem definition

We consider a nonlinear moving boundary problem modeling the flow of an incompressible, viscous fluid through an elastic cylinder. The fluid flow is modeled by the Navier-Stokes equations for an incompressible, viscous fluid:

\[
\begin{align*}
\rho_f \partial_t \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} &= -\nabla \cdot \mathbf{\sigma} \\
\nabla \cdot \mathbf{u} &= 0
\end{align*}
\]  

in \( \Omega_\eta(t) \), \( t \in (0,T) \),

(4.25)

where \( \mathbf{\sigma} \) is the Cauchy stress tensor, \( \rho_f \) is the fluid density, and \( \mathbf{u} = \mathbf{u}(\mathbf{x},t) \) is the fluid velocity. The equations are defined on the domain \( \Omega_\eta(t) \) which depends on time, and also on the position of the elastic structure whose displacement is denoted by \( \eta \). Displacement \( \eta(\mathbf{x},t) \) is determined from the elastodynamics of the structure modeled by, e.g., the elastic shell equations, which are defined on a reference configuration \( \Gamma \) (in Lagrangian formulation), and can be written in general form as:

\[
\rho_S h \partial_t \eta + \mathcal{L}_\omega \eta = \mathbf{f}, \quad \text{on } \Gamma, \ t \in (0,T),
\]

(4.26)

where \( \rho_S \) is the structure density, \( h \) the elastic shell thickness, \( \mathbf{f} \) is linear force density acting on the shell, and \( \eta \) is shell displacement from the reference configuration \( \Gamma \). See Figure 1. Operator \( \mathcal{L}_\omega \) is a linear, continuous, positive-definite, coercive operator on a function space \( \chi \). For example, for the linearly elastic Koiter shell considered in [24], where only radial component of displacement was considered to be different from zero, the space \( \chi = H^2_0(\Gamma) \). Equations (4.25) and (4.53) are supplemented with initial and boundary conditions.

The fluid and structure interact through a two-way coupling, which takes place at the fluid-structure interface, which we denote by \( \Gamma_\eta(t) \). The fluid flow influences the motion of the structure.
through traction forces exerted by the fluid onto the structure at $\Gamma^\eta(t)$, while the motion of the structure influences the fluid through the kinetic and potential energy associated with the elastodynamics of the shell. Additionally, at the fluid-structure interface $\Gamma^\eta(t)$ the velocities of the fluid and structure are coupled via a kinematic coupling condition such as, e.g., the no-slip condition. In the next section we consider the kinematic coupling condition described by the Navier slip condition.

Thus, the following two coupling conditions evaluated at the fluid-structure interface $\Gamma^\eta(t)$ describe the fluid-structure coupling:

$$\partial_t \eta = u|_{\Gamma^\eta(t)},$$

$$\rho S h \partial_t \eta + \mathcal{L}_e \eta = \sigma n|_{\Gamma^\eta(t)},$$

Here $n$ is the (outward) unit normal to the fluid-structure interface $\Gamma^\eta(t)$, and notation $u|_{\Gamma^\eta(t)}$ means that the fluid velocity $u$ is evaluated at the current location of the interface $\Gamma^\eta(t)$. Condition (4.27) is called the kinematic, and (4.28) is called the dynamic coupling condition. Condition (4.28) assumes zero traction from the external environment. Otherwise, the right hand side of (4.28) is given by the jump between the traction exerted by the fluid onto the thin structure and the exterior.

Equations (4.25), (4.53), (4.27), and (4.28) define a nonlinear moving-boundary problem for the unknown functions $u$ and $\eta$. This problem can be written as a first-order system (1.1) by introducing a new variable $v = \partial_t \eta$, which denotes the structure velocity. In that case problem (4.25) - (4.28) reads:

$$\rho_f \partial_t u = \rho_f (u \cdot \nabla) u + \nabla \cdot \sigma, \quad \text{with constraint } \nabla \cdot u = 0 \quad \text{in } \Omega^\eta(t), \ t \in (0, T),$$

$$\partial_t \eta = u|_{\Gamma^\eta(t)}$$

$$\rho S h \partial_t v = -\mathcal{L}_e \eta + \sigma n|_{\Gamma^\eta(t)}$$

$$\partial_t \eta = v$$

in $\Gamma$, $t \in (0, T)$.

Recall that the problem studied in [24] considered only the radial component of structure displacement to be different from zero, denoting it by $\eta$. The corresponding structure velocity $v$ becomes $v e_r$.

To write a weak formulation of problem (4.29) as considered in [24], the following function space describes the behavior of the fluid velocity:

$$V_F(\Omega^\eta) = \{ u \in H^1(\Omega^\eta) : \nabla \cdot u = 0, \ u = v e_r \text{ on } \Gamma^\eta, \ u \cdot e_r = 0 \text{ on } \partial \Omega^\eta \setminus \Gamma^\eta \}.$$
The test functions \( q \) for the fluid velocity and the test functions \( \psi \) for the structure are required to belong to

\[
Q^n = \{(q, \psi) \in \left(V_F(\Omega^n) \cap H^4(\Omega^n)\right) \times H^2(\Gamma) : q|_{\Gamma^n} = \psi\}.
\]

The weak formulation is obtained by multiplying the momentum equation in the Navier-Stokes equations by \( q \), and the structure equation \([1.53]\) by \( \psi \) and integrating by parts. After taking into account the divergence-free condition and the dynamic coupling condition \([4.28]\), it was shown in \([24]\) that the following weak formulation holds: find \((u, \eta)\) such that

\[
\rho_f \int_{\Omega^n(t)} (\partial_t u + (u \cdot \nabla)u \cdot q) + 2\mu \int_{\Omega^n(t)} D(u) : D(q) + \rho_S h \int_{\Gamma} \partial_t \psi a_e(\eta, \psi) = \langle F, q \rangle, \\
\int_{\Gamma} \partial_t \eta \psi = \int_{\Gamma} v \psi, \quad \forall (q, \psi) \in Q^n,
\]

with the prescribed initial conditions for the fluid velocity, the structure position and structure velocity. Here, the source term functional \( F \) is used to account for the boundary conditions at the inlet and outlet of the fluid domain, and \( \langle , \rangle \) denotes the duality pairing in the corresponding spaces. The term \( a_e(\eta, \psi) \) is the bi-linear form that results from operator \( L_e \) after integration by parts.

To make sense of the acceleration term involving the integral of \( \partial_t u \) over \( \Omega^n(t) \), it is convenient to introduce an Arbitrary Lagrangian-Eulerian (ALE) mapping which maps the moving domain onto a fixed reference domain \( \Omega \). To follow the approach in \([24]\), one can introduce an explicit formula for the ALE mapping:

\[
A_\eta(t) : \Omega \to \Omega^n(t), \quad A_\eta(t)(\tilde{z}, \tilde{r}) := \left( \frac{\tilde{z}}{(R + \eta(t, \tilde{z}))\tilde{r}} \right), \quad (\tilde{z}, \tilde{r}) \in \Omega,
\]

where \((\tilde{z}, \tilde{r})\) denote the coordinates in the reference domain \( \Omega = (0, L) \times (0, 1) \). The mapping \( A_\eta(t) \) is a bijection, and its Jacobian \( J^n \) and the related ALE domain velocity \( w^n \) are given by

\[
J^n = |\det \nabla A_\eta(t)| = |R + \eta(t, \tilde{z})|, \quad w^n = \partial_t \eta \tilde{r} e_r.
\]

Note that the transformed gradient, \( \nabla^n \) is given by

\[
\nabla^n = \left( \frac{\partial_{\tilde{z}} - \tilde{r}}{R + \eta} \frac{\partial_{\tilde{z}} \eta}{R + \eta} \frac{1}{R + \eta} \frac{\partial_{\tilde{r}}}{R + \eta} \right)^T,
\]

and so \( \nabla^n \psi = \nabla \psi (\nabla A_\eta)^{-1} \). We denote \( \sigma^n = -p^n I + 2\mu \nabla^n(u^n) \), where \( \nabla^n(u^n) = \frac{1}{2}(\nabla^n u^n + (\nabla^n)^T u^n) \).

The weak form \((4.30)\) can now be written in ALE form on \( \Omega \) (with the symmetrized advection term), as follows \([24]\):

\[
\rho_f \int_{\Omega} J^n \partial_t u \cdot q + \frac{\rho_f}{2} \int_{\Omega} J^n \left((u - w^n) \cdot \nabla^n u \cdot q - ((u - w^n) \cdot \nabla^n) q \cdot u - (\nabla^n \cdot w^n) q \cdot u \right) \\
+ 2\mu \int_{\Omega} J^n D^n(u) : D^n(q) + \rho_S h \int_{\Gamma} \partial_t \psi a_S(\eta, \psi) = \langle F, q \rangle, \\
\int_{\Gamma} \partial_t \eta \cdot \psi = \int_{\Gamma} v \cdot \psi, \quad \forall (q, \psi) \in Q^n,
\]
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where $Q^n$ is the test space defined for each $t$ by the ALE mapping $A^n$. The problem studied in [24] is driven by the inlet and outlet dynamic pressure data $P_{in/out}$, prescribed at $\Gamma_{in}$ and $\Gamma_{out}$ respectively, and so

$$\langle F, q \rangle := R(P_{in}(t) \int_{\Gamma_{in}} (qz)|_{\Gamma_{in}} - P_{out}(t) \int_{\Gamma_{out}} (qz)|_{\Gamma_{out}}). \quad (4.35)$$

The work in [24] addressed the existence of a weak solution to problem (4.29), providing the first constructive existence proof for FSI problems. It involved a semi-discretization approach, similar to the one described in Section 1.

**4.2.2 The semi-discretized problem**

We consider the time interval $(0, T)$ and divide it into $N$ sub-intervals, each of width $\Delta t = T/N$. The following sequences of approximations $\{u^n_{\Delta t}\}$, $\{\eta^n_{\Delta t}\}$, and $\{v^{n+1/2}_\Delta\}$, $i = 0, 1$ are constructed using the operator splitting strategy described in [24]. The resulting functions $\{u^n_{\Delta t}\}$, $\{\eta^n_{\Delta t}\}$, and $\{v^{n+1/2}_\Delta\}$, $i = 0, 1$ satisfy the following semi-discretized version of the weak form (4.34), which can be obtained after taking into account the precise form of the fluid domain velocity $w^n$ and of $\nabla^n \cdot w^n$ as specified above:

$$\rho_f \int_{\Omega} (R + \eta^n_{\Delta t}) \frac{u^{n+1}_{\Delta t} - u^n_{\Delta t}}{\Delta t} \cdot q + \frac{\rho_f}{2} \int_{\Omega} v^{n+1/2}_{\Delta t} u^{n+1}_{\Delta t} \cdot q + 2\mu \int_{\Omega} (R + \eta^n_{\Delta t}) D^{\eta^n_{\Delta t}}(u^{n+1}_{\Delta t} : D^{\eta^n_{\Delta t}}(q))$$

$$+ \frac{\theta_f}{2} \int_{\Omega} (R + \eta^n_{\Delta t}) \left[ \left( u^n_{\Delta t} - v^{n+1/2}_{\Delta t} re_r \right) \cdot \nabla \eta^n_{\Delta t} \right] u^{n+1}_{\Delta t} \cdot q - \left[ \left( u^n_{\Delta t} - v^{n+1/2}_{\Delta t} re_r \right) \cdot \nabla \eta^n_{\Delta t} \right] q \cdot u^{n+1}_{\Delta t} \right)$$

$$+ \rho_s h \int_{\Gamma} \frac{v^{n+1}_{\Delta t} - v^n_{\Delta t}}{\Delta t} \cdot q + a_e(\eta^n_{\Delta t}, \psi) = F^n(q),$$

$$\int_{\Gamma} \eta^n_{\Delta t} - \eta^n_{\Delta t} \frac{\eta^n_{\Delta t}}{\Delta t} \cdot q = \int_{\Gamma} v^{n+1/2}_{\Delta t} \cdot q, \quad \forall (q, \psi) \in Q^n_{\Delta t}, \quad (4.36)$$

with $\nabla \eta^n_{\Delta t} \cdot u^{n+1}_{\Delta t} = 0$, $u^{n+1}_{\Delta t}|_{\Gamma} = v^{n+1}_{\Delta t} e_r$, and $F^n(q) := R(P^n_{in} \int_{\Gamma_{in}} (qz)|_{\Gamma_{in}} - P^n_{out} \int_{\Gamma_{out}} (qz)|_{\Gamma_{out}})$, where $P^n_{in/out}$ denote the piecewise constant approximations of $P_{in/out}(t)$.

Notice that $u^{n+1}_{\Delta t}$ is defined via the ALE mapping associated with the "previous" (known) domain $\Omega^n_{\Delta t}$, i.e., $u^{n+1}_{\Delta t} = u^{n+1}_{\Delta t} \circ A^{-1}_{\eta^{n}_{\Delta t}}$. Thus, approximations $u^{n+1}_{\Delta t}$ with the superscript $n + 1$ correspond to the functions defined on the "previous" fluid domain $\Omega^n_{\Delta t}$, not the "current" one $\Omega^{n+1}_{\Delta t}$. Notice that this was our choice, which was based on typical approaches used in numerical simulations of this class of FSI problems. As $\Delta t \to 0$, the solution/limit will be independent of this choice.

It was shown in [24] that the following energy estimate holds.

**Proposition 4.1.** For each fixed $\Delta t > 0$, functions $\{u^n_{\Delta t}\}$, $\{\eta^n_{\Delta t}\}$, and $\{v^{n+1/2}_\Delta\}$, $i = 0, 1$ satisfy the
following discrete energy inequality:

\[
E_{\Delta t}^{n+1} + \frac{\rho_f}{2} \int_{\Omega} (R + \eta^{n}_{\Delta t})|u^{n+1}_{\Delta t} - u^n_{\Delta t}|^2 + \frac{\rho_s h}{2} \|v^{n+1}_{\Delta t} - v^n_{\Delta t}\|^2_{L^2(\Gamma)} + D_{N_t}^{n+1} \leq E_{\Delta t}^n + C \Delta t((P_{in}^n)^2 + (P_{out}^n)^2),
\]

(4.37)

where the total (kinetic and elastic) energy \(E_{\Delta t}^{n+1}\) and viscous dissipation \(D_{\Delta t}^{n+1}\) are defined by

\[
E_{\Delta t}^{n+1} = \frac{1}{2} \left( \rho_f \int_{\Omega} (R + \eta^n)|u^{n+1}_{\Delta t}|^2 + \rho_s h \|v^{n+1}_{\Delta t}\|^2_{L^2(\Gamma)} + \|\eta^{n+1}_{\Delta t}\|^2_{L^2_e} \right),
\]

(4.38)

\[
D_{\Delta t}^{n+1} = \Delta t \mu \int_{\Omega} (R + \eta^n)|D^{\eta^{n}_{\Delta t}}(u^{n+1}_{\Delta t})|^2.
\]

(4.39)

The constant \(C\) in the above estimate depends only on the parameters in the problem, and not on \(\Delta t\) (or \(N\)).

Here \(\|\cdot\|_{L^2_e}\) denotes the norm associated with the bilinear functional \(a_e\), i.e., with the elasticity operator \(L_e\). For a linearly elastic cylindrical Koiter shell allowing displacement only in the radial direction \(\|\cdot\|_{L^2_e}\) is equivalent to the \(H^2(\Gamma)\)-norm.

As a consequence, the following uniform energy bounds hold [24].

**Lemma 4.4.** There exists a constant \(C > 0\) independent of \(\Delta t\) (and \(N\)), such that the following estimates hold:

1. \(E_{\Delta t}^{n+1} \leq C\), for all \(n = 0, \ldots, N - 1\), where \(\Delta t = T/N\),
2. \(\sum_{j=1}^N D_{\Delta t}^j \leq C\),
3. \(\sum_{n=0}^{N-1} \left( \int_{\Omega} (R + \eta^n_{\Delta t})|u^{n+1}_{\Delta t} - u^n_{\Delta t}|^2 + \|v^{n+1}_{\Delta t} - v^n_{\Delta t}\|^2_{L^2(\Gamma)} + \|\eta^{n+1}_{\Delta t} - \eta^n_{\Delta t}\|^2_{L^2_e(\Gamma)} \right) \leq C\),
4. \(\sum_{n=0}^{N-1} \|\eta^{n+1}_{\Delta t} - \eta^n_{\Delta t}\|_{L^2_e} \leq C\).

The constant \(C = E_0 + \tilde{C} \left( \|P_{in}\|^2_{L^2(0,T)} + \|P_{out}\|^2_{L^2(0,T)} \right)\), where \(\tilde{C}\) is the constant from [4,37], which depends only on the parameters in the problem.

For each \(\Delta t > 0\), approximations \((u^{n}_{\Delta t}, v^{n}_{\Delta t}, \eta^{n}_{\Delta t})\), \(n = 1, \ldots, N\), define \((u_{\Delta t}, v_{\Delta t}, \eta_{\Delta t})\), which is piecewise constant on each sub-interval \((n\Delta t, (n+1)\Delta t) \subset (0,T)\), as in (??). As \(\Delta t \to 0\), the goal in [24] was to show that there exists a sub-sequence of \(((u_{\Delta t}, v_{\Delta t}, \eta_{\Delta t}))\) which converges to a weak solution of problem (4.29). A crucial component in the proof is to show that \(((u_{\Delta t}, v_{\Delta t}))\) is precompact in \(L^2(0,T;H)\), where \(H\) is a Hilbert space to be specified below. We show here how Theorem 3.1 can be used to show precompactness of \(((u_{\Delta t}, v_{\Delta t}))\) in \(L^2(0,T;H)\).
4.2.3 Compactness result

To show the compactness result, in the rest of this section we will work in the physical space, namely, on moving fluid domains \( \Omega^\eta(t) \), instead of the fixed, reference domain \( \Omega \). To state the weak formulation \([4.36]\) of the semi-discretized problem on moving domains, we introduce the following spaces:

\[
Q^\eta_{\Delta t} = \{ (q, \psi) \in (V_F(\Omega^\eta_{\Delta t}) \cap H^4(\Omega^\eta_{\Delta t})) \times H^2(\Gamma) : q|_{\Gamma^\eta_{\Delta t}} = \psi \},
\]

which will serve as the test spaces for each fixed \( \Delta t \), and the solution spaces

\[
V^{\eta+1}_{\Delta t} = \{ (u, v) \in V_F(\Omega^\eta_{\Delta t}) \times H^{1/2}(\Gamma) : u|_{\Gamma^\eta_{\Delta t}} = v \}.
\]

The weak formulation \([4.36]\) is then transformed to:

\[
\begin{align*}
\rho \int_{\Omega^\eta_{\Delta t}} \frac{u^{\eta+1}_{\Delta t} - \tilde{u}^{\eta+1}_{\Delta t}}{\Delta t} \cdot q & + \frac{\rho f}{2} \int_{\Omega^\eta_{\Delta t}} \frac{v^{\eta+1/2}_{\Delta t}}{R + \eta^\eta_{\Delta t}} u^{\eta+1}_{\Delta t} : q + 2 \mu \int_{\Omega^\eta_{\Delta t}} D(u^{\eta+1}_{\Delta t}) : D(q) \\
+ \rho_f \int_{\Omega^\eta_{\Delta t}} \frac{1}{2} \left( \tilde{u}^{\eta+1}_{\Delta t} - \frac{v^{\eta+1/2}_{\Delta t}}{R + \eta^\eta_{\Delta t}} e_r \right) \cdot \nabla u^{\eta+1}_{\Delta t} \cdot q - (\tilde{u}^{\eta+1}_{\Delta t} - \frac{v^{\eta+1/2}_{\Delta t}}{R + \eta^\eta_{\Delta t}} e_r) \cdot \nabla q \cdot u^{\eta+1}_{\Delta t} \\
+ \rho_s h \int_{\Gamma} v^{\eta+1}_{\Delta t} - v^{\eta}_{\Delta t} \psi + a_s(\eta^{\eta+1}_{\Delta t}, \psi) = F^n(q),
\end{align*}
\]

\[
\int_{\Gamma} \eta^\eta_{\Delta t} - \eta^{\eta+1}_{\Delta t} \psi = \int_{\Gamma} v^{\eta+1/2}_{\Delta t} \psi, \quad \forall (q, \psi) \in Q^\eta_{\Delta t},
\]

with \( \nabla \cdot u^{\eta+1}_{\Delta t} = 0 \), \( u^{\eta+1}_{\Delta t}|_{\Gamma^\eta_{\Delta t}} = v^{\eta+1}_{\Delta t} e_r \). Here:

\[
\tilde{u}^{\eta}_{\Delta t} = u^{\eta}_{\Delta t} \circ A_{\eta^\eta_{\Delta t}},
\]

which is a function that takes points from \( \Omega^\eta_{\Delta t} \), maps them into \( \Omega \) via \( A_{\eta^\eta_{\Delta t}} \) and assigns to those points the values of \( u^{\eta}_{\Delta t} \) (which originally came from \( \Omega^{\eta+1}_{\Delta t} \)).

To simplify notation, without the loss of generality, in the rest of this section we will be taking all the physical constants to be equal 1.

To study compactness of the corresponding sequences, it is useful to work with a domain \( \Omega^M \) which contains all the fluid domains \( \Omega^\eta \). Similarly, to obtain the desired estimates for the time shifts \( \tau_h u_{\Delta t} \), it is useful to work on a common domain that contains all the fluid domains determined by the time shifts from \( t \) to \( t + h \). The existence of such domains is guaranteed by the following lemma.

**Lemma 4.5.** There exist smooth functions \( m(z) \) and \( M(z) \), \( z \in \Gamma = [0, L] \), such that the sequence \( \{ \eta^n_{\Delta t}(z) \} \) corresponding to the semi-discretization of (0, T) can be uniformly bounded as follows:

- \( m(z) \leq \eta^n_{\Delta t}(z) \leq M(z), \quad z \in [0, L], \ n = 0, \ldots, N, \ N \in \mathbb{N}, \ \Delta t = T/N, \ and \)
Moreover, for each fixed \( N, l \in \{1, \ldots, N\}, \) and \( n \in \{1, \ldots, N - l\} \), there exist smooth functions \( m_{\Delta t}^n(z), M_{\Delta t}^n(z) \) such that the functions \( \{\eta_{\Delta t}^n(z)\} \) corresponding to the semi-discretization of \((t, t + h) = (n \Delta t, (n + l) \Delta t)\) can be bounded as follows:

\[
\begin{align*}
M_{\Delta t}^n(z) - m_{\Delta t}^n(z) & \leq C \sqrt{\Delta t}, \quad z \in [0, L], \\
M_{\Delta t}^n(z) - m_{\Delta t}^n(z) & \leq C \Delta t, \quad z \in [0, L], \quad \text{and} \\
\|M_{\Delta t}^n - m_{\Delta t}^n\|_{L^2(0, L)} & \leq C t \Delta t.
\end{align*}
\]

**Proof.** The existence and properties of the functions \( M \) and \( m \) are a direct consequence of Proposition 5 in [24] (p. 29).

To prove the second statement of Lemma 4.5, we fix \( N \in \mathbb{N} \) and consider the finitely many functions \( \eta_{\Delta t}^{n+i}(z) \) for \( i = 0, \ldots, l \), which are defined on the time interval from \( t = n \Delta t \) to \( t + h = n \Delta t + l \Delta t \). Define \( m_{\Delta t}^n(z) \) and \( M_{\Delta t}^n(z) \), \( z \in [0, L] \) to be the functions obtained by considering the minimum and maximum of the finitely many functions \( \eta_{\Delta t}^{n+i}(z) \) for \( i = 0, \ldots, l \), mollified if necessary to get the smooth functions. The properties of the functions \( m_{\Delta t}^n, M_{\Delta t}^n \) then follow from the proof of the same Proposition 5 in [24]. Namely, from the proof of Proposition 5 [24] it follows that the upper bound on \( \|\eta_{\Delta t}^{n+i} - \eta_{\Delta t}^n\|_{H^1} \) only depends on the width of the time interval, which is \( h \), namely \( \|\eta_{\Delta t}^{n+i} - \eta_{\Delta t}^n\|_{H^1} \leq C \sqrt{h} \), for all \( i = 1, \ldots, l \). Since \( \eta_{\Delta t}^n \) are defined on \( \Gamma = [0, L] \), then the estimate also holds point-wise (because of the Sobolev embedding of \( H^1(0, L) \) into \( C[0, L] \)). Thus the first inequality is proven since \( h = l \Delta t \). The second inequality, namely the \( L^2 \)-bound on the difference between \( M_{\Delta t}^n \) and \( m_{\Delta t}^n \), follows from

\[
\|\eta_{\Delta t}^n - \eta_0\|_{L^2(0, L)} \leq \sum_{i=0}^{n-1} \|\eta_{\Delta t}^{i+1} - \eta_{\Delta t}^i\|_{L^2(0, L)} = \Delta t \sum_{i=0}^{n-1} \|v_{\Delta t}^{i+1} - v_{\Delta t}^i\|_{L^2(0, L)} \leq \|v_{\Delta t}\|_{L^2(0, T; L^2(0, L))},
\]

where \( \eta_{\Delta t}^0 = \eta_0 \), and from the uniform energy bound of the structure velocity \( v_{\Delta t} \) in \( L^2(0, T; L^2(0, L)) \), which follows from Lemma 4.4.

**Set up for the compactness result.** We are now in a position to define the overarching function spaces for the compactness result. Let \( \Omega^M \) be the maximal domain determined by the function \( M(z) \) from Lemma 4.5 containing all the physical domains \( \Omega_{\Delta t}^{n} \). We define the spaces \( H \) and \( V \) as follows:

\[
H = L^2(\Omega^M) \times L^2(\Gamma), \quad V = H^s(\Omega^M) \times H^s(\Gamma), 0 < s < 1/2.
\]

(4.44)

Notice that \( H \) and \( V \) are Hilbert spaces and that \( V \subset H \).

**Extensions of fluid velocity approximations to \( \Omega^M \).** We consider the functions \( u_{\Delta t}^n \) defined on \( \Omega_{\Delta t}^{n-1} \), and the structure velocity approximations \( v^n \) defined on \( \Gamma \). We **extend** the functions \( u_{\Delta t}^n \) to the maximal domain \( \Omega^M \) by zero.

**Lemma 4.6.** The extensions by 0 to \( \Omega^M \) of \( u_{\Delta t}^n \) are such that

\[
(u_{\Delta t}^n, v^n) \in V = H^s(\Omega^M) \times H^s(\Gamma), 0 < s < 1/2.
\]
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Proof. The proof is a consequence of Lemma 2.7 in [21]. More precisely, to apply Lemma 2.7 in [21] we first notice that the functions $\eta^n_{\Delta t}$ are uniformly Lipschitz on $\Gamma$. This follows from the uniform energy estimates presented in Lemma 4.4 above, which imply that there exists a constant $C > 0$, independent of $\Delta t$, such that the $H^2(\Gamma)$-norms of $\eta^n_{\Delta t}$ are uniformly bounded by $C$ (estimate 4. in Lemma 4.4). Since $\Gamma \subset \mathbb{R}$, this implies that $\eta^n_{\Delta t}$ are uniformly Lipschitz, where the Lipschitz constant is independent of $\Delta t$. Now we can apply Lemma 2.7 in [21] to the functions $u^n_{\Delta t}$. First, the uniform energy estimates from Lemma 4.4 imply that $u^n_{\Delta t}$ are in $H^1(\Omega_{\eta^n_{\Delta t}})$. Then, Lemma 2.7 in [21] implies that the extensions by 0 to $\Omega^M$ belong to $H^s(\Omega^M)$, $0 < s < 1/2$. Moreover, there exists an absolute constant $C > 0$, which depends only on the maximum of the Lipschitz constants for $\eta^n_{\Delta t}$, such that

$$\|u^n_{\Delta t}\|_{H^s(\Omega^M)} \leq C \|\nabla u^n_{\Delta t}\|_{L^2(\Omega^M)}, 0 < s < 1/2.$$ 

Thus, by considering extensions by 0 outside of the fluid domain $\Omega^M$, we see that $V^n_{\Delta t}$ is embedded in $V$.

Similarly, we extend the test functions $q \in Q^n_{\Delta t}$ to the maximal domain $\Omega^M$ by 0. Notice that the test functions are no longer smooth this way. However, as we shall see below, we will work with “admissible” test functions whose smoothness will depend only on the smoothness of $q$ within the domains $\Omega^M_{\eta^n_{\Delta t}}$.

We define now the velocity functions that depend on both time and space by introducing

$$\{(u_{\Delta t}, v_{\Delta t})\} \subset L^2(0,T; H)$$

which are piecewise constant in $t$, i.e.

$$u_{\Delta t} = u^n_{\Delta t}, \quad v_{\Delta t} = v^n_{\Delta t}$$

on $((n-1)\Delta t, n\Delta t]$, $n = 1, \ldots, N$,

as well as the corresponding time-shifts, denoted by $\tau_h$, defined by $\tau_h u_{\Delta t}(t, \cdot) = u_{\Delta t}(t-h, \cdot)$, $h \in \mathbb{R}$.

Theorem 4.2. (Compactness result for FSI problem) The sequence $\{(u_{\Delta t}, v_{\Delta t})\}$, introduced in Sec. 4.2.2 satisfying the weak formulation (4.42) energy estimates from Lemma 4.4 is relatively compact in $L^2(0,T; H)$, where $H = L^2(\Omega^M)^2 \times L^2(\Gamma)$.

Proof. We would like to show that the assumptions (A)-(C) from Theorem 3.1 hold true.

Property A: Strong bounds. The strong bounds (A1) and (A2) follow directly from the uniform energy bounds in Lemma 4.4 and from Lemma 4.6 above. Because of Theorem 3.2 Property (A3) is not needed for the proof of Theorem 4.2. However, it can be proved in the same way as Property (A3) in Example 4.1 by using the same calculation as presented below in the proof of Property B.

Property B: The time derivative bound. We want to estimate the following norm:

$$\|P^n_{\Delta t} \frac{u^{n+1}_{\Delta t} - u^n_{\Delta t}}{\Delta t}\|_{(Q^n_{\Delta t})'} = \sup_{\|(q, \psi)\|_{Q^n_{\Delta t}} = 1} \left| \int_{\Omega^M_{\eta^n_{\Delta t}}} \frac{u^{n+1}_{\Delta t} - u^n_{\Delta t}}{\Delta t} \cdot q + \int_0^L \frac{v^{n+1}_{\Delta t} - v^n_{\Delta t}}{\Delta t} \psi \right|.$$
For this purpose we add and subtract the function $\tilde{u}^n$ which is defined in (4.43):

$$\left| \int_{\Omega_{n\Delta t}} \frac{\mathbf{u}_{n\Delta t}^{n+1} - \mathbf{u}_{n\Delta t}^n \pm \tilde{u}^n}{\Delta t} \cdot \mathbf{q} + \int_0^L \frac{\mathbf{v}_{n\Delta t}^{n+1} - \mathbf{v}_{n\Delta t}^n}{\Delta t} \psi \right| \leq \left| \int_{\Omega_{n\Delta t}} \frac{\mathbf{u}_{n\Delta t}^{n+1} - \tilde{u}^n}{\Delta t} \cdot \mathbf{q} + \int_0^L \frac{\mathbf{v}_{n\Delta t}^{n+1} - \tilde{v}_{n\Delta t}^n}{\Delta t} \psi \right|
$$

and estimate the two terms on the right hand-side.

The first term is estimated by using the weak form of the problem given by equation (4.42):

$$\left| \int_{\Omega_{n\Delta t}} \frac{\mathbf{u}_{n\Delta t}^{n+1} - \tilde{u}_{n\Delta t}^n}{\Delta t} \cdot \mathbf{q} + \int_0^L \frac{\mathbf{v}_{n\Delta t}^{n+1} - \tilde{v}_{n\Delta t}^n}{\Delta t} \psi \right| \leq C \frac{R + M}{R + m} \|\nabla \mathbf{q}\|_{L^\infty} (\|\mathbf{v}_{n\Delta t}^{n+1/2}\|_{L^2} + \|\mathbf{u}_{n\Delta t}^n\|_{L^2}) \|\nabla \mathbf{u}_{n\Delta t}^{n+1}\|_{L^2} + C_i \|\nabla \mathbf{u}_{n\Delta t}^{n+1}\|_{L^2} \|\nabla \mathbf{q}\|_{L^2}
$$

Here we used the energy estimates from Lemma 4.4 from where we concluded that $\|\mathbf{u}_{n\Delta t}^n\|_{L^2}, \|\mathbf{v}_{n\Delta t}^n\|_{L^2}$ are uniformly bounded by $C$.

To estimate the second term, we first notice that function $\tilde{u}^n$ is non-zero on $\Omega_{n\Delta t}$, while function $\mathbf{u}^n$ is non-zero on $\Omega_{n-1}^{n-1}$. This is why we introduce $A = \Omega_{n-1}^{n-1} \cap \Omega_{n}^{n}$, $B_1 = \Omega_{n}^{n} \setminus \Omega_{n}^{n-1}$, and $B_2 = \Omega_{n}^{n-1} \setminus \Omega_{n}^{n}$, and estimate the integrals over $A$, $B_1$, and $B_2$ separately:

$$\left| \int_A (\tilde{u}^n - u^n) \cdot \mathbf{q} \right| = \left| \int_A \left( \mathbf{u}^n(z, r) - \mathbf{u}^n(z, \frac{R + \eta_{n-1}^n}{R + \eta_{n-1}^n - 1} r) \right) \cdot \mathbf{q}(z, r) dz dr \right| \leq C \Delta t \|\nabla \mathbf{u}^n\|_{L^2(A)} \|\mathbf{q}\|_{L^\infty(A)}.$$

To estimate the integral over $B_1$, we use the fact that $\mathbf{u}^n = 0$ on $B_1$ to obtain:

$$\left| \int_{B_1} (\tilde{u}^n - u^n) \cdot \mathbf{q} \right| \leq \int_0^L \int_{R + \eta_{n-1}^n(z)}^{R + \eta_{n-1}^n(z) - 1} (\tilde{u}^n - u^n)(z, r) \cdot \mathbf{q} dz \leq C \Delta t \|\nabla \mathbf{u}^n\|_{L^2(B_1)} \|\mathbf{q}\|_{L^\infty(B_1)}.$$

Here, we used the fact that for $f \in H^1(0, 1)$ we can estimate $\|f\|_{L^\infty} \leq C \|f\|_{L^2}$, and applied this to the function $\mathbf{u}^n$ above, viewed as a function of only one variable, $r$, satisfying the condition that the $r$-component $u_r(z, 0) = 0$ is equal to zero at $r = 0$, and the $z$-component $u_z$ is equal to zero on the boundary $r = R + \eta_{n-1}^n(z)$. This is a formal estimate which can be justified by density arguments.

Property C: Smooth dependence of function spaces on time. To define a common function space that will help with estimating the time shifts by $h = l \Delta t$ of $\mathbf{u}_{n\Delta t}^n$, namely $\mathbf{u}_{n\Delta t}^{n,l}$, we recall that
our scheme is designed in such a way that the functions $u_{\Delta t}^{i+1}$ are defined on the “previous” domain $\Omega^{n_{\Delta t}}$.

**Property C1: The common test space.** Consider the maximum and minimum domains $\Omega^{M,\Delta t}$ and $\Omega^{m,\Delta t}$ determined by the maximum and minimum functions $M^{\Delta t}$ and $m^{\Delta t}$ given by Lemma 4.5. We define the "common" test space required by the general property (C1) to be the space consisting of all the (smooth) functions $(q, \psi)$ such that $q$ is defined on $\Omega^{n_{\Delta t}}$ and then extended to the maximal domain $\Omega^{M_{\Delta t}}$ by the trace $q e_r$ (which is constant in the $e_r$ direction):

$$Q_{\Delta t}^{n} = \{(q, \psi) \in (V_F(\Omega^{M_{\Delta t}}) \cap H^3(\Omega^{M_{\Delta t}})) \times H^3(\Gamma) : q = q e_r \text{ on } \Omega^{M_{\Delta t}} \setminus \Omega^{n_{\Delta t}}\}.$$  

**Remark 4.5.** Notice that $Q_{\Delta t}^{n} \subset Q_{\Delta t}^{n+i}$, for all $i = 0, \ldots, l$, and the functions from $Q_{\Delta t}^{n}$ are admissible for problem (4.42) for all domains $\Omega^{M_{\Delta t}}$, $i = 0, \ldots, l$. In particular, they are divergence-free for all $i = 0, \ldots, l$.

We can now define the common test space for all the time shifts by $\Delta t$, where $i = 0, \ldots, l$ in the following way. First notice that the test functions from $Q_{\Delta t}^{n}$ are non-zero on $\Omega^{M_{\Delta t}}$. Since $\Omega^{M_{\Delta t}} \subset \Omega^{n_{\Delta t}}$ we can define the test functions belonging to $Q_{\Delta t}^{n+i}$ to be the restrictions onto $\Omega^{n_{\Delta t}}$ of the test functions from $Q_{\Delta t}^{n}$.

More precisely, we define

$$q_{\Delta t,1,n}^i = \begin{cases} q, & \text{in } \Omega^{n_{\Delta t}}, \\ 0, & \text{elsewhere} \end{cases}, \quad q \in Q_{\Delta t}^{n}. \quad (4.45)$$

Now, the mappings $J_{\Delta t,1,n}^i : Q_{\Delta t}^{n} \rightarrow Q_{\Delta t}^{n+i}$ are defined by:

$$J_{\Delta t,1,n}^i(q, \psi) = (q_{\Delta t,1,n}^i, \psi).$$

Indeed, from the definition of the test space $Q_{\Delta t}^{n}$ we can see that $J_{\Delta t,1,n}^i(q, \psi) \in Q_{\Delta t}^{n+i}$. Moreover, we immediately see that

$$\|J_{\Delta t,1,n}^i q\|_{Q_{\Delta t}^{n+i}} \leq C\|q\|_{Q_{\Delta t}^{n}}.$$  

To check that inequality (3.2) holds, we use Lemma 4.5 and compute:

$$\left( |J_{\Delta t,1,n}^i(q, \psi) - J_{\Delta t,1,n}^i(q', \psi)|, (u_{\Delta t}^{n+j+1}, v_{\Delta t}^{n+j+1}) \right)_H = \int_0^L \int_{\eta_{\Delta t}^{n+j+1}(z)} \|\operatorname{\nabla u}_{\Delta t}^{n+j+1} - \eta_{\Delta t}^{n+j} \operatorname{\nabla v}_{\Delta t}^{n+j+1}\|_{L^2} dz dr \leq C\|J_{\Delta t,1,n}^i(q)\|_{Q_{\Delta t}^{n}} \|u_{\Delta t}^{n+j+1}\|_{V_{\Delta t}^{n+j+1} \Delta t}, \quad j \in \{0, \ldots, l-1\}.$$  

The penultimate inequality is proved analogously as in the proof of Property B.

To check that inequality (3.3) holds, we recall that $J_{\Delta t,1,n}^i q$ and $q$ differ only in the region $\Omega^{M_{\Delta t}} \setminus \Omega^{n_{\Delta t}}$, and so the $H$-norm difference between the two functions can be bounded by the $Q_{\Delta t}^{n}$ norm of $q$ and the difference between $M_{\Delta t}$ and $m_{\Delta t}$, which is bounded by $C \sqrt{\Delta t}$ according to Lemma 4.5. This completes the construction of a common test space for the time shifts, as specified by Property C1.
Property C2: Approximation property of solution spaces. We would like to be able to compare and estimate the time shifts by $h$ of the fluid velocity function $u$, given at some time $t + h$, with the function $u$ given at time $t$. The time-shift and the function itself are defined on different physical domains, since they also depend on time. We would like to define a common solution space on which we can make the function comparisons, where the common function space needs to be constructed in such a way that the functions from that space approximate well the original functions defined on different domains. The common space will be defined on a domain that is contained in all the other domains (we can do this because our approximate domains are close). The functions corresponding to the time-shifts are going to be defined on this common domain by a “squeezing” procedure, also used in [6], and then extended to the largest domain by the trace on the boundary in a way that keeps the divergence free condition satisfied. Keeping in mind that $h = l\Delta t$, we introduce the space $V_{\Delta t}^{n,l}$ to be the closure of $Q_{\Delta t}^{n,l}$ in $V$ (as in the general case), and introduce the mappings $I_{\Delta t,l,n}^i$: 

$$V_{\Delta t}^{n,l} = \overline{Q_{\Delta t}^{n,l}}, \quad I_{\Delta t,l,n}^i : V_{\Delta t}^{n,i+1} \to V_{\Delta t}^{n,l}, \quad i = 0, 1, \ldots, l,$$

which will be used to approximate the functions in $V_{\Delta t}^{n,i+1}$ by the corresponding approximations defined in the common space $V_{\Delta t}^{n,l}$. For each $i$, the mapping $I_{\Delta t,l,n}^i$ will be defined via a “squeezing” operator, defined below as follows (see also [6]):

**Definition 4.2 (Squeezing).** Let $\eta_m, \eta, \eta_M$ be three functions defined on $[0, L]$ such that $-R < \eta_m(z) \leq \eta(z) \leq \eta_M(z)$, $z \in [0, L]$, so that $R + \eta_m$ defines $\Omega_{\eta_M}$ with $R + \eta_m > 0$. Let $u$ be a divergence-free function defined on $\Omega$ such that $u = ve_r$ on $\Gamma^\eta$. For a given $\sigma \geq 1$, such that $\sigma \eta_m \geq \eta$ we define $u_\sigma \in H^1(\Omega_{\eta_M})$ in the following way:

$$u_\sigma(z, r) = \begin{cases} 
(\sigma u(z, \sigma r), u_r(z, \sigma r)), & \sigma r \leq R + \eta(z), \\
ve_r, & \text{elsewhere}. 
\end{cases} \quad (4.46)$$

This defines a “squeezing” operator, which associates to any function $u$ defined on $\Omega$ a function $u_\sigma$ defined on the large domain $\Omega_{\eta_M}$, containing all the important information about the original function $u$ squeezed within the minimal domain $\Omega^{\eta_M}$. The operator is designed by: (1) first squeezing the function $u$ from domain $\Omega^\eta$ into $\Omega^{\eta_M}$ and rescaling the function $u_\sigma$ by $\sigma$ so that the divergence free condition remains to be satisfied, and (2) extending the squeezed $u$ to the remainder of the maximal domain $\Omega_{\eta_M}$ by the values of its trace on $\eta$, where the extension is constant in the $e_r$ direction. The resulting function is divergence free.

**Remark 4.6.** Notice that $\nabla \cdot u = 0$ implies that also $\nabla \cdot u_\sigma = 0$. Moreover if $(u, v) \in H^s(\Omega^\eta) \times H^s(0, L)$, then $u_\sigma \in H^s(\Omega_{\eta_M})$, $0 \leq s \leq 1$.

Now that the squeezing operator has been defined, for each $i = 0, 1, \ldots, l$ we can define the mappings $I_{\Delta t,l,n}^i$ by squeezing the functions defined on $\Omega_{\eta_M}^{n,i+1}$ onto the smallest, “common” domain $\Omega_{\Delta t}^{n,i+1}$, and extending them by the trace on the boundary to the largest domain $\Omega_{\Delta t}^{n,i+1}$, as in (4.46):

$$I_{\Delta t,l,n}^i : u_{\Delta t}^{n,i+1} \mapsto (u_{\Delta t}^{n,i+1})_{\sigma,n,l} \in V_{\Delta t}^{n,l}, \quad (4.47)$$
where \((u^{n+i}_{\Delta t})_{n,l}^{i}\) is obtained from Definition 4.2 by setting:

- \(\eta_M = M_{\Delta t}^{n-1,l+1}, \eta = \eta^{n+1}_{\Delta t}, \eta_m = m_{\Delta t}\), and
- \(\sigma_{n,l}^i > 0\) is such that \(\sigma_{n,l}^i \geq \max_{z \in [0,L]} \frac{R + M^{n-1,l+1}(z)}{R + \eta^{n+1}_{\Delta t}(z)}\).

We need to prove that there exists a universal constant \(C > 0\) such that

\[
\|I_{\Delta t,l,n}^i (u^{n+i}_{\Delta t})\|_{V^{n,l}_{\Delta t}} \leq C \|u^{n+i}_{\Delta t}\|_{V^{n,l}_{\Delta t}}, \quad i = 0, \ldots, l
\]

(4.48)

and a universal, monotonically increasing function \(g\), which converges to 0 as \(h \to 0\), where \(h = l \Delta t\), such that

\[
\|I_{\Delta t,l,n}^i (u^{n+i}_{\Delta t}) - u^{n+i}_{\Delta t}\|_{L^2(\Omega^M)} \leq g(l \Delta t)\|u^{n+i}_{\Delta t}\|_{V^{n,l}_{\Delta t}}, \quad i = 0, \ldots, l.
\]

(4.49)

The first inequality follows from Lemma 2.7 in [21] and the fact that the squeezed functions remain in \(H^1\), with the uniformly bounded norm provided by the energy estimates in Lemma 4.4.

To show (4.49) we first prove the following lemma, which states that the difference between \(u\) and \(u_\sigma\) on \(\Omega^M\) can be estimated by the \(L^2\)-norms of the gradient of \(u\) on \(\Omega^n\) and the \(L^2\)-norm of the velocity on the boundary, where the constant in the estimate depends only on the Lipschitz constant of the fluid domain boundary.

**Lemma 4.7.** Let \(\eta_m, \eta, \text{ and } \eta_M\) be as in Definition 4.2, \(u \in H^1(\Omega^n), u = ve_2\) on \(\Gamma^n\), and let \(\sigma\) be such that \(\sigma \geq \max_{z \in [0,L]} \frac{R + \eta_M(z)}{R + \eta(z)}\). Then the following estimate holds:

\[
\|u - u_\sigma\|_{L^2(\Omega^M)} \leq C \sqrt{\sigma - 1} (\|\nabla u\|_{L^2(\Omega^n)} + \|v\|_{L^2(0,L)}),
\]

where \(C\) depends only on \(\|R + \eta(z)\|_{L^\infty}\).

**Proof.** We will prove this estimate in two steps. First, we obtain an \(L^2(\Omega^M)\) estimate of the difference between \(u\) and a slightly modified function \(\tilde{u}_\sigma\), defined by:

\[
\tilde{u}_\sigma(z,r) = \begin{cases} (u_z(z,\sigma r), u_r(z, \sigma r)), & \sigma r \leq R + \eta(z), \\ ve_r, & \text{elsewhere}, \end{cases}
\]

and then estimate the difference between \(\tilde{u}_\sigma\) and \(u_\sigma\). Notice that the only difference between \(\tilde{u}_\sigma\) and \(u_\sigma\) is the factor \(\sigma\) in front of \(u_z\).

The \(L^2\)-norm of the difference between \(u\) and \(\tilde{u}_\sigma\) can be broken into three parts:

\[
\int_{\Omega^M} |u(z,r) - \tilde{u}_\sigma(z,r)|^2 dr dz = \int_0^L \int_0^{R + \eta(z)} |u(z,r) - \tilde{u}_\sigma(z,r)|^2 dr dz \\
+ \int_0^L \int_{R + \eta(z)}^{R + \eta_M} |u(z,r) - \tilde{u}_\sigma(z,r)|^2 dr dz + \int_0^L \int_{R + \eta}^{R + \eta_M} |u(z,r) - \tilde{u}_\sigma(z,r)|^2 dr dz = I_1 + I_2 + I_3.
\]

33
The first part, $I_1$, can be estimated as follows:

$$I_1 = \int_0^L \int_0^{R + \eta(z)} |u(z, r) - u(z, \sigma r)|^2 dr dz = \int_0^L \int_0^{R + \eta(z)} |\partial_r u(z, \xi)|^2 r(1 - \sigma)^2 dr dz \leq C\|\nabla u\|^2_{L^2(\Omega^n_m)}(1 - \sigma)^2.$$  

Notice that the constant $C$ depends on the size of $\Omega^n_m$, which can be estimated from above by the size of the maximal domain.

To estimate $I_2$ we recall that $\tilde{u}_\sigma$ is defined to be $ve_r$ outside the squeezed domain bounded by $(R + \eta(z))/\sigma$, which is exactly the trace of $u$ on $R + \eta(z)$. Therefore, we get:

$$I_2 = \int_0^L \int_{R + \eta}^{R + \eta} |u(z, r) - u(z, R + \eta(z))|^2 dr dz \leq \int_0^L \int_{R + \eta}^{R + \eta} |\partial_r u(z, \xi)|^2 (R + \eta(z))^2 (1 - \frac{1}{\sigma})^2 

\leq C(\sigma - 1)^2\|\nabla u\|^2_{L^2(\Omega^n_m)}.$$  

Finally, to estimate $I_3$ we recall that $u$ is extended by zero outside $\Omega^n$, and that, as before, $\tilde{u}_\sigma$ is equal to $ve_r$ in the same region. Therefore, we obtain:

$$I_3 = \int_0^L \int_{R + \eta}^{R + \eta M} |v(z)|^2 dr dz \leq \int_0^L |v(z)|^2 (\eta_M - \eta) \leq \|v\|^2_{L^2(\Omega^n)}\|\nabla u\|_{L^\infty},$$  

where the last inequality holds due to the assumption $\sigma \geq \max_{z \in [0, L]} \frac{R + \eta_M(z)}{R + \eta(z)}$.

In order to complete the proof and take into account the multiplication of $u_z$ by $\sigma$, we use the triangle inequality:

$$\|u_z - (u_\sigma)_z\|_{L^2} \leq \|u_z - (\tilde{u}_\sigma)_z\|_{L^2} + \|u_z\|_{L^2} \sigma^2 - 1 \leq C\sqrt{\sigma - 1}(\|\nabla u\|_{L^2} + \|v\|_{L^2}).$$  

This proves the lemma.  

To show (4.49) we use this lemma to get:

$$\|I^{i}_{\Delta t, n, l} u^{n+i}_{\Delta t} - u^{n+i}_{\Delta t}\|_{L^2(\Omega^{n+l})} \leq C\sqrt{\sigma_{n,l} - 1}\|u^{n+i}_{\Delta t}\|_{V^{n+i}_{\Delta t}} \leq C\sqrt{\sigma_{n,l} - 1}\|u^{n+i}_{\Delta t}\|_{V^{n+i}_{\Delta t}},$$  

where

$$\sigma_{n,l} := \max_{z \in [0, L]} \frac{R + M^{n-1,l+1}_{\Delta t}}{R + m^{n,l}_{\Delta t}}.$$  

It is now crucial to show that we can estimate $(\sigma_{n,l} - 1)$ appearing on the right hand-side of the above inequality by a function $g(h)$ such that $g \to 0$ as $h \to 0$, where $h = l\Delta t$. Indeed, we have:

$$\sigma_{n,l} - 1 = \frac{R + M^{n-1,l+1}_{\Delta t}}{R + m^{n,l}_{\Delta t}} - \frac{R + m^{n,l}_{\Delta t}}{R + m^{n,l}_{\Delta t}}\leq \frac{M^{n-1,l+1}_{\Delta t} - m^{n,l}_{\Delta t}}{R + m^{n,l}_{\Delta t}} \leq C(M^{n-1,l+1}_{\Delta t} - m^{n,l}_{\Delta t}) \leq C\sqrt{l\Delta t},$$  

where the last inequality follows from Lemma 4.5. Thus, we have shown that $g(h) = Ch^{1/4}$, and the following density results holds:
Corollary 4.2 (Density). Let \( n, l, N \in \mathbb{N} \) be such that \( n + l \leq N \), \( h = l \Delta t \) and \( i \in \{0, \ldots, l\} \). Let \( (u, v) \in V^{n+l}_{\Delta t} \). Then there exists a constant \( C \) (independent of \( N, n, l \)) and the operators \( I^{i}_{\Delta t, n, l} \) defined by (4.47) such that \( I^{i}_{\Delta t, n, l}(u, v) \in V^{n+l}_{\Delta t} \) and
\[
\|I^{i}_{\Delta t, n, l}u - u\|_{L^2} \leq Ch^{1/4}\|u^{n+l}_{\Delta t}\|_{V^{n+l}_{\Delta t}}, \quad i \in \{0, \ldots, l\}.
\]

Property C3: Uniform Ehrling Property. We need to prove the Uniform Ehrling Property, stated in (3.6). The main difficulty comes, again, from the fact that we have to work with moving domains, which are parameterized by \( \Delta t, n \) and \( l \). To show that the uniform Ehrling estimate (3.6) holds, independently of all three parameters, we simplify the notation (only in this proof) and replace the indices \( \Delta t, n, l \) with only one index, \( n \), so that, e.g., the minimum and maximum functions \( m^{n}_{\Delta t}, M^{n}_{\Delta t} \) are re-enumerated as \( M_n, m_n \), with the corresponding maximal fluid domains \( \Omega^{M_n} \) and the function spaces \( H_n, V_n \) and \( Q'_n \) all defined on \( \Omega^{M_n} \).

We prove the Uniform Ehrling Property by contradiction, and by using the ”uniform squeezing property” (26, Lemma 5.7). We start by assuming that the statement of the uniform Ehrling property (3.6) is false. More precisely, we assume that there exists a \( \delta_0 > 0 \) and a sequence \( (f_n, g_n) \in H_n \) such that
\[
\|(f_n, g_n)\|_H = \|(f_n, g_n)\|_{H_n} > \delta_0 \|(f_n, g_n)\|_{V_n + n}\|(f_n, g_n)\|_{Q'_n}.
\]
Here, as before, we have extended the functions \( f_n \) onto the entire domain \( \Omega^{M_n} \), which is determined by the maximal function \( M(z) \) defined in Lemma 4.5 so that \( \|(f_n, g_n)\|_H = \|(f_n, g_n)\|_{H_n} \). Recall that \( H \) is defined as the \( L^2 \) product space, so extensions by 0 do not change the norm.

It will be convenient to also replace the \( V_n \) norm on the right hand-side by the norm on \( V \). Here, however, since \( V \) is defined as the \( H^s \) product space, the norm on \( V_n \) is bounded from below by a constant times the norm on \( V \), see Lemma 4.6. Thus, we have:
\[
\|(f_n, g_n)\|_H > \delta_0 \|(f_n, g_n)\|_{V_n} + n\|(f_n, g_n)\|_{Q'_n} \geq C\delta_0 \|(f_n, g_n)\|_V + n\|(f_n, g_n)\|_{Q'_n}.
\]

Without the loss of generality we can assume that our sequence \( (f_n, g_n) \) is such that \( \|(f_n, g_n)\|_H = 1 \). For example, we could consider \( \frac{1}{\|(f_n, g_n)\|_H}(f_n, g_n) \) instead of \( (f_n, g_n) \). Notice that we now have a sequence such that the two terms on the right hand-side are uniformly bounded in \( n \), which implies that there exists a subsequence, which we again denote by \( (f_n, g_n) \), such that:
\[
\|(f_n, g_n)\|_H = 1, \quad \|(f_n, g_n)\|_V \leq \frac{1}{C\delta_0}, \quad \|(f_n, g_n)\|_{Q'_n} \to 0. \tag{4.50}
\]

Since \( (f_n, g_n) \) is uniformly bounded in \( V \), and by the compactness of the embedding of \( V \) into \( H \), we conclude that there exists a subsequence \( (f_{n_k}, g_{n_k}) \to (f, g) \) strongly in \( H \).

Now, from the energy estimates, we recall that sequences \( \{M_n\}, \{m_n\} \) are uniformly bounded in \( H^2(\Gamma) \), and so by the compactness of the embedding of \( H^2(\Gamma) \) into \( C(\bar{\Gamma}) \) there exist subsequences \( M_{n_k} \to \bar{M}, m_{n_k} \to \bar{m} \). With a slight abuse of notation, we denote the convergent subsequences by index \( n \). Therefore, we are now working with the convergent sub-sequences
\[
M_n \to \bar{M}, \quad m_n \to \bar{m}, \quad (f_n, g_n) \to (f, g) \text{ in } H.
\]
These functions define the maximal domain $\Omega^\hat{M}$, the minimal domain $\Omega^{\hat{m}}$, and the corresponding minimal and maximal domains that depend on $n$: $\Omega^{m_n}$ and $\Omega^{M_n}$.

Let $\tilde{S}$ be the strip between the minimal and maximal domains $\Omega^{m_n}$ and $\Omega^M$, and $S_n$ be the strip between the minimal and maximal domains that depend on $n$:

$$S_n = \Omega^{M_n} \setminus \Omega^{m_n}, \quad \tilde{S} = \Omega^M \setminus \Omega^{\hat{m}}.$$ 

We now want to show that $(f, g) = 0$ first outside $\Omega^M$, i.e., in $\Omega^M \setminus \Omega^\hat{M}$, then in $\Omega^\hat{M}$. (Recall that $\Omega^M$ was defined to contain all the approximate domains.) This will contradict the assumption that $\|f_n, g_n\|_H = 1$ and complete the proof.

First, we show that $f = 0$ outside of $\Omega^\hat{M}$, and inside $\Omega^M$. This will follow simply because $f$ is the limit of a sequence of functions that are zero outside $\Omega^{m_n}$ which converge to $\Omega^\hat{M}$. More precisely, we introduce the characteristic functions $\chi_{\Omega^{M_n}}$ of the sets $\Omega^{M_n}$ and recall that $\chi_{\Omega^{M_n}}$ converge uniformly to $\chi_{\Omega^\hat{M}}$. Therefore:

$$f(1 - \chi_{\Omega^{M_n}}) = \lim_n f_n(1 - \chi_{\Omega^{M_n}}) = 0,$$

since $f_n$ are extended by 0 to $\Omega^M$.

Next, we show that $f = 0$ inside $\Omega^M$. We start by showing that $f = g e_r$ in $\tilde{S}$. This follows immediately from

$$(f - g e_r)\chi_{\tilde{S}} = \lim_n (f_n - g_n e_r)\chi_{S_n} = 0,$$

because $(f_n, g_n) \in V_n = \overline{Q_n^V}$, which implies $f_n = g_n e_r$ in $S_n$.

We finish the proof by using $\|(f_n, g_n)\|_{Q_n^V} \to 0$ to show $(f, g) = (0, 0)$. Recall that:

$$Q_n^V = \{(q, \psi) \in (V_F(\Omega^{m_n}) \cap H^1(\Omega^{M_n})) \times H_0^2(\Gamma) : q = \psi e_3 \text{ on } S_n\}.$$ 

Let $\varepsilon > 0$. By the density of $Q_n^V$ in $H$, and by the uniform convergence of $M_n$ and $m_n$, combined with the “squeezing procedure” from the proof of Property C2, we can construct a test function $(q, \psi)$ and $n_0 \in \mathbb{N}$ such that:

$$\|(f, g) - (q, \psi)\|_H \leq \varepsilon, \quad (q, \psi) \in Q_n^V, \quad n \geq n_0.$$ 

Therefore we have:

$$\langle (f, g), (q, \psi) \rangle_H = \lim_n \langle (f_n, g_n), (q, \psi) \rangle_H = \lim_n Q_n^V \langle (f_n, g_n), (q, \psi) \rangle_{Q_n^V} \leq \|(f_n, g_n)\|_{Q_n^V} \|(q, \psi)\|_{Q_n^V} \to 0.$$ 

Here, the uniform boundedness of $\|(q, \psi)\|_{Q_n^V}$ follows from the uniform convergence of $M_n$ and $m_n$. Hence,

$$\|(f, g)\|_H^2 = \langle (f, g), (f, g) \pm (q, \psi) \rangle_H = \langle (f, g), (f - q, g - \psi) \rangle_H \leq \varepsilon \|(f, g)\|_H.$$ 

Therefore, $\|(f, g)\|_H < \varepsilon$. Since $\varepsilon$ is arbitrary, $(f, g) = (0, 0)$, and this completes the proof of the Uniform Ehrlich Property.

Since this was the last step in verifying that all the assumptions of Theorem 3.1 hold, we conclude that the statement of the compactness theorem, Theorem 4.2, holds true for the sequence of functions approximating a solution of the moving-boundary problem (4.42).
4.3 Fluid-structure interaction with the Navier slip condition

In this section we only outline how Theorem 3.1 can be applied to obtain a compactness result for a FSI problem involving the Navier slip boundary condition, studied in [25]. The fluid domain and the fluid equations are the same as in Example 4.2. In contrast with Example 4.2, however, the structure model allows both the longitudinal and radial components of displacement from the reference configuration \( \Gamma = \Gamma_0 = (0, L) \). The elastodynamics problem is given in terms of a general continuous, self-adjoint, coercive, linear operator \( L_e \), defined on \( H^2_0(0, L) \), for which there exists a constant \( c > 0 \) such that

\[
\langle L_e \eta, \eta \rangle \geq c \| \eta \|_{H^2_0(\Gamma)}^2, \quad \forall \eta \in H^2_0(\Gamma), \tag{4.52}
\]

where \( \langle \cdot, \cdot \rangle \) is the duality pairing between \( H^2_0 \) and \( H^{-2} \). The structure elastodynamics problem is defined by a clamped shell problem:

\[
\rho_S h \partial_{tt} \eta + L_e \eta = f, \quad z \in \Gamma = (0, L), \ t \in (0, T), \tag{4.53}
\]

\[
\eta(t, 0) = \partial_z \eta(t, 0) = \eta(t, L) = \partial_z \eta(t, L) = 0, \quad t \in (0, T), \tag{4.54}
\]

\[
\eta(0, z) = \eta_0, \ \partial_t \eta(0, z) = v_0, ; \quad z \in \Gamma = (0, L),
\]

where \( \rho_S \) is the structure density, \( h \) the elastic shell thickness, \( f \) is linear force density acting on the shell, \( \eta = (\eta_z, \eta_r) \) is the shell displacement, and \( \eta_0 \) and \( v_0 \) are the initial structure displacement and the initial structure velocity, respectively. The fluid and structure equations are coupled via two sets of coupling conditions, the kinematic and dynamic coupling condition, where the kinematic coupling condition is the Navier slip condition:

- **The kinematic coupling condition (Navier slip condition):**

  Continuity of normal velocity on \( \Gamma^0(t) \) (the impermeability condition):

  \[
  \partial_t \eta(t, z) \cdot n^0(t, z) = u(\varphi(t, z)) \cdot n^0(t, z), \quad (t, z) \in (0, T) \times \Gamma,
  \]

  The slip condition between the fluid and thin structure on \( \Gamma^0(t) \):

  \[
  (\partial_t \eta(t, z) - u(\varphi(t, z))) \cdot t^0(t, z) = \alpha \sigma(\varphi(t, z)) n^0(t, z) \cdot t^0(t, z), \quad (t, z) \in (0, T) \times \Gamma.
  \]

  Here, \( \alpha \) is the friction constant (1/\( \alpha \) is the slip length), \( \varphi \) is the domain deformation, \( n^0 \) and \( t^0 \) denote the normal and tangent vectors to \( \Gamma^0 \), respectively, and \( \sigma \) is the fluid Cauchy stress tensor.

- **The dynamic coupling condition:**

  \[
  \rho_S h \partial_{tt} \eta(t, z) = -L_e \eta(t, z) - S^0(t, z) \sigma(\varphi(t, z)) n^0(t, z), \quad (t, z) \in (0, T) \times \Gamma,
  \]

  The term \( S^0 \) is the Jacobian of the transformation between the Eulerian and Lagrangian formulations of the fluid and structure problems, respectively.
Notice that there is no pressure contribution in the slip condition (4.55). The pressure contributes only through the dynamic coupling condition (4.56).

Therefore, the problem reads: find \((u, \eta)\) such that

\[
\rho_F (\partial_t u + u \cdot \nabla u) = \nabla \cdot \sigma, \quad \nabla \cdot u = 0, \quad \text{in } \Omega^n(t), \; t \in (0, T); \tag{4.57}
\]

\[
\rho_S h \partial_t \eta(t, z) + L_\varepsilon \eta(t, z) = -S^n(t, z) \sigma(\varphi(t, z)) n^\eta(t, z),
\]

\[
\partial_t \eta(t, z) \cdot n^\eta(t, z) = u(\varphi(t, z)) \cdot n^\eta(t, z),
\]

\[
(\partial_t \eta(t, z) - u(\varphi(t, z)) \cdot t^\eta(t, z)) = \alpha \sigma(\varphi(t, z)) n^\eta(t, z) \cdot t^\eta(t, z), \quad \text{on } \Gamma, \; t \in (0, T), \tag{4.58}
\]

with

\[
\eta(t, 0) = \partial_z \eta(t, 0) = \eta(t, L) = \partial_z \eta(t, L) = 0, \; t \in (0, T).
\]

This problem is supplemented with the inlet/outlet and initial conditions:

\[
p + \frac{\rho_F}{2} |u|^2 = P_{in/out}(t), \quad u \cdot t = 0 \text{ on } \Gamma_{in/out}, \; t \in (0, T), \tag{4.59}
\]

\[
u(0, .) = u_0, \quad \eta(0, .) = \eta_0, \quad \partial_z \eta(0, .) = v_0. \tag{4.60}
\]

More general boundary conditions on the rigid part of the boundary were considered in [25].

The initial data must satisfy the compatibility conditions: \(u_0 \in L^2(\Omega_0)^2, \quad \nabla \cdot u_0 = 0, \quad \text{in } \Omega^0, \; u_0 \cdot n_0 = v_0 \cdot n_0, \quad \text{on } \Gamma^0, \) where \(\Omega^0 = \Omega^n(0), \; \Gamma^0 = \Gamma^n(0), \; n_0 = n^n(0, .)\). The fluid equations are defined on a cylinder with initial displacement \(\eta_0 = 0\). A more general initial displacement was considered in [25].

To deal with the motion of the fluid domain we again consider the ALE mapping \(A_\eta\), given by (20) in [25]. This ALE mapping defines the fluid domain velocity \(w^\eta = dA_\eta/dt\).

The weak formulation of problem (4.57)-(4.60), written in ALE formulation, is then given by the following (see (43) in [25] pp. 8566): find \((u, \eta)\) such that

\[
-\rho_F \int_0^T \int_\Omega J^n u \cdot \partial_t q + \frac{\rho_F}{2} \int_0^T \int_\Omega J^n ((u - w^n) \cdot \nabla)^n u \cdot q - ((u - w^n) \cdot \nabla)^n q \cdot u - (\nabla^n \cdot w^n) q \cdot u
\]

\[
+ \int_0^T 2\mu \int_\Omega J^n D^n(u) : D^n(q) + \frac{1}{\alpha} \int_0^T \int_\Gamma (u_{\nu^n} - \partial_t \eta_{\nu^n}) q_{\nu^n} S^n d\nu dzt
\]

\[
-\rho_S h \int_0^T \int_\Gamma \partial_t \eta \partial_t \psi d\nu dzt + \int_0^T \langle L_\varepsilon \eta, \psi \rangle + \frac{1}{\alpha} \int_0^T \int_\Gamma (\partial_t \eta_{\nu^n} - u_{\nu^n}) \psi_{\nu^n} S^n d\nu dzt
\]

\[
= \int_0^T \langle F, q \rangle + \int_0^T J_0 u_0 \cdot q(0) + \int_\Gamma v_0 \cdot \psi, \quad \forall (q, \psi) \in Q^n(0, T), \tag{4.61}
\]
where the sub-script \( t^q \) denotes the tangent component of a given function, \( S^q \) is the Jacobian of the transformation between Eulerian and Lagrangian coordinates, \( J^n \) is the determinant of the Jacobian of the ALE mapping, and \( \mathbf{w}^n \) is the ALE velocity. The term \( \langle \mathbf{F}, \mathbf{q} \rangle \) denotes the contribution from the inlet/outlet data, as in (4.35).

The solution space and the test space for the problem with the Navier slip boundary condition are given by the following. The solution space incorporates the continuity of normal velocities: \( \mathbf{w}^n \) of the ALE mapping, and \( \mathbf{w}^n \) is the ALE velocity. The term \( \langle \mathbf{F}, \mathbf{q} \rangle \) denotes the contribution from the inlet/outlet data, as in (4.35).

\[
\mathcal{W}^n(0, T) = \{(\mathbf{u}^n, \eta) \in \mathcal{W}_F(0, T) \times \mathcal{W}_S(0, T) : \mathbf{u}^n_t \cdot \mathbf{n}^n = \partial_t \eta \cdot \mathbf{n}^n\},
\]

and similarly, the corresponding test space is defined by

\[
\mathcal{Q}^n(0, T) = \{(\mathbf{q}^n, \psi) \in C^1([0, T); \mathcal{V}_F^n \times H^2_0(\Gamma)^2) : \mathbf{q}^n_t \cdot \mathbf{n}^n = \psi(t) \cdot \mathbf{n}^n\}. \tag{4.63}
\]

Here:

\[
\mathcal{W}_F(0, T) = L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; \mathcal{V}_F^n), \tag{4.65}
\]

\[
\mathcal{W}_S(0, T) = W^{1,\infty}(0, T; L^2(0, L))^2 \cap L^\infty(0, T; H^2_0(\Gamma)^2). \tag{4.66}
\]

The existence of a weak solution to this problem was proved in [25] in a constructive way, using Rothe’s method. A sequence of approximate solutions \( \{\mathbf{u}_{\Delta t}, \eta_{\Delta t}\}_{\Delta t > 0} \) was constructed, as in Example 4.2 of this paper. The definition of the approximate solution sequence \( \{\mathbf{u}_{\Delta t}, \eta_{\Delta t}\}_{\Delta t > 0} \) is presented in Section 5.1 in [25], with the uniform energy estimates satisfied by \( \{\mathbf{u}_{\Delta t}, \eta_{\Delta t}\}_{\Delta t > 0} \) given in Proposition 4 [25]. The goal was to show that as \( \Delta t \to 0 \), a sub-sequence of approximate solutions converges to a weak solution of the coupled FSI problem. Crucial for the existence result were compactness arguments for the fluid and structure velocities, for the structure displacement, and for the geometric quantities which include the unit normal and tangent to the current location of the fluid domain boundary \( \mathbf{n}_{\Delta t} \) and \( \mathbf{t}_{\Delta t} \), the gradient of the ALE mapping \( \nabla \mathbf{A}_{\Delta t} \), the Jacobian of the ALE mapping \( J_{\Delta t} \), and the Jacobian of the transformation between Eulerian and Lagrangian coordinates \( S_{\Delta t} \).

The following convergence results were proved in [25] (see Theorem 5 and Corollaries 2 and 3) for the geometric quantities:

1. \( \eta_{\Delta t} \to \eta \) in \( L^\infty(0, T; H^{2s}(\Gamma)) \), and \( \tau_{\Delta t} \eta_{\Delta t} \to \eta \) in \( L^\infty(0, T; H^{2s}(\Gamma)) \), \( s < 1 \),
2. \( \eta_{\Delta t} \to \eta \) in \( L^\infty(0, T; C^1(\overline{\Gamma})) \), and \( \tau_{\Delta t} \eta_{\Delta t} \to \eta \) in \( L^\infty(0, T; C^1(\overline{\Gamma})) \),
3. \( \mathbf{n}_{\Delta t} \to \mathbf{n}^n \) in \( L^\infty(0, T; C(\Gamma)) \), and \( \mathbf{t}_{\Delta t} \to \mathbf{t}^n \) in \( L^\infty(0, T; C(\Gamma)) \),
4. \( S_{\Delta t} \to S^n \) in \( L^\infty(0, T; C(\overline{\Gamma})) \), and \( J_{\Delta t} \to J^n \) in \( L^\infty(0, T; C(\overline{\Gamma})) \),
5. \( (\nabla \mathbf{A}_{\Delta t})^{-1} \to (\nabla \mathbf{A}_{\eta})^{-1} \) in \( L^\infty(0, T; C(\overline{\Omega})) \).
What we will show in the present manuscript is how Theorem 3.1 applies to showing compactness of the fluid and structure velocities.

For this purpose we first recall from [25], Section 3.2, that due to the low regularity in time of the fluid domain motion, namely, $\eta \in L^\infty(0,T; H^2(\Gamma)) \cap W^{1,\infty}(0,T; L^2(\Gamma))$, the function $w^n$, which is the time derivative of the ALE mapping, is not in $H^1(\Omega_\eta)$. This is why we need to first explain how to interpret the term $-\frac{\rho F}{2} \int_0^T \int_\Omega (\nabla w^n \cdot w^n) q \cdot u$ in the weak formulation (4.61) above, which is (43) in [25] pp. 8566. We formally recalculate this term on the moving domain as follows:

$$-\frac{\rho F}{2} \int_0^T \int_\Omega J^n (\nabla w^n \cdot w^n) q \cdot u = -\frac{\rho F}{2} \int_0^T \int_{\Omega^n(t)} (\nabla w) q \cdot u = \frac{\rho F}{2} \int_0^T \int_{\Omega^n(t)} w \cdot \nabla (q \cdot u)$$

Now, the right-hand side is well defined, and we take it as the definition of the integral involving $\nabla w^n \cdot w$. Consequently, the entire convective term can now be written as:

$$-\frac{\rho F}{2} \int_0^T \int_{\Gamma^n(t)} w \cdot n(q \cdot u)d\Gamma^n = \frac{\rho F}{2} \left( \int_0^T \int_{\Omega^n(t)} (w \cdot \nabla) u \cdot q + (w \cdot \nabla) q \cdot u \right) - \int_0^T \int_{\Gamma} (v \cdot n)(q \cdot u)S^n.$$

For the compactness, the only questionable term is the boundary integral $\int_{\Gamma} (v \cdot n)(q \cdot u)S^n$. Namely, with $u_{\Delta t}$ in $H^1$, by the trace theorem we have that $u_{\Delta t} \cdot q$ is bounded in $L^2(0,T; H^{1/2}(\Gamma))$. Moreover, $n_{\Delta t}S_{\Delta t}$ is bounded in $L^\infty(0,T; H^1(\Gamma))$ (because $\eta$ is in $H^2$), and therefore $(u_{\Delta t} \cdot q)n_{\Delta t}S_{\Delta t}$ is bounded in $L^2(0,T; H^{1/2}(\Gamma))$. Therefore, to be able to pass to the limit in this integral, we only need the convergence of $v_{\Delta t} \cdot n_{\Delta t}$ in $H^{-1/2}(\Gamma)$.

In fact, in contrast with the no-slip case, even if we wanted to directly obtain compactness of $v_{\Delta t} \cdot n_{\Delta t}$ in $L^2(0,T; L^2(\Gamma))$ we would not be able to do it. The reason for this is that, in order to obtain compactness of $v_{\Delta t} \cdot n_{\Delta t}$ in $L^2(0,T; L^2(\Gamma))$, we would, heuristically speaking, have to bound $\partial_t (v \cdot n) = \partial_t v \cdot n + v \cdot \partial_n n$ in the sense of some dual norm. However, we only have $v \in L^\infty(0,T; L^2(\Gamma))$ and $n \in L^\infty(0,T; H^1(\Gamma))$, and therefore we cannot even define the product $v \cdot \partial_n n$ on $\Gamma$. Therefore, we will have to settle for a compactness result in a weaker norm.

From the physical point of view, the reason for a weaker compactness result lies in the fact that the fluid viscosity regularizes the evolution of the fluid-structure interface in a different way from the no-slip case, where the continuity of the fluid and structure velocities holds in both normal and tangential components.

However, we can obtain the strong convergence of the normal component of fluid velocities in $L^2$ indirectly, by using the following arguments. First, from the uniform boundedness of $v_{\Delta t} \cdot n_{\Delta t}$ in $L^2$ (from the energy estimates), we know that there exists a sub-sequence, also denoted by $v_{\Delta t} \cdot n_{\Delta t}$, which converges weakly in $L^2$. If we can show that the norms $\|v_{\Delta t} \cdot n_{\Delta t}\|_{L^2(0,T; L^2(\Gamma))}$ converge, we
would have strong convergence of \( v_{\Delta t} \cdot n_{\Delta t} \) in \( L^2 \) (this is because we already have weak convergence in \( L^2 \)). We can, indeed, show the convergence of the norms from:

\[
\int_0^T \| v_{\Delta t} \cdot n_{\Delta t} \|^2_{L^2(\Gamma)} = \int_0^T H^{-s} \langle v_{\Delta t} \cdot n_{\Delta t}, v_{\Delta t} \cdot n_{\Delta t} \rangle_{H^s} \to \int_0^T H^{-s} \langle v \cdot n, v \cdot n \rangle_{H^s} = \int_0^T \| v \cdot n \|^2_{L^2(\Gamma)},
\]

where \( 0 < s < 1/2 \), and the above convergence follows from the strong convergence of \( v_{\Delta t} \cdot n_{\Delta t} \) in \( L^2(H^{-s}) \), and the weak convergence of the same sequence in \( L^2(H^s) \), for \( 0 < s < 1/2 \). The last statement is a consequence of the regularization by the fluid viscosity. This way we showed that the fluid viscosity still regularizes the normal component of the structure velocity via the no-penetration condition. The dissipation due to friction in the tangential direction is, however, not sufficient to obtain strong \( L^2 \)-convergence of the tangential component.

To state the main compactness theorem we introduce the following overarching spaces:

\[
H = L^2(\Omega^M)^2 \times H^{-s}(\Gamma)^2, V = H^s(\Omega^M)^2 \times L^2(\Gamma)^2, 0 < s < 1/2,
\]

where \( \Omega^M \) is a rectangle \((0, L) \times (0, R_M)\). Here \((0, L) \times (0, R_M)\) is chosen in such a way that \( \Omega^M_{\Delta t} \), which is determined by the boundary \( \eta_{\Delta t} \), is contained in \((0, T) \times (0, R_M - \varepsilon)\), for all \( \Delta t > 0 \), and \( n \in \mathbb{N} \). The main compactness result for the weak solution of the FSI problem with the Navier slip condition \((4.61)\) is the following.

**Theorem 4.3. (Compactness result for FSI problem with Navier slip condition)** The sequence \( \{(u_{\Delta t}, v_{\Delta t})\} \), introduced in Section 5.1 in [25], is relatively compact in \( L^2(0, T; H) \), where \( H = L^2(\Omega^M)^2 \times H^{-s}(\Gamma) \), \( 0 < s < 1/2 \).

To prove this theorem we proceed the same way as in Example 4.2, except for a few notable differences, as made precise below. The outline of the proof is as follows.

**Property A: Strong bounds.** These follow directly from the uniform energy estimates in Proposition 4 in [25].

**Property B: The time derivative bound.** These are obtained in exactly the same way as in Example 4.2.

**Property C: Smooth dependence of function spaces on time.** Before we outline the main ideas behind verifying properties (C1)-(C3), we introduce the following test space:

\[
Q^n_{\Delta t} = \{(q, \psi) \in (V_F(\Omega^M_{\Delta t}) \cap H^4(\Omega^M_{\Delta t}))^2 \times H^2_0(\Gamma)^2 : q|_{\Gamma^M_{\Delta t}} = \psi\}.
\]

Notice that this test space has a different (stronger) condition at the interface: it requires that both velocity components of test functions are continuous at the interface (no-slip). This test space is smaller than the test space in which continuity of only normal components of velocity is required. However, it can be shown, using density arguments, that this test space approximates well the
original test space (4.63) in appropriate topology. Furthermore, the solution space is defined as follows:

\[ V_{\Delta t}^n = \{(u, v) \in V_F(\Omega_{\Delta t}^{n-1})^2 \times L^2(\Gamma)^2 : (u|_{\Gamma_{\Delta t}^{n-1}} - v) \cdot n_{\Delta t}^{n-1} = 0\}. \quad (4.69) \]

**Property C1: The common test space.** To define a common test space, which contains all the fluid domains determined by the time shifts \( \tau_h u_{\Delta t} \) from \( t \) to \( t + h \), where \( t = n\Delta t \) and \( h = l\Delta t \), we use the motivation explained above, and some additional geometric considerations. Namely, due to the fact that in this example the tangential displacement is different from zero, the fluid domain may degenerate in such a way that it ceases to be a subgraph of a function. However, since we are interested in the local-in-time existence result presented in [25], one can prove the following lemma, which guarantees the existence of a time during which the fluid domain will stay a sub-graph, starting from a straight cylinder with initial displacement \( \eta = 0 \). Let

\[ \varphi_{\Delta t}^n = (R, z) + \eta_{\Delta t}^n(z). \]

Analogously, as in Lemma 4.5, one can prove, using regularity arguments, that there exists a time \( T > 0 \) such that not only the displacements in our FSI problem are small, but their tangents do not change by much, namely that the following holds:

\[ \|\varphi_{\Delta t}^n - (R, z)\|_{C^1[0, L]} \leq C(T), \Delta t > 0, N \in \mathbb{N}, \quad (4.70) \]

where \( C(T) \to 0 \), as \( T \to 0 \). By taking \( T > 0 \) small enough, one can immediately show that there exists a \( T > 0 \) such that the tangent lines will stay between \( -\pi/2 \) and \( \pi/2 \), i.e., the fluid domain boundary will stay a sub-graph:

**Lemma 4.8.** Let \( \alpha \in (0, \pi/2) \). There exists a \( T > 0 \) such that the slope of the tangent to \( \Gamma_{\Delta t}^n \) is smaller then \( \alpha \), i.e.

\[ -\alpha < \arccos\left( \frac{\varphi'(z)}{\|\varphi'(z)\|} \right) < \alpha, \quad z \in [0, L], \Delta t > 0, n \in \mathbb{N}. \]

This will imply an analogue of Lemma 4.5, and the existence of the minimal and maximal fluid domains associated with the time shifts \( \tau_h \), with \( h = l\Delta t \):

**Lemma 4.9.** For each fixed \( \Delta t > 0, l \in \{1, \ldots, N\}, n \in \{1, \ldots, N - l\} \), there exist smooth functions \( m_{\Delta t}^{n,l}(z) \) and \( M_{\Delta t}^{n,l}(z) \) such that the domains \( \Omega_{\Delta t}^{n+i} \), corresponding to the semi-discretization of the time interval \( (t, t + h) = (n\Delta t, (n + l)\Delta t) \), satisfy the following:

- \( \Omega_{\Delta t}^{m_{\Delta t}^{n,l}} \subset \Omega_{\Delta t}^{n+i} \subset \Omega_{\Delta t}^{M_{\Delta t}^{n,l}}, i = 0, \ldots, l, \) and
- \( M_{\Delta t}^{n,l}(z) - m_{\Delta t}^{n,l}(z) \leq C\sqrt{\Delta t}, z \in [0, L], \|M_{\Delta t}^{n,l} - m_{\Delta t}^{n,l}\|_{L^2(0, L)} \leq Cl\Delta t. \)

A common test space is then defined in the following way:

\[ Q_{\Delta t}^{n,l} = \{(q, \psi) \in (V_F(\Omega_{\Delta t}^{n,l}) \cap H^4(\Omega_{\Delta t}^{n,l}))^2 \times H^2_0(\Gamma)^2 : q|_{\Gamma_{\Delta t}^n} = \psi\}, \quad (4.71) \]
where \( \Omega_{n,t}^{\Delta} = \Omega_{M_{n,t}}^{\Delta} \).

Let us take \((q, \psi) \in Q_{\Delta t}^{n,t}\). We define \( J^{j} \) as a restriction of \( q \) onto the corresponding domain:

\[
J^{j}_{\Delta t,n}(q, \psi) = (q|_{\Omega_{n,t}^{\Delta i}}, q|_{\Gamma_{n,t}^{\Delta i}}) =: (q^{i}, \psi^{i}).
\]

To verify properties (3.2) and (3.3) of this mapping, we calculate \( \int_{\Omega} (q^{i+1} - q^{j}) \cdot u^{n+j+1} + \| \psi^{i} - \psi^{j} \|_{L^2(\Gamma)} \). The first term is estimated in a same way as in Example 4.2 (no-slip), using the fact that \( q \) is uniformly bounded, and Lemma 4.9. Namely:

\[
\left| \int_{\Omega} (q^{i+1} - q^{j}) \cdot u^{n+j+1} \right| \leq \int_{\Omega^{i+1}_{\Delta t} \Delta \Omega^{i}_{\Delta t}} |q| \cdot u^{n+j+1} \leq C \| q \|_{L^\infty(\Delta t)} \| u^{n+j+1} \|_{V_{\Delta t}^{n+j+1}}
\]

\[
\leq C \Delta t \| (q, \psi) \|_{Q_{\Delta t}^{n,t}} \| u^{n+j+1} \|_{V_{\Delta t}^{n+j+1}},
\]

where \( A \Delta B := A \setminus B \cup B \setminus A \). The second term is estimated using Lemma 4.10 below, to obtain:

\[
\| \psi^{i} - \psi^{j} \|_{L^2(\Gamma)} \leq \| \eta_{n,t}^{i} - \eta_{n,t}^{j} \|_{L^2(\Gamma)} \| \nabla q \|_{L^\infty} \leq C |i - j| \Delta t \| (q, \psi) \|_{Q_{\Delta t}^{n,t}}.
\]

**Lemma 4.10.** Let \( \Omega' \subset \Omega^M \) and \( \varphi^1, \varphi^2 : \Gamma \rightarrow \Omega' \) be two curves such \( \varphi^1 = \varphi^2 = \eta_{0} \) on \( \partial \Gamma \) and \( u \in H^1(\Omega') \). Then we have the following estimates:

\[
\| u(\varphi^1(.)) - u(\varphi^2(.)) \|_{L^2(\Gamma)} \leq \| \varphi^1 - \varphi^2 \|_{L^\infty(\Gamma)} \| \nabla u \|_{L^2(\Omega')},
\]

\[
\| u(\varphi^1(.)) - u(\varphi^2(.)) \|_{L^2(\Gamma)} \leq \| \varphi^1 - \varphi^2 \|_{L^2(\Gamma)} \| \nabla u \|_{L^\infty(\Omega')}.
\]

**Proof.** Let \( z \in \Gamma \). Define \( g(s) := u(\varphi^1(z) + s(\varphi^2(z) - \varphi^1(z))) \). Then \( g'(s) = \nabla u(\varphi^1(z) + s(\varphi^2(z) - \varphi^1(z))) \cdot (\varphi^2(z) - \varphi(z)) \). Then, one gets:

\[
|u(\varphi^1(z)) - u(\varphi^2(z))| = \left| \int_{0}^{1} g'(s) ds \right| \leq \int_{0}^{1} |\nabla u(\varphi^1(z) + s(\varphi^2(z) - \varphi^1(z)))| \| \varphi^2(z) - \varphi^1(z) \| ds.
\]

By taking the square on both sides, and integrating with respect to \( z \), \( \int_{\Gamma} dz \), we obtain:

\[
\| u(\varphi^1(z)) - u(\varphi^2(z)) \|_{L^2(\Gamma)}^2 \leq \int_{\Gamma} |\varphi^2(z) - \varphi^1(z)|^2 \int_{0}^{1} |\nabla u(\varphi^1(z) + s(\varphi^2(z) - \varphi^1(z))|^2 ds dz.
\]

This completes an outline of the verification of property (C1).

**Property C2: Approximation property of solution spaces.** We define \( V_{\Delta t}^{n,i} = Q_{\Delta t}^{n,i} \), which gives, as in (4.69):

\[
V_{\Delta t}^{n,i} = \{ (u, v) \in H^s(\Omega_{\Delta t}^{n,i})^2 \times L^2(\Gamma)^2 : \nabla \cdot u = 0, (u|_{\Gamma_{\Delta t}^{n,i}} - v) \cdot n_{\Delta t}^{n,i} = 0 \},
\]

for an \( s \) such that \( 0 < s < 1/2 \). To verify that every function in \( V_{\Delta t}^{n,i} \), given by the time shift \( i \Delta t \), can be approximated by a function in \( V_{\Delta t}^{n,i} \), one needs to construct a mapping \( I_{\Delta t,n}^{i} : V_{\Delta t}^{n,i} \rightarrow \)
\( V^{n,l}_{\Delta t} \) with “good approximation properties” \((3.4)\) and \((3.5)\). In the no-slip case where only the radial component of displacement was considered, the “squeezing operator”, given by Definition \(4.2\) provided the desired properties. In the present case, when both radial and longitudinal components of displacement are allowed to be different from zero, an extension operator, similar to the one in Section \(4.1\) has to be used to verify Property \(C2\). Namely, for a function \((u^{n+i}_\Delta t, v^{n+i}_\Delta t) \in V^{n+i}_{\Delta t}\) we will use a divergence free extension \(\tilde{u}^{n+i}_\Delta t\) given by the following Lemma:

\textbf{Lemma 4.11.} Let \(u \in V^{n}_{\Delta t}\). Then there exists a divergence free function \(\tilde{u} \in V\) such that \(\tilde{u}_{n,n-1}^{\Delta t} = u\) and

\[ \|\tilde{u}\|_V \leq C\|u\|_{V^{n}_{\Delta t}}, \]

where \(C\) is independent of \(\Delta t\), \(n\).

\textit{Proof.} Let \(u_1\) be extension of \(u\) to \(\mathbb{R}^2\), and \(u_2\) the restriction of \(u_1\) on \(\Omega^M\), \(u_2 = (u_1)|_{\Omega^M}\). Here we used the existence of a “total extension operator” (see Adams \[1\] Thm 5.24), which gives the following bound:

\[ \|u_2\|_V \leq C\|u\|_{V^{n}_{\Delta t}}. \]

Unfortunately, \(u_2\) is not divergence free. To get around this difficulty, we first introduce \(F = -\int_{\Omega^M} \nabla \cdot u_2\), and define

\[ u_3 = u_2 + \frac{F}{L} \theta e_r, \]

where \(\theta \in C^\infty_c([0, L] \times (R_M - \varepsilon, R_M])\) is such that \(\theta(z, R_M) = 1\). This function has the property that \(\int_{\Omega^M} \nabla \cdot u_3 = 0\). Moreover, \(u_3\) is still an extension of \(u_2\), since the support of \(\theta\) is disjoint from \(\Omega^{n}_{\Delta t}\). Now, since \(|F| \leq C\|u\|_{V^{n}_{\Delta t}}\), we have the following estimate on \(u_3\):

\[ \|u_3\|_V \leq C\|u\|_{V^{n}_{\Delta t}}. \]

We still need to correct \(u_3\) to get a function which is divergence free on \(\Omega^M\). For this purpose we introduce a function \(G \in H^1_0(\Omega)^2\) such that

\[ \nabla \cdot G = -\nabla \cdot u_3, \]

and define \(\tilde{u} = u_3 + G\). The existence of \(G\) is well-known (see \[14\], Thm. III.3.1). Moreover, one can construct a \(G\) such that \(G = 0\) on \(\Omega^n_{\Delta t}\) because \(\nabla \cdot u_3 = 0\) on \(\Omega^n_{\Delta t}\) (see \[14\] Lemma III.3.1).

With these considerations, we now have an extension of \(u\) to \(\Omega^M\) which is divergence free, and it satisfies the desired estimate:

\[ \|\tilde{u}\|_V \leq C\|u\|_{V^{n}_{\Delta t}}. \]

The constant \(C\) in this lemma does not depend on \(n\) and \(\Delta t\) because we are working with the domains that are “well-controlled” in the sense of Lemma \(4.8\).

\(\square\)

Using this lemma we define:

\[ I^{n+i}_{\Delta t,l,n}(u^{n+i}_{\Delta t}, v^{n+i}_{\Delta t}) = (\tilde{u}^{n+i}_{\Delta t})_{\Omega^{n}_{\Delta t}} \left( (\tilde{u}^{n+i}_{\Delta t})_{\Omega^{n}_{\Delta t}} \cdot n^o_{\Delta t} \right) n^o_{\Delta t} + (v^{n+i}_{\Delta t} \cdot \tau^{n}_{\Delta t} \tau^{n}_{\Delta t}). \quad (4.73) \]
It is clear from (4.72) and (4.73), and from Lemma 4.11 that \( I_{\Delta t, l, n}(u^{n+i}_{\Delta t}, v^{n+i}_{\Delta t}) \in V_{\Delta t}^n. \) We need to estimate \( \| I_{\Delta t, l, n}(u^{n+i}_{\Delta t}, v^{n+i}_{\Delta t}) - (u^{n+i}_{\Delta t}, v^{n+i}_{\Delta t}) \|_H. \) To simplify notation, we drop the subscripts \( \Delta t, l, n, \) and introduce the following notation \( (I^n_l u^{n+i}_{\Delta t}, I^n_l v^{n+i}_{\Delta t}) := I^n_l(u^{n+i}_{\Delta t}, v^{n+i}_{\Delta t}). \)

We will show that we can obtain the desired estimate even in the stronger norm, namely, that we can estimate \( \| I^n_l u^{n+i}_{\Delta t} - u^{n+i}_{\Delta t} \|_{L^2(\Omega^M)} + \| I^n_l v^{n+i}_{\Delta t} - v^{n+i}_{\Delta t} \|_{L^2(\Gamma)}. \) The first term is estimated by Lemma 4.9

\[
\| I^n_l u^{n+i}_{\Delta t} - u^{n+i}_{\Delta t} \|_{L^2(\Omega^M)}^2 = \int_{\Omega^M} \tilde{u}^{n+i}_{\Delta t} \leq C(\| + 1)\Delta t.
\]

The second integral is estimated by Lemma 4.10

\[
\| I^n_l v^{n+i}_{\Delta t} - v^{n+i}_{\Delta t} \|_{L^2(\Gamma)} \leq \begin{align*}
&\| (\tilde{u}^{n+i}_{\Delta t})_{|\Gamma_{\Delta t}} \cdot n_{\Delta t} - (\tilde{u}^{n+i}_{\Delta t})_{|\Gamma_{\Delta t} - n_{\Delta t}} - n_{\Delta t}^{n+i-1} \cdot n_{\Delta t}^{n+i-1} \|_{L^2(\Gamma)} + \| v^{n+i}_{\Delta t}(n_{\Delta t}^{n+i-1} - n_{\Delta t}) \|_{L^2(\Gamma)} \\
&+ C(\| v^{n+i}_{\Delta t} \|_{L^2} \| \partial_x (\eta_{\Delta t}^{n+i} - \eta_{\Delta t}^{n+i-1}) \|_{L^\infty}) \\
&\leq C(\| n_{\Delta t}^{n+i-1} \|_{L^\infty} \| \nabla u^{n+i}_{\Delta t} \|_{L^2} \| \eta_{\Delta t}^{n+i} - \eta_{\Delta t}^{n+i-1} \|_{L^\infty} + (\| \nabla u^{n+i}_{\Delta t} \|_{L^2} + \| v^{n+i}_{\Delta t} \|_{L^2}) \| \partial_x (\eta_{\Delta t}^{n+i} - \eta_{\Delta t}^{n+i-1}) \|_{L^\infty}) \\
&\leq C\sqrt{\Delta t}(\| \nabla u^{n+i}_{\Delta t} \|_{L^2} + \| v^{n+i}_{\Delta t} \|_{L^2}).
\]

This finishes the proof of property (C2).

**Property C3: Uniform Ehrling Property.** The proof of (C3) is identical to that associated with Example 4.2.

\[\square\]

5 Conclusions

This work provides an extension of the Aubin-Lions-Simon compactness result to generalized Bochner spaces \( L^2(0, T; H(t)), \) where \( H(t) \) is a family of Hilbert spaces, parameterized by \( t. \) An example of a class of problems where such a compactness result is needed arises in the study of the existence of weak solutions to nonlinear problems governed by partial differential equations defined on moving domains, i.e., domains that depend on time. This work identifies the conditions on the regularity of the domain motion in time, under which an extension of the Aubin-Lions-Simon compactness result holds. To demonstrate the use and the applicability of the abstract theorem, several examples were presented. They include a classical problem for the incompressible, Navier-Stokes equations defined on a given non-cylindrical domain, and a class of fluid-structure interaction problems for the incompressible, Navier-Stokes equations coupled to the elastodynamics of a Koiter shell, via both the no-slip condition, and the Navier slip condition. This work supplements the results in [21, 25] by providing a consistent, general compactness proof, which can be used in each particular case, studied in [21, 25], as explained in Sec. 4.2 and Sec. 4.3 above.
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