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OPTIMAL CONTROL OF THE THERMISTOR PROBLEM IN THREE SPATIAL DIMENSIONS, PART 2: OPTIMALITY CONDITIONS

H. MEINLSCHMIDT†, C. MEYER‡, J. REHBERG§

Abstract. This paper is concerned with the state-constrained optimal control of the three-dimensional thermistor problem, a fully quasilinear coupled system of a parabolic and elliptic PDE with mixed boundary conditions. This system models the heating of a conducting material by means of direct current. Local existence, uniqueness and continuity for the state system as well as existence of optimal solutions, admitting global-in-time solutions, to the optimization problem were shown in the the companion paper of this work. In this part, we address further properties of the set of controls whose associated solutions exist globally such as openness, which includes analysis of the linearized state system via maximal parabolic regularity. The adjoint system involving measures is investigated using a duality argument. These results allow to derive first-order necessary conditions for the optimal control problem in form of a qualified optimality system in which we do not need to refer to the set of controls admitting global solutions. The theoretical findings are illustrated by numerical results. This work is the second of two papers on the three-dimensional thermistor problem.
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1. Introduction. In this paper, we consider the state-constrained optimal control of the three-dimensional thermistor problem. In detail the optimal control problem under consideration looks as follows:

\[
\begin{align*}
\min \quad & \frac{1}{2} \| \theta(T_1) - \theta_d \|^2_{L^2(E)} + \frac{\gamma}{s} \| \nabla \theta \|^s_{L^s(T_0,T_1;L^s(\Omega))} + \frac{\beta}{2} \int_{\Sigma_N} (\partial_t u)^2 + |u|^p \, d\omega \, dt \\
\text{s.t.} \quad & (1.1)-(1.6) \\
\end{align*}
\]

where (1.1)–(1.6) refer to the following coupled PDE system consisting of the instationary nonlinear heat equation and the quasi-static potential equation, which is also known as thermistor problem:

\[
\begin{align*}
\partial_t \theta - \text{div}(\eta(\theta)\kappa \nabla \theta) &= (\sigma(\theta)\rho \nabla \varphi) \cdot \nabla \varphi \quad \text{in } Q := \Omega \times (T_0,T_1) \\
\nu \cdot \eta(\theta)\kappa \nabla \theta + \alpha \theta &= \alpha \theta_l \quad \text{on } \Sigma := \partial \Omega \times (T_0,T_1) \\
\theta(T_0) &= \theta_0 \quad \text{in } \Omega \\
- \text{div}(\sigma(\theta)\rho \nabla \varphi) &= 0 \quad \text{in } Q \quad (1.1) \\
\nu \cdot \sigma(\theta)\rho \nabla \varphi &= u \quad \text{on } \Sigma_N := \Gamma_N \times (T_0,T_1) \quad (1.5) \\
\varphi &= 0 \quad \text{on } \Sigma_D := \Gamma_D \times (T_0,T_1). \quad (1.6)
\end{align*}
\]
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Here $\theta$ is the temperature in a conducting material covered by the three dimensional domain $\Omega$, while $\varphi$ refers to the electric potential. The boundary of $\Omega$ is denoted by $\partial \Omega$ with the unit normal $\nu$ facing outward of $\Omega$ in almost every boundary point (w.r.t. the boundary measure $\omega$). In addition, for the boundary we have $\Gamma_D \cup \Gamma_N = \partial \Omega$, where $\Gamma_D$ is closed within $\partial \Omega$. The functions $\eta(\cdot)\kappa$ and $\sigma(\cdot)\rho$ represent heat- and electric conductivity. While $\kappa$ and $\rho$ are given, prescribed functions, $\eta$ and $\sigma$ are allowed to depend on the temperature $\theta$. Moreover, $\alpha$ is the heat transfer coefficient regulating the convective heat flux through the boundary $\partial \Omega$, and $\theta_l$ and $\theta_0$ are given boundary– and initial data, respectively. The quadratic gradient term in (1.1) is known as the Joule heat. Note that a realistic model of heat evolution includes a volumetric heat capacity $\rho C_p(\theta)$, generally depending on $\theta$, in front of the time derivative. We assume this term to be normalized to one, which can be achieved by re-scaling $\theta$ by so-called enthalpy transformation. The effects of this transformation on the remaining quantities in the equation may be absorbed into $\eta, \sigma$ and $\alpha$ which does not influence the theory if $C_p$ is reasonably smooth and strictly monotone (see e.g. [4, Sect. 3]). Finally, $u$ stands for a current which is induced via the boundary part $\Gamma_N$ and is to be controlled. The bounds in the optimization problem (P) as well as the desired temperature $\theta_d$ are given functions and $\beta$ is the usual Tikhonov regularization parameter. The precise assumptions on the data in (P) and (1.1)–(1.6) will be specified in §2. In all what follows, the system (1.1)–(1.6) is frequently also called state system.

The PDE system (1.1)–(1.6) models the heating of a conducting material by means of an electric current, described by $u$, induced on the part $\Gamma_N$ of the boundary, which is done for some time $T_1 - T_0$. At the grounding $\Gamma_D$, homogeneous Dirichlet boundary conditions are given, i.e., the potential is zero, inducing electron flow. Note that, usually, $u$ will be zero on a subset $\Gamma_{N_0}$ of $\Gamma_N$, which corresponds to having insulation at this part of the boundary. We emphasize that the different boundary conditions are essential for a realistic modeling of the process. The objective of (P) is to adjust the induced current $u$ to minimize the $L^2$-distance between the desired and the resulting temperature at end time $T_1$ on the set $E \subseteq \Omega$, the latter representing the area of the material in which one is interested – realized in the objective functional by the first term. The other terms are present to minimize thermal stresses (second term) and to ensure a certain smoothness of the controls (third term), whose influence to the objective functional, however, may be controlled by the weights $\gamma$ and $\beta$. The actual form of these terms and the size of the integrability orders are motivated by functional-analytic considerations, see [30, §4]. Moreover, the optimization is subject to pointwise control and state constraints. The control constraints reflect a maximum heating power, while the state constraints limit the temperature evolution to prevent possible damage, e.g. by melting of the material. Similarly to the mixed boundary conditions, the inequality constraints in (P) are essential for a realistic model as demonstrated by the numerical example within this paper. Problem (P) is relevant in various applications, such as for instance the heat treatment of steel by means of an electric current. The example considered in the numerical part of this paper deals with an application of this type.

1.1. Discussion of the setting. The state system (1.1)–(1.6) exhibits some non-standard features, in particular due to the quasilinear coupling of the parabolic and the elliptic PDE, the mixed boundary conditions in (1.5)–(1.6), and the inhomogeneity in the heat equation (1.1) as well as the temperature-dependent heat conduction coefficients. Besides the quasilinear state system, the pointwise state constraints
on the temperature represent another challenging feature of the optimal control problem under consideration. The Lagrange multipliers associated with constraints of this kind only provide poor regularity in general, which especially complicates the analysis of the adjoint equation.

We briefly describe the genuine aspects of our work. First of all, the discussion of the quasilinear state system alone requires sophisticated up-to-date tools from maximal elliptic and parabolic regularity theory. This concerns already local-in-time existence for solutions of (1.5)–(1.6) as carried out in the companion paper [30], but also the characterization of global-in-time solutions and continuous differentiability for the control-to-state operator. The corresponding maximal regularity results were established only recently; see e.g. [3, 18, 21] for the parabolic case and [27, Appendix], [13] for the elliptic one. Still, the analysis performed only guarantees the local-in-time existence. However, using the implicit function theorem, we show that set of control functions admitting solutions which exist globally in time form an open set, which is essential for the derivation of optimality conditions in qualified form that are useful for numerical computations. In particular, the fact the set of “global” controls is open allows to obtain in essence the same optimality system as one would obtain if one always had global-in-time solutions for every admissible control. In the derivation of first order necessary optimality conditions, we also have to consider the nonstandard second and third term in the objective functional which allowed to show existence of optimal controls in the companion paper [30]. Lastly, we also give a numerical example which underlines the necessity of both control- and state bounds in (P).

1.2. Context and related work. Let us put our work into perspective. Up to the authors’ best knowledge, there are only few contributions dealing with the optimal control of the thermistor problem. We refer to [28, 10, 26, 25], where two-dimensional problems are discussed. In [28], a completely parabolic problem is discussed, while [26] considers the purely elliptic counterpart to (1.1)–(1.6). In [10, 2, 25], the authors investigate a parabolic-elliptic system similar to (1.1)–(1.6), assuming a particular structure of the controls. In contrast to [28, 26], mixed boundary conditions are considered in [10, 25]. However, all these contributions do not consider pointwise state constraints and non-smooth data. Thus, (P) differs significantly from the problems considered in the aforementioned papers. In a previous paper [23], two of the authors investigated the two-dimensional counterpart of (P). This contribution also accounts for mixed boundary conditions, non-smooth data, and pointwise state constraints. However, the analysis in [23] substantially differs from the three dimensional case considered here. The treatment of the state system in [23] heavily rests on the classical $W^{1,p}$-results from the classical paper [16], which are no longer sufficient for the three-dimensional problem. Moreover, the heat conduction coefficient in (1.1) is assumed not to depend on the temperature in [23]. Both features allow to derive a global existence result for a suitable class of control functions. Hence, main aspects of the present work do not appear in the two-dimensional setting. Let us finally take a broader look on state-constrained optimal control problems governed by PDEs. Compared to semilinear state-constrained optimal control problems, the literature concerning optimal control problems subject to quasilinear PDEs and pointwise state constraints is rather scarce. We exemplarily refer to [9, 8], where elliptic problems are studied. The vast majority of papers in this field deals with problems that possess a well defined control-to-state operator. By contrast, as indicated above, the state-system (1.1)–(1.6) in general just admits local-in-time solutions, which requires a sophisticated treatment of the optimal control problem under consideration.
1.3. Organization. The paper is organized as follows: We collect notations, assumptions and known results needed in the sequel in §2. Then we show that the set of controls admitting global solutions to the state system is open in §3, thereby also establishing continuous differentiability of the control-to-state operator for global solutions. The optimal control problem is considered in §4 and we give first order necessary conditions for (P) in qualified form. The theoretical findings are complemented with an illustrative numerical example in §5.

2. Notations, general assumptions and known results. We introduce some notation and the relevant function spaces. All function spaces under our considerations are real ones. Let, for now, Ω be a domain in \(\mathbb{R}^3\). We give precise geometric specifications for Ω in §2.1 below.

Let us fix some notations: The underlying time interval is called \(J = (T_0, T_1)\) with \(T_0 < T_1\). The boundary measure for the domain Ω is called \(\omega\). Generally, given an integrability order \(q \in (1, \infty)\), we denote the conjugate of \(q\) by \(q'\), i.e., it always holds \(1/q + 1/q' = 1\).

**Definition 2.1.** For \(q \in (1, \infty)\), let \(W^{1,q}(\Omega)\) denote the usual Sobolev space on Ω. If \(\Xi \subset \partial \Omega\) is a closed part of the boundary \(\partial \Omega\), we set \(W^{1,q}_\Xi(\Omega)\) to be the closure of the set \(\{\psi|_\Omega : \psi \in C^\infty_0(\mathbb{R}^3)\}, \text{ supp } \psi \cap \Xi = \emptyset\} with respect to the \(W^{1,q}\)-norm.

The dual space of \(W^{-1,q}_\Xi(\Omega)\) is denoted by \(W_{\Xi}^{-1,q}(\Omega)\); in particular, we write \(W^{-1,q}_0(\Omega)\) for the dual of \(W^{1,q}(\Omega)\). The Hölder spaces of order \(\delta\) on \(\Omega\) or order \(q\) on \(Q\), respectively (note here that Hölder continuous functions on \(\Omega\) or \(Q\), respectively, possess an unique uniformly continuous extension to the closure of the domain, such that we will mostly use \(C^\delta(\Omega)\) and \(C^\delta(Q)\) to emphasize on this).

We will usually abbreviate the function spaces on \(\Omega\) by leaving out the \(\Omega\), e.g. we write \(W^{1,q}_\Xi\) instead of \(W^{1,q}_\Xi(\Omega)\) or \(L^p\) instead of \(L^p(\Omega)\). Lebesgue spaces on subsets of \(\partial \Omega\) are always to be considered with respect to the boundary measure \(\omega\), but we abbreviate \(L^p(\partial \Omega, \omega)\) by \(L^p(\partial \Omega)\) and do so analogously for any \(\omega\)-measurable subset of the boundary. The norm in a Banach space \(X\) will be always indicated by \(\|\cdot\|_X\). For two Banach spaces \(X\) and \(Y\), we denote the space of linear, bounded operators from \(X\) into \(Y\) by \(\mathcal{L}(X; Y)\). The symbol \(\mathcal{L}(X; Y)\) stands for the set of linear homeomorphisms between \(X\) and \(Y\). If \(X, Y\) are Banach spaces which form an interpolation couple, then we denote by \((X, Y)_{r,r}\) the real interpolation space, see [33]. We use \(\mathbb{R}^{3 \times 3}_{\text{sym}}\) for the set of real, symmetric \(3 \times 3\)-matrices. In the sequel, a linear, continuous injection from \(X\) to \(Y\) is called an embedding, abbreviated by \(X \hookrightarrow Y\).

For Lipschitz continuous functions \(f\), we denote the Lipschitz constants by \(L_f\), while for bounded functions \(g\) we denote their bound by \(M_g\) (both over appropriate sets, if necessary). Finally, \(c\) denotes a generic positive constant.

2.1. General assumptions and known results. We collect known results from the companion paper of this work [30] and recall some basic definitions.

We begin with the geometric setting for the domain \(\Omega\) and the Dirichlet boundary part. The general setup is that \(\Omega\) is a bounded Lipschitz domain in \(\mathbb{R}^3\) in the sense of [29, Ch. 1.1.9]; cf. [20] for the boundary measure \(\omega\) on such a domain.

**Remark 2.2 (Extension property).** The thus defined notion is different from strong Lipschitz domain, which is more restrictive and in fact identical with uniform cone domain, see again [29, Ch. 1.1.9]. The Lipschitz property of \(\Omega\) implies the existence of a linear, continuous extension operator \(\mathcal{E}: W^{1,q}(\Omega) \rightarrow W^{1,q}(\mathbb{R}^3)\) (see [13, p. 163]), which simultaneously provides a continuous extension operator \(\mathcal{E}: C^\delta(\Omega) \rightarrow \)
C^0(\mathbb{R}^3) and $\mathcal{E}: L^p(\Omega) \rightarrow L^q(\mathbb{R}^3)$, where $\delta \in (0,1)$ and $p \in [1,\infty]$. This property yields the usual Sobolev embeddings, that is, $W^{1,q}(\Omega) \hookrightarrow L^p(\Omega)$ for $1 + 3/p \geq 3/q$, and their consequences. Moreover, we also have the usual boundary embeddings or trace theorems at our disposal, see [24, Lemma 2.7].

To accommodate for mixed boundary conditions, we use the following model sets basing on the open unit cube $K = (-1,1)^3$ in $\mathbb{R}^3$ centered at $0 \in \mathbb{R}^3$:

- $K_\cdot = \{x \in K: x_3 < 0\}$ (lower half cube),
- $\Sigma_K = \{x \in K: x_3 = 0\}$ (upper plate of $K_\cdot$),
- $\Sigma_0^K = \{x \in \Sigma_K: x_2 < 0\}$ (left half of $\Sigma_K$).

The definition is then as follows:

**Definition 2.3** (Regular sets). Let $\Omega$ be a bounded Lipschitz domain and let $\Xi \subset \partial \Omega$ be closed within $\partial \Omega$.

(i) We say that $\Omega \cup \Xi$ is regular (in the sense of Gröger), if for any point $x \in \partial \Omega$ there is an open neighborhood $U_x$ of $x$, a number $a_x > 0$ and a bi-Lipschitz mapping $\phi_x$ from $U_x$ onto $a_x K$ such that $\phi_x(x) = 0 \in \mathbb{R}^3$, and we have either $\phi_x((\Omega \cup \Xi) \cap U_x) = a_x \{x \in K: x_3 = 0\}$ or $a_x(\{x \in K: x_2 = 0\} \cup \Sigma_K)$.

(ii) The regular set $\Omega \cup \Xi$ is said to satisfy the volume-conservation condition, if each mapping $\phi_x$ in Condition (i) is volume-preserving.

**Remark 2.4** (Regular sets & volume-preserving property). The particular assumption of being volume-preserving is needed in [30] as a technical assumption to obtain that the set of global controls is nonempty and for a certain embedding of interpolation spaces, cf. [30, Lem. 3.19/Cor. 3.20] crucial in the proof of existence of globally optimal controls. The property is, for instance, always satisfied if $\Omega$ is in fact a strong Lipschitz domain. We refer to [30, Rem. 2.4] for this, and more information about the geometric setting.

The following assumption is supposed to be valid for all the remaining considerations in the paper.

**Assumption 2.5.** The set $\Omega \cup \Gamma_D$ is regular with $\Gamma_D \neq \emptyset$ and satisfies the volume-conservation condition.

Note that, due to Definition 2.3, $\omega(\Gamma_D) > 0$ whenever $\Gamma_D \neq \emptyset$. We next consider the differential operators.

**Definition 2.6** (Divergence-gradient operator). Let $\Xi \subset \partial \Omega$ be closed. Assume that $\mu$ is any bounded, measurable, $\mathbb{R}^{3 \times 3}$-valued function on $\Omega$ and that $\gamma \in L^{\infty}(\partial \Omega \setminus \Xi)$ is nonnegative. We define the operators $-\nabla \cdot \mu \nabla$ and $-\nabla \cdot \mu \nabla + \tilde{\gamma}$, each mapping $W^{1,2}_\Xi$ into $W^{1,2}_\Xi$, by

$$\langle -\nabla \cdot \mu \nabla \psi, \xi \rangle := \int_{\Omega} (\mu \nabla \psi) \cdot \nabla \xi \, dx \quad \text{for} \quad \psi, \xi \in W^{1,2}_\Xi$$

and

$$\langle (-\nabla \cdot \mu \nabla + \tilde{\gamma})\psi, \xi \rangle = \langle -\nabla \cdot \mu \nabla \psi, \xi \rangle + \int_{\partial \Omega \setminus \Xi} \gamma \psi \xi \, d\omega \quad \text{for} \quad \psi, \xi \in W^{1,2}_\Xi.$$  (2.1)

In all what follows, we maintain the same notation for the corresponding maximal restrictions to $W^{-1,q}_\Xi$, where $q > 2$, and denote the domain for the operator $-\nabla \cdot \mu \nabla$, when restricted to $W^{-1,q}_\Xi$, by $D_q(\mu)$, equipped with the graph norm.

**Remark 2.7.** The the estimate

$$\| -\nabla \cdot \mu \nabla \psi \|_{W^{-1,q}_\Xi} = \sup_{\|\phi\|_{W^{1,q}_\Xi} = 1} \left| \int_{\Omega} (\mu \nabla \psi) \cdot \nabla \phi \, dx \right| \leq \|\mu\|_{L^{\infty}} \|\psi\|_{W^{1,q}_\Xi}  \quad (2.1)$$
shows that $W^{1,q}_\Xi$ is embedded in $D_q(\mu)$ for every bounded coefficient function $\mu$. It is also known that $D_q(\mu) \hookrightarrow C^\alpha(\Omega)$ for some $\alpha > 0$ whenever $q > 3$, see [19, Thm. 3.3]. Additionally, (2.1) implies that the mapping

$$L^\infty(\Omega; \mathbb{R}^{3 \times 3}_{\text{sym}}) \ni \mu \mapsto \nabla \cdot \mu \nabla \in \mathcal{L}(W^{1,q}_\Xi; W^{-1,q}_\Xi)$$

is a linear and continuous contraction for every $q \in (1, \infty)$.

The fundamental result from [16, 17] characterizes $D_q(\mu)$ for $q$ close to 2 uniformly for coefficient functions $\mu$ as follows:

**Proposition 2.8 ([16, 17]).** Let $\mu$ and $\gamma$ be as in Definition 2.6 and suppose that either $\omega(\Xi) > 0$ or $\Xi = \emptyset$ and $\int_{\partial \Omega} \gamma \omega > 0$. Then there is a number $q_0 > 2$ such that

$$\nabla \cdot \mu \nabla + \tilde{\gamma} : W^{1,q}_\Xi \to W^{-1,q}_\Xi$$

is a topological isomorphism for all $q \in [2, q_0]$. The number $q_0$ may be chosen uniformly for all coefficient functions $\mu$ with the same ellipticity constant and the same $L^\infty$-bound. Moreover, for each $q \in [2, q_0]$, the norm of the inverse of $\nabla \cdot \mu \nabla + \tilde{\gamma}$ as a mapping from $W^{-1,q}_\Xi$ to $W^{1,q}_\Xi$ may be estimated again uniformly for all coefficient functions with the same ellipticity constant and the same $L^\infty$-bound.

We impose the following assumptions on the quantities in the state system (1.1)–(1.6) and in the optimization problem (P):

**Assumption 2.9.**

(i) The functions $\sigma : \mathbb{R} \to (0, \infty)$ and $\eta : \mathbb{R} \to (0, \infty)$ are from $W^{2,\infty}_{\text{loc}}(\mathbb{R})$,

(ii) the functions $\rho, \eta$ are from $L^\infty(\Omega; \mathbb{R}^{3 \times 3}_{\text{sym}})$ and both satisfy a uniform ellipticity condition on $\Omega$,

(iii) there is a $q \in (3, 4)$ such that the mappings

$$-\nabla \cdot \rho \nabla : W^{1,q}_{\Gamma_D} \to W^{-1,q}_{\Gamma_D} \quad \text{and} \quad -\nabla \cdot \kappa \nabla + 1 : W^{1,q}_\Omega \to W^{-1,q}_\Omega$$

each provide a topological isomorphism,

(iv) $\theta_1 \in L^\infty(J; L^\infty(\partial \Omega))$,

(v) $\alpha \in L^\infty(\partial \Omega)$ with $\alpha(x) \geq 0$ a.e. on $\partial \Omega$ and $\int_{\partial \Omega} \alpha \omega > 0$,

(vi) $u \in L^{q^2}(J; W^{1,q}_{\Gamma_D}^q)$ for $q > 3$ as assumed in (iii) above and $r > \frac{2q}{q-3}$,

(vii) $\theta_0 \in (W^{1,q}_\Omega, W^{0,1,q}_\Omega)_{\frac{2}{q},r}$ with $q$ and $r$ from (iii) and (vi), respectively,

(viii) the integrability exponents in the objective functional satisfy $p > \frac{1}{q_0}q - 2$ and $s > \frac{2A}{q-3}(1 - \frac{3}{q} + \frac{3}{q_0})$, where $q > 3$ is as in (iii), and $\zeta := \frac{3q}{6-q}$ with $q \in (2, \min\{q_0, 3\})$,

here $q_0$ being the number from Proposition 2.8 for $(\mu, \gamma) = (\sigma(\cdot)\rho, 0)$,

(ix) $E$ is an open (not necessarily proper) subset of $\Omega$,

(x) $\theta_1 \in L^2(E)$,

(xi) $\theta_{\text{max}} \in C(\overline{Q})$ with $\max(\max_{\overline{Q}} \theta_0, \text{ess sup}_\Sigma \theta_1) \leq \theta_{\text{max}}(x,t)$ for all $(x,t) \in \overline{Q}$ and $\theta_0(x) < \theta_{\text{max}}(x,T_0)$ for all $x \in \overline{Q}$,

(xii) $u_{\text{max}}$ is a given function with $u_{\text{max}}(x,t) \geq 0$ a.e. on $\Sigma_N$,

(xiii) $\beta > 0$.

Let us remark that Assumption 2.9 (iii) is somewhat different in nature from the other assumptions. In essence, it requires that the—in general unknown—domains $D_q(\rho)$ and $D_q(\kappa)$ of the restrictions of $-\nabla \cdot \rho \nabla$ and $-\nabla \cdot \kappa \nabla + 1$ to $W^{1,q}_{\Gamma_D}$ and $W^{0,1,q}_\Omega$ for $q > 3$ are in fact $W^{1,q}_{\Gamma_D}$ and $W^{1,q}_\Omega$, cf. also Remark 2.7. This assumption is crucial for the analysis of the state system because of $n = 3$ and is discussed in detail in [27, Appendix] and [13], see also [30, Ass. 3.4/Rem. 3.25] and the comments there.
corresponding solution operator is given by $\sum_{t}$. Suppose that Assumption 2.9 is true. Let $q > 2$, which makes the assumption superfluous if one considers only space dimension $n = 2$.

Remark 2.10. In Assumption 2.9 (vi), we implicitly made use of the embedding $L^p(\Gamma_N) \hookrightarrow W^{r-1, q}_0$ for $p > \frac{4}{3}q$, realized by the adjoint operator of the continuous trace operator $\tau_{\Gamma_N} : W^{r, q}_0 \rightarrow L^p(\Gamma_N)$, cf. Remark 2.2. In this sense, a function $u \in L^{2r}(J; L^p(\Gamma_N))$ is considered as an element of $L^{2r}(J; W^{r-1, q}_0)$. Note that the assumption $p > \frac{4}{3}q - 2$ in Assumption 2.9 (viii) implies $p > \frac{5}{2}q$ due to $q > 3$. In the same manner, we will treat the function $\alpha \theta_t \in L^\infty(J; L^\infty(\partial \Omega))$ as an element of $L^\infty(J; W^{-1, q}_0)$.

We further define

$$A(\zeta) := -\nabla \cdot \eta(\zeta) \kappa \nabla + \bar{\alpha}$$

as a mapping $A : C(\bar{\Omega}) \rightarrow \mathcal{L}(W^{1, q}; W^{-1, q}_0)$. Due to Assumptions 2.9 (i) and (iii), the domain $\mathcal{D}(\eta(\zeta) \kappa)$ of the operator $-\nabla \cdot \eta(\zeta) \kappa \nabla + \bar{\alpha}$ as a mapping into $W^{-1, q}_0$ is indeed $W^{1, q}$ for every $\zeta \in C(\bar{\Omega})$, as shown in [30, Cor. 3.8].

The following was the main existence and uniqueness result for the state system (1.1)–(1.6) as given in [30]. See also [30, Rem. 3.13] for explanatory comments on the concept.

**Theorem 2.11 (Existence and uniqueness for local solutions [30, Thm. 3.14]).** Suppose that Assumption 2.9 is true. Let $q \in (3, 4)$ be the number for which Assumption 2.9 (iii) is satisfied, $r > \frac{4}{3}q$ and $\theta_0 \in (W^{1, q}, W^{-1, q}_0)^\frac{1}{2},r$. Then for every $u \in L^{2r}(J; W^{-1, q}_0)$, there exists a unique maximal solution to the operator equations

$$\partial_t \theta(t) + A(\theta(t)) \theta(t) = (\sigma(\theta(t)) \rho \nabla \varphi(t)) \cdot \nabla \varphi(t) + \alpha \theta(t) \quad \text{in } W^{-1, q}_0,$$

$$-\nabla \cdot (\sigma(\theta(t)) \rho \nabla \varphi(t)) = u(t) \quad \text{in } W^{-1, q}_0,$$

that is, there is $J_{\max}(u) := (T_0, T_{\max}) \subseteq (T_0, T_1)$ such that there is a unique pair of functions $(\theta_u, \varphi_u)$ with $\theta(T_0) = \theta_0$ satisfying (2.3) and (2.4) for almost all $t \in J_{\max}(u)$ with the regularity

$$\varphi \in L^{2r}(T_0, T_\bullet; W^{1, q}_0) \quad \text{and} \quad \theta \in W^{1, r}(T_0, T_\bullet; W^{-1, q}_0) \cap L^r(T_0, T_\bullet; W^{1, q})$$

for every $T_\bullet \in J_{\max}(u)$, but not for $T_\bullet = T_{\max}$. This solution is in particular Hölder-continuous on $[T_0, T_\bullet] \times \bar{\Omega}$ for every $T_\bullet \in J_{\max}(u)$. If $J_{\max}(u) = J$ and (2.5) is even true for $T_\bullet = T_1$, then we call the pair $(\theta_u, \varphi_u)$ a global solution of (2.3) and (2.4). If $(\theta_u, \varphi_u)$ is a global solution, then it is Hölder-continuous on $J \times \bar{\Omega}$.

Let us collect some more items from the treatment of (2.3) and (2.4) from [30] which are needed in the sequel, thereby assuming that we are in the position of Theorem 2.11. The central point in the strategy to obtain unique solutions, albeit only local-in-time, is to reduce the problem to $\theta$ only, which includes solving (2.4) uniquely for $\varphi(t)$ for a given $\theta(t) \in C(\bar{\Omega})$, cf. [30, Lem. 3.23] – recall that $\theta(t)$ is uniformly continuous for all $t \in [T_0, T_\bullet]$ for every $T_\bullet \in J_{\max}$ by Theorem 2.11. The corresponding solution operator is given by

$$C(\bar{\Omega}) \ni \zeta \mapsto \mathcal{J}(\sigma(\zeta)) := (-\nabla \cdot \sigma(\zeta) \rho \nabla)^{-1} \in \mathcal{L}(W^{-1, q}_0, W^{1, q}),$$

and we have $\varphi(t) = \mathcal{J}(\sigma(\theta(t)))u(t)$ for almost every $t$ from the interval of existence $[T_0, T_\bullet]$ associated to $u$. Accordingly, we will also call $\theta$ alone a solution as in Theorem 2.11, since $\varphi$ is uniquely determined by $\theta$ and $u$. Further, the right-hand side
of (2.3) in dependence of $\theta(t)$ and $u(t)$ is given by

$$
\Psi_u(t)(\theta(t)) := \nabla [J(\sigma(\theta(t)))u(t)] \cdot \sigma(\theta(t)) \rho \nabla [J(\sigma(\theta(t)))u(t)]
$$

(2.7)

which is an element of $L^{q/2}$ for almost every $t \in [T_0, T_\ast]$ where $T_\ast \in J_{\max}(u)$.

3. Global solutions and the set of global controls. In this section, we consider the set of controls which admit solutions existing globally in time, which is natural in view of the state constraints and the end time observation in the objective of (P). We define this set as follows: Under the assumptions of Theorem 2.11, we call a control $u \in L^{2r}(J; W^{r-1,q}_{\Gamma_D})$ a global control if the corresponding solution $\theta_u$ as given in Theorem 2.11 exists on the whole prescribed interval $J = (T_0, T_1)$ and denote the set of global controls by $\mathcal{U}_g$. From [31, Thm. 5.3], we already know that $u \equiv 0$ is a global control, cf. [30, Cor. 4.4], and thus in particular $\mathcal{U}_g \neq \emptyset$. Note that this is the (only) main point where the volume-conservation property from Assumption 2.5 becomes relevant, see also Remark 2.4. Moreover, we define the control-to-state operator

$$
\mathcal{S}: \mathcal{U}_g \ni u \mapsto \mathcal{S}(u) = \theta_u \in W^{1,r}(J; W^{-1,q}_0) \cap L^r(J; W^{1,q})
$$

(3.1)
on $\mathcal{U}_g$. Let us point out that it is possible to show that optimal global controls for (P) exist, cf. [30, §4], hence $\mathcal{U}_g$ is well-suited for the optimal control problem.

The goal for this section is to show that the control-to-state operator is well-behaved and that we are able to derive first order necessary conditions for (P) which do not contain the, in general unknown, set $\mathcal{U}_g$. To be precise, in Theorem 3.1 below we show that $\mathcal{U}_g$ is a nonempty open set and that the control-to-state operator is continuously differentiable on $\mathcal{U}_g$.

We consider the assumptions of Theorem 2.11 to be fulfilled and fixed, that means, $q > 3$ and $r > \frac{2q}{q-2}$ are given from now on, with the control-to-state operator $u \mapsto \mathcal{S}(u) = \theta_u$ as in (3.1). In particular, there is $q > 0$ such that $\theta_u \in C^{q}(\overline{J}; C^0(\overline{\Omega}))$. We consider $\varphi = \varphi_u \in L^{2r}(J; W^{1,q}_{\Gamma_D})$ to be given in dependence of $u$ and $\theta_u$ using (2.6) as explained there. The following is the main theorem for this section:

**Theorem 3.1.** The set of global controls $\mathcal{U}_g$ forms an open set in $L^{2r}(J; W^{-1,q}_{\Gamma_D})$. Moreover, the control-to-state operator $\mathcal{S}$ is continuously differentiable. For every $h \in L^{2r}(J; W^{-1,q}_{\Gamma_D})$, its directional derivative $\zeta_h = \mathcal{S}'(u)h \in W^{1,r}(J; W^{-1,q}_0) \cap L^r(J; W^{1,q})$ is given by the unique solution of the equation

$$
\partial_t \zeta + \mathcal{A}(\theta_u)\zeta = (\sigma'(\theta_u)\rho \nabla \varphi_u) \cdot \nabla \varphi_u + \nabla \cdot \eta'(\theta_u) \zeta_h \nabla \theta_u - 2 \sigma(\theta_u) \rho \nabla \varphi_u \cdot \nabla [J(\sigma(\theta_u)) (-\nabla \cdot \sigma'(\theta_u) \rho \nabla \varphi_u + h)],
$$

(3.2)

which has to hold for almost every $t \in J$ in the space $W^{-1,q}_0$, with $\zeta(T_0) = 0$.

**Proof.** Let $\bar{u} \in L^{2r}(J; W^{-1,q}_{\Gamma_D})$ be global, i.e., the associated solution $\theta_{\bar{u}} =: \bar{\theta}$ exists on the whole time horizon $(T_0, T_1)$. We intend to apply the implicit function theorem. To this end, we show that the mapping

$$
\mathcal{B}: \left(W^{1,r}(J; W^{-1,q}_0) \cap L^r(J; W^{1,q})\right) \times L^{2r}(J; W^{-1,q}_{\Gamma_D}) \to L^r(J; W^{-1,q}_0) \times (W^{1,q}_0, W^{-1,q}_0)^{\frac{1}{2},r},
$$

where

$$
\mathcal{B}(\theta, u) = (\partial_t \theta + \mathcal{A}(\theta)\theta - \Psi_u(\theta) - \alpha \partial_t, \theta(T_0) - \theta_0),
$$

is continuous and satisfies

$$
0 = \mathcal{B}(\bar{\theta}, \bar{u}),
$$

and

$$
\nabla \mathcal{B}(\bar{\theta}, \bar{u}) = I + \frac{1}{r} \int_0^1 \nabla \mathcal{A}(\theta_u(s)) \nabla \varphi_u(s) \rho \nabla \varphi_u(s) ds,
$$

where $I$ denotes the identity mapping. Then, the implicit function theorem yields the existence of an open neighborhood $\mathcal{U}$ of $\bar{u}$ in $L^{2r}(J; W^{-1,q}_{\Gamma_D})$ and a continuously differentiable mapping $\mathcal{S}$ on $\mathcal{U}$ such that $\mathcal{S}(u) \equiv \bar{\theta}$ for all $u \in \mathcal{U}$, i.e., $\mathcal{U}_g$ is an open subset of $L^{2r}(J; W^{-1,q}_{\Gamma_D})$. Moreover, the control-to-state operator $\mathcal{S}$ is continuously differentiable on $\mathcal{U}_g$. This completes the proof.
is continuously differentiable in \((\bar{\theta}, \bar{u})\), and that the partial derivative \(\partial \theta B(\bar{\theta}, \bar{u})\) is continuously invertible (see (2.7) for the definition of \(\Psi\)). Note that \(B(\bar{\theta}, \bar{u}) = 0\). The term \(a \theta \) does not depend neither on \(u\) nor on \(\theta\) and is thus neglected for the rest of this proof. Let us first consider the partial derivative with respect to \(u\): For each \(\theta \in \overline{C(\Omega)}\), the mapping

\[
L^{2r}(J; W^{-1,q}_{Γ_D}) \ni (u, v) \mapsto (\sigma(\theta) \rho \nabla \varphi_u(\theta)) \cdot \nabla \varphi_v(\theta) \in L^r(J; L^{q/2})
\]

gives rise to a continuous symmetric bilinear form \(b_\theta(u, v)\) (cf. also (2.6) and [30, Lem. 3.22]), since for fixed \(\theta \in \overline{C(\Omega)}\) we have

\[
\|b_\theta(u, v)\|_{L^r(J; L^{q/2})} \leq \|\sigma(\theta)\|_{C(\overline{\Omega})} \|\rho\|_{L^\infty} \|J(\sigma(\theta))\|_{L^r(J; L^{q/2})}^2 \cdot \|u\|_{L^{2r}(J; W^{-1,q}_{Γ_D})} \|v\|_{L^{2r}(J; W^{-1,q}_{Γ_D})}.
\]

Accordingly, \(u \mapsto \Psi_u(\bar{\theta}) = b_\theta(u, u)\) is continuously differentiable, and its derivative in \(\bar{u}\) is given by \(h \mapsto 2b_\theta(h, u, h)\). The second component of \(B\) is independent of \(u\). Next, we treat the derivative of \(B\) w.r.t. \(\theta\). First, note that, due to Assumption 2.9 (i), the Nemytskii operator \(\theta \mapsto \eta(\theta)\) is continuously differentiable from \(C(\overline{\Omega})\) to \(C(\overline{\Omega})\) and its derivative in \(\theta\) is given by \(h \mapsto \eta'(\bar{\theta}) h\). With Remark 2.7, we thus find that the derivative of the function \(\theta \mapsto \partial \theta + A(\theta)\theta\) as a mapping from \(W^{1,r}(J; W^{-1,q}_{Γ_D}) \cap L^r(J; W^{-1,q}_{Γ_D})\) to \(L^r(J; W^{-1,q}_{Γ_D})\) is independent of \(\theta\). Next, we turn to \(\theta \mapsto \Psi_u(\theta)\). As above, due to Assumption 2.9 (i), \(\theta \mapsto \sigma(\theta)\) is continuously differentiable as a mapping from \(C(\overline{\Omega})\) to \(C(\overline{\Omega})\) and with derivative \(h \mapsto \sigma'(\theta) h\) (in a point \(\bar{\theta}\)). Further, recall that the derivative of the (continuously differentiable) mapping \(L(X; Y) \ni A \mapsto A^{-1} \in L(Y; X)\) in \(A\) is given by \(H \mapsto -A^{-1} H A^{-1}\). The chain rule and Remark 2.7 thus yield continuous differentiability of \(\theta \mapsto J(\sigma(\theta))\) as a mapping from \(C(\overline{\Omega})\) to \(C(\overline{\Omega}; L(W^{1,q}_{Γ_D}, W^{-1,q}_{Γ_D}))\) with the derivative

\[
[(J \circ \sigma)'(\bar{\theta})] h = -J(\sigma(\bar{\theta})) \left[ -\nabla \cdot \sigma'(\bar{\theta}) \rho \nabla \right] J(\sigma(\bar{\theta})).
\]

Hence, \(\theta \mapsto \varphi_u(\theta) = J(\sigma(\theta))\bar{u}\) is also continuously differentiable, considered as a mapping from \(C(\overline{\Omega}; C(\overline{\Omega}))\) to \(L^{2r}(J; W^{1,q}_{Γ_D})\). Continuous differentiability of the function given by \(C(\overline{\Omega}; C(\overline{\Omega})) \ni \theta \mapsto \Psi_u(\theta) \in L^r(J; L^{q/2}) \hookrightarrow L^r(J; W^{-1,q}_{Γ_D})\) is now straightforward and its derivative in \(\bar{\theta}\) is given by

\[
[\partial \theta \Psi_u(\bar{\theta})] h = -2 \left( \sigma(\bar{\theta}) \rho \nabla \left[ J(\sigma(\bar{\theta})) \bar{u} \right] \right) \cdot \nabla \left[ (J(\sigma(\bar{\theta})) \bar{u}) \bar{u} \right] + \left( \sigma'(\bar{\theta}) \rho \nabla J(\sigma(\bar{\theta})) \bar{u} \right) \cdot \nabla \left( J(\sigma(\bar{\theta})) \bar{u} \right).
\]

The second component of \(B\), i.e., \(\theta \mapsto \theta(T_0) - \theta_0\), is affine-linear and continuous from the maximal regularity space into \((W^{1,q}_{Γ_D}, W^{-1,q}_{Γ_D})_{L^r}\) as such has the derivative \(h \mapsto h(T_0)\). It remains to show the continuous invertibility of \(\partial \theta B(\bar{\theta}, \bar{u})\). For this, we identify for almost every \(t \in (T_0, T_1)\) and \(h \in C(\overline{\Omega}; C(\overline{\Omega}))\) as follows:

\[
B(t)h(t) = \left( \left[ \partial \theta \Psi_u(\bar{\theta}) \right] h \right)(t) + \nabla \cdot \eta'(\bar{\theta}(t)) h(t) \kappa \nabla \bar{\theta}(t),
\]

such that \(B(t)\) is from \(L(C(\overline{\Omega}); W^{-1,q}_{Γ_D})\) and \(t \mapsto B(t) \in L^r(J; L(C(\overline{\Omega}); W^{-1,q}_{Γ_D}))\). Combining (3.3) and (3.4), in order to prove that \(B_\theta\) is continuously invertible we need to show that the equation

\[
\partial_t \xi(t) + A(\bar{\theta}(t))\xi(t) = B(t)\xi(t) + f(t), \quad \xi(T_0) = \xi_0
\]

is satisfied.
has a unique solution \( \xi \in W^{1,r}(J;W^{-1,q}_0) \cap L^r(J;W^{1,q}_0) \) for every \( f \in L^r(J;W^{-1,q}_0) \) and \( \xi_0 \in (W^{1,q},W^{-1,q}_0)_{2,r} \). This, however, is exactly what is obtained by [32, Cor. 3.4], hence we have

\[
\partial_u B(\bar{u}, \bar{u}) \in \mathcal{L}H(W^{1,r}(J;W^{-1,q}_0) \cap L^r(J;W^{1,q}_0); L^r(J;W^{-1,q}_0) \cap \times (W^{1,q},W^{-1,q}_0)_{2,r}).
\]

Thus, all requirements for the implicit function theorem are satisfied, which yields neighbourhoods \( \mathcal{V}_u \) of \( \bar{u} \) in \( L^2(J;W^{-1,q}_0) \) and \( \mathcal{V}_\theta \) of \( \bar{\theta} \) in the maximal regularity space, such that there exists a continuously differentiable mapping \( \Phi: \mathcal{V}_u \to \mathcal{V}_\theta \) with \( \Phi(\bar{u}, u) = \Phi(\bar{\theta}, \bar{u}) = 0 \) for all \( u \in \mathcal{V}_u \). This shows that the set of global controls is open. Moreover, \( \Phi \) locally coincides with the control-to-state operator \( u \mapsto S(u) \), which implies continuous differentiability for the latter.

The stated expression for \( S'(u)h \) is obtained by differentiating the (constant) function \( u \mapsto B(S(u), u) \). From the second component, we then find \( (S'(u)h)(T_0) = 0 \) in \( (W^{1,q},W^{-1,q}_0)_{2,r} \) for all \( h \), and the chain rule yields

\[
S'(u)h = -[\partial_u B(S(u), u)]^{-1}\partial_u B(S(u), u)h,
\]

meaning exactly that \( S'(u)h \) is the unique solution to the problem (3.5) with right-hand side \( f = -\partial_u B(S(u), u)h \) and initial value 0. Inserting all formulas, we obtain the equation stated in the theorem.

**Remark 3.2.** One may split the equation solved by \( \zeta_h = S'(u)h \) in the previous *Theorem 3.1* back into two equations: Introducing

\[
\Phi(\zeta) := \mathcal{J}(\sigma(\theta_u)) (-\nabla \cdot \sigma'(\theta_u) \zeta \rho \nabla \varphi_u + h) \in L^{2r}(J;W^{1,q}_0),
\]

we find that, for every \( h \in L^2r(J;W^{-1,q}_0) \), the pair \((\zeta, \pi) := (S'(u)h, \Phi(S'(u)h))\) is the unique solution of the system

\[
\begin{align*}
\partial_t \zeta + A(\theta_u) \zeta &= \sigma(\theta_u) \zeta \rho \nabla \varphi_u + \nabla \cdot \sigma'(\theta_u) \zeta \rho \nabla \varphi_u + 2 \sigma(\theta_u) \rho \nabla \varphi_u \cdot \nabla \pi \\
- \nabla \cdot \sigma(\theta_u) \rho \nabla \pi &= -\nabla \cdot \sigma'(\theta_u) \zeta \rho \nabla \varphi_u + h
\end{align*}
\]

with \( \zeta(T_0) = 0 \) (the first equation is supposed to hold in \( W^{-1,q}_0 \), the second one in \( W^{-1,q}_0 \), each for almost all \( t \in J \)). These equations are exactly the linearized state system for (2.3) and (2.4). This also shows, expectedly, that from a functional-analytical point of view, it makes no difference working with \( \theta \) only and considering \( \varphi \) as a function obtained by \( \theta \), instead of considering both functions at once.

Combining *Theorem 3.1* with the fact that \( u \equiv 0 \) is a global control, we obtain the following

**Corollary 3.3** (\( \mathcal{U}_\theta \) is open). There is always a neighbourhood \( \mathcal{V}_0 \) of 0 in \( L^{2r}(J;W^{-1,q}_0) \), containing only global controls, i.e., \( \mathcal{V}_0 \subseteq \mathcal{U}_\theta \).

### 4. Necessary optimality conditions

This section is devoted to the derivation of necessary optimality conditions for (P) in reduced form which we will introduce first, cf. (P\_u) below. We will require some preliminary definitions for the control problem. Let us begin by introducing the admissible set

\[
\mathcal{U}^{ad} := \{ u \in L^2(J;L^2(\Gamma_N)) : 0 \leq u \leq u_{\text{max}} \text{ a.e. in } \Sigma_N \}.
\]

We call a global control \( u \in \mathcal{U}_\theta \) feasible, if \( u \in \mathcal{U}^{ad} \) and the associated state satisfies \( S(u)(x,t) \leq \theta_{\text{max}}(x,t) \) for all \( (x,t) \in \bar{Q} \). Due to Assumption 2.9 (xi), the control \( u \equiv 0 \) is a feasible one, cf. [30, Cor. 4.11].
Next, we define the actual control space for the optimal control problem, fitting the norm in the objective functional in (P), that is,

$$U := W^{1,2}(J; L^2(\Gamma_N))) \cap L^p(J; L^p(\Gamma_N))$$

with the standard norm $\|u\|_U = \|u\|_{W^{1,2}(J; L^2(\Gamma_N)))} + \|u\|_{L^p(J; L^p(\Gamma_N)))}$. Since $p > \frac{4}{3}q - 2$ by Assumption 2.9 (viii), this space continuously embeds into $L^s(J; W^{-1,q}_{\Gamma_D})$ for every $s \in [1, \infty]$. The precise result is as follows:

**Proposition 4.1 ([30, Lem. 4.12]).** Let $p > 2$. The space $U$ is embedded into a Hölder space $C^\eta(J; L^p(\Gamma_N))$ for some $\eta > 0$ and $2 < p < \frac{p+2}{2}$. In particular, there exists a compact embedding $\mathcal{E}: U \hookrightarrow L^s(J; W^{-1,q}_{\Gamma_D})$ for every $p > \frac{4}{3}q - 2$ and $s \in [1, \infty]$.

Note that the embedding $L^p(\Gamma_N) \hookrightarrow W^{-1,q}_{\Gamma_D}$ is given via $\tau^s_{\Gamma_N}$, i.e., the adjoint of the trace operator $\tau^s_{\Gamma_N}: W^{1,q}_{\Gamma_D} \hookrightarrow L^p(\Gamma_N)$, cf. Remark 2.10.

**Remark 4.2.** The choice of $U$ instead of, say, $L^p(J; L^p(\Gamma_N))$ with $p$ sufficiently large as the control space is motivated by the proof of existence for optimal controls to (P) in [30]. The same is true for the second term in the objective functional involving the gradient of the temperature. If one is merely interested in the derivation of a qualified optimality system for locally optimal controls without a rigorous proof for the existence of a globally optimal control, then one could drop both terms in the objective functional, i.e., the ones involving $\partial_t u$ and $\nabla \theta$, and still perform the subsequent analysis to derive an analogous optimality system as stated in Theorem 4.14, then for the control space $L^p(J; L^p(\Gamma_N))$ with $p > \max\left(\frac{4q}{q-1}, \frac{4}{3}q - 2\right)$. However, in order to give, together with [30], a comprehensive treatment of the optimal control problem for the thermistor problem including existence of globally optimal controls, we will keep the problem (P) for the derivation of necessary optimality conditions of first order as it stands.

In view of the foregoing Remark 4.2, we from now on fix $s > \frac{2q}{q-1}(1 - \frac{3}{q} + \frac{3}{q})$ as in Assumption 2.9 (viii).

**Definition 4.3 (Reduced optimal control problem).** Consider the embedding $E$ from Proposition 4.1 with range in $L^2(J; W^{-1,q}_{\Gamma_D})$, where $s > \frac{2q}{q-1}(1 - \frac{3}{q} + \frac{3}{q})$ is the integrability exponent from the objective functional. We set

$$U_g := \{u \in U; E(u) \in U_g\}$$

and define the mapping

$$S_E := S \circ E: U_g \rightarrow W^{1,s}(J; W^{-1,q}_{\Gamma_D}) \cap L^s(J; W^{1,q}).$$

Moreover, we define the reduced objective functional $j$ obtained by reducing the objective functional in (P) to $u$, i.e.,

$$j(u) = \frac{1}{2} \int_E |S_E(u)(T_1) - \theta_d|^2 \, dx + \frac{\gamma}{s} \|\nabla S_E(u)\|_{L^s(J; L^q)}^2 + \frac{\beta}{2} \int_{\Sigma_N} (\partial_t u)^2 + |u|^p \, d\omega \, dt,$$

as a function on $U_g$. Further, let $U^{ad} := U \cap U^{ad}$ and $U^{ad}_g := U_g \cap U^{ad}$, where $U^{ad}$ is as defined in (4.1). Finally, the reduced optimal control problem is now given by

$$\min_{u \in U^{ad}_g} j(u) \text{ such that } S_E(u)(x, t) \leq \theta_{\text{max}}(x, t) \quad \forall (x, t) \in \bar{Q}. \quad (P_u)$$
One readily observes that $S_E$ on $U_g$ is still continuously differentiable with the derivative $h \mapsto S'_E(u) = S'([E]_u) h$. Let us now turn to first order necessary conditions for $(P_u)$ and start with the definition of the Lagrangian function. It is well-known that the Lagrangian multipliers associated to the state constraints may, in general, only be regular Borel measures, see for instance [7]. Hence, we introduce the space $\mathcal{M}(\overline{Q})$ as the space of regular Borel measures on $\overline{Q}$ and, simultaneously, as the dual space of $C(\overline{Q})$.

**Definition 4.4.** The Lagrangian function $\mathcal{L} : U_g \times \mathcal{M}(\overline{Q}) \to \mathbb{R}$ associated with $(P_u)$ is given by

$$\mathcal{L}(u, \mu) = j(u) + \langle \mu, S_E(u) - \theta_{\max}\rangle_{\mathcal{M}(\overline{Q}), C(\overline{Q})},$$

where $\mu$ is the reduced objective functional.

**Definition 4.5.** We denote by $\Delta_q : W^{1,q} \to W^{-1,q'}$ the (weak) $q$-Laplacian, given by

$$\langle \Delta_q \psi, \xi \rangle := \int_{\Omega} |\nabla \psi|^{q-2} \nabla \psi \cdot \nabla \xi \, dx$$

for each $\psi, \xi \in W^{1,q}$.

The chain rule immediately yields the derivative of $\mathcal{L}$ with respect to $u$:

**Lemma 4.6.** The Lagrangian function $\mathcal{L}$ is continuously differentiable with respect to $u$. Abbreviating the states by $\theta_u := S_E(u)$ and $\theta_u' = S'_E(u) h$, the partial derivative in direction $h \in U$ is given by

$$\partial_u \mathcal{L}(u, \mu) h = \int_E (\theta_u(T_1) - \theta_u) \theta_u'(T_1) \, dx + \gamma \int_{T_0}^{T_1} \|\nabla \theta_u(t)\|_{L^q}^{q-2} \langle \Delta_q \theta_u(t), \theta_u'(t) \rangle \, dt$$

$$+ \beta \int_{\Sigma_N} \partial_t u \partial_t h + \frac{p}{2} |u|^{p-2} u h \, d\omega \, dt + \langle \mu, \theta_u' \rangle_{\mathcal{M}(\overline{Q}), C(\overline{Q})}$$

(4.2)

with $\Delta_q$ given as in Definition 4.5.

Using the Lagrangian function and its derivative, we characterize local optima of $(P_u)$. We say that $u$ is a feasible control $\bar{u}$ is locally optimal if there exists an $\epsilon > 0$ such that $j(\bar{u}) \leq j(u)$ for all feasible $u \in U_g$ with $\|u - \bar{u}\|_U < \epsilon$. As we will see in the proof of Theorem 4.8, the restriction to global controls $u \in U_g$ does not influence the derivation of optimality conditions, since $U_g$ is an open set by Theorem 3.1. This allows to derive an optimality theory without referring to the generally unknown set $U_g$.

**Definition 4.7.** A measure $\bar{\mu} \in \mathcal{M}(\overline{Q})$ is called a Lagrangian multiplier associated with the state constraint in $(P_u)$, if for a locally optimal control $\bar{u}$ the KKT conditions

$$\bar{\mu} \geq 0,$$  

$$\langle \bar{\mu}, S_E(\bar{u}) - \theta_{\max}\rangle_{C(\overline{Q})} = 0,$$  

$$\langle \partial_u \mathcal{L}(\bar{u}, \bar{\mu}), u - \bar{u} \rangle_U \geq 0 \quad \forall u \in U^{ad}$$

(4.3)

(4.4)

(4.5)

hold true. Here, (4.3) means that $\langle \bar{\mu}, f \rangle_{C(\overline{Q})} \geq 0$ for all $f \in C(\overline{Q})$ with $f(x,t) \geq 0$ for all $(x,t) \in Q$. Note that (4.5) has to be satisfied for all $u \in U^{ad}$ instead of only in $U_g$, the latter being defined in Definition 4.3.
It is well-known that, in general, a so-called regularity condition is needed in order to ensure the existence of a Lagrangian multiplier. In this case, we rely on the linearized Slater condition, which is a special form of Robinson’s regularity condition.

**Theorem 4.8 (Existence of a Lagrangian multiplier).** Let \( \bar{u} \) be a locally optimal control and let the following so-called linearized Slater condition be satisfied: There exists \( \hat{u} \in \mathbb{U} \) such that there is a number \( \tau > 0 \) with the property

\[
\mathcal{S}_E(\bar{u})(x,t) + \mathcal{S}_E'(\bar{u})(\hat{u} - \bar{u})(x,t) \leq \theta_{\max}(x,t) - \tau \quad \text{for all } (x,t) \in Q.
\]

Then there exists a Lagrangian multiplier \( \hat{\mu} \in \mathcal{M}(\hat{Q}) \) associated with the state constraint in \( (P_u) \), i.e., such that \( (4.3)-(4.5) \) is satisfied.

**Proof.** Since \( \mathbb{U} \mapsto L^{2s}(J;W^{-1,q}) \) as seen in Proposition 4.1, Theorem 3.1 implies that there is an open ball \( B_\delta(\bar{u}) \subset \mathbb{U} \) around \( \bar{u} \) with radius \( \delta > 0 \) such that \( B_\delta(\bar{u}) \cap \mathbb{V} \subset \mathbb{V} \). We consider the auxiliary problem

\[
\begin{align*}
\min & \quad j(u) \\
\text{s.t.} & \quad u \in B_\delta(\bar{u}) \cap \mathbb{V}, \quad \mathcal{S}_E(u)(x,t) \leq \theta_{\max}(x,t) \quad \forall (x,t) \in \hat{Q}.
\end{align*}
\]

\[ (P_{aux}) \]

Clearly, \( \bar{u} \) is also a local minimizer of this problem. Moreover, in contrast to \( \mathbb{V} \) appearing in \( (P_u) \), the feasible set \( B_\delta(\bar{u}) \cap \mathbb{V} \) is now convex. Therefore the standard Karush-Kuhn-Tucker (KKT) theory in function space can be applied to \( (P_{aux}) \), see e.g. [34, Thm. 3.1], [7, Thm. 5.2] or [5, Thm. 3.9]. To this end, observe that the linearized Slater condition in \( (4.6) \) carries over to \( (P_{aux}) \), since for suitable \( \lambda \in (0,1) \) sufficiently small, we obtain by convexity

\[
\hat{u}_\lambda := \lambda \hat{u} + (1 - \lambda)\bar{u} \in B_\delta(\bar{u}) \cap \mathbb{V}
\]

and

\[
\mathcal{S}_E(\bar{u})(x,t) + \mathcal{S}_E'(\bar{u})(\hat{u}_\lambda - \bar{u})(x,t) \leq \theta_{\max}(x,t) - \lambda \tau \quad \text{for all } (x,t) \in Q.
\]

Hence, there exists a Lagrangian multiplier \( \hat{\mu} \in \mathcal{M}(\hat{Q}) \) such that \( (4.3)-(4.4) \) and

\[
\langle \partial_u \mathcal{L}(\bar{u}, \hat{\mu}), v - \bar{u} \rangle_u \geq 0 \quad \forall v \in B_\delta(\bar{u}) \cap \mathbb{V}
\]

are fulfilled. Now, let \( u \in \mathbb{V} \) be arbitrary. Then, again due to convexity, we know that \( \hat{u} + \hat{\lambda}(u - \bar{u}) \in B_\delta(\bar{u}) \cap \mathbb{V} \) for \( \hat{\lambda} \in (0,1) \) sufficiently small such that this function can be chosen as test function in \( (4.7) \), giving in turn \( (4.5) \).

Let us now transform \( (4.3)-(4.5) \) into an optimality system involving an adjoint state. To this end, we aim to reformulate the derivative expression for \( \partial_u \mathcal{L}(\bar{u}, \mu) \) from Lemma 4.6 in a designated locally optimal point \( \bar{u} \). We stress again the crucial point that we do not have to work with \( \mathcal{U}_g \) or associated sets in the optimality conditions \( (4.3)-(4.5) \) by virtue of Theorem 3.1. For brevity, we define

\[
\mathbb{X} = W^{1,s}(J;W^{-1,q}_0) \cap L^s(J;W^{1,q}) \quad \text{and} \quad X_s = (W^{1,q},W^{-1,q}_0)_{\frac{1}{2},s}.
\]

The plan is to use the adjoint of the derivative of the control-to-state operator. We will show that \( \mathcal{S}_E'(\bar{u})^* \) is associated to the solution operator (in an appropriate sense) to the adjoint system, which we formally introduce as follows:

**Definition 4.9 (Formal adjoint system).** For given, fixed functions \( \theta \) and \( \varphi \), given terminal value \( \varphi_T \) and inhomogeneities \( f_1, f_2, g_1, g_2 \), we call the following system
in strong form the adjoint system:

\[
\begin{aligned}
-\partial_t \vartheta - \operatorname{div}(\eta(\vartheta)\kappa\nabla\vartheta) &= (s'(\vartheta)\rho\nabla\varphi) \cdot \nabla\varphi - (s'(\vartheta)\rho\nabla\varphi) \cdot \nabla\psi \\
- (\eta'(\vartheta)\kappa\nabla\vartheta) \cdot \nabla\vartheta + f_1 &= \nu \cdot \eta(\vartheta)\kappa\nabla\vartheta + \alpha \vartheta = f_2 \\
\vartheta(T_1) &= \vartheta_T \\
- \operatorname{div}(\sigma(\vartheta)\rho\nabla\psi) &= -2 \operatorname{div}(\sigma(\vartheta)\rho\nabla\varphi) + g_1 \\
\nu \cdot \nabla\sigma(\vartheta)\rho\nabla\psi &= 2 \nu \cdot \sigma(\vartheta)\rho\nabla\varphi + g_2 \\
\psi &= 0
\end{aligned}
\]

in \(Q\), on \(\Sigma\), in \(\Omega\), in \(Q\), on \(\Sigma_N\), on \(\Sigma_D\).

(4.8)

More specified assumptions about the inhomogeneities \(f_1, f_2, g_1, g_2\) and the terminal value \(\vartheta_T\) will be given in the following. Note that (4.8) is only a formal representation of the adjoint of the linearized system of (1.1)–(1.6). We will work with the abstract version, referring to (2.3) and (2.4) and its linearizations, cf. (3.2) or Remark 3.2.

**Definition 4.10** (Abstract adjoint system). Let \(\vartheta \in X\) be fixed and set \(\varphi = J(\sigma(\vartheta))u\). Further, let \(f \in X', \vartheta_T \in X'_T\), and \(g \in L^{2s'}(J; W^{-1,q}_{\Gamma_D})\) be given with \((2s)' = \frac{2s}{2s-1}\). The abstract adjoint system is given by

\[
\begin{aligned}
- \partial_t \vartheta + \partial_\vartheta A(\vartheta)\vartheta &= -(\eta'(\vartheta)\kappa\nabla\vartheta) \cdot \nabla\vartheta + (s'(\vartheta)\rho\nabla\varphi) \cdot \nabla\varphi + \delta_{T_0} \otimes \vartheta_T - \delta_{T_1} \otimes \chi + f \\
&- (s'(\vartheta)\rho\nabla\varphi) \cdot \nabla [J(\sigma(\vartheta))^*(-2 \nabla \cdot \sigma(\vartheta)\rho\nabla\varphi + g)].
\end{aligned}
\]

(4.9)

Here, \(\delta_{T_0}\) and \(\delta_{T_1}\) are Dirac measures in \(T_0\) and \(T_1\), obtained as the adjoints of the point evaluations in \(T_0\) and \(T_1\), respectively. The latter are continuous mappings from \(C(J; X_s)\) to \(X_s\), such that \(\delta_{T_0} \otimes \vartheta_T\) and \(\delta_{T_1} \otimes \chi\) are seen as objects from \(M(J; X'_s)\).

We say that the functions \((\vartheta, \chi) \in L^{s'}(J; W^{1,q}) \times X'_s\) are a weak solution of (4.9) or (4.8), if

\[
\begin{aligned}
\int_J \langle (\partial_t \vartheta, \vartheta) \rangle_{W^{1,q'}} \, dt &= -\int_J \int_\Omega \langle \eta(\vartheta)\kappa\nabla\vartheta \rangle \cdot \nabla\xi \, dxdt - \int_J \int_\Gamma \alpha \vartheta \xi \, dxdt \\
&- \int_J \int_\Omega \langle (\eta'(\vartheta)\kappa\nabla\vartheta) \cdot \nabla\vartheta - (s'(\vartheta)\rho\nabla\varphi) \cdot \nabla\varphi \rangle \xi \, dxdt \\
&- \int_J \int_\Omega \langle s'(\vartheta)\rho\nabla\varphi \rangle \cdot \nabla [J(\sigma(\vartheta))^*(-2 \nabla \cdot \sigma(\vartheta)\rho\nabla\varphi + g)] \xi \, dxdt \\
&+ \langle \vartheta_T, \vartheta(T_1) \rangle_{X_s} - \langle \chi, \delta_{T_0} \otimes \chi \rangle_{X_s} + \langle f, \chi \rangle
\end{aligned}
\]

is true for all \(\xi \in X\). Equivalently, (4.9) holds true in \(X'\).

Note that the functionals \(\delta_{T_0} \times \chi\) and \(\delta_{T_1} \otimes \vartheta_T\) are well-defined in \(X'\) due to \(X \hookrightarrow C(J; X_s)\). Of course, the inhomogeneities \(f_1, f_2\) and \(g_1, g_2\) from (4.8) are represented by \(f = f_1 + f_2\) and \(g = g_1 + g_2\), respectively. Moreover, thanks to the symmetry of \(\rho\), one easily sees that \(J(\sigma(\vartheta))^*\) is formally selfadjoint, which is the basis of the following

**Remark 4.11.** Similarly to Remark 3.2, we introduce

\[
\psi(\partial) := J(\sigma(\vartheta))^*(-2 \nabla \cdot \sigma(\vartheta)\rho\nabla\varphi + g),
\]
which allows to split (4.9) back into two equations, namely
\[
-\partial_t \vartheta + \partial_\vartheta A(\vartheta) \vartheta = (\sigma'(\vartheta) \varrho \nabla \varphi) \cdot \nabla \varphi - (\eta'(\vartheta) \kappa \nabla \vartheta) \cdot \nabla \vartheta - (\sigma'(\vartheta) \rho \nabla \varphi) \cdot \nabla \varphi + \delta_{\Gamma_1} \otimes \vartheta_T - \delta_{\Gamma_0} \otimes \chi + f,
\]
\[
-\nabla \cdot (\sigma(\vartheta) \rho \nabla \varphi) = -2 \nabla \cdot (\sigma(\vartheta) \varrho \nabla \varphi) + g,
\]
to be understood as in (4.10). This is exactly a very weak abstract formulation of the formal adjoint system (4.8) with inhomogeneities \( f = f_1 + f_2 \) and \( g = g_1 + g_2 \) and terminal value \( \vartheta_T \). Note that the first equation is supposed to hold in \( X' \), the second one in \( L^2(3s)' (J; W_{\Gamma_0}^{-1, q'}) \).

We next show that the abstract adjoint (4.9) always admits a unique weak solution for \( f \in X' \) and \( g \in L^2(3s)' (J; W_{\Gamma_0}^{-1, q'}) \). This will follow directly from Theorem 3.1 using an adjoint-approach (see e.g. [1, Ch. 7]). Since the inhomogeneity \( f \) in (4.9) will in fact contain the Lagrangian multiplier \( \mu \) introduced in Definition 4.7, we will not investigate the adjoint system more specifically under additional regularity assumptions on \( f \), since the Lagrangian multipliers are in general only measures and thus limit said regularity in a crucial way anyhow. In particular, this lack of regularity is the very obstacle which permits time-derivatives for weak solutions to (4.9), cf. [1, Prop. 6.1]. Nevertheless, even in the absence of measure-valued Lagrangian multipliers, the time regularity of the adjoint state is still limited by the differential operator itself, since \( (\eta'(\vartheta) \kappa \nabla \vartheta) \cdot \nabla \vartheta \) is only integrable in time (as opposed to \( s' \)-integrable).

**Theorem 4.12** (Existence and uniqueness for the abstract adjoint system). For every terminal value \( \vartheta_T \in X'_s = (W^{1,q'}, W_{\Gamma_0}^{-1,q'})_{s', s'} \) and all inhomogeneities \( f \in X' \) and \( g \in L^2(3s)' (J; W_{\Gamma_0}^{-1, q'}) \), there exists a unique weak solution \((\vartheta, \chi) \in L^s(J; W^{1,q}) \times X'_a \) of (4.9) in the sense of Definition 4.10.

**Proof.** The equality \( X'_s = (W^{1,q'}, W_{\Gamma_0}^{-1,q'})_{s', s'} \) follows from the usual duality properties of interpolation functors, see [33, Ch. 1.11.2 and 1.3.3]. Recall the operator
\[
B: X \times L^2(3s)(J; W_{\Gamma_0}^{-1,q}) \rightarrow L^s(J; W^{-1,q}) \times (W^{1,q}, W_{\Gamma_0}^{-1,q})_{s', s},
\]
from Theorem 3.1 with \( r = s > \bar{r}(q, s) \). The partial derivative w.r.t. \( \theta \) of \( B \) was given by
\[
\partial_\theta B(\theta, u) \xi = (\partial_\xi + A(\theta)\xi - \nabla \cdot \eta'(\theta) \kappa \nabla \theta - \partial_\theta \Psi_u(\theta)\xi, \xi(0))
\]
with
\[
\partial_\theta \Psi_u(\theta)\xi = -2(\sigma(\theta) \rho \nabla \varphi) \cdot \nabla [J(\sigma(\theta)(-\nabla \cdot (\sigma(\theta) \rho \nabla \varphi))] + (\sigma(\theta) \xi \rho \nabla \varphi) \cdot \nabla \varphi,
\]
cf. (3.4), and \( \varphi = J(\sigma(\theta)) u \). Now, let \((\vartheta, \chi)\) be from \( L^s(J; W^{1,q}) \times X'_a \). We easily find
\[
\langle -\nabla \cdot \eta'(\theta) \kappa \nabla \theta, \vartheta \rangle_{W^{1,q'}} = \int_{\Omega} (\eta'(\theta) \kappa \nabla \vartheta) \cdot \nabla \theta \, dx = \langle \eta'(\theta) \kappa \nabla \vartheta, \vartheta \rangle_{W^{1,q}}
\]
and
\[
\langle (\sigma'(\theta) \rho \nabla \varphi) \cdot \nabla \varphi, \vartheta \rangle_{W^{1,q'}} = \langle (\sigma'(\theta) \rho \nabla \varphi) \cdot \nabla \varphi, \vartheta \rangle_{W^{1,q}}.
\]
Let us turn to the complicated term in $\partial_0 \Psi_u(\vartheta)$. Analogously to (4.11), we find

$$\langle 2(\sigma(\vartheta)\rho \nabla \varphi) \cdot \nabla [\mathcal{J}(\sigma(\vartheta)(-\nabla \cdot \sigma(\vartheta)\chi \rho \nabla \varphi)], \vartheta \rangle_{W^{1,q}}$$

$$= \langle \mathcal{J}(\sigma(\vartheta))(-\nabla \cdot \sigma(\vartheta)\chi \rho \nabla \varphi), -2\nabla \cdot \sigma(\vartheta)\partial \rho \nabla \varphi \rangle_{W^{-1,q}_{\text{loc}}}$$

$$= \langle -\nabla \cdot \sigma(\vartheta)\chi \rho \nabla \varphi, \mathcal{J}(\sigma(\vartheta))^* (-2\nabla \cdot \sigma(\vartheta)\partial \rho \nabla \varphi) \rangle_{W^{1,q}_{\text{loc}}}$$

$$= \langle \xi, (\sigma(\vartheta)\rho \nabla \varphi) \nabla [\mathcal{J}(\sigma(\vartheta))^* (-2\nabla \cdot \sigma(\vartheta)\partial \rho \nabla \varphi)] \rangle_{W^{-1,q}}. \quad (4.13)$$

Symmetry of $\kappa$ implies that $A(\vartheta)$ is formally self-adjoint, i.e., $A(\vartheta)^*$ maps $W^{1,q}$ into $W^{-1,q}$, but is still given as in (2.2) and Definition 2.6, respectively. Using this and equations (4.11), (4.12) and (4.13), we obtain

$$\langle \partial_0 \mathcal{B}(\vartheta, u)^*(\vartheta, \chi), \xi \rangle_X = \langle ((\vartheta, \chi), \partial_0 \mathcal{B}(\vartheta, u)\xi)_{L^s(J,W^{-1,q}) \times X_s}$$

$$= \int_f (\partial \xi, \vartheta)_{W^{1,q}} \, dt + \int_f \langle A^*(\vartheta)\partial \xi, \xi \rangle_{W^{1,q}} \, dt$$

$$+ \int_f (\langle (\eta(\vartheta)\kappa \nabla \vartheta) \cdot \nabla \chi, \xi \rangle_{W^{1,q}} \, dt$$

$$- \int_f (\langle (\sigma(\vartheta)\partial \rho \nabla \varphi) \cdot \nabla \varphi, \chi \rangle_{W^{1,q}} \, dt + \langle \chi, \xi(T_0) \rangle_{X_s}$$

$$+ \int_f (\langle (\sigma(\vartheta)\partial \rho \nabla \varphi) \nabla [\mathcal{J}(\sigma(\vartheta))^* (-2\nabla \cdot \sigma(\vartheta)\partial \rho \nabla \varphi)] \rangle_{W^{-1,q}} \, dt$$

for all $\xi \in X$. Moreover, in the proof of Theorem 3.1, $\partial_0 \mathcal{B}(\vartheta, u)$ was found to be a topological isomorphism between the spaces $X$ and $L^s(J,W^{-1,q}) \times X_s$ and consequently $\partial_0 \mathcal{B}(\vartheta, u)^*$ is also a topological isomorphism between $L^s(J,W^{1,q}) \times X_s'$ and $X'$. In particular, for every $f \in X'$ there exists a unique $p = p_f \in L^s(J,W^{1,q}) \times X_s'$ such that $\partial_0 \mathcal{B}(\vartheta, u)*p = f$. Hence, setting

$$\tilde{f} = f + \delta_{T_1} \otimes \vartheta_T - (\sigma(\vartheta)\partial \rho \nabla \varphi) \nabla [\mathcal{J}(\sigma(\vartheta))^* \varphi], \quad (4.14)$$

the pair $((\tilde{\vartheta}, \tilde{\chi}) := p_f$ satisfies (4.10) by the above form of $\partial_0 \mathcal{B}(\vartheta, u)^*$, and is exactly the searched-for unique solution as in Definition 4.10. \qed

As hinted above, we immediately obtain the following characterization of $\mathcal{S'}(u)^*$ for given $u \in U_g$:

**Corollary 4.13.** Let $(\vartheta, \chi)$ be the solution of (4.10) in the sense of Definition 4.10 with inhomogeneities $f$ and $g$ and terminal value $\vartheta_T$. The adjoint linearized solution operator $S'_\mathcal{E}(u)^*$ then assigns to $f, g$ and $\vartheta_T$ in the form $\tilde{f}$ as in (4.14) the functional $E^*\psi \in U'$, where $\psi(\vartheta) \in L^{2s}(J,W^{-1,q})$ is given by

$$\psi(\vartheta) = \mathcal{J}(\sigma(\vartheta))^*(-\nabla \cdot \sigma(\vartheta)\partial \rho \nabla \varphi).$$

**Similarly to Remark 4.11.**

**Proof.** In Theorem 3.1, we found $\mathcal{S'}(u) = -[\partial_0 \mathcal{B}(\mathcal{S}(u), u)]^{-1} \partial_0 \mathcal{B}(\mathcal{S}(u), u)$. Hence, with $S'_\mathcal{E}(u) = S'(u) \circ \mathcal{E}$, we obtain

$$S'_\mathcal{E}(u)^* \tilde{f} = -E^* \partial_0 \mathcal{B}(S'_\mathcal{E}(u), u)^* \partial_0 \mathcal{B}(S'_\mathcal{E}(u), u)^{-1} \tilde{f}.$$

In view of Theorem 4.12 and its proof, $\partial_0 \mathcal{B}(S'_\mathcal{E}(u), u)^{-1} \tilde{f}$ is exactly the unique solution $(\vartheta, \chi)$ of (4.10) in the sense of Definition 4.10 with inhomogeneities $f, g$ and terminal value $\vartheta_T$. Moreover, a repetition of the first lines of (4.13) shows that

$$-\partial_0 \mathcal{B}(S'_\mathcal{E}(u), u)^*(\vartheta, \chi) = \mathcal{J}(\sigma(\vartheta))^*(-\nabla \cdot \sigma(\vartheta)\partial \rho \nabla \varphi) = \psi(\vartheta).$$
An application of $E^*: L^{2s}(J; W_0^{1,q}) \hookrightarrow U'$ yields the claim.

Having $S_E^*(u)$ at hand, we now proceed to establish the actual necessary optimality conditions by manipulating the variational inequality in the KKT conditions (4.5).

For a concise “strong” formulation in the following theorem, we decompose measures $\mu \in M(\overline{\Omega})$ by restriction into

$$\mu = \mu_{(T_0, T_1)} + \mu_{(T_0, T_1)}$$

with $\mu_{(T_0, T_1)} \in M((T_0, T_1) \times \Omega)$ and $\mu_{(T_0, T_1)} \in M((T_0, T_1) \times \overline{\Omega})$. Both measures may in turn be further decomposed into $\mu_{(T_0, T_1)} = \mu_\Omega + \mu_T$, where $\mu_\Omega \in M((T_0, T_1) \times \Omega)$ and $\mu_T \in M((T_0, T_1) \times \Gamma)$, and $\mu_{(T_0, T_1)} = \delta_{T_0} \otimes \mu_{T_0} + \delta_{T_1} \otimes \mu_{T_1}$ with $\mu_T, \mu_T, \mu_{T_1} \in M(\overline{\Omega})$.

**Theorem 4.14** (First Order Necessary Conditions). Let $\bar{u} \in U_0^{ad}$ be a locally optimal control such that the linearized Slater condition (4.6) is satisfied. Let $\theta_{\bar{u}} = S_E(\bar{u})$ be the state associated with $\bar{u}$ and set $\varphi_{\bar{u}} := \varphi(\theta_{\bar{u}})$. Then there exists a Lagrangian multiplier $\bar{\mu} \in M(\overline{\Omega})$ in the sense of Definition 4.7 and adjoint states $\bar{\vartheta} \in L^2(J; W_0^{1,q'})$ and $\psi \in L^{2s}(J; W_0^{1,q'})$, such that the formal system

$$-\bar{\partial}_t \bar{\vartheta} - \text{div}(\eta(\bar{u}) \kappa \nabla \bar{\vartheta}) = (\sigma'(\bar{u}) \rho \nabla \varphi_{\bar{u}}) \cdot \nabla \varphi_{\bar{u}} - \langle \sigma'(\bar{u}) \rho \nabla \varphi_{\bar{u}}, \nabla \psi \rangle$$

$$- \langle \eta'(\bar{u}) \kappa \nabla \bar{\vartheta}, \nabla \theta \rangle + \| \nabla \bar{u} \|^s_{L^q(J; L^q)} \Delta_q \bar{\vartheta} + \bar{\mu}_\Omega \text{ in } Q,$$

$$\nu \cdot \eta(\bar{u}) \kappa \nabla \bar{\vartheta} + \alpha \bar{\vartheta} = \bar{\mu}_T \text{ on } \Sigma,$$

$$\bar{\vartheta}(T_1) = \chi_E(\bar{u}(T_1) - \theta_d) + \bar{\mu}_T \text{ in } \Omega,$$

$$\bar{\vartheta}(T_1) = \chi_E(\bar{u}(T_1) - \theta_d) + \bar{\mu}_T \text{ on } \Sigma_N,$$

$$\nu \cdot \sigma(\rho) \nabla \psi = -2 \text{div}(\sigma(\rho) \nabla \varphi_{\bar{u}}) \text{ on } \Sigma_N,$$

$$\psi = 0 \text{ on } \Sigma_D.$$

is satisfied in the sense of Definition 4.10 and Remark 4.11. Moreover, $\bar{u} \in U_0^{ad}$ is the solution of the variational inequality

$$\int_{\Sigma_N} \partial_t \bar{\vartheta} \partial_t (u - \bar{u}) + \frac{p}{2} |\bar{u}|^{p-1} \bar{u}(u - \bar{u}) + \frac{1}{\beta} (r_{T_N} \psi)(u - \bar{u}) \, d\omega \, dt \geq 0$$

for all $u \in U_0^{ad} = \{u \in U: 0 \leq u \leq u_{\text{max}} \text{ a.e. in } \Sigma_N\}$. (4.15)

Note that the Lagrangian multiplier $\bar{\mu}$ is not active on the set $\{T_0\} \times \overline{\Omega}$ due to Assumption 2.9 (xi) and the positivity and complementary conditions (4.3) and (4.4). Hence, $\bar{\mu}_T$ is zero and does not contribute to the system of equations in Theorem 4.14. Note moreover that the variational inequality in (4.15) is just a (semilinear) variational inequality of obstacle-type in time.

**Proof of Theorem 4.14.** Let $\bar{u}$ be a locally optimal control such that the linearized Slater condition (4.6) is satisfied. Theorem 4.8 then yields the existence of a Lagrangian multiplier $\bar{\mu} \in M(\overline{\Omega})$ such that (4.3)-(4.5) hold true. We show that these lead to the assertions.

First consider the linear continuous functional

$$\langle \chi_E(\theta_{\bar{u}}(T_1) - \theta_d), \Theta \rangle_{L^2(\Omega)} := \int_E (\theta_{\bar{u}}(T_1) - \theta_d) \Theta \, dx.$$

Due to the choice of $s$, we have $X_s \hookrightarrow C(\overline{\Omega}) \hookrightarrow L^2(\Omega)$, such that the functional is also an element of $X_s'$ and $\delta_{T_1} \otimes \chi_E(\theta_{\bar{u}}(T_1) - \theta_d) \in X'$. Moreover, we set $\| \nabla \bar{u} \|^s_{L^q(\Delta_q \Theta \Theta)}$
as a functional on $X \mapsto L^\ast(J;W^{1,q})$ via

$$\langle \|\nabla \theta_u\|_{L^q} \Delta_q \theta_u, \xi \rangle_X := \int_J \|\nabla \theta_u(t)\|_{L^q} \langle \Delta_q \theta_u(t), \xi(t) \rangle_{W^{1,q}} \, dt.$$ 

The inclusion $X \mapsto C(\overline{Q})$ also implies $\bar{\mu} \in \mathcal{M}(\overline{Q}) \mapsto X'$. Hence, inserting $\theta'_u = \mathcal{S}_\varepsilon^*(u)h$ in (4.2), we immediately obtain

$$\partial_u \mathcal{L}(u, \mu)h = \langle \mathcal{S}_\varepsilon^*(u)^* \delta_T \chi E(\theta_u(T)) - \theta_u \rangle_U + \gamma \|\nabla \theta_u\|_{L^q} \langle \Delta_q \theta_u + \mu \rangle_U + \beta \int_{\Sigma_N} \partial_u \theta_u(t) + \frac{P}{2} |\theta_u|^{p-2} \theta_u \, dt$$

for $h \in U$. Let us introduce $(\theta, \chi)$ as the unique solution of (4.9) (cf. Theorem 4.12) with data $\vartheta_T = \chi E(\theta_u(T)) - \theta_u$, $\vartheta_T, g = 0$ and $f = \gamma \|\nabla \theta_u\|_{L^q} \langle \Delta_q \theta_u + \mu \rangle_{\Sigma_N}$, which is then also the solution of the formal system (4.8) with the stated inhomogeneities $f$ and $g$ and terminal value $\vartheta_T$. Here, $\psi$ is obtained by $\psi(\vartheta) = \mathcal{J}(\theta_u) * (-\nabla \cdot \sigma(\theta_u) \vartheta \nabla v_u)$, cf. Remark 4.11. Corollary 4.13 now shows that

$$\partial_u \mathcal{L}(\bar{u}, \bar{\mu})h = \langle \mathcal{E}^* \psi, h \rangle_U + \beta \int_{\Sigma_N} \partial_u \bar{u} \bar{\mu} + \frac{P}{2} |\bar{u}|^{p-2} \bar{u} \, dt$$

for $h \in U$. It is convenient to write $E$ as $E = \tau_{T_N}^\ast \circ \mathcal{E}$ with $\mathcal{E} : U \mapsto L^{2s}(J;L^p(\Gamma_N))$ and $\tau_{T_N}^\ast : L^{2s}(J;L^p(\Gamma_N)) \to L^{2s}(J;W_{T_N}^{-1,q})$ with $p > \frac{q}{2}$, see Proposition 4.1 and Remark 2.10. Then we have

$$\langle \mathcal{E}^* \psi, h \rangle_U = \langle \tau_{T_N}^\ast \psi, \mathcal{E}h \rangle_{L^{2s}(J;L^p(\Gamma_N)),L^{2s}(J;W_{T_N}^{-1,q})} = \int_{\Sigma_N} (\tau_{T_N}^\ast \psi) h \, dt,$$

again $h \in U$. Inserting (4.17) and (4.16) into (4.5), we obtain the stated variational inequality.

**Remark 4.15.** If the optimal control $\bar{u}$ in the previous theorem is an interior point of $U^{ad}$, then one may transform the variational inequality (4.15) to the ordinary nonlinear differential equation of order two

$$\partial_u \bar{u} = \frac{1}{\beta} \tau_{T_N} \psi + \frac{p}{2} |\bar{u}|^{p-2} \bar{u}$$

in the space $L^p(\Gamma_N)$ as a boundary value problem with $\partial_u \bar{u}(T_0) = \partial_u \bar{u}(T_1) = 0$. In particular, $\partial_u \bar{u} \in L^{2s}(J;L^p(\Gamma_N))$ in this case.

5. **Application and numerical example.** As already outlined in [23] and the introduction, a typical example of an application for a problem in the form (P) is the optimal heating of a conducting material such as steel by means of an electric current. The aim of such procedures is to heat up a workpiece by electric current and to cool it down rapidly with water nozzles in order to harden it. In case of steel, this treatment indeed produces a hard martensitic outer layer, see for instance [6, Ch. 9.18] for a phase diagram and [6, Chapters 10.5/10.7 about Martensite], and is thus used for instance for rack-and-pinion actuators, to be found e.g. in steering mechanisms. The part of the workpiece to be heated up corresponds to the design area $E$ in the objective functional in (P). In order to avoid thermal stresses in the material, it is crucial to produce a homogeneous temperature distribution in the design area, which is reflected by the first term of the objective functional if we choose $\theta_d$.
appropriately. The gradient term in the objective functional further enforces minimal thermal stresses. Moreover, the temperatures necessary for the hardening process as described above are rather close to the melting point of the material, thus the state constraints are used to prevent the temperature exceeding the melting temperature $\theta_{\text{max}}$. The control constraints in (P) represent a maximum electrical current which can be induced in the workpiece.

![Fig. 5.1: The computational domain $\Omega$ used in the numerical example.](image)

In the following we exhibit numerical examples for the optimal control of the three-dimensional thermistor problem in the form (P), underlining in particular the importance of the state-constraints. The considered computational domain $\Omega$ is a (simplified) three-dimensional gear-rack as seen in Figure 5.1 of dimensions $0.5 \text{ m} \times 0.02 \text{ m} \times 0.02 \text{ m}$, where the design area $E$ consists of the saw-teeth between the $0.1 \text{ m}$ and $0.3 \text{ m}$ mark. The mesh consists of about 80000 nodes, inducing 400000 cells with cell diameters ranging from $8.8 \cdot 10^{-4} \text{ m}$ to $7.6 \cdot 10^{-3} \text{ m}$.

The heat-equation we use in the computations is as follows:

$$\varrho C_p \frac{\partial \theta}{\partial t} - \text{div}(\eta(\theta) \kappa \nabla \theta) = (\sigma(\theta) \nabla \varphi) \cdot \nabla \varphi.$$  

It deviates from (1.1) by the factor $\varrho C_p$, the so-called the volumetric heat capacity, where $\varrho$ is the density of the material and $C_p$ is its specific heat capacity. However, we assume $\varrho C_p$ to be constant for this numerical example, so it certainly has no influence on the theory presented above. We have already mentioned how to deal with non-constant heat capacity in the introduction, see also [30, Rem. 3.9] for a comment on a spatially inhomogeneous density $\varrho$. For a realistic modeling of the process, we use the data gathered in [11], i.e., the workpiece $\Omega$ is supposedly made of non-ferromagnetic stainless steel (#1.4301). The constants used can be found in Table 5.1 and the conductivity functions are given by

$$\sigma(\theta) := \frac{1}{a_\sigma + b_\sigma \theta + c_\sigma \theta^2 + d_\sigma \theta^3} \quad \text{for} \quad \theta \in [0, 10000] \text{ K},$$

with the constants $a_\sigma = 4.9659 \cdot 10^{-7} \text{ \Omega m}$, $b_\sigma = 8.4121 \cdot 10^{-10} \text{ \Omega m K}^{-1}$, $c_\sigma = -3.7246 \cdot 10^{-13} \text{ \Omega m K}^{-2}$ and $d_\sigma = 6.1960 \cdot 10^{-17} \text{ \Omega m K}^{-3}$ for the electrical conductivity (resulting in $\Omega^{-1} \text{ m}^{-1}$), and

$$\eta(\theta) := a_\eta + b_\eta \theta \quad \text{for} \quad \theta \in [0, 10000] \text{ K}$$

with $a_\eta = 11.215 \text{ Wm}^{-1} \text{ K}^{-1}$ and $b_\eta = 1.4087 \cdot 10^{-4} \text{ Wm}^{-1} \text{ K}^{-2}$ for the thermal conductivity (resulting in $\text{Wm}^{-1} \text{ K}^{-1}$). Both functions are extended outside of $[0, 10000]$ in a smooth and bounded way, such that Assumption 2.9 (i) is satisfied. Note that
ρ and κ are each chosen as the identity matrix, as we do not account for heterogeneous materials in this numerical example. To counteract on the different scales inherent in the problem, cf. the value for \( u_{\text{max}} \) and \( \theta_0 \) in Table 5.1, the model was nondimensionalized for the implementation.

\[
\begin{array}{cccccccc}
\rho & C_p & \alpha & \theta_0 & \theta_l & \theta_d & \theta_{\text{max}} & u_{\text{max}} \\
7900 \text{ kg/m}^3 & 455 \text{ J/kg K} & 20 \text{ W/m}^3\text{K} & 290 \text{ K} & 290 \text{ K} & 1500 \text{ K} & 1700 \text{ K} & 10 \cdot 10^7 \text{ A/m}^2
\end{array}
\]

Table 5.1: Material parameters used in the numerical tests

The optimization problem (P) is solved by means of a Nonlinear Conjugate-Gradients Method in the form as described in [12], modified to a projected method to account for the admissible set \( \mathcal{U}_{\text{ad}} \). The method needed up to 150 iterations to meet the stopping criterion, which required the relative change in the objective functional to be smaller than \( 10^{-5} \). The state constraints in (P) are incorporated by a quadratic penalty approach—so-called Moreau-Yosida regularization—, cf. [22] and the references therein, where the penalty-parameter was increased up to a maximum of \( 10^{10} \), stopping earlier if the violation of the state constraints was smaller than \( 10^{-2} \text{ K} \). This resulted in a violation of \( 9.54 \cdot 10^{-2} \text{ K} \), which is about 0.0056% of the upper bound of 1700 K. In each step of the optimization algorithm, the nonlinear state equations (1.1)-(1.6) and the adjoint equations (4.8) have to be solved. We use an Implicit Euler Scheme for the time-discretization of these equations, whereas the spatial discretization is done via piecewise continuous linear finite elements. The nonlinear system of equations arising in each time-step is solved via Newton’s method. Here, we do a semi-implicit pre-step to obtain a suitable initial guess for the discrete \( \varphi \) for Newton’s method. For the control, we also choose piecewise continuous linear functions in space where the values in the first and last timestep were pre-set to 0.

In the calculation of the gradient of the reduced objective functional \( j \), the gradient representation with respect to the \( L^2(J;L^2(\Gamma_N)) \) scalar product of the derivative of \( u \mapsto \frac{1}{2}(\partial_t u)^2 \) is needed, which one formally computes as \( \partial_{tt}^2 u \). We used the second order central difference quotient \( \frac{u_{k+1}-2u_k+u_{k-1}}{\Delta t^2} \) to approximate \( (\partial_{tt}^2 u)(t_k) \) at time step \( k \) with the appropriate modifications for the first and last time step, respectively. All computations were performed within the FEnICS framework [14].

For the experiment duration, we set \( T_1 - T_0 = 2.0 \text{ s} \) with timesteps \( \Delta t = 0.02 \text{ s} \), while we use \( \gamma = 10^{-8} \) and \( \beta = 10^{-5} \). This comparatively large value for \( \beta \) is only possible due to the nondimensionalization performed for the computations because otherwise the objective functional is dominated by its last two addends, cf. the value of \( u_{\text{max}} \) in Table 5.1, unless \( \beta \) is chosen very small. For instance, for the numerical computations in [23], \( \beta \) was set to \( 10^{-13} \). In the following, we elaborate on two settings: one in which we enforce the state constraint \( \theta \leq \theta_{\text{max}} \) and one in which we do not.

Figure 5.2 shows the temperature distribution at end time \( T_1 = 2.0 \text{ s} \) in \( E \) in both cases. The desired temperature distribution close to uniformly 1500 K has been nearly achieved in the free optimization, see Figure 5.2a, at the price of very high temperature values around \( \Gamma_D \) and \( \Gamma_N \) already early in the heating process. We come back to this below, cf. also Figure 5.6. For the state-constrained optimization, we achieve a much worse result (note the same scales in both Figure 5.2a and 5.2b), which again corresponds to the rapid evolution to high temperatures at the critical areas,
Fig. 5.2: Detail of the sawteeth in $E$ at end time $t = 2.0$ s with distribution of the temperature $\theta$ in K.

since these crucially limit the maximal amount of energy induced into the workpiece if one wants to prevent the temperature rising higher than the given bounds $\theta_{\text{max}}$. This can also be seen in the development of the optimal controls in both cases over time, see below.

Fig. 5.3: The potential $\varphi$ (in V) associated with the optimal solution at time $t = 1.0$ s, view from the side ($x_1x_2$-plane).

Fig. 5.4: Magnitude of the gradient $\nabla \varphi$ (in V/m) associated with the optimal solution at time $t = 1.0$ s, view from the side ($x_1x_2$-plane).

The potential $\varphi$ and its gradient $\nabla \varphi$ associated with the optimal control to the state-constrained optimization problem, at time $t = 1.0$ s are depicted in Figures 5.3 and 5.4. Here, $\nabla \varphi$ is to be understood as the projection of the potentially discontinuous gradient of $\varphi$ to the space of continuous linear finite elements. The potential $\varphi$ decreases from $\Gamma_N$ to the grounding with prescribed value $\varphi \equiv 0$ at $\Gamma_D$, cf. Figure 5.1b, thus inducing a current flow and acting as a heat source between $\Gamma_D$ and $\Gamma_N$, since the corresponding term in the heat equation $\sigma(\theta) \rho \nabla \varphi \cdot \nabla \varphi$ is proportional to $|\nabla \varphi|^2$ due to the coercivity and boundedness of $\rho$ and the bounds on $\sigma$. This is confirmed by the magnitude of $\nabla \varphi$ as seen in Figure 5.4. In particular one observes that $\nabla \varphi$ is very small or 0 in $E$, which means that the current flows only through the area between $\Gamma_D$ and $\Gamma_N$ and right below $E$, heating only this part of the workpiece.
The optimal controls are shown in Figure 5.5, taken at an arbitrary but fixed grid point in $\Gamma_N$. The high values in the control at the beginning of the process seem to be the result of the inability to heat up the tooth rack in the design-area $E$ directly as explained above, which makes heating of the teeth reliant on diffusion. This in turn requires the needed total energy to be inserted into the system as fast as possible, resulting in high control values, which also agrees with the requirement to obtain a uniform temperature distribution in the tooth rack. These considerations also underline the necessity of control bounds in this example. In decreasing the control values after the initial period, the optimization procedure in the free optimization is avoiding to “over-shoot”, i.e., to produce a higher temperature than desired. In the case of state-constrained optimization, the presence of the state constraints forces an earlier decrease in control values in order to not violate the upper bound $\theta_{\text{max}}$, which is then compensated by a slightly higher level of values towards the end of the simulation. This, however, is clearly not enough to make up for the earlier decrease as seen in Figure 5.2.

Fig. 5.6: Influence and necessity of state constraints.
Figure 5.6 illustrates why state constraints are a necessary addition to an appropriate model of the industrial steel heating process. Figure 5.6a shows the temperature evolution in a point in one of the two critical regions, which are the points near $\Gamma_D$ and $\Gamma_N$, see also Figure 5.6b and the magnitude of $\nabla \varphi$ at this region in Figure 5.4. In this case, the point lies in $E$ close to $\Gamma_N$, but we emphasize that the state constraints hold in the whole $\Omega$ and are not limited to $E$. The upper line in Figure 5.6a corresponds to the temperature associated to the optimal solution of the unconstrained optimization, while the lower belongs to the state-constrained optimal solution, with the upper bound $\theta_{\text{max}} = 1700$ K marked by the dashed line. In the free optimization case, the temperature exceeds the bounds already at about one third of the simulation time and continues to rise to almost 1000 K above $\theta_{\text{max}}$. On the other hand, the temperature obtained from the state-constrained case stays below the threshold, as required. Note here that the evaluated point is chosen as one of those where the temperature rises highest overall, compare the temperature distribution as seen in Figure 5.6b and the maximal temperature achieved in the free optimization case in Figure 5.6a.

Concluding from the results presented above, it becomes apparent that the prescribed time of 2.0 s is too short to heat up the workpiece in the given geometry enough to reach the required temperature for Austenite to form in the workpiece (cf. [6, Ch. 9.18]) in $E$, if melting is to be prevented. Further computational experiments have shown that, expectedly, the situation improves when increasing the duration. Exemplary, we have observed a reduction of the tracking term for $\theta_d$ by about 69% when increasing the time limit to 4.0 s. On the other hand, the process then becomes both less interesting, both mathematically and from the manufacturer’s point of view who might be interested in a higher production rate.
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