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1. Introduction

Photonic crystal (PhC) resonators represent versatile building blocks for the control and manipulation of light on wavelength scales,[1] offering highly desirable functionality for on-chip integration such as sensing,[2] delay lines,[3] and quantum information processing.[4] Since the confinement of light to small mode volumes renders resonators more prone to radiative losses, that is, scattering and out-of-plane leakage, extensive effort has been conducted to realize miniaturized whispering-gallery-mode (WGM) and lattice-defect PhC cavities with various quality factors and mode volumes through optimization of design down to the nanometer level.[5–8] In this context, the concept of topological insulators provides an interesting new paradigm for photonic design, including that of PhC resonators, as it offers inherent robustness to specific forms of imperfections.[9–11]

Topological insulators are characterized by a nontrivial topology of the material’s bandstructure, originating from the geometrical structure of the associated wave functions in momentum space. While being insulating in the bulk, the boundary of a topological insulator supports propagating edge states,[11,12] constituting a transmission line resilient to backscattering by a wide range of perturbations which respect the symmetry that underlies the topological protection. The transfer of topological ideas from the electronic to the photonic domain lead to the advent of photonic topological insulators (PTIs) with unprecedented light-guiding capabilities.[13–18] Apart from Chern-type PTIs that break time-reversal-symmetry,[13] time-reversal-invariant PTIs that rely on certain spatial symmetries for a protection mechanism were proposed and successfully implemented in passive dielectric PhCs.[14–18] Due to a lack of fermionic Kramer’s doubling in bosonic systems, PTIs that mimic the quantum valley Hall effect (QVHE)[19–21] or quantum spin Hall effect (QSHE)[17,18] take a geometrical approach to construct pseudospins and corresponding spin-momentum locking,[22,23] a luring proposition for chiral quantum optics.[18,24] Building upon the light-guiding capabilities of PTIs, one can design ring-like PhC cavities based on the photonic QVHE[25–30] and QSHE.[31–38] It is worth noting that, apart from cavities that derive from edge states and topological
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bulk properties as in our case,[31,39] cavities based on corner states have also been realized in 2D PhCs that can host a second-order topological phase.[40,41] While QVHE-type PTIs operate below the light line, edge states in QSHE-type PTIs are intrinsically leaky.[42] Presenting a direct near-to-far-field interface, control over far-field radiation properties of PhC cavities is highly relevant for applications relying on efficient emission (photoluminescence, lasing) or in-coupling (optical pumping, add-drop functionality) of light from and into nanophotonic devices, respectively. Various studies on conventional PhC cavities are therefore dedicated to the optimization of far-field coupling, for example, light–matter interfaces, sensors, and surface-emitting lasers.[39,43–46] With its inherent coupling to radiation, QSHE-type cavities could thus provide an interesting platform for such applications. At the same time, as the leakage is not contained in the topological description of the system, intriguing fundamental questions arise: how do the cavities’ radiation losses affect topological robustness and, conversely, how does the PhC’s bandstructure control the emitted radiation? The fact that intrinsic loss and topological protection naturally coalesce in QSHE-type PhC cavities calls for an examination on the consequences of the mutual presence of these seemingly opposing features.

Here, we present an experimental study of the radiative optical properties of Si nanocavities, using a topological PhC platform that features the photonic QSHE at telecom frequencies. Contrary to earlier theoretical[31] and experimental studies,[32–34,39,46,47] we investigate resonators that are coupled to the radiation continuum and scale down to the size of a single point defect in the surrounding bulk lattice, where the common interpretation of the interface as a ring-like topological waveguide breaks down. We find that the origin of the cavity modes in the topological bandstructure is still manifested in the mode properties. It must be noted that the word “topological” is usually meant to describe properties of bandstructures of (semi-)infinite PhCs, and thus cannot be rigorously linked to finite-sized systems. Nevertheless, for simplicity, we use the term “topological cavity” in this paper to refer to any finite-sized regions that are derived from combining the unit cells corresponding to two PhCs with different bulk topological nature.[26,29–35,39,46] To acquire full knowledge over the cavities’ spectral, angular, spatial, and polarimetric characteristics, we employ Fourier-spectroloaparimetry of the cavity far-field radiation. We elucidate the modes’ multipolar nature and scaling with cavity size, and identify hallmarks of topological behavior such as band-inversion-induced confinement, inverted mode spectra for shrunken and expanded cavities, and directional emission in vortex beam modes. We demonstrate that, in contrast to regular PhC cavities and WGM resonators, the mode quality factors are largely insensitive to the cavity size, and examine the robustness of mode spectra against strong deformations of the cavity shape.

2. Results and Discussion

2.1. Topological Photonic Crystal Design and Characterization

Our implementation of a topological PhC platform follows the symmetry-based approach outlined by Wu and Hu.[15] The scheme relies on the geometric properties of the PhC which, in our case, is formed by equilateral triangular air holes perforating a silicon membrane.[16] We fabricate these structures via electron-beam lithography and reactive-ion and wet etching of a silicon-on-insulator substrate (see Experimental Section for more details).[48] Figure 1a shows a top view scanning electron micrograph of a fabricated nanocavity, next to a pictorial representation illustrating the two lattice types constituting the system. The inset represents a 3D cross-cut of the sample, displaying a suspended PhC membrane. The relation between unit cell geometry and photonic dispersion for TE-polarized bulk crystal modes is presented in Figure 1b. Considering a six-site unit cell of a perfect triangular lattice, a Dirac-like linear dispersion is found at the Gamma point in the center of the Brillouin zone (Figure 1b, center panel).[15] It is fourfold degenerate, as it originates from band folding of the Dirac points in the dispersion of a graphene-like lattice at the K and K’ points when considering a fundamental two-site rhombic unit cell. Spatial symmetry breaking creates bandgaps with nontrivial topological nature through the lifting of this Dirac-point degeneracy.[49] Bandgaps of different topological order are created by continuously deforming the unit cell, radially shifting the holes while preserving $C_6$ symmetry to obtain either the “shrunken” (Figure 1b, left panel) or the “expanded” (Figure 1b, right panel) design. The size of the bandgap is an important parameter for resonators as it relates to spatial confinement, that is, the mode volume.[14] For our sample geometry (see Experimental Section for detailed parameters), we numerically obtain relative bandgap sizes of $\epsilon_{20}/\epsilon_{02} \approx 5.0\%$ and 7.4% for the shrunken and expanded case, centered around 194.3 THz and 196.5 THz, respectively. The bandgap size may be tuned by varying lattice parameters such as the expansion factor $r/r_0$, where $r$ describes the radius of the centroids of the triangular air holes, with $r = r_0$ for the ordinary lattice. Larger deviations ($r/r_0 - 1$) are associated with smaller mode volumes.[44] Without detailed optimization of the design to minimize the leakage rate through interference,[5,6,49] in regular PhC cavities a smaller mode volume is generally accompanied by larger radiative loss. In our case, $r/r_0 = 0.91$ and 1.09 for the shrunken and expanded unit cells, respectively.[22] The topological nature of the system is associated with band inversion, like in the 1D Su–Schrieffer–Heeger chain,[11] a continuous transformation from shrunken to expanded geometry inverts the ratio of intra- to inter-cell coupling of scattering sites, necessarily accompanied by intermediate closing of the bandgap. In consequence, the nature of the states populating the band edges is inverted. While the states of the bottom (top) bulk bands in the shrunken (expanded) lattice possess an out-of-plane magnetic field $H$, that resembles dipolar orbitals, responsible for the radiative loss, the top (bottom) bands feature sub-radiant quadrupolar d-orbitals.[15,16,22,42] The difference in leakage is also reflected in the radiative linewidths (Figure 1b, colored shading), which is about an order of magnitude larger for p-type bands.[22,42] Although the true topological character of the platform has been a topic of debate,[30,51] recent studies[32] support the argument that the bulk topology of the lattices is indeed analogous to $Z_2$ topological insulator in the QSHE,[11] with the expanded lattice being in a nontrivial phase.[16] Bulk-edge correspondence then implies the existence of two counterpropagating edge states at the PhC’s boundaries that cross the bandgap in a linear fashion.[15,16,22] While any lattice defect in a PhC potentially hosts localized states, the promise of topologically protected edge states makes it especially interesting to study localized states of
defects in PTIs.\cite{31–35} As previous theoretical and experimental studies demonstrate, the helicity of the radiation emitted from both edge states is coupled to their unique (and opposing) pseudospins, allowing for spin-dependent excitation and probing of counterpropagating modes from the far-field.\cite{15–17,42} In consequence, we can examine the optical and topological properties of the system using the Fourier-reflectometry setup schematically depicted in Figure 1c.\cite{22,42} whereby we employ two different beam paths to retrieve the cavity mode spectra and the individual modes’ profiles in real- and momentum space (see Experimental Section for a detailed description). Figure 1d shows a measurement of reflected intensity (obtained with the orange beam path in Figure 1c) for a cavity that consists of a single unit cell expanded defect within a shrunk bulk (see Figure 1a). Without analyzer (Figure 1d, left panel), the recorded signal has a bright expanded (blue), ordinary $C_6$-symmetric (green), and shrunk (red) bulk. We denote the dipolar (p-type) and quadrupolar (d-type) nature of the bulk bands and indicate the associated linewidths by colored shadings (scaled up $5 \times k_y$ for visibility). Regions outside of the light cone are shaded in gray. Inset: computed trajectory within the fundamental Brillouin zone. c) Scheme of the experimental Fourier-spectroprolaimetry setup used for angularly resolved measurement of the cavity modes’ dispersion (orange path) and far-field radiation profile (red path). See Experimental Section for details and abbreviations. d) Mode spectrum of the system shown in a) for various settings of polarizer and analyzer (polarizer|analyzer). Recognizable cavity modes as well as the bulk band gaps are highlighted by white pointers and light shaded bars, respectively.

2.2. Radiation Profiles of Topological Cavity Modes

We employ reflectometry measurements to study the mode spectra for cavities of varying size and type. Figure 2 displays the experimentally measured reflection of X-polarized light for expanded and shrunk defect cavities labeled ER$_n$ and SR$_n$, respectively, where $n$ denotes the hexagon’s side length in terms of unit cells ($n = 1 \ldots 4$). The number of states within the bandgap increases with $n$, whereby the expanded (Figure 2, top row) and shrunk (Figure 2, bottom row) resonators follow the same trend of decreasing free spectral range (FSR), exhibiting a comparable number of modes for a given cavity size. A reduction of FSR with cavity size is qualitatively expected as it generally scales inversely proportional to the mode volume. It must be noted that the modes we excite strongly depend on the vectorial field overlap with the focused input beam, hence, only a single mode is visible for ER in Figure 2 (as opposed to Figure 1d, left panel). Looking at the bands’ intensity variations for different $k_y$, the resonant states at discrete frequencies display a distribution of emission angles characteristic of their multipolar nature. The latter is especially relevant in the context of topological lasing and generation of vortex beams, since it determines the symmetries and the amount of orbital angular momentum carried by the radiated fields.\cite{35} As a consequence of reciprocity, the multipolar order also determines the symmetries of the incident fields that can efficiently couple to the modes.
We therefore study the radiation patterns of individual modes by selectively addressing the resonances with a monochromatic light source (Figure 1c, red beam path). We tune the wavelength of the incident light on resonance with the cavity mode of interest and record the reflected and re-radiated intensity in the back focal plane (BFP) of the microscope objective used for focusing and collection. In Figure 3a, we compare the experimental (X|Y) BFP patterns for selected modes in ER and SR cavities to numerical calculations. The latter are determined by analytically propagating the near-fields obtained from finite-element-method calculations to the far-field (see Experimental Section for details on the numerical model). The orthogonal polarization projection as well as additional modes are shown in Figure S1, Supporting Information. It must be noted that, due to the experimental focusing scheme, the cross-polarized configuration cannot suppress all incident light, which is present as a fourfold symmetric background in the BFP.[53] On top of this background, we see an excellent correspondence between calculated and recorded fields, sharing all characteristic symmetries (e.g., nodal lines). The number of radial nodal lines, together with the phase information in Figure S2, Supporting Information, serves as an indicator for the topological charge of the emitted vector beam, implying the possibility to generate light with a certain amount of orbital angular momentum. Experimental deviations in the intensity distributions may be attributed to the structural imperfections in the fabricated device as well as reflected stray light. Certain modes display considerably directional emission into a narrow spectrum of wavevectors around the normal direction (see also Figure S1, Supporting Information) as a consequence of the topological edge state transport that involves Bloch components with well-defined, near-zero in-plane wavevectors, in contrast to trivial WGM resonators that rely on total internal reflection.

The exact modes we excite strongly depend on the position and polarization of the focused input beam, which is of particular relevance for applications that rely on the addressing of individual resonances. Therefore, we record polarization-resolved spatial cavity mode profiles and compare them to numerical predictions in Figure 3b. In experiment, we raster-scan the input beam over a grid of positions whilst recording BFP images, similar to the ones in Figure 3a. Each pixel in the reconstructed map then corresponds to the radiated intensity at that position, integrated over the BFP. In these maps, the cavity is centered around the origin. The numerical results are obtained by propagating the simulated near-field to the far-field, restricting the angular spectrum to the experimentally accessible range, and then performing the back-transformation. We present the results for excitation with X-polarized light (and cross-polarized detection) which, as can be inferred from reciprocity, correspond to the X-polarized radiation patterns in Figure 3a and hence display the same symmetries (for a more detailed discussion and additional maps of other modes and polarization projections see Section 1 and Figure S1, Supporting Information). Measurements and numerical predictions correspond well to each other, successfully recovering all characteristic symmetries. It is worth noting that, apart from the dipolar modes, the radiated fields and spatial mode profiles possess a node at the origin. This implies that an angled, off-center excitation is essential to efficiently couple light into the system from the far-field. We achieve this by focusing a Gaussian beam to obtain a broad spectrum of incident wavevectors which we translate across the sample plane. More efficient in-coupling could be achieved by means of structured illumination with input beams that are precisely tailored toward the cavity mode field of interest.[54] The good agreement between experiment and calculations allows for a straightforward categorization of the modes in terms of their multipolar nature, which we infer from the simulated out-of-plane magnetic field component $H_z$ in the symmetry plane of the PhC (see Figure S2, Supporting Information). The simulations show that the cavity modes are spatially localized at

**Figure 2.** Dispersion versus cavity size. Experimentally retrieved dispersion diagrams of hexagonal cavities formed by patches of expanded-in-shrunken (ER$_n$, upper row) or shrunken-in-expanded (SR$_n$, lower row) unit cells, where $n$ denotes the cavity’s side length and the input is $Y$-polarized (no analyzer). Recognizable cavity modes as well as the bulk band gaps are highlighted by white pointers and light shaded bars, respectively, and the cavity geometries are depicted schematically.

**Figure 3.** Angular and spatial cavity mode profiles. a) Comparison of experimentally retrieved and numerically calculated radiation patterns for the M$^*$ (monopolar), D$^*$ (dipolar), Q$^*$ (quadrupolar), and H$^*$ (hexapolar) modes indicated in Figure 4a,b. In the experimental images, the analyzer and analyser are aligned along X and Y, respectively, and the simulated X-polarized field is shown. b) Spatial cavity mode profiles with analyzer and analyser aligned along Y and X, respectively, and the simulated Y-polarized field is shown.
the cavities’ edges or within its bulk region, having their origin in the topological edge states and in the band-inversion-induced confinement at the topological boundary. This is in contrast to corner states that exist in 2D PhCs with a second-order topological phase and which also attract broad interest in the context of topological resonators. We identify the modes in Figure 3 as monopolar (M), dipolar (D), quadrupolar (Q), and hexapolar (H). To elucidate their origin and scaling behavior, we continue to identify all modes observed in the ER\textsubscript{a} and SR\textsubscript{a} cavities (up to \( n = 3 \)).

### 2.3. Scaling Behavior of Mode Spectra

The experimentally extracted center mode frequencies and multipolar orders are displayed in Figure 4a. We highlight the bandgaps in the region between the p- and d-like bulk bands. For the shrunken and expanded case, the gaps have relative sizes of 5.7% and 10.9%, centered around 202.5 and 201.4 THz, respectively. This is quantitatively well reproduced by numerical calculations. We notice a constant offset on the order of \( \approx 5–8 \) THz that is attributed to deviations of the real device from the ideal design. The spatial symmetries of the PhC determine the symmetries of the modes it potentially hosts. Our cavities can be regarded as defects in an otherwise unperturbed TE-like PhC slab, where the surrounding lattice as well as the defect obey a \( C\text{\textsubscript{6}} \) rotational symmetry. Solving the electromagnetic eigenvalue equation governing the system shows that such a lattice supports precisely the types of modes shown in Figure 3 (\( M, D, Q, \) and \( H \)), whereby the spherical multipoles are named according to the respective rotational symmetries of the \( H\text{\textsubscript{6}} \) field.\[11\]

Rotations of \( 60° \) transform eigenstates into each other and may be used to construct two mutually orthogonal bases for \( D \) and \( Q \). This implies double degeneracy and is in contrast to \( M \) and \( H \), which are singlet states.\[55\] The degenerate \( D \) and \( Q \) modes can be interpreted as traveling-wave WGMs, that is, a superposition of two counterpropagating edge states traveling along the resonator’s perimeter with equal amplitude but different phase. The \( M \) and \( H \) modes, however, have no traveling-wave analogue, and the system is better described as a PhC defect cavity that supports collective resonances extending throughout its bulk. These standing-wave modes (SWMs) appear due to the reduced spatial symmetry of the resonators.\[56\] While conventional ring cavities may be designed perfectly circular to only feature WGMs and no SWMs, cavities in the PTI platform, regardless of their size, inevitably break continuous rotational symmetry and display both types of modes. To control and reduce the appearance of SWMs, we match the symmetries of the cavities to the \( C\text{\textsubscript{6}} \) symmetry of the unit cell by a hexagonal design.\[57\] The consequences of these spatial symmetry considerations for the mode spectra are nicely corroborated by the ideal numerical model presented in Figure 4b, displaying doubly degenerate \( Q \) and \( D \) WGMs as well as nondegenerate \( M \) and \( H \) SWMs. In contrast to simulations, we observe splitting on the order of \( \lesssim 1 \) THz for \( D \) and \( Q \) modes in the fabricated device. It is known that a small splitting in straight QSH-based topological PhC edge state waveguides exists as a consequence of \( C\text{\textsubscript{6}} \) symmetry being only approximately fulfilled at a straight interface between shrunken and expanded unit cells, causing the two pseudospin states to mix and a small spin-spin-scattering gap to open up.\[13\] However, since a hexagonal cavity obeys \( C\text{\textsubscript{6}} \) symmetry, a strict degeneracy between modes of different polarization is expected in theory.\[55\] Notably, numerical simulations of larger hexagonal cavities have not always confirmed this degeneracy possibly due to simulation imperfections. In finite-element-method calculations where we ensure \( C\text{\textsubscript{6}} \) symmetry is obeyed in all aspects of the simulation, we indeed observe that splitting is negligibly small (see Figure 4b).

If we compare the spectra for increasingly large expanded or shrunken resonators, we observe that, while additional modes emerge in the bandgap, their frequencies shift in qualitatively...
and quantitatively different ways. It furthermore becomes evident, especially for the simulation results in Figure 4b, that these modes originate and detach from the bulk bands upon increasing the cavity size. Strikingly, if we consider their multipolar order, we observe an inverted scaling behavior of the modes for the shrunken and expanded case. For $S_{2n}$ cavities, $M$ and $D$ modes appear to originate from the top bulk bands and decrease in energy with cavity size, while $Q$ and $H$ modes emerge from the bottom bulk and shift upward. The situation is reversed for the expanded case, where instead $Q$ and $H$ modes shift downward and $M$ and $D$ upward, as evidenced by simulations. We attribute the lack of $M$ and $D$ modes for $E_{x}$ cavities in experiments to their frequencies falling into the lower bulk region, causing hybridization with extended PhC slab modes and thus increasing in-plane radiation losses, making these resonances harder to resolve in measurements. Apart from ordinary photonic bandgap confinement, band-inversion-induced confinement in the topological PhC contributes to the localization of cavity modes in the bulk band region (e.g., $M$ in $E_{x}$, or $Q$ in $S_{2n}$).

The scaling of mode frequencies becomes more clear if we trace the upper and lower band edges for a continuous transformation from shrunken to expanded geometry, as shown in Figure 4c. We vary the unit cell expansion factor $r/r_{0}$ and thus track the process of band inversion upon which p- and d-type bands switch their role and become degenerate for the perfectly triangular lattice with $r = r_{0}$. We indicate the radii of our realizations of shrunken and expanded geometry and denote the trivial or topological nature of the bandgap, which the p-type bands cross linearly while the d-type modes feature a rather parabolic progression. The curves for the degenerate pairs lie exactly on top of each other. This behavior implies that, if we start out with a lattice of a specific type and introduce defects in the shape of unit cells of the other type, we effectively dope it with a material with inverted bandstructure. If we, for instance, consider an infinite shrunken lattice ($r < r_{0}$) into which we introduce a point defect in the shape of an expanded cell ($E_{x}$), this defect “pulls” and “pushes” modes from the upper and lower bulk bands, respectively. In the limit where we replace every shrunken unit cell by an expanded one, this process ultimately inverts the bandstructure. For finite patches of increasing size, however, we observe discrete modes (with decreasing FSR) whose frequencies evolve in opposite directions for $E_{x}$ and $S_{2n}$ systems.

To support this argument, we employ first-order perturbation theory\cite{1,57} and determine the frequency shift $\delta \omega$ upon infinitesimal variation of the radius $dr$ through suitable integration of the mode fields (for details see Section 2 and Figure S3, Supporting Information). The result is shown in Figure 4d and, as expected, represents the derivative of the graphs in Figure 4c with respect to $r$. While the p-type modes display a fairly constant rate of energy change, corresponding to the linear crossing of the bandgap in Figure 4c, the parabolic progression of the d-type modes therein manifests as linear slope of the respective curves in Figure 4d (the degenerate mode pairs lie on top of each other again). The frequency scaling of the bands underlines the importance of choosing sufficiently different expansion factors for the defect and bulk unit cells in order to achieve comparable bandgap sizes and sufficient mode confinement, especially visible for the frequencies of the d-type bands which vary only weakly around $r/r_{0} = 0.91$ (shrunken lattice). The sign of $\delta \omega/\delta r$ is reflected in the direction of frequency change for the various multipoles in Figure 4a,b, further underlining the qualitatively different behavior in expanded and shrunken systems. The inversion of mode scaling behavior results from the band inversion underlying the topological phase transition in the platform and represents a design advantage over trivial PhC lattice defect or WGM resonators, as it offers an additional degree of freedom to strongly tailor cavity mode spectra by small variations to the unit cell geometry while preserving the overall footprint.

### 2.4. Size- and Shape-Dependence of Leakage Radiation

Another key advantage of topological platforms with respect to conventional systems is considered to be their enhanced robustness against defects. In Figure 5, we investigate the influence of cavity size and shape on the mode spectra to search for hallmarks of topological protection. An obvious point to study is the radiative loss, which we compare for cavities of increasing size. To this end, we choose to examine the higher energy quadrupolar mode ($Q^2$) which all expanded cavities ($E_{x}$) have in common (see Figures 2–4a,b, as well as the common dipolar mode ($D^0$) of the shrunken cavities ($S_{2n}$). For each resonator, we fit a model of a general resonance lineshape (see Equation (1), Experimental Section) to the normalized reflection in order to extract the mode frequency and linewidth from seven cross cuts along $k$. The average extracted quality factors alongside the standard error of the mean are shown in Figure 5a and Table S1, Supporting Information. Albeit being slightly lower for the shrunken than for the expanded defect, in both cases we observe no significant variation of the quality factor with size, suggesting that scattering due to the curvature of the perimeters is not the dominant loss mechanism for these cavities, not even for the smallest ones. Since the experimental linewidths are comparable to those of regular edge state dispersion curves along a straight zigzag-type interface (Figure 5a, orange dotted line),\cite{22} the states’ intrinsic leakage radiation seems largely unaffected by the curvature of the interface and is likely to be the dominant loss mechanism for our resonators. If we, for comparison, consider the same situation in topologically trivial WGM cavities, there is in general a trade-off between mode volume and radiative losses.\cite{31} In small cavities (i.e., cavities with small mode volumes), light is forced onto a strongly curved path; a ring-shaped waveguide that is dominated by bending losses. The latter are expected to disappear in the limit of infinitely large cavities, as the perimeter effectively approaches a straight waveguide. In absence of any other loss mechanisms the quality factor continuously increases with mode volume. However, in practice it is limited by processes such as scattering from fabrication imperfections and intrinsic material losses. Therefore, we expect the quality factor to increase with size until eventually converging to the value for a straight waveguide. In the QSHE-type PhC cavities, however, the fairly constant quality factor implies that nontrivial topology protects the edge states from scattering at the cavities’ corners, to within the precision given by the intrinsic radiation quality factor. We refer to Section 3, Supporting Information for a comparison between the cavity mode properties of the topological PhC at hand and of a commonly used trivial PhC.

The robustness of cavity modes can also be studied by deliberately introducing more corners whilst keeping the size constant.
Figure 5. Fingerprints of nontrivial topology. a) Experimentally extracted quality factors for the $Q_0^*$ ($D^*$) mode common to all investigated ER$_n$ (SR$_n$) cavities, averaged from seven line cuts to the angularly resolved mode spectra and given alongside with the standard error. The orange dashed line indicates the radiative quality factor for a straight zigzag-type topological interface.\cite{22} b) Comparison of modes for cavities of similar perimeter but strongly differing shape, as indicated by pictograms. In measurements, the cavity modes and bulk band gaps are highlighted by white pointers and light shaded bars, respectively. Extracted center mode frequencies and corresponding linewidths are presented in the central panels as shaded horizontal lines.

Figure 5b shows a comparison between the dispersion of the hexagonal ER$_1$ cavity and another cavity EX$_3$, with same perimeter but drastically different shape. If we compare the extracted mode frequencies and linewidths, we notice that, apart from an overall increase in FSR, the mode spectra look fairly similar and the number of modes remains the same. Furthermore, while all quality factors for ER$_1$ are slightly lower than for the perturbed cavity EX$_1$ (see Table S2, Supporting Information), they remain on the same order of magnitude. The number of modes as well as their lifetime is considerably well retained even for a significant perturbation of the resonator’s shape, which can be regarded as a further hallmark of topological protection. Moreover, the leakage radiation rate is a fundamental property that is not significantly affected by cavity size and shape.

3. Conclusion

In conclusion, we experimentally investigate the optical confinement and radiation of telecom light in leaky topological PhC cavities mimicking the QSHE via Fourier spectropolarimetry and corroborate our measurements with full-wave finite-element-method calculations. We recognize the presence of both traveling WGMs and extended PhC defect SWMs, and identify them as the ideally degenerate $D/Q$ and nondegenerate $M/H$ multipoles. We elucidate the origin and scaling behavior of the multipolar modes supported by the system and relate it to the angularly resolved radiation patterns and spatial cavity mode profiles, providing a route toward selectively addressing individual modes by spectral, spatial, angular, and polarimetric means. Finally, we discuss the implications of the simultaneous presence of radiative loss and nontrivial topology onto the modes’ properties, demonstrating the robustness of cavity spectra and quality factors with respect to alterations of shape and size, in sharp contrast to conventional, topologically trivial micro- and nanocavities. The key advantage of robustness alongside other inherent properties like radiation in vortex beam modes make them promising building blocks for applications in integrated passive and active nanophotonic devices.\cite{38} Although our study focuses on the technologically relevant telecommunication band, these findings may be applied more broadly in the context of lossy topological bosonic systems, including other frequency regimes as well as mechanical and phononic platforms. As such, we envision the results of our study to advance the development of novel functional devices that aim to manipulate and control classical and quantum information.

4. Experimental Section

Simulations: Full-wave finite-element-method simulations in 3D were performed using the COMSOL Multiphysics RF Module.\cite{39} The refractive index of silicon was set to $n = 3.48$, with a slab thickness of 220 nm. The unit cell consisted of equilateral triangular air holes, with a triangle side length of $s = 250$ nm and a lattice constant of $a = 800$ nm. By adding perfectly matched layers above the simulation box, the linewidth of the (quasinormal) eigenmodes, defined as two times the imaginary part of the complex eigenfrequency, was retrieved. The simulation domain was chosen to be hexagonal to match the $C_6$ symmetry of the system, and terminated by scattering boundary conditions. The near-field profiles on a regular grid were extracted in a plane located 20 nm above the slab. The near-field phase enabled to classify the cavity modes according to their multipolar nature, and the full field information was used to retrieve the far-field radiation patterns and spatial cavity mode profiles, as detailed in the main text.

Device Fabrication: The PhC slab was fabricated on a silicon-on-insulator platform with a 220 nm thick silicon layer on a 3 μm buried oxide layer. The fabrication was performed in two steps: First, a positive electron-beam-resist of thickness 240 nm (AR-P 6200.09) was spin-coated between a monolayer of adhesion reagent HMDS and a conductive layer of E-Spacer 300Z. Then, the PhC design was patterned in the resist using electron-beam lithography on a Raith Voyager with 50 kV beam exposure. The electron-beam resist was developed in pentylic-acetate/o-Xylene/MIBK/isopropanol(9:1)/isopropanol, and the chip subsequently underwent reactive-ion etching in HBr and O$_2$. Finally, the buried-oxide layer was removed in an aqueous S:1 solution of hydrofluoric acid for 19 min and the sample was then subjected to critical point drying in order to obtain free-standing PhC membranes.\cite{16} The PhC lattice design featured a honeycomb configuration of equilateral triangles (side length $s = 0.3125 \cdot a$) in a hexagonal unit cell with lattice constant $a$. The unit cell expansion factor $r/f_0$ was chosen to be 0.91 and 1.09 for the shrunken and expanded case, respectively, whereby $r$ is the distance of the centroids of the triangular air holes from the unit cell center, with $r = f_0$ for a perfectly triangular lattice. Two samples were fabricated, with $a = 800$ nm in Figures 2 and 5, and $a = 852$ nm in all other experimental images.

Experimental Setup: For dispersion measurements, a 200 mW supercontinuum source (Fianium WhiteLase Micro) that generates light with a broadband spectrum was used. Its output was filtered by a long-pass filter with a cutoff wavelength of 1150 nm and coupled into a single-mode optical fiber. The IR light from the fiber was collimated by an achromatic lens and passed through a linear polarizer (LP) and an achromatic quarter-wave plate (QWP), which together defined the polarization of the input beam (PO1). A beam splitter (BS) steered the input light to an aspheric objective (Olympus LCPLN50XIR, 50 x, numerical aperture = 0.62), which
focused the incident Gaussian beam onto the sample. In order to precisely position the sample in the focal plane, it was attached to a XYZ-movable piezo actuator (MCL Nano-3D200FT, controlled via MCL ND3-USB163), which itself was mounted atop a manual XYZ-translation stage for coarse alignment. Reflected light was collected by the same objective and passed through the BS and a second set of LP and QWP (PO2) to project the BFP radiation onto the desired polarization state. It then passed through a Fourier lens (FL) which, together with a tube lens (TL), imaged the objective’s BFP onto the entrance slit of a spectrometer (Acton SpectraPro SP-2300i). Optional custom spatial filters (SFs) were placed in the image plane between the FL and TL to define the sample area from which light was collected and to suppress stray light. The (vertical) entrance slit of the spectrometer was aligned with the optical axis to select a cross-cut along \( k_y = 0 \) in the reciprocal plane, confirmed using a test grating sample. With the help of two parabolic mirrors for focusing and collection, the spectrometer grating then dispersed the broadband IR light orthogonally to the slit, such that the InGaAs IR camera (AVT Goldeye G-008 SWIR) placed at the spectrometer output recorded images of frequency versus \( k_y/k_0 \), where \( k_0 \) is the free-space wavevector. The wavevector resolution was \( \delta k_y/k_0 \approx 0.009 \), and the typical spectral resolution was \( \approx 87 \) GHz. For recording the radiation patterns, a monochromatic laser source (Toptica Photonics CTL 1500) was used and a flip mirror (FM) was removed to guide the reflected signal through another TL and directly image the full cross-cut of the normalized reflection, a set of general (Fano) resonance lineshapes of the form

\[
R(\omega) = A_0 + \sum_{j=1}^{n} A_j e^{i\phi_j} \frac{\gamma_j}{\omega - \omega_0 + i\gamma_j}^2
\]

was fitted, where \( A_0 \) is a constant background amplitude; and \( A, \phi, \omega_0 - i\gamma \) are the amplitude, phase, and complex frequency of individual Lorentzians, respectively. For cross-polarized measurements \( n = 1 \), that is, the lineshape was well reproduced by a single Lorentzian due to negligible \( A_0 \). For reflection measurements recorded without analyzer \( n = 2 \), whereby one of these Lorentzians models the cavity mode, while the second (broad) Lorentzian accounts for the slowly varying background reflection. Quality factors are defined as \( Q_j = \omega_0/(2\gamma_j) \).
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