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Abstract

By refining a recent result of Xie and Zhang [27], we prove the exponential ergodicity under a weighted variation norm for singular SDEs with drift containing a local integrable term and a coercive term. This result is then extended to singular reflecting SDEs as well as singular McKean-Vlasov SDEs with or without reflection. The exponential ergodicity in the relative entropy and (weighted) Wasserstein distances are also studied for reflecting McKean-Vlasov SDEs. The main results are illustrated by non-symmetric singular granular media equations.
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1 Introduction

Let $D \subset \mathbb{R}^d$ be a connected open domain including the global situation $D = \mathbb{R}^d$, and let $\mathcal{P}$ denote the space of probability measures on $\bar{D}$, the closure of $D$. Consider the following distribution dependent (i.e. McKean-Vlasov) SDE on $\bar{D}$ with reflection if $D \neq \mathbb{R}^d$:

\begin{equation}
\text{d}X_t = b(X_t, \mathcal{L}_{X_t}) \text{d}t + \sigma(X_t) \text{d}W_t + n(X_t) \text{d}l_t, \quad t \geq 0,
\end{equation}

where $(W_t)_{t \geq 0}$ is an $m$-dimensional Brownian motion on a complete filtration probability space $(\Omega, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$, $\mathcal{L}_{X_t}$ is the distribution of $X_t$,

$$
 b : D \times \mathcal{P} \to \mathbb{R}^d, \quad \sigma : D \to \mathbb{R}^d \otimes \mathbb{R}^m
$$
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are measurable, and when \( D \neq \mathbb{R}^d \), \( n \) is the inward unit normal vector field of the boundary \( \partial D \), and \( l_t \) is an adapted continuous increasing process which increases only when \( X_t \in \partial D \).

In the case that \( D = \mathbb{R}^d \), we have \( l_t = 0 \) so that (1.1) becomes the distribution dependent SDE (DDSDE)

\[
    dX_t = b(X_t, \mathcal{L}_{X_t})dt + \sigma(X_t)dW_t, \quad t \geq 0.
\]

If moreover \( b(x, \mu) = b(x) \) does not depend on \( \mu \), it reduces to the classical Itô’s SDE

\[
    dX_t = b(X_t)dt + \sigma(X_t)dW_t, \quad t \geq 0.
\]

In the recent work [25], the well-posedness and regularity estimates have been studied for solutions to (1.1) with \( b \) containing a locally integrable term and a Lipchitz continuous term. However, the ergodicity was only investigated under monotone or Lyapunov conditions excluding this singular situation. See also [5, 9, 10, 11, 13, 16, 19, 24] and references within for results on the ergodicity of McKean-Vlasov SDEs without reflection under monotone or Lyapunov conditions. On the other hand, by using Zvokin’s transform, the exponential ergodicity was proved by Xie and Zhang [27] for the singular SDE (1.3). In this paper, we aim to refine the result of [27] and make extensions to singular SDEs with reflection and distribution dependent drift.

When the SDE (1.1) is well-posed, let \( P^*_t \nu = \mathcal{L}_{X_t} \) for the solution with initial distribution \( \nu \in \mathcal{P} \). We will study the exponential convergence of \( P^*_t \) under the weighted measurable function \( V \):

\[
    \|\mu - \nu\|_V := |\mu - \nu|(V) = \sup_{|f| \leq V} |\mu(f) - \nu(f)|, \quad \mu, \nu \in \mathcal{P},
\]

where \( |\mu - \nu| \) is the total variation of \( \mu - \nu \) and \( \mu(f) := \int f \, d\mu \) for a measure \( \mu \) and \( f \in L^1(\mu) \). When \( V = 1 \), \( \| \cdot \|_V \) reduces to the the total variation norm \( \| \cdot \|_{\text{var}} \).

We will consider \( b(x, \mu) = b^{(0)}(x) + b^{(1)}(x, \mu) \), where \( b^{(0)} \) is the singular term satisfying

\[
    \sup_{z \in \mathbb{R}^d} \int_{B(z,1) \cap D} |b^{(0)}(x)|^p \, dx < \infty
\]

for some \( p > d \vee 2 \), and \( b^{(1)}(\cdot, \mu) \) is a coercive term such that

\[
    \limsup_{x \to \partial D, |x| \to \infty, \mu \in \mathcal{P}} \left\langle b^{(1)}(x, \mu), \nabla V(x) \right\rangle = -\infty
\]

holds for some compact function \( V \in C^2(\mathbb{R}^d) \) (i.e. \( \{ V \leq r \} \) is compact for any \( r > 0 \)). The later condition is trivial for bounded \( D \) by taking \( V = 1 \) and the convention that \( \sup \emptyset = -\infty \).

To conclude this section, we present below an example for the \( L^1 \)-exponential convergence of non-symmetric singular granular media equations, see [6, 10, 16] for the study of regular and symmetric models for \( D = \mathbb{R}^d \).
Example 1.1. Let $D = \mathbb{R}^d$ or be a $C^{2,L}$-domain (see Definition 2.1 below). Consider the following nonlinear PDE for probability density functions on $D$:

\begin{equation}
\partial_t \rho_t = \Delta \rho_t - \text{div}\{\rho_t b + \rho_t (W * \rho_t)\}, \quad \nabla_n \rho_t |_{\partial D} = 0 \text{ if } \partial D \neq \emptyset,
\end{equation}

where

(i) $W$ is a bounded measurable function on $\bar{D} \times \bar{D}$, and

\[(W * \rho_t)(x) := \int_{\mathbb{R}^d} W(x,z) \rho_t(z) dz;\]

(ii) $b = b^{(0)} + b^{(1)}$ is a vector field such that (1.4) holds for some $p > d \lor 2$, and $b^{(1)}$ is locally bounded with $b^{(1)}(x) = -\phi(|x|^2)x$ for larger $|x|$ and some increasing function $\phi : [0, \infty) \to [1, \infty)$ with $\int_1^\infty \frac{ds}{s\phi(s)} < \infty$.

In physics, $\rho$ stands for the distribution density of particles, $W$ describes the interaction among particles, and $b$ refers to the potential of individual particles. When $b$ and $W$ are not of gradient type, the associated mean field particle systems are non-symmetric.

To characterize (1.5) using (1.1), let

\[b(x,\mu) = b(x) + (W * \mu)(x), \quad \sigma(x) = \sqrt{2}I_d,\]

where $I_d$ is the $d \times d$ identity matrix, and $(W * \mu)(x) := \int_{\bar{D}} W(x,z) \mu(dz)$.

By (i) and (ii), (A1) holds for $V(x) := |x|^2$ when $D = \mathbb{R}^d$, while (A2) holds for $V = 1$ when $D$ is a bounded $C^{2,L}$ domain. So, by Theorem 3.1, (1.1) is well-posed, and by Itô’s formula, $\rho_t(x) := \frac{dP^*_t}{dx}$ solves (1.5) for $\rho_0(x) := \frac{d\nu}{dx}$, see Subsection 1.2 in [25]. On the other hand, when $D = \mathbb{R}^d$ the superposition principle in [2] says that a solution of (1.5) is the distribution density of a weak solution to (1.1), such that (1.5) is well-posed as well. Moreover:

(a) By Theorem 3.1, when $\|W\|_{\infty}$ is small enough, $P^*_t$ has a unique invariant probability measure $\mu$ satisfying (3.2), so that the solution $\rho_t := \frac{dP^*_t}{dx}$ of (1.5) satisfies

\[\|\rho_t - \rho\|_{L^1} = \|P^*_t \nu - \mu\|_{\text{var}} \leq ce^{-\lambda t} \|\rho_0 - \rho\|_{L^1}, \quad t \geq 0\]

for some constants $c, \lambda > 0$, where $\rho$ is the density function of $\mu$.

(b) Let $D = \mathbb{R}^d$ or $D$ be convex. If there exists a constant $K > 0$ such that

\begin{equation}
(b(x) - b(y), x - y) \leq -K|x - y|^2, \quad x, y \in D
\end{equation}

holds, by Theorem 4.1 when $\|\nabla^2 W\|_{\infty}$ is small enough $P^*_t$ is exponential ergodic in the relative entropy and the quadratic Wasserstein distance $W_2$. If (1.6) only holds for large $|x - y|$, according to Theorem 4.3, $P^*_t$ is exponential ergodic under a weighted Wasserstein distance provided $\|\nabla^2 W\|_{\infty}$ is small enough.

In the remainder of the paper, we study in Section 2 the exponential ergodicity for singular reflecting SDEs, then prove the uniform ergodicity for singular reflecting McKean-Vlasov SDEs in Section 3, and finally investigate in Section 4 the exponential ergodicity for reflecting McKean-Vlasov SDEs in relative entropy and (weighted) Wasserstein distances.
2 Exponential ergodicity for singular reflecting SDEs

To measure the singularity of the SDE, we introduce some functional spaces used in [26]. For any $p \geq 1$, let $L^p$ be the class of measurable functions $f$ on $D$ such that

$$\|f\|_{L^p} := \left(\int_D |f(x)|^p dx\right)^{\frac{1}{p}} < \infty.$$ 

For any $\epsilon > 0$ and $p \geq 1$, let $H^{\epsilon,p} := (1 - \Delta)^{-\frac{\epsilon}{2}} L^p$ with

$$\|f\|_{H^{\epsilon,p}} := \| (1 - \Delta)^{\frac{\epsilon}{2}} f \|_{L^p} < \infty, \quad f \in H^{\epsilon,p},$$

where $\Delta$ is the (Neumann if $\partial D \neq \emptyset$) Laplacian. For any $z \in \mathbb{R}^d$ and $r > 0$, let

$$B(z, r) := \{x \in \mathbb{R}^d : |x - z| \leq r\}$$

be the closed ball centered at $z$ with radius $r$. We will simply denote $B_r = B(0, r)$ for $r > 0$. We write $f \in \tilde{L}^p$ if

$$\|f\|_{\tilde{L}^p} := \sup_{z \in \bar{D}} \|1_{B(z,1)} f\|_{L^p} < \infty.$$ 

Moreover, let $g \in C_0(\bar{D})$ with $g|_{B_1} = 1$ and the Neumann boundary condition $\nabla_n g|_{\partial D} = 0$ if $\partial D$ exists. We denote $f \in \tilde{H}^{\epsilon,p}$ if

$$\|f\|_{\tilde{H}^{\epsilon,p}} := \sup_{z \in \bar{D}} \|g(z + \cdot) f\|_{H^{\epsilon,p}} < \infty.$$ 

We note that the space $\tilde{H}^{\epsilon,p}$ does not depend on the choice of $g$. If a vector or matrix valued function has components in one of the above introduced spaces, then it is said in the same space with norm defined as the sum of components’ norms.

In the following subsections, we first state the main results, then present some lemmas, and finally prove the main results.

2.1 Main results

We first consider the ergodicity of SDE (1.3) under the following assumption, where by the Sobolev embedding theorem $\sigma$ (hence $\sigma\sigma^*$) is Hölder continuous by the boundedness of $\sigma$ and $\|\nabla \sigma\| \in \tilde{L}^p$ for some $p > d$.

(A1) $\sigma$ is weakly differentiable, $\sigma\sigma^*$ is invertible, and $b = b^{(0)} + b^{(1)}$ such that the following conditions hold.

1. There exists $p > d \lor 2$ such that

$$\|\sigma\|_\infty + \| (\sigma\sigma^*)^{-1} \|_\infty + \| b^{(0)} \|_{L^p} + \| \nabla \sigma \|_{\tilde{L}^p} < \infty.$$
(2) \( b^{(1)} \) is locally bounded, there exist constants \( K > 0, \varepsilon \in (0,1) \), some compact function \( V \in C^2(\mathbb{R}^d; [1, \infty)) \), and a continuous increasing function \( \Phi : [1, \infty) \to [1, \infty) \) with \( \Phi(n) \to \infty \) as \( n \to \infty \), such that

\[
\langle b^{(1)}, \nabla V \rangle(x) + \varepsilon |b^{(1)}(x)| \sup_{B(x, \varepsilon)} \{|\nabla V| + |\nabla^2 V|\} \leq K - \varepsilon(\Phi \circ V)(x),
\]

\[
\lim_{|x| \to \infty} \sup_{B(x, \varepsilon)} \{|\nabla^2 V| + |\nabla V|\} = 0.
\]

Theorem 2.1. Assume (A1). Then (1.3) is well-posed, the associated Markov semigroup \( P_t \) has a unique invariant probability measure \( \mu \) such that \( \mu(\Phi(\varepsilon_0 V)) < \infty \) for some \( \varepsilon_0 \in (0,1) \), and

\[
\lim_{t \to \infty} \| P^*_t \nu - \mu \|_{\text{var}} = 0, \quad \nu \in \mathcal{P}.
\]

Moreover:

1. If \( \Phi(r) \geq \delta r \) for some constant \( \delta > 0 \) and all \( r \geq 0 \), then there exist constants \( c > 1, \lambda > 0 \) such that

\[
\| P^*_t \mu_1 - P^*_t \mu_2 \| \leq c e^{-\lambda t} \| \mu_1 - \mu_2 \|, \quad \mu_1, \mu_2 \in \mathcal{P}, t \geq 0.
\]

In particular,

\[
\| P^*_t \nu - \mu \| \leq c e^{-\lambda t} \| \nu - \mu \|, \quad \nu \in \mathcal{P}, t \geq 0.
\]

2. Let \( H(r) := \int_0^r \frac{ds}{\Phi(s)} < \infty \) for \( r \geq 0 \). If \( \Phi \) is convex, then there exist constants \( k > 1, \lambda > 0 \) such that

\[
\| P^*_t \delta_x - \mu \| \leq k \{ 1 + H^{-1}(H(V(x)) - k^{-1} t) \} e^{-\lambda t}, \quad x \in \mathbb{R}^d, t \geq 0,
\]

where \( H^{-1} \) is the inverse of \( H \) with \( H^{-1}(r) := 0 \) for \( r \leq 0 \). Consequently, if \( H(\infty) < \infty \) then there exist constants \( c, \lambda, t^* > 0 \) such that

\[
\| P^*_t \mu_1 - \mu_2 \| \leq c e^{-\lambda t} \| \mu_1 - \mu_2 \|_{\text{var}}, \quad t \geq t^*, \mu_1, \mu_2 \in \mathcal{P}.
\]

To illustrate this result, we present below a consequence which covers the situation of [27, Theorem 2.10] where

\[
\langle b^{(1)}(x), x \rangle \leq c_1 - c_2 |x|^{1+p}, \quad |b^{(1)}(x)| \leq c_1 (1 + |x|)^p
\]

holds for some constants \( c_1, c_2 > 0 \) and \( p \geq 1 \). Indeed, Corollary 2.2 implies the exponential ergodicity under the weaker condition

\[
\langle b^{(1)}(x), x \rangle \leq c_1 - c_2 |x|^{1+p}, \quad |b^{(1)}(x)| \leq c_1 (1 + |x|)^{p+1}
\]

for some constants \( p, c_1, c_2 > 0 \) (\( p \) may be smaller than 1, \( |b^{(1)}| \) may have higher order growth), since in this case, (2.7) and (2.8) hold for \( \phi(r) := (1 + r)^{1+p} \), and (2.9) holds for \( \psi(r) := (1 + r^2)^q \) for any \( q > 0 \) when \( p \geq 1 \).
Corollary 2.2. Assume (A1)(1) and let $b^{(1)}$ satisfy

$$(2.7) \langle b^{(1)}(x), x \rangle \leq c_1 - c_2 \phi(|x|^2), \quad |b^{(1)}(x)| \leq c_1 \phi(|x|^2), \quad x \in \mathbb{R}^d$$

for some constants $c_1, c_2 > 0$ and increasing function $\phi : [0, \infty) \to [1, \infty)$ with

$$(2.8) \alpha := \liminf_{r \to \infty} \frac{\log \phi(r)}{\log r} > \frac{1}{2},$$

Then

(1) $[13]$ is well-posed, $P_t$ has a unique invariant probability measure $\mu$ such that $\mu(V) < \infty$ and $[2.3]$ hold for $V := e^{(1+|\cdot|^2)^{\theta}}$ with $\theta \in ((1-\alpha)^+, \frac{1}{2})$. In general, for any increasing function $1 \leq \psi \in C^2([1, \infty))$ satisfying

$$(2.9) \liminf_{r \to \infty} \frac{\psi'(r)\phi(r)}{\psi(r)} > 0, \quad \lim_{r \to \infty} \frac{\psi''(r)}{\psi(r)} = 0,$$

$\mu(V) < \infty$ and $[2.3]$ hold for $V := \psi(|\cdot|^2)$.

(2) If $\int_0^\infty \frac{d\pi}{\phi(s)} < \infty$, then $[2.5]$ holds $V := (1+|\cdot|^2)^\theta(g > 0)$ and some constants $c, \lambda, t^* > 0$.

Remark 2.1. We have the following assertions on the invariant probability measure $\mu$ and the ergodicity in Wasserstein distance and relative entropy.

(1) According to $[13]$ Corollary 1.6.7 and Theorem 3.4.2, (A1) implies that $\mu$ has a strictly positive density function $\rho \in H^{1,p}_{\text{loc}}$, the space of functions $f$ such that $fg \in H^{1,2}$ for all $g \in C^\infty_0(\mathbb{R}^d)$. Moreover, by $[13]$ Theorem 3.1.2, when $\sigma$ is Lipschitz continuous and $\mu(|b|^2) < \infty$, we have $\sqrt{\rho} \in H^{1,2}$. So, when $[2.7]$ holds for $\phi(r) \sim r^p$ for some $p > \frac{1}{2}$ and large $r > 0$, Corollary 2.2(1) implies that $\mu$ has density with $\sqrt{\rho} \in H^{1,2}$. See also $[22]$ and $[23]$ for different type global regularity estimates on $\rho$ under integrability conditions.

(2) Let $V := (1+|\cdot|^2)^\theta$ for some $p \geq 1$. By $[13]$ Theorem 6.15], there exists a constant $c(p) > 0$ such that

$$\mathbb{W}_p(\mu, \nu)^p \leq c(p)\|\mu - \nu\|, \quad \text{where}$$

$$\mathbb{W}_p(\mu_1, \mu_2) := \inf_{\pi \in C(\mu_1, \mu_2)} \left( \int_{\mathbb{R}^{2d} \times \mathbb{R}^{2d}} |x-y|^p \pi(dx, dy) \right)^{\frac{1}{p}},$$

for $C(\mu_1, \mu_2)$ being the set of couplings for $\mu_1$ and $\mu_2$. So, by Corollary 2.2 if (A1) holds with $\Phi(r) \geq \delta r$ for some $\delta > 0$, then there exist constants $c, \lambda > 0$ such that

$$\mathbb{W}_p(P_t^*\nu, \mu)^p \leq c(1+\nu(|\cdot|^p))e^{-\lambda t}, \quad t \geq 0, \nu \in \mathcal{P};$$

and if moreover $\Phi$ is convex with $\int_0^\infty \frac{d\pi}{\phi(s)} < \infty$, then there exist constants $c, \lambda, t^* > 0$ such that

$$\mathbb{W}_p(P_t^*\nu, \mu)^p \leq ce^{-\lambda t}\|\mu - \nu\|_{\text{var}}, \quad t \geq t^*, \nu \in \mathcal{P}. $$
(3) When \( b^{(1)} \) is Lipschitz continuous, the log-Harnack inequality in [28, Theorem 4.1] implies
\[
\text{Ent}(P^*_{t} \nu | \mu) \leq \frac{c'}{1 + t} W_2(\nu, \mu)^2, \quad \nu \in \mathcal{P}, t > 0
\]
for some constant \( c' > 0 \), where \( \text{Ent}(\nu | \mu) \) is the relative entropy. Thus, by Corollary 2.2 if (A1) holds for \( V(x) := 1 + |x|^2 \) and \( \Phi(r) \geq \delta r \) for some constant \( \delta > 0 \), then there exist constants \( c, \lambda > 0 \) such that
\[
\text{Ent}(P^*_{t} \nu | \mu) \leq c(1 + \nu(\cdot)^2) e^{-\lambda t}, \quad t \geq 1, \nu \in \mathcal{P};
\]
and if moreover \( \Phi \) is convex with \( \int_0^\infty ds \Phi'(s) < \infty \), then there exist \( c, \lambda, t^* > 0 \) such that
\[
\text{Ent}(P^*_{t} \nu | \mu) \leq ce^{-\lambda t} \| \mu - \nu \|_{\text{var}}, \quad t \geq t^*, \nu \in \mathcal{P}.
\]

Next, consider the following reflecting SDE on \( D \neq \mathbb{R}^d \):
\[
(2.10) \quad dX_t = b(X_t)dt + \sigma(X_t)dW_t + n(X_t)dl_t, \quad t \geq 0,
\]
where \( \partial D \in C^{2,L}_b \) which is defined as follows.

**Definition 2.1.** Let \( \rho_\partial \) be the distance function to \( \partial D \). For any \( k \in \mathbb{N} \), we write \( \partial D \in C^k_b \) if there exists a constant \( r_0 > 0 \) such that the polar coordinate around \( \partial D \)
\[
\partial D \times [-r_0, r_0) \ni (\theta, r) \mapsto \theta + r n(\theta) \in B_{r_0}(\partial D) := \{ x \in \mathbb{R}^d : \rho_\partial(x) \leq r_0 \}
\]
is a \( C^k \)-diffeomorphism. We write \( \partial D \in C^{k,L}_b \), if it is \( C^k_b \) with \( \nabla^k \rho_\partial \) being Lipschitz continuous on \( B_{r_0}(\partial D) \).

We also need heat kernel estimates for the Neumann semigroup \( \{P^*_t\}_{t \geq 0} \) generated by
\[
L^* := \frac{1}{2} \text{tr} (\sigma \sigma^* \nabla^2).
\]
For any \( \varphi \in C^2_b(\bar{D}) \), let \( P^*_t \varphi \) be the solution of the PDE
\[
(2.11) \quad \partial_t u_t = L^* u_t, \quad \nabla_n u_t |_{\partial D} = 0 \text{ for } s > 0, u_0 = \varphi.
\]
We will prove the exponential ergodicity of (2.10) under the following assumption.

**(A2)** \( \partial D \in C^{2,L}_b \) and the following conditions hold.

1. **(A1)** holds for \( \bar{D} \) replacing \( \mathbb{R}^d \), and there exists \( r_0 > 0 \) such that
   \[
   \nabla_n(x) V(y) \leq 0, \quad x \in \partial D, |y - x| \leq r_0.
   \]

2. For any \( \varphi \in C^2_b(\bar{D}) \), the PDE (2.11) has a unique solution \( P^*_t \varphi \in C^{1,2}_b(\bar{D}) \), such that for some constant \( c > 0 \) we have
   \[
   \| \nabla^i P^*_t \varphi \|_{\infty} \leq c(1 + t)^{-\frac{i}{2}} \| \nabla^{i-1} \varphi \|_{\infty}, \quad t > 0, \quad i = 1, 2, \varphi \in C^2_b(\bar{D}),
   \]
   where \( \nabla^0 \varphi := \varphi \).
As explained in [25, Remark 2.2(2)] that, (A2) holds if $D$ is bounded and $\sigma$ is Hölder continuous. Moreover, (2.1) is trivial when $\partial D$ is bounded, since in this case we may take $1 \leq \tilde{V} \in C^2(\mathbb{R}^d)$ such that $\tilde{V} = 1$ on $\partial_D(\partial D)$ and $\tilde{V} = V$ outside a compact set, so that (2.1) remains true for $\tilde{V}$ replacing $V$. Similarly, (2.12) holds for $V(x_1, x_2) := V_1(x_1) + V_2(x_2)$ and $D = D_1 \times \mathbb{R}^l$ where $l \in \mathbb{N}$ is less than $d$, $\partial D_1 \subset \mathbb{R}^{d-l}$ is bounded, and $V_1 = 1$ in a neighborhood of $\partial D_1$.

**Theorem 2.3.** Assume (A2). Then all assertions in Theorem 2.1 hold for the reflecting SDE (2.10).

### 2.2 Some lemmas

We first consider the following time dependent SDE with reflection when $\partial D$ exists:

$$
(2.13) \quad dX_t = b_t(X_t)dt + \sigma_t(X_t)dW_t + n(X_t)dl_t, \quad t \geq 0.
$$

For any $T > 0$ and $p, q > 1$, let $\tilde{L}^p_q(T)$ denote the class of measurable functions $f$ on $[0, T] \times D$ such that

$$
\|f\|_{\tilde{L}^p_q(T)} := \sup_{z \in D} \left( \int_0^T \|1_{B(z, 1)}f_t\|_{L^p}^q dt \right)^{\frac{1}{q}} < \infty.
$$

For any $\epsilon > 0$, let $\tilde{H}^\epsilon_{q,p}(T)$ be the space of $f \in \tilde{L}^p_q$ with

$$
\|f\|_{\tilde{H}^\epsilon_{q,p}(T)} := \sup_{z \in D} \left( \int_0^T \|f_t\|_{H^\epsilon_{q,p}}^q dt \right)^{\frac{1}{q}} < \infty.
$$

We will study the well-posedness, strong Feller property and irreducibility under the following assumptions for $D = \mathbb{R}^d$ and $D \neq \mathbb{R}^d$ respectively.

**A3** Let $T > 0$, $D = \mathbb{R}^d$, $a_t(x) := (\sigma_t \sigma^*_t)(x)$ and $b_t(x) = b_t^{(0)}(x) + b_t^{(1)}(x)$.

1. $a$ is invertible with $\|a\|_{\infty} + \|a^{-1}\|_{\infty} < \infty$ and

   $$
   \lim_{\epsilon \to 0} \sup_{|x-y| \leq \epsilon, t \in [0,T]} \|a_t(x) - a_t(y)\| = 0.
   $$

2. There exist $l \geq 1$, $\{(p_i, q_i)\}_{0 \leq i \leq l} \in \mathcal{K} := \{(p, q) : p, q \in (2, \infty), \frac{d}{p} + \frac{2}{q} < 1\}$ and $1 \leq f_i \in L^p_{q_i}$ such that

   $$
   |b_t^{(0)}| \leq f_0, \quad \|\nabla \sigma\| \leq \sum_{i=1}^l f_i.
   $$

3. $b^{(1)}$ is locally bounded, there exist constants $K, \epsilon > 0$, increasing $\phi \in C^1([0, \infty); [1, \infty))$ with $\int_0^\infty \frac{ds}{r + \phi(s)} = \infty$, and a compact function $V \in C^2(\mathbb{R}^d; [1, \infty))$ such that

   $$
   \sup_{B(x, \epsilon)} \left\{ |\nabla V| + \|\nabla^2 V\| \right\} \leq KV(x),
   $$

   $$
   \langle b_t^{(1)}(x), \nabla V(x) \rangle + \epsilon |b_t^{(1)}(x)| \sup_{B(x, \epsilon)} \|\nabla^2 V\| \leq K\phi(V(x)), \quad (t, x) \in [0, T] \times \mathbb{R}^d.
   $$
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When $D \neq \mathbb{R}^d$, we consider the following time dependent differential operator on $\bar{D}$:

\begin{equation}
L^\sigma_t := \frac{1}{2} \text{tr}(\sigma_t \sigma_t^* \nabla^2), \quad t \in [0, T].
\end{equation}

Let $\{P^\sigma_{s,t}\}_{T \geq t_1 \geq t_2 \geq s \geq 0}$ be the Neumann semigroup on $\bar{D}$ generated by $L^\sigma_t$; that is, for any $\varphi \in C_b^2(\bar{D})$, and any $t \in (0, T]$, $(P^\sigma_{s,t}\varphi)_{s \in [0, t]}$ is the unique solution of the PDE

\begin{equation}
\partial_s u_s = -L^\sigma_s u_s, \quad \nabla_n u_s|_{\partial D} = 0 \quad \text{for } s \in [0, t), \ u_t = \varphi.
\end{equation}

For any $t > 0$, let $C_b^{1,2}([0, t] \times \bar{D})$ be the set of functions $f \in C_b([0, t] \times \bar{D})$ with bounded and continuous derivatives $\partial_t f, \nabla f$ and $\nabla^2 f$.

\textbf{(A4)} $D \in C_b^{2,1}$, \textbf{(A3)} holds with $V$ satisfying \eqref{eq:2.12} holds for some $r_0 > 0$. Moreover, for any $\varphi \in C_b^{2}(\bar{D})$ and $t \in (0, T]$, the PDE \eqref{eq:2.15} has a unique solution $P^\sigma_{s,t}\varphi \in C_b^{1,2}([0, t] \times \bar{D})$, such that for some constant $c > 0$ we have

\begin{equation}
\|\nabla^i P^\sigma_{s,t}\varphi\|_\infty \leq c(t - s)^{-\frac{1}{2}}\|\nabla^{i-1}\varphi\|_\infty, \quad 0 \leq s < t \leq T, \ i = 1, 2, \varphi \in C_b^{2}(\bar{D}).
\end{equation}

We have the following result, where the well-posedness for $D = \mathbb{R}^d$ has been addressed in [15].

**Lemma 2.4.** Assume \textbf{(A3)} for $D = \mathbb{R}^d$ and \textbf{(A4)} for $D \neq \mathbb{R}^d$. Then \eqref{eq:2.13} is well-posed up to time $T$. Moreover, for any $t \in (0, T]$, \eqref{eq:2.17}

\begin{equation}
\lim_{D \ni y \to x} \|P^\sigma_t \delta_x - P^\sigma_t \delta_y\|_{\text{var}} = 0, \quad t \in (0, T], x \in D,
\end{equation}

and $P_t$ has probability density (i.e. heat kernel) $p_t(x, y)$ such that

\begin{equation}
\inf_{x, y \in \bar{D} \cap B_N, \ \varrho(y) \geq N^{-1}} p_t(x, y) > 0, \quad N > 1, t \in (0, T],
\end{equation}

where $\inf \emptyset := \infty$.

**Proof.** (a) The well-posedness. For any $n \geq 1$, let

\[ b^n := 1_{B_n} b^{(1)} + b^{(0)}. \]

Since $b^{(1)}$ is locally bounded, by [26, Theorem 1.1] for $D = \mathbb{R}^d$ and [25, Theorem 2.2] for $D \neq \mathbb{R}^d$, for any $x \in D$, the following SDE is well-posed:

\[ dX^{x,n}_t = b^n (X^{x,n}_t) dt + \sigma(X_t^{x,n}) dW_t + n(X_t^{x,n}) d\tau^{x,n}_t, \quad X_0^{x,n} = x. \]

Let $\tau^{x}_n := \inf \{ t \geq 0 : |X_t^{x,n}| \geq n \}$. Then $X_t^{x,n}$ solves \eqref{eq:1.3} up to time $\tau^{x}_n$, and by the uniqueness we have

\[ X_t^{x,n} = X^{x,m}_t, \quad t \leq \tau^{x}_n \wedge \tau^{x}_m, \ n, m \geq 1. \]

So, it suffices to prove that $\tau^{x}_n \to \infty$ as $n \to \infty$. 
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Let $L^0_t := L^0_t + \nabla b^0_t$. By [26] Theorem 3.1 for $D = \mathbb{R}^d$ and [25] Lemma 2.6] for $D \neq \mathbb{R}^d$, (A3) implies that for any $\lambda \geq 0$, the PDE

\[(2.21) \quad (\partial_t + L^0_t)u_t = \lambda u_t - b^0_t, \quad t \in [0, T], u_T = 0, \nabla_n u_t|_{\partial D} = 0\]

has a unique solution $u \in \tilde{H}^{p_0}(T)$, and there exist constants $\lambda_0, c, \theta > 0$ such that

\[(2.20) \quad \lambda^\theta (\|u\|_\infty + \|\nabla u\|_\infty) + \|\partial_t u\|_{L^p_0(T)} + \|\nabla^2 u\|_{L^p_0(T)} \leq c, \quad \lambda \geq \lambda_0.\]

So, we may take $\lambda \geq \lambda_0$ such that

\[(2.21) \quad \|u\|_\infty + \|\nabla u\|_\infty \leq \varepsilon,\]

where we take $\varepsilon \leq r_0$ when $\partial D$ exists. Let $\Theta_t(x) = x + u_t(x)$. By (2.12) and (2.21) for $\varepsilon \leq r_0$ when $\partial D$ exists, we have

\[\langle \nabla V(Y_{t,x}^n), n(X_{t,x}^n) \rangle d\tilde{t}_t^n \leq 0.\]

So, by Itô’s formula, $Y_{t,x}^n := \Theta_t(X_{t,x}^n)$ satisfies

\[(2.22) \quad dY_{t,x}^n = \{1_{B_n}b^{(1)}(t) + \lambda u_t + 1_{B_n}b^{(1)}_n u_t\}(X_{t,x}^n)dt + \{(\nabla \Theta_t)\sigma_t\}(X_{t,x}^n)dw_t + n(X_{t,x}^n)dl_t^n,\]

where we have used the fact that $\nabla_n u_t|_{\partial D} = 0$ implies that $\{(\nabla \Theta_t)\}n = n$ holds on $\partial D$. By (2.21) and (A3)(3) with (2.12) when $\partial D \neq \emptyset$, there exists a constant $c_0 > 0$ such that for some martingale $M_t$,

\[d\{V(Y_{t,x}^n) + M_t\}\]

\[\leq \left[\left\{b^{(1)} + \nabla b^{(1)}u_t\right\}(X_{t,x}^n), \nabla V(Y_{t,x}^n)\right\} + c_0(\|\nabla V(Y_{t,x}^n)\| + \|\nabla^2 V(Y_{t,x}^n)\|)\right]dt \]

\[\leq \left\{b^{(1)}(X_{t,x}^n), \nabla V(Y_{t,x}^n)\right\} + \varepsilon \sup_{B(X_{t,x}^n, \varepsilon)} \|\nabla^2 V\| + c_0 K V(Y_{t,x}^n)\right\}dt \]

\[\leq \left\{K \phi(V(Y_{t,x}^n)) + c_0 K V(Y_{t,x}^n)\right\}dt \leq K \left\{\phi((1 + \varepsilon K)V(Y_{t,x}^n)) + c_0 V(Y_{t,x}^n)\right\}dt, \quad t \leq T_n^x.\]

Letting $H(r) := \int_0^r \frac{ds}{r + \phi((1+\varepsilon K)s)}$, by Itô’s formula and noting that $\phi' \geq 0$, we find a constant $c_1 > 0$ such that

\[dH(V(Y_{t,x}^n)) \leq c_1 dt + d\tilde{M}_t, \quad t \in [0, T_n^x]\]

holds for some martingale $\tilde{M}_t$. Thus,

\[\mathbb{E}[V(Y_{t,x}^n)] \leq V(x + u(x)) + c_1 t, \quad t \geq 0, n \geq 1.\]

Since (2.21) and $|z| \geq n$ imply $|\Theta_t(z)| \geq |z| - |u(z)| \geq n - \varepsilon$, we derive

\[(2.23) \quad P(\tau_n^x \leq t) \leq \frac{V(x + \Theta_0(x)) + c_1 t}{\inf_{|y| \geq n - \varepsilon} H(V(y))} =: \varepsilon_{t,n}(x), \quad t > 0.\]

Since $\lim_{|x| \to \infty} H(V)(x) = \int_0^\infty \frac{ds}{s + \phi((1+\varepsilon K)s)} = \infty$, we obtain $\tau_n^x \to \infty (n \to \infty)$ as desired.
(b) Proof of (2.17). By [21, Proposition 1.3.8], the log-Harnack inequality

\[ P_t \log f(y) \leq \log P_tf(x) + c|x - y|^2, \quad x, y \in \tilde{D}, 0 < f \in \mathcal{B}_b(\tilde{D}) \]

for some constant \( c > 0 \) implies the gradient estimate

\[ |\nabla P_tf|^2 \leq 2cP_t|f|^2, \quad f \in \mathcal{B}_b(\tilde{D}), \]

and hence

\[ \lim_{y \to x} \| P_t^* \delta_x - P_t^* \delta_y \|_{\text{var}} = 0, \quad x \in \tilde{D}. \]

Let \( P_t^n \) be the Markov semigroup associated with \( X_t^n \). Thus, by the log-Harnack inequality in [28, Theorem 4.1] for \( D = \mathbb{R}^d \) and in [25, Theorem 4.1] for \( D \neq \mathbb{R}^d \), we have

\[ \lim_{y \to x} \| (P_t^n)^* \delta_x - (P_t^n)^* \delta_y \|_{\text{var}} = 0, \quad t \in (0, T). \]

On the other hand, by (2.23) and \( X_t = X_t^n \) for \( t \leq \tau_n \), we obtain

\[ \lim_{n \to \infty} \sup_{y \in \bar{D} \cap B(x,1)} \| P_t^* \delta_y - (P_t^n)^* \delta_y \|_{\text{var}} = \lim_{n \to \infty} \sup_{|f| \leq 1, y \in \bar{D} \cap B(x,1)} |P_t f(y) - P_t^n f(y)| \]

\[ \leq 2 \lim_{n \to \infty} \sup_{y \in \bar{D} \cap B(x,1)} \mathbb{P}(\tau^n \leq t) = 0. \]

Combining this with (2.24) and the triangle inequality, we prove (2.17).

(c) Finally, let \( L_t := L_t^s + \nabla b_t \). By Itô’s formula, for any \( f \in C^2_0((0, T) \times D) \) we have

\[ df_t(X_t) = (\partial_t + L_t)f_t(X_t)dt + dM_t \]

for some martingale \( M_t \), so that \( f_0 = f_T = 0 \) yields

\[ \int_{(0,T)} P_t \{ (\partial_t + L)f_t \} dt = 0, \quad f \in C^\infty_0((0, T) \times D). \]

This implies that the heat kernel \( p_t(x, \cdot) \) of \( P_t \) solves the following PDE on \((0, T) \times D\) in the weak sense:

\[ \partial_t u_t = L_t^* u_t = \text{div} \mathcal{A}(t, \cdot, u_t, \nabla u_t) + \mathcal{B}(t, \cdot, \nabla u_t), \]

where \( \mathcal{A} := (\mathcal{A}_1, \ldots, \mathcal{A}_d) \) and \( \mathcal{B} \) are defined as

\[ \mathcal{A}_i(t, \cdot, u, \nabla u) := \frac{1}{2} \sum_{j=1}^d (\sigma_i \sigma_i^*)_{ij} \partial_j u + \sum_{j=1}^d \left\{ \frac{1}{2} \partial_j (\sigma_i \sigma_i^*)_{ij} - b_i \right\} u, \]

\[ \mathcal{B}(t, \cdot, \nabla u) := -\sum_{i,j=1}^d \{ \partial_j (\sigma_i \sigma_i^*)_{ij} \} \partial_i u. \]

By the Harnack inequality as in [1, Theorem 3] (see also [17]), under the given conditions, for any \( 0 < s < t \leq T \) and \( N > 1 \) with

\[ \tilde{B}_N := \{ x \in \tilde{D} \cap B_N : \rho_\delta(x) \geq N^{-1} \} \]
having positive volume, there exists a constant $c(s, t, N) > 0$ such that satisfies

$$\sup_{\bar{B}_N} p_s(x, \cdot) \leq c(s, t, N) \inf_{\bar{B}_N} p_t(x, \cdot), \quad x \in \bar{D}.$$  

Since $\int_{\bar{B}_N} p_s(x, y)dy \to 1$ as $N \to \infty$, this implies $p_t(x, y) > 0$ for any $(t, x, y) \in (0, T] \times \bar{D} \times D$. In particular, $P_t1_{\bar{B}_N} > 0$. On the other hand, (2.17) implies that $P_t1_{\bar{B}_N}$ is continuous, so that

$$\inf_{x \in D \cap B_N} P_t1_{\bar{B}_N}(x) > 0, \quad t \in (0, T].$$

This together with (2.25) gives

$$\inf_{(D \cap B_N) \times B_N} p_t \geq \frac{1}{c(s, t, N)} \inf_{x \in D \cap B_N} P_11_{\bar{B}_N}(x) > 0, \quad 0 < s < t \leq T.$$  

Therefore, (2.18) holds.

To make Zvonkin’s transform to kill the singular drift, we present the lemma which extends Theorem 2.10 in [27] for $D = \mathbb{R}^d$.

(A5) $D = \mathbb{R}^d$, $\sigma$ and $b^{(0)}$ satisfy the following conditions.

1. $a := \sigma\sigma^*$ is invertible and uniformly continuous with $\|a\|_{\infty} + \|a^{-1}\|_{\infty} < \infty$.
2. $|b^{(0)}| \in \tilde{L}^p$ for some $p > d$.

(A6) $\partial D \in C^{2,L}_b$, (A5) holds for $\bar{D}$ replacing $\mathbb{R}^d$, and (A2)(2) holds.

Lemma 2.5. Assume (A5) for $D = \mathbb{R}^d$ and (A6) for $D \neq \mathbb{R}^d$. Let $L^0 = \frac{1}{2}\text{tr}\{\sigma\sigma^*\nabla^2\} + \nabla b^{(0)}$. Then there exist constants $\lambda_0 > 0$ increasing in $\|b^{(0)}\|_{L^p}$ such that for any $\lambda \geq \lambda_0$ and any $f \in \tilde{L}^k$ for some $k \in (1, \infty)$, the elliptic equation

$$\begin{align*}
(L^0 - \lambda)u &= f, \quad \nabla_n u|_{\partial D} = 0 \quad \text{if} \ D \neq \mathbb{R}^d
\end{align*}$$  

has a unique solution $u \in \tilde{H}^{2,k}$. Moreover, for any $p' \in [k, \infty]$ and $\theta \in [0, 2 - \frac{d}{k} + \frac{d}{p'})$, there exists a constant $c > 0$ increasing in $\|b^{(0)}\|_{L^p}$ such that

$$\lambda^{\frac{1}{2}(2-\theta+\frac{d}{p'}-\frac{d}{2})}\|u\|_{\tilde{H}^{\theta,p'}} + \|u\|_{\tilde{H}^{2,k}} \leq c\|f\|_{\tilde{L}^k}, \quad f \in \tilde{L}^k.$$  

Proof. (a) Let us verify the priori estimate (2.27) for a solution $u$ to (2.26), which in particular implies the uniqueness, since the difference of two solutions solves the equation with $f = 0$.

For $u \in \tilde{H}^{2,k}$ solving (2.26), let

$$\tilde{u}_t = u(1-t), \quad t \in [0, 1].$$

By (2.26) we have

$$\begin{align*}
(\partial_t + L^0 - \lambda)\tilde{u}_t &= f(1-t) - u, \quad t \in [0, 1], \tilde{u}_1 = 0, \quad \nabla_n \tilde{u}_t|_{\partial D} = 0 \quad \text{if} \ D \neq \mathbb{R}^d.
\end{align*}$$
By Theorem 2.1 with \( q = q' = 2 \) in [28] for \( D = \mathbb{R}^d \), and Lemma 2.6 in [25] for \( D \neq \mathbb{R}^d \), there exist constants \( \lambda_1, c_1 > 1 \) increasing in \( \|b(0)\| \tilde{L}p \) and sufficient large \( q > 2 \) such that

\[
\lambda_1^{\frac{1}{2} (2 - \theta + \frac{d}{p} - \frac{d}{k})} \|\bar{u}\| \tilde{H}_q^{\theta, p'} + \|\bar{u}\| \tilde{H}_q^{2, k} \leq c_1 \|f(1 - t) - u\| \tilde{L}_k \leq c_1 \|f\| \tilde{L}_k + c_1 \|u\| \tilde{L}_k. \tag{2.28}
\]

Taking \( \theta = 0, p = p' \) and \( c_2 = |1 - |L^p(\{0,1\})| \), we obtain

\[
\lambda_1^{\frac{1}{2} (2 - \theta)} \|u\| \tilde{L}_p \leq \frac{c_1}{c_2} (\|f\| \tilde{L}_p + \|u\| \tilde{L}_p), \quad \lambda \geq \lambda_1.
\]

Letting \( \lambda_0 > \lambda_1 \) such that

\[
\lambda_0^{\frac{1}{2} (2 - \theta)} \geq 2 \frac{c_1}{c_2},
\]

we obtain

\[
\|u\| \tilde{L}_k \leq \|f\| \tilde{L}_k, \quad \lambda \geq \lambda_0.
\]

Combining this with (2.28) implies (2.27) for some constant \( c > 0 \).

(b) Existence of solution for \( f \in \tilde{L}^k \). Let \( \{f_n\}_{n \geq 1} \subset C^\infty(\bar{D}) \) with \( n f_n|_{\partial D} = 0 \) is \( \partial D \neq \emptyset \) such that \( \|f_n - f\| \tilde{L}_k \to 0 \) as \( n \to \infty \). Let \( P^0_t \) be the Markov semigroup generated by \( L^0 \) and let

\[
u_n = \int_0^\infty e^{-\lambda t} P^0_t f_n \, dt.
\]

By Kolmogorov equation we have

\[
\partial_t P^0_t f_n = L^0 P^0_t f_n = P^0_t L^0 f_n
\]

so that

\[
L^0 \nu_n = \int_0^\infty e^{-\lambda t} L^0 P^0_t f_n \, dt = \int_0^\infty e^{-\lambda t} \partial_t P^0_t f_n \, dt = \lambda \nu_n - f_n.
\]

Then

\[
(L^0 - \lambda)(u_n - u_m) = f_n - f_m, \quad n, m \geq 1.
\]

By (2.27),

\[
\lim_{n, m \to \infty} \{\|u_n - u_m\| \tilde{H}^{\theta, p'} + \|\nabla^2 (u_n - u_m)\| \tilde{L}_k\} = 0,
\]

so that \( u := \lim_{n \to \infty} u_n \) exists in \( \tilde{H}^{\theta, p'} \cap \tilde{H}^{2, k} \), which solves (2.26).

\[
2.3 \quad \text{Proofs of Theorems 2.1, 2.3 and Corollary 2.2}
\]

Proofs of Theorems 2.1, 2.3. It is easy to see that (2.1) implies (A3) (3) for any \( T > 0 \) and \( \phi(r) = 1 \), by Lemma 2.4. (A1) and (A2) imply the well-posedness, strong Feller property and irreducibility of (1.3) and (2.10) respectively. According to [17, Theorem 4.2.1], the strong Feller property and the irreducibility imply the uniqueness of invariant probability measure. So, it remains to prove the existence of the invariant probability measure \( \mu \) and the claimed assertions on the ergodicity.
(a) Let \( u \) solve (2.24) for \( b = -b^{(0)} \) and large enough \( \lambda > 0 \) such that (2.24) implies (2.21). Moreover, for \( \Theta(x) := x + u(x) \), let \( \bar{P}_t \) be the Markov semigroup associated with \( Y_t := \Theta(X_t) \), so that

\[
\bar{P}_t f(x) = \{P_t(f \circ \Theta)\}(\Theta^{-1}(x)), \quad t \geq 0, x \in \mathbb{R}^d, f \in \mathcal{B}_b(\mathbb{R}^d).
\]

(2.29)

Since \( \lim_{|x| \to \infty} \sup_{|y-x| \leq \varepsilon} |\nabla \bar{V}(y)| = 0 \), by (2.21) and \( V \geq 1 \) we find a constant \( \theta \in (0, 1) \) such that

\[
\|\nabla u(x)\| \vee |\Theta(x) - x| \leq \varepsilon, \quad \theta V(\Theta(x)) \leq V(x) \leq \theta^{-1} V(\Theta(x)), \quad x \in \bar{D}.
\]

Thus, it suffices to prove the desired assertions for \( \bar{P}_t \) replacing \( P_t \), where the unique invariant probability measure \( \bar{\mu} \) of \( \bar{P}_t \) and that \( \mu \) of \( P_t \) satisfies

\[
\bar{\mu} = \mu \circ \Theta^{-1}.
\]

(b) Let \( X^n_t, Y^n_t \) and \( \tau_n \) be in the proof of Lemma 2.4 for the present time-homogenous setting. Since \( Y^n_t = Y_t \) and \( 1_{B_n}(X^n_t) = 1 \) for \( t \leq \tau_n \), and since \( \tau_n \to \infty \) as \( n \to \infty \), (2.22) implies

\[
d\bar{Y}_t = \{b^{(1)} + \lambda u + \nabla_{b^{(1)}} u\}(X_t)dt + \{(\nabla \Theta)\sigma\}(X_t)dW_t + n(X_t)dt,
\]

so that for any \( \varepsilon \in (0, 1 \wedge r_0) \), where \( r_0 > 0 \) is in (2.12) when \( \partial D \neq \emptyset \), by Itô’s formula and (2.12), we find a constant \( c_{\varepsilon} > 0 \) such that

\[
d\{\bar{V}(Y_t) + M_t\} \leq \left\{b^{(1)} + \nabla_{b^{(1)}} u\}(X_t), \nabla \bar{V}(Y_t)\right\} + c_{\varepsilon}(\|\nabla \bar{V}(Y_t)\| + \|\nabla^2 \bar{V}(Y_t)\|)\right\}dt
\]

\[
\leq \left\{(b^{(1)}(X_t), \nabla \bar{V}(X_t)) + \varepsilon |b^{(1)}(X_t)| \sup_{B(X_t, \varepsilon)} (|\nabla \bar{V}| + \|\nabla^2 \bar{V}\|) + c_{\varepsilon} \sup_{B(X_t, \varepsilon)} (|\nabla \bar{V}| + \|\nabla^2 \bar{V}\|)\right\}dt.
\]

Combining this with (2.21) and (2.12) for \( D \neq \mathbb{R}^d \), when \( \varepsilon > 0 \) is small enough we find constants \( c_1, c_2 > 0 \) such that

\[
d\{\bar{V}(Y_t) + M_t\} \leq \{c_1 - c_2 \Phi(\bar{V}(X_t))\}dt.
\]

By (2.30), this implies that for some constant \( c_4 > 0 \),

\[
d\bar{V}(Y_t) \leq \{c_4 - c_2 \Phi(\theta V(\bar{Y}_t))\}dt - dM_t.
\]

Thus,

\[
\int_0^t \mathbb{E}\Phi(\theta V(Y_s))ds \leq \frac{c_4 + V(x)}{c_2} < \infty, \quad t > 0, Y_0 = x \in \Theta(\bar{D}).
\]

Since \( \Phi(\theta V) \) is a compact function, this implies the existence of invariant probability \( \bar{\mu} \) according to the standard Bogoliubov-Krylov’s tightness argument. Moreover, (2.32) implies \( \bar{\mu}(\Phi(\theta V)) < \infty \), so that by (2.30) and (2.31), \( \mu(\Phi(\varepsilon_0 V)) < \infty \) holds for \( \varepsilon_0 = \theta^2 \).

(c) By (2.18), (2.29) and (2.30), any compact set \( K \subset \Theta(\bar{D}) \) is a petite set of \( \bar{P}_t \), i.e. there exist \( t > 0 \) and a nontrivial measure \( \nu \) such that

\[
\inf_{x \in K} \bar{P}_t^* \delta_x \geq \nu.
\]
When \( \Phi(r) \geq kr \) for some constant \( k > 0 \), (2.32) implies

\[
\hat{P}_t V(x) \leq \frac{k_1}{k_2} + e^{-k_2 t} V(x), \quad t \geq 0, x \in \Theta(D)
\]

for some constants \( k_1, k_2 > 0 \). Since \( \lim_{|x| \to \infty} V(x) = \infty \) and as observed above that any compact set is a petite set for \( \hat{P}_t \), by Theorem 5.2(c) in [8], we obtain

\[
\| \hat{P}_t^* \delta_x - \hat{\mu} \|_V \leq c e^{-\lambda t} V(x), \quad x \in \Theta(D), t \geq 0
\]

for some constants \( c, \lambda > 0 \). Thus,

\[
\| \hat{P}_t^* \delta_x - \hat{P}_t^* \delta_y \|_V \leq c e^{-\lambda t} (V(x) + V(y)), \quad t \geq 0, x, y \in \Theta(D).
\]

Therefore, for any probability measures \( \mu_1, \mu_2 \) on \( \Theta(D) \),

\[
\| \hat{P}_t^* \mu_1 - \hat{P}_t^* \mu_2 \|_V = \| \hat{P}_t^* (\mu_1 - \mu_2)^+ - \hat{P}_t^* (\mu_1 - \mu_2)^- \|_V
\]

\[
= \frac{1}{2} \| \mu_1 - \mu_2 \|_{\text{var}} \left\| \hat{P}_t^* \frac{2(\mu_1 - \mu_2)^+}{\| \mu_1 - \mu_2 \|_{\text{var}}} - \hat{P}_t^* \frac{2(\mu_1 - \mu_2)^-}{\| \mu_1 - \mu_2 \|_{\text{var}}} \right\|_V
\]

\[
\leq \frac{c}{2} e^{-\lambda t} \| \mu_1 - \mu_2 \|_{\text{var}} \left( \frac{2(\mu_1 - \mu_2)^+}{\| \mu_1 - \mu_2 \|_{\text{var}}} + \frac{2(\mu_1 - \mu_2)^-}{\| \mu_1 - \mu_2 \|_{\text{var}}} \right)(V)
\]

\[
\leq c e^{-\lambda t} \| \mu_1 - \mu_2 \|_V.
\]

This together with (2.29) and (2.30) implies (2.3) for some constants \( c, \lambda > 0 \).

(d) Let \( \Phi \) be convex. By Jensen’s inequality and (2.32), \( \gamma_t := \theta E[V(Y_t)] \) satisfies

\[
\frac{d}{dt} \gamma_t \leq \theta c_4 - \theta c_2 \Phi(\gamma_t), \quad t \geq 0.
\]

Let

\[
H(r) := \int_0^r \frac{ds}{\Phi(s)}, \quad r \geq 0.
\]

We aim to prove that for some constant \( k > 1 \)

\[
\gamma_t \leq k + H^{-1}(H(\gamma_0) - tk^{-1}), \quad t \geq 0,
\]

where \( H^{-1}(r) := 0 \) for \( r \leq 0 \). We prove this estimate by considering three situations.

(1) Let \( \Phi(\gamma_0) \leq \frac{c_4}{c_2} \). Since (2.34) implies \( \gamma'_t \leq 0 \) for \( \gamma_t \geq \Phi^{-1}(\frac{c_4}{c_2}) \), so

\[
\gamma_t \leq \Phi^{-1}(\frac{c_4}{c_2}), \quad t \geq 0.
\]

(2) Let \( \frac{c_4}{c_2} < \Phi(\gamma_0) \leq \frac{2c_4}{c_2} \). Then (2.34) implies \( \gamma'_t \leq 0 \) for all \( t \geq 0 \) so that

\[
\gamma_t \leq \Phi^{-1}(2c_4/c_2), \quad t \geq 0.
\]
(3) Let \( \Phi(\gamma_0) > \frac{2c_4}{c_2} \). If 
\[
t \leq t_0 := \inf \left\{ t \geq 0 : \Phi(\gamma_t) \leq \frac{2c_4}{c_2} \right\},
\]
then (2.34) implies
\[
\frac{dH(\gamma_t)}{dt} = \frac{\gamma'_t}{\Phi(\gamma_t)} \leq -\frac{\theta c_2}{2},
\]
so that
\[
H(\gamma_t) \leq H(\gamma_0) - \frac{\theta c_2}{2} t, \quad t \in [0, t_0],
\]
which implies
\[
\gamma_t \leq H^{-1}(H(\gamma_0) - \frac{\theta c_2}{2} t), \quad t \in [0, t_0].
\]
Noting that when \( t > t_0 \), \( (\gamma_t)_{t \geq t_0} \) satisfies (2.34) with \( \gamma_{t_0} \) satisfies \( \frac{c_4}{c_2} < \Phi(\gamma_{t_0}) \leq \frac{2c_4}{c_2} \), so that (2.36) holds, i.e.
\[
\gamma_t \leq \Phi^{-1}(2c_4/c_2).
\]
In conclusion, we obtain
\[
\gamma_t \leq \Phi^{-1}(2c_4/c_2) + H^{-1}(H(\gamma_0) - \frac{\theta c_2}{2} t), \quad t \geq 0.
\]
Combining this with (1) and (2), we prove (2.35) for some constant \( k > 1 \).

(e) Since \( 1 \leq \Phi(r) \to \infty \) as \( r \to \infty \), when \( \Phi \) is convex we find a constant \( \delta > 0 \) such that 
\[
\Phi(r) \geq \delta r, r \geq 0.
\]
So, by step (b), (2.3) holds. Combining this with (2.35) and applying the semigroup property, we derive
\[
\| \hat{P}_t \delta_x - \mu \|_V \leq \sup_{f \leq V} | \hat{P}_t/2(\hat{P}_t/2f - \hat{\mu}(f))(x) | \leq ce^{-\lambda t/2} \hat{P}_t/2V(x) \leq c\{k + H^{-1}(H(\theta V(x)) - (2k)^{-1}t)\} e^{-\lambda t/2}.
\]
Combining this with (2.29), (2.30) and (2.31), we prove (2.4) for some constants \( k, \lambda > 0 \).

Finally, if \( H(\infty) < \infty \), we take \( t^* = kH(\infty) \) in (2.4) to derive
\[
\sup_{x \in D} \| \hat{P}_t \delta_x - \mu \|_V \leq ce^{-\lambda t}, \quad t \geq t^*
\]
for some constants \( c, \lambda > 0 \), which implies (2.5) by the argument leading to (2.3) in step (c).

Proof of Corollary 2.2. By (2.8), for any \( \theta \in ((1 - \alpha)^+, \frac{1}{2}) \) there exists a constant \( c_3 > 0 \) such that
\[
\phi(r) \geq c_3(1 + r)^{1-\theta}, \quad r \geq 0.
\]
Then (2.1) holds for \( V := e^{(1+\| \cdot \|^2)\theta} \) and \( \Phi(r) = r \). So the first assertion in (1) follows from Theorem 2.1(1).

Next, (2.7) and (2.9) imply (2.1) for \( V := \psi(| \cdot |^2) \) and \( \Phi(r) = r \), so that the second assertion in (1) holds by Theorem 2.1(1).

Finally, if \( \int_0^\infty \frac{ds}{\phi(s)} < \infty \), then for any \( q > 0 \), (2.1) holds for \( V := (1 + | \cdot |^2)^q \) and \( \Phi(r) = (1 + r)^{1-\frac{q}{2}}\phi(r^{\frac{1}{2}}) \), so that \( \int_0^\infty \frac{ds}{\phi(s)} < \infty \). Then the proof is finished by Theorem 2.1(2).
3 Uniform ergodicity for singular reflecting McKean-Vlasov SDEs

We now consider the SDE \((\text{1.1})\) for \(D = \mathbb{R}^d\) or \(D\) being a \(C^2_{b,1}\) domain. To prove the uniform ergodicity, compare \((\text{1.1})\) with the following classical SDE with fixed distribution parameter \(\gamma \in \mathcal{P}\):

\[
dX_t^\gamma = b(X_t^\gamma, \gamma) + \sigma(X_t^\gamma)dW_t + n(X_t^\gamma)dl_t^\gamma,
\]

where we set \(l_t^\gamma = 0\) if \(D = \mathbb{R}^d\). If for any \(\nu \in \mathcal{P}\), \((A1)\) for \(D = \mathbb{R}^d\) or \((A2)\) for \(D \neq \mathbb{R}^d\) holds for \(b(\cdot, \nu)\) replacing \(b\), then the well-posedness follows from that of \((3.1)\) and [25, Theorem 3.2] for \(k = 0\). Let \((P_t^\gamma)^*\nu = \mathcal{L}_{X_t^\gamma}\) for \(\mathcal{L}_{X_t^\gamma} = \nu\).

Let \(\zeta(\gamma_1, \gamma_2) := \sigma^*(\sigma\sigma^*)^{-1}[b(\cdot, \gamma_2) - b(\cdot, \gamma_1)]\), \(\gamma_1, \gamma_2 \in \mathcal{P}\). We make the following assumption on the dependence of distribution.

\((H1)\) \((A1)\) for \(D = \mathbb{R}^d\) or \((A2)\) for \(D \neq \mathbb{R}^d\) holds with \(b(\cdot, \nu)\) replacing \(b\) uniformly in \(\nu \in \mathcal{P}\).

\((H2)\) There exist constants \(q \geq 2\) and \(k > 0\) such that for any \(\gamma \in \mathcal{P}\) and \(\nu \in C([0, 1]; \mathcal{P})\),

\[
\begin{align*}
\int_0^t ds \int_D |\zeta(\gamma, \nu_s)|^2 d(P_s^\gamma)^*\nu_0 & \leq k^2 \left( \int_0^t \|\nu_s - \gamma\|_{\text{var}}^q ds \right)^{\frac{2}{q}}, \\
\int_D e^{s\int_D |\zeta(\gamma, \nu_s)|^2} d(P_s^\gamma)^*\nu_0 & < \infty, \quad t \geq 0.
\end{align*}
\]

Remark 3.1. (1) Obviously, \((H2)\) holds for \(q = 2\) if there exists a constant \(\kappa > 0\) such that

\[
|b(x, \gamma_1) - b(x, \gamma_2)| \leq \kappa \|\gamma_1 - \gamma_2\|_{\text{var}}, \quad x \in D, \gamma_1, \gamma_2 \in \mathcal{P}.
\]

By a standard fixed point argument, this together with \((H1)\) implies the well-posedness of \((\text{1.1})\) for any initial value, see [25].

(2) In general, \((H2)\) follows from Krylov’s estimate for \(p, q > 2\) with \(\frac{4}{p} + \frac{2}{q} < 1\) and the condition

\[
\|\zeta(\gamma_1, \gamma_2)\|_{L^p} \leq k \|\gamma_1 - \gamma_2\|_{\text{var}}, \quad \gamma_1, \gamma_2 \in \mathcal{P}.
\]

Note that under \((H1)\), the Krylov’s estimate holds when \(b\) contains an \(\bar{L}^p\) term for \(p > d\) and a Lipschitz continuous term, see [25] for details.

Theorem 3.1. Assume \((H1)\) and \((H2)\) and let \((\text{1.1})\) be well-posed. If \(k\) is small enough and \(\Phi\) is convex with \(\int_0^\infty \frac{ds}{\Phi(s)} < \infty\), then \(P_t^\gamma\) has a unique invariant probability measure \(\mu\), \(\mu(\Phi(\xi_0 V)) < \infty\) holds for some constant \(\xi_0 > 0\), and there exist constants \(c, \lambda > 0\) such that

\[
\|P_t^\gamma \nu - \mu\|_{\text{var}} \leq ce^{-\lambda t}\|\mu - \nu\|_{\text{var}}, \quad t \geq 0, \nu \in \mathcal{P}.
\]

To prove this result, we first present a general result deducing the uniform ergodicity of McKean-Vlasov SDEs from that of classical ones.

The following result says that if \((3.1)\) is uniformly ergodic uniformly in \(\gamma\), and if the dependence of \(b(x, \mu)\) on \(\mu\) is weak enough, then \((\text{1.1})\) is uniformly ergodic.
Lemma 3.2. Assume \((H_1)\) and that for any \(\gamma \in \mathcal{P}^\gamma\), \((P_t^\gamma)^*\) has a unique invariant probability measure \(\mu_{\gamma}\) such that

\[
\| (P_t^\gamma)^* \mu - \mu_{\gamma} \|_{\text{var}} \leq ce^{-\lambda t} \| \mu - \mu_{\gamma} \|_{\text{var}}, \quad t \geq 0, \gamma, \mu \in \mathcal{P}
\]

holds for some constants \(c, \lambda > 0\). Then \((1.1)\) is well-posed and the following assertions hold.

(1) If there exists a constant \(\kappa \in (0, \kappa_1)\) for

\[
\kappa_1 := \sup_{t > (\log c)/\lambda} \frac{1 - ce^{-\lambda t}}{\sqrt{t}},
\]

such that

\[
\int_D |\zeta(\gamma_1, \gamma_2)|^2 d\mu_{\gamma} \leq \kappa^2 \| \gamma_1 - \gamma_2 \|_{\text{var}}^2, \quad \gamma_1, \gamma_2 \in \mathcal{P},
\]

then \(P_t^*\) associated with \((1.1)\) has a unique invariant probability measure \(\mu\).

(2) Let \(\mu\) be \(P_t^*\)-invariant. If there exist constants \(q \geq 2\) and \(k \in (0, k_q)\), where

\[
k_q := \sup \left\{ k > 0 : \frac{4q^{-1}(ck)^q e^{2q-1k^q t}}{q\lambda + 2q-1k^q} \leq 1 \right\},
\]

such that for \(\hat{t} := \frac{\log(2c)}{\lambda}\),

\[
\mathbb{E} \int_0^{\hat{t}} |\zeta(\mu, P_s^\nu)(X_s^\nu)|^2 ds \leq k^2 \left( \int_0^{\hat{t}} \| \mu - P_s^\nu \|_{\text{var}}^q ds \right)^{\frac{2}{q}}, \quad t \in (0, \hat{t}), \nu \in \mathcal{P},
\]

then there exists a constant \(c' > 0\) such that

\[
\| P_t^\nu \nu - \mu \|_{\text{var}}^q \leq c' e^{-\lambda' t} \| \nu - \mu \|_{\text{var}}^q, \quad t \geq 0, \nu \in \mathcal{P}
\]

holds for

\[
\lambda' := -\frac{\lambda}{\log(2c)} \log \left( \frac{1}{2} + \frac{4q^{-1}(ck)^q e^{2q-1k^q t}}{q\lambda + 2q-1k^q} \right) > 0.
\]

Proof. (a) Existence and uniqueness of \(\mu\). For any \(\gamma \in \mathcal{P}\), \((3.3)\) implies that \(P_t^\gamma\) has a unique invariant probability measure \(\mu_{\gamma}\). It suffices to prove that the map \(\gamma \mapsto \mu_{\gamma}\) has a unique fixed point \(\mu\), which is the unique invariant probability measure of \(P_t^*\).

For \(\gamma_1, \gamma_2 \in \mathcal{P}\), \((3.3)\) implies

\[
\| (P_t^{\gamma_1})^* \mu_{\gamma_2} - \mu_{\gamma_1} \|_{\text{var}} \leq ce^{-\lambda t} \| \mu_{\gamma_2} - \mu_{\gamma_1} \|_{\text{var}}, \quad t \geq 0.
\]

On the other hand, let \((X_t^1, X_t^2)\) solve the SDEs

\[
dX_t^i = b(X_t^i, \gamma_t) dW_t + \sigma(X_t^i) d\lambda_t, \quad i = 1, 2
\]

with \(X_0^1 = X_0^2\) having distribution \(\mu_{\gamma_2}\). Since \(\mu_{\gamma_2}\) is \((P_t^{\gamma_2})^*\)-invariant, we have

\[
\mathcal{L}X_t^2 = (P_t^{\gamma_2})^* \mu_{\gamma_2} = \mu_{\gamma_2}, \quad \mathcal{L}X_t^1 = (P_t^{\gamma_1})^* \mu_{\gamma_2}, \quad t \geq 0.
\]
By \((H_2)\),
\[
R_t = e^{\int_0^t \langle \zeta(\gamma_1, \gamma_2)(X^1_s), dW_s \rangle - \frac{1}{2} \int_0^t \langle \zeta(\gamma_1, \gamma_2)(X^1_s) \rangle^2 ds}, \quad t \geq 0
\]
is a martingale, and by Girsanov’s theorem, for any \(t > 0\),
\[
\tilde{W}_r := W_r - \int_0^r \zeta(\gamma_1, \gamma_2)(X^1_s) ds, \quad r \in [0, t]
\]
is a Brownian motion under \(Q_t := R_t \mathbb{P}\). Reformulating the SDE for \(X^1_t\) as
\[
dX^1_r = b(X^1_r, \gamma_2) dr + \sigma(X^1_r) d\tilde{W}_r + n(X^1_r) dl^1_r, \quad r \in [0, t],
\]
by \(X^1_0 = X^2_0\) and the weak uniqueness, the law of \(X^1_t\) under \(Q_t\) satisfies
\[
\mathcal{L}_{X^1_t|Q_t} = \mathcal{L}_{X^2_t} = (P^T_\gamma)^* \mu_{\gamma_2} = \mu_{\gamma_2}.
\]
Combining this with (3.8) and Pinsker’s inequality, we obtain
\[
\|(P^T_\gamma)^* \mu_{\gamma_2} - \mu_{\gamma_2}\|_{\text{var}}^2 \leq \|(P^T_\gamma)^* \mu_{\gamma_2} - (P^T_\gamma)^* \mu_{\gamma_2}\|_{\text{var}}^2 = \sup_{|f| \leq 1} \left| \mathbb{E}[f(X^1_t)] - \mathbb{E}[f(X^1_t)] R_t \right|^2 \leq (\mathbb{E}[R_t - 1])^2 \leq 2 \mathbb{E}[R_t \log R_t]
\]
\[
= 2 \mathbb{E}_{Q_t} \log R_t = \mathbb{E}_{Q_t} \int_0^t |\zeta(\gamma_1, \gamma_2)|^2(X^1_s)^2 |d\mu_{\gamma_2}.\tag{3.9}
\]
Then (3.4) implies
\[
\|(P^T_\gamma)^* \mu_{\gamma_2} - \mu_{\gamma_2}\|_{\text{var}}^2 \leq \kappa^2 t \|\gamma_1 - \gamma_2\|_{\text{var}}^2.
\]
Combining this with (3.7) and taking \(t = \frac{\log(2c)}{\lambda}\), we derive
\[
\|\mu_{\gamma_1} - \mu_{\gamma_2}\|_{\text{var}} \leq \|(P^T_\gamma)^* \mu_{\gamma_2} - \mu_{\gamma_1}\|_{\text{var}} + \|(P^T_\gamma)^* \mu_{\gamma_2} - \mu_{\gamma_2}\|_{\text{var}} \leq ce^{-\lambda t} \|\mu_{\gamma_1} - \mu_{\gamma_2}\|_{\text{var}} + \kappa \sqrt{t} \|\gamma_1 - \gamma_2\|_{\text{var}}, \quad t > 0.
\]
Thus,
\[
\|\mu_{\gamma_1} - \mu_{\gamma_2}\|_{\text{var}} \leq \inf_{t > \log(c)/\lambda} \frac{\kappa \sqrt{t}}{1 - ce^{-\lambda t}} \|\gamma_1 - \gamma_2\|_{\text{var}} = \frac{\kappa}{\kappa_1} \|\gamma_1 - \gamma_2\|_{\text{var}}.
\]
Since \(\kappa < \kappa_1\), \(\mu_{\gamma}\) is contractive in \(\gamma\), hence has a unique fixed point.

(b) Uniform ergodicity. Let \(\mu\) be the unique invariant probability measure of \(P^*_t\), and for any \(\nu \in \mathcal{P}\) let \((\bar{X}_0, X_0)\) be \(\mathcal{F}_0\)-measurable such that
\[
\mathbb{P}(\bar{X}_0 \neq X_0) = \frac{1}{2} \|\mu - \nu\|_{\text{var}}, \quad \mathcal{L}_{\bar{X}_0} = \mu, \quad \mathcal{L}_{X_0} = \nu.
\]
Let \(\bar{X}_t\) and \(X_t\) solve the following SDEs with initial values \(\bar{X}_0\) and \(X_0\) respectively:
\[
d\bar{X}_t = b(\bar{X}_t, \mu) dt + \sigma(\bar{X}_t) dW_t + n(\bar{X}_t) dl^1_t, \quad dX_t = b(X_t, P^*_t \nu) dt + \sigma(X_t) dW_t + n(X_t) dl^1_t.
\]
Since \( \mu \) is \( P_t^* \)-invariant, we have
\[
(3.10) \quad \mathcal{L}_{X_t} = (P_t^\mu)^* \mu = P_t^* \mu = \mu.
\]
Moreover, \( \mathcal{L}_{X_t} = P_t^\nu \) by the definition of \( P_t^* \). Let
\[
\bar{R}_t := \exp \int_0^t \langle (P_t^* \nu - \mu)(X_s), dW_s \rangle - \frac{1}{2} \int_0^t \langle (P_t^* \nu - \mu)(X_s) \rangle^2 ds.
\]
Similarly to (3.9), by Girsanov’s theorem we have \( \mathcal{L}_{X_t | \bar{R}_t} = (P_t^\mu)^* \nu \), so that Pinsker’s inequality and (3.5) yield
\[
\| (P_t^* \nu - P_t^s \nu) \|^2_{\text{var}} = \sup_{\| f \|_1} \| E[f(X_t) \bar{R}_t] - E[f(X_t)] \|^2 \\
\leq k^2 \left( \int_0^t \| \mu - P_s^\nu \|^q_{\text{var}} \right) ds, \quad t \in [0, \tilde{t}].
\]
This together with (3.7) for \( \gamma_1 = \mu \) and (3.10) gives
\[
\| P_t^* \nu - \mu \|^q_{\text{var}} \leq 2^{q-1} \left( \| P_t^* \nu - (P_t^\mu)^* \nu \|^q_{\text{var}} + \| (P_t^\mu)^* \nu - \mu \|^q_{\text{var}} \right) \\
\leq 2^{q-1} k^q \left( \int_0^t \| \mu - P_s^\nu \|^q_{\text{var}} ds + 2^{q-1} c^q e^{-q \lambda t} \| \nu - \mu \|^q_{\text{var}} \right), \quad t \in [0, \tilde{t}].
\]
By Gronwall’s inequality we obtain
\[
\| P_t^* \nu - \mu \|^q_{\text{var}} \leq \left( 2^{q-1} c^q e^{-q \lambda t} + 4^{q-1} k^q c^q \int_0^t e^{-q \lambda s + 2^{q-1} k q (t-s)} ds \right) \| \mu - \nu \|^q_{\text{var}}, \quad t \in [0, \tilde{t}].
\]
Taking \( t = \tilde{t} := \frac{\log(2c)}{\lambda} \), we arrive at
\[
\| P_t^* \nu - \mu \|^2_{\text{var}} \leq \delta_k \| \mu - \nu \|^2_{\text{var}}, \quad \nu \in \mathcal{P}
\]
for
\[
\delta_k := \left( 1 + \frac{4^{q-1} (ck)^q e^{2^{q-1} k q t}}{q \lambda + 2^{q-1} k q} \right) < 1, \quad k \in (0, k_p).
\]
So, (3.6) holds for some constant \( c' > 0 \) due to the semigroup property \( P_{t+s}^* = P_t^* P_s^* \). \( \square \)

To verify condition (3.3), we present below a Harris type theorem on the uniform ergodicity for a family of Markov processes.

**Lemma 3.3.** Let \((E, \rho)\) be a metric space and let \( \{ (P_t^i)_{t \geq 0} : i \in I \} \) be a family of Markov semigroups on \( \mathcal{B}(E) \). If there exist \( t_0, t_1 > 0 \) and measurable set \( B \subset E \) such that
\[
(3.11) \quad \alpha := \inf_{i \in I, x \in E} P_{t_0}^i 1_B(x) > 0,
\]
\begin{equation}
\beta := \sup_{i \in I, x,y \in B} \|(P_{t_1}^{i})^* \delta_x - (P_{t_1}^{i})^* \delta_y\|_{\text{var}} < 2,
\end{equation}

then there exists \( c > 0 \) such that
\begin{equation}
\sup_{i \in I, x,y \in E} \|(P_{t_1}^{i})^* \delta_x - (P_{t_1}^{i})^* \delta_y\|_{\text{var}} \leq c e^{-\lambda t}, \quad t \geq 0
\end{equation}
holds for
\[ \lambda := \frac{1}{t_0 + t_1} \log \frac{2}{2 - a^2(2 - \beta)} > 0. \]

Proof. The proof is more or less standard. By the semigroup property, we have
\[
\|(P_{t_0+t_1}^{i})^* \delta_x - (P_{t_0+t_1}^{i})^* \delta_y\|_{\text{var}} \\
= \sup_{|f| \leq 1} \left| \int_{E \times E} \left( (P_{t_1}^i f(x') - P_{t_1}^i f(y')) \{(P_{t_0}^i)^* \delta_x\} \{(P_{t_0}^i)^* \delta_y\} \right) \text{d}y' \right| \\
\leq \int_{B \times B} \|(P_{t_1}^{i})^* \delta_{x'} - (P_{t_1}^{i})^* \delta_{y'}\|_{\text{var}} \{(P_{t_0}^i)^* \delta_x\} \{(P_{t_0}^i)^* \delta_y\} \text{d}(x', y') \\
+ 2 \int_{B \times B} \{(P_{t_0}^i)^* \delta_x\} \{(P_{t_0}^i)^* \delta_y\} \text{d}(x', y') \\
\leq \beta \{P_{t_0}^i 1_B(x)\} P_{t_0}^i 1_B(y) + 2 \int_{B \times B} \{(P_{t_0}^i)^* \delta_x\} \{(P_{t_0}^i)^* \delta_y\} \text{d}(x', y') \\
\leq 2 - \alpha^2(2 - \beta).
\]

Thus, for \( \delta := \frac{2 - \alpha^2(2 - \beta)}{2} < 1 \), we have
\[
\|(P_{t_0+t_1}^{i})^* \delta_x - (P_{t_0+t_1}^{i})^* \delta_y\|_{\text{var}} \leq \delta \|(\delta_x - \delta_y)\|_{\text{var}}, \quad x, y \in E.
\]

Combining this with the semigroup property, we find constants \( c > 0 \) such that (3.13) holds for the claimed \( \lambda > 0 \).

Proof Theorem 3.7. According to Theorems 2.1-2.3 and Lemma 3.2, it suffices to prove (3.3) for small \( k > 0 \). By Lemma 3.3, we only need to prove (3.11) and (3.12) for the family \( \{P_{t_0}^i : \gamma \in \mathcal{P}\} \), where \( P_{t_0}^i f(x) := \int_{\mathcal{D}} f d(P_{t_1}^i)^* \delta_x \).

(a) Proof of (3.12). Let us fix \( \gamma \in \mathcal{P} \), and let \( X_{t}^{x,\gamma} \) solve (3.1) with \( X_0^{\gamma} = x \). For any \( \nu \in \mathcal{P} \), by Girsanov’s theorem we have
\[
P_{t_0}^\nu f(x) = \mathbb{E}[f(X_{t}^{x,\gamma} R_{t_0}^{x,\gamma,\nu})], \quad t \geq 0,
\]
where
\[
R_{t_0}^{x,\gamma,\nu} := e^{\int_0^t \langle \zeta(\gamma, \nu) (X_{s}^{x,\gamma}), dW_s \rangle - \frac{1}{2} \gamma(\zeta(\gamma, \nu) (X_{s}^{x,\gamma}))^2 ds}.
\]

By (H2), Girsanov’s theorem and Pinsker’s inequality, we obtain
\[
\|(P_{t_0}^{\gamma})^* \delta_z - (P_{t_0}^{\gamma})^* \delta_z\|_{\text{var}} \leq (\mathbb{E}[R_{t_0}^{x,\gamma,\nu} - 1])^2 \leq k^2 t^{\lambda/2} \|\gamma - \nu\|_{\text{var}}^2 \leq 4 k^2 t^{\lambda/2}, \quad t \geq 0, z \in \mathcal{D}, \nu \in \mathcal{P}.
\]

Taking \( t = t_1 = (4k)^{-\alpha} \), we obtain
\begin{equation}
\sup_{\nu \in \mathcal{P}} \|(P_{t_1}^{\gamma})^* \delta_z - (P_{t_1}^{\gamma})^* \delta_z\|_{\text{var}} \leq \frac{1}{2}, \quad z \in \mathcal{D}, \nu \in \mathcal{P}.
\end{equation}
On the other hand, by (2.17), there exists \( x_0 \in D \) and a constant \( \varepsilon > 0 \) such that \( B(x_0, \varepsilon) \subset D \) and
\[
\| (P^\gamma_{t_1})^\# \delta_x - (P^\gamma_{t_1})^\# \delta_y \|_{\text{var}} \leq \frac{1}{4}, \quad x, y \in B(x_0, \varepsilon).
\]
Combining this with (3.14) we derive
\[
\sup_{\nu \in \mathcal{P}} \| (P^\nu_{t_1})^\# \delta_x - (P^\nu_{t_1})^\# \delta_y \|_{\text{var}} \leq \frac{3}{2} < 2, \quad x, y \in B(x_0, \varepsilon).
\]
So, (3.12) holds for \( B = B(x_0, \varepsilon) \).

(b) Let \( u \) solve (2.26) for \( f = -b(0) \) and large \( \lambda > 0 \) such that (2.21) holds, and let \( \Theta(x) = x + u(x) \). By (H1), we see that (2.32) holds with \( Y_{t,\nu} := \Theta(X_{t,\nu}) \) replacing \( Y_t \) for all \( \nu \in \mathcal{P} \). So, by \( H(\infty) < \infty \) and the argument leading to (2.35), we obtain
\[
\sup_{\nu \in \mathcal{P}, x \in \bar{D}} \mathbb{E}[V(Y_{t,\nu})] \leq \theta^{-1} k, \quad t \geq kH(\infty) =: t_2.
\]
This together with (2.30) implies
\[
\sup_{\nu \in \mathcal{P}, x \in \bar{D}} \mathbb{E}[V(X_{t,\nu})] \leq \theta^{-2} k, \quad t \geq t_2.
\]
Letting \( K := \{ V \leq 2\theta^{-2}k \} \), we derive
\[
\inf_{\nu \in \mathcal{P}, x \in \bar{D}} P^\nu_{t_2}1_{K}(x) \geq \frac{1}{2}.
\]

On the other hand, by Girsanov’s theorem and Schwartz’s inequality, we find a constant \( c_0 > 0 \) such that
\[
P^\nu_{t_1}1_{B(x_0, \varepsilon)}(x) = \mathbb{E}[1_{B(x_0, \varepsilon)}(X_{t_1,\nu})] \geq \frac{\mathbb{E}[1_{B(x_0, \varepsilon)}(X_{t_1,\nu})]^2}{\mathbb{E}[R_{t_1,\nu}]} \geq c_0 (P^\gamma_{t_1}1_{B(x_0, \varepsilon)}(x))^2.
\]
Since \( K \) is bounded, combining this with Lemma 2.4 for \( P^\gamma_{t_1} \), we find a constant \( c_1 > 0 \) such that
\[
\inf_{\nu \in \mathcal{P}, x \in K} P^\nu_{t_1}1_{B(x_0, \varepsilon)}(x) \geq c_1.
\]
This together with (3.15) and the semigroup property yields
\[
P^\nu_{t_2 + 1}1_{B(x_0, \varepsilon)}(x) \geq P^\nu_{t_2} \{ 1_K P^\nu_{t_1}1_{B(x_0, \varepsilon)} \}(x) \geq c_1 P^\nu_{t_2}1_{K}(x) \geq \frac{c_1}{2} > 0, \quad x \in \bar{D}, \nu \in \mathcal{P}.
\]
Therefore, (3.11) holds for \( t_0 = t_2 + 1 \).

4 Exponential ergodicity in entropy and Wasserstein distance

In this section, we consider the following reflecting McKean-Vlasov SDE where the noise may also be distribution dependent:
\[
dX_t = b(X_t, \mathcal{L}_X)dt + \sigma_t(X_t, \mathcal{L}_X)dW_t + n(X_t)dl_t, \quad t \geq 0,
\]
where
\[ b : [0, \infty) \times \bar{D} \times \mathcal{P} \rightarrow \mathbb{R}^d, \quad \sigma : [0, \infty) \times \bar{D} \times \mathcal{P} \rightarrow \mathbb{R}^d \otimes \mathbb{R}^n \]
are measurable. We study the exponential ergodicity under entropy and weighted Wasserstein distance for dissipative and partially dissipative cases respectively, such that the corresponding results in [16] and [24] are extended to the reflecting setting. For simplicity, we only consider convex \( D \), for which the local time on boundary does not make trouble in the study.

**A7** Let \( k > 1, \mathcal{P}_k := \{ \mu \in \mathcal{P} : \mu(|\cdot|^k) < \infty \} \). \( D \) is convex, \( b \) and \( \sigma \) are bounded on bounded subsets of \([0, \infty) \times \bar{D} \times \mathcal{P}_k(\bar{D})\), and the following two conditions hold.

1. For any \( T > 0 \) there exists a constant \( K > 0 \) such that
   \[
   \| \sigma_t(x, \mu) - \sigma_t(y, \nu) \|_{HS}^2 + 2\langle x - y, b_t(x, \mu) - b_t(y, \nu) \rangle^+
   \leq K \{ |x - y|^2 + |x - y| \mathbb{W}_k(\mu, \nu) + 1_{\{k \geq 2\}} \mathbb{W}_k(\mu, \nu)^2 \}, \quad t \in [0, T], x, y \in \bar{D}, \mu, \nu \in \mathcal{P}_k(\bar{D}).
   \]

2. There exists a subset \( \tilde{\partial}D \subset \partial D \) such that
   \[
   \langle y - x, n(x) \rangle \geq 0, \quad x \in \partial D \setminus \tilde{\partial}D, \quad y \in \bar{D},
   \]
   and when \( \tilde{\partial}D \neq \emptyset \), there exists \( \tilde{\rho} \in C^0_b(\bar{D}) \) such that \( \tilde{\rho}|_{\partial D} = 0, \langle \nabla \tilde{\rho}, n \rangle|_{\partial D} \geq 1_{\partial D} \) and
   \[
   \sup_{(t, x) \in [0, T] \times \bar{D}} \{ \| (\sigma_t^\mu)^* \nabla \tilde{\rho} \|^2(x) + \langle b_t^\mu, \nabla \tilde{\rho} \rangle^-(x) \} < \infty, \quad \mu \in C([0, T]; \mathcal{P}_k(\bar{D})).
   \]

According to [25], this assumption implies the well-posedness of (4.1) for distributions in \( \mathcal{P}_k \). Let \( P_t^* \mu = \mathcal{L}_X \), for the solution with \( \mathcal{L}_{X_0} = \mu \in \mathcal{P}_k \).

### 4.1 Dissipative case: exponential convergence in entropy and \( \mathbb{W}_2 \)

In this part, we study the exponential ergodicity of \( P_t^* \) in entropy and \( \mathbb{W}_2 \). For probability measures \( \mu_1, \mu_2 \) on \( \bar{D} \), let
\[
\text{Ent}(\mu_1|\mu_2) := \begin{cases} 
\mu_2(f \log f), & \text{if } d\mu_1 = f d\mu_2, \\
\infty, & \text{if } \mu_1 \text{ is not absolutely continuous w.r.t. } \mu_2
\end{cases}
\]
be the relative entropy of \( \mu_1 \) w.r.t. \( \mu_2 \), and let
\[
\mathbb{W}_2(\mu_1, \mu_2) := \inf_{\pi \in \mathcal{C}(\mu_1, \mu_2)} \left( \inf_{D \times \bar{D}} \int_{D \times \bar{D}} |x - y|^2 \pi(dx, dy) \right)^{1/2}
\]
be the quadratic Wasserstein distance, where \( \mathcal{C}(\mu_1, \mu_2) \) is the set of all couplings for \( \mu_1 \) and \( \mu_2 \). The following result extends the corresponding one derived in [16] for McKean-Vlasov SDEs without reflection.
Theorem 4.1. Let $D$ be convex and $(\sigma, b)$ satisfy (A7) with $k = 2$. Let $K_1, K_2 \in L^1_{loc}([0, \infty); \mathbb{R})$ such that
\begin{equation}
2\langle b_t(x, \mu) - b_t(y, \nu), x - y \rangle + \|\sigma_t(x, \mu) - \sigma_t(y, \nu)\|_{HS}^2 \\
\leq K_1(t)|x - y|^2 + K_2(t)\mathbb{W}_2(\mu, \nu)^2, \quad t \geq 0.
\end{equation}
Then and $P^*_t$ satisfies
\begin{equation}
\mathbb{W}_2(P^*_t \mu, P^*_t \nu)^2 \leq e^{t(K_1 + K_2)}\mathbb{W}_2(\mu, \nu)^2, \quad \mu, \nu \in \mathcal{P}_2(\bar{D}), \quad t \geq 0.
\end{equation}
Consequently, if $(b_t, \sigma_t)$ does not depend on $t$ and $\lambda := -(K_1 + K_2) > 0$, then $P^*_t$ has a unique invariant probability measure $\bar{\mu}$ such that
\begin{equation}
\mathbb{W}_2(P^*_t \mu, \bar{\mu})^2 \leq e^{-\lambda t}\mathbb{W}_2(\mu, \bar{\mu})^2, \quad \mu \in \mathcal{P}_2(\bar{D}), \quad t \geq 0,
\end{equation}
and the following assertions hold:

1. When $\sigma_t(x, \mu) = \sigma_t(x)$ does not depend on $\mu$ and $\sigma^*$ is invertible with $\|\sigma\|_\infty + \|\sigma^*\|^{-1}_\infty < \infty$, there exists a constant $c > 0$ such that
\begin{equation}
\text{Ent}(P^*_t \mu | \bar{\mu}) \leq ce^{-\lambda t}\mathbb{W}_2(\mu, \bar{\mu})^2, \quad t \geq 1, \quad \mu \in \mathcal{P}_2(\bar{D}).
\end{equation}

2. When $\sigma(x, \mu) = \sigma(\mu)$ does not depend on $x$, there exists a constant $c > 0$ such that $\bar{\mu}$ satisfies the following log-Sobolev inequality and Talagrand inequality:
\begin{equation}
\bar{\mu}(f^2 \log f^2) \leq c\bar{\mu}(|\nabla f|^2), \quad f \in C^1_b(\mathbb{R}^d), \quad \bar{\mu}(f^2) = 1,
\end{equation}
\begin{equation}
\mathbb{W}_2(\mu, \bar{\mu})^2 \leq c\text{Ent}(\mu | \bar{\mu}), \quad \mu \in \mathcal{P}_2.
\end{equation}

3. When $\sigma(x, \mu) = \sigma$ is constant with $\sigma^*$ invertible, there exists a constant $c > 0$ such that
\begin{equation}
\mathbb{W}_2(P^*_t \mu, \bar{\mu})^2 + \text{Ent}(P^*_t \mu | \bar{\mu}) \leq ce^{-\lambda t}\min\left\{\mathbb{W}_2(\mu, \bar{\mu})^2, \text{Ent}(\mu | \bar{\mu})\right\}, \quad t \geq 1, \mu \in \mathcal{P}_2(\bar{D}).
\end{equation}

Proof. The well-posedness is ensured by [24, Theorem 3.3]. Since $D$ is convex, by Remark 2.1 in [24],
\begin{equation}
\langle y - x, n(x) \rangle \geq 0, \quad y \in \bar{D}, x \in \partial D, n(x) \in N_x.
\end{equation}
For any $\mu, \nu \in \mathcal{P}_2(\bar{D})$, let $X^\mu_0$ and $X^\nu_0$ be $\mathcal{F}_0$-measurable such that
\begin{equation}
\mathcal{L}X^\mu_0 = \mu, \quad \mathcal{L}X^\nu_0 = \nu, \quad \mathbb{E}|X^\mu_0 - X^\nu_0|^2 = \mathbb{W}_2(\mu, \nu)^2.
\end{equation}
By (4.1), (4.11), and applying Itô’s formula to $|X^\mu_t - X^\nu_t|^2$, where $(X^\mu_t)_{t \geq 0}$ and $(X^\nu_t)_{t \geq 0}$ solve (4.1), we obtain
\begin{align*}
d|X^\mu_t - X^\nu_t|^2 &\leq \{K_1(t)|X^\mu_t - X^\nu_t|^2 + K_2(t)\mathbb{W}_2(P^*_t \mu, P^*_t \nu)^2\}dt + dM_t.
\end{align*}
for some martingale $M_t$. Combining this with (4.12), $\mathbb{W}_2(P_t^*\mu, P_t^*\nu)^2 \leq \mathbb{E}|X_t^\mu - X_t^\nu|^2$, and Gronwall’s lemma, we prove (4.5).

Let $(b_t, \sigma_t)$ do not depend on $t$ and $\lambda := -(K_1 + K_2) > 0$. Then (4.5) implies the uniqueness of $P_t^*$-invariant probability measure $\bar{\mu} \in \mathcal{P}_2(\bar{D})$ and (4.6).

The existence of $\bar{\mu}$ follows from a standard argument by showing that for $x_0 \in D$, $\{P_t^*\delta_{x_0}\}_{t \geq 0}$ is a $\mathbb{W}_2$-Cauchy family as $t \to \infty$. Since the term of local time does not make trouble due to (4.11), the proof is completely similar to that of [23, Theorem 3.1] for the case $D = \mathbb{R}^d$, so we skip the details to save space. Below we prove statements (1)-(3) respectively.

(1) When $\sigma_t(x, \mu) = \sigma_t(x)$ and $\sigma\sigma^*$ is invertible with $\|\sigma\|_\infty + \|\sigma\sigma^*\|\|^{-1}_\infty < \infty$, by Theorem 4.2 in [23], (A7) with $k = 2$ implies the log-Harnack inequality

$$\text{Ent}(P_t^*\mu|\bar{\mu}) \leq c\mathbb{W}_2(\mu, \bar{\mu})^2, \quad \mu \in \mathcal{P}_2(\bar{D})$$

for some constant $c > 0$. So, (4.7) follows from (4.6) and $P_t^* = P_t^*P_{t-1}^*$ for $t \geq 1$.

(2) Let $\sigma(x, \mu) = \sigma(\mu)$ be independent of $x$. Consider the SDE

$$d\bar{X}_t^x = b(\bar{X}_t^x, \bar{\mu})dt + \sigma(\bar{\mu})dW_t + n(\bar{X}_t^x)dt, \quad t \geq s, \bar{X}_0^x = x \in \bar{D}.$$

The associated Markov semigroup $\{P_t\}_{t \geq 0}$ is given by

$$\bar{P}_t f(x) := \mathbb{E}f(\bar{X}_t^x), \quad t \geq 0, f \in \mathcal{B}(\bar{D}), x \in \bar{D}.$$

Let $\bar{P}_t^*$ be given by

$$(\bar{P}_t^*\mu)(f) := \mu(\bar{P}_t f), \quad \mu \in \mathcal{P}, t \geq 0, f \in \mathcal{B}(\bar{D}).$$

Since (4.4) with $x = y$ implies $K_2 \geq 0$, we have

$$K_1 \leq -\lambda < 0.$$

As explained in the above proofs of (4.5) and (4.6), this implies that $\bar{P}_t^*$ has a unique invariant probability measure $\bar{\mu}$ such that

$$\lim_{t \to \infty} \bar{P}_t f(x) = \bar{\mu}(f), \quad f \in C_b(\bar{D}), x \in \bar{D}.$$

Since $\bar{\mu}$ is the unique invariant probability measure of $P_t^*$, and when the initial distribution is $\bar{\mu}$, the SDE (4.13) coincides with (4.11), we conclude that $\bar{\mu} = \bar{\mu}$. Hence, (4.15) yields

$$\bar{\mu}(f) = \lim_{t \to \infty} P_t f(x_0), \quad f \in C_b(\bar{D}), x_0 \in D.$$

Now, by Itô's formula, (4.11) and (4.4) with $(b_t, \sigma_t)$ independent of $t$, we obtain

$$|\bar{X}_t^x - \bar{X}_t^y|^2 \leq e^{K_1t}|x - y|^2, \quad x, y \in \bar{D}, t \geq 0.$$

This and (4.14) imply

$$|\nabla \bar{P}_t f(x)| := \limsup_{y \to x} \frac{|\bar{P}_t f(x) - \bar{P}_t f(y)|}{|x - y|} \leq \limsup_{y \to x} \frac{\mathbb{E}|f(\bar{X}_t^x) - f(\bar{X}_t^y)|}{|x - y|}$$

$$\leq e^{-\lambda t/2} \limsup_{y \to x} \mathbb{E} \frac{|f(\bar{X}_t^x) - f(\bar{X}_t^y)|}{|\bar{X}_t^x - \bar{X}_t^y|} = e^{-\lambda t/2} \bar{P}_t|\nabla f|(x), \quad t \geq 0, f \in C_b^1(\bar{D}),$$
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We have
\[ \partial_t \bar{P}_t f = \bar{L} \bar{P}_t f, \quad \langle n, \nabla \bar{P}_t f \rangle |_{\partial D} = 0, \quad t \geq 0, \ f \in C^2_N(\bar{D}), \]

where \( C^2_N(\bar{D}) \) is the set of \( f \in C^2(\bar{D}) \) satisfying with \( \langle n, \nabla f \rangle |_{\partial D} = 0, \) and
\[ \bar{L} := \frac{1}{2} \text{tr} \{ (\bar{\sigma}^* \bar{\sigma}) \nabla^2 \} + \nabla_{b(\cdot, \bar{\alpha})}, \quad \bar{\sigma} := \sigma(\bar{\mu}), \quad s \geq 0. \]

On the other hand, we have
\[ \bar{L} := \frac{1}{2} \text{tr} \{ (\bar{\sigma}^* \bar{\sigma}) \nabla^2 \} + \nabla_{b(\cdot, \bar{\alpha})}, \quad \bar{\sigma} := \sigma(\bar{\mu}), \quad s \geq 0. \]

So, by Itô’s formula, for any \( \varepsilon > 0 \) and \( f \in C^2_N(\bar{D}), \)
\[ \text{d}\{ (\bar{P}_{t-s}(\varepsilon + f^2)) \log (\bar{P}_{t-s}(\varepsilon + f^2)) \} \langle \bar{X}_s \rangle = \left\{ \frac{\bar{\sigma}^* \bar{\sigma} \bar{P}_{t-s} f^2}{\varepsilon + \bar{P}_{t-s} f^2} \right\} \text{d}t + \text{d}M^\varepsilon_s, \quad s \in [0, t] \]
holds for some martingale \( (M^\varepsilon_s)_{s \in [0, t]} \). Combining this with \( (4.17) \), we find a constant \( c > 0 \) such that for any \( f \in C^2_N(\bar{D}), \)
\[ \bar{P}_t \{ (\varepsilon + f^2) \log (\varepsilon + f^2) \} - (\varepsilon + \bar{P}_t f^2) \log (\varepsilon + \bar{P}_t f^2) \]
\[ = \int_0^t \bar{P}_s \frac{\bar{\sigma}^* \nabla \bar{P}_{t-s} f^2}{\varepsilon + \bar{P}_{t-s} f^2} \text{d}s \leq 4(c_1 \| \bar{\sigma} \|_\infty)^2 \int_0^t e^{-\lambda(t-s)} \bar{P}_s \bar{P}_{t-s} |\nabla f|^2 \text{d}s \]
\[ = 4(c_1 \| \bar{\sigma} \|_\infty)^2 (\bar{P}_t |\nabla f|^2) \int_0^t e^{-\lambda(t-s)} \text{d}s \leq c \bar{P}_t |\nabla f|^2, \quad t \geq 0, \varepsilon > 0. \]

By letting first \( \varepsilon \downarrow 0 \) then \( t \to \infty, \) we deduce from this and \( (4.16) \) that
\[ \bar{\mu}(f^2 \log f^2) \leq c_2 \bar{\mu}(|\nabla f|^2), \quad f \in C^2_N(\bar{D}), \bar{\mu}(f^2) = 1 \]
holds for some constant \( c_2 > 0. \) This implies \( (4.8) \) by an approximation argument, indeed the inequality holds for \( f \in H^{1,2}(\bar{\mu}) \) with \( \bar{\mu}(f^2) = 1. \) According to Lemma 4.2 below, \( (4.9) \) holds.

(3) Let \( \sigma \) be constant with \( \sigma \sigma^* \) invertible. Then \( (4.10) \) follows from \( (4.6), (4.7) \) and \( (4.9). \]

The following result on the Talagrand inequality is known by [3] when \( \bar{\mu}(dx) = e^{V(x)}dx \) for some \( V \in C(\mathbb{R}^d), \) which is first proved in [14] on Riemannian manifolds under a curvature condition, see also [20] for more general results. We extend it to general probability measures for the above application to \( \bar{\mu} \) which is supported on \( \bar{D} \) rather than \( \mathbb{R}^d. \)

**Lemma 4.2.** Let \( c > 0 \) be a constant and \( \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d). \) Then the log-Sobolev inequality \( (4.8) \) implies \( (4.9). \)

**Proof.** By an approximation argument, we only need to prove for \( \mu = \varrho \bar{\mu} \) for some density \( \varrho \in C_b(\mathbb{R}^d) \) Let \( P_{t(0)} \) be the Ornstein-Uhlenbeck semigroup generated by \( \Delta - x \cdot \nabla \) on \( \mathbb{R}^d. \) We have
\[ |\nabla P_{t(0)} f| \leq P_{t(0)} |\nabla f|, \quad P_{t(0)} (f^2 \log f^2) \leq t P_{t(0)} |\nabla f|^2 + (P_{t(0)} f^2) \log P_{t(0)} f^2, \quad f \in C^1_b(\mathbb{R}^d). \]
Combining this with (4.8), we see that \( \tilde{\mu}_t := (P_t^{(0)})^* \mu \) satisfies
\[
\tilde{\mu}_t(f^2 \log f^2) = \tilde{\mu}(P_t^{(0)}(f^2 \log f^2)) \leq t \tilde{\mu}_t(\|\nabla f\|^2 + \tilde{\mu}(P_t^{(0)}f^2) \log P_t^{(0)}f^2)
\leq t \tilde{\mu}_t(\|\nabla f\|^2) + c\tilde{\mu}(\sqrt{P_t^{(0)}f^2})^2 + \tilde{\mu}_t(f^2) \log \tilde{\mu}_t(f^2)
\leq (t + c)\tilde{\mu}_t(\|\nabla f\|^2) + \tilde{\mu}_t(f^2) \log \tilde{\mu}_t(f^2), \quad f \in C_b^1(\mathbb{R}^d), \quad t > 0,
\]
where the last step follows from the gradient estimate \( \|\nabla P_t^{(0)}f\| \leq P_t^{(0)}\|\nabla f\| \), which and the Schwarz inequality imply
\[
\left|\nabla \sqrt{P_t^{(0)}f^2}\right|^2 = \frac{|\nabla P_t^{(0)}f^2|^2}{4P_t^{(0)}f^2} \leq \frac{P_t^{(0)}(\|f \nabla f\|))^2}{P_t^{(0)}f^2} \leq P_t^{(0)}\|\nabla f\|^2.
\]
Therefore, \( \tilde{\mu}_t \) satisfies the log-Sobolev inequality with constant \( t + c \) and has smooth strictly positive density. According to [3], we have
\[
\mathbb{W}_2(\mu, \tilde{\mu}_t)^2 \leq (t + c)\text{Ent}(\mu|\tilde{\mu}_t), \quad \mu \in \mathcal{P}_2(\mathbb{R}^d).
\]
Since \( \mathbb{W}_2(\tilde{\mu}_t, \mu) \to 0 \) as \( t \to 0 \), and \( \mu = \varrho \tilde{\mu} \) with \( \varrho \in C_b(\mathbb{R}^d) \), this implies
\[
\mathbb{W}_2(\mu, \tilde{\mu})^2 = \lim_{t \downarrow 0} \mathbb{W}_2(\mu, \tilde{\mu}_t)^2 \leq \lim_{t \downarrow 0} (t + c)\text{Ent}(\mu|\tilde{\mu}_t)
= \lim_{t \downarrow 0} (t + c)\tilde{\mu}(\|P_t^{(0)}\varrho\| \log P_t^{(0)}\varrho) = c\tilde{\mu}(\varrho \log \varrho).
\]
Therefore, (4.9) holds.

\[\square\]

4.2 Partially dissipative case: exponential convergence in \( \mathbb{W}_\psi \)

In this part, we consider the partially dissipative case such that [24, Theorem 3.1] is extended to the reflecting setting. For any \( \kappa > 0 \), let
\[
\Psi_\kappa := \{\psi \in C^2((0, \infty)) \cap C^1([0, \infty)) : \psi(0) = 0, \ \psi'|_{[0, \infty)} > 0, \ ||\psi'||_\infty < \infty, \ \ r\psi'(r) + r^2\{\psi''(r)\}^+ \leq \kappa \psi(r) \quad \text{for } r > 0\}.
\]

For \( \psi \in \Psi_\kappa \), we introduce the associated Wasserstein “distance” (also called transportation cost)
\[
\mathbb{W}_\psi(\mu, \nu) := \inf_{\pi \in \mathcal{P}(\mu, \nu)} \int_{D \times D} \psi(|x - y|) \pi(dx, dy), \quad \mu, \nu \in \mathcal{P}_\psi.
\]
Then \( \mathbb{W}_\psi \) is a complete quasi-metric on the space
\[
\mathcal{P}_\psi := \{\mu \in \mathcal{P} : \mu(\psi(\cdot |)) < \infty\}.
\]

(A8) \( \sigma_t(x, \mu) = \sigma_t(x) \) does not depend on \( \mu \) so that (4.1) reduces to (1.1).
(1) (Ellipticity) There exist \( \alpha \in C([0, \infty); (0, \infty)) \) and \( \hat{\sigma} \in \mathcal{B}([0, \infty) \times \bar{D}; \mathbb{R}^d \otimes \mathbb{R}^d) \) such that
\[
\sigma_t(x)\sigma_t(x)^* = \alpha_t I_d + \hat{\sigma}_t(x)\hat{\sigma}_t(x)^*, \quad t \geq 0, x \in \bar{D}.
\]

(2) (Partial dissipativity) Let \( \psi \in \Psi_\kappa \) in (4.18) for some \( \kappa > 0, \gamma \in C([0, \infty)) \) with \( \gamma(r) \leq Kr \) for some constant \( K > 0 \) and all \( r \geq 0 \), such that
\[
2\alpha_t\psi''(r) + (\gamma \psi')(r) \leq -\zeta_t \psi(r), \quad r \geq 0, t \geq 0
\]
holds for some for some \( \zeta \in C([0, \infty); \mathbb{R}) \). Moreover, \( b \in C([0, \infty) \times \bar{D} \times \mathcal{P}_\psi) \), and there exists \( \theta \in C([0, \infty); [0, \infty)) \) such that
\[
(4.20) \quad 2\alpha_t\psi''(r) + (\gamma \psi')(r) \leq -\zeta_t \psi(r), \quad r \geq 0, t \geq 0
\]

\[
(4.21) \quad (b_t(x, \mu) - b_t(y, \nu), x - y) + \frac{1}{2}\|\hat{\sigma}_t(x) - \hat{\sigma}_t(y)\|^2_{\mathcal{H}S}
\leq |x - y| \{\theta_t \mathbb{W}_\psi(\mu, \nu) + \gamma(|x - y|)\}, \quad t \geq 0, x, y \in \bar{D}, \mu, \nu \in \mathcal{P}_\psi.
\]

**Theorem 4.3.** Let \( D \) be convex and assume (A8), where \( \psi'' \leq 0 \) if \( \hat{\sigma} \) is non-constant. Then (1.1) is well-posed for distributions in \( \mathcal{P}_\psi \), and \( P_t^* \) satisfies
\[
(4.22) \quad \mathbb{W}_\psi(P_t^* \mu, P_t^* \nu) \leq e^{-\int_0^t (\zeta - \hat{\theta}_t \|\psi\|_\infty) ds} \mathbb{W}_\psi(\mu, \nu), \quad t \geq 0, \mu, \nu \in \mathcal{P}_\psi.
\]

Consequently, if \( (b_t, \sigma_t, \zeta_t, \theta_t) \) do not depend on \( t \) and \( \zeta > \theta \|\psi\|_\infty \), then \( P_t^* \) has a unique invariant probability measure \( \bar{\mu} \in \mathcal{P}_\psi \) such that
\[
(4.23) \quad \mathbb{W}_\psi(P_t^* \mu, \bar{\mu}) \leq e^{-(\zeta - \theta \|\psi\|_\infty) t} \mathbb{W}_\psi(\mu, \bar{\mu}), \quad t \geq 0, \mu \in \mathcal{P}_\psi.
\]

**Proof.** Since \( D \) is convex, the proof is similar to that of [24, Theorem 3.1]. We outline it below for complement.

By Theorem 3.1 the well-posedness follows from (A8)(1) and (A8)(2). Next, according to the proof of Theorem 4.1(2) with \( \mathbb{W}_\psi \) replacing \( \mathbb{W}_2 \), the second assertion follows from the first. So, in the following we only prove (4.22).

For any \( s \geq 0 \), let \( (X_s, Y_s) \) be \( \mathcal{F}_s \)-measurable such that
\[
(4.24) \quad \mathcal{L}_{X_s} = P_s^* \mu, \quad \mathcal{L}_{Y_s} = P_s^* \nu, \quad \mathbb{W}_\psi(P_s^* \mu, P_s^* \nu) = \mathbb{E}_\psi(|X_s - Y_s|).
\]

Let \( W_t^{(1)} \) and \( W_t^{(2)} \) be two independent \( d \)-dimensional Brownian motions and consider the following SDE:
\[
(4.25) \quad dX_t = b_t(X_t, P_t^* \mu)dt + \sqrt{\alpha_t}dW_t^{(1)} + \hat{\sigma}_t(X_t)dW_t^{(2)} + n(X_t)dl_t^X, \quad t \geq s,
\]
where \( l_t^X \) is the local time of \( X_t \) on \( \partial D \). By Theorem 4.1 (A8)(1) and (A8)(2) imply that this SDE. By \( \sigma_t \sigma_t^* = \alpha_t I_d + \hat{\sigma}_t \hat{\sigma}_t^* \), we have
\[
\sigma_t^*(\sigma_t^*)^{-1}\{\alpha_t + \hat{\sigma}_t \hat{\sigma}_t^*\}(\sigma_t^*)^{-1} + \{I_m - \sigma_t^*(\sigma_t^*)^{-1} \}
\leq \sigma_t^*(\sigma_t^*)^{-1} \sigma_t + I_m - \sigma_t^*(\sigma_t^*)^{-1} \sigma_t = I_m.
\]
So, for an $m$-dimensional Brownian motion $W^{(3)}$ independent of $(W^{(1)}, W^{(2)})$

$$W_t := \int_0^t \left\{ \sigma_s^* (\sigma_s^*)^{-1} \right\}(X_s) \left\{ \sqrt{\alpha_t} dW^{(1)}_s + \hat{\sigma}_t(X_s) dW^{(2)}_s \right\} + \int_0^t \big\{ I_m - \sigma_s^* (\sigma_s^*)^{-1} \sigma_s \big\}(X_s) dW^3_s$$

is an $m$-dimensional Brownian motion such that

$$\sigma_t(X_t) dW_t = \sqrt{\alpha_t} dW^{(1)}_t + \hat{\sigma}_t(X_t) dW^{(2)}_t.$$ 

Thus, by the weak uniqueness of (1.11), we have $\mathcal{L}_{X_t} = P^*_t \mathcal{P}_t = P^*_t \mu$ for $t \geq s$, where for $\gamma \in \mathcal{P}_\psi$ we denote $P^*_s \gamma = \mathcal{L}_{X_s}$ for $X_t$ solving (1.25) with $\mathcal{L}_{X_t} = \gamma$.

To construct the coupling with reflection, let

$$\psi$$

we denote

$$\psi$$

and

$$\nu$$

so that

$$\psi$$

so that

$$\nu$$

By a standard argument and noting that $\mathcal{L}_{X_t} = P^*_t \psi$ and $\mathcal{L}_{Y_t} = P^*_t \nu$ by the same reason leading to $\mathcal{L}_{X_t} = P^*_t \mu$. Since $D$ is convex, (4.11) holds. So, by (A8)(1) and (A8)(2) for $\psi \in \Psi$ with $\psi'' \leq 0$ when $\hat{\sigma}_t$ is non-constant, and applying Itô’s formula, we obtain

$$d\psi(|X_t - Y_t|) \leq \left\{ \theta_t \psi(|X_t - Y_t|) \mathbb{W}_\psi(P^*_t \mu, P^*_t \nu) - \zeta_t \psi(|X_t - Y_t|) \right\} dt$$

$$+ \psi'(|X_t - Y_t|) \left[ 2\sqrt{\alpha_t} \left\langle u(X_t, Y_t), dW^{(1)}_t \right\rangle \right]$$

$$+ \left\langle u(X_t, Y_t), (\hat{\sigma}_t(X_t) - \hat{\sigma}_t(Y_t)) dW^{(2)}_t \right\rangle, s \leq t < \tau.$$

By a standard argument and noting that $\psi(|X_{t^\wedge \tau}, Y_{t^\wedge \tau}|)_{1_{\{\tau \leq t\}}} = 0$, this implies

$$e^{f_s^{1\wedge \tau}} \zeta_{s+} \mathbb{E}_\psi \left[ \psi(|X_{t^\wedge \tau} - Y_{t^\wedge \tau}|) \right] = \mathbb{E}_\psi \left[ e^{f_s^{1\wedge \tau}} \zeta_{s+} \psi(|X_{t^\wedge \tau} - Y_{t^\wedge \tau}|) \right]$$

$$\leq \mathbb{E}_\psi \left[ |X_s - Y_s| \right] + \|\psi''\|_{\infty} \int_s^{t^\wedge \tau} \theta_r e^{f_r^{1\wedge \tau}} \zeta_{r+} \mathbb{W}_\psi(P^*_r \mu, P^*_r \nu) dr, t \geq s.$$

Consequently,

$$\mathbb{E}_\psi \left[ |X_{t^\wedge \tau} - Y_{t^\wedge \tau}| \right]$$

$$\leq e^{-f_s^{1\wedge \tau}} \zeta_0 \mathbb{E}_\psi \left[ |X_s - Y_s| \right] + \|\psi''\|_{\infty} \int_s^{t^\wedge \tau} \theta_r e^{-f_r^{1\wedge \tau}} \zeta_{r+} \mathbb{W}_\psi(P^*_r \mu, P^*_r \nu) dr, t \geq s.$$
On the other hand, when $t \geq \tau$, by (A8)(2) and applying Itô’s formula for (4.25) and (4.27), we find a constant $C > 0$ such that

$$
\mathrm{d}\psi(|X_t - Y_t|) \leq \{C \psi(|X_t - Y_t|)dt + \theta_1 \|\psi\|_\infty \mathbb{W}_\psi(P_t^* \mu, P_t^* \nu)\}dt \\
+ \psi(|X_t - Y_t|)\{[\bar{\sigma}_t(X_t) - \bar{\sigma}_t(Y_t)]^*u(X_t, Y_t), dW_t^2\}.
$$

Noting that $\psi(|X_t - Y_t|) = 0$, we obtain

$$
\mathbb{E}\left[1_{\{t > \tau\}} \psi(|X_t - Y_t|)\right] \leq \|\psi\|_\infty e^{C(t-\tau)} e \int_{t\wedge \tau}^t \theta_\tau \mathbb{W}_\psi(P_{\tau}^* \mu, P_{\tau}^* \nu)dr, \quad t \geq s.
$$

Combining this with (4.29) and (4.24), we derive

$$
\mathbb{W}_\psi(P_t^* \mu, P_t^* \nu) \leq e^{-\int_\tau^t \zeta_r dr} \mathbb{W}_\psi(|X_s - Y_s|) + \|\psi\|_\infty e^{C(t-\tau)} \int_{\tau}^t \theta_r \mathbb{W}_\psi(P_r^* \mu, P_r^* \nu)dr \\
= e^{-\int_\tau^t \zeta_r dr} \mathbb{W}_\psi(P_s^* \mu, P_s^* \nu) + \|\psi\|_\infty e^{C(t-\tau)} \int_{\tau}^t \theta_r \mathbb{W}_\psi(P_r^* \mu, P_r^* \nu)dr, \quad t \geq s.
$$

Therefore,

$$
\frac{d^+}{ds} \mathbb{W}_\psi(P_s^* \mu, P_s^* \nu) := \lim_{t \downarrow s} \sup_{t < s} \frac{\mathbb{W}_\psi(P_t^* \mu, P_t^* \nu) - \mathbb{W}_\psi(P_s^* \mu, P_s^* \nu)}{t - s} \\
\leq - (\zeta_s - \theta_s \|\psi\|_\infty) \mathbb{W}_\psi(P_s^* \mu, P_s^* \nu), \quad s \geq 0.
$$

This implies (4.22). \hfill \square

As a consequence of Theorem 4.3, we consider the non-dissipative case where $\nabla b_t(\cdot, \mu)(x)$ is positive definite in a possibly unbounded set but with bounded “one-dimensional puncture mass” in the sense of (4.32) below.

Let $\mathbb{W}_1 = \mathbb{W}_\psi$ and $\mathcal{P}_1(\bar{D}) = \mathcal{P}_\psi$ for $\psi(r) = r$, and define

$$
S_b(x) := \sup \left\{ \langle \nabla v, b_t(\cdot, \mu)(x), v \rangle : t \geq 0, |v| \leq 1, \mu \in \mathcal{P}_1(\bar{D}) \right\}, \quad x \in \bar{D}.
$$

(A8) (3) There exist constants $\theta_0, \theta_1, \theta_2, \beta > 0$ such that

$$
\frac{1}{2} \|\sigma_t(x) - \sigma_t(y)\|^2_{HS} \leq \theta_0 |x - y|^2, \quad t \geq 0, x, y \in \bar{D};
$$

$$
S_b(x) \leq \theta_1, \quad |b_t(x, \mu) - b_t(x, \nu)| \leq \beta \mathbb{W}_1(\mu, \nu), \quad t \geq 0, x \in \bar{D}, \mu, \nu \in \mathcal{P}_1(\bar{D});
$$

$$
\zeta := \sup_{x, \nu \in \mathcal{D}, |v| = 1} \int_{\mathbb{R}} 1_{\{S_b(x + sv) > -\theta_2\}} ds < \infty.
$$

According to the proof of [24, Corollary 3.2], the following result follows from Theorem 4.3.
Corollary 4.4. Let $D$ be convex. Assume $(A8)(1)$ and $(A8)(3)$. Let
\begin{align}
\gamma(r) := (\theta_1 + \theta_2) \left\{ (r^2 - 1) \right\} - (\theta_2 - \theta_0)r, & \quad r \geq 0, \\
k := \frac{2\alpha}{\int_0^\infty te^{\frac{1}{2\alpha} \int_0^t \gamma(u) du} dt} - \frac{\beta(\theta_2 - \theta_0)}{2\alpha} \int_0^\infty te^{\frac{1}{2\alpha} \int_0^t \gamma(u) du} dt.
\end{align}
(4.33)

Then there exists a constant $c > 0$ such that
\[ \mathbb{W}_1(P_t^* \mu, P_t^* \nu) \leq ce^{-kt} \mathbb{W}_1(\mu, \nu), \quad t \geq 0, \mu, \nu \in \mathcal{P}_1(\bar{D}). \]

If $(b_t, \sigma_t)$ does not depend on $t$ and $\theta_2 > \theta_0$ with
\[ \beta < \frac{4\alpha^2}{(\theta_2 - \theta_0)(\int_0^\infty te^{\frac{1}{2\alpha} \int_0^t \gamma(u) du} dt)^2}, \]
then $k > 0$ and $P_t^*$ has a unique invariant probability measure $\bar{\mu} \in \mathcal{P}_1(\bar{D})$ satisfying
\[ \mathbb{W}_1(P_t^* \mu, \bar{\mu}) \leq ce^{-kt} \mathbb{W}_1(\mu, \bar{\mu}), \quad t \geq 0, \mu \in \mathcal{P}_1(\bar{D}). \]

Remark 4.1 We note that [24, Theorem 2.1] presents an ergodicity result for the non-dissipative case, which also holds for present setting with convex $D$. We drop the detailed statement to save space.

Acknowledgement. The author would like to thank the referee for helpful comments and corrections.

References

[1] D. G. Aronson, J. Serrin, Local behavior of solutions of quasilinear parabolic equations, Arch. Rational Mech. Anal. 25(1967), 81–122.

[2] V. Barbu, M. Röckner, From nonlinear Fokker-Planck equations to solutions of distribution dependent SDE, Ann. Probab. 48(2020), 1902–1920.

[3] S. G. Bobkov, I. Gentil, M. Ledoux, Hypercontractivity of Hamilton-Jacobi equations, J. Math. Pures Appl. 80(2001), 669–696.

[4] V. I. Bogachev, N. V. Krylov, M. Röckner, S.V. Shaposhnikov, Fokker-Planck-Kolmogorov equations, American Math. Soc. 2015.

[5] O. Butkovsky, On ergodic properties of nonlinear Markov chains and stochastic McKean-Vlasov equations, Theory Probab. Appl. 58(2014), 661–674.

[6] J. A. Carrillo, R. J. McCann, C. Villani, Kinetic equilibration rates for granular media and related equations: entropy dissipation and mass transportation estimates, Rev. Mat. Iberoam. 19(2003), 971–1018.

[7] G. Da Prato, J. Zabczyk, Ergodicity for infinite dimensional systems, Cambridge Uni. Press, Cambridge 1996.
[8] D. Down, S. P. Meyn, R. L. Tweedie, Exponential and uniform ergodicity of Markov processes, Ann. Probab. 23(1995), 1671–1691.

[9] A. Eberle, A. Guillin, R. Zimmer, Quantitative Harris-type theorems for diffusions and McKean-Vlasov processes, Trans. Amer. Math. Soc. 371(2019), 7135–7173.

[10] A. Guillin, W. Liu, L. Wu, Uniform Poincaré and logarithmic Sobolev inequalities for mean field particle systems, Ann. Appl. Probab. 32(2022), 1590–1614.

[11] W. Hammersley, D. Šiška, L. Szpruch, McKean-Vlasov SDEs under measure dependent Lyapunov conditions, Ann. Inst. H. Poinc. Probab. Stat. 57(2021), 1032–1057.

[12] M. Hino, K. Matsuura, M. Yonezawa, Pathwise uniqueness and non-explosion property of Skorohod SDEs with a class of non-Lipschitz coefficients and non-smooth domains, J. Theo. Probab. 34(2021), 2166–2191.

[13] M. Liang, M. B. Majka, J. Wang, Exponential ergodicity for SDEs and McKean-Vlasov processes with Lévy noise, Ann. Inst. H. Poinc. Probab. Stat. 57(2021), 1665–1701.

[14] F. Otto, C. Villani, Generalization of an inequality by Talagrand, and links with the logarithmic Sobolev inequality, J. Funct. Anal. 173(2000), 361–400.

[15] P. Ren, Singular SDEs: Well-posedness, regularities and Wang’s Harnack inequality, Stoch. Proc. Appl. 156(2023), 291–311.

[16] P. Ren, F.-Y. Wang, Exponential convergence in entropy and Wasserstein distance for McKean-Vlasov SDEs, Nonlinear Analysis 206(2021), 112259.

[17] N. S. Trudinger, Pointwise estimates and quasilinear parabolic equations, Comm. Pure Appl. Math. 21(1968), 205–226.

[18] C. Villani, Optimal Transport, Old and New, Springer-Verlag, 2009.

[19] A. Y. Veretennikov, On ergodic measures for McKean-Vlasov stochastic equations, In: Monte Carlo and Quasi-Monte Carlo Methods 2004 (pp. 471–486). Springer, Berlin, Heidelberg, 2006.

[20] F.-Y. Wang, Probability distance inequalities on Riemannian manifolds and path spaces, J. Funct. Anal. 206(2004), 167–190.

[21] F.-Y. Wang, Harnack Inequalities and Applications for Stochastic Partial Differential Equations, Springer, 2013, Berlin.

[22] F.-Y. Wang, Integrability conditions for SDEs and semi-Linear SPDEs, Ann. Probab. 45(2017), 3223–3265.

[23] F.-Y. Wang, Estimates for invariant probability measures of degenerate SPDEs with singular and path-dependent drifts, Probab. Theory Relat. Fields 172(2018), 1181–1214.

[24] F.-Y. Wang, Exponential ergodicity for non-dissipative McKean-Vlasov SDEs, Bernoulli 29(2023), 1035–1062.

[25] F.-Y. Wang, Distribution dependent reflecting stochastic differential equations, to appear in Sci. China Math. [arXiv:2106.12737].

[26] P. Xia, L. Xie, X. Zhang, G. Zhao, $L^q(L^p)$-theory of stochastic differential equations, Stoch. Proc. Appl. 130(2020), 5188–5211.

[27] L. Xie, X. Zhang, Ergodicity of stochastic differential equations with jumps and singular coefficients, Ann. Inst. Henri Poincaré Probab. Stat. 56(2020), 175–229.
[28] S.-Q. Zhang, C. Yuan, A study on Zvonkin’s transformation for stochastic differential equations with singular drift and related applications, J. Diff. Equat. 297(2021), 277–319.