Structure-mechanics statistical learning unravels the linkage between local rigidity and global flexibility in nucleic acids†

Yi-Tsao Chen, a* Haw Yang b and Jhih-Wei Chu c* c

The mechanical properties of nucleic acids underlie biological processes ranging from genome packaging to gene expression, but tracing their molecular origin has been difficult due to the structural and chemical complexity. We posit that concepts from machine learning can help to tackle this long-standing challenge. Here, we demonstrate the feasibility and advantage of this strategy through developing a structure-mechanics statistical learning scheme to elucidate how local rigidity in double-stranded (ds)DNA and dsRNA may lead to their global flexibility in bend, stretch, and twist. Specifically, the mechanical parameters in a heavy-atom elastic network model are computed from the trajectory data of all-atom molecular dynamics simulation. The results show that the inter-atomic springs for backbone and ribose puckering in dsRNA are stronger than those in dsDNA, but are similar in strengths for base-stacking and base-pairing. Our analysis shows that the experimental observation of dsDNA being easier to bend but harder to stretch than dsRNA comes mostly from the respective B- and A-form topologies. The computationally resolved composition of local rigidity indicates that the flexibility of both nucleic acids is mostly due to base-stacking. But for properties like twist-stretch coupling, backbone springs are shown to play a major role instead. The quantitative connection between local rigidity and global flexibility sets foundation for understanding how local binding and chemical modification of genetic materials effectuate longer-ranged regulatory signals.

1 Introduction

Mechanical properties of nucleic acids are critical to their biological functions. In chromosome packaging, DNA repair, gene expression, and many other biological processes, the linear biopolymers are bent, twisted, and stretched by proteins. Deforming dsDNA and dsRNA (Fig. 1) can induce local structural variation to facilitate enzyme catalysis, and the sequence-dependent mechanical responses provide cues for protein recognition. Local chemical modification such as methylation, too, can change the physical properties, structures, and hence functional behaviors of nucleic acids. To understand these phenomena calls for the linkage between chemical interactions at the molecular scale and the apparent behavior related to function. Beyond biology, how does nanometer- to micron-scale flexibility arrive from atomic details is also an important question to address for using nucleic acids to build engineered nanostructures.

Experimental characterization of nucleic acid mechanics, for which single-molecule techniques play an important role, however, primarily focus on global deformation by treating the biopolymers as a linear rod using continuum mechanics (Fig. 1(b)), where the local chemical composition is ignored. Mechanical response parameters such as persistence length and elastic modulus have been reported to vary with sequence and chemical modification, but there does not appear to be an obvious trend and a consistent physical picture is yet to emerge. A key bottleneck is the lack of an effective approach to evaluate the local rigidity in terms of backbone, ribose puckering, base-pairing, and base-stacking whereby a linkage from the molecular scale to global flexibility can be established. Indeed, to be able to explain shape flexibility in terms of molecular interactions is essential to address issues such as the interplay between base-specific interactions and backbone electrostatics in governing nucleic acid mechanics. With growing interests in small scale flexibility of nucleic acids, resolving local force responses and their connections to global flexibility is in urgent need. Such linkage is of particular relevance to understand the increasingly appreciated phenomena of DNA-mediated allostery where proteins bound to distant DNA sites exhibit apparent cooperative interactions.
In principle, the molecular and phenomenological scales of nucleic acid mechanics can be studied and linked by computer simulations. All-atom molecular dynamics (MD) simulation in particular, is a powerful method to provide detailed atomic configurations.\textsuperscript{42–46} Computing molecular scale rigidity from structural fluctuations, however, requires consideration of the coupling between many degrees of freedom in the high-dimensional space that includes combination of numerous covalent and non-bound interactions. Therefore, a coarse-grained (CG) model containing mechanical parameters is often employed to assist with analyzing MD data. Such an approach can be used to characterize small scale stiffness from MD trajectories\textsuperscript{43–46} and structure databases;\textsuperscript{63,64} however, studies using that approach were mostly conducted with base geometries only, and the contributions from backbone and ribose puckering could not be identified.

To model the probabilistic structure connecting the global flexibility of nucleic acids to their atomic fluctuations, we devise a structure-mechanics statistical learning scheme. Using this approach based on machine learning, the objective is to determine molecular scale rigidity as the basis for analyzing the different aspects of global flexibility in nucleic acids. To test and illustrate this new method, we chose B-form dsDNA and A-form dsRNA as specific examples. The distinct mechanical properties of dsDNA and dsRNA are experimentally known\textsuperscript{63–76} and serve here for contrasting local rigidity in different structural forms and characterizing global deformation in terms of chemical interactions. In the following, the structure-mechanics statistical learning framework is introduced followed by the results of systems analysis for nucleic acid mechanics.

2 Materials and methods

With the goal of developing a systems view for global deformation in terms of local rigidity, we adopt two unexplored strategies to extract information about nucleic acid mechanics from all-atom MD trajectories. First, the structural topologies of dsDNA and dsRNA and the mechanical responses therein are represented using the potential energy function of an elastic network model\textsuperscript{77} of heavy atoms, haENM. The structure-mechanics statistical learning based on fluctuation matching\textsuperscript{78,79} is then applied to compute the local rigidity parameters, namely spring constants of elastic bonds in haENM, from the dynamical fluctuations sampled with full atomic details. Second, the vibrational modes of structural topologies are used as orthonormal basis to expand the order parameters for bend, twist, and stretch (see Fig. 1). In the remainder of this section, the protocols of all-atom MD simulations and computation of mechanical properties of global deformation are sketched whereas the two new strategies are discussed.

2.1 All-atom MD simulations

We consider the 16-basepair sequence (GCGCAATGGAGTCGC) as in an earlier work.\textsuperscript{56} The Nucleic Acid Builder\textsuperscript{80} is used to generate atomic coordinates in the canonical A- and B-form structures for dsRNA and dsDNA, respectively. Both systems are solvated in explicit water and K\textsuperscript{+} and Cl\textsuperscript{−} ions at 0.15 M, and there are 30 more cations in the simulation box for neutralizing the negatively charged nucleic acids. All MD simulations are carried out using the GROMACS software\textsuperscript{49} and the AMBER nucleic acid force field.\textsuperscript{43,44} After initial minimization and 12 ns equilibration period, the production run of 1 μs is conducted at constant temperature (310 K) by Langevin dynamics and pressure (1.013 bar) by the Parrinello–Rahman barostat.\textsuperscript{82} A snapshot is saved every 0.1 ns for structural
analysis and computing mechanical properties. The other details are reported in ESI.†

2.2 Calculation of mechanical properties

As shown in Fig. 1(b), the similarity between tangent vectors along the polymer chain is analyzed to calculate the persistence length \( L_p \) of dsDNA and dsRNA. The details of computing the bending angle \( \theta \) from MD and the calculation of \( L_p \) from the distribution of \( \theta \) are described in ESI.† The stretch deformation is measured via contour length \( L \) and the global twist \( \Omega \) is the order parameter of twist deformation. Both \( L \) and \( \Omega \) are calculated for each snapshot in all-atom MD using the 3DNA program.44 Next, the two-by-two covariance matrix \( C^\text{bb} \) of \( L \) and \( \Omega \) is calculated to determine the stretching modulus \( (\eta_s) \), twisting modulus \( (\eta_t) \), and stretching-twisting coupling \( (\eta_{st}) \) as detailed in ESI.† To compare the mechanical properties of dsDNA and dsRNA with our 16-basepair nucleic acid model, fluctuation in \( \theta, L, \) and \( \Omega \) are computed for the central 10 base pairs to avoid fraying effects. Mechanical properties can also be computed for shorter base pair in this model to characterize their dependence on length, and the details of this analysis are discussed in ESI.†

2.3 Structure-mechanics statistical learning of local rigidity

We aim to compute haENM spring constants \( (k_m) \)'s from all-atom MD trajectories; \( m \) is the index of springs. In this approach, haENM is an approximate free-energy function for the protein heavy atoms as the other degrees of freedom in all-atom MD are effectively marginalized. Therefore, parameters in the haENM are specific to the thermodynamic condition imposed in the all-atom MD simulation, such as temperature, pressure, and ionic strength. If a spring was isolated, \( k_m \) can be determined from the atomic coordinates sampled at a given temperature by computing the fluctuation of its length, as \( k_m \) is inversely proportional to \( \langle \delta b_m^2 \rangle \). Since springs are connected, learning the rigidity parameters from MD requires consideration of the coupled fluctuations in their lengths. In this structure-mechanics statistical learning, the following self-consistent iteration of fluctuation matching78,79 is conducted to update \( k_m \):

\[
k_m^{(n+1)} = k_m^{(n)} + \eta \left( \frac{1}{\langle \delta b_m^{(n)} \rangle_{\text{NMA}}} - \frac{1}{\langle \delta b_m^{(n)} \rangle_{\text{AA}}} \right).
\]

At iteration \( n \), the fluctuation of every spring, \( \langle \delta b_m^{(n)} \rangle_{\text{NMA}} \), is calculated by normal mode analysis (NMA)80 and compared with the targeted value from all-atom MD (AA) to adjust the spring constant. For equilibrium length \( b_m^0 \), the average inter-atomic distance in the trajectory data is taken, and \( \eta \) is the learning rate.

Typically, a few hundreds of iterations are performed to reach convergence. A non-negative constraint is imposed for \( k_m \), and the final list of inter-atomic restraints is the mechanical coupling network deduced from the MD data. The cutoff radius of including an inter-atomic pair in haENM is another necessary parameter, and its determination is based on the comparison with several observables from quasi-harmonic analysis85 of the all-atom MD data. Details of parameterizing haENM can be found in ESI.†

2.4 Orthonormal expansion for systems analysis of global deformation

To utilize the local rigidity of inter-atomic restraints as the basis to understand how the different aspects of global flexibility emerge from molecular interactions, we employ the vibrational modes of heavy atoms as an orthonormal basis to characterize structural fluctuations. At a given temperature, \( \langle \epsilon_i^2 \rangle \) is the flexibility along mode \( i \) and is inversely proportional to its eigenvalue \( \lambda_i \). As derived in ESI,† the variance of an order parameter \( \Phi \) due to thermal energy can be expanded linearly as:

\[
\sigma^2 = \sum_{i=1}^{N} \langle \Phi_i \rangle^2 \langle \epsilon_i^2 \rangle.
\]

The mode couplings terms are omitted since the calculated values are orders of magnitude smaller and hence negligible. The orthonormal basis may be obtained from quasi-harmonic analysis85 of the all-atom MD trajectory or normal mode analysis80 of haENM. The specific contribution from mode \( i \) to the fluctuation of an order parameter involves \( \Phi_i \), its vector derivative with respect to mode \( i \). The details of calculating \( \Phi_i \) for various types of global deformation are reported in ESI.† Orthonormal expansion can also be applied to twist-stretching coupling as derived in ESI.†

2.5 Computation of the chemical interaction profile for linking local rigidity and global flexibility

As derived in ESI,† the potential energy function of haENM allows its eigenvalues to be expressed as the summed contributions from each spring using Wilson’s B matrix.86 Characterizing the eigenvalues of dsDNA and dsRNA for the compositions of inter-atomic restraints can thus reveal the molecular determinants of their mechanical properties. Using this approach to analyze nucleic acid mechanics is unprecedented to the best of our knowledge. In this regard, springs in haENM are categorized according to the atom types that they connect, Fig. 1(c).

3 Results and discussion

The mechanical properties in bend, stretch, and twist of dsDNA and dsRNA calculated from all-atom MD trajectories are first presented. To unravel how the details of molecular interactions affect the different modes of global deformation, the rigidity of inter-atomic restraints is analyzed based on the calculation of structure-mechanics statistical learning. The systems analysis by orthonormal expansion allows the flexibility of different types of global deformation to be dissected under the same footing; that is, in terms of backbone, ribose puckering, base-stacking, and base-paring interactions. Finally, the new insights emerged from this analysis are discussed.
3.1 Mechanical properties calculated from all-atom MD are consistent with experiments

The A-form and B-form contents of dsDNA and dsRNA during the 1 μs production runs are characterized as in Fig. S1. An A-form dominant distribution is observed for dsRNA and dsDNA is mostly in the B-form as in experiments and earlier simulations. The mechanical properties calculated from the trajectory data are summarized in Table 1. For comparison, the values obtained from experiments and pulling MD simulations using the same force field are also listed.

The calculated values of \( L_p \) are around those from experiments, and \( L_p \) of dsRNA being ~2 times longer than that of dsDNA is captured, Table 1. The stretch modulus \( \eta_s \) of dsDNA is also within the range of reported values, while \( \eta_s \) of dsRNA is moderately overestimated. Nonetheless, the observation of dsDNA having 2–3 times higher \( \eta_s \) is reproduced. The twist modulus \( \eta_t \) from our simulations are around the measured values. The twist-stretch coupling \( \eta_{st} \) is also calculated to be negative for dsDNA and positive for dsRNA as in experiments, although the magnitudes are overestimated as in pulling MD simulations using the same force field.

Table 1. Mechanical properties of global deformation in dsDNA and dsRNA calculated from all-atom MD simulation.

|               | dsDNA          | dsRNA          |
|---------------|----------------|----------------|
|               | This work | Pulling MD| Exp. | This work | Pulling MD| Exp. |
| Bend \( L_p \) (nm) | 39.17 ± 0.82 | 45–50 | 78.9 ± 3.4 | 60–100 |
| Stretch \( \eta_s \) (pN) | 1435 ± 61 | 1280 ± 70 | 1450–1750 | 634 ± 15 | 480 ± 11 | 350, 500 |
| Twist \( \eta_t \) (pN nm) | 448 ± 16 | 303 ± 23 | 160–448 | 443 ± 14 | 310 ± 24 | 409 |
| Twist-stretch coupling \( \eta_{st} \) | -52.0 ± 9.0 | -54.0 ± 3.0 | -39 to -17 | 27.0 ± 1.0 | 34.0 ± 1.0 | 11.5 |

\( \eta_m \) and \( b_m^2 \) in each sub-group are shown in Fig. S2. The average and standard deviation of \( \eta_m \)'s in each sub-group are listed in Fig. 2. The closer distances between negatively charged phosphates in dsRNA reflect in 2–4 times higher averages for PP0, PP1, and PP2 sub-groups. The ribose related R0 and R1 springs in dsRNA are also 2–3 times more rigid, while the R2 and RR sub-groups are not found in dsDNA. The RB0 and RB1 springs between ribose and its side-chain are also ~30% more rigid in dsRNA. The backbone and ribose puckering springs showing significantly higher strengths in dsRNA are mostly shorter than 3.5 Å as shown in Fig. S2.

For PP3, RB2, RB3, and PB sub-groups with lengths around 3.5 Å and longer, the calculated values of spring constants are lower. Furthermore, their \( \eta_m \) averages in dsDNA and dsRNA are rather similar, Fig. 2 and S2. The PP, RR, and PB sub-groups together are the backbone group whereas the R and RB sub-groups are categorized as the ribose puckering group of springs.

In base-stacking springs that only contain the st (short for stacking) sub-group, dsDNA and dsRNA have similarly low \( \eta_m \) averages around 1.0 kcal mol\(^{-1}\) Å\(^{-2}\), Fig. 2. Base-stacking springs are mostly longer than 3.5 Å [Fig. S2†]. Base-pairing springs in dsDNA and dsRNA also have similar strengths in the hb sub-group for canonical hydrogen bonds and the bp1 sub-group for other inter-atomic restraints linking a basepair, Fig. 2. In general, the hb and bp1 sub-groups of base-pairing springs are stronger than base-stacking restraints. Both dsDNA and dsRNA also contain springs linking second-nearest bases across strands. With the base-pairs in dsRNA being more inclined to the helical axis, the calculated \( \eta_m \) average for the bp2 sub-group is higher than that in dsDNA.

In the structure-mechanics statistical learning, the \( \eta_m \) values of all springs are adjustable. The spread of strengths in the inter-atomic restraints of each sub-group, Fig. 2 and S2, thus contain sequence-dependent information. The potential of this framework for addressing the complexities of local rigidity in nucleic acids due to sequence variation, though, is not explored in the present work. Nevertheless, the inter-atomic spring constants calculated from all-atom MD reveal clear signatures for different chemical structures in dsDNA and dsRNA.

3.2 Local rigidity in dsDNA and dsRNA

To dissect the diverse behaviors in global deformation with chemical interactions, we start by computing the local rigidity in dsDNA and dsRNA. As reported in ESI, a 4.7 Å cut-off radius for including an inter-atomic pair in haENM is obtained based on the comparison between normal mode analysis of haENM and quasi-harmonic analysis of all-atom MD trajectories. With fluctuation matching, consistent behaviors are observed over the tested range of cut-off radius between 4–10 Å. Given similar performance in reproducing atomic fluctuations, a shorter cutoff is preferred as fewer numbers of parameters are involved in the model.

The atom types for annotating local rigidity are shown in Fig. 2, and the springs are categorized into backbone, ribose puckering, base-stacking, and base-pairing groups accordingly. For each group, the sub-groups of springs are based on their equilibrium lengths and the connected atom types. For example, the PP0 and PP1 springs are sub-groups of backbone linking phosphate atoms. PP0 springs have lengths around 1.5 Å, while the lengths of PP1 springs are around 2.5 Å. The values of \( \eta_m \) and \( b_m^2 \) in each sub-group are shown in Fig. S2. The average and standard deviation of \( \eta_m \)'s in each sub-group are listed in Fig. 2. The closer distances between negatively charged phosphates in dsRNA reflect in 2–4 times higher averages for PP0, PP1, and PP2 sub-groups. The ribose related R0 and R1 springs in dsRNA are also 2–3 times more rigid, while the R2 and RR sub-groups are not found in dsDNA. The RB0 and RB1 springs between ribose and its side-chain are also ~30% more rigid in dsRNA. The backbone and ribose puckering springs showing significantly higher strengths in dsRNA are mostly shorter than 3.5 Å as shown in Fig. S2.

For PP3, RB2, RB3, and PB sub-groups with lengths around 3.5 Å and longer, the calculated values of spring constants are lower. Furthermore, their \( \eta_m \) averages in dsDNA and dsRNA are rather similar, Fig. 2 and S2. The PP, RR, and PB sub-groups together are the backbone group whereas the R and RB sub-groups are categorized as the ribose puckering group of springs.

In base-stacking springs that only contain the st (short for stacking) sub-group, dsDNA and dsRNA have similarly low \( \eta_m \) averages around 1.0 kcal mol\(^{-1}\) Å\(^{-2}\), Fig. 2. Base-stacking springs are mostly longer than 3.5 Å [Fig. S2†]. Base-pairing springs in dsDNA and dsRNA also have similar strengths in the hb sub-group for canonical hydrogen bonds and the bp1 sub-group for other inter-atomic restraints linking a basepair, Fig. 2. In general, the hb and bp1 sub-groups of base-pairing springs are stronger than base-stacking restraints. Both dsDNA and dsRNA also contain springs linking second-nearest bases across strands. With the base-pairs in dsRNA being more inclined to the helical axis, the calculated \( \eta_m \) average for the bp2 sub-group is higher than that in dsDNA.

In the structure-mechanics statistical learning, the \( \eta_m \) values of all springs are adjustable. The spread of strengths in the inter-atomic restraints of each sub-group, Fig. 2 and S2, thus contain sequence-dependent information. The potential of this framework for addressing the complexities of local rigidity in nucleic acids due to sequence variation, though, is not explored in the present work. Nevertheless, the inter-atomic spring constants calculated from all-atom MD reveal clear signatures for different chemical structures in dsDNA and dsRNA.

3.3 Systems analysis of global flexibility with orthonormal expansion

To establish linkage between local rigidity and global deformation, we conduct orthonormal expansion using eqn (2) and the quasi-harmonic modes of heavy atoms calculated from the
all-atom MD trajectories. The first five modes of dsDNA and dsRNA displayed in Fig. 3 showcase the collective directions with increasing rigidity starting from the softest mode. The values of $\langle c_i^2 \rangle$ shown in Fig. 4(a) indicate that the lowest-frequency modes of dsDNA and dsRNA are similarly flexible and do not deviate as much as their mechanical properties in Table 1. The RMSF (root-of-mean-squared-fluctuation) from summing over all $\langle c_i^2 \rangle$’s is 1.79 Å for dsDNA. Given the much stronger backbone and ribose springs, dsRNA is only slightly more rigid with 1.65 Å RMSF.

Fig. 4(b) shows the orthonormal expansion of bending angle over the first five modes to illustrate how the $\theta$ flexibility in all-atom MD emerges. The vector derivative with respective to mode $i$, $\langle \theta_i \rangle$, indicates the sensitivity of $\theta$ to movement along the collective direction. The product $\langle \theta_i \rangle \cdot \langle c_i^2 \rangle$ is the contribution of mode $i$ to the overall bending flexibility according to eqn (2). It can be seen that the first mode dsDNA was $\sim$2 times more relevant to bending than that of dsRNA based on their values of $\langle \theta_i \rangle$. For both biopolymers, mode 1 contributes most to the overall bending flexibility.

The orthonormal expansion of contour length $L$ over the first five modes are shown in Fig. 5 and S4† illustrates the full-spectrum expansion. Since dsDNA has larger $\langle L_i \rangle$ in its low-frequency modes, it is significantly more deformable in stretching. The first mode of dsRNA also contributes the most to its stretching flexibility as in bending. For dsDNA, on the other hand, mode 5 gives the largest portion to $\sigma_L^2$, Fig. 5.

In dsDNA, mode 3 and mode 5 are the most relevant directions to total twist angle $U$ and they contribute most to $\sigma_U^2$ as shown in Fig. S5. The orthonormal expansion of $\sigma_{UL}$ illustrated in Fig. 6 indicates that positive coupling is largely due to competition between mode 3 and mode 5 that have opposite signs in $U_i' L_i'$. Since the former is more flexible, the apparent twist-stretch coupling of dsDNA is positive. Modes 1, 2, and 4 also contribute positively to $\sigma_{UL}$ albeit with much lower magnitudes. Mode 5 of dsDNA is thus an outlier among the collective directions for its negative twist-stretch coupling. The apparent sign in $\sigma_{UL}$ for dsDNA thus emerges from competing over a few modes. Similar behaviors are also observed in dsRNA, Fig. S5(a)† and 6, and its negative $\sigma_{UL}$ is mainly due to competition between mode 3 and mode 4. The full-spectrum expansion of $\sigma_{UL}$ for dsDNA and dsRNA is shown in Fig. S6.†

### Table 1

| Sub-group       | dsDNA          | dsRNA          |
|-----------------|----------------|----------------|
| backbone        |                |                |
| PP0             | 29 ± 18        | 133 ± 33       |
| PP1             | 11.9 ± 8.1     | 38.3 ± 7.0     |
| PP2             | 3.2 ± 2.6      | 6.5 ± 4.4      |
| PP3             | 2.2 ± 2.0      | 1.1 ± 1.0      |
| PB              | 1.2 ± 1.5      | 1.2 ± 1.1      |
| RR              | -              | 0.5 ± 0.3      |
| ribose puckering|                |                |
| R0              | 69 ± 24        | 175 ± 28       |
| R1              | 21 ± 13        | 39.5 ± 6.8     |
| R2              | -              | 9.2 ± 4.3      |
| RB0             | 137 ± 24       | 179 ± 16       |
| RB1             | 35 ± 10        | 47.2 ± 8.1     |
| RB2             | 7.7 ± 7.8      | 8.1 ± 6.5      |
| RB3             | 4.8 ± 3.4      | 3.0 ± 2.1      |
| base-pairing    |                |                |
| hb              | 4.6 ± 2.8      | 4.9 ± 3.7      |
| bp1             | 2.1 ± 1.3      | 2.0 ± 1.4      |
| bp2             | 0.5 ± 0.6      | 1.2 ± 0.8      |

Fig. 2  Local rigidity in dsDNA and dsRNA. According to the atom typing on top-left, the springs are categorized into four groups, backbone, ribose puckering, base-packing, and base-pairing. For the sub-groups in a category, a few springs are shown to illustrate the kind of connections in the structure. A larger integer in a sub-group name indicates longer equilibrium lengths, Fig. S2.† The average and standard deviation of spring constants in each sub-group in kcal mol$^{-1}$Å$^{-2}$ are listed to indicate the strengths of local rigidity.
normal modes also reaches the same conclusions as shown in Fig. S7 to S10.†

3.4 Chemical interaction profile shows dominant contribution of base-stacking to global flexibility

As derived in ESI,† an eigenvalue in the normal mode analysis of haENM can be expressed as contributions from local rigidity, \( i.e., \) the values of \( k_m \) of different inter-atomic springs. The geometrical factor multiplied with \( k_m \) in its contribution comes from the dot-product of eigenvector components with those in Wilson’s B-matrix of the nucleic acid structure, ESI.† Therefore, a particular form of deformation would cause higher force responses if more springs of stronger rigidity were perturbed, and the softest mode is the direction that mechanically affects springs to the least extent in the structural network.

Compositions of different spring groups in the eigenvalue of mode 1 in dsDNA indicate that the lowest rigidity in the B-form structure predominantly comes from base-stacking, which accounts for 63% of \( \lambda_1 \), left and middle panels of Fig. 7(a). Although the backbone group has a similar number of springs, they only contribute one-fifth the portion of base-stacking. Base-pairing springs supply slightly more to \( \lambda_1 \) than the backbone restraints do, and the ribose puckering group is the least relevant.
In dsRNA, base-stacking springs also contribute most to its \( l^1 \), albeit with a lower percentage of 46%, left and middle panels of Fig. 7(b). With significantly stronger backbone and ribose puckering springs, the two groups in dsRNA account for higher percentages in \( l^1 \) than they do in dsDNA. Base-pairing springs in dsDNA and dsRNA show similar percentage in \( l^1 \), Fig. 7.

Base-stacking springs giving the highest contribution to the rigidity of lower-frequency modes can be seen in the middle panels of Fig. 7, which also label the growing eigenvalues with mode index. The exception is mode 5 in dsDNA and mode 4 in dsRNA. In both cases, the contribution from backbone springs to the eigenvalue exceeds that from the base-stacking spring group. Mode 5 of dsDNA and mode 4 of dsRNA also show the non-native sign of twist-stretching coupling in Fig. 6. More detailed compositions of sub-group springs as defined in Fig. 2 are shown in Fig. S11† to indicate more extensively how global flexibility is arrived from molecular interactions.

3.5 Structural topology imposes preference on global deformation

Despite the weaker strengths of base-stacking springs (Fig. 2), they contribute more to low-frequency eigenvalues. It is likely that the double-helix structures encode certain information for the dominance of base-stacking in the soft directions. To test whether the structural topologies of dsDNA and dsRNA impose preference on global deformation, we compute the eigenvectors of a reference haENM that a universal value is used for all spring constants within the 4.7 Å cut-off radius. Dot-products of the eigenvectors of the locally homogeneous haENM with the...
modes from using fluctuation-matched spring constants provide a metric for the resilience of collective directions to chemical details. The objective is to analyze how much does structural topology affect the direction of low-frequency motions. In the case of using a universal value for all spring constants, eigenvectors of the haENM are independent of the specified magnitude. The results shown in Table S1† indicate that elimination of chemical specificities does not drastically affect the directions of modes 1 to 3 in dsDNA with 0.834 similarity remains for mode 1. The similarity drops low though, for higher-frequency modes 4 and 5. For dsRNA, the first two modes are not sensitive to the chemical details of local rigidity, but significant alteration in the direction is observed starting from mode 3.

Therefore, the structural topologies of dsDNA and dsRNA do encode information about global deformation over the first few of modes. As discussed earlier, mode 1 of dsDNA contributes most to its bending flexibility and its lower relevance to \( \lambda \) makes stretching dsDNA harder. Similarly, mode 1 of dsRNA contributes most to its stretching flexibility but it has lower relevance to bending, leading to the significantly higher bending rigidity of dsRNA. The distinct topologies of A-form and B-form structures thus impose preference on global deformation that dsDNA is easier to bend but harder to stretch than dsRNA is. The structural topologies of nucleic acids have been found to correlate with functional properties in different genome elements, and compelling evidence indicate that they are under evolutionary selection. This proposition is in coherent with our results that the preference in global flexibility for functionally distinct dsDNA and dsRNA is indeed closely related to their structural topologies.

3.6 Backbone springs playing a major role in the chemical interaction spectrum of twist-stretch coupling

Although the weak restraints of base-stacking contribute most to low-frequency eigenvalues, backbone springs are important from a different perspective—they encode higher-rigidity loci in the structural network. Therefore, it is likely that the interatomic restraints involving charged phosphates become
prominent in twist-stretch coupling. As shown in Fig. 6, competition between mode 3 and mode 5 is key to the positive twist-stretch coupling in dsDNA. Therefore, the difference in their eigenvalues, \((\lambda_3 - \lambda_5)\), can be employed to characterize the importance of local rigidity in affecting twist-stretch coupling. For the negative \(\sigma_{\Delta L}\) of dsRNA, \((\lambda_4 - \lambda_3)\) was used according to Fig. 6. The compositions of different spring groups in \((\lambda_3 - \lambda_5)\) of dsDNA indeed show that backbone springs give the highest contribution while the base-stacking group take the second highest place, right panel of Fig. 7(a). For \((\lambda_4 - \lambda_3)\) in dsRNA, base-stacking is essentially irrelevant for its very low contribution, right panel of Fig. 7(b), while backbone springs contribute more than 50% to \(\sigma_{\Delta L}\). Another noticeable feature of dsRNA is that the base-pairing group play a more significant role in \(\sigma_{\Delta L}\).

4 Conclusion

Using the structure-mechanics statistical learning scheme developed here, we show that the molecular scale rigidity in nucleic acids can be computed from all-atom MD trajectories. This allows establishing the previously unreachable linkage from the molecular scale to global flexibility. Further, we found that a very useful general quantitative descriptor for analyzing different types of global deformation is the orthonormal basis of vibrational normal modes. By combining these two, the chemical interaction profile in the global flexibility of nucleic acids can be calculated based on the statistically learned heavy-atom elastic network model. A key observation is that different modes of deformation exhibit specific combinations of interatomic springs through the nucleic acid structure. Backbone interactions contribute most to shape flexibility, but for properties such as twist-stretch coupling, it is possible that the inter-atomic restraints in backbone play a major role instead. Furthermore, we demonstrate that the B- and A-form topologies impose preference on global deformation that dsDNA is easier to bend and harder to stretch than dsRNA is. With the enabling capacity to compute and link chemical interactions at the molecular level to flexibility in global shape, an immediate extension of the present work is sequence-dependent behaviors in nucleic mechanics and analysis of the impact of various chemical modification, such as methylation, on structural and mechanical properties. Our results also suggest that physical chemistry-based machine learning has great potential for uncovering the chemical origin of functional behaviors in complex molecular systems.
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