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Abstract. In this paper, we derive the equations of motion for an elastic body interacting with a perfect fluid via the framework of Lagrange-Poincaré reduction. We model the combined fluid-structure system as a geodesic curve on the total space of a principal bundle on which a diffeomorphism group acts. After reduction by the diffeomorphism group we obtain the fluid-structure interactions where the fluid evolves by the inviscid fluid equations. Along the way, we describe various geometric structures appearing in fluid-structure interactions: principal connections, Lie groupoids, Lie algebroids, etc. We finish by introducing viscosity in our framework as an external force and adding the no-slip boundary condition. The result is a description of an elastic body immersed in a Navier-Stokes fluid as an externally forced Lagrange-Poincaré equation. Expressing fluid-structure interactions with Lagrange-Poincaré theory provides an alternative to the traditional description of the Navier-Stokes equations on an evolving domain.

1. Introduction

In this paper, we consider the motion of an elastic structure interacting with an incompressible fluid. We derive the equations of motion using Lagrangian reduction [MS93b, MS93a, CMR01] and discuss various geometric structures that arise in fluid-structure interactions. While we focus primarily on inviscid flows, we also indicate how our framework may be modified to incorporate viscosity. By expressing fluid-structure problems in the Lagrange-Poincaré formalism, differential geometers can communicate about these problems using notions from Riemannian and symplectic geometry.

1.1. The bundle picture for fluid-structure interactions. In his foundational work [Arn66], V. I. Arnold showed that the motion of an ideal, incompressible fluid in a fixed container $M$ may be described by (volume-preserving) diffeomorphisms from $M$ to itself. When a moving structure is present in the fluid, this description is no longer applicable, since the fluid container changes with the motion of the structure. In our paper, we describe the fluid-structure configuration space instead
as a principal fiber bundle whose base space is the configuration space for the elastic medium, while the fibers over each point are copies of the diffeomorphism group, which specify the configuration of the fluid. This point of view is adapted from a similar description in [LMMR86, Rad03, VKM09].

In remark 2.3 we show that the bundle picture is equivalent to a description involving a certain Lie groupoid of diffeomorphisms. In particular, our principal bundle can be seen as a source fiber of this Lie groupoid, and this provides a nice analogy with the work of Arnold: whereas the motion of an ideal incompressible fluid in a fixed container $M$ is described by curves on the volume preserving diffeomorphism group, $SDiff(M)$, motions of a fluid-structure system (or a fluid with moving boundaries) are described by curves on a volume-preserving diffeomorphism groupoid.

1.2. Derivation of the fluid-structure equations. The bulk of our paper is devoted to the derivation of the fluid-structure equations using the framework of Lagrange-Poincaré reduction. In section 2, we describe fluid-structure interactions as a Lagrangian mechanical system on a tangent bundle, $TQ$, and we observe that this system has the group of particle relabelings, $G$, as its symmetry group in Proposition 2.2 (recall that a particle relabeling map is a volume-preserving diffeomorphism of the reference configuration of the fluid). Upon studying the variational structure in section 3 we are able to factor out by this symmetry in section 4. As a result, we obtain a Lagrange-Poincaré system on $P = TQ/G$ in Theorem 4.1. In Theorem 4.2 we show that these equations are equivalent to the conventional fluid-structure equations, wherein the fluid satisfies the standard inviscid fluid equations.

We briefly repeat this process for viscous fluids by adding an external viscous friction force to the system and incorporating a no-slip boundary condition. The resulting Lagrange-Poincaré equations are equivalent to the conventional fluid-structure equations given by (see for instance [Bat00, Section 3.3, Section 5.14]):

\[
\frac{D}{Dt} \left( \frac{\partial L_B}{\partial \dot{b}} \right) - \frac{\partial L_B}{\partial b} = f_B, \\
\frac{\partial u}{\partial t} + u \cdot \nabla u = \nu \nabla^2 u - \nabla p, \quad \nabla \cdot u = 0.
\]

Here, $\nu$ is the viscosity coefficient, while $u$ and $p$ are the Eulerian velocity and the pressure fields. The function, $L_B$, is the Lagrangian of the body and $f_B$ is the force exerted by the fluid on the body. In particular, $f_B$ is implicitly given by the expression for virtual work

\[
f_B \cdot \delta b = - \int_{\partial B} \delta b \cdot \mathbf{T} \cdot n \, d^2 x, \quad \forall \delta b
\]

where $\mathbf{T} = -pI + \nu (\nabla u + \nabla u^T)$ is the stress tensor of the fluid and $n(x)$ is the unit external normal to the boundary of the body.
While it is well-known that fluid-structure systems exhibit fluid particle relabeling symmetry, it is to the best of our knowledge the first time that these equations have been derived through Lagrange-Poincaré reduction. Nonetheless, similar efforts have been made, and this “gauge theoretic” flavor to fluid mechanics has been adopted in a number of instances. For example, [SW89] developed a gauge theory for swimming at low Reynolds numbers. This gauge theoretic picture of swimming was then applied to potential flow in [Kel98]. Building upon [Kel98], the equations of motion for an articulated body in potential flow were derived as Lagrange-Poincaré equations (with zero momentum) in [KMRMH05] (see also [VKM09]). Similarly, [Rad03] generalized the work of [Kel98] to arbitrary flows and adopted the Lagrange-Poincaré equations as valid equations of motion under the assumption that they were equivalent to (1) and (2).

1.3. Conventions. We will assume the reader is familiar with manifolds and vector bundles, and we refer to [AMR09, KN63, KSM99] for a comprehensive overview. All maps will be assumed smooth throughout this paper. Given any manifold, $M$, its tangent bundle will be denoted by $\tau_M : TM \to M$ or by $TM$ for short. Additionally, given a map $f : M \to N$, the tangent lift will be given by $Tf : TM \to TN$. We denote the set of $k$-forms on $M$ by $\Omega^k(M)$. Given a vector bundle $\pi_E : E \to M$ we denote the set of $E$-valued $k$-forms by $\Omega^k(M; E) \equiv \Gamma(E) \otimes \Omega^k(M)$. If $\alpha \in \Omega^k(M)$, the exterior derivative of $\alpha$ will be denoted $d\alpha$ and similarly we may define the exterior derivative of a $E$-valued form by $d(e \otimes \alpha) = e \otimes d\alpha$ where $e \in \Gamma(E)$. Lastly, pullback and pushforward by a map, $\varphi : M \to N$, will be denoted by $\varphi^*$ and $\varphi_*$ respectively.

2. Lagrangian mechanics in the infinite Reynolds regime

Let $M$ be a Riemannian manifold, with $||\cdot||$ the norm associated to the Riemannian metric and $\mu(\cdot)$ the Riemannian volume form. Viable candidates for $M$ include compact manifolds with and without boundaries, as well as $\mathbb{R}^d$ [Sch95, Tro09]. Let $\mathcal{B}$ be a compact manifold and let $\text{Emb}(\mathcal{B}; M)$ denote the set of embeddings of $\mathcal{B}$ into $M$. The manifold $\text{Emb}(\mathcal{B}; M)$ will be used to describe the configuration of the body immersed in $M$. The tangent fiber $T_b \text{Emb}(\mathcal{B}; M)$ over a $b \in \text{Emb}(\mathcal{B}; M)$ is given by an embedding $v_b : \mathcal{B} \to TM$ such that $v_b \circ b^{-1}|_{b(B)} : b(\mathcal{B}) \to T_{b(B)}M$ is a vector-field over $b(\mathcal{B})$. The configuration manifold for the body is a submanifold $B \subset \text{Emb}(\mathcal{B}; M)$, and the Lagrangian of the body is a function $L_B : TB \to \mathbb{R}.$

Example 2.1. Let $M = \mathbb{R}^3$. The theory of linear elasticity assumes $\mathcal{B}$ to be a Riemannian manifold with a mass density $\rho(\cdot) \in \bigwedge^3(\mathcal{B})$ and metric $\langle \cdot, \cdot \rangle_B : T\mathcal{B} \oplus T\mathcal{B} \to \mathbb{R}$. Here the configuration manifold is $B = \text{Emb}(\mathcal{B}; \mathbb{R}^3)$ and the potential energy

$$U(b) = \frac{1}{2} \int_{b(B)} \text{trace} \left([I - C_b]^T \cdot [I - C_b] \right) \, dx \wedge dy \wedge dz.$$
Figure 1. Two rigid bodies connected by a hinge and immersed in $\mathbb{R}^2$.

where $C_b$ is the push-forward of the metric $\langle \cdot, \cdot \rangle_B$ by $b : B \hookrightarrow \mathbb{R}^d$, a.k.a. the right Cauchy-Green strain tensor. The SE($d$)-invariant kinetic energy, $K : TB \to \mathbb{R}$, is given by

$$K(b, \dot{b}) = \frac{1}{2} \int_B \| \dot{b}(x) \|^2 \rho(x).$$

See [MH83] for more details.

Example 2.2. Consider two rigid bodies in $\mathbb{R}^2$ joined by a hinge. The configuration manifold, $B$, consists of rigid embeddings of the two links into $\mathbb{R}^2$ such that the embeddings respect the constraint that the links be joined at the hinge (see Figure 1). In particular $B$ is isomorphic to a subset of $S^1 \times S^1 \times \mathbb{R}^2$ if we let the tuple $(\phi_1, \phi_2, x, y) \in S^1 \times S^1 \times \mathbb{R}^2$ denote a configuration where $\phi_1, \phi_2 \in S^1$ are the angles between the links and the $x$-axis, while $(x, y) \in \mathbb{R}^2$ is the location of the hinge.

We may consider a potential energy derived from a linear spring between the hinges given by $U(\phi_1, \phi_2, x, y) = \frac{k}{2} (\phi_1 - \phi_2 - \bar{\phi})^2$ for some $\bar{\phi} \in S^1$. The kinetic energy of the $i$th body is

$$K_i = \frac{I_i}{2} \dot{\phi}_i^2 + \frac{M_i}{2} \left( [\dot{x} - \sin(\phi_i) \dot{\phi}_i]^2 + [\dot{y} + \cos(\phi_i) \dot{\phi}_i]^2 \right)$$

where $M_i$ and $I_i$ are the mass and rotational inertial of the $i$th body. The Lagrangian is therefore $L_B = K_1 + K_2 - U$.

For a given $b \in B$ the fluid domain is given by the set

$$\approx_b := \text{closure} \{ x \in M : x \notin b(B) \}.$$

Fix a reference configuration $b_{\text{ref}} \in B$ and define the reference location of the body by $B_{\text{ref}} := b_{\text{ref}}(B) \subset M$ and the reference container for the fluid by $\approx_{\text{ref}} = \approx_{b_{\text{ref}}} \subset M$. If the body is described by configuration $b \in B$, then the configuration of the fluid is given by a volume preserving diffeomorphism from $\approx_{\text{ref}}$ to $\approx_b$. We denote the set of volume preserving diffeomorphisms from $\approx_{\text{ref}}$ to $\approx_b$ by $\text{SDiff}(\approx_{\text{ref}}; \approx_b)$. The configuration manifold for the system is

$$(3) \quad Q := \{ (b, \varphi) \mid b \in B, \varphi \in \text{SDiff}(\approx_{\text{ref}}; \approx_b) \}.$$

Note that for each $(b, \varphi) \in Q$ both $b \circ b_{\text{ref}}^{-1} |_{B_{\text{ref}}} : B_{\text{ref}} \to b(B) \subset M$ and $\varphi : \approx_{\text{ref}} \to \approx_b$ take the boundary $\partial \approx_{\text{ref}} = \partial B_{\text{ref}}$ to the boundary $\partial \approx_b = \partial \{ b(B) \}$. However,
it is generally not the case that $b \circ b^{-1}_{\text{ref}}$ maps the boundary to the same points as $\varphi$. This allows the fluid to slip along the boundary, as is permissible in the infinite Reynolds regime.

Finally, let $G = \text{SDiff}(\approx_{\text{ref}}; \approx_{\text{ref}})$. Note that $G$ is a Frechet Lie group with group multiplication given by composition of diffeomorphisms. The Lie algebra of $G$ is the set $\mathfrak{X}_{\text{div}}(\approx_{\text{ref}})$ of divergence-free vector fields on the reference space $\approx_{\text{ref}}$. The Lie bracket on $\mathfrak{X}_{\text{div}}(\approx_{\text{ref}})$ will be denoted by $[\cdot, \cdot]$ and is the negative of the usual Jacobi-Lie bracket of vector fields: $[u, v] = -[u, v]_{\text{JL}}$. The following proposition can be observed directly.

**Proposition 2.1.** For each $\psi \in G$ the map $(b, \varphi) \in Q \mapsto (b, \varphi \circ \psi) \in Q$ defines a right Lie group action of $G$ on $Q$. This action endows $Q$ with the structure of a right principal $G$-bundle. Moreover, $B = Q/G$ and the bundle projection is $\pi^Q_B : (b, \varphi) \in Q \mapsto b \in B$.

The tangent bundle of $Q$ is given by quadruples $(b, \dot{b}, \varphi, \dot{\varphi})$ where $(b, \dot{b}) \in TB$, $(b, \varphi) \in Q$ and $\dot{\varphi} : \approx_{\text{ref}} \to T\{\approx_b\}$ is such that $\dot{\varphi} \circ \varphi^{-1} : \approx_b \to T\{\approx_b\}$ is a divergence free vector field over $\approx_b$ (although not generally tangential to the boundary).

**Proposition 2.2.** For each $\psi \in G$ the tangent lift of the action of $G$ on $Q$ is given by $(b, \dot{b}, \varphi, \dot{\varphi}) \in TQ \mapsto (b, \dot{b}, \varphi \circ \psi, \dot{\varphi} \circ \psi) \in TQ$.

The quotient space $P := TQ/G$ is given by

$$P = \left\{ (b, \dot{b}, u) \mid (b, \dot{b}) \in TB, u \in \mathfrak{X}_{\text{div}}(\approx_b), \left. \left( u - \dot{b} \circ b^{-1} \right) \right|_{\partial \approx_b} \in \mathfrak{X}(\partial \approx_b) \right\}.$$

This action endows $TQ$ with the structure of a right principal $G$-bundle with the quotient projection $\pi^{TQ}_P : TQ \to P$ described by $\pi^{TQ}_P(b, \varphi, \dot{\varphi}) = (b, b, u)$ where $u = \dot{\varphi} \circ \varphi^{-1}$.

The boundary condition in (4) is called the “no-penetration condition”, and prevents fluid from entering the domain of the body.

**Remark 2.3.** One can alternatively view the natural space of fluid structure interaction to be a Lie groupoid. This perspective can be interpreted as more natural, in the sense that it requires no choice of a reference configuration. To begin, consider the Frechet Lie groupoid

$$\mathcal{G} = \{ (b_1, \varphi, b_0) \mid b_1, b_0 \in B, \varphi \in \text{SDiff}(\approx_b; \approx_{b_0}) \}$$

equipped with the source map $\alpha(b_1, \varphi, b_0) = b_0$, target map $\beta(b_1, \varphi, b_0) = b_1$, and composition $(b_2, \psi, b_1) \circ (b_1, \varphi, b_0) = (b_2, \psi \circ \varphi, b_0)$. If $\mathcal{G}$ is transitive then the Lie algebroid of $\mathcal{G}$ is $P$ and $\mathcal{G}$ is the Atiyah groupoid associated to the principal bundle $\pi_B^Q : Q \to B$. However, it is not generally the case that $\mathcal{G}$ acts transitively. This
could happen for example if \( B \) contains embeddings of different volumes. In any case, \( Q \) is the source fiber \( \alpha^{-1}(b_{\text{ref}}) \).

We may now describe the kinetic energy of the fluid by

\[
\ell_{\text{fluid}}(b, \dot{b}, u) = \frac{1}{2} \int_{\sim_b} \| u(x) \|^2 \mu(x),
\]

The total Lagrangian for the fluid structure system is a map \( L : TQ \to \mathbb{R} \) given by

\[
L(b, \dot{b}, \varphi, \dot{\varphi}) = L_B(b, \dot{b}) + \ell_{\text{fluid}}(b, \dot{b}, u), \quad u = \varphi \circ \varphi^{-1}.
\]

In other words \( L = (L_B \circ T\pi_B^Q) + (\ell_{\text{fluid}} \circ \pi_{P}^T) \). By construction \( L \) is \( G \)-invariant under the action of \( G \) on \( TQ \). The equations of motion on \( TQ \) are then given by the Euler-Lagrange equations, or equivalently Hamilton’s variational principle. The conserved momenta of Noether’s theorem is the circulation of the fluid, just as it is in the case of fluids without structures immersed in them. In fact, a proof of this proceeds along the same lines of that of the classical Kelvin circulation found in [AK92].

### 3. Variational structures

We have found that our system has a symmetry by the Lie group \( G \) of volume-preserving diffeomorphisms, and it is reasonable to assert the existence of a flow on the quotient space \( P \) which is \( \pi_{P}^{TQ} \)-related to the flow of the Euler-Lagrange equations on \( TQ \). As the admissible variations on \( TQ \) yield equations of motion on \( TQ \), we will find that admissible variations on \( P \) will yield equations of motion on \( P \). This section is devoted to writing down the admissibility condition for variations in \( P \).

#### 3.1. Horizontal and vertical splittings

It is notable that \( P \) inherits a vector bundle structure from that of \( TQ \). In particular, \( P \) is a vector bundle over \( B \) with the projection \( \tau : (b, \dot{b}, u) \in P \mapsto b \in B \). This map \( \tau \) is nothing more than the push-forward of the tangent bundle projection \( \tau_Q : TQ \to Q \) via the commutativity relation \( \tau \circ \pi_{P}^{TQ} = \pi_{B}^{Q} \circ \tau_Q \). Additionally, there is a natural map \( \rho : (b, \dot{b}, u) \in P \mapsto (b, \dot{b}) \in TB \) defined by the commutative relation \( \rho \circ \pi_{P}^{TQ} = T\pi_{B}^{Q}. \)

The vector bundle, \( P \), can be seen, roughly speaking, as the product of two separate spaces, describing the body and fluid velocities. In order to express this splitting we may choose to decompose \( P \) into complementary vector bundles \( P = H(P) \oplus \tilde{g} \) where the vertical space is given canonically by \( \tilde{g} := \ker(\rho) \). Note that \( \tilde{g} \) is equivalent to the associated bundle

\[
\tilde{g} := \frac{(Q \times g)}{G} = \{ (b, \xi_b) \mid \xi_b \in \mathfrak{X}_{\text{div}}(\sim_b), \xi_{b}|_{\partial\sim_b} \in \mathfrak{X}(\partial\sim_b) \}.\]

[1] Readers who recognized \( P \) as an Atiyah algebroid over \( B \) should also recognize \( \tau \) and \( \rho \) as the projection and anchor maps.
In other words, \( \tilde{g} \) is the vector bundle of Eulerian fluid velocity fields which leave the body fixed. This vertical space is a Lie-algebra bundle when equipped with the fiber-wise Lie bracket \( \left[ (b, \xi_b), (b, \eta_b) \right] := (b, -[\xi_b, \eta_b]_JL) \). For each \( b \in B \) we may define the adjoint map \( \text{ad}_{\xi_b} : \tilde{g} \to \tilde{g} \) by \( \text{ad}_{\xi_b}(b, \eta_b) = (b, [\xi_b, \eta_b]) \). We call the dual map \( \text{ad}^*_{\xi_b} : \tilde{g}^* \to \tilde{g}^* \) the coadjoint map.

In contrast to \( \tilde{g} \), there does not exist a natural choice for \( H(P) \). The only requirement on \( H(P) \) is that it is complementary to \( \tilde{g} \). Therefore, one way to define an \( H(P) \) is by choosing a section \( \sigma : TB \to P \) which satisfies the property \( \rho \circ \sigma = \text{id} \). Upon choosing \( \sigma \) we set \( H(P) = \text{range}(\sigma) \). Conversely, if we are given a horizontal space \( H(P) \subset P \), we may define the section \( \sigma = (\rho|_{H(P)})^{-1} \).

For \( \sigma : TB \to P \) to be a section of \( \rho \) means that for each \( (b, \dot{b}) \in TB \) there is a velocity field \( u^H \) given by \( (b, \dot{b}, u^H) = \sigma(b, \dot{b}) \). In particular, \( u^H \in \mathfrak{X}_{\text{vol}}(\varapprox_b) \) is a velocity field which satisfies the boundary condition (4). Thus we may alternatively view \( \sigma \) as a map which assigns \( (b, \dot{b}) \mapsto u^H \in \mathfrak{X}_{\text{vol}}(\varapprox_b) \). This identification of \( \sigma \) as a map to Eulerian velocity fields will reduce clutter in future derivations and so this is how we will interpret \( \sigma \). Note that the vector fields produced by \( \sigma \) are not tangential to the boundary of the fluid domain. We may consider the vector bundle over \( B \) consisting of pairs \( (b, v) \) where \( v \in \mathfrak{X}_{\text{div}}(\varapprox_b) \) is generally not tangential to the boundary. Then \( \sigma \) is a vector-bundle valued one form.
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**Figure 2.** The map \( \sigma \) assigns to each body configuration \( b \) and body velocity \( \dot{b} \) a velocity field \( u^H = \sigma(b, \dot{b}) \) for the fluid, which is such that the no-penetration boundary condition holds.

**Example 3.1.** One particular choice for \( \sigma \) is singled out on physical grounds. For an inviscid fluid, we begin with the observation that the vorticity is conserved throughout the evolution of the fluid-structure system. As a consequence, the Eulerian velocity field \( u \) for the fluid resulting from the body motion given by \( \dot{b} \) is a gradient flow, \( u = \nabla \Phi \), where the potential \( \Phi \) satisfies the following Neumann problem:

\[
\Delta \Phi = 0, \quad \text{and} \quad \frac{\partial \Phi}{\partial n}(x) = \left\langle (b \circ b^{-1})(x), n(x) \right\rangle \quad \text{for all} \ x \in b(\partial B);
\]
see [Lam45, Bat00]. The solution of this equation is uniquely defined, up to a constant, and we now define a section of the anchor map denoted $\sigma_\phi$ by putting

$$\sigma_\phi(b) = \nabla \Phi.$$  

This section $\sigma_\phi$ can be viewed as the Eulerian version of the “Neumann connection” first introduced in [LMMR86] and further analyzed in [VKM09]. We will return to this observation in Appendix B, where we will show that there is in fact a one-to-one correspondence between sections of $\rho$ and principal $G$-connections on $TQ$. 

3.2. The covariant derivative on $\tilde{g}$. Given a curve $\lambda \mapsto b(\lambda) \in B$ and a section $\sigma : (b, \dot{b}) \in TB \mapsto \sigma(b, \dot{b}) \in X_{\text{div}}(\approx b)$, we obtain a $\lambda$-dependent sequence of vector fields on an evolving domain, 

$$u_\lambda = \sigma \left( b(\lambda), \frac{db}{d\lambda} \right).$$

We let $\varphi_\lambda \in \text{SDiff}(\approx b(0); \approx b(\lambda))$ be the flow of $u_\lambda$, i.e. $\frac{d\varphi_\lambda}{d\lambda} = u_\lambda \circ \varphi_\lambda$. We may define the parallel transport of $(b(0), \xi_b(0)) \in \tilde{g}$ along $b(\lambda)$ to be the $\lambda$-dependent curve $(b(\lambda), (\varphi_\lambda)_* \xi_b(0)) \in \tilde{g}$. This means of parallel transport allows us to define a covariant derivative. By taking the derivative of the parallel transport we obtain the element

$$\frac{d}{d\epsilon} \bigg|_{\epsilon=0} (b_\epsilon, (\varphi_\epsilon)_* \xi_b) = ((b, \xi_b), (\delta b, [\sigma(b, \delta b), \xi_b])) \in T(\tilde{g})$$

where $\delta b = \frac{db}{d\lambda} \big|_{\lambda=0}$. The elements of the form (8) define a horizontal space on $T(\tilde{g})$ and induce the horizontal and vertical projections

$$\text{hor}((b, \xi_b), (\dot{b}, \dot{\xi}_b)) = ((b, \xi_b), (\dot{b}, [\sigma(b, \dot{b}), \xi_b]))$$

$$\text{ver}((b, \xi_b), (\dot{b}, \dot{\xi}_b)) = ((b, \xi_b), (0, \dot{\xi}_b - [\sigma(b, \dot{b}), \xi_b])).$$

Proposition 3.1. The vertical projector of (9) induces the covariant derivative

$$\frac{D}{Dt}(b, \xi_b) = (b, \dot{\xi}_b - [\sigma(b, \dot{b}), \xi_b]).$$

Proof. This follows from Definition A.1 (page 25) and Definition A.2 (page 25) for the covariant derivative associated to a connection. 

In Appendix B, we show (10) is also the formula for the covariant derivative induced by a (right) principal connection (see [CMR01, JRD12]). Additionally, the covariant derivative on $\tilde{g}$ induces a covariant derivative on the dual bundle, $\tilde{g}^*$, by equation (28). The dual bundle $\tilde{g}^*$ can be realized by pairs $(b, \alpha_b)$ where $\alpha_b$ is

---

2Recall that the bracket on the right-hand side of (8) is the Lie algebra bracket on $X_{\text{div}}(\approx \text{ref})$, which is the negative of the usual Jacobi-Lie bracket of vector fields.
a covector field on \( \approx_b \) in the dual space to \( X_{\text{vol}}(\approx_b) \), and the induced covariant derivative is given by

\[
\frac{D(b, \alpha_b)}{Dt} = (b, \dot{\alpha}_b + \text{ad}^*_\sigma(b, b) \alpha_b).
\]

(11)

However, the (smooth) dual to \( \tilde{g} \) is not the space of covector fields on \( \approx_b \). Strictly speaking, the dual space is the set of equivalence classes consisting of one-forms modulo exact forms on \( \approx_b \) [AK92], but we will not use this identification.

3.3. **The isomorphism between \( P \) and \( TB \oplus \tilde{g} \).** We can construct an isomorphism between the quotient bundle \( P \) and \( TB \oplus \tilde{g} \). From a fluid-dynamical point of view, this isomorphism decomposes the fluid velocity field into a part consistent with a moving body and a part consistent with a stationary body.

**Proposition 3.2.** Let \( \sigma : (b, \dot{b}) \in TB \mapsto u^H \in X_{\text{div}}(\approx_b) \) be a section of \( \rho \). Then the map \( \Psi_\sigma : P \to TB \oplus \tilde{g} \) given by \( \Psi_\sigma(b, \dot{b}, u) = (b, \dot{b}, u - \sigma(b, \dot{b})) \) is a vector-bundle isomorphism.

**Proof.** To check that \( \Psi_\sigma \) maps to the correct space it suffices to check that \( u - \sigma(b, \dot{b}) \) is a vector field which is tangent to the boundary of \( \approx_b \). However this is true by construction because both \( \sigma(b, \dot{b}) \) and \( u \) must satisfy the no-penetration condition given in (4), so that the difference \( \sigma(b, \dot{b}) - u \) is tangent to the boundary. Additionally, \( \Psi_\sigma \) is invertible with the inverse \( \Psi_\sigma^{-1}(b, \dot{b}, \xi_b) = (b, \dot{b}, \xi_b + \sigma(b, \dot{b})) \).

**Example 3.2.** Let \( \sigma \) be defined by the Neumann map (7). In this case, \( \sigma_b(b, \dot{b}) = \nabla \Phi \). We then have that

\[
\dot{\varphi} \circ \varphi^{-1} = \underbrace{(\dot{\varphi} \circ \varphi^{-1} - \nabla \Phi)}_{\text{consistent with stationary body}} + \underbrace{(\nabla \Phi)}_{\text{consistent with moving body}}
\]

where \( \Phi \) is given by (6). The first factor, \( \dot{\varphi} \circ \varphi^{-1} - \nabla \Phi \), is a divergence-free vector field tangent to the boundary, while the second factor is a gradient vector field, so that this decomposition is nothing but the Helmholtz-Hodge decomposition of vector fields. If we let \( P \) denote the projection onto divergence-free vector fields in the Helmholtz-Hodge decomposition, the isomorphism in Proposition 3.2 becomes

\[
\Psi_\sigma([[(b, \dot{b}, \varphi, \dot{\varphi})]]) = (b, \dot{b}, P(\dot{\varphi} \circ \varphi^{-1})).
\]

In general, when \( \sigma \) does not produce gradient vector fields, the isomorphism \( \Psi_\sigma \) can be viewed as giving rise to a generalized Helmholtz-Hodge decomposition.

3.4. **Covariant variations.** Let \((b, \varphi)_t\) be a curve in \( Q \). Then a *(finite) deformation* is a \( \lambda \)-parametrized family of curves \((b, \varphi)_{\lambda, t}\) such that \((b, \varphi)_{0, t} = (b, \varphi)_t\). We desire to measure how much the infinitesimal variation \( \delta(b, \varphi)_t = \frac{\partial}{\partial \lambda}|_{\lambda=0} (b, \varphi)_{\lambda, t} \) changes the quantity \((b, \xi_b)_t := (b_t, \dot{\varphi}_t \circ \varphi_t^{-1} - \sigma(b, \dot{b})) \in \tilde{g} \). To do this we invoke the covariant derivative of Proposition 3.1.
Additionally, we may take the Levi-Civita connection of an arbitrary Riemannian metric on $B$. The Whitney sum of these covariant derivatives is a covariant derivative on $TB \oplus \tilde{\mathfrak{g}}$ which we also denote $\frac{D}{Dt}$.

Using this covariant derivative, we may define the covariant variation of a curve $(b, \varphi)_t \in \tilde{\mathfrak{g}}$ with respect to a deformation $(b, \xi_b)_{\lambda,t}$ by

$$\delta^\sigma (b, \xi_b) := \frac{D(b, \xi_b)}{D\lambda} \bigg|_{\lambda=0}. \quad (12)$$

We now compute the variation of a reduced curve $(b, \xi_b)_t$ induced by a variation of the curve $(b, \varphi)_t$ in $Q$. We split this computation into two parts: in proposition 3.3 we compute the effect of vertical variations, which leave $b$ fixed and act on $\varphi$ by particle relabelings. In proposition 3.4 we then consider the effect of horizontal variations, which change $b$ (and change $\varphi$ accordingly).

**Proposition 3.3.** Let $\sigma : (b, \dot{b}) \in TB \mapsto \sigma(b, \dot{b}) \in X_{\div}(\approx \eta_b)$ be a section of $\rho$ and let $(b, \varphi)_t$ be a curve in $Q$. Define the time-dependent vector field

$$(\xi_b)_t = \varphi_t \circ \varphi_t^{-1} - \sigma((b, \dot{b})(t)), $$

so that $(b, \xi_b)_t \in \tilde{\mathfrak{g}}$ for all $t$. Given a vertical deformation of the curve given by $(b_t, \varphi_t \circ \psi_{t,\lambda})$ for a time-dependent deformation of the identity, $\psi_{t,\lambda} \in G$, the covariant variation of $(b, \xi_b)_t$ is given by

$$\delta^\sigma (b, \xi_b) = \frac{D(b, \eta_b)}{Dt} - [(b, \xi_b), (b, \eta_b)]$$

where $\eta_b = (\varphi_t)_* \eta$ and $\eta := \frac{\partial \psi_{t,\lambda}}{\partial \lambda} \bigg|_{\lambda=0} \in \mathfrak{g}$.

**Proof.** To reduce clutter we shall suppress the $t$ and $\lambda$ dependence of $\varphi_{\lambda,t}$ and abbreviate it as `$\varphi$'. The partial derivative $\delta \xi_b := \frac{\partial}{\partial \lambda} \bigg|_{\lambda=0} (\xi_b)$ may be split into three parts.

$$\delta \xi_b = \frac{\partial \varphi}{\partial \lambda} \circ \varphi_t^{-1} + T \varphi_t \circ \frac{\partial \varphi_t^{-1}}{\partial \lambda} - \frac{\partial \sigma(b, \dot{b})}{\partial \lambda}.$$ 

As the variation is vertical, $\sigma(b, \dot{b})$ does not depend on $\lambda$ and therefore $T_3 = 0$. We can rewrite $T_1$ as

$$T_1 = \frac{\partial \varphi}{\partial \lambda} \circ \varphi_t^{-1} = \frac{\partial^2 \varphi}{\partial \lambda \partial t} \circ \varphi_t^{-1} = \frac{\partial}{\partial t} (\delta \varphi) \circ \varphi_t^{-1} = \frac{\partial}{\partial t} (T \varphi \circ \eta) \circ \varphi_t^{-1} = T \varphi \circ \eta \circ \varphi_t^{-1} + T \varphi \circ \dot{\eta} \circ \varphi_t^{-1} = T \varphi \circ \eta \circ \varphi_t^{-1} + \varphi_t \dot{\eta},$$

where we have used the fact that

$$\delta \varphi = \frac{\partial}{\partial \lambda} (\varphi \circ \psi_{t,\lambda}) \bigg|_{\lambda=0} = T \varphi \circ \eta.$$
On the other hand, $T_2$ may be written as

\[ T_2 = T \dot{\varphi} \circ \frac{\partial \varphi^{-1}}{\partial \lambda} = -T(\dot{\varphi} \circ \varphi^{-1}) \circ \delta \varphi \circ \varphi^{-1} = -T(\dot{\varphi} \circ \varphi^{-1}) \circ T \varphi \circ \eta \circ \varphi \]

\[ = -T \dot{\varphi} \circ \eta \circ \varphi^{-1} \]

Thus we find $\delta \xi_b = \varphi_* \dot{\eta}$. Since $\delta b = 0$, and using the expression (12) for the covariant derivative, we see that $\delta^\sigma(b, \xi_b) = (b, \delta \xi_b - \sigma(\delta b), \xi_b) = (b, \varphi_* \dot{\eta})$. Additionally note that

\[ D(b, \eta_b) = \left( b, \frac{d\eta_b}{dt} - \left[ \sigma(b, \dot{\xi}), \eta_b \right] \right). \]

We calculate

\[ \frac{d\eta_b}{dt} = \frac{d}{dt} \varphi_* \eta = \left[ \dot{\varphi} \circ \varphi^{-1}, \varphi_* \eta \right] = [\dot{\xi}_b + \sigma(b, \dot{b}), \eta_b] + \varphi_* \dot{\eta} \]

Therefore $\varphi_* \dot{\eta} = \frac{d\eta_b}{dt} - [\xi_b + \sigma(b, \dot{b}), \eta_b]$ so that

\[ \delta^\sigma(b, \xi_b) = \left( b, \frac{d\eta_b}{dt} - [\xi_b + \sigma(b, \dot{b}), \eta_b] \right) = \frac{D(b, \eta_b)}{Dt} - [(b, \xi_b), (b, \eta_b)]. \]

We understand how variations of curves in $Q$ induced by $G$ are expressed as variations in $\tilde{g}$, but how about other variations? We must also consider how $(b, \xi_b) = (b, \dot{\varphi} \circ \varphi^{-1} - \sigma(b, \dot{b}))$ varies in response to variations of $b$. Given a curve $(b, \varphi)_t \in Q$ we may take a deformation of the curve $b_t \in B$ given by $b_{t, \lambda}$ and define the horizontal deformation of $(b, \varphi)_t$ as follows. For fixed $t$, we consider the vector field $u_{t, \lambda}$ defined by $u_{t, \lambda} = \sigma \left( \frac{\partial b_{t, \lambda}}{\partial \lambda} \right)$, and we let $\varphi_{t, \lambda}$ be the flow of $u_{t, \lambda}$, so that $\dot{\varphi}_{t, \lambda} = u_{t, \lambda} \circ \varphi_{t, \lambda}$. In this way, we obtain a family of curves $(b_{t, \lambda}, \varphi_{t, \lambda})$, which we will call a horizontal deformation of $(b, \varphi)_t$.

**Proposition 3.4.** Given a horizontal deformation of $(b, \varphi)$ given by $(b_{t, \lambda}, \varphi_{t, \lambda})$ the covariant variation of $(b, \xi_b) := (b, \dot{\varphi} \circ \varphi^{-1} - \sigma(b, \dot{b}))$ is

\[ \delta^\sigma(b, \xi_b) = C(\dot{\xi}, \delta b), \]

where $C$ is a $\tilde{g}$-valued 2-form given by

\[ C \left( \dot{b}, \delta b \right) = d\sigma \left( \dot{b}, \delta b \right) - \left[ \sigma(\dot{b}), \sigma(\delta b) \right]. \]

where we are viewing $\sigma$ as a vector-bundle valued form.

**Remark 3.3.** Up to sign, the $\tilde{g}$-valued 2-form $C$ is the curvature of a principal connection which is identifiable with $\sigma$. We will return to this point in Section B.3, but for now we just refer to $C$ as the curvature of $\sigma$. In particular, Proposition 3.4 is an instance of Lemma 3.1.2 of [CMR01] when adapted to our specific infinite dimensional setting.
Proof. Upon invoking Proposition A.3 and the fact that the fiber derivative, \( \frac{\partial \sigma}{\partial \dot{b}} \), is identical to \( \sigma \) (because \( \sigma \) is linear in the fibers) we find that

\[
\delta \xi_b = \left. \frac{\partial \dot{\varphi}}{\partial \lambda} \right|_{\lambda=0} \circ \varphi^{-1} - T\dot{\varphi} \circ \varphi^{-1} \circ \delta \varphi \circ \varphi^{-1} - \left\langle \frac{\partial \sigma}{\partial b}(\delta b), \delta b \right\rangle - \sigma \left( \frac{D}{Dt}(\delta b) \right).
\]

Using the equivalence of mixed partials we find that

\[
\left. \frac{\partial \dot{\varphi}}{\partial \lambda} \right|_{\lambda=0} \circ \varphi^{-1} = \frac{d}{dt}(\delta \varphi) \circ \varphi^{-1} = \frac{d}{dt}(\sigma(\delta b) \circ \varphi) \circ \varphi^{-1} = \left\langle \frac{\partial \sigma}{\partial b}(\delta b), \dot{\varphi} \right\rangle + \sigma \left( \frac{D}{Dt}(\delta b) \right) + T(\varphi \circ \varphi^{-1}).
\]

Upon substitution into the last line of the previous calculation we find

\[
\delta \xi_b = \left\langle \frac{\partial \sigma}{\partial b}(\delta b), \dot{\varphi} \right\rangle - \left\langle \frac{\partial \sigma}{\partial b}(\varphi^{-1}) \circ \delta \varphi \circ \varphi^{-1} \circ \sigma(\delta b), \delta b \right\rangle + T(\sigma(\delta b)) \circ (\dot{\varphi} \circ \varphi^{-1}) - T(\dot{\varphi} \circ \varphi^{-1}) \circ \sigma(\delta b)
\]

and by Proposition A.4

\[
= d\sigma(\dot{\varphi}, \delta b) + [\sigma(\delta b), \dot{\varphi} \circ \varphi^{-1}] = d\sigma(\dot{\varphi}, \delta b) + [\sigma(\delta b), \dot{\varphi}].
\]

Therefore the covariant variation is

\[
\delta \sigma(b, \xi_b) = (b, \delta \xi_b - [\sigma(b, \delta b), \xi_b]) = (b, d\sigma(\dot{\varphi}, \delta b) - \left[ \sigma(\dot{\varphi}), \sigma(\delta b) \right]) := C(\dot{\varphi}, \delta b).
\]

In summary, a variation \( \delta q(t) \) of a curve \( q(t) \in Q \) will lead to a variation of the curve \( \dot{q}(t) \in TQ \) which can be passed to the quotient \( P \). Moreover if we choose a section, \( \sigma \), we get an isomorphism from \( P \) to the space \( TB \oplus \tilde{g} \) and the relevant variations take the form

\[
\delta \sigma(b, \xi_b) = \left( b, \frac{D}{Dt} \frac{D}{Dt} \right) - [\xi_b, \eta_b] + C(\dot{\varphi}, \delta b).
\]

Now that we fully understand the journey from variations of curves in \( Q \) to variations of curves in \( TB \oplus \tilde{g} \) we may use Hamilton’s variational principle to derive the equations of motion on \( TB \oplus \tilde{g} \). These equations are known as the Lagrange-Poincaré equations.

4. The Lagrange-Poincaré equations

In this section we will derive the equations of motion on \( P \cong TB \oplus \tilde{g} \) using a reduced version of Hamilton’s principle known as the Lagrange-Poincaré variational principle. We will first derive the equations of motion in geometric form (Theorem 4.1) and we will then show that these equations are equivalent to the equations (1) and (2) in coordinates when \( M = \mathbb{R}^d \) (Theorem 4.2).
First recall that the total fluid-structure Lagrangian, \( L : TQ \to \mathbb{R} \), is \( G \)-invariant and the reduced Lagrangian \( \ell : P \to \mathbb{R} \) is 
\[
\ell(b, \dot{b}, u) = L_B(b, \dot{b}) + \ell_{\text{fluid}}(b, \dot{b}, u)
\]
where 
\[
\ell_{\text{fluid}}(b, \dot{b}, u) = \frac{1}{2} \int_{\|\mu\|_\infty} \|u(x)\|^2 \mu(x).
\]

In the previous section we found that \( P \) is isomorphic to \( TB \oplus \tilde{\mathfrak{g}} \) upon choosing a section of \( \rho \) given by a map \( \sigma : (b, \dot{b}) \in TB \to \sigma(b, \dot{b}) \in \mathfrak{X}_{\text{div}}(\infty_b) \). The reduced Lagrangian on \( TB \oplus \tilde{\mathfrak{g}} \) (which we will also denote by \( \ell \)) is given by 
\[
\ell(b, \dot{b}, \xi_b) = L_B(b, \dot{b}) + \frac{1}{2} \int_{\|\mu\|_\infty} \|\xi_b(x) + \sigma(b, \dot{b})(x)\|^2 \mu(x).
\]

With this reduced Lagrangian we may transfer Hamilton’s principle from \( TQ \) to \( TB \oplus \tilde{\mathfrak{g}} \) and derive symmetry-reduced equations of motion as in [CMR01].

**Theorem 4.1** (Lagrange-Poincaré Theorem). Let \( \sigma : (b, \dot{b}) \in TB \to \sigma(b, \dot{b}) \in \mathfrak{X}_{\text{div}}(\infty_b) \) be a section of \( \rho : P \to TB \) and let \( q(t) = (b, \varphi)_t \) be a curve in \( Q \). Let \( (b, b, \xi)(t) = \Psi_\sigma(\pi_P TQ(q, \dot{q})) \) be the induced curve in \( TB \oplus \tilde{\mathfrak{g}} \). Then the following are equivalent

1. The curve \( q(\cdot) \) extremizes the action functional 
   \[
   A = \int_0^1 L(q, \dot{q}) dt
   \]
   with respect to arbitrary variations of \( q(\cdot) \) with fixed end points.
2. The curve \( q(\cdot) \) satisfies the Euler-Lagrange equations 
   \[
   \frac{D}{Dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = 0.
   \]
   with respect to an arbitrary torsion-free connection on \( TQ \).
3. The curve \( (b, b, \xi_b)(\cdot) \) extremizes the reduced action 
   \[
   A_{\text{red}} = \int_0^1 \ell(b, \dot{b}, \xi_b) dt
   \]
   with respect to variations, \( \delta b \), of the curve \( b(\cdot) \) with fixed end points and covariant variations of \( (b, \xi_b)(\cdot) \) of the form
   \[
   \delta^\sigma(b, \xi) = \frac{D(b, \eta)}{Dt} - (b, [\xi, \eta]) + C(b, \delta b)
   \]
   for an arbitrary curve \( (b, \eta)(\cdot) \) in \( \tilde{\mathfrak{g}} \) over the curve \( b(\cdot) \).
4. The curve \( (b, \dot{b}, \xi_b)(\cdot) \) satisfies the Lagrange-Poincaré equations:
   \[
   \frac{D}{Dt} \left( \frac{\partial \ell}{\partial b} \right) - \frac{\partial \ell}{\partial b} = i_b C_{\partial \xi_b/\partial \xi_b}
   \]
   \[
   \frac{D}{Dt} \left( \frac{\partial \ell}{\partial \xi_b} \right) = - \text{ad}^*_{(b, \xi_b)} \left( \frac{\partial \ell}{\partial \xi_b} \right).
   \]
where $C_{\partial \ell / \partial \xi_b}$ is a two-form on $B$ given by $C_{\partial \ell / \partial \xi_b}(\dot{b}, \delta b) = \left\langle \frac{\partial \ell}{\partial \xi_b}, C(\dot{b}, \delta b) \right\rangle$.

**Proof.** The equivalence of (1) and (2) is standard. The equivalence of (1) and (3) follows from taking a deformation, $(\dot{b}, \varphi)_t, \lambda$, of $(\dot{b}, \varphi)(t)$ with fixed end-points. Note that

$$\xi_b = \dot{\varphi} \circ \varphi^{-1} - \sigma(b, \dot{b}).$$

By Proposition 3.3 and 3.4 we see that

$$\delta \sigma(b, \xi_b) = D \frac{Dt}{D\lambda}(b, \eta_b) + \left( b, [\xi_b, \eta_b] \right) + C(\dot{b}, \delta b)$$

and $\delta b$ is a variation of $b(t)$ with fixed endpoints. Therefore, if $q(t)$ extremizes $A$ with respect to arbitrary variations with fixed endpoints, then clearly $(b, \dot{b}, \xi_b)$ extremizes $A_{\text{red}}$ with respect to the variations of the desired form. Conversely, variations $\delta b$ and $\delta \sigma(b, \xi_b)$ produce arbitrary variations of $(b, \varphi)_t$ by the formula $\delta \varphi = (\sigma(\delta b) + \eta_b) \circ \varphi$.

Thus (1) and (3) are equivalent.

Now we will prove the equivalence of (3) and (4). By assuming (3) and taking variations we find

$$0 = \delta \int_0^T \ell(b, \dot{b}, \xi_b) dt$$

$$= \int_0^T \left\langle \frac{\partial \ell}{\partial \xi_b}, \delta \sigma(b, \xi_b) \right\rangle + \left\langle \frac{\partial \ell}{\partial b}, \delta b \right\rangle + \left\langle \frac{\partial \ell}{\partial \dot{b}}, \frac{D}{Dt}(\dot{b}) \right\rangle dt$$

$$= \int_0^T \left\langle \frac{\partial \ell}{\partial \xi_b}, \frac{D}{Dt}(b, \eta_b) - [b, \xi_b] + C(\dot{b}, \delta b) \right\rangle + \left\langle \frac{\partial \ell}{\partial b}, \delta b \right\rangle + \left\langle \frac{\partial \ell}{\partial \dot{b}}, \frac{D}{Dt}(\delta b) \right\rangle dt$$

$$= \int_0^T \left\langle \frac{\partial \ell}{\partial \xi_b}, \frac{D}{Dt}(b, \eta_b) - \text{ad}_{(b, \xi_b)}(b, \eta_b) \right\rangle + \left\langle \frac{\partial \ell}{\partial b}, \frac{D}{Dt}(\frac{\partial \ell}{\partial b}) \right\rangle + \left\langle \frac{\partial \ell}{\partial \dot{b}}, \frac{D}{Dt}(\frac{\partial \ell}{\partial \dot{b}}) + i_b C_{\partial \ell / \partial \xi_b}, \delta b \right\rangle dt$$

As $\eta_b$ and $\delta b$ are arbitrary we arrive at (4). The above argument is reversible, and thus we have proven equivalence of (3) and (4) as well.

Of course, when $M$ is a flat manifold such as $\mathbb{R}^d$, most people have opted to write the equations of motion for a body immersed in a fluid in the form of equations (1) and (2). While the Lagrange-Poincaré equations appear different, they assume the same form as the standard equations for fluid-structure interactions when the underlying manifold is $\mathbb{R}^d$, as we now show.

**Theorem 4.2.** Let $M = \mathbb{R}^d$. Then (15) and (16) are equivalent to

$$\frac{D}{Dt}(\frac{\partial L_B}{\partial b}) - \frac{\partial L_B}{\partial b} = F_p$$

$$\frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla p$$

(17)

(18)
where \( u = \xi + \sigma(b, \dot{b}) \), \( \nabla p \) is a Lagrangian parameter which enforces incompressibility, and \( F_p \in T^* B \) is a force on the boundary of the body given by
\[
\langle F_p, \delta b \rangle = -\int_{\partial \approx b} \langle p(x)n(x), (\delta b \circ b^{-1})(x) \rangle d^3x.
\]

**Proof.** Assume that the Lagrange-Poincaré equations (15) and (16) hold. Our goal is to show that these equations yield the same dynamics as equations (18) and (17). This proof is long so we will begin with a roadmap.

**Roadmap:**

1. We prove that (16) is equivalent to (18).
2. We note that the horizontal operator
\[
\mathcal{L}P_{\text{hor}}(\cdot) := \frac{d}{dt} \left( \frac{\partial (\cdot)}{\partial \dot{b}} \right) - \frac{\partial (\cdot)}{\partial b}
\]
is linear on \( C^\infty(TB \oplus \mathfrak{g}) \). Therefore the right hand side of (15) may be written as \( \mathcal{L}P_{\text{hor}}(L_B) + \mathcal{L}P_{\text{hor}}(\ell_{\text{fluid}}) = C_{\partial \ell/\partial \xi_b}(\dot{b}, \cdot) \).

3. We compute \( \mathcal{L}P_{\text{hor}}(\ell_{\text{fluid}}) \) as follows:
   
   3a. We compute \( \frac{\partial \ell_{\text{fluid}}}{\partial b} \);
   
   3b. We then compute \( \frac{D}{Dt} \left( \frac{\partial \ell_{\text{fluid}}}{\partial \dot{b}} \right) \);
   
   3c. We observe that (15) can be written as \( \mathcal{L}P_{\text{hor}}(\ell_{\text{fluid}}) = C_{\partial \ell/\partial \xi_b}(\dot{b}, \cdot) - F \) for a judiciously chosen \( F \).

4. The linearity of \( \mathcal{L}P_{\text{hor}} \) implies that \( \mathcal{L}P_{\text{hor}}(L_B) = F \).

5. Lastly, we prove that \( F \equiv F_p \), where \( F_p \) is the boundary force defined in (19).

**Step 1.** From now on we will omit the basepoint in the expressions involving \( \sigma \), and denote \( \sigma(b, \dot{b}) \) simply by \( \sigma(\dot{b}) \) (and similarly for \( \sigma(\delta b) \)).

It is simple to verify that
\[
\langle \frac{\partial \ell}{\partial \xi_b}, \delta \xi_b \rangle = \int_{\approx b} \langle \xi_b + \sigma(\dot{b}), \delta \xi_b \rangle d^3x = \int_{\approx b} \langle u, \delta \xi_b \rangle d^3x.
\]
In other words, \( \frac{\partial \ell}{\partial \xi_b} = u^b \) where we have invoked the Riemannian flat operator. By equation (11) we see that
\[
\frac{Du^b}{Dt} = \frac{\partial u^b}{\partial t} + \text{ad}^*_\sigma(\dot{b})(u^b).
\]

If we substitute these identities into the vertical LP equation we get
\[
\frac{\partial u^b}{\partial t} + \text{ad}^*_\sigma(\dot{b})(u^b) = -\text{ad}^*_b(\xi_b)(u^b).
\]

which implies \( \frac{\partial u^b}{\partial t} + \text{ad}^*_u(u^b) = 0 \). This is Arnold’s description of the Euler equation \( \frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla p \) [AK92, Section 1.5].
Step 2. By inspection we can see that \( LP_{hor} \) is linear and so the horizontal LP equation can be written as \( LP(L_B) + LP(\ell_{\text{fluid}}) = C_{b/\partial b}(\dot{b}, \cdot) \), where \( \ell_{\text{fluid}} \) is the kinetic energy of the fluid, so that \( \ell = L_B + \ell_{\text{fluid}} \). Moreover, note that \( \frac{\partial \ell}{\partial b} = \frac{\partial \ell_{\text{fluid}}}{\partial b} + \frac{\partial L_B}{\partial b} \).

Step 3a By definition \( \frac{\partial \ell_{\text{fluid}}}{\partial b}(b, \dot{b}, \xi_b) \in T_b^* B \) is given by

\[
\left\langle \frac{\partial \ell_{\text{fluid}}}{\partial b}(b, \dot{b}, \xi_b), \delta b \right\rangle = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \ell_{\text{fluid}}(b_\epsilon, \dot{b}_\epsilon, \xi_{b_\epsilon})
\]

where \((b_\epsilon, \dot{b}_\epsilon, \xi_{b_\epsilon})\) is an \(\epsilon\)-dependent curve in \(TB \oplus \tilde{g}\) such that \(\delta b = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} b_\epsilon\) and \(\frac{D}{D\epsilon}(b_\epsilon, \dot{b}_\epsilon, \xi_{b_\epsilon})|_{\epsilon=0} = 0\); see Definition A.3. By equation (10) this implies

\[
\left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \xi_{b_\epsilon} = [\sigma(\delta b), \xi_b].
\]

By the Reynolds transport theorem we find that

\[
\left\langle \frac{\partial \ell_{\text{fluid}}}{\partial b}(b, \dot{b}, \xi), \delta b \right\rangle = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \left( \frac{1}{2} \int_{\approx b} \| \xi_{b_\epsilon} + \sigma(\dot{b}_\epsilon) \|^2 d^3x \right)
\]

\[
= \frac{1}{2} \int_{\approx b} \| \xi_b + \sigma(\dot{b}) \|^2 \sigma(\delta b) \cdot n d^2x + \frac{1}{2} \int_{\approx b} \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \left( \| \xi_{b_\epsilon} + \sigma(\dot{b}_\epsilon) \|^2 \right) d^3x.
\]

Here we have used the fact that the boundary of \(\approx b\) moves with velocity \(\sigma(\delta b)\) as we vary \(\epsilon\) from 0. We can then focus on the second term in the above sum and apply the covariant derivative on \(T^* B \oplus \tilde{g}^*\) to find

\[
\frac{1}{2} \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \left( \| \xi_{b_\epsilon}(x) + \sigma(\dot{b}_\epsilon) \|^2 \right) = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} (\xi_{b_\epsilon}(x) + \sigma(\dot{b}_\epsilon)(x))
\]

\[
= \left\langle \xi_b(x) + \sigma(\dot{b})(x), -[\xi_b, \sigma(\delta b)] + \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} (\sigma(\dot{b}_\epsilon)) \right\rangle
\]

\[
= \left\langle \xi_b(x) + \sigma(\dot{b})(x), -[\xi_b, \sigma(\delta b)] + \left\langle \frac{\partial \sigma}{\partial b}(\dot{b}), \delta b \right\rangle + \sigma \left( \frac{D \dot{b}}{D\epsilon} \right) \right\rangle
\]

where the second line is obtained from the first line via equation (20) and the third line is gained by viewing \(\sigma\) as a vector-valued one-form and invoking proposition A.3.

Because \(\dot{b}_\epsilon\) is a parallel translate of \(\dot{b}\) we know that \(\frac{\partial \dot{b}_\epsilon}{\partial \epsilon} = 0\). This allows us to drop one term in the last line. Substitution into equation (21) yields

\[
\left\langle \frac{\partial \ell_{\text{fluid}}}{\partial b}(b, \dot{b}, \xi_b), \delta b \right\rangle = \frac{1}{2} \int_{\approx b} \| \xi_b(x) + \sigma(\dot{b})(x) \|^2 \sigma(\delta b) \cdot n d^2x
\]

\[
+ \int_{\approx b} \left\langle \xi_b(x) + \sigma(\dot{b})(x), -[\xi_b, \sigma(\delta b)] + \left\langle \frac{\partial \sigma}{\partial b}(\dot{b}), \delta b \right\rangle \right\rangle d^3x.
\]
Finally, we may reduce clutter by substituting \( u = \xi_b + \sigma(\dot{b}) \) and invoking the divergence theorem to transform the surface integral into a volume integral. This yields

\[
\left\langle \frac{\partial \ell_{\text{fluid}}}{\partial \dot{b}}(b, \dot{b}, \xi_b), \delta b \right\rangle = \int_{\approx b} \left\{ \text{div} \left( \frac{1}{2} \| u \|^2 \sigma(\delta b) \right) + \left\langle u, [\sigma(\delta b), \xi_b] + \left\langle \frac{\partial \sigma}{\partial \dot{b}}(\dot{b}), \delta b \right\rangle \right\} \right\rangle d^3 x
\]

(22)

**Step 3b** We find that the fiber derivative of \( \ell_{\text{fluid}} \) is given by

\[
\left\langle \frac{\partial \ell_{\text{fluid}}}{\partial \dot{b}}(b, \dot{b}, \xi_b), \delta b \right\rangle = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \ell_{\text{fluid}}(b, \dot{b} + \epsilon \delta b, \xi_b)
= \int_{\approx b} \left\langle \xi_b + \sigma(\dot{b}), \sigma(\delta b) \right\rangle d^3 x
= \left\langle u^b, \sigma(\delta b) \right\rangle.
\]

By the definition of the covariant derivative on \( \tilde{g}^* \) we find

\[
\left\langle \frac{D}{Dt} \left( \frac{\partial \ell_{\text{fluid}}}{\partial \dot{b}} \right), \delta b \right\rangle = \frac{d}{dt} \left\langle \frac{\partial \ell_{\text{fluid}}}{\partial \dot{b}}, \delta b \right\rangle - \left\langle \frac{\partial \ell_{\text{fluid}}}{\partial \dot{b}}, \frac{D \delta b}{Dt} \right\rangle.
\]

(23)

We can see by direct computation that

\[
T_2 = \int_{\approx b} \left\langle u, \sigma \left( \frac{D \delta b}{Dt} \right) \right\rangle d^3 x.
\]

This is as far as we need to go with \( T_2 \) and we will now rework \( T_1 \). Firstly, we note that \( T_1 \) is the time derivative of an integral over a time dependent domain, so we must invoke the Reynolds transport theorem a second time. This yields the equivalence

\[
T_1 = \int_{\partial \approx b} \left\langle \xi_b + \sigma(\dot{b}), \sigma(\delta b) \right\rangle \left\langle \xi_b + \sigma(\dot{b}), n \right\rangle d^2 x + \int_{\approx b} \frac{d}{dt} \left\langle \xi_b + \sigma(\dot{b}), \sigma(\delta b) \right\rangle d^3 x
\]

By construction \( \left\langle \xi_b, n \right\rangle = 0 \) on the boundary of \( \approx b \) so that

\[
T_1 = \int_{\partial \approx b} \left\langle \xi_b + \sigma(\dot{b}), \sigma(\delta b) \right\rangle \left\langle \sigma(\dot{b}), n \right\rangle d^2 x + \int_{\approx b} \frac{d}{dt} \left\langle u, \sigma(\delta b) \right\rangle d^3 x.
\]

Finally substituting \( u = \sigma(\dot{b}) + \xi_b \) yields

\[
T_1 = \int_{\approx b} \left\langle u, \sigma(\delta b) \right\rangle \left\langle \sigma(\dot{b}), n \right\rangle d^2 x + \int_{\approx b} \left( \left\langle \frac{\partial u}{\partial t}, \sigma(\delta b) \right\rangle + \left\langle u, \frac{\partial}{\partial t} \sigma(\delta b) \right\rangle \right) d^3 x.
\]
The term $\frac{\partial}{\partial t} \sigma(b)$ can be handled by invoking proposition A.3 a second time. Explicitly, this gives us the equivalence

$$\frac{\partial}{\partial t} \sigma(b) = \left\langle \frac{\partial \sigma}{\partial b}(b), \dot{b} \right\rangle + \sigma \left( \frac{D\delta b}{Dt} \right)$$

where we have used the fact that $\sigma$ is fiberwise linear on $TB$, and therefore $\sigma$ is equal to its own fiber derivative. We can substitute the above computation into $T_1$ to get the final expression

$$T_1 = \int_{\approx\approx b} \langle u, \sigma(\delta b) \rangle \langle \sigma(\dot{b}), n \rangle d^2 x$$

We can finally revisit equation (23), and write it as

$$\left\langle \frac{D}{Dt} \left( \frac{\partial \ell_{\text{fluid}}}{\partial b} \right), \delta b \right\rangle = T_1 - T_2$$

$$= \int_{\approx\approx b} \langle u, \sigma(\delta b) \rangle \langle \sigma(\dot{b}), n \rangle d^2 x + \int_{\approx\approx b} \left\langle \langle \frac{\partial u}{\partial t}, \sigma(\delta b) \rangle + \langle u, \frac{\partial \sigma}{\partial b}(\delta b), \dot{b} \rangle \right\rangle d^3 x$$

We can substitute the vertical equation $\frac{\partial u}{\partial t} = -\nabla p - u \cdot \nabla u$ and (as is customary) we will convert the surface integral into a volume integral via the divergence theorem. This yields

$$\left\langle \frac{D}{Dt} \left( \frac{\partial \ell_{\text{fluid}}}{\partial b} \right), \delta b \right\rangle =$$

$$\int_{\approx\approx b} \left\{ \text{div} \left( \langle u, \sigma(\delta b) \rangle \sigma(\dot{b}) - \frac{1}{2} \|u\|^2 \sigma(\delta b) \right) - \langle \nabla p + u \cdot \nabla u, \sigma(\delta b) \rangle + \langle u, \sigma(\dot{b}), \sigma(\delta b) \rangle \right\} d^3 x$$

**Step 3c** By subtracting (22) from (24) we find

$$\left\langle \frac{D}{Dt} \left( \frac{\partial \ell_{\text{fluid}}}{\partial b} \right) - \frac{\partial \ell_{\text{fluid}}}{\partial b}, \delta b \right\rangle = \int_{\approx\approx b} \left\{ \text{div} \left( \langle u, \sigma(\delta b) \rangle \sigma(\dot{b}) - \frac{1}{2} \|u\|^2 \sigma(\delta b) \right) - \langle \nabla p + u \cdot \nabla u, \sigma(\delta b) \rangle + \langle u, \sigma(\dot{b}), \sigma(\delta b) \rangle \right\} d^3 x$$

$$+ \left\langle u, \left( \frac{\partial \sigma}{\partial b}(\delta b), \dot{b} \right) - \left( \frac{\partial \sigma}{\partial b}(\dot{b}), \delta b \right) \right\rangle d^3 x$$

We may now invoke proposition A.4 to replace the term $\left\langle \frac{\partial \sigma}{\partial b}(\delta b), \dot{b} \right\rangle - \left( \frac{\partial \sigma}{\partial b}(\dot{b}), \delta b \right)$ with $d\sigma(\dot{b}, \delta b)$. Finally we use the equivalence $C(\dot{b}, \delta b) = d\sigma(\dot{b}, \delta b) - [\sigma(\dot{b}), \sigma(\delta b)]$.
to rewrite the last equation as
\[
\left\langle \frac{D}{Dt} \left( \frac{\partial \ell_{\text{fluid}}}{\partial b} \right), \delta b \right\rangle = \int_{\partial b} \left\{ \text{div} \left( \langle \mathbf{u}, \sigma(\delta b) \rangle \sigma(b) - \frac{1}{2} \| \mathbf{u} \|^2 \sigma(\delta b) \right) - \langle \nabla p + \mathbf{u} \cdot \nabla \mathbf{u}, \sigma(\delta b) \rangle - \langle \mathbf{u}, [\sigma(\delta b), \xi_b] \rangle 
- \langle \mathbf{u}, \sigma(\delta b), \sigma(\dot{b}) \rangle \right\} d^3x
\]

We define the term \( C_{\partial \ell/\partial \xi_b}(\dot{b}, \delta b) = \int_{\partial b} \langle \mathbf{u}, C(\dot{b}, \delta b) \rangle d^3x \), so that we may conclude
\[
\mathcal{LP}_{\text{hor}}(\ell_{\text{fluid}}) = C_{\partial \ell/\partial \xi_b}(\dot{b}, \cdot ) - F(b, \dot{b}, u).
\]

**Step 4.** Given the linearity of \( \mathcal{LP}_{\text{hor}} \), (15) give us
\[
C_{\partial \ell/\partial \xi_b}(\dot{b}, \cdot ) = \mathcal{LP}_{\text{hor}}(\ell) = \mathcal{LP}_{\text{hor}}(\ell_{\text{fluid}}) + \mathcal{LP}_{\text{hor}}(L_B) = C_{\partial \ell/\partial \xi_b}(\dot{b}, \cdot ) - F + \mathcal{LP}_{\text{hor}}(L_B),
\]
so that \( \mathcal{LP}_{\text{hor}}(L_B) = F \).

**Step 5.** To reduce clutter, set \( v = \sigma(\delta b) \) and \( w = \sigma(\dot{b}) \) so that the term given by \( F \) may be rewritten as
\[
F = \int_{\partial b} \text{div} \left( (u \cdot v)w - \frac{1}{2}(u \cdot u)v \right) + u \cdot [v, u]_{\mathcal{W}} - (\nabla p + u \cdot \nabla u) \cdot v d^3x
\]
Using Einstein’s summation notation we may write \( F \) as:
\[
F = \int_{\partial b} \frac{\partial}{\partial x^k} \left( u^i v^j w^k - \frac{1}{2} u^i u^j v^k \right) + u^k \left( \frac{\partial u^k}{\partial x^i} v^j - \frac{\partial v^k}{\partial x^i} u^j \right) - \left( \frac{\partial p}{\partial x^k} v^k + u^i v^k \frac{\partial u^k}{\partial x^i} \right) d^3x.
\]
Using the fact that \( u \) and \( v \) are divergence free, so that \( \frac{\partial u^k}{\partial x^i} = \frac{\partial v^k}{\partial x^i} = 0 \), this simplifies to
\[
F = \int_{\partial b} \frac{\partial}{\partial x^k} (v^j u^i) (w^k - u^k) - \frac{\partial p}{\partial x^k} v^k d^3x
= \int_{\partial b} \text{div} \left( -p(x)v(x) - (v(x) \cdot u(x)) \xi_b(x) \right) d^3x
= \int_{\partial b} \langle -p(x)\sigma(\delta b)(x) - \langle \sigma(\delta b), u(x) \rangle \xi_b(x), n(x) \rangle d^2x.
\]
Noting that \( \xi_b = u - \sigma(b, \dot{b}) \equiv u - v \) is tangent to the boundary, and therefore orthogonal to the unit normal \( n \) we can drop the term involving \( \xi_b \) so that
\[
F = - \int_{\partial b} \langle p(x)\sigma(\delta b)(x), n(x) \rangle d^2x
\]
and by the no-slip condition of \( \sigma \) we find

\[
F = -\int_{\partial \approx b} \langle p(x)n(x), (\delta b \circ b^{-1})(x) \rangle d^2x,
\]

so that \( F = F_p \), as claimed.

Thus we may conclude that the Euler-Lagrange equations for \( L_B \) are given by

\[
\left\langle \frac{D}{Dt} \left( \frac{\partial L_B}{\partial \dot{b}} \right) - \frac{\partial L_B}{\partial b}, \delta b \right\rangle = -\int_{\partial \approx b} \langle p(x)n(x), (\delta b \circ b^{-1})(x) \rangle d^2x
\]

for arbitrary variations \( \delta b \) and the theorem follows. \( \square \)

5. Dissipative Lagrangian mechanics in the finite Reynolds regime

To add a viscosity to our formulation we need to alter our constructions in two ways. Firstly, we incorporate the no-slip boundary condition directly into our configuration manifold. We do this by using the submanifold

\[
Q_{ns} := \{ (b, \varphi) \in Q \mid b(x) = \varphi(b_{ref}(x)) \quad \forall x \in \partial \mathcal{B} \}.
\]

The group of particle relabeling symmetries is now the group of diffeomorphisms of \( \approx_{\text{ref}} \) which keep the boundary point-wise fixed,

\[
G_{ns} := \{ \psi \in SDiff(\approx_{\text{ref}}) \mid \psi(x) = x \quad \forall x \in \partial \approx_{\text{ref}} \}.
\]

The Lie algebra of \( G_{ns} \) is the set

\[
\mathfrak{g}_{ns} = \{ \eta \in \mathfrak{X}_{\text{vol}}(\approx_{\text{ref}}) \mid \eta(x) = 0, \forall x \in \partial \approx_{\text{ref}} \},
\]

and \( P_{ns} = TQ_{ns}/G_{ns} \) changes accordingly: \( P_{ns} \) consists of all triples \((b, \dot{b}, u)\) such that \( u(x) = \dot{b}(b^{-1}(x)) \) for all \( x \in \partial \approx_b \). Similarly, the bundle \( \tilde{\mathfrak{g}}_{ns} \) consists of pairs \((b, \xi_b)\) such that \( \xi_b \in \mathfrak{X}_{\text{div}}(\approx_{\approx_b}) \) satisfies \( \xi_b(x) = 0 \) for any \( x \in \partial \approx_b \). It can be proven, as before, that \( P_{ns} \) is isomorphic to \( TB \oplus \tilde{\mathfrak{g}}_{ns} \) upon choosing a section \( \sigma : (b, \dot{b}) \in TB \mapsto \sigma(b, \dot{b}) \in \mathfrak{X}_{\text{div}}(\approx_{\approx_b}) \).

The second change that we need to make is the addition of a viscous friction force. For a viscous fluid with viscosity \( \nu > 0 \), the viscous force is a map \( F_\nu : P_{ns} \to P_{ns}^* \) defined in Euclidean coordinates by

\[
\langle F_\nu(b, \delta b, u), (b, \dot{b}, v) \rangle = \nu \int_{\approx_{\approx_b}} \text{trace}(\nabla u^T \nabla v) d^3x
\]

\[
= -\nu \int_{\approx_{\approx_b}} \langle \Delta u, v \rangle d^3x + \nu \int_{\partial \approx_{\approx_b}} \left\langle \frac{\partial u}{\partial n}, v \right\rangle d^2x
\]

(26)

While this map can also be defined for an arbitrary Riemannian manifold, our prime concern below is with the Euclidean case defined here. Below, we will also need the pull-back of \( F_\nu \) to \( TQ_{ns} \), denoted by \( \tilde{F}_\nu \) and defined by

\[
\langle \tilde{F}_\nu(b, \dot{b}, \varphi, \nu), (b, \delta b, \varphi, w_\varphi) \rangle = \left\langle F_\nu(b, \dot{b}, \nu \varphi^{-1}), (b, \delta b, w_\varphi \circ \varphi^{-1}) \right\rangle,
\]

for all \((b, \dot{b}, \varphi, \nu), (b, \delta b, \varphi, w_\varphi) \in TQ_{ns} \).
Because of the isomorphism between $P_{\text{ns}}$ and $TB \oplus \tilde{\mathfrak{g}}_{\text{ns}}$, we can also view $F_\nu$ as a map from $TB \oplus \tilde{\mathfrak{g}}_{\text{ns}}$ to $T^*B \oplus \tilde{\mathfrak{g}}_{\text{ns}}^*$, denoted by the same letter and given by

$$\langle F_\nu(b,b,\xi), (b,\delta b, \eta) \rangle = \nu \int \frac{\text{trace} \left( \nabla (\sigma(b) + \xi) \nabla (\sigma(\delta b) + \eta) \right)}{\|b\|_{\mathfrak{g}_{\text{ns}}}} \, d^3x.$$ 

**Theorem 5.1.** Let $L$ be the fluid-structure Lagrangian of equation (5) restricted to $TQ_{\text{ns}}$ and $\ell : TB \oplus \tilde{\mathfrak{g}}_{\text{ns}} \to \mathbb{R}$ the reduced Lagrangian written in terms of a section, $\sigma : (b, \dot{b}) \in TB \to \sigma(b,\dot{b}) \in X_{\text{div}}(\mathcal{Q}_{\text{ns}})$. Given a curve $q(t) = (b(t), \varphi(t)) \in Q_{\text{ns}}$, let $(b, \dot{b}, \xi_b)$ be the induced curve in $TB \oplus \tilde{\mathfrak{g}}_{\text{ns}}$, i.e. such that $\xi_b = \dot{\varphi} \circ \varphi^{-1} - \sigma(b,\dot{b})$. Then the following are equivalent:

1. The curve, $q(\cdot)$, satisfies the variational principle

$$\delta \int_0^t L(q, \dot{q}) \, dt = \int_0^t \langle \tilde{F}_\nu(q, \dot{q}), \delta q \rangle \, dt$$

with respect to variations of $q(\cdot)$ with fixed end points.

2. The curve, $q(\cdot)$, satisfies the externally forced Euler-Lagrange equations

$$\frac{D}{Dt} \left( \frac{\partial \ell}{\partial \dot{q}} \right) - \frac{\partial \ell}{\partial q} = \tilde{F}_\nu,$$

where $\tilde{F}_\nu$ is the lift of the viscous force $F_\nu$, defined in (27).

3. The curve $(b, \dot{b}, \xi_b)(\cdot)$ satisfies the variational principle

$$\delta \int_0^t \ell(b, \dot{b}, \xi_b) \, dt = \int_0^t \langle F_\nu(b, \dot{b}, \xi_b), \eta_b \rangle \, dt$$

with respect to arbitrary variations of the curve $b(t)$ with fixed end-points and covariant variations $\delta^c \xi_b$ given by (14) for an arbitrary curve $(b, \eta_b)(t) \in \tilde{\mathfrak{g}}_{\text{ns}}$ with vanishing end-points.

4. The curve $(b, \dot{b}, \xi_b)(\cdot)$ satisfies the externally forced Lagrange-Poincaré equations

$$\frac{D}{Dt} \left( \frac{\partial \ell}{\partial \dot{b}} \right) - \frac{\partial \ell}{\partial b} = i_b C_{\partial t/\partial \xi_b} + F_{\text{ns}}$$

$$\frac{D}{Dt} \left( \frac{\partial \ell}{\partial \xi_b} \right) = - \text{ad}_{(b, \xi_b)}^{(b, \xi_b)} \left( \frac{\partial \ell}{\partial \xi_b} \right) + f_\nu$$

where,

$$\langle F_{\text{ns}}(v_b, \xi_b), \delta b \rangle = \nu \int_{\partial |b|_{\mathfrak{g}_{\text{ns}}}} \langle n(x) \cdot \nabla u(x), \delta b(b^{-1}(x)) \rangle \, d^2x \quad \forall \delta b \in T_b B$$

$$\langle f_\nu(v_b, \xi_b), \eta_b \rangle = -\nu \int_{\partial |b|_{\mathfrak{g}_{\text{ns}}}} \langle \Delta (\sigma(v_b) + \xi_b), \eta_b \rangle \, d^3x \quad \forall \eta_b \in \tilde{\mathfrak{g}}_{\text{ns}}.$$
(5) If $M = \mathbb{R}^d$ then the curve $(b, \dot{b}, \xi_b)(\cdot)$ satisfies
\[
\frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla p + \nu \Delta u
\]
\[
\frac{D}{Dt} \left( \frac{\partial L_B}{\partial \dot{b}} \right) - \frac{\partial L_B}{\partial b} = F_p + F_{ns}
\]
where $u = \xi_b + \sigma(b, \dot{b})$, and $F_p$ is the pressure force on the boundary of the body given in Theorem 4.1.

Proof. The equivalence of (1) and (2) is standard. The equivalent of (1) and (3) is proven using the same manipulations described in Theorem 4.1. The equivalence of (2) and (4) is merely a statement of the Lagrange-Poincaré reduction theorem with the addition of a force. Assume (4) and we will prove equivalence with (5).

We will deal with the vertical equation first by understanding the force on the fluid. By (26) the total viscous force is
\[
\langle F_v(b, \dot{b}, \xi_b), (b, \delta b, \eta_b) \rangle = -\nu \int_{\approx_{b}} \langle \Delta u, \eta_b + \sigma(\delta b) \rangle d^3x + \nu \int_{\partial \approx_{b}} \left\langle \frac{\partial u}{\partial n}, \delta b(b^{-1}(x)) \right\rangle d^2x,
\]
where $v$ of (26) is given by $v = \sigma(\delta b) + \eta_b$ and we have invoked the boundary conditions $\eta_b = 0$ and $\sigma(\delta b) = \delta b \circ b^{-1}$ on $\partial \approx_{b}$.

Following the same procedure as for the inviscid case (see “step 1” in the proof of Theorem 4.2) we arrive at the equation
\[
\dot{u}^b + ad^*_u(u^b) = \nu \Delta u^b.
\]
on $\approx_{b}$. On $\mathbb{R}^d$ this becomes
\[
\frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla p + \nu \Delta u.
\]
Additionally, if we denote the horizontal Lagrange-Poincaré operator
\[
\mathcal{LP}_{\text{hor}} := \frac{D}{Dt} \left( \frac{\partial}{\partial \dot{b}} \right) - \frac{\partial}{\partial b}
\]
we find that (just as in the inviscid case), $\mathcal{LP}_{\text{hor}}(\ell_{\text{fluid}}) = i_b C_{\partial \ell/\partial \xi_b} - F_p$, where
\[
\langle F_p(b, \dot{b}), w_b \rangle = -\int_{\partial \approx_{b}} p(x) \langle n(x), w_b(b^{-1}(x)) \rangle d^2x
\]
is the pressure force on the body. Note that $\ell = L_B + \ell_{\text{fluid}}$ and $\mathcal{LP}_{\text{hor}}$ is a linear operator on the set of reduced Lagrangians. Therefore the (forced) horizontal Lagrange-Poincare equation states
\[
\mathcal{LP}_{\text{hor}}(L_B) + \mathcal{LP}_{\text{hor}}(\ell_{\text{fluid}}) = i_b C_{\partial \ell/\partial \xi_b} + F_{ns}.
\]
Putting all these pieces together yields the forced Euler-Lagrange equation on $B$ given by
\[
\frac{D}{Dt} \left( \frac{\partial L_B}{\partial \dot{b}} \right) - \frac{\partial L_B}{\partial b} = F_p + F_{ns}.
\]
Reversing these steps proves the equivalence of (5) with (4).

6. Conclusion

In this paper we have identified the configuration manifold of fluid structure interactions as a principal $G$-bundle and found equations of motion on $P = TQ/G$ which are equivalent to the standard ones obtained in continuum mechanics literature [Bat00]. We were then able to derive the equations of motion for a body immersed in a Navier-Stokes fluid by adding a viscous force and a no-slip condition. Given this geometric perspective we can extend, specialize, and apply our findings. Such endeavors entail future work.

**Rigid bodies:** We could restrict the groupoid $\mathcal{G}$ of remark 2.3 by considering a subgroupoid
\[
\mathcal{G}_{\text{rigid}} := \{ g \in \mathcal{G} \mid \exists A \in \text{SE}(3), \beta(g) = A \cdot \alpha(g) \}.
\]
We expect the resulting equations of motion to be that of a rigid body immersed in an ideal fluid. This would be an interesting generalization of Arnold’s discovery that the Euler equations are right trivialized geodesic equations on a Lie group, in that we would have found that the equations for a rigid body in an ideal fluid are right trivialized geodesic equations on a Lie groupoid. The equations of motion for a rigid body in a fluid have been treated from a geometric point of view in [Rad03, KMRMH05, VKM09, VKM10], but so far the relevance of Lie groupoids in this context has not been explored.

**Complex fluids:** There exists a unifying framework for understanding complex fluids using the notion of advected parameters [GBR09]. This framework uses the interpretation of an incompressible fluid as an ODE on the set of volume preserving diffeomorphisms and extends the ideal fluid case by appending parameters in a vector space which are advected by the diffeomorphisms of the fluid. This framework captures magneto-hydrodynamics, micro-stretch liquid crystals, and Yang-Mills fluids. Merging these ideas with the Lagrange-Poincaré formalism presented here should be possible. Moreover, the notion of “advection” fits naturally in the groupoid theoretic framework of remark 2.3 where the source map stores the initial state of the system.

**Numerical algorithms:** Discrete Lagrangian mechanics is a framework for the construction of numerical integrators for Lagrangian mechanical systems. These integrators typically preserve some of the underlying geometry, and as a consequence have good long-term conservation and stability properties (see [MW01, HLW02]). The ideas of discrete mechanics have been extended to deal with mechanical systems on Lie groups (see [LLM08] and the references therein) and in
a variational integrator for ideal fluid dynamics was proposed by approximating $\text{SDiff}(M)$ with a finite dimensional Lie group. It would be interesting to pursue a melding of these integration schemes by “discretizing” the Lie groupoid $G_{\text{rigid}}$ to obtain a variational integrator for the interaction of an ideal fluid with a rigid body by approximating it as a finite dimensional Lie groupoid. The groupoid framework of this paper would provide a natural inroad into this problem, the more so since in [Wei95] it was shown that many variational integrators can viewed as discrete mechanical systems on Lie groupoids.
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APPENDIX A. CONNECTIONS ON VECTOR BUNDLES

In this section we will derive identities from the theory of connections on vector bundles. These results are mostly used in the proofs of Theorems 4.1 and 4.2.

A.1. Vertical bundles. For any vector bundle, $\pi : E \to M$, we may invoke the tangent bundle, $\tau_E : TE \to E$, and define the vertical bundle, $\pi_V : V(E) \to E$, where $V(E) = \text{kernel}(T\pi)$ and $\pi_V := \tau_E|_{V(E)}$. Equivalently, we may define the vertical bundle as the set of tangent vectors of $E$ of the form $\frac{d}{d\epsilon}|_{\epsilon=0}(e + \epsilon f)$ where $f, e$ are in the same fiber. This gives us the following proposition.

**Proposition A.1.** The map $v^\uparrow : (e_1, e_2) \in E \oplus E \mapsto \frac{d}{d\epsilon}|_{\epsilon=0}(e_1 + \epsilon e_2) \in V(E)$ is an isomorphism.

We call the map $v^\uparrow$ of Proposition A.1 the vertical lift.

A.2. Connections. There are three types of connections used in this paper: Levi-Civita connections, connections on a vector bundle, and principal connections. In this section, we will review the first two notions while principal connections will be discussed in Appendix B. In particular, we define the covariant derivative induced by a vector bundle connection, as this concept will be used to formulate
the equations of motion throughout the paper; see for instance Theorems 4.1 and 4.2.

**Definition A.1.** A horizontal sub-bundle on a vector bundle, \( \pi : E \to M \), is a subbundle, \( H(E) \subset TE \), such that \( TE = H(E) \oplus V(E) \). Given a horizontal sub-bundle we define the projections \( \text{ver} : TE \to V(E) \) and \( \text{hor} : TE \to H(E) \). The projection, \( \text{ver} \), is called a connection.

This definition of connection appears in [KSM99] where it is called a “generalized connection”. The choice of a connection has a number of consequences, the most important being the existence of a horizontal lift.

**Proposition A.2.** Given a connection on a vector bundle \( \pi : E \to M \), there exists an inverse to the map \( \tau : H(E) \to E \oplus TM \). We denote this inverse by \( h^\uparrow : E \oplus TM \to H(E) \), and call it the horizontal lift.

**Proof.** Choose an \( e \in E \) and let \( H_e(E), V_e(E), T_eE \) denote the fibers of the horizontal bundle, the vertical bundle, and the tangent bundle above \( e \). As \( T_eE = H_e(E) \oplus V_e(E) \) and \( V_e(E) = \ker(T_e\pi) \), we see that \( T_e\pi|_{H_e(E)} \) is injective. Additionally, \( T_e\pi|_{H_e(E)} \) must also be surjective since \( T_e\pi(T_eE) = T_mM \) where \( m = \pi(e) \). Thus \( T_e\pi|_{H_e(E)} \) is invertible. We define \( h^\uparrow : E \oplus TM \to H(E) \) by \( h^\uparrow(e, \dot{m}) = T_e\pi|_{H_e(E)}^{-1}(\dot{m}) \).

We will occasionally use the notation \( h^\uparrow_e(\dot{m}) \equiv h^\uparrow(e, \dot{m}) \). Additionally, the choice of a connection induces a covariant derivative.

**Definition A.2.** We define the vertical drop to be the map, \( v_\downarrow : V(E) \to E \) given by

\[
v_\downarrow = \pi_2 \circ (v^\uparrow)^{-1}
\]

where \( \pi_2 : E \oplus E \to E \) is the projection onto the second \( E \) component. Let \( I \subset \mathbb{R} \) be an interval so that we may consider the set \( C(I, E) \) consisting of curves from \( I \) into \( E \). We define the covariant derivative with respect to the connection \( H(E) \) to be the map, \( \frac{D}{Dt} : C(I, E) \to E \), given by

\[
\frac{D}{Dt}e = v_\downarrow\left[ \text{ver}\left( \frac{de}{dt} \right) \right]
\]

for a curve \( e(\cdot) \in C(I, E) \).

Lastly, the choice of a connection also provides two partial derivatives on a vector bundle.

**Definition A.3.** Let \( \pi : E \to M \) be a vector bundle and let \( f : E \to \mathbb{R} \) be a function. Given a connection we define the partial derivative of \( f \) with respect to \( m \) as the vector bundle morphism, \( \frac{\partial f}{\partial m} : E \to T^*M \), given by

\[
\left( \frac{\partial f}{\partial m}(e), \delta m \right) := \langle df(e), h^\uparrow_e(\delta m) \rangle;
\]
see [AMR09]. Additionally we define the fiber derivative, \( \frac{\partial f}{\partial e} : E \to E^\ast \), given by
\[
\left\langle \frac{\partial f}{\partial e}(e), e' \right\rangle = \left\langle df(e), v^\uparrow(e, e') \right\rangle := \left. \frac{d}{de} \right|_{e=0} (f(e + ee')).
\]

These partial derivatives allow us to write down the differential of a real-valued function in a new way.

**Proposition A.3.** Let \( f : E \to \mathbb{R} \). Let \( \delta e \in TE \) and \( \delta m = T\pi(\delta e) \). Then
\[
\left\langle df(e), \delta e \right\rangle = \left\langle \frac{\partial f}{\partial m}(e), \delta m \right\rangle + \left\langle \frac{\partial f}{\partial e}(e), De(e) \right\rangle.
\]
where \( e(t) \) is a path in \( E \) tangent to \( \delta e \).

**Proof.** We observe that
\[
\left\langle df, \delta e \right\rangle = \left\langle df, \text{hor} (\delta e) \right\rangle + \left\langle df, \text{ver} (\delta e) \right\rangle.
\]
By definition, the first term is identically
\[
\left\langle df, \text{hor}(T\pi(\delta e)) \right\rangle = \left\langle \frac{\partial f}{\partial m}, \delta m \right\rangle.
\]
The second term is
\[
\left\langle df, \text{ver}(\delta e) \right\rangle = \left\langle df, v^\uparrow(e, De(e)) \right\rangle = \left\langle \frac{\partial f}{\partial e}(e), \frac{De(e)}{Dt} \right\rangle.
\]
\( \Box \)

The covariant derivative on curves in \( E \) naturally induces a covariant derivative on curves in \( E^\ast \) given by the condition
\[
\frac{d}{dt} \left\langle \alpha, e \right\rangle = \left\langle \frac{D\alpha}{Dt}, e \right\rangle + \left\langle \alpha, \frac{De}{Dt} \right\rangle.
\]

(28)

**Remark A.1.** Given vector bundles \( E_1 \) and \( E_2 \) with horizontal sub-bundles \( H(E_1) \) and \( H(E_2) \) we can define a horizontal sub-bundle by taking the direct sum: \( H(E_1 \oplus E_2) = H(E_1) \oplus H(E_2) \). This will be valuable later when dealing with equations of motion on the direct sum of a Riemannian manifold and an adjoint bundle. \( \diamond \)

**A.3. Connections on Riemannian manifolds.** The two most important examples of connections (for us) are the Levi-Civita connection of a Riemannian manifold, and a principal connection of a principal bundle. We will review these next. To do this we introduce the notion of an affine connection.

**Definition A.4.** An affine connection on a vector bundle \( \pi : E \to M \) is a mapping, \( \nabla : \mathfrak{X}(M) \oplus \Gamma(E) \to \Gamma(E) \) such that
\begin{enumerate}
  \item \( \nabla_X + gY(\sigma) = f \nabla_X \sigma + g \nabla_Y \sigma \) for \( f, g \in C^\infty(M), X, Y \in \mathfrak{X}(M), \sigma \in \Gamma(E) \).
  \item \( \nabla_X(\sigma_1 + \sigma_2) = \nabla_X \sigma_1 + \nabla_X \sigma_2 \) for \( \sigma_1, \sigma_2 \in \Gamma(E) \).
  \item \( \nabla_X(f \sigma) = X[f] \sigma + f \nabla_X \sigma \) for \( f \in C^\infty(M), X \in \mathfrak{X}(M), \sigma \in \Gamma(E) \).
\end{enumerate}
Let $M$ be a Riemannian manifold with a metric $\langle \cdot, \cdot \rangle_M$. A connection on $TM$ is a subspace, $H(TM) \subset TTM$ and the covariant derivative is a map $\frac{D}{Dt} : C(I, TM) \to TM$. The covariant derivative uniquely defines an affine connection by the equivalence $(\nabla_X Y)(m_0) = \frac{Dv}{Dt}$ where $v(t) = Y(m(t))$ and $m(t)$ is the integral curve of $X$ with the initial condition $m_0$ [AM00, Section 2.7]. There is a one-to-one correspondence between affine connections and covariant derivatives.

On a Riemannian manifold there is a canonical affine connection which satisfies the following two extra properties:

1. $\nabla_X Y - \nabla_Y X = [X,Y]$ (torsion free).
2. $\langle \nabla_Z X, Y \rangle_M + \langle X, \nabla_Z Y \rangle_M = Z[\langle X, Y \rangle_M]$ (metric)

for any $X,Y,Z \in \mathfrak{X}(M)$. We call this unique affine connection the Levi-Civita connection.

**Proposition A.4.** Let $\alpha \in \Omega^1(M)$. A torsion-free connection (such as the Levi-Civita connection) on $TM$ induces the equivalence

$$d\alpha(v,w) = \left\langle \frac{\partial \alpha}{\partial x}(w), v \right\rangle - \left\langle \frac{\partial \alpha}{\partial x}(v), w \right\rangle,$$

where we are viewing $\alpha$ as an element of $C^\infty(TM)$ on the right hand side, and an element of $\Omega^1(M)$ on the left hand side.

**Proof.** Let $X,Y \in \mathfrak{X}(M)$. By the definition of $\frac{\partial \alpha}{\partial x}$ viewed as a function on $TM$ we find

$$\left\langle \frac{\partial \alpha}{\partial x}(X), Y \right\rangle(x) = \langle d_{TM} \alpha, h_{X(x)}^\uparrow (Y(x)) \rangle,$$

where $d_{TM}$ is the exterior derivative on $TM$. Note that $h_{X(x)}^\uparrow (Y(x))$ is a vector in $TTM$ over $X(x) \in TM$ obtained by parallel transporting the vector $Y(x)$ over a curve with velocity $X(x)$. In other words

$$\left\langle \frac{\partial \alpha}{\partial x}(X), Y \right\rangle(x) = \frac{d}{dt}\bigg|_{t=0} \langle \alpha(\tilde{x}(t)), Y_{t} \rangle,$$

where $\tilde{x}(t)$ is an arbitrary curve such that $\tilde{x}(0) = x$ and $\frac{d\tilde{x}}{dt}\bigg|_{t=0} = X(x)$. By the induced covariant derivative on curves of covectors we find

$$\left\langle \frac{\partial \alpha}{\partial x}(X), Y \right\rangle(x) = \left\langle \frac{D\alpha(\tilde{x}(t))}{Dt}\bigg|_{t=0}, Y_{0} \right\rangle + \left\langle \alpha(x), \frac{DY_t}{Dt}\bigg|_{t=0} \right\rangle.$$
As \( Y_0 = Y(x) \) we see that we can use the identity \( \frac{d}{dt} \langle \alpha, Y \rangle = \langle \frac{D\alpha}{Dt}, Y \rangle + \langle \alpha, \frac{DY}{Dt} \rangle \) to rewrite the above equations as

\[
\left\langle \frac{\partial \alpha}{\partial x}(X), Y \right\rangle(x) = \frac{d}{dt} \bigg|_{t=0} \langle \alpha(x(t)), Y(x(t)) \rangle - \left\langle \alpha, \frac{D}{Dt} \bigg|_{t=0} (Y(x(t))) \right\rangle.
\]

As \( x \in M \) is arbitrary, we can write this in terms of the affine connection \( \nabla \) as

\[
\left\langle \frac{\partial \alpha}{\partial x}(X), Y \right\rangle = \mathcal{L}_X \langle \alpha, Y \rangle - \langle \alpha, \nabla_X Y \rangle.
\]

If we swap \( X \) and \( Y \) and subtract these equations we find

\[
\left\langle \frac{\partial \alpha}{\partial x}(X), Y \right\rangle - \left\langle \frac{\partial \alpha}{\partial x}(Y), X \right\rangle = \mathcal{L}_X \langle \alpha, Y \rangle - \mathcal{L}_Y \langle \alpha, X \rangle - \langle \alpha, \nabla_X Y - \nabla_Y X \rangle.
\]

By the torsion free property,

\[
\left\langle \frac{\partial \alpha}{\partial x}(X), Y \right\rangle - \left\langle \frac{\partial \alpha}{\partial x}(Y), X \right\rangle = \mathcal{L}_X \langle \alpha, Y \rangle - \mathcal{L}_Y \langle \alpha, X \rangle - \langle \alpha, [X,Y] \rangle.
\]

However the right hand side is simply \( d\alpha(X,Y) \). \( \square \)

Note that Proposition A.4 presupposes that the exterior derivative is well defined. This is never a problem on finite-dimensional manifolds. However, infinite-dimensional manifolds require that we deal with some functional analytic concerns which we would like to skip [AMR09, see Section 7.4]. One can verify that the above theorem is true in the infinite-dimensional case if the exterior derivative exists. So we must add this existence assumption in the infinite dimensional case.

Given a vector bundle \( \pi : E \to M \) we may define the set of \( E \)-valued forms \( \Omega^1(M;E) := \Gamma(E) \otimes \Omega^1(M) \). This allows us to define the exterior differential of an \( E \) valued form by \( d(e \otimes \alpha) = e \otimes d\alpha \) for an arbitrary \( e \in \Gamma(E) \) and \( \alpha \in \Omega^1(M) \). It is simple to see that using this definition for the differential of an \( E \)-valued form Proposition A.4 holds for \( E \)-valued forms as well.

#### Appendix B. Principal connections

In this appendix we show that the choice of a section, \( \sigma : TB \to P \), of the anchor map, \( \rho : P \to TB \), defines a principal connection on the principal \( G \)-bundle \( \pi_B^Q : Q \to B \). The material described here relies on [KN63]; see also [CMR01]. This manifestation of a section of the anchor map appeared in early work on particles immersed in fluids where such an object was called an “interpolation method” [JRD12]. For the sake of simplicity, we treat the case of an inviscid fluid; the extension to viscous flows is straightforward.
B.1. **The connection one-form.** Given a section $\sigma$, we define a $\mathfrak{g}$-valued one-form $A : TQ \to \mathfrak{g}$ by putting

\begin{equation}
A(b, \dot{b}, \varphi, \dot{\varphi}) = T\varphi^{-1} \circ \dot{\varphi} - \varphi^* [\sigma(b, \dot{b})],
\end{equation}

where $\varphi^*[\sigma(b, \dot{b})]$ is the pull-back of the vector field $\sigma(b, \dot{b}) \in \mathfrak{X}(\approx_0)$ by the map $\varphi : \approx_{\text{ref}} \to \approx_0$. To verify that this produces an element of $\mathfrak{g}$ note that $A$ can be written as

\begin{equation}
A(b, \dot{b}, \varphi, \dot{\varphi}) = \varphi^* \left( \dot{\varphi} \circ \varphi^{-1} - \sigma(b, \dot{b}) \right),
\end{equation}

where the expression between parentheses on the right-hand side is an element of $\mathfrak{X}_{\text{div}}(\approx_{\text{ref}})$. Since $\varphi$ is volume-preserving and maps the boundary of $\approx_0$ to that of $\approx_{\text{ref}}$, we have that the pullback vector field in $\mathfrak{X}_{\text{div}}(\approx_{\text{ref}})$ is an element of $\mathfrak{g} = \mathfrak{X}_{\text{div}}(\approx_{\text{ref}})$. We may also write this correspondence as

\begin{equation}
A(b, \dot{b}, \varphi, \dot{\varphi}) = \varphi^* \left( \Theta_R(\varphi, \dot{\varphi}) - \sigma(b, \dot{b}) \right),
\end{equation}

where $\Theta_R$ is the right Maurer-Cartan form, defined by $\Theta_R(\varphi, \dot{\varphi}) = \dot{\varphi} \circ \varphi^{-1}$. While this expression is a bit more involved than the original definition, it will make the computation of the curvature of $A$ below easier. Strictly speaking, $\Theta_R$ is not a Maurer-Cartan form in the usual sense, but rather lives on the Atiyah groupoid associated to the principal bundle $Q$. It turns out, however, that $\Theta_R$ has all the properties required of it — in particular, $\Theta_R$ has zero curvature — so that we will not dwell on this point any further. For more information about groupoid Maurer-Cartan forms, see [FS08].

**Proposition B.1.** The one-form $A$ defined in (29) is a connection one-form.

**Proof.** We need to check two properties:

1. $A$ is (right) equivariant under the action of $G$ on $Q$: for $\psi \in G$ and $(b, \varphi, \dot{b}, \dot{\varphi}) \in Q$, we have
   \[
   A(b, \varphi \circ \psi) \cdot (b, \varphi \circ \psi) = T(\varphi \circ \psi)^{-1} \circ \dot{\varphi} \circ \psi - (\varphi \circ \psi)^*[\sigma(b, \dot{b})]
   = \psi^*(T\varphi^{-1} \circ \dot{\varphi} - \sigma(b, \dot{b}))
   = \text{Ad}_{\psi^{-1}} [A(b, \varphi) \cdot (\dot{b}, \dot{\varphi})],
   \]
   where $\text{Ad}_{\psi^{-1}} : \mathfrak{g} \to \mathfrak{g}$ is the adjoint action given by $\text{Ad}_{\psi}(\xi) = T\psi \circ \xi \circ \psi^{-1}$.

2. $A$ maps the infinitesimal generator $\xi_Q$ of an element $\xi \in \mathfrak{g}$ back to $\xi$. Recall that the infinitesimal generator is the vector field $\xi_Q$ on $Q$ given by
   \[
   \xi_Q(b, \varphi) = (0, T\varphi \circ \xi) \in T_{(b, \varphi)}Q,
   \]
   for all $\xi \in \mathfrak{g}$ to $\xi$, so that
   \[
   A(b, \varphi) \cdot \xi_Q = T\varphi^{-1} \circ T\varphi \circ \xi - \sigma(0) = \xi.
   \]

\[\square\]
Conversely, given a connection one-form $A$, we may define a section of the anchor map $\sigma$ as follows. For $(b, \dot{b}) \in TB$, choose $\varphi$ and $\dot{\varphi}$ to be compatible with $(b, \dot{b})$, that is, so that $(b, \varphi; b, \dot{\varphi}) \in TQ$. We then put

$$\sigma(b, \dot{b}) = \dot{\varphi} \circ \varphi^{-1} - \varphi_* [A(b, \varphi) \cdot (\dot{b}, \varphi)].$$

(32)

We first check that this prescription is well-defined, i.e. that $\sigma(b)$ does not depend on the choice of $\varphi$ and $\dot{\varphi}$. Let $\varphi'$ and $\dot{\varphi}'$ be different elements so that $(b, \varphi'; \dot{b}, \dot{\varphi}') \in TQ$. There then exists a diffeomorphism $\psi \in G$ and a vector field $\xi \in g$ so that $\varphi' = \varphi \circ \psi$ and $\dot{\varphi}' = \dot{\varphi} \circ \psi + T(\varphi \circ \psi) \circ \xi$. After some calculations, we then have that

$$\dot{\varphi}' \circ \varphi'^{-1} = \dot{\varphi} \circ \varphi^{-1} + (\varphi \circ \psi)_* \xi$$

and

$$\varphi'_*[A(b, \varphi') \cdot (\dot{b}, \dot{\varphi}')] = \varphi_* [A(b, \varphi) \cdot (\dot{b}, \varphi)] + (\varphi \circ \psi)_* \xi,$$

so that

$$\dot{\varphi} \circ \varphi^{-1} - \varphi_* [A(b, \varphi; \dot{b}, \dot{\varphi})] = \dot{\varphi}' \circ \varphi'^{-1} - \varphi'_*[A(b, \varphi'; \dot{b}, \dot{\varphi}')],$$

i.e. $\sigma$ is well defined.

It is not hard to show that $\sigma$ satisfies the slip boundary condition (4), so that we arrive at the following result.

**Proposition B.2.** The map $\sigma$ defined in (32) is a section of the anchor map $\rho : P \to TB$.

**B.2. The induced horizontal bundle.** The horizontal sub-bundle induced by a connection one-form, or equivalently, by a section of $\rho$ is defined as follows. At every point $(b, \varphi) \in Q$, we define a horizontal subspace $H(b, \varphi) \subset T(b, \varphi)Q$ by

$$H(b, \varphi) = \ker A(b, \varphi),$$

and we let $H(Q)$ be the disjoint union of all of these spaces, so that $H(Q)$ forms a sub-bundle of $TQ$.

In our case, we have that the elements of the kernel of $A(b, \varphi)$ are the tangent vectors $(\dot{b}, \dot{\varphi})$ which satisfy by (32) that $\sigma(b, \dot{b}) = \dot{\varphi} \circ \varphi^{-1}$. As a consequence, there exist horizontal and vertical projectors $\text{hor}, \text{ver} : TQ \to TQ$ given by

$$\text{hor}(b, \varphi; \dot{b}, \dot{\varphi}) = (b, \varphi; \dot{b}, \sigma(b, \dot{b}) \circ \varphi)$$

$$\text{ver}(b, \varphi; \dot{b}, \dot{\varphi}) = (b, \varphi; 0, \dot{\varphi} - \sigma(b, \dot{b}) \circ \varphi).$$

The horizontal bundle is therefore spanned by vectors of the form $(b, \varphi; \dot{b}, \sigma(b, \dot{b}) \circ \varphi)$, where $(b, \varphi) \in Q$ and $b \in T_bB$ are arbitrary.
B.3. The curvature of $\sigma$. Using Cartan’s structure formula, we have that the curvature of a (right) principal connection is given by the two-form $C$ on $Q$ with values in $\mathfrak{g}$, given by

$$C = dA + [A, A].$$

We recall from (31) that the connection is given by $A = \Theta_R - \sigma$, and we use the fact that $\Theta_R$ has zero curvature: $d\Theta_R + [\Theta_R, \Theta_R] = 0$. From this, it easily follows that the curvature $B$ can be expressed directly in terms of $\sigma$ by

$$C = -d\sigma + [\sigma, \sigma].$$

Up to a sign, this is precisely the curvature tensor that appeared in Proposition (3.4).

B.4. The induced covariant derivative. Lastly, we use the fact that a connection one-form $A$ induces a covariant derivative on the adjoint bundle $\tilde{\mathfrak{g}}$ to justify the expression (10) given previously. It is well-known (see e.g. [CMR01, Lemma 2.3.4]) that the covariant derivative of a curve $t \mapsto (b(t), \xi_b(t)) \in \tilde{\mathfrak{g}}$ is given by

$$\frac{D}{Dt}(b, \xi_b) = \left( b, \frac{d\xi_b}{dt} + [A(b, \varphi) \cdot (\dot{b}, \dot{\varphi}), \xi_b] \right),$$

where $(b, \varphi) \in Q$ projects down onto $b \in B$, and $(\dot{b}, \dot{\varphi}) \in T_{(b, \varphi)}Q$ is such that $\dot{\varphi} \circ \varphi^{-1} = \xi_b$. Substituting the expression (30) for $A$ in terms of the section $\sigma$, we obtain the formula for the covariant derivative given in Proposition 3.1.
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