Learning to grow: control of materials self-assembly using evolutionary reinforcement learning
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We show that neural networks trained by evolutionary reinforcement learning can enact efficient molecular self-assembly protocols. Presented with molecular simulation trajectories, networks learn to change temperature and chemical potential in order to promote the assembly of desired structures or choose between isoenergetic polymorphs. In the first case, networks reproduce in a qualitative sense the results of previously-known protocols, but faster and with slightly higher fidelity; in the second case they identify strategies previously unknown, from which we can extract physical insight. Networks that take as input the elapsed time of the simulation or microscopic information from the system are both effective, the latter more so. The network architectures we have used can be straightforwardly adapted to handle a large number of input data and output control parameters, and so can be applied to a broad range of systems. Our results have been achieved with no human input beyond the specification of which order parameter to promote, pointing the way to the design of synthesis protocols by artificial intelligence.

Molecular self-assembly is the spontaneous organization of molecules or nanoparticles into ordered structures [1][5]. It is a phenomenon that happens out of equilibrium, and so while we have empirical and theoretical understanding of certain self-assembling systems and certain process that occur during assembly [6][17], we lack a predictive theoretical framework for self-assembly. That is to say, given a set of molecules and ambient conditions, and an observation time, we cannot in general predict which structures and phases the molecules will form, and what will be the yield of the desired structure when (and if) it forms.

Absent such theoretical understanding, an alternative is to seek assistance from machine learning in order to attempt to control self-assembly without human intervention. In this paper we show that neural-network-based evolutionary reinforcement learning can be used to develop protocols for the control of self-assembly, without prior understanding of what constitutes a good assembly protocol. Reinforcement learning is a branch of machine learning concerned with learning to perform actions so as to achieve an objective [18], and has been used recently to play computer games better than humans can [19][36]. Here we consider stochastic molecular simulations of patchy particles, a standard choice for representing anisotropically-interacting molecules, nanoparticles, or colloids [37][44]. While a neural network cannot influence the fundamental dynamical laws by which such systems evolve [45], it can control the parameters that appear in the dynamical algorithm, such as temperature, chemical potential, and other environmental conditions.

In this way the network can influence the sequence of microstates visited by the system. We show that a neural network can learn to enact a time-dependent protocol of temperature and chemical potential (called a policy in reinforcement learning) in order to promote the self-assembly of a desired structure, or choose between two competing polymorphs. In both cases the network identifies strategies different to those informed by human intuition, but which can be analyzed and used to provide new insight. We use networks that take only elapsed time as their input, and networks that take microscopic information from the system. Both learn under evolution, and networks permitted microscopic information learn better than those that are not.

Networks enact protocols that are out of equilibrium, in some cases far from equilibrium, and so are not well-described by existing theories. These “self-assembly kinetic yield” networks act to promote a particular order parameter for self-assembly at the end of a given time interval, with no consideration for whether a process results in an equilibrium outcome or not. It is therefore distinct from feedback approaches designed to promote near-equilibrium behavior [46]. Our approach is also complementary to efforts that use machine learning to analyze existing self-assembly pathways [47][48], or to infer or design structure-property relationships for self-assembling molecules [49][51]. The network architectures we have used are straightforwardly extended to observe an arbitrary number of system features, and to control an arbitrary number of system parameters, and so the present scheme can be applied to a wide range of experimental and simulation systems.

In Section I we describe the evolutionary scheme, which involves alternating physical and evolutionary dynamics. In Section II we show that it can be used to increase the fidelity with which a certain structure as-
LEARNING OF SELF-ASSEMBLY PROTOCOLS

The evolutionary learning scheme by which a self-assembly kinetic yield neural network learns is sketched in Fig. 1. We consider a computational model of molecular self-assembly, patchy discs of diameter \(a\) on a two-dimensional square substrate of edge length \(50a\). The substrate (simulation box) possesses periodic boundary conditions in both directions. Discs, which cannot overlap, are minimal representations of molecules, and the patches denote their ability to make mutual bonds at certain angles. By choosing certain patch angles, widths, and binding-energy scales it is possible to reproduce the dynamic and thermodynamic behavior of a wide range of real molecular systems [43].

Two discs receive an energetic reward of \(-\epsilon/k_B T\) if their center-to-center distance \(r\) is between \(a\) and \(a + a/10\), and if the line joining those discs cuts through one patch on each disc [52]. In addition, we sometimes require patches to possess certain identities in order to bind, mimicking the ability of e.g. DNA to be chemically specific [53]. In this paper we consider disc types with and without DNA-type specificity. Bound patches are shown green in figures, and unbound patches are shown black. In figures we often draw the convex polygons formed by joining the centers of bound particles [49]. Doing so makes it easier to spot regions of order by eye, and polygon counts also serve as a useful order parameter for self-assembly. We denote by \(N_n\) the number of convex \(n\)-gons within a simulation box.

We simulated this system in order to mimic an experiment in which molecules are deposited on a surface and allowed to evolve. We use two stochastic Monte Carlo algorithms to do so. One is a grand-canonical algorithm that allows discs to appear on the substrate or disappear into a notional solution [45]; the other is the virtual-move Monte Carlo algorithm [54, 55] that allows discs to move collectively on the surface in an approximation of Brownian motion [56]. If \(M\) is the instantaneous number of discs on the surface then we attempt virtual moves with probability \(M/(1 + M)\), and attempt
grand-canonical moves otherwise. Doing so ensures that particle deposition occurs at a rate (for fixed control parameters) that is roughly insensitive of substrate density. The acceptance rates for grand-canonical moves are given in Ref. 13 (essentially the textbook rates 45 with the replacement $M \rightarrow M + 1$, which preserves detailed balance in the face of a fluctuating proposal rate). One such decision constitutes one Monte Carlo step 57.

The grand-canonical algorithm is characterized by a chemical potential $\mu / k_B T$, where $k_B T$ is the energy scale of thermal fluctuations. Positive values of this parameter favor a crowded substrate, while negative values favor a sparsely occupied substrate. If the interparticle bond strength $\epsilon / k_B T$ is large, then there is, in addition, a thermodynamic driving force for particles to assemble into structures. (In experiment, bond strength can be controlled by different mechanisms, depending upon the physical system, including temperature or salt concentration; here, for convenience, we sometimes describe increasing $\epsilon / k_B T$ as “cooling”, and decreasing $\epsilon / k_B T$ as “heating.”) For fixed values of these parameters the simulation algorithm obeys detailed balance, and so the system will evolve toward its thermodynamic equilibrium. Depending on the parameter choices, this equilibrium may correspond to an assembled structure or to a gas or liquid of loosely-associated discs. For finite simulation time there is no guarantee that we will reach this equilibrium. Here we consider simulations or trajectories of fixed duration, corresponding to $t_0 = 10^8$ individual Monte Carlo steps (not sweeps, or steps per particle), starting from substrates containing $500$ randomly-placed non-overlapping discs. These are relatively short trajectories in self-assembly terms: the slow cooling protocols of Ref. 53 used trajectories about $100$ times longer.

Each trajectory starts with control-parameter values $\epsilon / k_B T = 3$ and $\mu / k_B T = 2$, which does not give rise to self-assembly. As a trajectory progresses, a neural network chooses, every $10^{-3} t_0$ Monte Carlo steps, a change $\Delta(\mu / k_B T)$ and $\Delta(\epsilon / k_B T)$ in the two control parameters of the system (and so the same network acts $1000$ times within each trajectory). These changes are added to the current values of the relevant control parameter, as long as they remain within the intervals $\epsilon / k_B T \in [0, 20]$ and $\mu / k_B T \in [-20, 20]$ (if a control parameter moves outside of its specified interval then it is returned to the edge of the interval). Between neural-network actions, the values of the control parameters are held fixed. Networks are fully-connected architectures with $1000$ hidden nodes and two output nodes, and a number of input nodes appropriate for the information they are fed. We used tanh activations on the hidden nodes; the full network function is given in Section 81.

Training of the network is done by evolution. We run $50$ initial trajectories, each with a different, randomly-initialized neural network. Each network’s weights and biases $\{w\}$ are independent Gaussian random numbers with zero mean and unit variance. The collection of $50$ trajectories produced by this set of $50$ networks is called generation $0$. After these trajectories run we score each according the the number $N_{\alpha}$ of convex $\alpha$-gons present in the simulation box; the value of $\alpha$ depends on the disc type under study and the structure whose assembly
we wish to promote. The 5 networks whose trajectories have the largest values of $N_\alpha$ are chosen to be the “parents” of generation 1. Generation 1 consists of these 5 networks, plus 45 mutants. Mutants are made by choosing at random one of these parent networks and adding to each weight and bias a Gaussian random number of zero mean and variance 0.01. After simulation of generation 1, we repeat the evolutionary procedure in order to create generation 2. Alternating the physical dynamics (the self-assembly trajectories) and the evolutionary dynamics (the mutation procedure) results in populations of networks designed to control self-assembly conditions so as to promote certain order parameters.

Each evolutionary scheme used one of two types of network. The first, called the time network for convenience, has a single input node that takes the value of the scaled elapsed time of the trajectory, $t/t_0 \in [0,1]$. The second, called the microscopic network for convenience, has $P+1$ input nodes, where $P$ is the number of patches on the disc, which take the value $S_{i+1}$, the number of particles in the simulation box that possess $i \in \{0,1,...,P\}$ engaged patches (divided by 1000). The time network is chosen to explore the ability of a network to influence the self-assembly protocol if it cannot observe the system at all. The microscopic network is chosen to see if a network able to observe the system can do better than one that cannot. Note that the microscopic network sees the number of bonds possessed by a particle, but does not have access to the evolutionary parameter $N_\alpha$, the number of convex $\alpha$-gons in the box. Thus it must learn the connection between these order parameters.

Dynamical trajectories are stochastic, even given a fixed protocol (policy), and so networks that perform well in one generation may be eliminated in the next. This can happen if, for example, a certain protocol promotes nucleation, the onset time for which varies from one trajectory to another. By the same token, the best yield can decrease from one generation to the next, and independent trajectories generated using a given protocol have a range of yields. To account for this effect one could place evolutionary requirements on the yield associated with many independent trajectories using the same protocol. Here we opted not to do this, reasoning that over the course of several generations the evolutionary process will naturally identify protocols that perform well when measured over many independent trajectories.

II. PROMOTING SELF-ASSEMBLY

In Fig. 2 we consider the “3.12.12” disc of Ref. [53], which has three, chemically specific patches whose bisectors are separated by angles $\pi/3$ and $5\pi/6$. This disc can form a structure equivalent to the 3.12.12 Archimedean tiling (a tiling with one 3-gon and two 12-gons around each vertex). The number of 12-gons $N_{12}$ is a suitable order parameter for this network. We use the time network within the evolutionary scheme of Fig. 1. Generation-0 trajectories are controlled by essentially random protocols, and many (e.g. those that involve weakening of interparticle bonds) result in no assembly (see Fig. S1). Some protocols result in low-quality assembly, and the best of these are used to create generation 1. Fig. 2(b) shows that assembly gets better with generation number: evolved networks learn to promote assembly of the desired structure. The protocols leading to these structures are shown in Fig. 2(c,d): early networks tend to strengthen bonds (“cool”) quickly and concentrate the substrate, while later networks strengthen bonds more quickly but also promote evacuation of the substrate. This strategy appears to reduce the number of obstacles to the closing of these relatively open and floppy structures. The most advanced networks refine these bond-strengthening and evacuation protocols.

The microscopic network [Fig. 2(f–h)] produces slightly more nuanced versions of the time-network protocols, and leads to better assembly. Thus, networks given access to configurational information learn more completely than those that know only the elapsed time of the procedure. In Fig. 3 we show in more detail a trajectory
produced by the best generation-18 microscopic network. The self-assembly dynamics that results is a hierarchical assembly of the type seen in Ref. 53, in which trimers (3-gons) form first, and networks of trimers then form 12-gons, but is a more extreme version: in Fig. 3 we see that almost all the 3-gons made by the system form before the 12-gons begin to form. Thus the network has adopted a two-stage procedure in an attempt to maximize yield.

Networks given either temporal or microscopic information have therefore learned to promote self-assembly, without any external direction beyond an assessment, at the end of the trajectory, of which outcomes were best. Moreover, the quality of assembly is as least as good as under the intuition-driven procedures we have previously used. The procedure used in Ref. 53 was to increase $\epsilon/k_B T$ linearly with time, at fixed $\mu/k_B T$, as slowly as possible in order to promote assembly and give defects plenty of time to anneal. In Fig. 52 we show a typical trajectory obtained under such a protocol, compared with a trajectory produced by the best generation-18 microscopic network from Fig. 2(f–h). The latter produces slightly better assembly as measured by the 12-gon count, and substantially fewer unnecessary 3-gons. Moreover, the neural network, which has been designed to act on short trajectories of length $t_0$, produces structures 100 times faster than does slow cooling.

Here we have provided no prior input to the neural net to indicate what constitutes a good assembly protocol. One could also survey parameter space as thoroughly as possible, using intuition and prior experience of assembly, before turning to evolution. In such cases generation-0 assembly would be better. We found that even when
III. POLYMORPH SELECTION

In Fig. 4 we consider evolutionary search of self-assembly protocols using a 4-patch disc with angles \(\pi/3\) and \(2\pi/3\) between patch bisectors. This disc forms a structure equivalent to the 3.6.3.6 Archimedean tiling (a tiling with two 3-gons and two 6-gons around each vertex), or a rhombic structure. Particles have equal energy within the bulk of each structure, and at zero pressure (the conditions experienced by a cluster growing in isolation in a substrate) there is no thermodynamic preference for one structure over the other. Slow cooling therefore produces a mixture of both polymorphs \([58]\). The 3.6.3.6 polymorph can be selected by making the patches chemically selective \([58]\), but here we do not do this. Instead, we show that evolutionary search can be used to develop protocols able to choose between these two polymorphs.

In Fig. 4 we show results obtained using generation-10 microscopic neural networks. Panels (d–g) pertain to simulations in which \(N_0\), the number of 6-gons, is the evolutionary order parameter. Panels (h–k) pertain to simulations in which \(N_4\), the number of 4-gons, is the evolutionary order parameter. Neural networks have learned to promote the 3.6.3.6 polymorph (d–g) or the rhombic polymorph (h–k). Both contain defects and grain boundaries, but cover substantial parts of the substrate. In the case considered in Section 11 we already knew how to promote assembly – although the evolutionary protocol learned to do it more quickly and with higher fidelity – but here we did not possess advance knowledge of how to do polymer selection using protocol choice.

Inspection of the polygon counts (d,h), the control-parameter histories (e,i), and the snapshots (g,k) provide insight into the selection strategies adopted by the networks. To select the 3.6.3.6 tiling (d–g) the network has induced a tendency for particles to leave the surface (small \(\mu/k_B T\) and for bonds to be moderately strong (moderate \(\epsilon/k_B T\)). The balance of these things appears to be such that trimers (3-gons), in which each particle has two engaged bonds, can form. Trimers serve as a building block for the 3.6.3.6 structure, which then forms hierarchically as the chemical potential is increased (and the bond strength slightly decreased). By contrast, the rhombic structure appears to be unable to grow because it cannot form hierarchically from collections of rhombi (which also contain particles with two engaged bonds).

We have shown that neural networks trained by evolutionary reinforcement learning can control self-assembly protocols in molecular simulations. Networks learn to promote the assembly of desired structures, or choose between polymorphs. In the first case, networks reproduce the structures produced by previously-known protocols, but faster and with slightly higher fidelity; in the second case they identify strategies previously unknown, and from which we can extract physical insight. Networks that take as input only the elapsed time of the protocol are effective, and networks that take as input microscopic information from the system are more effective.

The problem we have addressed falls in the category of reinforcement learning in the sense that the neural network learns to perform actions (choosing new values of the control parameters) given an observation. The evolutionary approach we have applied to this problem requires only the assessment of a desired order parameter (here the polygon count \(N_A\)) at the end of a trajectory. This is an important feature because in self-assembly the best-performing trajectories at short times are not necessarily the best-performing trajectories at the desired observation time: see e.g. Fig. 5. For this reason it is not obvious that value-based reinforcement-learning
FIG. 5. Evolutionary search of self-assembly protocols using the microscopic network (left two columns) or the time network (right two columns) applied to a 4-patch disc with angles $\pi/3$ and $2\pi/3$ between patch bisectors. Networks instructed to maximize the number of 6-gons (columns 1 and 3) or 4-gons (columns 2 and 4) learn to promote the assembly of the 3.6.3.6 tiling or the rhombic structure. As in the other cases studied, the microscopic network is more effective than the time network. The boxed panels indicate the polygon number chosen as the evolutionary order parameter. We show the top 5 protocols per generation, with the best shown in blue.

methods [13] are ideally suited to a problem such as self-assembly: rewarding “good” configurations at early times may not result in favorable outcomes at later times. Self-assembly is inherently a sparse-reward problem; which of the many ways of doing reinforcement learning is best for self-assembly is an open question.

Our results demonstrate proof of principle, and can be extended or adapted in several ways. We allow networks to act 1000 times per trajectory, in order to mimic a system in which we have only occasional control; the influence of a network could be increased by allowing it to act more frequently. We have chosen the hyperparameters of our scheme (mutation step size, neural network width, network activation functions, number of trajectories per generation) using values that seemed reasonable and that we subsequently observed to work, but these could be optimized (potentially by evolutionary search). The network architectures we have used are standard and can be straightforwardly adapted to handle an arbitrary number of inputs (system data) and outputs (changes of system control parameters). In addition, we have shown that learning can be effective using a modest number of trajectories (50) per generation. The evolutionary scheme should therefore be applicable to a broad range of experimental or computational systems. The results shown here have been achieved with no human input beyond
the specification of which order parameter to promote, pointing the way to the design of synthesis protocols by artificial intelligence.
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S1. NEURAL NETWORK

Each network is a fully-connected architecture with \( n_i \) input nodes, \( n_h = 1000 \) hidden nodes, and \( n_o = 2 \) output nodes. Let the indices \( i \in \{1, \ldots, n_i\} \), \( j \in \{1, \ldots, n_h\} \), and \( k \in \{1, \ldots, n_o\} \) label nodes in the input, hidden, and output layers, respectively. Let \( w_{\alpha\beta} \) be the weight connecting nodes \( \alpha \) and \( \beta \), and let \( b_j \) be the bias applied to hidden-layer node \( j \). Then the two output nodes take the values

\[
S_k = n_h^{-1} \sum_j S_j w_{jk},
\]

where

\[
S_j = \tanh \left( \sum_i S_i w_{ij} + b_j \right),
\]

and \( S_i \) denotes the input-node value(s). For the time network we have \( n_i = 1 \) and \( S_1 = t/t_0 \). For the microscopic network we have \( n_i = P + 1 \), where \( P \) is the number of patches on the disc, and \( S_i+1 \) is the number of particles in the simulation box having \( i \in \{0, 1, \ldots, P\} \) engaged patches (divided by 1000). The output-node values are taken to be the changes \( \Delta(\mu/k_B T) \) and \( \Delta(\epsilon/k_B T) \), provided that \( \mu/k_B T \) and \( \epsilon/k_B T \) remain in the intervals \([-20, 20]\) and \([0, 20]\), respectively.
FIG. S1. Supplement to Fig. 2. (a) Generation-0 trajectories of the time network applied to the 3.12.12 disc; most networks fail to produce assembly. (b) Generation-18 trajectories generally result in much better assembly. However, note that some networks, although they are offspring of successful generation-17 networks, result in low-quality assembly.
FIG. S2. Supplement to Fig. 2. We compare (a) the slow cooling procedure of Ref. 53 with (b) a trajectory produced by the best generation-18 microscopic network from Fig. 2(f–h). The network produces slightly better assembly as measured by the 12-gon count (which is more relevant to the quality of assembly of the 3.12.12 structure than is the 3-gon count) and does so about 100 times faster.
FIG. S3.  Supplement to Fig. 2 but using evolutionary learning of self-assembly protocols with the regular three-patch disc without patch specificity. This disc forms the honeycomb network (a) so readily that assembly using 50 randomly-chosen protocols (generation-0) is already good; see panel (b). Hexagons are colored light blue. Nonetheless, evolution using the time network (c) or microscopic network (d) can improve the quality of assembly, and, again, the microscopic network is better than the time one. We show the top 5 protocols per generation, with the best shown in blue.