Performance characterization of a broadband vector Apodizing Phase Plate coronagraph
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Abstract: One of the main challenges for the direct imaging of planets around nearby stars is the suppression of the diffracted halo from the primary star. Coronagraphs are angular filters that suppress this diffracted halo. The Apodizing Phase Plate coronagraph modifies the pupil-plane phase with an anti-symmetric pattern to suppress diffraction over a 180 degree region from 2 to 7 \(\lambda/D\) and achieves a mean raw contrast of \(10^{-4}\) in this area, independent of the tip-tilt stability of the system. Current APP coronagraphs implemented using classical phase techniques are limited in bandwidth and suppression region geometry (i.e. only on one side of the star). In this paper, we introduce the vector-APP (vAPP) whose phase pattern is implemented through the vector phase imposed by the orientation of patterned liquid crystals. Beam-splitting according to circular polarization states produces two, complementary PSFs with dark holes on either side. We have developed a prototype vAPP that consists of a stack of three twisting liquid crystal layers to yield a bandwidth of 500 to 900 nm. We characterize the properties of this device using reconstructions of the pupil-plane pattern, and of the ensuing PSF structures. By imaging the pupil between crossed and parallel polarizers we reconstruct the fast axis pattern, transmission, and retardance of the vAPP, and use this as input for a PSF model. This model includes aberrations of the laboratory set-up, and matches the measured PSF, which shows a raw contrast of \(10^{-3.8}\) between 2 and 7 \(\lambda/D\) in a 135 degree wedge. The vAPP coronagraph is relatively easy to manufacture and can be implemented together with a broadband quarter-wave plate and Wollaston prism in a pupil wheel in high-contrast imaging instruments. The liquid crystal patterning technique permits the application of extreme phase patterns with deeper contrasts inside the dark holes, and the multilayer liquid crystal achromatization technique enables unprecedented spectral bandwidths for phase-manipulation coronagraphy.
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1. Direct imaging of exoplanets

The detection of planets around stars in our galaxy is one of the most exciting recent discoveries in astronomy. The first planets were not detected directly but through their effect on their parent star. The very first discovery of an exoplanet by [1] involved a planet around a pulsar, and the first exoplanet detected around a solar type star was through the radial velocity (RV) reflex motion of the parent star 51 Peg [2]. These massive, short-period planets implied that some of them would transit their parent star, and one such planet was found to transit its parent star, HD209458b [3]. After the discovery of this so-called Hot-Jupiter many more transiting planets have been found, with as most prolific contributor being the transit mission Kepler [4] that has detected over 2300 planetary candidates so far [5]. For both RV and transit searches the observing efficiency decreases sharply with increasing orbital period. Direct imaging of extrasolar planets is required to study solar-system-like exoplanets. In addition to direct detections, high-contrast imaging methods allow for the characterization of exoplanetary atmospheres through photometry (variability implying clouds) and spectroscopy, and are not restricted to the transit window of the planet. The most prominent success story for direct imaging is the 4-planet system around HR8799 [6, 7, 8], for which the chemical composition of HR8799 c implies a core accretion formation mechanism [9].

Direct imaging is highly challenging because of the large contrast between the star and the planet (typically $10^{-9}$ for visible light reflected from the Sun by Jupiter to $10^{-6}$ for direct thermal emission from young gas giant planets in formation), the small angular separation between the star and the planet (typically 1 arcsecond or less), and the effects of diffraction of the stellar light due to the finite size of the telescope. The diffraction halo of the primary star (the point spread function - PSF) at the location of the planet can be several decades brighter than the planet itself. Contrast from the ground is furthermore limited by a halo of speckles created by imperfect Adaptive Optics (AO) correction of atmospheric turbulence and optical aberrations that are not corrected by the AO system as they are not sensed by the wavefront sensor. Removing the diffraction halo by telescope modeling or observing a nearby reference star is not effective because the optics of the telescope changes as a function of time, and hence the resulting PSF is variable at the pertinent levels of contrast. The speckles that result from incorrect PSF subtraction are similar in shape to the planets that are the target of our search. Several differential techniques for improving PSF subtraction have been developed and are used to obtain roughly an additional order of magnitude in suppression: Angular Differential Imaging [10, 11, 12, 13], Spectral Differential Imaging [14], Spectral Deconvolution [15] and Polarimetric Differential Imaging for scattered light sources (see [16] for a recent example).

The intensity of the speckles is related to the telescope wavefront error and the intensity of the diffraction structure at the location of the planet [17]. By suppressing the diffraction structure from the central star the effect of the intensity of the corresponding speckles is also reduced. Coronagraphs are angular filters designed to reject light from the direction of the star while transmitting as much light as possible from the direction of the planet. Originally developed for the study of the solar corona [18], several different designs have been considered for use in direct imaging of exoplanets (for recent comprehensive reviews see [19] and [20]).
generation coronagraphs such as the Apodizing Phase Plate and Annular Groove Phase Mask coronagraph have been in use at near-infrared wavelengths in ground-based telescopes [21, 22]. Out of the wide family of coronagraphic designs, those which use focal-plane amplitude and/or phase masks to suppress the on-axis starlight are sensitive to both the finite angular size of the star and tip-tilt vibrations within the telescope structure. Coronagraphs which modify the complex amplitude of the pupil plane only are not susceptible to these problems. Modifications of the pupil through amplitude apodization [23, 24] and phase apodization [25, 26, 27, 28] are possible and can provide a combination of large suppression of starlight and high throughput of the light of a planet at small angular separations from the central star. In [27] the theory of pupil apodization in one dimension was developed and extended for square apertures. Pupil apodization over circular apertures was further developed in [29] with iterative Gerchberg-Saxton algorithms, clearing out regions in the focal plane at typically $5 \lambda / D$ and larger. [25] and [30] developed and realized phase coronagraphs at smaller inner working angles. The largest advantages of pupil-plane over focal-plane coronagraphs are the small inner working angle, easy accommodation of complex pupil shapes (segments/spiders) and its insensitivity to tip-tilt variations. One disadvantage of a stand-alone pupil-plane coronagraph is that all the stellar light still reaches the detector, which leads to dynamic range issues.

The original Apodizing Phase Plate (APP) [30, 31] introduces a phase variation across the telescope pupil by varying the thickness of a plate as a function of position in the pupil, and has been used successfully to directly image exoplanets (e.g. [21]). For the APP these thickness variations are typically diamond-turned into a substrate with a high refractive index. The two limiting factors for this APP design are (1) it is inherently chromatic and (2) it only delivers 180 degrees field of suppression. However, the implementation of phase control through the vector phase solves these two problems, and enables an improved version of the APP coronagraph, which is the subject of this paper. The much improved performance for the vector Apodizing Phase Plate (vAPP) is achieved with a combination of liquid crystal techniques: The phase pattern can be written in a photo-alignment material [32] with a direct-write scanning system [33]. Broadband performance is achieved by applying multiple layers of self-aligning liquid crystals (multi-twist retarders; MTR), that together yield an achromatized retardance [34], which extends the efficiency of the inherently achromatic vector-phase application over a large wavelength range.

In this paper we present the characterization of the first vAPP prototype, which creates dark holes in two complementary PSFs over a broad wavelength range (500–900 nm). In Section 2 we describe the principle behind the vAPP. In Section 3 we directly characterize the manufactured optic through narrowband imaging at multiple wavelengths. Using these measurements we then model the PSF in the focal plane in Section 4 and compare it with measurements of the PSF in the laboratory. We present our conclusions and provide outlooks for future improvements in Section 5.

2. vAPP operating principle & manufacturing

2.1. Classical & vector phase

The APP coronagraph uses optical path differences to induce a phase change as a function of position across the pupil. One such phase pattern is shown in Fig. 1. In this case, a phase pattern $\Delta \phi$ is introduced by varying the thickness $\Delta x$ of a high refractive index material. The expression relating $\Delta \phi$ to $\Delta x$ is given in Eq. (1) where $\lambda$ is the wavelength, $n_{\text{plate}}$ is the refractive index of the coronagraph and $n_{\text{air}} \approx 1$.

$$\Delta \phi = \frac{2\pi}{\lambda} (n_{\text{plate}}(\lambda) - n_{\text{air}}(\lambda)) \Delta x$$  \hspace{1cm} (1)
This phase is clearly chromatic with a $1/\lambda$ term and a dispersion term for the glass.

The vAPP coronagraph instead makes use of the geometric phase, also sometimes called the vector phase, which is a manifestation of the Pancharatnam-Berry phase [35, 36]. This approach was previously used for focal-plane phase masks like the 4QPM (with quartz/MgF$_2$ achromatic waveplates) by [37], the 8OPM (with photonic crystals) by [38], the Vector Vortex Coronagraph by [39], and introduced for the vAPP by [40]. The vector phase arises when a circularly polarized beam passes through a half-wave retarder and is converted into circularly polarized light of the opposite handedness. While the circular polarization handedness flip is independent from the half-wave retarder’s axis orientation, the absolute phase of the emergent beam is directly determined by it. In this way, even a perfectly flat optic can induce a phase pattern. Moreover, as the phase is only determined by the fast axis orientation, it is inherently achromatic.

The electric components of a beam of polarized light can be described by a Jones vector $E = (E_x, E_y)$. Using the Jones formalism to express the effect of a half-wave plate (HWP) with a fast axis oriented at $\theta_{\text{HWP}}$ on circular polarization states we can write

$$E_{\text{out}} = J_{\text{rot}}(-\theta_{\text{HWP}}) J_{\text{HWP}} J_{\text{rot}}(\theta_{\text{HWP}}) E_{\text{in,circular},\pm}$$

where the rotation matrix is

$$J_{\text{rot}}(\theta) = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix},$$

the Jones matrix of the HWP

$$J_{\text{HWP}} = \begin{pmatrix} \exp(-i\pi/2) & 0 \\ 0 & \exp(i\pi/2) \end{pmatrix}.$$ 

Adopting circularly polarized input states

$$E_{\text{in,circular},\pm} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ \pm i \end{pmatrix}$$

gives us

$$E_{\text{out}} = -\frac{i}{\sqrt{2}} \begin{pmatrix} 1 \\ \mp i \end{pmatrix} \exp(\mp i2 \theta_{\text{HWP}}).$$
which shows that the input circular polarization has flipped its sign and received a phase delay equal to
\[ \Delta \phi = \pm 2 \theta_{\text{HWP}}. \] (7)

It can be seen that the expression of the vector phase has a positive or negative phase depending on the handedness of the circularly polarized light, and is independent of wavelength. If the retarder is not perfectly half-wave, the handedness-flip is incomplete and leakage terms emerge [39].

Unpolarized light can be decomposed into equal components of the orthogonal circular polarization states, and therefore half of the light accrues a positive phase while the other half receives a negative phase. Since the APP phase pattern is anti-symmetric, the negative phase corresponding to opposite circular polarization yields a point-reflected PSF compared to the PSF of the positive phase. This can be easily understood by looking at the properties of the Fourier transform. The sign flip of the phase pattern is equivalent to the complex conjugation of the electric field pattern in the pupil. The Fourier transform of the two pupil functions yields electric field structures in the focal plane that are point-reflected \((x, y) \rightarrow (-x, -y)\) complex conjugates. The PSFs (square of the modulus of the electric field pattern in the focal plane) for the two circular polarization states therefore exhibit point-reflection symmetry. In the case of an anti-symmetric pupil phase pattern, the two PSFs are mirror-symmetric. Therefore, if the light is split based on the handedness of the emerging beam we obtain two distinct images of the same source but with opposite sides cleared out. Figure 2 shows a sketch of the vector APP coronagraph. In this case, the beam-splitting according to circular polarization states is achieved by introducing a quarter-wave plate (QWP) and Wollaston prism behind the vAPP. The QWP converts the circular polarizations into linear polarizations that are split by the Wollaston prism.

We use liquid crystal techniques to create the desired pattern retarder, which has a retardance close to half-wave over a large wavelength range. While a single layer of in-plane, uniaxial nematic liquid crystal formed into the vAPP pattern produces output waves with phase following Eq. (7), it nevertheless has a very chromatic retardance, i.e., proportional to \(1/\lambda\). This means that only a narrow band of wavelengths will experience a half-wave retardance, even approx-
imately. At other wavelengths, the large deviations from half-wave retardance create leakage of the original PSF. An achromatized half-wave retarder can be created by coating multiple layers of chiral liquid crystals, each with its own thickness and helical twist [34]. This static thin film with multiple sublayers is called a Multi-Twist Retarder (MTR). In addition to its broadband performance, the other key advantage of this birefringent film is that the local fast axis of each layer spontaneously self-aligns to the fast axis of the prior layer, implying that only one patterning step for a single photoalignment material is needed. Furthermore, in this work, we direct-write the vAPP fast axis orientation pattern using a scanned laser spot, a direct-write lithography technique [33], which has the advantageous feature of being able to record any phase pattern.

2.2. Fabrication of the vAPP prototype

The vAPP prototype characterized in this paper is made on a substrate (Schott D263 glass) with a diameter of 25.4 mm and a thickness of 1.1 mm. The first layer applied to the glass is a linearly photo-polymerized polymer (LPP [32]), which defines the local optical axis orientation for subsequent layers and therefore the fast axis of the whole device. A linearly polarized UV laser (325 nm) encodes the APP phase as a position-dependent fast axis orientation pattern into the LPP layer with a spatial resolution of 25 microns. The angle of polarization varies with a rotating half-wave plate [33] in order to locally enforce the polymerization direction to follow the required phase pattern (see Fig. 1). Note that a factor of two in angle is applied to the phase pattern, cf. Eq. 7. After the curing of the LPP, successive layers of liquid crystal form the achromatized, patterned half-wave retarder. The multilayer design compensates for the chromaticity of individual layers by a combination of varying thicknesses, twists and birefringences. For our prototype, we use three total layers (i.e., a 3TR design [34]) of liquid crystal polymers and cure each layer with a UV LED source. The properties of the individual MTR layers are given by \[d_1 = 1.45 \mu\text{m}, \theta_1 = 70^\circ, \theta_2 = 0^\circ, d_2 = 3 \mu\text{m}, \theta_3 = -70^\circ, d_3 = 1.45 \mu\text{m}\] where \(d_i\) denotes the local fast axis orientation and \(d_i\) the thickness of each layer. In more detail; the process involves spin-coating successive layers of a mixture containing polymerizable liquid crystal monomers and potentially chiral dopants within a solvent, and results in a solid cross-linked polymer film. Further details of the design method and fabrication principles are found in [34]. An end-cap glass plate with a broadband anti-reflection coating is added.

The multilayer liquid crystal structure creates a retardance that is designed to be approximately half-wave between 500 and 900 nanometers. To minimize the leakage of the regular PSF to a level comparable to the theoretical contrast of the coronagraph we specify a maximum retardance offset. By comparing the contrast in a 135 degree wedge from 2 to 7 \(\lambda\) / \(D\) for the normal PSF and the theoretical APP PSF for the adopted phase pattern we see that we can tolerate a leakage of 7.3\%. The intensity of the leakage term as a function of the retardance offset \(\Delta\delta\) is approximately \(\sin^2(\Delta\delta/2)\) [40], and from this we derive that the maximum retardance offset that can be tolerated is \(\Delta\delta = 0.55\) radians. The MTR design for the vAPP prototype is selected to fall within this requirement (see Fig. 8). A coronagraph design with improved contrast will have a stronger requirement on the retardance offset. For instance, a design with a 10 times better theoretical contrast requires a maximum retardance offset of 0.17 radians, and/or the application of leakage filtering with circular polarization filters on either side of the vAPP [39, 41].

While the MTR design used for the vAPP prototype is optimized to create an approximately half-wave retardance across a broad wavelength range, the fast axis zero point is left unconstrained. The effect of the zero point is a global rotation of the fast axis and therefore a harmless global piston offset of the phase of the emergent beam as a function of wavelength. The dependence of the zero point on the wavelength is derived from the theoretical 3-layer MTR Mueller
matrices and is shown in Fig. 3. This feature creates a paradoxically colorful appearance when viewing the broadband vAPP prototype in between polarizers (see Fig. 4).

Fig. 3. Theoretical fast axis offset as a function of wavelength for the vAPP prototype. This apparent fast axis rotation is derived from the theoretical MTR Mueller matrix, and is used to offset the polarizers in the measurements of the phase pattern.

An amplitude mask is made using a substrate with the same specification as is used for the patterned liquid crystal. A layer of opaque (black) resist, with a transmissive annulus with an inner diameter of 1.1 mm and outer diameter of 5.5 mm is applied to this substrate. The transmission of this mask is measured to be lower than $10^{-5.5}$. This amplitude mask is manually aligned to the other substrate under a microscope and bonded with optical glue. The completed optic can be seen in Fig. 4.

Fig. 4. The vAPP prototype seen between crossed polarizers. The colors are due to the global rotational offset of the fast axis as a function of wavelength.

3. Measuring the properties of the vAPP

Detailed characterization of the broadband optical behavior (i.e., transmission, retardance, and fast axis) of the vAPP is necessary not only to verify if the plate is functioning according to
specifications, but also to identify solutions to perfect the current design and reach the performance needed to accommodate more complex coronagraphs. The vAPP prototype is inserted in between rotatable polarizers, and a lens re-images the pupil plane onto a detector, see Fig. 5. For details about this setup see Appendix A.2. By recording images for different (crossed, parallel) configurations of the polarizers, and application of a Mueller matrix model (see Appendix A.1), the transmission, retardance and fast axis patterns are derived for a range of narrow-band filters from 500 to 800 nm.

The measured phase pattern at 750 nm, and the difference between the reconstructed phase map of the pupil and the input phase map of Fig. 1 can be seen in Fig. 6. The reconstructed phase map (i.e. two times the retarder axis orientation pattern) is remarkably similar to the input pattern although small, local deviations can be discerned. Especially at the 270 degree and 150 degree clock-wise positions two peculiar phase deviations can be seen. These are due to dust specks that landed on the substrate during manufacturing and locally created a thicker layer of polymers. The pile-up of polymers causes an offset in retardance and phase.

The non-zero residuals in the phase shown in Fig. 6 are partially caused by measurement errors. The fuzzy edges that trace out some of the phase pattern are evidence of this. The phase folds back at the extremes of the arccosine function in Eq. (20), where the derivative of the arccosine is large and a small change in the ratio can cause a big difference in phase. Measurement noise is therefore very pronounced at these locations. Furthermore, there is a small phase jump at this location. Simulations of the end-to-end measurement trace this phase jump back to a 1% residual background value in the original images. The use of a (well-calibrated) complete Mueller matrix imaging polarimeter would reduce such issues, although some degeneracies would remain. In addition to these spurious effects, the phase pattern appears to have a small ($\ll 0.1$ radians) real deviation from the specified pattern (see Fig. 17 in the Appendix). This may be caused by instrumental polarization issues in the direct-write system.

The retardance and transmission maps are shown in Fig. 7 together with the corresponding histograms. A hint of the phase pattern can be seen in the retardance map, because it is reconstructed simultaneously with the phase map. Simulations show that this is caused by a shift of a few pixels between the four recorded images that are used to compute this map. This shift is caused by the different orientations of the polarizers that are required to derive the retardance and phase maps (see Appendix A.1). The polarizer is slightly tilted on purpose to remove re-

![Fig. 5. Layout of the pupil measurement setup of the vAPP. The vAPP is placed between linear polarizers and its surface is re-imaged onto a CCD. The intensity images of the vAPP taken at different polarizer angles are used to reconstruct the fast axis, retardance and transmission of the optic as described in Appendix A.1. The setup is described in more detail in Appendix A.2.](image-url)
Liquid crystal defects

Fig. 6. Left panel: Reconstructed phase (i.e., two times the retarder axis orientation) map of vAPP. Middle panel: Difference between reconstructed phase of vAPP and target phase pattern used for manufacturing. Small irregularities can be seen in the map. Some regions of the plate have a peculiar phase pattern due to dust specks present on the substrate during manufacturing. The dust specks locally create a thicker layer of liquid crystals. Right panel: Histogram of phase residuals.

Reflection ghosts that would otherwise bias the characterization. Furthermore, the average of the measured retardance map is offset from the theoretically expected value for the 3TR design. Simulations using the Mueller matrix model in Appendix A.1 show that this is caused by the propagation of noise in the recorded images.

The transmission map shows a gradient across the pupil but does not show any print-through of the phase pattern. A global gradient of light going from a flux ratio of 1.25 to 0.75 across the pupil is seen in the topleft panel of Fig. 7. To investigate the cause of this gradient we divide the APP pupil image by a flat field image created by removing the vAPP optic. Inspection of this image shows no gradients in transmission across the APP optic to within 1%. We conclude that the gradient seen in the pupil transmission image is caused by an asymmetric illumination of the pupil.

Amplitude variations can be seen at several locations on the pupil image. The long black fringes are scratches in the cover window of the CCD and the circular fringes are from dust specks on the lenses located close to the vAPP. These effects can be corrected by improving the optical setup. Other amplitude effects are in the coronagraph itself and have to be solved in the manufacturing step. For instance, the small circles on this image are air bubbles and dust specks in the glue that binds the amplitude mask to the coronagraph.

Finally in the lower left of the coronagraph image a small indentation is seen where the transmission is substantially lower. This seems to be a patch of resist that is sticking out of the amplitude mask. In the phase and retardance reconstruction the static amplitude variations are removed automatically. In the PSF reconstruction presented in Sect. 4 it is shown that these amplitude variations do not have a significant impact on the performance of the coronagraph.

Figure 8 presents the measured offsets from half-wave retardance as a function of wavelength for the two different reconstruction techniques detailed in Appendix A.1. The retardance values are measured as an average across the entire device. Because the retardance reconstruction in Eq. (19) has a degeneracy, we plot the offset from half-wave retardance, which is the factor that determines leakage of the original PSF. The 3-layer design approximates half-wave retar-
Fig. 7. Upper panel: Measured transmission map at 750 nm. The transmission includes effects caused by the optical setup. Lower panel: Reconstructed retardance map at 750 nm. The right hand side shows the corresponding histograms. The histogram of the retardance also shows the expected simulated histograms assuming a retardance that matches the theoretical value given by the MTR design. Different amounts of Gaussian noise were injected, where 100% corresponds with the measured noise in the recorded images. This noise offsets the peak and skews the distribution.

4. PSF characterization

In directly imaging exoplanets, where the halo of the primary star dominates the flux at the location of the planet, it is important to know the intensity as a function of angular separation away from the central star. This is expressed in an azimuthally averaged radial light profile
Fig. 8. Measured offset of the retardance from $\pi$ radians as a function of wavelength. Denoted in red and blue circles are the two different reconstruction methods. Method A uses 4 pairs of images to solve for both the fast axis and the retardance while method B only looks the antisymmetry axis in pairs of images. Overplotted in a dashed green line is the theoretical retardance curve for a 3-layer MTR. The pink circles represent the noise limit of the retardance measurement using the noise and flux of the real images to retrieve the retardance of a HWP that is exactly half-wave. At 750 and especially 800 nm it is seen that these dots roughly overlap with these limits which shows these values are only an upper limit.

Fig. 9. Layout of the PSF measurement setup. The working principle is the same as seen in Fig. 2. The vAPP is re-imaged onto the detector by a lens of $f = 250$ mm. By splitting the two circular polarizations with a QWP at 45 degrees and a Wollaston prism with a 0.5 degree splitting angle, two PSF spots with complementary dark holes are recorded in the focal plane.

called a contrast curve. The contrast curve is typically normalized to unity at the location of the star and the angular separation expressed in units of diffraction width $\lambda/D$, with $D$ the diameter of the pupil aperture. From this contrast curve the sensitivity of a coronagraph for a
given observation can be calculated. We therefore model the theoretical PSF of the vAPP as a function of wavelength based on the results of the pupil-plane measurements presented in the previous Section and compare it to laboratory PSF measurements.

In order to measure the PSF of the vAPP we use the laboratory setup shown in Fig. 9. The optics from the fiber to the vAPP are identical to the pupil imaging setup in Fig. 5. As a point source we use a Thorlabs SM600 fiber that is single mode between 550 and 800 nm and has a mode field diameter that is significantly smaller than the optical resolution of the setup. This point source is re-imaged onto the pupil using a 2" achromatic lens Thorlabs $f = 250$ mm lens. Behind the vAPP, a combination of an “achromatic” (i.e., Quartz/MgF$_2$) Thorlabs quarter-wave plate (AQWP05M-600) and a Wollaston prism splits the two circular polarization states into two beams angularly separated by 0.5 degrees. A $f = 250$ mm lens forms two PSF images on the CCD camera (SBIG ST2000XM). This optical setup is similar to the way a vAPP would be implemented in a science camera on a telescope. With approximately 500 mm between the Wollaston prism and the CCD, the separation of the two complementary PSFs is 4.36 mm. Both PSFs are simultaneously imaged on the CCD. At 400 nanometers the FWHM of the PSF is about 22 microns, and with the 7.4 micron pixel size this means the PSF is always Nyquist-Shannon sampled with at least 3 pixels per diffraction element. We require images with high dynamic contrast of at least $10^{-4}$ to characterize the vAPP PSFs. The dynamic range of the camera is limited to approximately $2.5 \times 10^{-2}$. We therefore combine images with different exposure times and construct a high dynamic range (HDR) image. Images are taken at five different exposure times (i.e., 10, 100 milliseconds, 1, 10 and 30 seconds). For each exposure time 10 images are taken and median combined after subtracting the master bias. To obtain HDR images we start with the median combined frame that has the shortest exposure time (i.e., 10 milliseconds) and replace the pixels of this image with exposure-time corrected values of the pixels that are in the linear regime of the next longest exposed median combined image. This procedure is repeated iteratively with increasingly longer integrations. After assembling these HDR images, the Left beam and Right beam PSFs are extracted by using a square box of 140 by 140 pixels centered on the pixel with the highest value in the core of each PSF. The background is estimated by taking the mean value of a rectangular region (100 by 200 pixels) located between the two PSFs and subtracted from both PSF images. Even at the longest wavelength of 800 nm this background region is located at $\sim 25\lambda / D$ from the central core of both of the PSFs and the contribution of the PSF halo to the flux in this region is negligible. Each individual PSF is then normalized by its peak flux. These measurements are repeated at wavelengths from 500 to 800 nanometers at 50 nm intervals with 10 nm wide filters. Figure 10 presents the Left and Right beams of the PSFs at increasing wavelengths. The coronagraph shows consistent performance across all wavelengths, which demonstrates its broadband performance. The contrast inside the dark hole barely varies with wavelength, and therefore the dominating chromatic effect is the fundamental growth of the diffraction pattern with wavelength. This means that for imaging through broadband filters, the inner working angle is only limited by the longest transmitted wavelength. Figure 11 presents the contrast curve for 750 nm by taking azimuthal averages of normalized Left and Right beam PSFs. The flux at a given radius $r$ is calculated by taking the mean over a region defined between radius $r$ and $r + \Delta r$ and an angular separation 135 degrees wide in the dark hole.

In order to model the PSFs of the vAPP, we require a formalism that can account for relative phase in the pupil plane so that we can calculate the intensity (i.e., the square of the amplitude) in the final focal plane using Fraunhofer diffraction theory. The Mueller-Stokes theory cannot account for this, so we use the Jones formalism instead, as the split beams are 100% polarized. The PSF model is detailed in Appendix B. Using the measured phase pattern, retardance and transmission of the plate, the QWP retardance $\delta_{QWP}$ from the Thorlabs specifications, and the
Fig. 10. Laboratory measurements of PSFs ranging from 500 to 800 nm showing the PSFs of the Left and Right beam. For comparison, the bottom two panels show the unaberrated PSFs at 800 nm. All PSFs are normalized to the peak of the PSF and scaled logarithmically.
model described in Appendix B we reconstruct the expected PSFs. The reconstructed PSFs are normalized to their peak flux to enable comparison with lab measurements of the PSFs in Figs. 11, 12 and 13.

Figure 11 shows the contrast profile of Left and Right beam PSFs, which are extremely similar. The measurements show a contrast degradation of typically 0.5 decades with respect to the ideal curve. Inside the dark hole the contrast curve reconstruction agrees with the measured Left and Right beam PSFs at all angular distances, apart from 2 and 7 $\lambda/D$. To establish which of the leakage terms and other degrading terms is most detrimental we consider in Fig. 12 the effect of the individual properties on the contrast, and model the PSF for each property separately while keeping the other two theoretically perfect. This demonstrates that, by itself, the retardance has the largest impact on the contrast in the dark hole of the prototype, as it immediately leads to leakage of the original PSF. We also calculate the impact of improving only one of the three properties that we have characterized (see Fig. 13). Again our conclusion is that improving the retardance in subsequent plate manufacture or filtering leakage terms [39, 41] will improve the average contrast by 0.35 decades between 2 and 7 $\lambda/D$ towards the ideal.

A residual discrepancy between measurements and reconstruction is observed in Fig. 11. We attribute these differences at these angular separations to low-order wavefront aberrations in the re-imaging optics, variations in thickness of the vAPP substrate and the Wollaston prism. In Figure 13 we show that injecting 0.15 radians RMS of third-order spherical aberrations results
Fig. 12. Theoretical contrast curves of the most important influences on the vAPP's contrast degradation. Using the model described in Section 3 the theoretical PSF was created using measured offsets to only one of the three properties (i.e., transmission, fast axis or retardance) while keeping the other two properties at their ideal values. The theoretical APP curve is shown in blue. The gray shaded area shows the contrast for an unaberrated PSF.

in excellent agreement of the model with the measured curve at these angular scales. Such wavefront aberrations can be corrected in a telescope (for at least one PSF) by offsetting the deformable mirror.
Fig. 13. Theoretical contrast curves of the most important combination of influences on the vAPP’s contrast. Using the model described in Section 3 the theoretical PSF is created using two of the three measured properties (i.e., transmission, fast axis or retardance) while keeping the other property at its ideal value. The dark blue line shows the average of the two measured PSFs. The purple line shows the reconstruction using all three measured quantities together with the QWP performance and 0.15 radians of spherical aberration. The shaded gray area shows the contrast for an unaberrated PSF.

5. Conclusions & Outlook

In this paper we present the characterization of a prototype of the vector Apodizing Phase Plate Coronagraph. Owing to the application of the vector phase applied by patterned Multi-Twist Retarder liquid crystals, the coronagraphic performance is achieved over an unprecedented wavelength range of 500–900 nm in two complementary PSFs. With lab measurements we characterize the phase pattern, the retardance and the transmission of the constructed vAPP prototype, and measured and modeled the resultant PSFs. We compared the measured PSFs with the modeled PSFs and find excellent agreement at all wavelengths and angular separations when all known non-ideal effects are included. The vAPP provides up to two decades of suppression at $2 \lambda / D$ and keeps the diffraction halo at a level of $10^{-3.8}$ of the peak intensity out to $7 \lambda / D$ as measured in a 135 degree wedge. The retardance measurements show a wavelength behavior that is consistent with a 3-layer MTR, which provides coronagraphic performance over almost an order of magnitude wider in spectral bandwidth than the previous APP coronagraph. Still, the most significant degradation from the ideal APP PSF is due to offsets from half-wave retardance. Subsequent iterations of vAPP coronagraphs should therefore focus on improving the manufacturing technique with respect to the retardance and/or filter the leakage terms.

The retardance as a function of wavelength could still be further improved by adding more liquid crystal layers. For instance, a 4-layer device has significantly better performance than the 3-layer design that was used in this research. The improvement to the theoretical retardance
and contrast are shown in Fig. 14 and Fig. 15 respectively.

![Theoretical retardance curves as a function of wavelength for different layered MTR designs. This paper describes the performance of a 3-layer MTR device. Increasing the number of twisting layers in the MTR improves the retardance performance across the wavelength range.](image)

The contrast in Fig. 15 bottoms out as it reaches the limit of the adopted APP phase pattern. Owing to the direct-write technique, the vAPP permits the adoption of more extreme phase patterns that reach much deeper (theoretical) contrasts (e.g. [42, 43]). Using the 200 by 200 pixels of this prototype it can be calculated that the outer working angle can theoretically go up to 100 \( \lambda / D \). The production of such an upgraded vAPP coronagraph will be subject to more demanding production tolerances. Particularly the retardance offsets will need to be much smaller than for the current prototype, or the spectral bandwidth will need to be decreased. However, the leakage terms can also be avoided by applying circular polarization filtering on either side of the vAPP [41]. An alternative solution is found by integration of the circular polarization beam-splitting in the vAPP, by using a polarization grating [43]. In this case, all leakage terms end up in a third, unaberrated PSF.

More extreme vAPP devices will also be more demanding in terms of the phase pattern itself. The accuracy of the fast axis orientation (and hence the vector phase) pattern depends on the accuracy of the angle of linear polarization of the UV laser that is used for the photo-alignment layer. The latest manufacturing setup has a Pockels cell to better control this angle and dramatically increases the speed at which the phase patterns are realized. Furthermore, the instrumental polarization issues due to the fold mirror should be avoided.

The measurement setup that we use for the reconstruction of the vAPP device properties is relatively easy to implement and use, but it has several limitations. The accuracy of the reconstruction is dominated by the photon noise on the input images. Unfortunately, the small fiber and narrowband filters attenuate light and therefore require long exposure times. The light
source exhibits fluctuations especially within the first few hours after being switched on, which influence the accuracy of the reconstruction. The reconstruction method removes first order fluctuations of the light but is sensitive to fluctuations between measurements at orthogonal angles of the polarizer. By using a brighter light source, a larger diameter fiber, and/or a camera with better quantum efficiency we can minimize these effects by reducing measurement noise and taking the orthogonal exposures with shorter time intervals. Another solution for the fluctuations would be to independently monitor the light flux out of the fiber to allow for normalization in data reduction. While the coronagraph in this paper is designed to work at visible wavelengths, most high-contrast imaging instruments typically work at near-infrared wavelengths. Fortunately the wavelength range at which the plate optimally works can be optimized by a judicious choice of different liquid crystals and substrates for the vAPP. Using these methods [44] have demonstrated a polarization grating system that works from 3 to 20 microns, and showed that the retardance is only marginally impacted (3%) at cryogenic temperatures. If necessary, such a change in retardance can be pre-compensated during manufacturing.

Instruments that would be suitable for a vAPP coronagraph are adaptive optics-fed high-contrast cameras such as SPHERE-ZIMPOL [45] on the Very Large Telescope, GPI on Gemini South [46], ExPo on the William Herschel Telescope [47], and MMT-Pol [48]. These polarimetric instruments already contain the required Wollaston prism (or other polarizing beam-splitter)
to split the PSFs. Note that even in cases of moderate (∼50%) Strehl ratio, the vAPP still delivers a average raw contrast of $10^{-3.9}$ at 4–6 $\lambda/D$. The second vAPP prototype (cf. the design presented by [43]) has recently been integrated in LMIRCam on the Large Binocular Telescope [49].

Moreover, as the vAPP coronagraph naturally pairs with polarimetry it is possible to reach an even deeper contrast for scattered planet light by combining the two techniques [41]. The two complementary images may also furnish focal-plane wavefront sensing cf. [50] to provide information for real-time or post-factor correction of (instrumental) wavefront aberrations. Finally, we must emphasize that the use of the achromatic patterning technique is not limited to phase manipulation in pupil-plane coronagraphs, but can also be used for focal-plane coronagraphs or a combination of both.

A. Pupil measurement theory and setup

A.1. Pupil reconstruction

This subsection provides the conventions and theory to describe the measurements of the vAPP properties with the setup presented in Fig. 5, and the subsequent data reduction.

The partial polarization of beam of light can be described by a 4-element Stokes vector. The four elements are $I, Q, U$ and $V$ where $I$ denotes intensity, $Q$ and $U$ denote linear polarization at 0/90 degrees and ±45 degrees, respectively, and $V$ denotes circular polarization. A $4 \times 4$ Mueller matrix describes polarization-changing optical components or media that convert an input Stokes vector into a new Stokes vector. Mathematically, the output Stokes vector can be calculated by multiplying the Mueller matrix against the Stokes input vector as seen in Eq. (8).

$$S_{out} = M S_{in} = \begin{pmatrix} m_{00} & m_{01} & m_{02} & m_{03} \\ m_{10} & m_{11} & m_{12} & m_{13} \\ m_{20} & m_{21} & m_{22} & m_{23} \\ m_{30} & m_{31} & m_{32} & m_{33} \end{pmatrix} \begin{pmatrix} I_{in} \\ Q_{in} \\ U_{in} \\ V_{in} \end{pmatrix}$$ (8)

An ideal retarder with a certain retardance $\delta$ and a fast axis of $\theta = 0$ radians has the following Mueller matrix:

$$M_{HWP,0}(\delta) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & \cos \delta & \sin \delta \\ 0 & 0 & -\sin \delta & \cos \delta \end{pmatrix}.$$ (9)

As the vAPP locally has a certain fast axis $\theta = \phi_{app}/2$ we rotate this Mueller matrix with the rotation matrix $T_M(\theta)$:

$$T_M(\theta) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos 2\theta & \sin 2\theta & 0 \\ 0 & -\sin 2\theta & \cos 2\theta & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$ (10)

creating the equation

$$M_{HWP,\theta}(\delta) = T_M(-\theta) M_{HWP,0}(\delta) T_M(\theta).$$ (11)

Since this retarder is positioned between 2 polarizers with a certain position angle $\alpha$ with respect to the anti-symmetry axis we describe each polarizer with the following Mueller matrix

$$M_{pol,\alpha} = T_M(-\alpha) \frac{1}{2} \begin{pmatrix} 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} T_M(\alpha).$$ (12)
In the case of parallel polarizers we obtain the equation

\[ M_{\text{setup}, \parallel}(\alpha, \delta, \theta) = M_{\text{pol}, \alpha} M_{\text{HWP}, \theta}(\delta) M_{\text{pol}, \alpha}. \] (13)

With crossed polarizers the Mueller matrix for the whole setup becomes

\[ M_{\text{setup}, \perp}(\alpha, \delta, \theta) = M_{\text{pol}, \alpha + \pi/2} M_{\text{HWP}, \theta}(\delta) M_{\text{pol}, \alpha}. \] (14)

The input light can be polarized or unpolarized with an intensity \( I_{\text{in}} \) and is represented by the Stokes vector

\[ S_{\text{in}} = \begin{pmatrix} I_{\text{in}} \\ Q_{\text{in}} \\ U_{\text{in}} \\ V_{\text{in}} \end{pmatrix}. \] (15)

The output vector then becomes

\[ S_{\text{out}} = M_{\text{setup}, \parallel/\perp}(\alpha, \delta, \theta) S_{\text{in}}. \] (16)

Since we only measure the intensity of the vAPP plate in between polarizers we only look at the first element of the output Stokes vector \( S_{\text{out}} \). This element will be referred to as \( I_{\alpha, \parallel/\perp}(\delta, \theta) \).

As an example; for the intensity of the plate between crossed polarizers with a position angle of 45 degrees the intensity is \( I_{45^\circ, \perp}(\delta, \theta) \). A combination of intensity ratios gives us an equation with no dependency on the fast axis, input intensity or polarization, or the transmission:

\[ \frac{I_{0^\circ, \parallel} - I_{0^\circ, \perp}}{I_{0^\circ, \parallel} + I_{0^\circ, \perp}} - \frac{I_{45^\circ, \parallel} - I_{45^\circ, \perp}}{I_{45^\circ, \parallel} + I_{45^\circ, \perp}} = 1 + \cos(\delta). \] (17)

Similarly, the equation

\[ \frac{I_{0^\circ, \parallel} - I_{0^\circ, \perp}}{I_{0^\circ, \parallel} + I_{0^\circ, \perp}} - \frac{I_{45^\circ, \parallel} - I_{45^\circ, \perp}}{I_{45^\circ, \parallel} + I_{45^\circ, \perp}} = 2 \cos(4\theta) \sin(\delta/2)^2 \] (18)

gives us an expression that yields the retarder orientation (i.e. half the vector phase) that is insensitive to the input intensity and polarization as long as they are constant during the exposures.

The unknown retardance \( \delta \) can be reconstructed with the equation

\[ \delta = \arccos \left( \frac{I_{0^\circ, \parallel} - I_{0^\circ, \perp}}{I_{0^\circ, \parallel} + I_{0^\circ, \perp}} + \frac{I_{45^\circ, \parallel} - I_{45^\circ, \perp}}{I_{45^\circ, \parallel} + I_{45^\circ, \perp}} - 1 \right) \] (19)

which is the inverse of Eq. (17). Using this retardance, the fast axis \( \theta \) can be calculated using a rewritten version of Eq. (18)

\[ \theta = \frac{1}{4} \arccos \left( \frac{1}{2} \frac{I_{45^\circ, \parallel} - I_{45^\circ, \perp}}{I_{45^\circ, \parallel} + I_{45^\circ, \perp}} \frac{I_{0^\circ, \parallel} - I_{0^\circ, \perp}}{I_{0^\circ, \parallel} + I_{0^\circ, \perp}} \sin(\delta/2)^2 \right). \] (20)

Note that this equation will produce fast axis values that fold at \( \pi/4 \), because of the properties of the arccosine function. This problem will be resolved at the end of the following Subsection.

As a consistency check, the retardance was also estimated by looking at the flux ratio

\[ \frac{I_{45^\circ, \parallel}}{I_{45^\circ, \perp} + I_{45^\circ, \parallel}} \] (21)
in the anti-symmetry axis of the vAPP pattern, and assuming that the polarizers are at 45° with respect to the fast axis at that location. If the plate is exactly half-wave, the second polarizer will block the incoming light. A non-zero flux ratio indicates an offset from half-wave.

\[ \delta = \arccos \left( 2 \frac{(I_{45°,\parallel})}{(I_{45°,\perp} + I_{45°,\parallel})} - 1 \right). \]  

 relates this flux ratio to a retardance estimate.

We call reconstructing the retardance using Eq. (20) Method A and reconstructing using Eq. (22) Method B. To record these intensity measurements we construct a laboratory setup to measure the intensity across the vAPP clear aperture as seen through polarizers pairs. In total we need 8 different polarizer pair positions and corresponding intensity measurements. The list is seen in Tab. 1 and Fig. 16.

### Table 1. List of used polarizer positions. An example of the corresponding measured intensities can be seen in Fig. 16.

| Polarizer 1 | Polarizer 2 | Intensity |
|-------------|-------------|-----------|
| 0°          | 0°          | \( I_{0°,\parallel} \) |
| 0°          | 90°         | \( I_{0°,\perp} \) |
| 45°         | 45°         | \( I_{45°,\parallel} \) |
| 45°         | 135°        | \( I_{45°,\perp} \) |
| 22.5°       | 22.5°       | \( I_{22.5°,\parallel} \) |
| 22.5°       | 112.5°      | \( I_{22.5°,\perp} \) |
| 67°         | 67°         | \( I_{67°,\parallel} \) |
| 67°         | 157.5°      | \( I_{67°,\perp} \) |

### A.2. Pupil measurement setup & data reduction

The pupil measurement setup consists of two polarizers and optics that re-image the vAPP pupil onto the SBIG ST2000XM CCD. A schematic overview of the layout is presented in Fig. 5. A Xenon arc lamp source from Cairn Research is focused into a single-mode SM600 fiber specified to be single mode between 550 and 800 nanometers. The fiber has a mode field diameter of 4.3 \( \mu m \) at 633 nm which is substantially smaller than the optical resolution of our setup. Thorlabs FKB-VIS-10 10 nm narrowband interference filters are placed between the Xenon source and the fiber to select quasi-monochromatic light (i.e., 500-800 nanometers at 50 nm steps). A \( f = 250 \) mm lens re-images the fiber to form a pupil on the APP. This 5.5 mm pupil of the vAPP is then re-imaged onto the 1600 by 1200 pixel detector with 7.4 micron pixel size. A combination of a \( f = 250 \) mm and \( f = 300 \) mm lens form a re-imaged pupil size of 6.6 mm on the 11.8 by 8.9 mm chip.

The measurements are recorded at the defined polarizer angles and at wavelengths from 400 to 800 nanometers at 50 nm intervals. The different angles used for the reconstruction are listed in Table 1 and shown in Fig. 16 together with the measured intensity images. The values in Fig. 3 are used to offset the angles of the polarizer pair between wavelengths. The offsets are fine-tuned by looking at the intensity image \( I_{0°,\parallel} \) and optimizing the symmetry of this image.

The exposure time of the individual frames for these pupil measurements is 100 seconds because of the narrow spectral band and single-mode fiber. At each polarizer pair orientation, one exposure followed by one bias frame is repeated 10 times to form a total integration time of 1000 seconds. Additionally we also take 20 dark frames at 100 seconds each to form a master dark. The bias frames are median combined to create a master bias and similarly after
Fig. 16. Polarizer orientation angles and resultant measured intensity map for each set of polarizer orientations. Using these 8 measurements we can reconstruct the transmission, fast axis and retardance of the optic.

subtracting the master bias from each individual frame the dark frames are median combined into a master dark. After removing the bias and dark from all the frames, they are stacked to form a final image. This is repeated for each wavelength and polarizer pair image.

To estimate the background in scattered light along with low spatial frequency structure, we use the region of the CCD that corresponds to a region that is blocked by the amplitude mask of the vAPP. After masking out the APP pupil image and determining the center of the pupil image, we fit a function of the form

$$f(x, y) = ax + by + c + d(x^2 + y^2)$$

and we solve for $a, b, c$ and $d$ using a least-square approach, and subtract it off the image.

Using Eq. (19) we reconstruct the retardance from two sets of four corrected images. The arccosine in the equation is only defined for values between -1 and 1, and therefore the factor $I_{0^\circ, \parallel} - I_{0^\circ, \perp}$, $I_{45^\circ, \parallel} - I_{45^\circ, \perp}$, $I_{12.5^\circ, \parallel} - I_{12.5^\circ, \perp}$, and $I_{67.5^\circ, \parallel} - I_{67.5^\circ, \perp}$ is susceptible to noise. The factors that are outside of these limits are truncated to the nearest defined value of either -1 or 1 before taking the arccosine. Similarly, when computing the fast axis using Eq. (20) this procedure is used to ensure that all values are real.

The reconstructed fast axis values reflect at $\pi/2$ due to the invariance of the polarizer under rotations of 180 degrees. If the fast axis orientation is larger than $\pi/2$ radians the intensity decreases again creating a non-unique relation between the intensity ratio and phase. To overcome this we obtain additional constraints by repeating these measurements with an offset of 22.5 degrees. The intensity and corresponding reconstructed phases fold back at different locations in the images while the retardance remains the same as before. The input phase pattern is used together with the two reconstructed fast axis maps in order to determine the fast axis orientation. With more signal to noise per pixel it would be possible to directly unfold the reconstructed fast axis using the input phase map by snapping to the phase solution that matches the input most closely. In our case the individual images have too much noise to directly convert using the known phase pattern. Each of the image pairs that are taken have areas where the fast axis is linear as a function of the input phase and does not fold backwards. The linear areas of the images are stitched together. At locations where $|\phi| > \pi/2$ radians a degeneracy still exists. This is solved by applying the appropriate sign and offset to this area of the reconstructed fast axis.
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A.3. Error propagation

To determine the effect of misaligned polarizers and measurement noise on the reconstructed retardance and fast axis, we simulate intensity patterns using Eq. (16) and introduce small offsets to the polarizers (<2 degrees) and simulated photon shot noise by injecting Poisson noise into these images. We then reconstruct unwrapped fast axis and retardance maps using the aforementioned method. From these simulations we see that identical angular offsets to the polarizer pair positions have no significant effect on the retardance reconstruction. Offsetting the polarizer pairs does change the reconstruction of the fast axis pattern. This polarizer offset slightly shifts the position at which the phase folds in individual images. This influences the reconstructed (un-folded) phase maps that joins these individual images although its impact depends how far the polarizers are offset. The relative positions between the polarizers can be determined to within 5 arcminutes, but there is an unknown but fixed offset (on the order of 1 degree) between the polarizer mount position and the fast axis orientation of the APP. The simulations show that offsetting the polarizers by 1 degree does not significantly affect the reconstruction of the phase apart from a piston term.

Figure 17 shows the reconstructed phase versus the input phase for the dataset taken at 750 nm. This image shows that the reconstructed phase matches the input phase to within 0.1 radians. At an input phase of $\phi = 0$ and $\phi = \pm \pi/2$ radians the reconstructed phase shows higher dispersion. This can be seen by the slightly flaring datapoints at those locations and is expected from simulations made with an equal amount of noise for the individual images. The measurement noise on the unbinned raw images at 750 nm propagates to an error on the phase per pixel of 0.07 radians.

![Fig. 17. Plot of unwrapped reconstructed phase versus the input phase. The red line shows a perfect reconstruction.](image_url)

Adding Poisson noise systematically offsets the reconstructed retardance values. To investigate how much this influences our reconstruction, we generate images with $\delta = \pi$ radians, rescale the intensity images with the measured flux of the images in the lab, and inject a similar amount of Gaussian noise. We obtain a systematically different average value across the pupil instead of the input half-wave retardance. This systematic offset becomes more significant as
the noise is increased, and is an indicator of the noise limit on the retardance, as plotted in Fig. 8.

Our images highly oversample (approximately by a factor of 4) the spatial scales in the vAPP. To mitigate the Poisson noise, we bin the data before performing the reconstruction without loss of spatial information. If there is no significant change of reconstructed retardance as a function of binning, then we conclude that the results are not limited by Poisson noise. Using \(4 \times 4\) binned simulated data we derive a measurement noise per pixel of 0.02 radians on the phase and 0.08 radians on the retardance using the measurement noise at 750 nm. At shorter wavelengths the noise level per pixel improves.

**B. PSF modeling theory**

To model the coronagraphic PSFs, we need to compute the Jones vector for both fully polarized beams, as it retains the complete phase information that determines the destructive interference inside the dark hole. The vAPP itself is modeled with a Jones matrix of an ideal retarder with a retardance \(\delta_{\text{HWP}}\) and fast axis \(\theta_{\text{HWP}}\). Ideally the retardance of the half-wave plate \(\delta_{\text{HWP}} = \pi\) radians and the fast axis \(\theta_{\text{HWP}} = \phi_{\text{APP}}/2\), where \(\phi_{\text{APP}}\) is the true phase pattern in the pupil. The Jones matrix of the HWP with fast axis \(\theta_{\text{HWP}} = 0\) radians therefore is

\[
J_{\text{HWP},0} = \begin{pmatrix}
\exp(-i\delta_{\text{HWP}}/2) & 0 \\
0 & \exp(i\delta_{\text{HWP}}/2)
\end{pmatrix}.
\] (23)

This matrix is rotated to the correct fast axis using

\[
J_{\text{HWP},\theta} = T(-\theta) J_{\text{HWP},0} T(\theta)
\] (24)

for every pixel of the half-wave plate, where

\[
T(\theta) = \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}
\] (25)

is the rotation matrix with angle of rotation \(\theta\).

The second optical component in our setup is a quarter-wave plate that converts the two circular polarizations into orthogonal linear polarization states. The final contrast also depends on the quality and alignment of this optic. The QWP can be described in a similar fashion as the HWP:

\[
J_{\text{QWP},0} = \begin{pmatrix}
\exp(-i\delta_{\text{QWP}}/2) & 0 \\
0 & \exp(i\delta_{\text{QWP}}/2)
\end{pmatrix}.
\] (26)

The value of \(\delta_{\text{QWP}}\) should be \(\pi/2\) in the ideal case. This matrix is rotated by a value \(\theta_{\text{QWP}}\) which ideally is \(\pi/4\) to fully convert circular into linear polarization at 0,90° yielding

\[
J_{\text{QWP},\theta} = T(-\theta) J_{\text{QWP},0} T(\theta).
\] (27)

The final element in our Jones model is the Wollaston prism which can be described by a linear polarizer with an efficiency \(\epsilon_{\text{pol}}\). The corresponding Jones matrix for one beam of the Wollaston is

\[
J_{\text{pol,\perp}} = \begin{pmatrix}
\epsilon_{\text{pol}} & 0 \\
0 & 1 - \epsilon_{\text{pol}}
\end{pmatrix}.
\] (28)

The other beam can be described in a similar way with

\[
J_{\text{pol,\parallel}} = \begin{pmatrix}
1 - \epsilon_{\text{pol}} & 0 \\
0 & \epsilon_{\text{pol}}
\end{pmatrix}.
\] (29)
A rotation offset of the Wollaston also introduces leakage terms, and therefore these Jones matrices are also rotated with a rotation matrix. The angle of rotation $\theta_{pol} = 0$ radians if placed perfectly but in practice can vary by a few degrees.

After defining these three optical components we study the effect of the optical setup on circular polarization input states as defined in Eq. (5). The different components are combined in matrix form using

$$E_{\text{out}} = J_{\text{pol}} J_{\text{QWP, } \phi} J_{\text{HWP, } \theta_{\text{APP}}} E_{\text{input}}.$$  \hspace{1cm} (30)

With no vAPP in the laboratory setup, Left circularly (LHC) polarized light will form an Airy PSF in only one of the two Wollaston beams, which we label as the Left beam and the Right beam. In our definition, the LHC polarized light will form an Airy pattern in the Right beam. Inserting an ideal vAPP will then remove the Airy PSF from the Right beam and form the vAPP PSF in the Left beam. Introducing right circularly (RHC) polarized light will produce the complementary vAPP PSF in the Right beam. Recall that the vAPP is a patterned half-wave plate. If the optic is not exactly half-wave, then part of the flux from the vAPP appears as a leakage of the original Airy PSF in the other Wollaston beam. This effect is shown for a retardance offset of $0.1\pi$ radians in Fig. 18. The strength of the leakage increases with the offset from half-wave.

Fig. 18. Effect of retardance offset of the HWP on the PSFs. Any offsets of the half-wave retardance of the vAPP fill the dark hole with an attenuated copy of the original PSF.

Another leakage term appears when the QWP departs from quarter-wave retardance. If the vAPP is illuminated with LHC polarized light, the leakage term appears as an attenuated APP PSF in the Right beam. For a retardance offset of $0.05\pi$ radians this is shown in Fig. 19.

The other error contributions in the system include offsets from the desired phase pattern, misalignments in the QWP and Wollaston, and additional aberrations of the wavefront, which modify the phase pattern and the resultant PSFs, in a different way. Also transmission variations in the vAPP and in the other optics change the PSF. We model all these effects with the Jones formalism and Fourier transform the resultant complex phase to model the PSF.
Fig. 19. Effect of retardance offset of the QWP on the PSFs. Retardance offsets of the QWP fill the dark hole with the opposite handed PSF. Note that the leakage is normalized to the non-leaking term contribution to the PSF.
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