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Abstract— Delay-tolerant networks (DTNs) are basically opportunistic networks and uses store-carry-and-forward switching for message forwarding. Performance of DTNs can be improved by placing stationary nodes, called throwboxes which increases the contact opportunities among nodes. Throwbox is viewed as a relay node and the message delivery is enhanced by spreading as many messages as possible. Increasing the contact opportunities in throwbox based DTN model depends on the deployment of throwboxes in suitable places. The objective of this paper is to identify optimal deployment locations of the throwboxes with a pre-specified transmission range, and to maximize the coverage of all the throwboxes in order to increase average delivery and to reduce the average delay among all the nodes in the network. We use Non-Dominated Sorting Genetic Algorithm–II for optimizing the deployment of throwboxes in DTN. The simulation results are analyzed for better strategy in deploying throwboxes and to improve the performance of throwbox-augmented DTNs.
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I. INTRODUCTION

The DTN are characterized as challenged networks where there is no end-to-end between a data source and its peer(s), excessive maximum round-trip time between any pair of nodes in the network and high end-to-end packet drop probability (Fall,2003). It leads to disconnected partitions in the DTN. Unfortunately, these networks may not be well served by the existing end-to-end TCP/IP model. DTNs rely on the intrinsic mobility of the nodes to deliver packets around the disconnected partitions of the network using a store-carry-and-forward paradigm. This method used to forward information in completely unconnected and decentralized scenarios like sparse sensor deployments, natural disasters, underwater communications, and highly mobile systems.

A major complexity in DTN is that contact opportunities between nodes cannot be predicted nor modified. An approach proposed in the literature consists of employing some additional mobile nodes, called data mules(DM) or message ferry(MF) nodes, their movement trajectories are altered for routing (Poongodi et al 2010, Zhao et al 2004 and Zhao et al 2005). An alternative approach proposed is in equipping the network with dedicated stationary nodes, called throwboxes (Ibrahim et al 2007). Throwboxes are inexpensive, battery-powered nodes with long radios and high storage. When many nodes pass by the same location at different times, the throwbox acts as an intermediate router among them and creates a new contact opportunity. When a mobile node enters into the transmission range of a throwbox, it will drop the messages to forward or receive data from it. Throwboxes are located at some planned geographical positions to improve the number of contact opportunities among the mobile nodes. Throwboxes are typically low cost devices when compared with Ferry nodes and can be deployed in huge numbers, hence allowing for a better flexibility in the network design.

Deploying throw-boxes as static nodes increases the DTN performance in message dissemination among mobile nodes. Throwboxes are operated without communicating with other throwboxes. The real time deployments and simulation results in (Lloyd et al 2007, Gu et al 2009, Gu et al 2011, Zhiyuan et al 2017) have demonstrated that deploying few active throwboxes can indeed improve the network performances and overall throughputs. This method is especially helpful for localized mobility where mobile nodes may only move within a region of the network, and the entire network lacks in global mobility of most nodes. In this network scenario, communicating through pure encountering of mobile nodes may not be appropriate due to the reduced chances of contact. Due to the mobile nodes, the network topology evolves over time in DTN. These new challenges make existing relay node placement algorithms are not suitable for DTNs. Careful deployment of the throwboxes can increase the network connectivity and improves the DTN network performances.

II. RELATED WORKS

Shah et al (2003) , Tariq et al (2006) , Zhao et al (2004), and Xian et al (2010) proposed the Message Ferry approach in which it delivers data in DTN by utilizing non-randomness of mobile nodes. Nodes will not move randomly always. All the nodes are aware of some regular node like a MF node which follows a routine path. The use of multiple ferries
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approach discussed in Zhao et al (2005) may be essential in all the situations to increase connectivity. It uses multiple ferries in networks with Throwboxes, focusing on the design of ferry routes. Chen et al (2007) discussed the task of using small number of Unmanned Aerial Vehicles (UAVs) to relay messages between source and destination of ground nodes. In latency-insensitive bulk data transfer of DTNs, it seek to increase throughput by having a UAV load from a source ground node, carry the data while moving towards to the destination, and finally transfers the data to a destination ground node.

The papers (Zhao et al 2006, Li et al 2016) studied about throwbox deployment problem of selecting or removing throwboxes in a predictable and time-evolving DTN for guaranteed network reliability. In (Banerjee et al 2007), an energy-efficient architecture for throwbox-assisted DTNs is proposed. An approximate heuristic is given for computing the NP-hard problem at meeting places of throwboxes and an average power constraint while maximizing delivery ratio. Energy optimization is performed with individual throwboxes. In (Fan et al 2016) discussed about Throwbox assisted DTNs where throwbox deployment and also routing optimization problem are combined.

A greedy algorithm is discussed which depends on network flow technique to find multiple linear programming problems. The study only focuses on the possible maximum data rate between any two nodes in long term. In (Huang et al 2013, Li et al 2015) they have studied topology control (TC) problem for DTNs, which aims to build a sparse space-time graph while assuring the reliability requirement or connectivity over time. In throwbox optimization problem, if a throwbox is triggered, all it’s spatial and temporal connections over any time slots are activated. Deploying minimum number of throwboxes and k number of throwboxes problems are solved using greedy algorithm for time-evolving DTNs with the assistance of weighted space-time graphs.

In this proposed scheme, we study about how the throwboxes can be placed effectively for improving the performance of DTN. While deploying the throwboxes the places where the maximum coverage is possible is to be found. Those places should also be useful in reducing the maximum delay in reaching from one source to all other destinations. A single objective scheme cannot be applied since a throwbox should support more number of nodes as well as it should improve the other performance criteria. Based on these objectives, multi-objective optimization algorithms NSGA-II are applied and the results are compared. [Yunjia Yang et al 2019, Jing Liang et al 2019, Ali Hojjati et al 2018] discusses about how multi-objective optimization algorithms like NSGA can be effectively applied for real time multi-objective problems.

III. NSGA – II FOR THROWBOX DEPLOYMENT

DTN environment is unreliable and constantly changes due to their mobility of nodes. However, we can use these same node movements along with Throwboxes to transmit messages in the network. In this section, we present the problem of finding the best locations for Throwboxes in the network to reach from one or more sources to a destination based on the availability probabilities of the links. In our model, we assume that each message is assigned infinite TTL. Hence, nodes and throwboxes can hold any amount of messages for any duration. Practically, nodes and throwboxes may have limited capacity to hold only certain amount of messages and have limited energy resource. Spatio TEmporal Parametric Stepping (STEPS) is the mobility model attached to each node. It makes abstraction of spatio-temporal preferences in human mobility preferred for DTN environment (Nguyen 2011).

NSGA-II is a simple and effective algorithm to implement compared to other evolutionary algorithms like PSO and ACO. In this section, we discuss about implementation of the various parts of the general NSGA-II optimization algorithms for the deployment problem in DTNs. We need to define appropriate internal data structure to represent chromosomes and their reproductions for this deployment problem. NSGA-II is the second version of the famous “Non-dominated Sorting Genetic Algorithm” which is based on the work for solving single and multi-objective optimization problems (Deb 2001). Its main features are:

- A non-dominated sorting algorithm where all the individual are ordered according to the level of non-domination
- It implements elitism property in which it stores all non-dominated solutions and improves convergence properties
- It adapts a crowding distance mechanism to guarantee diversity and spreading of solutions
- Constraints are evaluated using a modified definition of dominance and without the use of penalty functions

Simple NSGA methodology suffers from three weaknesses: computational complexity, non-elitist approach and the need to specify a sharing parameter. NSGA-II which is improved version of NSGA, which resolved the above problems and uses elitism to create a diverse Pareto-optimal front, is subsequently presented in (Deb 2001). NSGA-II possess low computational complexity, elitism parameter less diversity preservation, and real valued representation and are being applied to real time applications for optimization. (Ali Hojjati et al 2018). NSGA-II equipped with elitism for multi-objective search, using an elitism-preserving approach. Elitism is established by storing all non-dominated solutions discovered so far, starting from the initial population.

Elitism improves the convergence properties of the Pareto-optimal set and a parameter-less diversity preservation mechanism is also adopted. Diversity and spreading of solutions are assured without the use of sharing parameters, since NSGA-II adopts a appropriate parameter-less niching approach. The crowding distance estimates the density of solutions in the objective space and the crowded comparison operator guides the selection process towards a uniformly spread Pareto-frontier (Basu 2008). The flowchart and pseudo code for the NSGA II are shown in Figure 1 and 2 respectively.
IV. SIMULATION ANALYSIS & RESULTS

DISCUSSION

Proposed NSGA-II algorithm is implemented in MATLAB 2013a. For the sample 100 node network problem and network parameters as shown in Table 1. This Pareto-optimal set was obtained by taking only the two objectives Objective 1 as maximizing average node degree and Objective 2 as minimizing average delivery delay and Objective 3 as maximizing average delivery ratio. Further the algorithm was implemented on various network topologies and various network sizes to test the performance in finding the Pareto-optimal solutions. After performing 50 simulation runs, the best results achieved by NSGA-II are recorded. Figure 3 shows the simulation setup for DTN environment with mobile nodes in blue and throwboxes in red.

Table 1: Simulation Parameters

| Parameter(s)             | Value(s)          |
|--------------------------|-------------------|
| No of nodes              | 100               |
| Area                     | 1000m x 1000m     |
| No of Throwboxes         | 20                |
| Communication Range      | 100m              |
| Simulation time(s)       | 10000             |
| Mobility Model           | STEPS Mobility    |
| Crossover Rate(Cr)       | 0.6               |
| Mutation Factor(F)       | 0.5               |

Figure 1. Flowchart for NSGA-II

Figure 2. Pseudo Code for NSGA-II

Algorithm for NSGA II

1: Input: N, The population size and CP Random Population for a network area \([X, Y]\)
2: \(Q \rightarrow \text{Offspring Population}\)
3: \(\text{while stop criteria not satisfied()} do\)
4: \(\text{for } i = 1 \text{ to } N \text{ do}\)
5: \(\text{Select two parents CP1 and CP2 from CP}\)
6: \(\text{Execute Crossover of CP1 and CP2 and create offsprings CO1 and CO2}\)
7: \(\text{Mutate CO1 and CO2}\)
8: \(\text{Evaluate CO1 and CO2 and insert them in } Q\)
9: \(\text{end for}\)
10: \(\text{Create a union set } Z \leftarrow CP \cup Q, CP \leftarrow \emptyset\)
11: \(\text{pfs} \leftarrow \text{EvaluateFitness (}\{Z\}\)
12: \(\text{pfs}[0] \leftarrow \text{pfs}\)
13: \(\text{while length}(CP) < N \text{ do}\)
14: \(\text{Sort solutions from the current front by Crowding distance}\)
15: \(\text{for each solution(i) in ordered(pfs) do}\)
16: \(\text{if length}(CP) < N \text{ then}\)
17: \(\text{if CP } \leftarrow \text{ solution(i)}\)
18: \(\text{end if}\)
19: \(\text{end for}\)
20: \(\text{Go to next Pareto Front}\)
21: \(\text{end while}\)
22: \(\text{end while}\)
23: \(\text{end}\)

Figure 3. Simulation Environment in MATLAB

Figure 4. Pareto Fronts obtained for Objective 1 (Node Degree) Vs Objective 2 (Delivery Delay)

Figure 5. Pareto Fronts obtained for Objective 1 (Node Degree) Vs Objective 3 (Delivery Ratio)
For number of generations 200 and above, the algorithm converged to a Pareto set which are not much different from number of generations 100. It is because of the solution space is small. Hence it is not needed to run as like other Multi-objective Optimization Problems (MOPs) for more than 100 generations and for the given Table 1 simulation parameters. A pattern with clearness appears in the given scenario shows noticeable move in the pareto frontages, presenting correlation in the middle of the quantity of throwboxes, the functional values of phenomenon acquired for node degree, delay as well as ratio. In common, when the throwboxes count get increases, the delivery ratio also increases on an average. On the other hand, the above said results achieved with increase in node degree which was clearly depicted in sample pareto front ages acquired for NSGA II with throwboxes count of 15. Figure 3 and 4 shows the performance comparison for different two objectives case. Observe in Figure 3 that for five numbers of throwboxes, the lowest delay is below 2500ms, as well as numeral elucidations are created given that above only 30% of node degree. As and when the operational units count gets greater than before from 20 to 30, as in Figure 3, the lowest delay is down to below 500ms, but very few solutions are found with over 70% of node degree.

A gradual growth in the count of throwboxes when added count of node degrees and in turn more contacts between nodes, generating virtual infrastructure in which nodes remain get connected. It is quintessential to contemplate when the arrangement team stands matching results with diverse amount of throwboxes. Expecting a better solution with more amount of throwboxes is a negative analogy to reduce delay when associated to one with fewer operational units. It depends on the optimized locations where they are placed. As and when throwboxes grow upwards, a movement of decreased consistency in relations of Pareto fronts attained which is shown in figure 2. A clear gap emerges between the Pareto fronts obtained as the number of throwboxes is increased, indicating a greater variation in performance over the 100 runs. In the middle of Pareto frontiers and throwboxes, a noticeable hole developed when the count gets increased which indicates an inordinate difference over 100 runs. Due to better results obtained at each run, this may likely happened.

![Figure 6. Comparison of Delay for NSGA II Vs Random Deployment](image)

The Pareto Fronts obtained for all the three objectives of NSGA II are deployed in DTN environment and the results are compared with Random deployment. The Figure 7 shows the results of maximum node degree by all the throwboxes while the node count gets increased. The obtained result remains compared with the random deployment of throwboxes. Clearly it shows that the proposed deployment of throwboxes using NSGA II algorithm performs better in covering maximum number of nodes when placing the throwboxes at optimum number of places. Similarly Figure 6 compares the results of maximum delay in reaching all the destination from one source. It also shows better results for proposed algorithm rather than random deployment.

V. CONCLUSION

An innovative throwbox deployment approach is projected in this work mainly for DTNs. Compared to the present throwbox positioning strategies, for instance the greedy algorithm based deployment and the other contact-based deployment, multi-objective optimization is most formidable one that would heighten the fault-performance of the discussed area. A self-adaptive NSGA-II which will identify better range of alternative solutions and also better communication near the original Pareto-frontiers, are proposed for solution optimization. The results, associated with all statistics acquired with different quality indicators, indicate the supremacy of NSGA-II in terms of convergence speed as well as quality of final Pareto front. It also provides an alternative means to solve MOPs. In future, the dissemination in objective space to be improved further and also to resolve multimodal objective issues for better performing DTNs.
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