Multi-robot adversarial patrolling strategies via lattice paths
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A B S T R A C T

In full-knowledge multi-robot adversarial patrolling, a group of robots has to detect an adversary who knows the robots’ strategy. The adversary can easily take advantage of any deterministic patrolling strategy, which necessitates the employment of a randomised strategy. While the Markov decision process has been the dominant methodology in computing the penetration detection probabilities on polylines, we apply enumerative combinatorics to characterise the penetration detection probabilities for four penetration configurations. It allows us to provide the closed formulae of these probabilities and facilitates characterising optimal random defence strategies. Comparing to iteratively updating the Markov transition matrices, we empirically show that our method reduces the runtime by up to several hours. This allows us extensive simulations on the two dominant robot movement types for patrolling a perimeter showing that a movement with direction is up to 0.4 more likely to detect an adversary. Therefore, our approach greatly benefits the theoretical and empirical analysis of optimal patrolling strategies with extendability to more complicated attacks and other structured environments.

© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

In multi-robot adversarial patrolling, a defender is trying to use a number of robots to detect an adversary’s penetration attempts into important areas or at important points. It is a well-established problem with numerous security applications including crime prevention [2], stopping piracy [3], defending critical infrastructure [3], and protecting animals, natural reserves, or the environment [4]. In these settings, robots provide a cheap, mobile and more reliable addition to humans in monitoring vast open areas [2,5,2]. Adversarial patrolling has many characteristics and has been considered with different approaches; we focus on finding optimal memoryless random strategies for detecting penetration attempts in polylines against full-knowledge adversaries. Previous work on this determined optimal random strategies using Markov chains to model the robots’ movement. In contrast, we present a new technique in analysing these random strategies using lattice paths. Applying this technique reduces the runtime to determine optimal strategies by up to several hours, as well as allowing a theoretical analysis of the strategy space. The significantly reduced runtime is not only beneficial in itself but it allows us to perform a large scale empirical comparison of the main two movement types when patrolling a perimeter.
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Optimal memoryless random strategies on polylines are a notable setting within adversarial patrolling for four reasons. Firstly, polylines, graphs where the nodes form either a line (open polyline) or a circle (closed polyline), represent an important real-world environment. They are useful to model the patrolling of either a fence or perimeter. Moreover, despite their discrete nature they can be used to model continuous environments [6]. Secondly, random strategies play an important role in adversarial patrolling since only these can guarantee that full-knowledge adversaries, i.e., those with knowledge of the defender’s strategy, can be detected or caught [7]. The level of the adversary’s knowledge is important in adversarial patrolling since it addresses the defender’s lack of knowledge of the adversary’s capabilities, as well as the adversary’s reasoning for choosing a location for their penetration attempt. Therefore, it forms the basis of determining the right strategy, and further informs on the possibility to detect penetration attempts in general. Thirdly, memoryless strategies, where the next step of a robot depends only on the position of the robot and not on any previous locations, perform well in comparison to longer histories, i.e., where the next step depends on a number of previous locations [6,7]. Memoryless strategies are also said to satisfy the Markov property. Finally, in comparison to the usually intractable problems of security scenarios in general, and patrolling in particular, the considered setting allows tractable results [6,8,9].

Addressing the computation of random strategies in this setting, the current approach uses a black-box algorithm with significant time and space complexity. The probability of detecting an adversary’s penetration attempt depends on the possible movements of the robots and the paths the robots walk using a particular strategy. Based on this, optimal random strategies can be determined with a two-step process. Firstly, the probability functions that describe the robots’ movements are determined. Secondly, the resulting probability functions are used to determine an optimal strategy. For the first step, the current approach is to algorithmically determine the probability functions using Markov chain models [6,10,9,11]. This approach has two problems. Firstly, the algorithm has to be repeated for every problem instance since the probability functions depend on the size of the polylines as well as the penetration time, i.e., the time the adversary requires to breach the perimeter or fence. Secondly, the algorithm that calculates the probability functions is a black box and does not allow comprehension of the strategy space. This is despite the fact that prevailing classes of graphs like polylines allow succinct expression of the number of possible paths.

We leverage this possibility to succinctly express the number of possible paths in order to analytically express the probability functions. We achieve this via a novel approach, modelling all possible paths of a robot’s random strategy as lattice paths. A lattice path is a path along points in an Euclidean space (see also Fig. 1). Lattice path problems aim to count the number of lattice paths given a start and end point of the paths, allowed step directions, coordinates restricting the paths, and further path features. Lattice paths have been studied for a long time and are, despite apparent simplicity, powerful as well as having applications to many problems including physical systems, encoding, probability and statistics [12]. The counting via lattice paths directly allows us to explicitly state the probability functions.

Our main contribution is the modelling of the robots’ paths as lattice paths (see Section 3.1 and 3.2). For two movement types, and open and closed polylines, we describe the characteristics that influence the different paths the robots can walk and how this can be translated into lattice path characteristics. Using the lattice path representation, we count the number of paths which immediately allow us to explicitly state the probability of detecting the adversary at different nodes. This removes the previously necessary first step of calculating probability functions, such that the remaining (previously second) step of solving the system of equations for an optimal strategy can be done efficiently. We show empirically that this reduces the runtime significantly by up to several hours to a fraction of the previously required runtime (see Section 6.1). Additionally, we show that explicit probability functions provide further advantages by allowing structural analyses. We perform such structural analyses for one movement type which allows us to reduce the runtime even further (see Section 5). Finally, the fractional runtime facilitates experiments at a much larger scale and thus allows an extensive analysis of optimal strategies (see Section 6.2). The analysis allows us to empirically show that on the closed polyline an optimal strategy of a robot that has to turn to change direction has a significantly increased probability of up to 0.4 of detecting an adversary
compared to that of a robot that can freely go in either direction (omnidirectional). Additionally, we highlight the optimal strategies for omnidirectional movement on an open polyline.

In the remainder of this paper we discuss related work (Section 1.1); formally introduce the model (Section 2); discuss the algorithm to calculate an optimal strategy (Section 4); and we provide and discuss our results.

1.1. Related work

Multi-robot patrolling is an area of ongoing research with substantial attention in the past decade [13]. The area’s four main modelling dimensions are: the objective, the type of adversary, the environment and the approach. Objectives are broadly divided between regular patrolling and adversarial patrolling [13]. In regular patrolling the aim is to optimise a frequency related goal; for example, minimising travel time or maximising the visits of important points [14]. Contrastingly, the aim of adversarial patrolling is to defend against an adversary, by detecting [15] or handling [9] penetration events.

The adversarial model largely focuses on the adversary’s knowledge about the robot’s strategy, varying from no information (random strategies), ability to learn, and possession of full knowledge [16,15,13]. For example, the learning adversary in the work of Sak et al. [7] collects information on the robot’s visits and uses this data to predict safe attack times. In comparison, we assume that the adversary has full knowledge of the defenders’ strategy; this could be interpreted as the adversary has had enough time to learn the strategy. Such a full-knowledge adversary or an adversary that can learn can only be detected or caught using random strategies [6].

The environment in patrolling settings is generally assumed to be discrete [4] or the underlying continuous environment is discretised. For example, Elmaliach et al. [14] consider a 2D environment which they divide into cells. Similarly, the nodes in Sea et al. [17] represent coordinates on a plane. Discrete environments might be general graphs [18,15], which represent important points, or polylines [6,19], which represent fences or perimeters. Furthermore, Agmon et al. [6] show that any continuous fence or perimeter can be represented as a graph with nodes that represent sections of equal travel time. We use the same technique and thus our results, for discrete polylines, can be applied to cover continuous environments as well.

Multi-robot adversarial patrolling also overlaps with the game-theoretic area of security games [9,15]. This area is dominated by leader-follower or Stackelberg games [9] in which the leader, the defender, makes a move, i.e. commits to a strategy; then the attacker can respond with a move, i.e. a penetration attempt. The overall goal is to find equilibria that are good for the defender.

However, general graphs and game-theoretic approaches are mostly either NP-hard [8] or, due to their non-linear constraints and the application of non-linear optimisation, assumed to be NP-hard [9]. For example, Chevalleyre [18] and Basilico et al. [15] prove that finding an optimal strategy is NP-hard. Consequentially, many works use experimental evaluation of heuristics [18–20,15,21,17,13]. These heuristic approaches are in contrast to our work of finding specific optimal solutions for specific graphs and movement patterns.

A more closely related game is the patrolling game introduced by Alpern et al. [22]. They assume the defender and attacker are playing a zero-sum game whose structure is similar to the one in our work. The game is played on a graph and the attacker takes a specified number of steps to attack one of the nodes. In comparison to our work, their aim is to determine or bound the probability that the attacker is detected. Moreover, in contrast with our assumption of a full-knowledge adversary, they consider different strategies of the attacker. These strategies include: uniform probability over the nodes as well as strategies that consider nodes based on specific features of the graph or the movement of the robots. More recently, Alpern et al. [23] determined a patrolling strategy for the patrolling game on a line graph and a penetration time of 2. Their setting is different to ours with regards to the types of strategies and the knowledge of the adversary. Their defender chooses mixed strategies of paths and the attacker chooses a strategy first, whereas in our case we consider memoryless walks, the defender sets a strategy first and the attacker knows that strategy.

Our work is close to the works of Agmon et al. [6], and subsequent papers addressing different aspects like coordinated attacks [10], sequential attacks [9] and deception [11]. Their aim is to find optimal polynomial-time patrol strategies for specific graphs and specific goals maximising the minimal probability of the adversary being detected. They use algorithmic approaches, mainly the construction and evaluation of Markov transition matrices, to find the probability of the robots detecting the adversary [6] or the number of paths a robot can walk [9]. In contrast, we give explicit terms and functions for the number of paths and the probability of detecting the adversary which removes the necessity for the respective algorithms. Moreover, our approach has a much faster runtime and thus allows us a much larger empirical analysis instead of providing a few examples.

2. Preliminaries

We consider the setting of multi-robot patrolling around a perimeter or along a fence. The homogeneous robots are used by a defender who wants to detect penetration attempts by an adversary. A penetration attempt is the presence of an adversary with the intent of passing the perimeter or fence. In this work, we focus on a setting with one robot since Agmon et al. established that a single-robot model can be extended to a multi-robot setting by placing the robots equidistant to each other and synchronising their movements [6].
Fig. 2. Illustration of the transformation from a continuous perimeter to the polyline representation. The left polygon (marked with ‘Perimeter’) represents a continuous perimeter patrolling path. The top part is a magnification of a section of the perimeter linking the perimeter’s segmentation to the polyline. Segment 1 represents a bend which requires the robot to slow down to change direction. Segment 2 is a straight stretch with good visibility allowing the robot to cover more ground than in other segments. Segment 3 represents an uneven surface where the robot needs longer to drive and scan. Segment 4 may be a part where the robot has to slow down to avoid obstacles. The resulting polyline graph (bottom) represents the segments with fixed traversal and scan time.

Fig. 3. The polyline graph with $d$ segments. The dashed line indicates the edge that is present in the perimeter/circle but not in the fence/line. The guard with the shield represents the robot positioned in segment 1 and the other person (wearing a jacket and a knit cap, and holding a sword) represents the adversary penetrating in segment $j$.

The perimeter or fence the robot is patrolling is represented by an open or closed polyline with $d \in \mathbb{N}$ nodes called segments (see Fig. 3). The nodes are numbered 1 to $d$ such that node $i$ is adjacent to node $i-1$ for $i \in \{2, \ldots, d\}$ as in Fig. 2. We derive such a representation from a continuous perimeter or fence by dividing it into segments as depicted in Fig. 2. The division is done such that there is a fixed time which allows the robot to traverse and use its sensors to scan for penetration attempts in any one segment [6]. Hence, a segment might correspond to longer or shorter stretches of the perimeter or fence, based on a difference in traversal/scanning time, e.g. different types of terrain. Thus, irrespective of the actual environment, we have a discrete polyline representing either a perimeter or a fence.

1. **Perimeter/Circle**: A perimeter is modelled as a closed polyline, i.e. a graph that is one connected component where all nodes have degree two. Fig. 3 with the dashed line being an edge represents this. Due to the shape we also call this environment a circle.

2. **Fence/Line**: A fence is modelled as an open polyline, i.e. a graph that is one connected component where all nodes except two have degree two and the remaining two nodes have degree one. Fig. 3 without the dashed line represents this. Due to the shape we also call this environment a line.

The discrete environment also allows us to assume a discrete time model where a robot needs one time step to go from one segment to an adjacent segment [6].

This work considers memoryless robots where the next step the robot takes relies only on its current location. On the perimeter or fence the memoryless robot shall detect a penetration attempt by a full-knowledge adversary. A penetration attempt falls into one of the segments $1 \leq j \leq d$ and requires a penetration time of $t$ time steps, i.e. a multiple of the time a robot needs to traverse any segment. The defender does not know the target segment $j$ nor the time at which the adversary starts the penetration attempt. The only information known to the defender is the time $t$ the adversary needs for
a successful penetration. A penetration attempt is detected if a robot reaches the segment targeted by the adversary within the $t$ time steps.

We consider a single penetration attempt and we set the start time of this penetration attempt to be time 0. Accordingly, the important time horizon is from time 0 to at most the end of the penetration attempt (time $t$). The robot’s actions outside of this time horizon are irrelevant since an adversary’s detection by a memoryless robot depends only on the robot’s location with respect to the targeted segment $j$ and the robot’s movements during the penetration attempt.

We also limit the range of penetration times $t$, similar to previous works, to those where the robot can reach the adversary in time but is not guaranteed to detect the adversary. This means we exclude those instances where the penetration time is so short that a robot from its current position cannot reach all segments. In this case the adversary would choose a segment that is not reachable and avoid detection, e.g., in a circle of size 6 with 2 time steps the robot can reach segments 2 and 3 clockwise, and segments 4 and 5 anticlockwise but cannot reach segment 6. Simultaneously, we exclude those instances where the penetration time is so long that the robot can simply continue to walk in one direction (including turning around and changing direction at the end of the fence in the case of the fence) and reach all segments at least once during the penetration time. In this case the adversary has no chance of a successful penetration attempt, e.g., with a penetration time of 5 on the same circle of size 6 the robot could reach every segment by just walking clockwise. Hence, we consider penetration times where the robot is able to reach any segment but could never reach all within the penetration time.

From a top down view, the polyline restricts the robot’s movement to two directions, clockwise and anticlockwise, or right and left. We differentiate between two movement types based on if the robot can freely move to either adjacent segment in one time step, or if the robot has a direction and needs to turn around first to reach a segment in opposite direction [6]. This models robots with different modes of movement and sensors, e.g., driving with a forward facing camera or movement on rails scanning in all directions.

1. **Omnidirectional**: The omnidirectional movement allows a robot to freely walk into either adjacent segment in one time step. In a circle this is the next segment in either the clockwise or anticlockwise direction and on a line it is the segment to the left or the right of the current segment (see Fig. 4).

2. **Directional**: The robot has a direction pointing along the axis of the polyline in one or the other direction. The robot can walk into the segment ahead (in terms of its direction) of the current segment in one time step but needs to turn around to change direction which takes $\tau \geq 1$ time steps (see Fig. 5).

Having established the environment and the movement, next we examine the strategy space and define optimal strategies. Firstly, the robot has to act randomly (due to the adversary’s full knowledge of the robots’ strategy) and any random strategy is a random walk. Hence, in line with the fact that there are two possible actions, e.g. clockwise and anticlockwise, and since we are considering memoryless strategies, the random walk is a Bernoulli process. Thus, any strategy can be described by one parameter $p \in [0, 1]$ and any motion is with probability $p$ one of the actions and with probability $1 - p$ the other action. For example, with probability $p$ the robot goes clockwise and with probability $1 - p$ the robot...
goes anticlockwise. Based on this strategy space, an optimal strategy is a value of \( p \) that maximises the probability of detecting the adversary. However, again, since the adversary has full knowledge, they will choose the segment \( j \) with the lowest probability of the robot reaching it in time. Thus, to optimise \( p \) we need to maximise the probability of the segment with minimal probability of the robot detecting the adversary within the given time. More formally, we seek \( p \in \arg \max_{p \in [0,1]} \min_{t \in [d]} Pr(j', j, t, d, p') \) where \( Pr(j', j, t, d, p') \) is the probability that on a graph of \( d \) segments a robot in segment \( j' \) using strategy parameter \( p' \) detects, within the \( t \) time steps, the adversary in segment \( j \). This is also referred to as minmax approach [6].

Finally, the probability functions \( Pr(j', j, t, d, p') \) comprise of the probabilities of the individual paths the robot can take. Since this depends on all paths a robot can walk, we start with defining paths as well as distance. Then, utilising the path definition, we can define the probability functions. In brief, a path is a sequence of consecutive segments representing the robots’ clockwise, anticlockwise, left, right, forward or turn movements.

**Definition 1 (Path, Right/Clockwise Step, Left/Anticlockwise Step).** A path of length \( l \) is a sequence of consecutive segments, i.e. a vector \((s_1, s_2, \ldots, s_l) \in [d]^l\) where every pair of segments \((s_i, s_{i+1})\) for \(1 \leq i < l\) are adjacent in the graph. For a path, a step to the right/clockwise step or a step to the left/anticlockwise step is a tuple \((s_{i-1}, s_i)\) where the second segment is right of next to the clockwise direction or left of next to the anticlockwise direction of the first segment, respectively.

**Definition 2 (Distance dist(\( \cdot, \cdot \)).** The distance \( dist(j, j')\) between two segments \( j \) and \( j' \) is the number of edges of a shortest path. Thus, \( dist(j, j') = |j - j'| \) if we consider a line or a circle with paths in the clockwise direction, and \( d - |j - j'| \) if we consider a circle with paths in the anticlockwise direction. For a circle, the respective direction will be clear from context.

Since the random walk is a Bernoulli process, describing the probability of one path is straightforward. The outcome set \( \Omega \) consists of all paths of length \( t \) from the start segment and the probability measure \( P_W \) is the obvious Bernoulli process measure.

**Definition 3 (Probability of a Path).** The probability of a path \( \omega \in \Omega \) is \( P_W(\omega) = p^Y \cdot (1 - p)^X \) where \( X \) and \( Y \) are the number of actions depending on the movement type.

Detecting the adversary means that within the penetration time \( t \) there is a time step in which the robot is in the segment of the adversary’s penetration attempt. In other words, if the adversary attempts to penetrate at segment \( j \in [d] \) and the robot walks a path that contains \( j \), the robot will detect the adversary. Hence, we can define the probability measure of detecting the adversary \( Pr(j', j, t, d, p) \) as the probability of reaching the adversary:

\[
Pr(j', j, t, d, p) := P(\omega | \omega \in \Omega \land j \in \omega) = \sum_{\omega \in \Omega, j \in \omega} P_W(\omega).
\]

We note with regards to the extension to multiple robots that the probability of one robot detecting the adversary is independent of another robot detecting the adversary. Hence, the probability of any robot detecting the adversary can be calculated using the addition law of probability.

3. **Determining the probability functions**

Our main theoretical contribution is the modelling of the robots’ path using lattice paths, allowing us to explicitly state the probability of catching the adversary. For this we have four settings: omnidirectional movement in a circle; directional movement in a circle; omnidirectional movement on a line; and finally, directional movement on a line. For all four settings determining the probability functions is slightly different. However, the general steps are the same and the models developed have some overlap. Hence, we use the omnidirectional movement in a circle to introduce the general procedure and the modelling. This encompasses the respective types of paths as well as the lattice path representation, and how the counting of paths yields the probability functions.

3.1. **Omnidirectional movement in a circle**

For an omnidirectional robot in a circle specifically we conclude with proving that the probability of the robot reaching a specified segment \( j \) within the \( t \) time steps is as follows (where \( C(\cdot, \cdot) \) is as defined in Theorem 2).

**Theorem 1.** The probability that an omnidirectional robot in segment 1 using strategy parameter \( p \) detects an adversary in segment \( j \) within a horizon of \( t \) on a perimeter of size \( d \) is

\[
Pr(1, j, t, d, p) = \sum_{i=0}^{\left\lfloor \frac{t-j-1}{d} \right\rfloor} C(d - j + i, i) \cdot p^{d+i-j+1} \cdot (1 - p)^t + \sum_{i=0}^{\left\lfloor \frac{t-j+1}{d} \right\rfloor} C(j - 2 + i, i) \cdot p^t \cdot (1 - p)^{j-i-1}.
\]
Considering the movement of one robot, without loss of generality, the robot is placed in segment 1. This can be done since the segment numbering is arbitrary and we can always shift the segments for several robots according to their position. Furthermore, we use an arbitrary but fixed $j \in [d]$ as the specified target segment. Moreover, the probability of a path $P_W = p^X \cdot (1 - p)^X$ (see also Definition 3) is determined by the number of clockwise steps $X$ and the number of anticlockwise steps $Y$. Finally, the penetration time range for this setting is $\lfloor \frac{t}{2} \rfloor \leq t \leq d - 2$. It is easy to see that for a small $t$, i.e. $t < \lfloor \frac{t}{2} \rfloor$, the robot cannot reach the adversary in segment $\lfloor \frac{t}{2} \rfloor + 1$. Contrarily, for large $t$, i.e. $t \geq d - 1$, the robot can deterministically walk in the clockwise direction around the circle and reach every segment in $d - 2$ steps. Therefore, the robot would always detect the adversary.

We prove Theorem 1 in Section 3.1.6 by determining the number of valid paths and partitioning them, and by using lattice path modelling to count the number of paths in one partition. In Section 3.1.4 we show how one group of paths can be modelled using lattice paths (see also Definition 6 for a formal definition of lattice paths) and how many paths there are (see Theorem 2). We provide the proof for this number of paths in one group in Section 3.1.5. The groups are determined by the possible number of steps away from and towards the target segment $j$ which gives a freedom of movement described in Section 3.1.3. Preceding these results we establish two results that reduce the number of sub-settings we have to consider. Firstly, the symmetry of the circle means that we only have to consider reaching a segment in one direction and the other directions follow similarly (see Section 3.1.1 and Lemma 1). Secondly, by the definition of detection, i.e. the adversary is detected if the robot reaches the segment of the penetration attempt, we only need to consider paths that end in $j$ and are of maximal length $t$ (see Section 3.1.2 and Observation 2).

3.1.1. Path symmetry

We start with reducing the sub-settings we have to consider. We observe that, by virtue of a circle, for every path reaching some segment in clockwise direction there is a path that mirrors it, i.e. switches clockwise and anticlockwise steps, and therefore reaches a segment with the same distance to the robot’s location in anticlockwise direction (see also Fig. 6). More formally presented in the following definition, we call the latter path the mirrored path of the former path.

**Definition 4 (Mirrored Path).** For a path of length $l$ let $(s_1, \ldots, s_{l-1})$ be a sequence of clockwise and anticlockwise steps, i.e. $s_i \in \{\text{clockwise, anticlockwise}\}$ for $i \in [l-1]$. The mirrored path is the path whose clockwise and anticlockwise step sequence is $(s'_1, \ldots, s'_2)$ with $s'_i = \text{clockwise}$ if and only if $s_i = \text{anticlockwise}$ for all $i \in [l-1]$.

By the definition, we can directly observe the number of clockwise and anticlockwise steps of a mirrored path.

**Observation 1.** For a path with $X$ clockwise steps and $Y$ anticlockwise steps, the mirrored path has $Y$ clockwise steps and $X$ anticlockwise steps.

This symmetry means that a set of paths and the set of their mirrored paths have to have the same cardinality.

**Lemma 1.** Moving clockwise into segment $j \in \{2, \ldots, \lceil \frac{t}{2} \rceil \}$ is mirrored by moving anticlockwise into segment $d - (j - 2) \in \{\lfloor \frac{t}{2} \rfloor + 1, \ldots, d\}$ and vice versa.

**Proof.** Let $P$ be the set of all paths that start in segment 1 and end in segment $j \in \{2, \ldots, \lceil \frac{t}{2} \rceil \}$ which was reached in the clockwise direction. Overall, these paths all walk $j - 1 = X - Y$ steps in the clockwise direction. However, every path in $P$ has a mirrored path which walks $X - Y$ steps in the anticlockwise direction into segment $d - (X - Y - 1) = d - (j - 2)$. The opposite follows similarly. □

Consequently, we can focus on one direction and the other direction follows.
\[ \text{dist} = \text{steps} \]

3.1.3. **Definition**

The depiction of the movement of a robot where it is in segment 1 and the target segment is 5. The two figures show the direct path (Figure a) and a path with extra steps (Figure b). (For interpretation of the colours in the figures, the reader is referred to the web version of this article.)

3.1.2. **Restriction of necessary paths**

In addition to the previous section, we can furthermore limit the number of paths we have to consider by observing that any path passing \( j \) is covered by a sub-path that ends in \( j \). This is based on the fact that any path passing through \( j \) detects the adversary (see Section 2). Accordingly, we divide all paths into sets of paths which share a common prefix, i.e. all paths that are identical from segment 1 up to the first occurrence of \( j \).

Let \( \omega' \) be such a prefix that ends in \( j \) and has length \( \ell \leq t \). The probability that the robot walks any path of length \( t \) with this prefix is \( P_W(\omega') \cdot \sum_{i=0}^{\ell-\ell} p^i (1-p)^{t-\ell} \). We observe that the sum of the suffixes in this expression is one. This observation also makes sense from the probability argument that they are the space of all possible paths of length \( t - \ell \). Consequently, the probability that the robot walks any path of the set is equivalent to the probability of the common prefix \( \omega' \). Hence, we can conclude that to determine the probability of detecting the adversary we only need to consider the prefixes (paths ending in \( j \)).

**Observation 2.** It suffices to consider the subset of paths which end in segment \( j \), without having passed it before, and are at most of length \( t \).

3.1.3. **Freedom of movement**

In preparation of the lattice path modeling we start with partitioning the robot’s paths. As a result of the previous two sections, we can focus on the paths of maximal length \( t \) in one direction that end in \( j \). We start with observing that the robot needs a (distance dependent) number of steps to reach segment \( j \) but otherwise has a freedom to walk as many additional steps as the difference between \( t \) and the distance to \( j \) allows (see Fig. 7). Based on the further observation that for a fixed amount of additional steps the probability is the same, we partition the paths based on this number of additional steps.

In more detail, as stated in the preliminaries we consider the start time to be 0 and the robot has up to \( t \) time steps to reach the segment of the adversary’s penetration attempt (see also Section 2). Therefore, the robot can walk up to \( t \) steps before the adversary succeeds without detection. Within these \( t \) steps the robot needs to reach \( j \) at a distance of \( \text{dist} := \text{dist}(1, j) \) (this distance is \( j - 1 \) for the clockwise direction and \( d - j + 1 \) for the anticlockwise direction). Hence, besides the \( \text{dist} \) moves to reach \( j \) the robot has \( t - \text{dist} \) additional steps. Their number is greater than or equal to zero since we know \( t \geq \text{dist} \) (see Section 2). We refer to the steps that reach \( j \) as the direct path (see also Fig. 7a) and any step in the same direction as towards \( j \) and any step in the opposite direction as away from \( j \).

**Definition 5 (Direct Path/Towards/Away).** The direct path is a path that has exactly \( \text{dist} \) steps and ends in \( j \). In the case that this is in clockwise direction, any step in the anticlockwise direction is away from the target segment and any step in the clockwise direction is towards the target segment. The converse is true for the anticlockwise direction.

Considering the direct path as the starting point, we observe that any step away from \( j \) has to be countered by a step towards \( j \) at some point. For example, if, as in Fig. 7, the robot reaches a segment in the clockwise direction, any step in the anticlockwise direction (away) has to be countered by a step in the clockwise direction (towards).
Taking of of the valid and the invalid paths, respectively. The thicker grey line is a valid path whereas the solid black path is an illegal path that touches the line \( y = x - \text{dist} \). The dashed path shows how reflecting the solid black path leads to the circle.

**Observation 3.** The robot may walk up to \([\alpha - \text{dist}/2]\) steps away from \( j \) which have to be countered by the same number of steps towards \( j \).

Hence, by Observation 3 and 2 for every path length of \( \text{dist} + 2i \) with \( i \in \{0, 1, \ldots, [\epsilon - \text{dist}/2]\} \) we have a different amount of steps and their placement determines the robot’s path.

### 3.1.4. Modelling as lattice paths

We can use lattice path modelling to count the number of paths in one partition, as established in the previous section. Taking these collectively over all partitions gives us the number of all paths. The overall result, the number of paths for fixed \( d, j \) and \( i \), is as stated in the following theorem. Since the number matches an entry of Catalan’s triangle \([24]\) we use this as the notation for the number.

**Theorem 2.** The number of paths of exact length \( \text{dist} + 2i \) is \( C(\text{dist} - 1 + i, i) \) with \( C(n, k) := \binom{n+k}{k} - \binom{n+k}{k-1} \).

In order to establish this result, we define the lattice path setting (see Fig. 8) as follows. The lattice is the \( \mathbb{N}^2 \) lattice and the robot’s initial position corresponds to \((0, 0)\), the bottom left corner. Starting there, we allow the following lattice paths.

**Definition 6 (Lattice Path).** A lattice path is a sequence of horizontal and vertical unit steps beginning at \((0, 0)\) and ending at a specified point.

The horizontal direction represents movement towards the target and the vertical direction represents movement away from the target. Hence, a point \((x, y) \in \mathbb{N}^2\) corresponds to the robot being in segment \( y = x + 1 \) if \( x \leq y \) or in segment \( y - x + d + 1 \) if the opposite holds. The fact that we consider only paths that end in \( j \) is incorporated by including a boundary line \( y = x - \text{dist} \) which no path is allowed to cross.

Finally, while a robot’s path that ends in \( j \) after \( \text{dist} + 2i \) steps corresponds to a lattice path that ends in \((\text{dist} + i, i)\), for technical reasons, we will consider lattice paths to \((\text{dist} - 1 + i, i)\). The number of paths is not affected by this. Logically, every path of the robot that ends in \( j \) after \( \text{dist} + 2i \) steps must end in \( j - 1 \) after \( \text{dist} - 1 + i \) steps. Graphically, considering Fig. 8, the only way to reach \((\text{dist} + i, i)\) without crossing the line is by passing through \((\text{dist} - 1 + i, i)\).

### 3.1.5. Counting the lattice paths

The lattice path modelling of the previous section immediately allows us to show that the number of lattice paths from \((0, 0)\) to \((\text{dist} - 1 + i, i)\) amounts to the number stated in Theorem 2.

**Lemma 2.** The number of lattice paths from \((0, 0)\) to \((\text{dist} - 1 + i, i)\) not crossing line \( y = x - \text{dist} \) is \( C(\text{dist} - 1 + i, i) \).

**Proof.** The number of unrestricted lattice paths (not restricted by a line) from \((0, 0)\) to \((a, b)\) is \( \binom{a+b}{b} \) (see Theorem 10.3.1 in Lattice Path Enumeration [12]).

For the number of lattice paths restricted by a line, we can count these by using the general ballot theorem [25] or André’s reflection principle [12]. The reflection principle describes a procedure where a path’s horizontal steps after the

---

1 Catalan’s triangle generalises the Catalan numbers which in turn appear in recursive counting problems [12].
first touch point become vertical steps and vice versa. More importantly, according to the principle, any such reflected path ends in \((\text{dist} + i, i - 1)\) (see Fig. 8). Hence, using above binomial coefficient for the total number as well as the number of invalid lattice paths (path that touch or cross the line), the total number of lattice paths is
\[
\binom{\text{dist} - 1 + 2i}{i} - \binom{\text{dist} - 1 + 2i}{i - 1} = \frac{\text{dist}}{i} \binom{\text{dist} - 1 + 2i}{i - 1}.
\]
This is equivalent to \(C(\text{dist} - 1 + i, i)\).

The number of the robot’s paths follows immediately.

**Proof of Theorem 2.** By the correspondence between the robot’s paths and the lattice paths (see Section 3.1.4), Lemma 2 directly implies the claim. \(\square\)

### 3.1.6. Probability of detecting the adversary

Finally, using Theorem 2 we prove that the probability functions stated in Theorem 1 express the probability that a robot reaches and thus detects an adversary.

**Proof of Theorem 1.** The probability functions follow by combining the statements in this section. Firstly, Observation 1 and Lemma 1 imply that the results hold for both directions. Secondly, as stated in Section 3.1.3 by Observations 2 and 3 we can take the sum of paths of all partitions to get the number of all paths. Finally, Theorem 2 gives the number of paths for one partition and Definition 3 gives the probability of a single path. \(\square\)

### 3.2. Remaining settings

In Section 3.1 we present the general approach which provides the probability functions using omnidirectional movement in a circle. The probability functions in the other three settings (directional movement in a circle; omnidirectional movement on a line and directional movement on a line) can be found similarly by modelling the robot’s paths as lattice paths. Modelling of these remaining settings share a large number of similarities with the first setting; hence, we focus on the important differences. We present the modelling and the probabilities for the settings of the directional movement in a circle and the omnidirectional movement on a line. For the directional movement on a line we simply present the probability functions since no further modelling is required.

#### 3.2.1. Directional movement in a circle

For the case of a robot with directional movement in a circle we show that the probability depends on three types of additional motions which give us the following functions (where \(C_{\text{DMC}}\) is as in Definition 8).

**Theorem 3.** The probability of a directional robot detecting an adversary in segment \(j\) on a perimeter of size \(d\) is
\[
Pr(1, j, t, d, p) = \sum_{i=0}^{\left\lfloor \frac{d+j-2}{2} \right\rfloor} \sum_{m=0}^{\left\lfloor \frac{d+j-2}{2} \right\rfloor} \sum_{k=0}^{\left\lfloor \frac{d+j-2}{2} \right\rfloor} \left[ \frac{\left\lfloor \frac{d+j-2}{2} \right\rfloor}{i} \right] \left[ \frac{\left\lfloor \frac{d+j-2}{2} \right\rfloor}{m} \right] \left[ \frac{\left\lfloor \frac{d+j-2}{2} \right\rfloor}{k} \right] C_{\text{DMC}}(d - j + 1, k, i, m) p^{d-j+1+2k+2m} (1 - p)^{2m+2(i-m)+1} + \sum_{i=0}^{\left\lfloor \frac{j}{2} \right\rfloor} \sum_{m=0}^{\left\lfloor \frac{j}{2} \right\rfloor} \sum_{k=0}^{\left\lfloor \frac{j}{2} \right\rfloor} \left[ \frac{\left\lfloor \frac{j}{2} \right\rfloor}{i} \right] \left[ \frac{\left\lfloor \frac{j}{2} \right\rfloor}{m} \right] \left[ \frac{\left\lfloor \frac{j}{2} \right\rfloor}{k} \right] C_{\text{DMC}}(j - 1, k, i, m) p^{j-1+2k+2m} (1 - p)^{2m+2(i-m)}.\]

The difference to the omnidirectional movement is that a path and its probability \(P_W = p^X \cdot (1 - p)^Y\) is not solely dependent on the number of steps \(X\), but also on the number of directional changes \(Y\). It is especially with these directional changes, which do not directly correspond to steps, that require additional modelling. We incorporate the turning of the robot into the lattice path model by separating the additional motions (the actions available from the difference between \(t\) and the distance to \(j\)) into three different types. The first motion type is called additional steps. This motion is the same as in the omnidirectional case; the additional steps are all steps that are not directly required to reach the target segment. The other two types reflect the changes in direction and are called turn and spin.
Definition 7 (Turn/Spin). A turn is a change of direction followed by a step into the new direction and a spin are two consecutive changes of direction.

We separate changes in direction into turns and spins since turns can be represented in the lattice, as presented in Section 3.1.4. Similar to additional steps, they can be included in the lattice path model as changes in the direction since they are followed by a step (see also Fig. 9). This is not the case for spins. Nevertheless, since a spin can be performed at any point of a path they can be factored in after accounting for steps and turns.

Similar to the steps in Section 3.1, the majority of the results in this section help to establish the number of paths in one of the partitions of all paths. A partition in this setting is based on the number of additional steps, turns and spins. Hence, after establishing the partitioning for this case, we prove that the number of paths for one partition is as follows.

Definition 8 (CDMC). Let the number $C_{DMC}$ be defined as follows (with DMC referring to directional movement in a circle):

$$C_{DMC}(\text{dist}, k, i, m) = \binom{\text{dist} + 2k + 2m + i - m - 1 - 1}{i - m} \cdot \left( \frac{\binom{\text{dist} + k + m - 1}{m}}{k + m} - \frac{\binom{\text{dist} + k + m}{m}}{k + m - 1} \right).$$

Lemma 3. The number of paths from $(0, 0)$ to $(\text{dist} + k + m - 1, k + m)$ with $2m$ turns, $2(i - m)$ spins, $2k$ additional steps, and not crossing line $y = x - \text{dist}$ is $C_{DMC}(\text{dist}, k, i, m)$.

We prove Lemma 3 after first explaining how turns can be counted as changes of direction in the lattice path. This will allow us to prove that the second factor in Definition 8 corresponds to the pairs of turns and additional steps. The proof combines this with factoring in the pairs of spins (first factor in Definition 8).

Before we elaborate on this, we start with the partitioning. We indicate a partition for this case with three numbers: the number of changes of direction, the number of turns and the number of additional steps. Similar to the omnidirectional case we have $t - \text{dist}$ time steps for the robot to perform these motions in addition to reaching the target segment. Also as in the previous setting we can observe that all types of motions come in pairs. Both moving or turning away from the target has to be reversed at some point (see also Section 3.1.3 and Observation 3).
Observation 4. Every additional motion a robot makes has to be countered by the same type of motion in the opposite direction at some point. The only exception is that reaching a segment in the anticlockwise direction needs an additional turn, derived from the assumption that the initial direction taken is clockwise.

We determine the numbers for the partitions starting with the changes in direction. Since a turn takes \( \tau \) steps, the robot can perform at most \( \left\lfloor \frac{(r - \text{dist})}{(2 + \tau)} \right\rfloor \) many pairs of changes in direction. Similar to the previous setting (see Section 3.1.3), the robot may perform any fixed number of these \( i \in \{0, 1, \ldots, \left\lfloor \frac{r - \text{dist}}{(2 + \tau)} \right\rfloor \} \).

Of these \( i \) turn and spin pairs, we denote the number of pairs of turns with \( m \). This number must be within the range of all changes of direction. It also has to be within the total number of possible turns including the two accompanying steps. Hence, \( m \) ranges from 0 to \( \min \{i, \left\lfloor \frac{r - \text{dist}}{(2 + \tau)} \right\rfloor \} \). Consequently, a set number of turns imply a fixed number of \( i - m \) pairs of spins. Finally, the remaining moves can be used for \( k \in \{0, \ldots, \left\lfloor \frac{r - \text{dist} - 2i - 2m}{2} \right\rfloor \} \) additional steps. Altogether, this gives us a partition where we can count the paths for fixed \( i, m \) and \( k \).

Within one partition we use lattice path modelling to count the number of paths for given additional steps \( k \) and turns \( m \). We achieve this by extending the lattice path modelling introduced in Section 3.1.4 to factor in the turns. They can be represented as either a north east turn or an east north turn (see Fig. 10):

Definition 9 (NE-turn/EN-turn). A point on a lattice path is a north east turn (NE-turn) if it is the end point of a vertical step and the starting point of a horizontal step. Similarly, a point is an east north turn (EN-turn) if it is the end point of a horizontal step and the starting point of a vertical step.

We factor the number of turn pairs \( m \) by the number of NE-turns since those represent the total number of turns.

Lemma 4. A robot’s path with \( 2m \) turns is a lattice path with \( m \) NE-turns.

Proof. Every turn of the robot shows up as a NE-turn or an EN-turn (see the thick grey path in Fig. 8 with two turns of either type), with two exceptions. The first exception is walking vertically from \((0, 0)\) which is a turn of direction (equivalent to EN-turn), and the second exception is walking vertically into the target segment. The latter step of walking into the target segment is not possible in our setting (compare Observation 2). Consequently, the lattice paths with \( m \) NE-turns represent all path with \( 2m \) turns.

Using this we are able to prove the number of paths in one partition.

Proof of Lemma 3. We count the number of paths for \( 2k \) additional steps, \( 2i \) turns and spins and \( 2m \) turns. The term is comprised of two factors: the number of paths, given turns and additional steps, as well as all the ways to include the spins.

Firstly, we count all paths with \( m \) NE-turns, given the number of steps and turns (see Lemma 4). The number of paths from \((0, 0)\) to \((a, b)\) with \( \ell \) NE-turns is \( \binom{\ell}{\ell} \). This result is a special case of Equation 10.120 in Section 10.14 of Lattice Path Enumeration [12]. Hence, we can use this to determine the number of paths from \((0, 0)\) to \((\text{dist} - 1 + k + m, k + m)\). Moreover, as in Lemma 2, we get all valid paths by subtracting the paths that cross the line using the reflection principle. Together, this gives us the second factor in Definition 8.

Secondly, we have to include the spins to get the overall result. These can be performed in every segment along a path which means we can include them by distributing the \( i - m \) pairs of spins over the \( \text{dist} - 1 + 2k + 2m \) positions of a path. This is equivalent to putting indistinguishable balls in distinguishable boxes. Counting those combinations is an elementary result in enumerative combinatorics (see e.g. Enumerative Combinatorics [26]). Specifically, the number of \( r \) indistinguishable balls into \( s \) distinguishable boxes, allowing multiple balls per box, is \( \binom{s + r - 1}{r} \). Applying this gives us the first factor in Definition 8 and the product of the two factors gives us the overall result.

Finally, the probability functions are determined by summing up over the partitions given by \( i \), \( m \) and \( k \) similar to Theorem 1.
Proof of Theorem 3. For both directions $i, m$ and $k$ determine the number of changes in direction, the number of pairs of turns, and finally the number of pairs of additional steps, respectively. This depends on the distance which, as before, is different for the clockwise and the anticlockwise direction. As previously discussed, all possible combinations result in different numbers of paths. Hence, considering all combinations for both directions yields the sums.

For both directions we have to determine, for a given $i, m$ and $k$ combination, the probability of a path. In summary, the power of $p$ is determined by the number of steps and the power of $1-p$ is the number of changes in direction. Hence, we have to add up these respective numbers. For both directions, the steps are determined by the distance, the pairs of additional steps, as well as the pairs of steps after turns. Therefore, we have $j - 1 + 2k + 2m$ for the clockwise direction and $d - j + 1 + 2k + 2m$ for the anticlockwise direction. Changes in direction are determined by the pairs of turns and the pairs of spins. Hence, we have $2m + 2(i - m)$ for both directions; this is also true for the anticlockwise case where there is an additional change in direction under the assumption that the robot starts facing clockwise.

Finally, Lemma 3 gives the number of number paths for a given partition representing the number of paths the robot can walk.

3.2.2. Omnidirectional movement on a line

Next we are considering the setting of the robot patrolling a line. The main difference from the circle are the defined ends of the line. At the ends the robot has to turn around, thus changing the probability and breaking the clockwise-anticlockwise symmetry. Hence, the probability here depends on the distance to the target segment and the distance to the end of the line. This also means that the probability is different for every pair consisting of the position of the robot and the position of the penetration attempt. Considering all these points gives us the following probability functions for this setting (where $C_{OML}$ is as in Definition 11).

Theorem 4. The probability of an omnidirectional robot detecting an adversary in segment $j$ on a line of size $d$ is

$$Pr(j', j, t, d, p) = \sum_{i=0}^{t-|j|-|j'|} C_{OML}(j, j', 1, i, 0) \cdot p^i \cdot (1 - p)^{|j-j'|+i}$$

if segment $j'$ is left of segment $j$ and

$$Pr(j', j, t, d, p) = \sum_{i=0}^{t-|j|-|j'|} C_{OML}(j, j', 1, i, 0) \cdot p^{|j-j'|+i} \cdot (1 - p)^j$$

if segment $j'$ is right of segment $j$. If the robot is in one of the end segments $j \in \{1, d\}$ the probability is

$$Pr(j, j, t, d, p) = \begin{cases} Pr(2, j, t - 1, d, p) & \text{if } j = 1 \\ Pr(d - 1, j, t - 1, d, p) & \text{if } j = d. \end{cases}$$

Since the robot has to turn around at the end, its motion is now split into $X$ right steps with probability $(1 - p)$, $Y$ left steps with probability $p$, and $Z$ steps turning around in the end segments; this implies the probability measure $P_W(\omega) = P^X \cdot (1 - p)^X \cdot Z$ for one path. This difference in probability between a step and reaching the end of the line means that for the partitioning of the robot’s paths and the lattice path modelling, we have to consider the number of times the robot reaches the end. The latter will be done by introducing a second line (besides the one introduced in the modelling in Section 3.1) representing the end of the line (see Fig. 11).

Before we extend the lattice path modelling, we establish a symmetry which allow us to focus on one setting with arbitrary but fixed locations of the robot $j'$ and the penetration attempt $j$. This symmetry is based on the fact that any setting where the target segment is left of the robot’s initial segment is similar to a setting where the target segment is right of the robot’s initial segment. The requirement for this is the following: the distance between the robot’s initial segment and the other end of the line, as well as between the robot’s initial segment and the target segment, has to be the same between the two settings. We only have to consider one end of the line since we still only have to take into account paths that end in the target segment (see also Section 2 and Observation 2) and therefore the robot can only reach one end of the line without detecting the adversary. The following lemma formalises this and thus allows us to focus on the case where the initial segment $j'$ is left of the target segment $j$, i.e. $j' < j$, and the other case follows.
Lemma 5. The number of paths from segment \( j' \) to segment \( j \) with \( j' < j \) is the same as the number of paths from a segment \( d - \text{dist}(1, j') \) to segment \( d - \text{dist}(1, j) \) with \( \text{dist}(j', j) := |j - j'| \).

Next we establish the partitions for one fixed \( j' \) and \( j \) and how to count the number of paths within one partition. As before any path can have \( i \in \{0, 1, \ldots, \left\lfloor \frac{\text{dist}(1, j')}{2} \right\rfloor \} \) additional moves. In addition, we denote with \( k \) the number of times the end of the line is reached. The range of \( k \) is limited by the distances and the penetration time \( 0 \leq k \leq \left\lfloor \frac{\text{dist}(1, j') + \text{dist}(1, j)}{2} \right\rfloor \).

Hence, fixed \( j, j', i \) and \( k \) determine one partition. Modelling one partition as a lattice path setting utilises the same lattice as in the setting of the circle (see Section 3.1.4 and Fig. 8). This includes the line \( y = x - \text{dist}(j', j) \) representing that segment \( j \) is entered last. This holds with only a minor difference of perspective in that the point \((0, 0)\) now corresponds to \( j' \). The main difference is the second line \( y = x + \text{dist}(j', 1) \) which has been introduced to represent the end of the polyline. This line is the focus of the additional results in this section. We establish how to count the number of lattice paths that reach the end of the line \( k \) times and do not touch the line representing segment \( j \). Altogether, this allows us to establish the number of paths for one partition in this setting, allowing us to prove Theorem 4.

In order to count the number of paths touching (not intersecting) the line \( y = x + \text{dist}(j', 1) \) exactly \( k \) times, we first equate it to a setting where the line has been touched only once. We show this correspondence via a bijection between the two settings which adapts a bijection used by Spivey [27] (see also Fig. 12).

Lemma 6. There is an explicit bijection between paths from \((0, 0)\) to \((a, b)\) touching the line \( y = x + s \) exactly \( k \) times and paths from \((0, 0)\) to \((a, b - k + 1)\) touching the line exactly once.

Proof. A path from the first group is transformed to a path in the second group by removing any vertical steps that end on the line until only one touch is left, starting with the last touch.

For the inverse we take any path from the second group. Starting from the last point where the path touches or intersects \( y = x + s - 1 \) and we add into the path one vertical step. We repeat this until the path ends in \((a, b)\). This procedure will always produce a path in the first group since at least one touch is guaranteed, through touching the line \( y = x + s \). Moreover, shifting the path by one vertical step results in a new intersection of the path and \( y = x + s - 1 \). By always choosing the last touch or intersection this procedure reverses the mapping.

This lemma makes it easy for us to count lattice paths as we have done previously. The equivalent paths with only one touch can be split into two path sections: a path from the origin to a point on the line and a path from that point to an end point. Hence, we can count paths that do not touch any line for the two path sections individually. Furthermore, summing up all possible midpoints gives us the total number of paths.

Lemma 7. The number of paths from \((0, 0)\) to \((a, b)\) touching the line \( y = x + s \) exactly \( k \) times is

\[
\sum_{m=0}^{b-s-k+1} |(0, 0) \rightarrow (m, m+s)| \cdot |(m, m+s) \rightarrow (a, b-k)|,
\]

where \( |(u, v) \rightarrow (x, y)| \) denotes the number of paths from \((u, v)\) to \((x, y)\).

Proof. By Lemma 6, for any path touching the line \( k \) times there is a path touching it once in the first touch point. Hence, if we sum up the paths over every possible point on the line, we get the total number of paths. The first point is at \((0, s)\) and the last point is at \((b - k - s + 1, b - k + 1)\). Hence, there are \( b - s - k + 1 \) such points.
Definition 10 ($D_{OML}$). Let the number $D_{OML}$ be defined as follows:

$$D_{OML}(a, b, c, d, e, g) = \sum_{\ell=1}^{(e-g+1)/2} \frac{4}{e-g+2} \left(2 \cdot \cos \left(\frac{\pi \ell}{e-g+2}\right)\right)^{c+d-a-b} \cdot \sin \left(\frac{\pi \ell(a-b+e+1)}{e-g+2}\right) \cdot \sin \left(\frac{\pi \ell(c-d+e+1)}{e-g+2}\right).$$

Lemma 8. The number of paths from $(a, b)$ to $(c, d)$ neither crossing the line $y = x + e$ nor crossing the line $y = x + g$ is $D_{OML}(a, b, c, d, e, g)$.

Using $D_{OML}$ we can make the expressions in Lemma 7 explicit. We define the explicit sum as $C_{OML}$: following the definition, we prove that this is the number of robot’s paths of one partition.

Definition 11 ($C_{OML}$). Let the number $C_{OML}$ be defined as follows:

$$C_{OML}(j, j', \hat{j}, i, k) = \sum_{m=0}^{i-k-|\hat{j}-j'|+1} D_{OML}(0, 0, m, m + |\hat{j}-j'| - 1, |\hat{j}-j'| - 1, 1 - |j-j'|) \cdot D_{OML}(m + 1, m + |\hat{j}-j'|, |j-j'| + i - 1, i - k, |\hat{j}-j'| - 1, 1 - |j-j'|)$$

for $k > 0$ and otherwise.
\[ C_{OML}(j, j', \hat{j}, i, 0) \]
\[ = D_{OML}(0, 0, |j - j'| + i - 1, i, |\hat{j} - j'| - 1, 1 - |j - j'|). \]

**Lemma 9.** There are \( C_{OML}(j, j', \hat{j}, i, k) \) paths for a robot in segment \( j' \) walking to segment \( j \) which reaches segment \( \hat{j} \) exactly \( k \) times using \( i \) additional steps.

**Proof.** The statement follows from replacing the variables in Lemma 8 to fit to our lattice path modelling of the robot’s path. It is clear that \( a \) and \( b \) are zero at the start point, hence we continue with the lines defined by \( e \) and \( g \). We substitute \( e \) for the distance to the end of the line \( j \) which gives us \( y = x + |j - j'| - 1 \). Likewise, we substitute \( g \) for the distance to segment \( j \) which gives us \( y = x - |j - j'| + 1 \).

Next, we address making contact once with the line representing \( j \) if \( k \) is greater than zero. Since Lemma 8 gives us the number of paths between two lines, we have two points representing the contact. The point \((m, m + |j - j'| - 1)\) is the end point of a path reaching the line and the point \((m + 1, m + |j - j'|)\) is the starting point of a path leaving the line.

Finally, the endpoint, i.e. \((c, d)\), is either \((|j - j'| + i - 1, i - k)\) if \( k \) is greater than zero or \((|j - j'| + i - 1, i)\). \( \square \)

Finally, the proof of the number of steps in a partition allows us to prove the correctness of this setting’s probability functions.

**Proof of Theorem 4.** We focus on the case where the robot is left of the target segment, since the other case follows by symmetry (see Lemma 5).

To sum up over all partitions we need to consider all combinations of additional steps and times the robot reaches the end of the line. The first sum ranges over the possible number of additional step pairs. For one fixed \( i \) we then sum up the case where the paths do not reach the end segment, i.e. \( k = 0 \), and all possible cases where \( k \geq 1 \).

Regarding the probabilities, all steps to the left are one step from the additional steps pairs, i.e. the power of \( p \) is \( i \). However, the right steps are every other step of the additional step pairs and the steps required to reach the target segment \( j \). We only have to subtract the steps at the end of the line from \( j \) to the adjacent segment as this happens with certainty, i.e. the power of \( 1 - p \) is \(|j - j'| + i - k|\).

Finally, by Lemma 9, \( D_{OML} \) (see Definition 11) is the number of paths per partition. \( \square \)

### 2.3.2. Directional movement on a line

To determine the probability functions for the last setting of a directional robot defending the fence we require not further extension of the modelling. Applying the ideas and approaches of the other three settings allows us to simply state the number of paths and the probability functions.

For the number of paths, denoted with \( D_{DML} \) (with DML referring to directional movement on a line), we rely on established results from lattice path literature. We need another expression for this setting as we need to count all paths between two lines, given a number of NE-turns. The following lemma, that formally states this, is Theorem 10.14.3 in *Lattice Path Enumeration* [12].

**Definition 12 \((D_{DML})\).** Let the number \( D_{DML} \) be defined as follows:

\[
D_{DML}(a, b, c, d, e, g, \ell) = \sum_{k \in \mathbb{Z}} \left( \frac{c - a - k(e - g)}{\ell + k} \left( \frac{d - b + k(e - g)}{\ell - k} \right) - \left( \frac{c - b - k(e - g) + g - 1}{\ell + k} \right) \left( \frac{d - a + k(e - g) - g + 1}{\ell - k} \right) \right).
\]

**Lemma 10.** Let \( a + t \geq b \geq a + s \) and \( c + t \geq d \geq c + s \). The number of all paths from \((a, b)\) to \((c, d)\) neither crossing the line \( y = x + t \) nor crossing the line \( y = x + s \) with exactly \( \ell \) NE-turns is given by \( D_{DML}(a, b, c, d, t, s, \ell) \).

Using this and the distribution of spins as established in the proof of Lemma 3, we can define \( C_{DML} \) as the number of possible paths of the robot. The proof is omitted since it is similar to the one of Lemma 9.

**Definition 13 \((C_{DML})\).** Let the number \( C_{DML} \) be defined as follows:

\[
C_{DML}(j, j', \hat{j}, i, k, \ell) = \binom{|j - j'| + 2k + 2m + i - m - 1}{i - m} \cdot \sum_{m=0}^{i-k-1-j'+1} \sum_{r=0}^{\ell} D_{DML}(0, 0, m, m + |j - j'| - 1, |\hat{j} - j'| - 1, 1 - |j - j'|, r).
\]
\[
\cdot D_{DML}(m + 1, m + |\hat{j} - j'|, |j - j'| + i - 1, i - k,
\]
\[|\hat{j} - j'| - 1, 1 - |j - j'|, r)
\]

if \( k > 0 \) and otherwise
\[
C_{DML}(j, j', \hat{j}, i, k, \ell) = \left( |j - j'| + 2k + 2m + i - m - 1 \right) / i - m
\]
\[\cdot \sum_{\ell=0}^{\ell} D_{DML}(0, 0, |j - j'| + i - 1, i, |\hat{j} - j'| - 1, 1 - |j - j'|, r).
\]

Lemma 11. The number of paths from the initial segment \( j' \) to segment \( j \) with the respective end segment \( \hat{j} \in \{1, d\} \), \( i \) and \( k \) is \( C_{DML}(j, j', \hat{j}, i, k, \ell) \).

Finally, we state the probability function in the following theorem. The proof is omitted since it follows similarly to Theorem 3 and 4.

**Theorem 5.** The probability of a directional robot detecting an adversary in segment \( j \) on a line of size \( d \) is
\[
Pr(j', j, t, d, p) = \sum_{i=0}^{\left\lfloor \frac{t-\delta-i-j'}{2} \right\rfloor} \sum_{k=0}^{\left\lfloor \frac{t-\delta-i-j'}{2} \right\rfloor} \min\{i, \left\lfloor \frac{t-\delta-i-j'}{2} \right\rfloor \left[ \left( i - \frac{i - j'}{2} \right) + m \right] \sum_{\ell=0}^{\ell} C_{DML}(j, j', \hat{j}, i, k, \ell) \pmb{p}_{\text{opt}}(j', j, t, d, p) = (1 - \pmb{p})^{2m+2(i-m)+\delta}
\]
\]
where \( \delta \) is 1 if the robot is facing towards \( j \) and 0 if the robot is facing towards an end segment \( \hat{j} \in \{1, d\} \). The end segment \( \hat{j} \) is 1 if \( j' \) is left of segment \( j \) and \( d \) if segment \( j' \) is right of segment \( j \).

4. Calculation of optimal strategies

In the remainder of this work we focus on the calculation of optimal strategies. For this we firstly describe the implementation to calculate an optimal strategy according to the minimax approach. Utilising our explicit probability functions, the remaining part of this is the previous second step of the two-step process (see Section 1). We also briefly discuss the algorithm of Agmon et al. [6] to determine probability functions. This shall facilitate the runtime comparison in Section 6.1.

**Algorithm 1 FINDP.**

**Require:** \( d, j, j', Pr(j', j, d, t, p) \)
1: \( p_{\text{opt}} = 0 \)
2: \( i_{\text{opt}} = 1 \)
3: for \( 1 \leq i \leq d - 1 \) do
4: Compute local maxima \( p_{\text{max}} \) for \( Pr(j', i, t, d, p) \) in the range \( (0, 1) \)
5: for \( j \in \{1, \ldots, d - 1\} \) do
6: Compute intersection \( p_j \) of \( Pr(j', i, t, d, p) \) and \( Pr(j', j, t, d, p) \) in the range \( (0, 1) \)
7: if \( Pr(j', i, t, d, p) > Pr(j', j, t, d, p_{\text{max}}) \) and \( Pr(j', i, t, d, p) \leq Pr(j', k, t, d, p) \) for all \( k \in \{1, \ldots, d - 1\} \) then
8: \( p_{\text{opt}} = p_j \)
9: \( i_{\text{opt}} = i \)
10: end if
11: if \( Pr(j', i, t, d, p_{\text{max}}) > Pr(j', j, t, d, p) \) and \( Pr(j', i, t, d, p) \leq Pr(j', k, t, d, p) \) for all \( k \in \{1, \ldots, d - 1\} \) then
12: \( p_{\text{opt}} = p_{\text{max}} \)
13: \( i_{\text{opt}} = i \)
14: end if
15: end for
16: end for
17: return \( (p_{\text{opt}}, Pr(j', i_{\text{opt}}, t, d, p_{\text{opt}})) \)
4.1. Calculating the optimal solution

The probability functions are all we need to calculate an optimal strategy according to the minmax approach. By the approach’s definition (see Section 2) an optimal strategy parameter \( p \) has to be a point-wise minimum over all segment’s probability functions. Such a point-wise minimum over a set of functions is also referred to as the lower envelope. However, instead of checking the entire lower envelope, it is sufficient to consider the local maxima of the probability functions and the intersection of all pairs of functions (see Lemma 6 of Agmon et al. [6]). Hence, to find an optimal value for \( p \) we have to determine and iterate over all local maxima and intersections of the probability functions. Agmon et al. [6] devised the algorithm \texttt{FindDP} for this purpose. We have adapted the algorithm to our notation and we present it in Algorithm 1.

Finding local maxima and intersections requires solving equations for their roots. We have implemented \texttt{FindDP} in Python using Mathematica 12.1 [28] for efficient and accurate root-finding. Finally, we also want to state here some requirements for the calculation of the probabilities, based on the functions presented in Section 3.1 and 3.2. A careful consideration of the functions shows that there are some edge cases at \( p = 1 \) and \( p = 0 \) which are not mathematically defined. However, for all edge cases it makes sense to define them to be the limit of the respective functions, which is always well-defined.

4.2. Markov chain approach

The Markov chain approach, devised by Agmon et al. [6], is applied via their \texttt{FindFunc} algorithm. We give a brief overview of the algorithm but refer to their work for details. The first step of the algorithm is to create a transition matrix, based on Markov chain modelling of the respective setting (depending on the environment and the robot’s movement type). The terminal states of the Markov chain represent the detection of the adversary in the segments and the \( t \)-step transition matrix represent the system’s state after \( t \) time steps. The algorithm calculates the \( t \)-step transition matrix and extracts the probability functions. For every segment the probability function is an entry in the matrix that corresponds to reaching a terminal state from the respective segment.

We have implemented \texttt{FindFunc} in python using the SymPy library [29] to calculate the transition matrix and the probability functions. The calculated probability functions are identical to the probability functions presented in this work.

5. Segment types/reducing the search space

As we have introduced (see Section 1), having explicit probability also allows the possibility to analyse these functions and achieve further improvements. We demonstrate this by showing that for the omnidirectional movement in a circle, some probability functions can be ignored when executing \texttt{FindNP}. The reason for this is that some of the functions in Theorem 1 cannot affect the lower envelope. Ultimately, this allows us to reduce the runtime of \texttt{FindNP} for shorter penetration times (see Section 6.1).

The functions that can be excluded correspond to all segments, with the exception of two, that the robot can reach only in one direction. The two segments that are not excluded are: the segment that is furthest away in the clockwise direction, which cannot be reached in the anticlockwise direction; and the segment that is furthest away in the anticlockwise direction, which cannot be reached in the clockwise direction. Intuitively, among the segments reachable in only one direction, these two segments are the least likely to be reached by the robot. Consequently, only the probability of these two segments can affect the lower envelope and all other segments closer to segment 1 can be ignored. This can be seen in Fig. 13b where the probabilities of segments 3 and 9 are smaller than the probabilities of segments 2 and 10, respectively.

We are interested in the segments where only one of the two sums of \( \Pr(1, j, t, d, p) \) is non-zero. Dividing probability functions based on whether one or both sums are non-zero results in three types of functions (see Fig. 13b). Depending on \( p \), the graph could be the following: the probability function increases; the probability function decreases; or the probability function decreases initially and then increases again. Segments of the first two types are those that are reachable in only one direction and segments of the third type are those that are reachable in both directions. We denote these three types of segments with \( R \), \( L \) and \( C \) (see also Fig. 13a).

Definition 14 (R/L/C Segment). A segment \( j \in [d] \) has one of three types. The type is determined by which of these three cases it satisfies:

- **R Segments** \( j \leq d - t \),
- **L Segments** \( j \geq t + 2 \),
- **C Segments** \( d - t + 1 \leq j \leq t + 1 \).

Using this definition we can formally state our claim that all but one probability function from each of the \( L \) and \( R \) segments can be excluded.

**Theorem 6.** In each of the two types of \( L \) and \( R \) segments, the segments adjacent to a \( C \) segment have a lower probability than any other segment of the same type. More formally, \( \Pr(1, j, t, d, p) < \Pr(1, j', t, d, p) \) for all \( p \in [0, 1] \) for segments with...
Prior to proving the theorem, we first prove that the definition describes three distinct groups of segments.

**Lemma 12.** The segment types are mutually exclusive.

**Proof.** It is easy to see that type C segments are separate from type R and L. For R and L segments, if they were overlapping that would mean that \( t < \frac{d}{2} \). However, this is outside the range of penetration times we consider. Hence, R and L segments are distinct. \( \square \)

Having established that the types are well defined, we prove our claim.

**Proof of Theorem 6.** Before we begin, we can focus on one type as the other follows through symmetry (see also Section 3.1.1). Hence, we focus on L type segments and, for sake of contradiction, assume the opposite of the claim is true, i.e. there exists \( p \in [0, 1] \) such that

\[
Pr(1, t + 2, t, d, p) \geq Pr(1, j, t, d, p)
\]  

with \( j \in \{t + 3, \ldots, d \} \).

We begin with rewriting Equation (1). The left hand side is equivalent to

\[
p^{d-j+1} \cdot p^{j-t-2} \cdot \left[ \sum_{i=1}^{\left\lfloor \frac{d-j}{2} \right\rfloor} C(d-t+i-2, i) \cdot p^i \cdot (1-p)^j + C(d-t-2, 0) \right]
\]

and the right hand side is equivalent to

\[
p^{d-j+1} \cdot \left[ \sum_{i=1}^{\left\lfloor \frac{d-j}{2} \right\rfloor} C(d-j+i,j) \cdot p^i \cdot (1-p)^j + C(d-j, 0) \right].
\]

This makes it easy to see that we can express Equation (1) as a bound on the probability of the robot walking the distance between the segments \( t + 2 \) and \( j \).
\[
\begin{align*}
p^{j-t-2} \geq & \frac{\sum_{i=1}^{\left\lfloor \frac{t-d+1}{2} \right\rfloor} C(d-j+i,i) \cdot p^i \cdot (1-p)^t + 1}{\sum_{i=1}^{2t-d+1} C(d-t+i-2,i) \cdot p^i \cdot (1-p)^i + 1} \\
\end{align*}
\]

In order to arrive at a contradiction, we show that the right-hand side of Equation (2) is larger than 1. We prove this by considering the difference in magnitude of the numerator and the denominator using two observations. Firstly, the numerator has more terms since \( j \geq t + 2 \) implies \( t - d + j - 1 \) is strictly greater than \( 2t - d + 1 \). Secondly, the binomial coefficients given by \( C(\cdot, \cdot) \) in the numerator are also bigger.

Whilst the first observation stands for itself, we will prove the second one. First, for brevity, we introduce some notation. We denote the distance between the two segments \( t + 2 \) and \( j \) with \( k := j - t - 2 \). Additionally, we define three products which we use to substitute the binomial coefficients: \( \alpha := \prod_{\ell=1}^{k} (d - j + 2i - k + \ell), \beta := \prod_{\ell=1}^{k} (d - j + i - k + \ell) \) and \( \gamma := \prod_{\ell=1}^{k} (d - j + i - k + \ell + 1) \).

Using this notation we show that \( C(d-j+i,i) \) (in the numerator) is greater than \( C(d-t+i-2,i) \) (in the denominator). Firstly we use \( \alpha, \beta \) and \( \gamma \) to rewrite \( C(d-j+i,i) \) as
\[
\alpha \left( \frac{(d-j+2i-k)!}{i!(d-j+i-k)!} \right) \cdot \frac{1}{\beta} - \frac{(d-j+2i-k)!}{(i-1)!(d-j+i-k+1)!} \cdot \frac{1}{\gamma}.
\]
In this term, we can bound \( \frac{1}{\beta} \) with \( \frac{1}{\beta} \) since \( \beta \) is evidently strictly less than \( \gamma \). Hence, the whole term is greater than \( \frac{1}{2} \cdot C(d-t+i-2,i) \). Moreover, \( \alpha \) is at least as big as \( \beta \) which means the whole term is at least as big as \( C(d-t+i-2,i) \), concluding the second observation.

The two observations together particularly imply that the right-hand side of Equation (2) is bigger than 1. However, the left-hand side of Equation (2) cannot be bigger than 1 which immediately contradicts our assumption.

Consequently, it suffices to consider the segments of type \( C \) as well as segment \( d-t \) and \( t+2 \). The combinations of these segments together may be significantly less than all \( d^2 \) pairs of functions.

**Lemma 13.** To find an optimal \( p \), the probability functions of \( 2t-d+3 \) segments have to be considered for a given \( d \) and \( t \).

**Proof.** By Theorem 6 only segments \( d-t \) and \( t+2 \) out of all \( L \) and \( R \) segments can affect the lower envelope. Hence, we can exclude all other \( L \) and \( R \) segments. Specifically, from the \( L \) segments we can exclude the \( d-t-2 \) segments from segment \( t+3 \) to segment \( d \). Similarly, from the \( R \) segments we can exclude the \( d-t-1 \) segments from segment \( 2 \) to segment \( d-t-1 \). Subtracting both numbers from the total number of segments yields the claim.

**6. Experimental optimal strategies and runtime**

We firstly highlight, experimentally, the runtime reduction from using our approach which is substantial in allowing further analysis. We show that, with our results, the runtime is greatly reduced (see Section 6.1). In turn, the expedited calculation allows us to extensively investigate optimal strategies for both movement types in a circle and highlight optimal strategies of an omnidirectional robot on a line (see Section 6.2). Notably, we conclude that an optimal strategy for the directional movement performs vastly better than an optimal strategy for the omnidirectional movement.

**6.1. Experimental runtime**

We demonstrate the vast reduction in runtime by setting into context the calculated runtimes of FindFunc (see also Section 4.2) and FindP (see also Section 4.1). Previously, the runtime for finding an optimal strategy would be the runtime of FindFunc plus the runtime of FindP. As previously mentioned, only FindP has to be executed with our approach since we have the explicit probability functions. All runtimes were calculated by running the algorithms on the Iridis 5 Compute Cluster at the University of Southampton. Each execution of the respective algorithms ran on one core of an Intel Xeon E5-2670 processor of a node with 192 GB of DDR4 memory.

To give an overview of the runtime which is dependent on the penetration time \( t \), we have selected three different values of \( t \) and the average over all \( t \) for a fixed \( d \). The three chosen values are the following: the shortest possible time of \( \left\lfloor \frac{d}{2} \right\rfloor \), the longest possible time of \( d-2 \), and finally the mid range time of \( \left\lfloor \frac{d}{2} \right\rfloor + \left\lfloor \frac{d-2-\frac{d}{2}+1}{2} \right\rfloor \). We present the runtime for these four values for increasing values of \( d \) for an omnidirectional robot in a circle.
While the runtime of FindFunc is not as smooth as that of FindP, it is clear that the runtime of FindP is several times smaller (see Fig. 14). The runtime of FindFunc as depicted in Fig. 14a, despite a number of outliers, increases polynomially and the rate of increase appears to diverge slowly. At $d = 50$ the average runtime reaches 44:09 hours and the runtime for the shortest penetration time is 21:33 hours. In comparison, the runtime of FindP, as shown in Fig. 14b, is in the range of minutes rather than hours. For $d = 100$ the runtime for the shortest penetration time is 24 seconds and for the mid range penetration time 1:24 minutes. The runtime for the longest penetration time is evidently slower, but is still only 7:27 minutes at $d = 100$. Moreover, the runtime for the average penetration time is closer to the runtime of the mid range penetration time and takes only 2:25 minutes at $d = 100$.

Clearly, the calculation for shorter penetration times benefits from the results of Section 5. The runtime for these penetration times is markedly faster in comparison to the runtime for the longest penetration time. Another factor of improvement is that we can calculate the first and second derivative of the probability functions prior to execution. These do not have to be determined during the execution of the algorithm which benefits the runtime of all penetration times. Altogether, calculation of an optimal $p$ can be performed significantly faster as the execution of only FindP attains a shorter runtime in the range of several hours.

In addition, Fig. 14c shows the runtime for the directional movement in a circle. While the runtime is around 15 times the runtime for the omnidirectional movement for 100 segments, it is still several orders of magnitude smaller than the time it would take to determine the functions.

6.2. Experimental analysis of optimal strategies

Lastly, we utilise the massively reduced runtime shown in the previous section to extensively examine the probability to detect the adversary as well as the underlying optimal values of $p$.

6.2.1. Omnidirectional movement vs directional movement

One of our main observations is that in a circle the directional movement is superior to the omnidirectional movement. Fig. 15a and 15b show the probability of detecting the adversary with respect to the number of segments $d$ for a robot with omnidirectional movement and a robot with directional movement, respectively. For both figures, we plot the probability, for an increasing number of segments $d$, for four different penetration times ($t$) from the range of all possible penetration times. Those four values are: the shortest penetration time $\left( \frac{d}{2} \right)$, the longest penetration time $\frac{d}{2}$, the value at half and the value at two thirds of the range of all penetration times for the respective number of segments. All results in this section assume a turnaround time of one ($\tau = 1$). Longer turnaround times have only a small effect on the results as we discuss below (see Section 6.2.2).
Fig. 15. The probability of detecting the adversary in a circle for an optimal $p$.

Fig. 16. The probability of detecting the adversary under an optimal $p$ in a circle of size $d=16$ for increasing $t$.

Fig. 15a shows that an omnidirectional robot’s probability of detecting the adversary decreases quickly. For the two thirds penetration time, it is already below 0.05 for a circle with 16 segments and below 0.01 for a circle of 25 segments. Even the probability for the longest penetration time reaches only 0.235 for a circle with 10 segments and falls below 0.1 for a circle with 28 segments. In contrast, a directional robot’s chance to detect the adversary is greater than 0.3 for half the range of penetration times for a circle with 10 segments (see Fig. 15b). Its probability peaks at 0.457 for a circle with 20 segments. Moreover, the detection probability decreases considerably slower. For a circle with 80 segments the probability is still more than 0.18 for half of the penetration times. For the upper third of the penetration times the probability is still more than 0.301. Lastly, at the maximal penetration time the probability is more than 0.444. In comparison, for the omnidirectional movement the probability is already below 0.18 for a circle with 14 segments.

Considering the detection probabilities more broadly, they appear to show a decreased reduction in detection probability. The decrease (measured at the bottom peaks in Fig. 15b) drops from 0.0228 to 0.0015 and from 0.0175 to 0.0014 for two thirds and half of the penetration time ranges, respectively. In addition to this, we can observe a cyclic pattern in Fig. 15b which we assume comes from three factors. Firstly, some cyclic behaviour comes from the fact that most movements have to come in pairs (see also Section 3.1.3). Secondly, in the anticlockwise direction, there is an offset of one as the robot has to turn around first (see Observation 4). Thirdly, the first two factors might be amplified by the way we determine the penetration time at half and two thirds of the range of penetration times.

The stark difference in detection probability can also be seen when considering the detection probability with respect to the penetration time. For a directional robot the probability increases visibly with penetration time, as can be seen in Fig. 16b. In contrast, for an omnidirectional robot the probability increases only slightly for all but the longest penetration time. This trend does not change for circles with more segments. As a further example of this, Fig. 17 shows the probabilities for a 34-segments circle in comparison to the 16-segment circle considered in Fig. 16.

Finally, based on optimal strategies we infer that the directional movement has higher probabilities of detecting the adversary because it tends to walk in one direction. An omnidirectional robot only applies such a strategy for longer penetration times. For these penetration times, two optimal $p$ values diverge towards 0 and 1, respectively. In contrast, for the majority of penetration times the robot has almost equal probability for going clockwise or anticlockwise. Fig. 18a shows this for a circle with 34 segments where for all but the longest four penetration times the value of $p$ tends towards 0.5. However, the detection probability for those is remarkably higher than those tending towards 0.5. We can observe this by comparing the parabolic functions (with a minimum towards the segment furthest away from the robot’s initial position) to the functions which generally decrease in Fig. 16a or 17a. Both trends become more pronounced with an increase in the number of segments as Fig. 18a and 18b show. In these figures we focus on the longest penetration time before the strategy switches to a preference of one direction (e.g. time 28 for a circle with 34 segments) and the longest penetration time, respectively.
Fig. 17. The probability of detecting the adversary under an optimal $p$ in a circle of size $d = 34$ for increasing $t$.

Fig. 18. The value of the optimal $p$ for selected penetration times with respect to an increasing number of segments for the directional and omnidirectional movement in a circle.

Fig. 19. The optimal $p$ for a circle of size $d = 34$ for all possible penetration times. The solid and the dashed line show one or two optimal $p$ values.

For the directional robot in comparison, the robot has a general preference for walking forwards. The probability of this also increases with longer penetration times (see Fig. 19b) and more segments (see Fig. 18b). Moreover, for circles with 26 or more segments the directional robot’s preference for one direction is higher than the preference of the omnidirectional robot (see Fig. 18b). Ultimately, the directional robot turning around makes the previously backwards direction now the forwards direction, thus the evidently preferred direction. This grants a benefit to the directional robot. In comparison, even for the longer penetration times, the omnidirectional robot will always be drawn towards one direction.

6.2.2. Longer turnaround times

Increasing the turnaround time $\tau$ changes the optimal parameter $p$ as well as the probability of detection only slightly (see Fig. 20a). The only pronounced difference is that the range of penetration times where the robot can reach all segments shrinks. We highlight this for a circle with 30 segments. In Fig. 20a we can see how every increase of the turnaround time by 1 reduces the range of penetration times by 1. Whereas, the difference in detection probability between all turnaround times is within 0.02272 for a penetration time of 28. This is the biggest difference in detection probability across all penetration times (not taking into account of penetration times where the probability drops to zero). The same pattern (reduction in the range of penetration times) can be seen in the optimal strategy values (see Fig. 20b) The strategies are close to identical since the optimal strategy parameter over all penetration times is within 0.02403.
6.2.3. **Optimal strategies on a line**

In addition to the results previously discussed, we briefly show the different patterns of optimal omnidirectional strategies on a line. As discussed in Section 3.2.2 there is a different optimal strategy value for each segment. We highlight this for a line with 25 segments (see Fig. 21). As Fig. 21a shows, the optimal $p$ tends towards 0.5 for all segments. The closer a segment is to the middle of the line the closer it is to 0.5. In case of an odd number of segments, this culminates in a middle segment with an optimal strategy of exactly 0.5.

A further interesting observation is that on a line, the detection probability has a pairing of segments. This is in addition to the cyclic change of the detection probability, based on the fact that additional motions come in pairs. Fig. 21a shows this cyclic change which we already observed in a circle. Smoothing out this effect as in Fig. 21b demonstrates how almost all segments’ optimal strategy values change in pairs of a segment with an odd index and a segment with an even index. The only exception are the two end segments where the robot has to turn around.

7. **Conclusion**

We use lattice path techniques to model and determine the number of possible paths a robot can take on a perimeter or a fence with two different movement patterns. This allows us to explicitly state the probability of detecting an adversary. The probability functions were previously determined using Markov chain based polynomial-time black box algorithms [6]. By omitting the probability function calculation step for every instance, the calculation of optimal detection strategies is reduced by a range of several minutes up to over 50 hours for a circle with 50 segments. The reduction in runtime is aided by showing how analysing the probability functions can be used to further significantly reduce the runtime. We show this for the case of omnidirectional movement on a perimeter. Finally, the runtime reduction allowed us to run extensive experiments showing optimal strategies and penetration detection probabilities thereunder for a large set of instances. A prominent part of this is that a directional robot has a higher probability of detecting the adversary. Such a directional robot has a detection probability of up to 0.457 for a circle with 20 segments and of at least 0.18 for half of the instances for a circle with 80 segments. These detection probabilities are distinctly more than the almost negligible optimal detection probability of an omnidirectional robot.

The techniques and results invite future work by showing how calculations can be simplified and further insights can be gained. The modelling has the potential to simplify the calculation in similar scenarios [10,9]. Furthermore, it would be interesting to apply the techniques to other structured environments like grid graphs and longer histories. Finally, more specific to the continuation of this work, while high degree polynomials allow no general algebraic solution [30], it would
be interesting to analyse further patterns. For example, using the apparent monotonicity in probability function intersections to further reduce the system of equations.
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