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Abstract

Accurate forecasts are vital for supporting the decisions of modern companies. In order to improve statistical forecasting performance, forecasters typically select the most appropriate model for each data. However, statistical models presume a data generation process, while making strong distributional assumptions about the errors. In this paper, we present a new approach to time series forecasting that relaxes these assumptions. A target series is forecasted by identifying similar series from a reference set (déjà vu). Then, instead of extrapolating, the future paths of the similar reference series are aggregated and serve as the basis for the forecasts of the target series. Thus, forecasting with similarity is a data-centric approach that tackles model uncertainty without depending on statistical forecasting models. We evaluate the approach using a rich collection of real data and show that it results in good forecasting accuracy, especially for yearly series.
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1. Introduction

Effective forecasting is crucial for the various functions of modern companies. Forecasts are used to make decisions with regards to operations, finance, strategy, planning, and scheduling among others. Despite its importance, forecasting is not a straightforward task. The inherent uncertainty renders the provision of perfect forecasts impossible. Regardless, reducing the forecast error as much as possible is expected to translate to significant monetary savings.

We identify the search for an ‘optimal’ model as the main challenge to forecasting. Existing statistical forecasting models implicitly assume an underlying data generating process (DGP) coupled with distributional assumptions of the forecast errors that do not essentially hold in practice. Petropoulos et al. (2018) suggested that three sources of uncertainty exist in forecasting: model, parameter, and data. By exploring these, they found that merely tackling the model uncertainty is enough to bring most of the performance benefits. This results reconfirms George Box’s famous quote, “all models are wrong, but some are useful.” It is not surprising that researchers increasingly avoid using a single model and opt for combinations of forecasts from multiple models (Jose & Winkler, 2008; Kolassa, 2011; Bergmeir et al., 2016; Montero-Manso et al., 2019). We argue that there is another way to avoid selecting a single model: to select no model at all.

This study provides a new way to forecasting that does not require the estimation of any forecasting model, while also exploiting the benefits of cross-learning (Makridakis et al., 2019). According to the proposed approach, a target series is compared against a set of reference series attempting to identify similar ones (déjà vu). Then, the forecasts for the target series is the average of the future paths of the most similar reference series. Note that no model extrapolation takes place. The proposed approach has a number of advantages compared to existing approaches, namely (i) it tackles both model and parameter uncertainty, (ii) it does not use time series features or other statistics as a proxy for determining similarity, and (iii) no explicit assumptions are made with regards to the DGP as well as the distribution of the forecast errors. The proposed forecasting approach is evaluated for the case of the M3 Competition data (Makridakis & Hibon, 2000) indicating promising results, especially when sufficient number of similar series are available.

The rest of the paper is organized as follows: in the next section we present an overview of the existing literature and provide our motivation behind forecasting with similarity. Section 3 describes the methodology for the proposed forecasting approach, while section 4 presents the
empirical design and the results. Section 5 offers our discussions and insights as well as implications for research and practice. Finally, section 6 provides our concluding remarks.

2. Background research

2.1. Selecting a forecasting model

When dealing with numerous time series, forecasters typically try to enhance forecasting accuracy by selecting the most appropriate method from a set of alternatives. The solution might involve either aggregate selection, where a single method is used to extrapolate all the series, or individual selection, where the most appropriate method is used per case (Fildes, 1989). The latter approach can provide substantial improvements if forecasters were indeed in a position to select the best model (Fildes, 2001). Unfortunately, this is far from the reality due to the data, model, and parameter uncertainty present (Kourentzes et al., 2014; Petropoulos et al., 2018).

In this respect, individual selection becomes a complicated problem and forecasters have to balance the potential gains in forecasting accuracy over the additional complexity introduced. Automatic forecasting algorithms test multiple forecasting methods and select the ‘best’ of these based on some criterion. Such criteria include information criteria, e.g., likelihood of a model penalised by its complexity (Hyndman et al., 2002; Hyndman & Khandakar, 2008), or forecasting performance on past windows of the data (Tashman, 2000). Other approaches to model selection involve discriminant analysis (Shah, 1997), time series features (Petropoulos et al., 2014), and expert rules (Adya et al., 2001). An interesting alternative is to apply cross-learning in a sense that the series are grouped according to their similarity on an array of features and the best method is selected for their extrapolation (Kang et al., 2017; Spiliotis et al., 2019b).

In any case, the difference between two models might be small and the selection of one over the other might be purely due to chance. This also results in different models being selected when different criteria or cost functions are used (Billah et al., 2006). Moreover, the features and the rules considered may not be adequate for describing every possible pattern of data. As a result, in most cases a clear-cut ‘best’ model does not exist with all models simply being rough approximations of the reality.
2.2. The non-existence of a DGP and forecast combinations

Time series models that are usually offered by the off-the-self forecasting software have oversimplified assumptions (such as the normality of the residuals and stationarity), which do not essentially hold in practice. As a result, it is impossible for such models to perfectly capture the actual DGP of the data. One could work towards defining a complex multivariate model (Svetunkov, 2016), but this would lead to all kinds of new problems, such as data limitations and the inability to accurately forecast some of the exogenous variables identified as important.

As a solution to the above problem, forecasting researchers have been combining the forecasts from different models (Bates & Granger, 1969; Clemen, 1989; Makridakis & Winkler, 1983; Timmermann, 2006; Claeskens et al., 2016). The main advantage of combination is that it reduces the uncertainty related with model and parameter determination, decreasing that way the risk of selecting a single inadequate model. Moreover, combining different methods enables capturing multiple patterns. Thus, forecast combinations lead to more accurate and robust forecasts with lower error variances (Hibon & Evgeniou, 2005).

Through the years, the forecast combination puzzle (Claeskens et al., 2016), i.e., the fact that optimal weights often perform poorly in applications, has been both theoretically and empirically examined. Many alternatives have been proposed to exploit the benefits of combining, including among others Akakie’s weights (Kolassa, 2011), temporal aggregation levels (Kourentzes et al., 2014), bagging (Bergmeir et al., 2016; Petropoulos et al., 2018), and hierarchies (Hyndman et al., 2011; Athanasopoulos et al., 2017). In any case, simple combinations have shown to perform well in practice (Petropoulos & Svetunkov, 2019).

Regardless the improved performance offered by forecast combinations, combining still displays some disadvantages, the primary ones being (i) the determination of the pool of methods being averaged, (ii) the identification of their weights, and (iii) the estimation of multiple methods.

2.3. Forecasting with similar series

An alternative to fitting statistical models to the historical data would be to explore if similar patterns have appeared in the past. The motivation behind this argument originates from the work on structured analogies by Green & Armstrong (2007). Structured analogies is a framework for eliciting human judgment in forecasting. Given a forecasting challenge, a panel of experts is assembled and asked to independently and anonymously provide a list of analogies that are similar
to the target problem together with the degree of similarity and their outcomes. A facilitator calculates the forecast for the target situation as the average of the outcomes of the analogous cases weighted by the degree of their similarity.

While several modifications have been proposed in the literature, the core of the framework is the one described above. Such an approach is practical in cases that no historical data are available for the current situation (e.g., Nikolopoulos et al., 2015), which renders the application of statistical algorithms impossible. Forecasting by analogy has been also used extensively in tasks related to new product forecasting in order to estimate the demand and the life-cycle curve parameters based on the historical demands and life-cycles of similar products.

Even when historical information is available, sharing information across series has shown to improve the forecasting performance. A series of studies attempted to estimate the seasonality on a group level instead of a series level (e.g., Mohammadipour & Boylan, 2012; Zhang et al., 2013; Boylan et al., 2014). When series are arranged in hierarchies, products that belong into the same category is possible to have similarities in their seasonal patterns. This renders their estimation on an aggregate level more accurate, especially for the shorter series where few seasonal cycles are available.

The use of cross-sectional information for time series forecasting tasks has also been one of the features of the two best performing approaches in the recent M4 forecasting competition (Makridakis et al., 2019). Smyl (2019) proposed a hybrid approach that combines exponential smoothing with neural networks. The hierarchical estimation of the parameters utilises learning across series but also focuses on the idiosyncrasies of each individual series. Montero-Manso et al. (2019) used cross-learning based on the similarity of the features in collections of series to estimate the combination weights assigned to a pool of forecasting methods.

Nikolopoulos et al. (2016) explored the value of identifying similar patterns within series of intermittent nature (where the demand for some periods is zero). They proposed an approach that uses nearest neighbours in order to predict incomplete series of consecutive periods with non-zero demands based on past occurrences of non-zero demands. This is the first, to our knowledge, statistical approach to directly use similar observed instances from the past to predict future outcomes. We suggest that searching for similar patterns can be extended from within series to across series but also from intermittent to fast-moving demand data.
3. Methodology

Given a rich and diverse set of reference series, the objective of this approach is to find the most similar ones to a target series, average their future paths, and use this average as the forecast for the target series. We assume that the target series, \( y \), has a length of \( n \) observations and a forecasting horizon of \( h \). Series in the reference set shorter than \( n + h \) are not considered. Series longer than \( n + h \) are truncated keeping the last \( n + h \) values, where the first \( n \) values are used for measuring similarity and the last \( h \) values serve as a future path. We end up with a matrix, \( Q \), of reference values of order \( m \times (n + h) \) so that each row represents the \( n + h \) values of a (truncated) reference series, and \( m \) is the number of the reference series. A particular reference series is denoted with \( Q(i) \), where \( i \in 1, \ldots, m \), \( Q(i)_{1,...,n} \) is the historical data and \( Q(i)_{n+1,...,n+h} \) represents the future path. The approach consists of the following steps.

1. **Remove seasonality**, if a series is identified as seasonal.
2. **Smoothing** by estimating the trend component through time series decomposition.
3. **Scaling** to render the target and possible similar series comparable.
4. **Measuring similarity** by using a set of distance measures.
5. **Forecasting** by aggregating the paths of the most similar series.
6. **Inverse scaling** to bring the forecasts for the target series back to its original scale.
7. **Add seasonality**, if the target series was found seasonal in step 1.

In the following subsections, we describe these steps in detail. Section 3.1 describes the preprocessing of the data (steps 1, 2, 3, 6, and 7) while section 3.2 provides the details regarding the similarity measurement and forecasting (steps 4 and 5).

3.1. Preprocessing

When dealing with diverse data, preprocessing becomes essential for effectively forecasting with similarity. This is because the process of identifying similar series is complicated when multiple seasonal patterns and randomness are present, as well as when the scales of the series being compared differ. If the reference series are not representative of the target series or the size of the reference set is small, the chances of observing similar patterns are further decreased.

In order to deal with this problem, we consider three steps which are applied sequentially. The first one removes the seasonality, if present. By doing so, the target series is more likely
to be effectively matched with multiple reference ones, at least if the dissimilarities present are attributed to different seasonal patterns. In the second step, we smooth the seasonally adjusted series to remove randomness and possible outliers from the data which, once again, complicate the process and reduce the chances of identifying many similar series. Finally, we scale the target and the reference series, so that their values are directly comparable. Preprocessing is applied both to the reference and target series.

3.1.1. Seasonal adjustment

Seasonal adjustment is performed by utilizing the “Seasonal and Trend decomposition using Loess” (STL) method, as presented by Cleveland et al. (1990) and implemented in the stats package for R. In brief, STL decomposes the series into the trend, seasonal, and remainder components, assuming an additive interaction between them. An adjustment is considered only if the series is identified as seasonal, which is determined through a seasonality test that checks for autocorrelation significance on the \( s \)th term of the ACF, where \( s \) is the frequency of the series (e.g., \( s = 12 \) for monthly data). Thus, given a series of \( \hat{n} \geq 3s \) observations, frequency \( s > 1 \), and a confidence level of 90%, a seasonal adjustment is considered only if

\[
|ACF_s| > 1.645\sqrt{\frac{1 + 2(ACF_1 + \sum_{i=2}^{s-1} ACF_i^2)}{\hat{n}}},
\]

where \( \hat{n} \) is equal to \( n \) and \( n + h \) for the target and the reference series, respectively. Non-seasonal series (\( s = 1 \)) and series where observations are fewer in number than three seasonal periods are not tested and assumed as not being seasonal.

Given that some series may display multiplicative seasonality, the Box-Cox transformation (Box & Cox, 1964) is applied to the data before STL to effectively estimate the seasonal component in both cases (Bergmeir et al., 2016). The Box-Cox transformation is defined as

\[
u' = \begin{cases} 
\log(u) & \lambda = 0 \\
(u^\lambda - 1)/\lambda & \lambda \neq 0,
\end{cases}
\]

where \( u \) is a vector and \( \lambda \in [0, 1] \) is selected using the method of Guerrero (1993), as implemented in the forecast package for R (Hyndman et al., 2019). Note that after removing the seasonal component from the transformed series, the inverse transformation is applied to the rest of the
components (sum of the trend and remainder) to obtain the seasonally adjusted one.

As the forecasts produced by the seasonally adjusted data will not be seasonal, we need to reseasonalise them (step 7). Given that the seasonal component removed is Box-Cox transformed, the forecasts must be also transformed using the same $\lambda$ calculated earlier. Having added the seasonality on the transformed forecasts, a final inverse transformation is applied.

3.1.2. Smoothing

Smoothing is performed by utilizing the Loess method, as presented by Cleveland et al. (1992) and implemented in the stats package for R. In short, a local model is computed, with the fit at point $t$ being the weighted average of the neighbourhood points and the weights being proportional to the distances observed between the neighbors and point $t$. Similarly to STL, Loess decomposes the series into the trend and remainder components. Thus, by using the trend component, outliers and noise are effectively removed and it is easier to find similar series. Moreover, smoothing can help us obtain a more representative forecast origin (last historical value of the series), potentially improving forecasting accuracy (Spiliotis et al., 2019a).

3.1.3. Scaling

Scaling refers to translating the target and the reference series at the same levels so that they are comparable to each other. This process can be done with various ways, such as dividing each value of a time series by a simple summary statistic (max, min, mean, etc.), by restricting the values within a specific range (such as in $[0, 1]$), or by applying a standard score. Since the forecast origin is the most important observation in terms of forecasting, we divide each point by this specific value. A similar approach has been successfully applied by Smyl (2019). A different scaling would be needed if either the target or the reference series contain zero values. Finally, inverse scaling is needed once the forecasts have been produced to return to the original level of the target series (step 6). This is achieved via multiplying each forecast by the forecast origin.

3.2. Similarity & forecasting

One disadvantage of forecasting using a statistical model is that a DGP is explicitly assumed, although it might be difficult or even impossible to capture in practice. On the other hand, the proposed methodology searches in a set of reference series to identify similar patterns to those of the target series we need to forecast.
Given the preprocessed target series, \( \tilde{y} \), and the \( m \) preprocessed reference series, \( \tilde{Q} \), we search for similar series as follows: For each series, \( i \), in the reference set, \( \tilde{Q}(i) \), we calculate the distance between its historical values, \( \tilde{Q}(i)_{1,\ldots,n} \), and the ones of the target series using a distance measure. The result of this process is a vector of distances that corresponds to pairs of the target and the reference series available.

In terms of measuring the distance, we consider three alternatives. The first one is the \( L_1 \) norm which is equivalent to the sum of the absolute deviations between \( \tilde{y} \) and \( \tilde{Q}(i)_{1,\ldots,n} \). The second measure is the \( L_2 \) norm (Euclidean distance) which is equivalent to the square root of the sum of the squared deviations. The third alternative involves the utilization of Dynamic Time Warping (DTW), which is an algorithm for identifying alternative alignments between the points of two series, so that their total distance is minimized. In contrast to the previous two measures, DTW allows various matches among the points of the series being compared, meaning that \( \tilde{y}_t \) can be matched either with \( \tilde{Q}(i)_t \), as done with \( L_1 \) and \( L_2 \), or with previous/following points of \( \tilde{Q}(i)_t \), even if these points have been already used in other matches. Although some restrictions are still present when employing DTW, it does introduce more flexibility to the process, allowing the identification of similar series that may display differences when examined locally.

The three distance measures are formally expressed as

\[
d_{L_1}(\tilde{y}, \tilde{Q}(i)_{1,\ldots,n}) = \| \tilde{y}_t - \tilde{Q}(i)_t \|_1, \quad (3)
\]

\[
d_{L_2}(\tilde{y}, \tilde{Q}(i)_{1,\ldots,n}) = \| \tilde{y}_t - \tilde{Q}(i)_t \|_2, \quad (4)
\]

\[
d_{DTW}(\tilde{y}, \tilde{Q}(i)_{1,\ldots,n}) = D(n, n), \quad (5)
\]

where \( D(n, n) \) is computed recursively as

\[
D(v, w) = |\tilde{y}_v - \tilde{Q}(i)_w| + \min \left\{ \begin{array}{l}
D(\tilde{y}_v, \tilde{Q}(i)_{w-1}) \\
D(\tilde{y}_{v-1}, \tilde{Q}(i)_{w-1}) \\
D(\tilde{y}_{v-1}, \tilde{Q}(i)_w)
\end{array} \right\}. \quad (6)
\]

Equation 6 returns the total variation of two vectors, \( \tilde{y}_{1,\ldots,v} \) and \( \tilde{Q}(i)_{1,\ldots,w} \). Note that DTW assumes a mapping path from \((1, 1)\) to \((n, n)\) and an initial condition of \( D(1, 1) = |\tilde{y}_1 - \tilde{Q}(i)_1| \).

Having computed the distances between \( \tilde{y} \) and \( \tilde{Q} \), a subset of reference series is chosen for
aggregating their future paths and, therefore, forecasting the target series. This is done by selecting
the \( k \) most similar series, i.e., the series that display the smaller distances, as determined by the
selected measure. In our experiment we consider various \( k \) values to investigate the effect of pool
size on forecasting accuracy but demonstrate that any value greater than 100 is a good choice.

Essentially, we propose that the future paths from the most similar series can form the basis for
calculating the forecasts for the target series. Indeed, we do so by considering statistical aggregation
of these future paths, where the median is calculated for each planning horizon. This approach is
appealing in the sense that it does not involve statistical forecasting in the traditional way: fitting
statistical models and extrapolating patterns. Instead, the real outcomes of a set of similar series
are used to derive the forecasts.

The proposed forecasting approach is demonstrated via a toy example, visualized in Figure
1. The plot on the top presents the original target series, as well as the seasonally adjusted and
smoothed one. The plot in the middle presents the preprocessed series (scaled values) together
with the 100 most similar reference series used for extrapolation. Finally, the plot at the bottom
compares the rescaled and reseasonalised forecasts to the actual future values of the target series.

4. Evaluation

4.1. Design

In this paper, we aim to forecast the yearly, quarterly, and monthly series of the M3 forecasting
competition (Makridakis & Hibon, 2000). This is a widely used data set in the forecasting literature
with the corresponding research paper having been cited more than 1400 times according to Google
Scholar (as of 22/08/2019). The number of the yearly, quarterly, and monthly series is presented
in table 1, together with a five-number summary of their lengths and the forecast horizon per
frequency.

| Frequency   | Number of series | Historical observations | \( h \) |
|-------------|------------------|-------------------------|--------|
|             |                  | Min | Q1  | Q2  | Q3  | Max |        |
| Yearly      | 645              | 14  | 15  | 19  | 30  | 41  | 6      |
| Quarterly   | 756              | 16  | 36  | 44  | 44  | 64  | 8      |
| Monthly     | 1428             | 48  | 78  | 115 | 116 | 126 | 18     |
| Total       | 2829             |     |     |     |     |     |        |

Table 1: The number of the target series, their lengths, and the forecasting horizon for each data frequency.
Figure 1: A toy example visualizing the methodology proposed for forecasting with similarity. First, the target series is seasonally adjusted and smoothed (plot on the top). Then, the series is scaled and similar reference series are used to determine its future path through aggregation (plot in the middle). Finally, the computed forecast is rescaled and reseasonalised to obtain the final forecast. The M495 series of the M3 Competition data set is used as the target series. (For interpretation of the references to colour in this figure, the reader is referred to the web version of this article.)

In order to assess the impact of the series length, we produce forecasts not only using all the available history for each target series, but also considering shorter historical samples by truncating the long series and keeping the last few years of their history. This is of particular interest for forecasting practice as in many enterprise resource planning systems, such as SAP, only a limited number of years is usually available. Table 2 shows the cuts considered per frequency.

In order to implement the approach based on similarity described in the previous section, we need a rich and diverse enough set of reference series. For this purpose, we use the yearly,
quarterly, and monthly subsets of the M4 competition (Makridakis et al., 2019), which consist of 23000, 24000, and 48000 series, respectively. The lengths of these series are, on average, higher that the lengths of the M3 series with the median values being 29, 88, and 202 for the yearly, quarterly, and monthly frequencies, respectively.

The forecast accuracy is measured in terms of the Mean Absolute Scaled Error (MASE: Hyndman & Koehler, 2006). MASE is a scaled version of the mean absolute error, with the scaling being the mean absolute error of the seasonal naive for the historical data. It is widely accepted in the forecasting literature (see, for example, Franses, 2016). Makridakis et al. (2019) also used this measure to evaluate the point forecasts of the submitting entries for the M4 forecasting competition. Across all horizons of a single series, the MASE can be calculated as

\[
MASE = \frac{1}{h} \left( \frac{1}{\frac{n}{n-s}} \sum_{i=s+1}^{n} |y_{t} - y_{t-s}| \right) \frac{1}{h} \sum_{t=n+1}^{n+h} |y_{t} - f_{t}|.
\]

(7)

where \(y_t\) and \(f_t\) are the actual observation and the forecast for period \(t\), \(n\) is the sample size, \(s\) is the length of the seasonal period, and \(h\) is the forecasting horizon. The MASE is scale-independent, so averaging across series is appropriate. Lower MASE values are better.

4.2. Investigating the performance of forecasting with similarity

In this section, we focus on the performance of forecasting with similarity and explore the different settings, such as the choice of the distance measure, the pool size of similar reference series (number of aggregates, \(k\)), as well as the effect of preprocessing. Once the optimal settings are identified, in the next subsection we compare the performance of our proposition against that of two robust benchmarks for various sizes of the historical sample.

Table 3 presents the MASE results of forecasting with similarity for each data frequency sep-
arately as well as across all frequencies (Total). The summary across frequencies is a weighted average based on the series counts for each frequency. Moreover, we present the results for each distance measure ($\mathcal{L}_1$, $\mathcal{L}_2$, and DTW) in rows and for various values of $k$ in columns.

Table 3: The performance of the forecasting with similarity approach for different distance measures and pool sizes of similar reference series ($k$).

| Frequency | Distance Measure | Number of aggregated reference series ($k$) |
|-----------|------------------|---------------------------------------------|
|           | $\mathcal{L}_1$  | 1  5  10  50  100  500  1000               |
| Yearly    | $\mathcal{L}_1$  | 3.289 2.837 2.787 2.689 2.668 2.632 2.634 |
|           | $\mathcal{L}_2$  | 3.333 2.866 2.785 2.703 2.684 2.638 2.639 |
|           | DTW              | 3.270 2.835 2.730 2.656 2.641 2.632 2.634 |
| Quarterly | $\mathcal{L}_1$  | 1.312 1.205 1.175 1.136 1.135 1.127 1.126 |
|           | $\mathcal{L}_2$  | 1.336 1.199 1.162 1.138 1.134 1.126 1.127 |
|           | DTW              | 1.293 1.177 1.158 1.117 1.115 1.115 1.116 |
| Monthly   | $\mathcal{L}_1$  | 1.004 0.908 0.887 0.871 0.870 0.867 0.869 |
|           | $\mathcal{L}_2$  | 1.008 0.910 0.891 0.871 0.869 0.866 0.868 |
|           | DTW              | 1.001 0.895 0.875 0.861 0.861 0.857 0.857 |
| Total     | $\mathcal{L}_1$  | 1.607 1.427 1.397 1.356 1.351 1.339 1.340 |
|           | $\mathcal{L}_2$  | 1.626 1.433 1.395 1.360 1.354 1.339 1.341 |
|           | DTW              | 1.597 1.413 1.373 1.339 1.335 1.329 1.332 |

A comparison across the different values for the number of reference series, $k$, suggests that large pools of representative series provide better performance. At the same time, the improvements seem to taper off when $k > 100$. Based on the reference set we use in this study, we identify a sweet point at $k = 500$. The analysis presented on the next subsection focuses on this aggregate size. In any case, we believe that the value of $k$ should be selected based on the set of the reference series considered and its homogeneity with the target series.

Table 3 also shows that $\mathcal{L}_1$ and $\mathcal{L}_2$ perform almost indistinguishable across all frequencies. DTW outperforms almost always the other two distance measures. However, the differences are small, to the degree of $10^{-2}$. Given that the DTW is more computationally intensive than $\mathcal{L}_1$ and $\mathcal{L}_2$ (approximately $\times 6$, $\times 10$, and $\times 27$ for yearly, quarterly, and monthly frequencies, respectively), we need to investigate if the achieved performance improvements are statistically significant.

To this end, we apply the Multiple Comparisons from the Best (MCB) test that compares if the average (across series) ranking of each distance is significantly different than the others (for more details on the MCB, please see Koning et al. (2005)). When the intervals of two methods overlap, then their ranked performances are not statistically different. The analysis is done for $k = 500$. 

13
The results are presented in figure 2. We observe that DTW results in the best ranked performance which, however, is not statistically different to that of the other two distance measures. We argue that if computational cost is a concern, one should choose between $L_1$ and $L_2$. Otherwise, DTW is better, both in terms of average forecast accuracy and mean ranks. In the analysis below, we focus on the DTW distance measure.

![Figure 2: MCB significance tests for the three distance measures for each data frequency.](image)

The results presented above are based on applying preprocessing (as described in section 3.1) before searching for similar series. Here, we investigate the added value of preprocessing to the forecasting with similarity approach. Table 4 presents the MASE results for DTW across different $k$ values with and without preprocessing. Preprocessing does not appear to improve the forecast accuracy at the yearly frequency. On the contrary, preprocessing is of great importance for the seasonal data (quarterly and monthly) with the drop in the values of MASE being substantial. The difference between the yearly and the other frequencies can be explained by the lack of seasonal patterns in the former case which allows for easier identification of similar series. Regardless, preprocessing always provides the same or better accuracy, so we suggest that it is always applied when forecasting with similar series.

4.3. Similarity versus model-based forecasts

Having identified the optimal settings for forecasting with similarity (DTW, $k = 500$, and preprocessing), abbreviated from now on simply as Similarity, in this subsection we turn our attention on comparing the accuracy of our approach against well-known forecasting benchmarks. We use two benchmark methods. The forecasts of the first method derive from the optimally selected exponential smoothing model when applying selection with the corrected (for small sample sizes)
Table 4: The performance of forecasting with similarity, with and without preprocessing. The DTW distance measure is considered.

| Frequency | Preprocessing | Number of aggregated reference series ($k$) |
|-----------|---------------|--------------------------------------------|
|           |               | 1   | 5   | 10  | 50  | 100 | 500 | 1000          |
| Yearly    | NO            | 3.544 | 2.821 | 2.735 | 2.644 | 2.639 | 2.626 | 2.641          |
|           | YES           | 3.270 | 2.835 | 2.730 | 2.656 | 2.641 | 2.623 | 2.637          |
| Quarterly | NO            | 1.657 | 1.411 | 1.359 | 1.384 | 1.396 | 1.419 | 1.422          |
|           | YES           | 1.293 | 1.177 | 1.158 | 1.177 | 1.117 | 1.115 | 1.116          |
| Monthly   | NO            | 1.263 | 1.077 | 1.020 | 1.011 | 1.012 | 1.040 | 1.060          |
|           | YES           | 1.001 | 0.895 | 0.875 | 0.861 | 0.861 | **0.857** | 0.857          |
| Total     | NO            | 1.888 | 1.564 | 1.502 | 1.483 | 1.486 | 1.503 | 1.517          |
|           | YES           | 1.597 | 1.413 | 1.373 | 1.339 | 1.335 | **1.329** | 1.332          |

Akakie’s Information Criterion ($AIC_c$). This optimal selection occurs per series individually, so different optimal models may be selected for different series. We use the implementation available in the *forecast* package for the R statistical software and in particular the `ets()` function (Hyndman & Khandakar, 2008). The second benchmark is the simple (equally-weighted) combination of three exponential smoothing models: Simple Exponential Smoothing, Holt’s linear trend Exponential Smoothing, and Damped trend Exponential Smoothing. This combination is applied on the seasonally adjusted data (multiplicative classical decomposition), if the data were found to be seasonal. The seasonality test that is described in section 3.1.1 is applied. This combination approach has been used as a benchmark in international forecasting competitions (Makridakis & Hibon, 2000; Makridakis et al., 2019) and it is usually abbreviated as SHD.

Figure 3 shows the accuracy of Similarity against the two benchmarks, ETS and SHD. The comparison is done for various historical sample sizes to examine the effect of data availability. We observe:

- In the yearly frequency, Similarity always outperforms the two benchmarks regardless the length of the available history. Interestingly, ETS improves when not all available observations are used for model fitting (truncated target series). In fact, using just 14 years of historical sample gives the best accuracy in the yearly frequency for ETS. SHD and Similarity perform better when more data are available.

- In the quarterly frequency, Similarity is again overall better than the two benchmarks. The only exception is when the series are extremely short (3 years of history) where ETS outperforms Similarity. Finally, for long series the performance of SHD is close to that of Similarity.
• In the monthly frequency, ETS is better than Similarity, which is better than SHD. This is especially true for short histories. The performance difference of all three approaches is indistinguishable when longer series are available. Lengthier monthly series generally result in improved performance up to a point: if more than 7 or 8 years of data are available, then the changes in forecasting accuracy are small.

Figure 3 also shows the performance of the simple forecast combination of ETS and Similarity ("ETS-Similarity")\(^1\). The argument is that these two forecasting approaches are diverse in nature (model-based versus data-centric) but also robust when applied separately, so we expect that their combination will also perform well (Lichtendahl & Winkler, 2019). We observe that this simple combination performs on par to Similarity for the yearly frequency, being much better than any other approach at the seasonal frequencies. Overall, the simple combination of ETS-Similarity is the best approach. This suggests that there are benefits for both model-based and data-centric approaches for forecasting. Simply focusing on the one or the other might not be ideal.

Finally, we compare the differences in the ranked performance of the three approaches (ETS, SHD, and Similarity) and the one combination (ETS-Similarity) in terms of their statistical significance (MCB). The results are presented in the nine panels of figure 4 for each frequency (in rows) and short, medium, and long historical samples (in columns). We observe:

• Similarity is significantly better than ETS and SHD for the short and long yearly series. At the same time, Similarity performs statistically similar to ETS and SHD for the other frequencies.

• A simple combination of ETS and Similarity is ranked always 1\(^{st}\). Moreover, its performance is statistically significant better to ETS and SHD for all frequencies and historical sample sizes (their intervals do not overlap). Similarity and ETS-Similarity are not statistically different at the yearly frequency, but the combination approach is better at the seasonal ones.

5. Discussions

Statistical time series forecasting typically involves selecting or combining the most accurate forecasting model(s) per series, a complicated task which is significantly affected by data, model

\(^{1}\)Other simple combinations of ETS, SHD, and Similarity were also tested, having on average same or worse performance to the ETS-Similarity simple combination.
Figure 3: Benchmarking the performance of Similarity against ETS and SHD for various historical sample sizes. (For interpretation of the references to colour in this figure, the reader is referred to the web version of this article.)

and parameter uncertainty. On the other hand, nowadays Big Data allows forecasters to improve forecasting accuracy through cross-learning, i.e., by extracting information from multiple series
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Figure 4: MCB significance tests for ETS, SHD, Similarity, and ETS-Similarity for each data frequency and various sample sizes.

of similar characteristics. This practice has been proven highly promising, especially through the exploitation of advanced Machine Learning algorithms and fast computers (Makridakis et al., 2019). Our results confirm that data-centric solutions offer a lot of advantages over traditional model-based ones, relaxing the assumptions made by the models, while also allowing for more flexibility. Thus, we believe that extending forecasting from within series to across series, is a promising alternative to forecasting.

An important advancement of our forecasting approach over other cross-learning ones, is that similarity derives directly from the data, not depending on the extraction of a feature vector that
indirectly summarizes the characteristics of the series (Petropoulos et al., 2014; Kang et al., 2017, 2019). To this end, the uncertainty related to the choice and the definition of the features used for matching the target to the reference series is effectively mitigated. Moreover, no explicit rules are required for determining what kind of statistical forecasting model(s) should be used per case (Montero-Manso et al., 2019). Instead of specifying a pool of forecasting models and an algorithm for assigning these models to the series, a distance measure is defined and exploited for evaluating similarity. Finally, forecasting models are replaced by the true future paths of the similar reference series.

Our results are significant for the practice of Operational Research (OR) and Operations Management (OM) with more accurate forecasts translating to better decisions. Forecasting is an important driver to reducing inventory associated costs and waste in supply chains (for a comprehensive review on supply chain forecasting, see Syntetos et al., 2016). In fact, small improvements in forecast accuracy are usually amplified in terms of the inventory utility, namely inventory holding and achieved target service levels (Syntetos et al., 2010). At the same time, forecast accuracy is also important to other areas of OR, such as humanitarian operations and logistics (Rodríguez-Espíndola et al., 2018; Kovacs & Moshtari, 2019) and healthcare management (Brailsford & Vissers, 2011; Willis et al., 2018).

Our study has also implications for software providers of forecasting support systems. We offer our code as an open-source solution together with a web interface2 (developed in R and Shiny) where a target series can be forecasted through similarity, as described in section 3, using the large M4 competition data set as the reference set. We argue that our approach is straightforward to be implemented within existing solutions, offering a competitive alternative to the traditional statistical modelling. Forecasting with similarity can expand the existing toolboxes of forecasting software. Given that none approach is the best for all cases, a selection framework (such as time series cross-validation) can optimally pick between statistical models or forecasting with similarity based on past forecasting performance.

However, computational time is a critical factor that should be carefully taken into consideration, especially when forecasting massive data collections. This is particularly true in supply chain management where millions of item-level forecasts must be produced on daily basis (Seaman, 2019).

2Available here: https://fotpetr.shinyapps.io/similarity/
Since the DTW distance measure is more computationally intensive than the two other measures presented in this study, an option would be to select between them based on the results of an ABC-XYZ analysis (Ramanathan, 2006). This analysis is based on the Pareto principle (the 80/20 rule), i.e., the expectation that the minority of cases has a disproportional impact to the whole. In this respect, the target series could be first classified as A, B, or C, according to their importance/cost, and as X, Y, or Z, based on how difficult it is to be accurately forecasted. Then, series in the AZ class (important but difficult to forecast) could be forecasted using DTW, while the rest using another, less computationally intensive distance measure.

Forecasting with similarity is based on the availability of a rich collection of reference series. In order to have an appealing forecasting performance, such reference dataset should be as representative (see Kang et al. (2019) for a more rigorous definition) as possible to the target series, which is easy to achieve in business cycles because of data accumulation. To illustrate and empirically demonstrate the effectiveness of the approach, we used the M4 competition data set as a reference. This data set is considered to appropriately represent the reality (Spiliotis et al., 2019b). However, if our approach was to be applied on the data of a specific company or sector, then it would make sense that the reference set was derived from data of that company/sector so as to be as representative as possible. In the case that it is difficult to identify appropriate reference series for the target series, then generating series with the desirable characteristics (Kang et al., 2019) is an option.

We have empirically tested our approach on three representative data frequencies: yearly, quarterly, and monthly. We have no reasons to believe that our approach would not perform well for higher frequency data, such as weekly, daily, or hourly. If multiple seasonal patterns appear, as it could be the case for the hourly frequency with periodicity within a day (every 24 hours) and within a week (every 168 hours), then a multiple seasonal decomposition needs to be applied instead of the standard STL (the forecast package for R offers the mstl() function for this purpose). On the other hand, our approach is not suitable as is for intermittent demand data, where the demand values for several periods are equal to zero. In this case, one could try forecasting with similarity without applying data preprocessing. A similar approach was proposed by Nikolopoulos et al. (2016) who focused on identifying patterns within intermittent demand series rather than across series.
6. Concluding remarks

In this paper, we introduced a new approach to forecasting that uses the future paths of similar reference series to forecast a target series. The advantages of our proposition is that it is model-free, in the sense that it does not rely on statistical forecasting models, and, as a result, it does not assume an explicit DGP. Instead, we argue that history repeats itself (déjà vu) and that the current data patterns will resemble the patterns of other already observed series. The proposed approach is data-centric and relies on the availability of a rich, representative reference set of series – a not so unreasonable requirement in the era of Big Data.

We examined the performance of the new approach on a widely-used data set and benchmarked it against two robust forecasting methods, namely the automatic selection of the best model from the Exponential Smoothing family (ETS) and the equal-weighted combination of Simple, Holt, and Damped exponential smoothing (SHD). We found that in most frequencies the new approach is more accurate than the benchmarks. Moreover, we proposed a simple combination of model-based and model-free forecasts which results in accuracy that is always significantly better than the one or the other separately.

The innovative proposition of forecasting with similarity and without models points towards several future research paths. First, in this paper we focused on the point forecast accuracy. One obvious extension would be the evaluation of the produced forecasts in terms of uncertainty by either focusing on specific prediction intervals or the entire forecast distribution. The future paths of the similar series serve as a good basis for extending our proposition to this direction. Furthermore, in this study we did not differentiate the reference series as to match the industry/field of the target series. It would be interesting to explore if such a matching would further improve the accuracy of forecasting with similarity.
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