Abstract—Wireless blockchain network is proposed to enable a decentralized and safe wireless networks for various blockchain applications. To achieve blockchain consensus in wireless network, one of the important steps is to broadcast new block using wireless channel. Under wireless network protocols, the block transmitting will be affected significantly. In this work, we focus on the consensus process in blockchain-based wireless local area network (B-WLAN) by investigating the impact of the media access control (MAC) protocol, CSMA/CA. With the randomness of the backoff counter in CSMA/CA, it is possible for latter blocks to catch up or outpace the earlier one, which complicates blockchain forking problem. In view of this, we propose mining strategies to pause mining for reducing the forking probability, and a discard strategy to remove the forking blocks that already exist in CSMA/CA backoff procedure. Based on the proposed strategies, we design Block Access Control (BAC) approaches to effectively schedule block mining and transmitting for improving the performance of B-WLAN. Then, Markov chain models are presented to conduct performance analysis in B-WLAN. The results show that BAC approaches can help the network to achieve a high transaction throughput while improving block utilization and saving computational power. Meanwhile, the trade-off between transaction throughput and block utilization is demonstrated, which can act as a guidance for practical deployment of blockchain.
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I. INTRODUCTION

Wireless blockchain network is proposed to enable a robustness and distributed wireless network for different blockchain applications, such as blockchain-based mobile edge computing [1], [2], blockchain for vehicles management [3], [4], and blockchain for smart factory [5]. Using blockchain to build distributed wireless networks has the following advantages: 1) Alleviate the pressure of high-load nodes in the network and reduce the impact of single point of failure. 2) Improve the security and scalability of network, and reduce maintenance cost, especially for large scale scenarios such as Internet of Things (IoT) [6]. 3) Achieve adaptive matching and behavioral decision-making of users/terminals by involving smart contract [7], [8].

The decentralization and security provided by blockchain for network can be largely attributed to the use of consensus algorithm [9], which motivates the nodes in the network to maintain a single version of the digital ledger without the involvement of a third party. Several consensus algorithms have been proposed, e.g., proof-of-work (PoW) [9], proof-of-stake (PoS) [10], practical Byzantine fault tolerant (PBFT) [11], and Raft [12]. Among them, PoW is the first widely used in blockchain, and has a better security and node scalability than PBFT and Raft, since the fault tolerance and communication efficiency in PoW is higher than that in PBFT and Raft [13], [14]. In view of these advantages, this work studies the PoW consensus process in wireless network and the analysis can be extended to PoS easily. Using PoW to achieve consensus in wireless network, one of the important steps is to broadcast new block using wireless channel. Under wireless network protocols, the block transmitting will be affected significantly.

Considering the characteristics of wireless network, this work focuses on the consensus process in blockchain-based wireless local area network (B-WLAN) by investigating the impact of carrier sense multiple access with collision avoidance (CSMA/CA), which is a random access mechanism on media access control (MAC) layer. In a typical blockchain design, with ideal communication conditions, the first full node (FN) [15] which generates a valid new block is the winner of bonus. However, as shown in Fig. 1(b), due to the randomness of the backoff counter in CSMA/CA, the first block generated by a FN may not be transmitted immediately, thus the other FNs will keep on mining to generate new blocks. In this case, more than one blocks might be generated during a backoff counter and the latter block has the probability to outpace the first one, thus become the final winner. Meanwhile, the first block will become a fork in the blockchain ledger. The forking problem results in the inconsistency of blockchain ledgers among the FNs, then lead to the waste of computational power and security issues, such as “double-spending” [17]. Due to forking problem, the block generation rate in PoW are slowed down by blockchain system codes and thus the transaction throughput are limited to dozens usually, e.g., 7 transaction per second (tps) in Bitcoin [9] and 15 tps in Ethereum [18].

Furthermore, with the evolution of wireless networks, the nodes of network become more dense, and to meet the needs of a surge of service requests, the block generation rate should be accelerated to improve the transaction throughput. In this case, the forking problem will become more serious, since the frequent collisions occurring on the channel prolong the backoff counter and the new block arrives very fast, which increase the forking probability considerably. To address this forking problem and improve B-WLAN performance, we propose mining strategies to reduce the forking probability, and a discard strategy to remove the forking blocks that already exist in CSMA/CA backoff procedure. Based on the
proposed strategies, we design four Block Access Control (BAC) approaches to schedule block mining and transmitting effectively. Then, using Markov chain models, we carry out mathematical analysis to show how the different BAC approaches can improve the performance of a B-WLAN. The main contributions of this paper can be summarized as follows.

- We propose mining strategies to pause mining during the backoff and transmission of a new block, which aim to reduce the meaningless computational power consumption on forking blocks and improve block utilization.
- We propose a discard strategy to stop FNs from broadcasting forking blocks, which act as a key enabler to accelerate block generation rate and improve transaction throughput. This strategy can work in parallel with mining strategies to improve the overall performance of B-WLAN.
- Based on the proposed strategies, we design four BAC approaches and use Markov chain models to conduct performance analysis in B-WLAN. By analysing the stationary probability of Markov chain, we derive the closed-form expressions of key performance metrics, in terms of transaction throughput, block discard rate, block utilization and mining pause probability.
- Our experimental results validate the effectiveness of mining strategies and discard strategy on improving the transaction throughput and block utilization of B-WLAN. We also make various interesting observations about the impact of blockchain system parameters on the performance trade-off.

The rest of this paper is organized as follows. Section II describes the consensus process in B-WLAN and forking problem. Section III proposes strategies to address forking problem and improve B-WLAN performance. Based on the strategies, four BAC approaches are designed. Section IV introduces Markov chain models to capture the working process of BAC approaches. Based on the stationary probabilities of the models, the closed-form expressions of key performance metrics are analysed in Section V. Section VI conducts some experiments to compare the performance of four BAC approaches. Then, related works are discussed in Section VII. Finally, we concludes the whole paper in Section VIII.

II. PRELIMINARIES

In this section, we start by introducing the main elements in B-WLAN. Then, we discuss the consensus process and forking problem in the network.

A. Blockchain-Based Wireless Local Area Network

As shown in Fig. 1(a), a typical B-WLAN mainly consists of three elements: lightweight nodes (LNs), full nodes (FNs) and access point (AP). LNs are storage and power-constrained nodes, and the blockchain network allows them to issue transactions without storing the full blockchain ledger [15]. FNs are nodes with enough computing power and storage space, which perform hash operations to generate new blocks for recording transactions. FNs store a full blockchain ledger [15]. For example, in autonomous vehicles application [3], LNs can be the vehicles that perform local tasks, e.g., machine learning. FNs can be vehicle miners that generate new block to collect and share information, e.g., local model updates. In smart factory application [5], LNs can be the factory devices for data collecting. FNs can be the factory computers for data processing and consensus achieving in blockchain.

In blockchain network, the new block of a FN should be broadcast to all the other FNs for achieving consensus. Considering the uncertainty of the geographical distribution of FNs in wireless network, it is difficult to establish device-to-device (D2D) connections for all FNs. In view of this, we consider that AP is responsible for the broadcast of new blocks in B-WLAN, which is more feasible and has a higher block broadcast efficiency than the multi-hop D2D transmission. As shown in Fig. 1(a), when a new block is generated by FN C, it transmits the block to AP through the uplink, and then AP broadcasts the block to all the FNs within its coverage radius through the downlink. During the block transmission process, AP can store the latest blocks as a backup for download. To enhance the security, one can use more APs to store and broadcast blocks redundantly. However, as a starting point, this work studies the block transmission within a single AP and assumes that the attacker cannot violate communication protocols.

For transactions, the LNs with limited power can transmit transactions to nearby trusted FNs using D2D connections, which requires less energy for transmission. Note that the transactions will be included in a block which broadcast by FNs finally, so the LNs with limited power do not need to broadcast transactions to all FNs from the start. However, if
LN\textsuperscript{s} do not trust nearby FN\textsuperscript{s} or the D2D connection is not supported in the environment, LN\textsuperscript{s} can broadcast transactions via AP with a higher cost and longer delay. Since this work focuses on the block transmission, we do not further address the wireless link selection for transactions.

As we know, IEEE 802.11 series is a cost-efficient solution for WLAN that can satisfy most communication requirements in domestic, public, and business scenarios \cite{16}. The primary MAC protocol of IEEE 802.11 is CSMA/CA, which is called distributed coordination function (DCF). In this work, we consider CSMA/CA as the access mechanism for block transmission from FN to AP, and proposes strategies to address forking during block transmission process. Nevertheless, the proposed strategies can work in parallel with the other wireless network protocols in a similar manner. At each block transmission with CSMA/CA, the backoff time is uniformly chosen in the range $[0, W_1 - 1]$, where $W_i$ is the contention window and $W_i = 2^i W_{\text{min}}$ ($0 \leq i \leq m$). The value of $W_i$ depends on the backoff stage $i$ (the number of retransmissions). At the first transmission attempt, contention window is equal to the minimum contention window $W_{\text{min}}$. After each unsuccessful transmission, $W_i$ is doubled, up to a maximum value $W_{\text{max}}$. We denote $m$ as the maximum number of retransmissions, where $W_m \leq W_{\text{max}}$. A block will be discarded when the $m$-th transmission is unsuccessful.

\subsection*{B. Consensus Process and Blockchain Forking}

The main step of the consensus process in B-WLAN can be summarized as follows: 1) The LN\textsuperscript{s} generate transactions and broadcast them to FN\textsuperscript{s} through the wireless link. 2) All FN\textsuperscript{s} collect the new transactions and perform hash operations to generate a valid new block. 3) The FN which has a valid new block competes with other FN\textsuperscript{s} based on CSMA/CA for transmitting its block to AP. 4) AP receives and checks the new block, and then broadcasts it to all FN\textsuperscript{s}. 5) The other FN\textsuperscript{s} receive and check the new block, then insert it into their local ledgers. If any FN does not receive the new block, it can download block from AP. 6) When AP and most of the FN\textsuperscript{s} have the identical copy of the new block in their local ledgers, the new block and the transactions included in it achieve preliminary consensus successfully. 7) After that, with the accumulating of blocks sequentially, the cost of attack and malicious modification will be increased exponentially \cite{9}.

In blockchain consensus process, due to communication delay, more than one blocks at the same height (the position in blockchain) might be created by different FN\textsuperscript{s}, which result in forking problem. To describe the forking problem, we define three working states of a FN: no block, block backoff and block transmitting. Based on the definition, the forking problem will occur when a new block is generated by a FN while the other FN\textsuperscript{s} are in the block backoff or block transmitting states.

\section*{III. BLOCK ACCESS CONTROL}

In this section, we propose mining strategy and discard strategy to address forking problem and improve the performance of B-WLAN. Based on the proposed strategies, we design four BAC approaches to schedule block mining and transmitting.

\subsection*{A. Forking Solution}

\textbf{Mining strategy}: The principle of this strategy is to pause mining (hash operations) during the backoff and transmission of a new block, which aims to reduce forking probability and improve the block utilization. Specifically, there are two strategies to pause mining as follows, where strategy I pauses mining based on the block transmission detected on the channel and strategy II pauses mining based on the working state of a FN.

\textbf{Strategy I}: the mining of a FN should be paused whenever a block transmission of the other FN is detected on the channel. The FN resumes the mining when the channel is detected as idle more than a distributed inter-frame space (DIFS) \cite{19}. The reason to pause mining in this case is that when a new block of the other FN is transmitted on the channel, the current mining with the hash of an old block will generate forking blocks or waste computational power. To implement this strategy, an option is to set an additional Flag field in packet header to announce the block transmission. Accordingly, the FN can distinguish the block transmission to pause mining. Meanwhile, the time to pause mining can be easily determined based on the Duration/ID field in packet header, which contains the data transmission time to update the network allocation vector (NAV) in CSMA/CA \cite{19}. In reality, there are multiple wireless access channels under a AP. In this case, AP can announce the block transmission to all the FN\textsuperscript{s} using the CTS frame in CSMA/CA.

\textbf{Strategy II}: the mining of a FN should be paused when the FN generates a new block. The FN resumes mining when the new block is transmitted successfully or discarded. The reason is that a new block might be overtaken by another block with the same height during the random backoff counter, especially when the block generation rate is high. So if a FN in the block backoff state keeps mining, it will generate forking blocks or waste computational power.

Although the mining strategy can reduce the forking probability, it cannot solve the forking problem in B-WLAN thoroughly, since a FN in wireless network cannot detect whether the other FN\textsuperscript{s} are in the block backoff state. In view of this, we propose a discard strategy as follows.

\textbf{Discard strategy}: The principle of this strategy is to discard forking blocks before they are broadcast to the network. Specifically, if a FN receives a same height block transmitted by the other FN, it should discard its own blocks that do not be broadcast yet. Actually, blocks will be discarded in the following two cases: (i) a FN in the no block state generates new blocks while a successful block transmission occurs on the channel. (ii) a FN in the block backoff state receives a block of the other FN. Using this strategy, the forking blocks will not be broadcast to the network, and thus the hash difficulty of PoW can be very low for accelerating block generation rate and improving transaction throughput.

\footnote{If a FN generates a block during a DIFS, it can not start the backoff procedure until the end of the DIFS, which increases the forking probability.}
TABLE I: Four BAC approaches

|       | Discard strategy | Mining strategy I | Mining strategy II |
|-------|------------------|-------------------|-------------------|
| BAC-1 | ✓                | -                 | -                 |
| BAC-2 | ✓                | ✓                 | -                 |
| BAC-3 | ✓                | -                 | ✓                 |
| BAC-4 | ✓                | ✓                 | ✓                 |

B. Working Approaches

Based on the proposed strategies, we design four BAC approaches to schedule block mining and transmitting. As shown in Table I, BAC-1 only contains discard strategy; BAC-2 contains discard strategy and mining strategy I, BAC-3 contains discard strategy and mining strategy II, BAC-4 contains all the strategies.

Fig. 2 shows an example of how BAC approaches can work in parallel with CSMA/CA. In this example, we suppose the block is generated simultaneously in four BAC approaches to show when a FN should discard block and pause mining. Accordingly, the block transmission and discard process in Fig. 2(a) are the same in four BAC approaches, since all the approaches contain discard strategy and use CSMA/CA to transmit blocks. We can see that a backoff block of FN B is discarded after the block transmission of FN A is successful. On the other hand, the mining process in Fig. 2(b) is different among four BAC approaches, which is controlled by mining strategy I and strategy II.

**BAC-1**: only contains discard strategy, thus a FN will keep mining all the time, which is shown in Fig. 2(b). In no block state, if the FN generates a new block while a successful block transmission occurs on the channel, the FN discards its own block based on the discard strategy. If the new block is generated during the other information transmission, collision or channel idle time, the FN schedules its block transmission based on CSMA/CA. Once the channel remains idle more than a DIFS, the FN starts the backoff procedure by selecting a random initial value as the backoff counter. In block backoff state, the FN decreases the backoff counter while listening to the channel. Whenever a block transmission is detected on the channel, the backoff counter is paused and the FN begins to receive a new block. If the block transmission is successful, the FN discards its own block. Otherwise, the FN discards the collision message and continues to listen to the channel. If the channel remains idle more than a DIFS, the backoff counter is resumed. When the backoff counter reaches zero, the FN enters block transmitting state. If no other blocks and information transmit at this time, the block transmission is successful. Otherwise, the backoff stage increases by one and the FN stays in the backoff state.

Since a FN using the BAC-1 keeps mining all the time, it can generate new blocks during the block backoff and block transmitting states, which results in the queueing of new blocks. In this case, once a FN receives a new block of the other FN, all the blocks in the queue should be discarded. The reason is that the block in queue references the hash of the backoff block, and the discard of a earlier block will invalidate the following blocks in blockchain. Another impact of the mining during backoff and transmitting states is that, if there exist blocks in queue, a FN can directly schedule a new transmission after the earlier transmission is finished.

**BAC-2**: contains discard strategy and mining strategy I, thus the mining of a FN will be paused whenever a block transmission of the other FN is detected on the channel until the channel is idle more than a DIFS, which is shown in Fig. 2(b). Due to the mining pause, the expected mining time of FN in BAC-2 is less than that in BAC-1, which results in two differences between BAC-2 and BAC-1. The first is that, for a randomly chosen time slot, the probability to leave no block state in BAC-2 is lower than that in BAC-1. The second is that the expected time to generate queueing blocks in BAC-2 is less than that in BAC-1.

**BAC-3**: contains discard strategy and mining strategy II, thus the mining of a FN will be paused when a block transmission of the other FN is detected on the channel until the new block is transmitted successfully or discarded, which is shown in Fig. 2(b). Since the mining is paused during the block backoff and block transmitting states, block queueing does not exist in BAC-3. So after a new block is transmitted successfully or discarded, a FN will return to no block state and restart mining. Except that BAC-3 has no block queueing, the other behaviors of BAC-3 is similar to BAC-1.

**BAC-4**: contains all the strategies. There are two differences between BAC-4 and BAC-1. The first is that, for a randomly
chosen time slot, the probability to leave no block state in BAC-4 is lower than that in BAC-1. The second is that the block queueing does not exist in BAC-4, thus a FN will return to no block state and restart mining after the FN transmits or discards its block.

### IV. Mathematical Modelling

In this section, we formulate the working process of four BAC approaches as Markov chain models to study the stationary probabilities, which act as the basis for performance analysis.

#### A. Markov Chain Model for BAC-1 and BAC-2

In this work, we analyse the maximum transaction throughput in B-WLAN by assuming that an independent channel is assigned for uplink block transmission. Based on this assumption, the other information is not interfere with block transmission, and we only consider the competition of blocks in the following analysis. Another assumption is that the channel condition is ideal [19], i.e., the only reason of a transmission failure is that a collision occurs on the channel.

We consider a B-WLAN has \(N\) FNs. Each FN has three working states: no block, block backoff and block transmitting, which can be depicted as Fig. 3. In this model, the no block state is described by \(\{−1, 0\}\); the block backoff states are described by \(\{i, k\}\), where \(i \in [0, m]\) representing the backoff stage and \(k \in [1, W_i − 1]\) representing the backoff counter in time slots; the block transmitting states are described by \(\{i, 0\}\) \((i \in [0, m])\), in which the block will be transmitted to channel. When a given FN is in the no block state or backoff state, the channel with probability \(p_s\) contains a successful block transmission; the channel with probability \(p_c\) contains a collision; the channel with probability \(1 − p_s − p_c\) stays idle. Different with this, when a given FN is in the transmitting state, its block will be transmitted to channel, and thus a successful block transmission occurs on the channel with probability \(1 − p_s − p_c\); a collision happens with probability \(p_s + p_c\). Let \(T_s\) be the average channel busy time when a successful transmission occurs on the channel, \(T_c\) be the average channel busy time when a collision happens, and \(\sigma\) be the size of time slot. Similar with [19], the Markov chain model adopts a discrete time scale, and one step in this model can be \(T_s\), \(T_c\) or \(\sigma\), which is determined by the channel condition, i.e., the channel may contain a successful transmission, a collision or stay idle.

**BAC-1:** Using the BAC-1, a FN will perform hash operations with hashrate \(r\) (the number of hash operations per second) all the time. Let the hash difficulty of PoW in this network be \(D\) representing the expected number of hash operations to find a valid block. Based on [10], we have the time \(T\) for a FN to find a valid block is exponentially distributed with block generation rate \(\lambda = r/D\). Now we study the behavior of a FN in the no block state and let \(p_a\) be the probability that a FN generates a new block and leaves no block state during a step of Markov chain model. In no block state, if the channel contains a successful block transmission, the FN will stay no block state during this step no matter whether the FN generates a new block or not, since all the blocks that do not be broadcast will be discarded by the discard strategy; if the channel contains a collision, the mining time of the FN in this step will be \(T_c\) and thus the probability to leave no block state will be \(P\{T ≤ T_c\}\); if the channel stays idle, the mining time will be \(\sigma\) and thus the probability to leave no block state will be \(P\{T ≤ \sigma\}\). In summary, we have

\[
p_a = p_a \cdot 1 + p_c \cdot P\{T ≤ T_c\} + (1 − p_a − p_c) \cdot P\{T ≤ \sigma\} = p_a [1 − \exp(−\lambda T_c)] + (1 − p_a − p_c) [1 − \exp(−\lambda \sigma)].
\]

Accordingly, the one-step transition probabilities in no block state can be given by

\[
\begin{align*}
P\{−1, 0 | −1, 0\} &= 1 − p_a, \\
P\{0, k | −1, 0\} &= p_a / W_0, \quad k \in [0, W_0 − 1].
\end{align*}
\]

The FN leaves the no block state with probability \(p_a\) and uniformly chooses a backoff time from \([0, W_0 − 1]\). Then, it starts decreasing the backoff counter while listening to the channel. In block backoff states, the FN discards its blocks with probability \(p_c\); the FN pauses the backoff counter with probability \(p_v\); the FN decreases the backoff counter with probability \(1 − p\) (\(p = p_a + p_c\)). Thus, the one-step transition probabilities in block backoff states can be given by

\[
\begin{align*}
P\{−1, 0 | i, k\} &= p_s, \quad i \in [0, m], k \in \{1, W_i − 1\}, \\
P\{i, k | i, k\} &= p_c, \quad i \in [0, m], k \in \{1, W_i − 1\}, \\
P\{i, k | i, k\} &= 1 − p, \quad i \in [0, m], k \in \{1, W_i − 1\}.
\end{align*}
\]

When the backoff counter becomes 0, the FN will enter the block transmitting state \(\{i, 0\}\) and its block will be transmitted into the channel. If no other FNs transmit block in this slot, the transmission is successful. Otherwise, the backoff stage increases and the FN starts a new backoff counter. Especially,
in state \( \{m,0\} \), the FN will discard its blocks when a collision occurs. Let \( p \) be the probability that a collision is seen by a block transmitted on the channel, where \( p = p_s + p_c \).

Now we study the one-step transition probabilities in block transmitting states. Since a FN using the BAC-1 keeps mining all the time, it may generate queueing blocks during the backoff and transmitting states. In this case, when a block discard occurs in block backoff states or state \( \{m,0\} \), all the queueing blocks will also be discarded and thus the FN returns to no block state, shown as the dotted lines in Fig. 3. On the other hand, if there exist queueing blocks after a successful transmission in a block transmitting state, a FN will directly move from the block transmitting state to the block backoff state, shown as the blue lines in Fig. 3. Let \( \alpha \) be the stationary probability that the queue is not empty after a successful block transmission. Based on (21), \( \alpha = \lambda T_q \), where \( \lambda \) is the block generation rate of a FN, and \( T_q \) is defined as the expected time of a block spent on backoff and transmitting states counting from a block generation to its successful transmission. Using the expectation formula, \( T_q \) can be given by

\[
T_q = \sum_{i=0}^{m} p_c(i) \left[ (iT_c + T_s) + \sum_{n=0}^{W_n-1} \left( \sigma + \frac{p_c}{1-p_c} T_c \right) \right],
\]

where \( p_c(i) (i \in [0, m]) \) is the probability that a block exits the backoff scheme through a successful transmission in state \( \{i,0\} \), and it can be expressed as

\[
p_c(i) = \prod_{n=0}^{i} \left( 1 - \frac{(1-p)}{W_n} \right) W_n \left[ \frac{p}{1-\frac{(1-p)}{1-p_c}} \right]^{i+1} \frac{1-p}{p}.
\]

The complete proof of \( T_q \) in (4) is given in the Appendix. Based on (4), \( \alpha \) can be given by

\[
\alpha = \lambda \sum_{i=0}^{m} p_c(i) \left[ (iT_c + T_s) + \sum_{n=0}^{W_n-1} \left( \sigma + \frac{p_c}{1-p_c} T_c \right) \right].
\]

Once \( \alpha \) is determined, the one-step transition probabilities in transmitting states are

\[
\begin{align*}
P \{0, k | i, 0\} &= (1-p)\alpha/W_0, \quad i \in [0, m], \quad k \in [0, W_0-1], \\
P \{i+1, k | i, 0\} &= p/W_{i+1}, \quad i \in [0, m-1], \\
P \{-1, 0 | i, 0\} &= (1-p)(1-\alpha), \quad i \in [0, m-1], \\
P \{-1, 0 | m, 0\} &= (1-p)(1-\alpha) + p.
\end{align*}
\]

BAC-2: The mining pause during the block transmission results in two differences between BAC-2 and BAC-1. The first is the probability to leave no block state during a step of Markov chain model. The second is the expected time to generate queueing blocks.

Let \( \tilde{\alpha}_s \) be the probability that a FN using BAC-2 generates a new block and leaves no block state during a step of Markov chain model. Compared with (1) in BAC-1, the FN using BAC-2 will pause mining whenever a block transmission of the other FN is detected on the channel, so \( \tilde{\alpha}_s \) is given by

\[
\tilde{\alpha}_s = p_s \cdot 0 + p_c \cdot 0 + (1-p_s-p_c) \cdot P\{T \leq \sigma\} = (1-p_s-p_c)[1-\exp(-\lambda\sigma)].
\]

Let \( \tilde{\alpha} \) be the stationary probability that the queue is not empty after a FN using BAC-2 transmits its block successfully. Let \( \tilde{T}_q \) be the expected time to generate queueing blocks in BAC-2. Based on the definition, we have \( \tilde{\alpha} = \lambda \tilde{T}_q \). Using BAC-2, a FN performs hash operations when the channel is idle or when the FN transmits its own block. Accordingly, by means of (4), we have

\[
\tilde{T}_q = \sum_{i=0}^{m} p_c(i) \left[ (iT_c + T_s) + \sum_{n=0}^{W_n-1} \frac{W_n-1}{2} \sigma \right].
\]

Then, \( \tilde{\alpha} = \lambda \tilde{T}_q \) can be derived. When \( \tilde{\alpha}_s \) and \( \tilde{\alpha} \) change to \( \tilde{\alpha}_s \) and \( \tilde{\alpha} \) respectively, the one-step probabilities in (2), (3) and (7) are available for BAC-2.

B. Stationary Probabilities for BAC-1 and BAC-2

Let \( \pi_{i,0} \) denote the stationary probability of no block state, \( \pi_{i,k} \) \((i \in [0, m], k \in [0, W_i-1])\) denote the stationary probabilities of backoff states and transmitting states. Based on the chain regularities of the backoff and transmitting states in Fig. 3, we can obtain

\[
\begin{align*}
\pi_{i,0} &= \frac{p}{W_i} \pi_{i-1,0} + (1-p)\pi_{i,1}, \\
\pi_{i,1} &= \frac{p}{W_i} \pi_{i-1,0} + (1-p)\pi_{i,2} + p_c\pi_{i,1}, \\
\pi_{i,2} &= \frac{p}{W_i} \pi_{i-1,0} + (1-p)\pi_{i,3} + p_c\pi_{i,2}, \\
&\vdots, \\
\pi_{i,W_i-1} &= \frac{p}{W_i} \pi_{i-1,0} + p_c\pi_{i,W_i-1},
\end{align*}
\]

where \( i \in [1, m] \). Using the second equation of (10), \( \pi_{i,0} \) can be rewritten as \( \pi_{i,0} = (1 + \frac{p}{1-p_c}) \pi_{i-1,0} + \frac{(1-p)}{1-p_c} \pi_{i,2} \). In the same way, the other equations in (10) can be used to simplify \( \pi_{i,0} \) as follows:

\[
\pi_{i,0} = \left[ 1 + \frac{(1-p)}{(1-p_c)} \right] \pi_{i-1,0} + \frac{p}{W_i} \pi_{i,0}.
\]

where \( i \in [1, m] \). Based on (11), we obtain

\[
\pi_{i,0} = \prod_{n=0}^{i} \frac{1 - ((1-p)/(1-p_c))W_n}{W_n} \left[ \frac{p}{1-(1-p)/(1-p_c)} \right] \pi_{0,0},
\]

where \( i \in [1, m] \).

Then, we study the case when \( i = 0 \). From Fig. 3 we can obtain that the regularity to enter stage 0 is

\[
\pi_{0,k} = \frac{1}{W_0} \left[ p_s \pi_{-1,0} + (1-p)\alpha \sum_{i=0}^{m} \pi_{i,0} \right], \quad k \in [0, W_0-1].
\]

Meanwhile, the regularity to enter stage \( i \) \((i \in [1, m])\) is

\[
\pi_{i,k} = \frac{1}{W_i} \pi_{i-1,0}, \quad i \in [1, m], \quad k \in [0, W_i-1].
\]

Based on the regularities in (13) and (14), we can use \( p_s \pi_{-1,0} + (1-p)\alpha \sum_{i=0}^{m} \pi_{i,0} \) to replace \( p\pi_{i-1,0} \) \((i \in [1, m])\) in
Based on the chain regularity of no block state in Fig. 3, we have
\[
\pi_{-1,0} = (1 - p_s) \pi_{-1,0} + (1 - p)(1 - \alpha) \sum_{i=0}^{m} \pi_{i,0} + p \pi_{m,0} + p_s \left(1 - \sum_{i=0}^{m} \pi_{i,0} - \pi_{-1,0}\right).
\] (16)

After simplifying (16), we obtain
\[
\pi_{-1,0} = \frac{(1 - p)(1 - \alpha)}{p_s + p_a} \sum_{i=0}^{m} \pi_{i,0} + \frac{p_s}{p_s + p_a} \left(1 - \sum_{i=0}^{m} \pi_{i,0}\right).
\] (17)

Substituting (12) and (17) into (15) yields
\[
\pi_{0,0} = \frac{(1 - p)(1 - \alpha)}{p_a + p_s} \sum_{i=0}^{m} f(i) \pi_{0,0} + \frac{p_s}{p_a + p_s} \left(1 - \frac{(1 - p)(1 - p_a)}{1 - (1 - p_a)} \right) \pi_{m,0} + \frac{p_s}{p_s + p_a} f(m) \pi_{0,0} + \frac{p_s}{p_s + p_a} \left(1 - \frac{(1 - p)(1 - p_a)}{1 - (1 - p_a)} \right) \pi_{m,0}
\] (18)
where \( f(x) = \prod_{i=0}^{x} \frac{1 - (1 - p/(1 - p_a)) W_n}{1 - (1 - p/(1 - p_a)) W_n} \). After simplifying (18), we obtain the expression of \( \pi_{0,0} \) as follows:
\[
\pi_{0,0} = \frac{p_s}{p_a + p_s} \left(1 - \frac{(1 - p)(1 - p_a)}{1 - (1 - p_a)} \right) \pi_{m,0} + \frac{p_s}{p_a + p_s} f(m) \pi_{0,0} + \frac{p_s}{p_s + p_a} \left(1 - \frac{(1 - p)(1 - p_a)}{1 - (1 - p_a)} \right) \pi_{m,0}
\] (19)

Let \( \tau_1 \) be the probability that a FN using BAC-1 transmits block in a randomly chosen time slot. It can be expressed as
\[
\tau_1 = \sum_{i=0}^{m} \pi_{i,0}.
\] (20)
where \( \pi_{0,0} \) can be substituted by (19), \( \alpha \) can be substituted by (6), and \( p_a \) can be substituted by (11). The probability \( p \) that a collision is seen by a block transmitted on the channel is given by \( p = 1 - (1 - \tau_1)^N - 1 \). The probability that the channel contains a successful block transmission of other FNs is given by \( p_s = (N - 1) \tau_1 (1 - \tau_1)^N - 2 \). The probability that the channel contains a block collision of other FNs is \( p_c = p - p_s \). So \( \tau_1 \) is the only unknown parameter in (20), which can be obtained through iteration method. Note that (20) can be applied to BAC-2 when \( p_a \) and \( \alpha \) change to \( \tilde{p}_a \) and \( \tilde{\alpha} \). To distinguish this difference between BAC-1 and BAC-2, we denote the transmitting probability of BAC-2 by \( \tau_2 \).

![Fig. 4: Markov chain model for BAC-3; When \( \tilde{p}_a \) changes to \( \tilde{\theta}_a \), this model is available for BAC-4.](image)

C. Markov Chain Model for BAC-3 and BAC-4

Since the BAC-3 and BAC-4 contain mining strategy II, a FN will pause mining when it enters the block backoff state until the new block is transmitted successfully or discarded. As a result, block queuing does not exist in the Markov chain model in Fig. 4 which is the main difference between the two Markov chain models.

**BAC-3:** In no block and block backoff states, the expression of the one-step transition probabilities using BAC-3 are the same as BAC-1 in (2) and (3). On the other hand, in block transmitting states, the one-step transition probabilities of BAC-3 are different with BAC-1 in (7). Since without block queuing in BAC-3, a FN must return to no block state after the FN transmits or discards its block. According to the analysis, the one-step transition probabilities of BAC-3 can be expressed as
\[
\begin{align*}
\{P \mid -1, 0 \mid -1, 0\} & = 1 - p_a, \\
\{P \mid 0, k \mid -1, 0\} & = p_a W_0, \\
\{P \mid -1, 0 \mid i, k\} & = p_a W_i, \\
\{P \mid i, k \mid i, k\} & = p_a, \\
\{P \mid i, k - 1 \mid i, k\} & = 1 - p, \\
\{P \mid i + 1, k \mid i, 0\} & = p_{W_{i + 1}}, \\
\{P \mid -1, 0 \mid i, 0\} & = 1 - p, \\
\{P \mid -1, 0 \mid m, 0\} & = 1.
\end{align*}
\] (21)

**BAC-4:** The only difference between the BAC-4 and BAC-3 is the probability to leave no block state. Influenced by mining strategy I, the probability that a FN using BAC-4 leaves no block state during a step of Markov chain model is \( \tilde{\theta}_a = (1 - p_a - p_c) [1 - \exp(-\lambda t)] \). So when \( p_a \) changes to \( \tilde{\theta}_a \), the one-step probabilities in (21) are available for BAC-4.
D. Stationary Probabilities for BAC-3 and BAC-4

Compared to the chain regularities in Fig. 3 with that in Fig. 4, we can know that (10) can be directly applied to Fig. 3. Using (10), \( \tau_{i,0} \) can be expressed as

\[
\tau_{i,0} = \sum_{n=0}^{\infty} \frac{1-[(1-p)/(1-p_c)]^{W_n}}{1-(1-p)/(1-p_c)} p_{a}^{n} \tau_{i-1,0},
\]

where \( i \in [1, m] \). For \( i = 0 \), we use \( p_{a} \) to replace \( p \) in (22) and obtain

\[
\tau_{0,0} = \sum_{n=0}^{\infty} \frac{1-[(1-p)/(1-p_c)]^{W_0}}{1-(1-p)/(1-p_c)} p_{a}^{n} \tau_{-1,0}.
\]

Now, using (22) and (23), a equation between no block state and transmitting states can be given by

\[
\tau_{i,0} = f(i) \tau_{i-1,0},
\]

where \( f(x) = \prod_{n=0}^{\infty} \frac{1-[(1-p)/(1-p_c)]^{W_n}}{1-(1-p)/(1-p_c)} \) representing the probability that the channel stays idle in a slot. \( \tau_{0,0} \) and \( i \in [0, m] \). Based on the chain regularity of no block state in Fig. 4, we obtain another equation between no block state and transmitting states as follows:

\[
\tau_{-1,0} = (1-p_{a}) \tau_{i-1,0} + (1-p) \sum_{i=0}^{m} \tau_{i,0} + p \cdot \tau_{m,0}.
\]

By means of (24) and (26), \( \tau_{3} \) can be expressed as

\[
\tau_{3} = \frac{f(i)}{p_{a} + p_{s} - (1-p_{s}) \sum_{i=0}^{m} f(i) - p f(m)}.
\]

Let the transmitting probability of BAC-3 be \( \tau_{3} = \sum_{i=0}^{m} \tau_{i,0} \).

Using (24) and (26), \( \tau_{3} \) can be expressed as

\[
\tau_{3} = \frac{f(i)}{p_{a} + p_{s} - (1-p_{s}) \sum_{i=0}^{m} f(i) - p f(m)}.
\]

where \( p_{a} = (1-p_{s}) \sum_{n=0}^{\infty} \frac{1-[(1-p)/(1-p_c)]^{W_n}}{1-(1-p)/(1-p_c)} p_{a}^{n} \tau_{i-1,0} \) and \( p_{c} = p_{c} - p_{s} \). So \( \tau_{3} \) is the only unknown parameter in (27), which can be obtained through iteration method. Note that (27) can be applied to BAC-4 when \( p_{a} \) changes to \( p_{a} \). To distinguish this difference between BAC-3 and BAC-4, we denote the transmitting probability of BAC-4 by \( \tau_{4} \).

V. PERFORMANCE ANALYSIS

In the section, based on the stationary probabilities of Markov chain models, we analyse the closed-form expressions of the key performance metrics in B-WLAN by involving the impact of four BAC approaches.

A. Transaction Throughput

Transaction throughput is defined as the number of transactions that included by a valid block per second, i.e., transaction per second (tps). We denote transaction throughput by \( \theta_{t} \). To calculating the \( \theta_{t} \), we can multiply the number of blocks that successfully transmitted on the channel per second by the maximum number of transactions in a block. The maximum number of transactions in a block relates to the block size. To reduce the forking probability and achieve consensus in B-WLAN, we consider that a FN can transmit a full block after the backoff counter, which contains a block header and all related transactions. Let \( s_{b} \) be the size of a block, \( s_{b} \) be the size of the block header, \( s_{i} \) be the average size of a transaction, \( N_{T} \) be the maximum number of transactions in a block. Since each transmission contains a block header and all related transactions, we have \( N_{T} = (s_{b} - s_{h})/s_{i} \). Based on the throughput analysis in [19], the transaction throughput \( \theta_{t} \) can be given by

\[
\theta_{t} = \frac{p_{0} N_{T}}{p_{0} + p_{1} T_{b} + (1-p_{0}-p_{1}) T_{c}},
\]

where \( p_{0} = (1-\tau)^{N}, \tau \in \{\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\} \) representing the probability that the channel stays idle in a slot, \( p_{1} = N \tau (1-\tau)^{N-1} \), \( \tau \in \{\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\} \) representing the probability that a successful transmission occurs. Accordingly, \( 1-p_{0}-p_{1} \) is the probability that a collision happens. \( T_{b} \) is the average channel busy time when a successful transmission occurs. \( T_{c} \) is the average channel busy time when a collision happens. According to [19], \( T_{b} \) and \( T_{c} \) can be given by

\[
\begin{align*}
T_{b} &= H + s_{b} + SIFS + \delta + ACK + DIFS + \delta, \\
T_{c} &= H + s_{b} + DIFS + \delta,
\end{align*}
\]

where \( H \) is the packet header; \( \delta \) is the propagation delay; SIFS, DIFS and ACK denote the frame duration.

Note that by substituting \( \tau \in \{\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\} \) into \( p_{0} \) and \( p_{1} \), the transaction throughput of BAC-1, BAC-2, BAC-3 and BAC-4 can be derived respectively using (28). For example, when \( p_{0} = (1-\tau)^{N} \) and \( p_{1} = N \tau (1-\tau)^{N-1} \), the result of (28) is the transaction throughput of BAC-1.

B. Block Discard Rate

Based on mining strategy, the way to derive block discard rate is different among four BAC approaches.

**BAC-1:** Let \( \theta_{d1} \) be the block discard rate of BAC-1 representing the number of forking blocks discarded by all FNs per second. Since BAC-1 do not contain mining strategy to pause mining, the FNs will keep mining all the time. In this case, \( \theta_{d1} \) can be expressed as

\[
\theta_{d1} = \lambda N - \theta_{s},
\]

where \( \lambda N \) is the block generation rate of whole network. \( \theta_{s} \) is the block successful transmission rate of whole network representing the number of blocks successfully transmitted by all FNs per second, which can be given by

\[
\theta_{s} = \frac{p_{0} \sigma + p_{1} T_{b} + (1-p_{0}-p_{1}) T_{c}}{p_{0} \sigma + p_{1} T_{b} + (1-p_{0}-p_{1}) T_{c}}.
\]

**BAC-2:** Let \( \theta_{d2} \) be the block discard rate of BAC-2. According to mining strategy I, the FNs using BAC-2 should perform hash operations based on the channel condition. When
the channel stays idle (probability $p_0$), all FNs will perform hash operations. When the channel contains a successful block transmission (probability $p_1$), only the FN in block transmitting states will perform hash operations. When the channel contains a collision (probability $1 - p_0 - p_1$), all the FNs in block transmitting states will perform hash operations. Based on the analysis, $\theta_{d2}$ can be given by

$$\theta_{d2} = \frac{p_0 N \lambda \sigma + p_1 \lambda T_s + \sum_{j=2}^{N} \binom{N}{j} \tau^j (1-\tau)^{N-j} j \lambda T_c}{p_0 \sigma + p_1 T_s + (1-p_0-p_1) T_c} - \theta_s,$$

where $j$ is the expected number of FNs in block transmitting states during a collision, and the collision probability $1 - p_0 - p_1 = \sum_{j=2}^{N} \binom{N}{j} \tau^j (1-\tau)^{N-j}$.

**BAC-3:** Let $\theta_{d3}$ be the block discard rate of BAC-3. Instead of basing on channel condition, mining strategy II pauses mining based on the working states of a FN. So we use another way to study the block discard rate of BAC-3. The blocks will be discarded because of the following two cases. (i) When a successful transmission occurs on the channel, the FNs in no block state or block backoff states will discard blocks based on discard strategy. (ii) When a collision happens on the channel, the FNs in state $\{m, 0\}$ will discard blocks based on CSMA/CA.

We first analyse the case (i). In B-WLAN, a successful transmission occurs with probability $p_1 = N \tau (1-\tau)^{N-1}$, where $\tau$ is the transmission probability and $N$ is the number of FNs. Based on this expression, we can know that one of the FNs is in transmitting state and the other $N-1$ FNs are in no block state or block backoff states in this slot. The number of discarded blocks depends on how many FNs are in state $\{m, 0\}$. So we use Binomial theorem to expand $\tau^j$ as

$$\tau^j = \sum_{n_c=0}^{N} \binom{j}{n_c} \left(\tau - \pi_m, 0\right)^{j-n_c} \cdot \pi_m, 0^{n_c},$$

where $j \in [2, N]$, $n_c$ is the number of FNs in state $\{m, 0\}$, and thus the number of discarded blocks when a collision happens is equal to $n_c$. Based on this analysis, the block discard rate for case (ii) can be given by

$$\theta_{dc} = \frac{\sum_{n_c=0}^{N} \binom{j}{n_c} \left(\tau - \pi_{m, 0}\right)^{j-n_c} \cdot \pi_{m, 0}^{n_c}}{p_0 \sigma + p_1 T_s + (1-p_0-p_1) T_c}.$$

Using (33) and (37), the block discard rate of BAC-3 is given by

$$\theta_{d3} = \theta_{ds} + \theta_{dc}.$$  

**BAC-4:** Let $\theta_{d4}$ be the block discard rate of BAC-4. The difference between BAC-4 and BAC-3 is that the FN in no block state will pause mining during the block transmission, and thus the FN only performs hash operations during the channel idle time. So when a successful block transmission occurs in BAC-4, the FNs in no block state will not discard blocks. In this case, $n_s = n_b$ for BAC-4, and we rewrite (35) as

$$\tilde{\theta}_{ds} = \frac{\sum_{n_b=0}^{N-1} n_b \cdot N \tau (1-\tau)^{N-1-n_b} \cdot \pi_{1-0} (N-1-n_b) \cdot (1-\tau-\pi_{1-0})^{n_b}}{p_0 \sigma + p_1 T_s + (1-p_0-p_1) T_c}.$$

Using (35) and (39), the block discard rate of BAC-4 is given by

$$\theta_{d4} = \tilde{\theta}_{ds} + \theta_{dc}.$$

**C. Block Utilization and Mining Pause Probability**

In blockchain network, when a block is transmitted successfully, it will be verified and stored by all FNs. The computational power included in this block will be used to enhance the security of the public ledger. To study how many blocks can be used for security, let $\eta$ be the block utilization in B-WLAN, defined as the (long-run) proportion of the blocks that is transmitted successfully.

Using block successful transmission rate $\theta_s$, the number of blocks successfully transmitted by FNs during the time period $T$ is $\theta_s T$. Using block discard rate $\theta_d \in \{\theta_1, \theta_2, \theta_3, \theta_4\}$, we can obtain that the number of blocks discarded by FNs during the time period $T$ is $\theta_d T$. So the block utilization is given by

$$\eta = \lim_{T \to \infty} \frac{\theta_s T}{\theta_s T + \theta_d T} = \frac{\theta_s}{\theta_s + \theta_d},$$

where $\theta_s$ can be derived by (31), $\theta_d \in \{\theta_1, \theta_2, \theta_3, \theta_4\}$ can be derived by (30), (32), (38) and (40), respectively.

Now, we study the stationary mining pause probability, which equals the (long-run) proportion of time that the mining is paused. Let this probability be $p_m$. Review that the average
number of blocks generated by a FN per second is $\lambda = r/D$, where $r$ is the hash rate of a FN and $D$ is the hash difficulty. Without mining strategy, the whole network will generate average $\lambda NT$ blocks during the time period $T$. But in fact, because of the mining pause, the number of blocks generated by the whole network during $T$ decreases to $(\theta_s + \theta_d)T$. This yields

$$p_m = \lim_{T \to \infty} \frac{\lambda NT - (\theta_s + \theta_d)T}{\lambda NT} = \frac{\lambda N - \theta_s - \theta_d}{\lambda N}.$$  \hspace{1cm} (42)

VI. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we use Matlab to calculate the closed-form expression of the performance metrics for comparing the performance of B-WLAN using BAC-1, BAC-2, BAC-3 and BAC-4, respectively.

A. Parameter Settings

We consider a B-WLAN with $N$ FNs. Based on [19], the minimum contention window $W_{min}$ is set as 16, the maximum contention window $W_{max}$ is set as 1024, the maximum backoff stage $m$ is set as 6, the packet header $H$ is set as 400 bits, the size of ACK frame is set as 240 bits, channel bit rate is set as 1 Mbit/s, the propagation delay $\delta$ is set as 1 $\mu$s, the time slot $\sigma$ is set as 50 $\mu$s. Meanwhile, based on [15], the size of the block header $s_h$ is set as 640 bits, the size of a transaction $s_t$ is set as 2000 bits.

B. Performance Evaluation

In the first experiment, we vary the number of transactions in a block $N_t$ from 1 to 100 to study the impact of $N_t$, on transaction throughput, block discard rate, block utilization and mining pause probability. Meanwhile, we set the number of FNs $N$ and the block generation rate $\lambda$ as 10 and 50 to conduct comparisons. The unit of $\lambda$ is block per second (bkps).

The transaction throughput of BAC-1, BAC-2, BAC-3 and BAC-4 are derived by substituting the stationary probabilities $\tau_1$, $\tau_2$, $\tau_3$ and $\tau_4$ into (28) respectively. BAC-1: Fig. 5 shows that when $\lambda = 10$, $N = 10$, the BAC-1 can help B-WLAN to achieve a high transaction throughput, i.e., up to 480 tps in ideal channel condition. With the increase of $N_t$, one block can contain more transactions after the backoff counter and the backoff delay of a single transaction decreases, so the transaction throughput quickly increases at the beginning. But at the same time, due to limited channel resource, the increasing rate declines gradually, and the throughput reaches a upper bound. When $\lambda = 50$ and $N = 50$, the transaction throughput of BAC-1 begin to decrease after $N_t = 5$ and cannot reach the upper bound. Because when $\lambda$ and $N$ is large, there are too many blocks occurring in the backoff states and the collisions cannot be effectively avoided by the backoff counter. BAC-2: Compared with BAC-1, BAC-2 can help B-WLAN to reach the throughput upper bound, no matter $\lambda = 10$, $N = 10$ or $\lambda = 50$, $N = 50$. This phenomenon reflects that mining strategy I can effectively pause mining to balance the block generation rate. This action helps the backoff scheme to avoid collisions and maintain a high transaction throughput in high load case. BAC-3: The curves under BAC-3 is similar to that under BAC-1, while BAC-1 behaves sightly better in small $\lambda$ and $N$, and BAC-3 behaves better in large $\lambda$ and $N$. This means strategy II is suitable for high block generation rate case. BAC-4: It is shown that BAC-4 has the highest throughput when $\lambda = 50$, $N = 50$. So BAC-4 is the best choice in this high load case. For $\lambda = 10$, $N = 10$, BAC-1 and BAC-2 have a very similar curve, but BAC-2 is a better choice in low load case since the mining strategy in it saves power.

The block discard rate of BAC-1, BAC-2, BAC-3 and BAC-4 are derived by substituting $\tau_1$, $\tau_2$, $\tau_3$ and $\tau_4$ into (30), (32), (38) and (40) respectively. BAC-1: Fig. 6 shows that when $\lambda = 10$, $N = 10$ and $\lambda = 50$, $N = 50$, the block discard rate of BAC-1 always increases with $N_t$. Because a larger $N_t$ means a longer block transmission time, and BAC-1 does not pause mining during the transmission time. So more forking blocks are generated and discarded. BAC-2: It can be noticed that when $\lambda = 10$, $N = 10$ the block discard rate firstly decreases and then increases with $N_t$. The reason is that with the increase of $N_t$, the block transmission time becomes longer, which increases the mining pause time and reduces the forking probability. So the discard rate decreases with $N_t$ at first. But on the other hand, a longer block transmission time also incurs more queuing blocks. A large number of queuing blocks cause a high forking probability and cannot be
well addressed by mining pause. So the discard rate increases finally. When $\lambda = 50$, $N = 50$, the block discard rate of BAC-2 always decrease with $N_t$. This is because a large $\lambda = 50$ and $N = 50$ results in much collision on the channel, and mining strategy I frequently pause mining to reduces the forking blocks. **BAC-3**: It is shown that when $\lambda = 10$, $N = 10$ the block discard rate firstly increases and then decreases with $N_t$. Because the FN using BAC-3 keeps mining during the block transmission of other FNs, more forking blocks are discarded after a block transmission. But on the other hand, with a much longer transmission time, the impact of mining pause significantly increases, which slows down the total block generation rate and reduces forking probability. For $\lambda = 50$, $N = 50$, the block discard rate always decrease with $N_t$ due to high block generation rate prolonging the average mining pause time. **BAC-4**: The block discard rate always decreases with $N_t$. For a given $\lambda$ and $N$, the block discard rate of BAC-4 is lower than the other BAC approaches. This means mining strategy I and strategy II are both effective to reduce the block discard rate.

The block utilization of BAC-1, BAC-2, BAC-3 and BAC-4 are derived by substituting $\tau_1$, $\tau_2$, $\tau_3$ and $\tau_4$ into (41) respectively. **BAC-1**: Fig. 7 shows that the block utilization of BAC-1 always decease with $N_t$. Because a large $N_t$ prolongs block transmission time, and much computational power of FNs is wasted before receiving the new block, which results in a low block utilization. **BAC-2**: The block utilization also decease with $N_t$. But for a given $N_t$, the block utilization of BAC-2 is higher than BAC-1, since the mining strategy I in it reduces forking probability. **BAC-3**: For a given $N_t$, it is shown that the block utilization of BAC-3 is lower than that of BAC-2. This phenomenon reflects that mining strategy I has a better effect on block utilization, compared with strategy II. The reason is that strategy I pauses mining based on the detection of block transmission which happens more frequently than strategy II. But on the other hand, the implement cost of strategy I will be higher than strategy II. **BAC-4**: It is observed that the block utilization of BAC-4 is not affected by $N_t$ and stabilize at a high level. This important results indicates that two mining strategies can work well together to achieve a optimal block utilization.

The mining pause probability of BAC-1, BAC-2, BAC-3 and BAC-4 are derived by substituting $\tau_1$, $\tau_2$, $\tau_3$ and $\tau_4$ into (41) respectively. **BAC-1**: BAC-1 does not contain mining strategy, so the mining pause probability is 0. **BAC-2**: Fig. 8 shows that the mining pause probability of BAC-2 increases with $N_t$. Because a larger $N_t$ needs a longer transmission time, it increases mining pause time. **BAC-3**: The mining pause probability of BAC-3 is lower than that of BAC-2. This is because strategy I pauses mining whenever a block is transmitted, and mining strategy II pauses mining when a FN transmit its own block. For example, when the channel contains a block transmission, there are $N - 1$ FNs pausing mining in BAC-2, but there is only one FN pausing mining in BAC-3. **BAC-4**: For a given $N_t$, BAC-4 has a highest mining pause probability, which means it saves more computational power than other BAC approaches.

In the second experiment, we vary the block generation rate $\lambda$ at each FN from 1 to 100 to compare the performance of four BAC approaches with the number of FNs. Meanwhile, we set $N_t = 10$ in this experiment, and one can capture the impact of $N_t$ based on the result of first experiment. **BAC-1**: Fig. 9 shows that the transaction throughput of BAC-1 increases with block generation rate $\lambda$ before reaching the maximum value. Because when $\lambda$ is low there are
very few blocks transmitting on the channel, the collision probability is low and the transaction throughput increases quickly with $\lambda$. With the increases of $\lambda$, the collisions are addressed by the CSMA/CA scheme and thus the transaction throughput reaches the maximum value. After that, the transaction throughput decreases with $\lambda$ due to too many blocks occurring in the backoff states and the collisions cannot be effectively avoided by the backoff counter. **BAC-2**: When $N = 10$, the BAC-2 has a similar throughput with BAC-1. However, BAC-1 achieves this throughput by using more computational power, while BAC-2 achieves this throughput with a higher implement cost (block detection). When $N = 50$, the transaction throughput of BAC-2 decreases much slower than BAC-1 after reaching the maximum value. Because BAC-2 contains mining strategy I to pause mining and slow down $\lambda$ in high load case, which reduces collision probability and maintains a high throughput.

**BAC-3**: BAC-3 is suitable for the case when four BAC approaches have a similar throughput, e.g., $\lambda = 100$, $N = 10$ or $\lambda = 20$, $N = 50$. This is because the implement of mining strategy II is much easier than strategy I (based on the principles in section III). So for implement cost, BAC-1 is similar to BAC-3, which are lower than BAC-2 and BAC-4. Meanwhile, the power consumption of BAC-1 is higher than BAC-3. **BAC-4**: It is shown that the curve of BAC-4 is similar to BAC-2 when $N = 50$, while BAC-4 has a lower power consumption. So BAC-4 is a better choice for an optimal throughput with large $\lambda$ and $N$, e.g., $\lambda = 100$ and $N = 50$.

Fig. 10 shows the block discard rate of four BAC approaches increases with $\lambda$. Because a larger $\lambda$ results in more blocks simultaneously generated in the backoff state. In this case, only one block can be transmitted successfully, and the other blocks are discarded due to forking. So the block discard rate increases with $\lambda$. Meanwhile, it can be observed that the block discard rate of BAC-1 is higher than the other BAC approaches. This means mining strategy can reduce forking blocks effectively, especially in the scenario with high block generation rate.

Fig. 11 shows that the block utilization of four BAC approaches always decrease with $\lambda$. When block utilization is lower than 0.5, most blocks generated by FNs are discarded due to forking. The reason is that when multiple blocks simultaneously generated in the backoff states, the discard probability for a single block is very high. Since the forking blocks cannot protect the main chain of the ledger, a low block utilization “dilutes” the computational power of FN and affects the security of blockchain network. In addition, Fig. 9 and Fig. 11 demonstrate the trade-off between transaction throughput and block utilization. This means one can adjust PoW hash difficulty to accelerate block generation rate for achieving a high transaction throughput, but at the same time the block utilization decreases.

Fig. 12 shows that the mining pause probability of BAC-2, BAC-3 and BAC-4 always increase with $\lambda$. Meanwhile, for a given $N$, it is shown that the mining pause probability of BAC-4 is the highest, and the mining pause probability of BAC-2 is higher than that of BAC-3. Note that the mining pause probability affects the computational power consumption of FNs. So the results in Fig. 11 and Fig. 12 prove that mining strategy can save the computational power while improving block utilization of B-WLAN.

Note that the performance comparisons in this work refer to four BAC approaches that contain different strategies. For the baseline approach without any strategies, it can be predicted that the performance would be worse than BAC-1, since the forking blocks in queue consume much channel resource and
increase block propagation delay.

VII. RELATED WORK

In recent years, many researches have been carried out to improve the transaction throughput of PoW-based blockchain. Bitcoin-NG [22] selects a leader to post multiple blocks, thus increasing the block generation rate of PoW for improving the transaction throughput. Hybrid-IoT [23] proposes a two-tier blockchain architecture, where subgroups of full nodes achieve consensus through PoW algorithm and the connection among the sub-blockchains employs a Byzantine fault-tolerant algorithm. Tangle [25] uses a directed acyclic graph (DAG)-based ledger to replace the conventional single chain-based ledger. After solving a simple PoW task, the nodes can insert their blocks into DAG-based ledger at any time, which results in a much higher throughput. Although the high throughput can be achieved by these new blockchain systems, the security is compromised since generating multiple sub-blockchains “dilutes” the mining power of honest nodes. Without generating sub-blockchains, this paper proposes a discard strategy to address the blockchain forking problem, which acts as a key enabler to accelerate block generation rate and improve transaction throughput. The discard strategy is proposed by considering the impact of CSMA/CA channel contention on blockchain consensus process, and has not been studied in previous work.

The high computational power consumption is also a serious problem in PoW-based blockchain. To address this problem, the authors in [26] propose an auction-based market model to offload the PoW computational tasks to the cloud/fog computing server. Two bidding schemes, i.e., constant-demand scheme and multi-demand scheme are considered to maximize the social welfare of the blockchain network. In [27], the authors study the offloading from miners to cloud/edge servers using a multi-leader multi-follower game. Based on alternating direction method of multipliers (ADMM) algorithm, the utilities of miners and the profits of servers are jointly optimized. Considering the game theory cannot deal with the dynamics of the wireless environment, the authors in [28] propose a multi-agent deep reinforcement learning (DRL) approach to minimize the long-term cost of the PoW task offloading. The above work addresses power consumption of PoW based on offloading model. However, PoW task offloading cannot save the overall computational power, since the server becomes a substitute for miner. Different from offloading approaches, we study the relationship between block transmission delay and forking problem, then propose mining strategy to pause mining during block transmission, which reduces the meaningless computational power consumption on forking blocks.

To validate the effectiveness of the proposed approach, mathematical models are required to quantitatively study the performance of blockchain. In [29], the authors present Markov chain model to analyse the consensus process of DAG-based ledger. Using transition probabilities, the authors derive blockchain performance metrics, i.e., cumulative weight increasing rate and consensus delay. In [30], the authors use Markov chain model to analyse the performance of Raft consensus algorithm. The impact of packet loss rate, election timeout, and network size on Raft network split probability have been derived. Except Markov chain models, the authors in [31] employ a signal-to-interference-plus-noise ratio (SINR) model to analyse the transaction transmission successful rate and transaction throughput of PoW-based blockchain. An optimal node deployment algorithm has been designed to maximize transaction throughput. However, the above models do not study the impact of communication protocol (e.g. CSMA/CA) on blockchain performance. In [32], the authors develop a queuing model to analyze the impact of CSMA/CA-based transmission delay on the consensus efficiency of DAG-based ledger. But the CSMA/CA-based transmission delay is considered as an average value to increase confirmation delay, and the authors do not study how the random backoff scheme in CSMA/CA affects the block transmission. In view of this, this paper extends the Markov chain model in [19] to study how the proposed strategies and random backoff scheme affect the performance of blockchain. To the best of our knowledge, the transaction throughput has not been studied by involving blockchain strategy and the channel contention of CSMA/CA simultaneously. Meanwhile, the block discard rate, block utilization and mining pause probability are the key performance metrics to show the effectiveness of the proposed strategies, which has not been analysed in previous work.

VIII. CONCLUSIONS AND FUTURE WORK

In this work, we propose mining strategies and a discard strategy to reduce the meaningless computational power consumption on forking blocks and improve the transaction throughput in B-WLAN. Based on the proposed strategies, we design four BAC approaches and use Markov chain models to conduct the performance comparisons. Calculation results show that the discard strategy in BAC can help B-WLAN to achieve a high transaction throughput, which could meet the needs of the massive service requests in next-generation wireless network. Meanwhile, the mining strategy can pause the mining of FN to reduce forking probability effectively, which both saving the computational power and improving block utilization. In addition, it is shown that the block size (related to the number of transactions in a block) and PoW hash difficulty (related to block generation rate) will affect the trade-off between transaction throughput and block utilization, which can provide an analytical guideline for building a optimal and secure B-WLAN in the future.

As future work, we will study the performance of baseline approach without any strategies. The analysis of forking probability in queuing and backoff process is the main challenge to derive the transaction throughput and block utilization.

APPENDIX

Proof of $T_q$ in Equation (4)

$T_q$ is defined as the expected time of a block spent on back-off and transmitting states counting from the block generation
to the successful transmission, which can be given by
\[ T_q = \sum_{i=0}^{m} p_c(i) \left[ (iT_c + T_s) + \sum_{n=0}^{i} \frac{W_n - 1}{2} \left( \sigma + \frac{p_c}{1-p} T_c \right) \right]. \] (43)

**Proof:** According to the definition of \( T_q \), we have
\[ T_q = T_b + T_t, \] (44)
where \( T_b \) and \( T_t \) are defined as the expected time spent on backoff states and transmitting states respectively.

Now we analyse \( T_b \) and \( T_t \). After a block enters the exponential backoff scheme, it can exit the backoff scheme either through a successful transmission in block transmitting states \( \{ i, 0 \} \ (i \in [0, m]) \) or through a block discard (the dotted lines in Fig. 3). If the block exits the backoff scheme through a block discard, the queue of the FN will be cleared and thus the time spent on backoff and transmitting states should be considered as 0 when we calculate the expected value. Therefore, to derive \( T_b \) and \( T_t \), we can only calculate the case when the block exits the backoff scheme through a successful transmission in transmitting states. Let \( p_c(i) \ (i \in [0, m]) \) be the probability that a block exits the backoff scheme through a successful transmission in state \( \{ i, 0 \} \). In any backoff state, the probability that a block is not discarded can be given by
\[ (1-p) + (1-p)p_c + (1-p)p_c^2 + \cdots + (1-p)p_c^\infty = \frac{1-p}{1-p_c}. \] (45)
Using (45), the probability that a block is not discarded during backoff stage \( i \ (i \in [0, m]) \) can be expressed as
\[ \frac{1}{W_i} \left( \frac{1}{1-p_c} \right)^i + \frac{1}{W_i} \left( \frac{1}{1-p_c} \right)^{i+1} + \cdots + \frac{1}{W_i} \left( \frac{1}{1-p_c} \right)^{W_i-1} = \frac{1}{W_i} \left( 1 - \frac{1}{1-p_c} \right)^W = \frac{1}{W_i} \left( 1 - \left( \frac{1}{1-p_c} \right)^W \right). \] (46)
By means of (46), the probability that a block exits the backoff scheme through a successful transmission in state \( \{ i, 0 \} \) is
\[ p_c(i) = \sum_{n=0}^{i} \frac{1}{W_n} \left( \frac{p}{1-(1-p)/(1-p_c)} \right)^{n+1} \left( \frac{1}{1-(1-p)/(1-p_c)} \right)^{n+1}. \] (47)
So we obtain the expected time spent on transmitting states
\[ T_t = p_c(0)T_s + p_c(1)(T_c + T_s) + \cdots + p_c(m)(mT_c + T_s) = \sum_{i=0}^{m} p_c(i)(iT_c + T_s). \] (48)

For \( T_b \), there are too many possible paths to go through backoff states in Fig. 3 and thus it is very difficult to directly calculate the expected time spent on backoff states. Therefore, we use average value to estimate \( T_b \). Let \( \overline{W} \) be the average number of backoff windows, and \( T_w \) be the average time spent on each backoff window. By estimation, \( T_b \) is given by
\[ T_b \approx \overline{W} \cdot T_w, \] (49)
where \( \overline{W} \) can be given by
\[ \overline{W} = p_c(0)W_0 + p_c(1)\frac{W_0-1}{2} + \cdots + p_c(m)\frac{W_m-1}{2} = \sum_{i=0}^{m} \sum_{n=0}^{i} p_c(i)\frac{W_n-1}{2}, \] (50)
and \( T_w \) can be expressed as
\[ T_w = \sigma + \frac{p_c}{1-p} T_c. \] (51)
By means of (50) and (51), (49) rewrites as
\[ T_b \approx \sum_{i=0}^{m} \sum_{n=0}^{i} p_c(i)\frac{W_n-1}{2} \left( \sigma + \frac{p_c}{1-p} T_c \right). \] (52)
After we have \( T_t \) in (48) and \( T_b \) in (52), \( T_q \) can be expressed as (43).
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