CARBON MONOXIDE (CO) absorption in the sub-damped Lyα absorber at redshift \( z_{\text{abs}} \approx 2.69 \) toward the background quasar SDSS J123714.60+064759.5 (J1237+0647) was investigated for the first time in order to search for a possible variation of the proton-to-electron mass ratio, \( \mu \), over a cosmological timescale. The observations were performed with the Very Large Telescope/Ultraviolet and Visual Echelle Spectrograph with a signal-to-noise ratio of 40 per 2.5 km s\(^{-1}\) per pixel at \(~5000\) Å. Thirteen CO vibrational bands in this absorber are detected: the \( A^1\Pi - X^1\Sigma^+ (\nu', 0) \) for \( \nu' = 0 \rightarrow 8 \), \( B^1\Sigma^+ - X^1\Sigma^+ (0, 0) \), \( C^3\Sigma^+ - X^1\Sigma^+ (0, 0) \), and \( E^1\Pi - X^1\Sigma^+ (0, 0) \) singlet–singlet bands and the \( d^3\Delta - X^1\Sigma^+ (5, 0) \) singlet–triplet band. An updated database including the most precise molecular inputs needed for a \( \mu \)-variation analysis is presented for rotational levels \( J = 0 \rightarrow 5 \), consisting of transition wavelengths, oscillator strengths, natural lifetime damping parameters, and sensitivity coefficients to a variation of the proton-to-electron mass ratio. A comprehensive fitting method was used to fit all the CO bands at once and an independent constraint of \( \Delta \mu/\mu = (0.7 \pm 1.6_{\text{stat}} \pm 0.5_{\text{syst}}) \times 10^{-5} \) was derived from CO only. A combined analysis using both molecular hydrogen and CO in the same J1237+0647 absorber returned a final constraint on the relative variation of \( \Delta \mu/\mu = (-5.6 \pm 5.6_{\text{stat}} \pm 3.1_{\text{syst}}) \times 10^{-6} \), which is consistent with no variation over a look-back time of \(~11.4\) Gyr.
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1. INTRODUCTION

The standard model of particle physics depends on a number of parameters that cannot be explained from the model itself. These parameters, including for example the fine-structure constant \( \alpha = e^2/(4\pi\varepsilon_0hc) \) and the proton-to-electron mass ratio \( \mu \equiv m_p/m_e \), are referred to as fundamental constants and are assumed to be spacetime invariant. Whether they are really constant or whether they undergo variations over time is a question that became a subject of observation when Savedoff (1956) established the alkali-doublet method to compare galaxy values of physical constants with local values. Subsequently, Thompson (1975) suggested that a cosmological variation of \( \mu \) could be probed using molecular hydrogen (\( \text{H}_2 \)) absorption in quasar spectra. A number of theories predicting a variation of constants have been proposed (an extensive review has been given by Uzan 2011), often associated with forces beyond the four known in the standard model or with extra dimensions beyond the \( 3 + 1 \) presently assumed. It is noted that a variation of the fundamental constants implies a violation of Einstein’s equivalence principle, which is a basic assumption of general relativity.

A sensitive search for a cosmological variation of dimensionless fundamental constants \( \alpha \) and \( \mu \) is possible via the measurement of atomic and molecular absorption lines detected at high redshifts in the line of sight toward quasars, using high resolution spectroscopic observations in the optical and in the radio domain. The fine-structure constant \( \alpha \) was investigated by recording spectroscopic lines of atoms (Dzuba et al. 1999), looking for variations in the temporal (Webb et al. 1999) and spatial domains (Webb et al. 2011). The cosmological variation of proton-to-electron mass ratio \( \mu \), which is sensitive to the ratio of the chromodynamic to the electroweak scale (Flambaum et al. 2004), can be probed using molecular absorption (Jansen et al. 2011a, 2011b, 2014). Various searches for \( \mu \)-variation via observation of ammonia (\( \text{NH}_3 \); Flambaum & Kozlov 2007; Murphy et al. 2008; Kanekar 2011) and methanol (\( \text{CH}_3\text{OH}; \) Bagdonaitie et al. 2013b, 2013a; Kanekar et al. 2015) spectral lines at intermediate redshifts \( z < 1 \) yielded a constraint on \( \Delta \mu/\mu \) on the order of \(~10^{-7} \) at the \( 1\sigma \) level.

Molecular hydrogen, the most abundant molecule in the universe, is used to investigate \( \mu \)-variation in absorbing systems at redshifts \( z_{\text{Abs}} > 2 \), for which the Lyman and Werner bands fall into the optical band. The analysis of \( \text{H}_2 \) absorption was performed in nine systems detected in the range \( z = 2.05-4.22 \) (Reinhold et al. 2006; King et al. 2008, 2011; Thompson et al. 2009; Malec et al. 2010; van Weerdenburg et al. 2011; Wendt & Molaro 2011, 2012; Bagdonaitie et al. 2012, 2014, 2015; Rahmani et al. 2013; Albornoz Vásquez et al. 2014; Daprà et al. 2015), delivering an averaged constraint (at the \( 3\sigma \) level) of \( |\Delta \mu/\mu| < 5 \times 10^{-6} \) (Ubachs et al. 2016). The analysis procedure used in the \( \text{H}_2 \) method relies on the calculation of sensitivity coefficients for the hydrogen molecule, i.e., how much each transition shifts in wavelength for a given change in \( \mu \) (Varshalovich & Levshakov 1993; Ubachs et al. 2007). In addition, some molecules exhibit sensitivities to both fundamental constants \( \alpha \) and \( \mu \). Tzanavaris et al. (2005) combined \( \text{H}_2 \) 21 cm lines with UV metal absorption lines to estimate the time variation of the combination \( a^2g_yg_\mu \), with \( g_y \) the dimensionless proton \( g \)-factor. Kanekar et al. (2012) observed OH microwave lines and searched for a combined variation of both constants \( \alpha \) and \( \mu \).
Carbon monoxide (CO) is the second most abundant molecule in the universe and it is one of the best studied molecules in spectroscopy. Being sensitive to $\mu$-variation, Salumbides et al. (2012) proposed to use its electronic A \( \Pi - X \Sigma^+ \) system as a suitable target to constrain a cosmological variation of $\mu$. So far, optical absorption bands of CO have been detected in six absorption systems at redshifts $z_{\text{abs}} > 1$: SDSS J1045.57.50 +202300.5 (Noterdaeme et al. 2009), SDSS J0857.65+185524, SDSS J1047.55+2057.34, SDSS J1705.42+35.3440 (Noterdaeme et al., 2011), SDSS J1439.04+1117.4 (Noterdaeme et al. 2008; Srianand et al. 2008), and SDSS J1237.14+0647.59 (Noterdaeme et al. 2010). The absorbing system at $z_{\text{abs}} \approx 2.69$ toward quasar SDSS J1237.14+0647.59, hereafter J1237+0647, is an exemplary absorbing system that contains high quality spectra of both H$_2$ and CO, providing a case for a combined analysis of $\mu$-variation using the two molecules.

In the present study, the electronic CO absorption in this absorber is investigated in order to obtain a constraint on a temporal $\mu$-variation over cosmological timescales. The observations used in this work are listed in Section 2, while the molecular database containing the parameters used to build the absorption model of CO is presented in Section 3. The model, as well as the comparison with a previous constraint derived from the analysis of H$_2$ absorption in the same system (Daprà et al. 2015), is presented in Section 4, and the analysis of the systematic uncertainty is given in Section 5. The results are summarized in Section 7.

2. OBSERVATIONS

The data set used in this work is gathered from four different observing programs carried out between 2009 and 2014 using the Ultraviolet and Visual Echelle Spectrograph (UVES) mounted on the 8.2 m Very Large Telescope (VLT) at Paranal, Chile (Dekker et al. 2000). Three programs were performed in service mode; two in 2009 March–April (082.A-0544.A and 083.A-0454.A, PI Ledoux), for which an analysis was reported by Noterdaeme et al. (2010) and which were retrieved from the ESO archive for the present re-analysis, and one between 2014 March and June (093.A-0373.A, PI Ubachs). The program 091.A-0124.A, PI Ubachs, was run in visitor mode in 2013 May.

Exposures taken in 2009 have only the standard ThAr calibration taken at the end of the night, while exposures taken under programs 091.A-0124.A and 093.A-0373(A) were followed by an attached ThAr calibration exposure and a “supercalibration” exposure of an asteroid or a solar twin taken immediately after the quasar exposure, without allowing for any change in the instrument parameters (Daprà et al. 2015; Whitmore & Murphy 2015). The raw data were bias corrected, flat fielded, and their flux was extracted using the Common Pipeline Language version of the UVES pipeline. The wavelength calibration was performed using ThAr lamp exposures. The custom software UVESعقود (Murphy 2016) was used after the standard reduction procedure to combine the echelle orders into the 1D final spectrum and to remove bad pixels and spectral artifacts as well as to fit the continuum using low-order polynomials (Bagdonaite et al. 2014; Daprà et al. 2015). The four observational programs return a total of 20 hr of integration on the target, with a slit width of 1.0 arcsec, a typical seeing of ~0.9 arcsec, and a binning of 2 x 2, yielding a resolving power of $\lambda/\Delta \lambda \sim 40000$. The spectrum of J2137+0647 covers the wavelengths from 3290 to 9600 Å, with a signal-to-noise ratio (S/N) of ~13 per 2.5 km s$^{-1}$ per pixel at ~4000 Å, in the blue arm of UVES, and ~40 per 2.5 km s$^{-1}$ per pixel at ~5000 Å, in its red arm.

Quasar exposures taken between 2013 and 2014 were recorded with a supercalibration exposure and were processed following the supercalibration method used by Daprà et al. (2015) in order to correct for wavelength calibration distortions (see Section 5). Some Ceres exposures were taken in 2009 (program 080.C-0881(B), PI Dumas), in a time separation of one week maximum from the quasar observations using only the blue arm of UVES. These exposures were used to supercalibrate the J1237+0647 spectrum at wavelengths shorter than the Ly$_\alpha$ emission feature of the quasar.

3. CO MOLECULAR DATA

In this section the existing molecular data of the electronic absorption systems of CO relevant for quasar absorption studies are reviewed and collected. An extensive data compilation of the CO electronic transitions was published by Morton & Noreau (1994) some two decades ago, but since then improved spectroscopic data have been produced, in particular through the accurate wavelength calibrations by laser-based methods and vacuum-UV (VUV) synchrotron absorption studies (Salumbides et al. 2012; Niu et al. 2013, 2015, 2016). Based on these studies, an updated perturbation analysis was performed for excited states of singlet and triplet character. These perturbations also cause an intensity borrowing phenomenon and affect the rotational line strengths. For this reason, some aspects of rotational line strengths, as discussed by Larsson (1983) and Morton & Noreau (1994), are also re-evaluated for the calculation of line strengths of perturbed lines.

Noterdaeme et al. (2010) reported CO absorption from ten bands in the absorbing system toward J1237+0647. The detected bands belong to three different systems: the A$\Pi - X \Sigma^+$, $\nu' = 0$ for $\nu' = 0-7$, C$\Sigma^+ - X \Sigma^+$, and $d^3\Delta - X \Sigma^+$. In the present re-analysis of J1237+0647 data, additional absorption features associated with the A$\Pi - X \Sigma^+$, B$\Sigma^+ - X \Sigma^+$, and $d^3\Pi - X \Sigma^+$, bands are identified as well. The review of molecular data focuses primarily on these detected band systems.

Spectroscopic information is collected for transitions restricted to the lowest rotational quantum states $J = 0-5$, which are typically populated in the cold environments investigated in quasar absorption studies ($T \sim 10$ K at $z \sim 2.5$; Srianand et al. 2008; Noterdaeme et al. 2010). The CO rotational transitions in the band systems mentioned are described using four molecular parameters: the rest wavelength $\lambda_0$, the rotational line oscillator strength $f_{J^P}$, the natural damping constant $\gamma$, and the sensitivity coefficient $K_1$ to a variation of the proton-to-electron mass ratio. These parameters, specific for each transition, are derived directly from laboratory measurements or via calculational methods. In the following section, methods to derive these molecular parameters are first outlined, and then the values for each electronic band system of CO are presented in the following subsections. Molecular parameters relevant to the detected bands, including the undetected A-X (9-0) band (see Section 4.2), are listed in order to provide a complete database for future uses in studies
of quasar spectra. To avoid any ambiguity, in the following sections the adopted notation and relationships are presented explicitly.

3.1. Oscillator Strengths

In SI units, the absorption oscillator strength of a single rotational transition in a vibronic molecular band is defined as:

\[
f_{J'J''} = 4\pi \epsilon_0 \frac{m_e c B_{J'J''}^\text{abs} \hbar c}{4\pi \lambda_{J'J''}},
\]

where \(\lambda_{J'J''}\) is the transition wavelength, \(J'\) refers to the upper level of the transition, \(J''\) to the lower level, and the other constants have their traditional meaning. \(B_{J'J''}^\text{abs}\) is the Einstein absorption coefficient defined as:

\[
B_{J'J''}^\text{abs} = \frac{\lambda_{J'J''}^3 A_{J'J''}(2J' + 1)}{2 \hbar c (2J'' + 1)},
\]

which is connected to the \(A_{J'J''}\) Einstein coefficient for spontaneous emission:

\[
A_{J'J''} = \frac{1}{4\pi \epsilon_0} \frac{64\pi^4}{3\hbar} \frac{S_{J'J''}}{\lambda_{J'J''}^2 (2J' + 1)}.
\]

\(S_{J'J''}\) is a line strength factor connected to the squared transition dipole matrix element:

\[
S_{J'J''} = \sum_{M'} \sum_{M''} \langle \psi_{J'M'} | \hat{p} | \psi_{J''M''} \rangle \]

summed over all magnetic substates \(M\) of each \(J\) level, and the operator \(\hat{p}\) is the electronic transition dipole moment. Using Equations (2) and (3), the line oscillator strength can be rewritten as:

\[
f_{J'J''} = \frac{8\pi^2 m_e c}{3 \hbar c} \frac{S_{J'J''}}{\lambda_{J'J''}^2 (2J'' + 1)}.
\]

In the Born–Oppenheimer approximation, the wavefunction of the molecule can be rewritten in terms of a product of its electronic and nuclear, i.e., vibrational and rotational, components resulting in the relation

\[
S_{J'J''} = q_{v'\nu'\nu''} |R_e(r_{v'\nu'\nu''})|^2 S_{J'J''},
\]

in which \(q_{v'\nu'\nu''}\) is the Franck–Condon factor, \(R_e(r_{v'\nu'\nu''})\) is the elastic dipole-moment function, \(r_{v'\nu'\nu''}\) is the vibrationally averaged internuclear distance, and \(S_{J'J''}\) is the Hön–London factor for spin-allowed transitions. Inserting Equation (6) in Equation (5) gives the final expression for the oscillator strength of a rotational line in a rovibronic molecular band:

\[
f_{J'J''} = \frac{8\pi^2 m_e c}{3 \hbar c} \frac{q_{v'\nu'\nu''} |R_e(r_{v'\nu'\nu''})|^2 S_{J'J''}}{\lambda_{J'J''}^2 (2J'' + 1)}.
\]

In experimental spectroscopy, it is not always possible to separately resolve individual rotational transitions for each \(J\) ground state level. Often an entire set of transitions associated with vibrational levels \(v'\) and \(v''\), hereafter referred to as a vibrational band, is addressed. It is possible to define an oscillator strength for a vibrational band, in analogy to Equation (7):

\[
f_{v'\nu'\nu''} = \frac{8\pi^2 m_e c}{3 \hbar c} \frac{q_{v'\nu'\nu''} |R_e(r_{v'\nu'\nu''})|^2}{\lambda_{v'\nu'\nu''}^2} \delta_{\nu''},
\]

where \(\lambda_{v'\nu'\nu''}\) is the wavelength of the band origin, and \(\delta_{\nu''} = \{1, 2\}\) for \(\Sigma\) and \(\Pi\) excited states, respectively. This band oscillator strength is equivalent to a sum over all single line oscillator strengths \(f_{J'J''}\). Hence there is a relation between the band oscillator strength and the line oscillator strength:

\[
f_{v'\nu'\nu''} = \frac{\lambda_{v'\nu'\nu''}}{\lambda_{J'J''}(2J'' + 1)} \frac{S_{J'J''}}{\delta_{\nu''}}.
\]

Note that the ratio between the wavelengths of the vibrational band origin \(\lambda_{v'\nu'\nu''}\) and the individual rotational lines \(\lambda_{J'J''}\) is \(\approx 1\), because the spread in the wavelengths of each vibrational band is limited and the band origin wavelength can be considered as the average wavelength of the band.

The above analysis and Equation (9) are valid if no perturbations occur in the electronic structure. In the case of a perturbation, a transition to a perturber state, which could be forbidden, “borrows” intensity from an allowed electronic transition. Hence the effective band oscillator strength will be divided between the allowed and forbidden transitions. The actual wavefunction \(\psi_i\) is mixture of the zero-order wavefunctions \(\psi^0_i\)’s, the latter describing the system in the absence of the non-diagonal terms in the interaction Hamiltonian. \(\psi_i\) can be expressed as a linear superposition

\[
\psi_i = \alpha_i \psi^0_i + \sum_j \alpha_j \psi^0_j,
\]

where \(\alpha\) are the mixing coefficients obtained in a deperturbation analysis (e.g., Niu et al. 2013) that are normalized at \(|\alpha|^2 + \sum |\alpha|^2 = 1\). Note that the ith state is normally assigned to the state with the greatest \(\alpha\), i.e., the dominant electronic wavefunction character, and that the summation holds for the case where multiple perturbing states are involved. As will be discussed below for \(d\)-\(X\) transitions, dipole-forbidden transitions can be observed if an interaction exists with levels that have dipole-allowed transitions, e.g., the \(A(\nu = 1)\) and \(d(\nu = 5)\) levels. In this case, the oscillator strengths \(f_{d\nu}\) can be expressed as:

\[
f_{d\nu} = f^0_{A\nu} |\alpha_{d\nu}|^2,
\]

in terms of the dipole-allowed deperturbed oscillator strengths \(f^0_{A\nu}\) of the \(A\rightarrow X\) transitions, for levels with \(d(\nu = 5)\) character given by the mixing coefficient \(|\alpha_{d\nu}|^2\). This is a general effect that occurs in the presence of perturbations, where the intensity borrowing phenomenon transfers a fraction of the allowed transition oscillator strength to those of forbidden lines.

3.2. Damping Constants

The natural damping parameter \(\gamma_i\) can directly be obtained from experiments through measurement of the excited lifetime \(\tau_i\), which, in the absence of collisions, predissociation, and autoionization, can be expressed in terms of the sum of the Einstein coefficients for spontaneous emission to all the ground
state vibrational and rotational levels,

\[
\gamma_{\nu'J'} = \frac{1}{r_{\nu'J'}} = \sum_{\nu''J''} A_{\nu''J''} \gamma_{\nu''J''},
\]

(12)

which, considering the Born–Oppenheimer approximation and substituting Equations (3) and (6), becomes

\[
\gamma_{\nu'J'} = \frac{1}{4\pi\epsilon_0} \frac{64\pi^2}{3h} \delta_{\Sigma,\Pi} \sum_{\nu'',J''} \frac{1}{\nu'',J''} \lambda_{\nu'',J''}^2 \times q_{\nu'',J''} |R_e(r_{\nu'',J''})|^2 \frac{S_{\nu',J'}}{2J' + 1}.
\]

(13)

In case of perturbations, the lifetime is no longer a constant across the J-levels because of the local interactions between the short-lived perturbed state and the usually long-lived perturbing states. In this case, the damping parameter is given by

\[
\gamma_{\nu'J',i} = |\alpha_i|^2 \gamma_{\nu'J',0} + \sum_j |\alpha_j|^2 \gamma_{\nu'J',j},
\]

(14)

in which \(\alpha_i\) and \(\alpha_j\) are the mixing coefficients as in Equation (10), while \(\gamma_{\nu'J',i}\) and \(\gamma_{\nu'J',j}\) are the damping parameters of each pure state. Note that the state with the largest \(|\alpha|^2\) is indicated with the subscript \(i\) and it is referred to as the “perturbed state,” while the other \(j\)-states are referred to as the “perturbing states.”

In cases where the decay is not purely radiative, but includes rates associated with predissociation, the damping rates are associated with the natural lifetimes according to:

\[
\gamma_{\nu'J'} = \frac{1}{r_{\nu'J'}} = A_{\nu'J'}^{\text{ind}} + A_{\nu'J'}^{\text{pred}}.
\]

(15)

3.3. Sensitivity Coefficients

One ingredient in a search for a varying proton-to-electron mass ratio based on spectral lines in molecules is an assessment of the sensitivity coefficients \(K_i\), which are defined as (Ubachs et al. 2007)

\[
K_i = \frac{d \ln \lambda_i}{d \ln \mu}.
\]

(16)

Salumbides et al. (2012) calculated the sensitivity coefficients for the CO A–X bands up to \(\nu' = 10\), starting from a Dunham expansion of the rovibrational level energies. The calculation of the sensitivity coefficients exploits the known mass-dependence of the Dunham parameters, which are obtained in the semi-empirical modeling of the rovibrational level energies. While this procedure is straightforward for unperturbed states, the presence of local interactions introduces a difficulty, since a state is in fact a mixture of two or more states, which in general have energies with different mass-dependencies. To account for the effects of local interactions, \(\mu\)-sensitivity coefficients \(K^0\) are first calculated in the idealized case when the interaction between bands is zero, i.e., using the diagonal terms in the interaction matrix obtained in a deperturbation analysis. Subsequently, the true \(K\)-coefficients that include the effect of perturbations are recovered, to first-order, by adopting the wavefunction admixture coefficients as weights in a relation similar to that of Equation (10):

\[
K_i = |\alpha_i|^2 K_i^0 + \sum_j |\alpha_j|^2 K_j^0,
\]

(17)

where \(\alpha\) and \(K^0\) values are obtained using results from the deperturbation analysis.

3.4. The A–X System

The excited electronic structure of the CO molecule is a textbook example of perturbations involving a large number of states of singlet and triplet character. Many of the details of these perturbations were unraveled by Field et al. (1972) and Le Floch et al. (1987). For the case of quasar absorption analysis of CO in particular, the perturbation between the A–X (1–0) and d–X(5–0) vibrational bands is of relevance, because the interaction is strongest at the low \(J\)-levels that are populated in cold clouds. This specific case has been re-analyzed by Niu et al. (2013).

Accurate rest wavelengths are compiled from Salumbides et al. (2012) and Niu et al. (2013, 2015), who measured CO transitions in five bands, detecting \(\sim 200\) lines per each band up to the rotational level with \(J = 50\). These laboratory wavelengths were determined using two independent studies: a VUV Fourier-transform (VUV-FT) and a two-photon Doppler-free laser-based excitation experiment. Starting from these measurements, Niu et al. (2013) developed a semi-empirical model, including all the perturbing states relative to the five observed A–X (\(\nu' = 0\)) bands for \(\nu' = 0–4\). These studies delivered CO transitions wavelengths, including A–X (\(\nu' = 0\)) bands for \(\nu' = 5–9\), with an accuracy better than \(\Delta \mu/\mu = 3 \times 10^{-7}\) and can be considered exact for comparisons with the observed CO bands in quasar spectra. Laboratory wavelengths for the A–X system for \(J = 0–5\) ground state levels are listed in Table 1.

Band oscillator strength \(f_{\nu'\nu}\) values for the A–X system were measured using a variety of different techniques. Eildergib et al. (1992) used optical absorption, while Chan et al. (1993) and Zhong et al. (1998) determined the band oscillator strengths using electron scattering. An additional set of \(f_{\nu'\nu}\) values was calculated via Equation (8) using the Franck–Condon factors reported by Eildergib et al. (1992), while the dipole moment was calculated starting from the lifetime measurements of Field et al. (1983). The linear dipole-moment function \(R_e(r_{\nu'\nu'}) = 7.48(34)[1 - 0.683(7)r_{\nu'\nu'}/\mu]\) (the dipole moment is in debyes and \(r_{\nu'\nu'}/\mu\) is in ångströms, Field et al. 1983) was adopted, rather than the extended parabolic one presented by DeLeon (1989), because the latter does not represent well the low \(\nu\) levels considered in this work. This results in four sets of band oscillator strength values, with an accuracy of \(\sim 10\%\) or better, which agree with each other within their combined error. While Morton & Noreau (1994) relied entirely on values derived by Chan et al. (1993), here the four sets are averaged together to obtain a value for the band oscillator strength which was used to calculate the \(f_{\nu'\nu}\) values for each transition based on Equation (9). For the single case of the A–X (1–0) band, which is perturbed by the d–X (5–0) band, the state mixing analysis of Equation (11) was invoked to determine the \(f_{\nu'\nu}\) values. The mixing coefficients were obtained from the revised perturbation analysis performed by Niu et al. (2013). The line oscillator strengths for the A–X system are reported in Table 2, and the sensitivity coefficients from Salumbides et al. (2012) are listed in Table 3.
Field et al. (1983) measured the lifetimes for the levels \( \nu' = 0-7 \) with an accuracy of \( \pm 1 \% \), and these values were used to estimate lifetimes for states \( \nu' = 8 - 9 \). The damping parameters relative to the A–X system were calculated using Equations (12) and (14). Note that the value of \( \gamma_{\nu} \) for the level \( \nu = 1 \) includes the effect of the perturbation by the longer lived \( d^3 \Delta, \nu' = 5 \). The other \( \nu = 1 \) states are mainly perturbed at high rotational states, hence they were considered unperturbed for the relevant low \( J \)-levels during this work. The damping parameters \( \gamma_{\nu} \) of the A–X bands are presented in Table 4.

### 3.5. The d–X system

The laboratory wavelengths of the d–X(5–0) band up to levels with \( J = 10 \) were partially listed by Niu et al. (2013). Wavelengths for the transitions that were not directly measured in the VUV-FT or in the laser studies were calculated using the semi-empirical model developed by Niu et al. (2013), since it is more accurate and consistent than the other laboratory measurements of the d–X band present in the literature.

The d–X band is a spin-forbidden transition which borrows its intensity from the interaction between the \( \Delta \Pi \) and \( d^3 \Delta \) states. Values for the line oscillator strengths \( f_{J \nu} \) are obtained via state mixing as governed by Equation (11), where the mixing coefficients are obtained from the perturbation analysis of Niu et al. (2013).

A similar procedure was used to derive the sensitivity coefficients of this band, which were calculated according to Equation (17), using as \( K_{\nu} \) the sensitivity coefficients of the unperturbed d–X transitions and as \( K_{\nu} \) the unperturbed coefficients of the A–X(1–0) band transitions. In other words, the sensitivity coefficients for the d–X transitions were calculated considering the A–X(1–0) band as the perturber of the d–X(5–0) band.

---

**Table 1**

| \( \nu' \) | Wavelength (Å) | \( \nu' \) | Wavelength (Å) |
|--|--|--|--|
| \( R \) | \( Q \) | \( P \) | \( R \) | \( Q \) | \( P \) |
| 0 | 1544.44965(5) | ... | ... | 1509.74781(5) | ... | ... |
| 1 | 1544.38525(5) | 1544.54133(5) | ... | ... | 1509.69595(5) | 1509.83545(5) | ... | ... |
| 2 | 1544.34526(5) | 1544.57263(5) | 1544.72485(5) | ... | 1509.66147(5) | 1509.87124(5) | 1510.01077(5) | ... | ... |
| 3 | 1544.31734(5) | 1544.61950(5) | 1544.84819(5) | ... | 1509.64364(5) | 1509.92437(5) | 1510.13424(5) | ... | ... |
| 4 | 1544.30586(5) | 1544.68226(5) | 1544.98742(5) | ... | 1509.64196(23) | 1509.99415(5) | 1510.27510(5) | ... | ... |
| 5 | 1544.31235(5) | 1544.76096(5) | 1545.14298(24) | ... | 1509.65592(23) | 1510.08068(5) | 1510.43261(5) | ... | ... |

**Notes.**

- † From Niu et al. (2013).
- ‡ Derived from the laser study.
- § Derived from the VUV-FT study.
- †† From Niu et al. (2015).
- †‡ From Salumbides et al. (2012).
Lifetimes for the \( d^1\Delta \) state with \( \nu' = 1\text{–}16 \) were measured by van Sprang et al. (1977) and they found lifetimes depending on vibrational level between 7.3 and 2.9 \( \mu \text{s} \) increasing with vibrational quantum number. These measured lifetimes are averages of the lifetimes of rotational levels in a vibrational manifold. As a consequence of the state mixing, a \( J \)-dependent damping parameter was obtained for each rotational state in \( d^1\Delta, \nu' = 5 \) following Equation (14) and the mixing coefficients from the perturbation model by Niu et al. (2015).

### 3.6. The B–X system

Drabbels et al. (1993b) determined the rest wavelengths of the B–X(0–0) band with an accuracy of 0.003 cm\(^{-1}\). The band oscillator strength \( f_{J'J} \) used to calculate the oscillator strength values according to Equation (9) were obtained by averaging the values of Chan et al. (1993) and Zhong et al. (1998), both measured via electron scattering, and Federman et al. (2001) and Stark et al. (2014), who measured the \( f_{J'J} \) values using optical absorption experiments. The sensitivity coefficients were calculated according to Equation (16), and the excited state lifetime \( \tau = 29.3 \pm 1.6 \) ns, used to calculate the damping parameter using Equation (12), was measured by Drabbels et al. (1993a). This value was found to be in good agreement with data from Krishnakumar & Srivastava (1986).

### 3.7. The C–X System

The C–X(0–0) band rest wavelengths adopted in this analysis were measured by Drabbels et al. (1993b) with an overall accuracy of 0.003 cm\(^{-1}\). The band oscillator strengths \( f_{J'J} \) were measured by Federman et al. (2001) and Stark et al. (2014), using optical absorption, and by Chan et al. (1993) and Zhong et al. (1998), using electron scattering. The weighted average value from these studies was adopted in this work to calculate the \( f_{J'J} \) values. The sensitivity coefficients were calculated according to Equation (16). Caccian et al. (2001) used the time domain pump-probe technique to investigate the excited state lifetime of the \( C^3S^+ \) level and showed that it is not predissociated. They measured a value of \( \tau = 1.78 \pm 0.10 \) ns for the C–X(0–0) band, which was converted into a value for the damping parameter \( \gamma_{J'J} \). The molecular parameters for the C–X(0–0) band are listed in Table 7.
Table 3
Sensitivity Coefficients for A–X (ν′ − 0) Bands of CO

| ν′ | R    | K_r | Q  | P  | R    | K_r | Q  | P  |
|----|------|-----|----|----|------|-----|----|----|
| 0  | 0.00232 | ... | ... | ... | 0.01312 | ... | ... | ... |
| 1  | 0.00227 | ... | ... | ... | 0.01280 | ... | ... | ... |
| 2  | 0.00232 | ... | ... | ... | 0.01235 | ... | ... | ... |
| 3  | 0.00219 | ... | ... | ... | 0.01183 | ... | ... | ... |
| 4  | 0.00216 | ... | ... | ... | 0.01129 | ... | ... | ... |
| 5  | 0.00212 | ... | ... | ... | 0.01077 | ... | ... | ... |

Note. Uncertainties on the sensitivity coefficients are better than ~1%.

Table 4
Natural Damping Constants for A–X (ν′ − 0) Bands of CO

| ν′ | γ ν′ [×10^6 s^{-1}] |
|----|----------------------|
| 0  | 1.00                 |
| 1  | 0.96                 |
| 2  | 1.03                 |
| 3  | 1.04                 |
| 4  | 1.06                 |
| 5  | 1.09                 |
| 6  | 1.10                 |
| 7  | 1.12                 |
| 8  | 1.12                 |
| 9  | 1.12                 |

Notes.

a From Field et al. (1983).
b Including the effect of perturbation.
c Values estimated.

3.8. The E–X System

The rest wavelengths for the E–X (0, 0) band, as listed by Morton & Noreau (1994), were in part adopted in this work for the R and P branches. Much more accurate values for wavelengths of Q-branch lines were later measured by Cacciani & Ubachs (2004). The oscillator strengths were calculated starting from the weighted average of the f ν′ν′ values reported by Chan et al. (1993), Zhong et al. (1998), Federman et al. (2001), and Stark et al. (2014), while the sensitivity coefficients were calculated using Equation (16). As for the natural lifetime damping coefficients, it should be considered that the E′II, ν = 0 state is predissociated (Cacciaini et al. 1995, 1998), and that both radiative and predissociative decay contribute to the natural lifetime broadening, resulting in a value of τ = 0.91 ± 0.06 ns for the excited state lifetime. This value was converted into a value for γ ν′ν′ using Equation (12). The molecular parameters for the E–X(0–0) band are listed in Table 8.

4. QUASAR ABSORPTION MODEL

Quasar J1237+0647 is located at the emission redshift z_em = 2.78 and in its line of sight is located a sub-damped Lyα system, log[N_H/ cm^{-2}] = 20.00 ± 0.15, featuring atomic and molecular absorption features at an absorption redshift of z_abs = 2.69 (Noterdaeme et al. 2010). Molecular hydrogen and
deuterated molecular hydrogen (HD) absorption features were investigated by Daprà et al. (2015), who used H$_2$ and HD to derive a constraint on variation in $\mu$. Here we present the analysis of the CO absorption in the spectrum of J1237+0647 and the constraint on $\mu$ that it delivers.

### 4.1. The Fitting Method

The absorption model was created using the nonlinear least-squares Voigt profile fitting program vppf (Carswell & Webb 2014). Within the program, a Voigt profile is described by a set of three free parameters, which are used together with the molecular parameters: the column density $N$, the redshift at which the absorption occurs $z$, and the Doppler line width $b$. A comprehensive fit was performed, involving a simultaneous treatment of all the lines (Malec et al. 2010; King et al. 2011; Bagdonaite et al. 2014; Daprà et al. 2015). The main strength of this method is that each free parameter can be shared by different transitions, thus minimizing the number of free parameters needed to perform the fit. This allows one to fit even the molecular absorption features that show partial overlaps with intervening lines from metals and HI, as well as to deal with the blending of the P, Q, and R branches of the CO features with weak transitions involving high rotational levels, up to $J = 5$.

Since the CO transitions originate in the same absorber and they are assumed to share the same physical conditions of the absorbing cloud, the redshift $z$ and the width $b$ parameters were tied together. The rotational state-dependent column densities $N_J$ were linked together assuming thermodynamic equilibrium yielding a Boltzmann distribution at a temperature $T$:

$$N_J = N_{\text{col}} P_J(T) = N_{\text{col}} \frac{(2J + 1) e^{-E_{\text{rot}}/kT}}{\sum (2J + 1)},$$

where $N_{\text{col}} = \sum N_J$ is the total column density for CO and $P_J(T)$ is the partition function giving the relative population of the single rotational $J$-states. The gas temperature $T_{\text{CO}}$ was used to calculate the partition function, but was not treated as a free parameter in vppf. Models corresponding to different CO temperatures were fitted to the spectrum in multiple runs, under the assumption that CO is in thermodynamic equilibrium, resulting in the best-fit temperature $T_{\text{CO}} = 11.2 \pm 0.1$ K, as shown in Figure 1. This temperature is close to the expected temperature due to the excitation of the cosmic microwave background (CMB) $T_{\text{CMB}}(z_{\text{abs}} = 2.69) = 10.05$ K and verifies the assumption of equilibrium for the population distribution (Noterdaeme et al. 2010). The procedure results in a model which consists of only three free parameters describing the CO transitions: the redshift $z$, the line width $b$, and the total column density of the gas $N_{\text{col}}$. Effectively, a shared vibrational band contour of overlapping CO lines is fitted, rather than multiple, individual rovibronic line profiles.

It is noted here that while CO and H$_2$ are the main molecular constituents of interstellar clouds in galactic media, their behavior and thermodynamic properties are usually very different. The CO gas, as observed in the high-redshift absorbing systems, is found to exhibit thermalized population distributions at the local CMB temperature (Noterdaeme et al. 2010). In contrast, the population distribution of H$_2$ molecules is non-thermal with higher rotational states populated superthermally. For the lowest levels a temperature-like distribution is found with $T_{\text{rot}} \sim 50–100$ K for the lowest rotational levels (Petitjean et al. 2002). Also the observed widths of the absorption lines in all high-redshift extra-galactic objects exceeds the kinetic temperatures that would correlate with the Boltzmann temperatures. These widths, treated with a Doppler parameter $b$ in studies probing varying constants, are ascribed to turbulent motions in the observed clouds. For this reason the physical parameters $b$ do not represent a temperature, nor can they be equated for the different species observed.

### 4.2. CO Bands

The CO bands pertaining to the A–X system fall in the red part of the spectrum, at redshifted wavelengths $\lambda > 4877$ Å, and their absorption profiles do not show significant overlaps with any other spectral feature. Nine spectral regions were selected in the range $\lambda = 4877–5702$ Å covering the A–X bands. The region containing the A–X(1–0) band also includes the perturbing d–X(5–0) band which, however, is not overlapping the A–X(1–0) band. Some metal absorption features, namely Si IV at $z_{\text{abs}} \approx 2.69$, 2.62 and C IV at $z_{\text{abs}} \approx 2.59$, fall near the CO bands, in which cases the atomic lines were included in the fit in order to obtain a better constraint on the continuum level close to the CO features. From the Franck–Condon factor analysis, the A–X(9–0) band is strong enough to be detected, but it is almost completely overlapped by strong metal features at $\lambda \sim 4802$ Å and it was not included in the model.
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Table 6
Molecular Parameters for the B–X(0–0) Band

| J” | Wavelength (Å) | $\gamma_J$ | $\gamma_J$ | $\gamma_J$ | $\gamma_J$ |
|----|----------------|------------|------------|------------|------------|
| $^s$1150.48254(13) | ... | 6.62E-03 | -0.00012 | ... | 0.34 x 10^6 |
| $^s$1150.43039(3) | 1150.58513(3) | 4.41E-03 | 2.21E-03 | -0.00008 | -0.00021 |
| $^s$1150.37746(3) | 1150.63531(13) | 3.97E-03 | 2.65E-03 | -0.00003 | -0.00026 |
| $^s$1150.32399(3) | 1150.68482(3) | 3.78E-03 | 2.84E-03 | 0.00001 | -0.00030 |
| $^s$1150.26961(3) | 1150.73368(3) | 3.68E-03 | 2.94E-03 | 0.00006 | -0.00034 |
| $^s$1150.21457(3) | 1150.78202(3) | 3.61E-03 | 3.01E-03 | 0.00011 | -0.00038 |

Note. Uncertainties on the sensitivity coefficients are estimated to be better than ~1%.

* Derived from lifetimes measured by Drabbels et al. (1993a).

Table 7
Molecular Parameters for the C–X(0–0) Band

| J” | Wavelength (Å) | $\gamma_J$ | $\gamma_J$ | $\gamma_J$ |
|----|----------------|------------|------------|------------|
| $^s$1087.86761(4) | ... | 1.14E-01 | 0.000055 | ... |
| $^s$1087.82110(4) | 1087.95910(4) | 7.61E-02 | 3.80E-02 | 0.000097 | -0.000029 |
| $^s$1087.77413(4) | 1088.04048(4) | 6.85E-02 | 4.57E-02 | 0.000140 | -0.000070 |
| $^s$1087.72668(4) | 1088.04871(4) | 6.52E-02 | 4.89E-02 | 0.000184 | -0.000111 |
| $^s$1087.67876(4) | 1088.09263(4) | 6.34E-02 | 5.07E-02 | 0.000228 | -0.000152 |
| $^s$1087.63014(10) | 1088.13620(10) | 6.23E-02 | 5.19E-02 | 0.000272 | -0.000192 |

Note. Uncertainties on the sensitivity coefficients are estimated to be better than ~1%.

* Derived from lifetimes measured by Cacciani et al. (2001).

The other CO absorption bands in the spectrum of J1237+0647, C–X, B–X, and E–X, are detected in the blue arm of UVES at redshifted wavelengths shorter than the Lyα emission feature of the quasar. This region is referred to as the Lyα forest and shows multiple H1 absorption features arising from the intergalactic medium at redshifts $z < z_{em}$. It is common that such neutral hydrogen line overlap absorption features falling in the Lyα forest. In such cases, the overlapping H1 features occurring in the selected C0 regions were included in the model by assigning each of them a set of free parameters in VPHIT.

The B–X electronic system falls in the Lyα forest at redshifted wavelengths $\lambda < 4246$ Å. Of its three known vibrational levels, only B–X(0–0) is strong enough to be detected in this absorber in the region $\lambda = 4242–4246$ Å. Its R branch is partially overlapped by an intervening saturated H line at $\lambda \sim 4243.7$ Å, and an additional narrow, unidentified feature at $\lambda \sim 4243.1$ Å.

Of the four known vibrational levels of the C–X electronic system, only the C–X(0–0) band was detected in the region 4243–4246 Å. It is partially overlapped, mainly in its R branch, by a saturated H line occurring at $\lambda \sim 4013$ Å. The C–X(1–0) band has an oscillator strength which is of the same order as the B–X(0–0) band; however, the former falls in a heavily saturated region and thus is not detected. The C–X(2–0) and (3–0) bands have an oscillator strength ~10^4 times weaker than the C–X(0–0) band (Morton & Noreau 1994) and hence are not detected.

The E–X electronic system is detected in the J1237+0647 spectrum at wavelengths $\lambda < 3972$ Å. Compared to E–X(0–0), the E–X(1–0) band is one order of magnitude weaker, while the E–X(2–0) band is two orders of magnitude weaker (Morton & Noreau 1994), hence these bands are too weak to be detected.

The transitions of the Q branch of the E–X(0–0) band are overlapped, resulting in a clear feature at $\sim 3970.3$ Å, while an intervening H1 line partially overlaps the P branch at $\lambda \sim 3971$ Å.

CO has two more electronic systems, V–X at a rest wavelength $\lambda \sim 1011$ Å and F–X at $\lambda \sim 1003$ Å. While the V–X(0–0) band is too weak to be detected, the F–X(0–0) band is stronger (~2 times stronger than the B–X(0–0) band, Morton & Noreau 1994). However, F–X(0–0) is completely overlapped by strong H1 lines and cannot be identified in this absorber. CO has many more absorption systems lying at $\lambda < 1000$ Å which are generally weaker and not included in the present discussion (Eidelsberg & Rostas 1990; Eilek et al. 1994).

For CO absorption, a total column density of $log[N/cm^{-2}] = 14.29 \pm 0.02$, an absorption redshift of $z_{abs} = 2.689566(1)$, and a width of $b = 0.73 \pm 0.03$ km s$^{-1}$ are obtained from the fit. These values agree with those of Noterdaeme et al. (2010) within 1.5σ significance. Moreover, the normalized residuals are distributed in the range $\pm 1\sigma$ in each fitted spectral region, validating the assumption that there is no overlap with other undetected spectral features. The absorption model for the CO bands is presented in Figure 2 for the A–X system, and in Figure 3 for the B–X(0–0), C–X(0–0), and E–X(0–0) bands.

The reduced chi-squared parameter returned by the model is $\chi^2 = 1.5$ with $\nu = 7391$ degrees of freedom. The main contributors to the final $\chi^2$ value, being somewhat larger than unity, are the CO bands in the blue arm; indeed the fit of only the A–X bands returns $\chi^2 = 1.22$. This is due to the fact that the B–X(0–0), C–X(0–0), and E–X(0–0) bands show overlaps with intervening, saturated H1 lines at $\lambda \sim 4243.5$ and 4013 Å. Another contributor is the region that includes the A–X(1–0)
and the d–X(5–0) bands. Both these bands appear slightly stronger in the spectrum compared to the absorption model, while the other A–X (ν′–0) bands appear slightly weaker than predicted by the model. This may be related to possible, small errors in the values of their band oscillator strengths included in the CO molecular database. Excluding the spectral regions containing these CO bands from the absorption model delivers a reduced chi-squared of $\chi^2_{\nu} = 1.2$.

Another reason for $\chi^2_{\nu} > 1$ may be the possible presence of extra velocity components (VCs) that were not included in the model. To investigate this, a composite residual spectrum (CRS; Malec et al. 2010) was created by combining the residual structure between the spectrum and the model for all the CO bands. The CRS, as shown in Figure 4, does not show evidence for missing VCs in the CO absorption model. Moreover, multiple trial models with two CO VCs were fitted to the spectrum, but the second, weaker VC was rejected by vpfit. As a consequence the presence of an extra CO VC was excluded.

Finally, small shifts in individual transitions are likely to cause discrepancies between the recorded spectrum and the absorption model, and will be another reason for a final $\chi^2_{\nu} > 1$. Such shifts are caused by wavelength calibration distortions on scales of single echelle orders. The effect of these intra-order distortions is discussed in Section 5.1.2 and is included in the systematic error budget. The uncertainties on the CO fitting parameters $\log N$, $z_s$ and $b$ were scaled by the square root of the final $\chi^2_{\nu}$ value, in order to take into account the discrepancies between the model and the spectrum. The aforementioned phenomena originate as well the larger $\chi^2_{\nu}$ value of the fit to determine the CO population temperature (see Figure 1).

### 4.3. Constraining $\Delta \mu/\mu$

A variation of the proton-to-electron mass ratio can be probed using the absorption spectra of rovibronic molecular transitions. A change in the value of $\mu$ will be reflected in a shift of the observed wavelengths. This shift, which is assumed to be linear, is given by:

$$\lambda_i^{\text{obs}} = \lambda_i^{\text{rest}} (1 + z_{\text{abs}}) \left(1 + K_i \frac{\Delta \mu}{\mu}\right),$$

where $\lambda_i^{\text{obs}}$ is the observed wavelength of the $i$th transition, $\lambda_i^{\text{rest}}$ is its rest wavelength, and $z_{\text{abs}}$ is the redshift at which the absorption occurs. $\Delta \mu/\mu = (\mu_\odot - \mu_{\text{lab}})/\mu_{\text{lab}}$ is the relative difference between the value of the proton-to-electron mass ratio in the absorption system, $\mu_\odot$, and the one measured on Earth, $\mu_{\text{lab}}$, and $K_i$ is the sensitivity coefficient specific for each transition $i$.

It follows from Equation (19) that, if the sensitivity coefficients are wavelength-dependent, the presence of a wavelength distortion could mimic a shift in $\mu$ (Ivanchik et al. 2005; Ubachs et al. 2007; Malec et al. 2010). The CO bands, whose $K_i$ coefficients are shown in Figure 5, show a wavelength dependence only in the A–X electronic system, while the B–X(0–0), C–X(0–0), and E–X(0–0) bands all have sensitivity coefficients ~0 at rest wavelengths of $\lambda \sim 1075$–1151 Å and were used as anchor transitions in this analysis. The degeneracy can be further broken by including in the model the d–X(5–0) band, since it has very different coefficients than the A–X(1–0) band at similar wavelengths.

After having developed a robust absorption model, an extra free parameter was introduced, beside the set of parameters describing the CO absorption, in a final fitting run in vpfit in order to constrain the $\mu$-variation. The extra parameter $\Delta \mu/\mu$ was not introduced earlier to avoid a wrong estimate of the absorption redshift being compensated by an artificial $\mu$-variation caused by the degeneracy between the redshift and a non-zero $\Delta \mu/\mu$. The model returned a constraint on the variation of the proton-to-electron mass ratio of $\Delta \mu/\mu = (0.7 \pm 1.6_{\text{stat}}) \times 10^{-5}$, hereafter referred to as the fiducial value of $\Delta \mu/\mu$. The statistical error is derived from the diagonal term of the final covariance matrix for the fit, and it represents only the uncertainty in $\Delta \mu/\mu$ derived from the S/N of the quasar spectrum. The statistical error derived from CO is larger than the error obtained from the previous analysis of H$_2$ absorption in the same system by a factor of $\sim 3$ (Dapra et al. 2015).

### 5. SYSTEMATIC UNCERTAINTY

An estimation of the systematic error affecting the constraint on $\Delta \mu/\mu$ derived from CO absorption only was made considering the contributions to the error budget from the five most dominant sources, and is discussed extensively below.

#### 5.1. Wavelength Scale Distortions

In recent years the UVES spectrograph was found to suffer from wavelength calibration distortions both on scales of single echelle orders (Griest et al. 2010; Whitmore et al. 2010; Whitmore & Murphy 2015) and longer scales (Rahmani et al. 2013; Whitmore & Murphy 2015). These distortions are most likely due to different light paths between the object observed during the science exposures and the ThAr lamp located on the VLT platform (Molaro et al. 2008). The long-

### Table 8

| $j'\nu$ | Wavelength (Å) | $j_{\nu'\nu}$ | $K_i$ | $\gamma_i^{\infty}$ (s$^{-1}$) |
|--------|----------------|---------------|-------|------------------|
| R      | Q              | P             |       |                  |
| R      | Q              | P             |       |                  |
| R      | Q              | P             |       |                  |
| R      | Q              | P             |       |                  |

Note. Uncertainties on the oscillator strengths are estimated to be better than $\sim 10\%$, and the sensitivity coefficients are estimated to be better than $\sim 1\%$.

* Derived from lifetimes measured by Cacciani et al. (1998).
range distortions in particular would introduce a wavelength-dependent velocity shift which is nearly degenerate with a non-zero $\Delta\nu/\mu$, as discussed in Section 4.3. In principle such degeneracy can be broken by fitting together CO bands that have different sensitivity coefficients at similar wavelengths, as in the case of the A–X(1–0) and the d–X(5–0) bands, or bands whose $K_i$ are not wavelength-dependent, like the B–X(0–0), C–X(0–0), and E–X(0–0) bands. Excluding d–X(5–0) and the three anchor bands from the fit results in a constraint of $\Delta\mu/\mu = (-0.4 \pm 2.1_{\text{stat}}) \times 10^{-5}$, whose uncertainty is $\sim 35\%$ larger than the fiducial value, indicating some effectiveness in breaking this degeneracy. However, the three anchor bands are overlapped by intervening $\text{H}i$ lines, reducing the effectiveness of this approach in breaking the degeneracy.

5.1.1. Long-range Distortions

To account for the calibration distortions, the technique now referred to as “supercalibration” was first demonstrated by Molaro et al. (2008) and later improved by more recently, Whitmore & Murphy (2015), to supercalibrate the spectrum of J1237+0647. The “supercalibration” technique consists of the comparison of a ThAr-calibrated UVES spectrum to a reference Fourier-transform absorption spectrum with a much more accurate frequency scale (Chance & Kurucz 2010). Targets for supercalibrations are asteroids, which reflect the solar light and hence show the same spectrum of the Sun, and “solar twin” stars, which are objects with a spectrum that is almost identical to the solar one (Meléndez et al. 2009; Datson et al. 2014). The spectrum of J1237+0647 was partially corrected for long-range distortions following the same supercalibration procedure used by Daprà et al. (2015).

Exposures taken in 2013 and 2014, for $\sim 11.5$ hr of integration, have dedicated supercalibrations for both the blue and the red arm of UVES. The supercalibrations for the spectrum of J1237+0647 in the red arm are presented in Figure 6, while the blue arm was calibrated as in Daprà et al. (2015). The impact of the long-range distortions affecting the exposures taken in 2009, covering $\sim 8.5$ hr of integration, was estimated using observations of the Ceres asteroid performed within one week of the quasar exposures (program 080.C-0881 (B), PI Dumas). The Ceres exposures were taken using only the blue arm of UVES and yielded two distortion slopes of $\sim 150$ m s$^{-1}$ per 1000 Å and one of $\sim -500$ mm s$^{-1}$ per 1000 Å. The positive slope value was used to correct for the distortions in the exposures taken in 2009 in the blue arm, while the negative value was translated into a systematic uncertainty on $\Delta\mu/\mu$ of $\sim 2.4 \times 10^{-6}$, as in Daprà et al. (2015). On average, the long-range distortions in the red arm of UVES have a slightly larger magnitude than measured in the blue arm. A comparison between the red and the blue arm returns, for the supercalibrations exposures taken in 2013 and 2014, an average ratio of $\sim 1.2$, with only the “solar twin” HD117860 delivering a larger ratio of $\sim 2.5$. The average ratio was used to estimate the magnitude of the long-range distortions in the red arm for the exposures taken in 2009. Another constraint of $\Delta\mu/\mu = (0.5 \pm 1.6_{\text{stat}}) \times 10^{-5}$ was derived using the larger ratio from HD117860, and a spread in $\Delta\mu/\mu$ of $\sim 2 \times 10^{-6}$ between the two constraints was added to the systematic error budget.

The “solar twins” HD097356 and HD117860 were observed in 2014 two times in time windows of 10 and 3 days respectively. These target show a variation of their distortions slopes of $\pm 5\%$ and $\pm 5\%$ respectively. The distortion corrections of each J1237+0647 exposure were first enhanced and subsequently decreased by $5\%$ to simulate the effect of a temporal variation of $\sim 1$ week. Two different constraints of $\Delta\mu/\mu = (0.6 \pm 1.6_{\text{stat}}) \times 10^{-5}$ and $\Delta\mu/\mu = (0.7 \pm 1.6_{\text{stat}}) \times 10^{-5}$ were derived from the positive and from the negative variation, respectively. These constraints show that the temporal difference between the quasar exposures and the Ceres supercalibration exposures introduces an error of, at most, $1 \times 10^{-6}$ on the fiducial value of the constraint.

5.1.2. Intra-order Distortions

The presence of intra-order wavelength distortions introduces in each exposure a velocity shift which translates into a $\Delta\nu/\mu$ uncertainty given by $\delta(\Delta\nu/\mu) = [(\Delta\nu/\mu)/\mu]D_iK_i$. Here, $\Delta\nu$ is the mean amplitude of the intra-order distortions, $\Delta K_i = 0.06$ is the spread in the CO sensitivity coefficients, and

---

Figure 1. Reduced $\chi^2$ from fitted CO models with different temperatures. The values of the $\chi^2$ are indicated with blue dots and the best fit is show by the red solid line.
Figure 2. Absorption model for the CO bands from A–X(0–0) to A–X(8–0). The green solid line represents the fitted model while the blue ticks show the wavelengths of the rotational lines for ground states $J = 0$–5 and their different branches. Band A–X(1–0) is perturbed by the inter-system band d–X(5–0), whose rotational levels are shown by the red ticks. Band A–X(5–0) falls close to a Si iv absorption feature at $\lambda \sim 5140.5$ Å, which is indicated by the green dotted tick. The red solid lines represent the residuals of the fits with their ±1σ boundaries.
$N$ is the number of CO transitions considered in the analysis. The mean amplitude of the intra-order distortions in the red arm is $\Delta v = 520 \text{ m s}^{-1}$ for exposures taken in 2013 and 2014. This amplitude is very similar to what was measured in the blue arm for all the exposures used in the analysis. Therefore, it was taken as the mean amplitude of the intra-order distortions for all exposures, including the ones taken in 2009.

Since the CO bands have mostly blended R and Q branches, while the P branches are weak, a band contour, including the higher $J$-levels was effectively fitted. The number of transitions containing valuable signal is reflected by the enhancement of the statistical precision on $\Delta \mu / \mu$ after combining the constraint obtained from CO only with the constraint from 137 H$_2$ and HD transitions $\Delta \mu / \mu (\text{H}_2) = (-5.4 \pm 6.3_{\text{stat}} \pm 4.0_{\text{syst}}) \times 10^{-6}$. A combined constraint (see Section 6) results in a statistical uncertainty on $\Delta \mu / \mu$ which is $\sim 10\%$ smaller; since the statistical error scales with $\sqrt{N}$, a value of $N = 36$ of CO transitions that are effectively contributing to the signal was adopted, resulting in an uncertainty on $\Delta \mu / \mu$ of $\sim 4.5 \times 10^{-6}$.

5.2. Uncertainty from Using Different UVES Arms

Another potential cause of error is the presence of an offset between the wavelength scales of the blue arm of UVES where the B−X(0−0), C−X(0−0), and E−X(0−0) bands are covered, and the lower red arm where the A−X bands fall. To quantify
this effect, metal absorption features detected in both the blue and in the red arms were investigated. Since the considered transitions belong to the same atom, the redshift \( z_{\text{abs}} \) at which they originate is expected to be the same for features detected in the two arms of UVES. Any non-zero offset \( D_{\text{abs,blue}} - D_{\text{abs,red}} \) is evidence that there is a shift between the wavelength scales of the two arms, and such shift would introduce an effect mimicking \( D_{\text{vel}} \).

Fe II is found in the absorbing system at \( z \approx 2.69 \), the same redshift at which \( z_{\text{abs}} \) occurs. The fitted redshift value in the blue and in the red arm, and \( z_{\text{abs}} \) is the redshift at which the absorption of the considered element occurs. The results of this comparison are presented in Figure 9. Fe II absorption returns an average value for the offset \( \Delta v(\text{Fe II}) = -0.04 \pm 0.19 \) km s\(^{-1}\) and Si II returns \( \Delta v(\text{Si II}) = 0.11 \pm 0.37 \) km s\(^{-1}\), while the weighted average of these two offsets is \( \Delta v = -0.01 \pm 0.17 \) km s\(^{-1}\). The main contributors to this value are the unblended Fe II VCs, which have smaller errors on their \( z \)-parameters and are better described by the absorption model than the blended Fe II VCs at \( \sim 60-150 \) km s\(^{-1}\). Note that the Fe II and Si II transitions reported by Murphy & Berengut (2014) have laboratory transitions considered are listed in Table 9. For each element, each VC was modeled using a set of free parameters \((N, z, b)\) in VPFT, which were tied together among transitions detected in the same arm of UVES. This results in two outputs, one relative to the blue arm and one to the red arm of UVES.

Figure 4. Top panel: normalized CRS from the 13 CO bands detected. Bottom panel: the absorption model for the CO A–X(1–0) band is plotted as a reference. The blue solid line represents the fitted model. The velocity scale is centered on the R(0) transition for both the panels.

Figure 5. Sensitivity coefficients of the CO bands detected in the blue arm (left panel) and in the red arm of UVES (right panel). A–X bands are shown with green squares, the d–X(5–0) band with cyan circles, the B–X(0–0) with magenta diamonds, the C–X(0–0) with blue downward-pointing triangles, and the E–X(0–0) with red upward-pointing triangles. The size of each marker is proportional to the line intensity. Note that the "tear drop" shape of the d–X(5–0) and some A–X bands inserts a consequence of contributions by a number of rotational lines in the bands, some of which undergo perturbations. The H\(_2\) and HD transitions fall in the area shown by the black arrow, delimited by the dashed line.
wavelength uncertainties in velocity space of $\delta v = 14.5$ and 3.2 m s$^{-1}$, respectively, while the transitions reported by Morton (1991) have uncertainties of $\delta v \sim 300$ m s$^{-1}$. These errors were added in quadrature to the statistical redshift errors returned from the fit. In conclusion, this analysis shows that there is no evidence of any spurious effect on mm$D$ introduced by a combined analysis of CO absorption features detected using different arms in UVES for the J1237+0647 spectrum considered.

### 5.3. Lack of Attached ThAr Calibrations

The lack of attached ThAr calibrations on some exposures can introduce an error on $\Delta \mu / \mu$ of up to $0.7 \times 10^{-6}$ (Bagdonaitė et al. 2014), however, no evidence for a shift of $\mu$ was found in a previous analysis of the H$_2$ absorption in J1237+0647 (Daprà et al. 2015).

Only half of the data set used in this work, that from 2009, has attached ThAr calibrations, while the other half was calibrated using the standard ThAr exposure taken at the end of the night. The impact of the lack of dedicated attached ThAr calibrations on the final value of $\Delta \mu / \mu$ was evaluated by dividing the data set in two subsets, one containing only the exposures taken in 2009 and the other containing the exposure taken in 2013 and 2014. From these subsets, two different constraints were retrieved: $\Delta \mu / \mu = (0.1 \pm 2.5_{\text{stat}}) \times 10^{-5}$ for 2009 and $\Delta \mu / \mu = (1.9 \pm 2.3_{\text{stat}}) \times 10^{-5}$ for 2013 and 2014. The two values agree within their uncertainties, showing that the lack of dedicated attached ThAr calibrations does not have any significant impact on the final value of $\Delta \mu / \mu$ derived from CO absorption only presented here.

### 5.4. Spectral Redispersion

Another potential source of systematic uncertainties is spectral redispersion, caused by the co-addition of the single exposures. This implies a rebinning of the spectra on a common wavelength scale and it can distort the line-profile shapes, possibly causing a shift in $\mu$. King et al. (2011) investigated the magnitude of this effect on a similar absorbing system, and

![Distortion in exposures of one asteroid (Eunomia) and six “solar twin” stars](image-url)
was tied among the three = \pm \epsilon \ln \left( \frac{2.69}{2.68957} \right) = \pm \epsilon \ln \left( \frac{2.68957}{2.69} \right)

...and this was considered as... the CO absorption features, divided among 13 bands, from the spectrum of quasar J1237+0647 obtained by combining distortion-corrected exposures taken in 2013 and 2014 and uncorrected exposures taken in 2009.

5.5. Total Systematic Uncertainty

The total systematic uncertainty on the fiducial value of the combined constraint on \( \mu \) was calculated by adding all the contributions from the aforementioned sources in quadrature. This returns a systematic error of \( \sim 5.5 \times 10^{-6} \). The fiducial constraint on \( \Delta \mu / \mu \) derived from CO absorption only therefore becomes \( \Delta \mu / \mu = (0.7 \pm 1.6_{\text{stat}} \pm 0.5_{\text{syst}}) \times 10^{-5} \). This value is delivered by the analysis of CO absorption features, divided among 13 bands, from the spectrum of quasar J1237+0647.

6. COMBINED ANALYSIS WITH H\(_{2}\) AND CO

Daprà et al. (2015) performed an independent analysis of the J1237+0647 absorption system using molecular hydrogen to constrain \( \mu \)-variation. Analyzing only the H\(_{2}\) absorption, they found a constraint of \( \Delta \mu / \mu = (-5.4 \pm 6.3_{\text{stat}} \pm 4.0_{\text{syst}}) \times 10^{-6} \), which is in agreement with the constraint obtained from CO absorption only. The CO absorption is associated with the strongest VC of the H\(_{2}\) absorption feature at \( z_{\text{abs}} = 2.689551 \) (1). The difference in redshift between this H\(_{2}\) component and the CO absorption features translates into a velocity shift of \( \sim 1.2 \text{ km s}^{-1} \) between the two absorbing clouds where the molecular absorption originates. Since there is no evidence for a systematic velocity offset between the arm of UVES in the spectrum of J1237+0647, the shift between H\(_{2}\) and CO is not considered an artifact. Moreover, it is comparable to what was found by Noterdaeme et al. (2010) and this was considered as evidence that the absorbing system is composed of several small and dense molecular clouds.

A combined analysis using H\(_{2}\), HD, and CO absorption features was performed by adding the CO fitted regions to the data set analyzed by Daprà et al. (2015). Only the free parameter corresponding to \( \Delta \mu / \mu \) was tied among the three molecules, while the other fitting parameters were not tied. The combined analysis delivered a constraint on the \( \mu \)-variation of \( \Delta \mu / \mu = (-5.6 \pm 5.6_{\text{stat}}) \times 10^{-6} \), whose statistical uncertainty is \( \sim 10\% \) smaller than what returned from the H\(_{2}\) and HD absorption only. A weighted average of the statistical uncertainties, using the inverse of the variances as weights, delivered an error of \( 5.9 \times 10^{-6} \), which is close to what obtained from the combined analysis. Assuming that the quoted systematic uncertainties between the two measurements are not correlated, the systematic error on the combined constraint was estimated using the same procedure, which delivered an error of \( 3.1 \times 10^{-6} \). The final value of the combined constraint on a varying \( \mu \) derived from H\(_{2}\), HD, and CO absorption is \( \Delta \mu / \mu = (-5.6 \pm 5.6_{\text{stat}} \pm 3.1_{\text{syst}}) \times 10^{-6} \).

7. CONCLUSION

An analysis of CO absorption at high redshift in order to constrain a variation of the proton-to-electron mass ratio is performed for the first time. The absorption system at \( z_{\text{abs}} = 2.69 \) toward quasar J1237+0647 was investigated in detail for CO and H\(_{2}\) molecular absorption, while metal absorption of Fe\( \text{II} \) and Si\( \text{II} \) was used to analyze systematic effects. CO was found in 13 bands spread in the range 3968–5702 Å, falling both bluewards and redwards of the Ly\( \alpha \) emission peak in the quasar absorption spectrum. An absorption model describing the CO features was created starting from four molecular parameters, namely the rest wavelengths \( \lambda \), the oscillator strengths \( f_{\text{opt}} \), the sensitivity coefficients \( K \), and the damping constants \( \gamma_{\ell, \mu} \), which were included in an...
updated molecular database. The model was then fitted against the quasar spectrum using the comprehensive fitting technique, which allowed us to simultaneously fit all the vibrational bands using only four free parameters: the total CO column density $N_{\text{col}}$, the redshift $z$, the Doppler width $b$, and $\Delta \mu/\mu$.

The constraint on a varying proton-to-electron mass ratio from the CO spectrum, $\Delta \mu/\mu = (0.7 \pm 1.6_{\text{stat}} \pm 0.5_{\text{syst}}) \times 10^{-5}$, is less stringent than that obtained from the H$_2$ spectrum in this absorption system. This may in part be due to the overlap of the B–X(0–0), C–X(0–0), and E–X(0–0) bands by broad H$_1$ features, which may be absent in other absorption systems than

**Figure 8.** Velocity profiles of five transitions of Si II in the red part (three top panels) and in the blue part of the spectrum (two bottom panels). The solid blue line shows the absorption models, the solid green ticks show the position of the VCs, and the green shaded area shows the absorption features considered for the analysis. On top of the spectrum, residuals are shown with a red dashed line, and the two horizontal dashed lines show their $\pm 1\sigma$ boundaries. The velocity scale is centered at redshift $z = 2.68959$.

**Table 9.** Metal Transitions

| Ion | Rest Wavelength (Å) | References |
|-----|---------------------|------------|
| Fe ii | 1144.9379(1) | Morton (1991) |
| Fe ii | 1608.450852(78) | Murphy & Berengut (2014) |
| Si ii | 1190.4158(1) | Morton (1991) |
| Si ii | 1193.2897(1) | Morton (1991) |
| Si ii | 1260.4221(1) | Morton (1991) |
| Si ii | 1304.3702(1) | Morton (1991) |
| Si ii | 1526.706980(16) | Murphy & Berengut (2014) |
that toward J1237+0647 analyzed here. The present paper lists the database covering the relevant molecular properties of CO electronic absorption lines that may be used in future studies searching for \( \mu \)-variation based on optical absorption of CO in the line of sight of high-redshift quasars. Thus far CO electronic absorption has been detected in six different systems toward quasars (Noterdaeme et al. 2008, 2009, 2010, 2011; Srianand et al. 2008), as well as in some gamma-ray burst observations (Prochaska et al. 2009), where the same methods can potentially be applied to detect \( \mu \)-variation.

The CO absorption was included in a combined analysis involving the previously investigated H\(_2\) (Daprà et al. 2015), leading to a more stringent constraint on a varying \( \mu \) of \( \Delta \mu / \mu = (-5.6 \pm 5.6_{\text{stat}} \pm 3.1_{\text{syst}}) \times 10^{-6}\). Various potential sources of systematics were investigated, including the long-range distortions that are known to affect the UVES spectra. The J1237+0647 spectrum was partially corrected for such distortions using the supercalibration technique presented by Whitmore & Murphy (2015). This result is the first independent constraint on a varying \( \mu \) obtained from the analysis of optical absorption for two different molecules detected in the same absorbing system, thus observed under the same physical conditions. The constraint agrees with previous results derived from ten different systems in the range \( z_{\text{abs}} = 2.05 - 4.22 \), which correspond to a time interval of 10–12.5 Gyr. They return an averaged constraint that shows a null \( \mu \)-variation at a level of \( \sim 5 \times 10^{-6} \) (3\( \sigma \)) (Ubachs et al. 2016).
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*Figure 9.* Calculated velocity offset \( \Delta v = v_{\text{abs}} - v_{\text{red}} \) between the blue and the red arm in UVES for two atomic species. Left panel: offsets between 13 VCs of Fe II at \( z_{\text{abs}} = 2.689570 \). Right panel: offsets between six VCs of Si II at \( z_{\text{abs}} = 2.689959 \). The velocity scales are relative to these absorption redshifts. The dashed line shows the weighted average offset between the two arms and the (light green) shaded area represents its\( \sigma \) boundaries.
