Realizing quantum linear regression with auxiliary qumodes
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In order to exploit quantum advantages, quantum algorithms are indispensable for operating machine learning with quantum computers. We here propose an intriguing hybrid approach of quantum information processing for quantum linear regression, which utilizes both discrete and continuous quantum variables, in contrast to existing wisdoms based solely upon discrete qubits. In our framework, data information is encoded in a qubit system, while information processing is tackled using auxiliary continuous qumodes via qubit-qumode interactions. Moreover, it is also elaborated that finite squeezing is quite helpful for efficiently running the quantum algorithms in a realistic setup. Comparing with an all-qubit approach, the present hybrid approach is more efficient and feasible for implementing quantum algorithms, still retaining exponential quantum speed-up.

I. INTRODUCTION

For quantum systems, there exist both discrete and continuous variables, and they may interact with each other. A typical example is an light-atom interacting system, which demonstrates how discrete energy levels and continuous light fields evolve quantum mechanically. Notably, a hybrid scenario of information processing using both discrete and continuous variables has been proposed before [1–5], such as hybrid quantum computing [3–5]. The relevant advantages have been indicated in tasks like quantum float computing [6] and quantum phase estimation (QPE) [3,7], in which infinite dimensions of continuous variables are exploited [7–10], making the proposals promising.

As is known, machine learning plays an important role for extracting worthwhile information and making trustable predictions in an era of big data [11]. In addition, a magnificent combination of machine learning and quantum mechanics has opened a new window for information processing [12–19]. A class of quantum machine learning [19–22] is based on the Harrow-Hassidim-Lloyd (HHL) algorithm that aims to obtain the inverse of a matrix with exponential speed-up under reasonable conditions [20]. Normally, quantum linear regression has been regarded as a representative task in quantum machine learning and investigated by various all-qubit approaches [13–19,23]. The algorithms for quantum linear regression usually consists of several main parts, namely quantum phase estimation, regularization, singular value transformation, and prediction. All of these approaches require ancillary qubits to register singular values in quantum phase estimations that are necessary for quantum linear regression. Depending on the desired precision, the number of ancillary qubits may be large, which demands a more rare resource of qubits and is a grand challenge for current quantum technology. On the other hand, the quantum phase estimation can be implemented much more efficiently using the hybrid approach [3], which requires merely one qumode based on appropriate squeezing states [7]. This motivates us to work out a quantum algorithm of linear regression using the hybrid approach with desired quantum advantages.

In this paper, we first introduce how to convert a linear regression into a quantum task. We then recall the quantum algorithms of all-qubit systems, and analyze their properties. We emphasize the demanding of ancillary qubits, and the inefficiency of incorporating regularization and realizing singular value transformation. By introducing qumodes, we propose a hybrid approach for quantum linear regression, where single values are encoded into the entangled two qumodes and single value transformation can be implemented simply by homodyne measurements with post-selection. A brief proposal for a physical realization of the algorithm with trapped ions is suggested. Our results show that the hybrid approach still retains the same order of runtime \(O(\log MN)\) as the all-qubit approach. The regularization can be incorporated by a controlled-phase gate on two qumodes, and it may greatly reduce the required squeezing factor for the case of bad condition number [19,20]. We also investigate a basic role of the finite squeezing factor, and find that it is not only helpful for running the algorithm efficiently, but also may be taken as an extra regularization for regression.

II. QUANTUM VERSION OF LINEAR REGRESSION

In this section, we will demonstrate how to formulate the linear regression as a quantum problem that may be solved using quantum algorithm. Let us first intro-
duce the linear regression. Given a training dataset of \( M \) points \( \{ a^{(m)}, y^{(m)} \} \), where \( a^{(m)} \in \mathbb{R}^N \) is a vector of \( N \) features and \( y^{(m)} \in \mathbb{R} \) is the target value, the goal is to learn a linear model with parameters \( w \in \mathbb{R}^N \) that can give the prediction \( \hat{y} \) for new data \( \hat{a} \) as \( \hat{y} = \hat{a}^T w \).

The parameters \( w \) can be estimated by minimizing the loss function of least-squares errors,

\[
    w = \min_w \sum_{m=1}^{M} (w^T a^{(m)} - y^{(m)})^2 + \chi ||w||^2. \tag{1}
\]

Here \( \chi ||w||^2 \) is a regularization term with parameter \( \chi \), which is usually considered in machine learning for better performance. It will be shown later that the regularization is helpful for efficiently implementing the quantum algorithm. Introducing the matrix notation \( A_{mn} = a^{(m)}_n \), the linear regression solution turns out to be \( w = A^+ y \), where the Moore-Penrose pseudoinverse (with \( \chi \) term) reads \( A^+ = (A^T A + \chi I)^{-1} A^T \). Here \( I \) is the identity matrix. It is inspiring to study the linear regression by using the singular value decomposition of \( A \) by [23], \( A = \sum_i \lambda_i u_i v_i^T \). Here \( \lambda_i \) are singular values of \( A \) with corresponding left (right) eigenvector \( u_i \) (\( v_i \)). Now it can be verified that the Moore-Penrose pseudoinverse reads as \( A^+ = \sum_i \frac{\lambda_i}{\lambda_i^2 + \chi} u_i^T v_i \). Then, the prediction can be written as \( \hat{y} = \sum_i \frac{\lambda_i}{\lambda_i^2 + \chi} u_i^T y a^T v_i \).

To formulate a quantum version of linear regression, we need to encode each component as a quantum state or a quantum operator. For vector \( x = (x_1, x_2, \ldots, x_N) \), the amplitude encoding scheme is taken to encode \( x \) into a quantum state as \( |x\rangle = \sum_n x_n |n\rangle \). Here \( |n\rangle = |n_1 n_2 n_3 \ldots \rangle \), where \( n = n_1 n_2 n_3 \ldots \) is a binary representation of integer \( n \), and it requires a number of \( \lceil \log_2 N \rceil \) qubits. Accordingly, \( y \) and \( \hat{a} \) are encoded as \( |y\rangle = \sum_n y^{(m)} |n\rangle \) and \( |\hat{a}\rangle = \sum_n \hat{a}_n |n\rangle \), respectively. Without loss of generality, we assume all quantum states in this paper are normalized, and the final result should be rescaled accordingly. The remaining question now is how to treat \( A^+ \). It is natural to take it as a operator, and the prediction finally writes as \( \hat{y} = \langle \hat{a}| A^+ |y\rangle \).

One should pay special attention to the following aspects for this approach [13]. Firstly, \( A^T \) is not a square matrix, and the Hilbert space should be extended to define a square matrix that contains \( A^T \). Secondly, two HHL-like algorithms for applying \( A^T \) and \( (A^T A + \chi I)^{-1} \) sequentially are required. Thirdly, both \( A^T \) and \( (A^T A + \chi I)^{-1} \) are not unitary in general, there must be some non-unitary procedure such as measurements or projections in the algorithm. Thus, measurement is required in the middle of the algorithm.

An alternative approach to circumvent the above problems is to treat \( A^+ \) as a quantum state [23]. This is possible by rewriting the prediction as a tensor formula

\[
    \hat{y} = \sum_i \frac{\lambda_i}{\lambda_i^2 + \chi} (u_i \otimes v_i)^T y \otimes \hat{a},
\]

which is an inner product between two vectors. Accordingly, we may write the quantum state corresponds to \( A^+ \) as \( |\psi_{A^+}\rangle = \sum_i \frac{\lambda_i}{\lambda_i^2 + \chi} |u_i\rangle \otimes |v_i\rangle \), where \( c \) is introduced for normalization. Then, the prediction \( \hat{y} \) is obtained as the inner product between \( |\psi_{A^+}\rangle \) and \( |\psi_y\rangle \otimes |\psi_a\rangle \), up to a constant factor \( \frac{1}{c} \).

On the other hand, the input data \( A \) can be loaded as a quantum state \( |\psi_A\rangle = \sum_{m,n} a^{(m)}_n |m\rangle |n\rangle \), where the second equality comes from Schmidt decomposition. Thus, the key task is to find a quantum algorithm that transforms \( |\psi_A\rangle \) to \( |\psi_{A^+}\rangle \). After loading data \( A \) as initial state \( |\psi_A\rangle \), different quantum techniques may be used to steer the system from initial state \( |\psi_A\rangle \) to the target state \( |\psi_{A^+}\rangle \).

Since both \( |\psi_A\rangle \) and \( |\psi_{A^+}\rangle \) are bipartite quantum states, an investigation of their entanglement structure may inspire the design of the quantum algorithm. They share the same entangling basis of \( \{|\psi_u\rangle \otimes |\psi_v\rangle \}\) with different coefficients, where \( |\psi_v\rangle \in \mathbb{R}^N \) are eigenstates in feature space and \( |\psi_u\rangle \in \mathbb{R}^M \) are eigenstates related to sample space. Then a quantum algorithm can be devised that keeps those basis unchanged, while the coefficients are transformed in the form of \( g(\lambda) = \frac{1}{\lambda^2 + \chi} \). Such a transformation has been realized using ancillary qubits [13, 20, 23].

It should be pointed out that focusing on \( |\psi_{A^+}\rangle \) instead of the stats of parameters \( |\psi_w\rangle \) has its own advantages, especially when there are multiple target values for linear regression. For example, based on the features of one person, one can predict two target values such as both income and cost. In such a case, predictions are obtained by inner product of \( |\psi_{A^+}\rangle \) and \( |\psi_a\rangle |\psi_y\rangle (t = 1, 2 \text{ for income and cost}), separately. In other words, once \( |\psi_{A^+}\rangle \) is obtained it can be applied for linear regression with different target vectors. On the other hand, \( |\psi_{w_i}\rangle \) is specified to fixed target value. Moreover, one may construct the later from the former for each target vector \( |\psi_{y_i}\rangle \) as

\[
    |\psi_{w_i}\rangle = \sum_i \frac{c_i}{\lambda_i^2 + \chi} (\langle \psi_y | \langle \psi_u | |\psi_{y_i}\rangle |\psi_{w_i}\rangle. \tag{2}
\]

In this sense, \( |\psi_{A^+}\rangle \) is more fundamental than \( |\psi_{w_i}\rangle \). In our implementation, we adopt this more efficient way.

### III. EXISTING ALL-QUBIT APPROACH

Before proposing the hybrid approach using both qubits and qudits, we first recall how to do quantum linear regression with all-qubit systems, where regularization has not been considered [13, 19, 23]. An analysis is given to show that the all-qubit approach demands for lots of ancillary qubits in several main procedures of quantum linear regression. This motivates us to propose a hybrid approach that is more efficient.

Basically, there are two subroutines in the algorithm of all-qubit approach. Firstly, quantum phase estimation is
applied that registers \( \lambda_i \) in ancillary qubits; secondly, coefficients \( \frac{1}{\lambda_i} \) are obtained by a conditional rotation on an extra ancillary qubit and then a projection to \( |1\rangle \) state. The success rate of projecting to \( |1\rangle \) is proportional to the conditional number \( \kappa = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} \), where \( \lambda_{\text{max}}/\lambda_{\text{min}} \) stands for largest/smallest singular values of \( A \). Under bad conditional number, e.g., \( \kappa_c \sim O(N) \) (which naturally arise for low-rank \( A^TA \)), the runtime will scale with \( O(N) \) and thus destroy the exponentially speed-up. This issue, as will be demonstrated later, can be remedied by introducing regularization.

We analyze the cost of resource, especially on the number of qubits. For the quantum phase estimation, firstly, series of \( \{ e^{iA^TA}\tau \} \) with different time \( \tau \) should be constructed. Secondly, since \( \lambda_i \) are typically continuous numbers, to encode them with precision \( \varepsilon \), a number of \( O(\log \varepsilon^{-1}) \) qubits is required. If regularization is included, a quantum circuit for quantum addition is required, which requires extra \( O(\log \varepsilon^{-1}) \) qubits. For singular value transformation, to realize the required conditional rotation an oracle should be constructed which would involves many qubits depending on the precision. Importantly, for all processes, although lots of ancillary qubits should be used, they would be discarded finally. Since their role is just to register singular values and further give singular value transformation, it is desirable for alternative approach that requires less resource of qubits.

It is known that the quantum phase estimation as well as the quantum addition are more naturally and efficiently implemented in a quantum system with continuous variables \( \mathcal{G} \) (also see Appendix A). On the other hand, vectors of classical data are better encoded in quantum states of qubit systems, as each component of a vector now becomes the corresponding amplitude directly, while encoding in qumodes this would be much complicated \( \mathcal{S} \). Given the above two considerations, it naturally calls for a hybrid quantum computing approach that exploits both the advantages of qubits and qumodes, as would be explored in this paper.

IV. QUANTUM ALGORITHM USING TWO AUXILIARY QUMODES

We present the quantum algorithm for linear regression using two auxiliary qumodes. Further discussions will be presented in Sec. [V]. We introduce qumodes \( |x\rangle_q \) and \( |x\rangle_p \), which are eigenstates of conjugate quadrature field operators \( \hat{q} \) and \( \hat{p} \) (such as momentum and position operators), respectively. As \( \{\hat{q}, \hat{p}\} = i \), we have \( |q\rangle_q = \frac{1}{\sqrt{2\pi}} \int dp e^{-iqp} |p\rangle_p \). It should be emphasized that the squeezing factor can not be infinite physically. Nevertheless, we first present the algorithm for the case of infinite squeezing, as the main procedures of the algorithm is more clearly revealed. We then stress the importance of finite squeezing and modify the algorithm accordingly.

The algorithm under infinite squeezing can be summarized as following:

1. **State preparation.** Load training data \( \{ \mathbf{a}^{(m)} \} \) into a quantum state \( |\psi_A\rangle = \sum_m |m\rangle |\psi_{A^{(m)}}\rangle \) with quantum random access memory \([24–26]\). Two qumodes are initialized in \( |0\rangle_{q_1} |0\rangle_{q_2} \).

2. **Quantum phase estimation.** Perform \( \int dp \left| p \right. \{ \eta \lambda_i^2 |p\rangle q_2 \right| \), which leads to

\[
\sum_i \lambda_i |\psi_{u_i}\rangle |\psi_{v_i}\rangle \int dp |p\rangle q_1 |\eta \lambda_i^2 p\rangle q_2 .
\]

This step encodes singular values of \( A^TA \) into the entangled two qumodes.

3. **Regularization.** Perform \( e^{i\eta \chi^2 \hat{p} \hat{q}} \) that shifts \( q_2 \) mode to \( |\eta (\lambda_i^2 + \chi) p\rangle q_2 \).

4. **Singular-value transformation.** After a homodyne detection on qumode \( q_2 \) with result \( q_s = 0 \), the state collapses to \( |\psi_{A^{+}}\rangle \), where qumodes are discarded since they are disentangled from qubits. This step transforms quantum amplitudes from \( \{ \lambda_i \} \) to \( \{ \frac{\lambda_i}{\sqrt{\lambda_i^2 + \chi^2}} \} \).

5. **Prediction.** For new data \( \mathbf{\hat{a}} \), prepare the reference state \( |\Psi_R\rangle = |y\rangle |\psi_\mathbf{a}\rangle \). The prediction \( \hat{y} \) is proportional to the inner product between the target state \( |\psi_{A^{+}}\rangle \) and \( |\Psi_R\rangle \), denoted as \( \hat{y} \), which can be implemented using the method \([16–27]\). Introduce an ancillary qubit and construct an entangled state as following \( |\Psi\rangle = \frac{1}{\sqrt{2}}(|0\rangle |\Psi_R\rangle + |1\rangle |\psi_{A^{+}}\rangle) \). Then, a \( \sigma_z \) measurement on the ancillary qubit of quantum state \( |\Psi\rangle \) gives the output +1 with probability \( \frac{1}{2} (1 + c \hat{y}) \). Thus \( \hat{y} = \frac{2p - 1}{c} \).

The above-presumed infinite squeezing factor is impractical implementable, and success rate for post-selecting \( q_s = 0 \) is vanishing.

We now take finite squeezing into account, which leads to a modification of the algorithm in three places. Firstly, in the state preparation two qumodes are prepared as

\[
|G_{12}\rangle = s^{-1} \pi^{-\frac{1}{2}} \int dp_1 dp_2 e^{-\left(\hat{p}_1^2 + \hat{p}_2^2\right)/2s^2} |p_1\rangle_p |p_2\rangle_p.
\]

FIG. 1. Illustration of the hybrid approach that exploits the best of both qubits and qumodes. In our implementation of quantum linear regression qubits and qumodes are minimal coupled by connecting only to an ancillary qubit.
with a squeezing factor $s$. Since $|q\rangle = \frac{1}{\sqrt{2\pi}} \int dp e^{-ipq}|p\rangle$, $|G_{12}\rangle = |0\rangle_{q_1}|0\rangle_{q_2}$ at $s \to \infty$ limit. Secondly, in the singular-value transformation, to fully disentangle qubits and qumodes, two qumodes are post-selected as $q_1 = Q_1$ and $q_2 = Q_2$ using homodyne detection. To get a nonzero success rate, we can let the point $(Q_1, Q_2)$ locates within a small area proportional to $\epsilon_q$ centered at $(0, 0)$ (see Appendix [3]). Now, the unnormalized state can be written as

$$|\psi_A\rangle = \sum_i \lambda_i B_i(Q_1, Q_2)|\psi_{u_i}\rangle|\psi_{v_i}\rangle$$  (3)

where $B_i(Q_1, Q_2) \sim e^{-(Q_1^2 + Q_2^2)/2\alpha^2\sigma^2/\sigma_{Q_i}}$ at the limit $\alpha^2 s^4 \sim \epsilon_q^{-1}$. Here $\alpha_i = \eta(\lambda^2 + \chi)$. Compared with $|\psi_{A^+}\rangle$, each coefficient now is multiplied by $B_i(Q_1, Q_2)$ correspondingly. So, $|\psi_{A^+}\rangle$ reduces to $|\psi_{A^+}\rangle$. In this sense $\epsilon_q$ is an error. We may take $B_i(Q_1, Q_2)$ as an extra regularization due to finite squeezing $\epsilon_q$. We will discuss this in Sec. [V]. Thirdly, we use $|\psi_{A^+}\rangle$ in the prediction. Note $y'$ is up to a factor to the required prediction $y = e' y'$. Such a factor can be obtained as the ratio between $y(m)$ and $\hat{y}(m)$. Here $\hat{y}(m)$ is the predicted value of training data $\hat{x}(m)$. The factor $e'$ can be more accurate by averaging on predicted values of a number of training data.

At this stage, we proceed to give some implementation details. While involving only with qumodes, standard techniques of Gaussian quantum information processing [28] are sufficient for the algorithm, which includes the following procedures. In the state preparation, the squeezing state $|G_{12}\rangle$ can be obtained using displacement operator and squeezing operator. In the regularization step the operator is just a conditioned-phase gate. Finally, in the singular value transformation, homodyne detection of $q$ modes is required.

The essential part of the implementation of the algorithm is to construct the operator $U = e^{i\eta A^T \hat{p}_1 \hat{p}_2}$ for the quantum phase estimation. As $U$ extracts singular values implied in states of qubits and registers them on entangled qumodes, it is essentially a hybrid quantum operator. Effectively constructing of $U$ involves a density matrix exponentization of $A^T A$ using the method in Ref. [19-29]. Further, the required exponential swap gate should be modified [9] to couple the density matrix $A^T A$ to $\hat{p}_1 \hat{p}_2$. The density matrix exponentization $e^{i\Theta}$ of density $\rho = A^T A$ can be obtained by repeatedly applies the exponential swap operation and tracking out $\rho$.

$$\text{Tr}(e^{i\delta S_{mn}} \rho \otimes \rho'^{-i\delta S_{mn}^*}) = e^{i\delta \rho} \rho'^{-i\delta \rho} + O(\delta^2).$$  (4)

Here $S_{nm}$ is the swap operator. To construct $U$, the exponential swap operator should be modified as

$$e^{i\delta \eta \hat{p}_1 \hat{p}_2} S_{mn} = C_{S} R^x_{\hat{p}_1 \hat{p}_2} (\delta \eta \hat{p}_1 \hat{p}_2) C_{S}.$$  (5)

Here $R^x_{\hat{p}_1 \hat{p}_2} (\delta \eta \hat{p}_1 \hat{p}_2) = e^{i\delta \eta \hat{p}_1 \hat{p}_2}$, and $C_{S} = C_{S}^\dagger C_{S}^\dagger ...$ is a control swap operator on multi-modes, where $C_{S}^\dagger \hat{s}$ swap between $\alpha$ and $\alpha'$, conditioned on the ancillary qubit $a$.

![Quantum circuit for implementing modified exponential swap gate. An ancillary qubit is prepared at $|+\rangle$. Qumodes and qubits are not directly coupled.](image)

Note that Eq. [5] is a hybrid approach version of the one in an optical system [9]. The conditional swap operator is constructed as $C_{bb}^\dagger = C_{bb} T_{ab'b'}C_{bb'}$, where $C_{bb'}$ is Control-NOT gate that takes $b'(b')$ as the control(target), and $T_{ab'b'}$ is the Toffoli gate that conditioned on both $b'$ and the ancillary qubit $a$. Initially the ancillary qubit $a$ is set in state $|+\rangle_a = \frac{1}{\sqrt{2}}(|0\rangle_a + |1\rangle_a)$. We now have

$$\text{Tr}(e^{i\delta \eta \hat{p}_1 \hat{p}_2} S_{mn} \rho \otimes \rho'^{-i\delta \eta \hat{p}_1 \hat{p}_2} S_{mn}^*) = 1 + i\delta \rho_1 \rho_2 \rho'^{-i\delta \eta \hat{p}_1 \hat{p}_2} + O(\delta^2).$$

Set $\rho = A^T A$ we obtain $e^{i\delta \eta \hat{A}^T \hat{A} \hat{p}_1 \hat{p}_2}$. To construct $U$ with desired precision $\epsilon$ it requires $O(\delta^{-2}\epsilon^{-1})$ copies of $\rho$, which turns to be $O(\epsilon^{-3})$ for nonsparse and low-rank $A^T A$ [17].

A key component of our hybrid approach is to construct the hybrid operator $R^x_{\hat{p}_1 \hat{p}_2} (\delta \eta \hat{p}_1 \hat{p}_2) = e^{i\delta \eta \hat{p}_1 \hat{p}_2} \hat{p}_1 \hat{p}_2$, which involves a coupling of one qubit to two qumodes. Such a term would not appear naturally in a physical system. Nevertheless, it can be obtained by using basic hybrid quantum operators [8], using the following inter-twined quantum evolution $e^{iH_2 \delta t} e^{iH_1 \delta t} e^{-iH_2 \delta t} e^{-iH_1 \delta t} = e^{-i[H_1, H_2] \delta t^2} + O(\delta^3)$. Let $H_1 = q \hat{p}_2 \sigma_y$ and $H_2 = q \hat{p}_2 \sigma_x$. Repeat the evolution $\frac{1}{\sigma^2 \delta t}$ times then we have $R_{\hat{p}_1 \hat{p}_2} (\delta \eta \hat{p}_1 \hat{p}_2)$.

We briefly discuss how to implement the algorithm physically in trapped ions. It is emphasized that the hybrid approach is more feasible for a physical implementation, comparing to the all-qubit approach. For trapped ions, the internal states and motions of trapped ions can respectively serve as discrete and continuous variables for encoding information, and the shape of the trap, external lasers as well as the interactions between ions can be utilized or controlled to manipulate them [30-35]. The setup contains ions in a Pauli trap lined in the $z$ direction. A specified ion, called a-ion, provides its motion modes in $x$ and $y$ directions as two qumodes, and one qubit as the ancillary qubit. We initialize two qumodes in squeezing states of momentum, and the ancillary qubit in $|0\rangle_a$. Also, $n$ copies of $|\psi_A\rangle$
and the reference state $\psi_R$ are prepared using internal states of ions. In the phase estimation, the conditional exponential swap operator turns to be $e^{i\delta t g_2 q_2 \sigma_y S_m} = C_S H_2 R_2^{\dagger} (\delta t q_2 \sigma_y) H_2 C_S$, where $H_2$ is the Hadamard gate on the ancillary qubit. The conditional swap operator $C_S$ has been realized experimentally in trapped ions [36]. Setting $H_1 = g_y q_y \sigma_x, H_2 = g_y q_y \sigma_y$, which can be realized using lasers for simulating Dirac equations [34, 35], the hybrid gate $R_2^{\dagger} (\delta t q_2 \sigma_y)$ is realizable, using the intertwined quantum evolution of $H_1$ and $H_2$. The regularization demands for a controlled-phase gate $C_z = e^{i\chi q_y \sigma_z}$. Note that $e^{ik_0 t(q_x + q_y)^2} e^{-ik_0 t q_x^2} e^{-ik_0 t q_y^2} = e^{i2k_0 t q_x q_y}$. Then by relaxing the trap along $x, y$ directions and strengthening it along $x = -y$ direction for a-ion, we can realize $C_z$ approximately by setting $2k_0 t = \chi$. The singular value transformation can be implemented with homodyne detection of approximate zero momentum, using the motion tomography method in Ref. [37]. In the prediction, a swap test [38] can access $|\tilde{y}| = \sqrt{2p - 1}$, where $p = \frac{1}{2} (1 + |\langle \psi_A | \psi_R \rangle|^2)$ is the success rate of projecting the ancillary qubit into $|1\rangle_a$ state. The sign of $\tilde{y}$ should be determined by other means [23].

V. DISCUSSIONS AND CONCLUSIONS

The hybrid approach for quantum linear regression is similar to that of the all-qubit approach. Both use auxiliary modes to encode information of singular values; and finally project out the auxiliary modes which at the same time gives the singular value transformation. However, the hybrid approach exploits the infinite dimension of qumodes and is essentially different in several aspects. Firstly, it uses entangled qumodes to achieve the singular value transformation. This is unique for continuous variable quantum states (see Appendix A for a more general investigation). Secondly, the finite squeezing factor $s$ plays a basic role which is absent for the all-qubit approach. Those lead to some distinct properties for the algorithm, as would be revealed below.

We first analyze the runtime of the hybrid approach using two qumodes. It mainly arises from the construction of operator $U = e^{i\eta A^T A q_2 \sigma_2}$ for the quantum phase estimation, and the success rate of homodyne detection at the step of singular value transformation. To construct $U$, it requires $O(t^2 \varepsilon)$ copies of density matrix $A^T A$ with desired precision $\varepsilon$. Meanwhile, each copy of density matrix $A^T A$ can be obtained from $|\psi_A\rangle$ that takes runtime $O(\log (MN))$ using qRAM. For non-sparse and low-rank $A^T A$, estimating singular value to precision $\varepsilon$ by quantum phase estimation takes time $t = O(\varepsilon^{-1})$. Thus the runtime in the phase estimation is $O(\varepsilon^{-3} \log (MN))$. The runtime for singular value transformation turns to be $O(\varepsilon^{-2})$ (see Appendix B). In total, the runtime scales as $O(\varepsilon^{-2} \varepsilon^{-3} \log (MN))$.

We investigate the role of the regularization parameter $\chi$ and the squeezing factor $s$ for quantum speed-up and accuracy. For low-rank $A^T A$, we expect $\lambda_{\min} \sim O(1)$ and $\lambda_{\min} \sim O(N^{-\frac{1}{2}})$, which corresponds to the case of bad conditional number. Without regularization, the exponential speed-up loses in the all-qubit approach [10]. In our hybrid approach, however, exponential speed-up always holds under a constant error $\epsilon_q$ once we set $s \sim O(N^{\frac{1}{2}})$ (recalling that $(\lambda_i^2 + \chi)^2 s^4 \sim \epsilon_q^{-1}$). Moreover, with regularization, the required squeezing factor becomes $s \sim O(\sqrt{\log (N)})$ if we set $\chi \sim O(\log (N))$, which greatly reduces the requiring resource of squeezing.

We also mention the shrinkage effects [39] due to the regularization and finite squeezing. Firstly, regularization introduces a shrinkage that the coefficients in $|\psi_A\rangle$ are $\frac{\lambda_i}{\lambda_i^2 + \chi}$, instead of $\frac{1}{\lambda_i^2 + \chi}$ for the case without regularization. The extent of shrinkage is higher for small singular values (low variance components) and lower for large singular values (high variance components). Further, in the case of finite squeezing, the final state we obtain is $|\psi_A\rangle$ instead of $|\psi_A\rangle$, that is, each coefficient is rescaled by $B_i (Q_1, Q_2)$, correspondingly. This further reduces the weighting of low variance components. Rather than taking $B_i (Q_1, Q_2)$ as an imperfection of the algorithm, we can consider it as an extra regularization due to finite squeezing. Whether this regularization will improve the performance of prediction is an interesting question and we would leave it for further investigation.

It is meaningful to highlight the role of squeezing factor $s$ in the algorithm. On one hand, it is related to the success rate of post-selection. The smaller $s$, the bigger $\epsilon_q$, and thus the higher the success rate. On the other hand, smaller $s$ leads to a bigger shrinkage. Thus, a proper squeezing factor $s$ is not only necessary for efficiently implementing the quantum algorithm, but also may be beneficial for machine learning.

In summary, we adopt a hybrid approach for quantum linear regression, exploiting the advantage of qubits for encoding data and the efficiency of auxiliary qumodes for implementing phase estimations and singular value transformation. The regularization can be incorporated directly with a controlled phase gate on two qumodes. This regularization can remedy the issue of bad condition number by reducing the requirement of squeezing resource, and thus is important for running the quantum algorithm efficiently. Our hybrid approaches have the same order of runtime as the all-qubit regarding to the dimension of data $N$, the number of training data (samples) $M$, and the precision $\varepsilon$, but can save the using of auxiliary qubits at the price of requiring finite squeezing states with qumodes. We also demonstrates the important role of finite squeezing for efficiently running the algorithm. Moreover, we show that the shrinkage effect due to finite squeezing may provide a new type of regularization for linear regression. We wish that the hybrid approach may allow us to design quantum algorithms with more flexibility and efficiency, and may even provide new insights for quantum machine learning, by exploiting the infinite dimensionality as well as the finite squeezing nature of qumodes.
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Appendix A: Qumodes for quantum computing

Quantum phase estimation. At the heart of QPE is quantum Fourier transformation which gives exponential speed-up, as performing QFT on $N$ qubits takes the order of $N^2$ quantum operations, while fast Fourier transformation takes $O(N^2)$. It is noted that Fourier transformation for quadrature field operators $\hat{p}$ and $\hat{q}$ is inherent, as revealed by the relation of their eigenstates $|q\rangle$ and $|p\rangle$, which takes the form $|q\rangle = \frac{1}{\sqrt{2^n}} \int dp e^{-ipq} |p\rangle$. Based on the inherent QFT in qumodes, quantum phase estimation [3] routine can be much simplified. Note $H|e_i\rangle = E_i|e_i\rangle$. To write eigenvalues into the register qumode, one just need to perform quantum gate $U = e^{iH}\rho$ on $|\psi\rangle|0\rangle$, which results in $\sum_i \psi_i|e_i\rangle E_i|q\rangle$. The registering of eigenvalues in qumodes is just a shift of position (momentum), with the quantity determined by the eigenvalues obtained as $H$ works on its eigenstate. Remarkably, only a single qumode with squeezing factor $\eta$
\( \varepsilon^{-1} \) is required for desired precision \( \varepsilon \). In contrast, for all-qubit system, registering \( E_i \) with same precision requires \( O(\log \varepsilon^{-1}) \) qubits.

Quantum addition. Consider \( a + b \). First encode \( a \) as \( |a\rangle_q \), then the addition is can be realized by performing the shift operator \( e^{i\hbar p} \) on \( |a\rangle_q \), and it is easy to see that the output is \( |a + b\rangle_q \). In general, floating computing is more conveniently implemented in the continuous-variable quantum computing setup \cite{[6]}.

Transformation of quantum amplitudes using entangled qumodes. The task is to transform the initial state \( \sum_i |\psi_i\rangle \) to \( \sum_i g(\lambda_i)|\psi_i\rangle \) (unnormalized), where \( \lambda_i \) relates to \( |\psi_i\rangle \), such as a pair of eigenvalue and eigenstate. Here quantum amplitudes are mapped as \( a_i \rightarrow a_i g(\lambda_i) \). We show how this can be achieved using entangled qumodes and projection. This is unique for entangled states of continuous-variable. For illustration we give the derivation only for infinite squeezing. We assume that the following quantum state can be prepared,

\[
|\psi\rangle = \sum_i |\psi_i\rangle \int dp|p\rangle_{p_1}|\lambda_i p\rangle_{q_2}.
\]  

(A1)

Take a homodyne detection on qumode \( q_2 \) and if the result is \( \eta, p = q_s \), then the state collapses to

\[
\sum_i \frac{1}{\lambda_i} |\psi_i\rangle |q_s\rangle_{p_1},
\]  

(A2)

where \( q_2 \) mode has been discarded. Further, post-selecting of \( q_s = 0 \), then this can realize \( g(\lambda) = \frac{1}{\lambda} \). General \( g(\lambda) \) in principle can be implemented as follows. Firstly, quantum float computation \cite{[6]} allows a mapping from \( |\lambda_i p\rangle_{q_2} \) to \( |1/g(\lambda_i p)\rangle_{q_2} \). Then, a homodyne measurement on the qumode \( q_2 \) leads to the state

\[
\sum_i g(\lambda_i) |\psi_i\rangle |g^{-1}(q_{s-1})\rangle_{p_1}.
\]  

(A3)

which multiplies the coefficient by \( g(\lambda_i) \), respectively. It is required that \( g^{-1}(q_{s-1}) = 0 \) for some given \( q_s \) to disentangle the \( p_1 \) qumode. For instance, when \( g(x) = x^{-n} \) \( (n > 0) \), we can chose \( q_s = 0 \).

Appendix B: Finite squeezing analysis

Let us consider squeezed states with squeezing factor \( s \), following the method in Ref. \cite{[9]}. Then, the unitary operator \( U = e^{i\eta A^T A p_1 p_2} \) performs on the prepared state

\[
|\Psi\rangle \propto |\psi_A\rangle \int dp_1 dp_2 e^{-(p_1^2 + p_2^2)/2s^2} |p_1\rangle_{p_1} |p_2\rangle_{p_2}.
\]  

(B1)

We emphasize that the factor \( s^{-1} \) should not be dropped when analyzing the runtime behavior. It follows by the operator \( e^{i\eta A^T A p_1 p_2} \) realizing a regularization. To unentangle qumodes from qubits, homodyne detections are conducted on both qumodes with results \( q_1 = Q_1 \) and \( q_2 = Q_2 \). Then the quantum state turns to be

\[
\sum_i \lambda_i B_i(Q_1, Q_2)|\psi_{ii}\rangle |\psi_{ii}\rangle |Q_1\rangle_{q_1} |Q_2\rangle_{q_2},
\]  

(B2)

where

\[
B_i(Q_1, Q_2) = \int dp_1 dp_2 e^{-(p_1^2 + p_2^2)/2s^2} \exp\left(-\frac{s^2(Q_1^2 + Q_2^2) + 2is^4\alpha_i Q_1 Q_2}{2(1 + s^4\alpha_i^2)}\right).
\]  

(B3)

For brevity we have introduced \( \alpha_i = \eta(\lambda_i^2 + \chi) \). Set \( \alpha_i^2 s^4 \propto \varepsilon_q^{-1} \), then

\[
B_i(Q_1, Q_2) \propto e^{-\frac{(Q_1^2 + Q_2^2)}{2\alpha_i s^4}}.
\]  

(B4)

The width of distribution of both \( Q_1 \) and \( Q_2 \) is \( \alpha_i s \sim \frac{1}{\varepsilon_q s} \). For our task it is natural to let the precision \( \varepsilon_q \) specified to \( \alpha_i \). We let \( Q_1^2 + Q_2^2 \lesssim \varepsilon_q \). Note the probability density is \( |\lambda_i B_i(Q_1, Q_2)|^2 \). Then, the success rate of homodyne detection of two qumodes around the center with area \( \varepsilon_q \) can be approximately calculated through

\[
\sum_i \int_{Q_1^2 + Q_2^2 \leq \alpha_i \varepsilon_q} dQ_1 dQ_2 |\lambda_i B_i(Q_1, Q_2)|^2
\]  

(B5)

The runtime is \( O(\varepsilon_q^{-2}) \), and further if amplitude amplification \cite{[10]} can be applied to continuous variables then the runtime would reduce to \( O(\varepsilon_q^{-3}) \).