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Abstract

Background: The Bland-Altman plot with limit of agreement has been widely used as a visual tool for assessing test-retest reliability or reproducibility between two measurements. We have observed, however, that in certain circumstances the limit of agreement approach may mislead practitioners. Particularly, if the acceptable difference is not available and two readers are highly concordant but the common variance of the data is large, the broad width of the limit of agreement plot may incorrectly indicate a lack of agreement.

Methods: This paper proposes a novel, scaled index-based guidance for graphical evaluation of reproducibility or reliability. We create a reference band from two measurements, which is based on the concordance correlation coefficient.

Results: Simulation studies have been carried out to demonstrate the benefits of our method over the limit of agreement. We also consider the application to the real examples, including the peak expiratory flow rate data in Bland and Altman’s paper and the test-retest reproducibility data of Radiomics study.

Conclusions: In absence of acceptable difference, we found that the limit of agreement seems to derive subjective inference and may not be consistent with concordance correlation coefficient. Our simulation study results and real data application show that the proposed method can provide practitioners with a novel graphical evaluation method which is consistent with results from concordance correlation coefficient approach than the limit of agreement approach.
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Background

In the process of development of new predictors or features in clinical studies, it is essential to assess how reliable or reproducible they are. The reliability or reproducibility of the features are evaluated by either unscaled summary indices based on absolute difference of measurements such as limit of agreement (LoA) (1-3), coverage probability (CP) and total deviation index (TDI) (4, 5) or scaled summary indices such as the concordance correlation coefficient (CCC) by Lin (6) or intraclass correlation coefficient (ICC). If the difference is interpretable and acceptable difference is available between measurements (e.g., blood pressure, peak expiratory flow rate in Bland and Altman(1), etc.), unscaled indices should be selected for assessing reliability or reproducibility. However, if the difference may not be interpretable and acceptable difference is not available, ICC or CCC are commonly selected as scaled indices for two or more continuous measurements. For example, Balagurunathan et al. (7) developed 219 quantitative 3D imaging features derived from computed tomographic (CT) images, which may be useful as prognostic biomarkers in non-small cell lung cancer studies. These imaging features include texture features such as pixel histogram, run length, co-occurrence, 3D-Laws, and the difference of these features are hard to be clinically interpreted and thus the acceptable difference for such feature cannot be predetermined. The CCC was selected to evaluate the reproducibility or reliability of imaging features. More details regarding definition of repeatability, reproducibility, validity, reliability and agreement indices for continuous measurements are available in Barnhart et al. (8). We use agreement, reliability and reproducibility interchangeably in this paper since we seek to propose a novel visual tool for assessing agreement between two measurements. The pros and cons of different agreement indices are well compared in Barnhart et al. (9).

The Bland-Altman (B-A) plot with the LoA has been widely used as a visual tool for assessing agreement due to simplicity and intuitive appeal and was reported as one of the top 100 most cited papers of all time (Van Noorden et al. (10)). Suppose that \( n \) pairs of samples \((X_{1j}, X_{2j}), j = 1, \ldots, n\) are collected independently from a bivariate normal distribution \(X = (X_1, X_2)^T\) with mean \(\mu = (\mu_1, \mu_2)^T\) and variance-covariance matrix

\[
\begin{pmatrix}
\sigma_1^2 & \rho \sigma_1 \sigma_2 \\
\rho \sigma_1 \sigma_2 & \sigma_2^2
\end{pmatrix},
\]

\(|\rho| < 1\). The CCC, \(\rho_c\), is expressed as the product of two terms;

\[
\rho_c = \rho \bar{C}_b, \quad 0 < \bar{C}_b = \frac{2}{\frac{\sigma_1^2 + \sigma_2^2}{\sigma_1 \sigma_2} \frac{(\mu_1 - \mu_2)^2}{\sigma_1^2 \sigma_2^2}} \leq 1,
\]

where \(\rho\) is the correlation coefficient and the term \(\bar{C}_b\) measures how far the best-fit line deviates from the perfect concordance line \(X_1 = X_2\). Bland and Altman (1) proposed a residual type plot of the observed pairs of data for graphical evaluation of agreement. The LoA is defined as

\[
\bar{d} \pm t_{n-1,0.025} S_d,
\]
where $d_j = X_{2j} - X_{1j}$, $\bar{d} = \frac{1}{n} \sum d_j$, $S_d^2 = \frac{1}{n-1} \sum (d_j - \bar{d})^2$, $t_{n-1,0.025}$ is $100 \times (1-0.025)$ percentile of the $t$-distribution with $n - 1$ degrees of freedom. The LoA contains nearly 95% of the data, and the inference is made by comparing the width of the LoA with the predetermined acceptable difference. The approximate and exact 95% confidence intervals for the LoA were investigated by Bland and Altman (2) and Carkeet (3), respectively. Assuming $C_b = 1$ (i.e., $\mu_1 = \mu_2$ and $\sigma = \sigma_1 = \sigma_2$), $S_d^2$ is an estimator of $2\sigma^2(1 - \rho)$ since the variance of $d_j$ is $2\sigma^2 - 2\rho\sigma^2$, and the LoA is then directly proportional to the between-subject variability (i.e., common standard deviation $\sigma$) and the square root of $1 - \rho$. As in biomarker studies including Balagurunathan et al.’s Radiomics study, the reproducibility of feature was evaluated by CCC but the B-A plot with LoA was presented as graphical illustration of reproducibility. However, the LoA may not be consistent with the CCC values since LoA is an unscaled index while CCC is a scaled index. Thus, a novel, scaled-based graphical evaluation of agreement is needed to address this inconsistency.

In this paper, we seek to present a CCC-based visual tool for assessing agreement in cases where no acceptable difference is available and the scaled index are used for evaluating the reliability or reproducibility. We believe that the proposed method provides practitioners with not only guidelines for a descriptive graphical evaluation of agreement but also useful information such as recognition of patterns and identification of outliers in the data. Methods section of this paper shows how a reference band (RB) as a descriptive visual tool is derived from the CCC. Results section presents simulation results with comparisons to the LoA. A peak expiratory flow rate study data in Bland and Altman’s paper and the Radiomics features extracted from 3D CT images in Balagurunathan et al. are considered as examples in Results section. The paper concludes with final comments in Conclusions section.

**Methods**

Unlike total deviation index (TDI) and coverage probability (CP) by Lin (4), Lin et al.(5), and Escaramis et al. (11), we assume that $C_b = 1$ (i.e., $\mu_1 = \mu_2$ and $\sigma = \sigma_1 = \sigma_2$). Then, $X_{2j} - X_{1j}$ is normally distributed with mean 0 and variance $2\sigma^2(1 - \rho)$, and the pooled estimator $S^2$ for $\sigma^2$,

$$S^2 = \frac{1}{2(n - 1)} \sum_{i=1}^{2} \sum_{j=1}^{n} (X_{ij} - \bar{X}_i)^2, \quad \bar{X}_i = \frac{1}{n} \sum_{j=1}^{n} X_{ij},$$

is distributed as $\sigma^2 \chi^2_v / v$ with degrees of freedom $v = 2(n - 1)$. For a given the correlation coefficient $\rho$, the variable $t = \frac{X_{2j} - X_{1j}}{S\sqrt{2(1-\rho)}}$ is distributed as a central $t$-distribution with degrees of freedom $v$. Thus, the probability over a band in $(X_1, X_2)$ plane defined as
\( \Re(X) = (X_1, X_2), -\infty < X_1 < \infty, X_1 - \omega_r \leq X_2 \leq X_1 + \omega_r, \omega_r = t_{v, \alpha/2} S \sqrt{2(1 - \rho)} \)

is exactly \( 1 - \alpha \) under the assumption that \( C_b = 1 \).

For a graphical tool for assessing agreement, we introduce \( 100(1 - \alpha) \% \) “reference band (RB)” \( \Re(X) \) with width \( \omega_r \) for a given confidence level \( 1 - \alpha \) and degrees of freedom \( v \). The two lines, \( X_2 - X_1 = \pm \omega_r \), in \( \left( \frac{X_1 + X_2}{2}, X_2 - X_1 \right) \) plane, are the boundary lines of the RB, as illustrated in Figure 1. The benefit of the difference against the average plot over \( X_1 \) against \( X_2 \) plot with 45° line is that it allows us to better investigate any possible relationship between the discrepancies and the average values (Bland and Altman (2)). If the absolute value of the difference \( |X_2 - X_1| \) exceeds the width \( \omega_r \), those data can then be viewed as outliers from the RB.

Practitioners may choose different values of the CCC for a lower bound of excellent concordance, depending on their practical interpretation of the CCC. In this paper, we employ the lower bound of the CCC of 0.75 for excellent concordance, and this threshold has been well accepted in Nickerson (12) and Rosner (13). Assuming \( C_b = 1 \), the width of the RB is

\[ \omega_r = \frac{1}{\sqrt{2}} t_{v, \alpha/2} S. \]

It is clear that excellent concordance would not be achieved if \( \rho \) is lower than 0.75 since \( 0 < C_b \leq 1 \). Thus, nearly 95% of data should be located within the RB if the CCC is at least 0.75 and \( C_b = 1 \). Note that the random samples from a bivariate normal variable are distributed to the line

\[ X_2 = \frac{\sigma_2}{\sigma_1} (X_1 - \mu_1) + \mu_2 \]

in \( (X_1, X_2) \) plane, and that the slope of the best-fit line would be negative for \( \sigma_2 < \sigma_1 \), positive for \( \sigma_2 > \sigma_1 \), and 0 for \( \sigma_2 = \sigma_1 \) in \( \left( \frac{X_1 + X_2}{2}, X_2 - X_1 \right) \) plane. Thus, the vertical shift of the mean difference from 0 and the slope of the best-fit line indicate the degree of heterogeneity of the two means and variances. We will investigate this in Section 3.

**Results**

**Simulation Studies**

This section considers four different scenarios to illustrate the performance of our approach; the results are compared with those obtained by the LoA approach by using 50 simulated data. The RB in \( \left( \frac{X_1 + X_2}{2}, X_2 - X_1 \right) \) plane is constructed by using \( \alpha = 0.05 \) and the CCC of 0.75 as the lower limit of excellent concordance. To simulate data, the normally distributed bivariate random numbers with \( \rho \) were
generated by the method by Kim (14). Scenario I evaluates the number of outliers detected by proposed method when \( \rho_c = 0.75 \) and \( C_b = 1 \). In scenario II and III, the proposed method is compared with the LoA of B-A plot when data are highly concordant (\( \rho = 0.95 \) and \( C_b = 1 \)) and the common variance is relatively small (\( \sigma_1 = \sigma_2 = 1 \)) or large (\( \sigma_1 = \sigma_2 = 2 \)). The effect of heterogeneity of both two variances and means is investigated in Scenario IV. Table 1 summarizes the parameters used for the scenarios, the estimates of \( \rho_c, \rho, \omega_r, S, S_d \), the number of outliers of the proposed method, and the width of the LoA of B-A plot. The graphical comparisons are provided in Figure 2.

**Scenario I** (\( \mu_1 = \mu_2 = 1, \sigma_1 = \sigma_2 = 1; C_b = 1, \rho = 0.75; \rho_c = 0.75 \)) The data are randomly distributed to the line \( X_2 - X_1 = 0 \) in \( \left( X_1 + X_2, X_2 - X_1 \right) \) plane (top and left panel of Figure 2). No pattern is detected and nearly 4% of data deviates from the RB, which implies that data is close to CCC of 0.75. Note that the width of the RB (\( \omega_r = 1.353 \)) is close to that of the LoA (width = 1.387) since \( S_d = 0.69 \).

**Scenario II** (\( \mu_1 = \mu_2 = 1, \sigma_1 = \sigma_2 = 1; C_b = 1, \rho = 0.95; \rho_c = 0.95 \)) As in scenario I, no pattern is detected, which indicates that the bias correction factor, \( C_b \), would be close 1. Compared with scenario I, no data is deviated from the RB, while approximately 95% of data is located within the LoA as depicted in the top right panel of Figure 2. Based on the proposed approach, it is apparent that the agreement of the data is considerably higher than 0.75 since all data are clustered near 0 within the RB and the slope of best-fit line seems to be near 0.

**Scenario III** (\( \mu_1 = \mu_2 = 1, \sigma_1 = \sigma_2 = 2; C_b = 1, \rho = 0.95; \rho_c = 0.95 \)) Compared with scenario II, the only difference is that both \( \sigma_1 \) and \( \sigma_2 \) are increased to 2, and the RB and the LoA are almost two-folds of scenario II (lower left panel of Figure 2 and Table 1). It appears less concordant than scenario II based on the width of LoA, despite of the fact that, the CCC of scenario III is the same as scenario II. Indeed, the degree of concordance of scenario III appears similar to that of scenario II. The proposed RB method correctly reflects its concordant level with no deviates of the data point from the RB.

**Scenario IV** (\( \mu_1 = 1, \mu_2 = 2, \sigma_1 = 1, \sigma_2 = 2; C_b = 2/3, \rho = 0.9; \rho_c = 0.6 \)) \( \ln \left( \frac{X_1 + X_2}{2}, X_2 - X_1 \right) \) plane, the data are vertically shifted (lower right panel), and the slope of best-fit line is positive, showing \( \sigma_1 < \sigma_2 \). Thus, it is anticipated that the bias correction factor, \( C_b \), is much smaller than 1. Nearly 16% of data deviates from the RB, which implies that the value of CCC seems much lower than 0.75. However, the centerline of the LoA moves up by the mean of the differences, \( \bar{d} \), while about 95% of the data remains within the LoA. The width of the LoA (width = 2.347) is larger than that of the proposed method (\( \omega_r = 1.387 \)).
Thus, the proposed method is more consistent with the CCC and provides a better visual tool for evaluating the agreement in comparison with the LoA.

In summary, nearly 95% of the data lie in the LoA for all scenarios, and the visual evaluation on agreement depends on the width of the LoA and the predetermined acceptable difference. If the same acceptable difference is applied to all scenarios, the rank by the LoA approach is that scenario II > scenario I & III > scenario IV, while the proposed method ranks the concordance as scenario II & III > scenario I > scenario IV, based on the number of outliers from the RB. We observe that the proposed method is consistent with the CCC values and is considerably less sensitive to between-subject variability since the CCC is a scaled index. The similar results are obtained for the sample size of 500 (plots and summary tables are omitted).

A graphical comparisons of simulation results for \( n = 500 \) were presented in Supplementary Figure 1 when the data \( X_1 \) and \( X_2 \) are generated from uniform distribution and correlation of 0.65, 0.75, 0.85, and 0.95 by using Demirtas method (15). The numbers of outliers of RB are 53 (10.6%), 42 (8.4%), 23 (4.6%), and 9 (1.8%), respectively. The width of RB is not dependent to correlation \( \rho \) while the width of LoA is inversely associated with \( \rho \) (the width of LoA = 0.47, 0.40, 0.30, and 0.18). Thus, we observed that the proposed method is not sensitive to the sample size and robust to the normality assumption.

Applications to Real Data

A peak expiratory flow rate (PEFR) study data in Bland and Altman's paper (1) and the Radiomics features extracted from 3D CT images in Balagurunathan et al. (7) are investigated as real examples below.

**Example 1 (PEFR data):** PEFR was measured using two different types of equipment: a large Wright peak flow meter and a mini Wright peak flow meter. There are two measurements for each meter, and data are shown in Supplementary Table 1. Only the first measurement by each meter is used for the comparison of our proposed method with the LoA which is obtained as

\[
\bar{d} \pm t_{16,0.025} S_{1-2} = -2.12 \pm 82.18 \text{ (l/min)}.
\]

The boundary lines of the RB are

\[
X_2 - X_1 = \pm \frac{1}{\sqrt{2}} \times t_{3,0.025} 	imes 118.26 = \pm 170.33 \text{ (l/min)},
\]

in \( \left( \frac{X_1+X_2}{2}, X_2 - X_1 \right) \) plane. As depicted in Figure 3, the width of LoA is approximately two-folds of the RB. All data are clustered in the RB, implying that the CCC value would be greater than 0.75 and that the two meters have an excellent concordance based on the scaled index. Note that estimates of the CCC, the
Pearson correlation coefficient, and the bias correction factor are 0.943, 0.943, and 0.999, respectively, due to the large between-subject variability. However, the mini meter would be unacceptable for clinical purposes because the width of LoA (±82.18) is too wide that considered as the evidence of the lack of reproducibility.

**Example 2 (Radiomics Data):** In Balagurunathan et al. study (7), they developed and identified a set of features extracted from CT images that can be converted into quantifiable and minable data as a potential prognostic and predictive biomarker of clinical outcomes. The unenhanced thoracic CT images for 32 patients in test-retest settings were acquired within 15 minutes of each other, using the same CT scanner. All patients had a primary pulmonary tumor of 1cm or larger. A total of 64 lesions (2 per patient) were segmented, and a total of 219 3D features were extracted from CT scans. Two segmentation methods, manual and automatic single-click ensemble segmentation developed by Balagurunathan et al., were used to get the correct segmentation boundaries of tumors. These 219 features can be broadly divided into two classes; non-texture and texture features. Non-texture features include tumor size, shape, and location description, while texture features include pixel histogram, run length, co-occurrence, Laws, and wavelet-based features (see details in Balagurunathan et al. (7)). The first step of the process is to screen out less reproducible features. Unlike PEFR study, it is impractical to determine the acceptable difference for assessing the agreement between two observations. Thus, the scaled index such as CCC would be a reasonable measure for assessing agreement.

In this paper, two non-texture features, shortest × longest diameter and volume, out of 219 features are considered. The log-transformation is taken to improve the normality. The estimated CCC values, \( \hat{\rho}_c \), of two features obtained by two segmentation methods are very close to 1 (Table 2), and the graphical evaluation of agreement is presented in Figure 4. The CCC value of 0.75 is selected as the lower limit of excellent concordance. As shown in Figure 4, all data are clustered near 0 within the RB, all CCC values are considerably larger than 0.75, and it is anticipated from visual evaluation that the agreement of volume by manual segmentation (lower left panel) is the highest while shortest × longest diameter by ensemble segmentation (upper right panel) is the lowest among them, which is consistent with the CCC values, \( \hat{\rho}_c \) (Table 2).

**Conclusions**

The Bland-Altman (B-A) plot with the limit of agreement (LoA) has been widely used as a visual tool for assessing agreement. The agreement is evaluated by comparing acceptable difference with the LoA, an unscaled index. If acceptable difference cannot be determined or difference of data may not be
interpretable, scaled indices such as ICC or CCC may be used to assess the agreement. Despite of the popularity, the B-A plot may mislead practitioners since it may not be consistent with scaled indices, especially when the common variance is large but two measurement are highly concordant (scenario III in comparison with scenario II). In this paper, we propose a novel, CCC-based visual tool for assessing agreement. We propose use of the reference band (RB), using the $\frac{\alpha}{2}$ upper critical point of the $t$–distribution for a given a confidence level $\alpha$ and degrees of freedom $\nu$. In absence of acceptable difference, we evaluate the LoA in B-A plot by simulation studies and found that the LoA seems to derive subjective inference from between-subject variability and may not be consistent with CCC. Our simulation studies show that our visual tool is consistent with CCC than the LoA. Unlike the LoA, the RB is a descriptive visual tool which is developed from CCC under normality assumption. Although the proposed method appears robust when data are uniformly distributed, the number of outliers from the RB may not be associated with CCC if data are not normally distributed. We also hope that the proposed method can provide practitioners with additional useful information such as recognition of patterns and identification of outliers in data. Matlab programs and R shiny app used for this paper is available upon request.

**Abbreviations**

B-A: Bland-Altman  
CCC: concordance correlation coefficient  
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Figure 1. Definition of the reference band (RB) in \( \left( \frac{X_1 + X_2}{2}, X_2 - X_1 \right) \) plane, assuming \( C_b = 1 \).

Figure 2. Comparisons with the limit of agreement for 4 different scenarios; scenario I \((\mu_1 = \mu_2 = 1, \sigma_1 = \sigma_2 = 1; C_b = 1, \rho = 0.75; \rho_c = 0.75)\), scenario II \((\mu_1 = \mu_2 = 1, \sigma_1 = \sigma_2 = 1; C_b = 1, \rho = 0.95; \rho_c = 0.95)\), scenario III \((\mu_1 = \mu_2 = 1, \sigma_1 = \sigma_2 = 2; C_b = 1, \rho = 0.95; \rho_c = 0.95)\) and scenario IV \((\mu_1 = 1, \mu_2 = 2, \sigma_1 = 1, \sigma_2 = 2; C_b = 2/3, \rho = 0.9; \rho_c = 0.6)\). The CCC of 0.75 is selected as a lower bound of excellent concordance. The sample size is 50.

Figure 3. Peak Expiratory Flow Rate (PEFR) data analysis; the comparison of the reference band (RB) with the limit of agreement. CCC was set up at 0.75.

Figure 4. Radiomics Data Analysis; the comparison of the reference band (RB) with the limit of agreement (LoA). Shortest \( \times \) longest diameter from manual segmentation (upper left panel), shortest \( \times \) longest diameter from ensemble segmentation (upper right panel), volume manual segmentation (lower left panel), and volume from ensemble segmentation (lower right panel). All data were log-transformed.
Figure 1.
Figure 2.

Scenario I: \( \mu_1 = \mu_2 = 1 \), \( \sigma_1 = \sigma_2 = 1 \), and \( \rho = 0.75 \)
- Reference band with CCC = 0.75
- Limit of Agreement by Bland-Altman

Estimates: CCC = 0.743, \( \rho = 0.744 \), \( C_0 = 0.999 \), and # of outliers = 2

Scenario II: \( \mu_1 = \mu_2 = 1 \), \( \sigma_1 = \sigma_2 = 1 \), and \( \rho = 0.95 \)
- Reference band with CCC = 0.75
- Limit of Agreement by Bland-Altman

Estimates: CCC = 0.945, \( \rho = 0.950 \), \( C_0 = 0.955 \), and # of outliers = 0

Scenario III: \( \mu_1 = \mu_2 = 1 \), \( \sigma_1 = \sigma_2 = 2 \), and \( \rho = 0.95 \)
- Reference band with CCC = 0.75
- Limit of Agreement by Bland-Altman

Estimates: CCC = 0.951, \( \rho = 0.953 \), \( C_0 = 0.997 \), and # of outliers = 0

Scenario IV: \( \mu_1 = 1 \), \( \mu_2 = 2 \), \( \sigma_1 = 1 \), \( \sigma_2 = 2 \), and \( \rho = 0.9 \)
- Reference band with CCC = 0.75
- Limit of Agreement by Bland-Altman

Estimates: CCC = 0.985, \( \rho = 0.985 \), \( C_0 = 0.647 \), and # of outliers = 8
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PEFR Data

- Reference band with CCC = 0.75
- Limit of Agreement by Bland-Altman

Estimates: CCC = 0.943, ρ = 0.943, C_b = 0.999, and # of outliers = 0
Figure 4.
Table 1. Simulation study results (n=50 simulated data from bivariate normal distribution)

| Case | Parameters | Estimates | \( \hat{\rho}_c \) | \( \hat{\rho} \) | \( \hat{\rho}'_b \) | \( \omega_r \) | \( S \) | \( S_d \) | # outliers\(^1\) | Width of LoA\(^2\) |
|------|------------|-----------|----------------|-------------|----------------|-------------|------|------|-------------|-------------|
| I    | 1 1 1 1 0.75 1 | 0.743 | 0.744 | 0.999 | 1.353 | 0.964 | 0.690 | 2 | 4% | 1.387 |
| II   | 1 1 1 1 0.95 1 | 0.945 | 0.950 | 0.995 | 1.423 | 1.014 | 0.323 | 0 | 0% | 0.650 |
| III  | 1 1 2 2 0.95 1 | 0.961 | 0.963 | 0.997 | 2.919 | 2.081 | 0.565 | 0 | 0% | 1.135 |
| IV   | 1 2 1 2 0.9 2/3 | 0.585 | 0.905 | 0.647 | 2.202 | 1.569 | 1.168 | 8 | 16% | 2.347 |

1. # of outliers indicate the number of outliers of the reference band
2. Width of LoA indicates the width of the limit of agreement.
Table 2. Radiomics Data Analysis; agreement of the features obtained from manual and ensemble segmentation. Data were all log-transformed.

| Features                                      | Manual |                |                | Ensemble |                |                |
|-----------------------------------------------|--------|----------------|----------------|----------|----------------|----------------|
|                                               | $\hat{\rho}$ | $\hat{\rho}$ | $\hat{c}_b$ | $\hat{\rho}$ | $\hat{\rho}$ | $\hat{c}_b$   |
| Short Axis $\times$ Longest Diameter [mm$^2$] | 0.9895 | 0.9902         | 0.9992         | 0.9818   | 0.9835         | 0.9983         |
| Volume [cm$^3$]                               | 0.9977 | 0.9981         | 0.9997         | 0.9933   | 0.9934         | 0.9999         |
Supplementary Table 1. Peak Expiratory Flow Rate (PEFR; l/min) measured with Wright peak flow and Mini Wright flow meters

| Subject | Large Wright Peak Flow Meter | Mini Wright Peak Flow Meter | Large meter - Mini meter |
|---------|-------------------------------|-----------------------------|--------------------------|
|         | 1st PEFR | 2nd PEFR | 1st PEFR | 2nd PEFR |                         |
| 1       | 494      | 490      | 512      | 525      | -18                     |
| 2       | 395      | 397      | 430      | 415      | -35                     |
| 3       | 516      | 512      | 520      | 508      | -4                      |
| 4       | 434      | 401      | 428      | 444      | 6                       |
| 5       | 476      | 470      | 500      | 500      | -24                     |
| 6       | 557      | 611      | 600      | 625      | -43                     |
| 7       | 413      | 415      | 364      | 460      | 49                      |
| 8       | 442      | 431      | 380      | 390      | 62                      |
| 9       | 650      | 638      | 658      | 642      | -8                      |
| 10      | 433      | 429      | 445      | 432      | -12                     |
| 11      | 417      | 420      | 432      | 420      | -15                     |
| 12      | 656      | 633      | 626      | 605      | 30                      |
| 13      | 267      | 275      | 260      | 227      | 7                       |
| 14      | 478      | 492      | 477      | 467      | 1                       |
| 15      | 178      | 165      | 259      | 268      | -81                     |
| 16      | 423      | 372      | 350      | 370      | 73                      |
| 17      | 427      | 421      | 451      | 443      | -24                     |
| Mean    | 450.35   | 445.41   | 452.47   | 455.35   | -2.12                   |
| SD      | 116.31   | 119.61   | 113.12   | 111.32   | 38.77                   |
Supplementary Figure 1. Comparisons with the limit of agreement for 4 different scenarios; scenario I ($C_b = 1, \rho = 0.65$), scenario II ($C_b = 1, \rho = 0.75$), scenario III ($C_b = 1, \rho = 0.85$), and scenario IV ($C_b = 1, \rho = 0.95$). The CCC of 0.75 is selected as a lower bound of excellent concordance. The sample size is 500, $X_1$ and $X_2$ are generated from uniform distribution. The numbers of outliers of RB are 53 (10.6%), 42 (8.4%), 23 (4.6%), and 9 (1.8%), respectively. The width of RB is not dependent to correlation $\rho$ while the width of LoA is inversely associated with $\rho$ (the widths of LoA are 0.47, 0.40, 0.30, and 0.18, respectively).
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Figure 3

Peak Expiratory Flow Rate (PEFR) data analysis; the comparison of the reference band (RB) with the limit of agreement. CCC was set up at 0.75.

Estimates: CCC = 0.943, ρ = 0.943, C_b = 0.999, and # of outliers = 0
Figure 4

Radiomics Data Analysis; the comparison of the reference band (RB) with the limit of agreement (LoA). Shortest × longest diameter from manual segmentation (upper left panel), shortest × longest diameter from ensemble segmentation (upper right panel), volume manual segmentation (lower left panel), and volume from ensemble segmentation (lower right panel). All data were log-transformed.
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