Single-particle eigenstate thermalization in quantum-chaotic quadratic Hamiltonians
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We study the matrix elements of local and nonlocal operators in the single-particle eigenstates of two paradigmatic quantum-chaotic quadratic Hamiltonians; the quadratic Sachdev-Ye-Kitaev (SYK2) model and the three-dimensional Anderson model below the localization transition. We show that they display eigenstate thermalization for normalized observables. Specifically, we show that the diagonal matrix elements exhibit vanishing eigenstate-to-eigenstate fluctuations and that their variance is proportional to the inverse Hilbert space dimension. We also demonstrate that the ratio between the variance of the diagonal and the off-diagonal matrix elements is 2, as predicted by the random matrix theory. We study distributions of matrix elements of observables and establish that they need not be Gaussian. We identify the class of observables for which the distributions are Gaussian.

I. INTRODUCTION

Whether isolated quantum many-body systems thermalize after being taken far from equilibrium has fascinated researchers since the early days of quantum mechanics [1]. It has been experimentally demonstrated in several ultracold-gas quantum simulators that they do under certain conditions [2–5]. On the theory side, we have learned that thermalization occurs generically in many-body interacting (quantum-chaotic) systems, and that quantum chaos can be identified, among other ways, by the following properties of the many-body eigenenergies and eigenstates of the Hamiltonian: (i) the statistics of energy levels agrees with the predictions of the random matrix theory (RMT) [6–17], (ii) the matrix elements of observables in energy eigenstates comply with the eigenstate thermalization hypothesis (ETH) [18–24], and (iii) the structure of energy eigenstates is chaotic [15] as manifested by, e.g., a maximal volume-law entanglement entropy [25–33].

While the matrix elements of observables have been widely studied computationally in lattice models in many-body eigenstates of quantum-chaotic Hamiltonians [16, 21, 34–59], we are not aware of parallel studies in single-particle eigenstates of quantum-chaotic quadratic Hamiltonians. We stress that we refer to Hamiltonians of interacting systems for which the many-body spectrum exhibits quantum chaos as quantum-chaotic interacting Hamiltonians, and to quadratic Hamiltonians for which the single-particle spectrum exhibits quantum chaos as quantum-chaotic quadratic Hamiltonians [60]. Examples of quantum-chaotic quadratic models in a lattice include the three-dimensional Anderson model below the localization transition [61–66] and the quadratic SYK2 model [60, 67, 68]. For the latter, the agreement with the RMT predictions is guaranteed by construction. Our goal in this work is to explore the properties of matrix elements of observables in single-particle eigenstates of quantum-chaotic quadratic Hamiltonians, as well as to identify similarities and differences with the properties of matrix elements of observables in many-body eigenstates of quantum-chaotic interacting systems.

We focus on the previously mentioned examples of quantum-chaotic quadratic Hamiltonians; the quadratic SYK2 model in its Dirac fermion formulation and the three-dimensional (3D) Anderson model below the localization transition. We study the matrix elements of observables in the single-particle energy eigenstates \(|\alpha\rangle\), where \(H|\alpha\rangle = E_\alpha|\alpha\rangle\) and \(E_\alpha\) is the eigenenergy corresponding to \(|\alpha\rangle\). We show that properly normalized observables [with a unit Hilbert-Schmidt norm, see Eq. (5)] exhibit eigenstate thermalization. Specifically, we show that: (i) For the diagonal matrix elements, the average eigenstate-to-eigenstate fluctuations decrease as \(1/\sqrt{V}\) while the variance decreases as \(1/V\), where \(V\) is the number of lattice sites and hence the dimension of the single-particle Hilbert space. Similar scalings are observed in quantum-chaotic interacting systems after replacing \(V \to D\), where \(D\) is the dimension of the many-body Hilbert space [38, 41, 43, 45, 46, 48–50, 54–57, 69]. (ii) The ratio between the variance of diagonal and off-diagonal matrix elements is 2, as predicted by the RMT [22]. Such a ratio has been observed in quantum-chaotic interacting systems [45, 48, 54, 58].

For the matrix elements of an observable \(\hat{O}\) in the single-particle eigenstates of quantum-chaotic quadratic Hamiltonians, the ETH ansatz [20, 22] can be written as

\[
\langle \alpha|\hat{O}|\beta\rangle = O(\bar{E})\delta_{\alpha\beta} + \rho(\bar{E})^{-1/2} F(\bar{E}, \omega) R_{\alpha\beta} ,
\]

where \(\bar{E} = (E_\alpha + E_\beta)/2\), \(\omega = E_\beta - E_\alpha\), \(O(\bar{E})\) and \(F(\bar{E}, \omega)\) are smooth functions of their arguments, and \(\rho(\bar{E}) = \delta N/\delta E|_{\bar{E}}\) is the single-particle density of states at energy \(\bar{E}\). The latter typically scales as \(V\). The distribution of matrix elements is described by the random variable \(R_{\alpha\beta}\), which has zero mean and unit variance. For observables studied in quantum-chaotic interacting models on a lattice, the distribution of matrix elements has been found to be Gaussian [42, 47, 49, 51, 52, 55, 57, 70–72].
Here we show that the distribution of matrix elements for observables in single-particle eigenstates of quantum-chaotic quadratic models need not be Gaussian. One of our goals is to identify which classes of single-particle observables exhibit Gaussian versus non-Gaussian distributions, and to understand the origin of the difference with their many-body counterparts in quantum-chaotic interacting Hamiltonians.

The presentation is organized as follows. In Sec. II, we introduce the models and observables under investigation. We define two “versions” of each observable: (i) the traditionally known version, which is measured in experiments involving many-particle systems, and (ii) the version that has a unit Hilbert-Schmidt norm in the single-particle Hilbert space (the normalized version). In Sec. III, we study the behavior of diagonal and off-diagonal matrix elements of these observables in the single-particle eigenstates of the Hamiltonians of interest. We focus on how they behave as functions of the single-particle energy eigenvalues (diagonal matrix elements) and their differences (off-diagonal matrix elements). Section IV is devoted to the study of the eigenstate-to-eigenstate fluctuations of the diagonal matrix elements, and the variances (and the ratios thereof) of the diagonal and off-diagonal matrix elements. In Sec. V we discuss the distributions. We contrast one-body observables that exhibit non-Gaussian distributions to those that exhibit Gaussian ones. A summary and discussion of our results is presented in Sec. VI.

II. MODELS AND OBSERVABLES

We consider two quadratic models in a lattice with \( V \) sites. The models are particle-number conserving and we only study the single-particle sector, so the particle statistics plays no role. The first model is the quadratic Sachdev-Ye-Kitaev model in the Dirac fermion formulation (in short, the Dirac SYK2 model). We construct its Hamiltonian as a random matrix drawn from the Gaussian orthogonal ensemble in the position basis,

\[
\hat{H}_{\text{SYK2}} = \sum_{i,j=1}^{V} A_{ij} \hat{c}^\dagger_i \hat{c}^\dagger_j, \tag{2}
\]

where the diagonal (off-diagonal) elements of the symmetric matrix \( A \) are real random numbers that are normally distributed with zero mean and \( 2/V \) (1/V) variance. The operator \( \hat{c}^\dagger_i \) \( (\hat{c}_i) \) creates (annihilates) a particle at site \( i \). In the thermodynamic limit, the mean single-particle energy is \( \langle \hat{H}_{\text{SYK2}} \rangle = \frac{1}{V} \text{Tr}\{\hat{H}_{\text{SYK2}}\} = 0 \) and the variance is \( \langle \hat{H}_{\text{SYK2}}^2 \rangle = 1 \). Since the single-particle density of states forms a Wigner semicircle distribution, for which the ratio between the maximal value and the standard deviation is 2, we expect the single-particle eigenenergies of \( \hat{H}_{\text{SYK2}} \) to approximately belong to the interval \( E_\alpha \in [-2,2] \).

The second model is the 3D Anderson model on a cubic lattice,

\[
\hat{H}_A = -t \sum_{\langle i,j \rangle} \hat{c}^\dagger_i \hat{c}^\dagger_j + \frac{W}{2} \sum_{i=1}^{V} \epsilon_i \hat{c}^\dagger_i \hat{c}_i, \tag{3}
\]

where \( t \equiv 1 \) is the hopping integral between nearest neighbor sites (defined as \( \langle i,j \rangle \)), \( \{\epsilon_i\} \) are independent and identically distributed random numbers drawn from a uniform distribution in an interval \([-1,1]\), and \( W \) is the disorder strength. We assume periodic boundary conditions. The indices in Eq. (3) are defined as \( i = x + (y - 1) L + (z - 1) L^2 \) with \( (x,y,z) \) standing for the Cartesian coordinates of sites, each belonging to the set \([1,...,L]\) with \( L = V^{1/3} \).

The localization transition in the 3D Anderson model occurs at \( W_c \approx 16.5 \) \([73]\). Unless otherwise specified, we focus on \( W = 1 \), which is well below the localization transition, so that we have a quantum-chaotic quadratic model \([60]\). (Results for the 3D Anderson insulator at \( W \gg 16.5 \) are also briefly discussed, and reported in Appendix A.) As for the \( \hat{H}_{\text{SYK2}} \), the mean single-particle energy in the thermodynamic limit is \( \langle \hat{H}_A \rangle = 0 \), and the variance is a constant that does not scale with the volume of the system (specifically, \( \langle \hat{H}_A^2 \rangle = 6 + W^2/12 \) \([66]\)). At weak disorder, the single-particle eigenenergies lie to a good approximation within the free fermion bandwidth, \( E_\alpha \in [-6,6] \). The single-particle density of states evolves with increasing \( W \) from the 3D free fermion distribution at \( W = 0 \) towards the box distribution at \( W = \infty \), see, e.g., Ref. \([74]\). The 3D Anderson model has been widely studied in the literature, in particular from the perspective of its transport properties, spectrum fluctuations, and the structure of its single-particle eigenfunctions (see, e.g., Refs. \([66,74–76]\) for reviews).

In the single-particle sector of the Hilbert space, the Hamiltonians (2) and (3) can be written in a general form

\[
\hat{H} = \sum_{i,j=1}^{V} H_{ij} |i\rangle \langle j|, \quad \text{where } H_{ij} = \langle i| \hat{H} |j\rangle \text{ and } \{|i\rangle\}
\]

is the single-particle site-occupation basis. The \( V \times V \) matrix \( \mathbf{H} \), with matrix elements \( H_{ij} \), is diagonalized by a unitary \( V \times V \) matrix \( \mathbf{U} \), with matrix elements \( U_{i\alpha} = \langle i| \alpha \rangle \). The resulting diagonal matrix \( \mathbf{D} = \mathbf{U}^* \mathbf{H} \mathbf{U} \) has matrix elements \( D_{\alpha\beta} = E_\alpha \delta_{\alpha\beta} \).

Note that we refer to the models under consideration as quantum-chaotic quadratic since the statistical properties of their single-particle spectra agree with the RMT predictions \([61–66]\). This type of quantum chaos is sometimes referred to as single-particle quantum chaos. In contrast to previous studies of these models, our focus is on the expectation values of observables \( \hat{O} \) in the single-particle eigenstates \( \{|\alpha\rangle\} \) of the Hamiltonians in Eqs. (2) and (3).

Throughout the presentation, observables \( \hat{O} \) (i.e., using underlined letters) are traceless

\[
\langle \hat{O} \rangle = \frac{1}{V} \text{Tr}\{\hat{O}\} = 0, \tag{4}
\]
and normalized
\[ ||\hat{O}||^2 = \frac{1}{V} \text{Tr}\{\hat{O}^2\} = 1, \]  
namely, they have a unit Hilbert-Schmidt norm (also known as the Frobenius norm). The normalized counterparts of observables are important for the comparison of the numerical results reported here to those for quantum-chaotic interacting systems, because the ETH ansatz in Eq. (1) is written having normalized observables in mind [49, 50]. In contrast, we label the experimentally measured one-body observables using letters that are not underlined. Most of them, such as the ones in Eqs. (6)-(8), have a unit Hilbert-Schmidt norm in the many-body Hilbert space. This is not the case in the single-particle Hilbert space.

We focus on the following observables: (i) The site occupation \[ \hat{n}_i = c_i^\dagger c_i, \quad \hat{\mu}_i = \frac{1}{\sqrt{V-1}} (V \hat{n}_i - 1). \] Without loss of generality, we fix \( i = 1 \) and replace \( \hat{n}_1 \to \hat{n} \) and \( \hat{\mu}_1 \to \hat{\mu} \) to simplify the notation. (ii) The next-nearest neighbor correlation \[ \hat{h}_{ij} = c_i^\dagger c_j, \quad \hat{h}_{ij} = \frac{V}{2} h_{ij}. \] We fix \( i = 1 \), coordinates \((1,1,1)\), and \( j = 2 + L \), coordinates \((2,2,1)\), such that the correlations are measured along the diagonal within a plane, and replace \( h_{1,2+L} \to \hat{h} \) and \( h_{1,2+L} \to \hat{h} \). (iii) The occupation of the zero quasi-momentum state \[ \hat{m}_0 = \frac{1}{V} \sum_{i,j=1}^V c_i^\dagger c_j, \quad \hat{\mu}_0 = \frac{1}{\sqrt{V-1}} (V \hat{m}_0 - 1). \]

We note that for local Hamiltonians, such as the 3D Anderson model, the site occupation and the next-nearest neighbor correlation are local operators, while the occupation of the zero quasi-momentum state is nonlocal. We also highlight that the experimentally measured observables \( \hat{n}, \hat{h}, \hat{m}_0 \) and their normalized versions \( \hat{\mu}, \hat{\mu}_0 \) differ by multiplicative factors that depend on the number of lattice sites \( V \). In addition, we note that the expectation values of these observables in single-particle energy eigenstates are expected to vanish when \( V \to \infty \), because the average site occupation vanishes as \( 1/V \).

We study another local operator that does not suffer from the latter drawback, namely, the “kinetic energy” operator. Having a cubic lattice in mind, it can be written in the following form,
\[ \hat{T} = -\frac{1}{2} \sum_{(i,j)} \left( c_i^\dagger \hat{v}_{ij} c_j + \hat{v}_{ij} c_i^\dagger c_j \right), \quad \hat{T} = \frac{1}{\sqrt{6}} \hat{T}, \]
where \( (i,j) \) stands for nearest neighbor sites. We note that \( \hat{T} \) and \( \hat{T} \) differ by a system-size independent multiplicative factor, and their expectation values in single-particle energy eigenstates do not need to vanish in the limit \( V \to \infty \).

We stress that we only study one-body observables. In the single-particle sector (in systems with a particle number conservation), the matrix elements of multi-body observables can either be written in terms of matrix elements of one-body observables or they vanish.

For brevity, we will denote the matrix elements of observables in single-particle energy eigenstates as
\[ O_{\alpha\beta} \equiv \langle \alpha | \hat{O} | \beta \rangle. \]

In what follows we drop the “single-particle” prefix as our focus is on the single-particle sector, while we keep the “many-body” prefix when many-body states are considered.

### III. STRUCTURE OF MATRIX ELEMENTS

#### A. Diagonal matrix elements

We first study the diagonal matrix elements of observables in all eigenstates of the 3D Anderson and Dirac SYK2 models. Our goal is to unveil how they behave as functions of the energy when increasing the number of lattice sites. Since we are dealing with a single particle in an increasingly large lattice, we multiply the matrix elements of \( \hat{n}, \hat{h}, \hat{m}_0 \) by \( V \) to ensure that the scaled matrix elements are of order 1. The quantitative analysis of the eigenstate-to-eigenstate fluctuations and variances of the diagonal matrix elements is carried out in Sec. IV (for the normalized observables).

In Fig. 1, we show results for the 3D Anderson model (left column) and for the Dirac SYK2 model (right column). For the Dirac SYK2 model, the diagonal matrix elements are structureless and the eigenstate-to-eigenstate fluctuations of \( O_{\alpha\alpha} V \) do not significantly change with increasing system size (see Sec. IV). This signals that the fluctuations of the traditional and normalized observables, like their expectation values, vanish in the thermodynamic limit. Another interesting aspect of the Dirac SYK2 model is the striking similarity between the matrix elements of \( \hat{n} V \) and \( \hat{m}_0 V \), see Figs. 1(b) and 1(f). This can be easily understood because those operators are occupation operators in two different spaces, and the base kets of those two spaces can be equivalently considered as random vectors in the eigenbasis of \( \hat{H}_{\text{SYK2}} \) [22].

The diagonal matrix elements of observables in the 3D Anderson model, in contrast, may exhibit nontrivial structures. For example, \( h_{\alpha\alpha} V \) has a quadratic structure, see Fig. 1(c), which may be understood [50] as being a consequence of a nonzero projection of \( \hat{v} V \) onto the square of the Hamiltonian. Particularly interesting is the structure of \( (m_0)_{\alpha\alpha} V \) in Fig. 1(e). The ground-state matrix element dominates the spectrum, i.e., its value is several orders larger than these of excited-states matrix elements [note the logarithmic scale in Fig. 1(e)], and \( (m_0)_{\alpha\alpha} V \) appears to be an exponentially decaying function of a single-particle eigenenergy \( E_\alpha \). This is a
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FIG. 1. Diagonal matrix elements of the observables (a),(b) \( \hat{n} \), (c),(d) \( \hat{h} \), and (e),(f) \( \hat{n}_0 \) as functions of the eigenenergies \( E_{\alpha} \). Results are shown for the 3D Anderson model (left column) and the Dirac SYK2 model (right column). Each panel shows results for two system sizes \( V = 16^3 \) and \( 36^3 \) with 10 (for \( V = 16^3 \)) and 3 (for \( V = 36^3 \)) different Hamiltonian realizations. The inset (a1) is a close-up of the main panel including 200 (for \( V = 16^3 \)) and 2000 (for \( V = 36^3 \)) diagonal matrix elements from the center of the spectrum. The inset (a2) shows the same matrix elements as (a1) after the moving average is removed. For the target eigenstate \( \alpha \), the moving average \( \bar{T}_{\alpha \alpha} \) is computed using the matrix elements of 20 closest eigenstates. The points used to show the diagonal matrix elements are half-transparent.

system size.

B. Off-diagonal matrix elements

We next focus on the structure of the square of the off-diagonal matrix elements. They are multiplied by an appropriate power of \( V \), such that the scaled coarse-grained matrix elements are \( V \)-independent, i.e., we study \( \hat{O}^2_{\alpha \beta} V^2 \) where \( \hat{O} = \hat{n}, \hat{h} \) and \( \hat{n}_0 \), and \( T_{\alpha \beta}^2 V \). We restrict the pairs of eigenstates \( |\alpha\rangle, |\beta\rangle \) to a narrow energy window \( \Delta \) around a target energy \( E_{\text{tar}} \), \(|\langle E_{\alpha} + E_{\beta} \rangle/2 - E_{\text{tar}}| < \Delta/2 \). We take the target energy to be the mean energy of the entire spectrum, and the width to be \( \Delta = (E_V - E_1)/100 \) \((E_1 \text{ and } E_V \text{ are the ground state and the highest exited state energies, respectively})\). Even though \( E_{\text{tar}} \) is very close to zero in finite systems (and \( E_{\text{tar}} = 0 \) in the thermodynamic limit), we calculate both \( \bar{E}_{\text{tar}} \) and \( \Delta \) numerically for each Hamiltonian realization.

Figure 3 shows the density plots of the logarithms of off-diagonal matrix elements, log\(_{10}(\langle m_{\alpha \beta} \rangle^2 V^2)\) and log\(_{10}(T_{\alpha \beta}^2 V)\), as functions of the energy difference \( \omega = |E_{\alpha} - E_{\beta}| \). To smooth out fluctuations, we carry out an average over 20 different Hamiltonian realizations, and denote the realization averaged results as \( \langle \langle \ldots \rangle \rangle \). The corresponding density plots for the site occupation \( \hat{n} \) and the next-nearest neighbor correlation \( \hat{h} \) are shown in Fig. 12 of Appendix B. Figures 3 and 12, as well as a detailed inspection of individual off-diagonal matrix elements (not shown), demonstrates that the off-diagonal matrix elements are dense, i.e., there is no set comprising a considerable number of off-diagonal matrix elements that are zero (or below numerical precision). This is similar to what is observed in quantum-chaotic interacting systems.
Appendix C. Analysis of the fluctuations of the off-diagonal matrix elements. The black lines denote the moving averages of the results \((\log_{10} (\langle \hat{m}_0 \rangle_{\alpha \beta} V^2))\) and \((\log_{10} (\langle \hat{T} \rangle_{\alpha \beta} V^2))\) (see text for details).

The black lines in Fig. 3 show results obtained for moving averages as functions of \(\omega\). Specifically, we order the scaled matrix elements in \(\omega\), and divide them into 150 \(\omega\)-bins. Next, we calculate the mean \(\bar{O}_{\alpha \beta}^2 V^\eta\) \((\eta = 1\) or \(2\)) within each \(\omega\)-bin, and then average the logarithm of the latter over different Hamiltonian realizations, yielding \((\log_{10} (\bar{O}_{\alpha \beta}^2 V^\eta))\). For the Dirac SYK2 model (right pan-

els in Fig. 3), the results for the moving averages make appear something that was already visible at the level of the density plots, namely, that the off-diagonal matrix elements are structureless. Note that \((\log_{10} (O_{\alpha \beta}^2 V^\eta)) \approx 0\) implies that \(O_{\alpha \beta}^2 \approx 1/V^\eta\), i.e., the coarse-grained matrix elements are nearly identical throughout the spectrum. This is expected (after properly normalizing the observables) within the random matrix theory [22].

On the other hand, the results for the 3D Anderson model (left panels in Fig. 3) may exhibit a structure. To highlight it, when present, we show the moving averages of observables \(m_0\) and \(T\) for different \(V\) in Fig. 4. Notice that the results for different system sizes, away from the \(\omega \to 0\) and \(\omega \to |E_V - E_1|\) limits, exhibit excellent data collapse. For \(m_0\), see Fig. 4(a), the coarse-grained values of the off-diagonal matrix elements increase at high \(\omega\), indicating that there are large matrix elements between energy eigenstates in the lowest and highest part of the energy spectrum (which, in single-particle systems, has a bandwidth independent of \(V\)). For \(T\), see Fig. 4(b), the coarse-grained values of the off-diagonal matrix elements are nearly \(\omega\)-independent at high \(\omega\). In quantum-chaotic interacting systems, in contrast, the matrix elements become exponentially small at high \(\omega\) [22].

As a technical remark we note that we excluded the matrix elements between excited states and the ground state from the results reported for the off-diagonal matrix elements of the quasi-momentum occupation \(\hat{m}_0\). The reason is that those matrix elements are several orders of magnitude larger than the others, and give rise to pronounced fluctuations of the moving average \((\log_{10} (\langle \hat{m}_0 \rangle_{\alpha \beta} V^2))\). A similar exceptionally large value was observed for the ground-state diagonal matrix element of \(\hat{m}_0\) in Fig. 1(e).

IV. FLUCTUATIONS OF MATRIX ELEMENTS

A. Eigenstate-to-eigenstate fluctuations

We now turn our attention to the quantitative analysis of the fluctuations of the matrix elements. We first study the eigenstate-to-eigenstate fluctuations of the diagonal matrix elements of normalized observables: \(\delta Q_\alpha = \bar{Q}_{\alpha,\alpha} - \bar{Q}_{\alpha,1,\alpha,1}\). We calculate the average of the absolute values of these differences

\[
\delta Q_{\text{av}} = ||\Lambda||^{-1} \sum_{|\alpha| \in \Lambda} |\delta Q_\alpha|,
\]

where \(\Lambda\) is a set of states \(|\alpha\rangle\) that comprise \(80\%\) of eigenstates in the middle of the spectrum, i.e., \(||\Lambda|| = 0.8V\). We also calculate the maximal difference as

\[
\delta Q_{\text{max}} = \max_{|\alpha| \in \Lambda} |\delta Q_\alpha|.
\]

In practice, we first calculate \(\delta Q_{\text{av}}\) and \(\delta Q_{\text{max}}\) for a single Hamiltonian realization from \(80\%\) (200) of eigenstates in the middle of the spectrum for \(\hat{m}_0\) \(\hat{h}_0\) \(\hat{m}_0\) \(\hat{T}\), and then average the results over 100 (20) Hamiltonian realizations for \(V < 283\) \((V \geq 283)\). We denote the latter averages as \((\langle \delta Q_{\text{av}} \rangle)\) and \((\langle \delta Q_{\text{max}} \rangle)\), respectively. The analysis of the fluctuations between Hamiltonian realizations, and their scaling with the number of lattice sites, is presented in Appendix C.
The eigenstate-to-eigenstate fluctuations were proposed as a simple measure to test the eigenstate thermalization in quantum-chaotic interacting systems [41]. A particularly strong indicator of the eigenstate thermalization is the vanishing of maximal differences $\delta O_{\max}$ with increasing system size. In quantum-chaotic interacting systems, numerical studies of several models showed polynomial decay of $\delta O_{\max}$ with the Hilbert space dimension [43, 44, 48]. For the models considered here, since the Hilbert space dimension is $V$, an analogous scaling would imply a decay $\propto 1/V^6$ with $\zeta > 0$.

Results for $\langle \delta O_{\alpha \alpha} \rangle$ and $\langle \delta O_{\max} \rangle$ for the 3D Anderson model and the Dirac SYK2 model are presented in Fig. 5. We indeed find power-law decays with $V$. Specifically, we find that the average $\langle \delta O_{\alpha \alpha} \rangle$ is $\propto 1/V^{0.50}$ for all observables in both models, see the solid lines in Fig. 5. The maximum $\langle \delta O_{\max} \rangle$ is also $\propto 1/V^5$, but with a slightly smaller $\zeta$, as shown by the dashed lines in Fig. 5 for the case of the quasi-momentum occupation $\langle \delta (\hat{m}_0)_{\alpha \beta} \rangle$. For $\langle \delta T \rangle$ in the 3D Anderson model, $\langle \delta O_{\max} \rangle$ exhibits large fluctuations but it is still consistent with a power law decay $\propto 1/V^{0.5}$ (shown as a dashed-dotted line). We also fitted the results for the other observables to $a/V^6$ (not shown), and obtained $0.3 < \zeta < 0.5$. The fact that the values of $\zeta$ approach 0.5 with increasing system size in the SYK2 model [see the fit of $\langle \delta O_{\max} \rangle$ in Fig. 5(b)] suggests that the deviations of $\zeta$ from 0.5 found in our numerical calculations may result from finite-size effects.

We note that in Fig. 5(a) some operators are multiplied by a global constant for clarity. Such a multiplication does not modify the exponent $\zeta$ in the power-law scalings of the eigenstate-to-eigenstate fluctuations [lines in Fig. 5(a)]. Specifically, the matrix elements of the kinetic energy $\hat{T}$ in the 3D Anderson model are multiplied by a global constant $8$, and the matrix elements of the quasi-momentum occupation $\hat{m}_0$ are multiplied by a global constant $\gamma$ (defined below). In the latter case, such a multiplication is convenient due to the exceptionally large ground-state matrix element $(\hat{m}_0)_{11}$ as shown in Fig. 1(e), which, by the virtue of the Hilbert-Schmidt norm (5), strongly reduces the values of other matrix elements. The specific value of $\gamma$ chosen is the ratio between the standard deviation of the diagonal matrix elements of $\hat{A}$ and of $\hat{m}_0$ in the small energy window comprising 200 eigenenergies around the mean energy of the entire energy spectrum. We find $\gamma$ to be between 400 and 450 for systems with $V \leq 36^3$, and choose $\gamma = 420$ for the results shown in Fig. 5(a). (Similar multiplications are carried out in Figs. 6-8.)

Another technical remark is that the calculation of $\langle \delta T_{\max} \rangle$ in the 3D Anderson model is sensitive to the fine structure of $T_{\alpha \alpha}$ beyond the linear dependence of $T_{\alpha \alpha}$ on $E_\alpha$ [see Fig. 2(a)]. To reduce the finite-size effects, we restrict the number of eigenstates to 200, and we only consider systems with $V \geq 16^3$.

In Appendix A, we report results for the eigenstate-to-eigenstate fluctuations in the 3D Anderson model deep in the localized regime (at $W = 35$). Even though the average fluctuations of $\hat{A}$ and $\hat{b}$ decay $\propto 1/V^5$ with $\zeta \approx 0.5$, see Fig. 10(a), the maximal fluctuations diverge $\propto V^6$ with $\zeta \approx 0.5$, see Fig. 10(b). The latter indicates the breakdown of the single-particle version of the ETH, which goes in parallel with the lack of quantum chaos in the energy spectrum.

**B. Variances of matrix elements**

Next we study the variances of matrix elements. The variance of the diagonal part is

$$\sigma_{\text{diag}}^2 = ||\Gamma||^{-1} \sum_{|\alpha| \in \Gamma} Q_{\alpha \alpha}^2 - \left( ||\Gamma||^{-1} \sum_{|\alpha| \in \Gamma} Q_{\alpha \alpha} \right)^2, \tag{13}$$

where $\Gamma$ is a set of 200 eigenstates ($||\Gamma|| = 200$) around the mean energy. Analogously, the variance of the off-diagonal part is

$$\sigma_{\text{off}}^2 = ||\Gamma'||^{-1} \sum_{|\alpha|,|\beta| \in \Gamma'} Q_{\alpha \beta}^2 - \left( ||\Gamma'||^{-1} \sum_{|\alpha|,|\beta| \in \Gamma'} Q_{\alpha \beta} \right)^2, \tag{14}$$

where $||\Gamma'|| = ||\Gamma||^2 - ||\Gamma|| = 39800$. We calculate $\sigma_{\text{diag}}^2$ and $\sigma_{\text{off}}^2$ for each Hamiltonian realization, and then average over 100 different Hamiltonian realizations. We
denote the latter averages as $\langle\langle \sigma^2_{\text{diag}} \rangle\rangle$ and $\langle\langle \sigma^2_{\text{off}} \rangle\rangle$, respectively.

Under the assumption that the eigenstates of a normalized observable $\hat{Q}$ are random vectors in the eigenbasis of the Hamiltonian under investigation, one can show that the associated variances in the Dirac SYK2 model are $\langle\langle \sigma^2_{\text{diag}} \rangle\rangle = 2/V$ and $\langle\langle \sigma^2_{\text{off}} \rangle\rangle = 1/V$, so that their ratio is 2. Hence, in what follows we focus on the variances in the 3D Anderson model.

The variances of the matrix elements of $\hat{n}$, $\hat{h}$ and $\hat{m}_0$ in the 3D Anderson model are shown in Fig. 6. They exhibit the behavior advanced by the random matrix theory. Namely, both $\langle\langle \sigma^2_{\text{diag}} \rangle\rangle$ and $\langle\langle \sigma^2_{\text{off}} \rangle\rangle$ are $\propto 1/V$, as shown in the main panel of Fig. 6. In quantum-chaotic interacting models, the scaling $\langle\langle \sigma^2_{\text{off}} \rangle\rangle \propto 1/D$ is a hallmark of eigenstate thermalization for normalized observables. On the other hand, the scaling $\langle\langle \sigma^2_{\text{diag}} \rangle\rangle \propto 1/D$ is not necessarily the result of eigenstate thermalization, it can also be found in integrable models, and can be understood as a consequence of the normalization.

We also note that the ratio of variances

$$\Sigma^2 = \frac{\langle\langle \sigma^2_{\text{diag}} \rangle\rangle}{\langle\langle \sigma^2_{\text{off}} \rangle\rangle},$$

shown in the inset in Fig. 6, is very close to the RMT prediction $\Sigma^2 = 2$. This is again a hallmark of the validity of the ETH in quantum-chaotic interacting systems. We emphasize that we also find $\Sigma^2 = 2$ for the quasi-momentum occupation $\hat{m}_0$, which exhibits a peculiar structure of the diagonal matrix elements, see Fig. 1(c). This structure gives rise to much smaller variances of the matrix elements in the bulk of the spectrum as compared to those of the site occupation $\hat{n}$ and next-nearest neighbor correlation $\hat{h}$, but does not change the ratio of variances.

We emphasize that the ratio of variances is a good indicator of quantum chaos. As shown in Appendix A for the 3D Anderson model deep in the localized regime, the variances of diagonal and off-diagonal matrix element decay $\propto 1/V$ for $\hat{m}_0$, but their ratio is clearly smaller than the RMT prediction $\Sigma^2 = 2$.

Finally, we would like to mention that the calculation of the ratio of diagonal matrix elements of the kinetic energy $\hat{T}$ requires the removal of the linear structure, as was discussed in Sec. III. Although not shown, we have confirmed that after the moving average $\overline{\hat{T}_{\text{ave}}}$ is removed, the ratio of variances $\Sigma^2 \approx 2$ for $V > 20$, see also Fig. 9.

V. DISTRIBUTIONS OF MATRIX ELEMENTS

In this section, we study the distributions of matrix elements of observables. In Sec. VA, we show that the probability density functions (PDFs) of the matrix elements of $\hat{n}$, $\hat{h}$, and $\hat{m}_0$ are non-Gaussian. Specifically, we find them to be described by the chi-square distribution with degree one, the Bessel function of the second kind, and the exponential distribution. In Sec. VB, we focus on $\overline{\hat{T}}$, which exhibits a Gaussian distribution. We also discuss the conditions that are necessary for an observable to exhibit a Gaussian distribution of matrix elements.

A. Non-Gaussian distributions

Here we focus on the site occupation $\hat{n}$, the next-nearest neighbor correlation $\hat{h}$, and the quasi-momentum occupation $\hat{m}_0$, as defined in Eqs. (6)–(8). Numerical results for the distributions of the diagonal matrix elements are shown as symbols in Fig. 7 for the 3D Anderson model (upper row) and the Dirac SYK2 model (lower row). The corresponding numerical results for the off-diagonal matrix elements are presented in Fig. 8. We consider two system sizes $V = 16^3$ and $36^3$, and compute the matrix elements in 200 eigenstates around the mean energy.

The distributions of diagonal and off-diagonal matrix elements in Figs. 7 and 8 exhibit two important features. First, they are all non-Gaussian distributions. This is in striking contrast to quantum-chaotic interacting systems, for which previous studies reported solely Gaussian distributions. Second, the numerical results in Figs. 7 and 8 (symbols) are well described by the closed-form analytical expressions (lines), which we discuss below. Recently, the analysis of the matrix elements of operators dubbed behemoths (which are nonlocal operators in many-body systems with diverging Hilbert-Schmidt norm) showed non-Gaussian distri-
The distribution of diagonal matrix elements of the site occupation \( \hat{n}_i \) from Eq. (6) is related to that of the variances, and the RMT assumption further on. As mentioned before, this allows one to show that the ratio of variances, cf. Eq. (15), is 2 \[22\]. Moreover, the distributions of matrix elements expressed through the probability density functions (PDFs) can be derived using the algebra for random variables. The details of the analytical calculations can be found in Appendix D. The main results are summarized below.

The distribution of diagonal matrix elements of the site occupation \( \hat{n}_i \) from Eq. (6) is related to that of the square of normal random variables (see Appendix D 1).

It is described by a chi-square distribution with degree 1,

\[
P_{\hat{n}_i}(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}.
\]

The distribution of the corresponding off-diagonal matrix elements is related to that of the product distribution of normal random variables (see Appendix D 2). It is described by a modified Bessel function of the second kind,

\[
P_{\hat{n}_i,\hat{n}_j}(x) = \frac{\sqrt{V}}{\pi} K_0 \left( \sqrt{V} |x| \right).
\]

The distribution of diagonal matrix elements of the next-nearest neighbor correlation \( \hat{h} \) from Eq. (7) also follows from the product distribution of normal random variables, however with a different prefactor than the one
The agreement between our numerical results for the 3D Anderson model and the analytic expressions, see upper panels in Figs. 7 and Fig. 8, is also remarkable. Below we discuss two observations about the PDFs in the 3D Anderson model.

The first one is related to the distribution of diagonal matrix elements of the next-nearest neighbor correlation \( \tilde{h}_\alpha \), see Fig. 7(b). One can see that the tails of the PDF do not entirely overlap with the analytical prediction from Eq. (19). The agreement slightly improves with increasing system size. However, even for the largest system size under investigation, \( V = 36^3 \), the PDF is slightly skewed towards the negative values. Larger system sizes need to be studied for this observable.

The second observation is related to the distributions of matrix elements of the quasi-momentum occupation \( \tilde{m}_0 \), see Figs. 7(c) and 8(c). While the agreement between the numerical and analytical results is excellent, we note that the axes are scaled by a constant \( \gamma \). The origin of such a scaling was discussed in Sec. IV A. It is a consequence of anomalously large matrix elements at and close to the ground state, which make other matrix elements smaller due to the fixed Hilbert-Schmidt norm (5).

Interestingly, even though such anomalously large matrix elements in the vicinity of the ground state may suggest that the RMT treatment is not appropriate for \( \tilde{m}_0 \), the distributions presented in Figs. 7(c) and 8(c) show that this is not the case.

The distributions of the off-diagonal matrix elements of observables in (a)–(c) the 3D Anderson model and (d)–(f) the Dirac SYK2 model. Points are numerical results for 200 eigenstates around the mean energy, averaged over 20 Hamiltonian realizations. The observables are: (a),(d) \( \tilde{n}_\alpha \), (b),(e) \( \tilde{h}_\alpha \), and (c),(f) \( \tilde{m}_0 \). Solid lines are the PDFs: (a),(d) \( P_{\tilde{n}_\alpha} \) from Eq. (18), (b),(e) \( P_{\tilde{h}_\alpha} \) from Eq. (20), and (c),(f) \( P_{\tilde{m}_0} \) from Eq. (22). The axes in (c) are scaled by the parameter \( \gamma \), which equals 441.3 and 425.9 for \( V = 16^3 \) and \( V = 36^3 \), respectively (see Sec. IV A for details).

in Eq. (18). It reads

\[
P_{\tilde{m}_0}(x) = \frac{1}{\pi} \sqrt{\frac{V}{2}} K_0 \left( \sqrt{\frac{V}{2}} |x| \right).
\]

(19)

To obtain the distribution of the corresponding off-diagonal matrix elements, one needs to calculate a sum distribution (see Appendix D 3), which yields the exponential distribution

\[
P_{\tilde{h}_\alpha}(x) = \sqrt{\frac{V}{2}} e^{-\sqrt{2V}|x|}.
\]

(20)

Within this framework, the distributions of the matrix elements of the quasi-momentum occupation \( \tilde{m}_0 \), Eq. (8), are identical to the distributions of matrix elements of the site occupation in Eqs. (17) and (18), respectively,

\[
P_{\tilde{m}_0}(x) = P_{\tilde{n}_\alpha}(x), \quad P_{\tilde{m}_0}(x) = P_{\tilde{n}_\alpha}(x).
\]

(21)\hspace{1cm} (22)

This is because, within the RMT assumption, both the site occupation eigenkets and the quasi-momentum occupation eigenkets are random vectors in the eigenbasis of energy eigenstates.

The agreement between our numerical results for the SYK2 model and the analytic expressions, see the lower panels in Figs. 7 and Fig. 8, validates the correctness of our analysis and its relevance for the system sizes and averages over realizations considered. The agreement between our numerical results for the 3D Anderson model and the analytic expressions, see the lower panels in Figs. 7 and Fig. 8, is also remarkable. Below we discuss two observations about the PDFs in the 3D Anderson model.

The first one is related to the distribution of diagonal matrix elements of the next-nearest neighbor correlation \( \tilde{h}_\alpha \), see Fig. 7(b). One can see that the tails of the PDF do not entirely overlap with the analytical prediction from Eq. (19). The agreement slightly improves with increasing system size. However, even for the largest system size under investigation, \( V = 36^3 \), the PDF is slightly skewed towards the negative values. Larger system sizes need to be studied for this observable.

The second observation is related to the distributions of matrix elements of the quasi-momentum occupation \( \tilde{m}_0 \), see Figs. 7(c) and 8(c). While the agreement between the numerical and analytical results is excellent, we note that the axes are scaled by a constant \( \gamma \). The origin of such a scaling was discussed in Sec. IV A. It is a consequence of anomalously large matrix elements at and close to the ground state, which make other matrix elements smaller due to the fixed Hilbert-Schmidt norm (5). Interestingly, even though such anomalously large matrix elements in the vicinity of the ground state may suggest that the RMT treatment is not appropriate for \( \tilde{m}_0 \), the distributions presented in Figs. 7(c) and 8(c) show that this is not the case.
FIG. 9. Distributions of (a) diagonal and (b) off-diagonal matrix elements of the observable $\hat{\Gamma}$ in the 3D Anderson model, and distributions of (c) diagonal and (d) off-diagonal matrix elements of the same observable in the Dirac SYK2 model. We removed the moving average from the diagonal matrix elements. The agreement is excellent. It should be emphasized that we removed the linear structure from diagonal matrix elements in the 3D Anderson model prior to the calculation of their distribution. Points are numerical results for 200 eigenstates near the mean energy, averaged over 100 [20] Hamiltonian realizations for $V = 22^3$ in (a)-(d) and $V = 36^3$ in (a),(b) [for $V = 36^3$ in (c),(d)]. The solid lines are Gaussian distributions with zero mean and variance (a) $\sigma^2 = 0.013/V$, (b) $0.0066/V$, (c) $2.0/V$ and (d) $1.0/V$ for $V = 36^3$. Note that the ratio of variances is $\Sigma^2 \approx 2$.

B. Gaussian distributions

The results in the previous section make clear that some of the experimentally accessible local and nonlocal observables, which are traditionally studied in many-body systems, do not exhibit Gaussian distributions of diagonal and off-diagonal matrix elements in single-particle eigenstates of quantum-chaotic quadratic Hamiltonians. Our analysis also shows why this is the case, namely, the matrix elements of these observables are “too simple” when written in terms of random amplitudes $u_{n\alpha}$, where $\alpha$ marks states from a certain occupation basis, while $\alpha$ marks states from the Hamiltonian eigenbasis. This is very different from what happens in the many-body eigenstates of quantum-chaotic interacting Hamiltonians.

To exemplify the emergence of Gaussian distributions in quantum-chaotic quadratic Hamiltonians, we study the matrix elements of the kinetic energy operator $\hat{\Gamma}$ in Eq. (9). Numerical results for the distributions are shown as symbols in Fig. 9, while lines are Gaussian functions with the variances computed numerically directly from the matrix elements. The agreement is excellent. It should be emphasized that we removed the linear structure from diagonal matrix elements in the 3D Anderson model prior to the calculation of their distribution.

We can understand the emergence of Gaussian distributions of the matrix elements of $\hat{\Gamma}$ if we rewrite this operator in terms of its eigenvalues $-2(\cos k_x + \cos k_y + \cos k_z)$ and eigenvectors $|k\rangle$,

$$\hat{\Gamma} = \frac{1}{\sqrt{N}} \sum_k -2(\cos k_x + \cos k_y + \cos k_z)|k\rangle\langle k|.$$  (23)

We then see that Gaussian distributions of matrix elements are a consequence of the central limit theorem, which is satisfied because the overlaps $|k\rangle\langle k|$ behave as random variables and $\hat{\Gamma}$ is an extensive (in $V$) sum of projector operators $|k\rangle\langle k|$.

More generally, we expect Gaussian distributions to emerge in observables of the form:

$$\hat{g} = \frac{1}{\sqrt{N}} \left( \sum_{i,j=1}^{V} \kappa_{ij} \hat{c}_i^\dagger \hat{c}_j - \mathcal{T} \right),$$  (24)

where $\kappa_{ij} = \kappa_{ji}$ are real numbers, $\mathcal{N} = \sum_{i} \kappa_{ii}/V - \sum_{ij} \kappa_{ij}\kappa_{ji}/V^2$, and $\mathcal{T} = \sum_{i=1}^{V} \kappa_{ii}$. It is, of course, needed that the eigenvalues $\{\tilde{g}_m\}$ of $\hat{g}$ do not have any special structure that may render the central limit theorem inapplicable. Note that the creation $\hat{c}_i^\dagger$ and annihilation $\hat{c}_i$ operators in the site occupation basis in Eq. (24) can be replaced by creation and annihilation operators in a different basis, provided that the eigenstates in the latter basis have sufficiently random overlaps with the eigenstates of the Hamiltonian. We report results for some specific local and nonlocal realizations of $\hat{g}$ in Appendix E.

The central limit theorem emerges naturally in many-body systems even for the one-body observables studied in Sec. V A, i.e., the observables for which the matrix elements do not exhibit Gaussian distributions in single-particle energy eigenstates. In many-body systems, many-body energy eigenkets $|\tilde{\alpha}\rangle$ can be written as $|\tilde{\alpha}\rangle = \sum_{\vec{\eta}} u_{\vec{\eta}\tilde{\alpha}} |\vec{\eta}\rangle$, where $|\vec{\eta}\rangle$ are many-body basis kets. For concreteness, let us consider the local operator $\hat{n}$ in the many-body site occupation basis, where $|\tilde{\vec{m}}\rangle = \prod_{\{m_j\}} \hat{c}^\dagger_{m_j} |\emptyset\rangle$, and $\{m_j\}$ are the occupied sites in $|\tilde{\vec{m}}\rangle$. For the diagonal matrix elements, we have

$$\langle \tilde{\vec{\eta}} | \hat{n} | \tilde{\vec{\alpha}} \rangle = \sum_{\tilde{\vec{m}}} \langle \tilde{\vec{m}} | \tilde{\vec{\eta}} | \tilde{\vec{m}} \rangle u_{\tilde{\vec{m}}\tilde{\alpha}}^2.$$  (25)

Assuming that $u_{\tilde{\vec{m}}\tilde{\alpha}}$ is a normally distributed random variable, and noticing that $\langle \tilde{\vec{m}} | \tilde{\vec{\alpha}} | \tilde{\vec{m}} \rangle$ equals 1 for an exponentially large (in $V$) number of states $|\tilde{\vec{m}}\rangle$, explains why the distribution of diagonal matrix elements is Gaussian. A similar analysis can be carried out for the off-diagonal matrix elements and for other one-body observables.

VI. SUMMARY AND DISCUSSION

We studied two paradigmatic quantum-chaotic quadratic Hamiltonians, the Dirac SYK2 model and
the 3D Anderson model at weak disorder. Focusing on the matrix elements of observables in single-particle eigenstates, we showed that they exhibit eigenstate thermalization. Namely, that: (i) the variance of diagonal matrix elements is proportional to the inverse single-particle Hilbert space dimension (to $1/V$), and (ii) the ratio between the variance of diagonal and off-diagonal matrix elements is 2. On the other hand, we demonstrated that the traditionally studied one-body observables (with Gaussian distributions of matrix elements in many-body eigenstates of quantum-chaotic interacting systems) can exhibit non-Gaussian distributions of matrix elements in single-particle eigenstates of quantum-chaotic quadratic models.

While it is remarkable to observe eigenstate thermalization in single-particle eigenstates of the 3D Anderson model, it is important to emphasize some differences between the thermodynamic limit in the single-particle and many-body cases. An important difference is that the density is not fixed in the former, namely, the average site occupation in single-particle eigenstates vanishes in the thermodynamic limit. The same fate befalls $O(E)$ in Eq. (1) for the observables $n$, $h$, and $\tilde{m}_n$ and their normalized versions. On the other hand, $O(E)$ does not vanish for certain observables that are extensive sums of single-particle operators, such as $T$. Those observables behave like the ones traditionally studied in the context of ETH in many-body interacting systems. The second difference is the dimension of the Hilbert space, and everything that scales with it or has a structure related to it. In the single-particle case the dimension of the Hilbert space is the number of lattice sites, while in the many-body case it is exponential in the number of lattice sites, e.g., $D = 2^V$ for qubit based systems. This leads to a different scaling of variances with a system size in both cases. Furthermore, the equivalent of $\mathcal{F}(E, \omega)$ in Eq. (1) for single-particle systems lacks the frequency scales available in many-body systems, in which the level spacing is $\propto 1/D$.
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Appendix A: Eigenstate-to-eigenstate fluctuations in Anderson insulator

In the main text, we studied the 3D Anderson model in the quantum-chaotic regime by setting $W = 1$ in Eq. (3). Here, we complement this analysis by studying the 3D Anderson model in the localized regime. The Anderson localization transition takes place at $W_c \approx 16.5$ [73]. We set the disorder strength to $W = 35$, so that the main effects of localization are robust already in finite systems [66, 74, 75].

We first study the eigenstate-to-eigenstate fluctuations of diagonal matrix elements of normalized observables, which were introduced in Sec. IV A. In the quantum-chaotic regime at $W = 1$, the average $\langle \langle \delta O_{\text{av}} \rangle \rangle$ decays as $\propto 1/V^{1/2}$, see Fig. 5(a), and the maximal value $\langle \langle \delta O_{\text{max}} \rangle \rangle$ decays as $\propto 1/V^\zeta$ with $0 < \zeta < 0.5$, see Fig. 5(b).

In Fig. 10, we plot the eigenstate-to-eigenstate fluctuations of the observables $\tilde{n}$, $\tilde{h}$ and $\tilde{m}_n$ at $W = 35$. The average fluctuations $\langle \langle \delta O_{\text{av}} \rangle \rangle$ decay for all three observables $\propto 1/V^\zeta$, see Fig. 10(a), where $\zeta = 0.50$ for $\tilde{n}$ and $\tilde{m}_n$, and $\zeta \approx 0.5$ for $\tilde{h}$ (see the figure caption for details). However, the system-size dependence of the maximal fluctuations $\langle \langle \delta O_{\text{max}} \rangle \rangle$ is drastically different for $\tilde{n}$ and $\tilde{h}$, see Fig. 10(b), where $\zeta < 0$. This is a clear signature of the breakdown of the ETH in the localized regime.

The numerical results presented in Fig. 10 highlight the need to study both $\langle \langle \delta O_{\text{av}} \rangle \rangle$ and $\langle \langle \delta O_{\text{max}} \rangle \rangle$ in ETH analyses. This can be illustrated using as example the site occupation operator $\tilde{n} \equiv \tilde{n}_i$. Deep in the Anderson insulating regime, one can consider two classes of diagonal matrix elements: (i) those that are nonvanishing, which correspond to localized eigenstates that are peaked at (or very close to) the site $i$; (ii) those that are vanishing, for which the site index $i$ belongs to the tails of the localized eigenstates. The latter class represents the overwhelming majority of matrix elements, and hence it governs the behavior of the average fluctuations $\langle \langle \delta O_{\text{av}} \rangle \rangle$. Consequently, $\langle \langle \delta O_{\text{av}} \rangle \rangle$ are small and decay with increasing $V$. On the other hand, the maximal fluctuations $\langle \langle \delta O_{\text{max}} \rangle \rangle$ are governed by the difference between the occupation at the peaks and the tails of the localized orbitals, which diverge $\propto V^{1/2}$ for the normalized operator $\tilde{n}$ defined in Eq. (6), as observed in Fig. 10(b).

Identifying the breakdown of the RMT description of
the matrix elements of the zero quasi-momentum occupation $\bar{m}_0$ in the Anderson insulator requires a more detailed analysis. Figure 10(b) shows that for this observable the maximal fluctuations $\langle\langle \delta \mathcal{O}_{\text{max}} \rangle\rangle$ decay with increasing the system size, similar to the maximal fluctuations at $W = 1$, see Fig. 5. Moreover, the variance of diagonal matrix elements defined in Eq. (13) decays as $\langle\langle \sigma^2_{\text{diag}} \rangle\rangle \propto 1/V$, as shown in the inset of Fig. 11(a). These results are not surprising because the eigenkets of $\bar{m}_0$ are delocalized in the eigenbasis of $\hat{H}$. The breakdown of the RMT description is apparent when one computes the ratio of variances in Eq. (15), which is shown in the main panel of Fig. 11(a). One can see there that it does not approach the value $\Sigma^2 = 2$ predicted by the RMT.

One can, of course, always construct single-particle nonlocal operators for which the RMT description is valid even if the Hamiltonian is not quantum chaotic. To show this, we compute the matrix elements of the operator $\tilde{g}$ from Eq. (24) in the Anderson localized regime. The all-to-all couplings $\kappa_{ij}$ in $\tilde{g}$ are normally distributed random numbers, such that the operator can be seen as an independent realization of the SYK2 Hamiltonian (2), but traceless and properly normalized (the same operator is also studied in Appendix E). In Fig. 11(b) we show that the matrix elements of $\tilde{g}$ comply with the ETH: the variances of diagonal matrix elements decay as $\langle\langle \sigma^2_{\text{diag}} \rangle\rangle \propto 1/V$, and the ratio of variances equals $\Sigma^2 = 2$. The latter is very close to 2 already in relatively small systems with $V = 10^3$ lattice sites. This is a direct consequence of the fact that the projections of eigenstates of $\tilde{g}$ onto energy eigenstates are random numbers [see Eq. (24) and recall that energy eigenstates correspond to site occupation eigenstates in the limit of infinite disorder].

**Appendix B: Off-diagonal matrix elements**

In Sec. III B we showed results for the off-diagonal matrix elements of the observables $\bar{n}$ and $\hat{T}$. Here we complement those results with density plots of the off-diagonal matrix elements of observables $\bar{n}$ and $\hat{h}$, shown in Fig. 12. The squares of matrix elements are multiplied by $V^2$ to ensure that the corresponding moving averages (black solid lines in Fig. 12) do not change when changing $V$. For both observables, one can see that there is almost no dependence on $\omega$, and the results in the 3D Anderson model (left column in Fig. 12) are very similar to the results in the Dirac SYK2 model (right column in Fig. 12).

**Appendix C: Variances over Hamiltonian realizations**

In the main text, we considered indicators of eigenstate thermalization in the single-particle sector of the 3D Anderson and Dirac SYK2 models. The results were averaged over different Hamiltonian realizations. Here we study the variances over Hamiltonian realizations for the eigenstate-to-eigenstate fluctuations studied in Sec. IV A. Specifically, we define the variance of the average

$$\sigma^2_{\text{av}} = \langle\langle \delta \mathcal{O}^2_{\text{av}} \rangle\rangle - \langle\langle \delta \mathcal{O}_{\text{av}} \rangle\rangle^2$$

and the variance of the maximal eigenstate-to-eigenstate fluctuations

$$\sigma^2_{\text{max}} = \langle\langle \delta \mathcal{O}^2_{\text{max}} \rangle\rangle - \langle\langle \delta \mathcal{O}_{\text{max}} \rangle\rangle^2$$
with respect to the Hamiltonian realizations. As in Fig. 5 for the 3D Anderson model, we multiply \( \sigma^2\) and \( \sigma_{\text{max}}^2\) of \( \hat{h}_0 \) by \( \gamma^2 \), and \( \sigma_{\text{av}}^2\) of \( \hat{T} \) by 64. No multiplication is done for \( \sigma_{\text{max}}^2 \) of \( \hat{T} \). Lines in (a) and (b) correspond to \( 1/V^2 \) and \( 1/V \), respectively.

Figure 13 shows the variances \( \sigma^2_{\text{av}} \) and \( \sigma_{\text{max}}^2 \) for observables \( \hat{h}_0 \), \( \hat{h} \), \( \hat{m}_0 \), and \( \hat{T} \). Results for the 3D Anderson model are shown using filled symbols while results for the SYK2 model are shown using open symbols. One can see that \( \sigma_{\text{av}}^2 \) and \( \sigma_{\text{max}}^2 \) are very small for all observables, and they decrease with increasing the system size. The decrease appears to be consistent with \( 1/V^2 \) and \( \sim 1/V \), see the lines in Fig. 13. The vanishing of \( \sigma_{\text{av}}^2 \) and \( \sigma_{\text{max}}^2 \) in the thermodynamic limit suggest that the results reported in the main text are valid for a typical realization of the Hamiltonians under investigation.

Appendix D: Derivation of distributions of matrix elements

Next, we derive the closed-form expressions for the PDFs of the matrix elements of the observables \( \hat{h}_0 \) and \( \hat{h} \) reported in Eqs. (17)-(20) of the main text. For both observables one can interpret Eq. (16) as the expansion of the Hamiltonian eigenstate \( |\alpha\rangle \) with respect to the Hamiltonian realizations. As in Fig. 5, the site occupation basis is the eigenbasis for \( \hat{n}_i \) but not for \( \hat{h}_{ij} \). Still, for the derivation of the specific distributions it is convenient to use this basis for both observables. The diagonal matrix elements of \( \hat{h} \equiv \hat{h}_0 \) are

\[
\begin{align*}
\mathcal{H}_{\alpha\alpha} &= \frac{V}{\sqrt{V-1}} \langle \alpha | \hat{c}_i \hat{c}_i^\dagger | \alpha \rangle - \frac{1}{\sqrt{V-1}} \\
&= \frac{V}{\sqrt{V-1}} \varrho_{\alpha\alpha}^2 - \frac{1}{\sqrt{V-1}}.
\end{align*}
\]

(D1)

and the off-diagonal matrix elements are

\[
\mathcal{H}_{\alpha\beta} = \frac{V}{\sqrt{V-1}} u_{i\alpha} u_{i\beta}.
\]

(D2)

To simplify the expressions in Eqs. (D1) and (D2), we replace \( V-1 \rightarrow V \) having in mind \( V \gg 1 \). The diagonal matrix elements of \( \hat{h} \equiv \hat{h}_{ij} \) are

\[
\begin{align*}
\mathcal{h}_{\alpha\alpha} &= \frac{V}{2} \langle \alpha | \hat{c}_i \hat{c}_j + \hat{c}_j \hat{c}_i | \alpha \rangle \\
&= \frac{V}{2} (u_{i\alpha} u_{j\alpha} + u_{j\alpha} u_{i\alpha}) = \sqrt{2V} u_{i\alpha} u_{j\alpha}, \quad \text{(D3)}
\end{align*}
\]

and the off-diagonal matrix elements are

\[
\begin{align*}
\mathcal{h}_{\alpha\beta} &= \frac{V}{2} (u_{i\alpha} u_{j\beta} + u_{j\alpha} u_{i\beta}). \quad \text{(D4)}
\end{align*}
\]

The starting point for the derivation of the distributions is the RMT assumption about the coefficients \( u_{i\alpha} \), i.e., that they are normally distributed real random variables with zero mean and variance \( \sigma^2 = 1/V \),

\[
P_u(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{x^2}{2\sigma^2} \right). \quad \text{(D5)}
\]

Below we review some basic results for random variables that have a direct application in the derivation of the PDFs of the matrix elements from Eqs. (D1)-(D4).

1. Functions of normal random variables

Let \( u \) be a random variable and \( v = g(u) \) be a function of \( u \). If \( g \) is differentiable and invertible, such that \( u = h(v) \) with \( g = g^{-1} \), the PDF of \( v \) can be written as

\[
P_v(y) = P_u(h(y)) \left| \frac{dh(y)}{dy} \right|. \quad \text{(D6)}
\]

For example, if \( v = g(u) = au \), with \( a \) being a constant, it follows that \( h(v) = v/a \) and \( |dh(v)/dv| = 1/|a| \), such that

\[
P_v(y) = \frac{1}{|a|} P_u \left( \frac{y}{a} \right). \quad \text{(D7)}
\]

If one further adds a constant \( b \) to \( v \) such that \( v = g(u) = au + b \), then \( h(v) = (v - b)/a \) and

\[
P_v(y) = \frac{1}{|a|} P_u \left( \frac{y - b}{a} \right). \quad \text{(D8)}
\]

One the other hand, if \( g \) is not invertible but there exist a finite number of \( x_i \) such that \( y = g(x_i) \) \( x_i \) and \( y \) are possible outcomes of \( u \) and \( v \), respectively, then

\[
P_v(y) = \sum_i \left| \frac{dg_i^{-1}(y)}{dy} \right| P_u(g_i^{-1}(y)). \quad \text{(D9)}
\]
A simple illustration of the latter case is the function \( v = g(u) = u^2 \), for which \( u = \pm \sqrt{v} = g^{-1}(v) \) so \( |dg^{-1}_1(v)/dv| = 1/(2\sqrt{v}) \). Using Eq. (D9) one gets

\[
P_{\nu}(y) = \frac{1}{2\sqrt{y}} P_u(\sqrt{y}) + \frac{1}{2\sqrt{y}} P_u(-\sqrt{y}) . \tag{D10}
\]

If \( P_u \) is a Gaussian function as in Eq. (D5), one gets

\[
P_{\nu}(y) = \frac{1}{\sqrt{y}} \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left( -\frac{y}{2\sigma^2} \right) , \tag{D11}
\]

which is also known as the chi-square distribution \( \chi^2 \) with degree \( k = 1 \).

**Application.** The distribution \( P_{\nu_0 \alpha}(x) \) of the diagonal matrix elements \( \nu_0 \alpha \) in Eq. (D1) is derived using first Eq. (D11) followed by Eq. (D8), and results in Eq. (17) in the main text.

### 2. Product distribution of normal random variables

Let \( u \) and \( u' \) be two independent random variables with the corresponding PDFs \( P_u(x) \) and \( P_{u'}(x') \) and \( x \) and \( x' \) are possible outcomes of \( u \) and \( u' \), respectively, and let \( v = uu' \) be the product of these two variables. The product distribution of the latter is denoted as \( P_v(y) \) and can be obtained as

\[
P_v(y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P_u(x)P_{u'}(x')\delta(x x' - y)dx dx' = \int_{-\infty}^{\infty} \frac{1}{|x|} P_u(x)P_{u'}(y/x)dx . \tag{D12}
\]

If \( P_u \) and \( P_{u'} \) are both normal distributions with the same variance, then the product distribution \( P_v \) is

\[
P_v(y) = \frac{1}{2\pi\sigma^2} \int_{-\infty}^{\infty} \frac{1}{|x|} \exp \left( -\frac{x^2 + y^2/x^2}{2\sigma^2} \right) dx = \frac{1}{\pi\sigma^2} K_0 \left( \frac{|y|}{\sigma} \right) , \tag{D13}
\]

where \( K_0 \) is the modified Bessel function of the second kind.

**Applications.** The distribution \( P_{\nu_0 \beta}(x) \) of the off-diagonal matrix elements \( \nu_0 \beta \) in Eq. (D2) is derived using first Eq. (D13) followed by Eq. (D7), and results in Eq. (18) in the main text. Similarly, the distribution \( P_{\nu_0 \alpha}(x) \) of the diagonal matrix elements \( \nu_0 \alpha \) in Eq. (D3) is derived using identical steps, and results in Eq. (19) in the main text.

### 3. Sum distributions

Let \( u \) and \( u' \) be two independent random variables with the corresponding PDFs \( P_u(x) \) and \( P_{u'}(x') \), and let \( v = u + u' \) be the sum of these two variables. The sum distribution of the latter is denoted as \( P_v(y) \) and can be obtained by the convolution

\[
P_v(y) = \int_{-\infty}^{\infty} P_u(x)P_{u'}(y - x)dx . \tag{D14}
\]

A convenient way of calculating the sum distribution is through the so-called characteristic functions, i.e., the Fourier transforms of the PDFs. Let \( R_v(q) \) be the Fourier transform of \( P_v(z) \), defined as \( R_v(q) = \int_{-\infty}^{\infty} e^{iqz}P_v(z)dz \). Since the Fourier transform of \( P_v(y) \) from Eq. (D14) can be expressed as a product of two Fourier transforms, \( R_v(q) = R_u(q)R_{u'}(q) \), one can calculate \( P_v \) using the relation

\[
P_v(y) = FT^{-1} \left[ R_u(q)R_{u'}(q) \right] . \tag{D15}
\]

If the distributions \( P_u \) and \( P_{u'} \) are identical and given by the modified Bessel function of the second kind from Eq. (D13), then their characteristic function is \( R_u(q) = 1/\sqrt{1 + q^2\sigma^2} \), and the sum distribution is

\[
P_v(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp (-iqy) \frac{1}{1 + \sigma^2q^2} dq = \frac{1}{2\sigma^2} \exp \left( -\frac{|y|}{\sigma^2} \right) . \tag{D16}
\]

**Application.** The distribution \( P_{\nu_0 \delta}(x) \) of the off-diagonal matrix elements \( \nu_0 \delta \) in Eq. (D4) is derived using first Eq. (D16) followed by Eq. (D7), and results in Eq. (20) in the main text.

### Appendix E: Distributions of matrix elements of observables \( \hat{g} \)

In Sec. V B we showed that the matrix elements of the operator \( \hat{T} \) exhibit a Gaussian distribution. Below we consider the operator \( \hat{g} \) from Eq. (24), which is defined in a general form using \( \kappa_{ij} \) as the coupling between the sites \( i \) and \( j \). In particular, we study two instances of the operator \( \hat{g} \) that can be viewed as independent realizations of the Dirac SYK2 and the 3D Anderson Hamiltonians. We show that in both cases the distributions of matrix elements are Gaussian.

#### 1. An independent realization of the SYK2 Hamiltonian

We first consider the case in which the coefficients \( \kappa_{ij} \) in \( \hat{g} \) (24) are normally distributed random variables with a variance of diagonal matrix elements that is twice that of off-diagonal ones. We consider a single realization of those coefficients (defining a single observable \( \hat{g} \) that can be seen as an independent realization of the SYK2 Hamiltonian, but traceless and properly normalized) and carry out averages over different Hamiltonian...
realizations. The resulting distributions of matrix elements are shown in Figs. 14(a) and 14(b) for the 3D Anderson model, and in Figs. 14(c) and 14(d) for the Dirac SYK2 model. The PDFs are, as expected, Gaussian. We checked (not shown) that similar results are obtained if \( \kappa_{ij} \) are random variables with a box distribution, or if the diagonal elements \( \kappa_{ii} \) are normally distributed random variables while the off-diagonal elements are zero.

2. An independent realization of the 3D Anderson Hamiltonian

Next we consider the case in which the diagonal values \( \kappa_{ii} \) in \( \hat{g} \) [Eq. (24)] are random variables with a box distribution in the interval \([-1/2, 1/2]\), while the off-diagonal values \( \kappa_{ij} \) are -1 for nearest neighbor sites in the cubic lattice and zero otherwise. This instance of the operator \( \hat{g} \) can be seen as an independent realization of the 3D Anderson Hamiltonian \( \hat{H}_A \) at \( W = 1 \) with a unit Hilbert-Schmidt norm.

The main panel in Fig. 15 shows the diagonal matrix elements of \( \hat{g} \) in a single Hamiltonian realization. They can be seen to be close to, but fluctuating about, a linear function of \( E_\alpha \) [similar to the diagonal matrix elements of \( \hat{T} \) in Fig. 2(a)]. The fluctuations are more visible in Fig. 15(a), where we show a close-up about the mean energy of the spectrum. When calculating the variance and distributions of diagonal matrix elements, it is important to subtract any global structure, so that the resulting matrix elements have the same mean throughout the spectrum. We achieve this in our analysis of the central 200 eigenstates [marked with red/light color in Fig. 15(a)] by subtracting the moving average, see Fig. 15(b). The moving average is computed using the matrix elements of the 20 closest eigenstates.

In the case of off-diagonal matrix elements, the structure in the frequency space does not play any significant role, so one can directly study the distributions obtained from 200 eigenstates around the mean energy, as in Fig. 14. The results in Fig. 16(b) show a very good agreement with a Gaussian distribution.

For both Gaussian functions in Fig. 16 (lines) the variances is \( \Sigma^2 \approx 1.9 \) (close to the RMT result \( \Sigma^2 = 2 \)).
FIG. 16. Distributions of (a) diagonal and (b) off-diagonal matrix elements of the observable ̂g (the same observable as in Fig. 15) in the 3D Anderson model for V = 22^3. The structure of diagonal matrix elements was removed before determining the distribution (see text, and Fig. 15, for details). Points are numerical results for 200 eigenstates around the mean energy, averaged over 100 and 20 Hamiltonian realizations in (a) and (b), respectively. Solid lines are Gaussian distributions with zero mean and variances (a) σ^2 = 0.0498/V and (b) σ^2 = 0.0267/V, which are calculated from the numerical results.

[1] J. von Neumann, Beweis des Ergodensatzes und des H-Theorems, Z. Phys. 57, 30 (1929).
[2] S. Trotzky, Y.-A. Chen, A. Flesch, I. P. McCulloch, U. Schollwöck, J. Eisert, and I. Bloch, Probing the relaxation towards equilibrium in an isolated strongly correlated 1D Bose gas, Nat. Phys. 8, 325 (2012).
[3] A. M. Kaufman, M. E. Tai, A. Lukin, M. Rispoli, R. Schittko, P. M. Preiss, and M. Greiner, Quantum thermalization through entanglement in an isolated many-body system, Science 353, 794 (2016).
[4] G. Clos, D. Porras, U. Warring, and T. Schaetz, Time-resolved observation of thermalization in an isolated quantum system, Phys. Rev. Lett. 117, 170401 (2016).
[5] Y. Tang, W. Kao, K.-Y. Li, S. Seo, K. Mallayya, M. Rigol, S. Gopalakrishnan, and B. L. Lev, Thermalization near integrability in a dipolar quantum Newton’s cradle, Phys. Rev. X 8, 021030 (2018).
[6] O. Bohigas, M. J. Giannoni, and C. Schmit, Characterization of chaotic quantum spectra and universality of level fluctuation laws, Phys. Rev. Lett. 52, 1 (1984).
[7] G. Montambaux, D. Poilblanc, J. Bellissard, and C. Sire, Quantum chaos in spin-fermion models, Phys. Rev. Lett. 70, 497 (1993).
[8] T. C. Hsu and J. C. Angle’s d’Auriac, Level repulsion in integrable and almost-integrable quantum spin models, Phys. Rev. B 47, 14291 (1993).
[9] D. Poilblanc, T. Ziman, J. Bellissard, F. Mila, and G. Montambaux, Poisson vs. GOE statistics in integrable and non-integrable quantum Hamiltonians, Europhysics Letters (EPL) 22, 537 (1993).
[10] M. Di Stasio and X. Zotos, Connection between Low Energy Effective Hamiltonians and Energy Level Statistics, Phys. Rev. Lett. 74, 2050 (1995).
[11] T. Prosen, Ergodic properties of a generic nonintegrable quantum many-body system in the thermodynamic limit, Phys. Rev. E 60, 3949 (1999).
[12] L. F. Santos, Integrability of a disordered Heisenberg spin-1/2 chain, J. Phys. A. 37, 4723 (2004).
[13] D. A. Rabson, B. N. Narozhny, and A. J. Millis, Crossover from Poisson to Wigner-Dyson level statistics in spin chains with integrability breaking, Phys. Rev. B 69, 054403 (2004).
[14] A. R. Kolovsky and A. Buchleitner, Quantum chaos in the Bose-Hubbard model, Europhysics Letters (EPL) 68, 632 (2004).
[15] L. F. Santos and M. Rigol, Onset of quantum chaos in one-dimensional bosonic and fermionic systems and its relation to thermalization, Phys. Rev. E 81, 036206 (2010).
[16] L. F. Santos and M. Rigol, Localization and the effects of symmetries in the thermalization properties of one-dimensional quantum systems, Phys. Rev. E 82, 031130 (2010).
[17] C. Kollath, G. Roux, G. Birolı, and A. M. Läuchli, Statistical properties of the spectrum of the extended Bose–Hubbard model, J. Stat. Mech. (2010), P08011.
[18] J. M. Deutsch, Quantum statistical mechanics in a closed system, Phys. Rev. A 43, 2046 (1991).
[19] M. Šrednicki, Chaos and quantum thermalization, Phys. Rev. E 50, 888 (1994).
[20] M. Šrednicki, The approach to thermal equilibrium in quantized chaotic systems, J. Phys. A. 32, 1163 (1999).
[21] M. Rigol, V. Dunjko, and M. Oshahni, Thermalization and its mechanism for generic isolated quantum systems, Nature (London) 452, 854 (2008).
[22] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol, From quantum chaos and eigenstate thermalization to statistical mechanics and thermodynamics, Adv. Phys. 65, 239 (2016).
[23] T. Mori, T. N. Ikeda, E. Kaminishi, and M. Ueda, Thermalization and prethermalization in isolated quantum systems: a theoretical overview, J. Phys. B 51, 112001 (2018).
[24] J. M. Deutsch, Eigenstate thermalization hypothesis, Rep. Prog. Phys. 81, 082001 (2018).
[25] J. M. Deutsch, Thermodynamic entropy of a many-body energy eigenstate, New J. Phys. 12, 075021 (2010).
[26] L. F. Santos, A. Polkovnikov, and M. Rigol, Weak and
strong typicality in quantum systems, Phys. Rev. E 86, 010102(R) (2012).

[27] J. M. Deutsch, H. Li, and A. Sharma, Microscopic origin of thermodynamic entropy in isolated systems, Phys. Rev. E 87, 042135 (2013).

[28] L. Vidmar and M. Rigol, Entanglement entropy of eigenstates of quantum chaotic Hamiltonians, Phys. Rev. Lett. 119, 220603 (2017).

[29] J. R. Garrison and T. Grover, Does a single eigenstate encode the full Hamiltonian?, Phys. Rev. X 8, 021026 (2018).

[30] A. Dymarsky, N. Lashkari, and H. Liu, Subsystem eigenstate thermalization hypothesis, Phys. Rev. E 97, 012140 (2018).

[31] Y. Huang, Universal eigenstate entanglement of chaotic local Hamiltonians, Nucl. Phys. B 938, 594 (2019).

[32] C. Murthy and M. Srednicki, Structure of chaotic eigenstates and their entanglement entropy, Phys. Rev. E 100, 022131 (2019).

[33] Q. Miao and T. Barthel, Eigenstate Entanglement: Crossover from the Ground State to Volume Laws, Phys. Rev. Lett. 127, 040603 (2021).

[34] M. Rigol, Breakdown of thermalization in finite one-dimensional systems, Phys. Rev. Lett. 103, 100403 (2009).

[35] M. Rigol, Quantum quenches and thermalization in one-dimensional fermionic systems, Phys. Rev. A 80, 053607 (2009).

[36] R. Steinigeweg, J. Herbrech, and P. Prelovšek, Eigenstate thermalization within isolated spin-chain systems, Phys. Rev. E 87, 012118 (2013).

[37] E. Khatami, G. Pupillo, M. Srednicki, and M. Rigol, Fluctuation-dissipation theorem in an isolated system of quantum dipolar bosons after a quench, Phys. Rev. Lett. 111, 050403 (2013).

[38] W. Beugeling, R. Moessner, and M. Haque, Finite-size scaling of eigenstate thermalization, Phys. Rev. E 89, 042112 (2014).

[39] S. Sorg, L. Vidmar, L. Pollet, and F. Heidrich-Meisner, Relaxation and thermalization in the one-dimensional Bose-Hubbard model: A case study for the interaction quantum quench from the atomic limit, Phys. Rev. A 90, 033606 (2014).

[40] R. Steinigeweg, A. Khodja, H. Niemeyer, C. Gogolin, and J. Gemmer, Pushing the limits of the eigenstate thermalization hypothesis towards mesoscopic quantum systems, Phys. Rev. Lett. 112, 130403 (2014).

[41] H. Kim, T. N. Ikeda, and D. A. Huse, Testing whether all eigenstates obey the eigenstate thermalization hypothesis, Phys. Rev. E 90, 052105 (2014).

[42] W. Beugeling, R. Moessner, and M. Haque, Off-diagonal matrix elements of local operators in many-body quantum systems, Phys. Rev. E 91, 012144 (2015).

[43] R. Mondaini, K. R. Fratus, M. Srednicki, and M. Rigol, Eigenstate thermalization in the two-dimensional transverse field Ising model, Phys. Rev. E 93, 032104 (2016).

[44] D. J. Luitz, Long tail distributions near the many-body localization transition, Phys. Rev. B 93, 134201 (2016).

[45] R. Mondaini and M. Rigol, Eigenstate thermalization in the two-dimensional transverse field Ising model. II. Off-diagonal matrix elements of observables, Phys. Rev. E 96, 012157 (2017).

[46] T. Yoshizawa, E. Iyoda, and T. Sagawa, Numerical Large Deviation Analysis of the Eigenstate Thermalization Hypothesis, Phys. Rev. Lett. 120, 200604 (2018).

[47] I. M. Khaymovich, M. Haque, and P. A. McClarty, Eigenstate Thermalization, Random Matrix Theory, and Bohemoths, Phys. Rev. Lett. 122, 070601 (2019).

[48] D. Jansen, J. Stolpp, L. Vidmar, and F. Heidrich-Meisner, Eigenstate thermalization and quantum chaos in the Holstein polaron model, Phys. Rev. B 99, 155130 (2019).

[49] T. LeBlond, K. Mallayya, L. Vidmar, and M. Rigol, Entanglement and matrix elements of observables in interacting integrable systems, Phys. Rev. E 100, 062134 (2019).

[50] M. Mierzejewski and L. Vidmar, Quantitative Impact of Integrals of Motion on the Eigenstate Thermalization Hypothesis, Phys. Rev. Lett. 124, 040603 (2020).

[51] M. Brenes, T. LeBlond, J. Goold, and M. Rigol, Eigenstate Thermalization in a Locally Perturbed Integrable System, Phys. Rev. Lett. 125, 070605 (2020).

[52] M. Brenes, J. Goold, and M. Rigol, Low-frequency behavior of off-diagonal matrix elements in the integrable XXZ chain and in a locally perturbed quantum-chaotic XXZ chain, Phys. Rev. B 102, 075127 (2020).

[53] J. D. Noh, T. Sagawa, and J. Yeo, Numerical Verification of the Fluctuation-Dissipation Theorem for Isolated Quantum Systems, Phys. Rev. Lett. 125, 050603 (2020).

[54] J. Richter, A. Dymarsky, R. Steinigeweg, and J. Gemmer, Eigenstate thermalization hypothesis beyond standard indicators: Emergence of random-matrix behavior at small frequencies, Phys. Rev. E 102, 042127 (2020).

[55] T. LeBlond and M. Rigol, Eigenstate thermalization for observables that break Hamiltonian symmetries and its counterpart in interacting integrable systems, Phys. Rev. E 102, 062113 (2020).

[56] S. Sugimoto, R. Hamazaki, and M. Ueda, Test of the eigenstate thermalization hypothesis based on local random matrix theory, Phys. Rev. Lett. 126, 120602 (2021).

[57] J. D. Noh, Eigenstate thermalization hypothesis and eigenstate-to-eigenstate fluctuations, Phys. Rev. E 103, 012129 (2021).

[58] C. Schönle, D. Jansen, F. Heidrich-Meisner, and L. Vidmar, Eigenstate thermalization hypothesis through the lens of autocorrelation functions, Phys. Rev. B 103, 235137 (2021).

[59] F. Fritzsch and T. Prosen, Eigenstate thermalization in dual-unitary quantum circuits: Asymptotics of spectral functions, Phys. Rev. E 103, 062133 (2021).

[60] P. Lyczba, M. Rigol, and L. Vidmar, Entanglement in many-body eigenstates of quantum-chaotic quadratic hamiltonians, Phys. Rev. B 103, 104206 (2021).

[61] B. Al'tshuler and B. Shklovskii, Repulsion of energy levels and conductivity of small metal sample, Zh. Eksp. Teor. Fiz. 91, 220 (1986).

[62] B. Al'tshuler, I. Zharikov, S. Kotochigova, and B. Shklovskii, Repulsion between energy levels and the metal-insulator transition, Zh. Eksp. Teor. Fiz. 94, 343 (1988).

[63] B. I. Shklovskii, B. Shapiro, B. R. Sears, P. Lambrianides, and H. B. Shore, Statistics of spectra of disordered systems near the metal-insulator transition, Phys. Rev. B 47, 11487 (1993).

[64] E. Hofstetter and M. Schreiber, Statistical properties of the eigenvalue spectrum of the three-dimensional Anderson Hamiltonian, Phys. Rev. B 48, 16979 (1993).

[65] P. Sierant, D. Delande, and J. Zakrzewski, Thouless time
analysis of Anderson and many-body localization transitions, Phys. Rev. Lett. 124, 186601 (2020).

[66] J. Šuntajs, T. Prosen, and L. Vidmar, Spectral properties of three-dimensional Anderson model, Annals of Physics 435, 168469 (2021).

[67] P. Lydžba, M. Rigol, and L. Vidmar, Eigenstate entanglement entropy in random quadratic Hamiltonian, Phys. Rev. Lett. 125, 180604 (2020).

[68] C. Liu, X. Chen, and L. Balents, Quantum entanglement of the Sachdev-Ye-Kitaev models, Phys. Rev. B 97, 245126 (2018).

[69] M. Haque and P. A. McClarty, Eigenstate thermalization scaling in Majorana clusters: From chaotic to integrable Sachdev-Ye-Kitaev models, Phys. Rev. B 100, 115122 (2019).

[70] D. J. Luitz and Y. Bar Lev, Anomalous thermalization in ergodic systems, Phys. Rev. Lett. 117, 170404 (2016).

[71] L. F. Santos, F. Pérez-Bernal, and E. J. Torres-Herrera, Speck of chaos, Phys. Rev. Research 2, 043034 (2020).

[72] M. Brenes, S. Pappalardi, M. T. Mitchison, J. Goold, and A. Silva, Out-of-time-order correlations and the fine structure of eigenstate thermalisation, arXiv:2103.01161.

[73] K. Slevin and T. Ohtsuki, Critical exponent of the Anderson transition using massively parallel supercomputing, J. Phys. Soc. Jpn. 87, 094703 (2018).

[74] P. Markoš, Numerical analysis of the Anderson localization, Acta Physica Slovaca 56, 561 (2006).

[75] B. Kramer and A. MacKinnon, Localization: theory and experiment, Rep. Prog. Phys. 56, 1469 (1993).

[76] F. Evers and A. D. Mirlin, Anderson transitions, Rev. Mod. Phys. 80, 1355 (2008).