Transcription and splicing dynamics during early Drosophila development
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ABSTRACT

Widespread cotranscriptional splicing has been demonstrated from yeast to human. However, most studies to date addressing the kinetics of splicing relative to transcription used either Saccharomyces cerevisiae or metazoan cultured cell lines. Here, we adapted native elongating transcript sequencing technology (NET-seq) to measure cotranscriptional splicing dynamics during the early developmental stages of Drosophila melanogaster embryos. Our results reveal the position of RNA polymerase II (Pol II) when both canonical and recursive splicing occur. We found heterogeneity in splicing dynamics, with some RNAs spliced immediately after intron transcription, whereas for other transcripts no splicing was observed over the first 100 nt of the downstream exon. Introns that show splicing completion before Pol II has reached the end of the downstream exon are necessarily intron-defined. We studied the splicing dynamics of both nascent pre-mRNAs transcribed in the early embryo, which have few and short introns, as well as pre-mRNAs transcribed later in embryonic development, which contain multiple long introns. As expected, we found a relationship between the proportion of spliced reads and intron size. However, intron definition was observed at all intron sizes. We further observed that genes transcribed in the early embryo tend to be isolated in the genome whereas genes transcribed later are often overlapped by a neighboring convergent gene. In isolated genes, transcription termination occurred soon after the polyadenylation site, while in overlapped genes, Pol II persisted associated with the DNA template after cleavage and polyadenylation of the nascent transcript. Taken together, our data unravel novel dynamic features of Pol II transcription and splicing in the developing Drosophila embryo.
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INTRODUCTION

It is by now largely accepted that splicing can happen, and often does happen, while transcription is still in progress (Beyer and Osheim 1988; Carrillo Oesterreich et al. 2010; Ameur et al. 2011; Khodor et al. 2011; Windhager et al. 2012; Brugiolo et al. 2013; Nojima et al. 2015; Alpert et al. 2017). It is also known that the processes of splicing and transcription are tightly interlinked. The RNA polymerase II (Pol II) elongation rate can affect exon inclusion (de la Mata et al. 2003; Fong et al. 2014; Aslanzadeh et al. 2018; Maslon et al. 2019), and many of the proteins involved in splicing associate with the Pol II large subunit carboxy-terminal domain (CTD) (Morris and Greenleaf 2000; Emili et al. 2002; David et al. 2011; Göremann et al. 2011; Hsin and Manley 2012; Nojima et al. 2018). Conversely, splicing may also affect transcription, with evidence suggesting that Pol II slows down at exons (Alexander et al. 2010; Carrillo Oesterreich et al. 2010; Jonkers et al. 2014; Veloso et al. 2014; Mayer et al. 2015), potentially to allow for splicing to complete.

Several studies have addressed the timing of intron excision relative to Pol II elongation. A nascent RNA sequencing study (Carrillo Oesterreich et al. 2016) showed that in Saccharomyces cerevisiae, splicing could occur as soon as the 3’ splice site had emerged from the transcription machinery, suggesting that splicing may be completed immediately after intron transcription. Previous attempts to determine the duration of splicing in vivo had returned estimates ranging from a few seconds to several minutes (Alpert et al. 2017). The lowest of these estimates, such as the few-second estimate reported in Martin et al. (2013), are consistent with...
splicing being completed right after the 3′ splice site is transcribed. The most recent breakthroughs in the field followed the development of long-read nascent RNA sequencing technologies (Drexler et al. 2020; Reimer et al. 2021; Sousa-Luís et al. 2021). Collectively, these studies performed in human and Drosophila cultured cell lines show that although many introns are immediately excised as soon as the downstream exon emerges from Pol II, a subset remains unspliced and progressively undergoes delayed splicing while Pol II transcribes further (Drexler et al. 2020; Reimer et al. 2021; Sousa-Luís et al. 2021).

Here, we studied the dynamic properties of transcription and cotranscriptional splicing during the early stages of development in Drosophila melanogaster embryos using native elongating transcript sequencing (NET-seq) (Churchman and Weissman 2011; Nojima et al. 2015). An advantage of using Drosophila embryos is that they are more physiologically than cultured cell lines. Moreover, compared to human, the Drosophila genome is more compact (Graveley et al. 2011) and thus the coverage of NET-seq reads on intragenic regions is higher. Another advantage of the Drosophila model is that genes transcribed initially in the embryo have few and short introns (like yeast genes), whereas genes transcribed later contain multiple long introns (more similar to human genes). An additional feature of Drosophila is the presence of many genes with exceptionally long introns that are subdivided by a noncanonical mechanism termed recursive splicing (Duff et al. 2015; Joseph et al. 2018; Pai et al. 2018). For all these reasons, Drosophila is an attractive model to study cotranscriptional splicing dynamics.

Drosophila early development is characterized by rapid mitotic cycles that lack cytokinesis, resulting in nuclear proliferation in a syncytial cytoplast (Campos-Ortega 1985; Laver et al. 2015). During these initial mitotic divisions, which impose significant constraints on transcription and splicing (Shermoen and O’Farrell 1991; Rothe et al. 1992; Guilgur et al. 2014; Martinho et al. 2015; Sandler et al. 2018; Kwasnieski et al. 2019), the embryo largely relies on maternally deposited mRNAs. Subsequently, the duration of the cell cycle is progressively expanded, membranes form between the nuclei and segregate them into cells, and the zygotic transcriptome starts to be fully expressed (Campos-Ortega 1985; Blythe and Wieschaus 2015; Yuan et al. 2016). By performing dNET-seq in the developing Drosophila embryo, we have unraveled novel dynamic features of Pol II transcription and splicing.

RESULTS

Native elongating transcript sequencing in Drosophila embryos (dNET-seq)

Our first task was to adapt the NET-seq technology for use in Drosophila embryos (henceforth referred to as dNET-seq). The NET-seq technique involves isolation of transcription complexes formed by Pol II, the DNA template and the nascent RNA by immunoprecipitation, without crosslinking (Churchman and Weissman 2011; Nojima et al. 2015). After solubilization of Pol II complexes under native conditions by extensive micrococcal nuclease (MNase) digestion of isolated native chromatin, elongation complexes were immunoprecipitated using antibodies that specifically recognize different phosphorylation states of the Pol II CTD (Nojima et al. 2015).

We collected embryos at 2–3 h after fertilization (referred to as early embryos) and 4–6 h after fertilization (referred to as late embryos) (Fig. 1A). Analysis of embryos stained with a fluorescent dye to visualize DNA (Fig. 1B) revealed that early embryos were predominantly in mitotic cycle 14 (stage 5), which is when massive activation of zygotic transcription occurs (Campos-Ortega 1985; Laver et al. 2015). The majority of late embryos were in the late stage of germ-band extension (stage 10; Fig. 1C), when the embryo trunk (also known as the germ-band) elongates in the antero-posterior axis and narrows in the dorso-ventral axis (Campos-Ortega 1985; Laver et al. 2015).

In adapting mNET-seq to Drosophila embryos, we optimized buffers and washing conditions to purify the chromatin fraction from manually sorted embryos, solubilize the transcription complexes with MNase digestion and immunoprecipitate Pol II with antibodies. We used rabbit polyclonal antibodies raised against synthetic peptides of the YSPTSPS repeat of the CTD of the largest Pol II subunit in Saccharomyces cerevisiae, phosphorylated at either S5 (ab5131 Abcam) or S2 (ab5095 Abcam). Both antibodies have been extensively used for chromatin immunoprecipitation experiments in Drosophila melanogaster (Yan et al. 2014; Dahlberg et al. 2015; Lee et al. 2015; Boija et al. 2017; Vizcaya-Molina et al. 2018; Akhtar et al. 2019; Arzate-Mejía et al. 2020).

To enable directional sequencing, the 5′ hydroxyl (OH) generated by MNase digestion of RNA was first converted to a 5′ phosphate by T4 polynucleotide kinase (Fig. 1D). RNA was then purified from the immunoprecipitated Pol II complexes and size-selected using an RNA purification kit procedure that combines a unique buffer system with a column technology (see the Materials and Methods section for more detail). RNAs with a size above 60 nt were used for subsequent ligation of specific adapters to the 5′ P and 3′ OH ends of each RNA fragment followed by PCR-based preparation of a cDNA library for high-throughput Illumina sequencing (Fig. 1D). After sequencing, adapter sequences were trimmed and paired-end reads with sequence overlaps were merged into a single read that spans the full length of the original RNA fragment (dark orange; Fig. 1E). The resulting single reads were aligned to the Drosophila reference genome. The nucleotide at the 3′ end of each RNA fragment was identified and its genomic position recorded (asterisk; Fig. 1E).
Two to three dNET-seq libraries were independently prepared from early and late embryos using S5P antibody; three additional libraries were prepared from late embryos using S2P antibody. Each library was sequenced to a high coverage with a read length of 150 bp (Supplemental Fig. S1; see the Materials and Methods section for more detail). Experimental reproducibility was demonstrated by strong agreement of uniquely aligned read density between biological replicates prepared with antibodies raised against the CTD phosphorylated on either serine 5 (S5P) or serine 2 (S2P) positions (Supplemental Fig. S1B–E). This suggests that both S5P and S2P antibodies recognize the CTD of elongating Pol II in Drosophila embryos.

**dNET-seq captures splicing intermediates and spliceosomal snRNAs**

NET-seq captures not only the final (3′ OH end) nucleotide of nascent RNA but also the 3′ OH end of RNAs that associate with the Pol II elongation complex (Nojima et al. 2015, 2018; Schlackow et al. 2017). Notably, in humans, mNET-seq of Pol II phosphorylated on CTD serine 5 detected splicing intermediates formed by cleavage at the 5′ splice site after the first splicing reaction. The presence of such intermediates manifests as an enrichment of reads whose 3′ ends map precisely to the last nucleotide of an exon. In both early and late Drosophila embryos, we indeed observed large peaks of dNET-seq/S5P reads mapping to the last nucleotide of spliced exons, as shown for the *kuk* gene (green asterisk; Fig. 2A). We also detected dNET-seq/S5P peaks at the last nucleotide of introns, as shown for the *eEF1alpha1* gene (pink asterisk; Fig. 2B); enrichment for these reads results from communoprecipitation of released intron lariats after completion of the splicing reaction (Fig. 2B). In addition, we observed reads corresponding to mature snRNAs engaged in cotranscriptional spliceosome assembly, suggesting that dNET-seq was capturing the free 3′ OH ends of the snRNAs (blue asterisk; Fig. 2C). We found prominent peaks at the end of spliceosomal U1, U2, U4, and U5 snRNAs. As expected, no peak was detected mapping to the end of the U3 snRNA, which is involved in the processing of pre-rRNA synthesized by Pol I. Noteworthy, we observed an accumulation of dNET-seq signal at the end of U6 snRNA (Supplemental Fig. S2A), contrasting with a lack of peak observed in mammalian cells (Nojima et al. 2018). This is consistent with the finding that most mammalian U6 snRNAs contain a 2′,3′-cyclic phosphate terminal group at the 3′ end, whereas U6 3′ ends in Drosophila cells consist of either a cyclic 2′,3′-phosphate, a 3′-phosphate or a 2′,3′-hydroxyl group (Lund and Dahlberg 1992).

To quantify how many constitutively spliced exons have dNET-seq peaks at the end, we applied an algorithm that finds nucleotides where the NET-seq read density is at least three standard deviations above the transcript mean in a local region defined by 100 bp upstream and downstream (Churchman and Weissman 2011; Prudêncio et al. 2020). Upon analyzing replicates of dNET-seq/S5P and dNET-seq/S2P libraries, we identified over 10,000 exons showing splicing intermediate peaks (Fig. 2D). As peaks were more frequently detected on exons of genes with higher read density (Supplemental Fig. S2B), we classified the exons into four groups (quartiles) based on the dNET-seq read density of the corresponding gene and restricted the analysis to exons in the fourth quartile, that is, from genes with the highest read density.
The results show that splicing intermediate peaks are detected in ~80% of all constitutively spliced exons. We further analyzed the so-called pre-MBT (mid-blastula transition) genes, which are the first zygotic genes to become transcriptionally active in early embryos (Chen et al. 2013), and genes expressed in late embryos. We found similar proportions of splicing intermediate peaks associated with pre-MBT and late genes in the S5P and the S2P data sets (Fig. 2E). We then used the same methodology and the same set of genes to detect peaks at the last intronic nucleotide, corresponding to released intron lariats. Such peaks were detected in <10% of introns (Fig. 2F).

**FIGURE 2.** dNET-seq captures splicing intermediates and spliceosomal snRNAs. (A–C) The diagrams outline the 3’ OH ends generated by cotranscriptional cleavage at the 5’ splice site (A), the 3’ splice site (B), and the free 3’ OH end of spliceosomal snRNAs (C). Below each diagram, dNET-seq/SSP profiles over the indicated genes are depicted (data from late embryos). The green asterisk denotes the peak at the end of the exon (A). The pink asterisk denotes the peak at the end of the intron (B). The blue asterisk denotes the peak at the end of the U2 snRNA gene (C). Arrows indicate the direction of transcription. Exons are represented by boxes. Thinner boxes represent UTRs. Introns are represented by lines connecting the exons. (D) Comparison (Venn diagrams) of exons with a splicing intermediate peak detected in biological replicates of dNET-seq/SSP and dNET-seq/S2P libraries. (E,F) Frequency of peaks corresponding to splicing intermediates (E) and released intron lariats (F) in pre-MBT genes and genes expressed in late embryos. Only genes with the highest read density (fourth quartile) were considered.

dNET-seq specifically captures nascent RNA

To validate that we were detecting nascent transcription in *Drosophila* embryos, we analyzed maternal mRNAs that are transcribed during oogenesis and loaded into the egg (Fig. 3A). As expected, maternal transcripts such as *bicoid* (Fig. 3B), *nanos* (Supplemental Fig. S3A), *gurken* (Supplemental Fig. S3B), and *Rab32* (Supplemental Fig. S3C) were detected by RNA-seq in embryos collected 2–3 h after fertilization, but the dNET-seq/S5P signal over these genes was negligible. However, a robust dNET-seq/S5P signal was found at the *pumilio* gene (Fig. 3C). Expression of this gene was considered to be exclusively maternal based on RNA-seq (Lott et al. 2011) and Pol II ChIP-seq data (Chen et al. 2013), but a GRO-seq study detected *pumilio* nascent transcripts in embryos collected 2–2.5 h postfertilization (Saunders et al. 2013). The detection of *pumilio* RNA in early embryos by GRO-seq and dNET-seq/S5P highlights the sensitivity of these two techniques in capturing low-level nascent transcripts.
FIGURE 3. dNET-seq profiles in early and late embryos. (A) The diagram illustrates the temporal expression of maternal, pre-MBT, MBT, and post-MBT genes during Drosophila embryonic development. dNET-seq/SSP and RNA-seq profiles over the maternal genes bicaudal (B) and pumilio (pum) (C), the pre-MBT gene snail (D), and the post-MBT gene Akap200 (E). Reads that aligned to the positive strand are in blue, and reads that aligned to the negative strand are in red. (F) Meta-analysis of mean dNET-seq/SSP read density around the transcription start site (TSS) in maternal and pre-MBT genes (replicate 1). (G–I) Normalized metagene analysis in arbitrary units (A.U.). The dNET-seq/SSP signal is depicted along the normalized gene length (gray background), as well as 500 bp upstream of the transcription start site (TSS) and 500 bp downstream from the polyadenylation (pA) site. (G) Pre-MBT genes in early embryos. (H) Transcriptionally active genes in late embryos; the signal over genes that have the 3′-UTR overlapped by an antisense gene is depicted in dark red, while the signal over genes with no other genes within 500 bp is depicted in light red. (I) Transcriptionally active genes in late embryos; the signal over genes that have the 3′-UTR overlapped by a transcriptionally active antisense gene is depicted in dark red, while the signal over genes with the 3′-UTR overlapped by a transcriptionally inactive antisense gene is depicted in light red.
The stage at which the embryo switches from relying on maternally deposited mRNAs and proteins to undergoing its own transcription is termed the mid-blastula transition (MBT). However, a few genes (known as pre-MBT genes) become transcriptionally active before MBT (Kwasnieski et al. 2019). A strong dNET-seq signal was detected in early embryos over the bodies of pre-MBT genes such as snail (Fig. 3D), fushi tarazu (Supplemental Fig. S3D) and odd skipped (Supplemental Fig. S3E). Altogether, we examined 117 previously identified pre-MBT genes and 35 maternal mRNAs (Fig. 3F; Supplemental Fig. S3F). The finding that a robust dNET-seq signal was recovered from zygotically but not from maternally expressed transcripts indicates that dNET-seq is specifically targeting the nascent transcriptome.

**dNET-seq reveals differences in transcription termination profiles between genes expressed in early and late embryos**

Having confirmed that dNET-seq was capturing nascent RNA, we next investigated the distribution of Pol II density over transcript regions in early and late embryos. dNET-seq/S5P profiles (Fig. 3C–E; Supplemental Fig. S3A–E) do not show the characteristic higher read density near the promoter, as previously described in mammalian cells (Mayer et al. 2015; Nojima et al. 2015). This is most likely because Pol II typically pauses ~30–60 bp downstream from the transcription start site (TSS) (Kwak et al. 2013) and in our dNET-seq approach we enrich for RNAs longer than 60 nt (Supplemental Fig. S1F); thus, we only record the position of polymerases that have transcribed at least 60 bp past the TSS.

We then turned our attention to the dNET-seq signal around the polyadenylation (pA) site. We found that in pre-MBT genes such as snail (Fig. 3D), tailless (tl) (Supplemental Fig. S4A), and nullo (Supplemental Fig. S4B), the dNET-seq/S5P signal ends soon after the pA site. In contrast, genes expressed in late embryos such as Akap200 (Fig. 3E), His3.3A (Supplemental Fig. S3H) and tsr (Supplemental Fig. S3I), have a widespread dNET-seq/S5P signal on introns and regions downstream from the pA site. Analysis of RNA-seq data sets revealed that mRNAs encoded by these genes are efficiently spliced and 3′-end processed (Supplemental Fig. S3H). Thus, dNET-seq/S5P is capturing newly synthesized transcripts that have not yet been spliced, as well as RNAs synthesized by Pol II complexes that continued to transcribe the DNA template after the mRNA was cleaved and polyadenylated at the pA site. We further noted that the 3′-UTR of genes with a dNET-seq signal extending past the pA site is overlapped by another gene (gurken, Nep13, and Int51, respectively), which is transcribed in the opposite direction.

Next, we generated dNET-seq metaprofiles for pre-MBT and late genes. Metagene analysis of the dNET-seq/S5P signal on pre-MBT genes expressed in early embryos confirmed that in this group of genes, the dNET-seq signal is sharply reduced past the pA site (Fig. 3G). The majority (65) of pre-MBT genes are isolated in the genome, with no other gene on either strand within a region of 500 bp downstream from the pA site, as shown for tailless (tl) (Supplemental Fig. S4A). Another 26 pre-MBT genes are embedded in larger genes, as shown for nullo, which is located within a long intron of the CG12541 gene (Supplemental Fig. S4B). A smaller group of pre-MBT genes (21) have neighboring genes located on either strand within a region of 500 bp downstream from the pA site, as shown for Elba2 (Supplemental Fig. S4C). We further identified 5 pre-MBT genes that have the 3′-UTR overlapped by an antisense convergent gene, as shown for spoook (spo) (Supplemental Fig. S4D). Notably, in these genes, the dNET-seq/S5P signal extended past the pA site (Supplemental Fig. S4C,D).

To identify all the genes that are transcriptionally active in late embryos, we used a strategy adapted from GRO-seq analysis (Core et al. 2008) that relies on read density in gene desert regions as background reference for absence of transcription. Very large intergenic regions (gene deserts) were divided into 50 kb windows, and read densities were calculated by dividing read counts in each window by the window length in bp (Supplemental Fig. S4B). Genes with dNET-seq signal over the gene body (in RPKM) above the 90th percentile of read density for all intergenic regions analyzed were considered to be transcriptionally active (Supplemental Fig. S4F). We identified ~7000 active genes, with similar results obtained from dNET-seq/S5P and dNET-seq/S2P data sets (Supplemental Fig. S4G). This set of active genes includes over 85% of the 3500 genes previously identified as actively transcribed after the mid-blastula transition (MBT) based on ChIP-seq experiments (Chen et al. 2013). Next, we divided the genes transcribed in late embryos into two groups, depending on whether their 3′-UTR was or was not overlapped by another convergent gene. The metagene analysis shows that when averaged across all transcribed genes, a very low dNET-seq signal is detected at the pA site (Fig. 3H; Supplemental Fig. S3G), as expected assuming that when Pol II reaches this site, the nascent transcript is cleaved and polyadenylated and therefore there is no RNA left attached to the polymerase to be sequenced. However, in the case of late genes that have the 3′-UTR overlapped by an antisense (convergent) gene, the dNET-seq/S5P and dNET-seq/S2P signals increase again after the pA site (Fig. 3H; Supplemental Fig. S3G). Using the methodology described above to identify transcribed genes, we found that the vast majority (>80%) of overlapping convergent genes were transcriptionally active and only 219 genes were silent. The metagene analysis shown in Figure 3I clearly indicates that the detection of dNET-
seq/SSP signal past the pA site is independent from transcription of the convergent overlapping gene.

In conclusion, the distribution profiles of dNET-seq/SSP and dNET-seq/S2P reads around the pA site suggest distinct patterns of transcription termination for genes that are either isolated in the genome or overlapped by another convergent gene. However, we cannot exclude the possibility that specifically in isolated genes, the lack of dNET-seq signal results from loss of CTD phosphorylation as Pol II transcribes past the pA site.

**Analysis of dNET-seq read density profiles**

We next focused on the distribution of dNET-seq reads on exons and introns. The number of nascent RNA reads whose 3' ends map at a particular genomic position is proportional to the number of Pol II molecules at that position. Thus, Pol II pause sites can be detected as local peaks in NET-seq read density (Churchman and Weissman 2011; Larson et al. 2014). However, because we performed dNET-seq with antibodies that recognize the Pol II CTD phosphorylated at either S5 or S2 positions, changes in read density may reflect dynamic phosphorylation of the CTD rather than Pol II pausing. We excluded signal resulting from splicing intermediates (i.e., reads that map to the very last nucleotide of introns and exons were discarded) in order to analyze only reads whose 3' ends associate with the Pol II active site. We analyzed both SSP and S2P data. However, we were particularly interested in exploring the multiple peaks of dNET-seq/SSP signal observed on both exons and introns (Fig. 4A), because cotranscriptional splicing has been linked to SSP in humans (Nojima et al. 2015).

A difficulty when performing the systematic identification of dNET-seq peaks is that transcripts with higher initiation rates will contain more reads and thus peaks are more likely to be detected than in more slowly transcribed genes. To control for this confound, we developed a peak calling algorithm that detects regions where the local read density is significantly higher than expected by chance, given the over-all read density of the transcript (Fig. 4A; see also the Materials and Methods section). We emphasize that for detecting reads corresponding to splicing intermediates (Fig. 2D–F), we used a peak calling method that looks for significant single-nucleotide positions (Churchman and Weissman 2011), whereas this new method detects higher read regions of variable length.

We then aligned exons and introns on the splice sites and calculated the average peak density at each position. Exons have a higher over-all peak density than introns (mean proportion of nucleotides in peaks $\sim 0.022/\sim 0.015$ for replicate 1/rePLICATE 2 introns and $\sim 0.043/\sim 0.034$ for replicate 1/rePLICATE 2 exons; $P < 2.2 \times 10^{-16}$ for both replicates; two-tailed Mann–Whitney U-test with the peak densities of individual introns/exons as data points) (Fig. 4B). This is consistent with previous reports indicating that the Pol II elongation rate is decreased over exons in mammalian (Jonkers et al. 2014; Mayer et al. 2015) and Drosophila cells (Kwak et al. 2013). In addition, peak density is sharply increased around the 5' splice site (Fig. 4C). This could indicate either Pol II pausing or increased S5 phosphorylation associated with splice site recognition. We also cannot exclude that misaligned splicing intermediate reads are contributing to the observed increase in peak density around the 5' splice site. The dNETseq/SSP profile around the 3' splice site shows a higher peak density region just after the intron-exon boundary, and a progressive increase in average exonic peak density is further observed starting roughly 60 nt after the 3' splice site (Fig. 4C). A very similar peak density metaprofile is observed with the dNETseq/S2P data set (Fig. 4D).

A potential caveat of read density analysis is that nucleotide composition varies systematically across exons and introns. For example, exons tend to have a higher GC content than introns (Zhu et al. 2009). This could be problematic as NET-seq relies on MNase digestion of DNA and RNA to solubilize chromatin. MNase digestion of DNA is known to be sequence-biased, with most notably a preference for cleaving just 5' of an adenine (Dingwall et al. 1981; Hörz and Altenburger 1981; Gaffney et al. 2012). An analysis of the 5' ends of our reads revealed similar biases for MNase digestion of RNA (Fig. 4D). This sequence preference could lead to artefactual variation in read density, with more reads being sampled from transcripts and transcript regions whose nucleotide composition is more similar to MNase digestion biases. To verify to what extent our results were affected by this confound, we performed a simulation to determine the expected distribution of reads based on the digestion bias alone (Supplemental Methods). We concluded that MNase biases are unlikely to explain either the enrichment of peaks in exons or the general profile of peak densities past the 3' splice site.

**dNET-seq captures recursive splicing intermediates**

Having shown that the spliceosome forms a complex with the elongating Pol II in Drosophila embryos, we asked when splicing takes place relative to transcription. We first looked at recursive splicing of long introns because this process involves the formation of inherently unstable intermediates that are more likely to be formed soon after the transcription of each intronic splice site (Pai et al. 2018). In recursive splicing, long introns are removed by sequential excision of adjacent sections involving separate splicing reactions, each producing a distinct lariat (Hatton et al. 1998). Recursively spliced intron segments are bounded at one or both ends by recursive sites or ratchet points (Burnette et al. 2005), which correspond to zero nucleotide exons consisting of juxtaposed 3' and 5' splice
To capture recursive splicing intermediates using dNET-seq, it is essential to have a good coverage of reads corresponding to nascent transcripts and spanning the splice junctions. The total number of reads resulting from nascent RNA in each dNET-seq data set is depicted in Supplemental Figure S1G. By merging the sequencing information of overlapped paired-end reads (Fig. 1E), we were able to sequence on average $\sim103$ nt per nascent RNA (Supplemental Fig. S1F,H). Focusing on previously identified Drosophila ratchet points (Duff et al. 2015; Joseph et al. 2018), we found dNET-seq/SSP reads that span the junction between the canonical 5’ splice site at the end of the exon and the first ratchet point (RP1) internal to the downstream intron, as shown for the second intron of the Megalin gene (Fig. 5B). Reads spanning the subsequent intronic RPs were also observed (Fig. 5B). Overall, we detected dNET-seq/SSP and dNET-seq/S2P spliced reads supporting most of the previously identified recursive splicing events (Fig. 5C; Supplemental Fig. S5A).

Analysis of dNET-seq profiles around a RP reveals an enrichment of reads in a region located a few nucleotides around a central AG|GT motif, where the vertical line represents the splice junction (Fig. 5A).

To capture recursive splicing intermediates using dNET-seq, it is essential to have a good coverage of reads corresponding to nascent transcripts and spanning the splice junctions. The total number of reads resulting from nascent RNA in each dNET-seq data set is depicted in Supplemental Figure S1G. By merging the sequencing information of overlapped paired-end reads (Fig. 1E), we were able to sequence on average $\sim103$ nt per nascent RNA (Supplemental Fig. S1F,H). Focusing on previously identified Drosophila ratchet points (Duff et al. 2015; Joseph et al. 2018), we found dNET-seq/SSP reads that span the junction between the canonical 5’ splice site at the end of the exon and the first ratchet point (RP1) internal to the downstream intron, as shown for the second intron of the Megalin gene (Fig. 5B). Reads spanning the subsequent intronic RPs were also observed (Fig. 5B). Overall, we detected dNET-seq/SSP and dNET-seq/S2P spliced reads supporting most of the previously identified recursive splicing events (Fig. 5C; Supplemental Fig. S5A).

Analysis of dNET-seq profiles around a RP reveals an enrichment of reads in a region located a few nucleotides around a central AG|GT motif, where the vertical line represents the splice junction (Fig. 5A).
downstream from the RP, as shown for RP2 in the first intron of the Tenascin major gene (Fig. 5D). Noteworthy, most of these reads are already spliced to the previous RP (Fig. 5D). A meta-analysis of dNET-seq/SSP reads around 137 RPs confirms that many spliced reads can be observed just downstream from RPs (Fig. 5E,F), demonstrating that splicing occurs soon after the transcription of intronic recursive sites. The observed enrichment of dNET-seq/SSP reads around RPs further suggests that recursive splicing and Pol II elongation rate may be kinetically coupled. In agreement with this view, a slow Pol II mutant enhanced recursive splicing of Ubx transcripts in Drosophila embryos (de la Mata et al. 2003).

**Splicing takes place as Pol II transcribes past the 3′ splice site**

Having established that dNET-seq captures recursive splicing, we then asked whether dNET-seq reads spanning canonical exon-exon junctions were also detected (Fig. 6A). To identify splicing events, we considered all internal and fully coding exons that are at least 100 nt long in actively transcribed genes in early and late embryos. For each splice junction, we counted how many reads had the 3′ end mapped to the first 100 nt of the exon. Only exons with at least 10 reads mapping to this region were considered (see the Materials and Methods section for justification of
FIGURE 6. dNET-seq reveals immediate splicing at all intron sizes. (A) Visualization of dNET-seq/S5P reads that align to exon 10 of the Tao gene. For B–J, unless otherwise specified, only introns from transcriptionally active genes where the downstream exon is a fully coding internal exon at least 100 nt long were included. In addition, enough spliced/unspliced reads had to end within the first 100 exonic nucleotides that obtaining a splicing ratio (SR) of 0 or 1 by chance alone was highly unlikely (see the Materials and Methods section for details). For genes expressed in late embryos, this threshold was 10 reads for both replicates. For pre-MBT genes, it was 14 for replicate 1 and 9 for replicate 2. For S2P data, we used a threshold of 10 to enable better comparison with S5P. (B) SR values estimated in two biological replicates of dNET-seq/S5P data sets from late embryos (Spearman correlation, \( \rho = 0.734 \), \( P < 2.2 \times 10^{-16} \); \( N = 3708 \)). (C) Histogram of SR values for dNET-seq/S5P (\( N = 5626 \)) and dNET-seq/S2P (\( N = 6888 \)). To test the significance of the difference between S5P and S2P, a binomial regression with a logit link was performed without filtering by read number (\( N = 12,833 \) for S5P; \( N = 13,229 \) for S2P). The number of spliced and unspliced reads was specified as the dependent variable and the status of each data point as S5P or S2P was the sole predictor. The model predicted a splicing ratio of \( \sim 0.369/\sim 0.394 \) for S5P replicate 1/2 and of \( 0.162/0.269 \) for S2P replicate 1/2. (D) SR values estimated in replicate 1 of dNET-seq/S5P and dNET-seq/S2P data sets from late embryos (Spearman correlation, \( \rho = 0.666 \), \( P = 2.2 \times 10^{-16} \); \( N = 4773 \)). (E) Proportion of splice junctions in pre-MBT genes and genes expressed in late embryos classified according to their SR values. As many pre-MBT genes are single-intron, last introns were exceptionally included in this analysis. To make the two columns on the right, we used a subset of the genes expressed in late embryos (post-MBT genes) that was as similar as possible to the pre-MBT set in read number. Concretely, to match each pre-MBT gene, we picked the post-MBT gene that had the most similar total count of spliced and unspliced reads, making sure that every post-MBT gene only appeared in the subset once. (F–K) Several parameters of gene architecture show a relationship with SR. For the sample sizes and statistical tests used, see Supplemental Table 1. Note that in F, J–K, the bin ranges have been set so that intron numbers would be as equal as possible between bins.
the threshold). Then, the dNET-seq splicing ratio (SR) was calculated by dividing the number of spliced reads by the sum of the number of spliced and unspliced reads (Fig. 6A). Reads could be counted as spliced or unspliced if their 3′ end mapped to within the first 100 nt of the exon and their 5′ end reached upstream of the 3′ splice site, allowing to check whether the intron was still present. A robust agreement of estimated SR values was observed between biological replicates for pre-MBT genes (Supplemental Fig. S6A) and genes expressed in late embryos (Fig. 6B).

SR values showed a bimodal distribution, with peaks at both extremes (SR = 0 and SR = 1; Fig. 6C; Supplemental Fig. S6B), indicating that a subset of junctions were always spliced immediately after transcription (SR = 1), while others remained unspliced (SR = 0). Notably, differences in SR distribution were found between dNET-seq/SSP and dNET-seq/S2P data sets (Fig. 6C,D; Supplemental Fig. S6B,C). Significantly lower SR values were detected for S2P compared to SSP (P < 2.2 x 10^-16 from binomial regression, see Fig. 6 legend for statistical details). In particular, junctions that were most frequently spliced (SR values close to 1) were predominantly captured by dNET-seq/SSP (Fig. 6C; Supplemental Fig. S6B). This clearly points to a preferential association between cotranscriptional splicing and SS phosphorylation of Pol II CTD, as previously proposed in human cells (Nojima et al. 2015, 2018). We therefore continued to focus solely on the SSP data sets in the remainder of our splicing analysis.

We observed that only ~5% of splice junctions in pre-MBT genes were devoid of SSP reads spanning ligated exons and thus presented an SR of 0 (~5.10% replicate 1/ ~4.35% replicate 2), whereas in genes expressed in late embryos this proportion was ~20% (~19.72% replicate 1/ ~18.55% replicate 2) (Fig. 6E; two-tailed binomial test for difference between late and pre-MBT, P ~ 6.141 x 10^-5/ 9.44 x 10^-4 [replicate 1/replicate 2]). However, this difference between pre-MBT genes and genes expressed in late embryos disappeared once the higher read density of pre-MBT genes had been controlled for (Fig. 6E).

Thus, in most cases, Drosophila cotranscriptional splicing can occur when Pol II is still transcribing the downstream exon, implying an intron definition mechanism as previously proposed for S. cerevisiae (Carrillo Oesterreich et al. 2016). Consistent with this view, many Drosophila transcripts have relatively long exons separated by short introns—a gene architecture suggested to be conducive to intron definition. Very long introns flanked by short exons have instead been associated with exon definition (under which the downstream exon needs to be fully transcribed before splicing can take place) (Keren et al. 2010). A switch to exon definition was proposed once the size of the intron surpasses ~200 nt (Fox-Walsh et al. 2005). It is unclear, however, whether the choice between exon and intron definition is dependent on the absolute sizes of exons and introns, or rather the ratio of intron to exon size.

We found no relationship between the dNET-seq splicing ratio and exon length (Supplemental Fig. S6D,H for replicates 1 and 2; see Supplemental Table 1 for details on statistical significance and sample sizes for all of the gene architecture parameters discussed here). Regarding intron size, we found that introns with SR = 0 (and thus no evidence for intron definition) were, on average, indeed larger than other introns (Fig. 6F; Supplemental Fig. S6G). However, more careful examination revealed a more complex picture, with a lower proportion of introns with SR = 0 both for introns of intermediate size (~55–100 nt, which corresponds to ~55% of the introns studied) and for very large introns (>1000 nt) (Fig. 6F). These intron sizes may thus be optimal for fast splicing. We also uncovered a lower exon to intron length ratio for introns with SR = 0 than for others (Supplemental Fig. S6E,I; note that the difference was significant for replicate 2 and near-significant for replicate 1).

Taked together, these results suggest that although fast splicing (implying intron definition) is indeed skewed toward small introns flanked by large exons, there is also frequent and efficient intron definition for large introns. Our results are inconsistent with a threshold model, where splicing would systematically switch to exon definition after a given intron size is reached.

We also investigated the relationship between SR and several other gene architecture parameters. Firstly, as the GC content in exons and introns decreases, the proportion of introns with SR = 1 increases and the proportion with SR = 0 decreases, showing more efficient immediate splicing (Fig. 6G,H; Supplemental Fig. S6K,L). A similar effect is observed as the ratio of the downstream exon GC content to intron GC content increases (Fig. 6I; Supplemental Fig. S6M). Thus, the most efficient immediate splicing is observed when the GC content is low in both exons and introns but higher in exons than introns.

Secondly, as 3′ splice site strength increases, the proportion of introns with SR = 0 decreases (Fig. 6J; Supplemental Fig. S6N). We found no significant relationship between SR and 5′ splice site strength (Supplemental Fig. S6F,J). However, we replicated previous observations (Khdhor et al. 2012) that transcripts with only a single intron tend to be spliced less efficiently than multiintron ones, with a higher proportion of SR = 0 introns (Supplemental Fig. S6O,P). Thirdly, similarly to previous reports (Khdhor et al. 2011, 2012; Herzel et al. 2018), we uncovered an effect of exon rank, whereby exons that are more central appear to be spliced more efficiently (Fig. 6K; Supplemental Fig. S6Q).

In conclusion, dNET-seq reveals that splicing can occur immediately as Pol II transcribes past the 3′ splice site, yet many nascent transcripts remain unspliced. As expected, we found a relationship between the proportion of
spliced reads and intron size. However, immediate splicing was observed at all intron sizes.

Immediate splicing associates with specific read density profiles

Analysis of individual dNET-seq/S5P profiles around constitutive splice junctions with a high splicing ratio frequently revealed an enrichment of reads downstream from the 3′ splice site, coincident with the appearance of spliced reads, as shown for the cno gene (Fig. 7A). In contrast, profiles around a constitutive splice junction with SR = 0 had an accumulation of reads further along the exon, as shown for the ND-51 gene (Fig. 7B). A clearly distinct type of profile was observed on skipped exons, on which very few reads were observed, as shown for the zip gene (Fig. 7C).

We next performed a meta-analysis of dNET-seq/S5P peak densities over different exonic and intronic regions for introns with differing SR values. A difficulty of analyzing the peak density profile around the 3′ splice site is that reads mapping to the final nucleotide of the intron may represent intron lariats and thus be nonnascent. We removed reads mapping to this position prior to peak calling. However, through misalignment, intron lariat reads may also map to the few nucleotides around the 3′ splice site and thus still affect the final meta-profile. In order to minimize the impact of such misalignment events, we excluded from the meta-analysis all introns with a read mapping to the final intronic nucleotide, as this is expected to also discard the introns most likely to contain misaligned intron lariat reads (Fig. 7D; Supplemental Fig. S7A). When such filtering is not done, a sharp peak is observed around the 3′ splice site, notably when SR values are low (Supplemental Fig. S7B,C). It appears that intron lariat reads are primarily captured for introns with low splicing ratios (Fig. 7E; Supplemental Fig. S7D). This contrasts with splicing intermediate reads from the end of the upstream exon, which are associated to higher splicing ratios instead (Fig. 7F; Supplemental Fig. S7F).

The peak density profile downstream from the 3′ splice site contains two primary regions of interest (highlighted in Fig. 7D; Supplemental Fig. S7A–C,G,H). The first is a region of increased peak density located roughly 10–20 nt after the 3′ splice site. This peak is independent of the presence of putative intron lariat reads (Fig. 7D; Supplemental Fig. S7A–C), and is more prominent when the SR is higher (Fig. 7D; Supplemental Fig S7A–C,G,H).

The second feature of interest is a rapid increase in peak density ~60 nt into the exon. Contrary to the first region of interest, the peak density in this region is higher when SR is lower (Fig. 7D; Supplemental Fig. S7A–C,G–H). We found no evidence that this increase in peak density could be a result of MNase digestion biases (Supplemental Methods). As discussed above, this pattern of increased dNET-seq/S5P density could result from either a local enrichment of CTD S5 phosphorylation or from an accumulation of Pol II due to a decreased elongation rate. In the latter case, one possible explanation for such a slow-down over exonic regions could be their relatively higher GC content when compared to intronic sequences. The peak is indeed more prominent in introns where the ratio of exonic to intronic GC content is higher (Supplemental Fig. S7E,F). However, when SR = 1, then even exons where this ratio is high do not display the peak (Supplemental Fig. S7E,F). Moreover, introns with higher SR tend to have higher exonic to intronic GC ratios (Fig. 6I; Supplemental Fig. S6M). Hence, the covariation with SR cannot be explained simply through the correlation between SR and GC content patterns. This suggests that there is an effect of the SR beyond any GC content effect. Potentially, this region could correspond to where delayed splicing starts (because these events have low immediate splicing ratios). Note that we obtained qualitatively similar meta-profiles when considering reads rather than peak densities (Supplemental Fig. S7G,H). Our results therefore cannot be explained through any biases introduced by the peak calling approach.

Finally, we asked how prevalent cotranscriptional splicing is in the developing Drosophila embryo. As shown in Figure 2E, ~80% of exons in pre-MBT genes and genes expressed in late embryos covered by a high density of NET-seq reads have a peak corresponding to the splicing intermediate formed after cleavage at the 5′ splice site but before exon-exon ligation. The majority of these exons (~85%) were covered by dNET-seq reads that span the junction to the downstream exon either directly on nascent transcripts or indirectly on splicing intermediates formed by cleavage at the 5′ splice site of the downstream exon (Fig. 7F,H), confirming that they are cotranscriptionally spliced. We then focused on those exons for which no splicing intermediate spike was detected by the peak calling algorithm, as illustrated for the Doc3 gene (Fig. 7G). Over 71% of these exons were also covered by dNET-seq reads that span the junction to the downstream exon either directly on nascent transcripts or indirectly on splicing intermediates formed by cleavage at the 5′ splice site of the downstream exon (Fig. 7I), arguing that even exons without a detectable splicing intermediate peak are cotranscriptionally spliced. Altogether, our dNET-seq results support cotranscriptional splicing for over 95% of the analyzed exons.

**DISCUSSION**

In this study, we used NET-seq to map Pol II with the CTD phosphorylated on either S5 or S2 positions over the bodies of genes that become transcriptionally active in Drosophila embryos during the initial stages of development. The use of embryos allowed us to perform an important test to verify that the captured RNA is truly nascent.
FIGURE 7. Immediate splicing associates with higher density of dNET-seq signal. (A–C) dNET-seq/S5P profiles surrounding the indicated exons in the post-MBT genes cno (A), ND-51 (B), and zip (C). The top panels depict all reads. The bottom panels depict either the 3′ end coordinate of reads that span the splice junction (A, B), or the RNA-seq profile (C). (D) Metagene analysis of peak density estimated from dNET-seq/S5P data sets from late embryos (replicate 1) for different ranges of SR values. To calculate peak density for each position, we divided the number of introns that overlap with a peak at that position by the total number of introns. The last 50 nt of exons, the first 50 nt of introns, the last 25 nt of introns, and the first 100 nt of exons are shown. Only internal and fully coding exons from transcriptionally active genes that are at least 100 nt long are shown (N = 4783). In addition, at least 10 spliced/unspliced reads had to end within the first 100 nt of the exon. (E) The proportion of introns with at least one 3′ read whose 3′ end maps to the final position of the upstream exon (putative splicing intermediates) or to the final position of the intron (putative intron lariats) in dNET-seq/S5P late replicate 1. (F,G) dNET-seq/S5P profiles on the indicated regions of the velo2 and Doc3 genes. Below, spliced reads are depicted. Asterisks denote 3′ OH ends. (H,I) Venn diagrams showing how many junctions with or without a splicing intermediate peak are covered by spliced reads or have a downstream splicing intermediate covered by spliced reads.
Indeed, early Drosophila embryos contain abundant mRNAs that are transcribed during oogenesis and loaded into the egg. In our analysis of early embryos, these maternal transcripts were readily detected by RNA-seq, but not by dNET-seq.

Transcription in the Drosophila early embryo begins in mitotic cycle 8 for a few genes (Erickson and Cline 1993; Pritchard and Schubiger 1996), and then the number of active genes gradually increases until cycle 14 (Kwasnieski et al. 2019). Notably, the initial mitotic cycles have a duration of ~10 min, with cycle 13 taking about 21 min and cycle 14 lasting for at least 65 min (Ji et al. 2004). Thus, assuming an elongation rate of 2.4–3.0 kb per minute (Fukaya et al. 2017), there are significant constraints on the transcription of genes that are active before the end of cycle 13 (pre-MBT genes). Although pre-MBT genes are on average shorter than genes expressed at later stages of development (Hoskins et al. 2011; Artieri and Fraser 2014), longer genes are nonetheless transcribed before MBT. However, before cycle 14, transcriptional elongation of long genes is either prematurely terminated (Sandler et al. 2018) or aborted (Shermoen and O’Farrell 1991; Kwasnieski et al. 2019). It has also been reported that pre-MBT expression is associated with the generation of DNA damage due to stalling of DNA replication at transcriptionally engaged loci (Blythe and Wieschaus 2015).

Our dNET-seq analysis revealed a novel feature of pre-MBT genes that most likely contributes to reduce conflicts between transcription and replication during the short interphases of early embryos. We found that in the majority of pre-MBT genes, the dNET-seq/SSP signal is not detected beyond the pA site, suggesting that Pol II terminates soon after cleavage and polyadenylation. We also observed that these pre-MBT genes tend to be isolated from other transcriptional units. However, a small subset of pre-MBT genes have neighboring genes and in those cases the dNET-seq/SSP signal extends past the pA site. In contrast to pre-MBT genes, many of the genes expressed after MBT have the 3′UTR overlapped by another gene transcribed in the opposite direction and show high dNET-seq/SSP and S2P signal past the pA site. The finding that very low dNET-seq/SSP and S2P signal is detected at the pA site and increases sharply thereafter suggests that nascent transcripts are efficiently cleaved and polyadenylated, yet Pol II remains associated with the DNA template synthesizing RNA past the pA site. Indeed, analysis of RNA-seq data sets confirmed that mRNAs transcribed from these late genes are normally 3′-end processed. Altogether, these observations suggest that transcription termination of isolated genes occurs soon after cleavage and polyadenylation, whereas in genes with overlapping neighbors Pol II continues to transcribe into the gene 3′-flanking region after passage of the pA site. Notably, the proportion of isolated genes is significantly higher among pre-MBT genes (65/117 or ∼56%) than among late genes (1251/7233 or ∼17% of all transcriptionally active genes for replicate 1 SSP) (P < 2.2 × 10−16, one-tailed binomial test). Possibly, pre-MBT genes in the Drosophila genome may be under selection to avoid overlaps with other genes, thereby minimizing potential transcriptional interference problems such as collisions involving DNA polymerase complexes or Pol II transcribing opposite template strands (Proudfoot 2016).

Our observations further reveal an unexpected link between delayed transcriptional termination and the presence of an overlapping convergent gene in the Drosophila genome. It is intriguing that Pol II persists transcribing after cleavage and polyadenylation of the nascent mRNA, specifically when there is a convergent overlapping gene and regardless of its transcriptional status. One possibility is the induction of local conformational changes in chromatin and/or Pol II. Indeed, pioneer transcription factors can potentially regulate gene expression at later stages of development by inducing significant chromatin conformational changes during early embryonic development (Schulz et al. 2015; Blythe and Wieschaus 2016). Although such chromatin remodelling events can potentially influence the interaction of Pol II with DNA downstream from the pA site, further studies are needed to understand how transcription termination is regulated during early Drosophila development.

A classical view in the splicing field is that for some introns, the 5′ and 3′ splice sites are recognized directly by “intron definition.” For other introns, spliceosome assembly starts with the recognition of the downstream exon, and only at a later stage a cross-intron complex is formed (“exon definition”) (Robberson et al. 1990; Berget 1995; Sterner et al. 1996; Fox-Walsh et al. 2005). These alternative models are supported by in vitro evidence, as well as by in vivo reporter gene experiments (Robberson et al. 1990; Berget 1995; Fox-Walsh et al. 2005; De Conti et al. 2013). There is also indirect evidence, for example from analysis of exon-intron size patterns (Berget 1995). However, these models have never been directly tested in vivo at a transcriptome-wide level. It thus remains uncertain how intron definition and exon definition operate in vivo and what determines the choice between them.

Introns that show splicing completion before Pol II has reached the end of the downstream exon are necessarily intron-defined, as exon definition requires the presence of the 5′ splice site of the downstream intron. Therefore, introns with an SR above 0 represent an experimentally determined set of introns that are spliced via intron definition at least part of the time, allowing us to test long-held assumptions in the field. Notably, in vitro and reporter gene work suggested that Drosophila uses intron definition for introns smaller than ∼200–250 nt and exon definition for larger introns (Fox-Walsh et al. 2005). Other studies have suggested that the crucial factor is not just...
intron size, but the relative size of the intron compared to
the flanking exons (Sterner et al. 1996).

Using dNET-seq, we have found that although there is a
relationship between intron size and the proportion of in-
trons with SR > 0, intron definition can be observed at all
intron sizes. Our results are thus inconsistent with a simple
“threshold” model, where splicing would systematically
switch to exon definition at a particular intron size.
Rather, we observe an increased proportion of introns
with SR > 0 within an optimal intron size range of ∼55–
100 nt. The median intron size in our data set is 71 nt. It
thus appears that intron definition is best optimized for in-
trons of a “typical” size, and is less efficient when introns
are unusually small or large. Intriguingly, however, for
very large introns (>1000 nt), the proportion with SR > 0 in-
creases again, suggesting that specific mechanisms may
have evolved for the intron-defined splicing of very large
introns. The tendency for faster splicing kinetics with aver-
age intron sizes has also been reported using metabolic la-
beling in both Drosophila (Pai et al. 2017) and human cells
(Windhager et al. 2012).

We propose that the tethering of the upstream exon to
Pol II (de Almeida and Camo-Fonseca 2008) could be cru-
cial for the intron-defined splicing of such large introns.
Indeed, introns with SR > 0 where the upstream exon has
one or more putative splicing intermediate reads tend to
be larger than ones without splicing intermediate reads
(one-tailed Mann–Whitney U-test, W = 779,623, P ∼
0.003, N = 4589; exon size and read number filtering has
been applied like for the gene architecture analysis).

In addition, Pai et al. (2017) found that GC poorer introns
were spliced faster. We uncovered a similar relationship
with GC content, with the highest proportion of introns
with SR > 0 observed when both the exon and the intron
were AT-rich but the exon had a higher GC content than
the intron. We emphasize that the gene architecture pa-
rameters that we have investigated are not independent
of each other. For instance, exon GC content is correlated
negatively with exon rank from the start (Spearman’s ρ ∼
−0.098; P ∼ 1.196 × 10−15). Further work is thus needed
to distinguish between causative and merely correlative
factors. In addition, it must be determined how the GC con-
tent effect relates to patterns of nucleosome density
(Gelfman et al. 2013).

Our results indicate that the majority (>80%) of
Drosophila introns expressed in late embryos can be
spliced through intron definition. A limitation of our work
is that introns that show no evidence for splicing comple-
tion during transcription of the downstream exon could
still be spliced via intron definition, if their splicing takes
too long for it to be detected during the 100 nt window
studied. Therefore, we do not know whether introns with
a SR of 0 are exon-defined, intron-defined but spliced
when Pol II has elongated past the first 100 exonic nucleo-
tides, or a mixture of both. Similarly, introns with a splicing
ratio between 0 and 1 could either always be intron-de-
fined, or they could use either exon or intron definition de-
pending on the splicing event.

Taken together, our results show that splicing in
Drosophila embryos can be completed soon after tran-
scription of the 3′ splice site, as previously reported in other
cellular models (Martin et al. 2013; Camillo Oesterreich
et al. 2016; Reimer et al. 2021; Sousa-Luis et al. 2021).
However, a question that remains open is whether splicing
influences the kinetics of Pol II elongation. A splicing-de-
pendent Pol II pausing near the 3′ splice site was first sug-
gested by the Beggs group (Alexander et al. 2010;
Chathoth et al. 2014), and evidence for Pol II pausing at
exon boundaries was later detected in mammalian cells us-
ing NET-seq (Mayer et al. 2015; Nojima et al. 2015). In con-
trast, a recent PRO-seq analysis found no splicing-associ-
ed Pol II pausing (Reimer et al. 2021). A splicing-re-
lated accumulation of SSP Pol II along gene bodies was also
observed using chromatin immunoprecipitation in HeLa
cells (Batsché et al. 2006) and in yeast (Alexander et al.
2010; Chathoth et al. 2014). However, it remains unclear
whether a local increase in NET-seq read density results
from slower Pol II elongation or represents a region of pref-
erential CTD Ser5 phosphorylation, with no concomitant
Pol II pausing. In this regard, splicing-associated higher
NET-seq density profiles were observed with SSP antibod-
ies but not with antibodies to unphosphorylated CTD
(Nojima et al. 2015; Sheridan et al. 2019). Clearly, future
studies are needed to assess the distribution of nascent
transcripts independently from the Pol II phosphorylation
status.

Irrespective of Pol II pausing, the results of our dNET-
seq/SSP read density analysis around canonical and recur-
recutive splice sites strongly suggest that CTD serine 5 can be
dynamically dephosphorylated along gene bodies in a
splicing-dependent manner, as previously proposed
(Harlen and Churchman 2017; Nojima et al. 2018).
Moreover, our analysis of nascent Drosophila transcripts
associated with Pol II SSP CTD revealed highly heteroge-
neous splicing dynamics. Indeed, while only a minority of
splice junctions were devoid of reads spanning ligated ex-
ons (corresponding to an SR of 0), many introns remained
unspliced in our analysis. In agreement with these obser-
vations, a recent single-molecule study of nascent RNA dy-
namics in live cells found large kinetic variation in intron
removal for single introns in single cells (Wan et al.
2021). Is it relevant for cells whether any particular intron
is rapidly excised after Pol II transcribes the 3′ splice sit
or is left unspliced while the transcript elongates? Is the de-
cision to be rapidly excised or left unspliced dependent on
a stochastic process? What are the consequences for gene
expression of fast versus delayed splicing? Addressing
these questions will likely depend on further advances in
methodologies to study splicing in time and space at a
transcriptome-wide level.
Embryo collection

Drosophila melanogaster flies (Oregon R [ORR] strain) were raised at 25°C, in polypropylene vials containing standard enriched culture medium (cornmeal, molasses, yeast, soya flour, and beetroot syrup). Three-day-old flies (counting from pupae eclosion) were fattened in culture medium supplemented with fresh yeast for 2 d. Embryos were collected into apple juice-agar plates supplemented with fresh yeast using appropriate cages containing ~200 flies each. To avoid female retention of older embryos, three precollections of 30 min each were made before the first collection of embryos. To maximize egg laying, and avoid larva contamination, adult flies were transferred to clean embryo collection cages every day over 5 d. For early stage embryos (2–3 h after egg-laying), adult females were allowed to lay eggs for 1 h in apple juice-agar plates. Plates were subsequently collected and embryos were aged at 25°C for 90 min. During the following 30 min, embryos were harvested from the plates, dechorionated in 50% bleach solution for 2 min, and washed once in Phosphate Buffered Saline supplemented with 0.1% Tween-20 (PBT) and twice in deionized water. In order to discard older embryos (stage 6 and older), manual staging of collected embryos was performed with the help of forceps and under a magnifier scope. Embryos were then resuspended in a solution containing 120 mM NaCl and 0.04% Triton, and washed twice with 120 mM NaCl solution. At the end of the 3 h collection, the solution was removed and embryos were frozen in liquid nitrogen and stored at −80°C. For the late stage (4–6 h), eggs were laid for 2 h and aged at 25°C for 3.5 h. Embryo collection and processing was similar to the early stage embryos, but in this case, no manual staging was performed.

Embryo DNA staining

For each embryo collection, and after dechorionation, a representative embryo sample was collected from the total pool and fixed in a scintillation flask, using a solution containing one volume of 4% formaldehyde in PBT and four volumes of heptane, for 20 min at 100 rpm. The lower aqueous phase solution was subsequently removed, 4 mL of methanol was added and embryos were shaken vigorously for 1 min. Embryos were then collected from the bottom of the scintillation flask, washed twice with methanol, and frozen at −20°C in methanol. To rehydrate the embryos, they were washed for 5 min each, with 3:1, 1:1, and 1:3 mix solutions of methanol:PBS. Embryos were subsequently washed twice in PBT and incubated with 1:5000 Sytox green (Invitrogen), supplemented with 5 μg/mL RNase A (Sigma-Aldrich) in PBT for 15 min. After washing with PBT, embryos were mounted in fluorescent mounting medium (Dako) and examined in a Zeiss AxioZoom V16 Fluorescence Stereo Microscope for image acquisition and embryo staging. Images were processed using ImageJ software (NIH).

dNET-seq and library preparation

The dNET-seq protocol was adapted from mNET-seq (Nojima et al. 2016). Briefly, 300 μL of frozen embryos was resuspended in 3.5 mL of Buffer B1 (15 mM HEPES-KOH, pH 7.6; 10 mM KC1; 5 mM MgCl2; 1 mM DTT; 0.1 mM EDTA; 0.35 M sucrose; 4 μg/mL pepstatin; 10 mM sodium metabisulfite; 0.5 mM EGTA supplemented with complete EDTA free protease inhibitor [Roche] and PhosSTOP [Roche]). Embryos were homogenized in a Dounce homogenizer with 11× strokes using a tight pestle on ice. The suspension was centrifuged at 7700g for 15 min at 4°C, the supernatant was discarded, and the white pellet containing the nuclei was resuspended in 500 μL of Buffer B1. The suspension was again homogenized in the Dounce with 4× strokes and loaded without mixing on the top of buffer B2 (15 mM HEPES-KOH, pH 7.6; 10 mM KCl; 5 mM MgCl2; 1 mM DTT; 0.1 mM EDTA; 0.8 M sucrose; 4 μg/mL pepstatin; 10 mM sodium metabisulfite; 0.5 mM EGTA supplemented with complete EDTA free protease inhibitor [Roche] and PhosSTOP [Roche]). The suspension was centrifuged at 1310g for 30 min at 4°C, and the pellet was resuspended with 125 μL of NUN1 buffer (20 mM Tris-HCl [pH 7.9]; 75 mM NaCl; 0.5 mM EDTA and 50% Glycerol). An amount of 1.2 mL of Buffer NUN2 (300 mM NaCl, 7.5 mM MgCl2, 1% NP-40, 1 M Urea supplemented with complete EDTA free protease inhibitor [Roche] and PhosSTOP [Roche]) was mixed with the nuclei and incubated on ice for 15 min performing a short vortex every 3 min. Chromatin was then centrifuged at 10,000g for 10 min at 4°C, washed with 100 μL of 1× MNase Buffer, and incubated in 100 μL of MNase reaction mixing (1× MNase buffer and 30 gel unit/μL MNase [New England Biolabs]) for 3 min at 37°C with mixing at 1400 rpm. The reaction was stopped with 10 μL of 250 mM EDTA, centrifuged at 10,000g for 5 min at 4°C, and the supernatant containing the solubilized chromatin was recovered. For the early embryos sample, 2× 300 μL of embryos were prepared in parallel and pooled together after the chromatin solubilization. Immunoprecipitation of Pol II–RNA complexes was performed using 50 μL of Protein G Dynabeads (Thermo Fisher Scientific), preincubated overnight with 5 μg of the correspondent antibody: anti-Pol II CTD SSP (ab5131 Abcam) or anti-Pol II CTD S2P (ab5095 Abcam) in 100 μL NET2 (50 mM Tris-HCl pH 7.4; 150 mM NaCl and 0.05% NP-40) and washed three times with NET2. Beads were incubated with the solubilized chromatin in 1 mL total volume of NET2 for 1 h at 4°C, washed seven times with 500 μL of NET2 and once with 100 μL of PNK (1× PNK buffer and 0.1% tween) before incubation for 6 h in 50 μL of PNK reaction mix (1× PNK, 1 mM ATP and 0.05 U/mL T4 PNK 3′ phosphatase minus [NEB]) in a thermomixer at 37°C and 1400 rpm. After washing the beads with NET2, long RNA fragments were isolated using Quick-RNA MicroPrep (Zymo research): 300 μL of RNA Lysis Buffer in 33% EtOH was mixed to the beads by pipetting. Beads were discarded and the suspension was loaded into a Zymo spin column that was centrifuged at 10,000g for 30 sec. The column was washed once with 400 μL RNA prep buffer and twice with 700 μL and 400 μL RNA wash buffer, respectively. RNA was then eluted in 15 μL of DNase/RNase-free water (Zymo) and stored at −80°C. An amount of 100 ng of RNA was used to prepare each library, following the standard protocol of the TruSeq Small RNA Library Prep kit (Illumina). After adapter ligation and reverse transcription, the libraries were PCR amplified using 16 PCR cycles, and cDNA libraries were fractionated in the gel between 130 to 300 bp. The libraries were sequenced using PE-150 on the Illumina HiSeq X platform by Novogene Co., Ltd.
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Quantification and statistical analysis

dNET-seq data processing

Adapter sequences were removed from all dNET-seq paired-end samples using Cutadapt (version 1.18) (Martin 2011) with the following parameters: -a TGGATTTCGGTGCCGCAAGG -A GATCGTGCAATCTGAAC -m 10 -e 0.05 -match-read-wildcards -n 1. Paired-end read merging was performed using bbmerge.sh from BBMap (Bushnell et al. 2017) with the “xloose” parameter. Merged reads were then aligned to the Drosophila reference genome (dm6; Ensembl release 95) (Cunningham et al. 2019) using STAR (version 2.6.0b) (Dobin et al. 2013) with –chimSegmentMin set to 20. Only uniquely mapped reads were considered, extracted using SAMtools (version 1.7) (Li et al. 2009) with -q set to 255. Exceptionally, in Supplemental Figure S2A, HiSat2 was used, using the same dm6 genome annotation file for genome indexing and using default parameters, with the –no-discordant –no-mixed flags set. PCR internal priming events generated during library preparation were removed using a custom Python script (Prudêncio et al. 2020) with the following parameters: -a TGG.. -s paired. To obtain single-nucleotide resolution, a custom Python script (Prudêncio et al. 2020) was used to extract the 5′ end nucleotide of read 2 (after trimming) in each sequencing pair, with the directionality indicated by read 1 (Fig. 1E).

Publicly available RNA-seq data sets used

Publicly available Drosophila embryonic transcriptome sequencing data [Poly(A) RNA-seq], performed in developmental stages similar to the dNET-seq early and late samples, were used in this study. RNA-seq data sets corresponding to cycle 14B (Lott et al. 2011) were obtained from the Gene Expression Omnibus (GEO) (samples GSM618409, GSM618410, GSM618421, and GSM618422 from data set GSE25180). RNA-seq data sets from 4–6 h old embryos were obtained from modENCODE project PRJNA75285 (Graveley et al. 2011) (accessions SRR023696, SRR023746, SRR023836, SRR035220, SRR023669, SRR035405, SRR035406, SRR024014, and SRR023539).

RNA-seq data processing

Adapters were removed from all data sets using Trim Galore (version 0.4.4) (http://www.bioinformatics.babraham.ac.uk/projects/trim_galore/; last accessed 26 April 2020). Data sets from modENCODE and GEO were aligned to the dm6 Drosophila reference genome (Ensembl release 95) (Cunningham et al. 2019) using STAR (version 2.6.0b) (Dobin et al. 2013) with –chimSegmentMin set to 20. Stringtie (version 1.3.3b) (Pertea et al. 2015) was used to quantify normalized gene expression as Transcripts Per Kilobase Million ( TPM) values with the following parameters: -a 5 -e. In addition, the isofrom list was provided together with the -G parameter corresponding to the dm6 (Ensembl release 95) GTF file. Genes with TPM values above 2 were considered to be expressed.

Selection of genes and isoforms for analysis

Similar to a previous GRO-seq analysis (Core et al. 2008), we used the read density of very large intergenic regions (gene desert regions) to define the reference for absence of transcription. Gene deserts were divided into 50kb windows, and dNET-seq read densities were calculated by dividing the read counts in each window by the window length (in bp). Read counts per window were obtained with bedtools genome coverage (version 2.27.1-1-gb87c465) (Quinlan and Hall 2010), and an arbitrary density threshold was defined as the 90th percentile of the read density distribution (Supplemental Fig. S4A). Transcripts whose gene body dNETseq read density exceeded this threshold were considered to be transcriptionally active (Supplemental Fig. S4B).

For all of the analyses performed on late genes, only transcriptionally active genes were considered. In addition, only one isoform per gene was considered for all analysis, selected as the isoform with the highest RPKM value in the RNA-seq data set for the corresponding developmental stage.

The coordinates of previously identified pre-MBT genes were obtained from Chen et al. (2013) and converted to dm6 coordinates using the liftOver tool (https://genome.ucsc.edu/cgi-bin/hgLiftOver). The most representative isoform for each gene was manually selected through visualization of individual profiles.

Splicing intermediate and lariat detection

Exons containing splicing intermediates or introns containing lariats were identified using a peak finder algorithm (NET_snrPeakFinder) (Churchman and Weissman 2011; Prudêncio et al. 2020) that detects the presence of a peak in the last nucleotide of an exon (splicing intermediate) or an intron (lariat), by comparing the accumulation of 3′ end reads mapping at that position with the mean read density of the flanking 200 nt. A peak is called when the read density at the peak is superior to the mean of this surrounding region plus 3 standard deviations (Churchman and Weissman 2011). Since gene read density influences peak detection, the exons were divided into quartiles based on the dNET-seq read density of the corresponding gene. Only exons from the highest quartile (i.e., from genes with the highest read density) were considered in Figure 2 for dNET-seq Late analysis.

Analysis of read density and peak calling

RPKM values for the merged dNET-seq data sets were calculated in the following manner:

\[
\text{RPKM (transcript)} = \frac{\text{reads} \times 10^4 \times 10^6}{(\text{total uniquely mapped reads}) \times (\text{gene length in bp})^{\prime}}
\]

where \(10^4\) normalizes for gene length and \(10^6\) normalizes for sequencing depth. Queries of gene 3′UTR overlaps (Fig. 3) between genes were performed with bedtools intersect (version 2.27.1-1-gb87c465) (Quinlan and Hall 2010).

To detect splicing intermediate and intron lariat peaks, the algorithm from Churchman and Weissman (2011) was adapted as described in Prudêncio et al. (2020). To be able to call larger regions as peaks, a custom algorithm was developed and implemented in Python 3.7. Note that like for all of the custom Python code reported here, there is heavy reliance on bedtools v2.29.0 (Quinlan and Hall 2010) for operations on coordinate intervals. In addition, NumPy v1.17.2 (Harris et al. 2020) and SciPy 1.4.0 (Virtanen et al. 2020) were used. Our peak caller detects
regions where the local read density is significantly higher than expected by chance given the overall read density of the transcript. Almost all of the numerical parameters used by the peak caller can be adjusted. In Figure 4A, results obtained with two particular parameterizations are shown. Peak Caller 1 (“large peaks”) is adapted to detecting larger peaks and provides results that are more intuitive to a human observer. Peak Caller 2 (“small peaks”) provides a finer spatial resolution, and corresponds to the settings used in all of the analyses in this study. The peak caller takes as input a BED file with the 3’ ends of reads (single-nucleotide resolution), as well as a GTF file with transcript and exon annotations and a list of transcripts to analyze. It functions by calculating a sliding average of read density within each transcript (window size 5/21 for small/large; only reads mapping to the same strand as the annotated transcript are considered). It then randomly shuffles the positions of the reads within the transcript and recalculates the sliding averages to determine the random expectation. This can be repeated several times (five in this study) for more robustness. Windows obtained with the true read distribution are called as significant if their read density is higher than the 99th percentile of the simulated windows. Note that in this study, we used a setting whereby this threshold is calculated separately for each exon (and its upstream intron, for exons other than the first), by excluding the intron-exon pair of interest and reads overlapping it during the simulation step. This is necessary so that when calling peaks within a given exon (and its upstream intron), the threshold set would not be affected by the reads within that particular exon and its upstream intron. This way, for instance, the calling of a peak in the beginning of the exon is not affected by the calling of a peak in the middle of the same exon (except through potential merging, see below). After the initial peaks are called, they are filtered to remove peaks where more than 90% of the reads come from a single nucleotide (probable PCR duplicates), that are shorter than 5 nt, or that overlap with fewer reads than a specified threshold (10/5 for large/small). Finally, peaks that are within a specified distance of each other (21/5 nt for large/small) are merged together.

**Individual gene profiles**

Individual dNET-seq gene profiles were generated by separating reads by strand using SAMTools (version 1.7) (Li et al. 2009). Strand-separated read data was converted to bedGraph format using bedtools genomecov with the -bg flag (version 2.27.1-1-gb87c465) (Quinlan and Hall 2010). Coverage values were normalized per nucleotide accounting for the total number of uniquely aligned reads and with the scale set to reads per 10^6 sequences. The outcome was converted to bigwig files through the bedGraphToBigWig tool (Kent et al. 2010) and uploaded to the UCSC Genome Browser (James Kent et al. 2002).

**Metagene analysis**

The read density metagene plots in Figure 3F–I and Figure 5E,F were created with deepTools (version 3.0.2) (Ramírez et al. 2016). Metagenes with normalized gene size (Fig. 3) have bins of 10 bp while all other metagene plots in this study have single nucleotide resolution. Normalized genes and intron lengths (Fig. 3F–I) were obtained through the scale-regions option. Exon-intron junctions without normalized lengths were obtained using the reference-option set to the 3’SS or the 5’SS. For normalization, we divided the number of reads at each nucleotide (or bin) by the total number of reads in the entire genomic region under analysis. These values were then used to calculate the mean for each nucleotide, and the results were plotted in arbitrary units (A.U.) ranging from 0 to 1.

The peak or read density metagene plots in Figures 3D, 4B and 7D, and Supplemental Figures S3G, S7A–G, and S7E–J were prepared using custom Python and R scripts (https://github.com/rosinaSav/dNETseq_code). The peak density value represents the proportion of introns/exons that overlap with a peak at that position. Only internal fully coding exons that were at least 100 nt long were included. In addition, the intron just upstream of the exon had to be at least 50 nt long. For Figure 7D, Supplemental Figures S7A–G and S7E–H, further filtering based on read coverage was performed (see below). Note that exons shorter than 150 nucleotides contribute both to the upstream and downstream exonic proportion of the plot.

**Immediate splicing analysis**

The immediate splicing analysis was performed solely on the SSP data sets. Only the 117 previously annotated pre-MBT genes (Chen et al. 2013) were analyzed for early data sets. Reads were considered as spliced if they contained “N”s in the CIGAR string, in a position corresponding to an annotated intron. Reads that overlapped both the (unspliced) intron and the downstream exon were considered as unspliced. In both cases, only reads where the 3’ end was located at least 5 nt downstream from the 3’ ss were included, to avoid analyzing misaligned reads whose 3’ end should have mapped to the end of the upstream exon instead. Spliced reads that had the 5’ end mapped to the upstream exon and the 3’ end mapped to the intron were considered indicative of recursive splicing if the first nucleotide of the downstream end (indicative of the ratchet point position) matched the second G in the AGGT canonical splicing motif. If the last nucleotide of a read matched the last nucleotide of an exon, it was considered a splicing intermediate read and not representative of nascent RNA. A splicing ratio was calculated by dividing the number of nascent RNA spliced reads by the sum of the number of spliced and unspliced nascent RNA reads, only including reads whose 3’ ends were included. Only fully coding internal exons at least 100 nt long were considered (exceptionally, in Fig. 6E and K and Supplemental Fig. S6O–Q, the 3’ most coding exon was also analyzed). Finally, we performed filtering to remove exons where the read coverage was too low to allow for robust estimation of the splicing ratio. The relevant threshold was calculated for each data set separately. We calculated the total proportion of spliced reads out of all spliced/unspliced reads for the data set to obtain the expected splicing ratio. We then performed a binomial test to know the probability of sampling only spliced/unspliced reads by chance under the null that the true splicing ratio equaled this expectation. We set the threshold as the lowest number of reads that had to be sampled for the probability to be below 0.01. Through this procedure, the threshold was set at ≥10 reads for replicate 1 and 2 of the late data set (no terminal coding exons), at ≥21/10 reads for replicate 1/2 of the late data set including terminal coding exons, and at ≥14/9 reads for replicate 1/2 of the early data set (terminal coding exons always included).
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Gene architecture and nucleotide composition analysis

Gene architecture and nucleotide composition parameters were calculated using custom Python and R scripts based on Ensembl annotations for dm6.18 (Cunningham et al. 2019). Splice site strength scores were calculated using MaxEntScan (Yeo and Burge 2004) with default parameters. Significance testing was performed using Kruskal–Wallis tests with a Bonferroni correction for multiple comparisons, with the correction applied separately for either replicate. For predictors where the corrected P-value was <0.05, Dunn’s test was performed on the pairwise comparisons using R package dunn.test (Dinno 2017). The sequence logo in Figure 4E was generated using the seqLogo package version 1.52.0 in R (Bembom 2019).

DATA DEPOSITION

All raw and processed sequencing data generated in this study have been submitted to the NCBI Gene Expression Omnibus (GEO; https://www.ncbi.nlm.nih.gov/geo/) under accession number GSE152585. The Python code used is available at https://github.com/rosinaSav/dNETseq_code and https://github.com/kennyrebelo. GitHub.

SUPPLEMENTAL MATERIAL

Supplemental material is available for this article.
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In this paper, we brought the NET-seq method out of the cell dish and into whole Drosophila embryos (dNET-seq), allowing us to explore several aspects of RNA biology in this model. We studied transcription termination and found evidence that this process may exhibit mechanistic differences depending on whether the transcription unit is isolated or overlaps a convergent gene. As genes expressed earlier in embryonic development are more likely to be isolated, this means that preferred mechanisms of transcription termination may evolve as development progresses. We also addressed problems of splicing kinetics. We observed that many introns are spliced immediately after transcription, including very large introns, suggesting that splicing via intron definition is not limited to small introns.

Meet the First Author(s) is a new editorial feature within RNA, in which the first author(s) of research-based papers in each issue have the opportunity to introduce themselves and their work to readers of RNA and the RNA research community. Pedro Prudêncio, Rosina Savisaar, and Kenny Rebelo are co-first authors of this paper, “Transcription and splicing dynamics during early Drosophila development.” Pedro is a postdoctoral fellow at the Institute of Molecular Medicine, Lisbon in the lab of Dr. Carmo-Fonseca, with a focus on the interplay between transcription and splicing. Rosina is also a postdoctoral fellow in the Carmo-Fonseca group, with an interest in the kinetics of splicing and how it is linked to the evolution of splicing regulatory information. Kenny is a molecular genetics graduate student at the University of Toronto in the lab of Benjamin Blencowe, with an interest in understanding how nuclear protein complexes process RNA to enable cellular function.

What are the major results described in your paper and how do they impact this branch of the field?

In this paper, we brought the NET-seq method out of the cell dish and into whole Drosophila embryos (dNET-seq), allowing us to explore several aspects of RNA biology in this model. We studied transcription termination and found evidence that this process may exhibit mechanistic differences depending on whether the transcription unit is isolated or overlaps a convergent gene. As genes expressed earlier in embryonic development are more likely to be isolated, this means that preferred mechanisms of transcription termination may evolve as development progresses. We also addressed problems of splicing kinetics. We observed that many introns are spliced immediately after transcription, including very large introns, suggesting that splicing via intron definition is not limited to small introns.
**What led you to study RNA or this aspect of RNA science?**

**PP:** My desire is to understand the complex regulation of gene expression. I started my scientific career working in Drosophila embryogenesis in Rui Martinho’s lab, where we came across an observation that led to questions that we didn’t have the tools to answer. Luckily, and in collaboration with the Carmo-Fonseca lab, I had the opportunity to learn this incredible technique and to adapt it to Drosophila embryos, and with this, have the chance to look at gene expression from a perspective never done before in this system.

**RS:** Splicing is incredibly complex and incredibly confusing to study, and this is what always attracted me to the field. For my PhD, I worked on the molecular evolution of splicing signals. Several groups, including the Carmo-Fonseca lab, were making fascinating novel findings regarding the kinetics of splicing. I became curious as to how the dynamic nature of splicing was affecting these evolutionary processes, and hence decided to focus on splicing kinetics for my postdoctoral work.

**KR:** Fascination over how similar organized and regulated biological processes can be to assembly lines in a factory. I joined the Carmo-Fonseca lab during my M.Sc. where I was able to explore this interest when analyzing data that opened the cell’s “factory door” to study transcription and splicing.

**During the course of these experiments, were there any surprising results or particular difficulties that altered your thinking and subsequent focus?**

**RS:** A dNETseq experiment gives rise to a bottomless treasure trove of information. However, the analysis required to convert that information into insight is complex and fraught with perils. For instance, an increase in the transcription initiation rate, a decrease in the elongation rate, and a phosphorylation hotspot can all lead to similar signatures in the sequencing data, and one must be very careful to keep all of these alternatives in mind when performing the analysis. Being confronted with the complexity of this data has made me realize how much more insight I could gain if I had a larger toolkit for my analyses. I have thus sought out training in more advanced statistical modeling techniques, some of which I had not encountered in the dNETseq data.

**PP:** Exploring the features of nascent RNA with dNETseq requires a significant amount of biological sample. This made the analysis of earlier Drosophila developmental stages as planned extremely difficult. We therefore focused on later stages of development. However, NET-seq data is so full of information that we still ended up revealing several exciting new features of RNA transcription and processing.

**What are some of the landmark moments that provoked your interest in science or your development as a scientist?**

**KR:** I was impressed, in more than one unique moment, by my colleagues’ readiness to adapt and produce solutions when confronted with unexpected or confounding results. By constantly challenging myself and keeping an open mind, I aspire to match this problem-solving ability, which is core to spearheading your own research.

**If you were able to give one piece of advice to your younger self, what would that be?**

**KR:** Develop a professional and efficient communication method. I believe this is one of the most pertinent skill sets to establish early on because it can work to proactively avoid misunderstandings. For example, when presenting an idea to a colleague or your supervisor be sure to not imply that your idea is better and instead explain the results/evidence to guide the other person to connect the same dots that you did.

**What are your subsequent near- or long-term career plans?**

**RS:** I am currently looking for ways to keep on doing the kinds of things that scientists do, but as a freelancer, away from the classical academic career path. This is so as to have more flexibility with regard to where in the world I can live but also to be able to take on more diverse projects. My primary interest at the moment is in methods for teaching statistics, and I am in the process of organizing a gargantuan statistics course at my institute. Exciting times!

**PP:** The field has exciting open questions, and although technology is developing exponentially, different techniques are still pointing in different directions. This means that there is still work to be done in the field to understand how these incredible and complex macromolecules that synthesize and modify RNA are regulated. Taking advantage of the latest technology to analyze these processes, I expect to use the next years of my postdoc to explore these features in more detail and specifically in the context of a multicellular organism.

**What were the strongest aspects of your collaboration as co-first authors?**

**KR:** I was impressed, in more than one unique moment, by my colleagues’ readiness to adapt and produce solutions when confronted with unexpected or confounding results. By constantly challenging myself and keeping an open mind, I aspire to match this problem-solving ability, which is core to spearheading your own research.

**What were the strongest aspects of your collaboration as co-first authors?**

This was an amazing collaboration, primarily because our backgrounds are so complementary. Each of us was learning new things in every conversation that we had.
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