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Abstract—This work proposes an optimal safe controller minimizing an infinite horizon cost functional subject to control barrier functions (CBFs) safety conditions. The constrained optimal control problem is reformulated as a minimization problem of the Hamilton-Jacobi-Bellman (HJB) equation subject to the safety constraints. By solving the optimization problem, we are able to construct a closed form solution that satisfies optimality and safety conditions. The proposed solution is shown to be continuous and thus it renders the safe set forward invariant while minimizing the given cost. Hence, optimal stabilizability and safety objectives are achieved simultaneously. To synthesize the optimal safe controller, we present a modified Galerkin successive approximation approach which guarantees an optimal safe solution given a stabilizing safe initialization. The proposed algorithm is implemented on a constrained nonlinear system to show its efficacy.

I. INTRODUCTION

Safety, in its various forms and definitions, must be considered and, in many cases, prioritized to avoid costly damages. In safety critical control systems, however, potentially contradicting control requirements are likely to arise. Moreover, the need of effectively and efficiently controlling systems while satisfying safety conditions must be recognized. Optimal control has been a key approach to solve control theory problems while addressing possibly conflicting optimization objectives and requirements. Through dynamic programming arguments, the optimal control problem can be solved using the well known Hamilton-Jacobi-Bellman (HJB) equation. The main objective of this paper is to design optimal controllers that achieve safety and performance objectives simultaneously through solving constrained HJB equations.

In dynamic systems theory, safety can be represented by invariance of the set of permitted states in the state space and this set is referred to as the safe set. Proving invariance of the safe set means that the system’s states never leave the safe set and hence safety is guaranteed [1]. Influenced by barrier methods used in optimization to approximately convert constrained optimization problems into unconstrained ones [2], barrier certificates were presented in the control literature to prove sets’ invariance and verify safety [3, 4]. Performing similar arguments to those of control Lyapunov functions (CLFs) for control systems, resulted in introducing control barrier functions (CBFs) in [5] which were further developed in [6–9]. Recently, CBFs have become noted tools to render sets invariant and enforce safety.

CBFs are popularly unified with CLFs in multi-objective control tasks [5], [8–11]. Exploiting Lyapunov arguments, CLFs are capable of rendering equilibrium points of interest, e.g. the origin, of nonlinear control systems asymptotically stable. Nonetheless, there is no formal method to find CLFs for general nonlinear systems and a unique control law may not be found [12]. Furthermore, in the unification of CLFs and CBFs, the associated stability and safety conditions may conflict and one needs to relax one of the conditions to guarantee feasibility of the solution. On the other hand, solving the HJB equation can provide a unique feedback controller that satisfies prespecified constraints and performance objectives, giving more flexibility to the control designer in multi-objective control tasks. Therefore, in this paper, we utilize the concept of control barrier functions in the context of optimal control to enforce safety and meet performance objectives through the minimization of an infinite horizon cost functional. It must be noted, however, that those advantages are associated with a difficult and potentially computationally demanding problem.

Computing optimal safe controllers through CBFs has been considered recently in the literature [13], [14]. Motivated by minimizing the cumulative intervention of the CBF overtime, optimal safe control is computed using the duality relationship between the value function and the density function in [13]. The proposed primal-dual algorithm solves the constrained optimal control problem iteratively by solving a perturbed HJB equation then using the solution to estimate the density function and then the perturbation is Clear-ly updated based on the estimation of the density function until satisfaction of Karush–Kuhn–Tucker (KKT) conditions. Clearly, the proposed algorithm is effective but adds to the complexity of the HJB equation’s solution. Moreover, the dual optimization problem needs to be feasible in order to have no duality gap and if the CBF is estimated numerically, the duality gap could be large. To avoid the complexity of [13], [14] used approximate dynamic programming (ADP) to unify optimality and safety. Nonetheless, the approach taken to enforce safety is considerably different in that it enjoys adding a scheduled barrier function to the cost to approximate the problem rather than directly enforcing the CBF condition, a standard method known as the penalty method in the literature. Additionally, continuity of the proposed ADP based safe control was not provided which is needed for rendering the safe set forward invariant. It is not clear how adding the arbitrarily scheduled barrier function affects the optimal solution near the boundaries especially that there appears to be a sharp bouncy control action shown in the given two dimensional integrator example which resulted in
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II. CONTROL BARRIER FUNCTIONS PRELIMINARIES

In this paper, we use zeroing control barrier functions [8] and thus we simply refer to them as control barrier functions (CBFs). In this section, we review CBFs notions and theorems used throughout the paper.

A. Control Barrier Functions

Consider a continuously differentiable function \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) defining the superlevel set \( C \subseteq \mathbb{R}^n \), i.e. \( h \) is non-negative in \( C \), zero at the boundaries and strictly positive in the interior. Additionally, consider the dynamical control system

\[
\dot{x}(t) = f(x(t)) + g(x(t))u(t) \tag{1}
\]

for \( t \in \mathbb{R}, x \in \mathcal{D} \subseteq \mathbb{R}^n, u \in \mathcal{U} \subseteq \mathbb{R}^m \), and locally Lipschitz \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) and \( g : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m} \).

**Definition 1.** A continuously differentiable function \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) is a CBF for the superlevel set \( C \subseteq \mathbb{R}^n \) defined above for the control system (1), if there exists a class \( \mathcal{K} \) function \( \alpha \), i.e. a continuously strictly increasing function \( \alpha(-a, b) \rightarrow (-\infty, \infty) \) with \( \alpha(0) = 0 \) for \( a, b \in \mathbb{R}^+ \), such that \( \forall x \in C \),

\[
\sup_{u \in \mathcal{U}} [L_f h(x(t)) + L_g h(x(t))u(t) + \alpha(h(x(t)))] \geq 0 \tag{2}
\]

**Theorem 1** ([13]). Consider the superlevel set \( C \subset \mathbb{R}^n \) defined by the continuously differentiable function \( h : \mathcal{D} \subset \mathbb{R}^n \rightarrow \mathbb{R} \). If \( \frac{\partial h}{\partial x} \neq 0 \) \( \forall x \in \partial C \) and \( h \) is a CBF on \( \mathcal{D} \), then a Lipschitz continuous controller \( u(x(t)) = K(x(t)) \) for (1) that satisfies (2) renders the set \( C \) forward invariant.

B. High Order Control Barrier Functions

When the gradient of a CBF \( h \) is orthogonal to the input matrix \( g \), the Lie derivative \( L_g h(x) = 0 \). This calls for the need of a high order CBF (HOCBF) [15–17], generalized in [17]. Consider the \( k \)th continuously differentiable function \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) and let us have differentiable class \( \mathcal{K} \) functions \( \alpha_1, \alpha_2, \ldots, \alpha_k \) with a series of functions

\[
\psi_0(x) := h(x) \\
\psi_1(x) := \psi_0(x) + \alpha_1(\psi_0(x)) \\
\vdots \\
\psi_k(x) := \psi_{k-1}(x) + \alpha_k(\psi_{k-1}(x)) \tag{3}
\]

Define the superlevel sets \( C_1, C_2, \ldots, C_k \) associated with each function in (3) such that

\[
C_i := \{ x \in \mathbb{R}^n : \psi_{i-1}(x) \geq 0 \}, \ i = 1, \ldots, k \tag{4}
\]

Let the set \( C = C_1 \cap C_2 \cap \cdots \cap C_k \). Now, we define high order control barrier functions according to [17].

**Definition 2.** For the control system (1), the superlevel sets \( C_1, \ldots, C_k \) and the associated functions \( \psi_0, \ldots, \psi_k \) defined above, the function \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) is called a high order control barrier function (HOCBF) of relative degree \( k \) if it is \( k \)th differentiable over \( \mathbb{R}^n \) and there exists differentiable class \( \mathcal{K} \) functions \( \alpha_1, \ldots, \alpha_k \) such that \( \forall x \in C \)

\[
L_f^k h(x) + L_g L_f^{k-1} h(x)u + \alpha(\psi_{k-1}) \geq 0 \tag{5}
\]

**Theorem 2** ([17]). For the control system (1), the HOCBF \( h(x) \) defined above, and the safe sets (4), if \( x(t_0) \in C \), then a Lipschitz continuous controller that belongs to the set \( K_{cbf} \) that consists of controls that satisfy the safety condition (5).

\[
K_{cbf}(x) = \{ u \in U : L_f^k h(x(t)) + L_g L_f^{k-1} h(x(t))u + \alpha(\psi_{k-1}) \geq 0 \} \tag{6}
\]

\( \forall t \geq t_0 \), is safe, i.e. it renders the set \( C \) forward invariant.

III. OPTIMAL CONTROL PROBLEM STATEMENT

Consider the optimal control problem

\[
V(x_0, u) = \min_{u \in \mathcal{U}} \int_0^\infty (Q(x) + R(u)) dt \tag{7}
\]

subject to the nonlinear control-affine system (1) and the safety condition (5), where \( x_0 = x(t_0), Q : \mathbb{R}^n \rightarrow \mathbb{R}^+, \forall x \neq 0 \) is continuously differentiable and \( R : \mathbb{R}^n \rightarrow \mathbb{R}^+ \) is continuously differentiable, even, \( R = \frac{\partial^2 h}{\partial x^2} \) \( > 0 \) and there exists \( \rho(u) := \frac{\partial h}{\partial x}^T \) which has the inverse function \( \phi(v) := \rho^{-1}(v) \) and \( \rho(0) = \phi(0) = 0 \) [13]. It is assumed that \( x(t_0) \in \text{Int} C \) and that the origin, without loss of generality, is in the set \( C \). Furthermore, the functions involved in the safety constraint, \( h, \psi \)'s and \( \alpha \)'s, are locally Lipschitz continuous.
A leading methodology to tackle such an optimal control problem is solving the associated Hamilton-Jacobi-Bellman (HJB) equation. Under certain conditions and assumptions, the HJB equation has a unique, possibly smooth, solution and is a necessary and sufficient condition for the optimal control problem \([19], [20] \). In light of this, to achieve our goal, we turn the constrained optimal control problem \((7)\) subject to \((1)\) and \((5)\) into an optimization problem that minimizes the generalized HJB (GHJB) equation

\[
V^*_x(f(x) + g(x)u^*) + R(u^*) + Q(x) = 0
\]

with a boundary condition \(V^*(0) = 0\) and an optimal controller \(u^*\), where \(V^*\) is the optimal solution and \(V^*_x\) is the derivative of \(V^*\). Therefore, the problem can be formulated as

\[
0 = \min_{u \in U} \left\{ L_f V^*_x(x) + L_g V^*(x) u + R(u) + Q(x) \right\}
\]

s.t.

\[
C_s := L_f^2 h(x) + L_g L_f^{k-1} h(x) u + \alpha(\psi_{-1}(x)) \geq 0
\]

IV. HJB BASED OPTIMAL SAFE CONTROL

Throughout the paper, \(u_{\text{safe}}\) denotes the optimal safe control, \(V_{\text{safe}}\) denotes the corresponding value function that solves the constrained HJB equation \((9)\) and \(u^*\) and \(V^*\) denote the optimal control and the value function of the unconstrained optimal control problem respectively. Due to convexity of the objective function and the constraint, the optimal safe control that solves \((9)\) can be acquired through the Karush–Kuhn–Tucker (KKT) optimality conditions

\[
\frac{\partial R}{\partial u}|_{u_{\text{safe}}}^* + L_g V^*_x(x) - \lambda^T L_g L_f^{k-1} h(x) = 0
\]

\[
\lambda^T \left( L_f^2 h(x) + L_g L_f^{k-1} h(x) u_{\text{safe}} + \alpha(\psi_{-1}(x)) \right) \geq 0
\]

Hence, the optimal safe control is given by:

\[
u_{\text{safe}}^* = -\phi \left( L_g V^*_x(x) - \lambda^T L_g L_f^{k-1} h(x) \right)^T
\]

It is worth mentioning that input constraints can be enforced through a proper choice of \(R\) and \(\phi\) \([11]\) as in \([13]\) where \(\phi\) was chosen to be the hyperbolic tangent function. For mathematical clarity and simplicity in our equations, however, we choose a quadratic cost in the input \(R(u) = \frac{1}{2} u^T R u\) although the same exact analysis can be carried out with a general \(R\). Hence, the optimal safe control can be given by

\[
u_{\text{safe}}^* = -R^{-1} \left( L_g V^*_x(x) - \lambda^T L_g L_f^{k-1} h(x) \right)^T
\]

where \(\lambda(x) = \frac{L_f^2 h(x) - L_g L_f^{k-1} h(x) R^{-1} L_g V^*_x(x)^T + \alpha(\psi_{-1})}{L_g L_f^{k-1} h(x) R^{-1} L_g L_f^{k-1} h(x)^T}\)

if \(C_s < 0\) and 0 otherwise. Consequently, the associated HJB equation can be found to be

\[
L_f V^*_x(x) - \frac{1}{2} L_g V^*_x(x)^T R^{-1} L_g V^*_x(x)^T + Q(x)
\]

\[
+ \frac{1}{2} \lambda^T L_g L_f^{k-1} g(x) R^{-1} L_g L_f^{k-1} h(x)^T \lambda = 0
\]
under certain conditions and assumptions, a continuously differentiable, possibly smooth, value function can be shown to exist. For further discussions on this, the reader may refer to the literature, \cite{18, 20, 22} and the references therein.

**Theorem 4.** Consider the optimal control problem (9), satisfying the required conditions and assumptions associated with the control system (1) and the CBF condition (5). Assume that there exists a Lyapunov-like smooth solution $V^\ast_{\text{safe}}(x)$ that solves the optimal control problem (7) subject to the dynamics (1) and the safety condition (5). As a consequence, the optimal safe controller $u^\ast_{\text{safe}}$ in (12) belongs to the set $K_{\text{cbf}}$, i.e. it renders $C$ forward invariant, is locally Lipschitz continuous and is the one, in $K_{\text{cbf}}$, that minimizes the cost functional (7). Furthermore, the origin of the closed loop system $\dot{x} = f(x) + g(x)u^\ast_{\text{safe}}$ is asymptotically stable.

**Proof.** The first part of the Theorem, $u^\ast_{\text{safe}} \in K_{\text{cbf}}$, follows directly from definitions and theorems of CBFS, solving the minimization problem and satisfying the KKT optimality conditions (10). Optimality of the controller is inferred right from the sufficiency of the HJB equation which we used to get the controller equation in the derivations above. Then, local Lipschitz continuity of the controller comes from the smoothness assumption of the optimal cost-to-go $V^\ast_{\text{safe}}(x)$ and local Lipschitz continuity of the functions involved in the safety constraint. Specifically, given that $V^\ast_{\text{safe}}$ is continuously differentiable, $f$, $g$, $\alpha$ and $h$ being locally Lipschitz continuous, then $h$, $\eta$ and $H$ are locally Lipschitz continuous. From equation (12), it is sufficient to show that $\lambda$ is locally Lipschitz continuous, implying Lipschitz continuity of $u^\ast_{\text{safe}}$.

Clearly from the optimization problem (9), the optimal control is equivalent to that resulting from solving the unconstrained HJB equation as long as $C_s(u^\ast) = L_f^Th(x) - \eta^TL_gV^\ast_{\text{safe}}(x) + \alpha(\psi_{k-1}) \geq 0$. Define

$$
\lambda_1 = \begin{cases}
L_f^Th(x) - \eta^TL_gV^\ast_{\text{safe}}(x) + \alpha(\psi_{k-1}) & , C_s(u^\ast) < 0 \\
0 & , C_s(u^\ast) \geq 0
\end{cases}
$$

By definition, $\lambda_1$ is locally Lipschitz continuous. Moreover, $H^{-1}$ is also locally Lipschitz continuous. Therefore, $\lambda = H^{-1}\lambda_1$ is locally Lipschitz continuous. Finally, by (12), $u^\ast_{\text{safe}}$ is locally Lipschitz continuous.

Finally, we shall show that origin of the closed loop system, under the control $u^\ast_{\text{safe}}$, is asymptotically stable:

$$
\frac{dV^\ast_{\text{safe}}}{dt} = L_fV^\ast_{\text{safe}}(x) + L_gV^\ast_{\text{safe}}(x)u^\ast_{\text{safe}}
$$

$$
= L_fV^\ast_{\text{safe}}(x) - L_gV^\ast_{\text{safe}}(x)\bar{R}L_gV^\ast_{\text{safe}}(x)^T
$$

$$
- L_gV^\ast_{\text{safe}}(x)\eta H^{-1}(L_f^Th(x) + \alpha)
$$

$$
+ \frac{1}{2}u^T_{\text{safe}}R^{-1}u^\ast_{\text{safe}} - \frac{1}{2}u^T_{\text{safe}}R^{-1}u^\ast_{\text{safe}}
$$

$$
= -Q(x) - \frac{1}{2}u^T_{\text{safe}}R^{-1}u^\ast_{\text{safe}} \leq -Q(x) < 0, \quad \forall x \neq 0
$$

where the last steps utilize the constrained HJB equation. Therefore, by Lyapunov stability theory \cite{23}, the origin of $f(x) + g(x)u^\ast_{\text{safe}}(x)$ is asymptotically stable.

It is worth noting that the analysis above assumes $\eta$ to be a vector but one may use $q$ safe constraints, or equivalently use $g$ functions to describe the safe set. Clearly, from Proposition 3 and the discussions above, when there is no input constraint with a quadratic input penalization, it is possible that $\eta H^{-1} \eta^T = R^{-1}$, i.e. $R$ is a zero matrix. In fact, this is true for single input systems. This is also true for multi-input systems in some over constrained problems where the optimal solution cannot generate a minimizing solution but the one that satisfies the safety constraint.

In such cases, the optimal safe controller can be computed as $u^\ast_{\text{safe}} = -R^{-1}L_gV^\ast_{\text{safe}}(x)^T$ as long as $C_s \geq 0$ and $u^\ast_{\text{safe}} = -\eta H^{-1}(L_f^Th(x) + \alpha)$ otherwise. This suggests that the optimal safe control is equivalent to the pointwise minimum norm CBF controller that minimizes the instantaneous intervention by the CBF condition mentioned in \cite{15}. Moreover, in such cases, if a solution exists, the corresponding constrained HJB equation will be $2V_s^T\bar{F} + \bar{Q} = 0$ and from (17), $\frac{dV_s}{dt} \leq -\frac{1}{2}Q(x) < 0, \forall x \neq 0$, preserving asymptotic stability. Next, we synthesize optimal safe controls using a modified Galerkin successive approximation method.

V. OPTIMAL SAFE CONTROL VIA SAFE GALERKIN SUCCESSIVE APPROXIMATION (SGSA)

The GSA method, successively approximates the optimal cost-to-go by iteratively solving a sequence of linear GHJB equations. It can be shown that the successively approximated solution converges to the solution of the HJB equation \cite{24}. For a thorough discussion on the GSA method, the reader may refer to \cite{24, 26}. Obviously, the algorithm needs to be modified and thus we propose a safe GSA (SGSA) to obtain $u^\ast_{\text{safe}}$.

Let $u^\ast_{\text{safe}} : \Omega \rightarrow \mathbb{R}^m$ be a controller that safely and asymptotically stabilize (11) on the compact set $\Omega$. Additionally, let us approximate the solution to the optimal safe control problem as $V^\ast_N(x) = \sum_{j=1}^N c_j \phi_j$ and thus $V^\ast_{\text{safe}} = \sum_{j=1}^N c_j \phi_j \in \mathcal{V}_N$, where $\Phi_N$ is a vector of a complete set of basis functions of the domain of the GHJB equation, $\phi_j$ is the $j$th basis function in the vector $\Phi_N$, $e_N$ is a vector of weighting coefficients, $c_j$ is the $j$th weighting coefficient in $e_N$ and $\nabla \Phi_N$ is the Jacobian of $\Phi_N$.

Using the Galerkin’s technique \cite{24, 26}, the GHJB equation (8) can be approximated as

$$
\int_\Omega \left( e_N^T \nabla \Phi_N (f + gu^\ast_{\text{safe}}) + Q + \frac{1}{2}u^T_{\text{safe}}R u^\ast_{\text{safe}} \right) \Phi_N dx = 0
$$

$$
eq e_N^T \int_\Omega \nabla \Phi_N (f + gu^\ast_{\text{safe}}) \Phi_N dx = -\int_\Omega \left( Q + \frac{1}{2}u^T_{\text{safe}}R u^\ast_{\text{safe}} \right) \Phi_N dx
$$

$$= \left( A_1 + A_2(u^\ast_{\text{safe}}) \right) e_N = b_1 + \frac{1}{2}b_2(u^\ast_{\text{safe}})
$$

where

$$
A_1 = \int_\Omega \Phi_N f^T \nabla \Phi_N dx, \quad A_2(u^\ast_{\text{safe}}) = \int_\Omega \Phi_N u^T_{\text{safe}}g^T \nabla \Phi_N dx
$$

$$
b_1 = -\int_\Omega (Q)(\Phi_N dx, \quad b_2(u^\ast_{\text{safe}}) = -\int_\Omega u^T_{\text{safe}}Ru^\ast_{\text{safe}} \Phi_N dx
$$

Notice that $A_1$ and $b_1$ need to be computed once but since we want to successively approximate $u^\ast_{\text{safe}}, A_2(u^\ast_{\text{safe}})$
and $b_2(u_{safef})$ need to be recomputed at each run, which is inefficient. Nonetheless, luckily, using the gradient of $V_N^*$ in the controller equation helps us avoiding such a pitfall. Let $\hat{u}_{safef} = -\left(\hat{R}_{g}^T \nabla \Phi_N^* c_N + u_{cbf}\right)$ where $u_{cbf} = \eta H^{-1}(L_{c} h(x) + \alpha)$. Now,

$$
A_2(\hat{u}_{safef}^*) = \int_{\Omega} \Phi_N \hat{u}_{safef}^* g \nabla \Phi_N^* dx
= -\sum_{j=1}^{N} c_j \int_{\Omega} \Phi_N \frac{\partial \phi_j}{\partial \xi}^T \hat{g} \nabla \Phi_N^* dx + \int_{\Omega} \Phi_N u_{cbf} g \nabla \Phi_N^* dx = -\sum_{j=1}^{N} c_j G_{1j}^A + G_2^A
$$

where $G_{1j}^A$ and $G_2^A$ are defined accordingly. Similarly,

$$
b_2(\hat{u}^*) = -\int_{\Omega} \Phi_N \hat{u}^* g \nabla \Phi_N^* dx = -\sum_{j=1}^{N} c_j \left( \int_{\Omega} \Phi_N \frac{\partial \phi_j}{\partial \xi}^T \hat{g} \nabla \Phi_N^* dx + \int_{\Omega} \Phi_N u_{cbf} g \nabla \Phi_N^* dx + \int_{\Omega} \Phi_N u_{cbf} g \nabla \Phi_N^* dx \right) = -\sum_{j=1}^{N} c_j (G_{1j} b_{N} + G_{2j} b_{N} + G_{3j})
$$

where $G_{1j}^b, G_{2j}^b$ and $G_{3j}^b$ are the integrals defined accordingly. Now, we only need to compute the $G$’s defined above once. Finally, one can implement the SGSA algorithm in Algorithm 1 to compute $\hat{u}_{safef}^*$. It is worth mentioning that, as shown in [28], as $N \to \infty$, the GSA method is capable of providing the optimal solution. The difference between the GSA method and the proposed SGSA method is that we have more integrals to compute in the SGSA method, which are related to the safety constraints. This is an offline technique, however. Additionally, it should be noted that in the GSA algorithm, the curse of dimensionality can be mitigated by removing redundancies in the integration functions as discussed in [24].

VI. ALGORITHM IMPLEMENTATION AND EXAMPLES

In this section, we implement the proposed algorithm to find the optimal safe control. A multi-input nonlinear system is picked to compare the proposed optimal safe controller with the minimum norm controller resulting from filtering the unconstrained optimal control by the CBF safety constraint. The multi-input nonlinear system is given by

$$
\dot{x} = \begin{bmatrix}
\sin(x_2) + 2x_1 + u_1 + 0.5u_2 \\
0.5x_1^2 + x_2 - u_2
\end{bmatrix}
$$

The optimal control problem’s parameters are $Q(x) = 50x^T x$ and $R(u) = u^T u$ and the safety constraint is defined by $h(x) = (x_1 - 0.75)^2 + (x_2 + 0.6)^2 - 0.25^2$ and $\alpha = 20b(x)$. Using Algorithm 1 with $N = 25$ and $\Phi^*_\mathcal{N} = [x_1^2, \sqrt{2}x_1 x_2, x_2^2, x_1^3, \sqrt{3}x_1 x_2^2, \sqrt{3}x_1^2 x_2, x_3^2, x_1 x_3^2, 2x_1 x_2, \sqrt{6}x_1^2 x_2^2, 2x_1 x_2 x_2, x_2^3, x_1 x_2^2, x_5^2, \sqrt{5}x_1 x_2 x_2, \sqrt{5}x_1^2 x_2 x_2]$, the constrained solution’s coefficients vector is computed to be $c_{25} = [4.68, 1.78, 5.43, 0.26, -0.47, 0.44, -0.10, 0.10, -0.05, 0.24, -0.07, -0.26, -0.05, 0.02, 0.01, 0, -0.06, -0.03, 0, 0.02, -0.01, -0.01, 0.02, 0.03]$. As the SGSA nonlinear controller is $5^{th}$ order, we use a $5^{th}$ order nonlinear quadratic regulator (NLQR) developed in [27] as the optimal controller used with the min-norm solution and the initial controller for the SGSA to provide a fair comparison. Some of the obtained results for different initial conditions are shown in Table I. Additionally, Fig. 1 shows how the SGSA solution finds the optimal safe path which is not necessarily the min-norm that minimizes the CBF instantaneous intervention. Clearly, the proposed SGSA solution successfully solves the safety critical problem effectively and efficiently and outweights the min-norm solution.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Initial condition & NLQR (unconstrained) [22] & SGSA & Min.Norm \\
\hline
(1, -0.8) & 10.23 & 18.61 & 28.85 \\
(1.45, -1.3) & 23.27 & 31.90 & 43.22 \\
(1.6, -1.4) & 27.02 & 44.94 & 55.05 \\
\hline
\end{tabular}
\caption{Costs of different solutions shown in Fig. 1}
\end{table}

VII. CONCLUSIONS AND FUTURE WORK

We presented an optimal safe control problem for safety-critical control systems that need to be efficiently regulated to minimize a given cost integral while ensuring safety. The proposed work utilized control barrier functions to enforce safety which was used to constraint the solution of the HJB equation. A CBF certified optimal controller was provided.
We showed that the proposed controller belongs to the set of controls that renders the system safe and is the one that minimizes the given cost functional. To solve the constrained HJB equation and synthesize the optimal safe control law, a modified Galerkin successive approximation (GSA) algorithm was proposed. The off-line algorithm follows the GSA presented in [24], [25] considering the CBF certified control which resulted in more integrals to be computed. The algorithm was implemented on a multi-input nonlinear system to show its efficacy.

Future directions include extending the work to the min-max problem to compute a robust optimal safe control and improving the efficiency and scalability of the algorithm through polynomial approximation and tensor decomposition.
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