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ABSTRACT. This paper aims to define and study a notion of orientability in the Heisenberg sense ($\mathbb{H}$-orientability) for the Heisenberg group $\mathbb{H}^n$. In particular, we define such notion for $\mathbb{H}$-regular 1-codimensional surfaces. Analysing the behaviour of a Möbius Strip in $\mathbb{H}^1$, we find a 1-codimensional $\mathbb{H}$-regular, but not Euclidean-orientable, subsurface. Lastly we show that, for regular enough surfaces, $\mathbb{H}$-orientability implies Euclidean-orientability. As a consequence, we conclude that non-$\mathbb{H}$-orientable $\mathbb{H}$-regular surfaces exist in $\mathbb{H}^1$.

INTRODUCTION

The aim of this paper is to define and study a notion of orientability in the Heisenberg sense ($\mathbb{H}$-orientability) for the Heisenberg group $\mathbb{H}^n$. There exist many references for an introduction about the Heisenberg group; here we use, for example, parts of [4], [6], [9], and [10]. The Heisenberg group $\mathbb{H}^n$, $n \geq 1$, is the $(2n+1)$-dimensional manifold $\mathbb{R}^{2n+1}$ with a non-Abelian group product and the Carnot–Carathéodory distance. Such a group has two important automorphisms playing a role in its geometry: left translations and anisotropic dilations. Additionally, the Heisenberg group is a Carnot group of step 2 with Lie algebra $\mathfrak{h} = \mathfrak{h}_1 \oplus \mathfrak{h}_2$. The horizontal layer $\mathfrak{h}_1$ has a standard orthonormal basis of left invariant vector fields, $X_j = \partial_{x_j} - \frac{1}{2} y_j \partial_{c_i}$ and $Y_j = \partial_{y_j} + \frac{1}{2} x_j \partial_{c_i}$ for $j = 1, \ldots, n$, which hold the core property that $[X_j, Y_j] = c_i =: T$ for each $j$. $T$ alone spans the second layer $\mathfrak{h}_2$ and is called the vertical direction. By definition, the horizontal subbundle changes inclination at every point, allowing movement from any point to any other point following only horizontal paths; this allows to define the Carnot–Carathéodory distance $d_{cc}$, measured along curves.
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whose tangent vector fields are horizontal. An equivalent standard distance in $\mathbb{H}^n$ is the Korányi distance. The topological dimension of the Heisenberg group is $2n+1$, while its Hausdorff dimension with respect to the Carnot–Carathéodory and Korányi distances is $2n+2$; such difference hints to the existence of a natural cohomology called Rumin cohomology (see Rumin [16]), whose behaviour is significantly different from the standard de Rham one (see also [5]). Another consequence of the dimensional difference is the existence of surfaces regular in the Heisenberg sense but fractal in the Euclidean sense (see Kirchheim and Serra Cassano [12]).

In the second part of the paper we discuss the notion of $\mathbb{H}$-regularity for low dimensional and low codimensional surfaces in the Heisenberg group (see Franchi, Serapioni and Serra Cassano [8] and [9]), which, in the codimensional case, requires the surface to be locally the level set of a function with non-vanishing horizontal gradient. The points where such gradient is null are called characteristic (see, for instance, Balogh [1] and Magnani [13]) and cannot be part of a $\mathbb{H}$-regular surface. After that, we analyse the behaviour of a specific Möbius Strip $\mathcal{M} \subseteq \mathbb{H}^1$ and find a subset $\widehat{\mathcal{M}} \subseteq \mathcal{M}$ that is a 1-codimensional $C^1$-Euclidean surface with no characteristic points ($C(\widehat{\mathcal{M}}) = \emptyset$) and non-orientable in the Euclidean sense:

**Proposition (2.6).** The Möbius strip $\mathcal{M}$ contains at most one characteristic point $\tilde{p}$ and so there exists a 1-codimensional $C^1$-Euclidean surface $\widehat{\mathcal{M}} \subseteq \mathcal{M}$ such that $\tilde{p} \notin \widehat{\mathcal{M}}$, $\widehat{\mathcal{M}}$ is still non-orientable in the Euclidean sense and $C(\widehat{\mathcal{M}}) = \emptyset$.

In particular $\widehat{\mathcal{M}}$ is a 1-codimensional $\mathbb{H}$-regular surface which is non-orientable in the Euclidean sense (this is done in Subsection 2.2). The idea is to consider a Möbius strip surface $\mathcal{M}$ which is 1-codimensional in $\mathbb{H}^1$ and $C^1$-Euclidean; given this surface, we check the existence of its characteristic points, meaning those points where $\mathcal{M}$ fails to respect the $\mathbb{H}$-regularity condition.

For 1-codimensional $C^1$-Euclidean surfaces with no characteristic points we give a new definition of orientability ($\mathbb{H}$-orientability) as follows:

**Definition (2.13).** Consider a 1-codimensional $C^1$-Euclidean surface $S \subseteq \mathbb{H}^n$ with $C(S) = \emptyset$. We say that $S$ is $\mathbb{H}$-orientable (or orientable in the Heisenberg sense) if there exists a continuous global 1-vector field

$$ n_{\mathbb{H}} = \sum_{i=1}^{n} \left( n_{\mathbb{H},i}X_i + n_{\mathbb{H},n+i}Y_i \right) \neq 0, $$

defined on $S$ so that $n_{\mathbb{H}} \perp_H S$.

As expected, such definition is invariant under left translations $\tau_q p = q \ast p$ and the anisotropic dilations $\delta_r(x, y, t) = (rx, ry, r^2t)$ for $\mathbb{H}$-regular 1-codimensional surfaces.

Lastly we show that, for regular enough surfaces, $\mathbb{H}$-orientability implies orientability in the Euclidean sense, while the other direction requires more hypotheses:

**Proposition (2.20).** Consider a 1-codimensional $C^1$-Euclidean surface $S$ in $\mathbb{H}^n$ with $C(S) = \emptyset$. If $S$ is $C^2_{\mathbb{H}}$-regular, then: $S$ is $\mathbb{H}$-orientable implies $S$ is Euclidean-orientable.

As a consequence, we conclude that non-$\mathbb{H}$-orientable $\mathbb{H}$-regular surfaces exist in $\mathbb{H}^1$:

**Corollary (2.21).** There exist $\mathbb{H}$-regular surfaces which are not $\mathbb{H}$-orientable in $\mathbb{H}^1$.

One of the reasons behind this study is the important role that orientability plays in the theory of currents. Standard theory of currents requires orientability for certain surfaces.
although, in Riemannian geometry, there exists a notion of currents for surfaces that are not necessarily orientable (see, for instance, Morgan [14]). In the Heisenberg group, H-regular H-orientable surfaces can still be associated to currents, but it was not known whether it was meaningful to study a second notion for not necessarily orientable surfaces. We have shown that it is indeed a meaningful task.
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1. **Preliminaries**

In this section we introduce the Heisenberg group \( \mathbb{H}^n \), its structure as a Carnot group and the standard bases of vector fields and differential forms in \( \mathbb{H}^n \). Then we mention the standard Korányi and Carnot–Carathéodory distances.

There exist many good references for an introduction on the Heisenberg group; we follow mainly sections 2.1 and 2.2 in [9] and section 2.1.3 and 2.2 in [6].

1.1. **The Heisenberg Group \( \mathbb{H}^n \).**

**Definition 1.1.** The \( n \)-dimensional Heisenberg Group \( \mathbb{H}^n \) is defined as \( \mathbb{H}^n := (\mathbb{R}^{2n+1}, \ast) \), where \( \ast \) is the product

\[
(x, y, t) \ast (x', y', t') := \left( x + x', y + y', t + t' - \frac{1}{2} \langle J \begin{pmatrix} x \\ y \end{pmatrix}, \begin{pmatrix} x' \\ y' \end{pmatrix} \rangle_{\mathbb{R}^{2n}} \right),
\]

with \( x, y, x', y' \in \mathbb{R}^n, t, t' \in \mathbb{R} \) and \( J = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix} \). It is common to write \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \).

Furthermore, with a simple computation of the matrix product, we immediately have that

\[
(x, y, t) \ast (x', y', t') := \left( x + x', y + y', t + t' + \frac{1}{2} \sum_{j=1}^{n} (x_j y'_j - y_j x'_j) \right).
\]

One can verify that the Heisenberg group \( \mathbb{H}^n \) is a Lie group, meaning that the internal operations of product and inverse are both differentiable.

In the Heisenberg group \( \mathbb{H}^n \) there are two important groups of automorphisms; the first one is the left translation

\[
\tau_q : \mathbb{H}^n \to \mathbb{H}^n, \ p \mapsto q \ast p,
\]

and the second one is the (1-parameter) group of the anisotropic dilations \( \delta_r \), with \( r > 0 \):

\[
\delta_r : \mathbb{H}^n \to \mathbb{H}^n, \ (x, y, t) \mapsto (rx, ry, r^2 t).
\]

1.2. **Left Invariance and Horizontal Structure on \( \mathbb{H}^n \).** The standard basis of vector fields in the Heisenberg group \( \mathbb{H}^n \) gives it the structure of Carnot group. By duality, we also introduce its standard basis of differential forms.

**Definition 1.2.** The standard basis of left invariant vector fields in \( \mathbb{H}^n \) consists of the following:

\[
\begin{align*}
X_j &:= \partial_{x_j} - \frac{1}{2} y_j \partial_t & \text{for } j = 1, \ldots, n, \\
Y_j &:= \partial_{y_j} + \frac{1}{2} x_j \partial_t & \text{for } j = 1, \ldots, n, \\
T &:= \partial_t,
\end{align*}
\]
One can observe that \( \{X_1, \ldots, X_n, Y_1, \ldots, Y_n, T\} \) becomes \( \{\partial_{x_1}, \ldots, \partial_{x_n}, \partial_{y_1}, \ldots, \partial_{y_n}, \partial_t\} \) at the neutral element. Another easy observation is that the only non-trivial commutators of the vector fields \( X_j, Y_j \) and \( T \) are
\[
[X_j, Y_j] = T \quad \text{for } j = 1, \ldots, n.
\]
This immediately tells that all the higher-order commutators are zero and that the Heisenberg group is a Carnot group of step 2. Indeed we can write its Lie algebra \( \mathfrak{h} \) as \( \mathfrak{h}_1 \oplus \mathfrak{h}_2 \), with
\[
\mathfrak{h}_1 = \text{span}\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\} \quad \text{and} \quad \mathfrak{h}_2 = \text{span}\{T\}.
\]
Conventionally one calls \( \mathfrak{h}_1 \) the space of horizontal and \( \mathfrak{h}_2 \) the space of vertical vector fields.

The vector fields \( \{X_1, \ldots, X_n, Y_1, \ldots, Y_n\} \) are homogeneous of order 1 with respect to the dilation \( \delta_r, \ r \in \mathbb{R}^+, \) i.e.,
\[
X_j(f \circ \delta_r) = r X_j(f) \circ \delta_r, \quad \text{and} \quad Y_j(f \circ \delta_r) = r Y_j(f) \circ \delta_r,
\]
where \( f \in C^1(U, \mathbb{R}), \ U \subset \mathbb{H}^n \) open and \( j = 1, \ldots, n. \) On the other hand, the vector field \( T \) is homogeneous of order 2, i.e.,
\[
T(f \circ \delta_r) = r^2 T(f) \circ \delta_r.
\]
It is not a surprise, then, that the homogeneous dimension of \( \mathbb{H}^n \) is \( Q = 2n + 2. \)

The vector fields \( X_1, \ldots, X_n, Y_1, \ldots, Y_n, T \) form an orthonormal basis of \( \mathfrak{h} \) with a scalar product \( \langle \cdot, \cdot \rangle. \) In the same way, \( X_1, \ldots, X_n, Y_1, \ldots, Y_n \) form an orthonormal basis of \( \mathfrak{h}_1 \) with a scalar product \( \langle \cdot, \cdot \rangle_H \) defined purely on \( \mathfrak{h}_1. \)

Sometimes it will be useful to consider all the elements of the basis of \( \mathfrak{h} \) with one symbol; to do so, we write
\[
\begin{align*}
W_j & := X_j \quad \text{for } j = 1, \ldots, n, \\
W_{n+j} & := Y_j \quad \text{for } j = 1, \ldots, n, \\
W_{2n+1} & := T.
\end{align*}
\]
In the same way, the point \( (x_1, \ldots, x_n, y_1, \ldots, y_n, t) \) will be denoted as \( (w_1, \ldots, w_{2n+1}). \)

**Definition 1.3.** Consider the dual space of \( \mathfrak{h}, \wedge^1 \mathfrak{h}, \) which inherits an inner product from \( \mathfrak{h}. \) By duality, one can find a dual orthonormal basis of covector fields \( \{\omega_1, \ldots, \omega_{2n+1}\} \) in \( \wedge^1 \mathfrak{h} \) such that
\[
\langle \omega_j | W_k \rangle = \delta_{jk}, \quad \text{for } j, k = 1, \ldots, 2n + 1,
\]
where \( W_k \) is an element of the basis of \( \mathfrak{h}. \) Such covector fields are differential forms in the Heisenberg group.

The orthonormal basis of \( \wedge^1 \mathfrak{h} \) is given by \( \{dx_1, \ldots, dx_n, dy_1, \ldots, dy_n, \theta\}, \) where \( \theta \) is called contact form and is defined as
\[
\theta := dt - \frac{1}{2} \sum_{j=1}^n (x_j dy_j - y_j dx_j).
\]
As for the vector fields, we can call all forms by the same name as:
\[
\begin{align*}
\theta_j & := dx_j \quad \text{for } j = 1, \ldots, n, \\
\theta_{n+j} & := dy_j \quad \text{for } j = 1, \ldots, n, \\
\theta_{2n+1} & := \theta.
\end{align*}
\]
In particular \( \theta_j \) is always the dual of \( W_j, \) for all \( j = 1, \ldots, 2n + 1. \)
Note that one can introduce the Heisenberg group $\mathbb{H}^n$ with a different approach and define it as a contact manifold. A contact manifold is a manifold with a contact structure, meaning that its algebra $\mathfrak{h}$ has a 1-codimensional subspace $Q$ that can be written as the kernel of a non-degenerate 1-form, which is then called contact form.

The just-defined $\theta$ satisfy all these requirements and is indeed the contact form of the Heisenberg group, while $Q = \mathfrak{h}_1$. The non-degeneracy condition is $\theta \wedge d\theta \neq 0$, which is verified.

**Definition 1.4.** We define the sets of $k$-dimensional vector fields and differential forms, respectively, as:

$$\Omega_k = \bigwedge^k \mathfrak{h} := \text{span}\{W_{i_1} \wedge \cdots \wedge W_{i_k} \mid 1 \leq i_1 \leq \cdots \leq i_k \leq 2n+1\},$$

and

$$\Omega^k = \bigwedge^k \mathfrak{h} := \text{span}\{\theta_{i_1} \wedge \cdots \wedge \theta_{i_k} \mid 1 \leq i_1 \leq \cdots \leq i_k \leq 2n+1\}.$$

The same definitions can be given for $\mathfrak{h}_1$ and produce the spaces $\bigwedge_k \mathfrak{h}_1$ and $\bigwedge^k \mathfrak{h}_1$.

**Definition 1.5.** Consider a form $\omega \in \bigwedge^k \mathfrak{h}$, with $k = 1, \ldots, 2n + 1$. We define $\omega^* \in \bigwedge_k \mathfrak{h}$ so that

$$\langle \omega^*, V \rangle = \langle \omega|V \rangle \quad \text{for all } V \in \bigwedge_k \mathfrak{h}.$$

Next we give the definition of Pansu differentiability for maps between Carnot groups $G$ and $G'$. After that, we state it in the special case of $G = \mathbb{H}^n$ and $G' = \mathbb{R}$.

We call a function $h : (\mathbb{G}, \ast, \delta) \to (\mathbb{G}', \ast', \delta')$ homogeneous if $h(\delta_r(p)) = \delta_r'(h(p))$ for all $r > 0$.

**Definition 1.6.** (see [15] and 2.10 in [9]). Consider two Carnot groups $(\mathbb{G}, \ast, \delta)$ and $(\mathbb{G}', \ast', \delta')$. A function $f : U \to \mathbb{G}'$, $U \subseteq \mathbb{G}$ open, is $P$-differentiable at $p_0 \in U$ if there is a (unique) homogeneous Lie group homomorphism $d_H f_{p_0} : \mathbb{G} \to \mathbb{G}'$ such that

$$d_H f_{p_0}(p) := \lim_{r \to 0} \delta_r'(f(p_0)^{-1} \ast' f(p_0 \ast \delta_r(p))),$$

uniformly for $p$ in compact subsets of $U$.

**Definition 1.7.** Consider a function $f : U \to \mathbb{R}$, $U \subseteq \mathbb{H}^n$ open. $f$ is $P$-differentiable at $p_0 \in U$ if there is a (unique) homogeneous Lie group homomorphism $d_H f_{p_0} : \mathbb{H}^n \to \mathbb{R}$ such that

$$d_H f_{p_0}(p) := \lim_{r \to 0} \frac{f(p_0 \ast \delta_r(p)) - f(p_0)}{r},$$

uniformly for $p$ in compact subsets of $U$.

Consider again a function $f : U \to \mathbb{H}^n$, $U \subseteq \mathbb{H}^n$ open, and interpret $\mathbb{H}^n = \mathbb{R}^{2n+1}$ and $f$ in components as $f = (f^1, \ldots, f^{2n+1})$, $f^j : U \to \mathbb{R}$, $j = 1, \ldots, 2n + 1$. A straightforward computation shows that, if $f$ is $P$-differentiable in the sense of Definition 1.6, then $f^1, \ldots, f^{2n}$ are $P$-differentiable in the sense of Definition 1.7.

**Definition 1.8.** (see 2.11 in [9]). Consider a function $f$ $P$-differentiable at $p \in U$, $f : U \to \mathbb{R}$, $U \subseteq \mathbb{H}^n$ open. The Heisenberg gradient or horizontal gradient of $f$ at $p$ is defined as

$$\nabla_{\mathbb{H}} f(p) := (d_H f_p)^* \in \mathfrak{h}_1,$$

or, equivalently,

$$\nabla_{\mathbb{H}} f(p) = \sum_{j=1}^n \left[ (X_j f)(p) X_j + (Y_j f)(p) Y_j \right].$$
Notation 1.9 (see 2.12 in [9]). Sets of differentiable functions can be defined with respect to the P-differentiability. Consider $U \subseteq \mathbb{H}^n$ open, then
- $C^1_l(U, \mathbb{H}^n)$ is the vector space of continuous functions $f : U \rightarrow \mathbb{H}^n$ such that the P-differential $d_H f$ is continuous.
- $C^1_q(U, \mathbb{R})$ is the vector space of continuous functions $f : U \rightarrow \mathbb{R}$ such that $\nabla_H f$ is continuous in $U$ or, equivalently, such that the P-differential $d_H f$ is continuous.
- $C^m(U, \mathbb{R}^k)$ is the set of $k$-tuples $f = (f^1, \ldots, f^k)$ such that $f^i \in C^m_q(U, \mathbb{R})$ for each $i = 1, \ldots, k$.

Given the notation above we have:

$$C^2(U, \mathbb{R}) \subseteq C^3(U, \mathbb{R})$$

To conclude this part, we define the Hodge operator which, given a vector field, returns a second one of dual dimension and orthogonal to the first.

Definition 1.10 (see 2.3 in [9] or 1.7.8 in [7]). Consider $1 \leq k \leq 2n$. The Hodge operator is the linear isomorphism

$$*: \bigwedge^k \mathfrak{h} \rightarrow \bigwedge^{2n+1-k} \mathfrak{h},$$

$$\sum_I v_I V_I \rightarrow \sum_I v_I (*V_I),$$

where $*V_I := (-1)^{\sigma(I)} V_{I^*}$, and, for $1 \leq i_1 \leq \cdots \leq i_k \leq 2n+1$,
- $I = \{i_1, \ldots, i_k\}$,
- $V_I = V_{i_1} \wedge \cdots \wedge V_{i_k}$,
- $I^* = \{1^*, \ldots, (2n+1)^*\} = \{1, \ldots, 2n+1\} \setminus I$ and
- $\sigma(I)$ is the number of couples $(i_h, i_i^*)$ with $i_h > i_i^*$.

1.3. Distances and Dimensions on $\mathbb{H}^n$. On the Heisenberg group $\mathbb{H}^n$ we can define different equivalent distances. Then we can look at its topology and different dimensions.

Definition 1.11. We define the Korányi distance on $\mathbb{H}^n$ by setting, for $p, q \in \mathbb{H}^n$,

$$d_{\mathbb{H}}(p, q) := \|q^{-1} p\|_{\mathbb{H}},$$

where $\|\cdot\|_{\mathbb{H}}$ is the Korányi norm

$$\|(x, y, t)\|_{\mathbb{H}} := \left( |(x, y)|^4 + 16t^2 \right)^{\frac{1}{2}},$$

with $(x, y, t) \in \mathbb{R}^{2n} \times \mathbb{R}$ and $|\cdot|$ being the Euclidean norm.

The Korányi distance is left invariant, i.e.,

$$d_{\mathbb{H}}(p * q, p * q') = d_{\mathbb{H}}(q, q'), \quad p, q, q' \in \mathbb{H}^n,$$

and homogeneous of degree 1 with respect to $\delta_r$, i.e.,

$$d_{\mathbb{H}}(\delta_r(p), \delta_r(q)) = rd_{\mathbb{H}}(p, q), \quad p, q \in \mathbb{H}^n, \quad r > 0.$$

Furthermore, the Korányi distance is equivalent to the Carnot–Carathéodory distance $d_{cc}$, which is measured along curves whose tangent vector fields are horizontal.
The topology induced by the Korányi metric is equivalent to the Euclidean topology on \( \mathbb{R}^{2n+1} \). The Heisenberg group \( \mathbb{H}^n \) becomes, then, a locally compact topological group. As such, it has the right invariant and the left invariant Haar measure. The ordinary Lebesgue measure on \( \mathbb{R}^{2n+1} \) is invariant under both left and right translations on \( \mathbb{H}^n \); in other words, the Lebesgue measure is both a left and right invariant Haar measure on \( \mathbb{H}^n \).

**Remark 1.12.** It is easy to see that, denoting the ball of radius \( r > 0 \) as 
\[
B_{\mathbb{H}}(0, r) := \{ (x, y, t) \in \mathbb{H}^n; \| (x, y, t) \|_{\mathbb{H}} < r \},
\]
a change of variables gives
\[
| B_{\mathbb{H}}(0, r) | = r^{2n+2} | B_{\mathbb{H}}(0, 1) |.
\]
Thus \( 2n + 2 \) is the Hausdorff dimension of \((\mathbb{H}^n, d_{\mathbb{H}})\), which coincides with its homogeneous dimension.

**Notation 1.13.** Consider a surface \( S \subseteq \mathbb{H}^n \). We denote the Hausdorff dimension of \( S \) with respect to the Euclidean distance as
\[
\dim_{H_{\mathbb{E}}} S,
\]
while its Hausdorff dimension with respect to the Carnot–Carathéodory and Korányi distances as
\[
\dim_{H_{cc}} S = \dim_{H_{\mathbb{H}}} S.
\]

## 2. Orientability

In this section we first discuss the notion of \( \mathbb{H} \)-regularity for low dimension and low codimension surfaces in the Heisenberg group; this work was inspired by the research of Bruno Franchi, Raul Serapioni and Francesco Serra Cassano [9]. Then we analyse the behaviour of a Möbius Strip in \( \mathbb{H}^1 \) and find a 1-codimensional \( C^1 \)-Euclidean subset with no characteristic points and non-orientable in the Euclidean sense. This subset is, in particular, a 1-codimensional \( \mathbb{H} \)-regular surface non-orientable in the Euclidean sense.

Next, we introduce and characterise the notion of orientability in the Heisenberg sense (\( \mathbb{H} \)-orientability), which, as one would expect, is invariant under left translations and anisotropic dilations for \( \mathbb{H} \)-regular 1-codimensional surfaces. Lastly, we show that, for regular enough surfaces, \( \mathbb{H} \)-orientability implies Euclidean-orientability. As a consequence, we conclude that non-\( \mathbb{H} \)-orientable \( \mathbb{H} \)-regular surfaces exist in \( \mathbb{H}^1 \).

### 2.1. \( \mathbb{H} \)-regularity in \( \mathbb{H}^n \)

We state here the definitions of \( \mathbb{H} \)-regularity for low dimension and low codimension. Then we proceed to define normal and tangent vector fields and characteristic points.

**Definition 2.1** (see 3.1 in [9]). Consider \( 1 \leq k \leq n \). A subset \( S \subseteq \mathbb{H}^n \) is a \( \mathbb{H} \)-regular \( k \)-dimensional surface if for all \( p \in S \) there exists a neighbourhood \( U \) of \( p \), an open set \( V \subseteq \mathbb{R}^k \) and a function \( \varphi : V \rightarrow U, \varphi \in C^1_{\mathbb{H}}(V, U) \) injective with \( d_{\mathbb{H}} \varphi \) injective, such that \( S \cap U = \varphi(V) \).

**Definition 2.2** (see 3.2 in [9]). Consider \( 1 \leq k \leq n \). A subset \( S \subseteq \mathbb{H}^n \) is a \( \mathbb{H} \)-regular \( k \)-codimensional surface if for all \( p \in S \) there exists a neighbourhood \( U \) of \( p \) and a function \( f : U \rightarrow \mathbb{R}^k, f \in C^1_{\mathbb{H}}(U, \mathbb{R}^k) \), such that \( \nabla_{\mathbb{H}} f_1 \wedge \cdots \wedge \nabla_{\mathbb{H}} f_k \neq 0 \) on \( U \) and \( S \cap U = \{ f = 0 \} \).

We will almost always work with the codimensional definition, that is, the surfaces of higher dimension. If a surface is \( \mathbb{H} \)-regular, it is natural to associate to it, locally, a normal and a tangent vector field:
**Definition 2.3.** Consider a $\mathbb{H}$-regular $k$-codimensional surface $S$ and $p \in S$. Then the (horizontal) normal $k$-vector field $n_{\mathbb{H},p}$ is defined as

$$n_{\mathbb{H},p} := \frac{\nabla_{\mathbb{H}} f_1 \wedge \cdots \wedge \nabla_{\mathbb{H}} f_k}{|\nabla_{\mathbb{H}} f_1 \wedge \cdots \wedge \nabla_{\mathbb{H}} f_k|} \in \bigwedge_{k,p} \mathfrak{h}_1.$$  

In a natural way, the tangent $(2n+1-k)$-vector field $t_{\mathbb{H},p}$ is defined as the dual of $n_{\mathbb{H},p}$:

$$t_{\mathbb{H},p} := *n_{\mathbb{H},p} \in \bigwedge_{2n+1-k,p} \mathfrak{h}_1,$$

where $*$ is the Hodge operator of Definition 1.10. If $n_{\mathbb{H},p}$ and $t_{\mathbb{H},p}$ can be defined globally, then they are denoted $n_{\mathbb{H}}$ and $t_{\mathbb{H}}$.

When considering the regularity of a surface in the Euclidean sense, as opposed to the $\mathbb{H}$-regularity, we say $C^k$-regular in the Euclidean sense or $C^k$-Euclidean for short. This obviously means that we are looking at $S \subseteq \mathbb{H}^n$ as a subset of $\mathbb{R}^{2n+1}$.

**Lemma 2.4.** Consider a $C^1$-Euclidean surface $S$ in $\mathbb{H}^n$. Then $\dim_{\mathcal{H}_{cc}} S = Q - 1 = 2n + 1$ if and only if $\dim_{\mathcal{H}_E} S = 2n$.

Hence, from now on, we may consider a $C^1$-Euclidean 1-codimensional surface without further specifications on the dimension.

**Proof.** Consider first $\dim_{\mathcal{H}_{cc}} S = 2n + 1$. The Hausdorff dimension of $S$ with respect to the Euclidean distance is equal to the dimension of the tangent plane, which is well defined everywhere by hypothesis; hence such dimension is an integer. By theorems 2.4-2.6 in [3] or by [2] (for $\mathbb{H}^1$ only) and with $k = \dim_{\mathcal{H}_{cc}} S$, one has that:

$$\max\{k, 2k - 2n\} \leq \dim_{\mathcal{H}_{cc}} S \leq \min\{2k, k + 1\}.$$

The second inequality says that

$$2n + 1 = \dim_{\mathcal{H}_{cc}} S \leq k + 1,$$

meaning $2n \leq k$. Then the only possible cases are $k = 2n$ and $k = 2n + 1$.

Next, if $k < 2k - 2n$ (so $k > 2n$), on one side the only possibility becomes $k = 2n + 1$. On the other side, $k$ is also strictly less than $\max\{k, 2k - 2n\} = 2k - 2n$, which must be less than or equal to $\dim_{\mathcal{H}_{cc}} S$:

$$2n + 1 = k < \max\{k, 2k - 2n\} \leq \dim_{\mathcal{H}_{cc}} S = 2n + 1,$$

which is impossible. Then $2k - 2n \leq k$, meaning $k \leq 2n$. So the only possibility is $k = 2n$.

On the other hand, if we consider a $C^1$-Euclidean surface $S \subseteq \mathbb{R}^{2n+1}$ with $\dim_{\mathcal{H}_E} S = 2n$ (an hypersurface in the Euclidean sense), then it follows (see page 64 in [1]) or by [11]) that $\dim_{\mathcal{H}_{cc}} S = 2n + 1$.

**Definition 2.5.** Consider a surface $S \subseteq \mathbb{H}^n$ and denote $T_p S$ the space of vectors tangent to $S$ at the point $p$. Define the characteristic set $C(S)$ of $S$ as

$$C(S) := \{ p \in S; T_p S \subseteq \mathfrak{h}_{1,p} \}.$$  

This says that a point $p \in C(S)$ if and only if $n_{\mathbb{H},p} = 0$. For the $k$-codimensional case, this also means that it is not possible to find a map $f$ such as in Definition 2.2.

By 1.1 in [1] and 2.16 in [13] we can infer that the set of characteristic points of a $k$-codimensional surface $S \subseteq \mathbb{H}^n$ has always measure zero:

$$\mathcal{H}^{2n+2-k}_{cc}(C(S)) = 0.$$ 

Furthermore, from page 195 in [9], we can say that a $C^1$-Euclidean surface $S$ with $C(S) = \emptyset$ is a $\mathbb{H}$-regular surface in $\mathbb{H}^n$. 

2.2. The Möbius Strip in $\mathbb{H}^1$. In this subsection we show that, at least when $n = 1$, there exist 1-codimensional $C^1$-Euclidean surfaces with no characteristic points that are non-orientable in the Euclidean sense. This implies that there exist 1-codimensional $\mathbb{H}$-regular surfaces which are non-orientable in the Euclidean sense.

We prove this by considering a Möbius strip, the most classical non-orientable object in the Euclidean sense. We will define only later (Definition 2.10) the notion of orientability in the Euclidean sense but here we only need the knowledge that the Möbius strip is not Euclidean-orientable.

Let $\mathcal{M}$ be any Möbius strip. Is $C(\mathcal{M}) = \emptyset$? Or, if not, is there a surface $\widetilde{\mathcal{M}} \subseteq \mathcal{M}$, $\widetilde{\mathcal{M}}$ still non-orientable in the Euclidean sense, such that $C(\widetilde{\mathcal{M}}) = \emptyset$? We will attempt an answer by considering one specific parametrisation of the Möbius strip.

Consider the fixed numbers $R \in \mathbb{R}^+$ and $w \in \mathbb{R}^+$ so that $w < R$. Then consider the map

$$\gamma : [0, 2\pi) \times [-w, w] \to \mathbb{R}^3$$

$$\gamma(r, s) := (x(r, s), y(r, s), t(r, s))$$

$$= \left( \left[ R + s \cos \left( \frac{r}{2} \right) \right] cos r, \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r, s \sin \left( \frac{r}{2} \right) \right).$$

This is a parametrisation of a Möbius strip of half-width $w$ with midcircle of radius $R$ in $\mathbb{R}^3$. We can denote then $\mathcal{M} := \gamma([0, 2\pi) \times [-w, w]) \subseteq \mathbb{R}^3$.

**Proposition 2.6.** Consider the Möbius strip $\mathcal{M}$ parametrised by the curve $\gamma$. Then $\mathcal{M}$ contains at most one characteristic point $\bar{p}$ and so there exists a 1-codimensional $C^1$-Euclidean surface $\widetilde{\mathcal{M}} \subseteq \mathcal{M}$ such that $\bar{p} \notin \widetilde{\mathcal{M}}$, $\widetilde{\mathcal{M}}$ still non-orientable in the Euclidean sense and $C(\widetilde{\mathcal{M}}) = \emptyset$.

This says, by our discussion at the end of Subsection 2.1, that $\widetilde{\mathcal{M}}$ is a $\mathbb{H}$-regular surface and is non-orientable in the Euclidean sense. The proof will follow after some lemmas (which are proved in E.1-E.5 in [5]).

**Lemma 2.7** (Step 1). Consider the parametrisation $\gamma$. The two tangent vector fields of $\gamma$, in the basis $\{\hat{e}_x, \hat{e}_y, \hat{e}_t\}$, are

$$\bar{\gamma}_r(r, s) = \left( -\frac{s}{2} \sin \left( \frac{r}{2} \right) \cos r - \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r, \right.$$  

$$\left. -\frac{s}{2} \sin \left( \frac{r}{2} \right) \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r, \frac{s}{2} \cos \left( \frac{r}{2} \right) \right).$$

and

$$\bar{\gamma}_s(r, s) = \left( \cos \left( \frac{r}{2} \right) \cos r, \cos \left( \frac{r}{2} \right) \sin r, \sin \left( \frac{r}{2} \right) \right).$$

**Lemma 2.8** (Step 2). Consider the parametrisation $\gamma$. The two tangent vector fields $\bar{\gamma}_r$ and $\bar{\gamma}_s$ can be written in Heisenberg coordinates as:

$$\bar{\gamma}_r(r, s) = \left( -\frac{1}{2} s \sin \left( \frac{r}{2} \right) \cos r - \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r \right) X$$

$$+ \left( -\frac{1}{2} s \sin \left( \frac{r}{2} \right) \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \right) Y$$

$$+ \left( \frac{1}{2} \cos \left( \frac{r}{2} \right) - \left[ R + s \cos \left( \frac{r}{2} \right) \right]^2 \frac{1}{2} \right) T,$$
and 
\[ \hat{\gamma}_r(r,s) = \cos\left(\frac{r}{2}\right) \cos rX + \cos\left(\frac{r}{2}\right) \sin rY + \sin\left(\frac{r}{2}\right) T. \]

Call \( \tilde{\mathbf{N}}(r,s) = \tilde{\mathbf{N}}_1(r,s)X + \tilde{\mathbf{N}}_2(r,s)Y + \tilde{\mathbf{N}}_3(r,s)T \) the normal vector field of \( \mathcal{M} \). Such vector is given by the cross product of the two tangent vector fields \( \vec{\gamma}_r \) and \( \vec{\gamma}_t \). Specifically:

\[ \tilde{\mathbf{N}} = \tilde{\mathbf{N}}_1X + \tilde{\mathbf{N}}_2Y + \tilde{\mathbf{N}}_3T = \vec{\gamma}_r \times \vec{\gamma}_t = \]

\[ = \left| \begin{array}{ccc}
-X & Y & T \\
-\cos \left(\frac{r}{2}\right) \cos r & \cos \left(\frac{r}{2}\right) \sin r & -\sin \left(\frac{r}{2}\right) \\
\frac{1}{2} \cos \left(\frac{r}{2}\right) \sin r & -\frac{1}{2} \cos \left(\frac{r}{2}\right) & \cos \left(\frac{r}{2}\right)
\end{array} \right|. \]

**Lemma 2.9 (Step 3).** Consider the normal vector field of \( \mathcal{M} \), \( \tilde{\mathbf{N}}(r,s) = \tilde{\mathbf{N}}_1(r,s)X + \tilde{\mathbf{N}}_2(r,s)Y + \tilde{\mathbf{N}}_3(r,s)T \). A computation shows that:

\[ \tilde{\mathbf{N}}_1(r,s) = -\frac{1}{2} \cos r \sin r + \left[ R + s \cos \left(\frac{r}{2}\right) \right] \cos r \sin \left(\frac{r}{2}\right), \]

\[ \tilde{\mathbf{N}}_2(r,s) = \left( -\frac{1}{2} s \right)^2 \left[ -\frac{1}{2} \cos \left(\frac{r}{2}\right) \right] \cos \left(\frac{r}{2}\right) \sin r, \]

\[ \tilde{\mathbf{N}}_3(r,s) = -\left[ R + s \cos \left(\frac{r}{2}\right) \right] \cos \left(\frac{r}{2}\right), \]

with \( z = \cos \left(\frac{r}{2}\right), r \in [0, 2\pi) \) and \( s \in [-w, w] \).

**Proof of Proposition 2.6.** To find pairs of parameters \((r,s)\) corresponding to characteristic points we have to impose

\[ \begin{cases}
\tilde{\mathbf{N}}_1(r,s) = 0, \\
\tilde{\mathbf{N}}_2(r,s) = 0.
\end{cases} \]

A computation shows that \( \tilde{\mathbf{N}}_1(r,s) = 0 \) only at the points \((x(r,s), y(r,s), t(r,s))\) with

\[ (r,s) = \begin{cases}
(0,s), & s \in [-w,w], \quad \text{or} \\
\left( r, \frac{-(R+1)\zeta^2 + 1 \pm \sqrt{\zeta^4 - (R+2)^2 \zeta^2 + 1}}{\zeta} \right), & r \in [0, 2\pi), \quad r \neq \pi, \quad \zeta = \cos \left(\frac{r}{2}\right). \end{cases} \]

Evaluating these possibilities on \( \tilde{\mathbf{N}}_2(r,s) = 0 \), another computation (see E.6 and E.7 in [5]) shows that the system \{\( \tilde{\mathbf{N}}_1(r,s) = 0; \ \tilde{\mathbf{N}}_2(r,s) = 0 \)\} is verified only by the pair

\[ (r,s) = \left( 0, \frac{-2R + 1 - \sqrt{-4R + 1}}{2} \right), \quad \text{when} \quad 0 < R < \frac{1}{4}, \]

which corresponds to the point \( \tilde{\rho} = (\tilde{x}, \tilde{y}, \tilde{t}) = \left( \frac{1}{2} - \sqrt{-R + \frac{1}{4}}, 0, 0 \right) : \)

\[ \begin{align*}
\tilde{x} &= \left[ R + s \cos \left(\frac{r}{2}\right) \right] \cos r = R + \frac{-2R + 1 - \sqrt{-4R + 1}}{2}, \quad \text{when} \quad 0 < R < \frac{1}{4} > 0 \quad \text{and} \\
\tilde{y} &= \left[ R + s \cos \left(\frac{r}{2}\right) \right] \sin r = 0 \\
\tilde{t} &= s \sin \left(\frac{r}{2}\right) = \frac{1}{2} - \sqrt{-R + \frac{1}{4}} > 0.
\end{align*} \]
This is a characteristic point. Notice that it is not strange that the number of characteristic points depends on the radius $R$, as changing the radius is not an anisotropic dilation. Therefore the surface 

$$\tilde{\mathcal{M}} := \mathcal{M} \setminus U_{\tilde{p}},$$

where $U_{\tilde{p}}$ is a neighbourhood of $\tilde{p}$ with smooth boundary, is indeed a $C^1$-Euclidean surface with $C(\tilde{\mathcal{M}}) = \emptyset$, hence 1-codimensional $\mathbb{H}$-regular, and not Euclidean-orientable. This completes the proof. □

2.3. Comparing Orientabilities. In this section we first recall the definition of Euclidean-orientability and introduce and characterise the notion of orientability in the Heisenberg sense ($\mathbb{H}$-orientability). Next we prove that, under left translations and anisotropic dilations, $\mathbb{H}$-regularity is invariant for 1-codimensional surfaces and $\mathbb{H}$-orientability is invariant for $\mathbb{H}$-regular 1-codimensional surfaces. Lastly, we show how the two notions of orientability are related, concluding that, for regular enough surfaces, $\mathbb{H}$-orientability implies Euclidean-orientability. This allows us to conclude that non-$\mathbb{H}$-orientable $\mathbb{H}$-regular surfaces exist, at least when $n = 1$.

Recall that, by Definition 2.2, $S$ is a $\mathbb{H}$-regular 1-codimensional surface in $\mathbb{H}^n$ if:

(2.1) for all $p \in S$ there exists a neighbourhood $U$ and $f : U \to \mathbb{R}$, $f \in C^1_{\mathbb{H}}(U, \mathbb{R})$, so that $S \cap U = \{f = 0\}$ and $\nabla_{\mathbb{H}} f \neq 0$ on $U$.

On the other hand, if $S$ is $C^1$-Euclidean, then (see for instance the introduction of (1)):

(2.2) for all $p \in S$ there exists a neighbourhood $U$ and $g : U \to \mathbb{R}$, $g \in C^1(U, \mathbb{R})$, so that $S \cap U = \{g = 0\}$ and $\nabla g \neq 0$ on $U$.

These two notions of regularity are obviously similar. Next we connect each of them to a definition of orientability, which we then compare.

2.3.1. $\mathbb{H}$-Orientability in $\mathbb{H}^n$.

Consider a surface $S \subseteq \mathbb{H}^n$ and the space of vector fields tangent to $S$, $\mathcal{T}S$. A vector $v$ is normal to $S$, $v \perp S$, if $\langle v, w \rangle = 0$ for all $w \in \mathcal{T}S$.

**Definition 2.10.** Consider a 1-codimensional $C^1$-Euclidean surface $S \subseteq \mathbb{H}^n$ with $C(S) = \emptyset$. The surface $S$ is Euclidean-orientable (or orientable in the Euclidean sense) if there exists a continuous global 1-vector field

$$n_E = \sum_{i=1}^n (n_{E,i} \tilde{\partial}_x^i + n_{E,n+i} \tilde{\partial}_y^i) + n_{E,2n+1} \tilde{\partial}_t \neq 0,$$

defined on $S$ and normal to $S$. Such $n_E$ is called Euclidean normal vector field of $S$.

Equivalently, the surface $S$ is Euclidean-orientable if there exists a continuous global 2n-vector field $t_E$ on $S$, so that $t_E$ is tangent to $S$. This is the same as saying that $*t_E$ is normal to $S$, where $*$ is the Hodge operator (see Definition 1.10). It is also straightforward that, up to a choice of sign, $t_E = *n_E$.

**Definition 2.11.** Consider two vectors $v, w \in \mathfrak{h}_1$ in $\mathbb{H}^n$; they are orthogonal in the Heisenberg sense, $v \perp_H w$, if

$$\langle v, w \rangle_H = 0,$$

where $\langle \cdot, \cdot \rangle_H$ is the scalar product that makes $X_j$’s and $Y_j$’s orthonormal.
Consider a 1-codimensional $C^1$-Euclidean surface $S \subseteq \mathbb{H}^n$ with $C(S) = \emptyset$. Consider also a vector $v \in \mathfrak{h}_1$. We say that $v$ and $S$ are $\mathbb{H}$-orthogonal (orthogonal in the Heisenberg sense), and we write $\langle v, w_{|_{\mathfrak{h}_1}} \rangle_H = 0$, for all $w \in TS$.

In the same way, we say that a 2$n$-vector field $v \in \wedge_{2n}\mathfrak{h}$ is $\mathbb{H}$-tangent (tangent to $S$ in the Heisenberg sense) to $S$ if $*v \in \mathfrak{h}_1$ and

$$\langle *v, w_{|_{\mathfrak{h}_1}} \rangle_H = 0,$$

for all $w \in TS$.

**Definition 2.13.** Consider a 1-codimensional $C^1$-Euclidean surface $S \subseteq \mathbb{H}^n$ with $C(S) = \emptyset$. We say that $S$ is $\mathbb{H}$-orientable (or orientable in the Heisenberg sense) if there exists a continuous global 1-vector field $n_{\mathbb{H}} = \sum_{i=1}^{n} (n_{\mathbb{H},i}X_i + n_{\mathbb{H},n+i}Y_i) \neq 0$, defined on $S$ so that $n_{\mathbb{H}}$ and $S$ are $\mathbb{H}$-orthogonal. Note that $n_{\mathbb{H}}$ is consistent with Definition 2.12.

**Lemma 2.14.** Consider a 1-codimensional $C^1$-Euclidean surface $S \subseteq \mathbb{H}^n$ with $C(S) = \emptyset$. The following are equivalent:

(i) $S$ is $\mathbb{H}$-orientable,

(ii) there exists a continuous global 2$n$-vector field $t_{\mathbb{H}}$ on $S$ so that $t_{\mathbb{H}}$ is $\mathbb{H}$-tangent to $S$.

One can easily see that, up to a choice of sign, $t_{\mathbb{H}} = *n_{\mathbb{H}}$.

It is possible to give an equivalent definition of orientability using differential forms by saying that a manifold is orientable (either in the Euclidean or Heisenberg sense) if and only if there exists a continuous volume form on it, where a volume form is a never-null form of maximal order.

**Lemma 2.15.** Consider a 1-codimensional $C^1$-Euclidean surface $S \subseteq \mathbb{H}^n$ with $C(S) = \emptyset$. The following are equivalent:

(i) $S$ is $\mathbb{H}$-orientable,

(ii) $S$ allows a continuous volume form $\omega_{\mathbb{H}}$ (a never-null form of maximal order), which can be chosen so that the following property holds:

$$\langle \omega_{\mathbb{H}} | t_{\mathbb{H}} \rangle = 1.$$

Note that, if the condition is verified in $\mathbb{H}^1$, the volume form is of the kind:

$$\omega_{\mathbb{H}} = \frac{n_{\mathbb{H},1}}{n_{\mathbb{H},1}^2 + n_{\mathbb{H},2}^2} dy \wedge \theta - \frac{n_{\mathbb{H},2}}{n_{\mathbb{H},1}^2 + n_{\mathbb{H},2}^2} dx \wedge \theta.$$

Also note that by condition (2.11), locally on a neighbourhood $U$ of a point $p$, $n_{\mathbb{H}} = \lambda \nabla_{\mathbb{H}} f$, with $\lambda \in C^\infty(\mathbb{H}^1, \mathbb{R})$ and $f \in C^1(U, \mathbb{R})$. So,

$$n_{\mathbb{H}} = n_{\mathbb{H},1}X + n_{\mathbb{H},2}Y = \lambda XfX + \lambda YfY$$

and, since $t_{\mathbb{H}} = *n_{\mathbb{H}} = n_{\mathbb{H},1}Y \wedge T - n_{\mathbb{H},2}X \wedge T$,

$$t_{\mathbb{H}} = \lambda XfY \wedge T - \lambda YfX \wedge T.$$

**Example 2.16.** Consider a $\mathbb{H}$-orientable 1-codimensional surface $S \subseteq \mathbb{H}^1$. Then at each point $p \in S$ there exist two continuous global linearly independent vector fields $\vec{r}$ and $\vec{s}$ tangent on $S$, $\vec{r}, \vec{s} \in T_pS$. With the previous notation, we can explicitly find such a pair by solving the following list of conditions:
One can (but it is not necessary) choose \( \vec{r} = T \) since \( n_\mathbb{H} \in \text{span}\{X, Y\} \). Then one can take \( \vec{s} = aX + bY \), so the first two conditions are satisfied. The third condition is \( \langle \vec{s}, n_\mathbb{H} \rangle_H = 0 \), meaning

\[
an \mathbb{H}, 1 + bn_\mathbb{H}, 2 = 0,
\]

whose solution is

\[
\begin{aligned}
a &= cn_\mathbb{H}, 2 \\
b &= -cn_\mathbb{H}, 1.
\end{aligned}
\]

with \( c \) arbitrary. The fourth condition is verified by our choice of \( \vec{r} \).

We have just seen that there exists a local function \( f \) so that \( \vec{s} = cn_\mathbb{H}, 2X - cn_\mathbb{H}, 1Y \) becomes

\[
\vec{s} = c\lambda Y f X - c\lambda X f Y.
\]

Then the fifth condition, \( |\vec{s}|_H = 1 \), gives

\[
1 = \sqrt{c^2\lambda^2(Y f)^2 + c^2\lambda^2(X f)^2} = c\lambda \sqrt{(Y f)^2 + (X f)^2} = |c\lambda| \cdot |\nabla_\mathbb{H} f|,
\]

meaning

\[
c = \pm \frac{1}{|\lambda \nabla_\mathbb{H} f|}.
\]

So one has that

\[
\vec{s} = \pm \frac{1}{|\lambda \nabla_\mathbb{H} f|} (\lambda Y f X - \lambda X f Y) = \pm \frac{\lambda}{|\lambda \nabla_\mathbb{H} f|} \left( Y f - \frac{X f}{|\nabla_\mathbb{H} f|} \right).
\]

The sixth condition is \( \vec{r} \times \vec{s} = n_\mathbb{H} \), so:

\[
n_\mathbb{H} = \vec{r} \times \vec{s} = \begin{vmatrix} X & Y & T \\ 0 & 0 & 1 \\ cn_\mathbb{H}, 2 & -cn_\mathbb{H}, 1 & 0 \end{vmatrix} = cn_\mathbb{H}, 2 Y + cn_\mathbb{H}, 1 X = cn_\mathbb{H}.
\]

Then it is necessary to take \( c = 1 \) and one has \( |\lambda \nabla_\mathbb{H} f| = 1 \), namely.

\[
\lambda = \pm \frac{1}{|\nabla_\mathbb{H} f|},
\]

and

\[
\vec{s} = \lambda Y f X - \lambda X f Y = \pm \left( Y f \frac{X f}{|\nabla_\mathbb{H} f|} - \frac{X f}{|\nabla_\mathbb{H} f|} Y \right).
\]

Finally, we verify \( \vec{r} \wedge \vec{s} = t_\mathbb{H} \) (the seventh and last condition):

\[
\vec{r} \wedge \vec{s} = T \wedge (\lambda Y f X - \lambda X f Y) = \lambda X f Y \wedge T - \lambda Y f X \wedge T = t_\mathbb{H}.
\]
2.3.2. Invariances. For 1-codimensional surfaces, the $\mathbb{H}$-regularity is invariant under left translations and anisotropic dilations. Furthermore, for $\mathbb{H}$-regular 1-codimensional surfaces, the $\mathbb{H}$-orientability is invariant under the same two types of transformations.

**Proposition 2.17.** Consider the left translation map $\tau_{\tilde{p}} : \mathbb{H}^n \to \mathbb{H}^n$, $\tilde{p} \in \mathbb{H}^n$ and a $\mathbb{H}$-regular 1-codimensional surface $S \subseteq \mathbb{H}^n$. Then $\tau_{\tilde{p}} S := \{ \tilde{p} \ast p; \; p \in S \}$ is again a $\mathbb{H}$-regular 1-codimensional surface in $\mathbb{H}^n$.

**Proof.** Since $\tau_{\tilde{p}} S = \{ \tilde{p} \ast p; \; p \in S \}$, for all $q \in \tau_{\tilde{p}} S$ there exists a point $p \in S$ so that $q = \tilde{p} \ast p$. For such $p \in S$, there exists a neighbourhood $U_p$ and a function $f : U_p \to \mathbb{R}$ so that $S \cap U_p = \{ f = 0 \}$ and $\nabla_{\mathbb{H}} f \neq 0$ on $U_p$. Define $U_q := \tau_{\tilde{p}} U_p = \tilde{p} \ast U_p$, which is a neighbourhood of $q = \tilde{p} \ast p$, and a function $\tilde{f} := f \circ \tau_{\tilde{p}}^{-1} : U_q \to \mathbb{R}$. Then, for all $q' \in U_q$, $\tilde{f}(q') = (f \circ \tau_{\tilde{p}}^{-1})(q') = f(\tilde{p}^{-1} \ast \tilde{p} \ast p') = f(p') = 0,$ where $q' = \tilde{p} \ast p'$ and $p' \in U_p$. Then $\tau_{\tilde{p}} S \cap U_q = \{ \tilde{f} = 0 \}.$

Furthermore, on $U_q$, and by left invariance, $\nabla_{\mathbb{H}} \tilde{f} = \nabla_{\mathbb{H}} (f \circ \tau_{\tilde{p}}^{-1}) = \nabla_{\mathbb{H}} (f \circ \tau_{\tilde{p}}^{-1}) = \sum_{i=1}^{n} \left( X_i (f \circ \tau_{\tilde{p}}^{-1}) X_i + Y_i (f \circ \tau_{\tilde{p}}^{-1}) Y_i \right)$ $= \sum_{i=1}^{n} \left( [X_i (f) \circ \tau_{\tilde{p}}^{-1}] X_i + [Y_i (f) \circ \tau_{\tilde{p}}^{-1}] Y_i \right) \neq 0$ as $X_i (f) \circ \tau_{\tilde{p}}^{-1}$ and $Y_i (f) \circ \tau_{\tilde{p}}^{-1}$ are defined on $U_p$ and on $U_p$ one of the two is always non-negative by the hypothesis that $\nabla_{\mathbb{H}} f \neq 0$ on $U_p$. \qed

**Proposition 2.18.** Consider the usual anisotropic dilation $\delta_r : \mathbb{H}^n \to \mathbb{H}^n$, $r > 0$, and a $\mathbb{H}$-regular 1-codimensional surface $S \subseteq \mathbb{H}^n$. Then $\delta_r S := \{ \delta_r(p); \; p \in S \}$ is again a $\mathbb{H}$-regular 1-codimensional surface in $\mathbb{H}^n$.

**Proof.** Since $\delta_r S = \{ \delta_r(p); \; p \in S \}$, then for all $q \in \delta_r S$ there exists a point $p \in S$ so that $q = \delta_r(p)$. For such $p \in S$, there exists a neighbourhood $U_p$ and a function $f : U_p \to \mathbb{R}$ so that $S \cap U_p = \{ f = 0 \}$ and $\nabla_{\mathbb{H}} f \neq 0$ on $U_p$. Define $U_q := \delta_r (U_p)$, which is a neighbourhood of $q = \delta_r(p)$, and a function $\tilde{f} := f \circ \delta_r^{-1} : U_q \to \mathbb{R}$. Then, for all $q' \in U_q$, $\tilde{f}(q') = (f \circ \delta_r^{-1})(q') = f(\delta_r^{-1} \ast \delta_r p') = f(p') = 0,$ where $q' = \delta_r p'$ and $p' \in U_p$. Then $\delta_r S \cap U_q = \{ \tilde{f} = 0 \}.$

Furthermore, on $U_q$, using the fact that $\delta_r^{-1}$ is a contact map and Lemma 3.3.10 in [5], $\nabla_{\mathbb{H}} \tilde{f} = \nabla_{\mathbb{H}} (f \circ \delta_r^{-1}) = (\delta_r^{-1})^T (\nabla_{\mathbb{H}} f) \delta_r^{-1} \neq 0.$ \qed

**Proposition 2.19.** Consider a left translation map $\tau_{\tilde{p}} : \mathbb{H}^n \to \mathbb{H}^n$, $\tilde{p} \in \mathbb{H}^n$, the anisotropic dilation $\delta_r : \mathbb{H}^n \to \mathbb{H}^n$, $r > 0$ and a $\mathbb{H}$-regular 1-codimensional surface $S \subseteq \mathbb{H}^n$. Then the $\mathbb{H}$-regular 1-codimensional surfaces $\tau_{\tilde{p}} S$ and $\delta_r S$ are $\mathbb{H}$-orientable (respectively) if and only if $S$ is $\mathbb{H}$-orientable.
Proof. Remember that $\tau_p S = \{\tilde{p} \ast p; \ p \in S\}$. From Proposition 2.17, one knows that for all $q \in \tau_p S$ there exists a point $p \in S$ so that $q = \tilde{p} \ast p$ and there exist a neighbourhood $U_p$ and a function $f : U_p \to \mathbb{R}$ so that $S \cap U_p = \{f = 0\}$ and $\nabla_{\mathbb{H}} f \neq 0$ on $U_p$. Furthermore, $U_q = \tau_p U_p = \tilde{p} \ast U_p$ is a neighbourhood of $q = \tilde{p} \ast p$ and the function $\tilde{f} := f \circ \tau_p^{-1} : U_q \to \mathbb{R}$ is so that $\tau_p S \cap U_q = \{\tilde{f} = 0\}$ and $\nabla_{\mathbb{H}} \tilde{f} \neq 0$ on $U_q$.

Assume now that $S$ is $\mathbb{H}$-orientable, then there exists a global vector field

$$n_{\mathbb{H}} = \sum_{j=1}^{n} (n_{\mathbb{H},j}X_j + n_{\mathbb{H},n+j}Y_j),$$

that, locally, takes the form of

$$\sum_{j=1}^{n} \left( \frac{X_j f}{|\nabla_{\mathbb{H}} f|} X_j + \frac{Y_j f}{|\nabla_{\mathbb{H}} f|} Y_j \right).$$

Now we consider:

$$(\tau_p^{-1})_{\ast} n_{\mathbb{H}} = \sum_{j=1}^{n} \left( n_{\mathbb{H},j} \circ \tau_p^{-1} X_j \tau_p^{-1} + n_{\mathbb{H},n+j} \circ \tau_p^{-1} Y_j \tau_p^{-1} \right),$$

which, locally, becomes

$$(\tau_p^{-1})_{\ast} n_{\mathbb{H}} = \sum_{j=1}^{n} \left( \frac{X_j f}{|\nabla_{\mathbb{H}} f|} \circ \tau_p^{-1} X_j \tau_p^{-1} + \frac{Y_j f}{|\nabla_{\mathbb{H}} f|} \circ \tau_p^{-1} Y_j \tau_p^{-1} \right).$$

Note that this is still a global vector field and is defined on the whole $\tau_p S$, therefore it gives an orientation to $\tau_p S$. Since we can repeat the whole proof starting from $\tau_p S$ to $S = \tau_p^{-1} \tau_p S$, this proves both directions.

For the dilation, remember that $\delta_r S = \{\delta_r(p); \ p \in S\}$. From Proposition 2.18, for all $q \in \delta_r S$ there exists a point $p \in S$ so that $q = \delta_r(p)$ and there exist a neighbourhood $U_p$ and a function $f : U_p \to \mathbb{R}$ so that $S \cap U_p = \{f = 0\}$ and $\nabla_{\mathbb{H}} f \neq 0$ on $U_p$. In the same way, $U_q = \delta_r(U_p)$ is a neighbourhood of $q = \delta_r(p)$ and the function $\tilde{f} := f \circ \delta_r^{-1} : U_q \to \mathbb{R}$ is so that $\delta_r S \cap U_q = \{\tilde{f} = 0\}$ and $\nabla_{\mathbb{H}} \tilde{f} \neq 0$ on $U_q$.

Assume now that $S$ is $\mathbb{H}$-orientable. Then there exists a global vector field

$$n_{\mathbb{H}} = \sum_{j=1}^{n} (n_{\mathbb{H},j}X_j + n_{\mathbb{H},n+j}Y_j),$$

that, locally, is written as

$$\sum_{j=1}^{n} \left( \frac{X_j f}{|\nabla_{\mathbb{H}} f|} X_j + \frac{Y_j f}{|\nabla_{\mathbb{H}} f|} Y_j \right).$$

Now we have

$$(\delta_{1/r})_{\ast} n_{\mathbb{H}} = \sum_{j=1}^{n} \left( n_{\mathbb{H},j} \circ \delta_{1/r} X_j \delta_{1/r} + n_{\mathbb{H},n+j} \circ \delta_{1/r} Y_j \delta_{1/r} \right),$$

which, locally, becomes

$$(\delta_{1/r})_{\ast} n_{\mathbb{H}} = \sum_{j=1}^{n} \left( \frac{X_j f}{|\nabla_{\mathbb{H}} f|} \circ \delta_{1/r} X_j \delta_{1/r} + \frac{Y_j f}{|\nabla_{\mathbb{H}} f|} \circ \delta_{1/r} Y_j \delta_{1/r} \right).$$
Note that this is still a global vector field and is defined on the whole \( \delta S \), therefore it gives an orientation to \( \delta S \). Since we can repeat the whole proof starting from \( \delta S \) to \( S = \delta_{1/\epsilon} \delta S \), this proves both directions. \( \square \)

2.3.3. Comparison. If a surface is regular enough, we see that \( \mathbb{H} \)-orientability implies Euclidean-orientability. Lastly, this allows us to conclude that non-\( \mathbb{H} \)-orientable \( \mathbb{H} \)-regular surfaces exist, at least when \( n = 1 \).

Consider a 1-codimensional \( C^1 \)-Euclidean surface \( S \subseteq \mathbb{H}^n \) with \( C(S) \neq 0 \). We say that \( S \) is \( C^2_{\mathbb{H}} \)-regular if its horizontal normal vector field \( n_{\mathbb{H}} \in C^1_{\mathbb{H}} \).

Proposition 2.20. Consider a 1-codimensional \( C^1 \)-Euclidean surface \( S \) in \( \mathbb{H}^n \) with \( C(S) = \emptyset \). Then the following holds:

1. Suppose \( S \) is Euclidean-orientable. Recall from condition (2.2) that \( C^1 \)-Euclidean means that for all \( p \in S \) there exists \( U \ni p \) and \( g : U \to \mathbb{R} \), \( g \in C^1 \), so that \( S \cap U = \{ g = 0 \} \) and \( \nabla g \neq 0 \) on \( U \). If, for any such \( g \), no point of \( S \) belongs to the set
\[
\left\{ \left( -\frac{2(\tilde{\partial}_y g)_p}{(\tilde{\partial}_g)_p}, \ldots, -\frac{2(\tilde{\partial}_{y^n} g)_p}{(\tilde{\partial}_{y^n} g)_p}, \frac{2(\tilde{\partial}_x g)_p}{(\tilde{\partial}_g)_p}, \ldots, \frac{2(\tilde{\partial}_{y^n} g)_p}{(\tilde{\partial}_{y^n} g)_p} \right) \right\},
\]
then
\[
S \text{ is } \mathbb{H} \text{-orientable.}
\]

2. If \( S \) is \( C^2_{\mathbb{H}} \)-regular, \( S \) is \( \mathbb{H} \)-orientable implies \( S \) is Euclidean-orientable.

The proof will follow at the end of this chapter. A question arises naturally about the extra conditions for the first implication in Proposition 2.20: what can we say about that set? Is it possible to do better?

Note also that, if we could simply assume that the functions \( f \) and \( g \), respectively of conditions (2.1) and (2.2), would be the same, then we would not need the extra condition in the first implication and we would have that Euclidean-orientability implies \( \mathbb{H} \)-orientability (see Lemma 4.3.23 in [5]).

We have seen, by Proposition 2.6, that \( \tilde{\mathcal{M}} \) is a \( \mathbb{H} \)-regular surface and not Euclidean-orientable. Furthermore, \( \tilde{\mathcal{M}} \) satisfies the hypotheses of Proposition 2.20 and implication (2.4) reversed says that \( \tilde{\mathcal{M}} \) is not a \( \mathbb{H} \)-orientable \( \mathbb{H} \)-regular surface. Then we can say:

Corollary 2.21. There exist \( \mathbb{H} \)-regular surfaces which are not \( \mathbb{H} \)-orientable in \( \mathbb{H}^n \).

This opens the possibility to analysis of Heisenberg currents mod 2 by studying surfaces that are, in the Heisenberg sense, regular but not orientable.

Proof of implication (2.3) in Proposition 2.20. We know there exists a global vector field
\[
n_E = \sum_{i=1}^{n} (n_{E,i} \tilde{\partial}_x + n_{E,n+i} \tilde{\partial}_y) + n_{E,2n+1} \tilde{\partial}_t \neq 0
\]
that can be written locally on an open set \( U \subseteq \mathbb{H}^n \) as
\[
n_E = \mu \sum_{i=1}^{n} (\tilde{\partial}_x g \tilde{\partial}_x + \tilde{\partial}_y g \tilde{\partial}_y) + \mu \tilde{\partial}_t g \tilde{\partial}_t
\]
so that $\nabla g \neq 0$ and $g \in C^1(U, \mathbb{R})$. Define
\[
\begin{aligned}
n_{\mathbb{H}, i} &= n_{E, i} - \frac{1}{2} y_i \cdot n_{E, 2n+1}, \\
n_{\mathbb{H}, n+i} &= n_{E, n+i} + \frac{1}{2} x_i \cdot n_{E, 2n+1},
\end{aligned}
\] for $i = 1, \ldots, n$.

For each point $p$ there exists a neighbourhood $U$ where such $g$ is defined as above; locally in such sense, we get
\[
\begin{aligned}
n_{\mathbb{H}, i} &= \mu \partial_{x_i} g - \frac{1}{2} y_i \mu \partial_{t} g = \mu X_i g, \\
n_{\mathbb{H}, n+i} &= \mu \partial_{y_i} g + \frac{1}{2} x_i \mu \partial_{t} g = \mu Y_i g,
\end{aligned}
\]
where $\mu$ is simply a normalising factor that, from now on, we ignore.

In order to verify the $\mathbb{H}$-orientability, we have to show that $\nabla_{\mathbb{H}} g \neq 0$. Note here that $C^1(U, \mathbb{R}) \subseteq C^1_{\mathbb{H}}(U, \mathbb{R})$, so $g$ is regular enough.

Consider first the case in which $(\partial_{t} g)_{p} = 0$. We still have that $\nabla_{p} g \neq 0$, so at least one of the derivatives $(\partial_{x_i} g)_{p}$, $(\partial_{y_i} g)_{p}$ must be different from zero in $p$. But, when $(\partial_{t} g)_{p} = 0$, then $(X_i g)_{p} = (\partial_{x_i} g)_{p}$ and $(Y_i g)_{p} = (\partial_{y_i} g)_{p}$, so
\[
\|\nabla_{\mathbb{H}, p} g\|^2 = (X_i g)_{p}^2 + (Y_i g)_{p}^2 \neq 0.
\]

Second, consider the case when $(\partial_{t} g)_{p} \neq 0$. In this case:
\[
\|\nabla_{\mathbb{H}, p} g\|^2 = \sum_{i=1}^{n} (X_i g)_{p}^2 + (Y_i g)_{p}^2 = \sum_{i=1}^{n} \left( \partial_{x_i} g - \frac{1}{2} y_i, p \partial_{t} g \right)_{p}^2 + \left( \partial_{y_i} g + \frac{1}{2} x_i, p \partial_{t} g \right)_{p}^2 \neq 0
\]
is equivalent to the fact that there exists $i \in \{1, \ldots, n\}$ such that $y_{i, p} \neq \frac{2(\partial_{x_i} g)_{p}}{(\partial_{t} g)_{p}}$ or $x_{i, p} \neq -\frac{2(\partial_{y_i} g)_{p}}{(\partial_{t} g)_{p}}$.

So the Heisenberg gradient of $g$ in $p$ is zero at the points
\[
\left( -\frac{2(\partial_{y_1} g)_{p}}{(\partial_{t} g)_{p}}, \ldots, -\frac{2(\partial_{y_n} g)_{p}}{(\partial_{t} g)_{p}}, \frac{2(\partial_{x_1} g)_{p}}{(\partial_{t} g)_{p}}, \ldots, \frac{2(\partial_{x_n} g)_{p}}{(\partial_{t} g)_{p}} \right)
\]
and the first implication of the proposition is true. \hfill \Box

**Proof of implication (2.4) in Proposition 2.20.** In the second case (2.4), we know that there exists a global vector
\[
n_{\mathbb{H}} = \sum_{i=1}^{n} n_{\mathbb{H}, i} X_i + n_{\mathbb{H}, n+i} Y_i \neq 0
\]
that can be written locally as
\[
n_{\mathbb{H}} = \sum_{i=1}^{n} \lambda X_i f X_i + \lambda Y_i f Y_i
\]
so that $\nabla_{\mathbb{H}} f \neq 0$, $f \in C^1_{\mathbb{H}}(U, \mathbb{R})$, with $U \subseteq \mathbb{H}^n$ open. As before, $\lambda$ is simply a normalising factor that, from now on, we ignore.

Note that $n_{\mathbb{H}} \in C^1_{\mathbb{H}}(U, \mathbb{R})$, which is the same as asking $S$ to be $C^2_{\mathbb{H}}$-regular. Then define
\[
\begin{aligned}
n_{E, 2n+1} &:= \frac{1}{n} \sum_{j=1}^{n} \left( X_j n_{\mathbb{H}, n+j} - Y_j n_{\mathbb{H}, j} \right), \\
n_{E, i} &:= n_{\mathbb{H}, i} + \frac{1}{2} y_i \cdot n_{E, 2n+1}, \\
n_{E, n+i} &:= n_{\mathbb{H}, n+i} - \frac{1}{2} x_i \cdot n_{E, 2n+1},
\end{aligned}
\]
for $i = 1, \ldots, n$.\hfill \Box
For each point \( p \) there exists a neighbourhood \( U \) where such \( f \) is defined. Locally in such sense, we can write the above as:

\[
n_{E,2n+1} = \frac{1}{n} \sum_{j=1}^{n} (X_j Y_j f - Y_j X_j f) = \frac{1}{n} n T f = \partial_t f.
\]

So now we have that

\[
\begin{align*}
  n_{E,2n+1} &= \partial_t f, \\
  n_{E,i} &= \partial_{x_i} f - \frac{1}{2} y_i \partial_t f + \frac{1}{2} y_i \partial_t f = \partial_{x_i} f, \quad i = 1, \ldots, n.
\end{align*}
\]

In order to verify the Euclidean-orientability, we have to show that \( \nabla f \neq 0 \).
Note that \( f \in C^1(\mathbb{H}, \mathbb{R}) \) and, a priori, we do not know whether \( f \in C^1(\mathbb{H}, \mathbb{R}) \). However, asking \( n_{\mathbb{H}} \in C^1(\mathbb{H}, \mathbb{R}) \) allows us to write \( \partial_{x_i}, \partial_{y_i} \) and \( \partial_t \) using only \( X_i, Y_i, n_{\mathbb{H},i} \) and \( n_{\mathbb{H},n+i} \), which guarantees that \( \partial_{x_i} f, \partial_{y_i} f \) and \( \partial_t f \) are well defined.

Now, \( \nabla f \neq 0 \) if and only if

\[
\sum_{i=1}^{n} \left( (\partial_{x_i} f)^2 + (\partial_{y_i} f)^2 + (\partial_t f)^2 \right) \neq 0,
\]

which is the same as

\[
\sum_{i=1}^{n} \left( X_i f + \frac{1}{2} y_i T f \right)^2 + \left( Y_i f - \frac{1}{2} x_i T f \right)^2 + (T f)^2 \neq 0.
\]

In the case \( T f \neq 0 \), we have that \( \nabla f \neq 0 \) immediately. In the case \( T f = 0 \), instead, we have that \( \nabla f \neq 0 \) if and only if

\[
\sum_{i=1}^{n} (X_i f)^2 + (Y_i f)^2 \neq 0,
\]

which is true because \( \nabla_{\mathbb{H}} f \neq 0 \). This completes the cases and shows that there actually is a global vector field \( n_E \) that is continuous (by hypotheses) and never zero. So the second implication of the proposition is true. \( \square \)
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