 APPROXIMATING FUNCTIONS ON BOXES
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ABSTRACT. The vector space of all polynomial functions of degree $k$ on a box of dimension $n$ is of dimension $\binom{n}{k}$. A consequence of this fact is that a function can be approximated on vertices of the box using other vertices to higher degrees than expected. This approximation is useful for various biological applications such as predicting the effect of a treatment with drug combinations and computing values of fitness landscape.

1. Introduction

The process of drug discovery is challenging and expensive [8], but even while existing drugs might not bring a cure, sometimes a combination of two or more drugs might act synergistically and work better than expected by the individual effects [3]. Assume we have $n$ different drugs (e.g. antibiotics) and we want to use an effective drug combination. Usually it is infeasible to measure the effect of all $2^n$ possible combinations, hence it is useful to measure only a subset of this exponential space and predict the rest, for example we can measure the effect of only $n$ singles and $\binom{n}{2}$ pairs and try to extrapolate [11]. Another related relevant question is which subset of the space to measure in order to get an optimal approximation for the entire space.

Another example is an estimation of fitness landscapes [5]. Assume we want to estimate the dependency of a fitness of an organism on its genome, if there are $n$ possible different mutations, there will be $2^n$ possible genomes. We wish to approximately map the entire fitness landscape without making all mutations explicitly in the lab. Which mutation we should have in order to obtain a good approximation of the entire fitness landscape? We will also treat a common experimental situation, where we can only get random mutations, how many mutations will be needed to get a given approximation of the entire fitness landscape?

Both the drug combination and fitness landscape problems (and others), boil down into an approximation of functions on box vertices. The different drug combinations effects or fitness landscape values are values of a function on vertices of a box. We are given values of this function on some of vertices of the box, and we wish to estimate it on the other vertices. Another problem is choosing a set of vertices which well approximate the rest. In this paper
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we treat these problems from algebro-geometric perspective. Interestingly, because of the fact that all polynomial functions on hypercube are spanned by the set of square-free monomials, function estimations using values on box vertices are ”better than expected”.

Here we compute the minimal number of values of a function on box vertices necessary in order to obtain estimations of the function on all vertices of the box. We also give a linear-algebra-based algorithm to test whether a given set of vertices are enough to estimate a function on all vertices to a given order. Besides, we compute and simulate probabilities of random sets of vertices to estimate a function to the first order, and we show that in general, a random set of points is good for estimation with high probability. We formalize these statements below.

2. Notation and Problem formulation

We work over the field $\mathbb{R}$ since this is the relevant field for most applications. Some of the results are valid for other fields.

We are interesting in the question of approximating a suitably differentiable function $f : \mathbb{R}^n \to \mathbb{R}$ on a point $t \in \mathbb{R}^n$ using its values on other points $S \subseteq \mathbb{R}^n$. To be more precise, to which order in ”Taylor series” a function can be approximated at $t$ assuming only its values on the set $S$ are known.

The Taylor polynomial of degree $k$ of a function $f$ at a point $p$, is a polynomial $g$ of degree $k$ with $g^{(i)}(p) = f^{(i)}(p)$ for $i = 0 \ldots k$. This is the unique polynomial of degree up to $k$ which satisfies the above equalities. Similarly, we are asking if the values of the function $f$ on the set $S$ determine a unique polynomial $g$ of degree $k$ such that $g(p) = f(p)$ for all $p \in S$.

Even if the polynomial $g$ is not unique, its value at a given specific point $t$ can be sometimes determined uniquely. This motivates the following algebro-geometric formalization of Taylor approximation:

**Problem 2.1.** Given a set of points $S \subseteq \mathbb{R}^n$ and a point $t$, find the maximal $k$ such that any polynomial of degree up to $k$ which vanishes on $S$, vanishes also on $t$.

From now on, this is what we will mean when we say ”A function $f$ can be approximated to the $k$-th order at $t$ using its values on $S$”. We denote it by $k=\text{deg}(S \to t)$.

Note that this definition is equivalent to the statement that the values of a polynomial of degree $k$ on $S$, determine its value on $t$.

3. Preliminaries: Points in non-general position and the Cayley-Bacharach theorem

If the set of points $S \cup \{t\}$ is in general position, the maximal degree of approximation $k=\text{deg}(S \to t)$ can be computed using counting arguments. There are $\binom{n+k}{k}$ polynomials of degree up to $k$ (same as homogenous forms of degree $k$ in $\mathbb{P}^n$), therefore a polynomial of degree $k$ is determined by $\binom{n+k}{k}$
points. Thus, in a single variable \( n = 1 \) a line is determined by 2 points, a quadratic by 3 points etc. while for \( n = 2 \) a plane is determined by 3 points, and a conic by 6 points. Conversely, values of plane quadratic polynomial on 6 points in general position, determine the polynomial uniquely.

Interestingly, there are degenerate cases in which fewer points are enough to obtain the same degree of approximation. An example is the Cayley-Bacharach theorem [2,4]:

**Theorem 3.1.** Let \( f_1, f_2 \subseteq \mathbb{P}^2 \) be two cubic plane curves meeting at nine points \( s_1, \ldots, s_8, t \). If \( f \subseteq \mathbb{P}^2 \) is any cubic containing \( s_1, \ldots, s_8 \), then \( f \) contains also \( t \).

The Cayley-Bacharach theorem implies that if we take \( S = \{ s_1, \ldots, s_8 \} \) of the theorem, then \( \deg(S \rightarrow t) = 3 \). This is nontrivial since \( \|S\| = 8 \) and for points in general position we will usually need \( \|S\| = \binom{n+3}{3} = 10 \) to get \( \deg(S \rightarrow t) = 3 \).

4. **A FUNCTION ON BOX VERTICES CAN BE ESTIMATED TO "HIGHER ORDER THAN EXPECTED"**

The following theorem is of the Cayley-bacharach theorem, it states that the vertices of the hypercube do surprisingly well in approximating one another.

**Theorem 4.1.** Let \( V \) be the set of vertices of an \( n \) dimensional box. Let \( k < n \), then there exists a (non-unique) subset \( U \subseteq V \) such that \( \|U\| = \sum_{i=0}^{k} \binom{n}{i} \) and \( k = \deg(U \rightarrow v) \) for any \( v \in V - U \).

This theorem is equivalent to the fact that the set of square-free monomials form a basis for the polynomials on the hypercube. Although this fact is known, we provide a proof here for completeness.

This result is non-trivial, since to evaluate a polynomial of degree \( k \) on a general point in \( n \)-dimensional space we need \( \binom{n+k}{k} \) points. The theorem states that box vertices are special, hence \( \sum_{i=0}^{k} \binom{n}{i} \) are enough. This reduction in the number of points is illustrated in Figure 1.

5. **A FUNCTION ON BOX CAN BE WELL APPROXIMATED USING ITS VALUES ON SELECTED VERTICES**

To simplify notation we work with the standard hypercube \( C = [0,1]^n \). Although the results will be valid for general boxes and parallelepipeds.

Let \( v \) be a vertex of \( C \), we denote by \( H(v) \) the Hamming weight of \( v \). That is, the number of nonzero coordinates in \( v \). We start by proving a lemma which will help in proving theorem 4.1.

**Lemma 5.1.** Let \( f \) be a polynomial of degree up to \( n-1 \), then the following identity is true:

\[
\sum_{v \in V; H(v) = \text{even}} f(v) = \sum_{v \in V; H(v) = \text{odd}} f(v)
\]
Figure 1. The number of points needed to approximate a point in general position (dots), is larger than the number needed to approximate all box vertices (x). Plots show the number of points needed (log-scale) as function of the dimension $n$. Example plots for degrees of approximation $k = 4$ (blue) and $k = 8$ (orange).
Proof. This linear equation can be checked separately for any monomial of \( f \). It is true for any monomial of degree up to \( n - 1 \) for the following reason: the monomial contains at most \( n - 1 \) different variables. Without loss of generality assume that \( x_1 \) does not appear in the monomial. We can separate the terms of the equation in the lemma into pairs \((f(0, x_2, \ldots, x_n), f(1, x_2, \ldots, x_n))\). The elements of each pair are equal and they appear on different sides of the equation of the lemma. Therefore the pairs cancel out and we obtain the equality.

\[ \square \]

As a corollary we obtain that given the values on \( 2^n - 1 \) vertices, the value of the remaining vertex can be approximated to \( n - 1 \)-th order: \( n - 1 = \deg(V - \{v\} \rightarrow v) \). This is done using the equation of the lemma, as shown in the following example.

**Example 5.2.** Consider the three dimensional case, and let \( f \) be a quadratic polynomial, the above lemma explicitly constructs the value \( f \) on a vertex given its values on the rest. For example, for the vertex \((1,1,1)\) one obtains:

\[
\begin{align*}
  f(1,1,1) &= f(0,0,0) + f(1,1,0) + f(1,0,1) + f(0,1,1) \\
  &\quad - f(1,0,0) - f(0,1,0) - f(0,0,1)
\end{align*}
\]

We use the lemma to prove the more general theorem:

**Theorem 5.3.** Let \( C = [0,1]^n \) be a hypercube and let \( f \) be a polynomial of degree up to \( k \). The values of \( f \) on the hypercube vertices \( v \) with \( H(v) \leq k \) determine its values on all hypercube vertices.

Proof. Apply the lemma repeatedly. Use it first to compute \( f(v) \) for all vertices with \( H(v) = k + 1 \) to \( k \)-th order, this can be done since for each vertex \( v \) with \( H(v) = k + 1 \) there is a \( k + 1 \) dimensional sub-hypercube for which \( v \) is a vertex and the rest of the vertices satisfy \( H(v) \leq k \). Then use those values to compute \( f(v) \) for \( H(v) = k + 2 \) vertices, etc. until obtaining an approximation for all hypercube vertices. \[ \square \]

Note that theorem follows from the above. Indeed the number of vertices with \( H(v) \leq k \) is \( \sum_{i=0}^{k} \binom{n}{i} \).

**Example 5.4.** Say we have 12 different possible mutations and we wish to approximate a fitness function to the second order at all \( 2^{12} = 4096 \) mutation combinations, in order to generate an approximate fitness landscape. It is enough to measure the fitness of the wildtype (the case with no mutations), all the single mutations and all pairs of mutations, these are \( 1 + 12 + \binom{12}{2} = 79 \) measurements, in order to get this approximation. If we wanted a second order approximation of general points in 12 dimensions, we must use \( \binom{n+k}{k} = \binom{12+2}{2} = 91 \) points. If we wish to estimate the fitness landscape to third order, we need \( 1 + 12 + \binom{12}{2} + \binom{12}{3} = 299 \) instead of \( \binom{n+k}{k} = \binom{12+3}{3} = 455 \) needed for points in general position.
Remark 5.5. The statement of theorem 4.1 is tight. i.e. there is no approximation of order $k$ to all $n$-dimensional box vertices using less than $\sum_{i=0}^{k} \binom{n}{i}$ values at vertices.

Proof. Let $M_{ij} = f_i(v_j)$ be the matrix where $f_i$ is the complete set of independent monomials of degree up to $k$ and $v_j$ the vertices of the hypercube $C$. We need to show that $\text{rank}(M) = \sum_{i=0}^{k} \binom{n}{i}$. We already know that $\text{rank}(M) \leq \sum_{i=0}^{k} \binom{n}{i}$ because from this number of columns is enough to obtain all columns of $M$ by linear combinations, as explained in the proof of theorem 5.3. We have to check that $\text{rank}(M) \geq \sum_{i=0}^{k} \binom{n}{i}$. Consider the subset of rows of $M$ defined by all squarefree monomials (e.g. $x$ and $xy$ are in $x^2$ and $x^3$ are out). There are exactly $\sum_{i=0}^{k} \binom{n}{i}$ such rows, and we will show that they are independent.

To do so we order the rows first by decreasing Hamming weight, and then by lexicographic order, for example in the case $k = 2, n = 3$ we get: $x_1x_2, x_1x_3, x_2x_3, x_1, x_2, x_3, 1$. We claim that for each row there is a column which is 0 in all rows above and 1 in this row, this will prove the rows are linearly independent.

Given a monomial $f$ we associate to it a vertex of the hypercube defined by the variables it includes $v(f)$ (for instance the monomial $f = x_2x_3$ will have the associated vertex $v(f) = (0, 1, 1)$). Note that the matrix element in row $f$ and column $v(f)$ is 1. Also note that for all rows $f_i$ above $f$, the element in row $f_i$ and column $v(f)$ is zero: indeed, by our ordering, $H(f_i) \geq H(f)$ but they are not equal, hence $f_i$ contains a variable not in $f$.

We conclude that $M$ with this new rows and corresponding columns is a lower triangular square matrix with ones on the diagonal, hence of full rank.

Example 5.6. For $n = 4, k = 2$ the original matrix constructed in the proof has $\binom{4+2}{2} = 15$ rows and $2^4 = 16$ columns. The proof above gives a square triangular matrix of size $\sum_{i=0}^{2} \binom{4}{i} = 11$ as follows (columns for vertices of hypercube, rows for second order monomials):

$$
\begin{pmatrix}
1000 & 1010 & 1001 & 1011 & 0111 & 1000 & 0100 & 0010 & 0001 & 0000 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}
$$

6. An algorithm to check if a set of vertices of a box is enough to approximate any function to a given order.

We know from Theorem 5.3 that there are sets of $m = \sum_{i=0}^{k} \binom{n}{i}$ vertices which allow us to compute all $2^n$ values of a polynomial $f$ of order $k$. Given
the value of $f$ on an arbitrary set of vertices, we want to ask to which order one can approximate the values of $f$ at all of the other vertices of the box. Note that the size of the set alone does not determine the order of approximation, as in the example of Figure 2.

The idea of the algorithm is as follows. Given a set $V$ of vertices, we obtain the corresponding columns of the matrix defined in Remark 5.5, and following the idea of the proof of that remark, we want this submatrix to be of full rank ($\sum_{i=0}^{k} \binom{n}{i}$). A full rank guarantees that any polynomial of degree up to $k$ can be computed on any hypercube vertex using the values at the vertices $V$. This linear algebra reformulation provides an efficient algorithms for the following problems:

1. Given a set of vertices $V$ of the box and another vertex $v$, to which order we can approximate $f(v)$ knowing only $f(V)$? A specific approximation can also be computed.

2. Given a set of vertices $V$, can we approximate all the vertices of the box, to which order? Again, the approximations can be given (each approximation can be computed in polynomial time. Since there are $2^n$ such approximation, all of the approximations together cannot be computed in polynomial time).

For example, we provide an algorithm to compute an approximation for a vertex. The other algorithms can be deduced similarly:
Algorithm 6.1. Input: A set $V$ of vertices of the hypercube, the values $f(V)$ of the function $f$, another vertex $v$ and a natural number $k$.
Output: An approximation of $f(v)$ to the $k$-th order.

- For each vertex in $v_i \in V$ and for $v$ write the corresponding column as in Remark 5.5. It gives vectors $u_i, u$ corresponding to $v_i, v$ of length $\sum_{i=0}^{k} \binom{n}{i}$. (It is enough to consider only the rows we considered in the proof of theorem 5.5).
- Write $u$ as a linear combination of the vectors corresponding to $V$: $u = \sum a_i u_i$ (if this is impossible, an approximation does not exist; return error).
- Return $f(v) = \sum a_i f(v_i)$ as the desired approximation.

7. A random set of vertices linearly approximate the rest with high probability

In some applications, we obtain values of $f$ on random sets of vertices and we seek an approximation of higher order. An example is fitness landscape evolutionary experiments for which we measure a set of mutations which occur randomly during the evolutionary process (for example [9] for random mutations and [7] for evolution). We concentrate here on the case of linear approximation $k = 1$. We are looking for the probability that a set of hypercube vertices of cardinality $n + 1$ will be affinely independent, which is equivalent to be able to approximate all vertices to the first order.

Currently, the exact probability is not known, but there is an asymptotic upper bound as $n \rightarrow \infty$. We are looking for the probability of a random 0-1 matrix to be linearly independent. There is a lower bound for this given by $1 - (1/\sqrt{2} + o(1))^n \geq \frac{2}{\sqrt{2}} \frac{3}{2} \frac{4}{3} \cdots \frac{n+1}{n}$. It is conjectured that the exact asymptotics is given by $1 - (1 + o(1))n^2/2^n$. Note that this asymptotics reflects the probability that all rows of the matrix are distinct from each other (i.e. not choosing the same vertex of the box twice).

For smaller values of $n$, although we do not know how to compute the probabilities over the $\mathbb{R}$, we can compute it over $\mathbb{F}_2$ instead:

**Proposition 7.1.** Consider the hypercube of dimension $n$ over the field $\mathbb{F}_2$. The probability of $n + 1$ points to be affinely independent is

$$\frac{2^n(2^n - 1)(2^n - 2)(2^n - 4) \cdots (2^n - 2^{n-1})}{2^n(2^n - 1)(2^n - 2)(2^n - 3) \cdots (2^n - n)}$$

The probability monotonically decreases and converges when $n \rightarrow \infty$ to a finite value $(\frac{1}{2}; \frac{1}{4})_\infty \approx 0.288$, where $(\frac{1}{2}; \frac{1}{4})_\infty$ denotes the q-Pochhammer symbol with $q = 1/2$.

**Proof.** The number of possible choices of subsets of vertices of the hypercube of cardinality $n + 1$ is $\binom{2^n}{n+1}$. To choose an affinely independen set we have $\frac{2^n(2^n - 1)(2^n - 2)(2^n - 4) \cdots (2^n - 2^{n-1})}{n+1!}$ options, this expression was computed as the number of options to choose the new vertex affinely independent on
the previous ones, divided by all possible orders. Hence the probability for independent set over \( \mathbb{F}_2 \) is \( \frac{2^n(2^n-1)(2^n-2)(2^n-4)\ldots(2^n-2^{n-1})}{2^n(2^n-1)(2^n-2)(2^n-3)\ldots(2^n-n)} \), we divide the numerator and denominator by \( 2^{n(n+1)} \) and obtain that for large \( n \) the denominator \( \lim_{n \to \infty} \prod_{n=0}^{n} (1 - m/2^n) = 1 \) and the numerator \( \lim_{n \to \infty} \prod_{m=0}^{n-1} (1 - 2^{m-n}) = (\frac{1}{2}; \frac{1}{2})_\infty \approx 0.288 \) is the q-Pochhammer symbol. It remains to show that the sequence is monotonically decreasing, to do so we compute the ratio:

\[
\frac{a_{n+1}}{a_n} = \frac{2^{n+1}(2^{n+1} - 1)(2^{n+1} - 2)(2^{n+1} - 4)\ldots(2^{n+1} - 2^n)}{2^{n+1}(2^{n+1} - 1)(2^{n+1} - 2)(2^{n+1} - 3)\ldots(2^{n+1} - (n + 1))} \\
\frac{2^n(2^n - 1)(2^n - 2)(2^n - 3)\ldots(2^n - n)}{2^n(2^n - 1)(2^n - 2)(2^n - 4)\ldots(2^n - 2^{n-1})} = \\
\frac{1 - 1/2^{n+1})(1 - 2/2^{n+1})(1 - 4/2^{n+1})\ldots(1 - 1/2)}{1 - 1/2^n)(1 - 2/2^n)(1 - 3/2^n)\ldots(1 - n/2^n)} \\
\frac{1 - 1/2^n)(1 - 2/2^n)(1 - 4/2^n)\ldots(1 - 1/2)}{1 - 1/2^n)(1 - 2/2^n)(1 - 3/2^n)\ldots(1 - n/2^n)} = \\
\frac{1 - 1/2^n)(1 - 2/2^n)(1 - 3/2^n)\ldots(1 - n/2^n)}{1 - 1/2^n)(1 - 2/2^n)(1 - 3/2^n)\ldots(1 - n/2^n)} < 1
\]

Where the last inequality follows by elementwise comparison of the numerator and denominator, and true for \( n > 1 \) (for \( n = 1 \) there is an equality). □

Note that the probability computed above for \( \mathbb{F}_2 \) is a lower bound on the probability seek, indeed:

**Proposition 7.2.** If a set of vertices is affinely independent over \( \mathbb{F}_2 \), it is also affinely independent over \( \mathbb{R} \).

**Proof.** Without loss of generality assume that the origin is in the set of vertices, otherwise apply a symmetry on the hypercube such that this is the case. We need to show that the rest of vertices are linearly independent. We show conversely, that if the set is linearly dependent over \( \mathbb{R} \) it is also linearly dependent over \( \mathbb{F}_2 \). Indeed, by assumption there is a linear combination \( \sum a_i v_i = 0 \) With \( a_i \in \mathbb{R} \), this \( a_i \) can be chosen rational, since all vertices of the hypercube have rational coefficient. If \( a_i \) are not integral, we multiply by the common denominator of the \( a_i \) to make them so. If all new \( a_i \) are even, we divide by the maximal power of two dividing all of them, we now obtained \( a_i \) which are integral, not all even and \( \sum a_i v_i = 0 \). We now take this equation mod 2 and see that the vertices are dependent over \( \mathbb{F}_2 \). □

Using algorithm 6.1 we can compute the real probabilities of approximation for small values of \( n \), we plot this probabilities for the first order approximation and the \( \mathbb{F}_2 \) lower bound in Figure 3 for very small \( n \) the approximation is fine, but for larger \( n \) the real probability is increasing,
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Figure 3. The probability of random \( n + 1 \) values of \( f \) on approximate all the box vertices as function of the dimension. The probability over \( F_2 \) was computed using proposition 7.1. For the real case, the values of 1-6 were computed precisely by inspecting all possible subsets of the box and using algorithm 6.1. The values 7-14 were approximated using a Monte-Carlo simulation, 100000 random subsets were selected and we counted how many of them approximate the entire box using algorithm 6.1.

while the \( F_2 \) bound is decreasing to 0.288. The increasing probabilities mean that a random set of \( n + 1 \) mutations is with high probability useful in approximating the entire fitness landscape to the first order.

8. Conclusions

We showed that the biological applications of predicting the effect of drug combinations and estimating values in fitness landscape can be modelled as approximation problems of functions on box vertices. We defined it formally using algebraic geometry and the zero locus of polynomials of given degrees, and proved that with the correct choice of box vertices, these problems can be solved better than expected in terms of degree of approximation for a given number of vertices used. Specifically, for a box of dimension \( n \) and a desired approximation degree \( k \), \( \sum_{i=0}^{k} \binom{n}{i} \) given vertices are suffice for
approximation of all vertices, instead of \( \binom{n+k}{k} \) expected if points were in general position. We also discussed the case where we do not choose the points, in the case of linear approximation and for large values of \( n \), the probability to obtain linear approximation using \( n + 1 \) points exponentially close to 1.
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