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We present a combined measurement of the Cabibbo-Kobayashi-Maskawa matrix element $|V_{cb}|$ and of the parameters $\rho^2$, $R_1(1)$, and $R_2(1)$, which fully characterize the form factors for the $B^0 \to D^{\ast+} \ell^+ \nu_\ell$ decay in the framework of heavy-quark effective theory. The results, based on a selected sample of about 52,800 $B^0 \to D^{\ast+} \ell^+ \nu_\ell$ decays, recorded by the BABAR detector, are $\rho^2 = 1.157 \pm 0.094 \pm 0.027$, $R_1(1) = 1.327 \pm 0.131 \pm 0.043$, $R_2(1) = 0.859 \pm 0.077 \pm 0.021$, and $|V_{cb}| = 0.043$, $R_2(1) = 0$. The results are consistent with expectations from the Standard Model.
\( \mathcal{F}(1) |V_{cb}| = (34.7 \pm 0.4 \pm 1.0) \times 10^{-3} \). The first error is the statistical and the second is the systematic uncertainty. Combining these measurements with the previous \textit{Babar} measurement of the form factors, which employs a different fit technique on a partial sample of the data, we improve the statistical precision of the result, \( \rho^2 = 1.191 \pm 0.048 \pm 0.028 \), \( R_1(1) = 1.429 \pm 0.061 \pm 0.044 \), \( R_2(1) = 0.827 \pm 0.038 \pm 0.022 \), and \( \mathcal{F}(1) |V_{cb}| = (34.4 \pm 0.3 \pm 1.1) \times 10^{-3} \). Using lattice calculations for the axial form factor \( \mathcal{F}(1) \), we extract \( |V_{cb}| = (37.4 \pm 0.3 \pm 1.2 \pm 0.4) \times 10^{-3} \), where the third error is due to the uncertainty in \( \mathcal{F}(1) \). We also present a measurement of the exclusive branching fraction, \( B = (4.69 \pm 0.04 \pm 0.34)\% \).
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I. INTRODUCTION

The study of the semileptonic decay \( B^0 \to D^{*-} \ell^+ \nu_\ell \) [1] is interesting in many respects. In the standard model, the rate of this weak decay is proportional to the square of the Cabibbo-Kobayashi-Maskawa (CKM) matrix element \( V_{cb} \), which is a measure of the weak coupling of the \( b \) to the \( c \) quark. This decay is also influenced by strong interactions. Their effect can be parameterized by two axial form factors \( A_1 \) and \( A_2 \), and one vector form factor \( V \), each of which depends on the momentum transfer squared \( q^2 \) of the \( B \) meson to the \( D^* \) meson. The form of this dependence is not known \textit{a priori}. In the framework of heavy-quark effective field theory (HQET) [2, 3], these three form factors are related to each other through heavy quark symmetry (HQS), but HQET leaves three free parameters, which must be determined by experiment.

The extraction of \( |V_{cb}| \) relies on the measurement of differential decay rates. HQS predicts the normalization of the decay rate at the maximum \( q^2 \), and \( |V_{cb}| \) is determined from an extrapolation of the form factors to this value. The precise determination requires corrections to the HQS prediction for the normalization, as well as a measurement of the variation of the form factors near the maximum \( q^2 \), where the decay rate goes to zero as the phase space vanishes.

Several experiments have measured \( |V_{cb}| \) based on studies of the differential decay width for \( B^0 \to D^{*-} \ell^+ \nu_\ell \) decays [4–10]. These analyses of the one-dimensional differential decay rate resulted in the measurement of only one of the form-factor parameters, and they relied on a measurement by the CLEO Collaboration [11] for the other two. The uncertainty in these two parameters introduces the largest systematic uncertainty in all previous measurements of \( |V_{cb}| \) using this method.

Furthermore, for measurements of \( |V_{cb}| \), based on both inclusive and exclusive \( B \to X_\ell \ell \nu_\ell \) decays, improved knowledge of all form factors is important to correctly describe the dominant \( B \to X_\ell \ell \nu_\ell \) background.

In this paper, we present a simultaneous measurement of \( |V_{cb}| \), of the branching fraction for \( B^0 \to D^{*-} \ell^+ \nu_\ell \), and of the three form-factor parameters, based on measurements of three one-dimensional decay distributions. Thus we extend the earlier \textit{Babar} measurement [10] where \( \mathcal{F}(1)|V_{cb}| \) and one of the form-factor parameters are measured, fully accounting for correlations between these one-dimensional distributions.

We combine the results of this analysis with another \textit{Babar} measurement of the form factors [12], which employs a fit to the full four-dimensional decay distribution on a partial sample of the data. The \( D^{*-} \) candidates are reconstructed from the \( D^{*-} \to \bar{D}^0 \pi^- \) decays and the \( \bar{D}^0 \) mesons are reconstructed in three different decay modes, \( K^+ \pi^- \), \( K^+ \pi^- \pi^+ \pi^- \), and \( K^+ \pi^- \pi^0 \). Electrons or muons are paired with the \( D^{*-} \) to form signal candidates. The large data sample permits a precise determination of the background contributions, largely based on data, and thus results in smaller experimental uncertainties.

This leads to a further reduction of the form-factor errors.

II. FORMALISM

A. Kinematic variables

![Quark-level Feynman diagram for the decay $B^0 \to D^{*-} \ell^+ \nu_\ell$.](image)

The lowest-order quark-level diagram for the decay \( B^0 \to D^{*-} \ell^+ \nu_\ell \) is shown in Figure 1. This decay is completely characterized by four variables, namely three angles and the Lorentz-invariant variable \( w \), which is linearly related to \( q^2 \) and defined as
where \(m_B\) and \(m_{D^*}\) are the masses of the \(B\) and the \(D^*\) mesons (2.010 and 5.2794 GeV respectively \([13]\)), and \(P_B\) and \(P_{D^*}\) are their four-momenta. In the \(B\) rest frame the expression for \(w\) reduces to the Lorentz boost \(\gamma_D = E_{D^*}/m_{D^*}\).

The ranges of \(w\) and \(q^2\) are restricted by the kinematics of the decay, with \(q^2 = 0\) corresponding to
\[
w_{\text{max}} = \frac{m_B^2 + m_{D^*}^2}{2m_B m_{D^*}} = 1.504
\]
and \(w_{\text{min}} = 1\) corresponding to
\[
q^2_{\text{max}} = (m_B - m_{D^*})^2 = 10.69 \text{ (GeV)}^2.
\]

The three angular variables, shown in Figure 2, are as follows:

- \(\theta_\ell\), the angle between the direction of the lepton in the virtual \(W\) rest frame and the direction of the \(W\) in the \(B\) rest frame;
- \(\theta_V\), the angle between the direction of the \(D\) in the \(D^*\) rest frame and the direction of the \(D^*\) in the \(B\) rest frame;
- \(\chi\), the angle between the plane formed by the \(D^*\) and the plane formed by the \(W\) decay.

![FIG. 2: Definition of the angles \(\theta_\ell\), \(\theta_V\), and \(\chi\) for the \(B^0 \rightarrow D^{*-} \ell^+ \nu_\ell\) decay, mediated by a vector boson \(W\); \(\pi_s\) refers to the low momentum pion from the decay \(D^{*-} \rightarrow \bar{D}^0 \pi_s\).](image)

**B. Four-dimensional decay distribution**

The Lorentz structure of the \(B^0 \rightarrow D^{*-} \ell^+ \nu_\ell\) decay amplitude can be expressed in terms of three helicity amplitudes \((H_+, H_-\), and \(H_0\)), which correspond to the three polarization states of the \(D^*\), two transverse and one longitudinal. For low-mass leptons, these amplitudes are expressed in terms of the three functions \(h_{A_1}(w), R_1(w),\) and \(R_2(w)\) \([2, 3]\):
\[
H_i(w) = m_B \frac{R_i^* (1 - r^2)(w + 1)}{2 \sqrt{1 - 2wr + r^2}} h_{A_1}(w) \tilde{H}_i(w),
\]
where
\[
\tilde{H}_+ = \frac{\sqrt{1 - 2wr + r^2} \left( 1 \pm \sqrt{\frac{w - 1}{w + 1}} R_1(w) \right)}{1 - r},
\]
\[
\tilde{H}_0 = 1 + \frac{(w - 1)(1 - R_2(w))}{1 - r},
\]
with \(R^* = (2 \sqrt{m_B m_{D^*}})/(m_B + m_{D^*})\) and \(r = m_{D^*}/m_B\). The functions \(R_1(w)\) and \(R_2(w)\) are defined in terms of the axial and vector form factors as,
\[
A_2(w) = \frac{R_2(w)}{R^*} \frac{2}{w + 1} A_1(w),
\]
\[
V(w) = \frac{R_1(w)}{R^*} \frac{2}{w + 1} A_1(w).
\]

By convention, the function \(h_{A_1}(w)\) is defined as,
\[
h_{A_1}(w) = \frac{1}{R^*} \frac{2}{w + 1} A_1(w).
\]

For \(w \rightarrow 1\), the axial form factor \(A_1(w)\) dominates, and in the limit of infinite \(b-\) and \(c-\)quark masses, a single form factor describes the decay, the so-called Isgur-Wise function \([14]\).

The fully differential decay rate in terms of the three helicity amplitudes is
\[
\frac{d^4 \Gamma(B^0 \rightarrow D^{*-} \ell^+ \nu_\ell)}{dw \cos \theta_\ell d \cos \theta_V d \chi} = \frac{6m_B m_{D^*}^3}{8(4\pi)^3} \times \sqrt{w^2 - 1}(1 - 2wr + r^2) \left( \frac{G_F}{V_{cb}} \right)^2 \left| V_{cb} \right|^2
\]
\[
\times \left\{ (1 - \cos \theta_\ell)^2 \sin^2 \theta_V H_+^2(w) + (1 + \cos \theta_\ell)^2 \sin^2 \theta_V H_-^2(w) \\
+ 4 \sin^2 \theta_\ell \cos^2 \theta_V H_0^2(w) \\
- 2 \sin^2 \theta_\ell \sin \theta_V \cos 2\chi H_+(w)H_-(w) \\
- 4 \sin \theta_\ell (1 - \cos \theta_\ell) \sin \theta_V \cos \theta_V \cos \chi \\
\times H_+(w)H_0(w) \\
+ 4 \sin \theta_\ell (1 + \cos \theta_\ell) \sin \theta_V \cos \theta_V \cos \chi \\
\times H_-(w)H_0(w) \right\}.
\]

By integrating this decay rate over all but one of the four variables, \(w, \cos \theta_\ell, \cos \theta_V,\) or \(\chi\), we obtain the four one-dimensional decay distributions from which we extract the form factors. The differential decay rate as a function of \(w\) is
\[
\frac{d\Gamma}{dw} = \frac{G_F^2}{48\pi^3} m_{D^*}^3 \left[ m_{B^0} - m_{D^{*-}} \right] \mathcal{G}(w) F(w) \left| V_{cb} \right|^2,
\]
where
\[
\mathcal{G}(w) = \frac{1}{3} \left( 1 + w(1 - w) \right)^2 \\
F(w) = \frac{1}{2} \left( 1 - w \right)^2 + \frac{1}{4} \left( 1 + w \right)^2
\]
where
\[ F^2(w)G(w) = h^2_{A_1}(w)\sqrt{w-1}(w+1)^2 \left\{ 2 \frac{1 - 2wr + r^2}{(1 - r)^2} \right\} \]
\times \left[ 1 + R_1(w)^2 \frac{w-1}{w+1} + \left[ 1 + (1 - R_2(w)) \frac{w-1}{1-r} \right]^2 \right].

and \( G(w) \) is a known phase space factor,
\[ G(w) = \sqrt{w^2 - 1}(w+1)^2 \left[ 1 + \frac{4w}{w+1} - \frac{2w_r + r^2}{(1 - r)^2} \right]. \]

It is important to note that \( h_{A_1}(1) \equiv F(1) \) corresponds to the Isgur-Wise function \[14\] at \( w = 1 \). In the infinite quark-mass limit, the HQS normalization gives \( F(1) = 1 \). Corrections to this HQS prediction have been calculated in the framework of lattice QCD. A recent calculation, performed in a quenched approximation, predicts (including a QED correction of 0.7%) \( F(1) = 0.919^{+0.030}_{-0.035} \) [15]. This value is compatible with estimates based on non-lattice methods [16, 17].

C. Form-factor parameterization

Since HQET does not predict the functional form of the form factors, a parameterization is needed for their extraction from the data. Perfect heavy quark symmetry implies that \( R_1(w) = R_2(w) = 1 \), i.e., the form factors \( A_2 \) and \( V \) are identical for all values of \( w \) and differ from \( A_1 \) only by a simple kinematic factor. Corrections to this approximation have been calculated in powers of \((\alpha_{QCD}/m_b)\) and the strong coupling constant \( \alpha_s \). Various parameterizations in powers of \((w - 1)\) have been proposed. Among the different predictions relating the coefficients of the higher order terms to the linear term, we adopt the following expressions derived by Caprini, Lellouch, and Neubert \[18\],
\[
\begin{align*}
\tilde{h}_{A_1}(w) &= h_{A_1}(1) \left[ 1 - 8\rho^2 z + (53\rho^2 - 15)z^2 \right. \\
&\quad \left. - (231\rho^2 - 91)z^3 \right], \\
R_1(w) &= R_1(1) - 0.12(w-1) + 0.05(w-1)^2, \\
R_2(w) &= R_2(1) + 0.11(w-1) - 0.06(w-1)^2,
\end{align*}
\]
where \( z = (\sqrt{w+1} - \sqrt{2})/(\sqrt{w+1} + \sqrt{2}) \).

The three parameters \( \rho^2 \), \( R_1(1) \), and \( R_2(1) \), cannot be calculated; they must be extracted from data.

III. DATA SAMPLE, RECONSTRUCTION, AND SIMULATION

The data used in this analysis were recorded by the \( \text{BaBar} \) detector, operating at the PEP-II asymmetric-energy \( e^+e^- \) collider. The data sample corresponds to a luminosity of 79 \( \text{fb}^{-1} \) recorded on the \( T(4S) \) resonance (on-resonance sample), and 9.6 \( \text{fb}^{-1} \) recorded at a center-of-mass energy 40 MeV lower (off-resonance sample).

The \( \text{BaBar} \) detector and event reconstruction have been described in detail elsewhere \[19, 20\]. The momenta of charged particles are measured by a tracking system consisting of a five-layer silicon vertex tracker (SVT) and a 40-layer drift chamber (DCH). Charged particles of different masses are distinguished by their energy loss in the tracking devices and by a ring-imaging Cerenkov detector (DIRC). Electromagnetic showers from electrons and photons are measured in a CsI(Tl) calorimeter (EMC). These detector components are embedded in a 1.5-T magnetic field of the solenoid. Electron candidates are selected on the basis of the ratio of the energy detected in the calorimeter to the track momentum, the calorimeter shower shape, the energy loss in the drift chamber, and the angle of the photons reconstructed in the DIRC. Muons are identified in a set of resistive plate chambers inserted in the steel flux-return of the magnet (IFR). Information from the IFR is combined with the track momentum measurement and energy deposition in the EMC to improve the separation of muons from charged hadrons.

The electron and muon identification efficiencies and the probabilities to misidentify a pion, kaon, or proton as an electron or muon have been measured as a function of the laboratory momentum and the angles with clean samples of tracks selected from data \[21\]. Within the acceptance of the calorimeter, defined by the polar angle in the laboratory frame, \(-0.72 < \cos \theta_{\text{lab}} < 0.92\), and above 1.0 GeV, the average electron efficiency is 91%, largely independent of the electron momentum. The average hadron misidentification rate is less than 0.2%. The muon detection extends to polar angles of \(-0.91 < \cos \theta_{\text{lab}} < 0.95\). For a hadron misidentification rate of typically 2.0%, the average efficiency is close to 65%.

The criteria for distinguishing charged kaons from charged pions are chosen to maximize the efficiency while controlling the background, and thus differ for the decay modes under study. Consequently, the efficiency varies from 87% to 97%. The uncertainties are typically 1%.

We determined the tracking efficiency for high-momentum tracks by comparing the independent information from SVT and DCH. We compute the efficiency for low-momentum tracks reconstructed in the SVT alone from the angular distribution of the “slow” pion, \( \pi^- \), in the \( D^*^- \) rest frame. We use a large sample of \( D^*^- \rightarrow \overline{D}^0\pi^- \rightarrow \overline{D}^0 \rightarrow K^+\pi^- \) decays selected from hadronic \( B \) decays. For fixed values of the \( D^*^- \) momentum, we compare the observed angular distribution to the one expected for the decay of a vector meson to two pseudoscalar mesons. This study is performed in several bins of the polar angle. We define the relative efficiency as the ratio of the observed to the expected distribution and parameterize its dependence on the laboratory momentum of the \( \pi^- \). Below 100 MeV, this efficiency drops very steeply, and reaches zero at about 60 MeV.

Neutral pions are reconstructed from pairs of photon candidates of more than 30 MeV detected in the EMC and assumed to originate from the interaction point. For
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\( B \) simulated sample of generic \( B \overline{B} \) events corresponds to roughly three times the \( B \overline{B} \) data sample.

Information from studies of selected control data samples on efficiencies and resolutions is used to improve the accuracy of the simulation. Comparisons of data with the MC simulations have revealed small differences in the tracking and particle detection efficiencies, which have been corrected for. The MC simulations include radiative effects such as bremsstrahlung in the detector material. QED final state radiation are modeled by PHOTOS.

In the MC simulations the branching fractions for hadronic \( B \) and \( D \) decays are based on average values reported in the Review of Particle Physics [13]. \( B^0 \rightarrow D^{*-} \ell^+ \nu_\ell \) signal events are generated with the HQET-based form factors, using the specific parameterization by Caprini, Lellouch and Neubert [18]. Values of the form-factor parameters are taken from measurements by the CLEO Collaboration [11]. \( B \rightarrow D^{*-}\ell \nu \) decays, involving orbitally excited charm mesons, are generated according to the ISGW2 model [24], and decays to non-resonant charm states are generated following the prescription of Goity and Roberts [25].

IV. EVENT SELECTION AND BACKGROUND SUBTRACTION

A. Event selection

The reconstruction of the events and the selection of candidate \( B^0 \rightarrow D^{*-}\ell^+ \nu_\ell \) decays are largely common to the earlier \( BABAR \) analysis [10].

We select events that contain a \( D^{*-} \) candidate and an oppositely charged electron or muon with momentum in the range 1.2 < \( p_\ell \) < 2.4 GeV. Unless explicitly stated otherwise, momenta are measured in the \( \Upsilon \) (4S) rest frame, which is boosted relative to the laboratory frame, \( \beta \gamma = 0.56 \). We reconstruct \( D^{*-} \) in the decay channel \( D^{*-} \rightarrow D^0 \pi^- \), with the \( D^0 \) decaying to \( K^+\pi^- \), \( K^+\pi^-\pi^+\pi^- \), or \( K^+\pi^-\pi^0 \). The tracks of the charged hadrons from the \( D^0 \) candidate are fitted to a common vertex and the candidate is rejected if the fit probability is less than 0.1%. We require the invariant mass of the hadrons to be compatible with the \( D^0 \) mass within \( \pm 2.5 \) times the experimental resolution, corresponding to \( \pm 34 \) Me V for \( D^0 \rightarrow K^+\pi^-\pi^0 \) decays and \( \pm 17 \) Me V for the other decays. For the decay \( D^0 \rightarrow K^+\pi^-\pi^0 \), we accept only candidates from portions of the Dalitz plot where the square of the decay amplitude [26] exceeds 10% of the maximum. We select \( D^{*-} \) candidates with a momentum in the range 0.5 < \( p_D \) < 2.5 GeV. For the \( \pi^- \) from the \( D^{*-} \) decay, the momentum in the laboratory frame must be less than 450 MeV, and the momentum transverse to the beam must be greater than 50 MeV. Finally, the lepton, the \( \pi^- \), and the \( D^0 \) are fitted to a common vertex using a constraint from the beam-beam interaction point. The probability for this fit is required to exceed 1%.

In semileptonic decays, the presence of an undetected neutrino complicates the separation of the signal from background. For a signal \( B^0 \) decay, the \( D^{*-} \) and the charged lepton originate from the \( B^0 \) and the only missing particle is a massless neutrino. The absolute value of the \( B \) momentum, \( p_B \), is known from the total energy in the event and its direction is constrained to lie on a cone centered on the \( D^{*-}\ell \) momentum vector. The opening angle of this cone, \( \theta_{B,D^{*-}\ell} \), is computed for each event,

\[
\cos \theta_{B,D^{*-}\ell} = \frac{2E_BE_{D^{*-}\ell} - m_B^2 - m_{D^{*-}\ell}^2}{2p_B p_{D^{*-}\ell}}. \tag{15}
\]

Here \( m, E, \) and \( p \) refer to the mass, the energy, and the absolute value of the momentum. The condition \( |\cos \theta_{B,D^{*-}\ell}| \leq 1.0 \) should be fulfilled in a perfectly reconstructed decay. The value of \( w \) depends on the azimuthal angle of the \( B^0 \) direction, which cannot be determined. We therefore approximate \( w \) by the average of the four values of \( w \) corresponding to the azimuthal angles 0, \( \pi/2 \), \( \pi \), and \( 3\pi/2 \), as was done in [12]. This approximation results in an average resolution for \( w \) of 0.04.

B. Background subtraction

The background subtraction is performed separately for each of the four kinematic variables \( (w, \cos \theta_\ell, \cos \theta_V, \) and \( \chi) \), to be used for the extraction of the form-factor parameters and \( |V_{cb}| \). For each variable, we divide the events into ten subsets, each corresponding to one of ten bins of the distribution, and the fits are performed separately for the ten subsets.

The selected events are divided into six signal samples by separating decays into electrons and muons and the three \( D^0 \) decay modes. In addition to signal events, each subsample contains background events from six different sources:

- **combinatorial background** (events from \( B \overline{B} \) and continuum \( q\bar{q} \) production in which at least one of the hadrons assigned to the \( D^{*-} \) does not originate from the \( D^{*-} \) decay);
• continuum background ($D^{*-} \ell^+$ combinations from $e^+e^- \to c\bar{c}$);

• fake lepton background (a true $D^-$ combined with a hadron misidentified as a lepton);

• uncorrelated background ($\ell^+$ and $D^{*-}$ originating from the decay of two different $B$ mesons);

• $B$ background involving higher mass charm states, either $B^+ \to D^*+X\ell^+\nu_\ell$ decays (via $B^+ \to D^{*-}\ell^+\nu_\ell$ or non-resonant $B^+ \to D^{*-}\pi^+\ell^+\nu_\ell$ charm states), or $B^0 \to D^{*-}\ell^+\nu_\ell$ decays, (via $B^0 \to D^{*-}\ell^+\nu_\ell$ or non-resonant $B^0 \to D^{*-}\pi^0\ell^+\nu_\ell$ charm states);

• correlated background events due to the processes $B^0 \to D^{*-}\ell^+\nu_\ell$ with $\ell^+ \to \ell^+X$, and $B^0 \to D^{*-}X_c$ with $X_c \to \ell^+Y$.

Except for the combinatorial background, all background sources contain a true $D^{*-} \to D^{0}\pi^- c\bar{c}$ decay and thus are expected to exhibit a peak in the $\Delta m = m_{D^{*-}} - m_{D^{0}}$ distribution, where $m_{D^{*-}}$ and $m_{D^{0}}$ are the reconstructed masses of the $D^{*-}$ and $D^{0}$ candidates. We determine the background distributions from data, except for the correlated background, which amounts to less than 1.8% of the total sample of selected candidates.

We determine the signal and background composition in two steps. First, we estimate the combinatorial, the continuum, and the fake lepton background from fits to the $\Delta m$ distributions (Figure 3). Second, we fix the background levels for these three sources and determine the uncorrelated background and the $B \to D^*X\ell\nu_\ell$ background from fits to the $\cos\theta_{B,D,\ell}$ distributions (Figure 4). The shape and normalization of the small correlated background is fixed to the MC predictions and based on measured branching fractions [13].

### 1. Fits to $\Delta m$ distributions

To estimate the shape and normalization of the combinatorial, the continuum, and fake lepton backgrounds from the measured $\Delta m$ distributions, we use in addition to the on-resonance data, off-resonance data, as well as a set of on-resonance events in which no lepton is identified and a charged hadron is selected to take its place. We refer to this data sample as the fake-lepton sample. For each of these data sets, we perform an unbinned maximum likelihood fit to the $\Delta m$ distributions. The data are fitted to a sum of a peak, due to correctly reconstructed $D^{*-} \to D^{0}\pi^- c\bar{c}$ decays, and a combinatorial background.

The peak is described as a sum of three Gaussian resolution functions with three mean values, three different widths, and two parameters that specify the contributions of continuum and fake lepton backgrounds relative to the total number of events above the combinatorial background. The combinatorial background is described, as in [10], by an empirical function,

$$F_{comb}(\Delta m) = \frac{1}{N} \left[ 1 - e^{-\left(\frac{\Delta m - \Delta m_0}{c_1}\right)} \right] \left( \frac{\Delta m}{\Delta m_0} \right)^{c_2},$$

where $N$ is the normalization, $\Delta m_0$ refers to the kinematic threshold equal to the pion mass, and $c_1$ and $c_2$ are free parameters.

Since the $\Delta m$ resolutions and background yields depend on the $D^{0}$ decay mode, and on whether the low-momentum pion track is reconstructed in the SVT alone or in both SVT and DCH, the parameters describing the peak contributions are determined separately for the three subsamples corresponding to the $D^{0}$ decay modes, each divided into two classes of events, depending on the detection of the slow pion.

The off-resonance distributions are scaled to the on-resonance luminosity, and the simulated lepton signal and fake lepton samples are adjusted to reproduce the de-
tection efficiencies and misidentification probabilities determined from independently selected data control samples. For the on- and off-resonance data and for the fake-lepton sample, the parameters describing the shape and normalization of the combinatorial background differ, and they are therefore determined separately, while the mean and the widths of the Gaussian functions are common.

The fits extend in $\Delta m$ from 138 to 165 MeV. Given the very large number of parameters and the many data subsamples and various subsets, the fits to the $\Delta m$ distributions are performed in several steps. Initially, the parameters describing the combinatorial background contributions are fixed to values determined from binned $\chi^2$ fits to simulated distributions. With these starting values for the combinatorial background shapes, an unbinned maximum likelihood fit is performed to all subsets of the data, both on- and off-resonance, to determine the eight peak-shape variables and three additional relative peak yields for each data subset. To improve the agreement with the data, the parameters describing the combinatorial background distributions are then refitted, together with the three peak yield parameters, with the remaining parameters describing the components of the peaking signal and background fixed to the results of the previous fit.

As an illustration for these background fits, Figure 3 shows the $\Delta m$ distributions for the decays $D^* \rightarrow \overline{D}^0 \pi_\mu$ with $\overline{D}^0 \rightarrow K^+ \pi^-$ for events in which the $\pi_\mu$ track is reconstructed in the SVT only. The data are compared to the results of the combined fit to three distributions, for selected samples of on-resonance data, off-resonance data, and on-resonance data without an identified lepton.

The fitted fractions of combinatorial, fake-lepton, and continuum background events are determined for the peak regions in $\Delta m$, which are defined as 144 to 147 MeV for events with the slow charged pion detected in the SVT and DCH, and 143 to 148 MeV for decays with the $\pi_\mu$ detected in the SVT alone.

2. Fits to $\cos \theta_{B,D^*\ell}$ distributions

In a second step, a binned $\chi^2$ fit is performed to the $\cos \theta_{B,D^*\ell}$ distributions in the range $-10 < \cos \theta_{B,D^*\ell} < 5$, to determine the signal contribution and the normalization of the uncorrelated and $B \rightarrow D^* X \ell \nu_{\ell}$ background events. Neglecting resolution and radiative effects, signal events meet the constraint $|\cos \theta_{B,D^*\ell}| \leq 1$, while the distribution of $B \rightarrow D^* X \ell \nu_{\ell}$ events extends below $-1$, and the uncorrelated background events are spread over the entire range considered. Because of final state radiation, the events in the electron samples also contribute to lower values of $\cos \theta_{B,D^*\ell}$.

This fit is performed separately for the six signal samples, corresponding to the $D^0$ mesons reconstructed in three different decay modes, divided into events with electrons or muons. Each signal sample is further divided into ten subsets corresponding to ten bins in one of the four kinematic variables. We perform the fits separately for each bin, with the individual shapes for the signal and for each of the six background sources taken from MC simulation. The fraction of the combinatorial, fake-lepton, and continuum events are taken from the $\Delta m$ fits and fixed.

To reduce the sensitivity to statistical fluctuations, we require that the ratio of $B \rightarrow D^* X \ell \nu_{\ell}$ background and of uncorrelated background to the signal be the same for all three $\overline{D}^0$ decay modes, with either electrons or muons. The $\cos \theta_{B,D^*\ell}$ distributions for the six signal samples and the results of the fits are shown in Figure 4. In total, there are 68,840 decay candidates in the range $|\cos \theta_{B,D^*\ell}| < 1.2$. The number of selected events and the fractions of background events are given in Table I.

As expected, the fake rate is about a factor ten higher for decays to muons than to electrons. Except for the combinatorial backgrounds, which vary significantly for the three $\overline{D}^0$ decays modes, most of the other background fractions are similar for the six data samples.

V. EXTRACTION OF $|V_{cb}|$ AND FORM-FACTOR PARAMETERS

We determine $\mathcal{F}(1)|V_{cb}|$ and the three form-factor parameters by extending the one-dimensional least-squares fit to the $w$ distribution used previously [10] to a combined fit of three one-dimensional binned distributions, with bin-by-bin background subtraction. We have chosen this approach to avoid the statistical limitations of a fit to a binned four-dimensional decay distribution.

In principle, any kinematic observable that is sensitive to the form-factor parameters can be used. We have examined the sensitivity of the four kinematic variables, $w$, $\cos \theta_W$, $\cos \theta_V$, and $\chi$ (see Sec. II), to the form-parameters and found that the $\chi$ distribution is practically insensitive, and thus we select the remaining three variables. As done for the background estimate, we again divide the distributions into ten bins with equal bin size for $w$ and $\cos \theta_V$, and varying bin size for $\cos \theta_\ell$ in order to have a more similar population in all the bins for this variable.

We perform a least-squares fit to these three projected one-dimensional distributions to extract the form factors $\mathcal{F}(1)|V_{cb}|$, using the independently-determined background estimates. We account for the correlations by noting that the statistical covariance between the content of two bins in two different one-dimensional distributions is determined by the common number of events in these bins, while it is zero for bins in the same distribution. Since each of the three distributions that are included in the fit contain the same events and thus have the same normalization, we reduce the total number of bins used in the fit by two, from 30 to 28. The choice of the bins that are left out is arbitrary, and it has been verified that the fit result does not depend on this choice.
A. The least-squares fit

The concept for this fit is an extension of the one introduced in the previous BABAR analysis [10]. For a given bin with index $i$, $N_i^{\text{data}}$ is the total number of observed events, $N_i^{\text{bkg}}$ is the estimated number of background events, and $N_i^{\text{MC}}$ refers to the number of MC-simulated signal events. The fit function can be written
as

\[
X^2 = \sum_{i=1}^{n_{bin}=28} \sum_{j=1}^{n_{bin}=28} \left( N_i^{data} - N_i^{bkg} - \sum_{k=1}^{N_{MC}} W_k^i \right) \times C_{ij}^{-1} \left( N_j^{data} - N_j^{bkg} - \sum_{k=1}^{N_{MC}} W_k^j \right),
\]

where the indices \( i \) and \( j \) run over the 28 bins, and the index \( k \) runs over all MC-simulated events, \( N_i^{MC} \), in bin \( i \). \( W_k^i \) is a weight assigned to the \( k \)-th simulated event in bin \( i \) to evaluate the expected signal yield as a function of the free parameters of the fit, and \( C_{ij} \) is the covariance matrix element for a pair of bins \( i \) and \( j \).

Each weight \( W_k^i \) is the product of four weights, \( W_i = W_{f,k} W_{C,k} W_{S,k} W_{B,k} \).

1. The factor \( W_{f,k} \) accounts for the dependence of the signal yield on the parameters to be fitted. The \( |V_{cb}|^2 \) dependence is trivially given by the ratio \( |V_{cb}|^2/|V_{cb}^{MC}|^2 \), where the denominator is the actual value used in the simulation, derived from the branching fraction assumed for the decay \( B^0 \to D^{*-} \ell^+\nu_\ell \). Similarly, the dependence on the form-factor parameters, \( R_1(1) \), and \( R_2(1) \), is given by the ratio of the differential decay rate (Eq. 10), evaluated for the values assigned during the fit and for the values adopted in the simulation.

2. The factor \( W_{C} \) accounts for the relative normalization of data and simulated samples. It is the product of the following terms:

- the ratio of the total number of \( B\bar{B} \) events, \( N_{B\bar{B}} = (85.9 \pm 0.9) \times 10^6 \) and the number of Monte Carlo events for the final states \( B^0\bar{B}^0 \) and \( B^+\bar{B}^- \);
- the ratios \( 1/[1 + f_+ - f_{00}] \) for \( B^0 \), \( [f_+ - f_{00}] / [1 + f_+ - f_{00}] \) for \( B^+ \), where \( f_+ - f_{00} = B(\Upsilon(4S) \to B^+\bar{B}^-)/B(\Upsilon(4S) \to B^0\bar{B}^0) = 1.037 \pm 0.029 \) [13] is the ratio of number of charged to neutral B mesons produced;
- the ratio of the \( c\bar{c} \) to \( b\bar{b} \) pair-production cross section:
- the ratio of the branching fraction \( B(D^{*-} \to D^{0}\pi^-) = 0.677 \pm 0.005 \) [13] and of the \( B^0 \) lifetime \( \tau_{B^0} = 1.530 \pm 0.009 \) ps [13] to the values used in the Monte Carlo simulation.

The uncertainties on the measured quantities used in this weight function are not accounted for in the fit; their impact is studied by repeating the fit with their values changed by one standard deviation.

3. The factor \( W_{S,k} \) is the product of the correction factors for efficiencies, applied on a particle by particle basis, which accounts for the residual differences in reconstruction and particle-identification efficiencies between the data and the Monte Carlo simulation, as a function of particle momentum and polar angle.

4. The factor \( W_{B,k} \) accounts for potential small differences in efficiencies among the six data subsamples and allows the adjustment of the \( D^0 \) branching fractions, properly accounting for their correlated systematic uncertainties. \( W_{i}^{S,k} \) is the product of several scale factors that are free parameters in the fit, each constrained to its expected value within the estimated experimental uncertainty. Specifically, to account for the uncertainty in the multiplicity-dependent tracking efficiency, we introduce a factor \( W_{trk}^{B} = 1 + N_{trk}(1 - \delta_{trk}) \), where \( N_{trk} \) is the number of charged tracks of the \( D^*\ell \) candidates and \( \delta_{trk} \) is constrained to 1.0 within the estimated uncertainty of \( \sigma_{trk} = 0.8\% \) in the single-track efficiency. Similarly, multiplicative correction factors \( \delta_\ell \), \( \delta_K \), and \( \delta_{\pi^0} \) are introduced to adjust the efficiencies for leptons (\( \delta_\ell \) for \( e^\pm \) or \( \delta_\mu \) for \( \mu^\pm \)), kaons, and \( \pi^0 \) mesons, each within their estimated uncertainties, \( \sigma_\ell (\sigma_\mu) \), \( \sigma_K \), and \( \sigma_{\pi^0} \). Likewise, \( \delta_{B(K\pi\pi)} \), \( \delta_{B(K\pi\pi)} \), and \( \delta_{B(K\pi\pi\pi)} \) are introduced to adjust the individual \( D^0 \) branching fractions within their current measurement uncertainties [13]. Correlations between the branching fraction measurements are taken into account by the covariance matrix \( C_{\ell} \).

As a result, \( W_{i}^{S,k} \) can be expressed as

\[
W_{i}^{S,k} = \delta_{\ell,i} \delta_{K,i} \delta_{\pi^0,i} (1 + N_{trk}(1 - \delta_{trk})) \delta_{B,i}. \]

The corrections to the kaon and \( \pi^0 \) efficiency, the decay multiplicity, \( N_{trk} \), and the \( D^0 \) branching fraction depend on the particular event \( k \) in bin \( i \).

The complete ansatz for the \( X^2 \) function used in the fit is

\[
X^2 = \sum_{i=1}^{n_{bin}=28} \sum_{j=1}^{n_{bin}=28} \left[ (N_i^{data} - N_i^{bkg} - \sum_{k=1}^{N_{MC}} W_k^i) \times C_{ij}^{-1} \left( N_j^{data} - N_j^{bkg} - \sum_{k=1}^{N_{MC}} W_k^j \right) \right.
\]

\[
+ \frac{(1 - \delta_{\ell})^2}{\sigma_{\ell}^2} + \frac{(1 - \delta_K)^2}{\sigma_K^2} + \frac{(1 - \delta_{trk})^2}{\sigma_{trk}^2} + \frac{(1 - \delta_{\pi^0})^2}{\sigma_{\pi^0}^2}
\]

\[
+ \sum_{m=1}^{3} \sum_{n=1}^{3} \delta_{B(mn)} \times C_{ij}^{-1} \delta_{B(nm)}. \tag{18}
\]

The indices \( m, n \) refer to the three \( D^0 \) decay modes. The addition of these extra terms allows us to fit all subsamples simultaneously, while taking into account the correlated systematic uncertainties and effectively propagating these uncertainties, via the weights, to the uncertainties on the free parameters of the fit.
The fit procedure has been tested on a large variety of Monte Carlo generated signal samples. The fits are performed for multiple samples, comparable in size to the data. The resulting pulls are consistent with a Gaussian distribution, with no evidence for systematic biases. The width of the pull distribution has been found to be consistent with 1, giving confidence in the uncertainty extracted from the fit.

**B. The covariance matrix**

A direct consequence of this method is that the covariance matrix for the measurements is not diagonal, since the events in different bins are not all statistically independent. The total covariance matrix is the sum of three separate matrices: one for the measured data yields, and one for each of the estimated signal and background yields. The diagonal elements of the matrices are the uncertainties of the bin contents. The covariance of bins belonging to the same distribution is zero, and the covariance of bins from different distributions is the variance of the number of events that is common for the two bins.

For the data, the covariance matrix is determined under the assumption that the data obey Poisson statistics, and therefore the variance of the bin or of the intersection of two bins is simply the number of events. The estimated signal matrix is built in an analogous way, where the variance of a number of weighted events $n$ is approximated by the sum of the squares of the weights, $\sum_{i=1}^{n} w_i^2$.

The calculation of the background covariance matrix is less straightforward. The diagonal elements are simply the estimated variances of the measured background, according to the procedure described in Sec. IV. However, the background extraction procedure does not directly determine the number of common events in two bins because this procedure is based on a rather complex sequence of fits to shapes and event yields. The solution adopted here is to use the number of common background events in two bins as predicted by the simulation, corrected for tracking and particle identification (PID) efficiencies and adjustments to account for the background estimates. This is done in such a way that for each bin of one of the kinematic observables the background is equal to the data-based background estimate. The choice of the observable ($w$, $\cos\theta_t$, $\cos\theta_y$, or $\chi$) is arbitrary, and the variation of the results with this choice is used to evaluate the systematic uncertainty introduced by this procedure.

Since the total number of background events estimated for the four different distributions is not exactly the same, we average the results obtained for the four distributions. The spread of the background normalization values is found to be almost twice as large as the estimated uncertainty from the error propagation. This can be explained by the fact that the uncertainties of the assumed signal and background shapes in the $\Delta m$ fits are not accounted for in this propagation. We derive an estimate of this additional uncertainty using the number of background events determined from the fits to the background distributions. They are very similar for $w$ and $\cos\theta_t$, and for $\cos\theta_y$ and $\chi$. The estimate is given by the average of the minimum and maximum difference between these two groups.

**VI. THE FIT RESULTS AND SYSTEMATIC UNCERTAINTIES**

**A. Results of the fit**

The results of the simultaneous fit to the three one-dimensional distributions are presented in Table II. The stated uncertainties on $\rho^2$, $R_1(1)$, $R_2(1)$ and $\mathcal{F}(1)|V_{cb}|$ are taken from the MINUIT minimization program [27]. Among the form-factor parameters, the correlations are quite large, but their correlation with $\mathcal{F}(1)|V_{cb}|$ is less than 0.23. All the $\delta$ parameters are found to be consistent with their nominal value of one within their uncertainties.

Figure 5 compares the one-dimensional projections for the kinematic observables with the results of the fit, detailing the signal and background contributions. To provide an additional check on the background estimation, we also show the $\chi$ projection. The goodness of the fit, ignoring that the measurements used are not all independent, can be stated as $\chi^2$/d.o.f. = 23.8/24, corresponding to a probability of 47.3%.

**TABLE II: The results of the fit:** The parameters, their uncertainties, and the off-diagonal elements of the correlation matrix. The stated uncertainties include systematic ones that are not common to all events and are therefore included in the fit (see Sect. VIIB 1).

| Parameters | Fitted Values | $\rho^2$ | $R_1(1)$ | $R_2(1)$ |
|------------|---------------|---------|---------|---------|
| $\mathcal{F}(1)|V_{cb}|$ | (34.67 ± 0.86) $\times 10^{-3}$ | -0.001 | -0.196 | +0.141 |
| $\rho^2$ | 1.157 ± 0.095 | +0.867 | -0.924 |
| $R_1(1)$ | 1.327 ± 0.131 | -0.928 |
| $R_2(1)$ | 0.859 ± 0.077 | |

The $B^0 \rightarrow D^{*-}\ell^+\nu_\ell$ branching fraction, obtained by integrating the data over the full phase space, is found to be $\mathcal{B}(B^0 \rightarrow D^{*-}\ell^+\nu_\ell) = (4.72 \pm 0.05)%$.

As a cross check, we perform the fit separately for the six subsamples. The quality of the fits is generally good, and the results, shown in Table III, agree within the uncertainties obtained, with the possible exception of the $K\pi\pi\pi\ e$ sample. Detailed investigations of the background estimates and fits for this sample did not reveal any anomalies.
TABLE III: Results of fits performed separately for the six subsamples corresponding to each combination of three $\bar{D}^0$ decay modes and the charged lepton. The uncertainties represent the total uncertainty of the fit, except for $\mathcal{F}(1)|V_{cb}|$, where it is split into the statistical and the systematic contribution included in the fit.

| Subsample   | $\rho^2$  | $R_1(1)$ | $R_2(1)$ | $\mathcal{F}(1)|V_{cb}| \times 10^3$ | $\chi^2$/d.o.f. |
|-------------|-----------|----------|----------|-------------------------------------|-----------------|
| $K\pi e$    | 0.971 ± 0.163 | 1.166 ± 0.182 | 0.977 ± 0.107 | 34.76 ± 0.61 ± 0.61 | 23.9/24 |
| $K\pi \mu$  | 1.013 ± 0.175 | 1.193 ± 0.206 | 0.922 ± 0.123 | 34.55 ± 0.66 ± 0.65 | 37.9/24 |
| $K\pi\pi e$ | 1.581 ± 0.151 | 2.043 ± 0.384 | 0.405 ± 0.232 | 33.30 ± 1.27 ± 0.96 | 15.6/24 |
| $K\pi\pi \mu$| 1.146 ± 0.258 | 1.156 ± 0.351 | 0.946 ± 0.197 | 34.14 ± 1.10 ± 0.98 | 28.0/24 |
| $K\pi\pi^0 e$| 1.042 ± 0.165 | 1.217 ± 0.206 | 0.926 ± 0.118 | 34.86 ± 0.64 ± 1.46 | 26.9/24 |
| $K\pi\pi^0 \mu$| 1.170 ± 0.155 | 1.439 ± 0.228 | 0.838 ± 0.131 | 34.38 ± 0.74 ± 1.46 | 24.8/24 |

FIG. 5: Comparison of the measured distributions (data points) a) $w$, b) $\cos \theta_\ell$, c) $\cos \theta_V$, and d) $\chi$, with the result of the fit, shown as the sum of the fitted signal yield and the estimated background distributions. The statistical uncertainties of the data are too small to be visible.

B. Systematic uncertainties

A summary of statistical and systematic uncertainties on the measured parameters is presented in Table IV, including the breakdown of those for the measurement of the $B^0 \to D^* e^+\nu e$ branching fraction.

1. Uncertainties included in the fit

The uncertainty of the parameters resulting from the fit is not purely statistical, since the systematic uncertainty sources that are not common to all events are accounted for in the fit through the $\delta$ parameters in the weights $W_{i,k}^{S,k}$. As described above, these weights account for residual uncertainties in the lepton and hadron identification, the charged particle tracking and $\pi^0$ efficiencies, and the individual $\bar{D}^0$ branching fractions. We can determine the statistical uncertainties of the fit by re-
TABLE IV: Breakdown of statistical and systematic uncertainties.

| Statistical Error | $\rho^2$ | $R_1(1)$ | $R_2(1)$ | $F(1)|V_{cb}| \times 10^3$ | $B(B^0 \rightarrow D^{*-}e^+\nu_e) \times 10^2$ |
|-------------------|---------|---------|---------|-----------------|-----------------|
| PIDs, tracking, $B(D^0)$ | 0.003 | 0.006 | 0.002 | 0.75 | 0.21 |
| Soft-$\pi$ efficiency | 0.013 | 0.005 | 0.001 | 0.46 | 0.18 |
| $D^*$ vertex fit | 0.014 | 0.010 | 0.008 | 0.06 | 0.06 |
| $B$-momentum variation | 0.013 | 0.040 | 0.017 | 0.29 | 0.14 |
| Radiative corrections | 0.005 | 0.004 | 0.000 | 0.19 | 0.07 |
| $D^*$ composition | 0.011 | 0.008 | 0.009 | 0.10 | 0.07 |
| Background estimates | 0.006 | 0.004 | 0.002 | 0.04 | 0.04 |
| Partial Systematic Error | 0.027 | 0.043 | 0.021 | 0.95 | 0.33 |
| $B^0$ lifetime | - | - | - | 0.10 | 0.03 |
| $BB$ normalization | - | - | - | 0.19 | 0.05 |
| $B(D^* \rightarrow D^0\pi)$ | - | - | - | 0.13 | 0.04 |
| $f_{+}/f_{00}$ | 0.003 | 0.003 | 0.002 | 0.25 | 0.07 |
| Total Systematic Error | 0.027 | 0.043 | 0.021 | 1.01 | 0.34 |

peating the fit with all $\delta$ parameters fixed at their fitted value. The systematic uncertainties are then obtained by subtracting the statistical covariance matrix from the total covariance matrix. While the uncertainties related to the detector performance are relatively small for the form-factor parameters, they are dominant for $F(1)|V_{cb}|$ (2.5%) and the branching fraction (5.2%).

2. Soft pion efficiency

A major source of uncertainty on $F(1)|V_{cb}|$ is the reconstruction efficiency for the low-momentum pion from the $D^{*-}$ decay, since it is highly correlated with the $D^{*-}$ momentum and thereby with $w$. The functions parameterizing the efficiency for data and MC simulation are consistent within the statistical uncertainties. To assess the systematic uncertainty on $|V_{cb}|$, we vary the parameters of the efficiency function by their uncertainty, including correlations. We add in quadrature the uncertainty in the absolute scale as determined from higher-momentum tracks reconstructed in both the SVT and the DCH. The resulting systematic uncertainty on $|V_{cb}|$ is 1.3%.

3. $D^*$ vertex reconstruction efficiency

The uncertainties from the $D^*$ vertex reconstruction have been evaluated by observing the impact of changes in the standard vertex fit procedure. First, we remove the constraint on the average position of the beam-beam interaction point, and second, we remove the lepton track from the vertex fit. We take the larger of the observed variations of the parameters as the systematic uncertainty.

4. $B$ momentum

The $B$ momentum is impacted by small changes in the energies of the two colliding beams. In the Monte Carlo simulation the beam energies are assumed to be constant. We have examined the impact of these variations on the measured distributions and have concluded that we can account for this difference by rescaling the $\cos\theta_{B,D^*-}\ell$ values in the simulation by a factor of 0.97. Half of the observed relative change of the fitted parameters coming from the adjustment is assumed as the systematic uncertainty due to this effect. This is the largest systematic uncertainty on $R_1(1)$ and $R_2(1)$.

5. Radiative corrections

Radiative corrections to the $B^0 \rightarrow D^{*-}e^+\nu_e$ decay are simulated by PHOTOS 2.0 [23], which describes the final state photon radiation (FSR) up to $O(\alpha^2)$. In the event reconstruction no attempt is made to recover photons emitted in the decay. The simulated prediction of the reconstructed kinematic variables is sensitive to the details of the radiative corrections. This is particularly important for electrons, for which FSR results in the long tail below $-1$ in the $\cos\theta_{B,D^*-\ell}$ distribution.

At present, no detailed calculation of the full $O(\alpha)$ radiative corrections to the $B^0 \rightarrow D^{*-}e^+\nu_e$ decay is available. Recently, a new $O(\alpha)$ calculation of radiative corrections in $K^0 \rightarrow \pi^-e^+\nu_e$ decays has become available [28], which allows detailed comparisons of the radiated photons with data and with PHOTOS calculations. These new calculations agree well with kaon data. From the comparison with PHOTOS, it is evident that the radiated photon energy spectrum is quite well reproduced by PHOTOS, but the photon emission angle with respect to the electron differs significantly.

To assess the systematic uncertainty due to the imper-
fect treatment of the radiative corrections in \( B \) decays, we have used the comparison presented in Ref. [28] and reweighted the simulated decays to reproduce the photon angular distribution for photons above 10 MeV in the \( B \) rest frame. The effect of the reweighting has been used as an estimate of the systematic uncertainty. The possible impact of the radiative effects on the hadronic interactions, i.e., the form factors, is unknown and therefore not considered.

6. \( B \to D^*X\ell\nu\ell \) background description

The semileptonic branching fraction and form factors for the four higher-mass charm states, \( D^{**} \), and for non-resonant production of \( D\pi \) and \( D^*\pi \) are not well known. The shapes of these different components of the \( B \to D^*X\ell\nu\ell \) background are taken from simulation. Their relative yield is obtained from the fit to the \( \cos \theta_{B,D^\ast}\ell \) distribution. To account for the uncertainty of the composition of this background, the fits have been repeated using only one of the contributions at a time. The study was done only for the \( D^0 \to K^+\pi^- \) subsample; it is assumed to be valid also for the other subsamples. The estimated uncertainty on the fit parameters is taken as half of the biggest change observed.

7. Background estimates

As explained in Sec. VB the background covariance matrix is built using the measured background shape in one observable, and the simulation information for the others. The choice of the observable is arbitrary. The systematic uncertainty is evaluated by comparing results for the four kinematic observables. The maximum observed variation with respect to the standard fit result is taken as the estimate for this uncertainty.

8. Global normalization factors

There are several quantities that affect only the overall normalization of the data, and thus not the form-factor parameters. Their contribution to the systematic uncertainty on \( F(1)|V_{cb}| \) and the branching fraction are listed in the bottom half of Table IV. They are: the \( B^0 \) lifetime \((\tau_{B^0} = 1.530 \pm 0.009 \ [13])\), the \( D^{**} \to D^0\pi^- \) branching fraction \((B(D^{**} \to D^0\pi^-) = 67.7 \pm 0.5\%)\), and \( N_{BB} \), the number of \( B\bar{B} \) events in the total data sample. The systematic uncertainty on \( N_{BB} \) is 1.1%.

The effect of the uncertainties in the \( D^0 \) branching fractions has already been discussed; it is subsample specific, but it affects all parameters because it changes the fraction of signal events from different \( D^0 \) decays.

The uncertainty on the ratio \( f_{+}/f_{00} = B(T(4S) \to B^+B^-)/B(T(4S) \to B^0B^0) = 1.037 \pm 0.029 \ [13] \) affects both the absolute number of measured \( B^0 \to D^{**}\ell^+\nu_\ell \) decays and the ratio of background events from \( B^0 \) and \( B^\pm \) decays in the simulation. This second aspect influences the \( \cos \theta_{B,D^{**}\ell} \) distributions and therefore the background determination. For this reason, this uncertainty affects also the form-factor parameters. The systematic uncertainty is equated with the observed change in the fit parameters for a one-standard deviation change in the value of \( f_{+}/f_{00} \).

VII. CONCLUSIONS

A. Summary of results of this analysis

A sample of about 52,800 fully reconstructed \( B^0 \to D^{**}\ell^+\nu_\ell \) decays recorded by the \( \text{BABAR} \) detector has been analyzed to extract both \( F(1)|V_{cb}| \) and the form-factor parameters, \( \rho^2 \), \( R_1(1) \) and \( R_2(1) \), in the Caprini-Lellouch-Neubert parameterization [18]. The \( D^{**} \) candidates are reconstructed from the \( D^{**} \to D^0\pi^- \) decays and the \( D^0 \) mesons are reconstructed in three different decay modes, \( K^+\pi^- \), \( K^+\pi^-\pi^+\pi^- \), and \( K^+\pi^-\pi^0 \). Electrons or muons are paired with the \( D^{**} \) to form signal candidates. The large data sample has permitted a more precise determination of the background contributions, largely based on data, and thus has resulted in smaller experimental uncertainties.

The results of the simultaneous fit to three one-dimensional projections of the decay rate are

\[
F(1)|V_{cb}| = (34.7 \pm 0.4 \pm 1.0) \times 10^{-3}
\]

\[
\rho^2 = 1.157 \pm 0.094 \pm 0.027
\]

\[
R_1(1) = 1.327 \pm 0.131 \pm 0.043
\]

\[
R_2(1) = 0.859 \pm 0.077 \pm 0.021.
\]

The stated uncertainties of the measurement here are the statistical and the total systematic one. The simultaneous fit to the three distribution reduces the uncertainty due to the form-factor parameters.

Using an unquenched lattice calculation giving \( F(1) = 0.919^{+0.030}_{-0.035} \ [15] \) results in the following value for \( |V_{cb}| \),

\[
|V_{cb}| = (37.8 \pm 0.4 \pm 1.1^{+1.2}_{-1.4}) \times 10^{-3}.
\]

Here the third error is due to the theoretical uncertainty in \( F(1) \). Figure 6 shows the measured decay rate, integrated over angles, \( F(w)|V_{cb}| \), as well as the fitted theoretical \( w \) dependence (see Eq. 11).

The branching fraction for the decay \( B^0 \to D^{**}\ell^+\nu_\ell \) is

\[
B(B^0 \to D^{**}\ell^+\nu_\ell) = (4.72 \pm 0.05 \pm 0.34)\%.
\]

B. Combination of results with the previous \( \text{BABAR} \) measurement of the form-factor parameters

The \( \text{BABAR} \) collaboration recently published a measurement [12] of the same form-factor parameters for
$B^0 \rightarrow D^{*-} \ell^+ \nu_\ell$ decays based on an unbinned maximum-likelihood fit to the four-dimensional decay distribution (Eq. 10). This fit is sensitive to the interference of the three helicity amplitudes and thus results in significant smaller uncertainties on the form-factor parameters. The fit does not attempt an absolute normalization of the decays, and thus is not sensitive to $F(1)|V_{cb}|$. It resulted in $\rho^2 = 1.145 \pm 0.066 \pm 0.035$, $R_1(1) = 1.396 \pm 0.070 \pm 0.027$, and $R_2(1) = 0.885 \pm 0.046 \pm 0.013$.

We combine the two $\bar{B}a\bar{r}$ measurements of the form-factor parameters, taking into account the correlation between them, and obtain

$$F(1)|V_{cb}| = (34.4 \pm 0.3 \pm 1.1) \times 10^{-3}$$
$$\rho^2 = 1.191 \pm 0.048 \pm 0.028$$
$$R_1(1) = 1.429 \pm 0.061 \pm 0.044$$
$$R_2(1) = 0.827 \pm 0.038 \pm 0.022.$$  

Compared to the analysis presented in this paper, the combined result has significantly smaller statistical uncertainties of the form-factor parameters. The event sample and the sample of Monte Carlo simulated events used in Ref. [12] are a subset of the one used in the present analysis, namely about 15,000 selected $\bar{B}^0$ candidates with $\bar{D}^0 \rightarrow K^+\pi^-$ decays combined with electrons. Except for the selection of the $\bar{D}^0$ decay, the event selection and the determination of the backgrounds shapes and the signal extraction are almost identical for the two analyses. Therefore, all the detector-related systematic uncertainties should be the same, as well as the uncertainties from the background models and input parameters like the branching fractions. Thus, we retain the systematic measurement uncertainties established in this paper. The combined statistical errors are still larger than the total systematic uncertainties, but not by a large factor. An upper limit for the correlation between the two measurements has been estimated on the basis of the ratio of the uncertainties, and is found to be less than 0.45.

The correlation coefficients for the combined measurements are

$$\rho(\rho^2, R_1(1)) = +71\%$$
$$\rho(\rho^2, R_2(1)) = -83\%$$
$$\rho(\rho^2, F(1)|V_{cb}|) = +27\%$$
$$\rho(R_1(1), R_2(1)) = -84\%$$
$$\rho(R_1(1), F(1)|V_{cb}|) = -39\%$$
$$\rho(R_2(1), F(1)|V_{cb}|) = +22\%.$$  

Figure 7 shows the correlations between the fitted variables and their uncertainties, both for the present analysis and for the combined result with Ref. [12]. The contours correspond to $\Delta \chi^2 = 1$, i.e. 39% CL. The correlations between the form-factor parameters are quite large, but their correlation with $F(1)|V_{cb}|$ is less than 0.4, and the sign of the coefficients differ, resulting in a much reduced overall dependence of $F(1)|V_{cb}|$ on these form factors.

Using the same lattice calculation for $F(1)$ [15], we obtain an improved value for $|V_{cb}|$,

$$|V_{cb}| = (37.4 \pm 0.3 \pm 1.2^{+1.2}_{-1.4}) \times 10^{-3},$$

where the third error reflects the current uncertainty on $F(1)$.

The corresponding branching fraction of the decay $B^0 \rightarrow D^{*-} \ell^+ \nu_\ell$ is

$$B(B^0 \rightarrow D^{*-} \ell^+ \nu_\ell) = (4.69 \pm 0.04 \pm 0.34\%)$$

The combined results of the two $\bar{B}a\bar{r}$ analyses supersede all previous $\bar{B}a\bar{r}$ measurements of the form-factor parameters, of the exclusive branching fraction for the $B^0 \rightarrow D^{*-} \ell^+ \nu_\ell$ decay, and of $|V_{cb}|$ extracted from this decay.

The value of the branching fraction presented here is smaller than the average of previous measurements [13]. This measurement combined with $B(B^0 \rightarrow D^- \ell \nu_\ell) = (2.08 \pm 0.18\%)$ [13] represents only $(65 \pm 7\%)$ of the total branching fraction for the $B^0 \rightarrow X_c \ell \nu_\ell$ decays. The remaining fraction of 35% is expected to involve higher-mass charm states. The branching fractions for decays to these individual higher-mass states are not well known, in particular those involving broad resonances or non-resonant $D^{(*)(*)} \pi$ states [29, 30].

The combination of the two $\bar{B}a\bar{r}$ measurements results in a further reduction of the form-factor uncertainties compared to the previous $\bar{B}a\bar{r}$ analysis [12], for which the uncertainties on $R_1(1)$ and $R_2(1)$ had already been reduced by a factor of four or more, compared to the CLEO measurement [11]. The uncertainty on $\rho^2$ has also been reduced, by a factor of five with respect to the $\bar{B}a\bar{r}$ measurement in Ref. [10]. The correlation between $F(1)|V_{cb}|$ and $\rho^2$, which was sizable for all previous measurements, has been reduced significantly, and this also leads to a smaller uncertainty for $|V_{cb}|$.

The resulting value of $|V_{cb}|$ is fully compatible with the earlier $\bar{B}a\bar{r}$ measurement [10], and most earlier measurements [13], but it is significantly smaller than the CLEO measurement [31].
$|V_{cb}|$ can also be extracted from inclusive $B \to X_c \ell \nu_\ell$ decays. Recent measurements of $|V_{cb}|$ rely on moments of the electron energy and the hadron mass spectrum, combined with moments of the energy photon spectrum in inclusive $B \to X_s \gamma$ decays. Here $X_c$ and $X_s$ refer to charm and strange hadronic states, resonant or non-resonant. Global fits to such moments, as a function of the minimum lepton and photon energy have been performed in terms of two different QCD calculations, one in the so-called 1S scheme \cite{32} and the other in the kinetic scheme \cite{33}. The results are in very good agreement. The weighted average is $|V_{cb}| = (41.7 \pm 0.7) \times 10^{-3}$ \cite{13}; the experimental and theoretical uncertainties are comparable in size. The experimental techniques and the theoretical calculations for exclusive and inclusive decays are completely different and uncorrelated. Given the sizable experimental error and the large uncertainty of the form-factor normalization of the exclusive measurement, the results are consistent. This should give us confidence in the experimental methods employed and the theoretical calculations, but also an incentive to improve on both.
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