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Abstract. We give an estimate for sums appearing in the Nyman-Beurling criterion for the Riemann Hypothesis. These sums contain the M"obius function and are related to the imaginary part of the Estermann zeta function. The estimate is remarkably sharp in comparison to other sums containing the M"obius function. The bound is smaller than the trivial bound - essentially the number of terms - by a fixed power of that number. The exponent is made explicit. The methods intensively use tools from the theory of continued fractions and from the theory of Fourier series.
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1. Introduction

According to the approach of Nyman-Beurling-Báez-Duarte (see [1], [6]) to the Riemann Hypothesis, the Riemann Hypothesis is true if and only if

\[
\lim_{N \to \infty} d_N^2 = 0,
\]

where

\[
d_N^2 := \inf_{D_N} \frac{1}{2\pi} \int_{-\infty}^{\infty} \left| 1 - \zeta_N \left( \frac{1}{2} + it \right) \right|^2 \frac{dt}{t^2 + t^2},
\]

and the infimum is over all Dirichlet polynomials

\[
D_N(s) := \sum_{n=1}^{N} a_n \frac{1}{n^s}, \quad a_n \in \mathbb{C},
\]

of length \(N\) (see [7]). Various authors (cf. [1], [2], [9]) have investigated the question, which asymptotics hold for \(d_N\) if the Riemann Hypothesis is true. S. Bettin, J. B. Conrey and D. W. Farmer [7] show the following:

If the Riemann Hypothesis is true and if

\[
\sum_{|\text{Im}(\rho)| \leq T} \frac{1}{|\zeta'(\rho)|^2} \ll T^{\frac{1}{2} - \delta}
\]
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for some \( \delta > 0 \), then
\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \left| 1 - \zeta \left( \frac{1}{2} + it \right) \right|^2 \frac{dt}{\frac{4}{4} + t^2} \sim \frac{2 + \gamma - \log 4\pi}{\log N}
\]
for
\[
(1.2) \quad V_N(s) := \sum_{n=1}^{N} \left( 1 - \frac{\log n}{\log N} \right) \frac{\mu(n)}{n^s}.
\]

Moreover, it follows from \([7]\) that under certain assumptions among all Dirichlet polynomials \( D_N(s) \) the infimum in (1.1) is assumed for \( D_N(s) = V_N(s) \). It thus is of interest to obtain an unconditional estimate for the integral in (1.1).

If we expand the square in (1.1) we obtain
\[
d_N^2 = \inf_{D_N} \left( \int_{-\infty}^{\infty} \left( 1 - \zeta \left( \frac{1}{2} + it \right) D_N \left( \frac{1}{2} + it \right) - \zeta \left( \frac{1}{2} - it \right) \overline{D_N} \left( \frac{1}{2} + it \right) \right) \frac{dt}{\frac{4}{4} + t^2} \right.
\]
\[
\left. + \int_{-\infty}^{\infty} \left| \zeta \left( \frac{1}{2} + it \right) \right|^2 D_N \left( \frac{1}{2} + it \right) \frac{dt}{\frac{4}{4} + t^2} \right).
\]

The last integral evaluates as
\[
\sum_{1 \leq h,k \leq N} a_h \overline{a}_k h^{-1/2} k^{-1/2} \int_{-\infty}^{\infty} \left| \zeta \left( \frac{1}{2} + it \right) \right|^2 \left( \frac{h}{k} \right)^{it} \frac{dt}{\frac{4}{4} + t^2}.
\]

We have
\[
b_{h,k} := \frac{1}{2\pi \sqrt{hk}} \int_{-\infty}^{\infty} \left| \zeta \left( \frac{1}{2} + it \right) \right|^2 \left( \frac{h}{k} \right)^{it} \frac{dt}{\frac{4}{4} + t^2}
\]
\[
= \frac{\log 2\pi - \gamma}{2} \left( \frac{1}{h} + \frac{1}{k} \right) + k - h \log \frac{h}{2hk} - \frac{\pi}{2hk} \left( V \left( \frac{h}{k} \right) + V \left( \frac{k}{h} \right) \right),
\]
where
\[
V \left( \frac{h}{k} \right) := \sum_{m=1}^{k-1} \left\{ \frac{m}{k} \right\} \cot \left( \frac{\pi mh}{k} \right)
\]
is Vasyunin’s sum (see \([21]\)).

It can be shown that
\[
(1.4) \quad V \left( \frac{h}{k} \right) = -c_0 \left( \frac{\overline{h}}{\overline{k}} \right),
\]
where \( hh \equiv 1(\mod k) \), with the cotangent sum
\[
c_0 \left( \frac{h}{k} \right) := \sum_{l=1}^{k-1} \frac{l}{k} \cot \left( \frac{\pi hl}{k} \right),
\]
where \( h, k \in \mathbb{N}, k \geq 2, 1 \leq h \leq k, (h, k) = 1 \) (see \([6, 13]\)).

Ishibashi \([11]\) observed that \( c_0 \) is related to the value at \( s = 0 \) or \( s = 1 \) of the Estermann zeta function by the functional equation of the imaginary part. Namely
\[
c_0 \left( \frac{a}{q} \right) = \frac{1}{2} D_{\sin} \left( 0, \frac{a}{q} \right) = 2q^{-2} D_{\sin} \left( 1, \frac{a}{q} \right),
\]
where for \( x \in \mathbb{R} \), \( \text{Re}(s) > 1 \), we have:

\[
D_{\sin}(s, x) := \sum_{n=1}^{\infty} \frac{d(n) \sin(2\pi nx)}{n^s}
\]

and \( a \bar{a} \equiv 1(\text{mod } q) \).

If \( x \in \mathbb{R} \setminus \mathbb{Q} \), then Wilton [22] showed that the convergence of the above series at \( s = 1 \) is equivalent to the convergence of

\[
\sum_{n \geq 1} (-1)^n \frac{\log v_{n+1}}{v_n},
\]

where \( u_n/v_n \) denotes the \( n \)-th partial quotient of \( x \).

The irrational numbers for which this sum converges are called Wilton numbers.

A basic ingredient in the papers [14], [18] have been the representations of Balazard, Martin in their papers [3], [4], of the function

\[
g(x) := \sum_{l \geq 1} \frac{1 - 2\{lx\}}{l},
\]

involving the Gauss transform from the theory of continued fractions as well as from the paper [19], by Marmi, Moussa and Yoccoz.

One can show (8) that \( g(x) \) can also be written in the form

\[
-\sum_{n \geq 1} \frac{d(n)}{\pi n} \sin(2\pi nx) = -\frac{1}{\pi} D_{\sin}(1, x).
\]

These concepts and results also play an important role in the present paper. We shall represent them in the next section.

**Remark.** There is another, simpler, approach to our result. By [5] (see 1st display of page 5) \( V(h/k) \) is approximately

\[
\sum_{n \leq k^2} \frac{d(n)}{n} \sin \left( 2\pi n \frac{h}{k} \right).
\]

One then may use well-known estimates for exponential sums containing the Möbius function (cf. [12], formula (13.49)).

---

2. **STATEMENT OF RESULT**

We prove the following theorem:

**Theorem 2.1.** Let \( D \geq 2 \). Let \( C \) be the number which is uniquely determined by

\[
C \geq \frac{\sqrt{5} + 1}{2}, \quad 2C - \log C - 1 - 2 \log 2 = \frac{1}{2} \log 2.
\]

Let \( v_0 \) be determined by

\[
v_0 \left( 1 - \left( 1 + 2\log 2 \left( C + \frac{\log 2}{2} \right)^{-1} \right)^{-1} + 2 + \frac{4}{\log 2} C \right) = 2.
\]

Let \( z_0 := 2 - \left( 2 + \frac{1}{\log 2} C \right) v_0 \). Then for all \( \epsilon > 0 \) we have

\[
\sum_{k^D \leq n < 2k^D} \mu(n) g \left( \frac{n}{k} \right) \ll \epsilon k^{D-z_0+\epsilon}.
\]
3. Continued Fractions

In this section we provide some basic facts related to the theory of continued fractions. We also recall facts and results from the papers [4].

**Definition 3.1.** Let $X := [0,1] \setminus \mathbb{Q}$. For $x \in (0,1)$ we set $\alpha(x) := \{1/x\}$. For $x \in X$ we define recursively

$$
\alpha_0(x) := x, \quad \alpha_l(x) := \alpha(\alpha_{l-1}(x)), \text{ for } l \in \mathbb{N}.
$$

This definition is also valid for $x \in \mathbb{Q}$ and $l \in \mathbb{N}$, whenever $\alpha_{l-1}(x) \neq 0$. We set

$$
a_l(x) := \left\lfloor \frac{1}{\alpha_{l-1}(x)} \right\rfloor.
$$

We have:

**Lemma 3.2.** For $x \in X$, let

$$
x = [0; a_1(x), \ldots, a_l(x), \ldots]
$$

be the continued fraction expansion of $x$.
For $x \in (0,1) \cap \mathbb{Q}$ we have

$$
x = [0; a_1(x), \ldots, a_L(x)],
$$

where $L$ is the last $l$, for which $\alpha_{l-1} \neq 0$.
We define the partial quotient of $p_l(x), q_l(x)$ by

$$
\frac{p_l(x)}{q_l(x)} := [0; a_1(x), \ldots, a_l(x)], \text{ where } (p_l(x), q_l(x)) = 1.
$$

We have

$$
p_{l+1} = a_{l+1}p_l + p_{l-1}
$$

$$
q_{l+1} = a_{l+1}q_l + q_{l-1}.
$$

**Proof.** (cf. [10], p. 7.) \hfill \Box

**Definition 3.3.** For $r \in (0,1) \cap \mathbb{Q}$ let

$$
r = [0; a_1(r), \ldots, a_L(r)].
$$

Then we call $L$ the **depth** of $r$.

**Definition 3.4.** Let $x \in X$. Then for $l \in \mathbb{N}_0 := \mathbb{N} \cup \{0\}$, we set:

$$
\beta_l(x) := \alpha_0(x)\alpha_1(x)\cdots \alpha_l(x)
$$

(by convention $\beta_{-1} = 1$) and

$$
\gamma_l(x) := \beta_{l-1}(x) \log \frac{1}{\alpha_l(x)}, \text{ where } l \geq 0,
$$

so that $\gamma_0(x) = \log(1/x)$.
Let $r \in (0,1) \cap \mathbb{Q}$ be a rational number of depth $L$. Then we set:

$$
\beta_l(r) := \alpha_0(r)\alpha_1(r)\cdots \alpha_l(r), \text{ for } 0 \leq l \leq L
$$

and

$$
\gamma_l(r) := \beta_{l-1}(r) \log \frac{1}{\alpha_l(r)}, \text{ for } 0 \leq l \leq L.
$$
For $x \in X$ we define Wilton’s function $W(x)$ by

$$W(x) := \sum_{l \geq 0} (-1)^l \gamma_l(x), \text{ for all } x \in X,$$

for which the series is convergent.

**Definition 3.5.** (definitions from Sec. 4.1 of [4])

For $\lambda \geq 0$ let

$$A(\lambda) := \int_0^{\infty} \{t\} \{\lambda t\} \frac{dt}{t^2}.$$

For $x > 0$ let

$$Q(x) := \frac{x + 1}{2} A(1) - A(x) - \frac{x}{2} \log x.$$

For $x \in X$ let

$$G(x) := \sum_{j \geq 0} (-1)^j \beta_{j-1} Q(\alpha_j(x)).$$

For a rational number $r$ of depth $L$ let

$$G(r) := \sum_{j \leq L} (-1)^j \beta_{j-1}(r) Q(\alpha_j(r)).$$

**Lemma 3.6.** We have

$$\sup_{\lambda \geq 1} |A(\lambda + h) - A(\lambda)| \leq \frac{1}{2} h \log \left(\frac{1}{h}\right) + O(h), \quad (0 < h < 1).$$

**Proof.** This is Proposition 28 of [4]. \qed

**Definition 3.7.** Let

$$\delta(x) := \begin{cases} 0, & \text{if } x \in X \\ (-1)^{k+1} A(1) \frac{1}{2q}, & \text{if } x = p/q \in [0,1], (p,q) = 1, x \text{ of depth } L. \end{cases}$$

**Lemma 3.8.** The series $g(x)$ and $W(x)$ converge for the same values $x \in [0,1]$ and we have

$$g(x) = W(x) - 2G(x) - 2\delta(x)$$

in each point of convergence.

**Proof.** This is Proposition 28 of [4]. \qed

**Definition 3.9.** For $s \in \mathbb{N}$, $x \in X$ or $x$ a rational number with depth $\geq s$, we define

$$\mathcal{L}(x,s) := \sum_{\nu=0}^s (-1)^\nu(T^\nu l)(x),$$

where $l(x) := \log(1/x)$ and the operator $T : L^p \to L^p$ is defined by

$$T f(x) := x f(\alpha(x)).$$

We write

$$g(x) =: g_{sm}(x,s) + g_{sing}(x,s),$$

where

$$g_{sm}(x,s) = \mathcal{L}(x,s).$$

We call $g_{sm}$ the “smooth part” and $g_{sing}$ the “singular part” of $g$. 5
Lemma 3.10. Let $x \in X$ be a Wilton number or a rational number. Then we have:

$$W(x) = l(x) - xW(\alpha(x)).$$

Proof. This follows directly from the definition of Wilton’s function $W(x)$. □

Lemma 3.11. For $s \in \mathbb{N}$, $x \in X$ or $x$ a rational number with depth $\geq s + 1$ we have

$$L(x, s) = W(x) - (-1)^{s+1}T^{s+1}W(x).$$

Proof. This follows from Lemma 3.10 by the same computation as in the proof of Lemma 2.10 in [18], which is valid also for $x$ a rational number with depth $\geq s + 1$. □

Lemma 3.12. For $s \in \mathbb{N}_0$, $x \in X$ or $x$ a rational number of depth $\geq s + 1$ we have

$$\alpha_s(x)\alpha_{s+1}(x) \leq \frac{1}{2}.$$

Proof. This is Lemma 2.11 of [18], whose proof is also valid for rational $x$ of depth $\geq s + 1$. □

Definition 3.13. Let $\mathcal{E}$ be a measurable subset of $(0, 1)$. The measure $m$ is defined by

$$m(\mathcal{E}) := \frac{1}{\log 2} \int_\mathcal{E} \frac{dx}{1 + x}.$$ 

Lemma 3.14. The measure $m$ is invariant with respect to the map $\alpha$, i.e.

$$m(\alpha(\mathcal{E})) = m(\mathcal{E})$$

for all measurable subsets $\mathcal{E} \subseteq (0, 1)$.

Proof. This result is well-known. □

Lemma 3.15. Let $s \in \mathbb{N}$, $p > 1$. For $f \in L^p$, we have

$$\int_0^1 |T^s f(x)|^p dm(x) \leq g^{(s-1)p} \int_0^1 |f(x)|^p dm(x),$$

where

$$g := \frac{\sqrt{5} - 1}{2} < 1.$$

Proof. For the proof of this result, due to Marmi, Moussa and Yoccoz [19], see [18] Lemma 2.8, (ii). □

Definition 3.16. Let $s \in \mathbb{N}$, $b_0 = 0$ and $b_1, \ldots, b_s \in \mathbb{N}$. The cell of depth $s$, $C(b_1, \ldots, b_s)$ is the interval with the endpoints $[0; b_1, \ldots, b_s]$ and $[0; b_1, \ldots, b_{s-1}, b_s + 1]$.

Lemma 3.17. In the interior of the cell $C(b_1, \ldots, b_s)$ of depth $s$, the functions $a_j, p_j, q_j$ are constants for $j \leq s$,

$$a_j(x) = b_j, \quad \frac{p_j(x)}{q_j(x)} = [0; b_1, \ldots, b_j], \quad (x \in C(b_1, \ldots, b_j)).$$

The endpoints of $C(b_1, \ldots, b_s)$ are

$$\frac{p_s}{q_s} \quad \text{and} \quad \frac{p_s + p_{s-1}}{q_s + q_{s-1}}.$$ (3.1)
For \( x \in X \) and \( s \in \mathbb{N} \) there is a unique cell of depth \( s \) that contains \( x \). Within a cell of depth \( s \) we have the derivatives
\[
\alpha'_s = (-1)^s(q_s + \alpha_s q_{s-1})^2,
\]
\[
\gamma'_s = (-1)^s q_s \log \left( \frac{1}{\alpha_s} \right) + (-1)^s \beta_s.
\]
We also have
\[
\beta_s(x) = \frac{1}{q_{s+1}(x) + \alpha_{s+1}(x)q_s(x)} \quad (x \in X).
\]

Proof. See [4], sections 2.2, 2.3 and 2.4.

Lemma 3.18. Let \( C = C(b_1, \ldots, b_s) \) a cell of depth \( s \), \( x_1, x_2 \in C \), \( d = |x_2 - x_1| \). Then we have:
\[
|g(x_1) - g(x_2)| \ll d^{2s} q_{s+1} \log s + 2^{-s/2} \log k.
\]

Proof. Let without loss of generality \( x_1 < x_2 \). From Definition 3.9 and the formula for \( \gamma'_s \) in Lemma 3.17 it follows by integration over the interval \([x_1, x_2]\) that
\[
|g_{sm}(x_1) - g_{sm}(x_2)| \ll d^{2s} q_{s+1} \log s.
\]
From Lemma 3.12 we obtain
\[
|g_{simp}(x_i)| \leq 2^{-s/2} \log k \quad (i = 1, 2).
\]
The result follows from (3.2) and (3.3).

Lemma 3.19. Let \( C(b_1, \ldots, b_s) \) be as in Definition 3.16. Then we have
\[
\log \text{meas}(C(b_1, \ldots, b_s)) \leq -2 \sum_{j=1}^{s} \log b_j.
\]

Proof. The cell \( C(b_1, \ldots, b_s) \) has the length
\[
\frac{1}{q_s(q_s + q_{s-1})}.
\]
From \( q_j = b_{j+1}q_j + q_{j-1} \) it follows by induction that
\[
q_j \geq \prod_{i \leq j} b_i.
\]
From (3.4) and (3.5) it follows that
\[
\text{meas}(C(b_1, \ldots, b_s)) \leq \prod_{j \leq s} b_j^{-2},
\]
which concludes the proof of Lemma 3.19.

Lemma 3.20. We have
\[
\log q_s \leq 2 \sum_{1 \leq j \leq s} \log b_j + s \log 2.
\]

Proof. This follows from
\[
q_{j+1} = b_{j+1}q_j + q_{j-1} \leq 2b_{j+1}q_j.
\]
Lemma 3.21. Let $\epsilon > 0$, $C_1 \geq \frac{\sqrt{5}+1}{2}$, $C_2 = \frac{1}{2}C_1 - \log C_1 - 1 + \log 2$. Then we have for $s \geq s(\epsilon)$ sufficiently large:

$$\text{meas}\{ x \in (0,1) : q_s(x) \geq \exp(C_1s) \} \leq \exp\left(-\left(C_2 - \epsilon\right)s\right).$$

Proof. The smallest sequence $(q_s)$ is obtained for $b_j = 1$ for all $j \leq s$, which gives $q_s = F_s$, $F_s$ being the $s$-th Fibonacci number. This shows that the assumption $C_1 \geq \frac{\sqrt{5}+1}{2}$ does not imply any loss of generality.

By partition into cells of depth $s$ we obtain from Lemmas 3.19 and 3.20 the following:

$$\text{meas}\{ x \in (0,1) : q_s(x) \geq \exp(C_1s) \} \leq \sum_{\vec{b} = (b_1, \ldots, b_s) \in \mathbb{N}^s : \sum_{1 \leq j \leq s} \log b_j \geq \frac{1}{2}C_1s} \prod_{1 \leq j \leq s} \left( \int_{b_j}^{b_j + 1} \left[u_j\right]^{-2} du_j\right)$$

$$= 2^s \int_{[1,\infty)^s : \sum_{1 \leq j \leq s} \log u_j \geq \frac{1}{2}C_1s} \exp(-v_1 - \cdots - v_s) dv_1 \cdots dv_s.$$

The integral in (3.6) is

$$\text{Prob}\left( X_1 + \cdots + X_s \geq \frac{1}{2}C_1s \right),$$

where $X_1, \ldots, X_s$ are i.i.d. exponentially distributed random variables with rate 1.

The distribution of the sum $X_1 + \cdots + X_s$ is the Gamma distribution with density

$$f(x, s, 1) = \frac{x^{s-1}e^{-x}}{(s-1)!}.$$

Lemma 3.21 now follows from (3.6), (3.7) and Stirling’s formula. \qed

4. Vaughan’s identity

We now express the Möbius function by Vaughan’s identity.

Lemma 4.1. Let $w > 1$. For $n \in \mathbb{N}$ we have:

$$\mu(n) = c_1(n) + c_2(n) + c_3(n),$$

where

$$c_1(n) := \sum_{\alpha, \beta, \gamma = n} \mu(\gamma)c_4(\alpha)c_4(\beta).$$
for
\[
c_4(\alpha) := - \sum_{(d_1, d_2) : d_1 d_2 = \alpha \atop d_1 \leq w} \mu(d_1).
\]

\[
c_2(n) := \begin{cases} 2\mu(n), & \text{if } n \leq w \\ 0, & \text{if } n > w \end{cases}
\]
and
\[
c_3(n) := - \sum_{\alpha \beta \gamma = n \atop \alpha \leq w, \beta \leq w} \mu(\alpha)\mu(\beta).
\]

**Proof.** We introduce the generating Dirichlet series
\[
\sum_{n=1}^{+\infty} c_1(n)n^{-s} = \frac{1}{\zeta(s)} E(s)^2
\]
\[
\sum_{n=1}^{+\infty} c_2(n)n^{-s} = 2M_w(s)
\]
\[
\sum_{n=1}^{+\infty} c_3(n)n^{-s} = -M_w(s)^2 \zeta(s)
\]
where
\[
M_w(s) := \sum_{n \leq w} \mu(n)n^{-s},
\]
and
\[
E(s) := \zeta(s)M_w(s) - 1.
\]
The proof follows by comparison of the coefficients of these Dirichlet series.

We now obtain
\[
\sum_{k^D \leq n < 2k^D} \mu(n)g\left(\frac{n}{k}\right) = \sum_1 + \sum_2 + \sum_3,
\]
where
\[
\sum_1 := \sum_{k^D \leq n < 2k^D} c_i(n)g\left(\frac{n}{k}\right).
\]
From the definitions for \( c_1 \) and \( c_4 \) in Lemma 4.1 we obtain:
\[
\sum_1 = \sum_{s \geq w, t \geq w} \mu(\gamma) \sum(s, t),
\]
where
\[
\sum(s, t) := \sum_{d_1d_2 = s \atop d_1 \leq w} \mu(d_1) \sum_{e_1e_2 = t \atop e_1 \leq w} \mu(e_1)g\left(\frac{d_1d_2e_1e_2}{k}\right).
\]
We now choose
\[
w = k^{2\delta_0}, \text{ for } \delta_0 > 0 \text{ fixed,}
\]
to be determined later. We also fix \( \nu_0 > 0 \) to be determined later as well.
We partition the sum \( \sum_1 \) as follows:
\[
\sum_1 = \sum_{1,1} + \sum_{1,2}
\]
Lemma 5.2. We have
\[ d_{1}d_{2}e_{2} \geq k^{4v_{0}} \]
implies that \( d_{2}e_{2} \geq k^{4v_{0}} \) and therefore at least one of the following two cases must hold:
1) \( d_{2} \geq k^{2v_{0}} \)
2) \( e_{2} \geq k^{2v_{0}} \).
By symmetry we may restrict ourselves to the case \( e_{2} \geq k^{2v_{0}} \).

For \( v \geq v_{0} \) we define the partial sum \( \sum_{1,1}^{(v)} \) of \( \sum_{1} \) by
\[
\sum_{1,1}^{(v)} := \sum_{s \geq w, t \geq w} \mu(\gamma) \sum_{d_{1}\leq w} \mu(d_{1}) \sum_{d_{2}\leq w} \mu(d_{2}) \sum_{e_{1}, e_{2}} g \left( \frac{d_{1}d_{2}e_{1}e_{2}\gamma}{k} \right)
\]
We then partition the sum \( \sum_{1,1} \) into \( O(\log k) \) partial sums of the form \( \sum_{1,1}^{(v)} \).
\[
\sum_{1,1} := \sum_{1,1}^{(v_{0})} + \sum_{1,1}^{(v_{1})} + \cdots + \sum_{1,1}^{(v_{v})},
\]
where \( v_{0} < v_{1} < \cdots < v_{v} \). In the sequel we assume \( v \geq v_{0} \) fixed and estimate the sum \( \sum_{1,1}^{(v)} \).

We fix \( \delta_{1} = \delta_{1}(v) > 0, \delta_{2} = \delta_{2}(v) > 0 \) to be determined later. We construct an appropriate Diophantine approximation of \( l/k \). By the Theorem of Dirichlet there are positive integers \( a, q = q(l), (a, q) = 1, q \leq k^{\delta_{2}} \), such that
\[
\left| \frac{l}{k} - \frac{a}{q} \right| \leq (qk^{\delta_{2}})^{-1}.
\]

Definition 5.1. For \( \vec{d} = (d_{1}, d_{2}, e_{1}, \gamma) \) let \( l(\vec{d}) \) be the uniquely defined integer \( l \) with \( 0 < l \leq k, l \equiv \Pi(\vec{d}) \mod k \), where \( \Pi(\vec{d}) = d_{1}d_{2}e_{1}\gamma \). We define the exceptional set \( \mathcal{E}(v, \delta_{1}, \delta_{2}, k) := \{ \vec{d} = (d_{1}, d_{2}, e_{1}, \gamma) : \exists e_{2} \in [k^{2v}, 2k^{2v}], k^{D} \leq \Pi(\vec{d})e_{2} < 2k^{D} \} \).

Lemma 5.2. We have
\[
|\mathcal{E}(v, \delta_{1}, \delta_{2}, k)| = O_{\epsilon}(k^{D-2v+\delta_{1}-\delta_{2}+\epsilon})
\]
for all \( \epsilon > 0 \).
Proof. Let \( \vec{d} \in \mathcal{E}(v, \delta_1, \delta_2, k) \), \( l = l(\vec{d}) \) and \( q(l) < k^{\delta_1} \). Then there is an interval

\[
N(a, q) = \left( \frac{a}{q} - (qk^{\delta_1})^{-1}, \frac{a}{q} + (qk^{\delta_1})^{-1} \right)
\]

of length \( 2(qk^{\delta_1})^{-1} \) with \( l/k \in N(a, q) \). \( N(a, q) \) contains \( \ll k^{1-\delta_1}q^{-1} \) numbers \( l/k \). The set

\[
\mathcal{F} := \{ l(\vec{d})k^{-1} : \vec{d} \in \mathcal{E}(v, \delta_1, \delta_2, k) \}
\]

is contained in the union

\[
\bigcup_{(a, q) : q \leq k^{\delta_1}} N(a, q) .
\]

There are \( O(k^{2\delta_1}) \) pairs \( (a, q) \). Thus

\[
|\mathcal{F}| = O(k^{1+\delta_1-\delta_2}) .
\]

The interval \( \left[ \frac{1}{k} k^{D-2v}, 2k^{D-2v} \right) \) can be partitioned into \( O(k^{D-1-2v}) \) abetting subintervals of length \( \leq k \).

The result now follows from well known estimates for the divisor function \( d_4 \). \( \square \)

Lemma 5.3. For all \( \epsilon > 0 \) we have

\[
\sum_{\vec{d} \in \mathcal{E}(v, \delta_1, \delta_2, k)} \left| \sum_{\substack{c_2 : k^{2v} \leq c_2 < 2k^{2v} \\ \\ kD \leq \Pi(\vec{d})c_2 < 2kd}} g \left( \frac{\Pi(\vec{d})c_2}{k} \right) \right| = O_s \left( k^{2D+\delta_1-\delta_2+\epsilon} \right) .
\]

Proof. This follows from Lemma 5.2 and from the bound \( g(h/k) = O(\log k) \). \( \square \)

We fix \( s_1 = s_1(v) > 0, C_4 > 0 \) to be determined later and set

\[
C_5 := \frac{1}{2} C_4 - \log C_4 - 1 + \log 2 .
\]

By Lemma 5.2 all but \( O(k \exp(-(C_5 - \epsilon)s_1)) \) values of \( l/k \) belong to cells \( C \) of depth \( s_1 \) with denominator

\[
q_{s_1}(l) := q_{s_1}(C) \leq \exp(C_4s_1) .
\]

Definition 5.4. We call the cell \( C \) of depth \( s_1 \) exceptional, if \( q_{s_1}(C) > \exp(C_4s_1) \), otherwise non-exceptional.

Definition 5.5. For \( k^{\delta_1} \leq q < k^{\delta_2} \) let

\[
\mathcal{A}(q) := \left\{ \vec{d} : \exists r \in \mathbb{Z}, \left| \frac{l(\vec{d})}{k} - \frac{r}{q} \right| < \frac{1}{q^2} \right\} .
\]

We now use the Diophantine approximation property for \( \vec{d} \in \mathcal{A}(q) \) to estimate the sum

\[
\sum_{\substack{c_2 : k^{2v} \leq c_2 < 2k^{2v} \\
D \leq \Pi(\vec{d})c_2 < 2kd}} g \left( \frac{\Pi(\vec{d})c_2}{k} \right) .
\]

Definition 5.6. Let

\[
\mathcal{J} := \left[ \max(k^{2v}, k^D \Pi(\vec{d})^{-1}), \min(2k^{2v}, 2k^D \Pi(\vec{d})^{-1}) \right] .
\]
We partition $\mathcal{J}$ into $j_0 - 1 = O(k^{2\epsilon}q^{-1})$ abetting subintervals $I_j = [e_{2,j}, e_{2,j} + q)$ of length $q$ and an additional interval $I_{j_0} = [e_{2,j_0}, e_{2,j_0} + \tilde{q})$ of length $\tilde{q} < q$:

$$\mathcal{J} = \bigcup_{j=0}^{j_0} I_j, \quad e_{2,j+1} = e_{2,j} + q \quad \text{for } 0 \leq j \leq j_0 - 2.$$  

For each $j$ with $0 \leq j \leq j_0 - 1$ we construct a function $\Phi_j$ as follows:

The elements of the sequence $(r(e_{2,j} + g))^q_{g=0}$ form a complete residue system mod $q$.

Thus there is a $g_0 \in \mathbb{N}_0$, such that

$$\left\| \frac{\Pi(\tilde{d})}{k} e_{2,j} - \frac{r(e_{2,j} + g_0)}{q} \right\| \leq \frac{1}{2q}.$$  

From the inequality (4.4) we then obtain:

$$\left\| \frac{\Pi(\tilde{d})(e_{2,j} + g)}{k} - \frac{r(e_{2,j} + g_0 + g)}{q} \right\| \leq \frac{2}{q}.$$  

We then define

$$\Phi_j(\tilde{d}, e_{2,j} + g) = \left\{ \frac{r(e_{2,j} + g_0 + g)}{q} \right\}.$$  

**Lemma 5.7.** Let $\tilde{d} \in \mathcal{A}(q)$, $I_j (j \leq j_0 - 1)$ as described above. Then the sequence $(q\Phi_j(\tilde{d}, e_{2,j} + g))$ forms a complete residue system mod $q$.

**Proof.** This is contained in the observations above. \qed

**Definition 5.8.** Let $\tilde{d} \in \mathcal{A}(q)$, $e_2 \in I_j$. We call the pair $(\tilde{d}, e_2)$ **separated**, if exactly one of the two numbers

$$\frac{\Pi(\tilde{d})e_2}{k}, \quad \Phi_j(\tilde{d}, e_2)$$

lies in a non-exceptional cell of depth $s_1$ or if they lie in two distinct non-exceptional cells of depth $s_1$. We call the pair $(\tilde{d}, e_2)$ **exceptional**, if $\{\Pi(\tilde{d})e_2k^{-1}\}$ lies in an exceptional cell of depth $s_1$. Let $N_1(q)$ denote the number of separated pairs $(\tilde{d}, e_2)$ with $\tilde{d} \in \mathcal{A}(q)$ and $N_2$ be the number of exceptional pairs $(\tilde{d}, e_2)$.

**Lemma 5.9.** For all $\epsilon > 0$ we have

(i) $N_1(q) \ll \epsilon k^{D-1+\epsilon}q^{-1}\exp(2C_4s_1)$

(ii) $N_2 \ll \epsilon k^{D+\epsilon}\exp(-(C_5 - \epsilon)s_1)$.

**Proof.** We first consider the number $N(q, j, \tilde{d})$ for a fixed $\tilde{d}$ and $e_2 \in I_j$.

By (2.1) the length of a non-exceptional cell of depth $s_1$ is $\leq \exp(-2C_4s_1)$. Thus the number of cells of depth $s_1$ is $\ll \exp(2C_4s_1)$.

Let $(\tilde{d}, e_2)$, $e_2 \in I_j$ be separated. Then

$$\frac{\Pi(\tilde{d})e_2}{q} \quad \text{or} \quad \frac{\Pi(\tilde{d})(e_2 - 1)}{q}$$

is the smallest or the largest number of the form $r/q$ of a cell of depth $s_1$.

Thus for fixed $\tilde{d}$ and $j$ there are

$$\ll \exp(2C_4s_1)$$

(5.7)
separated tuplets \((\vec{d}, e_2)\) with \(e_2 \in I_j\). The number of intervals \(I_j \subset [k^{2v}, 2k^{2v})\) is (5.8) \[\ll k^{2v} q^{-1}\]

The number of \(\vec{d}\) with \(\Pi(\vec{d}) \equiv l \mod k\) is (5.9) \[\ll k^{D-1-2v+\epsilon}\].

The result (i) follows from (5.7), (5.8), (5.9), and the result (ii) from Lemma 5.21 and the formula (5.9). □

**Definition 5.10.** Let

\[\mathcal{T} = \{ (\vec{d}, e_2) : \vec{d} \in \mathcal{E}(v, \delta_1, \delta_2, k) \text{ or } (\vec{d}, e_2) \text{ separated or } (\vec{d}, e_2) \text{ exceptional} \}\]

**Lemma 5.11.** For all \(\epsilon > 0\) we have

\[\sum_{(\vec{d}, e_2) \in \mathcal{T}} g\left( \frac{\Pi(\vec{d}) e_2}{k} \right) \ll \epsilon k^{D-1+\epsilon} \exp(2C_4 s_1) + k^{D+\delta_1-\delta_2+\epsilon} + k^{D+\epsilon} \exp(-(C_5-\epsilon)s_1)\].

**Proof.** This follows from Lemma 5.3, the bound \(q(l/k) = O(\log k)\), from Lemma 5.9 (i) by summing over \(q\) and from Lemma 5.9 (ii). □

For non-separated, non-exceptional pairs \((\vec{d}, e_2)\) we now replace the terms \(g(\Pi(\vec{d}) e_2 k^{-1})\) by \(g(\Phi_j(\vec{d}, e_2))\).

**Lemma 5.12.** Let \(\vec{d} \in \mathcal{A}(q)\), \((\vec{d}, e_2) \notin \mathcal{T}\). Then we have

\[|g\left( \frac{\Pi(\vec{d}) e_2}{k} \right) - g(\Phi_j(\vec{d}, e_2))| \ll q^{-2} \exp(C_4 s_1) + q2^{-s_1/2} \log k\].

**Proof.** This follows from (5.8) and Lemma 5.18. □

We now determine the total contribution of the tuplets \(\vec{d}\) with appropriate Diophantine approximation to the sum \(\sum_{1,1}^{(v)}\).

**Lemma 5.13.** For all \(\epsilon > 0\) we have:

\[\sum_{k^{\delta_1} \leq q < k^{2v}} \sum_{\vec{d} \in \mathcal{A}(q)} \left| \sum_{e_2 : k^{2v} \leq e_2 < 2k^{2v}} g\left( \frac{\Pi(\vec{d}) e_2}{k} \right) \right| \ll \epsilon k^{D-2\delta_1+\epsilon} \exp(C_4 s_1) + k^{D-2v+\delta_2+\epsilon} + k^{D+\epsilon} 2^{-s_1/2} + k^{D-1+\epsilon} \exp(2C_4 s_1) + k^{D+\delta_1-\delta_2+\epsilon} + k^{D+\epsilon} \exp(-(C_5-\epsilon)s_1)\].
Proof. For $\vec{d} \in A(q)$ we use the partition $J = \bigcup_{j=0}^{J_{0}} I_{j}$ from Definition 6.10 and the function $\Phi_{j}$. We have

\begin{equation}
\sum_{e_{2} \in I_{j}} g \left( \frac{\Pi(\vec{d}) e_{2}}{k} \right) = \sum_{e_{2} \in I_{j}, e_{2} \notin T} \left( g \left( \Phi_{j}(\vec{d}, e_{2}) + \left| g \left( \frac{\Pi(\vec{d}) e_{2}}{k} \right) - g(\Phi_{j}(\vec{d}, e_{2})) \right| \right) \right) + \sum_{e_{2} \in I_{j}, e_{2} \in T} g(\Phi_{j}(\vec{d}, e_{2})) + O \left( \sum_{e_{2} \in I_{j}, e_{2} \notin T} \left| g \left( \frac{\Pi(\vec{d}) e_{2}}{k} \right) \right| \right).
\end{equation}

By Lemma 5.12 we have

\begin{equation}
\sum_{e_{2} \in I_{j}, e_{2} \notin T} g(\Phi_{j}(\vec{d}, e_{2})) = 0.
\end{equation}

Since the numbers $q \Phi_{j}(\vec{d}, e_{2})$ form a complete residue system mod $q$ and because of the antisymmetry of $g$ we have

\begin{equation}
\sum_{e_{2} \in I_{j}} g(\Phi_{j}(\vec{d}, e_{2})) = 0.
\end{equation}

From (5.11) and (5.12) we obtain for $0 \leq j \leq j_{0} - 1$:

\begin{equation}
\sum_{e_{2} \in I_{j}} g \left( \frac{\Pi(\vec{d}) e_{2}}{k} \right) \ll q^{-1} \exp(C_{4}s_{1}) \log k.
\end{equation}

For $j = j_{0}$ we obtain:

\begin{equation}
\sum_{e_{2} \in I_{j}} g \left( \frac{\Pi(\vec{d}) e_{2}}{k} \right) \ll q \log k.
\end{equation}

Summing over all $O(k^{2v_{0}q^{-1}})$ intervals $I_{0}, \ldots, I_{j_{0}-1}$ we obtain from (5.13) and (5.14):

\begin{equation}
\sum_{e_{2} \in J_{0} \cup \ldots \cup J_{j_{0}-1}} g \left( \frac{\Pi(\vec{d}) e_{2}}{k} \right) \ll k^{2v_{0}q^{-1}} \exp(C_{4}s_{1}) + q \log k
\end{equation}

Summing over all $O(k^{D-2v_{0}q^{-1}})$ tuplets $\vec{d}$ we obtain the result by application of Lemma 5.10.

For a given $v$ we now choose the parameters $\delta_{1}, \delta_{2}, s_{1}$ and the constants $C_{4}, C_{5}$ optimally. Writing $s_{1} = v_{1} \log k$ all the terms appearing in Lemmas 5.3 and 5.13 become powers of $k$, whose exponents are functions of these parameters, linear in each variable and thus monotonic.

By equating expressions with opposite monotonicity we obtain:
Lemma 5.14. Let $C_4$ be determined by

\[ C_4 \geq \frac{\sqrt{5} + 1}{2} \quad \text{and} \quad \frac{1}{4} C_4 - \log C_4 - 1 + \log 2 = \frac{1}{2} \log 2. \]

Let

\[ E(v) = v \left( 1 - \left( 1 + 2 \log 2 \left( C_4 + \frac{\log 2}{2} \right)^{-1} \right)^{-1} \right). \]

Then for all $\epsilon > 0$ we have:

\[ \sum_{s,t}^{(v)} \ll k^{-D - E(v) + \epsilon}. \]

6. The sum $\sum_{1,2}$

By (4.4) we have

\[
\sum_{1,2} = \sum_{s \geq w, t \geq w} \mu(\gamma) \sum_{s,t} \left( \log u, \log \gamma \right) \in Q \失望, \quad \text{with} \quad F(u) := \sum_{s,t} \mu(d_1) \sum_{e_1 e_2 = t} \mu(e_1). \]

We observe that

\[ |F(u)| \leq d_4(u) \ll u^{\epsilon}, \quad \text{for all } \epsilon > 0, \]

where $d_4$ denotes the divisor function of order 4.

Let $u^* > 0$ be a constant to be determined later.

Let

\[
\mathcal{R} = \{(U, V) : U \geq 0, V \geq 0, D \log k \leq U + V < D \log k + \log 2, U \leq u^* \log k\}
\]

We recursively define the sequence $(\mathcal{R}_l)$ of regions that exhaust $\mathcal{R}$. Let $\mathcal{R}_0$ be the union of squares with sides parallel to the coordinates axes, the coordinates of whose vertices are integer multiples of $2^{-v} = 1$ and side lengths $2^{-v} = 1$, that are completely contained in $\mathcal{R}$.

The recursion $l \rightarrow l + 1$: Assume that $\mathcal{R}_l$ has been defined. We let $S_l$ be the union of squares of sides parallel to the coordinate axes of side lengths $2^{-(l+1)}$, whose interiors are contained in the set $\mathcal{R} \setminus \mathcal{R}_l$. We set

\[ \mathcal{R}_{l+1} := \mathcal{R}_l \cup S_l. \]

For a square $Q$ of $\mathcal{R}_l$ we define

\[
\operatorname{Exp}(Q) := \{(u, \gamma) : (\log u, \log \gamma) \in Q\}.
\]

We define $\Delta_u := \Delta_u(Q), \Delta_\gamma := \Delta_\gamma(Q)$ by

\[
\operatorname{Exp}(Q) = [u_0, u_0(1 + \Delta_u)] \times [\gamma_0, \gamma_0(1 + \Delta_\gamma)] .
\]
We now define

\[ l_0 := \max\{ l \in \mathbb{N} : \gamma_0 \Delta \gamma \geq k \text{ for all squares } Q \text{ of } \mathcal{R}_l \} . \]

We consider the partial sum

\[ \sum(Q) := \sum_{u_0 \leq u < u_0(1 + \Delta_u)} \mu(\gamma) F(u) g \left( \frac{u \gamma}{k} \right) . \]

We have

\[ \left| \sum_{1,2}(Q) \right| \leq \left( \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} \mu(\gamma)^2 \right)^{1/2} \times \left( \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} \left( \sum_{u_0 \leq u < u_0(1 + \Delta_u)} F(u) g \left( \frac{u \gamma}{k} \right) \right)^2 \right)^{1/2}, \]

and

\[ \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} \left( \sum_{u_0 \leq u < u_0(1 + \Delta_u)} F(u) g \left( \frac{u \gamma}{k} \right) \right)^2 = \sum_{u_0 \leq u_1, u_2 \leq u_0(1 + \Delta_u)} F(u_1) F(u_2) \sum_g(Q, u_1, u_2) , \]

where

\[ \sum_g(Q, u_1, u_2) := \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} g \left( \frac{u_1 \gamma}{k} \right) g \left( \frac{u_2 \gamma}{k} \right) . \]

We now fix \( s_2 \in \mathbb{N}, C_6 \in \mathbb{R}, \) to be determined later. We set

\[ \mathcal{C}_{1, s_2} := \{ x \in (0, 1) : q_{s_2}(x) \leq \exp(C_6 s_2) \} \]

(6.8)

and define

\[ \mathcal{C}_{2, s_2} := (0, 1) \setminus \mathcal{C}_{1, s_2} \]

and define

\[ \sum_g^{(1)}(Q, u_1, u_2) := \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} g \left( \frac{u_1 \gamma}{k} \right) g \left( \frac{u_2 \gamma}{k} \right) \]

(6.9)

\[ \sum_g^{(2)}(Q, u_1, u_2) := \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} \left\{ \frac{u_i \gamma}{k} \right\} \in \mathcal{C}_{2, s_2}, i = 1 \text{ or } 2 \]

(6.10)

For \( \left\{ \frac{u_1 \gamma}{k} \right\} \in \mathcal{C}_{2, s_2} \) we use the trivial estimate

\[ g \left( \frac{u_1 \gamma}{k} \right) < \log k . \]

The congruence

\[ u_1 \gamma \equiv l \mod k \]

has \( O(\gamma_0 \Delta_\gamma k^{-1}) \) solutions, \( \gamma \in [\gamma_0, \gamma_0(1 + \Delta_\gamma)) \).

Therefore we obtain:

\[ \sum_g^{(2)}(Q) \ll \gamma_0 \Delta_\gamma \exp(-C_7 - \epsilon)s_2)(\log k)^2 , \]

(6.11)
where $C_7 = \frac{1}{2} C_6 - \log C_6 - 1 + \log 2$.

We now apply Definition 3.9 to break up $\sum_g^{(1)}(Q)$. We have

$$\sum_g^{(1)}(Q) = \sum_{g,1} + \sum_{g,2}(Q),$$

where

$$\sum_{g,1}(Q) := \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} g_{sm}(\frac{u_1 \gamma}{k}, s_2) g_{sm}(\frac{u_2 \gamma}{k}, s_2)$$

and

$$\sum_{g,2}(Q) := \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} g_{sm}(\frac{u_1 \gamma}{k}, s_2) g_{sing}(\frac{u_2 \gamma}{k}, s_2)$$

with

$$\sum_{g,1}^{(1)}(Q) := \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} g_{sm}(\frac{u_1 \gamma}{k}, s_2) g_{sm}(\frac{u_2 \gamma}{k}, s_2)$$

$$\sum_{g,1}^{(2)}(Q) := \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} g_{sing}(\frac{u_1 \gamma}{k}, s_2) g_{sm}(\frac{u_2 \gamma}{k}, s_2)$$

$$\sum_{g,1}^{(3)}(Q) := \sum_{\gamma_0 \leq \gamma < \gamma_0(1 + \Delta_\gamma)} g_{sing}(\frac{u_1 \gamma}{k}, s_2) g_{sing}(\frac{u_2 \gamma}{k}, s_2)$$

By Lemma 3.12 we have:

$$g_{sing}(\frac{u_1 \gamma}{k}, s_2) = O(2^{-s_2/2} \log k).$$

We obtain

$$\sum_{g,2}^{(i)}(Q) = O(\gamma_0 \Delta_\gamma 2^{-s_2/2} \log k) \quad (i = 1, 2, 3)$$

For the estimate of $\sum_{g,2}^{(1)}(Q)$ we replace the terms

$$g_{sm}(\frac{u_1 \gamma}{k}) g_{sm}(\frac{u_2 \gamma}{k})$$

by their mean-values

$$(6.13) \quad M^{(1)}(u_1, u_2, \gamma) := k \int_{\frac{x}{2} - \frac{1}{2^k}}^{\frac{x}{2} + \frac{1}{2^k}} g_{sm}(u_1 x) g_{sm}(u_2 x) dx.$$}

From the definition of $C_{1,s}$ we see that $\{\frac{u_1 \gamma}{k}\}$ resp. $\{\frac{u_2 \gamma}{k}\}$ are placed in cells $C_1$ resp. $C_2$ of depth $s_2$ with

$$q_2(C_i) \leq \exp(C_6s_2).$$

By Lemma 3.18 we have

$$k \int_{\frac{x}{2} - \frac{1}{2^k}}^{\frac{x}{2} + \frac{1}{2^k}} \left| g_{sm}(\frac{u_1 \gamma}{k}) g_{sm}(\frac{u_2 \gamma}{k}, s_2) - g_{sm}(u_1 x, s_2) g_{sm}(u_2 x, s_2) \right| dx$$

$$\ll \epsilon_0 \exp(C_6s_1) k^{-1}.$$}

We now compare the mean-values $M^{(1)}(u_1, u_2, \gamma)$ and

$$M^{(2)}(u_1, u_2, \gamma) := k \int_{\frac{x}{2} - \frac{1}{2^k}}^{\frac{x}{2} + \frac{1}{2^k}} g(u_1 x) g(u_2 x) dx.$$
We have
\begin{equation}
(6.15) \sum_{\gamma \in \gamma_{0}(1+\Delta_{\gamma})} \int_{\gamma_{0}}^{\gamma_{0}+\Delta_{\gamma}} \left( g_{sm}(u_{1}, s_{2})g_{sm}(u_{2}, s_{2}) - g(u_{1})g(u_{2}) \right) dx
\end{equation}
\begin{align*}
&\ll \sum_{\gamma \in \gamma_{0}(1+\Delta_{\gamma})} \int_{\gamma_{0}}^{\gamma_{0}+\Delta_{\gamma}} |g_{sing}(u_{1})| |g_{sm}(u_{2})| \\
&\quad + |g_{sm}(u_{1})| |g_{sing}(u_{2})| + |g_{sing}(u_{1})| |g_{sing}(u_{2})| dx \\
&\leq \left( \int_{\gamma_{0}}^{\gamma_{0}+\Delta_{\gamma}} |g_{sing}(u_{1}, s_{2})|^{2} dx \right)^{1/2} \left( \int_{\gamma_{0}}^{\gamma_{0}+\Delta_{\gamma}} |g_{sm}(u_{2})|^{2} dx \right)^{1/2} \\
&\quad + \left( \int_{\gamma_{0}}^{\gamma_{0}+\Delta_{\gamma}} |g(u_{1})|^{2} dx \right)^{1/2} \left( \int_{\gamma_{0}}^{\gamma_{0}+\Delta_{\gamma}} |g_{sing}(u_{2}, s_{2})|^{2} dx \right)^{1/2} \\
&\quad + \left( \int_{\gamma_{0}}^{\gamma_{0}+\Delta_{\gamma}} |g_{sing}(u_{1})|^{2} dx \right)^{1/2} \left( \int_{\gamma_{0}}^{\gamma_{0}+\Delta_{\gamma}} |g_{sing}(u_{2})|^{2} dx \right)^{1/2} \\
&\ll_{\epsilon} K_{0} \gamma_{0}^{-1+\epsilon} g_{s2}
\end{align*}
by Lemma 3.15
We finally obtain from (6.11), (6.12), (6.14) and (6.15).
\begin{equation}
(6.16) \sum_{g}^{(1)}(Q) \ll_{\epsilon} k^{\epsilon} u_{0} \gamma_{0} \Delta_{\gamma} \left( \exp \left( -\frac{C_{7}}{2} s_{2} \right) + k^{-1/2} \exp \left( \frac{C_{6}s_{2}}{2} \right) u_{0}^{1/2} + g^{s_{2}/2} \right).
\end{equation}

**Lemma 6.1.** Let \( z = (u_{1}, u_{2}) \). Then
\begin{equation}
\int_{0}^{1} g(u_{1})g(u_{2}) dx \ll \frac{z^{2}}{u_{1}u_{2}}.
\end{equation}

**Proof.** By Parseval’s equation we have:
\begin{equation}
\int_{0}^{1} g(u_{1})g(u_{2}) dx = \sum_{(n_{1}, n_{2}) : n_{1}u_{1} = n_{2}u_{2}} \frac{d(n_{1}n_{2})^{2}}{n_{1}^{3}n_{2}^{3}}.
\end{equation}
\[\square\]

We conclude the estimate of \( \sum_{1,2} \) by:

**Lemma 6.2.**
\begin{equation}
\sum_{1,2} \ll_{\epsilon} k^{D+\epsilon} \left( k^{-1/2} u_{0}^{1/2} \exp \left( \frac{C_{6}s_{2}}{2} \right) + \exp \left( -\frac{C_{7}}{2} s_{2} \right) \\
+ 2^{-s_{2}/4} + g^{s_{2}/2} + u_{0}^{-1/2} \right).
\end{equation}

**Proof.** This is obtained by summing the estimates (6.16) and from Lemma 6.1 over all squares \( Q \) of \( R_{l_{0}} \) and by estimating the contribution from the pairs \( (u, \gamma) \notin R_{l_{0}} \) trivially.
\[\square\]

We now again choose the variables \( C_{6} \) and \( s_{2} \) optimally which leads to the following lemma (with \( C_{6} = C_{4}, C_{7} = C_{5} = \frac{\log 3}{2} \)):
Lemma 6.3.

\[ \sum_{1,2} \ll k^{\delta(H(u^*)+\epsilon)}, \]

where

\[ H(u^*) := \frac{1}{2} + \left( \frac{1}{2} + \frac{C_4}{\log 2} \right) u^*. \]

7. Conclusion of the proof

Lemma 7.1.

\[ \sum_{2} \ll k^{\delta^2+\epsilon} \]

and

\[ \sum_{3} \ll k^{\delta^2+\epsilon} \]

Proof. This follows from the estimate

\[ g \left( \frac{l}{k} \right) \ll \log k. \]

\[ \square \]

We now set \( u^* := 4v_0 + 4\delta_0 \) and choose \( \delta_0 \) arbitrarily small. We then determine \( v_0 \) by the equation

\[ E(v_0) = H(u^*). \]

Our Theorem then follows from Lemma 6.3, Lemma 7.1, and Lemma 7.1.
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