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I. INTRODUCTION

It is an interesting question to what extent the history of our universe is characterised by inevitable events, and to what extent by accidental developments. It is clear that an understanding of the beginning of our universe, or, preferably phrased, an understanding of the emergence of spacetime and matter, would provide substantial clues in answering this question. Various possible answers have been considered, including: that there was no beginning (e.g. that spacetime is geodesically complete [1]), that the universe bootstraps itself [2], that large quantum fluctuations create universes with random values for many parameters [3] or that it re-creates itself more systematically [4, 5]. Another option would be that spacetime arose from some more fundamental, non-geometric structures [6, 7]. Here we will be concerned with the idea that the universe is finite and entirely self-contained in space and in time. In the path integral approach to (semi-classical) quantum gravity, this idea can be taken to mean that one should sum only over 4-geometries that have no boundary to the past – hence the name “no-boundary proposal” [8, 9]. In a closely related manner, one may view this prescription as expressing the idea that the universe could have tunneled in a smooth manner from nothing [10].

The no-boundary proposal was inspired by Euclidean quantum gravity, since in Euclidean signature it is straightforward to find solutions to the gravitational field equations that indeed have no boundary, while in Lorentzian signature this is impossible. Of course, since the
universe is Lorentzian at later times, one needs geometries that also contain a Lorentzian part, and in fact one is in general required to consider complex geometries, as we will discuss in more detail below. The question is then rather how the path integral should be fundamentally defined. In that regard, the Euclidean approach has always been plagued by the problem that the gravitational action is unbounded above and below (both because the kinetic term for the scale factor of the universe has the “wrong” sign, and also when allowing for non-trivial topologies [11]), so that it was never clear whether the Euclidean path integral was meaningful at all. A series of recent works has analysed this setting again, but from the point of view of the Lorentzian path integral. In this case, the integral is over phases $e^{iS/\hbar}$, where $S$ denotes the action for gravity coupled to a positive cosmological constant $\Lambda > 0$. This is a conditionally convergent integral, and care must be taken in defining it. Probably the most important result of [12] was that the Lorentzian path integral can indeed be defined, at least in minisuperspace, and that it is unique. In these works, the mathematical framework of Picard-Lefschetz theory was used to re-write the Lorentzian path integral in such a way that it becomes absolutely convergent. (One may also prove the convergence without recourse to Picard-Lefschetz theory, see [13]). The same framework allows one to see rather clearly that the Euclidean path integral is divergent and consequently meaningless, at least when $\Lambda > 0$.

When the Lorentzian path integral was evaluated imposing the no-boundary condition, it was however found that the fluctuations are unstable, in that small fluctuations obey an inverse Gaussian distribution [14]. This implies that the no-boundary proposal leads to unphysical results, and must be abandoned as a possible initial condition for the universe. This negative result had as a consequence that other definitions of the gravitational path integral were tried out, using complex integration contours for the lapse integral [15, 16]. These mathematically, but not physically, motivated proposals were found to lead to inconsistencies in terms of physical interpretation [13, 17].

Here we will pursue a different avenue: in the minisuperspace calculations just mentioned, the no-boundary condition is imposed as the condition that the universe should start out at zero size. Then it was found that the saddle points of the integral are all complex, and can be represented as half of a Euclidean 4-sphere glued onto half of a Lorentzian de Sitter hyperboloid. Thus the saddle point geometries are indeed regular, with the locus of zero scale factor simply being a regular point on a sphere. However, the minisuperspace integral itself
Figure 1: We will consider a path integral over purely regular geometries, having as their only boundary a large late time universe with scale factor $a_1$. The integral can be pictured as a sum over complexified 4-spheres, bearing in mind that a complexified 4-sphere contains a Lorentzian de Sitter section. One may argue that such a restricted sum is closest in spirit to the original idea of the no-boundary proposal [8, 9].

contains many off-shell geometries that are singular where the universe has zero size. Could it be that the instability of the fluctuations is due to these singular off-shell geometries? Should one sum only over purely regular geometries? On the one hand, it seems unlikely that the instability will disappear, since the relevant saddle point of the Lorentzian path integral is regular, yet also unstable. On the other hand, it seems worthwhile to investigate a restricted sum over purely regular geometries, since this seems to be more closely in the spirit of the original formulation of the no-boundary proposal [8, 9].

Thus in the present paper we will consider a sum over regular geometries, as pictured in Fig. 1. Note that this is a highly restricted class of 4-geometries, as gravity has a tendency of causing collapse to a singularity. We will implement this sum over regular geometries by taking as our starting point a paper by Halliwell and Louko [18], where they considered an integral over complexified 4-spheres of various radii. We will extend their work both for the background in section II (it turns out that they only considered half of all such 4-sphere solutions) and then by adding perturbations in section III. In the minisuperspace
calculations of [12], the path integral contained separate integrals over the scale factor of the universe \( r \) and over the lapse function \( N \). The present setting is so restrictive that these two integrals get combined into a single ordinary integral over a variable \( z \) which depends on both \( r \) and \( N \). One consequence of this is that it becomes impossible to define a purely Lorentzian integral, but we will discuss how one can define an integration contour that corresponds to the Lorentzian path integral as closely as possible, and we will also discuss other choices of contour.

Going beyond a treatment of the background, we find that the action for the perturbations contains poles in the complex \( z \) plane (where \( z \) is the variable combining scale factor and lapse), with the location of the poles being wavenumber-dependent. This imposes additional restrictions on possible integration contours for the \( z \) integral, as the contour must remain sensible and well defined for all possible choices of fluctuations. Here we will show that the analogue of the Lorentzian integral remains well defined after adding perturbations, but that a closed contour for instance would be adversely affected.

Our final result of the perturbative analysis is that the saddle points that were unstable in the minisuperspace setting remain unstable here, though now in a context where every summed over geometry is regular. Moreover, it is straightforward to verify in the present context under what conditions the backreaction of the perturbations remains small. Our conclusion will be that the instability of the no-boundary proposal is robust and in full agreement with the minisuperspace results.

II. BACKGROUND

We are interested in evaluating the (suitably gauge fixed [19, 20]) path integral

\[
G[a_1; 0] = \int^{a_1} Dg e^{iS/\hbar}
\]

where \( S = \frac{1}{2} \int d^4x \sqrt{-g} (R - 2\Lambda) \) is the action for gravity plus a positive cosmological constant \( \Lambda \). The integral should be over metrics which have as their only boundary a final 3-surface with scale factor \( a_1 \). A spatially homogeneous, isotropic and closed metric can be written as

\[
ds^2 = -N_d^2 dt^2 + a(t)^2 d\Omega_3^2
\]
where $d\Omega_3^2$ is the unit 3-sphere with volume $2\pi^2$ and we will scale the time coordinate such that $0 \leq t \leq 1$. In light of the results of [12, 17], we are interested in a sum over four metrics with Lorentzian signature ($N_L$ real). However, in order to sum over regular (though complexified) four spheres we will use coordinates with Euclidean signature, as this choice greatly facilitates the imposition of the no-boundary condition. Note that this is simply a coordinate choice (and since we will consider complexified metrics anyway this choice is truly arbitrary) – the requirement that the path integral should be the Lorentzian one will then be implemented as a restriction on the possible integration contours. With the metric above, the action reads

\[ S = 2\pi^2 \int_0^1 N_L dt \left[ -3 \frac{a\dot{a}^2}{N_L^2} - \Lambda a^3 + 3a \right] , \quad (3) \]

or, in terms of the Euclidean lapse $N_L = -iN_E$,

\[ S = 2\pi^2 i \int_0^1 N_E dt \left[ -3 \frac{a\dot{a}^2}{N_E^2} + \Lambda a^3 - 3a \right] . \quad (4) \]

The associated constraint then reads

\[ 3 \frac{\dot{a}^2}{a^2} - 3 \frac{N_E^2}{a^2} + \Lambda N_E^2 = 0 \quad (5) \]

and, with the boundary conditions $a(t = 0) = 0$ and $a(t = 1) = a_1$ its solution is of the form

\[ a(t) = \pm \sqrt{\frac{3}{\Lambda}} \sin \left( \sqrt{\frac{\Lambda}{3}} N_E t \right) \quad (6) \]

provided we choose $N_E$ such that $a(t = 1) = \pm \sqrt{\frac{3}{\Lambda}} \sin \left( \sqrt{\frac{\Lambda}{3}} N_E \right) = a_1$. For both choices of sign, this metric then represents a 4-sphere of radius $\sqrt{3/\Lambda}$, which in general will be complexified since $N_E$ will take complex values whenever $a_1 > \sqrt{3/\Lambda}$.

In the path integral we are not directly interested in the solutions to the equations of motion or the constraints, rather we first want to state the class of metrics that are to be summed over. Following [18] we will consider the simplest and most symmetric possibility, namely we will sum over 4-spheres with given boundaries $a_0 = 0$ and $a_1 > 0$ and arbitrary
radius,
\[ a(t) = \pm r \sin \left( \frac{N_E t}{r} \right) \]  
(7)

with \( a_1 = \pm r \sin \left( \frac{N_E}{r} \right) \) and \( \dot{a}_1 = \pm N_E \cos \left( \frac{N_E}{r} \right) \). Accordingly, one should think of \( N_E \) as being fixed by the boundary conditions and the sum to be over \( r \). Given that \( N_E \) will in general be a complex number, we should also expect \( r \) to be complex, and that the integral will be over a contour in the complex \( r \) plane. We note that in \[18\] only one choice of sign in (7) was considered. As we will see below, it is important to keep both signs at first, and then we will see how the sign may be fixed according to the integration contour chosen.

The action for the positive/negative choice of sign in (7) reads respectively

\[ S = \pm \frac{i}{3N_E} \left( 3r^2 \left[ -4 + 3 \cos \left( \frac{N_E}{r} \right) + \cos^3 \left( \frac{N_E}{r} \right) \right] + \Lambda r^4 \left[ 2 - 3 \cos \left( \frac{N_E}{r} \right) + \cos^3 \left( \frac{N_E}{r} \right) \right] \right) \]  
(8)

It is possible to simplify the analysis by defining a new variable \( z \) such that

\[ z = 1 + \cos \left( \frac{N_E}{r} \right) = 1 \pm \frac{\dot{a}_1}{N_E}, \]  
(9)

implying the useful relation

\[ r^2 = \frac{a_1^2}{z(2 - z)}. \]  
(10)

The action given by Eq. (8) then reads in this variable

\[ S = \pm 2\pi^2 i a_1^2 \left[ -z + 1 + \left( \frac{a_1^2 \Lambda}{3} - 4 \right) \frac{1}{z} + \frac{\Lambda a_1^2}{3 z^2} \right], \]  
(11)

which diverges for \( z \to 0 \) and \( z \to \infty \).

Depending on the argument of \( z \) the action diverges to \(+i\infty\) or \(-i\infty\). This divides the complex \( z \) plane into regions of convergence and divergence of the path integral \( \int dz e^{iS} \) (we will take the simplest measure in \( z \), since we will only be interested in the leading terms in \( \hbar \)). For \(|z| \to \infty\), \( S \approx \mp iz \equiv \mp iRe^{i\theta}, \) therefore the integrand \( e^{iS} \) diverges or vanishes in this limit depending on \( Arg(z) \). For the choice \( a = -r \sin(Nt/r) \), for instance, we have the limits

\[ \lim_{R \to \infty} e^{R \cos \theta} e^{iR \sin \theta} = \infty \quad \text{for} \quad \frac{\pi}{2} < \theta < \frac{3\pi}{2} \]  
(12)
\[
\lim_{R \to \infty} e^{R\cos \theta} e^{iR\sin \theta} = 0 \quad \text{for} \quad -\frac{\pi}{2} < \theta < \frac{\pi}{2}
\] (13)

Therefore, as \( z \) goes to infinity along a direction exactly parallel to the imaginary line, the integrand \( e^{iS} \) is purely oscillating. As soon as it slightly deviates from that direction, the path integral is either convergent or divergent. For \( |z| \to 0 \), the action can be approximated by \( S \approx \pm \frac{i}{2} = \pm \frac{i}{2\pi} e^{-2\theta} \). Thus the convergence regions in the small \( z \) limit are the wedges \(-\frac{\pi}{4} < \theta < \frac{\pi}{4}\) and \(-\frac{3\pi}{4} < \theta < \frac{5\pi}{4}\) for \( a = +r \sin \left( \frac{Nt}{r} \right) \) and respectively \( \frac{\pi}{4} < \theta < \frac{3\pi}{4} \) and \( \frac{5\pi}{4} < \theta < \frac{7\pi}{4} \) for \( a = -r \sin \left( \frac{Nt}{r} \right) \).

The three saddle points for each sign of the action are located at

\[
z_2 = -2
\]
\[
z_{1,3} = 1 \pm i \sqrt{\frac{a_1^2 \Lambda}{3} - 1},
\] (15)

while the action at the saddle points is given by (where the signs are correlated with (7))

\[
S(z_2) = \pm 2\pi^2 i a_1^2 \left[ 5 - \frac{a_1^2 \Lambda}{12} \right],
\] (16)

\[
S(z_1) = \mp \frac{12\pi^2}{\Lambda} \left[ i - \left( \frac{a_1^2 \Lambda}{3} - 1 \right)^{3/2} \right],
\] (17)

\[
S(z_3) = \mp \frac{12\pi^2}{\Lambda} \left[ i + \left( \frac{a_1^2 \Lambda}{3} - 1 \right)^{3/2} \right].
\] (18)

The four saddle points at \( z_{1,3} \) are those also seen in the minisuperspace calculation [12]. These saddle points can be pictured as half of a 4-sphere glued onto half of the de Sitter hyperboloid, with a radius \( r \) determined by the cosmological constant, \( r^2 = \frac{3}{\Lambda} \), thus they are all four complex solutions to the Einstein equations. They differ in the way that the implied Wick rotation from the de Sitter geometry to the sphere is implemented, while two of the saddle points are the time reverses of the other two. In the present context these four saddle points arise for two possible sign choices for the complexified scale factor, whereas the minisuperspace calculation already includes a sum over both possible choices. By contrast, the saddle points at \( z = -2 \) are of a different character. As already discussed by Halliwell and Louko [18], these are spurious solutions which do not satisfy the Einstein equations. Moreover, they do not lead to classical evolution, as they do not yield a phase in
Figure 2: The figure shows the qualitative structure of the Morse function in the complex $z$ plane, for boundary conditions $1 < \frac{a^2 A}{3} \lesssim 4.51$. The left panel corresponds to $a(t) = -r \sin \left( \frac{Nt}{r} \right)$, the right panel to the opposite choice of sign. The flow lines are shown for the background. We will see that, when perturbations are added, poles arise in the action (marked by white crosses here). A full description is provided in the main text.

Figure 3: The figure shows the qualitative structure of the Morse function in the complex $z$ plane, this time for boundary conditions $\frac{a^2 A}{3} \gtrsim 4.51$. The left panel corresponds to $a(t) = -r \sin \left( \frac{Nt}{r} \right)$, the right panel to the opposite choice of sign. The flow lines are shown for the background and the locations of the poles, which arise when perturbations are added, are marked by white crosses here.

The exponent $e^{iS/\hbar}$.

Note that the position of the saddle points is the same for the two choices of sign for $a(t)$. However the value of the action is the opposite. As a consequence, the flow lines
are the same, with exchanged roles of the steepest descent and ascent paths. This has important consequences for Picard-Lefschetz theory and the choice of integration contour. The locations of the saddle points in the complex $z$ plane, along with the paths of steepest ascent and descent emanating from them, are shown in Figs. 2 (for small values of the final scale factor $1 < \frac{a_f^2}{3} \approx 4.51$) and and 3 (for larger values of $a_1$).

We will now describe these figures – for more details about the general procedure see [12, 17]. Figs. 2 and 3 show the qualitative behaviour of the Morse function, defined as the magnitude of the integrand. More specifically, one rewrites the integrand, now seen as a holomorphic function of the fields, as $e^{iS/h} \equiv e^{h+iH}$, where $h, H$ are real functions. The Morse function $h$ then determines the amplitude of the integrand, while $H$ describes the phase. Critical points (in fact saddle points) of $h$ are also critical points of the total action, and the lines which have the same phase as that of a saddle point are the lines of steepest ascent/descent from that saddle point. Along these lines the Morse function changes most rapidly, and monotonically, away from the saddle points. The saddle points are marked by orange dots, the steepest ascent ($\mathcal{K}$) and descent ($\mathcal{J}$) lines are black, while the blue lines have the same value of the Morse function as the saddle points which they link up to. The green regions have a lower value of the Morse function than the adjacent saddle point, while the red regions have a higher Morse function. Yellow regions have a value of the Morse function in between the values at the two adjacent saddle points. The action has an essential singularity at $z = 0$. Approaching this within a green region thus implies a converging integral, while approaching it in a red region leads to divergence. Picard-Lefschetz theory aims to replace a highly oscillating integral by an equivalent absolutely convergent one along lines of steepest descent, if possible. The oscillating integral involves many cancellations due to the oscillations, while along a steepest descent line no such cancellations occur. Thus the Morse function along the steepest descent path must be lower than along the original integration contour. In other words, a steepest descent path (also called Lefschetz thimble) is relevant to the integral only if it can be reached by flowing the original integration contour down towards it. Equipped with these tools, we can discuss possible integration contours.

But before doing so, we should point out an important difference with minisuperspace calculations: the restricted version of the path integral considered here is in fact not straightforwardly related to the actual gravitational path integral. There, one defines the Lorentzian path integral so as to include a sum over all possible (real and positive) values of the lapse
Figure 4: Possible contours of integration are shown by the dashed orange lines. The figures here correspond to the physically most relevant boundary conditions where \( \frac{a_1^2 \Lambda}{3} \gtrapprox 4.51 \). Analogous contours also exist for smaller values of \( a_1 \).

function \( N_L \). This results in a Green function of the Wheeler-DeWitt (WdW) operator which possesses a well defined underlying causal structure \([12, 17]\). By contrast, the object constructed as a sum over regular metrics is not explicitly related to the WdW equation, as there is no explicit integration over the lapse function. As a consequence it is not obvious in this case what the appropriate integration contour should be. In what follows we will define an appropriate integration contour by taking guidance from the gravitational path integral in order to identify desirable properties. First, the integration contour should run between singularities of the action. This implements the idea of summing over all possible configurations, since there is no reason to end the contour at any particular configuration along a path. Also, the convergence of the path integral with a finite boundary configuration highly depends on the measure. Since the measure is not uniquely defined here, we will rather consider endpoints where the integrand is exponentially suppressed, \( iS \to -\infty \). Secondly, we will try to define an analogue of a Lorentzian contour. Indeed there is no contour in \( z \) for which the 4-geometries have a purely Lorentzian signature. However, it is possible to require that the metrics become Lorentzian at late times, near the final boundary. This is equivalent to imposing that the velocity on the final boundary must be purely imaginary. One can see this by rewriting the metric near the final boundary as

\[
d s^2 = N_E^2 dt^2 + a(t)^2 d\Omega_3^2 = N_E^2 \left( dt^2 + \frac{a(t)^2}{N_E^2 \Delta t^2} \Delta t^2 d\Omega_3^2 \right)
\]

Indeed this line element has a Lorentzian signature near the final boundary if \( \frac{a}{N_E} \) is purely
imaginary. According to the definition of \( z \), Eq. (9), this requirement singles out the line \( z = 1 + is \) with \( s \) real. Since opposite values of \( s \) correspond to opposite final velocities, it is physically meaningful to restrict ourselves to the upper half complex \( z \) plane, i.e. \( s > 0 \). In fact, \( s = 0 \) is a branch point for the map \( r \to z \) (given by \( z - 1 = \pm \sqrt{1 - a^2 \frac{r^2}{1}} \)) which must not be crossed for a proper definition of the \( z \) variable. The line \( 1 + is \) can also be seen as the region where \( r < a_1 \). The appropriate integration contour should indeed approach this line for \( |z| \gg 1 \) (or equivalently when \( r \ll a_1 \)). In this limit \( N_E \to 0 \) along the imaginary axis. Therefore the singularity of the action at infinity can be interpreted as the necessity of an ever bigger kinetic energy for a transition of the scale factor from zero to a finite value in ever smaller amounts of time. But where should the other end point of integration lie? The only other singularity is at \( z = 0 \), hence it must lie there. By definition (see Eq.(9)), the limit \( z \to 0 \) is equivalent to \( \cos \left( \frac{N_E}{r} \right) \to -1 \). Thus \( N_E \approx \pm \pi r \) there. Since \( z \) vanishes when \( r \to \infty \), the lapse blows up in this limit, and thus the singularity at \( z = 0 \) corresponds to the limit of infinite \( r \) and \( N_E \). As an aside, note that \( r \) also diverges near \( z = 2 \). However in this case there is no condition on the lapse, and the action remains perfectly finite there (in fact, for \( z = 2 \), \( a(t) = \pm N_E t \) and \( a_1 = \pm N_E \)).

In the present case, the end points alone are not enough to completely fix the contour of integration yet, as there are inequivalent directions of approach to the essential singularity at \( z = 0 \). By analogy with the Lorentzian path integral, we will require our defining contours to lie in a region where the integral is conditionally convergent, i.e. a region that asymptotically borders the regions of manifest divergence and convergence. In Figs. 2 and 3 the lines which asymptotically demarcate regions of convergence and divergence are the blue lines, and hence when approaching \( z = 0 \) from above we have two choices: either approaching at an angle of \( \pi/4 \) or at an angle of \( 3\pi/4 \). The first possibility is shown in the left panel of Fig. 4, and consists of the dashed line passing through saddle point 1. This line can be deformed into the thimble \( \mathcal{J}_1 \) for both choices of sign of the scale factor \( a(t) \). If one were to sum over both choices of sign, then the resulting amplitude would, in the saddle point approximation, consist of a sum of the two saddle point contributions at \( z_1 \), i.e. a sum of a suppressed saddle point with weighting \( e^{-12\pi^2/(\hbar \Lambda)} \) and an enhanced saddle point with weighting \( e^{+12\pi^2/(\hbar \Lambda)} \). We will comment on this contour again at a later stage.
when discussing perturbations\(^1\). For now, let us just re-iterate a comment already made in [17], which is that the enhanced saddle point does not obey the correspondence principle: in the limit that \( \hbar \to 0 \), its weighting becomes larger and larger, so that this quantum effect becomes more dominant in the classical limit, rather than less. This strongly suggests that the upper sign in Eq. (7) should in fact be discarded.

The second possibility of interest is shown in the middle panel of Fig. 4. Here the contour (orange dashed line) leaves the essential singularity along a blue line at an angle of \(3\pi/4\) and asymptotically joins the “Lorentzian” \( 1 + is \) line. This contour turns out to be the closest analogue of the Lorentzian contour in minisuperspace [12]. For the choice \( a(t) = -r \sin N \pi t / r \), it is equivalent to the previous contour (as they are separated by a green region of convergence near \( z = 0 \), so that an arc linking the two contours at \( z = 0 \) yields a vanishing contribution to the integral), see also the left panel of Fig. 3. Again, it can be deformed into the thimble \( J_1 \) and it will yield a propagator that can be approximated by the contribution of the saddle point at \( z_1 \), giving an amplitude \( \propto e^{-12\pi^2/(\hbar \Lambda)} \). This coincides with the result of the minisuperspace analysis. We will take this contour to be our preferred contour. For the opposite choice of sign for \( a(t) \), this contour is inequivalent to the one in the left panel of Fig. 4, as can be seen very clearly in the right panel of Fig. 2. Now the two contours are separated by a red region of divergence near \( z = 0 \). The “preferred” contour now only crosses the \( K_2 \) steepest ascent line, and consequently only the spurious (and in this case highly enhanced) saddle point \( z_2 \) contributes to the integral. (Moreover, as we will see below, the action for the perturbations develops a pole at \( z = -2 \) for perturbation modes with wavenumber \( k = 3 \).) This unphysical result can be avoided by considering only the lower choice of sign in the sum over metrics (7), in agreement with the comment made at the end of the last paragraph. With that restriction on the sum over metrics, both contours described above yield identical results.

\(^1\) We note that this contour would be related to the infinite complex contour proposed by Diaz Dorronsoro et al. in [15] – in fact it would give “half” of that result. However, in minisuperspace a contour which would yield a similar result would not be Lorentzian at all, as it would have to run from \(-i\infty\) to \(+\infty\) in the complex plane of the lapse function, see e.g. Fig. 5 in [12].
III. PERTURBATIONS AT LEADING ORDER

We are now in a position to add perturbations, i.e. we would like to evaluate the propagator

$$G[a_1, \phi_1; 0, 0] = \int \mathcal{D}z \int \mathcal{D}\phi \, e^{iS_{tot}/\hbar}$$

where the total Lorentzian action, including a gravitational wave of wavenumber $k$, amplitude $\phi$ and fixed polarisation, reads

$$S_{tot} = 2\pi^2 \int_0^1 N_L dt \left[ -3 \frac{a^2}{N_L^2} - \Lambda a^2 + 3a + \frac{a^3 \dot{\phi}^2}{2N_L^2} - \frac{a}{2} (k^2 - 1) \phi^2 \right]$$

It would be straightforward to include sums over wavenumbers and polarisations, but in order to avoid clutter we omit this extension.

With a Euclidean lapse, the equation of motion for $\phi$ is given by

$$\frac{\ddot{\phi}}{N_E^2} + 3 \frac{\dot{a}}{a} \frac{\dot{\phi}}{N_E^2} - \frac{(k^2 - 1)}{a^2} \phi = 0$$

Note that this equation does not depend on the sign of $a(t)$. The general solution for both choices is given by [14]

$$F(t) = + c_1 \left( 1 - \cos \left( \frac{N_E t}{r} \right) \right)^{\frac{k+1}{2}} \left( \cos \left( \frac{N_E t}{r} \right) + k \right) + \frac{1}{\left( 1 + \cos \left( \frac{N_E t}{r} \right) \right)^{\frac{k+1}{2}}}$$

$$+ c_2 \left( 1 + \cos \left( \frac{N_E t}{r} \right) \right)^{\frac{k-1}{2}} \left( \cos \left( \frac{N_E t}{r} \right) - k \right) \left( 1 - \cos \left( \frac{N_E t}{r} \right) \right)^{\frac{k+1}{2}}$$

where $c_{1,2}$ are integration constants. The solution which is regular at $t = 0$ corresponds to setting $c_2 = 0$, and thus the field perturbation is in fact zero at $a = 0$. The boundary condition $\phi(t = 1) = \phi_1$ implies $c_1 = \frac{\phi_1}{F(1)}$ and $\phi(t) = c_1 F(t)$. An example of the field evolution is shown in Fig. 5.
The perturbative action reads

$$S^{(2)}_k = i \int_0^1 dt \left( \frac{a^3 \dot{\phi}^2}{2N_E} + \frac{N_E}{2} a(k^2 - 1) \phi^2 \right) =$$

$$= i \frac{d}{dt} \int_0^1 dt \frac{a^3 \dot{\phi} \ddot{\phi}}{N_E} - i \int_0^1 dt \frac{\dot{\phi}(\ddot{\phi} + 3H\dot{\phi})}{2N_E} + i \int_0^1 dt N_E a(k^2 - 1) \phi^2$$

(24)

Since the last two terms vanish along the solution to the e.o.m. for $\phi$, the action takes the remarkably simple form

$$S^{(2)}_k \bigg|_{t=1} = i \frac{a_1^2 \phi_1}{2N_E} \phi_1 = \pm i \frac{a_1^2 \phi_1^2}{2} \frac{(k^2 - 1)}{[\cos (\frac{N_E}{\tau}) + k]}$$

(25)

The perturbative action evaluated at the saddle points reads respectively

$$S^{(2)}_k(z_2) = \pm i \frac{(k^2 - 1) \phi_1^2}{2(k - 3)}$$

(26)

$$S^{(2)}_k(z_1) = \pm i \frac{a_1^2 (k^2 - 1)}{2(k + i \sqrt{\frac{a_1^3 \Lambda}{3} - 1})} \phi_1^2 \approx \pm \frac{\sqrt{3}(k^2 - 1) a_1 \phi_1^2}{2\sqrt{\Lambda}} \pm i \frac{3k(k^2 - 1) \phi_1^2}{2\Lambda}$$

(27)

$$S^{(2)}_k(z_3) = \pm i \frac{a_1^2 (k^2 - 1)}{2(k - i \sqrt{\frac{a_1^3 \Lambda}{3} - 1})} \phi_1^2 \approx \pm \frac{\sqrt{3}(k^2 - 1) a_1 \phi_1^2}{2\sqrt{\Lambda}} \pm i \frac{3k(k^2 - 1) \phi_1^2}{2\Lambda}$$

(28)

where the approximate expressions correspond to the limit of a large final scale factor value $a_1$.

Two properties stand out immediately: first, the implied weighting of the perturbations

Figure 5: The field evolution of the scale factor and of a gravitational wave perturbation at the saddle point $z_1 = 0.9997 + 19.97i$ for the parameter values $\Lambda = 3$, $a_1 = 20$, $\phi_1 = 1/80$, $k = 80$. 
Figure 6: Left panel: flow lines for large values of the final scale factor, cf. Fig. 3. In the figure the parameters are $\Lambda = 3, a_1 = 10$. Saddle points are marked in orange, black lines are steepest ascent/descent lines (the directions of descent, say, can be inferred straightforwardly by comparison with the two panels in Fig. 3), and blue lines have the same value of the Morse function as the saddle points that they cross. Right panel: adding a gravitational wave perturbation of wavenumber $k$ results in two additional saddle points near the new pole of the action at $z = -k + 1$. Here the parameters that were used are $\Lambda = 3, a_1 = 10, k = 5, \phi_1 = 1/5$, with the pole (in green) located at $z = -4$. The figure shows that the new flow lines, associated with the two additional saddle points, are irrelevant for our preferred contour of integration.

is Gaussian for the upper sign (i.e. also for the upper sign in Eq. (7)), and inverse Gaussian ($\sim e^{+k^2\phi_1^2/\hbar\Lambda}$) for the lower sign. Since the Lorentzian saddle point corresponds to the lower sign, we find that the “preferred” contour, i.e. the one that coincides most closely with the Lorentzian minisuperspace contour, yields a propagator of the form

$$G^{Lorentz}[a_1, \phi_1; 0, 0] \approx e^{-\frac{12\hbar^2}{2\Lambda} \left[ 1 + 1 \left( \frac{\phi_1^2 \Lambda}{2} - 1 \right)^{3/2} \right] + \frac{3k(k^2-1)\phi_1^2}{2\hbar\Lambda} - \frac{16\sqrt{2}k^2-1)\phi_1^2}{2\hbar\sqrt{\Lambda}}}$$

The present calculation confirms that the no-boundary transition amplitude from nothing to a large final universe is unstable, even when only regular geometries are summed over. This is our main result. It demonstrates that the instability of the no-boundary proposal is not due to off-shell singularities, but is an intrinsic feature of the Lorentzian no-boundary/tunneling saddle points.

The second feature is that the perturbative action contains a wavenumber-dependent pole
at $z = -k + 1$, as is evident form Eq. (25). One consequence is that two new saddle points appear near this pole with $\text{Re}(z_{\text{saddle}}) < 0$. The flow lines associated to those saddle points end at the new pole $z = 1 - k$ and otherwise remain close to the negative $z$ axis – see Fig. 6 for an illustration. As $k$ increases, the pole moves away from the origin along the negative real line. The contours discussed so far receive no contribution from these new saddles, while the positions of their relevant saddle points are merely shifted by negligible amounts. However, any contour that crosses the negative real $z$ line is liable to non-trivial corrections.

In particular, a circular contour such as that proposed in [16] becomes essentially untenable: for it to be well defined, it must encircle the origin at a radius smaller than the closest pole. Given that small $|z|$ corresponds to large $r$, this would imply that a circular contour can only sum over very large $r$ geometries (which do not contain a Lorentzian region near the final boundary), i.e. certainly not over a representative set of regular geometries. In addition such a contour could not be deformed into the two thimbles $\mathcal{J}_{(1,2)}$, as envisioned in [16], but would receive additional (wavenumber-dependent) contributions from the perturbative poles, as illustrated in the right panel of Fig. 4. This type of contour is thus of no physical interest, as argued before in [13].

A further consequence concerns the contour presented in the left panel of Fig. 4. With this choice of contour, both signs of the scale factor are allowed, and the propagator becomes a sum over both contributions. This propagator then consists of a stable and an unstable saddle point, and for large $a_1$ it has a weighting of the form

$$|G[a_1, \phi_1; 0, 0]| \approx e^{-\frac{12r^2}{\hbar\Lambda} + \frac{3k(k^2 - 1)\phi_1^2}{2\hbar\Lambda}} + e^{\frac{12r^2}{\hbar\Lambda} - \frac{3k(k^2 - 1)\phi_1^2}{2\hbar\Lambda}}$$ (30)

For large enough wavenumbers $k$ and final amplitudes $\phi_1$, the unstable part dominates and the overall probability distribution becomes unstable. Subject to verifying that this result resides within the limits of linear perturbation theory, this confirms the results of [17] obtained in minisuperspace.

This last observation brings us to the subject of backreaction, as it is important to know the range of validity of linear perturbation theory. In order to discuss backreaction, it is useful to re-iterate the calculational strategy employed in the present work: our aim is to sum over regular geometries. These are simply off-shell geometries, chosen with the unique criterion that they should be regular. For the background, we look at a particularly simple
sub-class, namely 4-spheres with varying radii (or even just a subset of those, given the choice of sign of the scale factor). A priori these geometries do not satisfy any equations of motion, they are just a particular subset of geometries that are summed over in the path integral. Then we add perturbations, subject to two criteria: they should not destroy the regularity, and they should satisfy the linear equation of motion around the off-shell background geometries. Hence one should think of them as saddle points of the $\phi$ integral. Only after both integrals over $\phi$ and $z$ have been performed do we expect the final saddle point to be a solution to the full Einstein equations. Thus it only makes sense to check backreaction at the final saddle point. This is different for the minisuperspace case studied in [17], where the lapse integral was over geometries that were already saddle points of the integral over the scale factor $q$. Hence each such configuration was already a solution to the $q$ equation of motion, and it made sense to check whether there was a large backreaction or not on those solutions, before the lapse integral was performed. But in the present context, we are only interested in whether the final overall saddle point is trustworthy.

The action for the background and perturbations leads to a system of two coupled differential equations, where the equation of motion for the scale factor $a(t)$ is modified, compared to the background, by $\phi$-dependent terms

$$-2 \frac{\dot{a}}{aN_E^2} - \frac{\dot{a}}{a^2N_E^2} + \frac{1}{a^2} = \Lambda + \frac{1}{2N_E^2} + \frac{1}{6a^2} \phi^2$$

Absence of backreaction corresponds to neglecting the kinetic and the gradient terms for $\phi$ in this equation. Thus a conservative view is to demand that these additional terms remain small at every value of $t$, i.e. that

$$|\frac{1}{2N_E^2} \phi^2|, |\frac{(k^2 - 1)}{6a^2} \phi^2| \ll \Lambda \quad \forall t \in [0, 1]$$

For large $k$ sub-Hubble modes, i.e. for modes that obey $k > a_1 \sqrt{\Lambda/3}$, the perturbation grows fastest right at the end, near $t = 1$. Thus the backreaction is also largest there, see for instance the numerical example in Fig. 7. Still, the backreaction remains negligibly small, staying well below a tenth of a percent at all times for this example where the parameters that are used satisfy $k\phi_1 = 1$, so that the contribution of the perturbations to the total weighting is in fact large (it is larger than that of the background). We may in fact find
analytic expressions for the backreaction at \( t = 1 \), using the results of the calculation of the perturbative action in Eq. \((25)\),

\[
\frac{\dot{\phi}^2}{2N_E^2}(t = 1) = \frac{(k^2 - 1)^2}{2(z_1 + k - 1)^2} \left( \frac{\phi_1}{a_1} \right)^2, \quad \frac{(k^2 - 1)}{6a_1^2} \phi^2(t = 1) = \frac{(k^2 - 1)}{6} \left( \frac{\phi_1}{a_1} \right)^2.
\]

The backreaction at \( t = 1 \) scales as \( \left( \frac{k\phi_1}{a_1} \right)^2 \), and it will be small compared to \( \Lambda \) as long as

\[
\phi_1 \ll \frac{a_1}{k\sqrt{\Lambda}}, \quad \left( k > a_1\sqrt{\frac{\Lambda}{3}} \right).
\]

Note that this bound does not preclude a large contribution from the perturbative action \((27)\) to the total weighting.

For super-Hubble modes, with \( k \lesssim a_1\sqrt{\Lambda}/3 \), the mode functions grow earlier and then freeze out. Thus their main contribution to backreaction occurs significantly before the final
A numerical example is shown in Fig. 8, where the same background was used as above, but now with wavenumber $k = 10$ and final amplitude $k = 1/10$. Again, one can see that the backreaction terms stay below two tenths of a percent, as compared to the cosmological term $\Lambda = 3$. For smaller $k$ we find that the maximally allowed amplitude to stay within the regime of validity of linear perturbation theory does not decrease, such that overall linear perturbation theory is a very good approximation for a large parameter range.

**IV. DISCUSSION**

The quest to find a theory of initial conditions for the universe is intimately related to the quest of learning how to apply quantum theory to the universe. An appealing framework in this regard is the path integral approach to gravity. While this formulation is in all likelihood intrinsically limited to the semi-classical domain, it is highly useful since it provides a direct link to non-gravitational formulations of quantum theory, and since it allows one to use geometrical intuitions and methods. Out of these geometrical considerations arose the no-boundary proposal of Hartle and Hawking, which may be seen as a proposal for replacing the big bang by sums over compact, regular geometries. By construction, the curvature singularity at the big bang is then avoided, and one may hope to find finite, well-defined results, ideally in agreement with observations.

A difficulty has been to define the gravitational path integral precisely, in particular to properly define the class of geometries that should be summed over. Mostly, interest has focussed on minisuperspace models, which still contain many singularities off-shell, but where the saddle points correspond to the smooth geometries that Hartle and Hawking had in mind. Unfortunately, a mathematically precise implementation of the no-boundary idea in terms of a Lorentzian path integral resulted in the conclusion that perturbations around these geometries are unstable, and that the proposal is untenable as a theory of the initial conditions of the universe, at least in the context of a universe dominated by a positive cosmological vacuum energy. A question which arose from this work was whether the instability was in fact caused by these off-shell singularities. For this reason, we investigated the restriction to summing over only manifestly regular geometries, in the simplest possible case of summing only over complexified 4-spheres of various radii. This approach was pioneered
by Halliwell and Louko, and we extended their calculations by finding a complementary set of 4-spheres to be summed over, and by adding perturbations. Our calculations confirm that the no-boundary condition leads to an instability, well within the limits of applicability of linear perturbation theory.

Thus we can conclude that the reason for the failure of the no-boundary proposal was not the breakdown of perturbation theory, nor the inclusion of off-shell geometries that included singular configurations and led to a non-analytic structure of the perturbative action (which incidentally, might be avoided by performing the minisuperspace path integral using Picard-Lefschetz theory extended to the infinite-dimensional case). However, in our view one should keep an open mind regarding other applications. It may still prove to be a fruitful idea to sum over regular (but complexified) metrics only, with different dynamics, different field content and for other types of boundary condition. After all, it is in no way clear yet that the universe had to be dominated by a large positive vacuum energy at its birth. Furthermore, there exist other singularities, in particular those in the interiors of black holes, that it might be interesting to investigate along these lines.
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