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Abstract

This paper mainly investigates the distributive laws between extended nullnorms and uninorms on fuzzy truth values under the condition that the nullnorm is conditionally distributive over the uninorm. It presents the distributive laws between the extended nullnorm and t-conorm, and the left and right distributive laws between the extended generalization nullnorm and uninorm, where a generalization nullnorm is an operator from the class of aggregation operators with absorbing element that generalizes a nullnorm.
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1. Introduction

The concept of a type-2 fuzzy set was introduced by Zadeh in 1975 [26] as an extension of type-1 fuzzy sets, and it has been heavily investigated both as a mathematical object and for use in applications [21, 26]. The algebra of truth values for fuzzy sets of type-2 consists of all mappings from the unit interval into itself and their operations which are convolutions of operations on the unit interval [21]. The algebra theory was studied extensively by Harding, C. and E. Walker [9], and C. and E. Walker [21–23]. Theory of aggregation of real numbers play an important role in many different theoretical and practical fields, e.g., decision making theory, fuzzy set theory, integration theory, etc. Aggregation operators for real numbers are extended to ones for type-2
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fuzzy sets. For example, Gera and Dombi [8] proposed computationally simple, pointwise formulas for extended t-norms and t-conorms on fuzzy truth values; Takáč [19] investigated extended aggregation operations on the algebra of convex normal fuzzy truth values with their left and right parts; Torres-Blanc, Cubillo, and Hernández [20] applied the Zadeh’s extension principle to extend the aggregation operations of type-1 to the case of type-2 fuzzy sets. In particular, the distributive laws between those convolution operations on fuzzy truth values become an interesting and natural research area, so that they are discussed in many articles. For instance, Harding, C. and E. Walker [9] and C. and E. Walker [21, 23] discussed the distributive laws between extended minimums and maximums, and extended maximums and minimums, respectively, the distributive laws between extended t-norms and maximums, and the distributive laws between extended t-conorms and minimums. Hu and Kwong [11] also presented the distributive laws between extended t-norms and maximums, and the distributive laws between extended t-conorms and minimums. Xie [24] extended type-1 proper nullnorms and proper uninorms to fuzzy truth values and studied the distributive laws between the extended uninorms and minimums, and the distributive laws between the extended uninorms and maximums. Recently, Liu and Wang [15] discussed distributivity between extended t-norms and t-conorms on fuzzy truth values under the condition that the t-norm is conditionally distributive over the t-conorm or the t-conorm is conditionally distributive over the t-norm. It is well known that uninorms [25] and nullnorms [1] are aggregation operations with neutral elements and absorbing elements on [0, 1], respectively. They are generalizations of t-norms and t-conorms as well. However, the distributive laws between the extended nullnorms and uninorms on fuzzy truth values are not discussed till now, so that this paper will investigate these problems based on the results of conditionally distributivity of nullnorms over the uninorms in [5, 6, 13].

This paper is organized as follows. In Section 2 we recall some necessary definitions and previous results. In Section 3 we investigate the distributive laws between extended nullnorms and uninorms on fuzzy truth values under the condition that the nullnorm is conditionally distributive over the uninorm. In Section 4 we study distributivity of extended continuous operators with absorbing element and extended uninorms. A conclusion is given in Section 5.

2. Previous Results

In this section, we recall some basic concepts and terminologies used throughout the paper.

**Definition 2.1** ([12]). A t-norm (resp. t-conorm) is a binary operation $T : [0, 1]^2 \to [0, 1]$ (resp.
$S : [0, 1]^2 \rightarrow [0, 1]$ that is commutative, associative, non-decreasing in each variable, and has a neutral element 1 (resp. 0).

**Definition 2.2 ([12]).**

(i) A t-norm $T$ is said to be strict, if $T$ is continuous and strictly monotone.

(ii) A t-norm $T$ is said to be nilpotent, if $T$ is continuous and if each $x \in (0, 1)$ is a nilpotent element of $T$.

The basic continuous t-norms are minimum, $T_M(x, y) = \min(x, y)$, the product, $T_P(x, y) = xy$, and the Lukasiewicz t-norm, $T_L(x, y) = \max(x+y-1, 0)$. Dually, the basic continuous t-conorms are maximum, $S_M(x, y) = \max(x, y)$, the probabilistic sum, $S_P(x, y) = x+y-xy$, and the Lukasiewicz t-conorm, $S_L(x, y) = \min(x + y, 1)$.

**Definition 2.3 ([12]).** A binary function $U : [0, 1]^2 \rightarrow [0, 1]$ is called a uninorm if it is commutative, associative, non-decreasing in each place and there exists some element $e \in [0, 1]$ such that $U(x, e) = x$ for all $x \in [0, 1]$ where $e$ is called a neutral element of $U$.

One can see that a uninorm $U$ is a t-norm if $e = 1$, and a t-conorm if $e = 0$. A uninorm $U$ is called proper if its neutral element $e \in (0, 1)$. It is clear that $U(0, 1) \in \{0, 1\}$ (see [7]). $U$ is said to be conjunctive if $U(1, 0) = 0$, and be disjunctive if $U(1, 0) = 1$.

With any uninorm $U$ with neutral element $e \in (0, 1)$, we can associate two binary operations $T_U$ and $S_U : [0, 1]^2 \rightarrow [0, 1]$ defined by

$$T_U(x, y) = \frac{U(ex, ey)}{e} \quad \text{and} \quad S_U(x, y) = \frac{U((e + (1 - e)x, e + (1 - e)y)) - e}{1 - e},$$

respectively. It is easy to see that $T_U$ is a t-norm and that $S_U$ is a t-conorm where $T_U$ is called an underlying t-norm, and $S_U$ is called a underlying t-conorm. Let us denote the remaining part of the unit square by $E$, i.e., $E = [0, 1]^2 \setminus ([0, e]^2 \cup [e, 1]^2)$. On the set $E$, any uninorm $U$ is bounded by the minimum and maximum of its arguments, i.e., for any $(x, y) \in E$,

$$\min(x, y) \leq U(x, y) \leq \max(x, y).$$

The most studied classes of uninorms are:

- Idempotent uninorms in $U_{id}$ [3, 13], those that satisfy $U(x, x) = x$ for all $x \in [0, 1]$.
- Uninorms in $U_{\min}$ (resp. $U_{\max}$) [7, 13], those given by minimum (resp. maximum) in $E$.
- Uninorms in $CU$ [10, 13], those that are continuous in the open square $(0, 1)^2$.
- Uninorms in $WCU$ [2, 13, 14, 18], those that are with a continuous underlying t-norm and t-conorm.
Definition 2.4 ([1, 12]). A nullnorm is a binary operation \( F : [0, 1]^2 \rightarrow [0, 1] \), which is commutative, associative, non-decreasing in each variable and there exists an element \( k \in [0, 1] \) such that \( F(0, x) = x \) for all \( x \in [0, k] \) and \( F(1, x) = x \) for all \( x \in [k, 1] \).

Clearly, a nullnorm \( F \) is a t-norm if \( k = 0 \), and a t-conorm if \( k = 1 \). If \( k \in (0, 1) \), then a nullnorm \( F \) is called proper. It is immediately clear that every nullnorm \( F \) satisfies \( F(k, x) = k \) for all \( x \in [0, 1] \), i.e., \( k \) is an absorbing element of \( F \).

Definition 2.5 ([21]). Fuzzy truth values are mapping of \([0, 1]\) into itself. The set of fuzzy truth values is denoted by \( F = \{ f | f : [0, 1] \rightarrow [0, 1] \} \).

According to Zadeh’s extension principle, a two-place function \( G : [0, 1]^2 \rightarrow [0, 1] \) can be extended to \( \odot_G : F^2 \rightarrow F \) by the convolution of \( G \) with respect to \( \land \) and \( \lor \). Let \( f, g \in F \). Then \( (f \odot_G g)(z) = \bigvee_{z=G(x,y)} (f(x) \land g(y)) \). Here, \( \odot_G \) is called the extended \( G \).

If \( G \) is a nullnorm \( F \) or a uninorm \( U \), then we have its extended nullnorm or uninorm defined by

\[
(f \odot_F g)(z) = \bigvee_{F(x,y)=z} (f(x) \land g(y))
\] (2.1)

and

\[
(f \odot_U g)(z) = \bigvee_{U(x,y)=z} (f(x) \land g(y)),
\] (2.2)

respectively (see [24]). In particular, if \( G \) is the t-norm \( T_M = \min \) or t-conorm \( S_M = \max \), then we use \( \sqcap \) and \( \sqcup \) instead of \( \odot_F \) and \( \odot_U \), respectively (see [21]), i.e.,

\[
(f \sqcap g)(z) = \bigvee_{x \land y=z} (f(x) \land g(y)),
\] (2.3)

\[
(f \sqcup g)(z) = \bigvee_{x \lor y=z} (f(x) \land g(y)).
\] (2.4)

Definition 2.6 ([21]). An element \( f \in F \) is said to be convex if for all \( x, y, z \in [0, 1] \) for which \( x \leq y \leq z \), we have \( f(y) \geq f(x) \land f(z) \).

3. Distributive laws between the extended nullnorms and uninorms

In this section, the distributive laws between the extended nullnorms and uninorms on fuzzy truth values are discussed.
Theorem 3.1. Let $F : [0, 1]^2 \rightarrow [0, 1]$ be a continuous non-decreasing operator. If $f \in F$ is convex, then the following statements hold for all $g, h \in F$.

(i) $f \odot_F (g \sqcap h) = (f \odot_F g) \sqcap (f \odot_F h)$;  
(ii) $f \odot_F (g \sqcup h) = (f \odot_F g) \sqcup (f \odot_F h)$.

Proof. We only provide the proof of statement (i), the statement of (ii) being analogous.

According to formulas (2.1) and (2.3), for all $z \in [0, 1]$, we have

$$(f \odot_F (g \sqcap h))(z) = \bigvee_{F(y, u \wedge v) = z} f(y) \wedge g(u) \wedge h(v)$$

and

$$((f \odot_F g) \sqcap (f \odot_F h))(z) = \bigvee_{F(p, q) = F(s, t) = z} f(p) \wedge g(q) \wedge f(s) \wedge h(t).$$

On one hand, due to $F(y, u \wedge v) = F(y, u) \wedge F(y, v)$, it holds that

$$(f \odot_F (g \sqcap h))(z) \leq ((f \odot_F g) \sqcap (f \odot_F h))(z). \tag{3.1}$$

On the other hand, suppose that $z = F(p, q) \wedge F(s, t)$. It is easy to see if there exists $y \in [0, 1]$ such that both of the following hold then the reverse inequality of (3.1) is holds.

$$z = F(y, q \wedge t) \tag{3.2}$$

and

$$f(y) \wedge g(q) \wedge h(t) \geq f(p) \wedge g(q) \wedge f(s) \wedge h(t). \tag{3.3}$$

Next, we shall prove formulas (3.2) and (3.3). From $z = F(p, q) \wedge F(s, t)$, we distinguish three cases.

(i) If $F(p, q) = F(s, t) = z$, then let $y = p \wedge s$. Thus $F(y, q \wedge t) = F(y, q) \wedge F(y, t) = z$, and $f(y) = f(p)$ or $f(y) = f(s)$. Therefore, the formulas (3.2) and (3.3) are hold.

(ii) If $F(p, q) > z$ and $F(s, t) = z$, then we have the following two subcases.

- If $F(s, q) \geq z$, then $F(s, q) \wedge F(s, t) = F(s, t) = z$, and put $y = s$. Then both (3.2) and (3.3) hold.
- If $F(s, q) < z$, then $F(s, q) \wedge F(s, t)$ means $q < t$. Moreover, $F(p, q) > z > F(s, q)$ implies $s < p$. Because $F$ is continuous, there exists a $y$ with $s < y < p$ such that $F(y, q) = z$, and $f(y) \geq f(p) \wedge f(s)$ since $f$ is convex. Hence both (3.2) and (3.3) hold.
(iii) If \( F(p, q) = z \) and \( F(s, t) > z \), then similar to (ii), we can get that (3.2) and (3.3).

With Cases (i), (ii) and (iii), we always know that both (3.2) and (3.3) hold. Therefore,

\[
(f \odot_F (g \cap h))(z) \geq ((f \odot_F g) \cap (f \odot_F h))(z).
\]

This completes the proof. \( \square \)

Note that Theorem 3.1 generalizes the sufficiency of Proposition 3.9 in [11] (see also the conclusions 1 and 4 of Theorem 5.5.3 in [9]).

**Lemma 3.1** ([17]). Consider \( e \in (0, 1) \). The following statements are equivalent:

(i) \( U \) is an idempotent uninorm with neutral element \( e \).

(ii) There exists a non-increasing function \( g : [0, 1] \to [0, 1] \), symmetric with respect to the main diagonal, with \( g(e) = e \), such that, for all \( (x, y) \in E \)

\[
U(x, y) = \begin{cases} 
\min(x, y), & \text{if } y < g(x) \text{ or } y = g(x) \text{ and } x < g(g(x)), \\
\max(x, y), & \text{if } y > g(x) \text{ or } y = g(x) \text{ and } x > g(g(x)), \\
x \text{ or } y, & \text{if } y = g(x) \text{ and } x = g(g(x))
\end{cases}
\]

being commutative on the set of points \( (x, y) \) such that \( y = g(x) \) with \( x = g(g(x)) \).

**Remark 3.1.** The first uninorms, which were constructed by Yager and Rybalov [25], are idempotent uninorms from classes \( U_{\min} \) and \( U_{\max} \) of the following form:

\[
\underline{U}(x, y) = \begin{cases} 
\max(x, y), & \text{if } (x, y) \in [e, 1]^2, \\
\min(x, y), & \text{otherwise}
\end{cases}
\]

and

\[
\overline{U}(x, y) = \begin{cases} 
\min(x, y), & \text{if } (x, y) \in [0, e]^2, \\
\max(x, y), & \text{otherwise}.
\end{cases}
\]

These uninorms are the only explicit examples of idempotent uninorms.

From Theorem 3.1 and Lemma 3.1, we immediately have the following result.

**Theorem 3.2.** Let \( F \) be a continuous nullnorm and \( U \) an idempotent uninorm. If \( f \in \mathcal{F} \) is convex, then the following holds for all \( g, h \in \mathcal{F} \).

\[
f \odot_F (g \odot_U h) = (f \odot_F g) \odot_U (f \odot_F h).
\]
**Definition 3.1.** Let $F : [0, 1]^2 \to [0, 1]$ be a continuous non-decreasing operator and $U$ be a uninorm.

- $F$ is conditionally distributive over $U$ from the left (CDl) if $F(x, U(y, z)) = U(F(x, y), F(x, z))$ for all $x, y, z \in [0, 1]$ whenever $U(y, z) < 1$.

- $F$ is conditionally distributive over $U$ from the right (CDr) if $F(U(x, y), z) = U(F(x, z), F(y, z))$ for all $x, y, z \in [0, 1]$ whenever $U(x, y) < 1$.

Of course, for a commutative operator $F$ (CDl) and (CDr) coincides and are denoted by (CD).

In the sequel, we study the distributive laws between the extended nullnorm and uninorm on fuzzy truth values under the condition that the nullnorm is conditionally distributive over the uninorm. First, we need the lemma as follows.

**Lemma 3.2 ([13]).** A continuous nullnorm $F$ with an absorbing element $k \in (0, 1)$ and a disjunctive uninorm $U \in \mathcal{WCU}$ with neutral element $e \in (0, 1)$ satisfy (CD) if and only if one of the following cases is fulfilled:

(i) $e < k$ and $F, U$ are given as in [16] (Proposition 4.2), i.e.,

$$U(x, y) = \begin{cases} 
\min(x, y), & \text{if } (x, y) \in [0, e]^2, \\
\max(x, y), & \text{otherwise}
\end{cases}$$

and

$$F(x, y) = \begin{cases} 
 eS_1(\frac{x}{e}, \frac{y}{e}), & \text{if } (x, y) \in [0, e]^2,
\end{cases}$$

$$e + (k - e)S_2\left(\frac{x - e}{k - e}, \frac{y - e}{k - e}\right), \quad \text{if } (x, y) \in [e, k]^2,$$

$$k + (1 - k)T\left(\frac{x - k}{1 - k}, \frac{y - k}{1 - k}\right), \quad \text{if } (x, y) \in [k, 1]^2,$$

$$\max(x, y), \quad \text{if } \min(x, y) \leq e \leq \max(x, y) \leq k,$$

$$k, \quad \text{otherwise},$$

where $S_1$ and $S_2$ are continuous $t$-conorms and $T$ is a continuous $t$-norm.

(ii) $e < k$ and $F, U$ are given as in [5] (Theorem 16), i.e., there is $a \in [k, 1)$ such that $F$ and $U$ are given by
\begin{equation}
U(x, y) = \begin{cases} 
\min(x, y), & \text{if } (x, y) \in [0, e]^2, \\
a + (1 - a)S\left(\frac{x - a}{1 - a}, \frac{y - a}{1 - a}\right), & \text{if } (x, y) \in [a, 1]^2, \\
\max(x, y), & \text{otherwise}
\end{cases} \tag{3.7}
\end{equation}

and

\begin{equation}
F(x, y) = \begin{cases} 
eS_1\left(\frac{x}{e}, \frac{y}{e}\right), & \text{if } (x, y) \in [0, e]^2, \\
e + (k - e)S_2\left(\frac{x - e}{k - e}, \frac{y - e}{k - e}\right), & \text{if } (x, y) \in [e, k]^2, \\
k + (a - k)T_1\left(\frac{x - k}{a - k}, \frac{y - k}{a - k}\right), & \text{if } (x, y) \in [k, a]^2, \\
a + (1 - a)T\left(\frac{x - a}{1 - a}, \frac{y - a}{1 - a}\right), & \text{if } (x, y) \in [a, 1]^2, \\
\max(x, y), & \text{if } \min(x, y) \leq e \leq \max(x, y) \leq k, \\
\min(x, y), & \text{if } k \leq \min(x, y) \leq a \leq \max(x, y), \\
k, & \text{otherwise},
\end{cases} \tag{3.8}
\end{equation}

where $S_1$ and $S_2$ are continuous t-conorms, $T_1$ is a continuous t-norm and $S$ is a nilpotent t-conorm such that the additive generator $s$ of $S$ satisfying $s(1) = 1$ is also a multiplicative generator of the strict t-norm $T$.

(iii) $e > k$ and

\begin{equation}
U(x, y) = \begin{cases} 
\max(x, y), & \text{if } (x, y) \in [e, 1]^2, \\
1, & \text{if } x = 1 \text{ or } y = 1, \\
\min(x, y), & \text{otherwise}
\end{cases} \tag{3.9}
\end{equation}

and
Theorem 3.3. Let $e$ be a disjunctive uninorm with neutral element $g$, $h$ following holds for all $x, y$.

First, from formulas (2.1) and (2.2), we have that

$$
F(x, y) = \begin{cases} 
  kS_1 \left( \frac{x}{k}, \frac{y}{k} \right), & \text{if } (x, y) \in [0, k]^2, \\
  k + (e-k)T_1 \left( \frac{x-k}{e-k}, \frac{y-k}{e-k} \right), & \text{if } (x, y) \in [k, e]^2, \\
  e + (1-e)T_2 \left( \frac{x-e}{1-e}, \frac{y-e}{1-e} \right), & \text{if } (x, y) \in [e, 1]^2, \\
  k, & \text{if } \min(x, y) \leq k \leq \max(x, y), \\
  \min(x, y), & \text{otherwise},
\end{cases}
$$

(3.10)

where $S_1$ is continuous t-conorm and $T_1$ and $T_2$ are continuous t-norms.

Then we have the following theorem.

**Theorem 3.3.** Let $F$ be a continuous nullnorm with an absorbing element $k \in (0, 1)$ and $U \in WCU$ a disjunctive uninorm with neutral element $e \in (0, 1)$ satisfying (CD). If $f \in F$ is convex, then the following holds for all $g, h \in F$.

$$
f \circ_F (g \circ_U h) = (f \circ_F g) \circ_U (f \circ_F h).
$$

**Proof.** First, from formulas (2.1) and (2.2), we have that

$$
(f \circ_F (g \circ_U h))(z) = \bigvee_{F(y, U(u, v))=z} f(y) \land g(u) \land h(v) 
$$

(3.11)

and

$$
((f \circ_F g) \circ_U (f \circ_F h))(z) = \bigvee_{U(F(p, q), F(s, t))=z} f(p) \land g(q) \land f(s) \land h(t).
$$

(3.12)

Now, suppose that $z \in [0, 1)$. Then from $z = F(y, U(u, v)) \in [0, 1)$, we have $U(u, v) < 1$ for any $u, v \in [0, 1]$. Thus $F(y, U(u, v)) = U(F(y, u), F(y, v)) \in [0, 1)$ since $F$ and $U$ satisfy (CD). Next, we divide our proof into three cases as follows from Lemma 3.2.

(i) $e < k$ and $U, F$ are given as Eqs. (3.5) and (3.6), respectively. From Theorem 3.1 (i) and (ii), it is obvious that $(f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z)$ for $z \in [0, 1)$.

(ii) $e < k$ and $U, F$ are given as Eqs. (3.7) and (3.8), respectively. In the following, we shall prove $(f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z)$ for $z \in [0, 1)$. This will be done by checking the subsequent four cases.

Case (a). If $z = F(y, U(u, v)) \in [0, e]$, then $U(u, v) = \min(u, v)$. Therefore, $(f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z)$ from Theorem 3.1 (i).

Case (b). If $z = F(y, U(u, v)) \in [e, k]$, then we distinguish three subcases.
• If \( y \in [e, k] \) and \( U(u, v) \in [e, k] \), then \( U(u, v) = \max(u, v) \). Therefore, \( (f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z) \) from Theorem 3.1 (ii).

• If \( y \in [e, k] \) and \( U(u, v) \in [0, e] \), then \( \min(y, U(u, v)) \leq e \leq \max(y, U(u, v)) \leq k \), which implies \( F(y, U(u, v)) = \max(y, U(u, v)) \), and \( U(u, v) = \min(u, v) \). Therefore, \( (f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z) \) from Theorem 3.1 (i).

• If \( y \in [0, e] \) and \( U(u, v) \in [e, k] \), then \( \min(y, U(u, v)) \leq e \leq \max(y, U(u, v)) \leq k \), which means that \( F(y, U(u, v)) = \max(y, U(u, v)) \), and \( U(u, v) = \max(u, v) \). Therefore, \( (f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z) \) from Theorem 3.1 (ii).

Case (c). If \( z = F(y, U(u, v)) \in [k, a] \), then we distinguish three subcases.

• If \( y \in [k, a] \) and \( U(u, v) \in [k, a] \), then \( U(u, v) = \max(u, v) \). Therefore, \( (f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z) \) from Theorem 3.1 (ii).

• If \( y \in [k, a] \) and \( U(u, v) \in (a, 1) \), then \( k \leq \min(y, U(u, v)) \leq a \leq \max(y, U(u, v)) \), which implies \( F(y, U(u, v)) = \min(y, U(u, v)) \). Since \( U(u, v) \in (a, 1) \), we have either \( F = \min \) and \( U = \max \) or \( F = \min \) and \( U(u, v) = a + (1 - a)S \left( \frac{u - a}{1 - a}, \frac{v - a}{1 - a} \right) \) with \( u, v \in (a, 1) \).

\((*)\) If \( F = \min \) and \( U = \max \), then
\[
(f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z)
\]
from Theorem 3.1 (ii).

\((***)\) If \( F = \min \), and \( U(u, v) = a + (1 - a)S \left( \frac{u - a}{1 - a}, \frac{v - a}{1 - a} \right) \) with \( u, v \in (a, 1) \), then \( z = y = F(y, U(u, v)) = U(F(y, u), F(y, v)) = U(y, y) \), i.e., \( y = U(y, y) \) since \( y < U(u, v) \), which means that \( y \) is an idempotent element of \( U \), contrary to \( U(u, v) = a + (1 - a)S \left( \frac{u - a}{1 - a}, \frac{v - a}{1 - a} \right) \) with \( u, v \in (a, 1) \). Therefore, this subcase is not possible.

• If \( y \in [a, 1] \) and \( U(u, v) \in [k, a] \), then \( k \leq \min(y, U(u, v)) \leq a \leq \max(y, U(u, v)) \), it follows that \( U(u, v) = \max(u, v) \) and \( F(y, U(u, v)) = \min(y, U(u, v)) \). Therefore, \( (f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z) \) from Theorem 3.1 (ii).

Case (d). If \( z = F(y, U(u, v)) \in [a, 1] \), then \( y \in [a, 1] \) and \( U(u, v) \in [a, 1] \), we distinguish two subcases.

• If \( F(y, U(u, v)) = a + (1 - a)T \left( \frac{y - a}{1 - a}, \frac{U(u, v) - a}{1 - a} \right) \) and \( U = \max \), then \( (f \circ_F (g \circ_U h))(z) = ((f \circ_F g) \circ_U (f \circ_F h))(z) \) by Theorem 3.1 (ii).

• If \( F(y, U(u, v)) = a + (1 - a)T \left( \frac{y - a}{1 - a}, \frac{U(u, v) - a}{1 - a} \right) \) and \( U(u, v) = a + (1 - a)S \left( \frac{u - a}{1 - a}, \frac{v - a}{1 - a} \right) \), where \( T \) is a strict t-norm and \( S \) is a nilpotent t-conorm. Due to \( F(y, U(u, v)) = U(F(y, u), F(y, v)) \), from formulas (3.11) and (3.12), it holds that
Therefore, we just need to prove \((f \odot_F (g \odot_U h))(z) \geq ((f \odot_F g) \odot_U (f \odot_F h))(z)\). We first prove the following statement.

\textbf{A.} For any \(p, q, s, t, y' \in [a, 1]\), \(U(F(p, q), F(s, t)) = z\) and \(U(F(y', q), F(y', t)) = z\) imply \(f(y') \land g(q) \land h(t) \geq f(p) \land g(q) \land f(s) \land h(t)\) whenever \(U(q, t) < 1\).

Since \(U(F(p, q), F(s, t)) = z\) and \(U(F(y', q), F(y', t)) = z\), we have \(p \leq y' \leq s\) or \(s \leq y' \leq p\). Otherwise, \(y' < p \land s\) or \(y' > p \lor s\). Say, \(y' < p \land s\). Then \(z = U(F(p, q), F(s, t)) \geq U(F(p \land s, q), F(p \land s, t)) = F(p \land s, U(q, t)) > F(y', U(q, t)) = U(F(y', q), F(y', t)) = z\) since \(U(q, t) < 1\) and \(F\) is a strict t-norm on \([a, 1]\), a contradiction. Consequently, \(p \leq y' \leq s\) or \(s \leq y' \leq p\). Therefore, \(f(y') \geq f(p) \land f(s)\) since \(f\) is convex, which means that \(f(y') \land g(q) \land h(t) \geq f(p) \land g(q) \land f(s) \land h(t)\). This completes the proof of \textbf{A}.

Then, using \textbf{A}, we have that

\[
(f \odot_F g) \odot_U (f \odot_F h)(z) = \bigvee_{U(F(p, q), F(s, t)) = z} f(p) \land g(q) \land f(s) \land h(t)
\]

\[
\leq \bigvee_{U(F(y', q), F(y', t)) = z} f(y') \land g(q) \land h(t)
\]

\[
= \bigvee_{F(y', U(q, t)) = z} f(y') \land g(q) \land h(t)
\]

\[
= \bigvee_{F(y, U(u, v)) = z} f(y) \land g(u) \land h(v)
\]

\[
= (f \odot_F (g \odot_U h))(z),
\]

i.e., \((f \odot_F (g \odot_U h))(z) \geq ((f \odot_F g) \odot_U (f \odot_F h))(z)\).

(iii) \(c > k\) and \(U, F\) are given as Eqs. (3.9) and (3.10), respectively. By Theorem 3.1 (i) and (ii), it is obvious that \((f \odot_F (g \odot_U h))(z) = ((f \odot_F g) \odot_U (f \odot_F h))(z)\) for \(z \in [0, 1]\).

Cases (i), (ii) and (iii) yield that

\[(f \odot_F (g \odot_U h))(z) = ((f \odot_F g) \odot_U (f \odot_F h))(z)\] for any \(z \in [0, 1]\).

In the subsequent, we shall prove \((f \odot_F (g \odot_U h))(1) = ((f \odot_F g) \odot_U (f \odot_F h))(1)\).

Indeed, if \(F(y, U(u, v)) = 1\) and \(U(F(p, q), F(s, t)) = 1\), then \(y = 1\) and \(u \lor v = 1\), \(p = q = 1\) or \(s = t = 1\). Thus from formulas (3.11) and (3.12),

\[
(f \odot_F (g \odot_U h))(1) = \left( \bigvee_{u \in [0, 1]} f(1) \land g(u) \land h(1) \right) \lor \left( \bigvee_{v \in [0, 1]} f(1) \land g(1) \land h(v) \right)
\]

and
\((f \odot_F g) \odot_U (f \odot_F h))(1) = \left( \bigvee_{p,q \in [0,1]} f(p) \land g(q) \land f(1) \land h(1) \right) \lor \left( \bigvee_{s,t \in [0,1]} f(1) \land g(1) \land f(s) \land h(t) \right). \)

Obviously, \((f \odot_F (g \odot_U h))(1) \geq ((f \odot_F g) \odot_U (f \odot_F h))(1)\) since
\[
\bigvee_{u \in [0,1]} f(1) \land g(u) \land h(1) \geq \bigvee_{p,q \in [0,1]} f(p) \land g(q) \land f(1) \land h(1)
\]
and
\[
\bigvee_{v \in [0,1]} f(1) \land g(1) \land h(v) \geq \bigvee_{s,t \in [0,1]} f(1) \land g(1) \land f(s) \land h(t).
\]

On the other hand, from \(y = 1\) and \(u \lor v = 1\), \(p = q = 1\) or \(s = t = 1\), we also have
\[
F(y, U(u, v)) = 1 = U(F(y, u), F(y, v)). \]
Thus
\[
(f \odot_F (g \odot_U h))(1) = \bigvee_{F(y,U(u,v))=1} f(y) \land g(u) \land h(v)
= \bigvee_{U(F(y,u),F(y,v))=1} f(y) \land g(u) \land f(y) \land h(v)
\leq \bigvee_{U(F(p,q),F(s,t))=1} f(p) \land g(q) \land f(s) \land h(t)
= ((f \odot_F g) \odot_U (f \odot_F h))(1).
\]

Consequently, \((f \odot_F (g \odot_U h))(1) = ((f \odot_F g) \odot_U (f \odot_F h))(1)\).

In summary,
\[
(f \odot_F (g \odot_U h))(z) = ((f \odot_F g) \odot_U (f \odot_F h))(z) \text{ for all } z \in [0,1].
\]

For a conjunctive uninorm \(U \in \mathcal{WCU}\) with neutral element \(e \in (0,1)\), we first have the following lemma.

Lemma 3.3 ([6, 13]). A continuous nullnorm \(F\) with an absorbing element \(k \in (0,1)\) and a conjunctive uninorm \(U \in \mathcal{WCU}\) with neutral element \(e \in (0,1)\) satisfy (CD) if and only if one of the following cases is fulfilled:

(i) \(e > k\) and \(F, U\) are given as in [16] (Proposition 4.3), i.e.,
\[
U(x,y) = \begin{cases} 
\max(x,y), & \text{if } (x,y) \in [e,1]^2, \\
\min(x,y), & \text{otherwise}
\end{cases}
\]

(3.14)
and

\[
F(x, y) = \begin{cases} 
  kS_1\left(\frac{x}{k}, \frac{y}{k}\right), & \text{if } (x, y) \in [0, k]^2, \\
  k + (e - k)T_1\left(\frac{x - k}{e - k}, \frac{y - k}{e - k}\right), & \text{if } (x, y) \in [k, e]^2, \\
  e + (1 - e)T_2\left(\frac{x - e}{1 - e}, \frac{y - e}{1 - e}\right), & \text{if } (x, y) \in [e, 1]^2, \\
  k, & \text{if } \min(x, y) \leq k \leq \max(x, y), \\
  \min(x, y), & \text{otherwise,}
\end{cases}
\]

(3.15)

where \(S_1\) is continuous t-conorm and \(T_1\) and \(T_2\) are continuous t-norms.

(ii) \(e > k\) and \(F, U\) are given as in [5] (Theorem 17), i.e., there is \(a \in [e, 1)\) such that \(F\) and \(U\) are given by

\[
U(x, y) = \begin{cases} 
  \min(x, y), & \text{if } (x, y) \in [0, e] \times [0, 1] \cup [0, 1] \times [0, e], \\
  a + (1 - a)S\left(\frac{x - a}{1 - a}, \frac{y - a}{1 - a}\right), & \text{if } (x, y) \in [a, 1]^2, \\
  \max(x, y), & \text{otherwise}
\end{cases}
\]

and

\[
F(x, y) = \begin{cases} 
  kS_1\left(\frac{x}{k}, \frac{y}{k}\right), & \text{if } (x, y) \in [0, k]^2, \\
  k + (e - k)T_1\left(\frac{x - k}{e - k}, \frac{y - k}{e - k}\right), & \text{if } (x, y) \in [k, e]^2, \\
  e + (a - e)T_2\left(\frac{x - e}{a - e}, \frac{y - e}{a - e}\right), & \text{if } (x, y) \in [e, a]^2, \\
  a + (1 - a)T\left(\frac{x - a}{1 - a}, \frac{y - a}{1 - a}\right), & \text{if } (x, y) \in [a, 1]^2, \\
  k, & \text{if } \min(x, y) \leq k \leq \max(x, y), \\
  \min(x, y), & \text{otherwise,}
\end{cases}
\]

(3.16)

where \(S_1\) is continuous t-conorm and \(T_1\) and \(T_2\) are continuous t-norms. Moreover, \(S\) is a nilpotent t-conorm such that the additive generator \(s\) of \(S\) satisfying \(s(1) = 1\) is also a multiplicative generator of the strict t-norm \(T\).

(iii) \(e < k\) and
\[ U(x, y) = \begin{cases} 
\min(x, y), & \text{if } (x, y) \in [0, e]^2, \\
\max(x, y), & \text{if } (x, y) \in [e, 1]^2, \\
1, & \text{if } x = 1, y \neq 0 \text{ or } x \neq 0, y = 1, \\
\min(x, y), & \text{otherwise} 
\end{cases} \]  
\tag{3.18}

and

\[ F(x, y) = \begin{cases} 
es_1 \left( \frac{x}{e}, \frac{y}{e} \right), & \text{if } (x, y) \in [0, e]^2, \\
e + (k - e)s_2 \left( \frac{x - e}{k - e}, \frac{y - e}{k - e} \right), & \text{if } (x, y) \in [e, k]^2, \\
k + (1 - k)t \left( \frac{x - k}{1 - k}, \frac{y - k}{1 - k} \right), & \text{if } (x, y) \in [k, 1]^2, \\
\max(x, y), & \text{if } \min(x, y) \leq e \leq \max(x, y) \leq k, \\
k, & \text{otherwise}, 
\end{cases} \]  
\tag{3.19}

where \( S_1 \) and \( S_2 \) are continuous t-conorms and \( T \) is a continuous t-norm.

Then based on Lemma 3.3, by a completely similar proof to Theorem 3.3, we have the following theorem.

**Theorem 3.4.** Let \( F \) be a continuous nullnorm with an absorbing element \( k \in (0, 1) \) and \( U \in \text{WCU} \) a conjunctive uninorm with neutral element \( e \in (0, 1) \) satisfying (CD). If \( f \in F \) is convex, then the following holds for all \( g, h \in F \).

\[ f \odot_F (g \odot_U h) = (f \odot_F g) \odot_U (f \odot_F h). \]

4. Distributivity of extended continuous operators and uninorms

A form of the relaxed nullnorm that is obtained by omitting commutativity and associativity from Definition 2.4 was introduced in [4]. The set of all such type of operators is denoted by \( Z_k \) where \( k \) is an absorbing element of such operators. In order to investigate the distributive laws between the extended continuous operators and uninorms, we first need the following three lemmas.

**Lemma 4.1** ([5]). A continuous operator \( F \in Z_k \) and a continuous t-conorm \( S \) satisfy (CDl) if and only if exactly one of the following cases is fulfilled:

(i) \( S = S_M \),
(ii) there is an $a \in [k, 1)$ such that $S, F$ are given by

$$S(x, y) = \begin{cases} 
  a + (1 - a)S_L \left( \frac{x - a}{1 - a}, \frac{y - a}{1 - a} \right), & \text{if } (x, y) \in [a, 1]^2, \\
  \max(x, y), & \text{otherwise}
\end{cases} \quad (4.1)$$

and

$$F = \begin{cases} 
  A, & \text{on } [0, k]^2, \\
  B, & \text{on } [k, 1]^2, \\
  k, & \text{otherwise,}
\end{cases} \quad (4.2)$$

where $A : [0, k]^2 \to [0, k]$ is a continuous increasing operator with neutral element $0$, $B : [k, 1]^2 \to [k, 1]$ is a continuous increasing operator with neutral element $1$ such that $B(x, y) \in [a, 1]$ for all $x, y \in [a, 1]$ and $B = T_P$ on $[a, 1]^2$.

**Lemma 4.2** ([5]). A continuous operator $F \in Z_k$ and a uninorm $U \in U_{\max} \cap WCU$ with neutral element $e$ satisfy (CDl) if and only if $e < k$ and exactly one of the following cases is fulfilled:

(i) $F$ and $U$ are given as in [4] (Theorem 16), i.e., $U = \overline{U}$ and

$$F = \begin{cases} 
  A_1, & \text{on } [0, e]^2, \\
  A_2, & \text{on } [e, k]^2, \\
  A_3, & \text{on } [0, e] \times [e, k], \\
  \max, & \text{on } [e, k] \times [0, e], \\
  B, & \text{on } [k, 1]^2, \\
  k, & \text{otherwise,}
\end{cases} \quad (4.3)$$

where $0$ is neutral element of the operator $A_1$ and a left side neutral element of $A_3$, $1$ is a neutral element of $B$, $e$ is a right side neutral element of $A_2$ and where $A_1, A_2, A_3, B$ are continuous increasing operators.

(ii) there is an $a \in [k, 1)$ such that $U$ is given by (3.7) and $F$ is given by (4.3) such that $B(x, y) \in [a, 1]$ for all $x, y \in [a, 1]$ and $B = T_P$ on $[a, 1]^2$. 
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Lemma 4.3 ([5]). A continuous operator \( F \in Z_k \) and a uninorm \( U \in U_{\min} \cap \mathcal{WCU} \) with neutral element \( e \in (0, 1) \) satisfy (CDl) if and only if \( k < e \) and exactly one of the following cases is fulfilled:

(i) \( F \) and \( U \) are given as in [4] (Theorem 18), i.e., \( U = \ul{\circ} \) and
\[
F = \begin{cases} 
A, & \text{on } (x, y) \in [0, k]^2, \\
B_1, & \text{on } (x, y) \in [k, e]^2, \\
B_3, & \text{on } (x, y) \in [e, 1] \times [k, e], \\
\min, & \text{on } (x, y) \in [k, e] \times [e, 1], \\
B_2, & \text{on } (x, y) \in [e, 1]^2, \\
k, & \text{otherwise},
\end{cases}
\] (4.4)

where 0 is neutral element of \( A \), 1 is neutral element of \( B \), and a left side neutral element of \( B_3 \), \( e \) is a right side neutral element of \( B_1 \), and where \( B_1, B_2, B_3, A \) are continuous increasing operators.

(ii) there is an \( a \in [e, 1) \) such that \( U \) is given by (3.16)and \( F \) is given by (4.4) such that \( B_2(x, y) \in [a, 1] \) for all \( x, y \in [a, 1] \) and \( B = T_F \) on \( [a, 1]^2 \).

Consider the distributivity between \( \odot_F \) and \( \odot_S \) (where \( \odot_S \) is an extended t-conorm) on fuzzy truth values. Then we have the following result.

Theorem 4.1. Let \( F \in Z_k \) be a continuous operator and \( S \) a continuous t-conorm satisfying (CDl). If \( f \in F \) is convex, then the following holds for all \( g, h \in F \).
\[
f \odot_F (g \odot_S h) = (f \odot_F g) \odot_S (f \odot_F h).
\]

Proof. First, from formulas (2.1) and (2.2), we have that
\[
(f \odot_F (g \odot_S h))(z) = \bigvee_{F(y, S(u, v)) = z} f(y) \odot g(u) \odot h(v) \tag{4.5}
\]
and
\[
((f \odot_F g) \odot_S (f \odot_F h))(z) = \bigvee_{S(F(p, q), F(s, t)) = z} f(p) \odot g(q) \odot f(s) \odot h(t). \tag{4.6}
\]

Now, suppose that \( z \in [0, 1] \). Then from \( z = F(y, S(u, v)) \in [0, 1] \), we have \( S(u, v) < 1 \) for any \( u, v \in [0, 1] \). Thus \( F(y, S(u, v)) = S(F(y, u), F(y, v)) \in [0, 1] \) since \( F \) and \( S \) satisfy (CDl).
Next, we divide our proof into two cases as follows from Lemma 4.1.

(i) If $S = S_M$, then $(f \odot_F (g \odot_S h))(z) = ((f \odot_F g) \odot_S (f \odot_F h))(z)$ for $z \in [0, 1)$ by Theorem 3.1 (ii).

(ii) If there is an $a \in [k, 1)$ such that $S$ and $F$ are given by formulas (4.1) and (4.2), respectively, then we distinguish three subcases.

Case (a). If $z = F(y, S(u, v)) \in [0, k]$, then $F = A$ and $S = S_M$. Consequently, $(f \odot_F (g \odot_S h))(z) = ((f \odot_F g) \odot_S (f \odot_F h))(z)$ by Theorem 3.1 (ii).

Case (b). If $z = F(y, S(u, v)) \in [k, 1)$, then we have that either $z = F(y, S(u, v)) \in [k, a]$ or $z = F(y, S(u, v)) \in [a, 1)$.

- If $z = F(y, S(u, v)) \in [k, a)$, then $F = B$ and $S = S_M$. Consequently, $(f \odot_F (g \odot_S h))(z) = ((f \odot_F g) \odot_S (f \odot_F h))(z)$ by Theorem 3.1 (ii).
- If $z = F(y, S(u, v)) \in [a, 1)$, then $F = B = T_F$ and $S(u, v) = a + (1 - a)S_L \left(\frac{u-a}{1-a}, \frac{v-a}{1-a}\right)$ with $u, v \in [a, 1]$. Due to $F(y, S(u, v)) = S(F(y, u), F(y, v))$, from formulas (4.5) and (4.6), it holds that

$$
(f \odot_F (g \odot_S h))(z) \leq ((f \odot_F g) \odot_S (f \odot_F h))(z). \tag{4.7}
$$

Therefore, we just need to prove $(f \odot_F (g \odot_S h))(z) \geq ((f \odot_F g) \odot_S (f \odot_F h))(z)$. We first prove the following statement whose proof is completely similar to A.

B. For any $p, q, s, t, y' \in [a, 1)$, $S(F(p, q), F(s, t)) = z$ and $S(F(y', q), F(y', t)) = z$ imply $f(y') \land g(q) \land h(t) \geq f(p) \land g(q) \land f(s) \land h(t)$ whenever $S(q, t) < 1$.

Then, using B, we have $(f \odot_F (g \odot_S h))(z) \geq ((f \odot_F g) \odot_S (f \odot_F h))(z)$, which together with formula (4.7) yields that

$$(f \odot_F (g \odot_S h))(z) = ((f \odot_F g) \odot_S (f \odot_F h))(z) \text{ for } z \in [a, 1).$$

Case (c). If $z = F(y, S(u, v)) = k$, then we have either $y = k$ and $S(u, v) \in [0, 1)$ or $y \in [0, 1]$ and $S(u, v) = k$ since $k$ is an absorbing element of $F$.

- If $y = k$ and $S(u, v) \in [0, 1)$, then $S = S_M$ since $S(F(y, u), F(y, v)) = F(y, S(u, v)) = k$ and $k \leq a$. Therefore, $(f \odot_F (g \odot_S h))(z) = ((f \odot_F g) \odot_S (f \odot_F h))(z)$ by Theorem 3.1 (ii).
- If $y \in [0, 1]$ and $S(u, v) = k$, then $S = S_M$ since $S(u, v) = k$ and $k \leq a$. Therefore, $(f \odot_F (g \odot_S h))(z) = ((f \odot_F g) \odot_S (f \odot_F h))(z)$ by Theorem 3.1 (ii).

Cases (a), (b) and (c) deduce that $(f \odot_F (g \odot_S h))(z) = ((f \odot_F g) \odot_S (f \odot_F h))(z)$ for any $z \in [0, 1)$. 

17
Therefore, with Cases (i) and (ii), we have that
\[(f \odot_F (g \odot_S h))(z) = ((f \odot_F g) \odot_S (f \odot_F h))(z)\] for any \(z \in [0,1]\).

If \(z = 1\), then, in a similar way to the proof of Theorem 3.3, we can get \((f \odot_F (g \odot_S h))(1) = ((f \odot_F g) \odot_S (f \odot_F h))(1)\).

In summary,
\[(f \odot_F (g \odot_S h))(z) = ((f \odot_F g) \odot_S (f \odot_F h))(z)\] for any \(z \in [0,1]\).

Moreover, by using Lemmas 4.2 and 4.3, respectively, the following two distributive laws can be derived in complete analogy to the proof of Theorem 4.1.

**Theorem 4.2.** Let \(F \in Z_k\) be a continuous operator and \(U \in U_{\text{max}} \cap WCU\) a uninorm with neutral element \(e\) satisfying (CDl). If \(f \in \mathcal{F}\) is convex, then the following holds for all \(g, h \in \mathcal{F}\).
\[f \odot_F (g \odot_U h) = (f \odot_F g) \odot_U (f \odot_F h).\]

**Theorem 4.3.** Let \(F \in Z_k\) be a continuous operator and \(U \in U_{\text{min}} \cap WCU\) a uninorm with neutral element \(e\) satisfying (CDl). If \(f \in \mathcal{F}\) is convex, then the following holds for all \(g, h \in \mathcal{F}\).
\[f \odot_F (g \odot_U h) = (f \odot_F g) \odot_U (f \odot_F h).\]

**Remark 4.1.** [5] Three lemmas for (CDr) are analogous to the presented ones for (CDl) and, therefore, omitted.

Furthermore, from Remark 4.1, and similar to Theorems 4.1, 4.2 and 4.3, the following three distributive laws are hold.

**Theorem 4.4.** Let \(F \in Z_k\) be a continuous operator and \(S\) a continuous t-conorm satisfying (CDr). If \(h \in \mathcal{F}\) is convex, then the following holds for all \(f, g \in \mathcal{F}\).
\[(f \odot_F g) \odot_S h = (f \odot_F h) \odot_S (g \odot_F h).\]

**Theorem 4.5.** Let \(F \in Z_k\) be a continuous operator and \(U \in U_{\text{max}} \cap WCU\) a uninorm with neutral element \(e\) satisfying (CDr). If \(h \in \mathcal{F}\) is convex, then the following holds for all \(f, g \in \mathcal{F}\).
\[(f \odot_F g) \odot_U h = (f \odot_F h) \odot_U (g \odot_F h).\]

**Theorem 4.6.** Let \(F \in Z_k\) be a continuous operator and \(U \in U_{\text{min}} \cap WCU\) a uninorm with neutral element \(e\) satisfying (CDr). If \(h \in \mathcal{F}\) is convex, then the following holds for all \(f, g \in \mathcal{F}\).
\[(f \odot_F g) \odot_U h = (f \odot_F h) \odot_U (g \odot_F h).\]
5. Conclusions

The main contributions are the distributive laws between the extended nullnorm and uninorm on fuzzy truth values under the condition that the nullnorm is conditionally distributive over the uninorm, and the left and right distributive laws between the extended generalization nullnorms and uninorms. The results in this paper generalize the corresponding ones in [9, 21, 24].
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