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**Abstract**—Large DNNs with mixed-precision quantization can achieve ultra-high compression while retaining high classification performance. However, because of the challenges in finding an accurate metric that can guide the optimization process, these methods either sacrifice significant performance compared to the 32-bit floating-point (FP-32) baseline or rely on a compute-expensive, iterative training policy that requires the availability of a pre-trained baseline. To address this issue, this paper presents BMPQ, a training method that uses *bit gradients* to analyze layer sensitivities and yield mixed-precision quantized models. BMPQ requires a single training iteration but does not need a pre-trained baseline. It uses an integer linear program (ILP) to dynamically adjust the precision of layers during training, subject to a fixed hardware budget. To evaluate the efficacy of BMPQ, we conduct extensive experiments with VGG16 and ResNet18 on CIFAR-10, CIFAR-100, and Tiny-ImageNet datasets. Compared to the baseline FP-32 models, BMPQ can yield models that have $15.4\times$ fewer parameter bits with negligible drop in accuracy. Compared to the SOTA “during training”, mixed-precision training scheme, our models are $2.1\times$, $2.2\times$, and $2.9\times$ smaller, on CIFAR-10, CIFAR-100, and Tiny-ImageNet, respectively, with an improved accuracy of up to $14.5\%$.

**Index Terms**—Mixed-precision quantization, model compression, energy-efficient DNN training, one-shot quantization

I. INTRODUCTION

The prohibitively large computation and storage costs of current deep neural network (DNN) models pose a significant challenge in deployment of many large DNN models on resource-constrained IoT and edge devices. To address these issues, researchers have primarily focused on reducing the parameter budgets through various model compression techniques [1]–[6]. In particular, quantization has proven to be a promising model compression scheme, that can essentially perform similar to the 32-bit floating-point (FP-32) parameter model and/or activation maps with low-precision, quantized, fixed-point values, requiring reduced storage and data-transfer costs than the FP-32 baselines.

Early works of of binary neural networks (BNNs) [7] and XNOR-net [8] with homogeneous-precision (HPQ) models [9] showed the potential benefits of quantization. To address the issue of significant accuracy sacrifice of the HPQ models, more recent works have demonstrated the mixed-precision quantization (MPQ) in which different layers can be assigned different bit widths based on the layer significance evaluated through various metrics, including Hessian spectrum [9], [10].

Most of the sensitivity-driven methods require the presence of a baseline FP-32 pre-trained model. Alternatively, quantization methods that rely on neural architecture search (NAS) [5], [11], to translate the model compression problem to a search problem of efficient bit-width assignment to different layers, require a compute-intensive search procedure that is added on top of the training. Recently, researchers [12] have used intermediate activation densities to estimate the layer sensitivity and assign quantization bit widths, however, have not re-evaluated bit-width assignments, limiting performance. Moreover, their quantization method did not necessarily yield models satisfying a target hardware constraint. Meanwhile, the increased demand for data-privacy has increased the need for on-device training and fine-tuning [13]. This trend makes many of these quantization-aware training methods impossible on resource-constrained devices. An alternative can be to rent costly GPU clusters, use quantization on private data, transfer the quantized model to resource-constrained device, and finally remove sensitive data from the server cluster before terminating the session. However, the prohibitively expensive training time may significantly increase the cluster cost, that generally charges on hourly basis. This motivates the development of efficient training solutions that can yield mixed-precision quantized models with no baseline pre-training or iterative training.

Our contribution. We present an efficient “during training” MPQ method that does not require a pre-trained model. To effectively search the large design space of MPQ, we decompose the core problem into two sub-problems. First, we use a novel *bit-gradient-analysis* driven layer-sensitivity evaluation to rank the layers based on their significance. Second, using this information and a specific target hardware constraint, we formulate an integer linear program (ILP) to decide the bit-precision of each layer. This combination of steps becomes the core of our bit-gradient sensitivity driven MPQ method (BMPQ). BMPQ can be integrated into most training methods without any significant increase in training time because these extra steps are relatively low cost and are performed at regular intervals separated by multiple epochs of normal training.

To demonstrate the efficacy of the proposed method, we perform extensive experimental evaluations on CIFAR-10, CIFAR-100, and Tiny-ImageNet with quantized VGG16 and ResNet18 models. Our experiments show that BMPQ can yield quantized models that require up to $15.4\times$ less storage compared to the FP-32 counterparts with comparable classification performance. Compared to the existing single-shot quantization approach [12], our models can yield up to $2.9\times$ higher compression with an accuracy improvement of up to $14.5\%$.

II. RELATED WORK

A. Quantization

Quantization has improved the trade-off between accuracy and efficiency of NN models. Early works [14] used rule-based strategies that required human expertise to quantize a model. Subsequent works focused on HPQ [8], [15] but often yielded...
reduced accuracy compared to the FP-32 baseline. To address this issue, works including non-uniform quantization [16], channel-wise quantization [17], and progressive quantization-aware fine-tuning [18] were proposed.

Recently, researchers have proposed using layer significance to guide quantization of different bit widths to different layers and thus boost the accuracy. However, the space of possible assignments is large. In particular, for a model of L layers with \( N_B \) bit-width choices, there can be \((N_B)^L\) options to consider. To handle this issue, [5] converted the quantization problem into a reinforcement learning problem based on an actor-critic model. [11] proposed a differentiable neural architecture search. Others use sensitivity analysis metrics [9], [10] to determine the layer importance and bit-width assignment but require a FP-32 pre-trained model or rely on iterative training [6]. Thus, despite all these efforts, a single-shot during-training MPQ approach that can yield similar to baseline performance while achieving ultra high compression has been largely missing.

B. PACT Non-Linearity Function for Activation

The unbounded nature of the ReLU non-linear function can introduce significant approximation error when quantifying activations, particularly for low bit-precision activations [19]. Alternatively, clipped ReLU activations can provide bounded approximation scaling factor. The quantized weights have a staircase function which is non-differentiable. To solve this problem we use STE, similar to other quantization methods [9], [10]. To reduce storage, it is recommended to store the fixed-point \( W_l^q \) instead of \( W_l \). As is typical, we convert the scaled quantized weights to their corresponding 2’s complement representation [23] as given by

\[
\begin{align*}
W_l^q = \text{round}(W_l/S_{w_l}) \cdot S_{w_l},
\end{align*}
\]

The loss bit gradient for each bit position is then derived as

\[
\nabla_b L = \frac{\partial L}{\partial b_{q_i}}, \frac{\partial L}{\partial b_{q_{i-2}}}, \ldots, \frac{\partial L}{\partial b_{i}},
\]

where

\[
\begin{align*}
\frac{\partial L}{\partial b_i} &= \frac{\partial L}{\partial w_l^q} \cdot \frac{\partial w_l^q}{\partial b_i}.
\end{align*}
\]

For a layer \( l \) with maximum support bit width \( q_{\text{max}} \), we compute the loss bit gradient for each of the \( q_{\text{max}} \) bits, yielding a \( d_l \times q_{\text{max}} \) floating-point matrix. We sum the absolute values of each row to produce a \( d_l \times 1 \) vector. The layer NBG is set to be the average value of this vector. Finally, we compute the epoch-normalized bit gradient (ENBG) of a layer as the mean of its NBGs over \( i \) epochs. First-order derivatives like gradients can sometimes fail to capture the importance of a weight value based on its magnitude. However, the amortized nature of the ENBG computation over all weights and epochs makes the probability of this phenomenon occurring vanishingly small.

Definition 2. Epoch Intervals (EI): We define the epoch intervals as the ranges of epochs over which we collect the NBG of each layer to calculate the ENBG. For training a model with periodic epoch intervals, the \( k^{th} \) interval starts with the \( \sum_{i=0}^{k-1} e_{\text{pint}} + 1 \)th epoch where \( e_{\text{pint}} = e_{\text{pint}} \) for any \( i \). For aperiodic epoch intervals, we can use different \( e_{\text{pint}} \) for different interval indices \( i \). We use periodic \( EI e_{\text{pint}} = 20 \).

C. ILP-Driven Iterative Bit-Width Assignment

After each epoch interval, we re-assign the bit widths to maximize performance by formulating an ILP that maximizes the total layer sensitivity subject to a given hardware constraint \( C \). In particular, to capture the bit-width assignment at the start of the \( l^{th} \) interval for a layer \( l \), we introduce a constrained
integer variable $\Omega^k_l$, which is multiplied by the negative ENBG of that layer $\eta_l^{k-1}$. Next we solve the following problem:

\[
\text{Objective: minimize } \sum_{l=0}^{L-1} (\eta_l^{k-1} \cdot \Omega^k_l), \quad (8)
\]

\[
\text{Subject to: } \sum_{l=0}^{L-1} \Phi(\Psi(\Omega^k_l)) \leq C \quad (9)
\]

Here, $\Psi(.)$ is a function that translates the assignment variable $\Omega^k_l$ to the corresponding bit width $q_l^k$ and $\Phi(.)$ is a function that translates the bit width to a cost associated with the layer. For example, if $C$ is a memory-constraint, then $\Phi(.)$ converts the bit-width assignment to a measure of memory usage. Notice that, in reality $\eta_l^{k-1}$ is computed assuming the bit-width assignments of other layers are fixed despite the fact that they may change after the ILP. This approximation enables our ILP optimization to search over a large combinatorial space and any error associated with the approximation is mitigated by the repeated re-evaluation of the ILP after each epoch interval.

Recently, an iterative training approach \cite{10} has also used an ILP to assign layer bit widths but only as a post-training optimization. Moreover, reference \cite{10} computed a layer-variable coefficient based on an $L_2$-norm of the difference between FP-32 and quantized weights of that layer, which may further increase the storage overhead. In contrast, we use the negative ENBG values as coefficients of the respective $\Omega^k_l$ that does not require any $L_2$-difference compute/storage cost.

D. BMPQ Training

For the initial $ep_0$ warm-up epochs, we train the model with each layer quantized to $m_{\text{act}}(N_1, N_2, \ldots, N_m)$ bits where $S_q = [N_1, \ldots, N_m]$. Throughout the training, we follow the recommendation of \cite{12} to quantize the activation of layer $l$ with the same number of bits as that used for the weights of that layer. During the weight update, we first allow the weights to be the updated FP-32 values, and then quantize to a specific bit-precision and compute the loss based on forward-pass evaluation with the quantized weights/activations. We use the ReLU non-linearity for the last layer and use the PACT non-linearity for all other intermediate layers with low bit-precision. For a bit width $N_1 = 2$, we use ternary weight quantization \cite{24} to minimize the Euclidean distance between the FP-32 and quantized weights. The fact that we perform quantized training for $ep_{\text{int}}$ epochs after every bit-width assignment iteration helps us avoid post-training fine-tuning operations to maintain accuracy. The step-wise details of the evalENBG(.) function is presented in Fig. 1.

IV. EXPERIMENTS

A. Experimental Setup

Models and Datasets. We selected three widely used datasets, CIFAR-10, CIFAR-100, and Tiny-ImageNet and chose popular CNN models for image classification, VGG16 \cite{25} and ResNet18 \cite{26}. For all the datasets we used standard data augmentations (horizontal flip and random crop with reflective padding) to train the models with a batch size of 128.

BMPQ training settings. For CIFAR-10 and CIFAR-100, we trained our models for 200 epochs with initial learning rate (LR) of 0.1 that decayed by 0.1 after 80 and 140 epochs. For Tiny-ImageNet, we used 100 training epochs and used decay epochs as 40 and 70 keeping other hyperparameters the same as that for CIFAR. We used $S_q$ of 4 and 2 bits for all our training but fixed the first and last layers to have 16-bits. For the ResNet models, we ensured the downsampling layers have the same bit-width assignment as its input layer \cite{12}.

B. Results

Table I shows the performance of the BMPQ trained models compared to their respective full-precision counterparts. In particular, for CIFAR-10 dataset the BMPQ trained models can yield a model compression ratio of up to 15.4× while sacrificing a drop in absolute accuracy of up to only 0.70%. Similarly, for CIFAR-100 and Tiny-ImageNet, the BMPQ generated models provide near full precision performances while yielding a compression ratio of up to 15.4× and 10×, respectively. This clearly shows the efficacy of BMPQ generated models to retain baseline performance while requiring lower model storage cost.

Analysis of ENBG at various iterations. We analyzed the ENBG snapshots of VGG16 (on CIFAR-10) at the end of different epoch values. In particular, we chose two early-stage training epochs 20 and 40 and two mid-level training epochs 100 and 120. As shown in Fig. 2(a), the ENBG represented layer sensitivity changes significantly between epoch 20 and 40, hinting at the need for iterative re-evaluation during training. Also, a similar trend is observed at the mid-level training epochs (Fig. 2(b)), that forces the ILP to re-assign the 10\textsuperscript{th} and 14\textsuperscript{th} layer from 2-b to 4-b and 4-b to 2-b, respectively.

C. Comparison with Single-Shot Training

Table II presents the comparison of the presented BMPQ with the recently proposed single-shot MPQ method \cite{12} on CIFAR-10 \cite{10}, CIFAR-100, and Tiny-ImageNet. In particular, we do not quantitatively compare our work with this work because this work uses an iterative (rather than a single-shot) training approach and thus it does not constitute an “apple-to-apple” comparison to our work.

2We do not quantitatively compare our work with this work because this work uses an iterative (rather than a single-shot) training approach and thus it does not constitute an “apple-to-apple” comparison to our work.

3We define compression ratio as the ratio of bits required to store a FP-32 model to that required by the BMPQ model of same architecture.

4The original paper used VGG19 compared to VGG16 of ours.
TABLE I

| Dataset   | Model          | Layer-wise bit width | Top-1 Acc | Compression ratio ($r_{32}$) |
|-----------|----------------|----------------------|-----------|-------------------------------|
| CIFAR-10  | ResNet18       |                      | 69.9      | 15.8×                         |
|           | ResNet18       |                      | 69.9      | 15.8×                         |
| CIFAR-100 | [16, 4, 4, 4, 4, 4, 4, 2, 2, 2, 2, 2, 16] | 77.8 | 8.9×  |
|           | [16, 4, 4, 4, 4, 4, 4, 2, 2, 2, 2, 2, 16] | 77.8 | 8.9×  |
| Tiny-ImageNet | ResNet18     |                      | 75.3      | 8.4×  |
|           | ResNet18       |                      | 75.5      | 8.8×  |

can see that BMPQ models provide an improved accuracy of up to 14.54% with up to 2.9× less parameter bits. Note, considering the training epochs of [12], to have a fair comparison we report the accuracy of our models after 120, 120, and 60 epochs for CIFAR-10, CIFAR-100, and Tiny-ImageNet, respectively.

TABLE II

| Dataset   | Model          | Layer-wise bit width | Top-1 Acc | Compression ratio ($r_{32}$) |
|-----------|----------------|----------------------|-----------|-------------------------------|
| CIFAR-10  | ResNet18       |                      | 69.9      | 15.8×                         |
|           | ResNet18       |                      | 69.9      | 15.8×                         |
| CIFAR-100 | [16, 4, 4, 4, 4, 4, 4, 2, 2, 2, 2, 2, 16] | 77.8 | 8.9×  |
|           | [16, 4, 4, 4, 4, 4, 4, 2, 2, 2, 2, 2, 16] | 77.8 | 8.9×  |
| Tiny-ImageNet | ResNet18     |                      | 75.3      | 8.4×  |
|           | ResNet18       |                      | 75.5      | 8.8×  |

D. Discussion

Memory saving for inference. Let layer $l$ of an $L$-layer model have $p_l$ parameters. Represented using homogenous FP-32, the total storage requirement (MB) of the model weights can be given by

$$M_{fp32} = 4 \times \left( \sum_{i=0}^{L-1} p_i / 2^{20} \right).$$

For a BMPQ generated model, the weight storage cost (MB) and corresponding compression ratio $r_{32}^M$ (and $r_{16}^M$ compared to a 16-b baseline) can be computed as

$$M_{BMPQ} = \frac{4}{32} \times \left( \sum_{i=0}^{L-1} p_i \cdot q_i / 2^{20} \right),$$

$$r_{32}^M = \frac{M_{fp32}}{M_{BMPQ}}$$

and $r_{16}^M = 0.5 \times r_{32}^M$.

Note that, for each layer, we need to store only one scaling factor in FP-32. Hence, its overhead is negligible and ignored. Column 5 in Table II shows the corresponding $r_{32}^M$ for our BMPQ models.

V. CONCLUSIONS

This paper presented a MPQ training method driven by epoch-normalized bit-gradients without the requirement of any pre-training. Our proposed ENBGs capture the sensitivity of DNN layers and drive an ILP formulation that iteratively assigns MPQ bit widths after certain epochs during training. Our results demonstrated the efficacy of BMPQ models when compared to both FP-32 baselines and existing single-shot MPQ schemes. With the growing demand of privacy-preserving, on-device training and inference, we believe this work will act as a foundation for energy-efficient, on-device quantization.