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Abstract

We study the multi-armed bandit (MAB) problem with composite and anonymous feedback. In this model, the reward of pulling an arm spreads over a period of time (we call this period as reward interval) and the player receives partial rewards of the action, convoluted with rewards from pulling other arms, successively. Existing results on this model require prior knowledge about the reward interval size as an input to their algorithms. In this paper, we propose adaptive algorithms for both the stochastic and the adversarial cases, without requiring any prior information about the reward interval. For the stochastic case, we prove that our algorithm guarantees a regret that matches the lower bounds (in order). For the adversarial case, we propose the first algorithm to jointly handle non-oblivious adversary and unknown reward interval size. We also conduct simulations based on real-world dataset. The results show that our algorithms outperform existing benchmarks.

1 Introduction

The multi-armed bandit (MAB) model (Berry and Fristedt 1985, Sutton and Barto 1998) has found wide applications in Internet services, e.g., (Chen et al. 2018; Chapelle, Manavoglu, and Rosales 2015; Chen, Wang, and Yuan 2013; Jain and Jamieson 2018; Wang and Huang 2018), and attracts increasing attention. The classic MAB model can be described as a time-slotted game between the environment and a player. In each time slot, the player has N actions (or arms) to choose from. After he makes the selection, the player receives a reward from the chosen arm immediately. The rewards can be independent random variables generated from certain unknown distributions, known as the stochastic MAB problem (Lai and Robbins 1985), or arbitrarily chosen by the environment, called the adversarial MAB problem (Auer et al. 2002). In both models, the player’s goal is to maximize his expected cumulative reward during the game by choosing arms properly. To evaluate the player’s performance, the concept of “regret”, defined as the expected gap between the player’s total reward and offline optimal reward, is introduced as the evaluation metric.

Most of existing MAB algorithms, e.g., UCB (Gittins 1989, Auer, Cesa-Bianchi, and Fischer 2002) and EXP3 (Auer et al. 2002), are based on the fact that feedback for the arm-pulling action can be observed precisely and immediately. However, in many real-world applications, it is common that arm rewards spread over an interval and are convoluted with each other. As a concrete example, consider a company conducting advertisements via Internet. The effect of an advertisement, i.e., how it affects the number of clicks (reward), can often spread over the next few days after it is displayed. Specifically, in the next couple of days, there will be continuous clicks affected by the advertisement. Moreover, during this time, the company usually launches some other ads, which may also impact the number of clicks. As a result, the company only observes aggregated information on the reward (thus the feedback is also anonymous). This situation also happens in medical problems. For example, recent research found that the variability of blood glucose level is the key in controlling diabetes (Hirsch and Brownlee 2005). Yet, diabetes medicines do not cause sudden jumps on the blood glucose level. Instead, their effects last for a period, and the blood glucose level is often jointly affected by medicines taken within a period. These two features make it hard to separate effects of different medicines, as well as to estimate their effectiveness.

To address the above difficulties, in this paper, we consider an MAB model where the reward in each time slot is a positive vector. Specifically, the reward vector from pulling arm i at time t is \( r_i(t) = (r_{i,\tau}(t), \tau \geq 1) \), where \( r_{i,\tau}(t) \) denotes the reward component in time \( t + \tau \) from pulling arm i at time t. In addition, at time t, the player cannot observe each individual \( r_{i,\tau}(t) \) directly. Instead, he observes the aggregated reward, i.e., \( \sum_{\tau \geq 1} r_{\alpha(\tau),\tau}(t) \), where \( \alpha(\tau) \) represents the chosen arm at time step \( \tau \).

Existing solution for this problem is to group time slots into rounds (Pike-Burke et al. 2018, Cesa-Bianchi, Gentile, and Mansour 2018), and choose to pull only one arm in each round. With a proper selection of the round size and other parameters, the problem can be connected to the non-anonymous setting (Neu et al. 2010, Joulani, Gyorgy, and Szepesvari 2013). However, these algorithms crucially rely on the precise knowledge of the reward interval size (or the delay of rewards). As a result, underestimating the interval size leads to no theoretical guarantees, whereas overestimation worsens the performances, since their regret bounds are positively related to this estimation. Because of this, there is...
2. We propose the ARS-EXP3 algorithm for the adversarial case. In (Joulani, Gyorgy, and Szepesvári 2013; Agarwal and Duchi 2011; Desautels, Krause, and Burdick 2014), our adaptive policies always possess theoretical guarantees on regrets in both the stochastic case and the adversarial case.

Our main contributions are summarized as follows:

1. We consider the stochastic MAB model with composite and anonymous feedback, where each arm’s reward spreads over a period of time. Under this model, we propose the ARS-UCB algorithm, which requires zero a-priori knowledge about the reward interval size. We show that ARS-UCB achieves an $O(N \log T + c(d_1, d_2, N))$ regret, where $c(d_1, d_2, N)$ is a function that does not depend on $T$, and $d_1$ and $d_2$ are measures of the expectation and variance of the composite rewards, respectively. Our regret upper bound matches the regret lower bound for this problem, as well as regret bounds of existing policies that require knowing the exact reward interval size.

2. We propose the ARS-EXP3 algorithm for the adversarial MAB problem with composite and anonymous feedback studied in (Cesa-Bianchi, Gentile, and Mansour 2018). ARS-EXP3 does not require any knowledge about the reward interval size, and works in the case where the delays are non-oblivious. We show that ARS-EXP3 achieves an $O(d + (N \log N)^{\frac{1}{2}} T^{\frac{1}{2}})$ regret, where $d$ is the size of the reward interval. To the best of our knowledge, ARS-EXP3 is the first efficient algorithm in this setting (i.e., where the delays are non-oblivious).

3. We conduct extensive experiments based on real-world datasets, to validate our theoretical findings. The results are consistent with our analysis, and show that our algorithms outperform state-of-the-art benchmarks. Thus, our adaptive policies are more robust and can be used more widely in real applications.

1.1 Related Works

Stochastic MAB with delayed feedback is first proposed in (Joulani, Gyorgy, and Szepesvári 2013; Agarwal and Duchi 2011; Desautels, Krause, and Burdick 2014). In (Joulani, Gyorgy, and Szepesvári 2013), the authors propose a BOLD framework to solve this problem. In this framework, the player only changes his decision when a feedback arrives. Then, decision making can be done the same as with non-delayed feedback. They show that the regret of BOLD can be upper bounded by $O(N(\log T + E[d]))$, where $d$ represents the random variable of delay. (Manegueu et al. 2020) then explored the case that the delay in each time slot is not i.i.d., but depends on the chosen arm. In this setting, they proposed the PatientBandits policy, which achieves near-optimal regret upper bound. In addition to the stochastic case, adversarial MAB with delayed feedback also attracts people’s attention. This model is first studied in (Weinberger and Ordentlich 2002), where it is assumed that the player has full feedback. The paper establishes a regret lower bound of $\Omega((d + 1) T N)$ for this model, where $d$ is a constant feedback delay. The model with bandit feedback is investigated in (Neu et al. 2010, 2014), where the authors used the BOLD framework to obtain a regret upper bound of $O((d + 1) T N)$. Recently, (Zhou, Xu, and Blanchet 2019; Thune, Cesa-Bianchi, and Seldin 2019; Bistritz et al. 2019) made more optimizations on MAB with delayed feedback. Since their analytical methods are used in the non-anonymous setting, they are very different and cannot be used for our purpose.

(Pike-Burke et al. 2018) extends the model to contain anonymous feedback, and gives a learning policy called ODAAF. ODAAF uses information of the delay as inputs, including its mean and variance. This helps the algorithm to estimate the upper confidence bounds. The regret upper bound of ODAAF is $O(N(\log T + E[d]))$, which is the same as BOLD with non-anonymous feedback. (Garg and Akash 2019) then explores the composite and anonymous feedback setting and makes some minor changes to generalize ODAAF policy. However, their algorithm still needs to use precise knowledge of the reward interval. As for regret lower bound, (Vernade, Cappe, and Perchet 2017) generalizes the regret lower bound of classic MAB model. They show that the stochastic MAB problem with delayed feedback still has a regret lower bound $O(N \log T)$. To the best of our knowledge, there is no known regret lower bound for the MAB model with delayed and anonymous feedback. We thus use $O(N \log T)$ as a regret lower bound in this model to compare our results with.

Inspired by the stochastic setting, (Cesa-Bianchi, Gentile, and Mansour 2018) studied the adversarial MAB model with composite and anonymous feedback, and present the CLW algorithm to solve the problem. In their paper, the losses (or the rewards) are assumed to be oblivious, so that the environment cannot change them during the game. They obtain a regret upper bound $O(\sqrt{dTN})$ for the CLW algorithm, and establish a matching $\Omega(\sqrt{dTN})$ regret lower bound.

2 Stochastic MAB with Composite and Anonymous Rewards

We start with the stochastic case and first introduce our model setting in Section 2.1. Then, we present our Adaptive Round-Size UCB (ARS-UCB) algorithm and its regret upper bound with a proof sketch in Section 2.2. Due to space limit, we put the complete proofs in the appendix.
2.1 Model Setting

We adopt the model setting in [Garg and Akash 2019], and allow the reward intervals to have infinite size. Specifically, in our setting, a player plays a game for $T$ time slots. In each time slot, the player chooses one arm among a set of $N$ arms $\mathcal{N} = \{1, \cdots, N\}$ to play. Each arm $i$, if played, generates an i.i.d. reward vector in $\mathbb{R}_+^n$, where $\mathbb{R}_+$ is the set of all non-negative real numbers. We denote $r_{a_i}(t) = (r_{a_i,1}(t), r_{a_i,2}(t), \cdots)$ the reward vector generated by pulling arm $a(t) \in \mathcal{N}$ at time $t$, where the $\tau$-th term $r_{a_i}(\tau,t)$ is the partial reward that the player obtains from arm $a(t)$ at time $t+\tau$ after pulling it at time $t$, and without loss of generality, we assume that $||r_{a_i}(t)||_1 \in [0, 1]$. We denote $D_{a_i(t)}$ the distribution of $r_{a_i(t)}$ and $\mu_{a_i(t)} \triangleq \mathbb{E}_{D_{a_i(t)}}[r_{a_i(t)}]$ its mean. Then, at every time $t$, the player receives the aggregated reward from all previously pulled arms, i.e., $Y(t) \triangleq \sum_{\tau \leq t-1} r_{a_i(\tau),t-\tau}$.

Under this model, the expected total reward of pulling arm $i$ is $s_i \triangleq ||\mu_i||_1$. Without loss of generality, we assume $1 \geq s_1 \geq s_2 \geq \cdots \leq s_N \geq 0$, and denote $\Delta_i \triangleq s_1 - s_i$ for all $i \geq 2$ the reward gap of arm $i$. Then, the cumulative regret of the player can be expressed as $\text{Reg}(T) \triangleq T s_1 - \mathbb{E}[\sum_{t=1}^T r_{a_i(t)}]$. The goal of the player is to find an algorithm to minimize his $\text{Reg}(T)$.

2.2 ARS-UCB Algorithm

To explain the idea of ARS-UCB algorithm (which is presented in Algorithm 1), we first introduce some notations. We denote $N_i(t)$ the number of times the player chooses to pull arm $i$ up to time $t$, and $M_i(t)$ the cumulative observed reward (w.r.t. $Y(t)$) up to $t$ from pulling arm $i$, i.e., $N_i(t) \triangleq \sum_{\tau \leq t} 1[r_{a_i(\tau)} = i]$ and $M_i(t) \triangleq \sum_{\tau \leq t} r_{a_i(\tau)}Y(\tau)$. We also denote $\hat{s}_i(t) \triangleq \frac{M_i(t)}{N_i(t)}$, the empirical mean of arm $i$, and define an unknown reward $L_i(t) \triangleq \sum_{\tau \leq t} 1[r_{a_i(\tau)} = i]|r_{a_i(\tau)}||1$, which is the actual cumulative gain from arm $i$ until time $t$ (note that $L_i(t)$ is different from $M_i(t)$). If the $L_i(t)$ value for each arm $i$ is known, then the origin UCB policy can be directly applied with empirical mean $\frac{M_i(t)}{N_i(t)}$’s, and achieve a regret $O(\sum_{i=2}^N \frac{1}{\Delta_i} \log T)$. However, since the player can only observe $M_i(t)$, in order to achieve a good performance, we want to ensure that the difference between $M_i(t)$ and $L_i(t)$ is small. More precisely, as $t$ goes to infinity, we want the difference between $\frac{M_i(t)}{N_i(t)}$ and $\frac{L_i(t)}{N_i(t)}$ to converge to 0.

An intuitive approach to achieve this is to choose an increasing function $f : \mathbb{N}_+ \to \mathbb{N}_+$, where $\mathbb{N}_+$ is the set of all positive integers, and to use $f(k)$ as the number of time steps in the $k$-th round. Then, in each round, we only pull a single arm. Figure 1 shows the difference between $M_i(t)$ and $L_i(t)$ in each round. In this figure, the rewards in the blue rectangle are the feedback in $M_i(t)$, and the rewards in the red parallelogram are those in $L_i(t)$. We see that no matter how long a round is, the difference is always bounded by the two triangle parts. Let $K_i(t)$ be the value of $K_i$ in Algorithm 1 until time $t$, and denote $F(K) \triangleq \sum_{k=1}^K f(k)$. Then, at the decision time slot in Algorithm 1, $N_i(t) = F(K_i(t))$ for each arm $i$. On the other hand, Figure 1 shows that $|M_i(t) - L_i(t)| = O(K_i(t))$ for each arm $i$. If $f$ is increasing, $K/F(K)$ will converge to 0 as $K$ increases. Therefore, $\frac{M_i(t)}{N_i(t)} - \frac{L_i(t)}{N_i(t)} = O\left(\frac{K_i(t)}{F(K_i(t))}\right) \to 0$ as $t$ goes to infinity. As a result, the algorithm behaves like UCB after some time.

From the above reasoning, we see that the input $f$ in Algorithm 1 is introduced to control the convergence rate of $\frac{M_i(t)}{N_i(t)} - \frac{L_i(t)}{N_i(t)}$. The other input $\alpha$, used in the confidence radius, is to control the change of likelihood of the event $\{s_i \leq u_i(t), \forall i\}$. Carefully choosing $f$ and $\alpha$ is the key to ensure a good performance of the algorithm.

**Theorem 1.** Suppose $\alpha > 4$ and the function $f$ satisfies (i) $f$ is increasing, and (ii) $\exists k_0$ such that $\forall k > k_0, F(k) \geq f(k+1)$. Then, ARS-UCB achieves that

$$\text{Reg}(T) \leq \sum_{i=2}^N \frac{8\log T}{\Delta_i} + c_f^\alpha\left(d_1, d_2, N, \alpha\right).$$

Here $c_f^\alpha(d_1, d_2, N, \alpha)$ is a constant that does not depend on $T$.

2The term $c_f^\alpha(d_1, d_2, N, \alpha)$ does not depend on $T$ as long as the function $f$ does not depend on $T$, e.g., $f(k) = k^2$ or $f(k) = k^3$. 

---

1We allow the effects of pulling an arm to last forever, while prior works, e.g., [Garg and Akash 2019], all assume a finite reward interval size.

---

**Algorithm 1 Adaptive Round-Size UCB (ARS-UCB)**

1: **Input:** $f, \alpha$.
2: For each arm $i$, play it for $f(1)$ times and set $K_i = 2$.
3: while $t < T$ do
4: For all arm $i$, $u_i(t) = \min\{\hat{s}_i(t) + \sqrt{\frac{\log t}{N_i(t)}}, 1\}$, where $\hat{s}_i(t)$ is defined in Eq. (1).
5: Play arm $a(t) \in \arg\max_i u_i(t)$ for $f(K_i(t))$ times (if there are multiple maximum $u_i(t)$, choose the arm with smallest $N_i(t)$).
6: $K_i(t) = K_i(t) + 1$.
7: end while

Figure 1: The difference between $M_i(t)$ and $L_i(t)$ in each round. It can be bounded by the areas of the two triangles.
of random vector $r_i$, and the expectation and variance are taken over the distribution $D_i$.

Notice that it is not hard to find such a function $f$. For example, $f(k) = ck^d$ satisfies the two properties with integers $c \geq 1$ and $\beta \geq 1$. Another example is $f(k) = 2^{2^k + c}$ with $c \geq 0$ (here we need to set $f(1) = 1$ specifically). The value $d_1$ in the theorem can be regarded as an upper bound of the expected rewards in the triangle region (in Figure 1), and $d_2$ is an upper bound of the variance. Compared to the ODAAF policy in Pike-Burke et al. (2018; Garg and Akash 2019), the regret upper bound of ARS-UCB also depends on the mean and variance of the feedback delay. However, our algorithm has the advantage that it does not require any prior information about $d_1$ and $d_2$, whereas the ODAAF policy takes both $d_1$ and $d_2$ as inputs. Thus, ARS-UCB can be applied to settings where such information is not available.

Another advantage of ARS-UCB is that the constant factor before the $\log T$ term in its regret upper bound is much smaller than ODAAF. This is because ODAAF follows an elimination structure, and only eliminates a sub-optimal arm when its upper confidence bound is smaller than the lower confidence bound of the optimal arm. On the other hand, ARS-UCB follows the basic UCB structure, in which the player always chooses the arm with largest upper confidence bound. Since in each time step, there are only tiny changes on upper confidence bounds when $t$ is large, the upper confidence bounds of sub-optimal arms are approximately equal to the upper confidence bound of the optimal arm in the end of the game. Therefore, one needs to pull each sub-optimal arm more in ODAAF to obtain a smaller upper confidence bound (to match the lower confidence bound of the optimal arm rather than the upper confidence bound). As a result, a larger regret upper bound occurs. This fact is also supported by our simulation results, i.e., ARS-UCB always outperforms ODAAF.

Lastly, although ARS-UCB chooses a same arm in each round, doing so does not cause excessive regret compared to UCB, as ARS-UCB can be viewed as grouping the plays of arms into consecutive intervals. This is also validated in our regret analysis and simulation results.

**Remark 1.** The performance guarantees for ARS-UCB hold for any constant $\alpha > 4$ and increasing function $f$. However, to avoid a large constant in regret, choosing a function $f$ that increases faster would be better, e.g., $f(k) = k^2$. As for $\alpha$, when the delay measures $d_1$, $d_2$ are large and $T$ is small, a larger $\alpha$ can reduce the regret. On the other hand, when $d_1$, $d_2$ are small but $T$ is large, a smaller $\alpha$ behaves better.

**Proof Sketch of Theorem 1.**

Note that in classic UCB policy, $s_i \leq v_i(t) \leq \frac{L_i(t)}{N_i(t)} + \sqrt{\frac{2 \log t}{N_i(t)}}$ with high probability. Thus we want to ensure that for large enough $t$, we have $u_i(t) \geq v_i(t)$, i.e., $\frac{L_i(t) - M_i(t)}{N_i(t)} \leq \sqrt{\frac{2 \log t}{N_i(t)}}$ (or equivalently, $\frac{L_i(t) - M_i(t)}{\sqrt{N_i(t)}} \leq \sqrt{\frac{2 \alpha}{N_i(t)}}$). If this inequality holds, we know that $s_i \leq u_i(t)$ with high probability.

As described in Figure 1 in a round $[t_1, t_2]$ such that $a(t) = i$ for all $t \in [t_1, t_2]$, the gap between $\sum_{t=t_1}^{t_2} Y(t)$ and $\sum_{t=t_1}^{t_2} |r_{a(t)}(t)|$ are the two triangle terms, i.e.,

$$\sum_{t=t_1}^{t_2} Y(t) = \sum_{t=t_1}^{t_2} |r_{a(t)}(t)| + \sum_{t\leq t_1} \sum_{T=a(t),\tau} \infty r_{a(t),\tau}(t) - \sum_{t\geq t_2} \sum_{T=a(t),\tau} \infty r_{a(t),\tau}(t).$$

Summing over the rounds we choose arm $i$, the gap between $M_i(t)$ and $L_i(t)$ is $\Theta(K_i(t))$. If $f(k)$ is increasing, we know that $\frac{K_i(t)}{N_i(t)} \leq \sqrt{\log t}$, hence, there must be some time step $T^* = C^*_f(d_1, d_2, N, \alpha) = \Theta(\frac{K_i(t)}{N_i(t)}) \leq (\sqrt{\alpha} - 2)\sqrt{\frac{\log t}{N_i(t)}}$ for any $t > T^*$. This means that ARS-UCB is efficient after time step $T^*$, which results in the regret upper bound in Eq. 3.

3 Non-oblivious Adversarial MAB with Composite and Anonymous Rewards

We first introduce the adversarial model setting in Section 3.1 Then, we present our Adaptive Round-Size EXP3 (ARS-EXP3) algorithm for the non-oblivious case and state its regret upper bound in Section 3.2 Similarly, a proof sketch is provided, and the complete proofs are referred to the appendix.

3.1 Model Setting

In the adversarial MAB model with composite and anonymous feedback, there are $N$ arms $\mathcal{N} = \{1, 2, \cdots, N\}$ and the game lasts for $T$ time steps. In each time slot $t$, the adversary gives every arm $i$ a reward vector $r_i(t) \in \mathbb{R}_+^d$ where $d$ is some unknown constant. To normalize the reward, we assume that $||r_i(t)||_1 \leq 1$. At any time slot $t$, if the player chooses to pull arm $i$, he receives reward $r_{i,\tau}(t)$ at time slot $t + \tau$. Similar to the stochastic scenario, in every time slot $t$, the player receives an aggregated (hence anonymous) reward $Z(t) = \sum_{\tau=t-d}^{t-1} a(t, r_{i,\tau}, t-\tau)$, where $a(t)$ represents the chosen arm at time $t$ and $r_{a(t)}, t-\tau(t)$ is the $(t-\tau)$-th partial reward in $r_{a(t), \tau}(t)$. Denote $G_t = \sum_{t=1}^{T} ||r_i(t)||_1$. The total regret of the player is defined as $Reg(T) = \mathbb{E}[\max_i G_i] - \mathbb{E}[\sum_{t=1}^{T} ||r_{a(t)}(t)||_1]$. In the following, we also assume for simplicity that $T$ is known to the player.

Note that although our model is the same as the one in Cesa-Bianchi, Gentile, and Mansour (2018), we allow the delay to be non-oblivious. Specifically, for any arm $i$ and time step $t$, the actual reward $s_i(t)$ is pre-determined (i.e., the actual rewards are oblivious). However, the adversary can choose an arbitrary reward vector $r_i(t) \in \mathbb{R}_+^d$ based on previous observations, as long as $||r_i(t)||_1 = s_i(t)$ (i.e., how the reward spreads over time are non-oblivious). As a result, prior works cannot be applied and it requires new algorithms and analysis.

\[3\text{If } T \text{ is unknown, one can use the doubling-trick method, e.g., in (Lu, Pál, and Pál 2010; Slivkins 2014).}\]
Algorithm 2 Adaptive Round-Size EXP3 (ARS-EXP3)

1. **Input:** $g, \gamma, T, w_1 = \cdots = w_N = 1$.
2. Compute the last round number $K$.
3. for $k = 1, 2, \ldots, K$ do
   4. For any $i$, $e_i = \exp\left[\frac{w_i}{g(k)}\right]$, $p_i = (1-\gamma) \sum_{i} e_i + \frac{\gamma}{N}$.
   5. Draw $a(k) \sim p$, and then pull arm $a(k)$ in round $k$ (with size $g(k)$). Let $Z(k)$ be the collected rewards within this round $k$.
   6. $Z'(k) = \min\{Z(k), g(k)\}$, $w_{a(k)} = w_a(k) + \frac{g(k)}{N}$.
7. end for

### 3.2 ARS-EXP3 Algorithm

Our algorithm will similarly use an increasing round size. Given a round size function $g : \mathbb{N}_+ \to \mathbb{N}_+$, the round sizes of the game are set to be $g(1), g(2), \cdots$. Since $T$ is known, we can first compute $K$, the number of all completed rounds during the game, and use $g(K)$ as a normalization factor.

The algorithm for this adversarial setting is called ARS-EXP3, which is shown in Algorithm 2. In the algorithm, the notations $N_i(t) \triangleq \sum_{t' \leq t} I[a(t') = i]$, $M_i(t) \triangleq \sum_{t' \leq t} I[a(t') = i] |Z(t)|$ and $L_i(t) \triangleq \sum_{t' \leq t} I[a(t') = i] |r_i(t)|$ remain the same as in the stochastic case. In the classic EXP3 policy, the probability of choosing arm $i$ depends on $L_i(t)$ but not $\frac{L_i(t)}{N_i(t)}$. Since the observed values are the $M_i(t)$’s, we need a bound on $|L_i(t) - M_i(t)|$. Yet, we cannot expect $|L_i(t) - M_i(t)|$ to converge to 0 because it can only increase during the game. This means that we cannot use the same analysis as in the stochastic case.

Our analysis will be based on the following observation: the regret of using the classic EXP3 policy under our setting can be upper bounded by the regret of using classic EXP3 policy under the classic adversarial MAB model plus the largest difference $\max_i |L_i(T) - M_i(T)|$. The reason is that if we pretend to actually receive reward of $M_i(T)$ from arm $i$, then the regret will be the same as that in the classic model. However, in our model, we receive $L_i(t)$. Thus, our upper bound should include the difference term $\max_i |L_i(T) - M_i(T)|$. Similar to the stochastic case, the value $|L_i(T) - M_i(T)|$ depends on the number of rounds in the game. Hence, we choose an increasing function $g(\cdot)$, to ensure that the algorithm only runs $O(T)$ rounds, so that the regret is sub-linear.

**Theorem 2.** Set $\gamma = \min\{1, \sqrt{\frac{N \log N}{(e-1)(\beta+1)T^{\frac{3}{2}+\epsilon}}} \}$ and $g(k) = k^\beta$. Then, Algorithm 2 achieves

$$\text{Reg}(T) = O\left((N \log N)^{\frac{3}{2}} T^\frac{3}{2} + dT^{\frac{3}{2}+\epsilon}\right).$$

In particular, if $\beta = \frac{1}{2}$, Algorithm 2 achieves a regret upper bound $O\left((N \log N)^{\frac{3}{4}} T^{\frac{3}{2}+\epsilon}\right)$.

**Remark 2.** Note that the analysis for this case is very different from that in the stochastic case. In the stochastic case, as long as the error probability is smaller than $\frac{1}{T}$, the round size does not influence the cumulative regret. In the adversarial case, however, the regret is linear in the largest round size. Thus, we need a lower increasing speed. Theorem 2 shows that $g(k) = k^{\beta}$ provides a good choice.

**Proof Sketch of Theorem 2.** Let $K$ be the last completed round until time $T$. Then, there are less than $g(K+1)$ slots left, which can cause at most $g(K+1)$ additional regret.

Define $G(K) \triangleq \sum_{i=1}^K g(i)$, and consider another game lasting for $G(K)$ time steps, where pulling arm $i$ at time $t$ gives reward $R_i(t) = Z(t) = \sum_{t'=t-d}^t r_a(t)\cdot r_i(t)$. In the game, Algorithm 2 behaves as an EXP3 algorithm running $K$ time steps with largest reward $g(k)$ in each step. These imply an $O(g(K)\sqrt{NK \log N})$ regret upper bound [Auer et al., 2002]. Since the cumulative rewards of these two games are the same, the remaining part is the difference between the total rewards of their best arms.

Similar to the stochastic case, for a round $[t_1, t_2]$ such that $a(t) = i$ for all $t \in [t_1, t_2]$, the following equation holds.

$$\sum_{t=t_1}^{t_2} Z(t) = \sum_{t=t_1}^{t_2} \sum_{t=1}^{d} r_a(t) \cdot r_i(t) \cdot \tau(t).$$

This implies that during one round, the difference on the reward of any single arm between the two games can increase by at most $\sum_{t=t_1}^{t_2} \sum_{t=1}^{d} r_a(t) \cdot \tau(t)$, which is less than or equal to $d$. Then, since there are totally $K$ rounds, Algorithm 2 can have an additional regret $Kd$.

Combining the three components, we obtain $\text{Reg}(T) = O(g(K)\sqrt{NK \log N} + Kd + g(K+1))$.

When we set $g(k) = k^\beta$, then $K = \Theta(T^{\frac{3}{2}+\epsilon})$. Thus, the cumulative regret satisfies that $\text{Reg}(T) = O((N \log N)^{\frac{3}{4}} T^{\frac{3}{2}+\epsilon} + dT^{\frac{3}{2}+\epsilon})$.\[\] The adversary can choose the reward vectors properly to make sure that every switch between arms causes a constant bias between $M_i(t)$ and $L_i(t)$. This bias makes our observations inaccurate, and is then added to the final regret (the $Kd$ term) according to our analysis. Because of this, our model setting is similar to the non-oblivious adversarial MAB model with switching cost, in which each switch leads to an additional cost. [Cesa-Bianchi, Dekel, and Shamir, 2013; Dekel et al, 2014] show that the non-oblivious adversarial MAB with switching cost has a regret lower bound of $\Omega(T^{\frac{3}{2}})$. Therefore, it is reasonable that we can only obtain a similar $O(T^{\frac{3}{2}})$ regret upper bound.

### 4 Simulations

#### 4.1 The Stochastic Setting

We start with the stochastic case. In our experiments, there are a total of 9 arms. The expected reward of the 9 arms follows the vector $s = [0.8, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1]$. We conduct experiments on the following cases.
**Random delay** In this case, the reward of pulling an arm is given to the player after a random delay \( z \). That is, \( \forall \tau' \neq z, r_{a(t), \tau'}(t) = 0 \) and \( E[r_{a(t), z}(t) = s_{a(t)}] \). We choose \( z \) to be i.i.d. uniformly in \([10, 30]\) (Figures 2(a) and 2(b)) or \([0, 60]\) (Figures 2(c) and 2(d)). For comparison, we choose the ODAAF algorithm proposed in (Pike-Burke et al 2018) with accurate knowledge about the delay \( z \) as benchmark.

![Figure 2: Experiments: Comparison between cumulative regrets of ARS-UCB and ODAAF (delayed reward)](image)

**Bounded interval** In this case, the reward of pulling an arm at time \( t \) takes effect in time interval \([t + d_{\min}, t + d_{\max}]\) and the effects within this period remains the same. That is, \( E[r_{a(t), d_{\min}}(t)] = \frac{s_{a(t)}}{d_{\min}} \), and \( \forall \tau \in [t + d_{\min}, t + d_{\max}], r_{a(t), \tau}(t) = r_{a(t), d_{\min}}(t) \) (the reward vectors are of the form \([0, \ldots, 0, r, \ldots, r, 0, \ldots]\)). In Figure 3(a) we choose \((d_{\min}, d_{\max}) = (30, 40)\), and in Figure 3(b) we choose \((d_{\min}, d_{\max}) = (10, 20)\). For comparison, we choose the generalized ODAAF algorithm proposed in (Garg and Akash 2019) with accurate knowledge about the reward interval size \( d_{\max} \) as benchmark.

![Figure 3: Experiments: Comparison between cumulative regrets of ARS-UCB and ODAAF (bounded reward)](image)

**Linearly decreasing reward** In this case, the reward of pulling an arm at time \( t \) takes effect from time \( t + 1 \) and lasts for \( d \) time steps. Moreover, its value decreases linearly as time going on. That is, \( \forall \tau \in [1, d] \) we have that \( E[r_{a(t), \tau}(t)] = (d + 1 - \tau) \cdot \frac{s_{a(t)}}{d(\tau + 1)} \) (the reward vectors are of the form \([dr, (d - 1)r, \ldots, r, 0, \ldots]\)). In Figure 3(c) we choose \( d = 100 \), and in Figure 3(d) we choose \( d = 50 \). For comparison, we choose the generalized ODAAF algorithm proposed in (Garg and Akash 2019) with accurate knowledge about the reward interval size \( d \) as benchmark.

**Polynomially decreasing reward** In this case, the reward of pulling an arm at time \( t \) takes effect from time \( t + 1 \) and lasts forever. Moreover, its value decreases polynomially with a factor \( \gamma > 1 \). That is, \( \forall \tau \geq 1, E[r_{a(t), \tau}(t)] = c_{\gamma} \cdot s_{a(t)}/\tau^{\gamma} \), where \( c_{\gamma} \) is a normalization factor such that \( \sum_{\tau = 1}^{\infty} E[r_{a(t), \tau}(t)] = s_{a(t)} \) (the reward vectors are of the form \([r, \gamma r, \gamma^2 r, \ldots]\)). In Figure 3(e) we choose \( \gamma = 0.8 \), and in Figure 3(f) we choose \( \gamma = 0.9 \).

**Polyomically decreasing reward** In this case, the reward of pulling an arm at time \( t \) takes effect from time \( t + 1 \) and lasts forever. Moreover, its value decreases polynomially with a factor \( \gamma > 1 \). That is, \( \forall \tau \geq 1, E[r_{a(t), \tau}(t)] = c_{\gamma} \cdot s_{a(t)}/\tau^{\gamma} \), where \( c_{\gamma} \) is a normalization factor such that \( \sum_{\tau = 1}^{\infty} E[r_{a(t), \tau}(t)] = s_{a(t)} \) (the reward vectors are of the form \([r, \gamma r, \gamma^2 r, \ldots]\)). In Figure 3(e) we choose \( \gamma = 0.8 \), and in Figure 3(f) we choose \( \gamma = 0.9 \).

**Polynomially increasing reward** In this case, the reward of pulling an arm at time \( t \) takes effect from time \( t + 1 \) and lasts for \( d \) time steps. Moreover, its value increases polynomially as time going on. That is, \( \forall \tau \in [1, d] \) we have that \( E[r_{a(t), \tau}(t)] = \tau \cdot \frac{s_{a(t)}}{d(\tau + 1)} \) (the reward vectors are of the form \([r, 2r, \ldots, dr, 0, \ldots]\)). In Figure 3(e) we choose \( d = 100 \), and in Figure 3(f) we choose \( d = 50 \). For comparison, we choose the generalized ODAAF algorithm proposed in (Garg and Akash 2019) with accurate knowledge about the reward interval size \( d \) as benchmark.

**Conclusion on experimental results** In the above experiments, we observe that the cumulative regrets of ARS-UCB are always logarithmic in \( T \), which is expected from our...
theoretical analysis. Moreover, in all our experiments, ARS-UCB significantly outperforms ODAAF, which assumes full knowledge of the delay size. This is because that in ODAAF the player needs to pull the sub-optimal arms more to eliminate them, which leads to a worse performance than ARS-UCB. Therefore, ARS-UCB is more robust and more efficient in the case of minimizing the cumulative regret.

In Figures 2(a), 2(b), 3(a), 3(b), 4(a) and 4(b) we choose the same function of $f(k)$ and vary the value of $\alpha$, while Figures 2(c), 2(d), 3(c), 3(d), 4(c) and 4(d) show the performance under different $f(k)$ functions with a same value $\alpha = 4$ (other $\alpha$ values show similar behavior). From these results, we can see that the combination of $\alpha = 4$ and $f(k) = k^2$ behaves better in most of these problem instances, and leads to both small regrets and small variances.

### 4.2 The Adversarial Setting

Here we use two datasets in Kaggle: the Outbrain Click Prediction (Outbrain) dataset [Kaggle 2016] and the Coupon Purchase Prediction (Coupon) dataset [Kaggle 2015].

The Outbrain dataset records whether users click a provided advertisement when they enter the system. In this experiment, the system needs to decide the category of advertisements to show to an incoming user, and its goal is to maximize the number of users clicking the advertisement. In this dataset, a user only clicks one category of the advertisements. If the system provides the category correctly, it gets one click. Otherwise it gets zero. Thus, the reward (and the feedback) is whether the advertisement is clicked. The Coupon dataset records whether users click offered coupons. In this case, a system is providing coupons to its users, and it needs to decide what coupon to offer on each day of the week. There are totally seven choices, and only if the user wants to use that coupon on that day, he will choose to click that coupon to see more details. The goal of the system is to maximize the number of users that click the coupons. Thus, the reward (and the feedback) of one time slot is whether the coupon is clicked. In our setting, the feedback is given to the player after a delay $z$, which is artificially simulated.

In the experiments of Outbrain dataset, we consider non-oblivious delays with $z \leq d = 10$ in Figure 3(a) and $z \leq d = 20$ in Figure 3(b). Here the adversary chooses delay $z = d$ only if the chosen arm is the best one and it has been chosen for at least $3d$ times in succession, otherwise it sets $z = 1$. From the experimental results, we can see that the CLW policy [Cesa-Bianchi, Gentile, and Mansour 2018] suffers from a linear regret in this setting, while our ARS-EXP3 policy achieves a sub-linear regret. This accords to the theoretical analysis.

Then, we use Coupon dataset to simulate the oblivious setting, in which the CLW policy also has theoretical guarantees. In Figure 5(c), we use $d = 10$ and $z$ is chosen uniformly in $[5, 10]$. In Figure 5(d), we set $d = 20$ and choose $z$ uniformly in $[10, 20]$. From these results, we can see that CLW performs only slightly better than ARS-EXP3 even with the correct delay estimation $d$. When the estimation on $d$ has a 10% error, CLW can perform worse than ARS-EXP3.

The experimental results show that in the oblivious setting, ARS-EXP3 policy is more robust, especially when there is no accurate information about the delay $d$. As for the non-oblivious delay case, ARS-EXP3 is the only existing efficient learning policy.

### 5 Conclusion

In this paper, we consider the MAB problem with composite and anonymous feedback, both the stochastic and adversarial settings. For the former case, we propose the ARS-UCB algorithm, and for the latter case, we design the ARS-EXP3 algorithm. These algorithms require zero knowledge about the feedback delay. We establish theoretical regret upper bounds for the algorithms, and then use experiments to show that our algorithms outperform existing benchmarks.

Our future research includes deriving a matching regret lower bound for the non-oblivious adversarial case.
In (Cesa-Bianchi, Gentile, and Mansour [2018]), the authors also provide a similar policy for bandit convex optimization (BCO) with delayed and anonymous feedback. How to adapt our framework and obtain tight regret upper bounds for BCO is another interesting future research problem.
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Appendix
The proofs of all lemmas are presented in the end of the sections they belong to.

A Proof of Theorem 1

Denote \( \text{rad}_i(t) = \sqrt{\frac{\alpha \log t}{N_i(t)}} \). Then, for each sub-optimal arm \( i \neq 1 \), if it is chosen at time \( t \), we must have either \( u_i(t) = 1 \) or \( \hat{s}_i(t) + \text{rad}_i(t) \geq s_i(t) + \text{rad}_1(t) \).

Since \( s_1 = s_i + \Delta_i \), \( \hat{s}_i(t) + \text{rad}_i(t) \geq s_1(t) + \text{rad}_1(t) \) implies that:
\[
\hat{s}_i(t) + s_1 + 2\text{rad}_i(t) \geq s_i + \text{rad}_i(t) + \hat{s}_i(t) + \text{rad}_1(t) + \Delta_i.
\]

Now we define some useful events. Note that if we choose to pull arm \( i \) at time \( t \), one of the following events must happen:
\[
\begin{align*}
\mathcal{A}_i(t) &= \{ \hat{s}_i(t) \geq s_i + \text{rad}_i(t) \}, \\
\mathcal{B}(t) &= \{ s_1 \geq \hat{s}_1(t) + \text{rad}_1(t) \}, \\
\mathcal{C}_i(t) &= \{ 2\text{rad}_i(t) \geq \Delta_i \}, \\
\mathcal{D}_i(t) &= \{ \hat{s}_i(t) + \text{rad}_i(t) \geq 1 \}.
\end{align*}
\]

Let \( \mathcal{U} \) be the set that includes all the last time steps of all the rounds, and note that \( \mathcal{U} \) is random. Also let \( z(t) \) be the size of the next round after time \( t \), then we have
\[
\text{Reg}_i(T) = \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}} \mathbb{E}[\mathbb{I}[a(t + 1) = i]] \Delta_i z(t) \right] = \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}} \mathbb{E}[\mathbb{I}[\mathcal{A}_i(t) \cup \mathcal{B}(t) \cup \mathcal{C}_i(t) \cup \mathcal{D}_i(t)]] \Delta_i z(t) \right],
\]

where \( \text{Reg}_i(T) \) denotes the expected cumulative regret caused by pulling arm \( i \) up to time step \( T \), i.e., \( \text{Reg}_i(T) = \mathbb{E}[N_i(T)] \Delta_i \).

First consider events \( \mathcal{A}_i(t) \) and \( \mathcal{B}(t) \). Since our observations have bias (due to reward spread), it is hard to analyze the inequalities that contains \( \text{rad}_i(t) \). Instead, we construct a hidden confidence radius as
\[
\text{rad}'_i(t) \triangleq \sqrt{\frac{4 \log t}{N_i(t)}} + d_1 \frac{K_i(t)}{N_i(t)} + \sqrt{\frac{12d_2 K_i(t) \log t}{N_i^2(t)}},
\]

and the corresponding hidden confidence bounds are defined as:
\[
\ell_i(t) \triangleq \min\{ \hat{s}_i(t) - \text{rad}'_i(t), 0 \}, \\
v_i(t) \triangleq \max\{ \hat{s}_i(t) + \text{rad}'_i(t), 1 \}.
\]

The next lemma shows that \( \ell_i(t), v_i(t) \) are actual confidence bounds for \( s_i \).

Lemma 1. For any \( t > 0 \) and \( 1 \leq i \leq N \), with probability at least \( 1 - \frac{1}{T} \), we have that \( s_i \leq v_i(t) \). Similarly, with probability at least \( 1 - \frac{1}{T} \), \( s_i \geq \ell_i(t) \).

Now we define another two events based on \( \text{rad}'_i(t) \):
\[
\begin{align*}
\mathcal{E}_i(t) &= \{ |\hat{s}_i(t) - s_i| \geq \text{rad}'_i(t) \}, \\
\mathcal{F}_i(t) &= \{ \text{rad}_i(t) \geq \text{rad}'_i(t) \}.
\end{align*}
\]

Since \( \hat{s}_i(t) \geq s_i + \text{rad}_i(t) \) implies either \( \{ \text{rad}_i(t) < \text{rad}'_i(t) \} \) or \( \{ \text{rad}_i(t) \geq \text{rad}'_i(t) \} \cap \{ |\hat{s}_i(t) - s_i| \geq \text{rad}'_i(t) \} \), we know that
\[
\mathcal{A}_i(t) \subseteq \neg \mathcal{F}_i(t) \cup \mathcal{E}_i(t).
\]

Similarly, we also have that
\[
\mathcal{B}(t) \subseteq \neg \mathcal{F}_i(t) \cup \mathcal{E}_i(t).
\]
Now we consider the event $D_i(t)$. When the three events $D_i(t)$, $-E_i(t)$ and $F_i(t)$ happens, we have that

\[ s_i + 2\text{rad}_i(t) = (s_i + \text{rad}_i(t)) + \text{rad}_i(t) \geq s_i + \text{rad}'_i(t) + \text{rad}_i(t) \geq s_i(t) + \text{rad}_i(t) \geq 1 \geq s_i + \Delta_i, \]  

where Eq. (7) comes from the fact that $F_i(t)$ happens, Eq. (8) comes from the fact that $-E_i(t)$ happens, Eq. (9) comes from the fact that $D_i(t)$ happens, and Eq. (10) is because that $s_1 + \Delta_i = s_1 \leq 1$ as we have assumed in our model setting.

This means that $2\text{rad}_i(t) \geq \Delta_i$, i.e., the event $C_i(t)$ must happen if we have $D_i(t) \cap -E_i(t) \cap F_i(t)$. Therefore, $D_i(t) \cap -E_i(t) \cap F_i(t) \subseteq C_i(t)$, which implies that

\[ D_i(t) \subseteq E_i(t) \cup -F_i(t) \cup C_i(t). \]  

From equations (5), (6) and (11), we know that

\[ \Pr[A_i(t) \cup B(t) \cup C_i(t) \cup D_i(t)] \leq \Pr[-F_i(t) \cup E_i(t) \cup -F_i(t) \cup E_i(t) \cup C_i(t)]. \]

Therefore,

\[ \text{Reg}_{i}(T) \leq \mathbb{E}_{U} \left[ \sum_{t \in U} \Pr[-F_i(t) \cup E_i(t) \cup -F_i(t) \cup E_i(t) \cup C_i(t)] \Delta_i z(t) \right] \leq \mathbb{E}_{U} \left[ \sum_{t \in U} \Pr[E_i(t) \cup E_i(t) \cup C_i(t)] \Delta_i z(t) \right] + \mathbb{E}_{U} \left[ \sum_{t \in U} \Pr[-F_i(t) \cup -F_i(t)] \Delta_i z(t) \right]. \]

The next lemma (Lemma 2) shows that there exists a constant $T^*$ (which does not depend on $T$) such that $\Pr[-F_i(t) \cup -F_i(t)] = 0$ for any $t \geq T^*$.

**Lemma 2.** If $f$ is an increasing function, then there exists $T^* = c_f(d_1, d_2, N, \alpha)$ such that for any $i$ and any $t \geq T^*$, $\text{rad}_i(t) \geq \text{rad}'_i(t)$.

Then we can divide the game into two phases: the phase that lasts until the round contains $T^*$ stops, and the phase that contains the remaining time steps. Let $\ell(T^*)$ be the size of the round which contains time step $T^*$.

The regret in the first phase is upper bounded by $\text{Reg}^{(1)}(T) \leq T^* + \mathbb{E}[\ell(T^*)]$. Note that the property ii) of $f$ in Theorem 1 states that $f(k + 1) \leq F(k)$ for any $k > k_0$, then

\[ \mathbb{E}[\ell(T^*)] \leq \mathbb{E}[\ell(T^*)|\ell(T^*) \leq f(k_0)] + \mathbb{E}[\ell(T^*)|\ell(T^*) > f(k_0)] \leq f(k_0) + T^*. \]

Now we consider the second phase, and denote $\text{Reg}^{(2)}_i(T)$ as the regret comes from pulling arm $i$ in the second phase. Since
in the second phase \( \neg F_i(t) \) can not happens (Lemma 2), we have that:

\[
\text{Reg}_i^{(2)}(T) \leq \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} \mathbb{P}[\mathcal{E}_i(t) \cup \mathcal{E}_1(t) \cup \mathcal{C}_i(t)] \Delta_i z(t) \right] \\
\leq \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} \mathbb{I}[\mathbb{I}[z(t) > f(k_0)] z(t) \Delta_i \mathbb{P}[\mathcal{E}_i(t) \cup \mathcal{E}_1(t)] \right] \\
+ \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} \mathbb{I}[\mathbb{I}[z(t) > f(k_0)] z(t) \Delta_i \mathbb{P}[\mathcal{C}_i(t)] \right] \\
+ \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} \mathbb{I}[\mathbb{I}[z(t) \leq f(k_0)] z(t)] \right] \\
\leq \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} \mathbb{I}[\mathbb{I}[z(t) > f(k_0)] z(t) \Delta_i \mathbb{P}[\mathcal{E}_i(t) \cup \mathcal{E}_1(t)] \right] \\
+ \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} \mathbb{I}[\mathbb{I}[z(t) > f(k_0)] z(t) \Delta_i \mathbb{P}[\mathcal{C}_i(t)] \right] + f(k_0). \tag{12}
\]

Consider the first term in Eq. (12), we have that

\[
\mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} \mathbb{I}[\mathbb{I}[z(t) > f(k_0)] z(t) \Delta_i \mathbb{P}[\mathcal{E}_i(t) \cup \mathcal{E}_1(t)] \right] \leq \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} t \Delta_i \mathbb{P}[\mathcal{E}_i(t) \cup \mathcal{E}_1(t)] \right] \tag{13}
\]

\[
\leq \mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} t \Delta_i \frac{4}{T^2} \right] \tag{14}
\]

\[
\leq 8,
\]

where Eq. (13) comes from the fact that \( \mathbb{I}[\mathbb{I}[z(t) > f(k_0)] z(t)] \leq t \) (note that \( f(k + 1) \leq F(k) \) for any \( k > k_0 \)) and Eq. (14) comes from Lemma 1.

Then we consider the second term in Eq. (12). Since \( C_i(t) \) only happens when \( N_i(t) \leq \frac{4a \log T}{\Delta_i^2} \), we have that

\[
\mathbb{E}_\mathcal{U} \left[ \sum_{t \in \mathcal{U}, t > T^*} \mathbb{I}[\mathbb{I}[z(t) > f(k_0)] z(t) \Delta_i \mathbb{P}[\mathcal{C}_i(t)] \right] \leq \Delta_i \left( \frac{4a \log T}{\Delta_i^2} + \mathbb{E} \left[ \mathbb{I}[\mathbb{I}[\ell_i > f(k_0)] \ell_i] \right] \right),
\]

where \( \ell_i \) represents the last round size that \( C_i(t) \) happens.

Since \( f(k + 1) \leq F(k) \) for any \( k > k_0 \), we have \( \mathbb{E} \left[ \mathbb{I}[\mathbb{I}[\ell_i > f(k_0)] \ell_i] \right] \leq \frac{4a \log T}{\Delta_i^2} \) as well, therefore:

\[
\mathbb{E} \left[ \sum_{i=2}^{N} \sum_{t \in \mathcal{U}, t \geq T^*} \mathbb{I}[\mathbb{I}[z(t) > f(k_0)] z(t) \Delta_i \mathbb{I}[\mathcal{C}_i(t)] \right] \leq \frac{8a \log T}{\Delta_i^2}.
\]
Adding all these three terms together, and summing over all the sub-optimal arms, we have that:

\[
Reg(T) \leq Reg^{(1)}(T) + \sum_{i=2}^{N} Reg^{(2)}_i(T)
\]

\[
\leq 2T^* + f(k_0) + 8(N-1) + (N-1)F(k_0) + \sum_{i=2}^{N} \frac{8\alpha \log T}{\Delta_i}.
\]

Setting \(c_f^*(d_1, d_2, N, \alpha) = 2T^* + 8N + NF(k_0)\), then we know that the total regret is upper bounded by:

\[
Reg(T) \leq \sum_{i=2}^{N} \frac{8\alpha \log T}{\Delta_i} + c_f^*(d_1, d_2, N, \alpha).
\]

### A.1 Proof of Lemma \[\text{Lemma 1}\]

Define \(M'_i(k) \triangleq \sum_{t=1}^{\infty} \mathbb{I}[K_i(t) = k, a(t) = i]|Y(t)\), i.e., the observed cumulative reward of arm \(i\) in its \(k\)-th round. Similarly, define \(L'_i(k) \triangleq \sum_{t=1}^{\infty} \mathbb{I}[K_i(t) = k, a(t) = i]|r_{a(t)}(t)|_1\), i.e., the real cumulative reward of arm \(i\) in its \(k\)-th round. Then at the end of each round, we always have \(M_i(t) = \sum_{k=1}^{K_i(t)} M'_i(k)\) and \(L_i(t) = \sum_{k=1}^{K_i(t)} L'_i(k)\).

Note that in each round we only pull one arm \(i\), then by equation (15), we always have

\[
M'_i(k) = L'_i(k) + \sum_{t \leq t_1 - 1} \sum_{\tau = t_1 - t}^{\infty} r_{a(t)}, \tau(t) - \sum_{t \leq t_2} \sum_{\tau = t_2 - t + 1}^{\infty} r_{a(t)}, \tau(t),
\]

where \(t_1\) is the start of that round, and \(t_2\) is the end of that round. Taking expectation on the both sides in equation (15), and recall that \(d_1 \triangleq \sum_{d'=1}^{d} \max_i \mathbb{E}[\sum_{\tau = d'}^\infty r_i, \tau]\), we obtain

\[
\mathbb{E}[M'_i(k)] = \mathbb{E}[L'_i(k)] + \mathbb{E}
\left[
\sum_{t \leq t_1 - 1} \sum_{\tau = t_1 - t}^{\infty} r_{a(t)}, \tau(t) - \sum_{t \leq t_2} \sum_{\tau = t_2 - t + 1}^{\infty} r_{a(t)}, \tau(t)
\right]
\]

\[
= f(k)s_i + \mathbb{E}
\left[
\sum_{t \leq t_1 - 1} \sum_{\tau = t_1 - t}^{\infty} r_{a(t)}, \tau(t) - \sum_{t \leq t_2} \sum_{\tau = t_2 - t + 1}^{\infty} r_{a(t)}, \tau(t)
\right]
\]

\[
\geq f(k)s_i - d_1.
\]

Summing over \(k = 1\) to \(K_i(t)\), we have that

\[
\mathbb{E}[M_i(t)] \geq N_i(t)s_i - K_i(t)d_1.
\]

Similarly, taking variance on the both sides in equation (15), and recall that \(d_2 \triangleq \sum_{d'=1}^{d} \max_i \mathbb{V}[\sum_{\tau = d'}^\infty r_i, \tau]\), we have

\[
\mathbb{V}[M'_i(k)] = \mathbb{V}[L'_i(k)] + \mathbb{V}
\left[
\sum_{t \leq t_1 - 1} \sum_{\tau = t_1 - t}^{\infty} r_{a(t)}, \tau(t) - \sum_{t \leq t_2} \sum_{\tau = t_2 - t + 1}^{\infty} r_{a(t)}, \tau(t)
\right]
\]

\[
\leq \frac{f(k)}{4} + \mathbb{V}
\left[
\sum_{t \leq t_1 - 1} \sum_{\tau = t_1 - t}^{\infty} r_{a(t)}, \tau(t) - \sum_{t \leq t_2} \sum_{\tau = t_2 - t + 1}^{\infty} r_{a(t)}, \tau(t)
\right]
\]

\[
\leq \frac{f(k)}{4} + 2d_2.
\]

Summing over \(k = 1\) to \(K_i(t)\), we have that

\[
\mathbb{V}[M_i(t)] \leq \frac{N_i(t)}{4} + 2K_i(t)d_2.
\]

By inequalities (16) and (17), using Bernstein’s inequality, for any \(\Delta \in [0, 1]\), we have that:

\[
\Pr \left[ \frac{M_i(t)}{N_i(t)} \leq s_i - \frac{K_i(t)}{N_i(t)}d_1 - \Delta \right] = \Pr \left[ M_i(t) \leq N_i(t)s_i - K_i(t)d_1 - N_i(t)\Delta \right]
\]

\[
\leq \exp \left( - \frac{3N_i(t)^2\Delta^2}{6\mathbb{V}[M_i(t)] + 2N_i(t)\Delta} \right)
\]

\[
\leq \exp \left( - \frac{3N_i(t)^2\Delta^2}{4N_i(t) + 12K_i(t)d_2} \right).
\]
Then, we can set \( \Delta = \min\{1, \sqrt{\frac{4 \log t}{N_i(t)} + \sqrt{\frac{12d_2K_i(t) \log t}{N_i(t)^2}}} \} \), which implies that \( \Pr[\hat{s}_i(t) < s_i - rad_i(t)] \leq \frac{1}{2^t} \).

Similarly, we also have \( \Pr[\hat{s}_i(t) > s_i + rad_i(t)] \leq \frac{1}{2^t} \), which completes the proof of this lemma.

### A.2 Proof of Lemma 2

When \( f \) is an increasing function, we must have \( F(K) \geq \frac{K(K+1)}{2} \). Therefore, \( \lim_{K \to \infty} \frac{K}{F(K)} = 0 \) and \( \sqrt{\frac{K}{F(K)}} \leq 2 \).

Note that it is sufficient to prove that there exists some \( T^* \) such that \( \forall t \geq T^* \), the following two inequalities always hold:

\[
\left( \frac{\alpha - 2}{2} \right) \sqrt{\log t} \geq d_1 \frac{K_i(t)}{N_i(t)} \geq \frac{12d_2K_i(t) \log t}{N_i(t)^2}. \tag{18}
\]

Eq. (18) is the same as

\[
\left( \frac{\alpha - 2}{2} \right) \sqrt{\log t} \geq d_1 \frac{K_i(t)}{\sqrt{N_i(t)}} = d_1 \frac{K_i(t)}{\sqrt{F(K_i(t))}} \tag{19}
\]

Since \( \frac{k}{\sqrt{F(k)}} \leq 2 \), there exists \( t_1 = \exp \left( \left( \frac{4d_1}{\sqrt{\alpha - 2}} \right)^2 \right) \) such that for any \( t \geq t_1 \), we always have

\[
\left( \frac{\alpha - 2}{2} \right) \sqrt{\log t} \geq \left( \frac{\alpha - 2}{2} \right) \sqrt{\log t_1} = 2d_1 \geq d_1 \frac{K_i(t)}{\sqrt{N_i(t)}}.
\]

Now we consider Eq. (19), which is the same as

\[
\sqrt{\frac{12d_2K_i(t)}{N_i(t)}} = \sqrt{\frac{12d_2K_i(t)}{F(K_i(t))}} \leq \frac{\alpha - 2}{2} \tag{20}
\]

Since \( \frac{K_i(t)}{F(K_i(t))} \) converges to 0 as \( K_i(t) \) (or equivalently \( N_i(t) \)) goes to infinity, there must exist some \( N(d_2) \) such that for any \( N_i(t) > N(d_2) \), Eq. (20) always holds. Therefore, we only need to find some \( t_2 \) such that under Algorithm 1 each arm is pulled for at least \( N(d_2) \) times. Note that for \( t > \exp \left( \frac{N(d_2)}{\alpha} \right) \), any arm with \( N_i(t) \leq N(d_2) \) must have \( u_i(t) = 1 \). This implies that either arm \( i \) will be pulled, or arm \( j \) with \( N_j(t) \leq N_i(t) \) (so that \( u_i(t) = u_j(t) = 1 \)) will be pulled. Thus, after \( t_2 = \exp \left( \frac{N(d_2)}{\alpha} \right) + N(F(k_0) + 2N(d_2)) \) time slots, every arm must be pulled for at least \( N(d_2) \) times, i.e., for any \( t \geq t_2 \), Eq. (19) always holds.

Let \( T^* = \max\{t_1, t_2\} = c_f(d_1, d_2, N, \alpha) \), we know that \( rad_i(t) \geq rad_i'(t) \) for any \( i \) and \( t \geq T^* \).

### B Proof of Theorem 2

Firstly, we define \( L_i(t) = \sum_{r=1}^{t} ||r_i(t)|| \) as the actual reward gained from arm \( i \) until time \( t \), and \( G(K) = \sum_{k=1}^{K} g(k) \) to be the total time steps until the \( k \)-th round finishes. We also set \( \hat{z}_i(k) = \mathbb{I}[a(k) = i] \frac{Z'(k)}{g(K)} \) to simplify writing. Then similar to the analysis of EXP3 (Auer et al. 2002), we have the following three inequalities:

\[
\frac{\gamma}{N} \frac{\hat{z}_i(k)}{g(K)} \leq p_i(k) \frac{\hat{z}_i(k)}{g(K)} = \mathbb{I}[a(k) = i] \frac{Z'(k)}{g(K)} \leq 1.
\tag{21}
\]

\[
\sum_{i=1}^{N} p_i(k) \frac{\hat{z}_i(k)}{g(K)} = \frac{Z'(k)}{g(K)}.
\tag{22}
\]

\[
\sum_{i=1}^{N} p_i(k) \left( \frac{\hat{z}_i(k)}{g(K)} \right)^2 \geq \frac{Z'(k)}{g(K)^2} \mathbb{I}[a(k) = i] \hat{z}_i(k) \leq \frac{1}{g(K)} \sum_{i=1}^{N} \hat{z}_i(k).
\tag{23}
\]

We set \( w_i(k) \) to be the the value of \( w_i \) at the beginning of round \( k \), \( e_i(k) \) to be the value of \( e_i \) in round \( k \). \( E(k) \) is the sum of all \( e_i(k) \), i.e., \( E(k) = \sum_{i=1}^{N} e_i(k) \).
Then we can write the following inequality:

\[
\frac{E(k+1)}{E(k)} = \sum_{i=1}^{N} e_i(k+1) E(k) \\
= \sum_{i=1}^{N} \frac{1}{E(k)} \exp \left( \frac{w_i(k+1)}{g(K)} \right) \\
= \sum_{i=1}^{N} \frac{1}{E(k)} \exp \left( \frac{w_i(k) + \frac{\gamma}{N} \hat{z}_i(k)}{g(K)} \right) \\
= \sum_{i=1}^{N} e_i(k) \exp \left( \frac{\gamma}{N} \frac{\hat{z}_i(k)}{g(K)} \right) \\
= \sum_{i=1}^{N} p_i(k) \frac{1 - \frac{\gamma}{N}}{1 - \gamma} \exp \left( \frac{\gamma}{N} \frac{\hat{z}_i(k)}{g(K)} \right) \\
\leq \sum_{i=1}^{N} p_i(k) \frac{1 - \frac{\gamma}{N}}{1 - \gamma} \left( 1 + \frac{\gamma}{N} \frac{\hat{z}_i(k)}{g(K)} + (e - 2) \left( \frac{\gamma}{N} \frac{\hat{z}_i(k)}{g(K)} \right)^2 \right) \\
\leq 1 + \frac{\gamma}{N} Z'(k) + \frac{(e - 2) \left( \frac{\gamma}{N} \right)^2}{1 - \gamma} \frac{1}{g(K)} \sum_{i=1}^{N} \hat{z}_i(k),
\]

where Eq. (24) comes from the fact that \( p_i(k) = (1 - \gamma) e_i(k) \frac{e_i(k)}{E(0)} + \gamma \). Eq. (25) is because of the fact that \( \exp(x) \leq 1 + x + (e - 2) x^2 \) for any \( 0 \leq x \leq 1 \) and Eq. (21), and Eq. (26) comes from Eq. (22) and Eq. (23).

Therefore,

\[
\log \frac{E(K)}{E(0)} \leq \frac{\gamma}{N} \frac{Z'(k) + (e - 2) \left( \frac{\gamma}{N} \right)^2}{1 - \gamma} \frac{1}{g(K)} \sum_{i=1}^{N} \hat{z}_i(k).
\]

On the other hand, for any arm \( i \), we have that:

\[
\log \frac{E(K)}{E(0)} \geq \log \frac{e_i(K)}{E(0)} = \frac{\gamma}{N} \sum_{k=1}^{K} \frac{\hat{z}_i(k)}{g(K)} - \log N.
\]

Thus,

\[
\sum_{k=1}^{K} Z'(k) \geq (1 - \gamma) \sum_{k=1}^{K} \hat{z}_i(k) - g(K) N \frac{\log N}{\gamma} - (e - 2) \frac{\gamma}{N} \sum_{k=1}^{K} \sum_{i=1}^{N} \hat{z}_i(k).
\]

Notice that by definitions of \( Z'(k) \) (in in Algorithm 2) and \( \hat{z}_i(k) \), we have that:

\[
\mathbb{E}[\hat{z}_i(k) | a(1), \ldots, a(G(k) - 1)] = \min \{ g(k) \}, \sum_{t=G(k-1)+1}^{G(k)} ||r_i(t)||_1 - \sum_{t=G(k)-d}^{G(k)-1} r(a(t), \tau(t)) + \sum_{t=G(k)-d}^{G(k)-1-d} r(a(t), \tau(t)).
\]

This implies that

\[
\sum_{t=G(k)-1}^{G(k)} ||r_i(t)||_1 - d \leq \mathbb{E}[\hat{z}_i(k) | a(1), \ldots, a(G(k) - 1)] \leq \sum_{t=G(k)-1}^{G(k)} ||r_i(t)||_1 + d.
\]

Summing the above equation over rounds 1, ..., \( k \), we obtain

\[
L_i(G(k)) - kd \leq \sum_{j=1}^{k} \mathbb{E}[\hat{z}_i(j) | a(1), \ldots, a(G(j) - 1)] \leq L_i(G(k)) + kd.
\]
Then, using Eq. (27), we have:

\[
\mathbb{E} \left[ \sum_{k=1}^{K} Z'(k) \right] \geq (1 - \gamma) \left( L_i(G(K)) - Kd \right) - g(K) \frac{N \log N}{\gamma} - (e - 2) \frac{\gamma}{N} \sum_{i=1}^{N} \left( L_i(G(K)) + Kd \right).
\]

Let \( i \) be the arm such that \( L_i(G(K)) \geq L_j(G(K)) \) for any \( j \neq i \). Then,

\[
L_i(G(K)) - \mathbb{E} \left[ \sum_{k=1}^{K} Z(k) \right] \leq L_i(G(K)) - \mathbb{E} \left[ \sum_{k=1}^{K} Z'(k) \right] \leq (e - 1)\gamma L_i(G(K)) + g(K) \frac{N \log N}{\gamma} + ((e - 2)\gamma + 1 - \gamma)Kd. \tag{28}
\]

Note that the left-hand-side of Eq. (28) is the cumulative regret in the first \( K \) rounds (or the first \( G(K) \) time steps), and if we choose \( \gamma = \min\{1, \sqrt{\frac{(N \log N)}{(e - 1)K}}\} \), the right-hand-side of Eq. (28) is upper bounded by \( 3g(K)\sqrt{N \log NK} + 2dK \). Thus, the cumulative regret in the first \( G(K) \) time steps has an upper bound of \( 3g(K)\sqrt{N \log NK} + 2dK \).

In the remaining time steps, the total regret is less than \( g(K + 1) \). Therefore, the total cumulative regret is upper bounded by \( 3g(K)\sqrt{N \log NK} + 2dK + g(K + 1) \).

Now if we choose \( g(k) \) to be \( k^\beta \) with \( \beta \in [0, 1] \), then \( G(k) = \frac{1}{\beta + 1}k^{\beta + 1} \) and \( K = ((\beta + 1)T)^{\frac{1}{\beta + 1}} \), which means that the total cumulative regret is upper bounded by:

\[
\text{Reg}(T) \leq 3g(K)\sqrt{N \log NK} + 2dK + g(K + 1) = O((N \log N)^{\frac{1}{2}}T^{\frac{2\beta + 1}{2\beta + 2}} + dT^{\frac{1}{2\beta + 2}}).
\]

C Oblivious Adversarial MAB with Composite and Anonymous Rewards

We also consider the oblivious adversarial MAB model with composite and anonymous rewards (Cesa-Bianchi, Gentile, and Mansour 2018), and present an ARS-CLW policy to achieve a regret upper bound that can be arbitrarily close to \( O(\sqrt{NT \log N}) \) without any prior knowledge about the maximum delay.

In this setting, all the reward vectors \( \mathbf{r}_i(t) \)’s are decided at the beginning of the game, and the environment cannot change these reward vectors after some actions chosen by the algorithm. (Cesa-Bianchi, Gentile, and Mansour 2018) propose a randomized method called CLW to divide the game into many rounds, and only use partial feedback from each round. The randomness makes sure that in expectation, the reward in each time slot (in the same round) is the same, no matter whether it is counted into these reward vectors after some actions chosen by the algorithm. (Cesa-Bianchi, Gentile, and Mansour 2018) propose a randomized method called CLW to divide the game into many rounds, and only use partial feedback from each round. The randomness makes sure that in expectation, the reward in each time slot (in the same round) is the same, no matter whether it is counted into the algorithm or not. Only using partial feedback allows one to ignore the differences between \( L_i(t) \) and \( M_i(t) \). This means that one can use the EXP3 algorithm directly with the partial rewards as input. Based on this design, the CLW algorithm achieves an \( O(\sqrt{NT \log N}) \) regret upper bound.

Our algorithm in this case, Adaptive Round-Size CLW (ARS-CLW), is shown in Algorithm 3 in details, which extends the CLW algorithm to handle the case when the reward interval size is unknown. The ARS-CLW algorithm does not need \( d \) as an input. Instead, it uses a function \( h: \mathbb{N}_+ \rightarrow \mathbb{N}_+ \) to estimate the value of \( d \). Precisely, at the beginning, we set \( T = T^{(1)} \), and guess \( d^{(1)} = h(T^{(1)}) \). If the game does not stop at \( T^{(1)} \), then after \( T^{(1)} \) we set \( T = T^{(2)} = 2T^{(1)} \) and guess \( d^{(2)} = h(T^{(2)}) \). We call \( [T^{(k - 1)}, T^{(k)}] \) as the \( k \)-th phase in the algorithm (define \( T^{(0)} = 0 \)). To make the estimated \( d^{(k)} \) increasing, we constrain that \( h \) must be an increasing function.

Compare to the CLW algorithm in (Cesa-Bianchi, Gentile, and Mansour 2018), in each phase \( k \) of our ARS-CLW policy, we modify the method to decide whether \( t \in \mathcal{U}^{(k)} \), i.e., whether to end the current round in this time step (lines 10-13 in Algorithm 3) (here \( \mathcal{U}^{(k)} \) denotes the set of round-ending times). This modification is introduced to make sure that during each phase \( k \), \( \forall t \in [T^{(k - 1)}, T^{(k)}] \) \( \Pr[t \in \mathcal{U}^{(k)}] = p \) for some constant \( p \). This will allow us to use the inequalities of \( p \) directly from the analysis in (Cesa-Bianchi, Gentile, and Mansour 2018), and does not affect the regret bound of CLW \(^4\). Note that since we maintain a constant \( \Pr[t \in \mathcal{U}^{(k)}] \) in phase \( k \), the expected round size remains a constant in phase \( k \). As a result, we cannot imitate ARS-UCB and ARS-EXP3 by increasing the round size continuously in ARS-CLW. Thus, our modified algorithm cannot change the size of the rounds frequently. That is why we choose to divide the game into several phases, and treat each phase as an independent game with unique \( T \) and \( d \).

Now we present the regret upper bound of ARS-CLW:

**Theorem 3.** If \( h: \mathbb{N}_+ \rightarrow \mathbb{N}_+ \) is an increasing function such that \( h(T) < T \) holds for any \( T \), then Algorithm 3 achieves:

\[
\text{Reg}(T) = O(\sqrt{Th(T)N \log N} + h^{-1}(d)).
\]

\(^4\)If we only have \( \Pr[t \in \mathcal{U}^{(k)}] \leq p \), when deriving bounds for the regret, we need to ensure that the probability is multiplied with positive values and this can be challenging.
Algorithm 3 Adaptive Round-Size CLW Algorithm

1: **Input:** $h$, $T^{(1)}$, $k = 1$.
2: **while** $t \leq T$ **do**
3: \quad $d^{(k)} = h(T^{(k)})$, $\gamma^{(k)} = \sqrt{2d^{(k)}N \log N}$, $q^{(k)} = \frac{1}{2d^{(k)}}$.
4: \quad Set $p^{(k)}$ to be a uniform distribution on $\{1, \ldots, N\}$.
5: \quad Draw $a^{(k)}(t - 1) \sim p$.
6: \quad Generate $2d^{(k)} - 1$ i.i.d Bernoulli random variables $B^{(k)}_{t}, \ldots, B^{(k)}_{t+2d^{(k)}-2}$ with parameter $q^{(k)}$.
7: **while** $t < T^{(k)}$ **do**
8: \quad If $t - 1 \in U^{(k)}$, then pick $a^{(k)}(t) \sim p$. Otherwise $a^{(k)}(t) = a^{(k)}(t - 1)$.
9: \quad Generate Bernoulli random variable $B^{(k)}_{t+2d^{(k)}-1}$ with parameter $q^{(k)}$.
10: \quad If $B^{(k)}_{t} = 1$, $B^{(k)}_{t+1} = \cdots = B^{(k)}_{t+2d^{(k)}-1} = 0$ then
11: \quad \quad Set $t \in U^{(k)}$.
12: \quad \quad Update $p$ using EXP3 policy by pulling arm $a(t)$ and obtain reward $\frac{1}{2d^{(k)}} \sum_{t'=t-d^{(k)}+1}^{t} Z(\tau)$.
13: \quad **end if**
14: \quad $t \leftarrow t + 1$
15: **end while**
16: \quad $k \leftarrow k + 1$
17: $T^{(k)} \leftarrow 2T^{(k-1)}$
18: **end while**

We now compare the regret upper bounds in Theorem 2 and 3. The first term is almost the same. Notice that $g(k) = k^3$ implies $K = \Theta(T^{\frac{3}{2}})$. Thus, the largest round size $g(K) = \Theta(T^{\frac{3}{2}})$. If we set $h(T) = \Theta(T^{\frac{3}{2}})$, the largest round size is the same, implying that the first terms in the two theorems are the same. The last term in Theorem 3 comes from the time steps during which we do not guess $d$ correctly, i.e., $d^{(k)} < d$ in the algorithm. This is different from the last term in Theorem 2 which comes from the bias in observations. In Algorithm 3, we use the partial information to avoid bias. As a result, such term does not exist in Algorithm 3. Since the last term does not depend on $T$, our regret bound can be arbitrary close to the regret lower bound given in (Cesa-Bianchi, Gentile, and Mansour 2018), without using any prior information on $d$. In exchange, the increasing rate of the round size needs to be small, which causes a large regret before we have $d^{(k)} \geq d$.

Proof of Theorem 2: Let $k_0$ be the first round that $d^{(k_0)} \geq d$. Then, $k_0$ satisfies $h(T^{(k_0-1)}) < d$. Since $h$ is an increasing function, $h^{-1}$ is also increasing. Thus, $T^{(k_0-1)} < h^{-1}(d)$, which implies $T^{(k_0)} < 2h^{-1}(d)$.

We now ignore the phases before $k_0$, as these time steps will have an additional regret of at most $2h^{-1}(d)$. Consider the phases with $d^{(k)} \geq d$. Notice that from Corollary 4 in (Cesa-Bianchi, Gentile, and Mansour 2018), each phase $k$ has a regret $O(\sqrt{d^{(k)}T^{(k)}}N \log N)$, where $t^{(k)} = T^{(k)} - \frac{1}{2}$ is the number of time steps in this phase. Then, the total regret in these phases is upper bounded by:

$$\sum_{k=k_0}^{K} O \left( \sqrt{d^{(k)}T^{(k)}}N \log N \right) = O \left( \sqrt{d^{(K)}T^{(K)}}N \log N \right),$$

where $K$ is the last phase number.

From the description of Algorithm 3, we have that $t^{(K)} \leq T$ and $d^{(K)} \leq h(2T)$. Thus, the total regret of Algorithm 3 satisfies $\text{Reg}(T) \leq O(\sqrt{T h(2T)}N \log N + h^{-1}(d))$. \hfill \square