Abstract: We use the finite temperature AdS/CFT approach to demonstrate logarithmic broadening of the confining QCD flux tube as a function of quark separation. This behavior indicates that, unlike lattice QCD, there is no roughening transition in the AdS/CFT formulation, which raises the interesting possibility of extrapolating strong coupling results to weak couplings by the use of resummation techniques. In the zero-temperature non-confining limit, we find that this logarithmic broadening of the field strength distribution is absent. Our results are obtained numerically at strong couplings, in the supergravity approximation.
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1. Introduction

Until recently, the analytical investigation of QCD at large distance scales was only possible in the framework of strong coupling lattice gauge theory. This formulation has many beautiful features, and the existence of confinement, chiral symmetry breaking, and a mass gap can be demonstrated in an elegant way. It was once hoped that these strong coupling results could be extrapolated to weaker couplings via Padé approximants, or by some other clever resummation method. These hopes were abandoned with the recognition that there exists a roughening transition in lattice gauge theory, which separates the strong and weak coupling phases. In the roughened phase, the QCD flux tube is believed (on the basis of some simple string arguments [1]) to broaden as the quark-antiquark pair are separated; the cross-sectional area of the flux tube should increase logarithmically with separation. In the strong-coupling phase, however, this broadening simply does not occur; the chromo-electric flux tube does not really behave like a quantized string. This unrealistic feature of strong-coupling lattice theory is a fundamental limitation, which prevents the use of strong coupling results to draw conclusions about physics in the continuum.

The AdS/CFT correspondence put forward by Maldacena [2] provides a new way of doing strong coupling calculations in large-N gauge theories with an ultraviolet cutoff. The effective cutoff is provided by a compactified Euclidean time variable, equivalent to a finite temperature, which supplies the required supersymmetry breaking [3]. As in lattice gauge theory, the existence of confinement and a mass gap can be elegantly demonstrated at strong couplings. On the other hand, as discussed by
Gross and Ooguri [4], the non-supersymmetric theory constructed in this way is really only equivalent to large $N$ QCD in the limit where the temperature $T$ goes to infinity and the coupling $\lambda = g_{YM}^2 N$ approaches zero, with (in D=4 dimensions) [4]

$$T \to \infty \quad \text{and} \quad \lambda \to \frac{B}{\ln(T/\Lambda_{QCD})}, \quad (1.1)$$

where $\Lambda_{QCD}$ is the QCD scale. The supergravity approximation clearly breaks down in these limits, where no results are presently available. The AdS/CFT approach is so far only tractable in the supergravity approximation, where the temperature $T$ is an ultraviolet cutoff and $\lambda \gg 1$ is the bare coupling at the scale $T$. Only in this strong coupling limit has the string tension has been computed, via a saddle-point approximation [5], and the low-lying glueball spectrum obtained. Some preliminary results in the one loop approximation are also available [6–8].

Since we are limited to strong couplings, it is interesting to ask how far the results extracted from the AdS/CFT correspondence agree with our expectations of large-N QCD in the continuum. Further, we would like to know if there is any fundamental obstruction, as there is in lattice gauge theory, to extrapolating strong coupling AdS/CFT results to weaker couplings. In this article we will study one aspect of these issues, namely, the question of whether strongly-coupled QCD$_3$ is in the roughened phase in the AdS/CFT correspondence. The theory is in the rough phase, as explained many years ago by Lüscher, Münster, and Weisz [1], if the QCD flux tube broadens logarithmically with quark separation. If this logarithmic broadening, due to quantum vibrations of the flux tube, is not found at strong couplings, then there is likely to be a roughening transition between the strong and weak coupling regimes. As a consequence, information about the strong coupling phase could not be used to gain any insight in the physical weak coupling scaling limit.\textsuperscript{1}

Although the interquark potential is derived from a string theory in the AdS/CFT correspondence, the question of flux tube broadening by vibrations is non-trivial, since the potential is represented by a string theory in both the supersymmetric and non-supersymmetric gauge theories, while only the latter case would be expected to show logarithmic broadening. Moreover, our investigation will be limited to the saddle-point evaluation of loop-loop correlation functions, and vibrations around the saddle-point will not be considered. In view of this, the success of the AdS/CFT approach is noteworthy: We find, in the finite temperature case, that the width of the QCD flux tube already shows roughening in the saddle-point approximation, with the (width)$^2$ proportional to the logarithm of the interquark distance, as ex-

\textsuperscript{1}In lattice gauge theory the transition occurs at $\beta \approx 1.9$ for $SU(2)$ gauge theory, and corresponds to a breakdown of the strong-coupling expansion. According to the strong-coupling expansion, the energy density of the flux tube ceases to fall off exponentially, with transverse distance from the tube axis, at the roughening transition point.
pected for vibrating strings [1], [9]. For the zero temperature case, where one has a conformal theory, this logarithmic broadening does not occur. The latter result is achieved in the AdS/CFT approach by a remarkable fine tuning of the relevant string worldsheet in the zero temperature case, which of course is related to the absence of a horizon. Superficially the metric and the relevant saddle-point configuration look very similar to the $T \neq 0$ case, but they nevertheless manage to produce, by subtle effects, a very different behavior. Thus, in the finite temperature case, the type IIB string in $D = 10$ dimensions ($AdS_5 \times S_5$) is associated with a confining flux tube of finite width in flat $D = 3$ dimensional space, while in the zero-temperature case the superstring in 10 dimensions does not give rise to a flux tube of this kind.

The presence of roughening in the finite temperature case is interesting on several grounds. First, it adds to the list of successes of the strong-coupling AdS/CFT formulation, which include the existence of a linear interquark potential, a Lüscher $1/R$ correction to that potential, a mass gap, and a quasi-realistic pattern of glueball mass-splittings. Second, it demonstrates that there is unlikely to be a roughening transition between strong and weak coupling phases, and hence no obstruction (at least from this source) to extrapolating strong coupling expansions to weaker couplings by resummation methods. Finally, the AdS/CFT correspondence provides the first actual derivation of roughening in a non-abelian gauge theory, albeit at strong couplings. Previous arguments for roughening [1] were based on a string picture which was not derived from gauge theory, while numerical lattice simulations of non-abelian gauge theory have neither confirmed nor denied the existence of roughening. The flux tube width has in fact been studied numerically, but the relevant error bars are simply too large to draw definite conclusions.

2. Equations of motion in the saddle-point approximation

In this section we shall study the equations of motion resulting from the finite temperature action in the saddle-point approximation. The basic setup is the same as in the paper by Lüscher, Münster, and Weisz [1], who considered the expectation value

$$G(H; C_1, C_2) = \langle \text{tr} U(C_1) \text{ tr} U(C_2) \rangle - \langle \text{tr} U(C_1) \rangle \langle \text{tr} U(C_2) \rangle.$$  \hspace{1cm} (2.1)

The existence of the Lüscher $1/R$ term in the AdS/CFT correspondence now seems very plausible, c.f. ref. [7], although, as discussed in this reference, some ambiguities remain, and the precise coefficient of this term is still uncertain. The interpretation of the coupling-independent $1/R$ term in the potential is also complicated by the fact that such a term also arises, in the AdS/CFT correspondence, in the zero-temperature non-confining limit [8, 12].

Roughening has been observed in numerical simulations of one simple abelian model, namely, $Z_2$ lattice gauge theory in $D = 3$ dimensions [10]. But there is no evidence for or against this effect in any non-abelian model.
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Here $U(C_1)$ and $U(C_2)$ are Wilson loop operators for loops $C_1$, $C_2$ which are concentric circles, in parallel planes, of radii $R_1$ and $R_2 > R_1$ respectively. The two loops are separated by a transverse distance $H$, as shown in Fig. 1. In the limit that $R_1 \to 0$, in $D = 3$ dimensions, this operator probes the variation of the chromo-electric energy density of the flux tube, created by the source at loop $r = R_2$, as a function of the transverse distance $H$ from the axis of the flux tube. The insight of ref. [1] was that the Wilson loop correlation function might be represented by the loop-loop correlation function of a Nambu-Goto string, which could be evaluated in the saddle-point approximation. In ref. [1], the calculation was done in flat space. We now understand the correct procedure, at strong couplings and large $N$, to be as follows: In an $AdS_5 \times S_5$ background described by the black-hole metric [2–5] appropriate to $QCD_3$, we have

$$ds^2 = \alpha' \left[ \frac{U^2}{R^2} \left( f(U) dt^2 + dr^2 + dz^2 + r^2 d\theta^2 \right) + \frac{R^2}{U^2} \frac{dU^2}{f(U)} + R^2 d\Omega_5^2 \right], \quad (2.2)$$

with

$$f(U) = 1 - \frac{U^4}{U^4_T}, \quad R^2 = \sqrt{4\pi g N}. \quad (2.3)$$

The two loops shown in Fig. 1 are located at $U = \infty$, and at a fixed point on $S_5$. Each circular loop is centered at $r = 0$ in a plane of constant $z = z_1$, $z_2$ respectively, with $H = |z_1 - z_2|$. The $QCD_3$ correlation function (2.1) is then determined by the loop-loop correlation function (i.e. the off-shell string propagator) in the $AdS_5 \times S_5$ background, for the given loops at $U = \infty$.

**Figure 1:** Loops $C_1$, $C_2$ in the Wilson loop correlator $G(H; C_1, C_2)$.

Off-shell string propagators are complicated objects, even for strings on a flat background [13, 14], but it will be sufficient for our purposes to work in the saddle-point approximation. This means that

$$G(H; C_1, C_2) \approx \exp[-S(H; C_1, C_2)], \quad (2.4)$$
where $S$ is the worldsheet action of the extremal surface in the AdS background, bounded by the two loops at $U = \infty$.\footnote{In the zero temperature case, and for $R_1 = R_2$, this propagator was computed by Zarembo [15] in the saddle-point approximation.} The saddle-point approximation has one important limitation: If $H$ is too large, compared to the smaller of the two radii $R_1$, then the minimal surface somewhere degenerates to a line. At that stage the semiclassical approximation has broken down, and a full quantum treatment of the string worldsheet is required, as discussed in ref. [4]. However, we will see that the small $H$ behavior is sufficient to observe logarithmic broadening.

It is convenient to write the loop radii, transverse separation, and $U_T$ as multiples of $R$

$$R_1 = RL_1, \quad R_2 = RL_2, \quad H = Rh, \quad U_T = Rb$$

and also to rescale coordinates by the corresponding substitutions

$$U \to RU, \quad r \to Rr, \quad z \to Rz$$

We choose to parametrize surfaces by the rescaled metric coordinates $r, \theta$, and the symmetries of the problem allow us to consider surfaces with AdS coordinates $U(r), z(r)$ independent of $\theta$. The worldsheet action in the $AdS_5 \times S_5$ background is easily derived,

$$S = R^2 \int_{r_0}^{L_2} dr rU^2 \sqrt{F},$$

with

$$F = 1 + \left(\frac{dz}{dr}\right)^2 + \frac{1}{U^4 - b^4} \left(\frac{dU}{dr}\right)^2.$$  \hspace{1cm} (2.8)

The lower limit of integration in (2.7) is determined by the boundary conditions, as we will see in the next section. The action (2.7) does not contain the variable $z$ explicitly, and hence we obtain the integral

$$\frac{dz}{dr} = \frac{q\sqrt{F}}{rU^2}.$$  \hspace{1cm} (2.9)

Here $q$ is an integration constant. By use of (2.8) we then obtain

$$\left(\frac{dz}{dr}\right)^2 = \frac{q^2 \left[1 + (U^4 - b^4)\phi^2\right]}{r^2U^4 - q^2},$$  \hspace{1cm} (2.10)

where we introduced the notation

$$\phi = \frac{1}{U^4 - b^4} \frac{dU}{dr}.$$  \hspace{1cm} (2.11)

The quantity $F$ in eq. (2.8) can then be reexpressed as

$$F = \frac{r^2U^4(1 + (U^4 - b^4)\phi^2)}{r^2U^4 - q^2}.$$
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The lower limit of integration in (2.7) is determined by the boundary conditions, as we will see in the next section. The action (2.7) does not contain the variable $z$ explicitly, and hence we obtain the integral

$$\frac{dz}{dr} = \frac{q\sqrt{F}}{rU^2}.$$  \hspace{1cm} (2.9)
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We also need the second derivative of $z$, which is most easily obtained from the hamiltonian $H$ constructed from the action (2.7), with $dH/dr = -\partial L/\partial r$. In this way we get

$$\frac{d}{dr} \left( \frac{rU^2}{\sqrt{F}} \right) = U^2 \sqrt{F}. \quad (2.13)$$

Inserting eq. (2.9) this leads to

$$\frac{d^2 z}{dr^2} = -\frac{rU^4}{q^2} \left( \frac{dz}{dr} \right)^3. \quad (2.14)$$

We can then derive an equation of motion for the field $\phi$. Starting from eq. (2.13) we obtain after a tedious calculation

$$r \frac{d\phi}{dr} = \left( \frac{2r}{U} - \phi \right) \frac{r^2 U^4 + q^2(U^4 - b^4)\phi^2}{r^2 U^4 - q^2} - \phi^2 \left( \frac{2rb^4}{U} + (U^4 - b^4)\phi \right). \quad (2.15)$$

Together with eqs. (2.10) and (2.11) this constitutes the first-order saddle-point equations for the extremal surface, to be solved for $U(r)$ and $z(r)$ given appropriate 2-loop boundary conditions. Alternatively, one can use eq. (2.14) and

$$\left( \frac{dU}{dr} \right)^2 = (U^4 - b^4) \left[ \left( \frac{r^2 U^4}{q^2} - 1 \right) \left( \frac{dz}{dr} \right)^2 - 1 \right] \quad (2.16)$$

which follows from eqs. (2.10) and (2.11).

### 3. Numerical Solution for the Minimal Surface

It is possible to obtain two asymptotic solutions to the equations of motion derived above. The boundary of the world sheet corresponds to $U = \infty$. Let this occur at $r = L$, where $L$ is to be identified with $L_1$ or $L_2$. We find without difficulty that for $U$ very large

$$U \approx \frac{1}{\sqrt{2L(L - r)}}. \quad (3.1)$$

It is, however, also possible for $U$ to approach a constant value, $U_0$ say, for $r \to r_0$ in such a way that the derivative of $U$ goes to infinity in this point. This behavior corresponds to

$$U \approx U_0 + \text{const.} \sqrt{r - r_0}. \quad (3.2)$$

Obviously this requires $r > r_0$.

The significance of these asymptotic forms can be appreciated by skipping ahead a little bit, and looking at a particular minimal surface, found by solving eqs. (2.10), (2.11), (2.15) numerically, for parameters $L_1 = 2$, $L_2 = 4$, $h = 2.9$, $b = 0.5$. Solutions for $U(r)$ (for $U \leq 6$) and $z(r)$ are shown in Figs. 2 and 3. By rotating
Figure 2: Profile of $U(r)$. The double valuedness of this function should be noticed.

Figure 3: A profile of the function $z(r)$, which is also double valued.

these curves in $\theta$ (i.e. around the $U, z$ axes in the respective figures), one obtains a projection of the minimal surface in $AdS_5$ onto the $r\theta U$ and $r\theta z$ hyperplanes.

Note that at both $r \to L_1$ and $r \to L_2$, the slope $dU/dr$ is positive, which can be immediately deduced from the asymptotic form (3.1). This means that $U(r)$ is
double-valued in some finite region $r_0 < r < L_1$, and it turns out that $z(r)$ is also double-valued in this range. At $r = r_0$, the slope $dU/dr$ is infinite while $U(r_0)$ is finite, and the form (3.2) applies.

Because of the double-valuedness of $U(r)$ and $z(r)$, as well as for reasons of numerical stability, we have found it expedient to solve the equations for the minimal surface numerically in the following way: We begin by noting that a solution of the equations of motion is completely determined by specifying the constant $q > 0$, and the coordinates $(r_m, U_m, z_m)$ where $U$ is a minimum ($\phi = 0$). We can arbitrarily set $z_m = 0$, since only the difference $h = |z(L_1) - z(L_2)|$ is relevant. Then we integrate the equations of motion from $(r_m, U_m, z_m)$ in the positive $r$ direction, to the limiting point $r = L_2$ where $U \to \infty$, and we denote $z_2 = z(L_2)$. In eq. (2.10) for $dz/dr$, there is a sign ambiguity in taking the square root (unless $q = h = 0$). This is resolved by (arbitrarily) taking the slope to be negative (it does not pass through zero for $r > r_m$). Next, again starting from the initial point $(r_m, U_m, z_m)$, we integrate in the negative $r$-direction until the point $r_0, U_0, z_0$ is reached where $dU/dr \to -\infty$ (also $dz/dr \to -\infty$ if $q \neq 0$). Finally, resetting $dU/dr = +\infty$, we integrate again in the positive direction from $r_0, U_0, z_0$ to the limiting point $r = L_1, z = z_1$ where $U = \infty$. In this region the sign of $dz/dr$ must be taken positive. Thus the integration is done separately in three regions $[r_m, L_2]$, $[r_0, r_m]$, $[r_0, L_1]$, and the double-valuedness problem is circumvented. It is then only necessary to choose parameters $r_m, U_m, q$ such that $L_1' = L_1$, $L_2' = L_2$, $h = |z_1 - z_2|$ for given $L_1, L_2, h$, which is achieved by a simple Newton-Raphson method. We note in passing that the example shown in Figs. 2, 3 was chosen so that the $r_0 < L_1$ feature, and the double-valuedness of $U(r), z(r)$ in the region $r \in [r_0, L_1]$, are very pronounced. In this example we had $h = 2.9 > L_1 = 2$. Generally, for the region of interest $h \ll L_1$, it is found that $r_0$ is quite close to $L_1$, and the double-valuedness of $U(r), z(r)$ is not so apparent.

Having obtained a numerical solution for the extremal surface bounding two loops, we can substitute the result back into the expression for the worldsheet action, eq. (2.7), which is then integrated numerically. Of course, the action is infinite if the loops are actually placed at $U = \infty$, so we regulate this infinity by placing the boundary loops at a finite $U_{max} = 30$. Then we can separate out an $h$-dependent area contribution

$$S[H; C_1, C_2] = R^2 \left( A_0[L_1, L_2] + A[h; L_1, L_2] \right)$$

(3.3)

where $A[0; L_1, L_2] = 0$. The term $R^2 A_0[L_1, L_2]$ is the area of the string worldsheet at $h = 0$, which includes an irrelevant quark self-energy term, divergent as $U_{max} \to \infty$. We are mainly interested in the second, $h$-dependent term.

In flat space, the worldsheet action $S[H, C_1, C_2]$ for a minimal surface between parallel concentric loops can be calculated analytically, and the result, for

\[5\]Note that in practice, when we refer to the condition that $U$ or its derivative is infinite, this is of course taken to mean that $U$ or $dU/dr$ exceeds some large finite bound.
\( h \ll L_1 \ll L_2 \), is \[1\]

\[
S_{\text{flat}}[H; C_1, C_2] = \sigma \pi R^2 (L_2^2 - L_1^2) + \frac{H^2}{d^2}
\] (3.4)

where

\[
d^2 = \frac{1}{\pi \sigma} \ln \frac{L_2}{L_1}
\] (3.5)

with \( \sigma \) the string tension. The logarithmic dependence of \( d^2 \) on \( L_2 \) is evidence, in the saddle-point approximation, of logarithmic broadening of the flux tube. Lüscher, Münster, and Weisz also argued in ref. \[1\] that this logarithmic dependence on \( L_2 \) holds beyond the saddle-point approximation, in the \( L_1 \to 0 \) limit, where the factor of \( L_1 \) in eq. (3.5) is replaced by a short-wavelength cutoff \( \lambda \).

To check for this logarithmic broadening in the AdS/CFT correspondence, we first fit the \( h \)-dependent part of the worldsheet action, \( A[h; L_1, L_2] \), to a parabola

\[
A[h; L_1, L_2] \sim \frac{h^2}{d^2}
\] (3.6)

so that, for small \( h \ll L_1 \) (\( H \ll R_1 \)), we have

\[
G[H; C_1, C_2] \sim \exp[-H^2/d^2]
\] (3.7)

where \( d \) will depend on \( L_1, L_2 \). Of course this parabolic form will not hold for large \( h \), where we would expect not a gaussian but rather a simple exponential falloff for the loop-loop correlation function

\[
G[H; C_1, C_2] \sim \exp[-m_G H]
\] (3.8)

where \( m_G \) is the lowest-lying glueball state, corresponding to a dilaton exchange in \( \text{AdS}_5 \times S_5 \). This asymptotic behavior cannot be accurately obtained in the saddle-point approximation, which breaks down for \( h \gg L_1 \), but even in the saddle-point approximation there is a deviation from gaussian falloff at large enough \( h \). Therefore, in fitting \( A[h; L_1, L_2] \) to a parabola, we obtain \( d \) from a fit in the restricted range of \( h \in [0, L_1/4] \).\(^6\)

At small \( h \), our numerical solutions for \( A[h; L_1, L_2] \) are fit very accurately by a parabola, as shown in Fig. [4] where we plot our data for \( A[h; 4, 12] \) (crosses) versus a parabola (solid line) with \( d = 1.492 \). In general we can extract \( d \) from the numerical solution to at least three digit accuracy. For larger \( h \gg L_1/4 \), the worldsheet action goes over to a linear increase with \( h \), as shown in Fig. [4] (the slope is proportional to \( L_1 \)). At large enough \( h \) the saddle-point equations have no solution, as already noted above.

\(^6\)All fits were obtained using the data fitting capabilities of the GNUPLOT software package.
Figure 4: The $h$-dependent part of the worldsheet area $A[h; L_1, L_2]$ (denoted “area”) at fixed radii, and the best parabolic fit. Note that $A[h; L_1, L_2]$ is the worldsheet area/$R^2$ with a subtraction, so as to equal zero at $h = 0$.

Figure 5: The $h$-dependent area term $A[h; L_1, L_2]$ (denoted “area”) at larger values of $h$. The parabolic fit obtained at $h \in [0, 1]$ is also displayed. For $h > 3.5$ the behavior becomes linear in $h$.

In AdS/CFT, the string tension at strong coupling is given by

$$\sigma = \frac{b^2}{2\pi} = \frac{U_T^2}{2\pi R^2} \quad (3.9)$$

Therefore, if the Lüscher, Münster, and Weisz formula (3.3) holds for the flux tube
in the AdS/CFT correspondence, then one expects

\[ d = \frac{1}{b} \left[ 2 \ln \frac{L_2}{L_1} \right]^{1/2} \]  

(3.10)

In Fig. 6 we plot the tube radius \( d \) vs. the ratio \( L_1/L_2 \) for a variety of \( L_1, L_2 \) values, at fixed finite temperature \( b = 1 \). It appears that the numerical solution for \( d \) depends only on the ratio \( L_1/L_2 \), and fits eq. (3.10) quite well. We are therefore justified in concluding that the cross-section of the QCD flux tube, as probed by the smaller loop of radius \( L_1 \), broadens logarithmically with \( L_2/L_1 \) in the strong-coupling AdS/CFT correspondence. There is then no reason to expect, in the AdS/CFT correspondence, a roughening transition separating strong and weak-coupling phases.

![Figure 6: The tube radius \( d \) as a function of \( L_1/L_2 \) with fixed temperature \( b = 1 \).](image)

Next we investigate the variation of \( d \) with the temperature parameter \( b \). According to eq. (3.10), \( d \) varies inversely with \( b \), but this equation cannot possibly be right in the \( b \to 0 \) limit, where supersymmetry is restored and the confining flux tube disappears. For fixed \( L_1 = 2, L_2 = 4 \), the variation of \( d \) with \( b \) is shown in Fig. 7. The solid line is eq. (3.10), which again fits the numerical solution very well at these values of \( L_1, L_2 \) for \( b \geq 1 \). As \( b \to 0 \), however, \( d \) goes to a finite constant.

The result that \( d \) ceases to depend on the logarithm of \( L_2/L_1 \) in the zero temperature case can be understood from a straightforward generalization of the work by Zarembo [15] (where he studied the case \( L_1 = L_2 \)) to the case where \( L_1 \) and \( L_2 \) are different. In the \( L_1 \neq L_2 \) case one finds, after expanding the action to lowest

---

7Numerical instability limits our choice of \( L_1 \) and \( L_2 \), since the allowable numerical error required for results of fixed accuracy decreases exponentially as \( L_2 \) increases.
order in $h^2$ and dropping the perimeter term [16]

$$S \approx R^2 G(k_0) + \frac{G'(k_0)}{2(1 - R_1^2 / R_2^2) F'(k_0)} \frac{H^2}{L_2^2},$$

(3.11)

where $k_0$ is determined in terms of the ratio $R_2 / R_1$ by the transcendental equation

$$F(k_0) = \frac{k_0}{2} \int_0^1 du \frac{\sqrt{1 + 4k_0^2(1 - u)} - 1}{\sqrt{u (2k_0^2 + 1 - \sqrt{1 + 4k_0^2(1 - u)}) (1 + 4k_0^2(1 - u))}} = \frac{1}{2} \ln \frac{R_2}{R_1}.$$  

(3.12)

In eq. (3.11) the quantity $F'(k_0)$ is the derivative of the function $F$, and $G'(k_0)$ is the derivative of the function

$$G(k_0) = -\frac{2\alpha}{\sqrt{\alpha - 1}} \int_0^{\pi/2} \frac{d\psi}{1 + \alpha \sin^2 \psi + \sqrt{1 + \alpha \sin^2 \psi}}, \quad \alpha = \frac{1 + 2k_0^2 + \sqrt{1 + 4k_0^2}}{2k_0^2}.$$  

(3.13)

To compare eq. (3.11) with our numerical results we take $R_2 / R_1 = 2$, corresponding to $k_0 \approx 2.53$, obtained by solving (3.12). We then evaluate the derivatives entering in eq. (3.11) numerically and obtain

$$S(H) \approx 3.094 \left( \frac{H}{L_2} \right)^2,$$

(3.14)

in good agreement with the result shown in Fig. [4]. In this case the width is given by

$$d \approx \frac{L_2}{\sqrt{3.1}} \quad \text{for} \quad \frac{L_2}{L_1} = 2.$$  

(3.15)
For different ratios $L_1/L_2$ the transcendental equation (3.12) should again be solved, the derivatives of $F$ and $G$ be computed and inserted in (3.11). The coefficient of $H^2/L_2^2$ depends on $L_1/L_2$, so there is no universality in the coefficient. As an example illustrating this, we can take $L_2/L_1 = 2.7$ (corresponding to $k_0 \approx 0.70$), which gives $S(H) \approx 0.61H^2/L_2^2$. The variation of the coefficient of $H^2/L_2^2$ from $L_2/L_1 = 2.7$ to $L_2/L_1 = 2$ is $0.61/3.1 \approx 0.20$. However, the corresponding logarithms would vary like $\ln 2/\ln 2.7 \approx 0.70$, so the decrease of the coefficient with the ratio $L_2/L_1$ cannot be explained by a logarithmic width as in the finite temperature case. It is also quite clear from Fig. 7 that the logarithmic fit fails for small temperatures, and $d$ does not have the interpretation of the radius of a flux tube. This is quite satisfactory, since there does not exist any flux tube at zero temperature due to the vanishing string tension.

The parameter $d$ at $b = 0$ can be extracted just as in the finite temperature case. In Fig. 8 we plot $d$ vs. $L_2$, with $L_1/L_2 = \frac{1}{2}$ kept fixed. We see that the values obtained numerically for $d$ are in excellent agreement with the expected behavior (3.15).\(^8\)

**Figure 8:** Zero temperature behavior of the radial parameter $d$.

---

\(^8\)Correlation between large and small loops in the zero temperature theory has also been discussed by Berenstein et al. [17]. In that reference, the correlation is calculated by running propagators (dilaton, graviton,...) between the small loop and points on the classical worldsheet of the large loop. The relation of their result to ours is not entirely direct, since for $H \ll R_2$ and $R_1 \to 0$ one has to sum over propagators for many excitations, and it is also not clear if, in this limit, the quantum fluctuations of the large loop worldsheet can be neglected.
4. Analytic Approximation

From the numerical result we see that the behavior of $U$ is characterized by a “plateau” where $U$ is approximately a constant. If we now make the somewhat primitive approximation that $U \approx U_{\text{min}}$ and the derivative $dU/dr \approx 0$ on the plateau, then from eqs. (2.11) and (2.10) we obtain for the height $h$

$$h = q \int_{\text{whole range of } r} dr \sqrt{\frac{1 + (U^4 - b^4)\phi^2}{r^2U^4 - q^2}} \approx q \int_{L_1}^{L_2} dr \frac{1}{\sqrt{r^2U^4_{\text{min}} - q^2}}$$

$$= \frac{q}{U^2_{\text{min}}} \ln \frac{L_2 + \sqrt{L_2^2 - q^2/U^4_{\text{min}}}}{L_1 + \sqrt{L_1^2 - q^2/U^4_{\text{min}}}}. \quad (4.1)$$

In the second step we have ignored the contributions to the integral away from the plateau. These are essentially the irrelevant infinite self energy contributions. Further, we used that on the plateau one has that the quantity

$$P \equiv (U^4 - b^4)\phi^2 = \left(\frac{dU}{dr}\right)^2 \frac{1}{U^4 - b^4}$$

is very small relative to one. This can be seen from the numerical results, which show that relative to one the quantity $P$ is at most of the order of a few per cent in a range going from slightly above $L_1$ to slightly below $L_2$. Near the minimum, $P$ behaves like

$$P \approx \frac{1}{2U^3_{\text{min}}} \frac{d^2U}{dr^2}. \quad (4.2)$$

On the plateau the second derivative of $U$ is very small, as can be seen from the numerical results. For $L_1$ and $L_2$ sufficiently large relative to $q/U^2_{\text{min}}$ we obtain

$$\frac{U^2_{\text{min}}}{q} \approx \frac{1}{h} \ln \frac{L_2}{L_1}. \quad (4.3)$$

Since $U_{\text{min}}$ approaches $b$ with small exponential corrections for large $L_1$ the quantity $q/U^2_{\text{min}}$ is very close to $q/b^2$.

In the same approximation as in (4.1) we obtain for the action from eqs. (2.7) and (2.12)

$$S = R^2 \int_{\text{whole range of } r} dr \ r^2U^4 \sqrt{1 + (U^4 - b^4)\phi^2} \approx R^2U^4_{\text{min}} \int_{L_1}^{L_2} dr \ r^2 \sqrt{r^2U^4_{\text{min}} - q^2}$$

$$= \frac{1}{2} R^2U^2_{\text{min}} \left[ r \sqrt{r^2 - q^2/U^4_{\text{min}}} + \frac{q^2}{U^4_{\text{min}}} \ln \left( r + \sqrt{r^2 - q^2/U^4_{\text{min}}} \right) \right]_{L_1}^{L_2}. \quad (4.4)$$

Using (4.4) in this we obtain

$$S \approx \frac{1}{2} \frac{U^2_{\text{min}}}{b^2} R^2 \left( (L_2^2 - L_1^2) + \frac{h^2}{\ln(L_2/L_1)} \right) \approx \frac{1}{2} b^2 \left( (R^2_2 - R^2_1) + \frac{H^2}{\ln(L_2/L_1)} \right). \quad (4.5)$$
Therefore \( \exp(-S) \) is a Gaussian in \( h \) with a logarithmic width, as we have seen from the numerical results. The above expression for \( S \) is identical to the flat space result, eqs. (3.4) and (3.5), with \( \sigma \) replaced by the AdS/CFT string tension in eq. (3.9).

\[
\text{Figure 9: Profiles of } U(r) \text{ and } z(r) \text{ for finite temperature.}
\]

\[
\text{Figure 10: Profiles of } U(r) \text{ and } z(r) \text{ for zero temperature. Otherwise the parameters are}
\text{the same as used in Fig. 9 in the finite temperature case.}
\]

In Figs. 9 and 10 we have shown the behaviors of \( U \) in two cases with the same \( L_1, L_2 \) and \( h \), but in Fig. 9 the temperature is finite, whereas it is zero in Fig. 10. It is seen that the two cases superficially look very similar. In spite of this, there is only logarithmic broadening in the first case. Thus the AdS/CFT correspondence is able, by subtle effects, to distinguish the two cases.

If we turn to the approximations given in Eqs. (4.1)-(4.5) it is easy to see that they break down in the zero temperature case: There is still a plateau, but of course the string tension disappears: For \( b = 0 \) we have \( U_{\text{min}}^2 \propto 1/L^2 \rightarrow 0 \), as shown in ref. [2]. The logarithmic term on the right hand side of Eq. (4.3) is therefore multiplied by an overall factor which vanishes in the limit \( L \rightarrow \infty \). Since the derivation of the analytic approximation is only asymptotic, subdominant
terms have already been disregarded, and hence the term of order $1/L_1^2 \ln(L_2/L_1)$ should also be disregarded. We therefore have the satisfactory situation that in the supersymmetric case the logarithmic broadening disappears.

5. Four dimensional QCD

So far we have discussed $QCD_3$. However it is not difficult to extend the method to four dimensional $QCD$. Making rescalings similar to the previous ones we obtain the action

$$S \propto \int dr \, r U^3 \sqrt{1 + z'^2 + \frac{U'^2}{U^3 - b^2}}.$$  \hfill (5.1)

Here a prime denotes differentiation with respect to $r$. Proceeding as before we get the equations of motion

$$z'' = -\frac{r U^6}{q^2} z'^3,$$  \hfill (5.2)

where $q$ is again a constant of integration, and

$$U'^2 = (U^3 - b^3) \left( \frac{r^2 U^6}{q^2} z'^2 - z'^2 - 1 \right).$$  \hfill (5.3)

These equations are very similar to the three dimensional ones. We have checked that the profiles for $U$ and $z$ are extremely similar in $QCD_3$ and $QCD_4$, with plateaus in the $U(r)$ profiles. The analytic approximation in the previous section can therefore be performed as before, leading again to a logarithmic broadening of the string. It is easy to show that the asymptotic result \cite{1} remains valid, while eq. \cite{3.1} is replaced by

$$U \approx \sqrt{\frac{2}{5L} \frac{1}{L - r}}.$$  \hfill (5.4)

leading to a somewhat faster approach to infinity at the end points.

6. Conclusions

We have studied the broadening of the $QCD_3$ flux tube, as probed by a Wilson loop whose extension is small compared to the quark separation, in the AdS/CFT correspondence at strong couplings. It is found that the cross-sectional area of flux tube, as measured by the loop probe, grows logarithmically with quark separation, in the manner first suggested in ref. \cite{1}. Thus there is no roughening phase transition, as exists in lattice gauge theory, to frustrate the extrapolation of strong coupling results to weaker couplings. Possibly this extrapolation could be carried out by resummation methods. We have also found that in the zero-temperature limit, our results are consistent with the absence of a flux tube, and no logarithmic broadening of the field-strength distribution in a transverse direction.
We have not yet answered the question: “How thick are chromo-electric flux tubes?” This is because the thickness, as probed by a small Wilson loop, also depends logarithmically on the radius of the small loop, as seen in eq. (3.10). However, the finite temperature formulation only resembles $QCD_3$ at length scales greater than the inverse temperature, which serves as a kind of short distance cutoff. Questions pertaining to $QCD_3$ can only be addressed, in the finite-temperature AdS/CFT correspondence, in terms of observables whose relevant length scales are larger than this effective cutoff. From this point of view the smallest loop probe that we can use, and still be talking about $QCD_3$, would have a radius $R_1 \equiv R L_1$ on the order of the inverse temperature $R_1 \sim 1/T = \pi R/b$, in which case the diameter of the flux tube associated with a circular loop of radius $R_2$ would be

$$d \approx \frac{1}{b} \left[ 2 \ln \left( \frac{b R_2}{\pi R} \right) \right]^{1/2} \quad (6.1)$$

Of course, whether or not it is relevant to $QCD_3$, the behavior of $d$ in the $L_1 \to 0$ limit is well defined in the AdS/CFT correspondence. In this limit the saddle-point approximation that we have been using certainly breaks down, and it is necessary to compute the full off-shell string propagator in $AdS_5 \times S_5$ between a large loop and a second loop shrunk to a point. It would be interesting to have further information about the behavior of $d$ in this limit.
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