In this paper, we propose a generalization of the so-called truncated inverse Weibull-generated family of distributions by the use of the power transform, adding a new shape parameter. We motivate this generalization by presenting theoretical and practical gains, both consequences of new flexible symmetric/asymmetric properties in a wide sense. Our main mathematical results are about stochastic ordering, uni/multimodality analysis, series expansions of crucial probability functions, probability weighted moments, raw and central moments, order statistics, and the maximum likelihood method. The special member of the family defined with the inverse Weibull distribution as baseline is highlighted. It constitutes a new four-parameter lifetime distribution which brightens by the multitude of different shapes of the corresponding probability density and hazard rate functions. Then, we use it for modelling purposes. In particular, a complete numerical study is performed, showing the efficiency of the corresponding maximum likelihood estimates by simulation work, and fitting three practical data sets, with fair comparison to six notable models of the literature.
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family by [4], the transmuted-G (T-G) family by [5], Beta-G (B-G) family by [6], the logistic-G (L-G) family by [7] and Weibull-G (W-G) family by [8]. For a more complete picture of the state-of-the-art, the interested reader is invited to consult the survey of [9].

Modern approaches to create new families of continuous distributions include the use of inverse (inverted) and/or truncated distributions as main generators. The logic of using inverse distributions is to exploit some of their specific properties to create original and flexible distributions, such as (i) their simplicity to use, (ii) their parsimony in parameter, (iii) their upside down bathtub (UBT) hazard rate properties, (iv) their ability to produce heavy tails (both (iii) and (iv) are generally not satisfied by the former (non-inverse) distribution when standard). New statistical models are thus derived, with practical benefit for the analysis of some data sets. For further detail on the inverse distributions, the reader is referred to [10–12]. Furthermore, several authors used the benefits of these inverse distributions for further perspectives, as the creation of general families of distributions, such as the inverse Weibull-G (IW-G) family by [13], type II general inverse exponential (TIIGIE) family by [14], generalized inverted Kumaraswamy-G (GIK-G) family by [15] and the generalized inverse Weibull-G (GIW-G) family by [16]. All these references demonstrate the success of the “inverse families” in many real-life applications dealing with data presenting various features (in terms of supports, skewness, kurtosis, uni/bimodal nature...). As an alternative or complementary approach, one can introduce new and simple families of continuous distributions by the truncation technique. The common scenario consists in truncating the cdf a flexible distribution (inverse or not, generally with support on \((0, +\infty)\) or \(\mathbb{R}\)) over the interval \((0, 1)\) and compounding it by a simple baseline cdf. Current developments include the truncated Fréchet-G (TF-G) family by [17], truncated Burr-G (TB-G) family by [18], truncated Cauchy power-G (TCP-G) family by [19], truncated inverted Kumaraswamy-G (TIK-G) family by [20], and truncated inverse Weibull-G (TIW-G) family, also called type II truncated Fréchet-G (TTIF-G) family, by [21].

The novelty of the paper is centered around the TIW-G family by [21], justifying a retrospective on its construction. First of all, let us discuss the standard Weibull (W) distribution with scale parameter \(a > 0\) and shape parameter \(b > 0\). Basically, it is defined by the following cdf: \(F_1(x; a, b) = 1 - e^{-(ax)^b}, x > 0\). It finds many statistical applications for the treatment of data exhibiting increasing, decreasing, and exponential failure rates, as commonly encountered in biology, medicine, physics, engineering, geology, quality control, economics, insurance, communication channels and social systems, among others. In this regard, we may refer to the unavoidable book by [22], as well as the survey by [23]. Then, several modifications and extensions have been proposed (see [23,24], and the references therein). The inverse Weibull (IW) distribution is one of these modifications, defined as the distribution of the reciprocal of a random variable following the standard W distribution. That is, the IW distribution with scale parameter \(a > 0\) and shape parameter \(b > 0\) is defined by the following cdf: \(F_2(x; a, b) = 1 - F_1(1/x; a, b) = e^{-\frac{a}{x}x^b}, x > 0\). Basically, it aims to produce a polynomial decay on the asymptotes on the corresponding pdf. In some sense, it makes the right tail of the former W distribution more heavier, allowing the analysis of some lifetime data having such a characteristic. Further interests and applications of the IW distributions are discussed in [25], and the references therein. On the other side, as a matter of fact, data can be the observations of variables with bounded range of possible values. This is particularly true in life-testing and reliability studies. Therefore, efforts have been made to introduce applicable truncated distributions, as the truncated W (TW) distribution by [26] and the truncated IW distribution (TIW) by [27]. In particular, the TIW distribution on \([0, 1]\) with scale parameter 1 and shape parameter \(b > 0\) is defined by the following cdf: \(F_3(x; b) = F_2(x; 1, b) / F_2(1; 1, b) = e^{1-x^{-b}}, x \in [0, 1]\). Then, some authors used this simple and original one-parameter TIW distribution for another purpose: the construction of more general families of distributions. In particular, by using the type II composition technique derived to [21,28] defined the TIW-G family by the following cdf:

\[
F_4(x; b, \xi) = 1 - F_3(1 - G(x; \xi); b) = 1 - e^{(1 - G(x; \xi))^{-b}}, \quad x \in \mathbb{R},
\]
where $b > 0$ is a shape parameter and $G(x; \xi)$ denotes the cdf of a continuous baseline distribution with parameter vector $\xi$. The twin type I version of the TIW-G family can be found in [17] (with an appropriate configuration on the parameters). Furthermore, one can notice that, for $b = 1$, the TIW-G family coincides with the W-G family under some configuration of the parameters.

In view of the work of [21], the advantages of the TIW-G family are the following ones: (i) the corresponding functions have tractable expressions, including the quantile function, (ii) there is only one additional parameter to the baseline distribution, (iii) several members of this family enjoy interesting properties, including various shapes for the corresponding functions, (iv) for some data sets, the TIW-G models can offer better alternatives to other well-established models, possibly defined with more parameters. In [21], these points are illustrated with the special member defined with the IW distribution as baseline. However, with a closer look on the shapes analysis, we see that a room of improvements exists: the hrf presents only monotonic curves; the bathtub and reverse bathtub shapes seem absent, as well as platykurtic and high heavy tail properties for the pdf.

With the idea in mind that the moderate lack of flexibility of the TIW-G family can be improved, we explore the solution provided by its exponentiated version, called the exponentiated TIW-G (ETIW-G) family. Thus, it is obtained from the E-G and TIW-G families; the corresponding cdf is defined by raising the cdf given by (1) to a positive power parameter. Such exponentiated extension remains an elegant way to enhance the flexible properties of an existing family. We thus follow the spirit of the constructions of the odd generalized exponential-G (OGE-G) family by [29], exponentiated T-G (ET-G) family by [30], type II power Topp-Leone-G (TIPL-G) family by [31] and exponentiated power generalized Weibull power series-G (EPGWPS-G) family by [32], among others. On the other side, recent statistical works exploiting the benefit of adding a shape parameter to existing distributions can be found in [24,33,34]. Motivated by the exponentiated perspective, this paper is devoted to the complete study of the EITIW-G family, including its applicability in a statistical setting. We discuss the manner on how the new parameter can enhance the desirable properties of the former TIW-G family, mainly on the possible shapes of the corresponding probability functions. Furthermore, we show that the relationship between the complexity of the EITIW-G models and the gain in precision in terms of data fitting can be quite favorable. In particular, a focus is put on the special member defined with the IW distribution as baseline, corresponding to the exponentiated version of the special distribution considered in the applications of [21] and allowing fair comparisons in this regard. Among others, bathtub and reverse bathtub shapes for the hrf are observed, as well as platykurtic and high heavy tail properties for the pdf, opening new modelling facets.

The rest of this paper is organized as follows. In Section 2, we define the main probability functions of the EITIW-G family. Furthermore, we present a short list of special members of interest, including the one defined with the IW distribution as baseline. Some mathematical results on the new family are presented in Section 3, including stochastic ordering, uni/multimodality analysis, series expansions of crucial probability functions, probability weighted moments, raw and central moments, order statistics, and maximum likelihood method. Section 4 is devoted to the applied aspect of the EITIW-G family. In particular, we investigate the estimation of the model parameters by the maximum likelihood method by a numerical approach; a simulation is performed. Then, applications to three practical data sets are developed to illustrate the importance of the proposed models, including favorable comparisons with six well-reputed models. The paper is concluded in Section 5.

2. The EITIW-G Family

The presentation and prime interests of the EITIW-G family are the objects of this section.
2.1. Probability Functions

As formally described in the introduction, the ETIW-G family is defined by the following cdf:

$$F(x; a, b, \xi) = \left(1 - e^{1-(1-G(x; \xi))^{-b}}\right)^a, \quad x \in \mathbb{R},$$

(2)

where $a > 0$ and $b > 0$ are both shape parameters and $G(x; \xi)$ is the cdf of a continuous baseline distribution, with $\xi$ as parameter vector. When $a = 1$, we rediscover the TIW-G family (or TIITF-G family) introduced by [21]. Furthermore, when $b = 1$, the ETIW-G family coincides with the OGE-G family under some configuration of the parameters.

The pdf of the ETIW-G family is given by

$$f(x; a, b, \xi) = abg(x; \xi)(1 - G(x; \xi))^{-b-1}e^{1-(1-G(x; \xi))^{-b}} \left(1 - e^{1-(1-G(x; \xi))^{-b}}\right)^{a-1}, \quad x \in \mathbb{R},$$

(3)

where $g(x; \xi)$ is the corresponding pdf of $G(x; \xi)$.

Furthermore, the survival function, say $R(x; a, b, \xi)$, hazard rate function (hrf), say $h(x; a, b, \xi)$, reversed hazard rate function, say $\tau(x; a, b, \xi)$, and cumulative hazard rate function, say $H(x; a, b, \xi)$ are, respectively, given by

$$R(x; a, b, \xi) = 1 - \left(1 - e^{1-(1-G(x; \xi))^{-b}}\right)^a, \quad x \in \mathbb{R},$$

$$h(x; a, b, \xi) = abg(x; \xi)(1 - G(x; \xi))^{-b-1}e^{1-(1-G(x; \xi))^{-b}} \left(1 - e^{1-(1-G(x; \xi))^{-b}}\right)^{a-1} \frac{1 - e^{1-(1-G(x; \xi))^{-b}}}{1 - e^{1-(1-G(x; \xi))^{-b}}a}, \quad x \in \mathbb{R},$$

(4)

$$\tau(x; a, b, \xi) = \frac{abg(x; \xi)(1 - G(x; \xi))^{-b-1}e^{1-(1-G(x; \xi))^{-b}}}{1 - e^{1-(1-G(x; \xi))^{-b}}}, \quad x \in \mathbb{R}$$

and

$$H(x; a, b, \xi) = -\log \left[1 - \left(1 - e^{1-(1-G(x; \xi))^{-b}}\right)^a\right], \quad x \in \mathbb{R}.$$

When the baseline distribution is a lifetime distribution, these functions play important roles in survival analysis, with a multitude of applications. In this regard, we may refer the reader to [35].

Finally, the quantile function (qf) of the ETIW-G family is obtained by inverting (2). After some developments, we arrive at the following function:

$$Q(u; a, b, \xi) = Q_G \left(1 - \left[1 - \log \left(1 - u^{1/a}\right)\right]^{-b}; \xi\right), \quad u \in (0,1),$$

where $Q_G(u; \xi)$ is the corresponding qf of $G(x; \xi)$. Thus, thanks to the closed-form expression of $Q(u; a, b, \xi)$, the quartiles can be expressed, and the inverse transform sampling can be applied to generate numbers of the related distribution. Furthermore, the qf appears in the definitions of some measures of skewness and kurtosis having the merits to exist in all circumstance, i.e., whatever the baseline distribution. We may refer to the Bowley measure of skewness and the Moors measure of kurtosis (see [36,37], respectively)

2.2. Some Special Members of the ETIW-G Family

The ETIW-G family contains a plethora of distributions (with various supports, characteristics...). A short list of them, defined with standard baseline distributions, are presented in Table 1.
In Table 1, the following notations have been introduced. For the ETIWG distribution, we have set \( \gamma(\alpha, \beta x) = \int_0^{\beta x} \frac{\mu}{\alpha - 1} e^{-t} dt, \) \( \Gamma(\alpha) = \int_0^{\infty} \frac{\mu}{\alpha - 1} e^{-t} dt, \) and for the ETIWN distribution, we have set \( \Phi(x; \mu, \sigma) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} dt. \)

| ETIW-G | Baseline Distribution | \( \xi \) | Support | \( G(x; \xi) \) | \( F(x; a, b, \xi) \) |
|--------|----------------------|---------|--------|----------------|------------------|
| ETIWU  | Uniform (\( \theta \)) (0, \( \theta \)) | \( x \) | \( x/\theta \) | \( 1 - e^{-(1-x/\theta)^\theta} \) | |
| ETIWP  | Power (a) (0, 1) | \( x^a \) | \( (1 - e^{-(1-x)^a})^{-1} \) | |
| ETIWU  | Dagum (a, \( \beta \), \( \gamma \)) (0, +\( \infty \)) | \( (1 + (x/\alpha)^\beta)^{-1} \) | \( 1 - e^{-(1-x/\alpha)^\beta} \) | |
| ETIWLd | Lindley (\( \theta \)) (0, +\( \infty \)) | \( 1 - (1 + \theta + bx)e^{-\theta x/(1 + \theta)} \) | \( 1 - e^{-(1+\theta)(1+bx)}x^{\theta x/(1+\theta)} \) | |
| ETIWHC | Half Cauchy (a) (0, +\( \infty \)) | \( 2/\pi \) arctan\( \beta \) | \( 1 - e^{-(1-2/\pi \arctan(x/\alpha))^{-2}} \) | |
| ETIWU  | Gamma (a, \( \beta \)) (0, +\( \infty \)) | \( \gamma(\alpha, \beta x)/\Gamma(\alpha) \) | \( 1 - e^{-(1-\gamma(\alpha, \beta x)/\Gamma(x))^{-1}} \) | |
| ETIWLo | Logistic (a, \( \beta \)) \( \mathbb{R} \) | \( 1 + e^{-(x-\alpha)/\beta} \) | \( 1 - e^{-(1+x/\beta)^{-1}} \) | |
| ETIWN  | Normal (\( \mu, \sigma \)) \( \mathbb{R} \) | \( \Phi(x; \mu, \sigma) \) | \( 1 - e^{-(1-x/\sigma)^{-1}} \) | |

### 2.3. The ETIWIW Distribution

After preliminary analyzes, thanks to an interesting compromise between simplicity and statistical flexibility in a wide sense, we put the light on the special member of the ETIW-G family defined with the IW distribution as baseline. Furthermore, it corresponds to the exponentiated version of the special distribution considered by Section 4.3 of [21]. We logically call it the ETIWIW distribution.

First of all, we recall that the IW distribution is defined by the following cdf:

\[
G(x; \mu, \theta) = e^{-(\mu/x)^\theta}, \quad \Phi(x; \mu, \theta) = \theta \mu x^{-\theta-1} e^{-(\mu/x)^\theta}, \quad x > 0,
\]

where \( \mu > 0 \) is a scale parameter and \( \theta > 0 \) is a shape parameter (hence, \( \xi = (\mu, \theta) \)). Motivations and applications of the IW distribution can be found in [25], and the references therein.

By inserting the expression of \( G(x; \mu, \theta) \) into (2), the ETIWIW distribution is defined by the cdf given by

\[
F(x; a, b, \mu, \theta) = \left( 1 - e^{1 - \left[1 - e^{-(\mu/x)^\theta}\right]^{-b}} \right)^a, \quad x > 0.
\]

Furthermore, based on (3) and (4), the corresponding pdf and hrf are, respectively, given by

\[
f(x; a, b, \mu, \theta) =
ab\theta \mu^b x^{-\theta-1} e^{-(\mu/x)^\theta} \left[ 1 - e^{-(\mu/x)^\theta} \right]^{-b-1} e^{-1 - \left[1 - e^{-(\mu/x)^\theta}\right]^{-b}} \left( 1 - e^{1 - \left[1 - e^{-(\mu/x)^\theta}\right]^{-b}} \right)^{a-1}, \quad x > 0
\]

and

\[
h(x; a, b, \mu, \theta) =
ab\theta \mu^b x^{-\theta-1} e^{-(\mu/x)^\theta} \left[ 1 - e^{-(\mu/x)^\theta} \right]^{-b-1} e^{-1 - \left[1 - e^{-(\mu/x)^\theta}\right]^{-b}} \left( 1 - e^{1 - \left[1 - e^{-(\mu/x)^\theta}\right]^{-b}} \right)^{a-1}
\]

The flexibility of the shapes of \( f(x; a, b, \mu, \theta) \) and \( h(x; a, b, \mu, \theta) \) is illustrated in Figures 1 and 2.
In Figure 1, we see that $f(x; a, b, \mu, \theta)$ enjoys reverse J, left skewed, symmetrical and right skewed shapes, various platykurtic, letokurtic and mesokurtic shapes, and various degree of heaviness on the tails as well. In particular, the parameter $a$ has a strong effect on the skewness properties of the distribution, whereas $\mu$ seems to have a greatest impact on the kurtosis. In Figure 2, we see that $h(x; a, b, \mu, \theta)$ possesses increasing, decreasing, bathtub and upside down bathtub shapes. The parameters $a$ and $\theta$ seem to have a great influence in this regards. Thanks to the non-monotonic shapes of the hrf, as well as platykurtic and high heavy tail properties for the pdf, the overall flexibility of the former TIWIW distribution is improved (see Figure 3 of [21]). Furthermore, the wide variety of shapes of these functions gives a strong indicator on the usefulness of the ETIWIW model for lifetime data fitting purposes, hoping enough ability to capture local phenomena. This point will be investigated with success in Sections 4.2–4.4.

Furthermore, the qf of the ETIWIW distribution has a closed-form, and can be expressed as

$$Q(u; a, b, \mu, \theta) = \mu \left\{ -\log \left[ 1 - \left( 1 - \log \left( 1 - u^{1/a} \right) \right)^{-1/b} \right] \right\}^{-1/\theta}, \quad u \in (0, 1). \quad (6)$$

The median of the ETIWIW distribution can be derived as $M_{0.5} = Q(0.5; a, b, \mu, \theta)$, as well as the two other quartiles, i.e., $M_{0.25} = Q(0.25; a, b, \mu, \theta)$ and $M_{0.75} = Q(0.75; a, b, \mu, \theta)$. Furthermore, we can apply the inverse transform sampling to generate numbers of the ETIWIW distribution. This method will be performed in Section 4.1 in the context of a simulation study.

Figure 1. Plots for the pdf of the ETIWIW distribution for various values of the parameters.
3. Mathematical Investigations

Hereafter, we consider a random variable $X$ having the cdf of the ETIW-G family given by (2). Furthermore, it is supposed that all the introduced quantities exist, which is not guarantee a priori, depending on the definition of the baseline distribution mainly.

3.1. Stochastic Ordering Results

The following proposition presents simple stochastic ordering results involving the cdf of the ETIW-G family.

**Proposition 1.** The following stochastic ordering results hold.

- Let $G_1(x; \xi)$ and $G_2(x; \xi)$ be two baseline cdfs, and $F_G(x; a, b, \xi)$ be defined as (2). Then, if $G_2(x; \xi) \geq G_1(x; \xi)$, for any $x \in \mathbb{R}$, we have

$$F_{G_1}(x; a, b, \xi) \leq F_{G_2}(x; a, b, \xi).$$

- For any $b_\star \geq b > 0$ and $a_\star \geq a > 0$, and any $x \in \mathbb{R}$, we have

$$F(x; a_\star, b_\star, \xi) \leq F(x; a, b, \xi).$$

**Proof.** Let us prove the two points, in turn.

- The desired inequality follows from the fact that $F_G(x; a, b, \xi) = F_\diamond(G(x; \xi); a, b)$, where $F_\diamond(x; a, b) = (1 - e^{1 - (1-x)^{-1}})^a$, $x \in (0, 1)$, is an increasing function with respect to $x$ (as the cdf of the exponentiated type II truncated inverse Weibull distribution over $(0, 1)$).
Since \( G(x; \xi) \in (0, 1) \) (excluding the limit cases), \( b_* \geq b > 0 \) and \( a_* \geq a > 0 \), we have the following chain of equivalences:

\[
(1 - G(x; \xi))^{b_*} \leq (1 - G(x; \xi))^{b} \iff (1 - G(x; \xi))^{-b} \leq (1 - G(x; \xi))^{-b_*}
\]
\[
\iff 1 - (1 - G(x; \xi))^{-b} \leq 1 - (1 - G(x; \xi))^{-b_*} \iff e^{1 - (1 - G(x; \xi))^{-b}} \leq e^{1 - (1 - G(x; \xi))^{-b_*}}
\]
\[
\iff 1 - e^{1 - (1 - G(x; \xi))^{-b}} \leq 1 - e^{1 - (1 - G(x; \xi))^{-b_*}} \iff \left(1 - e^{1 - (1 - G(x; \xi))^{-b}}\right)^{a_*} \leq \left(1 - e^{1 - (1 - G(x; \xi))^{-b_*}}\right)^{a},
\]

implying that \( F(x; a_*, b, \xi) \leq F(x; a, b, \xi) \).

This ends the proof of Proposition 1.  

In particular, by taking \( a = 1 \) and \( b_* = b \), the first point of Proposition 1 allows us to compare the cdf of the ETIW-G family and the one of the TIW-G family by [21], i.e., given by (i). Indeed, if \( a \leq 1 \), we have \( F_i(x; b, \xi) \leq F(x; a, b, \xi) \) and if \( a > 1 \), we have \( F_i(x; b, \xi) > F(x; a, b, \xi) \). These simple inequalities show that the ETIW-G family can reach different target in terms of modelling in comparison to the former TIW-G family.

### 3.2. Uni/multimodality Analysis

A basic uni/multimodality analysis of a member of the ETIW-G family can be investigated analytically. In this regard, let us set \( Y(x) = \log(f(x; a, b, \xi)) \). Then, a mode for \( f(x; a, b, \xi) \) is a solution of the following non-linear equation: \( f(x; a, b, \xi)' = 0 \) or, equivalently, \( Y(x)' = 0 \), where the derivative is taken with respect to \( x \). After some algebraic manipulations, one can express \( Y(x)' \) as

\[
Y(x)' = \frac{g(x; \xi)'}{g(x; \xi)} + (b + 1) \frac{g(x; \xi)'}{1 - G(x; \xi)} - bg(x; \xi)(1 - G(x; \xi))^{-b - 1} \left[ 1 - \frac{a - 1}{e^{1 - G(x; \xi)} - 1} \right].
\]

If there is multiple modes, the considered distribution has a multimodal feature. The nature of a mode, say \( x_m \), can be investigated by studying the sign of \( Y(x)'' \), where

\[
Y(x)'' = \frac{g(x; \xi)''g(x; \xi) - g(x; \xi)''}{g(x; \xi)^2} + (b + 1) \frac{g(x; \xi)'}{1 - G(x; \xi)} + \frac{g(x; \xi)^2}{(1 - G(x; \xi))^2}
\]
\[
- b \left[ g(x; \xi)'(1 - G(x; \xi))^{-b - 1} + (b + 1)[g(x; \xi)']^2(1 - G(x; \xi))^{-b - 2} \right] \left[ 1 - \frac{a - 1}{e^{1 - G(x; \xi)} - 1} \right]
\]
\[
- b^2(a - 1)\frac{g(x; \xi)'(1 - G(x; \xi))^{-b} - 1}{e^{1 - G(x; \xi)} - 1} \frac{g(x; \xi)(1 - G(x; \xi))^{-b - 1}}{e^{(1 - G(x; \xi))^{-b - 1} - 1}}.
\]

Then, \( x_m \) is a local maximum if \( Y(x_m)'' < 0 \), it is a local minimum if \( Y(x_m)'' > 0 \) and it is a point of inflexion if \( Y(x_m)'' = 0 \).

In the context of the ETIW distribution (i.e., defined with the cdf given by (5)), we have \( \xi = (\mu, \theta) \), \( G(x; \mu, \theta) = e^{-(\mu/x)^\theta} \) with \( x > 0 \), \( g(x; \mu, \theta) = \theta \mu^\theta x^{-\theta - 1} e^{-(\mu/x)^\theta} \), and

\[
g(x; \mu, \theta)' = \theta \mu^\theta x^{-\theta - 2} e^{-(\mu/x)^\theta} \left( \theta \left( \frac{\mu}{x} \right)^\theta - \theta - 1 \right)
\]

and

\[
g(x; \mu, \theta)'' = \theta \mu^\theta x^{-\theta - 3} e^{-(\mu/x)^\theta} \left[ \theta^2 \left( \frac{\mu}{x} \right)^{2\theta} - 3\theta^2 \left( \frac{\mu}{x} \right)^\theta - 3 \theta \left( \frac{\mu}{x} \right)^\theta + \theta^2 + 3\theta + 2 \right].
\]
In view of the complexity of the above equations, closed-form(s) for the mode(s) (non reduced to 0) is(are) difficult to obtain. However, for given parameters \( a, b \) and \( G(x; \xi) \), one can determine it(them) by the use of any mathematical software (R, Python, Mapple, Mathematica . . .).

### 3.3. Tractable Series Expansions

The following result investigates a tractable series expansion for the following function: \( f(x; a, b, \xi)F(x; a, b, \xi)^h \) with \( h \geq 0 \). It is expressed in terms of pdfs of the exp-G family by [1]. From the computational point of view, the use of such expansions can be more efficient than compute directly integrals involving \( f(x; a, b, \xi)F(x; a, b, \xi)^h \), which are legion in probability theory.

**Proposition 2.** For any \( \gamma > 0 \), let \( \pi_\gamma(x; \xi) = \gamma g(x; \xi)G(x; \xi)^{\gamma-1} \), which corresponds to the pdf of the exp-G family with power parameter \( \gamma > 0 \). Then, for any \( h \geq 0 \), we have the following series expansion:

\[
f(x; a, b, \xi)F(x; a, b, \xi)^h = \sum_{k,\ell=0}^{+\infty} \sum_{m=1}^{+\infty} \nu_{k,\ell,m}^{[h]} \pi_m(x; \xi),
\]

where

\[
\nu_{k,\ell,m}^{[h]} = \frac{1}{h+1} \binom{a(h+1)}{k} \left(-\frac{b\ell}{m}\right) (-1)^{k+\ell+m} e^k \frac{1}{\ell!} k^\ell
\]

and, for any \( u \in \mathbb{N} \) and \( v \in \mathbb{R} \), \((\nu_u^v) = v(v-1) \ldots (v-u+1)/u! \).

**Proof.** We first investigate a series expansion for \( F(x; a, b, \xi)^{h+1} \), and will obtain the desired result upon differentiation with respect to \( x \). Let \( \Pi_\gamma(x; \xi) = G(x; \xi)^{\gamma} \) be the cdf of the exp-G family with power parameter \( \gamma > 0 \) (the one with the corresponding pdf given by \( \pi_\gamma(x; \xi) \)). For the special case \( \gamma = 0 \), we set \( \Pi_0(x; \xi) = 1 \). It follows from the generalized binomial formula that

\[
F(x; a, b, \xi)^{h+1} = \left(1 - e^{a(1-G(x; \xi))^{-b}}\right)^{a(h+1)} = \sum_{k=0}^{+\infty} \binom{a(h+1)}{k} (-1)^k e^{k^\ell} \left(1 - G(x; \xi)\right)^{-b}.
\]

Now, by virtue of the series expansion of the exponential function, we get

\[
e^{-k(1-G(x; \xi))^{-b}} = \sum_{\ell=0}^{+\infty} \frac{1}{\ell!} (-1)^\ell k^\ell (1 - G(x; \xi))^{-b}.
\]

By applying again the generalized binomial formula, we have

\[
(1 - G(x; \xi))^{-b} = \sum_{m=0}^{+\infty} \binom{-b\ell}{m} (-1)^m \Pi_m(x; \xi).
\]

By putting the above equalities together, we obtain

\[
F(x; a, b, \xi)^{h+1} = \sum_{k,\ell,m=0}^{+\infty} \binom{a(h+1)}{k} \left(-\frac{b\ell}{m}\right) (-1)^{k+\ell+m} e^{k^\ell} \frac{1}{\ell!} k^\ell \Pi_m(x; \xi).
\]

Then, upon differentiation with respect to \( x \), we get

\[
f(x; a, b, \xi)F(x; a, b, \xi)^h = \frac{1}{h+1} \left(F(x; a, b, \xi)^{h+1}\right)' = \sum_{k,\ell,m=0}^{+\infty} \sum_{m=1}^{+\infty} \nu_{k,\ell,m}^{[h]} \pi_m(x; \xi).
\]

This ends the proof of Proposition 2. \( \square \)
Furthermore, one can remark that, for \( h = 0 \), Proposition 2 gives a series expansion for \( f(x; a, b, \xi) \). Also, we have

\[
f(x; a(h + 1), b, \xi) = \sum_{k,\ell=0}^{+\infty} \sum_{m=1}^{+\infty} w^{[h]}_{k,\ell,m} \pi_m(x; \xi),
\]

where \( w^{[h]}_{k,\ell,m} = (h + 1) v^{[h]}_{k,\ell,m} \).

In the framework of the ETIWIW distribution, Proposition 2 means that \( f(x; a, b, \mu, \theta)F(x; a, b, \mu, \theta)^{\frac{r}{h}} \) (and \( f(x; a, b, \mu, \theta) \) in particular) can be expressed as an infinite linear combination of pdfs of the exponentiated IW distribution introduced by [25].

In the next, Proposition 2 is useful to provide analytical series expansion for some important measures, as moments.

3.4. Probability Weighted Moments

The probability weighted moments have the following interests: they generalize the notions of raw moments, which naturally appear in the theory of order statistics and have numerous issues for parameter estimation purposes (as in the so-called method of probability weighted moments introduced by [38]). Modern developments can be found in [39], and the references therein.

Here, the \((r, h)^{th}\) probability weighted moment of \( X \) is defined by

\[
\tau_{r,h} = E\left(X^r F(X; a, b, \xi)^h\right) = \int_{-\infty}^{\infty} x^r F(x; a, b, \xi)^h f(x; a, b, \xi) dx.
\]

In full generality, standard methods fail to determine it in a simple manner. However, it can be computed numerically with reasonable errors by the use of any mathematical software. Alternatively, as an analytical approach, it follows from Proposition 2 that

\[
\tau_{r,h} = \sum_{k,\ell=0}^{+\infty} \sum_{m=1}^{+\infty} \nu^{[h]}_{k,\ell,m} \mu_{r,m}^h,
\]

where \( \mu_{r,m} = \int_{-\infty}^{\infty} x^r \pi_m(x; \xi) dx = m \int_0^1 u^{m-1} Q_G(u; \xi)^r du \), which corresponds to the \( r^{th} \) raw moment of a random variable having the cdf of the exp-G family with power parameter \( m \).

If \( G(x; \xi) \) is of moderate complexity (as any scholar cdf), one can express \( \mu_{r,m} \) in an easy way, and consider the following tractable series approximation for \( \tau_{r,h} \):

\[
\tau_{r,h} \approx \sum_{k,\ell=0}^{M} \sum_{m=1}^{M} \nu^{[h]}_{k,\ell,m} \mu_{r,m}^h,
\]

where \( M \) denotes a large integer, say \( M = 50 \).

For instance, in the context of the ETIWIW distribution, after some algebraic manipulations, we arrive at \( \mu_{r,m} = m^{r/\theta} \mu^r \Gamma(1 - r/\theta) \) (see also Equation (5) of [25]).

3.5. Raw and Central Moments, with Applications

The raw moments from \( X \) can be viewed as special cases of the probability weighted moments; the \( r^{th} \) raw moment of \( X \) corresponds to the case \( h = 0 \), i.e., \( \mu_r = E(X^r) = \tau_{r,0} \). Then, we easily derive the mean and variance of \( X \); they are, respectively, given by \( \mu = \mu_1^r \) and \( \sigma^2 = \mu_2^r - \mu^2 \). With a direct application of the standard binomial formula, we also get the \( r^{th} \) central moment of \( X \) as

\[
\mu_r = E[(X - \mu)^r] = \sum_{k=0}^{r} \binom{r}{k} (-1)^k \mu^k \mu_{r-k}.
\]
We can deduce the coefficient of variation given by $CV = \sigma / \mu$. Furthermore, the $i^{th}$ general coefficient of $X$ can be expressed as $C_r = \mu_r / \sigma^r$. As standard measures of skewness and kurtosis, one can consider the coefficients $C_3$ and $C_4$, respectively. The sign of $C_3$ informs us on the skewed nature of the distribution (left if $C_3 < 0$, symmetrical if $C_3 = 0$ or right if $C_3 > 0$). Furthermore, the value of $C_4$ measures the “tailedness” of the distribution.

3.6. Order Statistics

Order statistics are used in numerous applications in statistical estimation and reliability analysis. The related theory is well-known; it can be found in [40], for instance. Here, we present the basics of the order statistics in the context of the ETIW-G family. Let $X_1, \ldots, X_n$ be a random sample of size $n$ from $X$ and $X_{i:n}$ be the $i^{th}$ order statistic, i.e., $X_{1:n} = \inf(X_1, \ldots, X_n)$, $X_{2:n} = \inf(\{X_1, \ldots, X_n\} \setminus \{X_{1:n}\})$, $X_{3:n} = \inf(\{X_1, \ldots, X_n\} \setminus \{X_{1:n}, X_{2:n}\})$, . . . and $X_{n:n} = \sup(X_1, \ldots, X_n)$.

The following result is about a distributional property of $X_{i:n}$.

**Proposition 3.** The cdf of $X_{i:n}$ can be expressed as as linear combination of cdfs of the ETIW-G family. Indeed, we have

$$F_{i:n}(x; a, b, \xi) = \sum_{k=1}^{n} \sum_{j=0}^{n-k} \binom{n}{k} \binom{n-k}{j} (-1)^j F(x; a(k+j), b, \xi), \quad x \in \mathbb{R}.$$  

**Proof.** By using a well-known formula on the cdf of the $i^{th}$ order statistic (see [40]), applying the standard binomial formula and noticing that $F(x; a, b, \xi)^k = \left(1 - e^{1 - (1 - G(x; \xi))^{-b}} \right)^{ab} = F(x; ab, b, \xi)$, we get

$$F_{i:n}(x; a, b, \xi) = \sum_{k=1}^{n} \sum_{j=0}^{n-k} \binom{n}{k} \binom{n-k}{j} (-1)^j F(x; a, b, \xi)^{k+j}$$

$$= \sum_{k=1}^{n} \sum_{j=0}^{n-k} \binom{n}{k} (-1)^j F(x; a, b, \xi)^{k+j}$$

This proves Proposition 3.  

As an immediate consequence of Proposition 3, upon differentiation of $F_{i:n}(x; a, b, \xi)$ with respect to $x$, the pdf of $X_{i:n}$ can be expressed as as linear combination of pdfs of the ETIW-G family:

$$f_{i:n}(x; a, b, \xi) = \sum_{k=1}^{n} \sum_{j=0}^{n-k} \binom{n}{k} (-1)^j f(x; a(k+j), b, \xi), \quad x \in \mathbb{R}.$$  

In particular, by using the equality above and (7), the $i^{th}$ raw moment of $X_{i:n}$ can be expressed as

$$\mu_{i:n}^r = E(X_{i:n}^r) = \sum_{k=1}^{n} \sum_{j=0}^{n-k} \sum_{\ell=0}^{+\infty} \sum_{m=1}^{+\infty} \omega_{k,\ell,m}^{[k+j-1]} \mu_{r,m},$$

where $\omega_{k,\ell,m}^{[k+j-1]} = \binom{n}{k} (a-k)^{(-1)} w_{k,\ell,m}^{[k+j-1]}$, with an acceptable approximation by substituting infinity by any large integer. We thus can derive the standard central, dispersion, skewness and kurtosis parameters for $X_{i:n}$, and so on.
3.7. Maximum Likelihood Method

Here, the estimation of the parameters of the ETI-G model is investigated by the maximum likelihood method for complete samples. Let \( x_1, \ldots, x_n \) be observed values from a random variable having the cdf given by (2), with parameters \( b, a \) and \( \xi \). Then, the log-likelihood function for \((a, b, \xi)\) is obtained as

\[
\ell(a, b, \xi) = n \log(a) + n \log(b) + \sum_{i=1}^{n} \log[g(x_i; \xi)] - (b + 1) \sum_{i=1}^{n} \log[1 - G(x_i; \xi)] + n - \sum_{i=1}^{n} \frac{(1 - G(x_i; \xi))^{-b} + (a - 1) \sum_{i=1}^{n} [1 - e^{1-(1-G(x_i;\xi))^{-b}}] }{1 - e^{1-(1-G(x_i;\xi))^{-b}}}.
\]

Then, upon differentiation of \(\ell(a, b, \xi)\) according to each of the parameter-variable, the components of the score function \(U(a, b, \xi) = (U_a, U_b, U_\xi)\) are given by

\[
U_a = \frac{n}{a} + \sum_{i=1}^{n} \log \left[ 1 - e^{1-(1-G(x_i;\xi))^{-b}} \right],
\]

\[
U_b = \frac{n}{b} - \sum_{i=1}^{n} \log[1 - G(x_i; \xi)] + \sum_{i=1}^{n} \frac{(1 - G(x_i; \xi))^{-b} \log(1 - G(x_i; \xi))}{1 - e^{1-(1-G(x_i;\xi))^{-b}}} - (a - 1) \sum_{i=1}^{n} \frac{G(x_i; \xi)(1 - G(x_i; \xi))^{-b-1}}{e^{1-G(x_i;\xi))^{-b-1}-1},
\]

and

\[
U_\xi = \sum_{i=1}^{n} g(x_i; \xi) + (b + 1) \sum_{i=1}^{n} \frac{G(x_i; \xi)}{1 - G(x_i; \xi)} - b \sum_{i=1}^{n} G(x_i; \xi)(1 - G(x_i; \xi))^{-b-1} + (a - 1) \sum_{i=1}^{n} \frac{G(x_i; \xi)}{e^{1-(1-G(x_i;\xi))^{-b}-1}-1},
\]

where \(G(x_i; \xi)\) and \(g(x_i; \xi)\) denote the derivatives of \(G(x_i; \xi)\) and \(g(x_i; \xi)\) with respect to \(\xi\), respectively.

For instance, in the framework of the ETI-IW distribution, we have \(\xi = (\mu, \theta)\), and so, after some algebraic manipulations, we find

\[
G(x; \mu, \theta) = - \theta \mu^{\theta-1} x^{-\theta} e^{(-\mu/x)^\theta}, \quad g(x; \mu, \theta) = \theta^2 \mu^{\theta-1} x^{-2\theta-1} e^{(-\mu/x)^\theta} (x^\theta - \mu^\theta),
\]

\[
G(x; \mu, \theta) = - e^{(-\mu/x)^\theta} \left( \frac{\mu}{x} \right)^\theta \log \left( \frac{\mu}{x} \right)
\]

and

\[
g(x; \mu, \theta) = \mu^\theta x^{-\theta-1} e^{(-\mu/x)^\theta} \left[ \theta \log(\mu) - \theta \left( \frac{\mu}{x} \right)^\theta \log \left( \frac{\mu}{x} \right) - \theta \log(x) + 1 \right].
\]

The solutions of the non-linear equations: \(U_b = 0, U_a = 0\) and \(U_\xi = 0\) with respect to \(b, a\) and \(\xi\) give the maximum likelihood estimates (MLEs) of \((a, b, \xi)\), denoting by \((\hat{a}, \hat{b}, \hat{\xi})\). One can notice that, thanks to second equation, the MLEs are related by the following simple relation:

\[
\hat{a} = - \left\{ \frac{1}{n} \sum_{i=1}^{n} \log \left[ 1 - e^{1-(1-G(x_i;\xi))^{-b}} \right] \right\}^{-1}.
\]
However, as an evidence, there is no closed-form for these estimates. For a given $G(x; \xi)$, one can approximate them numerically by the use of any mathematical software. Furthermore, the well-known theory on the maximum likelihood method holds. In particular, subject to some conditions of regularity, the multivariate distribution $\mathcal{N}_d(0, J^{-1})$, where $d$ indicates the total number of parameters and $J$ denotes the observed Fisher information matrix, is useful to determine the estimated squared errors (SEs) of the MLEs, asymptotic confidence intervals and likelihood ratio statistical tests involving the model parameters.

4. Numerical Studies

This section is devoted to some inferential features of the ETIWIW model as described in Section 2.3, with applications to three practical data sets. All the computations are carried out by the use of the R software.

4.1. Simulation Work

Here, we come up with a simulation work to investigate the behavior of MLEs in the context of the ETIWIW model. In this regard, we generate 5000 random samples of size $n = 50, 100, 200, 500$ and 1000 from the ETIWIW distribution by the inverse transform sampling using the qf given by (6). With the order $(a, b, \mu, \theta)$ in mind, six sets of parameters are assigned as, Set1 = $(0.5, 0.5, 0.5, 0.5)$, Set2 = $(1.5, 1.5, 0.5, 1.5)$, Set3 = $(1.8, 1.5, 0.5, 3)$, Set4 = $(0.8, 0.6, 0.5, 0.8)$, Set5 = $(1.2, 0.8, 0.5, 0.5)$, and Set6 = $(1.5, 0.8, 0.6, 1)$. Then, the MLEs of $a, b, \mu$ and $\theta$, as well as their mean squared errors (MSEs) are documented in Tables 2 and 3.

| n   | Set1  | Set2  | Set3  |
|-----|-------|-------|-------|
|     | MLE   | MSE   | MLE   | MSE   | MLE   | MSE   |
| 50  | 0.747 | 0.159 | 1.028 | 0.734 | 1.377 | 1.031 |
|     | 0.507 | 0.065 | 1.729 | 1.568 | 1.704 | 1.279 |
|     | 0.729 | 0.436 | 0.768 | 0.128 | 0.678 | 0.059 |
|     | 0.707 | 0.093 | 2.711 | 2.992 | 3.322 | 2.939 |
| 100 | 0.737 | 0.153 | 1.318 | 0.599 | 1.463 | 0.825 |
|     | 0.502 | 0.027 | 1.522 | 0.631 | 1.393 | 0.449 |
|     | 0.662 | 0.227 | 0.698 | 0.073 | 0.641 | 0.034 |
|     | 0.662 | 0.046 | 2.227 | 0.896 | 3.204 | 2.127 |
| 200 | 0.718 | 0.124 | 1.31 | 0.29 | 1.6 | 0.501 |
|     | 0.487 | 0.014 | 1.241 | 0.361 | 1.229 | 0.268 |
|     | 0.66 | 0.22 | 0.636 | 0.036 | 0.605 | 0.019 |
|     | 0.662 | 0.036 | 2.204 | 0.827 | 3.075 | 1.481 |
| 500 | 0.786 | 0.12 | 1.394 | 0.208 | 1.644 | 0.344 |
|     | 0.475 | 0.0063 | 1.184 | 0.185 | 1.209 | 0.149 |
|     | 0.475 | 0.09 | 0.611 | 0.02 | 0.598 | 0.013 |
|     | 0.645 | 0.026 | 2.168 | 0.55 | 2.943 | 1.037 |
| 1000| 0.761 | 0.087 | 1.394 | 0.125 | 1.673 | 0.241 |
|     | 0.464 | 0.0042 | 1.15 | 0.165 | 1.335 | 0.125 |
|     | 0.449 | 0.03 | 0.601 | 0.015 | 0.584 | 0.0084 |
|     | 0.651 | 0.025 | 2.152 | 0.499 | 2.948 | 0.975 |

We see that the MLEs are closed to the true values of parameters. Furthermore, the MSEs consistently decreases when the sample size increases. We conclude that the maximum likelihood method is efficient to estimate the ETIWIW model parameters.

In the three next subsections, we apply the ETIWIW model to three practical data sets having different characteristics, showing how it can outperform some other notable models of the literature.
Table 3. MLEs and MSEs of the ETIWIW model parameters for Set4, Set5 and Set6.

| n    | MLE Set4 | MSE Set4 | MLE Set5 | MSE Set5 | MLE Set6 | MSE Set6 |
|------|----------|----------|----------|----------|----------|----------|
| 50   | 1.016    | 0.934    | 1.138    | 0.087    | 1.272    | 1.642    |
|      | 1.299    | 2.379    | 0.438    | 0.054    | 1.76     | 3.227    |
|      | 1.604    | 4.595    | 0.926    | 0.279    | 1.461    | 2.553    |
|      | 1.2      | 0.391    | 0.93     | 0.413    | 1.309    | 0.637    |
| 100  | 0.968    | 0.48     | 1.152    | 0.06     | 1.304    | 1.152    |
|      | 1.034    | 0.574    | 0.445    | 0.03     | 1.359    | 0.719    |
|      | 1.146    | 1.367    | 0.927    | 0.244    | 1.097    | 0.919    |
|      | 1.05     | 0.175    | 0.813    | 0.173    | 1.183    | 0.29     |
| 200  | 0.985    | 0.398    | 1.249    | 0.042    | 1.477    | 1.021    |
|      | 0.908    | 0.184    | 0.455    | 0.019    | 1.221    | 0.45     |
|      | 0.905    | 0.611    | 0.862    | 0.18     | 0.88     | 0.498    |
|      | 1.01     | 0.108    | 0.756    | 0.1      | 1.102    | 0.196    |
| 500  | 0.978    | 0.309    | 1.238    | 0.018    | 1.485    | 0.352    |
|      | 0.734    | 0.035    | 0.463    | 0.0075   | 0.994    | 0.136    |
|      | 0.65     | 0.119    | 0.852    | 0.162    | 0.672    | 0.092    |
|      | 0.937    | 0.074    | 0.713    | 0.054    | 1.096    | 0.131    |
| 1000 | 0.907    | 0.158    | 1.229    | 0.011    | 1.511    | 0.109    |
|      | 0.686    | 0.024    | 0.465    | 0.0061   | 0.985    | 0.103    |
|      | 0.57     | 0.033    | 0.815    | 0.13     | 0.617    | 0.046    |
|      | 0.854    | 0.065    | 0.711    | 0.053    | 1.049    | 0.093    |

4.2. Application to the Rainfall Data Set

First of all, we consider the “rainfall data set” which consists of the mean of maximum daily rainfall for 30 years (from 1975 to 2004) at 35 stations in the middle and west of peninsular Malaysia. This data set was recently studied by [41]. It contains the following values: 1.134, 1.196, 1.181, 1.178, 1.048, 1.077, 0.835, 1.163, 0.880, 1.056, 1.164, 0.914, 1.141, 1.068, 1.007, 1.027, 1.298, 0.842, 0.991, 0.955, 0.703, 0.953, 1.018, 1.003, 1.106, 1.110, 1.249, 1.092, 1.187, 1.047, 0.989, 0.955, 1.234, 0.937, 0.933.

The data are unimodal, moderately left skewed, with a platykurtic form of the histogram. In view of its shape properties demonstrated in Figures 1 and 2, the ETIWIW model must be able to treat such data.

Then, we aim to compare the fitting performances of the ETIWIW model with those of fairly comparable models, i.e., based on modifications of the Weibull or Fréchet distributions and with three or four parameters. That is, the following notorious ones are considered, with references: the generalized odd gamma Fréchet (GOFr) model by [42], log-gamma generated Fréchet (LGFr) model by [43], Kumaraswamy Fréchet (KwFr) model by [44], beta Fréchet (BFr) model by [45], exponentiated Fréchet (EFr) model by [46] and type II truncated Fréchet inverse Weibull (TIITFIW or equivalently, TIWIW) model by [21].

As a first approach, for all these models, we determine the MLEs and SEs of the parameters. The results are provided in Table 4.

Then, as statistical benchmarks, the following goodness-of-fit measures are considered: minus complete log-likelihood ($-\hat{\ell}$), Akaike information criterion (AIC), Anderson-Darling ($A^*$), Cramer-von Mises ($W^*$), and Kolmogorov-Smirnov (K-S) statistic. The lower the values of these measures, the better the fit. Furthermore, the $p$-value of the K-S test is provided. A largest $p$-value is always preferable for fitting purposes. The numerical results are collected in Table 5.

Based on Table 5, the ETIWIW model is the best, with the smallest goodness-of-fit measures, i.e., $-\hat{\ell}$ ($-\hat{\ell} = 80.8218$), AIC (AIC = 169.6438), $W^*$ ($W^* = 0.0540$), $A^*$ ($A^* = 0.4239$), K-S (K-S = 0.1185) and largest $p$-value ($p$-value = 0.6276). We note that the best challenger is the TIITFIW (or TIWIW)
model, i.e., which corresponds to the ETIWIW model defined with $\alpha = 1$, with more that 2 points of difference for the AIC, among others.

All the fits of the estimated pdfs and cdfs are drawn in Figure 3.

Table 4. MLEs and SEs of the models parameters for the rainfall data set.

| Model     | $a$   | $b$    | $\mu$  | $\theta$ | $\alpha$ | $\beta$ |
|-----------|-------|--------|--------|----------|----------|---------|
| ETIWIW    | 0.4443| 477.2912| 118.7575| 0.6907   | -        | -       |
| TIITFIW   | -     | 40.7759 | 62.1370 | 0.6356   | -        | -       |
| LGFr      | 0.2832| 23.0128 | 21.4924 | 1.3365   | -        | -       |
| GOFr      | -     | -      | 13.0778 | 4.6917   | 0.1739   | 1.1748  |
| KumFr     | 5.2239| 554.6118| 9.8825 | 0.5019   | -        | -       |
| BFr       | -     | -      | 71.1502 | 259.1749 | 74.9748  | 0.1685  |
| EFr       | -     | -      | 1.6108 | 1.9444   | 7.9293   | -       |

Table 5. Values of $-\hat{\ell}$, AIC, W*, $A^*$, K-S and the related $p$-value for the rainfall data set.

| Model | $-\hat{\ell}$ | AIC   | W*     | $A^*$ | K-S | $p$-Value |
|-------|----------------|-------|--------|-------|-----|-----------|
| ETIWIW| 80.8218        | 169.6438| 0.0540 | 0.4239| 0.1185| 0.6276    |
| TIITFIW| 82.9131       | 171.8263| 0.0905 | 0.6681| 0.1274| 0.5340    |
| LGFr  | 88.9168        | 185.8337| 0.2372 | 1.5496| 0.1820| 0.1412    |
| GOFr  | 88.7878        | 183.7575| 0.2201 | 1.4468| 0.1353| 0.4562    |
| KumFr | 85.1806        | 180.3014| 0.1710 | 1.1615| 0.1218| 0.5928    |
| BFr   | 92.1658        | 190.3517| 0.3161 | 1.9815| 0.1523| 0.3109    |
| EFr   | 101.5918       | 209.1836| 0.6067 | 3.4796| 0.2438| 0.0172    |

Figure 3. Estimated pdfs and cdfs for rainfall data set.

Figure 3 indicates that the fits of the ETIWIW model seem more adequate in comparison to the concurrence; the round form of the histogram is well captured thanks to the platykurtic nature of the
ETIWIW model, less pronounced for the TIITFIW (or TIWIW) model. In this sense, the rainfall data set is well adjusted by the ETIWIW model.

4.3. Application to the Sum of Skin Folds Data Set

Adopting the same mathematical framework than above, we now apply the ETIWIW model to another data set, with different characteristics, called the “sum of skin folds data set” and coming from [47]. The data set contains sums of skin folds in 202 athletes collected at the Australian Institute of Sports. It contains the following values: 28.0, 98.0, 89.0, 68.9, 69.9, 109.0, 52.3, 52.8, 46.7, 82.7, 42.3, 47.6, 42.7, 41.5, 34.6, 30.9, 100.7, 80.3, 91.0, 156.6, 95.4, 43.5, 61.9, 35.2, 50.9, 44.0, 56.8, 75.2, 76.2, 101.1, 47.5, 46.3, 38.2, 49.2, 49.6, 34.5, 37.5, 75.9, 87.2, 52.6, 126.4, 55.6, 73.9, 43.5, 61.8, 88.9, 31.0, 37.6, 52.8, 97.9, 111.1, 114.0, 62.9, 36.8, 56.8, 46.5, 48.3, 32.6, 31.7, 47.8, 75.1, 110.7, 70.0, 52.5, 67, 41.6, 34.8, 61.8, 31.5, 36.6, 76.0, 65.1, 74.7, 77.0, 62.6, 41.1, 58.9, 60.2, 43.0, 32.6, 48, 61.2, 171.1, 113.5, 148.9, 49.9, 59.4, 44.5, 48.1, 61.1, 31.0, 41.9, 75.6, 76.8, 99.8, 80.1, 57.9, 48.4, 41.8, 44.5, 43.8, 33.7, 30.9, 43.3, 117.8, 80.3, 156.6, 109.6, 50.0, 33.7, 54.0, 54.2, 30.3, 52.8, 49.5, 90.2, 109.5, 115.9, 98.5, 54.6, 50.9, 44.7, 41.8, 38.0, 43.2, 70.0, 97.2, 123.6, 181.7, 136.3, 42.3, 40.5, 64.9, 34.1, 55.7, 113.5, 75.7, 99.9, 91.2, 71.6, 103.6, 46.1, 51.2, 43.8, 30.5, 37.5, 96.9, 57.7, 125.9, 49.0, 143.5, 102.8, 46.3, 54.5, 58.3, 34.0, 112.5, 49.3, 67.2, 56.5, 47.6, 60.4, 34.9.

These data are known to be unimodal, leptokurtic and highly right skewed; as suggested by Figures 1 and 2, the ETIWIW model is appropriate for data having such characteristics.

After computations, the MLEs and SEs of the considered models are collected in Table 6.

| Model     | α   | b   | µ   | θ   | α  | β  |
|-----------|-----|-----|-----|-----|----|----|
| ETIWIW    | 1.5665 | 0.0580 | 28.7074 | 16.2632 | -  | -  |
| TIITFIW   | -  | 0.1709 | 34.8247 | 5.9024 | -  | -  |
| LGFr      | 6.6285 | 2.9542 | 21.9999 | 2.0724 | -  | -  |
| GOFr      | -  | -  | 4.8711 | 12.9533 | 0.0626 | 0.6005 |
| KwFr      | 16.8895 | 486.2870 | 5.3100 | 0.3782 | -  | -  |
| BFr       | -  | -  | 122.7997 | 230.4647 | 88.7582 | 0.1570 |
| EFr       | -  | -  | 11.0292 | 2.6174 | 53.4457 | -  |

Table 6. MLEs and SEs for the sum of skin folds data set.

Then, numerical results of the considered criteria are presented in Table 7.

From Table 7, the ETIWIW model reveals to be the best, with the smallest $-\hat{\ell}$ ($-\hat{\ell} = 946.3521$), AIC ($\text{AIC} = 1900.7040$), $W^*$ ($W^* = 0.0838$), A* ($A^* = 0.6006$), K-S ($K-S = 0.0645$) and largest $p$-value ($p$-value = 0.3646).

The fits of the estimated pdfs and cdfs are presented in Figure 4.

Figure 4 illustrates the sharp fits involved by the ETIWIW model. In particular, we see that the mode of the data set is particularly well captured by the estimated pdf of the ETIWIW model, in comparison to the concurrence.
### Table 7. Values of $-\hat{\ell}$, AIC, $W^*$, $A^*$, K-S and the related $p$-value for the sum of skin folds data set.

| Model   | $-\hat{\ell}$ | AIC          | $W^*$ | $A^*$ | K-S  | $p$-Value |
|---------|---------------|--------------|-------|-------|------|-----------|
| ETIWIW  | 946.3521      | 1900.7040    | 0.0838| 0.6006| 0.0645| 0.3646    |
| TIITFIW | 947.5516      | 1901.1030    | 0.0905| 0.6789| 0.0663| 0.3366    |
| LGFr    | 953.4254      | 1914.8510    | 0.1722| 1.1660| 0.0722| 0.2419    |
| GOFr    | 959.3028      | 1926.6060    | 0.3388| 1.9968| 0.0836| 0.1181    |
| KwFr    | 963.5626      | 1935.120     | 0.4373| 2.5605| 0.0921| 0.0645    |
| BFr     | 955.9227      | 1919.8450    | 0.2539| 1.5299| 0.0714| 0.2542    |
| EFr     | 955.8263      | 1917.6530    | 0.1998| 1.4661| 0.0706| 0.2660    |

#### 4.4. Application to the Completed Passes of Drew Brees Data Set

Go on with the same methodology, we now apply the ETIWIW model to a modern sport data set called the “completed passes of Drew Brees data set”, reported by the National Centers for Environmental Information available at: [http://www.espn.com/nfl/player/gamelog/_/id/2580/year/2016](http://www.espn.com/nfl/player/gamelog/_/id/2580/year/2016). The data are 16 sums of completed American football passes performed by Andrew Christopher (Drew) Brees (a famous quarterback) during the matches of the 2016 regular season (from Sun 9/11 to Sun 1/1 2016). The data are: 28, 29, 36, 23, 34, 37, 27, 28, 21, 35, 28, 31, 25, 37, 23, 29. A basic histogram of the data shows that they are unimodal, moderately right skewed, and rather moderate platykurtic. Thus, the properties of this data set differ to the previous ones. As shown in Figures 1 and 2, the ETIWIW model is adapted for such data, as developed below.

After computations, Table 8 presents the MLEs and SEs of the considered models. Then, numerical results of the considered criteria are presented in Table 9.

From Table 9, we conclude that the ETIWIW model is the best, with the smallest $-\hat{\ell}$ ($-\hat{\ell} = 48.3270$), AIC (AIC = 104.6542), $W^*$ ($W^* = 0.0516$), $A^*$ ($A^* = 0.3559$), K-S (K-S = 0.1219) and largest $p$-value ($p$-value = 0.9438). Furthermore, we note that the TIITFIW (or TIWIW) model is the worst of all in terms of AIC (and in the middle of the list for the other criteria), illustrating the importance of the exponentiated transformation proposed in the ETIWIW model (with power parameter $a$ estimated by $\hat{a} = 2.5869$, far from 1).

As last approach, the fits of the estimated pdfs and cdfs are plotted in Figure 5.

We see in Figure 5 the fit behavior of the ETIWIW model, capturing all the necessary informations of the data.
Table 8. MLEs and SEs for the completed passes of Drew Brees data set.

| Model   | $a$     | $b$     | $\mu$ | $\theta$ | $\alpha$ | $\beta$ |
|---------|---------|---------|-------|----------|----------|---------|
| ETIWIW  | 2.5869  | 0.1048  | 19.1715 | 21.3741  | -        | -       |
|         | (0.16813) | (0.4131) | (4.5844) | (3.7627) | -        | -       |
| TIIITFIW| -       | 0.4384  | 24.7133 | 7.0868   | -        | -       |
|         | -       | (0.7951) | (6.0332) | (8.6529) | -        | -       |
| LGFr    | 30.2455 | 58.6674 | 26.2278 | 0.8824   | -        | -       |
|         | (6.9793) | (5.6592) | (1.4252) | (0.1689) | -        | -       |
| GOFr    | -       | -       | 11.3884 | 26.4729  | 0.1791   | 1.1221  |
|         | -       | -       | (0.2455) | (2.6733) | (0.0022) | (0.1192) |
| KwFr    | 23.4933 | 47.1455 | 9.9122  | 1.5850   | -        | -       |
|         | (2.2203) | (1.1471) | (2.1669) | (0.2254) | -        | -       |
| BFr     | -       | -       | 16.4844 | 92.6404  | 72.7783  | 0.6991  |
|         | -       | -       | (5.9942) | (23.1349) | (8.9369) | (0.0223) |
| EFr     | -       | -       | 18.7691 | 6.0666  | 8.2824  | -       |
|         | -       | -       | (864.5581) | (1.1360) | (4.45652) | -       |

Table 9. Values of $-\hat{\ell}$, AIC, $W^*$, $A^*$, K-S and the related $p$-value for the completed passes of Drew Brees data set.

| Model   | $-\hat{\ell}$ | AIC   | $W^*$ | $A^*$ | K-S  | $p$-Value |
|---------|---------------|-------|-------|-------|------|-----------|
| ETIWIW  | 48.3270       | 104.6542 | 0.0516 | 0.3559 | 0.1219 | 0.9438    |
| TIIITFIW| 49.6099       | 105.2198 | 0.0532 | 0.3646 | 0.1433 | 0.8974    |
| LGFr    | 48.4793       | 104.9587 | 0.0523 | 0.3652 | 0.1337 | 0.9369    |
| GOFr    | 48.3591       | 104.7184 | 0.0545 | 0.3694 | 0.1382 | 0.9199    |
| KwFr    | 48.3594       | 104.7189 | 0.0559 | 0.3751 | 0.1451 | 0.8891    |
| BFr     | 48.4446       | 104.8893 | 0.0524 | 0.3639 | 0.1345 | 0.9341    |
| EFr     | 49.4775       | 104.9550 | 0.0753 | 0.5013 | 0.1686 | 0.7533    |

Figure 5. Estimated pdfs and cdfs for the completed passes of Drew Brees data set.

5. Concluding Remarks and Perspectives

In this paper, we provide a natural extension of the (TIW-G) family by [21] by the use of the power transform, introducing the exponentiated TIW-G (ETIW-G) family. We have studied its main theoretical and practical features, with a focus on its applicability in a concrete scenario. In particular, by considering the special ETIW-G model defined with the inverse Weibull (IW) model as baseline,
we shown that it outperforms six competitor models in the fitting of three different practical data sets: the rainfall, sum of skin folds and completed passes of Drew Brees data sets. This study gives the foundation for wider applications in statistics involving the ETIW-G family, believing on its high potential in this regards. One can think to the developments of regression models, as well as the comparison of the performance of the proposed distributions with the existing distributions in this setting.
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