Enhancer Chromatin and 3D Genome Architecture Changes from Naive to Primed Human Embryonic Stem Cell States
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SUMMARY

During mammalian embryogenesis, changes in morphology and gene expression are concurrent with epigenomic reprogramming. Using human embryonic stem cells representing the preimplantation blastocyst (naive) and postimplantation epiblast (primed), our data in 2iL/I/F naive cells demonstrate that a substantial portion of known human enhancers are premarked by H3K4me1, providing an enhanced open chromatin state in naive pluripotency. The 2iL/I/F enhancer repertoire occupies 9% of the genome, three times that of primed cells, and can exist in broad chromatin domains over 50 kb. Enhancer chromatin states are largely poised. Seventy-seven percent of 2iL/I/F enhancers are decommissioned in a stepwise manner as cells become primed. While primed topologically associating domains are largely unaltered upon differentiation, naive 2iL/I/F domains expand across primed boundaries, affecting three-dimensional genome architecture. Differential topologically associating domain edges coincide with 2iL/I/F H3K4me1 enrichment. Our results suggest that naive-derived 2iL/I/F cells have a unique chromatin landscape, which may reflect early embryogenesis.

INTRODUCTION

Dynamic changes in the epigenome are associated with morphological and gene expression changes during early embryogenesis. Soon after fertilization DNA methylation is actively removed from the paternal genome, passively lost from the maternal genome, and regained in the post-implantation epiblast (Guo et al., 2014). In addition to resetting the DNA methylome, the early embryonic epigenome maintains an open chromatin structure as repressive heterochromatin is gained later over the course of development, lineage commitment, and differentiation (Ahmed et al., 2010; Liu et al., 2004; Sarmento et al., 2004). These changes in histone modification correlate with the hypothesis that a more open chromatin structure is a key aspect of pluripotency and allows embryonic cells to respond to a broad array of developmental signaling cues (Hawkins et al., 2010; Moshorer et al., 2006).

Pre- and post-implantation pluripotent embryonic stem cells (ESCs) provide a system to model epigenomic reprogramming during early embryogenesis and to study changes in pluripotency. In the past few years, several groups described the first set of naive human ESCs (hESCs), whereby primed hESCs or human pluripotent stem cells were induced, or reset, to the naive state (Chan et al., 2013; Gafni et al., 2013; Hanna et al., 2010; Takashima et al., 2014; Theunissen et al., 2014; Valamehr et al., 2014; Ware et al., 2014). Additionally, new hESC lines were derived, each under a different naive growth condition (Gafni et al., 2013; Guo et al., 2016; Theunissen et al., 2014; Ware et al., 2014; for review see Ware, 2016). Similar to mouse, naive hESCs exhibit DNA hypomethylation and two active X chromosomes (Gafni et al., 2013; Theunissen et al., 2016; Ware et al., 2014), hallmarks of the preimplantation state.

Given the differences between early human and mouse embryogenesis (Blakeley et al., 2015; Rossant, 2015), naive-derived hESC lines provide an opportunity to study changes that are reflective of early human development and pluripotency. To better our understanding of epigenomic reprogramming as hESCs transition from naive to primed, we present data from whole-transcriptome RNA sequencing (RNA-seq), chromatin immunoprecipitation sequencing (ChIP-seq) for five histone modifications, and topologically associating domains (TADs) from in situ DNase I Hi-C for the naive-derived Elf1 line (Ware et al., 2014) grown in 2i + leukemia inhibitory factor (LIF) + insulin-like growth factor 1 (IGF1) + fibroblast growth factor (FGF) (2iL/I/F). Elf1 cells grown in this culture condition were previously shown to be naive based on gene expression, but in a later stage of development compared with 5iL/A and t2iL + G6 cells, and are more similar to mouse ESCs (mESCs) (Figure 1A) (Moody et al., 2017). We include data from cells that are exiting or transitioning out of the naive state (activin + FGF) and compare our results with data from primed H1 hESCs (Dixon et al., 2012; Hawkins et al., 2014).
Figure 1. Overview of Chromatin States

(A) Schematic of where 2iL/I/F and other ESCs lie on the pluripotency spectrum. Dashed line represents transition from naive to primed. Adapted from Moody et al. (2017).

(B) Global view of chromatin structure for 2iL/I/F (navy), transitioning (TR; cyan) and primed (orange) hESCs. These colors are used throughout all figures. UCSC Genome Browser images of TBX3 and CDX2 gene loci showing enrichment of H3K4me1 (RPKM range 1–20), H3K27ac (RPKM range 1–20), and H3K27me3 (RPKM range 1–30) in 2iL/I/F, transitioning and primed cells.

(C) The number of ChIP-seq peaks called by MACS with FDR cutoff ≤ 0.05.

(legend continued on next page)
et al., 2010). Extensive chromatin remodeling occurs at promoters and enhancer elements as cells transition from naive to primed. Our analysis reveals that 2iL/I/F hESCs have a more open chromatin structure due to large expansions of H3K4me1 and H3K27ac in the genome. Seventy-seven percent of 2iL/I/F enhancers are decommissioned in the primed state. TADs are largely stable between pluripotent states, but our data reveal limited 2iL/I/F-specific shifts in TAD boundaries. Overall, these data provide an extensive view of the epigenome and three-dimensional (3D) genome for hESC states and a model for epigenomic reprogramming during early human embryogenesis.

RESULTS

Gene Expression in 2iL/I/F hESCs

It is currently accepted that pluripotency exists as a spectrum (Wu and Izpisua Belmonte, 2015; Zimmerlin et al., 2017), and 2iL/I/F cells are useful for studying the naïve-to-primed transition (Figure 1A). As additional support of their position on the naïve spectrum, we tested the presence of naïve-specific cell-surface markers previously identified by Collier et al. (2017) using fluorescence-activated cell sorting (FACS). We found that the majority of 2iL/I/F cells expressed naïve cell-surface markers CD77 and CD75 (Figures S1A and S1B). We also performed reduced representation bisulfite sequencing (RRBS) to measure the global DNA methylation level in 2iL/I/F cells. 2iL/I/F cells are more methylated than cells grown in the naive 5iL/A condition but hypomethylated compared with primed cells (Figure S1C). 2iL/I/F cells also exist in a metabolic state similar to preimplantation embryos, unlike the glycolytic state of primed cells (Sperber et al., 2015; Zhou et al., 2012). Altogether, this indicates that 2iL/I/F cells have characteristics that are reflective of preimplantation development and in vitro naïve states. We then performed strand-specific, whole-transcriptome RNA-seq in replicate on Elf1 2iL/I/F, Elf1 transitioning (activin + FGF; referred to as TR) and H1 primed (mTeSR) cells of equal cell numbers (Figures S1D–S1F). We identified differentially expressed genes (DEGs) in a pairwise manner (Figures S1G and S1H). The largest number of DEGs was observed between 2iL/I/F and primed hESCs (Figure S1H and Table S1), signifying just how distinct these cellular states are. Highlighted in Figures S1G and S1H are several genes known to be upregulated in the human preimplantation epiblast (Blakeley et al., 2015; Yan et al., 2013) and other key genes of interest.

We identified gene ontology (GO) categories and KEGG pathways for 2iL/I/F DEGs, which were significantly enriched for embryo development and pluripotency signaling pathways along with other pathways important during preimplantation development (Figures S1I and S1J). In particular, genes in the transforming growth factor β (TGF-β) pathway were found to be upregulated in 2iL/I/F cells, including LEFTY1, SMAD3, and NODAL. The TGF-β pathway was shown to be important for maintenance of NANOG in the human epiblast, whereas inhibition of this pathway has insignificant effects on mouse embryos (Blakeley et al., 2015). The PI3K-AKT signaling pathway was also enriched, and is known to promote ESC self-renewal through inhibition of the ERK signaling pathway (Chen et al., 2012). The WNT signaling pathway was enriched for naïve upregulated genes including WNT8A, WNT5B, and TCF7 (Sperber et al., 2015). A number of terms associated with embryonic development and morphogenesis were enriched for 2iL/I/F upregulated genes.

We identified cell-type-specific genes in the different hESC stages by applying a cutoff of an RPKM (reads per kilobase per million) value greater than or equal to 2 in one cell type and less than 1 in the other two cell types (Figure S2A). Using this cutoff we determined 429 2iL/I/F-specific genes, 229 TR-specific genes, and 333 primed-specific genes. Compared with the primed states, 2iL/I/F-specific genes were enriched for GO terms associated with morphogenesis and pattern specification (Figure S2A). This is due, in part, to the many HOX genes that are uniquely expressed in 2iL/I/F hESCs and not in transitioning or primed cells. Primed cells were enriched for terms associated with extracellular communication and protein/histone demethylation.

A recent report showed that the transposable element (TE) transcriptome can be used as a state-specific signature in hESCs (Theunissen et al., 2016). 2iL/I/F and primed hESCs segregate when clustered on the top 1,000 highest expressed TEs (Figure S2B). We see that HERVK and LTR5 are upregulated in 2iL/I/F cells while HERVH and LTR7 are upregulated in primed. Lastly, we compared upregulated genes with human embryo RNA-seq data from Yan et al. (2013). We find that a similar percentage of

(D) The percentage of genome covered by each histone modification.
(E) Cartoon showing different categories of promoter states.
(F) Violin plots showing the distribution of RPKM values of NGs of active, poised, and bivalent promoter peaks in each cell type. p values for pairwise comparisons are computed using two tailed t tests with pooled SD. p values are adjusted with Benjamini-Hochberg method. ***p < 0.001.
(G) Sankey plot of primed bivalent gene promoters and their origins from the 2iL/I/F state.
(H) Significance level of GO terms from bivalently marked gene promoters.
upregulated genes from 2iL/I/F and primed are expressed in pre-zygotic genome activation stages, while 2iL/I/F hESCs share more upregulated genes with the post-zygotic genome activation (ZGA) embryo than primed (Figure S2C). This strengthens reports that Elf1 cells are a good representative model of the preimplantation stage of human development (Moody et al., 2017; Sperber et al., 2015; Ware et al., 2014).

Global Chromatin Features of 2iL/I/F hESCs
To assess global chromatin dynamics between the cellular states, we performed ChIP-seq on five histone modifications from 2iL/I/F and transitioning cells (Table S2), and used data previously generated in H1 hESCs for the primed state (Hawkins et al., 2010). These modifications include H3K4me3 for Pol II-bound promoters, H3K4me1 for enhancers, H3K27ac for active regions, H3K27me3 for Polycomb-repressed regions, and H3K9me3 for heterochromatin. All five modifications along with ChIP inputs were used data previously generated in H1 hESCs for the primed state.

To illustrate that chromatin patterns coincide with general trends of expression, we plotted the RPKM values of genes involved in synaptic transmission, ion transport, and neuron differentiation (Figure 1H). Thus, it

Promoter Transitions as hESCs Exit the Naive State
We investigated how DEGs were reflected through promoter chromatin states using >19,000 GENCODE defined autosomal protein coding genes. Over 12,000 promoters are marked with H3K4me3 (Figure S4A). We divided promoters into six categories: (1) active—H3K4me3 and H3K27ac; (2) poised—H3K4me3 only; (3) bivalent—H3K4me3 and H3K27me3; (4) H3K27ac—H3K27ac only; (5) H3K27me3—H3K27me3 only; and (6) unmarked—lacking all three modifications (Figures 1E and S4B).

Expansion of H3K27me3 domains are also shown at the HOXA locus as hESCs move from naive to primed (Figure S3A). CDX2 has active histone modifications in naive hESCs but transitions to a loss of acetylation and gain of H3K27me3 in primed hESCs (Figure 1B). CDX2 protein has been shown to be present after blastocyst formation in human embryos and overlaps OCT4 protein in preimplantation embryos (Niakan and Eggan, 2013). Expansion of H3K27me3 domains are also shown at the HOXA locus as hESCs move from naive to primed (Figure S3B). Next, we asked whether these trends observed at specific loci held true genome wide.

Comparisons across cell types reveal a genome-wide depletion of repressive histone modifications in 2iL/I/F cells (Figures 1C and 1D). H3K27me3 repressed regions are more abundant and broader in primed than in 2iL/I/F cells, covering ~1.4% of the genome in primed cells compared with 0.5% in 2iL/I/F (Figures 1D and S3C), which we previously showed is linked to metabolic differences between the cell states (Sperber et al., 2015). H3K9me3 heterochromatin regions, which are sparse in primed cells (Hawkins et al., 2010), are further depleted in transitioning and 2iL/I/F cells (Figures 1C, 1D, and S3D; Table S3). There is a notable abundance of H3K4me1 regions in 2iL/I/F hESCs (Figure 1C and Table S3). Over 9% of the 2iL/I/F genome is marked by H3K4me1, 3-fold more than primed cells and 1.7-fold more than transitioning cells (Figure 1D and Table S3). Monomethylation is present in larger domains, reaching sizes of over 30 kb in transitioning cells and over 50 kb in 2iL/I/F cells (Figure S3B). Acetylation is also more enriched in 2iL/I/F cells with 3-fold more peaks than primed, which is similar to H3K27ac in naive 5iL/A cells where it also covers ~4% of the genome (Ji et al., 2016). Similar to H3K4me1, broad H3K27ac domains can reach over 50 kb (Figures 1C, 1D, and S3F; Table S3). We found H3K4me3 to be the most stable mark although cell-specific peaks exist (Figures 1C, 1D, and S3G). The trends for histone modifications also hold true for a second primed line, H9 (Figure S3H).
appears that the neural lineage is one of the first lineages to be bivalently marked in 2iL/I/F cells and further suggests that naive hESCs may be an excellent model for further investigation of the establishment of Polycomb-repressive regions in the early epigenome.

Enhancers in 2iL/I/F Cells

Enhancer elements are cis-acting regulatory sequences that control gene expression via interaction with transcription factors and promoters. We defined enhancers as H3K4me1 peaks lacking overlap with H3K4me3 (Table S3) (Heintzman, 2007; Heintzman, 2009). Investigation of the enhancer landscape across hESC states revealed that 2iL/I/F cells harbor the most cell-type-specific enhancers (>47k; Figures 2A and 2B), while transitioning and primed cells had roughly the same number of unique enhancers at ~17k and ~14k, respectively (Figures 2B, S5A, and S5B). Sixty-four percent of transitioning enhancers and 55% of primed enhancers are marked in the 2iL/I/F state (Figures S5A and S5B). We asked whether the expansion of 2iL/I/F H3K4me1 was random or occurred at known regulatory elements. Using DNase I hypersensitive sites (DHS) data from 177 ENCODE cells (ENCODE Project Consortium, 2012), we found 25%–30% of the H3K4me1-marked genome (enhancer-verse) to be hypersensitive in each of our pluripotent cell types (Figure 2C). Of the 177 cell and tissue types, fetal tissues had the largest collection of DHS overlapping 2iL/I/F enhancers (Figure 2D and Table S4). Additionally, over 92% of the enhancer regions (quantified by number of bases) covered by 2iL/I/F H3K4me1 peaks are utilized as enhancers in 127 Roadmap Epigenome Project cell types, as indicated by H3K4me1

Figure 2. 2iL/I/F Enhancer Repertoire

(A) Venn diagram of 2iL/I/F (navy) enhancers overlapped with transitioning (cyan) and primed (orange) enhancers.

(B) Heatmap of H3K4me1 normalized ChIP-seq signal centered at cell type-specific enhancers in a 3-kb window.

(C) Percentage of hESC H3K4me1 genomic space, i.e., number of base pairs, occupied by ENCODE DNase hypersensitive sites (DHS) from 177 cell types.

(D) Number of ENCODE DHS from 177 cell types overlapping with 2iL/I/F and primed H3K4me1 enhancers.

(E) Percentage of active (H3K4me1 + H3K27ac) and poised (H3K4me1 only or H3K4me1 + H3K27me3) enhancer states in each cell type.
(Figures S3C and SSD). Single-cell RNA-seq data from early human embryogenesis (Yan et al., 2013) indicate that 92% of annotated transcription factors (Zhang et al., 2015) are expressed by the late blastocyst stage (Figure S5E). Their expression provides a plausible means for aiding the localization of H3K4me1 to known enhancers.

Enhancer elements can exist in distinct chromatin states, or classes, that indicate whether they are active or poised (Figures 2E and S5F) (Creyghton et al., 2010; Hawkins et al., 2011; Rada-Iglesias et al., 2011). We characterized differences in the classes of enhancers in each hESC state. We defined active enhancers as regions having H3K4me1 and H3K27ac and poised enhancers as regions with either H3K4me1 only or H3K4me1 and H3K27me3. In all three stages of pluripotency, the majority of enhancers are in the H3K4me1 only poised state (67%, 84%, and 73% in 2iL/I/F, transitioning, and primed cells, respectively; Figure 2E). There is an increase of H3K27me3 containing poised enhancers moving from 2iL/I/F to primed (19%–4% Figure 2E), which correlates with the increase of H3K27me3.

Our comparative analysis of enhancers indicates that both active and H3K4me1 only poised enhancers are largely decommissioned as 2iL/I/F hESCs transition to the primed state (Figure 3A). When assessing overlapping H3K4me1 peaks across hESCs, we see that the chromatin-marked genomic space of 2iL/I/F enhancers is greatly reduced in primed cells (Figures 3A and 3B). This is exemplified at the H19 locus, where broad enhancers are shorter and broken up in the transitioning state, and most have disappeared by primed state (Figure 3A). This process happens in a stepwise manner, as is evidenced by the loss of acetylation as cells exit the 2iL/I/F state followed by the gradual loss H3K4me1. We observed this globally and at shared 2iL/I/F enhancer regions (Figures 1B, 1C, 3A, and 3B). This introduces an alternative view of development compared with previous studies showing that poised enhancers gain acetylation following differentiation and were often enriched near genes that became activated later in development (Creyghton et al., 2010; Hawkins et al., 2011; Rada-Iglesias et al., 2011). By using 2iL/I/F hESCs as a model, we can infer that not only is H3K4me1 likely maintaining open chromatin to aid in the pluripotency phenotype, but that a substantial fraction of enhancers in the human genome are premarked early during embryogenesis and subsequently decommissioned during priming.

Broad Enhancer Domains in the 2iL/I/F Epigenome
Super (Whyte et al., 2013) and stretch (Parker et al., 2013) enhancers, which are largely based on H3K27ac, were originally identified in primed ESCs. These regions were shown to upregulate nearby and cell-specific genes and were stronger than conventional enhancers. We asked to what degree these regions were present in 2iL/I/F hESCs. To identify both broad H3K4me1 and H3K27ac domains, we identified regions ≥5 kb in all cell types (Figure 3C). The H3K4me1 broad enhancers are almost 20-fold more abundant in the 2iL/I/F epigenome compared with the primed hESC stage (7,412 in 2iL/I/F hESCs compared with 371 in primed) with an average size of 8.1 kb compared with 6.1 kb in primed (Figures S5G and S5H). The number of broad enhancers steadily declines as hESCs transition from 2iL/I/F to primed. We observed the same trend with H3K27ac broad domains (2,330 in 2iL/I/F compared with 803 in primed), although the number of broad H3K27ac domains in 2iL/I/F cells is 3-fold less than the number of H3K4me1 broad enhancers (Figure S5G). For perspective, we looked for broad H3K4me3 peaks, and found them to be limited across the different hESC stages (Figure S5G).

Next, we determined whether H3K4me1 broad enhancers and H3K27ac broad domains occupy the same genomic space. The average number of bases contained within the overlap of broad H3K4me1 and H3K27ac domains is over 70% of the average length of each domain (Figure S5H). Over 78% of broad H3K27ac domains in 2iL/I/F cells is found within H3K4me1 broad enhancers (Figure S5I). In the 2iL/I/F and primed states 87% and 71% of H3K4me1 broad enhancers, respectively, contained some overlap with H3K27ac, indicating that they are active.

Figure 3. 2iL/I/F Enhancers Are Decommissioned but Active in Other Cell Types
(A) UCSC Genome Browser image illustrating loss of H3K27ac, followed by loss of H3K4me1 at the H19 locus as cells move from 2iL/I/F (navy), to transitioning (cyan), to primed (orange); RPKM range 1–20 for each track. This region also contains a broad enhancer domain in the human genome. The average number of bases contained within the overlap of broad H3K4me1 and H3K27ac domains is over 70% of the average length of each domain (Figure S5H). Over 78% of broad H3K27ac domains in 2iL/I/F cells is found within H3K4me1 broad enhancers (Figure S5I). In the 2iL/I/F and primed states 87% and 71% of H3K4me1 broad enhancers, respectively, contained some overlap with H3K27ac, indicating that they are active.

(B) Number of bases under peaks overlapping shared (all three cell types) 2iL/I/F enhancers. H3K27ac is reduced greatly in the transitioning genome, then there is a great reduction in H3K4me1.
(C) Heatmaps of H3K4me1 and H3K27ac normalized ChIP-seq signal at broad enhancer regions (≥5 kb).
(D) Histograms of average H3K4me1 and H3K27ac normalized ChIP-seq signal at all broad enhancers or broad H3K27ac domains.
(E) Violin plots showing the distribution of RPKM values of nearest neighboring genes of all enhancers, broad enhancers (H3K4me1 ≥5 kb), or active broad enhancers (H3K4me1 ≥5 kb overlapping H3K27ac ≥5 kb) in each cell type. P values for pairwise comparisons are computed using two-tailed t tests with pooled SD. P values are adjusted with Benjamini-Hochberg method. *p < 0.05; **p < 0.01; ***p < 0.001.
enhancers (Figures 3D and S5I). The average ChIP-seq signal for H3K4me1 is high at H3K27ac broad domains in all cells except primed hESCs (Figure 3D). The active state of broad enhancers is supported by the distribution of expression values of nearest neighboring genes (NNGs) (Figure 3E). Only in the primed state are there more broad H3K27ac domains than H3K4me1 domains, and the difference in the expression distribution of NNGs at broad enhancers versus active broad enhancers in primed cells was the only comparison not found to be significant (Figure 3E). This may explain why H3K27ac was originally associated with “super/stretch” enhancers, as most broad H3K4me1 domains are found at broad H3K27ac domains and broad H3K27ac domains are more abundant. However for naive pluripotency the frequent occurrence of H3K4me1 and H3K27ac broad domains, and the observation that broad H3K27ac domains lie within broad H3K4me1 enhancers, provides an additional means of giving the genome its “open structure.”

2iL/I/F hESCs Enhancers in Different Growth Conditions

To determine whether the expansion of H3K4me1 in the 2iL/I/F epigenome was indicative of the naive state and independent of a single growth condition or cell line, we grew three lines in 4i (2i + p38 kinase inhibitor + JNK inhibitor) + LIF + IGFI + FGF (4iL/I/F [Sperber et al., 2015]); Elf1, H1 reset to naive, and the naive-derived LIS1 line (Gafni et al., 2013) (Figure S6A). The LIS1 line grew slightly better in 4iL/I/F compared with the original growth conditions. To determine whether growth conditions or genetic background had an effect on the enhancer landscape, we compared the enhancer profiles from H3K4me1 ChIP-seq data across cell types and conditions. Overall, all naive cells have a similar enhancer profile (Figure 4A). Cells grown in 4iL/I/F exhibit a stronger enhancer signal at Elf1 2iL/I/F-specific enhancers (Figures 4B and 4C), and less enrichment at primed- and transitioning-specific enhancers (Figures 4B and S6B). Principal component analysis (PCA) of gene expression data shows a clear separation between naive and primed cells (Figure S6C). PCA of H3K4me1 signal reveals that all lines grown in 4iL/I/F are largely indistinguishable, and most similar to 2iL/I/F (Figure 4D). Our analysis suggests that 2iL/I/F enhancers do not vary greatly in 4iL/I/F conditions, although 2iL/I/F hESCs have some distinct H3K4me1 features. The acquired expansion upon resetting primed H1 cells to 4iL/I/F may suggest that this epigenetic feature is necessary for maintenance in the naive state. Further experiments will be needed to confirm this hypothesis. Additionally, we find that one-third of H3K27ac peaks in 5i/L reset hESCs (Ji et al., 2016) are also present in 2iL/I/F hESCs (Figure S6D), highlighting the epigenetic changes that must occur as cells transition through the spectrum of pluripotency, eventually becoming primed.

3D Genome Architecture in 2iL/I/F hESCs

Genome architecture is an important component of gene regulation. TADs identified in primed hESCs proved to be surprisingly stable upon differentiation to distinct cell types despite diverse changes to chromatin structure (Dixon et al., 2015). However, domain-scale 3D genome architecture is still missing for the naive state. To characterize TADs in hESCs at the naive spectrum of pluripotency, we generated deeply sequenced in situ DNase Hi-C maps (Deng et al., 2015) in Elf1 2iL/I/F (Figure S7A), which exhibited characteristic reductions in contact frequency as a function of linear distance between two loci (Figure 5A). We processed raw Hi-C read pairs produced from H1 primed hESCs (Dixon et al., 2012, 2015) and compared the architectural features identified in each cell type at 40-kb resolution. A total of 6,119 TADs were identified in 2iL/I/F hESCs and 5,822 TADs in primed hESCs (Figure S7B), consistent with previous observations in primed hESCs (Shin et al., 2016). We defined boundaries as regions between two adjacent TADs and found that 7.3% and 6.2% of boundaries were greater than 40 kb in 2iL/I/F and primed cells, respectively (Figure S7C). To provide confidence in our TAD calls, we calculated insulation scores at each Hi-C bin (Crane et al., 2015; Giorgetti et al., 2016). The insulation score represents how insulated each bin is from TAD boundaries. It is expected that TAD boundaries occur at the valleys/minima of insulation scores, and TAD centers occur at the peaks/maxima. We found that boundary insulation scores were significantly different from TAD center scores (Figure 5B), providing high confidence to our defined TAD regions.

Overall, TAD size distributions are similar (Figure 5C, first panel), with means of 420 kb in 2iL/I/F and 444 kb in primed. We observed 2,024 TADs whose genomic coordinates are identical at 40-kb resolution while the remaining overlapping TADs differ by at least 40 kb (Figure 5C, second panel). We could detect differences in TAD boundaries as illustrated by 2iL/I/F-specific boundaries exhibiting an enrichment of primed Hi-C signal (Figure 5D). The enrichment of primed signal at 2iL/I/F-specific boundaries confirms that this is not a boundary in primed cells. We asked whether the higher number of 2iL/I/F Elf1 TADs may be due to technical differences of our in situ data. We found that some H1 TADs were split into two or more Elf1 TADs, which accounts for an “extra” 427 Elf1 TADs (Figure S7D). The average overlap between 2iL/I/F and primed TADs is 319 kb, suggesting that while some difference exist in TAD structure, the overall TAD structure remains intact between the 2iL/I/F and primed states (Figure S7E). To confirm that our in situ DNase1 Hi-C data are accurately
capturing the 3D structure of the naive genome, we utilized cohesin chromatin interaction analysis by paired-end tag sequencing (ChIA-PET) and CTCF ChIP-seq data from primed and reset naive hESCs, which previously revealed changes in looping structures (Ji et al., 2016). Most TADs have a CTCF binding site near their boundaries. We asked whether the reset naive CTCF ChIP-seq signal was also enriched at our 2iL/I/F-derived hESC TAD boundaries. Indeed, we found the CTCF signal to be enriched near our 2iL/I/F boundaries and that this enrichment was present in both our 2iL/I/F and primed hESCs (Figure 5E). This may have been expected, as Ji et al. (2016) found that 80% of CTCF binding sites were shared between their reset naive and primed hESC lines.

We also determined whether the cohesin ChIA-PET data could additionally validate our naive TAD boundary calls,

Figure 4. 2iL/I/F Enhancers from Various 2iL/I/F Culture Conditions
ChIP-seq of naive cells grown in different culture conditions including Elf1 2iL/I/F (navy), Elf1 4iL/I/F (purple), Elf1 AF (transitioning; cyan), primed H1 mTeSR (orange), H1 4iL/I/F (red), and LIS1 4iL/I/F (green).
(A) H3K4me1 enrichment in different growth conditions at DNMT3L and SOX2 loci.
(B) Average ChIP-seq signal at 2iL/I/F-specific enhancers (top panel) and primed-specific enhancers (bottom panel).
(C) Heatmap of H3K4me1 ChIP-seq signal at 2iL/I/F-specific enhancers, defined as not in TR or primed. Scale is RPKM.
(D) PCA of top 500 10-kb bins of H3K4me1 with largest variance.
Figure 5. 3D Genome Architecture in 2iL/I/F hESCs
(A) Hi-C contact heatmap of chromosome 3 in 2iL/I/F cells at 500-kb resolution.
(B) Box plots of the insulation scores at all TAD centers and boundaries for both 2iL/I/F and primed cells. p values are computed using individual Wilcoxon signed-rank tests.
(C) Global size distributions of TADs within 2iL/I/F and primed cells (left panel) and size differences of overlapping TADs (40-kb bin resolution) in 2iL/I/F and primed cells (right panel).
(D) Differential heatmap of 2iL/I/F minus primed Hi-C. Negative (red) values indicate a stronger bin signal in primed cells relative to 2iL/I/F cells.
(E) Naive CTCF ChIP-seq signal from Ji et al. (2016) centered at 2iL/I/F TAD boundaries.
(F) Number of TADs or differential TADs with cohesin ChIA-PETs within 80 kb of boundary.
since it was shown to recapitulate Hi-C TADs in H1 primed hESCs (Ji et al., 2016). An overlap analysis with cohesin PETs yielded 1,363 2iL/I/F and 1,818 primed TADs with at least one PET, from the respective cell type, whose termini are located within 40 kb of each boundary of a given TAD (Figure 5F). This corresponds to 22% of our 2iL/I/F TADs having a naive PET and 31% of primed TADs having a primed PET within 40 kb of the TAD boundary. We examined whether any of the PETs were localized at differential TAD boundaries, focusing on those boundaries in 2iL/I/F that are 80 kb or greater from the boundary in primed. Of 1,363 PETs near a 2iL/I/F boundary, 529 (39%) are near a 2iL/I/F differential TAD (Figure 5F). Although the authors note that their ChIA-PET data were undersaturated, these data confirm some of the structural differences observed in the 2iL/I/F 3D genome.

We investigated whether there was a relationship between higher-order chromatin structure at differential TAD boundaries and changes in chromatin modifications. We observe a significant enrichment for H3K4me1 and H3K27ac across differential TAD boundaries in 2iL/I/F relative to random (2iL/I/F H3K4me1 and H3K27ac p < 5 × 10^{-5}), and a similar enrichment for primed H3K27me3 (p < 1 × 10^{-4}) (Figure 6A). A clear example illustrating these differences in TAD and chromatin structure is the HOXA cluster, where a broad boundary spans the HOXA cluster in primed hESCs and is enriched for H3K27me3 (Figure 6B). The 2iL/I/F TAD to the left of the primed boundary is extended across the cluster and marked by H3K4me1 and H3K27ac. As mentioned previously, HOXA genes are expressed in 2iL/I/F cells. We asked whether there was a significant difference in the TAD structure around the HOXA locus between 2iL/I/F and primed cells. To do this we calculated the differential insulation scores by comparing the 2iL/I/F and primed insulation scores. The differential insulation score represents the differential TAD structure between two conditions. We observed that there was a noticeable drop in the differential insulation score at the HOXA locus, confirming that the TAD structure at the HOXA locus is different between 2iL/I/F and primed cells (Figure 6B).

Finally, to compare the spatial organization of chromatin within the nuclei of 2iL/I/F and primed hESCs, we partitioned the genome into active and inactive (A/B) compartments by performing a PCA of each intrachromosomal contact matrix (Dixon et al., 2015; Lieberman-Aiden et al., 2009). Compartments identified using the first principal component (PC1) ranged in size from 40 kb to over 49 Mb in both cell types, with means of 3.6 Mb in 2iL/I/F cells and 3.4 Mb in primed. An overwhelming majority of compartments are static, with only 23 switching from being active in 2iL/I/F cells to inactive in primed (A to B), and 124 switching from being active in primed cells to inactive in 2iL/I/F (B to A; Figures 6C and 6D). While there is enrichment of primed-specific active compartments, a previous study showed that inactive B subcompartments are largely devoid of histone modifications, including H3K27me3 and H3K9me3 (Rao et al., 2014). It is therefore likely that the primed-specific active compartments are driven by the lack of repressive modifications in 2iL/I/F hESCs (alternatively, these are 2iL/I/F-specific inactive B compartments). Additionally, cell-specific active compartments are enriched for TE expression relative to stable compartments (Figure 6E), and gene expression to a lesser extent (Figure S7F).

DISCUSSION

mESCs derived from the preimplantation blastocyst and grown in 2iL, as compared with the traditional serum and Lif, have been described as the ground state of pluripotency (Nichols and Smith, 2009; Silva and Smith, 2008). Recent gene expression studies of 2iL mESCs illustrated that their transcriptional and network analysis profiles reflect that of preimplantation blastocysts (Boroviak et al., 2014,
Our comparison of single-cell RNA-seq from the developing human blastocyst (Blakeley et al., 2015) to 2iL/I/F and primed hESCs demonstrated an enrichment of key developmental genes and pathways, including WNT and TGF-β, in 2iL/I/F hESCs. In addition, we described the enrichment of hundreds of 2iL/I/F-specific genes that are expressed during early embryogenesis. Coupling transcriptome data with evidence that the genome of naive hESCs are also hypomethylated, naive versus primed hESCs can be used to model epigenomic reprogramming that occurs as cells shift between these developmental states.

The early mouse embryo undergoes dramatic chromatin remodeling. Immunofluorescence studies in mouse embryos showed that during the first few hours after fertilization, H3K4me1 levels in the paternal genome increase to match maternal levels, while histone 3 lysine 9 dimethylation (H3K9me2) is rapidly removed from the maternal genome (Lepikhov and Walter, 2004; Sarmento et al., 2004; van der Heijden et al., 2005). This is accompanied by hyperacetylation of histones prior to zygotic genome activation (Adenot et al., 1997; Wiekowski et al., 1997). The presence of H3K4 methylation inhibits interaction of DNMT3L with DNA, thus potentially contributing to the hypomethylated epigenome (Ooi et al., 2007). Based on equivalent cells in mouse, naive and primed hESCs are thought to be reflective of early human embryogenesis, capturing the preimplantation and postimplantation states, respectively (Nichols and Smith, 2009). We observe novel features of the epigenome transitioning from naive to primed. We hypothesize that widespread deposition of H3K4me1 and histone acetylation are part of the mechanism to reset the zygotic genome along with known global DNA demethylation, and that this aids to open chromatin structure for, or in response to, genome activation.

These dramatic chromatin changes during embryogenesis are likely further altered upon implantation. For example, recent ChIP-seq results for H3K27ac in the mouse embryo and serum-maintained mESCs confirmed an enrichment of H3K27ac genome-wide post-ZGA followed by a decline in mESCs (Dahl et al., 2016). Enhancer decommissioning requires LSD1 activity (Whyte et al., 2012), which is inhibited by acetylation (Forneris et al., 2005; Lee et al., 2006). Deacetylation must, therefore, precede the removal of H3K4me1 by LSD1. This stepwise decommissioning was observed as cells exited the naive state, lending support to our hypothesis that enhancer premarking is a likely component of epigenetic reprogramming during embryogenesis.

Lastly, changes in chromatin modifications are reflected in changes in 3D genome architecture. Although primed TADs are largely unchanged upon hESC differentiation (Dixon et al., 2015), most 2iL/I/F TAD boundaries are unique to this pluripotent state, subsets of which are validated by recent ChIA-PET data. Our findings suggest that TAD structures are still formalizing prior to implantation, i.e., while overall TAD architecture is in place naive boundaries are expanded or contracted relative to primed cells. This was also recently observed in the mouse embryo, where 80% of inner cell mass (ICM) TAD boundaries are also present in mESCs, as the other TADs did not reach a mESC or somatic cell-like state until later development (Du et al., 2017). We, therefore, suspect a large fraction of 2iL/I/F TADs may also be reflected in the naive human ICM. Collectively, these characteristics are likely to shape naive pluripotency and provide new insights on epigenetic reprogramming through this model of development.

**EXPERIMENTAL PROCEDURES**

**Human Embryonic Stem Cell Culture**
All human ESC culture conditions were as previously described (Sperber et al., 2015), with modifications described in Supplemental Experimental Procedures. Base media were supplemented with specific inhibitors for each growth condition.

**Genome-wide Assays, Library Construction, and Sequencing**
ChIP-seq was performed as previously described (Hawkins et al., 2013). Raw sequence reads were obtained from the Roadmap Epigenome Project (Hawkins et al., 2010). Replicates of aligned files were merged prior to peak calling. RNA-seq libraries, performed in duplicate, were constructed using the Scriptseq RNA-seq Library Preparation Kit. All Libraries were sequenced single-end 75 cycles on Illumina NextSeq or single-end 50 cycles on HiSeq 2500.

**Computational Analysis**
Details of computational analysis are provided in Supplemental Experimental Procedures. Sequencing raw reads were trimmed for low quality and adapters using TrimGalore!, and mapped to human genome (hg19) using Bowtie2 (ChIP-seq) (Langmead and Salzberg, 2012) and TopHat2 (RNA-seq) (Kim et al., 2013). Duplicates were merged. Transcript quantification was performed by Cufflinks (Trapnell et al., 2010) using GENCODE gene annotation release 19 as reference annotation. ChIP-seq peaks were called using MACS v1.4 using the -nomodel mode.

**ACCESSION NUMBERS**
All data are available from NCBI GEO accession number GEO: GSE90680.

**SUPPLEMENTAL INFORMATION**
Supplemental Information can be found online at https://doi.org/10.1016/j.stemcr.2019.04.004.
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Figure S1

A  Percent Positive Cells - FACS

| Growth Condition | # CpGs | Coverage Cutoff | Avg Meth Level |
|------------------|--------|-----------------|----------------|
| Elf1 5IL/A       | 2,678,704 | 10X             | 14%            |
| Elf1 2IL/I/F     | 2,847,041 | 10X             | 30%            |
| Elf1 AF          | 2,533,524 | 10X             | 27%            |
| H9               | 1,552,356 | 10X             | 53%            |

B  DEGs 2IL/I/F : TR

| TR Up | 2IL/I/F Up |
|-------|------------|
| 995   | 883        |

C  DEGs 2IL/I/F : Primed

| Primed Up | 2IL/I/F Up |
|-----------|------------|
| 1,505     | 1,184      |

D  DEGs Pathways 2IL/I/F : TR

| Pathway                  | # DEGs | P-value |
|--------------------------|--------|---------|
| Glycerophospholipid metabolism | 16     | 0.01    |
| VEGF signaling pathway    | 14     | 0.04    |
| Ras signaling pathway     | 38     | 0.02    |
| Long-chain fatty acid metabolic process | 6    | 0.03    |
| Cell fate commitment      | 7      | 0.05    |
| Fatty acid metabolic process | 18   | 0.01    |
| Notch signaling pathway   | 8      | 0.05    |
| Protein kinase C signaling | 6     | 0.02    |
| Cell junction assembly    | 17     | 0.01    |
| TGF-beta signaling pathway | 18    | 0.01    |
| Wnt signaling pathway     | 35     | 0.02    |
| P38K-Akt signaling pathway | 51    | 0.01    |
| p53 signaling pathway     | 14     | 0.03    |
| FoxO signaling pathway    | 17     | 0.02    |
| SMAD protein signal transduction | 5    | 0.05    |
| Embryonic morphogenesis   | 31     | 0.02    |
| Regulation of cell morphogenesis | 58   | 0.04    |

E  DEGs Pathways 2IL/I/F : Primed

| Pathway                  | # DEGs | P-value |
|--------------------------|--------|---------|
| MAPK signaling pathway    | 45     | 0.02    |
| Glycerolipid metabolism   | 12     | 0.03    |
| Response to fibroblast growth factor | 10   | 0.02    |
| Protein kinase C signaling | 6      | 0.01    |
| ERK1 and ERK2 cascade     | 27     | 0.01    |
| TGF-beta signaling pathway | 30    | 0.02    |
| Wnt signaling pathway     | 33     | 0.01    |
| PI3K-Akt signaling pathway | 53    | 0.01    |
| p53 signaling pathway     | 10     | 0.02    |
| FoxO signaling pathway    | 24     | 0.03    |
| Response to transforming growth factor beta | 23 | 0.02    |
| SMAD protein signal transduction | 5     | 0.05    |
| Regulation of JAK-STAT cascade | 16   | 0.03    |
| Regulation of tyrosine phosphorylation of STAT protein | 6    | 0.04    |
| Catenin import into nucleus | 6      | 0.02    |
| Cell morphogenesis        | 64     | 0.01    |
| Cell cycle checkpoint     | 21     | 0.03    |
Figure S1: RNA-seq replicates and DEGs in Key Pathways

(A) Graph of percent of Elf1 5iL/A, 2iL/I/F, and mTesr (primed) hESCs positive for naïve cell surface markers as determined by Collier et al., 2017. (B) FACS scatterplots after gating for single cells, the P3 population was counted as positive for either CD75 or CD77. (C) Table shows average CpG DNA methylation levels as determined by RRBS. H9 data were taken from Kyttala et al., 2016. (D-F) Correlation between RNA-seq replicates, log10(RPKM) is plotted. On figure “NS” means not significant and “S” means significant. (G-H) Volcano plot of differentially expressed genes (DEGs) in 2iL/I/F versus transitioning (G) and 2iL/I/F versus primed (H) pairwise comparison. Genes in magenta have P-adj < 0.01 and fold change ≥ 2 while genes in green have P-adj < 0.01 and fold change ≥ 4. (I-J) Heatmap showing significantly overrepresented GO terms and KEGG pathways based on DEGs in 2iL/I/F versus transitioning and 2iL/I/F versus primed pairwise comparison.
Figure S2
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Figure S2: Cell-type Specific Genes and Transposable Elements
(A) Cell type-specific genes in the different hESC stages by applying a cutoff of a RPKM value greater than or equal to two in one cell type and less than one in the other two cell types. GO terms shown in network, connected by shared genes between terms. (B) Hierarchical clustering of transposable elements expression separates 2iL/I/F from primed hESCs in first panel. Second and third panel show the percentage of integrants that are upregulated in each cell type. (C) Percentage of genes upregulated in pairwise comparison of 2iL/I/F or primed hESCs that are also found to be upregulated in human embryo developmental stages.
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Figure S3: Histone Modifications globally and Chromosome X

(A-B) UCSC Browser image of the KLF2 (A) and HOXA (B) loci. H3K4me1 and H3K27ac (top 6 tracks, RPKM scale 1-20) and H3K27me3 (bottom 3 tracks, RPKM scale 1-30) are shown for 2iL/I/F, transitioning and primed ChIP-seq data. (C-G) Histograms showing distribution of peak lengths for (C) H3K27me3, (D) H3K9me3, (E) H3K4me1, (F) H3K27ac and (G) H3K4me3. (H) Percent of human genome bases covered by histone modifications in primed cell line H9. H9 ChIP-seq data taken from the Roadmap Project.
Figure S4

A Promoters marked with H3K4me3

|       | 2iL/I/F | TR | Primed |
|-------|---------|----|--------|
| active|         |    |        |
| poised|         |    |        |
| bivalent|       |    |        |
| unmarked|       |    |        |
| marked |         |    |        |

B Promoters by chromatin state

2iL/I/F TR Primed
| Active | Poised | H3K27me3 only | H3K27ac only | Unmarked |
|--------|--------|---------------|---------------|----------|
|        |        |               |               |          |

C Promoters marked with H3K4me3

| 2iL/I/F | TR | Primed |
|---------|----|--------|
| Active  |    |        |
| Poised  |    |        |
| Bivalent|    |        |
| H3K27me3|    |        |
| Unmarked|    |        |
| H3K27ac |    |        |
Figure S4: Histone Modifications at Promoters and Bivalent Gene Ontology
(A) Number of GENCODE coding gene promoters marked with H3K4me3 or unmarked in each hESC
stage. (B) Breakdown of promoter chromatin state categories. Graph shows how many gene promoters are
found in each category. (C) Sankey plot of all promoter state transitions between three hES cell types.
Figure S5

A. Roadmap H3K4me1

B. Roadmap H3K4me1 with Enhancers (by Cell Type)

C. Bar chart showing % enhancer-verse for 2iL/I/F, TR, and Primed

D. Roadmap H3K4me1 with Enhancers (by Cell Type)

E. Graph showing the percent of transcripts expressed at each developmental stage.

F. Table showing Enhancer Class for 2iL/I/F, TR, and Primed

G. Tables showing H3K4me1, H3K27ac, and H3K4me3 for different size categories

H. Average H3K4me1 size and average overlap with H3K27ac

I. Table showing enrichment of Broad K4me1 with K27ac and Broad K4me1 with K27ac with Broad K4me1.
Figure S5: Characteristics of Enhancers in hESCs

(A-B) Venn diagrams of enhancer overlaps for transitioning (A) and primed (B) cells with other cell types. Venns are separate because one peak in one cell type can overlap multiple peaks in another cell type. (C) Percent of hESC H3K4me1 genomic space (% bases or enhancer-verse) occupied by Roadmap H3K4me1 from 127 cell types. (D) Number of Roadmap H3K4me1 peaks from 127 cell types overlapping with 2iL/I/F and primed H3K4me1 enhancers. (E) Percent of transcription factors, annotated from Animal TFDB, expressed at each stage of embryogenesis and cumulatively across stages using single cell RNA-seq data from Yan et al. (Yan et al., 2013). (F) Number of enhancers peaks that fall into the category of active, poised H4me1 only or poised H3K27me3 enhancer classes. (G) Number of H3K4me1, H3K27ac and H3K4me3 peaks, broken down by size. (H) Average length of broad (≥ 5 kb) H3K4me1 and H3K27ac domains and the average number of bases overlapped in shared regions. (I) Percent of broad peaks that overlap in these comparisons: broad H3K4me1 with any H3K27ac overlap, broad H3K4me1 with only broad H3K27ac overlap, or broad H3K27ac with broad H3K4me1 overlap.
Figure S6: RNA-seq and ChIP-seq of hESCs in Different Growth Conditions
(A) Representative images of cell lines in each growth condition used for this study. Yellow bar is 200um. (B) Average normalized ChIP-seq signal in all naïve and primed hESCs at transitioning-specific enhancers. (C) PCA of autosomal gene expression, naïve cells cluster separately from primed cells. (D) Venn diagram showing the number of Elf1 2iL/I/F H3K27ac peaks that overlap 5iL/A H3K27ac peak calls from Ji et al., 2016.
Figure S7

A

| Hi-C library | Raw read pairs | Processed read pairs | Cis interactions | Cis interactions within 20 kb |
|--------------|----------------|----------------------|-----------------|----------------------------|
| Elf1 Replicate 1 | 798,771,830 | 318,226,786 | 224,980,721 | 65,753,953 |
| Elf1 Replicate 2 | 770,256,147 | 324,524,006 | 221,137,452 | 62,491,765 |
| H1 Replicate 1 | 237,662,270 | 35,822,152 | 19,713,347 | 3,369,816 |
| H1 Replicate 2 | 496,522,946 | 160,344,628 | 124,240,997 | 20,935,372 |

B

| Feature | 2iL/I/F | Primed |
|---------|--------|--------|
| TAD     | 6,119  | 5,822  |
| Boundary| 5,487  | 5,279  |
| Boundary > 40 kb | 433 | 351 |

C

D

E

F
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compartment

AtoB  BtoA  Stable

0.014
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Figure S7: Hi-C libraries and TAD structure
(A) Summary of Hi-C sequencing read pairs and interactions in 2iL/I/F and primed hESCs. (B) Total counts of TADs and boundaries identified in 2iL/I/F and primed hESCs after discarding X and Y chromosome interactions. (C) Global size distributions of boundaries > 40 kb. (D) Bar chart of the number of Elf1 TADs within an H1 TAD and depiction of how “extra” TADs are defined. (E) Contact heatmaps of a region in chromosome 7. Navy and dark orange tracks denote TADs in 2iL/I/F and primed hESCs, respectively. (F) Boxplot of gene expression (RPKM) overlapping A to B compartment switches. “A to B” and “B to A” are 2iL/I/F to primed directions. Stable are compartments that do not switch. P-values are computed using two-sample t-test with one sided alternative. *** P-value < 1.34 x 10^{-10}. 
Table S1: DEGs and DEG Pathways
List of differentially expressed genes and Gene Ontology pathways
| Sample ID       | Number of Reads Sequenced | Mapped reads | Mapping Efficiency |
|-----------------|---------------------------|--------------|--------------------|
| ENK27acRep1     | 10,289,987                | 9,885,369    | 96.1%              |
| ENK27acRep2     | 34,868,010                | 31,613,836   | 90.7%              |
| ENK27me3Rep1    | 11,131,576                | 10,256,807   | 92.1%              |
| ENK27me3Rep2    | 28,435,049                | 25,806,462   | 90.8%              |
| ENK4me1Rep1     | 29,070,786                | 26,338,406   | 90.6%              |
| ENK4me1Rep2     | 23,139,610                | 22,376,410   | 96.7%              |
| ENK4me3Rep1     | 15,960,227                | 14,359,079   | 90.0%              |
| ENK4me3Rep2     | 25,423,585                | 23,909,154   | 94.0%              |
| ENK9me3Rep1     | 28,486,276                | 25,936,935   | 91.1%              |
| ENK9me3Rep2     | 42,803,514                | 38,115,104   | 89.0%              |
| ENInputRep1     | 31,149,021                | 23,377,765   | 75.1%              |
| ENInputRep2     | 20,116,865                | 18,585,106   | 92.4%              |
| Total 2iL/I/F   |                           | 270,560,433  |                    |

| Sample ID       | Number of Reads Sequenced | Mapped reads | Mapping Efficiency |
|-----------------|---------------------------|--------------|--------------------|
| EPK27acRep1     | 16,542,791                | 15,466,596   | 93.5%              |
| EPK27acRep2     | 19,045,610                | 14,495,788   | 76.1%              |
| EPK27me3Rep1    | 14,661,174                | 12,484,843   | 85.2%              |
| EPK27me3Rep2    | 17,360,465                | 10,303,499   | 59.4%              |
| EPK4me1Rep1     | 13,466,280                | 12,643,726   | 93.9%              |
| EPK4me1Rep2     | 14,628,581                | 13,524,908   | 92.5%              |
| EPK4me3Rep1     | 14,142,256                | 12,502,355   | 88.4%              |
| EPK4me3Rep2     | 12,112,327                | 9,124,628    | 75.3%              |
| EPK9me3Rep1     | 37,350,962                | 32,818,042   | 87.9%              |
| EPK9me3Rep2     | 42,244,794                | 36,811,767   | 87.1%              |
| EPIInputRep1    | 8,581,717                 | 7,920,395    | 92.3%              |
| EPIInputRep2    | 37,772,483                | 35,291,325   | 93.4%              |
| Total EP genome |                           | 213,387,872  |                    |
Table S2: Summary of Mapping Statistics for Elf1 2iL/I/F and Transitioning (AF) Cells
ChIP-seq DNA libraries were sequenced on Illumina platform, SE75 and mapped using Bowtie2.
|      | H3K4me1 | H3K4me3 | H3K27ac | H3K27me3 | H3K9me3 | # enhancers after removing H3K4me3 overlapping peaks |
|------|---------|---------|---------|----------|---------|----------------------------------------------------|
|      | # peaks | % genome | # peaks | % genome | # peaks | % genome | # peaks | % genome | # peaks | % genome |
| Elf1 2iL/I/F | 116,999 | 9.25% | 21,071 | 1.58% | 67,500 | 4.49% | 4,512 | 0.51% | 12 | 0.00% | 98,020 |
| Elf1 TR | 83,940 | 5.61% | 20,541 | 1.29% | 36,701 | 1.71% | 17,379 | 1.09% | 2,831 | 0.22% | 69,467 |
| H1 Primed | 46,843 | 3.04% | 22,866 | 1.41% | 24,668 | 1.81% | 10,454 | 1.39% | 22,911 | 2.35% | 38,677 |
Table S3: Number of ChIP-seq Peaks and Percent Genome covered by Histone Modification
Numbers in bar chart for Figure 2B. Number of ChIP-seq peaks called by MACS that pass FDR 5% for each cell type. Numbers in bar chart for Figure 2C. Percent of genome covered by each histone modification. Includes number of K4me1 peaks after excluding peaks that overlap K4me3.
Table S4: Enhancer overlaps with ENCODE DHS and Roadmap H3K4me1
Charts of the number or fraction of a cell type’s peaks were found in 2iL/I/F, transitioning or primed hESCs from 177 ENCODE DHS cell types or 127 Roadmap Epigenome Project cell types.
Supplemental Experimental Procedures

Human Embryonic Stem Cell Culture
All human ESC culture conditions were as previously described (Sperber et al., 2015), with the following modifications. Base hESC media consisted of DMEM/F12, 20% knock-out serum replacer (KSR), 1mM sodium pyruvate, 0.1 mM nonessential amino acids, 50 U/mL penicillin, 50 ug/mL streptomycin, and 0.1mM β-mercaptoethanol. Growth conditions: 2iL/I/F - 1uM Mek inhibitor (PD0325901) [catalog #S1036, Selleck Chemicals, Houston, TX, USA], 1uM GSK3 inhibitor (CHIR-99021) [catalog #S2924, Selleck Chemicals, Houston, TX, USA], 10 ng/mL human Leukemia inhibitory factor [catalog #YSP1249, Speed Biosystems, Gaithersburg, MD, USA], 5ng/mL IGF-1 [catalog #100-11 Peprotech, Rocky Hill, NJ], 10ng/mL FGF [catalog #PHG0263, Thermo Fisher Scientific, Waltham, MA, USA]; 4iL/I/F - 1uM Mek inhibitor (PD0325901), 1uM GSK3 inhibitor (CHIR-99021), 5uM JNK inhibitor (SP600125) [catalog #S1460, Selleck Chemicals, Houston, TX, USA], 2uM p38 inhibitor (BIRB796) [catalog #S1574, Selleck Chemicals, Houston, TX, USA], 10 ng/mL Leukemia inhibitory factor, 5ng/mL IGF-1, 10ng/mL FGF.

Flow Cytometry for CD75 and CD77 Markers
2iL/I/F Elf1 cells were harvested from one 10cm^2 plate. The plate was rinsed with PBS, then cells were separated from the plate with trypsin. After the incubation, cells were unicellularized through pipetting of the cell suspension. Trypsin was neutralized using 5% FBS/PBS solution. Cells were rinsed with PBS twice and resuspended in 500 uL of 5% FBS/PBS. 5mL of a 70% EtOH solution was slowly added while cells were vortexed. Cells were stored at -20°C for two days.

To perform antibody staining, cells were removed from -20°C and washed twice with PBS. Cells were resuspended in 300uL of 5% FBS/PBS and then split equally into three samples: an unstained control, CD75 stained, and CD77 stained. 1ug of Anti-CD75 antibody (Abcam, cat #: ab77676, lot #: GR3181182-5) was added to the CD75 stained sample. 1ug of Anti-CD77 antibody (BD Biosciences, cat #: 551352, lot #: 7214648) was added to the CD77 stained sample. The control sample was stored at 4°C in 400uL 5% FBS/PBS. CD75 and CD77 samples were stained with the primary antibody for 30 minutes at room temperature, washed once with 5% FBS/PBS. They were then resuspended in 100uL of 5% FBS/PBS containing the secondary antibody, Alexa Fluor 586 donkey anti-mouse (Invitrogen, cat #: A10037, lot #: 1917938), at a dilution of 1:1000 and incubated for 30 minutes at room temperature in the dark. CD75 and CD77 samples were fixed by adding 100uL 4% PFA and were mixed by pipetting. Flow cytometry was performed with BD FACSAria II. The program BD FACSDiva was used for gating and analysis.

Reduced Representation Bisulfite Sequencing
Genomic DNA was extracted with Qiagen All Prep Kit (Qiagen, cat #: 80204). Unmethylated lambda DNA was sheared to 300 bp using Covaris M-series and spiked in to each sample at 0.5% of DNA quantity. About 100-500 ng of genomic DNA was digested in a total volume of 20 uL with 1 uL MspI enzyme (NEB, cat #: R0106S) with 2 uL NEB buffer 2 and incubated at 37C for 2-4 hours, followed by heat inactivation at 65C for 10min. Next, samples underwent A-tailing reaction by adding 1.2 uL Klenow exo- (NEB, cat #: M0212S), 1.2 uL of dNTP mix (10mM dATP, 1mM dGTP, 1mM dCTP (NEB, cat #: N0446S)) to each sample and incubating at 30C for 30 min, then 37C for 30 min, followed by heat inactivation at 65C for 10min. Methylated Illumina compatible adapters with ligated to the DNA samples by adding to each sample 1.4 uL of NEB buffer 2, 1 uL of 10uM methylated adapters, 1.2 uL of T4 DNA ligase (NEB, cat #: M0202S), 3.4 uL of 10mM ATP, and sterile water to a final volume of 34 uL. The ligation reaction sat at RT for 1 hour. Ligated DNA samples were then gel size selected for 150-350 bp fragment size and then samples were proceeded to bisulfite conversion (MethylCode Bisulfite Conversion Kit, ThermoFisher, cat #: MECOV50). Converted DNA samples underwent indexing PCR using KAPA
HIFI Hotstart URACIL+ Readymix (Fisher Scientific, cat #: NC0682281) for 12-15 cycles. Final libraries were cleaned with AMPure beads at 1.1x ratio and sequenced on NextSeq 500. Samples were mapped using Bismarck(Krueger and Andrews, 2011) and methylation levels were calculated using Bismark Methylation Extractor. H9 data were taken from Kyttala et al., 2016 (Kyttala et al., 2016).

ChIP-seq Analysis and Visualization
ChIP-seq was performed and analyzed as previously described (Hawkins et al., 2013; Valensisi et al., 2017). Sequencing raw reads were trimmed for low quality and adapters using TrimGalore!, aligned to genome (version hg19) using Bowtie2 (Langmead and Salzberg, 2012). For the UCSC genome browser tracks, ChIP-seq signals were normalized by RPKM followed by subtraction of input from ChIP using deepTools suite (Ramirez et al., 2014). Heatmaps and histograms are of normalized ChIP-seq signal: samples are normalized by read count and log2(chip reads/input reads) per 10kb bin is plotted using deepTools suite (Ramirez et al., 2014).

Peak Calling
ChIP-seq peaks were called on merged replicates and normalized to input using MACS v1.4 (Zhang et al., 2008). Peak calls with a FDR of 5% or less were used for downstream analysis. Percent of genome covered, also referred to as genomic space in text, was defined as total number of bases under the peak divided by 2.7e9, the effective genome size. This was found it to be a better representation of global chromatin structure (e.g. a 10kb region can be covered by one or many ChIP-seq peaks due to peak size; the number of peaks may vary more than the total number of bases under the peaks). Peak comparisons and overlaps were done using the BedTools suite (Quinlan and Hall, 2010) for autosomal chromosomes only.

In order to compare the histone marks (H3K4me1 and H3K27ac) across cell types, we divided the genome into 10 kb bins and counted the reads across these 10 kb genomic regions using featurecounts in Rsubread package (Liao et al., 2014). Then, PCA was performed on regularized log transformed read count data obtained using DESeq2 (Love et al., 2014).

RNA-seq and Gene Expression
Embryonic stem cells were counted and 200,000 cells were pelleted for RNA extraction using the Qiagen All Prep Kit (cat # 80204). RNA-seq libraries were constructed using the Scriptseq RNA-seq Library Preparation Kit on ¼ of total RNA. Libraries were sequenced single-end 75 on Illumina NextSeq. The quality of the reads and contamination of adapter sequences were checked with FastQC tool (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/). Reads were mapped to human hg19 genome (UCSC) using TopHat2 (Kim et al., 2013). Transcript quantification was performed by Cufflinks (Trapnell et al., 2010) using GENCODE’s comprehensive gene annotation release 19 as reference annotation.

Differential Gene Expression Analysis
The raw read counts were calculated using featurecounts in Rsubread package (Liao et al., 2014) and GENCODE’s release 19 as reference annotation. Differential gene expression analysis was performed with DESeq2 (Love et al., 2014) using read counts matrix. Two sets of differentially expressed genes (DEGs) are identified with P-value < 0.01, log2FC > |1| and P-value < 0.01, log2FC > |2|. The P-values were adjusted for multiple hypothesis correction. DEGs in all pairwise sample comparisons were identified. PCA was performed on regularized log transformed read count data from autosomes of top 500 highly variant genes obtained using DESeq2(Love et al., 2014) and plot was generated using ggplot2 in R(Wickham, 2009).

For transposable elements (TE) analysis, transcripts were quantified using hg19 UCSC RepeatMasker TE annotation. We considered unique reads as well as multi mapped reads during quantification of TE
transcripts. PCA was performed on regularized log transformed read count data of top 500 highly variant TE transcripts obtained using DESeq2.

**Identification of Overrepresented GO Terms and Enriched Pathways**

ClueGO (Bindea et al., 2009) was used to identify the overrepresented GO terms and enriched pathways with the data from gene ontology consortium and KEGG pathways database. The input gene lists to the ClueGO were DEGs with P-value < 0.01, log2FC > |1|. We used all genes in the genome as background. The statistically significant GO terms and pathways were filtered with P-value < 0.05 and GO term/pathway should contain at least 5 DEGs. P-values were adjusted with Benjamini Hochberg method for multiple hypothesis correction.

**Sankey Plot**

We looked at promoter chromatin state transitions from 2iL/I/F to primed to gain insight into the establishment of bivalence and other chromatin state changes occurring at gene promoters. In order to accomplish this goal we focused on the over 19,000 autosomal protein-coding gene TSS annotated by GENCODE. We assigned a promoter to a gene if the H3K4me3 peak was within -2kb to +500bp of the TSS. Sankey plot was limited by the presence of multiple promoters within overlapping regions. Sankey plot were created using Google Charts (https://developers.google.com/chart/interactive/docs/gallery/sankey)

**In situ DNase Hi-C**

Samples were prepared in a manner similar to Deng et al. (Deng et al., 2015). Briefly, nuclei from ~5 x 106 cross-linked Elf1 cells were isolated and permeabilized, and chromatin was digested with 4 U DNase I at room temperature for 4 min. Following end-repair and dA-tailing reactions, chromatin ends were ligated to biotinylated bridge adapters, and nuclei were purified with two volumes of AMPure XP beads (Beckman Coulter). Chromatin ends were phosphorylated and ligated in situ, and protein-DNA cross-links were reversed by proteinase K digestion and incubation at 60°C overnight. Following purification, DNA was sonicated to an average size of 400 bp, and chimeric species were enriched via pull-down with streptavidin-coated magnetic beads (Active Motif). Preparation of Hi-C libraries was accomplished by ligating sequencing adapters to the ends of bead-bound DNA fragments and PCR-amplifying the products in the presence of forward and barcoded reverse primers. Libraries were purified with AMPure XP beads, DNA concentrations were determined using a Qubit 2.0 (Thermo Fisher), and size distributions were quantified using a Bioanalyzer with a high sensitivity kit (Agilent). A 10 ng aliquot from each library was digested with BamHI, run on the Bioanalyzer, and compared to an undigested control in order to confirm the presence of a reconstituted BamHI site at the junctions of ligated bridge adapters.

**Hi-C Sequencing and Data Processing**

Raw Hi-C sequencing reads from H1 hESCs were downloaded from GEO (GSE35156). Reads were aligned using Bowtie2 (Langmead and Salzberg, 2012) to the hg19 reference genome and filtered for MAPQ ≥ 10, uninformative ligation products, and PCR duplicates using HiC-Pro (Servant et al., 2015).

Valid Hi-C read pairs from biological replicates of Elf1 and H1 hESCs were combined, respectively, and used to generate raw chromosome-wide interaction matrices binned at a resolution of 40kb. Raw matrices were ICE-normalized using the HiTC Bioconductor package (Servant et al., 2012) for R, and TADs and boundaries were identified using TopDom (Shin et al., 2016) with a window size of 5. X and Y chromosomes were removed for the datasets for all Hi-C analyses.

Insulation scores were calculated from the ICE-normalized matrices of both the Elf1 and H1 hESCs, separately. Insulation vectors were detected via cworld (Giorgetti et al., 2016) using the script matrix2insulation.pl, and using the following options: (--is 240000 --nt 0.1 --ids 160000 --im median --
Differential insulation scores computing Elf1 score minus H1 score for the all autosomes via cworld using the script compareInsulation.pl, with inputs being the two insulation scores above.

High-Confidence SMC1 ChIA-PET interactions for naïve and primed hESCs were downloaded as a supplemental table (Ji et al., 2016). A ChIA-PET was considered to span a TAD if both PET termini were located within 40 kb of a TAD boundary.

Spatial compartments and activity status were identified via principal component analysis (PCA) using Homer Tools (Heinz et al., 2010). Processed Hi-C reads were imported into Homer. For each chromosome, a contact matrix was constructed at 40 kb resolution and normalized using a sliding window of 400 kb as background. Next, the correlation between intra-chromosomal contact profiles was computed and the first principal component (PC1) vector was extracted and saved as a bedGraph file. H3K27ac ChIP-seq peaks served as a seed for determining which regions are active (PC1 > 0). A genomic region was considered cell type-specific if it met the following three criteria: 1) the average PC1 value was positive in one cell type and negative in the other, 2) the difference in the average PC1 value was > 50 and 3) the correlation between contact profiles was < 0.4. Randomization was achieved by selecting coordinates from a pool of 40 kb regions that had associated PC1 values and were not located within any cell type-specific sub-compartments.
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