Transfer of metacognitive skills in self-regulated learning: effects on strategy application and content knowledge acquisition
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Abstract
Metacognitive skills are often considered domain-general, therefore they have the potential to transfer across domains, subjects, and tasks. However, transfer of metacognitive skills seldomly occurs spontaneously. Schuster et al., (2020) showed that training can have beneficial effects on spontaneous near and far transfer of metacognitive skills. However, evidence of metacognitive skill transfer resulting in superior acquisition of content knowledge is pending. In the present study we set out to extend prior findings by investigating whether students benefit from training metacognitive skills not only regarding metacognitive skill application but also regarding content knowledge acquisition in learning tasks of different transfer distances. 243 fifth-grade students were randomly assigned to three different conditions for the first 15 weeks of a school year: two hybrid metacognitive skill training conditions (metacognitive skills and one out of two cognitive strategies) and one non-hybrid training condition (cognitive strategies or motivation regulation only). For the second 15 weeks of the school year, all students received non-hybrid training involving a new cognitive strategy. Spontaneous metacognitive skill transfer of different transfer distances (near and far) was tested after the first and after the second 15 weeks of training. The effect of hybrid metacognitive skill training on the acquisition of content knowledge was measured once directly after the first 15 weeks. Results show that hybrid metacognitive skill training supported spontaneous transfer of metacognitive skills to learning scenarios of both near and far transfer distance. However, hybrid metacognitive skill training only had a positive effect on content knowledge acquisition if metacognitive skill transfer was near.
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**Introduction**

Self-regulated learning plays a crucial role in life-long learning. Therefore, we should help learners to organize their learning consciously by fostering self-regulated learning (SRL) in schools and universities (Schleicher, 2019). Learners need knowledge about cognitive, motivational, and metacognitive strategies. They need to be able to apply these strategies in a skillful way (Wirth et al., 2020), and they need to be able to apply these strategies in different learning tasks and domains. However, whether strategies of SRL are transferable between tasks and domains depends on the domain-specificity of the respective strategy. The degree to which certain strategies of SRL are domain-general or domain-specific has been discussed several times without clear and consensual results having been reached (e.g., Greene et al., 2015; Meijer et al., 2006; Neuenuhaus et al., 2011; Poitras & Lajoie, 2013; Raaijmakers et al., 2018; Rotgans & Schmidt, 2009; van Meeuwen et al., 2018; Veenman et al., 2006). Beyond that we are not aware of studies that addressed the question regarding domain-specificity experimentally (Raaijmakers et al., 2018). Based on theoretical considerations and our own previous empirical evidence, we assume that strategies of SRL differ concerning domain-specificity. Cognitive strategies (like text-highlighting or summarizing) are strategies which directly guide processing of a specific learning task and the content information to be learned. Therefore, we argue that cognitive strategies are rather task and domain-specific. In contrast, research has shown that the skillful application of metacognitive strategies (like planning, monitoring, evaluating and regulating) can improve learning in many different domains (e.g., Aghaie & Zhang 2012; Biwer et al., 2020; Desoete et al., 2003; Meijer et al., 2006). Metacognitive strategies are higher-order strategies which do not guide processing of a learning task and the content knowledge to be learned directly. They are applicable in every domain (Veenman et al., 2006). Thus, we consider metacognitive strategies as domain-general (e.g., Donker et al., 2014; Schuster et al., 2020), and we assume that learners might transfer metacognitive strategies between tasks and domains. However, transfer seldom occurs spontaneously, especially if transfer is far, so the question arises how to support metacognitive transfer. In our study we examined whether training of metacognitive strategy application can be designed in a way that the likelihood of metacognitive transfer is increased. We compared a hybrid training (combined training of cognitive and metacognitive strategy application) with a non-hybrid training (training of cognitive strategy application only) with regard to content knowledge acquisition and transfer of metacognitive strategies. Additionally, we varied transfer distances and investigated whether transfer of metacognitive strategies occurs not only in near but also in far transfer conditions.

**The domain-general nature of metacognitive skills in self-regulated learning**

Models of self-regulated learning and metacognition (e.g., Boekaerts 1999; Nelson & Narens, 1990; Winne & Hadwin, 1998; Zimmerman, 2013) describe learning as a dynamic process in which learners are active and constructive focusing on different issues including three essential components of SRL: cognition, motivation and metacognition (Schraw et al., 2006; Veenman et al., 2006). Within cognition, cognitive strategies of rehearsing, orga-
nizing and elaborating information play a crucial role for information processing (Weinstein et al., 2000), whereas within motivation the light is raised on beliefs and attitudes that motivate the application of cognitive and metacognitive strategies (Schraw et al., 2006). According to Flavell (1979), metacognition refers to monitoring and regulation of cognitive processes. Models of self-regulated learning and metacognition (e.g., Boekaerts 1999; Nelson & Narens, 1990; Winne & Hadwin, 1998; Zimmerman, 2013) share the core idea of metacognition as the continuous monitoring of various aspects of the current state of a learning process. For example, according to Nelson & Narens (1990), learning is monitored at the object-level, which - in line with the COPES model (Winne & Hadwin, 1998) - is evaluated against standards at the meta-level. Either the learner is on target or the learner has to regulate (“control” sensu Nelson & Narens 1990; Winne & Hadwin, 1998). Assumptions about metacognition differ, however, in what the subject of monitoring and regulation at the object-level is (Veenman et al., 2006). For example, theories of metacognitive judgment accuracy and metacomprehension (Dunlosky & Lipko, 2007; Thiede et al., 2010) put acquired knowledge at the object-level. Learners generate metacognitive judgments of comprehension and regulate their learning according to the quality and quantity of acquired content knowledge. Other theories, e.g. the COPES model (Winne & Hadwin, 1998) additionally put cognitive operations at the object-level. Study tactics and (cognitive) learning strategies become the target of monitoring and evaluation, and learners regulate their learning process by toggling or editing their application of these tactics and strategies (for further theoretical elaboration on the interplay of monitoring and regulation in the context of metacognitive regulation, see Wirth et al., 2020). In our own studies, we put learning strategies at the object-level, and we consider metacognition as means to ensure the quality of the application of cognitive learning strategies.

Veenman et al., (2006) divide metacognition into two main components. Metacognitive knowledge includes declarative knowledge about interactions between person, tasks, and strategy characteristics (Flavell, 1979). According to Paris et al., (1983), metacognitive knowledge comprises knowledge that a learning strategy exists (“knowing that”), knowledge about the operations that build a learning strategy as well as the standards needed for monitoring the quality of strategy application (“knowing how”), and knowledge that helps to decide whether a learning strategy fits the specific learning task or not (“knowing when and why”). In a nutshell, metacognitive knowledge is knowledge about learning strategies which directly affect information processing of a learning task and the content information to be learned. Therefore, metacognitive knowledge is needed to adjust the learning process to the specific situational demands of a learner in a specific learning task (Wirth et al., 2020). Since metacognitive knowledge strongly applies to task-specific demands, we assume that metacognitive knowledge is rather task- or domain-specific. Metacognitive skills are skills to generate feedback about the current learning process. Feedback is generated by applying metacognitive strategies and metacognitive skills. Metacognitive skills can be considered as the ability to apply metacognitive strategies. Metacognitive strategies involve planning, monitoring, evaluating, and regulating cognitive processes (Flavell et al., 2002). Planning refers to the forethought phase of the cyclic model of self-regulated learning (Schunk & Zimmerman, 1998), whereas monitoring, evaluating, and regulating refer to the performance phase and the self-reflection phase. Metacognitive skills affect learning strategies that have the purpose to process the learning task and the content information to be learned. Accordingly, metacognitive strategies contribute to learning not directly but indirectly since
their application ensures that cognitive learning strategies are carried out in a high quality (Leopold & Leutner, 2015). Delimiting to metacognitive processes like feeling of knowing or judgment of learning (Nelson & Narens, 1990), we focus on metacognitive skills that regulate the quality of the application of learning strategies. To do so, they fall back on standards stored in metacognitive knowledge, especially when monitoring and evaluating learning strategy applications. However, since they are not directly involved in processing the specific content information of a learning task, we assume that metacognitive skills are rather domain-general (Veenman et al., 2006).

This assumption of metacognitive skills being domain-general is supported by several training studies that showed positive effects of metacognitive skill training on learning performance and motivation (e.g., Koedinger et al., 2009; Veenman et al., 2006; Zepeda et al., 2015) in various domains, such as reading comprehension (e.g., Aghaie & Zhang 2012; Carretti et al., 2014), science and mathematics (Desoete et al., 2003; Leopold & Leutner, 2015; Zepeda et al., 2015), history (Meijer et al., 2006; Poitras & Lajoie, 2013) or even air traffic control (van Meeuwen et al., 2018). Accordingly, metacognitive skills are effective in different domains. However, in these studies metacognitive skills were trained with tasks of one certain domain. Whether the trained metacognitive skills had positive effects on learning was tested with learning tasks of the same or similar domain. From an instructional point of view, the question arises whether metacognitive skills have to be trained separately in each domain or whether learners are able to transfer metacognitive skills more or less automatically between different domains (Raaijmakers et al., 2018). Since transfer seldomly occurs spontaneously, it is a further question how to design metacognitive skill training to increase the likelihood of metacognitive skill transfer to new learning scenarios with positive effects on content knowledge acquisition.

**Transfer of metacognitive skills**

Just as metacognition is given high importance in the context of learning, so is transfer. And just as in the case of metacognition, the term transfer is also inconsistently defined. A brief definition of transfer comes from Lobato (2012): “Past experiences carry over from one context to the next.” (p. 232). From a theoretical view, there are different perspectives on transfer, such as actor-oriented transfer (e.g., Lobato 2012; Roorda et al., 2015), transfer of situated learning (e.g., Greeno et al., 1993; Gruber et al., 1996), or analogical transfer (Gentner, 1983, 1989). We use the idea of analogical transfer to understand the transfer of metacognitive skills in more detail by applying principles that have been studied in the context of analogical problem-solving (e.g., Gick & Holyoak 1983) to SRL.

Analogical problem solving involves the transfer of a solution learned in one problem to another problem. To describe analogical problem solving, Gentner (1983, 1989) developed the structure-mapping theory (SMT) of analogical transfer. SMT distinguishes the source problem from which an analogy originates and the target problem to which the transfer is to be made. According to SMT, analogical transfer of the solution includes four steps (Holyoak & Thagard, 1989). The first step is about retrieval. The problem solver seeks for an already solved source problem in prior knowledge which might be similar to the target problem to be solved. The retrieval of potential source problems strongly depends on their surface similarity to the target problem. That is, at this first step, potential source problems are retrieved.
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from prior knowledge if they “look” similar to the target problem at a first glance, e.g., because they share the same context or domain (Forbus et al., 1994; Reeves & Weisberg, 1994). Whether they are really analogical to the target problem is tested in the second step when the deep structures of the source and target problem are mapped. The deep structure of a problem is defined by its problem space which includes every single problem state in which a problem can be transformed as well as the operations that transform one problem state into another. A problem’s solution is defined as a path through that problem space, that is a series of operations that transform the initial state into intermediate states until the goal state is reached. Thus, the deep structure of a problem defines its solution. Problems have a high deep structure similarity if their deep structures can be mapped onto each other (homomorphic or isomorphic problems). In that case, the source problem’s solution can directly be transferred to the target problem in the third step and transfer is near. If the deep structure of the source problem mappes only partially to the target problem’s deep structure, the source solution needs to be adapted before transferred to the target problem, if possible, and transfer is far. In the last step, problem solvers learn from analogical problem solving and integrate their problem-solving experience into a schema.

Forbus and colleagues (1994) point out that there are two kinds of similarity that are relevant for different steps of analogical transfer. Retrieval is primarily influenced by surface similarity. Surface similarity derives from correspondences of object descriptions which are independent of the relations between objects. For example, two problems have a high surface similarity just because they are presented in the same context. Two chemistry tasks seem to be more similar than a chemistry task and a task from history because they share the same domain. Surface similarity is easily recognized and retrieval relies on surface similarity in order to cheaply detect potential sources in prior knowledge. However, just because two tasks are presented in the same context does not mean that they have a high deep structure similarity, too. Deep structure similarity is determined during the mapping process. Deep structure similarity relies on relations, that is in case of problem solving operations between problem states. If two problems can be solved by the same series of operations their deep structure is the same. If problems completely differ in their deep structure they have to be solved completely differently.

The distinction of surface and deep structure similarity is not only crucial for analogical problem solving but also for SRL and metacognitive skill transfer. For example, imagine two science texts, one from chemistry and one from history. Surface similarity is low since both texts seem to have nothing in common. However, deep structure similarity might be high. For example, if with both texts the learners’ task was to identify relevant information in the text, learners could apply a text-highlighting strategy when reading both texts. In that case deep structure similarity was high, and the cognitive strategy applied within the one text could be easily transferred to the other text. In the same way, metacognitive skills applied to the text-highlighting strategy when reading the chemistry text could be easily transferred to the text-highlighting strategy when reading the history text since planning, monitoring, evaluating, and regulating concerns the same cognitive strategy and standards, and metacognitive knowledge regarding that, how, when and why is nearly the same. Thus, this would be an example of near transfer of metacognitive skills. In contrast, imagine two chemistry tasks, one reading task and one experiment. On a surface level both tasks might share a lot of content since they are both chemistry tasks. However, the experimental task will not be solved by any cognitive reading strategy as the reading task will not be solved by
experimental strategies. That is, states and operations of both tasks differ substantially and deep structure similarity is low. In the same way, metacognitive skills applied to planning, monitoring, evaluating, and regulating the reading strategy need to rely on metacognitive knowledge and standards that differ greatly from metacognitive knowledge about experimental tasks and strategies. Thus, this would be an example of far transfer of metacognitive skills.

As we assume that metacognitive skills are domain-general one might argue that metacognitive skills are not transferred from one task to another but just applied to different tasks and domains. However, whether and to what extent metacognitive skills of planning, monitoring, evaluating, and regulating are transferred or applied depends on the strategic maturity of the learners. For example, Leopold et al., (2007) showed that younger students might be cognitively overloaded when requested to reflect on their strategy use. Accordingly, it can be assumed that younger learners (e.g., at the end of primary, beginning of secondary school) do not yet possess deeply developed metacognitive skills of planning, monitoring, evaluating, and regulating but need teaching and training. This assumption is confirmed by findings of Schuster et al., (2020) who showed that before training of metacognitive skills fifth graders possessed none of the metacognitive skills trained afterwards. At this stage, metacognitive skills are not domain-general, yet. They first have to be learned by applying them to a specific learning task and are therefore task-specific at the beginning. By transferring metacognitive skills learned with a specific learning task to one and more other learning tasks metacognitive skills become more and more domain-general. That is, only by transferring them to different cognitive strategies do metacognitive skills become domain-general. As soon as they are domain-general, they are “just” applied to different learning strategies, tasks, and domains.

The effect of a hybrid-training approach on transfer of metacognitive skills

From an instructional point of view, the question arises how to design metacognitive skill training to increase the likelihood of both near and far metacognitive skill transfer. Within a hybrid-training approach (Schuster et al., 2020), students learn to use metacognitive skills to regulate the application of a cognitive strategy. Such training increases the quality of strategy application (Leopold & Leutner, 2015) compared to non-hybrid training that addresses cognitive or motivational strategies without fostering metacognitive regulation. The advantage of hybrid metacognitive skill training is that learners learn both the criteria of a high-quality strategy application (metacognitive knowledge) as well as the use of these criteria when performing metacognitive skills of planning, monitoring, evaluating, and regulating (metacognitive skills). Hybrid training consists of a series of training tasks that require the repeated and consistent application of a certain cognitive strategy. Therefore, the repeated and consistent use of the same quality criteria by metacognitive skills support the automation of metacognitive skill execution (Anderson, 1982). As a consequence, metacognitive skills require less working memory capacity and leave more capacity for direct information processing, that is content knowledge acquisition (Wirth et al., 2020). To give an example, in hybrid metacognitive skill training students learn the steps for high-quality strategy application of cognitive strategies such as a three-step reading strategy (reading the para-
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Graph, formulating a question according to the content of the paragraph, and underlining the answer) in combination with metacognitive skills of planning, monitoring, evaluating, and regulating. Regarding this example, in metacognitive skill training reading would therefore consist of at least six steps: (1) Planning the use of the three-step reading strategy, (2) reading the paragraph, (3) formulating a question according to the content of the paragraph, (4) underlining the answer, (5) monitoring and (6) evaluating and regulating the use of the three-step reading strategy. In comparison, non-hybrid training would only consist of the three-step reading strategy (reading the paragraph, formulating a question according to the content of the paragraph, underlining the answer) without metacognitive skills.

Previous research showed that hybrid training enhances near transfer, that is when the deep structure similarity between training and transfer task is high (e.g., both reading strategy; Aghaie & Zhang 2012; Souvignier & Mokhlesgerami, 2006, or both problem-solving strategy, Raaijmakers et al., 2018). In contrast, research on far transfer, that is, when deep structure similarity between training and transfer task is low, is scarce. Schuster et al., (2020) investigated students’ near and far transfer of metacognitive skills by comparing hybrid training, non-hybrid training and control group training. In their study, a fictive learning scenario was used to measure near and far transfer: In the form of a scenario-based vignette, students were asked to describe their intended approach to process a given learning task. In the near transfer learning tasks, students should apply the same cognitive strategy as learned in the hybrid training (high deep structure similarity). In the far transfer learning task students should apply a different cognitive strategy than learned in the hybrid training (low deep structure similarity). Students’ descriptions, provided in an open-response format, were analyzed using a category system to detect how many metacognitive strategies and how many steps of cognitive strategies have been mentioned. The more metacognitive strategies were mentioned, the better was the intended transfer of metacognitive skills. Results showed that the hybrid training improved both students’ near and far intended transfer of metacognitive skills. Furthermore, intended cognitive strategy application was partially improved based on metacognitive skills transfer. Overall, however, reports of intended metacognitive skill application remained comparably low.

In the study of Schuster et al., (2020), the scenario-based vignettes made it possible to observe near and far transfer of metacognitive skills within a hybrid-training approach for the first time. However, results are limited for several reasons. For example, metacognitive skills were measured in a quantitative, not qualitative matter (“The more…, the better…”; Wirth & Leutner 2008). Additionally, students’ answers were coded in a very training-specific manner. But most importantly, Schuster et al., (2020) did not include any measure of content knowledge acquisition in their analyses. Whether metacognitive skills transfer to actual learning processes and increase the quality of the application of cognitive strategies as well as content knowledge acquisition in the performance and reflection phase still remains unclear. Consequently, it is still an open question whether metacognitive skills can be transferred in a way that content knowledge acquisition and learning improve in both near and far transfer learning tasks.

Authors such as Sweller & Paas (2017) call for empirical evidence that hybrid metacognitive skill training in one domain supports content knowledge acquisition in another domain. They argue that it is only reasonable to implement hybrid metacognitive skill training instead of non-hybrid training if transfer is proven for content knowledge acquisition. Sweller & Paas (2017) discuss the question of transfer or general trainability of metacognitive skills.
tive skills on the basis of the concepts of biologically primary knowledge and biologically secondary knowledge. Biologically primary knowledge is characterized as domain-general, not trainable and develops automatically without instruction or training. Biologically secondary knowledge is domain-specific, trainable, and does not develop automatically. Sweller & Paas (2017) assume that metacognitive skills belong to biologically primary knowledge and that transfer has to be demonstrated in order to clarify whether metacognitive skills can be taught at all and whether the training of SRL is generally useful. Implementation of hybrid metacognitive skill training costs much more effort than the implementation of a non-hybrid training. This only pays off if hybrid training supports metacognitive skills in a way that they can be applied in different domains. Non-hybrid training is domain-specific, that is, each domain needs its own non-hybrid training. Costs of the implementation of non-hybrid training increase with the number of domains and exceed the costs of hybrid training as soon as a certain number of domains is reached.

The present study

The present study aimed to answer two questions: Do students spontaneously transfer metacognitive skills to learning scenarios of different transfer distances (RQ 1)? We expected students receiving hybrid metacognitive skill training should report more and better intended metacognitive skill application in the learning scenarios of different transfer distances than students receiving non-hybrid training without support of metacognitive skills (Hypothesis 1). Do students profit from metacognitive skill training with respect to content knowledge acquisition in learning scenarios of different transfer distances (RQ 2)? We expected students receiving hybrid metacognitive skill training should outperform students receiving non-hybrid training without support of metacognitive skills (Hypothesis 2). However, we expected this effect to be stronger for near transfer compared to far transfer of metacognitive skills. If metacognitive skill transfer is near, using specific criteria for planning, monitoring, evaluating and regulating the quality of strategy application has been repeatedly practiced in training. Therefore, applying metacognitive skills becomes more automatized (Wirth et al., 2020). Near transfer of metacognitive skills should therefore not only lead to a higher quality of strategy application but also result in more free working memory capacity for content knowledge acquisition. If metacognitive skill transfer is far, different specific criteria for planning, monitoring, evaluating and regulating the quality of the actual strategy application have to be retrieved from metacognitive knowledge and used for metacognitive regulation. Therefore, application of metacognitive skills becomes more cognitively demanding. We assume that metacognitive skills increase the quality of cognitive strategy application in far transfer tasks in the same way as in near transfer tasks. However, since metacognitive skill application is more cognitively demanding in far transfer tasks it leaves less free working memory capacity for content knowledge acquisition. In far transfer tasks, learners might therefore not profit from a high-quality execution of a cognitive learning strategy in the same way as in near transfer tasks. Additionally, we expect the effect of hybrid metacognitive skill training on content knowledge acquisition to be stronger the more often learners apply a cognitive learning strategy. Metacognitive skills have an effect on the quality of the application of a cognitive learning strategy, and the more learners apply a cognitive learning strategy with a high quality the more and the better they should learn.
For testing Hypothesis 1 we reanalyzed the vignette data of Schuster et al., (2020) by using a new coding schema in order to focus more on the quality (rather than the quantity) of intended strategy application, since applying metacognitive skills was expected to increase the quality of cognitive strategy application (Leopold & Leutner, 2015). Additionally, students’ answers were coded in a less training-specific manner by including more general metacognitive processes that were not directly fostered in the hybrid metacognitive skill training. This way we reanalyzed students’ answers to those near and far transfer tasks that were initially analyzed by Schuster et al., (2020). Furthermore, we exceeded the analyses of Schuster and colleagues by including an additional far transfer task.

For testing Hypothesis 2 we used a learning scenario that was not included in the analyses of the Schuster et al., (2020) study. The scenario (MicroDYN; Greiff et al., 2012; Schweizer et al., 2013) is an authentic and computer-based learning scenario in which the students’ task is to acquire content knowledge by conducting experiments. Students have to explore a dynamic system by manipulating input variables in order to observe subsequent changes in the output variables and to infer from the observed changes the system’s underlying structure. In this learning task, learners not only plan how to learn but need to engage in all three phases of a SRL process of planning, monitoring, evaluating and regulating.

Method

Participants

The sample consisted of 243 fifth-grade students from two German secondary schools (122 females; \( M = 10.5 \) years, \( SD = 0.48 \); \( \text{Min} = 9, \text{Max} = 13 \) who participated in a school development project for all-day schools. Not all students were present at all times of measurement. Missing data occurred randomly due to student absence because of illness, school organizational incidents, or a fire alarm during data collection.

Overall, 159 participants (65.4%) provided complete data on all measurement scales for RQ 1 and were included in the analysis for RQ 1; 183 participants (75.3%) provided complete data on all measurement scales for RQ 2 and were included in the analysis for RQ 2. Analyzing the missing values indicated that most of the scale means of participants included in the two analysis samples did not differ from the means of participants excluded from the two analysis samples due to missings on one of the measurement scales. Furthermore, participants’ gender was not related to missingness in the two samples, and missingness in one sample was not related to missingness in the other sample. For analyzing the missing values, overall 12 significance tests (nine t tests on nine measurement scales, two chi-square tests for gender and sample membership, and one chi-square test for membership in the samples) were conducted, each at a Bonferroni corrected significance level of \( \alpha = 0.05/12 = 0.004 \).

Only three significance tests (tests on measurement scales) reached significance. In a last step we checked that missingness in the analysis sample for RQ 1 was unrelated to pretest scores (reported in the study of Schuster et al., 2020, and collected before start of the training programs) on the measurement scales used in the analyses (t tests, all p values \( \geq 0.367 \)). Accordingly, we concluded that missing data in our analyses occurred largely at random.
Participating students did not receive any reward for their participation since the training study was part of everyday school life. Written informed consent was obtained from all students’ parents.

The sample was taken from the Schuster et al., (2020) study. For the present analyses, additional variables were included, some open-response data were re-coded in a new way as described below in the Instruments section, and the students were aggregated in different groups.

**Design and training**

The experimental study lasted one full school year. For the first half of the school year (15 weeks of 90 min training), all students were randomly assigned to one of three conditions in a between-subjects design: two hybrid-training groups and one non-hybrid-training group (see Fig. 1).

Group 1 (ME; N=40, 21 participants in the RQ 1 analysis sample and 34 participants in the RQ 2 analysis sample) received hybrid metacognitive skill training, that is training on both metacognitive skills and the cognitive strategy of conducting experiments. Accordingly, students were taught to apply metacognitive skills in combination with the cognitive strategy of conducting experiments. Metacognitive skills included planning, monitoring, evaluating and regulating (e.g., Winne & Hadwin 1998). In line with Klahr & Dunbar (1988) the cognitive strategy for conducting an experiment consisted of three steps: (1) deriving a hypothesis, (2) checking the hypothesis by using the control-of-variables strategy (CVS; Tschirgi 1980), (3) drawing a conclusion.

Group 2 (MT; N=42, 21 participants in the RQ 1 analysis sample and 32 participants in the RQ 2 analysis sample) received hybrid metacognitive skill training, that is training on both metacognitive skills and the cognitive strategy of text highlighting. Accordingly, students were taught to apply metacognitive skills in combination with the cognitive strategy of text highlighting. Metacognitive skills included planning, monitoring, evaluating and regulating (e.g., Winne & Hadwin 1998). In line with Leopold & Leutner (2015), the cognitive strategy for text highlighting consisted of three steps: (1) reading a section, (2) formulating questions about the content of the section, (3) highlighting parts of the text that answer the questions.

In the first 15 weeks students learned how to apply metacognitive skills to conduct experiments (Group 1) or read science texts using text highlighting (Group 2) on a high-quality level. In the beginning of this training, students learned the basics about learning (“Why is self-regulated learning important?”), classroom rules (“How do we behave when we conducting experiments or reading science texts”) and cooperative learning methods (“Which roles and responsibilities exist in group work?”). Subsequently, students of Group 1 and 2 were introduced to metacognitive skills. They were directly instructed to use, for example, goal setting to plan the experiment (Group 1) or the reading process (Group 2), monitoring to observe the correct application of CVS (Group 1) or text-highlighting strategy (Group 2), and evaluating to check whether they were satisfied with how they conducted the experiment (Group 1) or read the science text (Group 2). Both hybrid training conditions (Group 1 and 2) ended with 90 min of transfer training showing where students could use metacognitive skills elsewhere in everyday life situations. At the end of each lesson, students used a...
rubric to reflect on their learning processes during the training lessons in both Groups 1 and 2. Group 3 (0 M; N=161, 117 participants in both the RQ 1 and the RQ 2 analysis samples) received non-hybrid training, that is training of some certain cognitive or motivational strategies without any metacognitive skill training. This group was aggregated from four different groups of the Schuster et al., (2020) study, receiving either training of a cognitive
strategy (conducting experiments or text highlighting) or training of reading motivation but no training of metacognitive skills (see Fig. 1).

Students receiving direct training on conducting experiments (E) or text highlighting (T) received the same training like Groups 1 or 2 but no training of metacognitive skills. The three steps of conducting experiments or reading a science text were identical to the three steps in the hybrid training. However, in both non-hybrid training groups the cognitive strategies were taught without referring to metacognitive skills, leaving more time to practice the cognitive strategy. In the beginning of this non-hybrid training, as in the hybrid training, the basics on learning, classroom rules, and cooperative learning were taught. The transfer session from hybrid training was replaced leaving more time to train the cognitive strategies.

Students in the reading motivation training (R) received different opportunities to read and present their favorite books in order to foster reading motivation. However, they learned no specific motivation regulation strategy. In line with the procedure in the aforementioned groups, students learned the classroom rules and the basics of cooperative learning. The basics of learning were not part of this reading motivation training. In this training, students were not instructed or trained in any metacognitive skill or cognitive strategy.

In all these non-hybrid training groups transfer of metacognitive skills (as expected from the hybrid-training groups) could not occur. Therefore, these four groups were aggregated for our statistical comparisons of hybrid and non-hybrid training groups. Furthermore, statistical analyses showed that these four non-hybrid training groups did not differ on the dependent variables of the present analyses, $\lambda = 0.69, F(24, 244) = 1.37, p = .124$.

In the second half of the school year (again 15 weeks of 90 min training), all groups received a non-hybrid training concerning that cognitive strategy that had not been trained in the first half of the school year. That is, if text highlighting was trained in the first half of the school year, conducting experiments was trained in the second half and vice versa. Accordingly, the cognitive strategy of the second half of the school year represented a new strategy for all participants. Metacognitive skills were not trained. This experimental variation allowed us to investigate transfer of metacognitive skills.

**Instruments**

**Metacognitive skills (MST).** Concerning Hypothesis 1, spontaneous recall and intended application of metacognitive skills was assessed using an economic and scenario-based measure for strategies, called Multi-Strategy Test (MST; Stebner et al., 2015). In the form of a vignette, the MST outlines a fictitious learning scenario in which students are asked to describe their intended approach to process the learning task. Students’ descriptions, provided in an open-response format, were analyzed using a category system to detect how many metacognitive skills (of high quality) had been mentioned. Compared to the MST version used in the study by Schuster et al., (2020), a new category system was developed which not only focuses on recalling metacognitive skills in a quantitative manner, but also focuses on the quality of metacognitive skill application. We included in our analyses the same MST versions (regarding the instruction) of Schuster et al., (2020), that is MST_E which requires to describe the learning process when conducting an experiment and MST_T which requires to describe the learning process when reading a science text with text highlighting. In addition, we included a third MST version (MST_P) representing a fictitious.
learning scenario that was not mentioned in the training, neither in the first nor in the second half of the school year. Within this new learning scenario, students were put into the situation to prepare for a class exam. This scenario was not practiced in the training conditions, but represented a familiar and everyday learning scenario for fifth-grade students.

The three MST versions were administered at all three measurement points. Regarding the transfer of metacognitive skills, the MST performance at T2 and T3 of Group 1 (ME) and Group 2 (MT) was crucial, since students had learned metacognitive skills in hybrid training. For Group 1 (ME), MST_E served as a near-transfer task at T2 and T3, since deep structure similarity between training and learning tasks is high. That is, the task could be successfully processed with the same metacognitive skills and cognitive strategy that students had previously learned within hybrid training. In contrast, MST_T served as a far-transfer task for Group 1 (ME), since deep structure similarity between training and learning task is low. Accordingly, solving MST_T required the application of another cognitive strategy that students from Group 1 (ME) had not previously learned in the hybrid training. For Group 2 (MT), MST_T served as a near-transfer task at T2 and T3, while the MST_E served as a far-transfer task. For both Group 1 (ME) and Group 2 (MT), MST_P at T2 and T3 served as a far transfer task, since the task was not domain-specific but required a flexible (cross-domain) strategy application. Group 3 (0 M) was never trained in metacognitive skills and their application. Therefore, all MST versions at all points of time had no potential for transfer of metacognitive skills.

The task formulations for the three MST versions (originally in German) were as follows. For MST_E: “At school, you are dealing with plants. With the help of an experiment, you want to find out what plants need to grow. What possibilities do you have to work on this task?”, for MST_T: “For homework, you have to read a multi-page article from a magazine. Tomorrow, you have to tell your classmates what the article is about. How do you proceed to solve the task?”, and for MST_P “You are preparing yourself for a class exam. Which ways can you consider to make sure you will have learned enough?”. Metacognitive skills were coded identically for all three versions.

Scoring. Going beyond Schuster et al., (2020) and in line with Schunk & Zimmerman (1998), the whole learning process was considered which resulted in a (new) coding manual that consisted of a total of seven categories: Goal setting, planning, monitoring (observing), monitoring (assessing), reacting, reflecting, and evaluating. Only metacognitive skills were coded. Cognitive strategies like text highlighting or CVS were not coded because they were not relevant to our research questions. Students could receive zero, one or two points per category. Zero points per category were awarded if the answer did not refer to the metacognitive skill of the category at all. One point was awarded if the metacognitive skill was only mentioned. Two points were awarded if the metacognitive skill was mentioned and correctly applied to the content of the task. An overview of the categories and examples for MST_P can be found in Table 1. Note that students could mention the application of metacognitive skills on a micro level using e.g. goal setting to organize the use of a certain cognitive learning strategy (e.g., restudy). Students could also use metacognitive skills on a macro level using e.g. goal setting to organize the whole learning process including several cognitive learning strategies. It shows that in all scenarios various metacognitive skills can be used resulting in a coding procedure that awards any mentioning or application of metacognitive skills. But as soon as learners received two points for applying a metacognitive skill, learners could not receive more points for this category of metacognitive skills. This results in a
maximum score of 14 points. All students’ answers were coded by two staff members. After an initial phase discussing about the answers and potential conflicts (which were solved using the underlying theoretical model), 25 answers were coded by both raters resulting in a good inter-rater reliability, with an average Cohen’s $\kappa = 0.98$ ($0.89 \leq \kappa \leq 1.0; n = 25$). Afterwards, all of the students’ answers were randomly assigned to one of the two raters.

**Content knowledge acquisition (MicroDYN).** Concerning Hypothesis 2, students’ exploration behavior and resulting content knowledge acquisition in a computer-based learning scenario (MicroDYN; Greiff et al., 2012; Schweizer et al., 2013) was assessed. MicroDYN is an established and validated instrument that originally aimed at measuring complex problem solving using three computer-simulated experiments which had to be carried out in different domains and with different cover stories (including sports, household, and school). The scenarios were designed in a way that they could be solved without relying on prior declarative knowledge about the cover stories. The aim of each of the experiments was to identify the underlying structure and connections between input and output variables on which each of the specific complex systems was based. Input variables had to be manipulated using a digital lever in order to observe subsequent changes in the output variables that were displayed and to infer from observed changes the system’s underlying structure.

MicroDYN was administered at T2 only. At this point of time, the MicroDYN learning tasks represented near-transfer tasks for Group 1 (ME), since students of this group had learned the (cognitive) control-of-variables strategy (CVS) as well as their regulation by metacognitive skills. Thus, although training tasks and learning tasks differed with regard
to context and other superficial features (surface structure), they required the application of the same cognitive strategy. Since students of Group 2 (MT) had learned the application and regulation of the (cognitive) text-highlighting strategy, the MicroDYN learning tasks represented far transfer tasks for them. Since students of Group 3 (0 M) had never been trained in metacognitive skills and their application, the MicroDYN learning tasks had no potential for transfer of metacognitive skills.

Scoring. In line with Greiff et al., (2012), from MicroDYN we derived two measures: a process measure that captured students’ exploration behavior and a measure that captured students’ content knowledge acquisition as a result of their exploration behavior.

As the process measure captured the quality of students’ exploration behavior, the application of the control-of-variables strategy (CVS; Tschirgi 1980) was scored with the help of log files. Students could reach a total of eight points if the CVS strategy was consistently applied in each of the three experiments (two points for experiments one and two, four points for experiment three, which was more complex than experiments one and two). “Consistently” means that students varied only one variable at a time in order to find out what effect the input variables had on the output variable and that this exploration strategy was employed for each input variable in each experiment. In the following we present an example of coding for the complex experiment where students could get four points: students got zero points if students did not use CVS at all, one point if students ran one experiment without changing any independent variables (to see whether a change in the dependent variable comes naturally by time), two points if CVS was used inconsistently only for one of three independent variables, three points if the CVS was used inconsistently only for two of three independent variables, and four points if CVS was used consistently for all three variables in each round of the experiment. Consistency of CVS application was a measure of the quality of actual strategy application. At the same time, it was considered to indicate transfer of metacognitive skills since metacognitive skills were expected to increase the quality of (cognitive) strategy application.

As a measure that captured students’ knowledge acquisition as a result of their exploration behavior, students had to draw conclusions by using arrows in a knowledge map to visualize the relations between input and output variables they had identified and learned. Students could reach a total of nine points. For each of the three experiments, zero points were awarded if the conclusion contained at least three mistakes. One point was awarded if the conclusion contained two mistakes. Two points were awarded if the conclusion contained one mistake. Three points were awarded if the conclusion was completely correct.

Student characteristics. In addition to demographic data (age and sex), students’ cognitive abilities were recorded as an indicator of intelligence using the verbal scale (20 items, alpha=0.73, omega=0.72) and the non-verbal figural scale (25 items, alpha=0.92, omega=0.94) of a cognitive abilities test (Heller & Perleth, 2000) at T1. The two scale scores were averaged to represent an intelligence indicator. Following Kröner et al., (2005), this indicator was used as a covariate to test Hypothesis 2.
Procedure

Each week of the school year, a timeslot of 90 min was blocked in the students’ regular timetable without canceling regular lessons. Lessons took place in the regular classrooms in school. All students completed a pretest before the first training at T1 involving the three versions of the MST (MST_E, MST_T, and MST_P) and students’ characteristics. At T1, the MST versions were used to measure students’ prior knowledge about their intended application of metacognitive skills in three different learning scenarios. After receiving either hybrid training or non-hybrid training for half the school year, students completed a posttest at T2 involving the three versions of the MST and MicroDYN. Following the posttest, all students received the second, non-hybrid training. After the second training, students completed a follow-up test at the end of the school year at T3 involving the three versions of the MST.

In order to keep intervention fidelity high, researchers carried out all training versions while being observed by additional researchers (Gearing et al., 2011). Furthermore, they took turns changing training groups after every 2 weeks (first week observing, second week teaching) in order to prevent teacher effects.

Data Analysis

Regarding RQ 1 on spontaneous transfer of metacognitive skills to learning scenarios of different transfer distances, a multivariate analysis of variance (MANOVA) was calculated with Group as factor (ME, MT, 0 M) and six MST scores (three MST scales MST_E, MST_T, and MST_P; each administered at two times of measurement T2 and T3) as dependent variables. Different MST scales, measured at different times of measurement, represented different transfer distances depending on which training group students were allocated to (Fig. 1). For example, for students of the ME group, who received a hybrid metacognitive skill training on conducting experiments, the MST_E scale on experimenting represented, at both times of measurement T2 and T3, a measure of near transfer, whereas the MST_T scale on text highlighting and the MST_P on preparing for a class exam represented, at both times of measurement T2 and T3, a measure of far transfer. For students of the MT group, who received a hybrid metacognitive skill training on text highlighting, the MST_T scale represented, independent of the time of measurement, a measure of near transfer whereas the MST_E and MST_P scales represented, independent of the time of measurement, a measure of far transfer. Accordingly, we were neither interested in the main effect of time nor in the interaction of time and group. Instead, for testing our hypothesis that students receiving hybrid metacognitive skill training (ME group and MT group) show better metacognitive application in learning scenarios of different transfer distances than students receiving non-hybrid training (0 M group), we compared the ME and the MT groups with the 0 M group by computing multivariate contrast estimates (planned comparisons). In a second step, we computed, based on follow-up ANOVAs, univariate contrast estimates for each of the six dependent variables. All univariate analyses were ensured by nonparametric tests and all univariate contrast estimates were ensured by calculating bootstrapping-based confidence intervals of the estimates. Using G-Power 3.1.9.4 (Faul et al., 2009) we calculated a statistical power of 1-β = 0.85 for the MANOVA (N=159, 3 groups, 6 dependent variables, α =
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0.05, $f_2(V) = 0.0625$, and a statistical power of $1-\beta = 0.88$ for univariate contrast estimates ($N=159$, 2 groups, $\alpha = 0.05$, $f=0.25$).

RQ 2 asked whether students are better prepared for effective strategy-based content knowledge acquisition in learning scenarios of different transfer distances when they received a metacognitive skill training compared to a non-hybrid training. We used the two measures derived from the MicroDYN scenario for testing this hypothesis: the control-of-variables strategy (CVS) score and the content knowledge acquisition score. We first tested for CVS mean differences between the three training groups and computed the Pearson correlation between CVS and content knowledge acquisition within the training groups. After that we tested whether the regression of content knowledge acquisition on CVS was moderated by group membership. In doing so, we specified a General Linear Model (GLM; e.g., Horton 1978) with content knowledge acquisition as the dependent variable, CVS as a first (metric) predictor, group (ME, MT, 0 M) as a second (factorial) predictor, and the interaction of CVS and group as a third predictor. We sequentially decomposed the variance of the dependent variable in this order by specifying SSTYPE 1 in the SPSS GLM analysis. For testing the hypothesis that students, who received a hybrid metacognitive skill training (the ME and MT groups), are better prepared for effective strategy-based content knowledge acquisition than students who received non-hybrid training (the 0 M group), we compared each of the two hybrid training groups (ME, MT) with the 0 M group by computing contrast estimates for group and the interaction of CVS and group. All contrast estimates were ensured by calculating bootstrapping-based confidence intervals of the estimates.

Results

Do students spontaneously transfer metacognitive skills to learning scenarios of different transfer distances?

Regarding this research question, three Multi-Strategy Tests (MST) were the learning scenarios. We calculated a MANOVA with Group (ME, MT, 0 M) as factor and students’ planning performance in three fictive learning scenarios (experimenting, text highlighting, and preparing for a class exam) at two points of measurement (T2, T3) as dependent variables. We expected that Group 1 (ME) and Group 2 (MT) receiving hybrid metacognitive skill training to report more and better intended metacognitive skill application than Group 3 (0 M) receiving non-hybrid training. Accordingly, this hypothesis was tested using planned comparisons by contrasting each of the two hybrid training groups against the non-hybrid group.

Near transfer was defined to occur when metacognitive skills learned with a specific cognitive strategy transferred to a learning scenario involving the same cognitive strategy. Far transfer was defined to occur when metacognitive skills learned with a specific cognitive strategy transferred to a learning scenario involving another cognitive strategy. Accordingly, experimenting (MST_E) comprised near transfer for Group 1 (ME) and far transfer for Group 2 (MT). The same way, text highlighting (MST_T) comprised near transfer for Group 2 (MT) and far transfer for Group 1 (ME). Preparing for a class exam (MST_P) comprised far transfer for both hybrid trainings.
Means and standard deviations of students’ planning performance are given in Table 2, the Pearson correlations of the scales are given in Table A1 in the Appendix. MANOVA results indicated a multivariate effect of Group, $\lambda=0.16$, $F(12, 302)=35.57, p<.001$, $\eta_p^2=0.59$. Comparing Group 1 (ME) with Group 3 (0 M), $\lambda=0.38$, $F(6, 151)=49.41, p<.001$, $\eta_p^2=0.66$, as well as comparing Group 2 (MT) with Group 3 (0 M), $\lambda=0.38$, $F(6, 151)=41.93, p<.001$, $\eta_p^2=0.63$, revealed significant multivariate contrast estimates. In a second step, we calculated follow-up univariate ANOVAs on each of the six dependent variables of the MANOVA. As can be seen in Table 3, all but one univariate contrast estimate were statistically significant and in the expected direction. Concerning transfer distances, the effect size measures in Table 3 indicated that the metacognitive skills learned in Group 1 (ME) showed both near and far transfer in all learning scenarios. Metacognitive skills learned in Group 2 (MT), however, showed near transfer on MST_T and far transfer on MST_P, but no far transfer on MST_E at T2 and only small far transfer on MST_E at T3. These results are largely in line with our hypothesis that, compared to Group 3 (0 M) (non-hybrid training), Group 1 (ME) and Group 2 (MT) (hybrid metacognitive skill training), showed near as well as far transfer, whereas there were, on a descriptive level, no consistent effect size differences between near and far transfer.

### Do students profit from metacognitive skill training with respect to content knowledge acquisition in learning scenarios of different transfer distances (RQ 2)?

For this research question, MicroDYN was the learning scenario. If in this scenario students made consistent use of the so-called control-of-variables strategy (CVS), we expected them to have good chances to identify the underlying structure of the complex systems that were presented to them. Thus, the cognitive strategy to which metacognitive skill training was to transfer in this learning scenario was the CVS, which represented near transfer for Group 1 (ME) that received hybrid training of metacognitive skills and conducting experiments, and far transfer for Group 2 (MT) that received hybrid training of metacognitive skills and text highlighting.
In a first step, we calculated the Pearson correlation of CVS and content knowledge acquisition, which turned out to be \( r = .40 \) across students of all training groups, with \( r = .65 \) for Group 1 (ME) that received the hybrid training on metacognitive skills and conducting experiments, \( r = .42 \) for the Group 2 (MT) that received the hybrid training on metacognitive skills and text highlighting, and \( r = .31 \) for Group 3 (0 M) that received non-hybrid training. The three training groups, however, did not differ on CVS, \( F(2, 156) < 1 \). These results indicated that - although there were no mean differences between groups in consistently using the control-of-variables strategy - there seemed to be differences in the effectiveness of using the CVS when it comes to content knowledge acquisition. In Table 4, descriptive statistics are reported.

In a second step, we calculated a General Linear Model (GLM) with content knowledge acquisition as the dependent variable, CVS as a first (metric) predictor, group (ME, MT, 0 M) as a second (factorial) predictor, and the interaction of CVS and group as a third predictor.

### Table 3 RQ 1. Univariate planned comparisons [with Group 3 (0 M) as reference] of students’ planning performance in fictive learning scenarios

| Group      | Transfer Distance | Learning Scenario | Contrast | Estimate | SE  | \( F(1,156) \) | \( p \) | \( \eta^2 \) | 95% CI* |
|------------|-------------------|-------------------|----------|----------|-----|----------------|-----|------------|---------|
| 1 (ME)     | near              | MST_E at T2       | 2.46     | 0.31     | 62.28 | <0.001        | 0.29 | [1.19, 3.90]|
|            |                   | MST_E at T3       | 2.39     | 0.39     | 38.35 | <0.001        | 0.20 | [0.92, 3.97]|
|            | far               | MST_T at T2       | 3.82     | 0.41     | 88.95 | <0.001        | 0.36 | [2.23, 5.37]|
|            |                   | MST_T at T3       | 2.63     | 0.38     | 48.89 | <0.001        | 0.24 | [1.41, 3.87]|
|            |                   | MST_P at T2       | 3.16     | 0.43     | 53.9  | <0.001        | 0.26 | [1.72, 4.61]|
|            |                   | MST_P at T3       | 5.41     | 0.41     | 177.91| <0.001        | 0.53 | [3.97, 6.73]|
| 2 (MT)     | near              | MST_T at T2       | 3.29     | 0.41     | 66.22 | <0.001        | 0.30 | [2.30, 4.32]|
|            |                   | MST_T at T3       | 3.39     | 0.38     | 81.32 | <0.001        | 0.34 | [1.99, 4.82]|
|            | far               | MST_E at T2       | 0.32     | 0.31     | 1.06  | <0.01         | 0.01 | [-0.08, 1.01]|
|            |                   | MST_E at T3       | 1.24     | 0.39     | 10.41 | 0.002         | 0.06 | [0.24, 2.43]|
|            |                   | MST_P at T2       | 4.31     | 0.43     | 99.88 | <0.001        | 0.39 | [3.09, 5.43]|
|            |                   | MST_P at T3       | 2.12     | 0.41     | 27.38 | <0.001        | 0.15 | [0.87, 3.47]|

Legend:
- MST = Multi-Strategy Test
- E = experimenting, T = text highlighting, P = preparation,
- ME = Hybrid training on conducting experiments followed by non-hybrid training on text highlighting
- MT = Hybrid training on text highlighting followed by non-hybrid training on conducting experiments
- 0 M = Non-hybrid training followed by non-hybrid training

Maximum possible score was 14 points.

* Bias-corrected and accelerated (BCa) 95% Confidence Interval based on 3000 bootstrap samples
Intelligence was included as a further (metric) predictor, as previous research on MicroDYN and related scenarios showed that intelligence was predictive of students’ achievement (e.g., Kröner et al., 2005). We expected Group 1 (ME) and Group 2 (MT) to outperform Group 3 (0 M) at least when CVS was high. Accordingly, we included the interaction of group and CVS in the linear model and calculated the respective contrast estimates. Results indicated significant effects of intelligence, $F(1, 176) = 5.24, p = .023, \eta^2_p = 0.03$, and CVS, $F(1, 176) = 31.10, p < .001, \eta^2_p = 0.15$. Contrast estimates indicated that neither Group 1 (ME), $F(1, 176) < 1$, nor Group 2 (MT), $F(1, 176) < 1$, outperformed Group 3 (0 M) on knowledge acquisition. However, the contrast estimates concerning the interaction of Group and CVS indicated that the slope of the regression of knowledge acquisition on CVS was stronger for Group 1 (ME) than for Group 3 (0 M), $F(1, 176) = 3.67, p (one-tailed) = 0.029, \eta^2_p = 0.02$, whereas the slopes of the regression of Group 2 (MT) and Group 3 (0 M) did not differ, $F(1, 176) < 1$. Bootstrap results (CBa: bias-corrected and accelerated, 3000 samples) confirmed that the slopes of the regressions in Group 1 (ME) and Group 3 (0 M) differed significantly, $B = 0.324, Bias < 0.001, SE = 0.136, p = .015, 95\% CI: [0.051, 0.595]$, whereas the slopes of the regressions in Group 2 (MT) and Group 3 (0 M) did not differ, $B = 0.142, Bias < 0.001, SE = 0.161, p = .359, 95\% CI: [-0.170, 0.456]$. In Table A2 (Appendix), the confidence intervals of all parameters of the model are given.

Figure 2 shows the scatterplot and the regression lines when predicting MicroDYN content knowledge acquisition from CVS. It can be seen that CVS is highly predictive for content knowledge acquisition. The regression line of Group 1 (ME), however, is steeper than the regression line of Group 3 (0 M), whereas the regression line of Group 2 (MT) is descriptively only a little steeper than in Group 3 (0 M). These results are partly in line with our hypothesis: Although Group 1 (ME) did not outperform Group 3 (0 M) on knowledge acquisition in general, Group 1 (ME) outperformed Group 3 (0 M) when CVS was high, indicating better effectiveness of using the control-of-variables strategy. This effect, however, could not be found for Group 2 (MT). In other words, concerning content knowledge acquisition the hybrid metacognitive skill training showed substantial near transfer (that is, from conducting experiments as a cognitive strategy to CVS as a related cognitive strategy) but did not show far transfer (that is, from text highlighting as a cognitive strategy to CVS as an unrelated cognitive strategy).

| Table 4 RQ 2, descriptive statistics |
|--------------------------------------|
| **Type of Training** | 1 (ME) | 2 (MT) | 3 (0 M) |
| Measure | $M$ | $(SD)$ | $M$ | $(SD)$ | $M$ | $(SD)$ |
| Intelligence | 1.23 | (0.35) | 1.29 | (0.39) | 1.26 | (0.36) |
| CVS | 3.94 | (2.27) | 3.47 | (2.26) | 3.53 | (2.31) |
| knowledge | 5.09 | (2.07) | 4.28 | (2.28) | 3.60 | (2.28) |
| Pearson correlation of CVS and knowledge | 0.65 | 0.42 | 0.31 |

Legend:
E = experimenting, T = text highlighting, P = preparation,
ME = Hybrid training on conducting experiments followed by non-hybrid training on text highlighting,
MT = Hybrid training on text highlighting followed by non-hybrid training on conducting experiments,
0 M = Non-hybrid training followed by non-hybrid training,
CVS = Control-of-variables strategy.
Discussion

In this experimental study we examined whether students receiving hybrid metacognitive skill training (metacognitive skills and cognitive strategies) spontaneously transferred metacognitive skills to learning scenarios of different transfer distances (near and far transfer). Therefore, we aimed at clarifying the question whether metacognitive skills only need to be trained in one domain (because students are able to transfer spontaneously) or need to be trained within each domain requiring a (new) cognitive strategy in order to increase the quality of cognitive learning strategy application (because students are not able to transfer metacognitive skills automatically). Our experimental study was conducted in real school life providing high external validity.

From a theoretical point of view, our study provides new insights into important questions about transfer processes in learning strategy training. It extends the previous research perspective by drawing attention to effects on content knowledge acquisition and provides new arguments for the discussion about the domain-general nature of metacognitive skills in self-regulated learning. An experimental design made it possible to enforce fundamental criteria of high-quality research (Spörer & Glaser, 2010): randomized assignment of students to learning groups, alternative treatments to obtain adequate control groups, treatment integrity was guaranteed via classroom observations and trainer rotation, various criteria were used to measure training effects, and, in addition, near and far transfer - as part of the research questions - was explicitly considered. In the following, we describe theoretical considerations and methodical implications structured according to our two research questions.

Fig. 2 Scatter plot and regression lines for predicting knowledge acquisition from consistent application of the control-of-variables strategy (CVS) in the MicroDYN learning scenario
Theoretical considerations

(Spontaneous) metacognitive skill transfer (RQ 1)

Our first research question of this study aimed to clarify whether students spontaneously transfer metacognitive skills to learning scenarios of different transfer distances (Schunk & Zimmerman, 1998). Therefore, we analyzed our results with regard to three learning scenarios (MST_E, MST_T, and MST_P). Regarding near transfer, we were able to consistently show metacognitive skill transfer for both hybrid training groups. Regarding far transfer, both hybrid training groups showed far transfer to MST_P, in which students were asked to plan the preparation for a class exam. We also found far transfer to MST_T. However, there was no far transfer to MST_E. That is, students were able to transfer metacognitive skills when learning required the application of a text-highlighting strategy or any strategy for preparing for an exam, but they were not able to transfer metacognitive skills when learning required the cognitive strategy of conducting experiments and metacognitive skills were not trained regarding conducting experiments. This raises questions concerning the boundary conditions of far transfer of metacognitive skills to occur. One answer could be the familiarity of the cognitive strategy. Since metacognitive skills fall back on metacognitive knowledge, that is declarative, procedural, and conditional strategy knowledge, their successful application depends on a minimum of available strategy knowledge. We assume that - without a specific training - students are more familiar with text highlighting as well as with preparing for an exam than with conducting experiments and applying CVS. Probably students’ metacognitive knowledge of the text-highlighting strategy and systematic preparation for an exam was sufficient even without training - to allow for far metacognitive skill transfer. In contrast, their metacognitive knowledge of the strategy of conducting experiments might have been too weak, inhibiting far metacognitive skill transfer. Thus, spontaneous far transfer of metacognitive skills across different domains is possible but requires sufficient domain-specific metacognitive strategy knowledge.

Metacognitive skill transfer resulting in content knowledge acquisition (RQ 2)

With the second research question we aimed to clarify whether students profit from metacognitive skill training with respect to content knowledge acquisition in near and far transfer tasks. We used a computer-based learning scenario which required students to engage in all three phases of a self-regulated learning process of planning, monitoring, evaluating and regulating (Schunk & Zimmerman, 1998). In line with the results of RQ 1, we found near transfer for hybrid training Group 1 (ME). However, near transfer did not show up in the form of higher quality of strategy execution, since we could not find group differences here. But, we did find effects on content knowledge acquisition. Students who showed high quality in performing CVS acquired more content knowledge when metacognitive skill transfer was near compared to far transfer. This finding can be discussed - carefully because we have no data on that - in the light of students’ cognitive load from metacognitive regulation and resulting working memory capacity for content knowledge acquisition (Wirth et al., 2020). We assume that for the hybrid training group with regard to conducting experiments (ME),
regulating cognitive strategy application (CVS) via metacognitive skills was sufficiently little cognitively demanding. Thus, students of Group 1 (ME) had sufficient free working memory capacity for interpreting experimental results and content knowledge construction. Students of the hybrid training group with regard to text highlighting (MT) were able to transfer their metacognitive skills for regulating CVS application. However, this might have produced too much cognitive load resulting in insufficient free working memory capacity for content knowledge construction. This finding is shown in the regression. If metacognitive skills were applied for regulating cognitive strategy application, content knowledge was acquired, because memory capacity was available. Far transfer seems to exist with regard to cognitive strategy regulation via metacognitive skills, but under far transfer conditions this regulation process is very cognitively demanding, so that not sufficient working memory capacity remains to acquire content knowledge. Again, far transfer seems to be possible and results in better content knowledge acquisition, but only if metacognitive knowledge about a specific cognitive strategy is available, that is, criteria for cognitive strategy execution are familiar. If a student does not have those criteria of a cognitive strategy available, transfer of metacognitive skills is so cognitively demanding that far transfer fails.

The question regarding near and far transfer primarily serves to refute concerns about the general trainability of metacognitive skills and a lack of positive effects on content knowledge acquisition (Sweller & Paas, 2017). Overall, our results of the first research question suggest that transfer exists, but we have to restrictively mention that sufficient metacognitive knowledge (in form of criteria for cognitive strategy application) serves as a prerequisite for successful transfer.

This result strengthens the assumption that metacognitive skill training is only effective in combination with cognitive strategies in the sense of a hybrid-training approach (Sweller & Paas, 2017). From an instructional point of view, hybrid metacognitive skill training should be designed in such a way that, in a first step, metacognitive skills are trained in combination with a specific cognitive strategy (Schuster et al., 2020). Afterwards, in a second step, as far as in hybrid training metacognitive skills and metacognitive knowledge about a specific cognitive strategy had been conveyed, non-hybrid training on other cognitive strategies could follow.

**Further considerations**

Overall, on a purely descriptive level, we mainly found decreasing scores from T2 to T3 in all MST versions in all groups. That is, metacognitive skill transfer decreased over time. This finding is consistent with general findings from transfer research (Klauer, 2010; Salomon & Perkins, 1989; Schuster et al., 2020). It could be an indication that metacognitive skill transfer - even if metacognitive skills were trained for half a year - is not permanent and, therefore, has to be refreshed regularly over a long period of time. Indirect strategy training might be an efficient way for continuously refreshing metacognitive skills and fostering metacognitive skill transfer (Schuster et al., 2018). In contrast to direct strategy training (learning strategies are conveyed explicitly), in indirect training strategies are only stimulated via a strategy-conducive learning environment. Research on combined direct and indirect strategy training provides initial indications for a successful strengthening of the transfer of metacognitive skills (Dignath & Veenman, 2020; Schuster et al., 2018). Such an
indirect training approach might be appropriate especially for schools since indirect strategy training is easier implemented in regular school classes over a long period of time than direct strategy training (Stebner et al., 2019).

Limitations and methodological implications for future research

The present study was conducted in schools providing high external validity. However, there were a lot of confounding variables that could have influenced transfer in both ways. Although scientific quality standards have been met and observed, confounding variables (such as student social interactions, noise etc.) or individual differences (such as socio-economic status; Stebner et al., 2020) could have hampered transfer but also could have helped students to transfer certain metacognitive skills. Therefore, future research should use a laboratory setting in order to gain higher internal validity by minimizing the possible effect of confounding variables (Hulleman & Cordray, 2009). Furthermore, in future studies, cognitive load should be measured to validate our conclusion from Hypothesis 2.

Another offense to the internal validity of our results deals with missing data: Our study suffered from the fact that not all students participated in all measurements (because of illness, school organizational incidents, or a fire alarm during data collection). In answering our two research questions, only those students were included in our analyses who provided non-missing data on all variables. Having had multiple variables in our analyses, this decision for listwise deletion caused considerable percentages of missing data (RQ 1: 35%, RQ 2: 25%). Although analyzing the structure of missingness (cf., Graham 2009) justified us to conclude that missing data occurred largely at random so that our results would not largely be biased, future research should make every effort to reduce the amount of missing data. Again, laboratory settings would open appropriate opportunities to reduce missingness.

MST was used to capture the spontaneous recall and intended application of metacognitive skills in the form of scenario-based vignettes. Compared to questionnaires, vignettes are known to provide higher validity due to their situation-specific characteristics (Wirth & Leutner, 2008). Generally, vignettes require students to activate learning strategy knowledge independently in order to be able to use this for the solution of the task. However, students apply only learning strategy knowledge they plan to use. Whether they actually apply the planned learning strategies in the performance phase and in the reflection phase of the learning process at all and in a high-quality manner cannot be measured by the MST vignettes.

In the study of Schuster et al., (2020), students only mentioned a few metacognitive skills providing a floor effect. In the present study, a new coding system made it possible to capture more metacognitive skills compared to the previous study by considering metacognitive skills that were not explicitly provided in training. Although this can be seen as success, future studies should use multimodal measurements of the learning strategy application to increase validity even more in order to get a realistic impression of students’ actual metacognitive skills application (Azevedo et al., 2022; Dörrenbächer-Ulrich et al., 2021; Panadero et al., 2016; Rovers et al., 2019).

While the MST measuring metacognitive skills application was administered three times during the study (at T1, T2, and T3), due to logistical reasons, MicroDYN, measuring content knowledge acquisition, was only administered at T2. If MicroDYN had been also
administered after the second 15 weeks of training (T3) or if there had been an authen-
tic learning scenario requiring the text-highlighting strategy, we might have been able to
observe even far transfer with an effect on content knowledge acquisition. Furthermore,
we lost statistical power in the analyses because of missing data due to a fire alarm during
T2 and, as T2 was in the winter, a lot of ill students. These aspects emphasize the need for
further studies in laboratory settings with a larger number of students and MicroDYN to be
administered not only once in order to enable pre-post-follow-up comparisons.

Conclusion

To the best of our knowledge, this study on transfer of metacognitive skills in self-regulated
learning is one of the first intervention studies conducted in the field that (1) considered all
criteria of high-quality research (Spörer & Glaser, 2010) and (2) examined transfer effects
on metacognitive skill application as well as actually regulating cognitive strategy applica-
tion resulting in content knowledge acquisition. Results show that hybrid training (that is,
training of metacognitive skills in combination with training of a cognitive strategy) was
crucial for successful near and far transfer of metacognitive skills. We could consistently
empirically show near metacognitive skill transfer for metacognitive skill application and
for content knowledge acquisition. Far transfer was restricted to learning scenarios in which
students possessed sufficient metacognitive strategy knowledge. Since we administered this
kind of far transfer task, we were only able to show far metacognitive skill transfer, but not
for actually regulating cognitive strategy application resulting in content knowledge acqui-
sition. However, our results suggest that it is sufficient to provide students with metacogni-
tive knowledge of quality criteria of a certain cognitive strategy if, and only if, students
received hybrid metacognitive skill training in advance.

Appendix

Table A1 Research Question 1: Pearson correlations of MST scales

| Variable       | (1) | (2) | (3) | (4) | (5) | (6) |
|----------------|-----|-----|-----|-----|-----|-----|
| MST_E at T2 (1)| -   |     |     |     |     |     |
| MST_E at T3 (2)| 0.31| -   |     |     |     |     |
| MST_T at T2 (3)| 0.48| 0.50| -   |     |     |     |
| MST_T at T3 (4)| 0.26| 0.66| 0.48| -   |     |     |
| MST_P at T2 (5)| 0.39| 0.36| 0.57| 0.46| -   |     |
| MST_P at T3 (6)| 0.42| 0.46| 0.50| 0.53| 0.39| -   |

Legend:
MST=Multi-Strategy Test
E=experimenting, T=text highlighting, P=preparation,
ME=Hybrid training on conducting experiments followed by non-hybrid training on text highlighting
MT=Hybrid training on text highlighting followed by non-hybrid training on conducting experiments
0M=Non-hybrid training followed by non-hybrid training
Note that all correlations are significant at the 0.01 level.
Table A2  Research Question 2: Bootstrap analysis

| Parameter | Bias | SE  | p      | BCa 95% Confidence Interval Lower | Upper |
|-----------|------|-----|--------|----------------------------------|-------|
| Intercept | 2.444| .004| .612   | <.001                            | 1.148 | 3.691 |
| Intelligence | .577| -.003| .437   | .190                             | -.289 | 1.394 |
| CVS       | .264| -.001| .086   | .003                             | .100  | .422  |
| ME        | -.381| .010| .577   | .502                             | -1.484| .779  |
| MT        | -.320| -.004| .658   | .624                             | -1.752| .956  |
| 0 M       | 0    | 0   | 0      | .      | .     | .     |
| ME * CVS  | .324| <0.001| .136   | .015                             | .051  | .595  |
| MT * CVS  | .142| <0.001| .161   | .359                             | -.170 | .456  |
| 0 M * CVS | 0    | 0   | 0      | .      | .     | .     |

Legend:

E = experimenting, T = text highlighting, P = preparation
ME = Hybrid training on conducting experiments followed by non-hybrid training on text highlighting
MT = Hybrid training on text highlighting followed by non-hybrid training on conducting experiments
0 M = Non-hybrid training followed by non-hybrid training
CVS = Control-of-variables strategy
BCa = Bias-corrected and accelerated; confidence interval based on 3000 bootstrap sample

Note that the results of nonmetric Kruskal-Wallis ANOVAs of the six dependent variables (184 ≤ N ≤ 226) were completely in line with the results of these ANOVAs: The overall effects of Group were significant (all p < .001), and all but one Mann-Whitney pairwise comparisons were significant as well (all p ≤ .006) and in the expected direction.

Acknowledgements  Both first authors contributed equally to the manuscript. The project “Ganz In. Mit Ganztag mehr Zukunft. Das neue Ganztagsgymnasium NRW” was a joint project of the Mercator Foundation, the Institute for School Development Research Dortmund, the Ministry of School and Education of the State North Rhine-Westphalia and the University Alliance Ruhr. The authors thank these institutions for supporting the project. Further acknowledgments are well deserved by the scientific staff and assistants Benjamin Klein, Friederike Gilsbach, Fabiana Karstens, Soofie Kroß, Carina Maaßen, and Sören-Kristian Berger for carrying out the study together with the authors.

Authors' contributions: All authors contributed to the study conception and design. Material preparation, data collection and analysis were performed by Ferdinand Stebner, Corinna Schuster, Xenia-Lea Weber, Detlev Leutner, and Joachim Wirth. The first draft of the manuscript was written by Ferdinand Stebner and Corinna Schuster and all authors commented on previous versions of the manuscript. Learning environment MicroDYN as well as corresponding statistical analyses were provided by Samuel Greiff. All authors read and approved the final manuscript.

Funding: This study was funded by Stiftung Mercator, Germany. Open Access funding enabled and organized by Projekt DEAL.

Data Availability  All authors declare that all data and materials as well as software application or custom code support the published claims and comply with field standards.

Declarations

Conflict of interest  The authors declare that they have no conflict of interest.
Research involving human participants and/or animals All procedures performed in studies involving human participants were in accordance with the ethical standards of the institutional and/or national research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards.

Informed consent: Informed consent was obtained from all individual participants included in the study.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Aghaie, R., & Zhang, L. J. (2012). Effects of explicit instruction in cognitive and metacognitive reading strategies on Iranian EFL students’ reading performance and strategy transfer. Instructional Science, 40, 1063–1081

Anderson, J. R. (1982). Acquisition of cognitive skill. Psychological Review, 89, 369–406

Azevedo, R., et al. (2022). Lessons learned and future directions of Meta Tutor: Leveraging multichannel data to scaffold self-regulated learning with intelligent tutoring systems. Frontiers in Psychology, 13, DOI: https://doi.org/10.3389/fpsyg.2022.813632

Biwer, F., oude Egbrink, M. G. A., Aalten, P., & de Bruin, A. (2020). Fostering effective learning strategies on higher education - a mixed methods study. Journal of Applied Research in Memory and Cognition, 9, DOI: https://doi.org/10.1016/j.jarmac.2020.03.004

Boekaerts, M. (1999). Self-regulated learning: where we are today. International Journal of Educational Research, 31, 445–457

Carretti, B., Caldarola, N., Tencati, C., & Cornoldi, C. (2014). Improving reading comprehension in reading and listening settings: The effect of two training programmes focusing on metacognition and working memory. The British Journal of Educational Psychology, 84, 94–210

Desoete, A., Roeyers, H., & Clercq, A. (2003). Can offline metacognition enhance mathematical problem solving? Journal of Educational Psychology, 95, 188–200

Dignath, C., & Veenman, M. V. J. (2020). The role of direct strategy instruction and indirect activation of self-regulated learning—Evidence from classroom observation studies. Educational Psychology Review. https://doi.org/10.1007/s10648-020-09534-0

Donker, A. S., de Boer, H., Kostons, D., Dignath-van Ewijk, C., & van der Werf, M. (2014). Effectiveness of learning strategy instruction on academic performance: A meta-analysis. Educational Research Review, 11, 1–26

Dörrenbächer-Ulrich, L., Weißenfels, M., Russer, L., & Perels, F. (2021). Multimethod assessment of self-regulated learning in college students: Different methods for different components? Instructional Science, 49, 137–163. https://doi.org/10.1007/s11251-020-09533-2

Dunlosky, J., & Lipko, A. R. (2007). Metacomprehension: A brief history and how to improve its accuracy. Association for Psychological Science, 16, 228–232

Faul, F., Erdfelder, E., Buchner, A., & Lang, A. G. (2009). Statistical power analyses using G*Power 3.1: Tests for correlation and regression analyses. Behaviour Research Methods, 41, 1149–1160

Flavell, J. H. (1979). Metacognition and cognitive monitoring. A new area of cognitive-developmental inquiry. American Psychologist, 34, 906–911

Flavell, J. H., Miller, P. H., & Miller, S. A. (2002). Cognitive development (4th ed.). Prentice Hall

Forbus, K. D., Gentner, D., & Law, K. (1994). MAC/FAC: A model of similarity-based retrieval. Cognitive Science, 19, 141–205

Gearing, R. E., El-Bassel, N., Ghesquiere, A., Baldwin, S., Gillies, J., & Ngeow, E. (2011). Major ingredients of fidelity: A review and scientific guide to improving quality of intervention research implementation. Clinical Psychology Review, 31, 79–88

Gentner, D. (1983). Structure-mapping: A theoretical framework for analogy. Cognitive Science, 7, 155–170

Gentner, D. (1989). The mechanisms of analogical learning. In S. Vosniadou, & A. Ortony (Eds.), Similarity and analogical reasoning (pp. 199–241). Cambridge University Press
Gick, M. L., & Holyoak, K. J. (1983). Schema induction and analogical transfer. *Cognitive Psychology, 15*, 1–38.

Graham, J. W. (2009). Missing data analysis: Making it work in the real world. *Annual Review of Psychology, 60*, 549–576. https://doi.org/10.1146/annurev.psych.58.110405.085530

Greene, J. G., Moore, J. L., & Smith, D. R. (1993). Transfer of situated learning. In D. K. Detterman, & R. J. Sternberg (Eds.), *Transfer on trial: Intelligence, cognition, and instruction* (pp. 99–167). Ablex Publishing

Greene, J. A., Bolick, C. M., Jackson, W. P., Caprino, A. M., Oswald, C., & McVea, M. (2015). Domain-specificity of self-regulated learning processing in science and history. *Contemporary Educational Psychology, 42*, 111–128. https://doi.org/10.1016/j.cedpsych.2015.06.001

Greiff, S., Wüstenberg, S., & Funke, J. (2012). Dynamic problem solving. *Applied Psychological Measurement, 36*, 189–213. https://doi.org/10.1177/0146621612439620

Gruber, H., Law, L., Mandl, H., & Renkl, A. (1996). Situated learning and transfer. In P. Reimann, & H. Spada (Eds.), *Learning in humans and machines: Towards an interdisciplinary learning science* (pp. 168–188). Bergamon

Heller, M., & Perleth, C. (2000). *Kognitiver Fähigkeitsetest für 4. bis 13. Klassen (KFT 4–13)* [Cognitive ability test for grades 4 to 13]. Beltz Test

Holyoak, K. J., & Thagard, P. (1989). Analogical mapping by constraint satisfaction. *Cognitive Science, 13*, 295–355

Horton, R. L. (1978). *The general linear model*. McGraw-Hill

Hullemann, C. S., & Cordray, D. S. (2009). Moving from the lab to the field: The role of fidelity and achieved relative intervention strength. *Journal of Research on Educational Effectiveness, 2*, 88–110

Klahr, D., & Dunbar, K. (1988). Dual space search during scientific reasoning. *Cognitive Science, 12*, 1–48

Klauser, K. J. (2010). *Transfer des Lernens: Warum wir oft mehr lernen als gelehrt wird* [Transfer of learning. Why we often learn more than is taught]. Kohlhammer Verlag

Koedinger, K. R., Aleven, V., Roll, I., & Baker, R. (2009). In vivo experiments on whether supporting metacognition in intelligent tutoring systems yields robust learning. In D. J. Hacker, J. Dunlosky, & C. Graesser (Eds.), *Handbook of metacognition in education* (pp. 897–964). Routledge

Kröner, S., Plass, J., & Leutner, D. (2005). Intelligence assessment with computer simulations. *Intelligence, 33*, 347–368

Leopold, C., den Elzen-Rump, V., & Leutner, D. (2007). Self-regulated learning from science texts. In M. Prenzel (Ed.), *Studies on the educational quality of schools: The final report on the DFG Priority Program* (pp. 221–238). Waxmann

Leopold, C., & Leutner, D. (2015). Improving students’ science text comprehension through metacognitive self-regulation when applying learning strategies. *Metacognition and Learning, 10*, 313–346. https://doi.org/10.1007/s11409-014-9130-2

Lobato, J. (2012). The actor-oriented transfer perspective and its contributions to educational research and practice. *Educational Psychologist, 47*, 232–247. https://doi.org/10.1080/00461520.2012.693353

Meijer, J., Veenman, M. V. J., & van Hout-Wolters, B. H. A. M. (2006). Metacognitive activities in text-studying and problem-solving: Development of a taxonomy. *Educational Research and Evaluation, 12*, 209–237. https://doi.org/10.1080/13803610500479991

Nelson, T. O., & Narens, L. (1990). Metamemory: a theoretical framework and new findings. *The Psychology of Learning and Motivation, 26*, 125–173

Neuenhaus, N., Artelt, C., Lingel, K., & Schneider, W. (2011). Fifth graders metacognitive knowledge: General or domain-specific? *European Journal of Psychology of Education, 26*, 163–178. https://doi.org/10.1007/s10212-010-0040-7

Panadero, E., Klug, J., & Järvelä, S. (2016). Third wave of measurement in the self-regulated learning field: when measurement and intervention come hand in hand. *Scandinavian Journal of Educational Research, 60*, 723–735. https://doi.org/10.1080/00313831.2015.1066436

Paris, S. G., Lipson, M. Y., & Wixson, K. K. (1983). Becoming a strategic reader. *Contemporary Educational Psychology, 8*, 293–316

Poitras, E. G., & Lajoie, S. P. (2013). A domain-specific account of self-regulated learning: the cognitive and metacognitive activities involved in learning through historical inquiry. *Metacognition and Learning, 8*, 213–234. https://doi.org/10.1007/s11409-013-9104-9

Raajmakers, S. F., Baars, M., Schaap, L., Paas, F., van Merriënboer, J., & van Gog, T. (2018). Training self-regulated learning skills with video modeling examples: Do task-selection skills transfer? *Instructional Science, 46*, 273–290. https://doi.org/10.1007/s11251-017-9434-0

Reeves, L. M., & Weisberg, R. W. (1994). The role of content and abstract information in analogical transfer. *Psychological Bulletin, 115*, 381–400
Roorda, G., Vos, P., & Goedhart, M. J. (2015). An actor-oriented perspective on high school students’ development of the use of procedures to solve problems on rate of change. *International Journal of Science and Mathematics Education*, 13, 863–889. https://doi.org/10.1007/s10763-013-9501-1

Rotgans, J., & Schmidt, H. (2009). Examination of the context-specific nature of self-regulated learning. *Educational Studies*, 35, 239–253. https://doi.org/10.1080/03055690802648051

Rovers, S. F. E., Clarebout, G., Savelberg, H. H. C. M., de Bruin, A. B. H., & van Merriënboer, J. J. G. (2019). Granularity matters: comparing different ways of measuring self-regulated learning. *Metacognition and Learning*, 14, 1–19. https://doi.org/10.1007/s11409-019-09188-6

Salomon, G., & Perkins, D. N. (1989). Rocky roads to transfer: Rethinking mechanism of a neglected phenomenon. *Educational Psychologist*, 24, 113–142

Schleicher, A. (2019). *PISA 2018: Insights and Interpretations*. OECD Publishing

Schraw, G., Crippen, K. J., & Hartley, K. (2006). Promoting self-regulation in science education: Metacognition as part of a broader perspective on learning. *Research in Science Education*, 36, 111–139. https://doi.org/10.1007/s11165-005-3917-8

Schunk, D. H., & Zimmerman, B. J. (1998). *Self-regulated learning: From teaching to self-reflective practice*. Guilford Press

Schuster, C., Stebner, F., Leutner, D., & Wirth, J. (2020). Transfer of metacognitive skills in self-regulated learning: an experimental training study. *Metacognition and Learning*, 15, 455–477. https://doi.org/10.1007/s10840-020-09237-5

Schuster, C., Stebner, F., Wirth, J., & Leutner, D. (2018). Förderung des Transfers metakognitiver Lernstrategien durch direktes und indirektes Training [Fostering transfer of metacognitive skills through direct and indirect training]. *Unterrichtswissenschaft*, 46, 409–435. https://doi.org/10.1007/s42010-018-0028-6

Schweizer, F., Wüstenberg, S., & Greif, S. (2013). Validity of the MicroDYN approach: Complex problem solving predicts school grades beyond working memory capacity. *Learning and Individual Differences*, 24, 42–52. https://doi.org/10.1016/j.lindif.2012.12.011

Souvignier, E., & Mokhlesgerami, J. (2006). Using self-regulation as a framework for implementing strategy instruction to foster reading comprehension. *Learning and Instruction*, 16, 57–71

Spörer, N., & Glaser, C. (2010). Förderung selbstregulierten Lernens im schulischen Kontext [Fostering self-regulated learning in schools]. *Zeitschrift für Pädagogische Psychologie*, 24, 171–175

Stebner, F., Pfänder, H., Schuster, C., Schurig, M., van den Bogaert, V., & Strähle, P. (2019). Implementing self-regulated learning at all-day schools using the Analytical Framework for Developmental Processes. In M. Schüpbach, & N. Lilla (Eds.), *Extended Education from an International Comparative point of view* (pp. 23–35). Springer Nature

Stebner, F., Schillfhauser, S., Schmeck, A., Schuster, C., Leutner, D., & Wirth, J. (2015). Selbstreguliertes Lernen in den Naturwissenschaften. Praxismaterial für die 5. und 6. Jahrgangsstufe [Self-regulated learning in science. Praxis material for Fifth- and Sixthgraders]. Waxmann

Stebner, F., Schuster, C., Dicke, T., Karlen, T., Wirth, J., & Leutner, D. (2020). The effects of self-regulation training on self-regulated learning competencies and cognitive load - Does the socioeconomic status matter? In S. Tindall-Ford, S. Agostinho, & J. Sweller (Eds.), *Advances in Cognitive Load Theory: Rethinking Teaching* (pp. 194–208). Routledge

Sweller, J., & Paas, F. (2017). Should self-regulated learning be integrated with cognitive load theory? A commentary. *Learning and Instruction*, 51, 85–89

Thiede, K. W., Griffin, T. D., Willey, J., & Anderson, M. C. M. (2010). Poor metacomprehension accuracy as a result of inappropriate cue use. *Discourse Processes*, 47, 331–362. https://doi.org/10.1080/01638530902959927

Tschirgi, J. E. (1980). Sensible Reasoning: A hypothesis about hypotheses. *Child Development*, 51, 1–10

van Meeuwen, L. W., Brand-Gruwel, S., Kirschner, P. A., de Bock, J. J. P. R., & van Merriënboer, J. J. G. (2006). Fostering self-regulation in training complex cognitive tasks. *Educational Technology Research and Development*, 66, 53–73

Veenman, M. V. J., van Hout-Wolters, B. H. A. M., & Aflerbach, P. (2006). Metacognition and learning: conceptual and methodological considerations. *Metacognition and Learning*, 1, 3–14

Weinstein, C. E., Husman, J., & Dierking, D. R. (2000). Self-regulation interventions with a focus on learning strategies. In M. Boekaerts, P. R. Pintrich, & M. Zeidner (Eds.), *Handbook of Self-Regulation* (pp. 727–747). Elsevier

Winne, P. H., & Hadwin, A. F. (1998). Studying as self-regulated learning. In D. J. Hacker, J. Dunlosky, & A. C. Graesser (Eds.), *Metacognition in educational theory and practice* (pp. 277–304). Erlbaum

Wirth, J., & Leutner, D. (2008). Self-regulated learning as a competence. *Zeitschrift Für Psychologie [Journal of Psychology]*, 216, 102–110

Wirth, J., Stebner, F., Tryptke, M., Schuster, C., & Leutner, D. (2020). An interactive layers model of self-regulated learning and cognitive load. *Educational Psychology Review*, 32, 1127–1149. https://doi.org/10.1007/s10648-020-09568-4
Zepeda, C. D., Richey, J. E., Ronevich, P., & Nokes-Malach, T. J. (2015). Direct instruction of metacognition benefits adolescent science learning, transfer, and motivation: An in vivo study. *Journal of Educational Psychology, 107*, 954–970. [https://doi.org/10.1037/edu0000022](https://doi.org/10.1037/edu0000022)

Zimmerman, B. J. (2013). From cognitive modeling to self-regulation: a social cognitive career path. *Educational Psychology, 48*, 135–147. [https://doi.org/10.1080/00461520.2013.794676](https://doi.org/10.1080/00461520.2013.794676)

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

### Authors and Affiliations

Ferdinand Stebner¹ · Corinna Schuster² · Xenia-Lea Weber¹ · Samuel Greiff³ · Detlev Leutner⁴ · Joachim Wirth²

---

Ferdinand Stebner  
ferdinand.stebner@uos.de

Corinna Schuster  
corinna.schuster@rub.de

Xenia-Lea Weber  
xenia-lea.weber@rub.de

Samuel Greiff  
samuel.greiff@gmail.com

Detlev Leutner  
detlev.leutner@uni-due.de

Joachim Wirth  
lehrerforschung@rub.de

---

¹ University of Osnabrück, Heger-Tor-Wall 9, 49074 Osnabrück, Germany

² Ruhr University Bochum, Bochum, Germany

³ University of Luxembourg, Luxembourg, Luxembourg

⁴ University of Duisburg-Essen, Duisburg, Germany