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Platinum is used extensively as a catalyst for a wide variety of chemical reactions, though its scarcity and price present limitations to expansions of its use. To understand the origin of platinum’s versatility—with the goals of both improving the efficiency of existing catalysts and mimicking its reactivity with more abundant metals—the mechanisms of platinum-catalyzed chemical reactions must be understood via structural and spectroscopic characterization of these catalysts under operando conditions. Such data, typically consisting of complex mixtures of species, often prove challenging to interpret, inviting the aid of chemical theory. DFT calculations in particular have proven successful at predicting structural and spectroscopic parameters of transition metal species, though a thorough investigation of how these methods perform for platinum-based complexes has yet to be undertaken. Herein, we evaluated the performance of geometry optimization for five commonly used functionals (BP86, PBE, B3LYP, PBE0, and TPSSH) in combination with various ligand basis sets, relativistic approximations, and solvation and dispersion models. We applied these DFT methods to a training set of 14 platinum-containing complexes with varying sizes, oxidation states, and number and type of ligands and determined that the best-performing method was the PBE0 functional together with the def2-TZVP basis set for the ligand atoms, the ZORA relativistic approximation, and solvation and dispersion corrections. The ability of this DFT methodology to accurately predict metrical parameters was confirmed using two case studies, most notably by comparing the DFT optimized geometry of a previously uncharacterized complex to newly collected EXAFS data, which showed excellent agreement.

Introduction

Platinum-based catalysts have found wide use in both laboratory and industrial processes—e.g. catalytic converters and fuel cells in automobiles, the refining of gasoline, sustainable production of lactic acid for bioplastics, and the oxidation of furfural during the refining of biomass—due in large part to their efficiency and stability. Unfortunately, despite these desirable properties, platinum is a rare and expensive metal and the large and increasing demand is further increasing its price.

Due to this cost and scarcity, numerous efforts are underway to increase the efficiency of platinum use. A cornerstone of these efforts is the drive to understand the mechanisms of platinum-catalyzed reactions by probing the geometric and electronic structures of the chemical species involved in catalysis. Critical information includes the metal and ligand oxidation states, the number of ligands and their chemical identities, and the overall geometries of the active catalyst and reaction intermediates. By understanding how these catalysts operate and, indeed, how they become inactive, we will have a foundation for rational catalyst improvement and de novo design. Unfortunately, while this information is oftentimes straightforward to obtain for static compounds, it is typically much more challenging to elucidate for catalytic intermediates, which often only exist for a short time, generally cannot be crystallized, and typically are present as part of a mixture of chemically-related species.

A strategy for overcoming some of the challenges associated with studying bulk material catalysts that also greatly improves the efficiency of platinum use is to employ platinum as single site catalysts, whereby individually-bound platinum atoms are employed as catalytic species. These site-isolated catalysts are typically composed of platinum centers dispersed on inorganic supports such as zeolites or metal oxides. Because these catalysts are in the limit of very small clusters, they differ from bulk metal catalysts in that all platinum atoms are available for catalysis, making them significantly more efficient than bulk.
materials and even nanoclusters. Moreover, in the limit of mono- to oligonuclear species, the properties and behavior of the metal centers approach those of homogeneous catalysts, thereby enabling their study by the battery of structural and spectroscopic characterization methods available to small molecules.

To this end, a sizable toolbox of characterization methods is available that can be applied even to the demanding conditions of operando catalytic reactions of an at times “spectroscopically quiet” metal like platinum. Vibrational techniques like IR and Raman spectroscopy provide information about the identity of the ligands and the nucleality and uniformity of the catalytic centers. NMR, both of light atoms and of platinum itself, can offer detailed insight into the structure of the catalytic center and its ligands; e.g. 13C NMR can distinguish between different small ligands (e.g. CO vs. carbonates) and their location (e.g. bridging vs. terminal), while 195Pt NMR can offer insight into the geometric features of the metal centers, even distinguishing between isomers. X-ray absorption and emission spectra, on the other hand, contain information on the metal oxidation state, coordination environment, and metal-ligand bond distances. These techniques, often combined with mass spectrometric and kinetic analyses, have provided detailed insight into the mechanisms of many catalytic reactions.

Even with this battery of methods available, however, significant challenges still remain. Critically, the interpretation of the resulting data can prove difficult since, by definition, catalytic reactions involve multiple, closely related species—resting catalyst, various intermediate and activated states, and product—that all exist simultaneously and can contribute to any collected data. It is here that aid from chemical theory can provide guidance, allowing theoretical properties and spectra to be computed and compared to experiment, thus enabling hypotheses about contributing species to be ruled out. In order to be successful, computational methods must be able to reliably predict the geometric structure of candidate species, since calculation of properties and spectroscopic parameters depends critically on accurate molecular geometries.

Density functional theory (DFT) has proven to be a useful computational tool for predicting the geometries of transition metal complexes, with the ability to accurately reproduce the structures of a wide range of compounds. Despite platinum’s catalytic importance, however, few of these studies have focused on this metal, and nearly all those that have narrowly focused on a single compound or small subset of compounds (e.g. cisplatin). Such a narrow scope makes such studies susceptible to bias in favor of the investigated species and thus in danger of lacking wide generalizability. A superior approach is to investigate a broad array of complexes comprising various oxidation states, geometries, and ligand identities to establish how well a given methodology holds up generally. To our knowledge, there has been no such systematic study evaluating the performance of commonly used DFT methods for platinum compounds.

In this paper, we investigate how well various DFT methods reproduce the crystallographically-determined structures of a set of 14 platinum-containing complexes (Fig. 1). These complexes range in size, geometry, ligand identity, and oxidation state of the platinum center. We evaluated the performance of five commonly used functionals, as well as the effect of ligand basis set, relativistics, solvation, and dispersion. Once top-performing methods were identified for this training set, we then applied them to two “case studies” to evaluate their performance. First, the methods were used to reproduce the structure of a complex with quite different chemical functionality from what was present in the training set to assess their generalizability. Second, we used the DFT methods to predict the metrical parameters of a complex lacking a crystallographically-determined structure and compared the results to EXAFS-determined metrics reported herein.

Methods

Computational details

All calculations were performed using the ORCA program versions 4.1 and 4.2. Geometry optimizations were initiated from structures available from the Cambridge Structural Database or the Crystallography Open Database (Table 1) and employed the BP86, PBE, B3LYP, PBE0, and TPSSh functionals. All calculations used a dense DFT integration grid (Grid7) while calculations with hybrid and meta-hybrid functionals used the RIJCPD approximation and also a dense COSX integration grid (GridX7 to GridX9). For all calculations, the all-electron relativistically contracted TZVP basis set (SARC/ZORA-TZVP or SARC-DKH-TZVP in ORCA notation) was used on platinum together with an integration accuracy of 7. The basis set used for the ligand atoms was either def2-SVP or def2-TZVP (with the corresponding SARC/J auxiliary basis set). Relativistics were accounted for using either ZORA or DKH while dispersion effects, when used, were included {via} the Becke–Johnson damping scheme (D3BJ).
Lastly, when solvation effects were modeled, they were accounted for using the CPCM model. In an infinite dielectric and with a Gaussian charge scheme (only available in ORCA 4.2). In the end, 80 different methods were employed for each complex studied (five functionals, two ligand basis sets, two relativistic methods, presence or absence of dispersion, and presence or absence of solvation). For all calculations, the geometry optimized structures were confirmed to be energetic minima by vibrational frequency analysis. Sample input files can be found in the ESI.

Comparison of optimized structures

To evaluate the performance of each method, we compared the optimized geometry of each complex to its reported X-ray crystallographic structure using three different measures, each of which captures a different component of the optimization’s performance. First, we assessed the RMSD of only atoms bonded directly to the Pt center (RMSD$_{pt}$), which reports on how well a method reproduces the geometry of the metal center and the first shell bonding of its ligating atoms. Next, the overall RMSD of all non-hydrogen atoms (RMSD$_{all}$) was assessed, giving a sense for how well a method is able to reproduce the entire 3D structure of a complex (for complexes containing solely monoatomic ligands, this is identical to RMSD$_{pt}$). Lastly, we also computed the mean percent deviation of the Pt–L bond lengths for all atoms bonded to the platinum center (Δ), a measure that is similar to RMSD$_{pt}$ but that focuses solely on the metal–ligand bond distances and not changes to the 3D arrangement of atoms, making it comparable to the data collected during, e.g., an EXAFS measurement. The RMSD values were calculated using UCSF Chimera while Δ was computed as in ref. 49. Vibrational corrections were not made to the computed bond lengths as these corrections are expected to be appreciably smaller than even the best Δ values obtained. The equations used for these determinations are provided in the ESI.

These input files are representative of the majority of the calculations that were run. In a few isolated cases, it was necessary to increase the SCF/geometry convergence thresholds, grid size, and the integration accuracy in order to obtain positive frequencies. An example of this is included in the ESI.

**Table 1** List of the complexes studied

| Number | Complex name | Ref. |
|--------|--------------|-----|
| (1)    | Cisplatin    | 56  |
| (2)    | Hexabromoplatinate | 57  |
| (3)    | Tetracloroplatinate | 58  |
| (4)    | Hexachloroplatinate | 59  |
| (5)    | Tetracyanoplatinate | 60  |
| (6)    | Hexacyanoplatinate | 61  |
| (7)    | Dichloro(diclorepentadienyl)platinum | 62  |
| (8)    | cis-Dichlorobis(ethylhydrophosphate)platinum | 63  |
| (9)    | (Glycylglycine)-trichloroplatinum | 64  |
| (10)   | cis-Dichlorobis(dimethylsulfosodi)platinum | 65  |
| (11)   | cis-Dichlorobis(dimethyl sulfosodi)platinum | 66  |
| (12)   | Trimethyl(methylcyclopentadienyl)platinum | 67  |
| (13)   | Platinum(n) bis(acetylacetonate) | 68  |
| (14)   | [2,6-Bis(2-pyridyl)phenyl-C,N,N]chloroplatinum | 69  |

**Statistical methods**

Because the results from the training set are not expected to have a normal distribution, averages and standard deviations were calculated using a bootstrapping procedure. Namely, for each structural metric, the data was sampled with replacement as many times as there were data points and the average was computed. This process was repeated 1000 times, and the averages and standard deviations of the bootstrapped values are reported.

**EXAFS data collection and processing**

X-ray absorption spectra were collected in transmission mode at the PIPOX beamline (ID2A) at the Cornell High Energy Synchrotron Source, operated at 6 GeV and 100 mA. The incident energy was selected using a cryogenically-cooled Si(111) monochromator and harmonic rejection was achieved with a pair of rhodium-coated mirrors upstream of the sample. The incident beam energy was calibrated using a cryogenically-cooled Si(111) monochromator and harmonic rejection was achieved with a pair of rhodium-coated mirrors upstream of the sample. To prevent beam damage, the sample was cooled to 100 K using a nitrogen cryostream and the beam intensity was attenuated by detuning and the use of Al foil attenuation upstream of the sample.

Data processing was carried out using the Demeter suite. 11 scans were averaged in Athena. Background and spline removal were handled by the AUTOBK function over a k range of 1 to 12, with an Rhbg parameter of 1.0 and a k weight of 3. Fitting was performed using Artemis. The scattering paths for EXAFS fitting were calculated using FEFF 9.0.54 using a model structure built in ChemCraft and including all atoms of the complex. Fitting was performed from $k = 3–12$ and, during fitting, the coordination numbers were systematically varied (see ESI†) while the distances ($R_0$), Debye–Waller factors ($σ^2$), and zero-energy shift ($ΔE_0$) were allowed to float. The $S_0^2$ value was fixed at 1.0.

**Results**

The goals of this work were twofold: (1) to identify the DFT method(s) that best reproduces the crystallographically-determined geometry of platinum-based compounds, and (2) to assess the robustness of this method(s) by challenging it with more complex structures than those found in the training set. To begin, we evaluated the performance of five commonly used functionals along with two ligand basis sets, two relativistic approximations, and evaluated the effect of solvation and dispersion. By combining these factors, we optimized the geometry of each complex using 80 different methods (full list of methods included in Table S1, ESI†). The effect of functional, relativistics, basis set, solvation, and dispersion are explored in the following sections. Once the top-performing methods were identified, they were (1) challenged to reproduce the geometry of a large crystallographically-characterized complex containing chemical functionality not found in the training set, and (2)
used to predict the structure of a Pt complex lacking previous structural characterization and the results compared to newly-obtained EXAFS data.

**Overall assessment**

To obtain an overall assessment of how well each method could reproduce crystallographic geometries, a bootstrapping algorithm was used to sample the sets of RMSD_{all}, RMSD_{Pt}, and $\Delta$ values for all 14 complexes in the training set, thus returning an overall average and standard deviation for each of these three metrics. The results (Table S2, ESI) indicate that the agreement between experimental and calculated geometries varied considerably between the tested computational methods, with the apparent agreement also varying depending on the metric used for evaluation; in general, the more holistic a metric was (RMSD_{all} > RMSD_{Pt} > $\Delta$) the greater the uncertainty in its average performance.

The 15 methods with the best agreement as assessed by RMSD_{all} (RMSD = 0.066–0.082 Å) are reported in Table 2 (complete results can be found in Table S2, ESI), and already several conclusions can be drawn from just these topline results. While method performance varied according to the metric used, there was considerable overlap between the three metrics—indeed, the top three methods were the same, and in the same order, for all three of the metrics. On the other hand, the significant uncertainties of the averages (often ~20%) resulted in no single method standing above all others; for RMSD_{all} there were 12 methods with averages within one standard deviation of the best, while there were seven and three methods within one standard deviation for RMSD_{Pt} and $\Delta$, respectively. The $\Delta$ result is noteworthy as it reveals a relatively steep drop in agreement as compared to the two RMSD values; the 15th best method as recorded by $\Delta$ has an average that is 80% larger than the best method, while the 15th best as recorded by RMSD_{all} and RMSD_{Pt} are only 25% and 35% larger than their respective best. As such, it is apparent that the more holistic RMSD metrics potentially mask real and chemically meaningful deviations in Pt-ligand bond lengths.

Looking at the methods themselves, all of the 15 methods present in Table 2 employed the ZORA relativistic approximation and modeled solvation using CPCM, indicating the importance of including these parameters. The effect of the other computational inputs, however, was more variable, and will be explored in more detail individually in the following section (vide infra). Briefly, the PBE0 and TPSSH functionals tended to perform best, though PBE, BP86, and B3LYP also appeared among the top 15 methods present in Table 2. The impact of ligand basis set and dispersion corrections was even more varied, with no clear conclusions apparent from the subset of data in Table 2.

**Effects of computational parameters**

The results in Table 2 and Table S2 (ESI) enable several broad conclusions to be made about the effects of the various computational parameters employed. Perhaps most noteworthy, all of the 15 methods present in Table 2 make use of solvation modeling via CPCM and account for relativistics using ZORA. That the inclusion of solvation is required for good agreement between theory and experimental data on solid state structures is likely unsurprising, though the complete absence of any methods using DKH2 is notable. Closer investigation of this result reveals that, for every functional tested, structures optimized using DKH2 have on average >3× greater deviation from experiment as measured by RMSD_{all} (Fig. 2) than do those optimized using ZORA. The large deviation from experiment generally derived from DKH2 calculations underestimating metal-ligand distances by large margins (>0.2 Å), often to values outside physical plausibility; indeed, the agreement as measured by $\Delta$ was even worse than RMSD_{all}, with DKH2 performing ≥5× worse than ZORA (Fig. S2, ESI). While unexpected, this behavior has been documented previously and can be attributed to numerical instabilities in the DKH2 implementation in ORCA.$§$ The errors introduced by the DKH2 method were so large that they overwhelmed the effects from the other computational parameters and, as such, further analysis was performed solely taking account of the ZORA calculations.

---

Table 2: Comparison of the top 15 methods as assessed by RMSD_{all}.

| Method                  | RMSD_{all} (Å) | RMSD_{Pt} (Å) | $\Delta$ (%) | Rank by RMSD_{all} | Rank by RMSD_{Pt} | Rank by $\Delta$ |
|-------------------------|----------------|---------------|--------------|---------------------|-------------------|------------------|
| PBE0/ZORA/TZVP/D3BJ/CPCM | 0.066 ± 0.014  | 0.034 ± 0.009 | 0.60 ± 0.13  | 1\textsuperscript{a} | 1\textsuperscript{a} | 1\textsuperscript{a} |
| PBE0/ZORA/TZVP/CPCM     | 0.067 ± 0.013  | 0.034 ± 0.007 | 0.64 ± 0.13  | 3\textsuperscript{a} | 2\textsuperscript{a} | 2\textsuperscript{a} |
| PBE0/ZORA/SVP/D3BJ/CPCM | 0.069 ± 0.014  | 0.038 ± 0.009 | 0.69 ± 0.13  | 3\textsuperscript{a} | 3\textsuperscript{a} | 3\textsuperscript{a} |
| TPSSh/ZORA/TZVP/D3BJ/CPCM | 0.071 ± 0.013 | 0.039 ± 0.010 | 0.85 ± 0.14  | 4\textsuperscript{a} | 5\textsuperscript{a} | 5\textsuperscript{a} |
| TPSSh/ZORA/TZVP/CPCM    | 0.071 ± 0.012  | 0.039 ± 0.009 | 0.96 ± 0.14  | 5\textsuperscript{a} | 6\textsuperscript{a} | 6\textsuperscript{a} |
| TPSSh/ZORA/SVP/CPCM     | 0.074 ± 0.012  | 0.044 ± 0.009 | 1.09 ± 0.15  | 6\textsuperscript{a} | 8\textsuperscript{a} | 8\textsuperscript{a} |
| TPSSh/ZORA/SVP/D3BJ/CPCM | 0.075 ± 0.013  | 0.043 ± 0.011 | 0.96 ± 0.15  | 7\textsuperscript{a} | 7\textsuperscript{a} | 7\textsuperscript{a} |
| PBE/ZORA/TZVP/D3BJ/CPCM | 0.077 ± 0.013  | 0.042 ± 0.009 | 1.08 ± 0.15  | 8\textsuperscript{a} | 9\textsuperscript{a} | 9\textsuperscript{a} |
| PBE/ZORA/SVP/CPCM       | 0.078 ± 0.012  | 0.047 ± 0.009 | 1.28 ± 0.17  | 9\textsuperscript{a} | 10\textsuperscript{a} | 10\textsuperscript{a} |
| PBE/ZORA/TZVP/CPCM      | 0.079 ± 0.013  | 0.044 ± 0.008 | 1.20 ± 0.16  | 10\textsuperscript{a} | 11\textsuperscript{a} | 11\textsuperscript{a} |
| PBE/ZORA/SVP/D3BJ/CPCM  | 0.079 ± 0.012  | 0.045 ± 0.009 | 1.14 ± 0.16  | 11\textsuperscript{a} | 12\textsuperscript{a} | 12\textsuperscript{a} |
| B3LYP/ZORA/TZVP/D3BJ/CPCM | 0.080 ± 0.012 | 0.051 ± 0.008 | 1.49 ± 0.17  | 12\textsuperscript{a} | 13\textsuperscript{a} | 13\textsuperscript{a} |
| B3LYP/ZORA/SVP/D3BJ/CPCM | 0.081 ± 0.012  | 0.040 ± 0.008 | 1.50 ± 0.16  | 13\textsuperscript{a} | 14\textsuperscript{a} | 14\textsuperscript{a} |
| BP86/ZORA/TZVP/CPCM     | 0.082 ± 0.013  | 0.046 ± 0.009 | 1.39 ± 0.18  | 14\textsuperscript{a} | 15\textsuperscript{a} | 15\textsuperscript{a} |
| BP86/ZORA/SVP/D3BJ/CPCM | 0.082 ± 0.012  | 0.047 ± 0.009 | 1.21 ± 0.17  | 15\textsuperscript{a} | 16\textsuperscript{a} | 16\textsuperscript{a} |

\(\Delta\) Indicates the method is within one standard deviation of the best method for that metric.

---

$§$ Discussion of these effects can be found on the ORCA support forum, e.g. in the thread located here: https://orcaforum.kofo.mpg.de/viewtopic.php?f=11&t=1392.
appears as positive values). Despite clear spread in the results, (ESI† and one did not—were calculated and are plotted in Fig. S9–S11 pairs of calculations—identical except one included dispersion agreement (as measured by each of the three metrics) between to ligand basis set, for this comparison the difference in improvement on the results using SVP in 73%, 75%, and 57% of the comparisons as measured by RMSD_all, RMSD_Pt, and Δ, respectively, corresponding to median improvements of 0.004 Å, 0.002 Å, and 0.036%. Thus, while a subtle effect, it appears choosing TZVP over SVP can generally be expected to slightly improve optimized geometries.

Lastly, the effect of dispersion was investigated. Analogously to ligand basis set, for this comparison the difference in agreement (as measured by each of the three metrics) between pairs of calculations—identical except one included dispersion and one did not—were calculated and are plotted in Fig. S9–S11 (ESI†) (improved agreement upon inclusion of dispersion appears as positive values). Despite clear spread in the results, on average including dispersion in the geometry optimization resulted in better agreement with experiment, a result that holds true across all of the functionals tested. Across all 280 pairs of calculations that were assessed, including dispersion increased agreement with experiment in 64%, 71%, and 84% of cases as measured by RMSD_all, RMSD_Pt, and Δ, respectively, median improvements of 0.002 Å, 0.002 Å, and 0.14%. These results were nearly identical when only calculations that also included solvation were compared though, interestingly, this improvement in agreement did not correlate with the size of the complex. Much as with the TZVP basis set on the ligands, including dispersion corrections appeared to, on average, yield a small improvement in the calculated geometries.

Taking the individual assessments of each computational parameter together then, the combination that would be expected to produce the best agreement with experiment would be PBE0/ZORA/TZVP/D3BJ/CPCM, a result which matches precisely the topline result in Table 2.

Chemical effects on performance

Since significant variation was found in the ability of the various computational methods to reproduce experimental structures, we next looked at whether this performance varied based on chemical attributes of the complex being optimized. Specifically, we looked at the method performance as a function of platinum oxidation state (+2 or +4), overall complex charge (charged or uncharged), and the identity of the atoms bonded to the Pt center (only by light atoms or only not by light atoms); complete results can be found in Tables S3–S8 (ESI†).

While the smaller sizes of the chemistry-based subgroups often resulted in larger uncertainties in how well the methods produced structures that agreed with experiment—and, thus, more methods with statistically equivalent performance—overall the chemistry of the complex was found to have little impact on method performance. Indeed, the general ordering of results found in Table 2, where PBE0/ZORA/TZVP/D3BJ/CPCM, PBE0/ZORA/TZVP/CPCM, and PBE0/ZORA/SVP/D3BJ/CPCM were the statistically best methods, was largely unchanged regardless of the subgroup analyzed.

The largest deviations from the results in Table 2 were observed for the only light atom ligands (Table S7, ESI†) and no light atom ligands (Table S8, ESI†) subgroups. For the subgroup with no light atom ligands, the RMSD_Pt and Δ for the method with best agreement (PBE0/ZORA/TZVP/D3BJ/CPCM) had quite small uncertainties of 0.002 Å and 0.05%, respectively, rendering this the single statistically best method. The subgroup with only light atom ligands, on the other hand, had much larger uncertainties and, indeed, a different ordering of the methods, with solvation appearing much less important for good agreement than most of the other subgroups. Closer inspection of this small subgroup—containing only four complexes—revealed that the aggregate ordering of the methods was driven by anomalously poor agreement of complex (12), wherein the methylcyclopentadienyl group rotated relative to the methyl ligands to yield large RMSD values (> 3 × the average for PBE0/ZORA/TZVP/CPCM and > 4 × the average for PBE0/ZORA/
TZVP/D3BJ/CPCM). Given the expected low barrier for this rotation, the poor agreement for (12) should likely be interpreted as a spurious result rather than an accurate indication of method performance. The effect of (12) also appears in the Pt(IV) subgroup, where again solvation appears less important for good agreement with experiment.

Discussion

The approach of this study was to determine which DFT computational method is best able to reproduce the crystallographically-determined structures of Pt-containing complexes. The strategy of comparing calculated geometries to crystallographic structures was chosen instead of, say, comparisons of calculated total energies, because geometry is a readily accessible observable and because methods best able to reproduce geometries are not necessarily also the best at computing accurate total energies. Accurate structures are critical for correct descriptions of the potential energy surface and, indeed, more exact energies (and spectral parameters) can be obtained by performing higher level single point calculations on reliable optimized structures. Using crystal structures as reference data does invite complications due to crystal packing effects, which for some species may exert an influence on the experimental geometries that would not be reproduced by these infinite dielectric calculations. This is the case for cisplatin, for example, where calculations employing a dimer resulted in better agreement with experiment over those using only a monomer. As shown in ref. 51, this caveat can often be mitigated by building higher order assemblies before geometry optimization in cases where crystal packing is known or suspected to be important.

To determine which computational methodology is best able to reproduce the experimental geometries of the 14 Pt-based complexes in our training set, as assessed by three different structural metrics, Table 2 reveals that only three methods stand out: PBE0/ZORA/TZVP/D3BJ/CPCM, PBE0/ZORA/TZVP/CPCM, and PBE0/ZORA/SVP/D3BJ/CPCM. Analysis of each of the computational parameters individually—functional, relativistics, solvation, ligand basis set, and dispersion—supported these top line results. Modelling solvation using CPCM and relativistics using ZORA were found to be essential for good agreement, while the PBE0 functional performed somewhat better than the other functionals tested. The ligand basis set and inclusion of dispersion corrections had much smaller influences on the agreement with experiment, though on average use of TZVP and dispersion corrections was found to improve agreement.

These results are consistent with previous studies that have shown hybrid functionals tending to perform better for third-row transition metals than pure GGAs. Notably, while there are examples in recent literature of the popular B3LYP functional being used to predict the structures of complexes containing these heavy transition metals, this study indicates that, for the case of platinum-containing complexes, B3LYP is a relatively poor choice and is outperformed by PBE0 and TPSSh; the potential that this observation is also true for other third row transition metals merits exploration.

Relatively, it has been noted before but bears repeating here: Achieving accurate results for third row transition metals often requires more than simply applying a method that has been shown to work well for first row transition metals. The calculations reported here all required very dense integration grids (Grid7 and GridX7–X9 in ORCA notation), increased integration accuracy for the platinum center, and stringent convergence criteria in order to converge to stationary point structures (see ESIF). These criteria are much more stringent than those generally needed for first row metals, so it should not be assumed that a method successful for first row metals will have equally good performance for heavy metals such as platinum.

Given that the training set was necessarily limited, we sought to evaluate the robustness and generality of our conclusions by subjecting the two top-performing methods—PBE0/ZORA/TZVP/D3BJ/CPCM and PBE0/ZORA/TZVP/CPCM—to two “case studies”. First, the methods were used to optimize a large complex with chemical functionality not found in the training set, and second by optimizing a complex without previous structural characterization and comparing the results to newly obtained EXAFS data.

Case study 1: Application beyond the training set

Our first case study involved optimizing the structure of (1,3-dimesitylimidazol-2-ylidene)\((\eta^2,\eta^1)\)-1,3-divinyl-1,1,3,3-tetramethyl-disiloxane)platinum(0)\(^{14}\) (15), a platinum complex that is both larger than any used in the training set (77 atoms) and also with a platinum oxidation state (Pt\(^3\)) and ligands (an N-heterocyclic carbene and divinylsiloxane) not found in that set.

Overlays between the crystallographic and optimized structures can be found in (Fig. 3) and indicate that both methods reproduce the crystallographic geometry with good fidelity. Numerical data are reported in Table 3, along with the data from complex (8), the largest complex from the training set (47 atoms). These data indicate that PBE0/ZORA/TZVP/D3BJ/CPCM had better agreement to experiment when measured by RMSD\(_{all}\) (the use of dispersion reduced RMSD\(_{all}\) by 30%), while PBE0/ZORA/TZVP/CPCM performed slightly (4%) better when assessed using \(\Delta\). The RMSD values for both methods were comparable to those obtained for complex (8), indicating that these methods can work well for large complexes.
shell distances that are 0.07 Å too long and a third shell that
the metal–ligand distances, predicting first and second
other hand, PBE0/ZORA/TZVP/CPCM universally overestimated
the weak third shell is reproduced to within 0.05 Å. On the
(15) by
S11 (ESI†). The metrical results all match expectations except for
the coordination numbers of the second and third shells, which are
lower than would be expected for this complex; this discrepancy is
likely the result of static disorder within the structure due to the
large number of atoms at these distances.75,76 Computationally, the
starting structure was constructed in ChemCraft and then geometry
optimized using both PBE0/ZORA/TZVP/CPCM and PBE0/ZORA/
TZVP/D3BJ/CPCM; the calculated metrics were then compared with
those determined experimentally (Table 5).

While both DFT methods generally performed well in reproducing
the experimental metrics, it is notable that PBE0/ZORA/TZVP/D3BJ/
CPCM calculated a structure for (16) that matches the experimental
data to within the precision of the EXAFS (±0.02 Å) for both the first and second shells of scatterers; even
the weak third shell is reproduced to within 0.05 Å. On the
other hand, PBE0/ZORA/TZVP/CPCM universally overestimated
the metal–ligand distances, predicting first and second shell
distances that are 0.07 Å too long and a third shell that is
>0.2 Å too long.

These results convincingly demonstrate that the PBE0/
ZORA/TZVP/D3BJ/CPCM method can reliably predict the
generic structure of large Pt-based complexes, even under the
“real world” conditions where an experimentally-determined
starting geometry is not available. This case study also highlights
that, especially for large complexes, PBE0/ZORA/TZVP/D3BJ/
CPCM has superior performance as compared to that of PBE0/
ZORA/TZVP/CPCM and thus is the preferred method for
the optimization of Pt-based complexes.

**Conclusions**

Herein we investigated the performance of DFT methods for
their ability to reproduce the crystallographically-determined
structures of platinum-containing complexes. Of the 80 methods
tested, PBE0/ZORA/SVP/CPCM, PBE0/ZORA/TZVP/D3BJ/CPCM
and PBE0/ZORA/TZVP/D3BJ/CPCM performed the best on our
test set of 14 complexes. When the latter two of these methods
were applied to a large platinum complex with a platinum
oxidation state and ligand identities not found in the test set,
they both produced good agreement with experiment, indicating
the generally applicability of these methods. When challenged
to predict the metrics of a complex without a reported crystal-
lographic structure, the PBE0/ZORA/TZVP/D3BJ/CPCM method
stood out as providing superior agreement to the metrics
obtained from EXAFS. Taken together, we conclude that PBE0/
ZORA/TZVP/D3BJ/CPCM is the preferred method to employ for
the geometry optimization of platinum-containing complexes.
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