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Abstract—An efficient decoding algorithm for horizontally \( u \)-interleaved LRPC codes is proposed and analyzed. Upper bounds on the decoding failure rate and the computational complexity of the algorithm are derived. It is shown that interleaving reduces the decoding failure rate exponentially in the interleaving order \( u \) whereas the computational complexity grows linearly.

Index Terms—Interleaved Codes, Low-Rank Parity-Check Codes, Rank-Metric Codes

I. INTRODUCTION

Rank-metric codes have been introduced independently in [1]–[3] and are used e.g. for network coding [4], [5] and for constructing space-time codes (see e.g. [6]). The generic decoding problem in the rank metric is much harder than in the Hamming metric which makes rank-metric codes good candidates to design quantum-resistant code-based cryptosystems [7]–[11].

The most famous class of rank-metric codes are Gabidulin codes which achieve the Singleton-like bound for rank-metric codes and thus are called maximum rank distance (MRD) codes [1]. However, most variants of Gabidulin code-based cryptosystems suffer from structural attacks due to the inherent code structure.

Low-Rank Parity-Check (LRPC) codes are another class of rank-metric codes and have been proposed by Gaborit et al. [7]. Similar to Low-Density Parity-Check codes, LRPC codes are generated in a randomized way and their decoding is probabilistic with some residuum decoding failure rate (DFR). Although the error-correction performance of LRPC codes is worse compared to Gabidulin codes, LRPC codes are good candidates for designing code-based cryptosystems since they are highly unstructured.

Ideal LRPC codes have been proposed to reduce the key size of LRPC code-based cryptosystems by adjusting the trade-off between structure in the code and security constraints [12].

LRPC codes are used e.g. in the ROLLO cryptosystem [13] which is a current candidate in the second round of the NIST standardization process for quantum-resistant cryptosystems.

In this paper, we consider horizontally \( u \)-interleaved LRPC codes, which are obtained by the \( u \)-fold Cartesian product of an LRPC component code. The resulting code has length \( un \) and dimension \( uk \), where \( n \) and \( k \) are the length and the dimension of the component code, respectively. This LRPC code construction is motivated by the difficult generic decoding problem stated in [14, Definition 7].

An efficient decoding algorithm for horizontally \( u \)-interleaved LRPC codes is proposed and analyzed. The DFR of the proposed algorithm decreases exponentially in the interleaving order \( u \) whereas the computational complexity increases linearly in \( u \). We observe that although an LRPC code of length \( un \) has the same error correction capability as a \( u \)-interleaved LRPC code of the same rate, interleaved LRPC codes benefit from 1) a \( u \)-times lower decoding complexity and 2) a more compact representation of the code which allows to reduce the key size of LRPC code-based cryptosystems.

II. PRELIMINARIES

Let \( \mathbb{F}_q \) be a finite field of order \( q \) and denote by \( \mathbb{F}_q^m \) the extension field of \( \mathbb{F}_q \) of degree \( m \). The set of all vectors of length \( n \) with elements from \( \mathbb{F}_q \) is denoted by \( \mathbb{F}_q^n \). By fixing a basis of \( \mathbb{F}_q^m \) over \( \mathbb{F}_q \) each element from \( \mathbb{F}_q^m \) can be uniquely represented by a vector from \( \mathbb{F}_q^m \), i.e. there is a bijective mapping from \( \mathbb{F}_q^m \) to \( \mathbb{F}_q^n \). By \([1, n]\) we denote the set of integers \( \{1, \ldots, n\} \). Matrices and vectors are denoted by bold upper-case and lower-case letters such as \( \mathbf{A} \) and \( \mathbf{a} \), respectively. The elements of vectors and matrices are indexed beginning from one, like e.g.

\[
\mathbf{A} = \begin{pmatrix}
a_{1,1} & a_{1,2} & \cdots & a_{1,n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m,1} & a_{m,2} & \cdots & a_{m,n}
\end{pmatrix}.
\]

The rank norm \( \text{rk}_q(\mathbf{a}) \) of a vector \( \mathbf{a} \in \mathbb{F}_q^m \) is the rank of the matrix representation \( \mathbf{A} \in \mathbb{F}_q^{m \times n} \) over \( \mathbb{F}_q \), i.e.,

\[
\text{rk}_q(\mathbf{a}) := \text{rk}_q(\mathbf{A}).
\]

Given a set \( A = \{a_1, a_2, \ldots, a_n\} \subseteq \mathbb{F}_q^m \) we denote by \( (A)_q \) the \( \mathbb{F}_q \)-linear subspace spanned by the elements in \( A \).

The support of a vector \( \mathbf{a} \in \mathbb{F}_q^m \) is defined as \( \text{supp}(\mathbf{a}) \overset{\text{def}}{=} \langle a_1, \ldots, a_n \rangle_q \).
A. Rank-Metric Codes

The rank distance between two vectors $a$ and $b$ is defined as

$$d_R(a, b) := \text{rk}_q(a - b) = \text{rk}_q(A - B)$$

where $A$ and $B$ are the matrix representations of $a$ and $b$, respectively.

A linear $[n, k, d]$ rank-metric code $C$ of length $n$, dimension $k$ and minimum rank distance $d$ over $\mathbb{F}_q^n$ is a $k$-dimensional subspace of $\mathbb{F}_q^n$ where

$$d := \min_{a, b \in C, a \neq b} \{ \text{rk}_q(a - b) \} = \min_{a \in C \setminus \{0\}} \{ \text{rk}_q(a) \}.$$

The codewords $c \in C$ of a rank-metric code $C$ are transmitted over a channel

$$y = c + e,$$

where the rank of the error vector $e$ is equal to $t$. Let $\mathcal{E} = \text{supp}(e)$ be the support of the error vector $e$ and let $\Gamma = \{ \gamma_1, \gamma_2, \ldots, \gamma_t \} \subset \mathbb{F}_q^n$ denote a basis for $\mathcal{E}$. Then each entry $e_j$ of the error vector $e$ can be written as an $\mathbb{F}_q$-linear combination

$$e_j = \sum_{r=1}^t e_{j,r} \gamma_r, \quad j \in [1, n]$$

for some elements $e_{j,r}$ from $\mathbb{F}_q$.

III. LRPC Codes and their Decoding

In this section, we give a brief overview on LRPC codes and the efficient decoding algorithm from [7], [12].

A. Low-Rank Parity-Check Codes

Definition 1 (Low-Rank Parity-Check Code) An LRPC code $C[\lambda; n, k]$ of length $n$, dimension $k$ and rank $\lambda$ over $\mathbb{F}_q^n$ is defined as a code with a parity-check matrix $H \in \mathbb{F}_q^{(n-k)\times n}$ where the vector space

$$\mathcal{F} = \{ (h_{i,j} : i \in [1, n-k], j \in [1, n]) \}_q$$

has dimension at most $\lambda$.

Let the set $\Phi = \{ \varphi_1, \varphi_2, \ldots, \varphi_\lambda \}$ be a basis for $\mathcal{F}$. Then we can write each element of the matrix $H$ as an $\mathbb{F}_q$-linear combination of the basis elements in $\Phi$, i.e., we have

$$h_{i,j} = \sum_{\ell=1}^\lambda h_{i,j,\ell} \varphi_\ell, \quad \forall i \in [1, n-k], j \in [1, n]$$

for some $h_{i,j,\ell} \in \mathbb{F}_q$.

B. Decoding of LRPC Codes

The basic decoding algorithm for LRPC codes in [7], [12] uses properties of product spaces, which are defined as follows.

Definition 2 (Product Space) Let $A$ and $B$ be two $\mathbb{F}_q$-subspaces of $\mathbb{F}_q^n$. Then the product space $AB$ of $A$ and $B$ is defined as

$$AB := \{ \{ab : a \in A, b \in B\} \}_q.$$ 

Note, that the dimension of the product space $AB$ is bounded from above by $\dim(AB) \leq \dim(A) \dim(B)$.

The decoding algorithm consists of three parts and can be summarized as follows.

1) Compute the syndrome space:

Compute the syndrome vector $s := y H^\top$ and determine a basis of the syndrome space $\mathcal{S} = \text{supp}(s)$.

2) Recover the support of the error:

Compute a basis for all $S_\ell \defeq \varphi_\ell^{-1} \mathcal{S}$, $\ell \in [1, \lambda]$, estimate the support of the error by $\mathcal{E} = S_1 \cap \ldots \cap S_\lambda$ and determine a basis $\Gamma$ of $\mathcal{E}$.

3) Recover the error vector:

In order to recover the error vector $e$ from the support $\mathcal{E}$ we need to compute the elements $e_{j,r}$ in (1). This can be done efficiently by solving

$$s_{i,\ell,r} = \sum_{j=1}^n h_{i,j,\ell} e_{j,r}, \quad \ell \in [1, \lambda], r \in [1, \lambda], i \in [1, n-k]$$

where $s_{i,\ell,r}$ is the expansion w.r.t. to the product space basis such that $s_i = \sum_{r=1}^\lambda \sum_{\ell=1}^\lambda s_{i,\ell,r} \varphi_\ell \gamma_r$. Note that (3) is a linear system of $(n-k)\lambda$ equations in $nt$ unknowns.

Proposition 1 The linear system (3) has a unique solution if the matrix $H_{\text{ext}} \in \mathbb{F}_q^{(n-k)\times n}$ defined as

$$H_{\text{ext}} := \begin{pmatrix}
    h_{111} & h_{112} & \cdots & h_{1n1} \\
    h_{112} & h_{122} & \cdots & h_{1n2} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{1n1} & h_{1n2} & \cdots & h_{1n}\lambda \\
    h_{211} & h_{212} & \cdots & h_{2n1} \\
    h_{212} & h_{222} & \cdots & h_{2n2} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{(n-k)11} & h_{(n-k)21} & \cdots & h_{(n-k)n}\lambda
\end{pmatrix}$$

has full rank.

C. Upper Bounds on the Decoding Failure Rate

For unfortunate choices of the parity-check matrix $H$, we may have $\text{rk}(H_{\text{ext}}) < n$ which makes the decoder fail for any error pattern. Since $H_{\text{ext}} \in \mathbb{F}_q^{(n-k)\times n}$ we can have $\text{rk}(H_{\text{ext}}) = n$ only if $\lambda \geq \frac{n}{n-k}$. If $\lambda \geq \frac{n}{n-k}$ and we choose $C$ uniformly at random among all $[\lambda; n, k]$ LRPC codes, the probability that $\text{rk}(H_{\text{ext}}) < n$ is equal to the probability that an $(n-k)\lambda \times n$ matrix over $\mathbb{F}_q$ is not full rank, i.e.,

$$\Pr[\text{rk}(H_{\text{ext}}) < n] = 1 - \frac{1}{(n-k)\lambda n} \prod_{j=1}^n \left( q^{(n-k)\lambda} - q^{j-1} \right),$$

see [15]. This event depends on the particular choice of $H$ and can be avoided by drawing $H$ randomly until $H_{\text{ext}}$ has full rank.

There are three cases in which the LRPC decoding algorithm fails:

1. $\dim(\mathcal{F}E) < \lambda n$,
2. $\mathcal{E} \notin S_1 \cap S_2 \cap \ldots \cap S_\lambda$.
Failure Probability $\leq D$

Alternatively, we can precompute a matrix $F$ described in [12, Section 4.5], and perform the final step of $O$ requires $O$ and the transformation in reduced row echelon form requires $O F E C O D I N G$

TABLE I

| Event | Failure Probability |
|-------|---------------------|
| $\dim(FE) < \lambda t$ | $\leq t q^{\lambda - m}$ |
| $S_1 \cap S_2 \cap \ldots \cap S_{\lambda} \neq \emptyset$ | $\leq t q^{0.5 \lambda (\lambda + 1) - m}$ |
| $S \subseteq FE$ | $\leq q^{\lambda - (n-k)}$ |

3) $S \subsetneq FE$.

Upper bounds on the probability of the failure events are derived in [12] and shown in Table I. For most practical parameters the event $S \subseteq FE$ dominates the DFR.

D. Complexity of the Decoding Algorithm

An estimate of the computational complexity of the LRPC decoding algorithm is given in [12]. In the following, we provide a detailed complexity analysis.

**Lemma 1** The algorithm presented in [12] requires $O(n^2 \lambda^2 m^2)$ operations in $\mathbb{F}_q$ to decode a $[\lambda; n, k]$ LRPC code over $\mathbb{F}_{q^m}$.

**Proof:** The first step consists of computing the syndrome vector and determining a basis of the product space, which can be achieved by transforming an $m \times (n-k)$ matrix over $\mathbb{F}_q$ in reduced row echelon form. Computing the syndrome has complexity of $O((n-k)n)$ operations in $\mathbb{F}_{q^m}$ or $O((n-k)m^2 n^2) \subset O(n^3 \lambda^2)$ operations in $\mathbb{F}_q$ [16, Remark 8], and the transformation in reduced row echelon form requires $O(\min(m^2 (n-k); m(n-k)^2)) \subset O(\min(m^2 n; n^2 m^2))$. Thus for the first step, we require $O(n^2 \lambda^2 m^2)$ operations in $\mathbb{F}_q$.

Recovering the support of the error in the second step requires $O(4\lambda^2 \lambda^2 m)$ operations in $\mathbb{F}_q$ [12, Section 4.5].

The final step can be performed by solving a linear system of $(n-k)\lambda t$ equations and $nt$ unknowns over $\mathbb{F}_q$. This requires $O((n-k)\lambda^2 \lambda^2 nt) \subset O(n^3 \lambda^2 \lambda^2)$ operations over $\mathbb{F}_q$. Alternatively, we can precompute a matrix $D_{nt} \in \mathbb{F}_{q^{nt}}$, as described in [12, Section 4.5], and perform the final step by a single matrix-vector multiplication which requires $O(n^2 \lambda^2)$ operations over $\mathbb{F}_q$.

IV. INTERLEAVED LRPC CODES AND THEIR DECODING

In this section, we introduce (horizontally) interleaved LRPC codes and propose an efficient decoding algorithm.

A. Interleaved Low-Rank Parity-Check Codes

**Definition 3 (Interleaved Low-Rank Parity-Check Code)**

Let $C[\lambda; n, k]$ be an LRPC code of length $n$, dimension $k$ and rank $\lambda$ as in Definition 1. The corresponding (horizontally) $u$-interleaved LRPC code $\mathcal{IC}[u, \lambda; n, k]$ is defined as

$\{ (c^{(1)}, \ldots, c^{(u)}) \in \mathbb{F}_q^{mn} : c^{(w)} \in C[\lambda; n, k], \forall w \in [1, u] \}$

A $u$-interleaved LRPC code $\mathcal{IC}[u, \lambda; n, k]$ has length $un$ and dimensions $uk$ over $\mathbb{F}_{q^m}$. By using ideal LRPC codes as component codes $C[\lambda; n, k]$ we can construct $u$-interleaved ideal LRPC codes (see [12, Definition 4.2]).

**B. Decoding of Interleaved LRPC Codes**

Suppose a codeword of a horizontally $u$-interleaved LRPC code $\mathcal{IC}[u, \lambda; n, k]$ is transmitted and

$y = (y^{(1)}, \ldots, y^{(u)}) = (c^{(1)}, \ldots, c^{(u)}) + (e^{(1)}, \ldots, e^{(u)})$

is received. In contrast to independent transmissions of the $u$ component codewords over a rank error channel of rank $t$, the component error vectors $e^{(1)}, \ldots, e^{(u)}$ share the same support $E$, i.e., we have

$\langle e^{(1)}, \ldots, e^{(1)} \rangle | \ldots | \langle e^{(u)}, \ldots, e^{(u)} \rangle_q = E$

and $\dim(E) = t$. Using (1) we can write the entries of the $w$-th component error as

$e^{(w)}_j = \sum_{r=1}^t e_{r,j} \gamma_r, \quad \forall j \in [1, n]$.  

Defining the matrices

$E^{(w)} = \begin{pmatrix} e^{(w)}_1 & e^{(w)}_2 & \cdots & e^{(w)}_t \\ \vdots & \vdots & \ddots & \vdots \\ e^{(u)}_1 & e^{(u)}_2 & \cdots & e^{(u)}_t \end{pmatrix} \in \mathbb{F}_{q^t}$, \quad \forall w \in [1, u]$

we can write the interleaved error vector $e$ as

$e = (\gamma_1, \gamma_2, \ldots, \gamma_t) \begin{pmatrix} E^{(1)^\top} & E^{(2)^\top} & \cdots & E^{(u)^\top} \end{pmatrix}$.  

In the following, we present a decoding algorithm for interleaved LRPC codes. Similar to the non-interleaved case, the algorithm consists of three steps:

1) **Computation of the Syndrome Space**

2) **Recovery of the support of the error**

3) **Recovery of the error vector**

We analyze the three steps and derive upper bounds on their failure probabilities.

1) **Computation of the Syndrome Space:** In the first step, we determine the space that is spanned by the entries of the syndromes $s^{(1)}, \ldots, s^{(u)}$, i.e. $S' \overset{\text{def}}{=} \text{supp}(s^{(1)}, s^{(2)}, \ldots, s^{(u)})$.

**Lemma 2** Let $P \overset{\text{def}}{=} FE$ and let $s^{(w)} = y^{(w)}H^\top$. Then we have

$S' = \text{supp}\left(s^{(1)}, s^{(2)}, \ldots, s^{(u)}\right) \subseteq P$.  

Under the assumption that $\dim(P) = \lambda t$ we have that

$\Pr[S \subseteq P] \leq q^{\lambda - u(n-k)}$.  

**Proof:** The $w$-th syndrome $s^{(w)} \in \mathbb{F}_{q^{m-w}}$ is computed as

$s^{(w)} = y^{(w)}H^\top = e^{(w)}H^\top$,  

where each entry can be written as

$s^{(w)}_i = \sum_{j=1}^n h_{i,j} e^{(w)}_j$.  

(4)
Using (2) and (1) we can rewrite (4) as

$$s_i^{(w)} = \sum_{j=1}^{n} h_{i,j} e_j^{(w)}$$

$$= \sum_{j=1}^{n} \lambda \sum_{\ell=1}^{t} h_{i,j,\ell} e_{j,\ell}^{(w)} \gamma_{r} \phi_{\ell}.$$

Defining

$$a_{i,\ell,r}^{(w)} \equiv \sum_{j=1}^{n} h_{i,j,\ell} e_{j,\ell}^{(w)},$$

we can rewrite (5) as

$$s_i^{(w)} = \sum_{\ell=1}^{t} a_{i,\ell,r}^{(w)} \phi_{\ell} \gamma_{r}. \quad (6)$$

The coefficients $a_{i,\ell,r}^{(w)}$ are from $\mathbb{F}_q$ and thus (6) shows that $s_i^{(w)}$ can be written as an $\mathbb{F}_q$-linear combination of the elements

$$\{\phi_1^{\gamma_1}, \phi_1^{\gamma_2}, \ldots, \phi_1^{\gamma_{\ell}}\}$$

from the product space $P = \mathcal{F}E = \{ab : a \in \mathcal{F}, b \in E\}_q$. From (6) it follows that the syndrome space $S'(w) = \langle s_1^{(w)}, s_2^{(w)}, \ldots, s_{n-k}^{(w)} \rangle_q$ is a subspace of the product space $P$ which implies that $S' \subseteq P$.

Since the error is taken randomly and the matrix $H$ is full-rank, the syndrome entries $s_i^{(w)}$ can be seen as random elements of $\mathcal{F}E$ [12, Proposition 4.3]. Thus, the probability that $S' \subseteq P$ is equal to the probability that a random ($\lambda t \times u(n-k)$) matrix over $\mathbb{F}_q$ is not full-rank, which is $\leq q^{M-u(n-k)}$, see [12, Lemma 4.4].

2) Recovery of the Support of the Error: Knowing the syndrome space $S'$, we recover the support of the error in the second step of the algorithm.

**Lemma 3** Let $S' = P$ and $S'_k = \{\{\phi_1^{-1} x : x \in S'\}_{\ell} \}_{\ell}^{\gamma_{\ell}}$ for all $\ell \in [1, \lambda]$. Then

$$E \subseteq (S'_1 \cap S'_2 \cap \cdots \cap S'_\lambda)$$

and

$$Pr[E \subseteq (S'_1 \cap S'_2 \cap \cdots \cap S'_\lambda)] \leq q^{0.5\lambda(\lambda+1) - m}.$$  

**Proof:** Since we assume that $S'$ spans the whole product space $P$ we have that $\gamma_r \in S'_r$ for all $r \in [1, t]$ which implies that $E$ is a subspace of $S'_r$ for all $\ell \in [1, \lambda]$. Hence, we have

$$E \subseteq (S'_1 \cap S'_2 \cap \cdots \cap S'_\lambda)$$

and (see [12, Proposition 3.5])

$$Pr[E \subseteq (S'_1 \cap S'_2 \cap \cdots \cap S'_\lambda)] \leq q^{0.5\lambda(\lambda+1) - m}.$$  

3) Recovery of the Error Vector: Once the support $E$, i.e., $\gamma_1, \ldots, \gamma_{\ell}$, is known we determine the component errors $e^{(w)}$.

**Lemma 4** Let $\gamma_1, \ldots, \gamma_{\ell}$ be a basis of the error and let $\lambda \leq \frac{n}{u\ell}$. Then an erasure decoder can determine the component errors $e^{(w)}$ with probability $\geq 1 - tq^{M-m}$.

**Proof:** By definition we have that

$$e^{(w)}_j = \sum_{r=1}^{t} e_{j,r} \gamma_r, \quad \forall j \in [1, n],$$

for $e_{j,r}^{(w)} \in \mathbb{F}_q$ and $w \in [1, u]$. We expand $s_i$ w.r.t. a product space basis and write (5) as

$$s_i^{(w)} = \sum_{\ell=1}^{t} \sum_{r=1}^{\lambda} a_{i,\ell,r}^{(w)} \phi_{\ell} \gamma_r.$$

To determine the error, we solve

$$s_i^{(w)} = \sum_{j=1}^{n} h_{i,j} e_{j,\ell}^{(w)} \phi_{\ell} \gamma_r, \quad \ell \in [1, \lambda], \quad r \in [1, \lambda], \quad i \in [1, n-k], \quad w \in [1, u] \quad (7)$$

for $e^{(1)}, e^{(2)}, \ldots, e^{(w)}$, which corresponds to [12, Equation 3].

Equation (7) corresponds to an inhomogeneous linear system of $(n-k)u\lambda\ell$ equations in $unt$ unknowns which can have a unique solution if $unt \leq (n-k)u\lambda\ell \iff \lambda \geq \frac{n}{u\ell}$.

We get a unique solution if $\dim(EF) = \lambda t$ which occurs with a probability $\geq 1 - tq^{M-m}$ [12, Proposition 3.3].

The proposed decoding algorithm is summarized in Algorithm 1. We define $\text{Solve}$ as a function that has as input the syndrome of an error, the parity-check matrix and the support of the error corresponding to the syndrome and returns the error corresponding to the syndrome. An efficient way of performing this step over $\mathbb{F}_q$ is shown in [12, Section 4.5].

**Algorithm 1 Interleaved LRPC Decoding Algorithm**

**Input:** $H \in \mathbb{F}_q^{(n-k) \times n}$, $y = (y^{(1)}, \ldots, y^{(u)}) \in \mathbb{F}_q^{un}$

**Output:** $c \in \mathbb{F}_q^{un}$

1: for $w \in [1, u]$ do
2: $s^{(w)} \leftarrow y^{(w)}H^T \in \mathbb{F}_q^{n-k}$
3: end for
4: $S' \leftarrow \text{supp}((s^{(1)}, s^{(2)}, \ldots, s^{(w)}))$
5: for $\ell \in [1, \lambda]$ do
6: $S'_\ell \leftarrow \varphi_\ell^{-1} S'$
7: end for
8: $E \leftarrow S'_1 \cap S'_2 \cap \cdots \cap S'_\lambda$
9: for $w \in [1, u]$ do
10: $e^{(w)} \leftarrow \text{Solve}(s^{(w)}, H, E) \in \mathbb{F}_q^{n}$
11: end for
12: return $c = y - (e^{(1)}, \ldots, e^{(u)})$
C. Upper Bounds on the Decoding Failure Rate

As for the non-interleaved case, we have the condition \( \lambda \geq \frac{n}{n-k} \). The component code needs to be constructed s.t. \( \text{rk}(H_{\text{ext}}) = n \).

There are three events that make the proposed decoder fail:
1) \( \dim(\mathcal{F}E) < \lambda t \)
2) \( E \neq S_1' \cap S_2' \cap \ldots \cap S_{\lambda}' \)
3) \( \dim(S') < \lambda t \)

Upper bounds on the probabilities of the failure cases are derived in the Lemmas 2, and Lemma 4, respectively, and they are summarized in Table II.

We observe that the failure events 1) and 2) are not affected by interleaving. Condition 3) (which is usually the reason for a decoding failure [12, Section 4.3]) decreases exponentially in the interleaving order \( u \). The simulation results for different code parameters in Figure 1 show, that the derived upper bounds on the DFR provide a good estimate of the actual DFR. A more detailed explanation of the simulation results is given in Section V-D.

D. Complexity Analysis

The complexity of our proposed decoding algorithm of interleaved LRPC codes is derived in the following lemma.

Lemma 5 The algorithm presented in Algorithm 1 requires \( O(u n^2 m^2) \) operations in \( \mathbb{F}_q \) to decode a \([u, \lambda; n, k]\) interleaved LRPC code over \( \mathbb{F}_{q^m} \).

Proof: Step 1) Computation of the syndrome space consists of computing \( u \) times a syndrome vector and determining a basis of the product space, which can be achieved by transforming a \( m \times (n-k)u \) matrix over \( \mathbb{F}_q \) in reduced row echelon form. Computing the syndromes has a complexity of \( O(n(n-k)u) \) operations in \( \mathbb{F}_{q^m} \) or \( O(n(n-k)mn^2) \) operations in \( \mathbb{F}_q \) [16, Remark 8], and the transformation in reduced row echelon form requires \( O(\min\{m^2(n-k)u; m(n-k)^2u\}) \subset O(u \min\{m^2n; mn \}) \). Thus for the first step, we require \( O(u n^2 m^2) \) operations in \( \mathbb{F}_q \).

Step 2) Recovery of the support of the error requires \( O(4t^2 \lambda^2 m) \) operations in \( \mathbb{F}_q \) [12, Section 4.5].

Step 3) Recovery of the error vector can be performed by solving \( u \) times a linear system of equations with \( (n-k)\lambda t \) equations and \( nt \) unknowns over \( \mathbb{F}_q \). This requires \( O(u(n-k)^2 \lambda^2 t^2 n t) \subset O(u n^3 t^2 \lambda^2) \) operations over \( \mathbb{F}_q \). Alternatively, we can precompute a matrix \( D_H \in \mathbb{F}_q^{n t \times n t} \), as described in [12, Section 4.5], and perform final step by \( u \) matrix–vector multiplications which requires \( O(u n^2 t^2) \) operations over \( \mathbb{F}_q \).

We observe that the complexity of the first and the third step depends on the interleaving order \( u \) whereas the second step is independent of \( u \).

The results above also hold for decoding \( u \)-interleaved LRPC codes are summarized in the following theorem.

Theorem 1 (Decoding of Interleaved LRPC Codes) A \( u \)-interleaved LRPC code \( I\mathbb{C}[u, \lambda; n, k] \) over \( \mathbb{F}_{q^m} \) can be decoded from an error of rank \( t \) with probability at least

\[
1 - \left( t q^{\lambda t - m} + t q^{0.5 \lambda t} + q^{\lambda t - u(n-k)} \right)
\]

requiring at most \( O(u n^2 m^2) \) operations in \( \mathbb{F}_q \).

V. EVALUATION OF THE INTERLEAVED LRPC DECODER

In this section we evaluate the proposed decoding algorithm for interleaved LRPC codes with respect to the error-correction capability, the computational complexity and the memory requirement for representing the code.

For a fair comparison we consider a \([u, \lambda; n, k]\) interleaved LRPC code \( C_{\text{int}} \) and compare it with a \([\lambda; N, K]\) LRPC code \( C_{\text{lon}} \) of length \( N = un \) and dimension \( K = uk \) over the same field \( \mathbb{F}_{q^m} \).

A. Error-Correction Capability

Since \( \frac{N}{K} = \frac{un}{uk} = \frac{n}{K} \), we observe that the lower bound on \( \lambda \) is the same for \( C_{\text{int}} \) and \( C_{\text{lon}} \). Further, since the upper bounds on the probability that \( \dim(\mathcal{F}E) < \lambda t \) and \( E \neq S_1' \cap S_2' \cap \ldots \cap S_{\lambda}' \) are independent of \( u \), and \( q^{\lambda t - (N-K)} = q^{\lambda t - u(n-k)} \), the decoding failure probabilities for \( C_{\text{int}} \) and \( C_{\text{lon}} \) are the same. This means that a \( u \)-interleaved LRPC code \( C_{\text{int}} \) can correct the same number of errors as the LRPC code \( C_{\text{lon}} \) with the same probability. This behavior can be observed in the simulation results given in Figure 1.

B. Computational Complexity

A comparison of the computational complexity of the proposed decoding algorithm for \( C_{\text{int}} \) and the basic algorithm to decode \( C_{\text{lon}} \) can be found in Table III. We observe that the computational complexity of Step 1 and Step 3 of the decoding algorithm is reduced by a factor \( u \) and \( u^2 \), respectively, by considering a \( u \)-interleaved LRPC code instead of \( C_{\text{lon}} \).
on the decoding failure probability as well as on the computational complexity were derived. The results show that compared to a $u$-times longer LRPC code of the same rank and code rate, the computational complexity is reduced by a factor of $u$ for the same error-correction performance and decoding failure rate. It was shown that interleaved LRPC codes admit a very compact representation of the code, which may be interesting for designing rank-metric code-based cryptosystems. The proposed decoding algorithm may be further improved in terms of error-correction capability and decoding failure probability by using the ideas from the extended LRPC decoding algorithm in [12].
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