Modeling Flash Memory Channels Using Conditional Generative Nets
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Abstract—Understanding the NAND flash memory channel has become more and more challenging due to the continually increasing density and the complex distortions arising from the write and read mechanisms. In this work, we propose a data-driven generative modeling method to characterize the flash memory channel. The learned model can reconstruct the read voltage from an individual memory cell based on the program levels of the cell and its surrounding array of cells. Experimental results show that the statistical distribution of the reconstructed read voltages accurately reflects the measured distribution on a commercial flash memory chip, both qualitatively and as quantified by the total variation distance. Moreover, we observe that the learned model can capture precise inter-cell interference (ICI) effects, as verified by comparison of the error probabilities of specific patterns in wordlines and bitlines.

Index Terms—Machine learning, Communication channel, Generative modeling, Flash memory.

I. INTRODUCTION

Realistic models for digital communication and storage channels are essential tools in the design and optimization of signal processing, detection, and coding algorithms that achieve peak performance. For NAND flash memories, the steady reduction in technology feature size and the increase in cell bit-density has been accompanied by diminished memory reliability. Sources of errors are manifold, including programming errors, inter-cell interference (ICI), cell wear during program/erase (PE) cycling, cell charge loss due to data retention, and read disturb effects. Consequently, there is a critical need for detailed models that can accurately characterize the complex behavior of threshold voltages and hard errors to facilitate the development of improved read channels and error correction capabilities.

Several models of threshold voltage distributions and hard error distributions supported by empirical measurements in NAND flash memories have appeared in the literature. For example, Parnell et al. [11] fitted a parametrized Normal-Laplace mixture model to experimental measurements of 2-bit per cell MLC NAND flash memory threshold voltage distributions, providing accurate results for program-erase cycling up to 10 times the nominal device lifetime. Luo et al. [9] proposed another model for MLC flash, based on a modified version of the Student’s t-distribution and the power law, that was shown empirically to provide accurate predictions of threshold voltage distribution shifts due to increased wear from cycling. Taranalli et al. [16], [17] used a modified beta-binomial distribution to model the overdispersion phenomenon observed in empirical measurements of hard errors in 1X-nm and 2Y-nm MLC NAND flash devices. Performance simulation results for a variety of error-correcting codes (ECC) confirmed that the model provided more accurate error-rate estimates than alternative models by accounting for the overdispersed error characteristics. As effective as these models have been in the scenarios to which they have been applied, they can not provide an accurate model of the complex spatio-temporal characteristics of flash memory read voltages.

Recently, there has been great interest in the application of machine learning in communications and networking, including data storage. For example, robust signal detection in magnetic recording channels using a recurrent neural network architecture was demonstrated in [18]. Recently, machine learning was also applied to page failure prediction [7], [15] and read voltage generation [8] in NAND flash memory. In view of the power of neural networks in learning highly complex multidimensional distributions, in this paper we propose the use of conditional generative nets as an approach to modeling flash memory read voltages.

The most popular generative model architectures currently are the generative adversarial network (GAN) [1] and the variational auto-encoder (VAE) [5]. Inspired by its promising results in two-dimensional (2-D) image reconstruction [4], we exploit the conditional VAE-GAN (cVAE-GAN) architecture to regenerate soft read voltages from program levels, using a dataset of measurements of a 1X-nm, 3-bit per cell TLC NAND flash memory.

We propose a novel generative modeling workflow to
II. FLASH MEMORY BASICS

A. Block Structure and Experimental Procedure

The basic unit of data storage in NAND flash memory is a floating-gate transistor, referred to as a cell. Today’s flash memories are capable of storing 1, 2, 3, 4, and 5 bits per cell representing 2, 4, 8, 16, and 32 distinct charge levels, respectively. These technologies are referred to as single-level cell (SLC), multi-level cell (MLC), triple-level cell (TLC), quad-level cell (QLC), and penta-level cell (PLC), respectively. The cells are organized into an interconnected 2-D array, called a block, via horizontal wordlines (WLs) and vertical bitlines (BLs). The flash memory chip is composed of a collection of such blocks. In 3D NAND flash devices, these 2-D arrays are stacked vertically to achieve larger volumetric density [10].

Fig. 2: (Left) Example mapping of cell program levels to binary representations in TLC. (Right) Schematic diagram of a TLC flash memory block showing the 2-D array of cells connected in the horizontal direction by wordlines (WLs) and in the vertical direction by bitlines (BLs).

To mitigate the effects of ICI, the use of constrained codes during data detection, the recovered program level of the central cell may be increased because of ICI and, during data detection, the recovered program level of the central “victim” cell may be erroneously interpreted as a level 1.

III. GENERATIVE MODELING FOR FLASH MEMORY

We adopt a conditional VAE-GAN (cVAE-GAN) architecture [6] for our generative modeling pipeline, depicted in Fig. 3. Our goal is to learn a mapping between program levels and soft read voltage levels. When sampling from the same distribution, we can generate soft read voltages from program levels over a range of program-erase cycles. When we train the networks on measured data, this conditional method can regenerate “authentic” cell-level read voltages on a 2-D array of cells from a corresponding array of program levels. We use two evaluation metrics to assess the accuracy of the results: the similarity of the histograms of read voltages, i.e., the estimated probability density functions (PDFs), and the relative frequencies of pattern-dependent ICI-induced hard read errors. As an example, Fig. 1 graphically illustrates the similarity of the estimated PDFs of data generated by a cVAE-GAN model and measured data at 4000 PE cycles. A quantitative comparison using total variation (TV) distance confirms the similarity of the distributions. More importantly, a comparison of the relative probabilities of error-inducing wordline and bitline program level patterns shows that the regenerated voltages successfully capture the spatial characteristics of the underlying 2-D ICI effects. Details of these experiments are provided in Section IV.

Fig. 2: (Left) Example mapping of cell program levels to binary data patterns. (Right) Schematic diagram of a planar TLC flash memory block and an example of a mapping from program levels to binary data patterns.

The basic unit of write and read operations in flash memory is a page, corresponding to a logical bit position in a wordline of a block. For TLC flash, the three pages are referred to as the lower, middle, and upper page, represented in blue, green, and red, respectively, in Fig. 2. On the other hand, the basic unit of an erase operation is an entire block.

To characterize the channel and create datasets for machine learning, we conducted program-erase (PE) cycling experiments on several blocks of a commercial 1X-nm TLC flash memory chip, as follows:

1) Erase flash memory block under test.
2) Program all pages of block under test with pseudo-random data.
3) After 4000 P/E cycles, perform a read operation on the tested block.
4) For each cell, record program level and measured voltage level.

The PE cycling experiments were performed at room temperature in a continuous manner with no wait time between the erase-program-read operations.

B. Inter-cell Interference (ICI)

The ICI phenomenon, whereby programming of a cell induces changes in the voltage levels of neighboring cells in its block, is one of the main sources of error in flash memory. In particular, the read voltage level of a cell programmed to a low level may be inadvertently increased if its adjacent cells are programmed to high levels. For example, in TLC flash memories, if a group of three consecutive cells in a WL or BL direction are programmed with the 707 pattern, the read level of the central cell may be increased because of ICI and, during data detection, the recovered program level of the central “victim” cell may be erroneously interpreted as a level 1.

To mitigate the effects of ICI, the use of constrained codes that prevent the appearance of ICI-prone patterns has been proposed; see, for example, [2], [12]. In Section IV-B, we will quantify the effect of ICI on performance in both measured data and generated data by examining the relative frequency of WL and BL patterns surrounding erroneous victim cells.
The goal of generative modeling in this paper is to learn the analytically intractable likelihood $P_{VL}$ conditioned on both PL and PE, i.e., the likelihood of VL conditioned on both PL and PE cycle. The variational lower bound $\mathcal{L}_{\text{recon}}$ is given by

$$\mathcal{L}_{\text{recon}} = \|\text{VL} - \text{Gen(PL, z)}\|_1.$$ 

Combining these equations, we formulate the loss function of the cVAE-GAN architecture as

$$\min_{\text{Gen,En,Dis}} \max_{\text{Gen,En}} \mathcal{L}_{\text{GAN}} + \alpha \mathcal{L}_{\text{recon}} + \beta \mathcal{L}_{\text{KL}}. \quad (1)$$

In Section IV, we compare the cVAE-GAN model to the conditional GAN (cGAN) [4], conditional VAE (cVAE) [14], Bicycle GAN [19], and Gaussian model. cGAN applies random noise $z$ to the generator without any variational auto-encoder module. cVAE generates the fake voltage levels without evaluations from the discriminator. Because the latent space in cVAE-GAN can only be random noise and may not utilize realistic voltage levels, Bicycle GAN incorporates a conditional latent regressor GAN into cVAE-GAN as a hybrid model. The Gaussian model derives the PDF for read voltages given a specific program level, where the mean and standard deviation are computed from measured data.

**B. Implementation Details**

In TLC flash memory, each block contains hundreds of pages, each of which is typically 8-16 kB in size. In order to represent the TLC flash memory without bias, we collect data from several blocks of one 1X-nm TLC chip. We crop the blocks into non-overlapping $64 \times 64$ 2-D arrays to formulate our paired data sets at 4000 PE cycles. The number of 2-D arrays in the training set is 100,000 and the size of the evaluation dataset is 10,000. The dimension of latent vector $z$ is set to 8.

**Remark 1.** We modify network architectures in [19] to adapt for input arrays of $64 \times 64$ program levels and $64 \times 64$ voltage levels, each of which has a single channel. The encoder network is ResNet [3], the generator network is U-net [13], and the discriminator network is PatchGAN [4].

1) **Encoder:** We use the two residual blocks, each of which contains two $3 \times 3$ convolutional layers with stride 1 and padding 1. We then add two linear layers, which map output features to mean and variance for the latent vector.

2) **Generator:** $Ck$ denotes a Convolution-BatchNorm-ReLU layer with $k$ output channels. All convolutions are $4 \times 4$ kernels applied with stride 2 and padding 1. The network architecture can be described as

(Down Part) C64, C128, C256, C512, C512, C512, C512, C512
(Up Part) C512, C512, C256, C128, C64, C64, C64, C64, C1
3) Discriminator Dis: The input to the discriminator is the concatenation of fake voltage levels and program levels. With the same naming convention as in the generator, we express the discriminator as C64, C128, C1.

Remark 2. The training details of the generative modeling methods are as follows. Adam optimizer is used with learning rate $2 \times 10^{-4}$. Parameters in (1) are set to $\alpha = 10$ and $\beta = 0.01$.

1) cVAE-GAN, Bicycle-GAN, and cVAE: train for 5 epochs with batch size 2;
2) cGAN: remove latent vector in generator as in [4], train for 5 epochs with batch size 64.

During evaluation, we use program levels and latent vector $z$ sampled from a Gaussian distribution. For each program level array, we prepare 10 sampled latent vectors to evaluate the learned model.

IV. EXPERIMENTAL RESULTS

We evaluate our methods using two metrics.

1) PDF: The frequency of occurrence of each voltage level given the program level is used to estimate the conditional probability of that level. We visualize the PDFs for measured data and reconstructed data in linear and logarithmic scales. We also compare the total variation between the distributions of measured and reconstructed voltages.

2) ICI: For cells programmed to 0 that suffer an error according to the voltage level, we compute the relative frequencies of the patterns of program levels in adjacent cells in the WL and BL directions. We visualize these relative frequencies using pie charts. Numerical results are also presented for a dominant set of error patterns.

A. PDF Analysis

As we evaluate our learned model using input arrays of program levels, we collect regenerated voltage levels and count the frequency of occurrence of voltage levels over the voltage range. We then estimate the conditional PDFs of voltages associated with each program level.

Fig. 4 shows the conditional PDFs for measured data and regenerated data in the evaluation dataset in both linear and logarithmic scales. The x-axis represents the soft read voltages spanning a certain voltage level range. The y-axis represents the conditional PDF. For program level 0, we pre-process the voltage levels due to normalization problems. From the PDF curves, we conclude that the cVAE-GAN and Bicycle GAN models produce realistic-looking distributions of voltage levels.

To detect the data, we compare voltages to thresholds determined by the intersections of adjacent conditional PDF plots in the logarithmic scale, represented by the vertical dashed-dotted lines. For instance, if a voltage level lies above the first threshold but below the second threshold, the hard read level of the cell is designated as a 1.

For a quantitative comparison, we use total variation (TV) distance, $d_{TV}$, to measure the difference between the measured voltage distribution and the fake distribution. When the voltage level range is finite, $d_{TV}$ is given by

$$
d_{TV}(P_{\text{real}}, P_{\text{fake}}) = \frac{1}{2} \sum_{VL} |P_{\text{real}}(VL) - P_{\text{fake}}(VL)|
$$

We compare the results obtained using the four generative modeling methods and the classical Gaussian method in Table I. The first eight rows correspond to the TV distances between the measured and regenerated conditional distributions $d_{TV}(P_{\text{real}}(VL|PL), P_{\text{fake}}(VL|PL))$ for the 8 program levels $PL \in \{0, 1, ..., 7\}$. Among these program levels, we see that program level 0 shows the largest TV distance. The last row is the TV distance between the overall voltage distributions. According to this measure, cVAE-GAN and Bicycle-GAN are superior to the cGAN, the cVAE, and the classical Gaussian model, with cVAE-GAN achieving the smallest TV distance.

Overall, we conclude that cVAE-GAN provides the best model of the voltage levels according to visual and quantitative metrics.

B. Characterization of ICI Effects

As discussed in Section II-B, the read voltage of a cell may be adversely increased by ICI when the neighboring cells are programmed to high levels. Cells programmed to level 0 are the most susceptible to such ICI effects. We therefore evaluate how well the models learn spatial ICI properties by examining errors associated with program level patterns $PL_{i,j-1}$, $PL_{i,j}$, $PL_{i,j+1}$ and $PL_{i-1,j}$, $PL_{i,j}$, $PL_{i+1,j}$ in the WL and BL directions, respectively, where the victim cell program level is 0, i.e., $PL_{i,j} = 0$. When we program an interior cell to level 0, there are 64 such patterns of program levels for the pair of adjacent cells in both WL and BL directions.

We remark that classical models, such as the Gaussian model, focus on regeneration of the PDFs of the measured data and, as such, are not expected to be effective in capturing ICI effects. Also, from experiments, we find that the cVAE model produces inaccurate ICI effects.

We consider two types of pattern-dependent error probabilities. Type I error probability measures the relative frequency of occurrence of the above WL and BL patterns

| PL | cVAE-GAN | Bicycle-GAN | cGAN | cVAE | Gaussian* |
|----|----------|-------------|------|------|------------|
| 0  | 0.7858   | 0.8399      | 0.9371| 0.5745| 0.9665     |
| 1  | 0.1067   | 0.0697      | 0.4210| 0.3749| 0.1332     |
| 2  | 0.0425   | 0.1674      | 0.0417| 0.2449| 0.0827     |
| 3  | 0.0737   | 0.0915      | 0.1883| 0.2015| 0.0832     |
| 4  | 0.0429   | 0.0575      | 0.3157| 0.2228| 0.0727     |
| 5  | 0.0895   | 0.0985      | 0.3315| 0.2536| 0.0720     |
| 6  | 0.0554   | 0.0912      | 0.1650| 0.3001| 0.0788     |
| 7  | 0.0311   | 0.0430      | 0.5585| 0.3644| 0.0793     |
| All| 0.1509   | 0.1794      | 0.3606| 0.3162| 0.1909     |

* Means and standard deviations for the Gaussian model are derived from measured data.
when an error occurs in the victim cell. More precisely, we calculate

\[ P(PL_{i,j-1}, PL_{i,j+1}|V_{L,i,j} > V_{th0}, PL_{i,j} = 0) \]
\[ P(PL_{i,j+1}, PL_{i+1,j}|V_{L,i,j} > V_{th0}, PL_{i,j} = 0) \]

where \( V_{th0} \) denotes the voltage threshold used to distinguish between level 0 and level 1.

Type II error probability measures the probability that an error occurs in the victim cell for each of the above WL and BL patterns. Specifically, we calculate

\[ P(V_{L,i,j} > V_{th0}|PL_{i,j-1}, PL_{i,j} = 0, PL_{i,j+1}) \]
\[ P(V_{L,i,j} > V_{th0}|PL_{i-1,j}, PL_{i,j} = 0, PL_{i+1,j}) \]

Type I probabilities for measured and regenerated data are visualized in Fig. 5. In each pie chart, 23 main error patterns are explicitly presented, with the remaining patterns collectively designated by others. In the measured data, the 23 listed patterns account for 60% of the errors in the WL direction and around 75% of the errors in the BL direction. The dominant error pattern in both WL and BL directions is 707. For the prevalent error patterns, probabilities observed in the data generated by cVAE-GAN and Bicycle-GAN are very similar to those seen in the measured data. On the other hand, the error probabilities of the 23 main contributing patterns in cGAN are cumulatively larger, despite having a relatively smaller probability for the dominant 707 pattern. This suggests that cGAN is less successful in learning spatial ICI effects.

Table II presents the numerical values for the Type II error rates for the most error-prone patterns. In the measured data, we observe that 707 has the highest error rate in both WL and BL directions, namely 16.17% and 11.6%, respectively, and the BL error rate is about 40% larger. Overall, Type II rates in data generated by cVAE-GAN and Bicycle-GAN indicate accurate learning of ICI effects in WL and BL directions. The only substantial discrepancy is in the error rate for the 707 pattern in the WL direction, where the generated error rate, 9.16% and 8.91%, respectively, fall short of the measured error rate by about 25%.

These results show that cVAE-GAN and Bicycle-GAN both produce spatial distributions of voltage levels in a flash memory block that capture with good accuracy the effects of ICI in both vertical and horizontal directions, with the cVAE-GAN architecture giving slightly better overall results.

**V. CONCLUSION**

In this paper, we explored the use of conditional generative networks to model the flash memory channel. Specifically, we trained several generative network architectures to learn spatial characteristics of read voltages in a block, conditioned on the program levels. We observe a high degree of similarity between the conditional distributions of the generated data and the measured data, both qualitatively and quantitatively. The models also capture underlying ICI effects, as measured by...
two types of pattern-dependent error probabilities. Taking all of these metrics into account, we conclude that the cV-AE-GAN offers a realistic model of flash memory read voltages. These results motivate further investigation into generative modeling architectures for flash memory channels that can better learn spatial characteristics, and also learn temporal characteristics due to cycling and retention.
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