Targeting on Different Characteristic Continuous Variables in Process Transition for Ethylene Column with Wide-Range Feed Fluctuation
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Abstract: For the study of the transition strategies of continuous chemical processes, both continuity and dynamic characteristics in the physical sense are critical. The continuous transition strategy has a higher information density and can describe the real situation as closely as possible. In addition, the accuracy of the dynamic characteristics is necessary because the process transition is the study of the dynamic system processes. However, existing transition strategies have certain shortcomings. Dynamic optimization can obtain transition strategies with different characteristics but no physical meaning and a frequency domain-based analytical approach can acquire a continuous transition strategy with physical meaning, but its dynamic characteristics are the same. Therefore, by integrating the advantages of the existing strategies, a new transition strategy has been presented, which possesses different dynamic characteristics and continuity synchronous with physical significance. When process transition occurs, the proposed strategy results in less fluctuation and can quickly reach and maintain a steady state. Furthermore, the strategy is also suitable for the rapid application of different transition processes in the same plant. The performance of the transition strategies is evaluated through research on a continuous feed ethylene column.
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1. Introduction

The complicated process industry occupies an essential position in the industrial system and national economy [1]. In recent years, the shortage of resources and the intensification of market competition have urged process industries to meet higher demands for product quality, security, cost, and efficiency [2–5].

As a crucial part of the process industry, chemical processes are often accompanied by the problems of variable production conditions [6], complexity mechanisms [7,8], and huge consumption of raw materials and energy [9]. When production demands change, the operating conditions change accordingly [10,11], and large-scale operating changes are called process transition. In the process transition of the chemical industry, the conventional process control strategies, such as PID control, find it difficult to make smooth working condition transitions, owing to the complicated process mechanisms. The existence of a large number of non-stationary changes may cause the production indicators to be far from the target, thereby affecting the final product quality and production costs [12,13]. Therefore, it is necessary to explore effective process transition strategies to achieve a smooth transition of working conditions and avoid wasting materials and energy.

At present, the solution paradigms for process transition strategies are largely concentrated on the optimization-based and analysis-based methods. The optimization approach transforms transition problems into a general dynamic optimization issue, and then receives the manipulated variable transition trajectory by solving the specific objective function.
For example, Aydin et al. [14] proposed the combination of an indirect solution scheme together with a parsimonious input parametrization to address the dynamic optimization of batch and semi-batch chemical processes. Huang et al. [15] developed a method based on control vector parameterization (CVP) to obtain the transition trajectory during the transition process of working conditions in ethylene columns.

The analytical method obtains the corresponding relationship between the manipulated variable and system model by analyzing the essence of the transition problem, and then directly deduces the manipulated variable transition trajectory through the system model, such as Cao et al. [16] presented in a frequency domain-based analytical approach. It acquires the continuous transition strategy with physical significance through the transfer function model, which is unable to be addressed in the time domain. Although the continuous transition strategy can achieve some improvements in transition performance, it has two shortcomings: (1) as a nonlinear system, the majority of practical processes need to obtain the transfer function through linearization; (2) the calculation in the frequency domain ignores the dynamic differences between the manipulated variables. These operations simplify the solution process of the transition problem and provide a feasible solution for studying the continuous process transition strategy of complex systems. Nonetheless, excessive simplification results in the lack of some dynamic characteristics of manipulated variables, which will have some negative impact on the transition process.

To sum up, this paper has some innovations as follows: a new process transition strategy has been developed by integrating the advantages of the existing process transition strategy. When process transition occurs, it has less fluctuation than conventional approaches and can quickly reach and maintain a steady state. Furthermore, for different transition processes of the same process plant, it can be quickly applied to other transition processes through parameter optimization. A common ethylene distillation column as a benchmark case is used to evaluate the performance of the transition strategies.

The organization of the paper is as follows: the deficiencies of the existing transition strategy are introduced in Section 2; in Section 3, the proposed transition strategy is described in detail and applied to the transition problem of ethylene columns; the rapid application of the method in different transition processes is explored in Section 4; finally, the conclusion is drawn in Section 5.

2. Problem Presentation

Against the background of the variable production conditions in chemical processes, wide-range process transitions occur from time to time due to the change of work demands [17] and the process transition strategy is the transition method aimed at this process.

2.1. Process Transition Strategy with Different Characteristics

Process transition cannot happen without changing the driving variables. A driving variable refers to the variable that can cause the process transition of a system. All variables will remain constant when the system is running at steady state. Therefore, there must be a kind of variable in the system that can vary initiatively, that is, driving variables, so that the current steady state can be broken. The system enters the transition state after the driving variable starts to change, and the production indicator deviates from the expectation. The corresponding manipulated variable should also start to vary immediately to compensate for the deviation of the production indicator caused by the variation of the driving variable. The transition strategy is mainly to find the appropriate transition trajectories of the manipulated variables to make the process plant meet the requirement of the production indicators.

Process transition is the study of a system’s dynamic processes, so the transition issue can be regarded as a dynamic optimization issue. The dynamic process is generally described by differential and algebraic equations (DAE), and dynamic optimization is a common way to address the dynamic programming problem with DAE constraints. Subsequently, under the constraints of the physical model of the plant, the transition
The trajectory of the manipulated variable is computed by minimizing the given objective function. For this, the general paradigm of the optimization problem (defined Model 1) is given and the description of each variable is shown in Table 1.

\[
\min_{u(t)} \ J = \Phi \left( x(t), u(t), d(t), t_f \right) \\
\text{s.t.} \quad \dot{x}(t) = f_x(x(t), u(t), d(t)) \\
\quad \quad \quad \quad \ d(t) = d^*(t) \\
\quad \quad \quad \quad \ x(t_0) = x^{t_0}, \quad x(t_f) = x^{t_f} \\
\quad \quad \quad \quad \ u(t_0) = u^{t_0}, \quad u(t_f) = u^{t_f}
\]

Table 1. The description of each variable in Model 1.

| Variable | Description                        |
|----------|------------------------------------|
| \(x\)   | State variable                     |
| \(u\)   | Manipulated variable               |
| \(d\)   | Driving variable                   |
| \(d^*\) | Driving trajectory of driving variable |
| \(\Phi\)| Equation of objective function     |
| \(f_x\) | Physical model of plant            |
| superscripts \(t_0\) | Steady-state value before transition |
| superscripts \(t_f\) | Steady-state value after transition |

The advantages and disadvantages of the dynamic optimization method are obvious. The advantage lies in the ability to solve an optimal transition trajectory of the manipulated variable for a specific transition process. For continuous processes, as long as the target operating point exists, a transition trajectory that fits the demand can generally be obtained through dynamic optimization. That is to say, the dynamic optimization has a wider application range \[18,19\].

However, the disadvantage of dynamic optimization is that it is almost impossible for complex systems to obtain an analytical solution through the indirect method \[20,21\]. Therefore, the direct method is generally adopted to transform the original optimization problems to the nonlinear programming problems by discretization \[22,23\]. The common methods are those such as control vector parameterization and orthogonal collocation. Although the direct method can address the complicated problem, it is obvious that the obtained input variables, that is, the manipulated variables, are piecewise functions \[24\]. The essence of the direct method is to acquire the optimal input through piecewise approximation. Piecewise functions are generally discontinuous, but some input parameterization methods can be used to ensure the smoothness of the solution, and then a continuous input function can be acquired. However, we do not know what the optimal solution looks like before the calculation, so the approximation function is generally selected based on experience. It means that dynamic optimization is to numerically approach the optimal solution piecewise. Even if a continuous input function can be obtained, it has no physical meaning. For piecewise functions through numerical approximation, some partial details may be ignored due to the influence of discrete precision, which may have some negative effects on control performance for continuous industrial processes. While the problem can be addressed by raising the discrete accuracy, the increase in discrete accuracy leads to an increase in calculation cost. The excessive computational costs bring great challenges to practical applications \[25\]. For some partial variations with a short duration, the raise in discrete accuracy indefinitely is unrealistic.

2.2. Continuous Process Transition Strategy with No Different Characteristics

It can be seen from the above analysis that there are two defects in dynamic optimization in the research of the transition strategy of complex systems: it is difficult to
solve by the indirect method and a continuous solution with physical significance cannot be obtained by the direct method. Cao et al. [16] presented the frequency domain-based analytical approach (A-FD) to overcome the shortcomings of the dynamic optimization method, which is shown in Figure 1.

Different from the optimization idea, the A-FD maps the transition problem from the time domain to the frequency domain space, and then directly solves the continuous transition trajectory of the manipulated variables according to the transfer function model of the plant in the frequency domain space. A transfer function model consisting of algebraic equations is used to describe the plant in place of differential algebraic equations. The computational difficulty of transition problems is reduced, making it possible to find continuous analytical solutions to complex problems. The advantage of the A-FD is that for complicated systems, continuous transition trajectories can still be obtained without numerical approximation by basic functions. The acquired manipulated variable therefore has actual physical significance.

Nevertheless, the A-FD also has two shortcomings. Firstly, actual industrial processes are generally nonlinear. The A-FD needs to transform the nonlinear physical model of the plant into the linear transfer function model by linearization. The linearization of the nonlinear model is carried out at a certain working point, and the obtained transfer function is essentially the model at this working point rather than that of the entire transition process [26]. Using the transfer function model at a certain working point to replace that of the entire transition process for calculation will bring certain errors to the transition strategy. Secondly, the computation in the frequency domain is based on an assumption that the dynamic characteristics of each manipulated variable are identical during the transition process, which ignores the dynamic differences between manipulated variables. In the actual process, because the system responds differently to different manipulated variables, the dynamic characteristics of each manipulated variable cannot be exactly the same in the dynamic process. Since process transition is the study of dynamic system processes, the dynamic characteristics of the transition strategy are crucial. It is necessary to be employed on the basis of the characteristics of the manipulated variable itself to acquire a better adjustment effect in line with reality. The transition strategy acquired under the condition of ignoring the difference in dynamic characteristics is obviously not optimal.

In contrast to dynamic optimization, the A-FD can obtain the continuous transition trajectory of manipulated variables with physical meaning, which has an important practical value for the transition strategy. Nevertheless, the continuous transition strategy with no different characteristics can be achieved due to the limitations of the solution method,
which does not conform to the dynamic characteristics of the actual process. In other words, the A-FD is not the optimal solution for the process transition strategy. Therefore, studying new methods to obtain the optimal transition strategy is necessary, that is, a continuous transition strategy with different characteristics. For the convenience of explanation, the continuity in the following refers to the continuity with physical meaning.

3. Continuous Process Transition Strategy with Different Characteristics

In this section, for the research on the transition strategy of complex systems, the accuracy of the transition strategy will be improved by improving the solution method, while considering the challenge brought by the computational cost.

3.1. Solution Method of Continuous Process Transition Strategy with Different Characteristics

Since dynamic optimization cannot obtain physically meaningful transition strategies, improvement on the basis of the A-FD was considered, in order to obtain the continuous transition strategy with different characteristics. For the continuous transition strategy acquired through the previous A-FD, the transition functions of manipulated variables are generally signified as

$$u(t) = f_u(k, T, t^0) = \left[ u_1(t) \quad u_2(t) \quad \ldots \quad u_l(t) \quad \ldots \quad u_M(t) \right]^T$$

$$k = \begin{bmatrix}
k_{1,1} & k_{1,2} & \ldots & k_{1,r} & \ldots & k_{1,N} \\
k_{2,1} & k_{2,2} & \ldots & k_{2,r} & \ldots & k_{2,N} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
k_{l,1} & k_{l,2} & \ldots & k_{l,r} & \ldots & k_{l,N} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
k_{M,1} & k_{M,2} & \ldots & k_{M,r} & \ldots & k_{M,N} \\
T_{1,1} & T_{1,2} & \ldots & T_{1,r} & \ldots & T_{1,N} \\
T_{2,1} & T_{2,2} & \ldots & T_{2,r} & \ldots & T_{2,N} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
T_{l,1} & T_{l,2} & \ldots & T_{l,r} & \ldots & T_{l,N} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
T_{M,1} & T_{M,2} & \ldots & T_{M,r} & \ldots & T_{M,N} \\
\end{bmatrix}$$

$$k^0 = \begin{bmatrix}
k_{1,0} & k_{2,0} & \ldots & k_{1,0} & \ldots & k_{M,0} \\
\end{bmatrix}^T = u^0 \quad T = \{T_1; T_2; \ldots; T_l; \ldots; T_M\} \in \mathbb{R}^{M \times N}$$

where $f_u$ represents the equation of manipulated variables. $k^0$ signifies the initial steady-state value of manipulated variables, that is, $u^0$. $k$ and $T$ express the steady and dynamic parameter matrices in the transition function of the manipulated variables, respectively. $u_l(t)$ signifies the $l$th manipulated variable of $u(t)$. $k_i$ and $T_i$ represent the parameters of $u_l(t)$. $k_{lr}$ and $T_{lr}$ express the $r$th steady and dynamic parameters of $u_l(t)$, respectively. $k_{i,0}$ represents the initial steady-state value of $u_l(t)$.

The A-FD assumes the same dynamic characteristics for each manipulated variable. In brief, no matter how many manipulated variables there are, only one set of steady and one set of dynamic parameters is calculated. There is no difference between manipulated variables, which can be signified as

$$k_1 = k_2 = \ldots = k_1 = \ldots = k_M \quad T_1 = T_2 = \ldots = T_l = \ldots = T_M$$

However, there are certain differences between the optimal transition trajectories in practical problems because the plant response to diverse manipulated variables is different. The transition function of each manipulated variable should have a unique set of parameters. Solving the continuous transition strategy with different characteristics is transformed into solving the manipulated variable transition function with different parameters.
In fact, the A-FD acquires the continuous transition strategy with no different characteristics, while dynamic optimization obtains the transition strategy with different characteristics. In other words, the superiorities of the two methods are obvious and complementary. Thereby, for the continuous transition functions with the same parameters which are obtained from the A-FD, the optimal transition trajectory of each manipulated variable can be acquired by optimizing all parameters of continuous functions. The optimized transition functions have different parameters, resulting in a continuous transition strategy with different characteristics. The optimization problem can be expressed as Model 2:

$$\min_{k,T} \quad J = \Phi(x(t), u(t), d(t), t_f)$$

s.t. $$x(t) = f_x(x(t), u(t), d(t))$$

$$u(t) = f_u(k, T, k^0)$$

$$d(t) = d^*(t)$$

$$k^0 = u^0$$

$$x(t_0) = x^b, \quad x(t_f) = x^f$$

$$u(t_0) = u^b, \quad u(t_f) = u^f$$

Compared with optimization Model 1, the optimization variables in Model 2 only involve the parameters of continuous function, thus there is no need for handling with discretization. In addition, the optimization in the time domain is to directly calculate the mechanism model of the process plant, while avoiding the error attributed to the linearization of a nonlinear model. The new approach for the process transition strategy, which combines the optimization method and analytical method, can be called the two-step optimization frequency domain-based approach (TSO-FD). The schematic diagram of the proposed method is shown in Figure 2.

![Figure 2. Diagram of the TSO-FD.](image)

The TSO-FD will be implemented in two steps. In the first step, the nonlinear mechanism model is transformed into the linear transfer function model by linearization, meanwhile the transition problem in the time domain is transformed into that in the frequency domain. Then, the transition problem in the frequency domain is solved by analytical method to achieve the continuous transition trajectories of the manipulated variables with physical meaning. The second step is to adjust all parameters of continuous function through parameter optimization based on the original nonlinear mechanism model to acquire the continuous transition trajectories with different characteristics.

The TSO-FD integrates the virtues of the A-FD and dynamic optimization. That is, the continuous transition strategy with physical significance is acquired through the idea of the analytical method, and the transition strategy with different characteristics is obtained.
through the idea of the optimization method, so that the continuous transition strategy with different characteristics is finally received. Both continuity and dynamic characteristics in the physical sense are critical for transition strategy. It is foreseeable that compared with the existing transition strategies, the performance will be better for the transition strategy that simultaneously has continuity with physical meaning and different characteristics. It has important guiding significance for the chemical process transition with high production indicator requirements.

It is important to notice that as the foundation of the study, the transfer function is the common mathematical model to describe linear processes. However, the majority of practical processes are inherently nonlinear. For weakly nonlinear processes, adequate analytical accuracy can be acquired by describing approximately the nonlinear behavior through linearization approaches. However, the linearization of strongly nonlinear processes may bring great errors, resulting in the inability to accurately analyze the dynamic characteristics of the processes. That is, the presented approach applies to process transitions of weakly nonlinear processes, but not strongly nonlinear processes.

3.2. Transition Strategy for Ethylene Column

Distillation is a common separation technology in chemical industry production and is applied in approximately 95% of fluid separation manipulations [27,28]. For ethylene production systems, the distillation column is essential equipment, used to refine the ethylene product by the mass exchange and heat exchange processes of the gas and liquid phase. This distillation process only involves physical changes, and the nonlinearity level is not high, so it can be considered as a weakly nonlinear process. The ethylene column has the feature of high product quality demands, complicated dynamic characteristics, and more interference factors. There is a need for precise operation and regulation of ethylene columns [29–31]. Thus, the research in transition strategy by taking the ethylene column for a case is appropriate and representative.

An in-service ethylene column was selected as a benchmark case, as exhibited in Figure 3. The upstream cracking furnace group produces overheated cracking gas as feed to the ethylene column, and the feed contains four components, ethane, ethylene, and a little hydrogen and methane. The ethylene product is drawn from the side at the top, and the ethane product is drawn from the bottom. The cracking furnaces will be coking after running for a while. Each cracking furnace in the group should be down regularly for cleaning in sequence and then put into operation again. It means that the feed of the ethylene column will fluctuate on a large scale periodically, and consequently cause variations in operating conditions, that is, process transition. The ethylene column dynamic model has been established by our research group. The model takes into account not only the dynamic process of the gas and liquid phase on the tray but also the dynamic characteristics of the gas holdup in the vapor space and the liquid holdup in the downcomer [32]. Considering the high efficiency of the process simulation software gPROMS for solving DAE and the accuracy of Aspen Properties for calculating the physical properties [33,34], the co-simulation of Aspen Properties and gPROMS was chosen to solve the physical model of the plant. Furthermore, the ethylene column is a mixed system with non-polar, high pressure, and low temperature, meanwhile, there is a little hydrogen in the feed. Thus, the Peng-Robinson equation was selected for the thermodynamic equation in the simulation.

The process transition attributed to the feed changes of the ethylene column is the main focus in this paper, and the starting process of one cracking furnace in the group after coke cleaning is taken as an example. Since the steady-state working points of the system before and after process transition are known, the steady-state values of every working point are acquired through steady-state optimization. For the ethylene column, the crucial data in process transition caused by feed increase are shown in Table 2.
An in-service ethylene column was selected as a benchmark case, as exhibited in Figure 3. The upstream cracking furnace group produces overheated cracking gas as feed to the ethylene column, and the feed contains four components, ethane, ethylene, and a little hydrogen and methane. The ethylene product is drawn from the side at the top, and the ethane product is drawn from the bottom. The cracking furnaces will be coking after running for a while. Each cracking furnace in the group should be down regularly for cleaning in sequence and then put into operation again. It means that the feed of the ethylene column will fluctuate on a large scale periodically, and consequently cause variations in operating conditions, that is, process transition. The ethylene column dynamic model has been established by our research group. The model takes into account not only the dynamic process of the gas and liquid phase on the tray but also the dynamic characteristics of the gas holdup in the vapor space and the liquid holdup in the downcomer [32]. Considering the high efficiency of the process simulation software gPROMS for solving DAE and the accuracy of Aspen Properties for calculating the physical properties [33,34], the co-simulation of Aspen Properties and gPROMS was chosen to solve the physical model of the plant. Furthermore, the ethylene column is a mixed system with non-polar, high pressure, and low temperature, meanwhile, there is a little hydrogen in the feed. Thus, the Peng-Robinson equation was selected for the thermodynamic equation in the simulation.

Figure 3. Diagram of the ethylene column.

Table 2. Data in diverse working points.

| Type of Variable | Name of Variable   | Unit     | Current Data | Target Data |
|------------------|--------------------|----------|--------------|-------------|
| Input variable   | Feed flowrate      | kmol/h   | 798.034      | 998.034     |
|                  | Side draw flowrate | kmol/h   | 642.856      | 804.501     |
|                  | Bottom reboiler consumption | kJ/h          | 2.153 × 10^7   | 2.833 × 10^7  |
|                  | 1st middle reboiler consumption | kJ/h        | 3.105 × 10^6   | 3.105 × 10^6  |
|                  | 2nd middle reboiler consumption | kJ/h        | 2.469 × 10^6   | 2.469 × 10^6  |
| Output variable  | Ethylene product composition | %       | 99.90        | 99.90       |
|                  | Reflux ratio       | -        | 4.606        | 4.676       |
|                  | Operating pressure | Mpa      | 1.63         | 1.63        |
|                  | Side draw temperature | K        | 237.10       | 237.11      |
|                  | Bottom temperature | K        | 257.30       | 257.34      |

Where feed flowrate belongs to driving variables because it is decided by upstream devices. Since the middle reboiler consumption is invariant, the manipulated variables comprise only ethylene product flowrate and bottom reboiler consumption. The adjustable variables may be definitely signified as follows.

\[
d(t) = F_F(t) \\
u(t) = \begin{bmatrix} u_1(t) \\ u_2(t) \end{bmatrix}^T = \begin{bmatrix} F_D(t) \\ Q_W(t) \end{bmatrix}^T
\]

(3)

where \(F_D(t)\) represents the flowrate of ethylene product in ethylene column, \(Q_W(t)\) signifies the bottom reboiler consumption in the ethylene column, \(F_F(t)\) represents the feed flowrate in the ethylene column, and its driving trajectory is displayed in Figure 4a.
The ethylene column is a typically complex system, and the TSO-FD was selected to solve the optimal process transition strategy of the transition process shown in Table 2, that is, the continuous transition strategy with different characteristics. According to Section 3.1, TSO-FD is carried out in two steps.

Step 1: The continuous transition strategy with no different characteristics is acquired by the analytical method.

In the light of the data in Table 2, the A-FD was adopted to compute the transfer function model of the plant and the transition duration $t_f = 10$ h. For the process transition in the ethylene column attributed to feed increase, the continuous transition function of

Figure 4. Transition results of the continuous process transition strategy for the ethylene column: (a) feed flowrate; (b) side draw flowrate; (c) bottom reboiler consumption; (d) ethylene product quality; (e) side draw temperature; (f) bottom temperature.
manipulated variables with no different characteristics is obtained, as shown in Equation (4) and Table 3.

\[ u_l(t) = k_{l,0} + k_{l,1} \left( 1 - e^{-\frac{t}{T_{l2}}} \right) - k_{l,2} \left( 1 - e^{-\frac{t}{T_{l1}}} \right) \]

\[ k_{l,0} = u_l^{(0)}, l = 1, 2 \]  

(4)

**Table 3. Parameters of continuous transition function for manipulated variables.**

| Parameter | Unit | A-FD | TSO-FD | A-FD (New Transition) | TSO-FD (New Transition) |
|-----------|------|------|--------|-----------------------|------------------------|
| \( u_1 \) | \( k_{1,1} \) | kmol/h | 222.314 | 222.447 | 236.941 | 236.896 |
| \( k_{1,2} \) | | | 60.3523 | 60.3521 | 57.946 | 57.934 |
| \( T_{1,1} \) | h | 1.526 | 1.612 | 1.544 | 1.521 |
| \( T_{1,2} \) | | 0.216 | 0.199 | 0.171 | 0.166 |
| \( u_2 \) | \( k_{2,1} \) | kJ/h | \( 9.3521 \times 10^6 \) \( (h_{2,11}^{-1}) \) | \( 9.3584 \times 10^6 \) | \( 9.689 \times 10^6 \) \( (h_{2,11}^{-1}) \) | \( 1.010 \times 10^7 \) |
| \( k_{2,2} \) | | | \( 2.3708 \times 10^6 \) \( (h_{2,21}^{-1}) \) | \( 2.3708 \times 10^6 \) | \( 2.370 \times 10^6 \) \( (h_{2,21}^{-1}) \) | \( 2.786 \times 10^6 \) |
| \( T_{2,1} \) | h | 1.526 \( (T_{1,1}^{-1}) \) | 1.620 | 1.544 \( (T_{1,1}^{-1}) \) | 1.477 |
| \( T_{2,2} \) | | | \( 0.216 \) \( (T_{1,1}^{-1}) \) | 0.117 | \( 0.171 \) \( (T_{1,1}^{-1}) \) | 0.256 |
| \( J \) | | | \( 1.44 \times 10^{-10} \) | \( 5.38 \times 10^{-11} \) | \( 1.21 \times 10^{-10} \) | \( 4.72 \times 10^{-11} \) |
| Maximum deviation | | | \( 1.23 \times 10^{-3} \) | \( 1.19 \times 10^{-3} \) | \( 2.02 \times 10^{-3} \) | \( 7.91 \times 10^{-4} \) |
| Mean-square error | | | \( 1.43 \times 10^{-11} \) | \( 5.49 \times 10^{-12} \) | \( 1.26 \times 10^{-11} \) | \( 4.86 \times 10^{-12} \) |

\(^1\) Transition process where the driving variable is feed flowrate. \(^2\) Transition process where the driving variables are feed flowrate and ethylene composition of feed.

Step 2: All parameters of the continuous transition function for manipulated variables are corrected through full-parameter optimization, subsequently the continuous transition strategy with different characteristics is obtained.

For the ethylene column, the main product is ethylene. The essential goal for process transition is to keep the ethylene product composition constant so that the subsequent process can proceed stably. Therefore, the objective function in the optimization model is the correlation function of ethylene product composition. The integral of squared error of the ethylene product composition is selected in this paper, which is expressed as

\[ J = \int_{t_0}^{t_f} (c(t) - c^*)^2 dt \]  

(5)

where \( c(t) \) signifies the composition of ethylene products, \( c^* \) is the desired value, which is selected as 99.90% in this paper. In ethylene production, the maximum allowed deviation of composition is usually 0.01%, and it is used for appraising the performance of the process transition strategy in this paper as well.

Parameters acquired in Step 1 are taken as initial values to solve optimization Model 2. The optimization problem is computed by sequential quadratic programming (SQP) according to the data in Table 2.

3.3. Results and Discussion

In Section 3.2, for the ethylene column transition attributed to feed increase, the continuous process transition strategy with different characteristics was obtained through TSO-FD. The parameters of the continuous transition function for manipulated variables and the evaluation indexes of the process transition strategy are shown in Table 3. It is observed that, except for the different initial steady-state values, the other parameters of each transition function obtained by the A-FD are coincident. What needs illustration is that the same dynamic parameter refers to the same value of the dynamic parameter, while the same steady parameter refers to the same change rate of the steady parameter. Since the steady-state gain of each manipulated variable is different, the displayed value of the steady parameter for each manipulated variable is different, but it can be calculated from the relative steady-state gain \( h_l = \frac{u_l^{(l)} - u_l^{(0)}}{u_l^{(l)} - u_l^{(0)}} \) between manipulated variables. Put the
obtained continuous process transition strategy into use in the ethylene column, and the transition consequences are exhibited in Figure 4.

For the ethylene column described in this paper, the side draw flowrate is the primary manipulated variable affecting the product quality. Thus, the influence of other manipulated variables is relatively small for the transition problem of ensuring product quality. When the dynamic characteristics of manipulated variables are coincident, the calculation result of side draw flowrate is relatively accurate. However, for other manipulated variables, that is, bottom reboiler consumption, the dynamic process will vary obviously after being calculated separately.

Figure 4d and Table 3 indicate that both the A-FD and TSO-FD can acquire the continuous transition strategy that satisfies the composition requirements of ethylene products. Compared with the continuous transition strategy with no different characteristics, when the continuous transition strategy with different characteristics was put into use for the ethylene column, the deviation, the maximum deviation, and the mean-square error of the ethylene product composition were reduced. The ethylene product composition can be quickly approached and maintained at the expected value owing to the decreased fluctuations, and the transition effect has been improved.

4. Extending to Wide Fluctuating throughput with Composition

For continuous industrial processes, process transition does not occur only once during the entire operating period. In the context of variable production conditions, every time a process transition occurs, the whole system needs to be solved once to acquire the optimal process transition strategy of the current transition process. However, for chemical industry processes with complex mechanisms, if the process transition occurs frequently, then frequent analysis and optimization will increase the computational cost and decrease the practicability of the process transition strategy.

4.1. Efficient Solutions for Different Transition Processes

Different from general disturbance, the transition is a planned variation of working conditions, and the steady-state working points of the system before and after process transition are known. As the variable of active change, the driving variable makes the system enter the transition state from the steady state. In essence, the process transition strategy is to acquire the transition trajectory of manipulated variables that can keep the production indicator at the desired indicator through analysis and calculation. In other words, for the same process plant, the optimal transition trajectory of manipulated variables in the transition process is completely determined by driving variables.

The different states of driving variables lead to different transition processes. The state of the driving variable includes the type, quantity, change amplitude, and dynamic characteristics. According to Section 3.1, TSO-FD can obtain the optimal process transition strategy of the current transition process by adjusting the parameters of the manipulated variable transition function directly. The structure of the optimized transition function remains unchanged, only the parameters are different. Then, for different transition processes caused by state changes of the driving variables, it is also possible to directly optimize the parameters of the manipulated variable transition function to quickly acquire a continuous process transition strategy with different characteristics, without having to adopt a complete solution process, as shown in Figure 5.

In Figure 5, Transition 1, 2...P represent different transition processes of the same process plant. For the same plant, in the event that a continuous process transition strategy with different characteristics has been acquired, the continuous process transition strategy with different characteristics for different transition processes can be directly obtained through the variant of TSO-FD. That is to say, the complete solution process is redundant, and the total solution steps of P transition processes are reduced from 2P to P+1, a reduction of nearly 50%. The computational cost is significantly reduced so that the optimal process transition strategy for different transition processes can be obtained simply and
efficiently. By the way, the more frequently the process transition occurs, the more obvious the advantages of TSO-FD.

![Diagram](image.png)

**Figure 5.** Solution methods of the continuous process transition strategy with different characteristics for different transition processes.

### 4.2. Results and Discussion

Chemical industry processes are generally complex systems with multiple variables, and all the variables can affect the normal operation of chemical industry processes through material balance or heat balance. In this section, the different transition processes caused by the state changes of driving variables are researched. In order to form a contrast experiment, the process transition of the ethylene column attributed to feed increase is still discussed. For the actual operation of the ethylene column, the process transition is not limited to the variation of feed flowrate, and other states of feed, such as feed composition, will also change with the variation of feed flowrate. It has practical guiding significance to consider the process transition of the distillation process comprehensively.

For different transition processes attributed to the state changes of driving variables, the steady-state working point after transition varies as well. The data of the new process transition that comprehensively considers changes in working conditions are shown in Table 4.

**Table 4.** Data in diverse working points (new process transition caused by state changes of driving variables).

| Type of Variable | Name of Variable                  | Unit     | Current Data | Target Data |
|------------------|-----------------------------------|----------|--------------|-------------|
| Input variable   | Feed flowrate                     | kmol/h   | 798.034      | 998.034     |
|                  | Ethylene composition of feed      | %        | 83.04        | 84.04       |
|                  | Ethane composition of feed        | %        | 16.80        | 15.80       |
|                  | Methane composition of feed       | %        | 0.15         | 0.15        |
|                  | Hydrogen composition of feed      | %        | 0.01         | 0.01        |
|                  | Side draw flowrate                | kmol/h   | 642.856      | 821.487     |
|                  | Bottom reboiler consumption       | kJ/h     | 2.153 × 10^7 | 2.883 × 10^7 |
|                  | 1st middle reboiler consumption   | kJ/h     | 3.105 × 10^6 | 3.105 × 10^6 |
|                  | 2nd middle reboiler consumption   | kJ/h     | 2.469 × 10^6 | 2.469 × 10^6 |
| Output variable  | Ethylene product composition      | %        | 99.90        | 99.90       |
|                  | Reflux ratio                      | -        | 4.606        | 4.628       |
|                  | Operating pressure                | MPa      | 1.63         | 1.63        |
|                  | Side draw temperature             | K        | 237.10       | 237.11      |
|                  | Bottom temperature                | K        | 257.30       | 258.22      |
The feed composition also acts as a driving variable to influence the process transition of the ethylene column. Since hydrogen and methane are only a small part of the feed mixture, the composition changes of ethylene and ethane are mainly considered. It should be noted that although the feed composition changes with the variation of feed flowrate, the exchange of substances in the chemical industry process requires a certain time. Thus, the change speed of the composition is slower than that of the flowrate. The driving trajectories of the feed flowrate and ethylene composition of feed are displayed in Figure 6a.

Figure 6. Transition results of the new process transition caused by the state changes of driving variables: (a) driving variable; (b) side draw flowrate; (c) bottom reboiler consumption; (d) ethylene product quality; (e) side draw temperature; (f) bottom temperature.
The parameters of the continuous transition function of the manipulated variables with different characteristics acquired in Section 3 were taken as the initial values to compute optimization Model 2. The optimization problem was calculated by SQP according to the data in Table 4. The transition function of manipulated variables for the new process transition is signified in Table 3, and the transition consequences are displayed in Figure 6. The transition results are compared with those obtained by the A-FD as well.

Figure 6 demonstrates that for the different process transitions attributed to the state changes of the driving variables, both the A-FD and TSO-FD can acquire the process transition strategy that meets the requirements of ethylene product composition. Compared with the transition strategy acquired by A-FD, when the continuous transition strategy with different characteristics obtained by TSO-FD acted on the ethylene column, the deviation of ethylene product quality was smaller. Furthermore, the fluctuations of product quality were gentle, and the transition process smoother.

Compared with A-FD, the TSO-FD adopts the optimization approach in the computation process. Thus, for different transition processes of the same process plant, TSO-FD can employ the existing conclusions, that is, the transition strategy acquired in Section 3, as the initial value to calculate. It does not have to adopt a full solution process. In other words, compared with the current solution method, the process transition strategy obtained through the TSO-FD not only has higher solution accuracy but also can be quickly applied to other process transitions through parameter optimization.

5. Conclusions

Process transition with large-scale operating variations in industrial processes is discussed in this paper. Firstly, the limitations of existing process transition strategies are expounded. Secondly, the two-step optimization frequency domain-based approach is presented, which develops a new process transition strategy by combining the superiorities of current transition strategies. For continuous industrial processes, the new strategy has two significant properties simultaneously: continuity with physical significance and different dynamic characteristics. In addition, the developed approach can be quickly applied to other transition processes of the same plant. Finally, the performance of the transition strategies is assessed using an ethylene column with fluctuating feed as a benchmark case. Simulation results indicate that compared with the existing transition strategy, the proposed strategy induces the smaller fluctuation. It can rapidly approach and hold a steady state, and the transition performance has been improved.
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