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Abstract—Metamorphic Testing (MT) addresses the test oracle problem by examining the relations between inputs and outputs of test executions. Such relations are known as Metamorphic Relations (MRs). In current practice, identifying and selecting suitable MRs is usually a challenging manual task, requiring a thorough grasp of the SUT and its application domain. Thus, Kanewala et al. proposed the Predicting Metamorphic Relations (PMR) approach to automatically suggest MRs from a list of six pre-defined MRs for testing newly developed methods. PMR is based on a classification model trained on features extracted from the control-flow graph (CFG) of 100 Java methods. In our replication study, we explore the generalizability of PMR. First, since not all details necessary for a replication are provided, we rebuild the entire preprocessing and training pipeline and repeat the original study in a close replication to verify the reported results and establish the basis for further experiments. Second, we perform a conceptual replication to explore the reusability of the PMR model trained on CFGs from Java methods in the first step for functionally identical methods implemented in Python and C++. Finally, we retrain the model on the CFGs from the Python and C++ methods to investigate the dependence on programming language and implementation details. We were able to successfully replicate the original study achieving comparable results for the Java methods set. However, the prediction performance of the Java-based classifiers significantly decreases when applied to functionally equivalent Python and C++ methods despite using only CFG features to abstract from language details. Since the performance improved again when the classifiers were retrained on the CFGs of the methods written in Python and C++, we conclude that the PMR approach can be generalized, but only when classifiers are developed starting from code artefacts in the used programming language.

Index Terms—Software testing, metamorphic testing, metamorphic relations, prediction modelling, replication study

I. INTRODUCTION

Metamorphic Testing (MT) is a software testing approach proposed by Chen et al. [1] to alleviate the test oracle problem. A test oracle is a mechanism for detecting whether or not the outputs of a program are correct [2], [3]. The oracle problem arises when the SUT lacks an oracle or when developing one to verify computed outputs is practically impossible [3]. MT differs from traditional testing approaches in that it examines the relations between input-output pairs of consecutive SUT executions rather than the outputs of individual SUT executions [1]. The relations between SUT inputs and outputs are known as Metamorphic Relations (MRs). MRs define how the outputs should vary in response to a certain change in the input [4], [5]. In this way, testers may test the SUT indirectly by looking at whether the inputs and outputs satisfy the MRs. If an MR is violated for certain test cases, then there is a high probability that there is a fault in the SUT [4]. The most challenging task facing MT is determining suitable MRs for a particular SUT. In current practice, MRs are detected manually and require an in-depth understanding of the SUT and problem domain. As a result, the identification and selection of high-quality MRs are recognised as a big challenge.

Recently, an approach supporting unit testing at the method level was proposed by Kanewala et al., published in STVR [6] and at ISSRE [7], to “predict whether a certain method exhibits a particular MR or not”. The idea behind their Predicting Metamorphic Relations (PMR) approach is to build a model that predicts whether a method in a newly developed SUT can be tested using a specific MR. The PMR approach is based on a pre-defined set of six MRs and a classifier trained on the control-flow graph (CFG) extracted from a pool of sample methods. While the original study by Kanewala et al. showed encouraging results, it was performed on a dataset covering methods implemented in one programming language (Java) only. In order to see whether and how the PMR approach could be transferred to other programming languages, given that using CFGs supports abstracting from language and implementation details, we decided to perform further research on this.

Replication studies are required to validate experimental results achieved in prior research. They are an essential part of empirical software engineering as they prove that the observations obtained can hold (or not) under different situations. There are several forms of replication [8], [9]. An exact replication aims to replicate the experiments as closely as possible to the initial procedures. This demonstrates that uncontrolled random variables did not drive the initial results. In a conceptual replication, one or more dimensions can be modified to see how well the results hold up. It is important to note that exact and conceptual replications go by the names of repetition and reproduction, respectively, in the literature [9].

In this paper, we present a conceptual replication of the study of Kanewala et al. [6]. We follow the guidelines suggested by Carver [10] and the ACM guidelines on reproducibility (different team, different experimental setup) [11]: “The measurement can be obtained with stated precision by
a different team, a different measuring system, in a different location on multiple trials. For computational experiments, this means that an independent group can obtain the same or similar result using artefacts, which they develop completely independently. We decided to replicate the original study in three steps. In each step, we use the same set of pre-defined MRs used in the original study.

In the first step, we rebuilt the entire pipeline for extracting CFG information from source code to training and testing classification models in order to repeat the process described in the original study by Kanewala et al. The authors of the original study provided the extracted CFG information for replicating their work but not the Java source code of the analyzed methods, which we retrieved from the corresponding project repositories on GitHub. We also had to develop the classification models that we then used for predicting MRs, because also they were not shared by the authors of the original paper. We conducted the first step to check whether we can re-create the classifiers with as good quality as in the original study and to prepare for the next steps by building our own classifiers based on features extracted from the CFGs derived from the source code of methods.

The next two steps of our study aim at exploring the transferability and generalizability of the PMR method. In the second step, we checked whether classifiers generated from Java code perform equally well when applied to Python and C++ code. Therefore, we created two datasets, one comprising 100 methods in Python and one comprising 100 methods in C++. Both sets of methods implemented the exact same functionality as the 100 Java methods used in the first step. We did this to guarantee that the MRs taken from the original study would apply in the same way to the Python and C++ methods as they did in the original study using Java. To check the generalizability of the PMR method to other programming languages we then also developed individual classifiers for each programming language (Python, C++) starting out from code in the same programming language to which the classifier will be applied during evaluation.

The results of our study indicate that PMR classifiers generated based on artefacts implemented in one programming language do not perform well when applied to artefacts implemented in a different programming language, even though the classifiers are based on CFGs to abstract from programming language and implementation details, the implemented functionality is exactly identical, and the set of MRs remains unchanged. On the other hand, it seems to be possible to generalize the PMR method in the sense that it can be applied with good performance on code implemented in a different programming language as long as the PMR classifiers are redeveloped based on code implemented in the same programming language.

II. RELATED WORK

MT has been demonstrated to be an effective technique for testing in a variety of application domains, e.g., autonomous driving [12], [13], cloud and networking systems [14], [15], bioinformatic software [16], [17], scientific software [18], [19]. However, the efficacy of MT heavily relies on the specific MRs employed. Some research has been done on how to choose “good” MRs. Chen et al. [20] examined several MRs discovered for shortest path and critical path programs, attempting to determine MRs that are useful. Liu et al. [21] introduced the Composition of MRs (CMRs) technique for constructing new MRs by mixing multiple existing ones. Zhang et al. [22] proposed a method in which an algorithm searches for MRs expressed as linear or quadratic equations. Chen et al. [23] developed METRIC, a specification-based technique and related tool for identifying MRs based on the category-choice framework. They also expanded METRIC into METRIC+ by integrating the information acquired from the output domain [24]. To our knowledge, Kanewala et al.[6], [7], were the first to show that, in previously unseen methods, MRs can be predicted using ML techniques. They used features obtained from CFGs and a set of predefined MR to train prediction models.

III. PREDICTING METAMORPHIC RELATIONS

This study is a replication of the approach proposed by Kanewala et al. [6] for predicting suitable MRs for the purpose of unit testing. In this section, we first present the PMR procedure proposed by Kanewala et al. (Section III-A). Then, we present a detailed description of the set of pre-defined MRs used in the original and our study (Section III-B) as well as the labelled dataset used in the original study (Section III-C). Finally, we summarise the evaluation results reported in the original study (Section III-D).

A. PMR Procedure

The goal of the PMR approach is to build a model that predicts whether a method in a newly developed SUT can be automatically tested by exploiting one or more MRs contained in a pre-defined set of MRs. Figure 1 shows the PMR procedure. The PMR procedure consists of three phases. Phase I is responsible for creating a graph description representation derived from a method’s control-flow graph (CFG). The output of this phase is a DOT file. Phase II is in charge of feature extraction from the method’s DOT file. Also, each method is labelled with elements from the set of pre-defined MRs. Thus, the output of this phase is a labelled dataset. Phase III is in charge of training and evaluating the binary classification models that predict whether a specific MR is applicable to the unit testing of a specific method. Below we describe each phase in detail.

1) Phase I – Graph description representation: This Phase starts with the creation of the graph representation from the method’s source code. Then a labelled CFG is created by annotating each node in the CFG. The process can be split into the following two steps.

Step 1.1 – CFG generation: This step is responsible for creating the CFG from the method’s source code. To get the CFG, Kanewala et al. use Soot[25]. Soot generates CFG representations in Jimple format, a typed 3-address intermediate
representation, where each CFG node represents an atomic operation [25]. The left-hand side of Figure 2 shows the CFG representation of the Algorithm 1 using the soot framework. The numbering of the nodes has been done manually, i.e., not with the framework, and serves here only to facilitate a better understanding of the next phase and its steps.

**Algorithm 1** Average of an integer array

1: function \( \text{AVG}(\text{int } \text{input}[\ ])) \\
2: \quad \text{double } \text{sum} = 0; \\
3: \quad \text{double } \text{average} = 0; \\
4: \quad \text{for } (\text{int } i = 0; \text{input.length}; i++) \text{ do} \\
5: \quad \quad \text{sum} += \text{input}[i]; \\
6: \quad \text{average} = \text{sum}/\text{input.length}; \\
7: \quad \text{return } \text{average}

Fig. 1: PMR procedure

**Step 1.2 - CFG labelling:** In this step a simplified version of the CFG is created by replacing the specific, code-related information of each node in the CFG by a more general annotation describing the specific operations and conditional jumps in the original code. The right-hand side of Figure 2 shows the CFG representation with the node annotations of the Algorithm 1. Table I shows examples of annotations that are assigned depending on the node operation. The annotations follow the graph description language, i.e., the DOT format.

2) Phase II – Data preparation: This phase is in charge of extracting a set of features from the annotated CFGs, i.e., from the Phase I output. Also, to each method’s annotated CFG zero to six pre-defined MRs are assigned, depending on their suitability. Like Phase I, Phase II consists of two steps.

**Step 2.1 – Feature extraction:** Kanewala et al. propose two approaches for extracting features from CFG representations, features based on nodes and paths, and features based on graph similarity measures. In the former, the node features (hereafter simply NF) follows the form \( NO_n - d_{in} - d_{out} \), where \( NO_n \) stands for Node Operation of node \( n \), and \( d_{in} \) and \( d_{out} \) stand for in-degree and out-degree, respectively. The number of a specific NF type, i.e., \( NO_n - d_{in} - d_{out} \), is tallied and used as the NF value. As an example of NF, let us consider the annotated CFG of Algorithm 1. As the right-hand side of Figure 2 shows, the annotated CFG of Algorithm 1 has fourteen nodes. Among these fourteen nodes, there are seven with the type annotation \( \text{assi} \), two with type annotation \( \text{add} \), and five with unique type annotations, i.e., \( \text{start}, \text{goto}, \text{if}, \text{div} \) and \( \text{exit} \). For each node, the \( d_{in} \) and \( d_{out} \) are calculated, too, to derive the complete NF. For instance, the node start (node 1) will be represented by the NF \( \text{start}.0-1 \), where start is \( NO_1 \), 0 is \( d_{in} \) and 1 is \( d_{out} \). Each unique NF is tallied to get the corresponding NF value. For \( \text{start}.0-1 \), the NF value is 1. Table II shows the set of NFs and their values extracted from Algorithm 1 using its CFG representation.

The feature based on path information (hereafter just PF) refers to the shortest routes from the start node to each node in the graph, as well as the shortest path from each node in the graph to the end node. This feature follows the form \( NO_1 - NO_2 - NO_\ldots - NO_n \), where \( NO_n \), as in the NF, denotes a specific operation statement in node \( n \). The value of each PF is the number of occurrences of each path in the CFG. For instance, let us consider the labelled CFG of Algorithm 1. As Figure 2 right side shows, the path composed by the nodes the PF 1-2-3-4-5-6-7 and the nodes 1-2-3-4-5-6-11 can be denoted as \( \text{start.assi.goto.assi-if.assi} \). Therefore, its feature value is 2 since there are two paths represented by one type of PF. Table III shows the set of PFs and their associated PF values

Fig. 2: On the left, CFG representation of Algorithm 1 using the soot framework; on the right, its CFG with annotations
extracted from Algorithm 1 using its CFG representation.

The second approach to extract features from CFG is by using graph similarity measures. Graph similarity refers to the process of determining the degree of similarity between two or more graphs. In particular, Kanewala et al. use Random Walk Kernel (RWK) and Graphlet Kernel (GK). RWK is the most-studied family of graph kernels [26]. It provides measure the similarity between two or more graphs based on the number of common walks in the graphs. The concept behind GK is to randomly sample tiny (connected) sub-graphs of size $k$, and using them to compare frequency distributions or to construct graph invariants.

**TABLE I: Node operations (NO) in the control flow graph and corresponding labels (CL) for the annotation**

| NO  | CL  | NO  | CL  | NO  | CL  |
|-----|-----|-----|-----|-----|-----|
| +   | add | =   | eq  | >   | div |
| ||  | or  | &   | and | >=  | leq |
| <=  | lt  | !=  | neq | %   | rem |
| invoke | fcall | return | return | exit | exit | goto | goto |

**Step 2.2 – MR labelling:** The key idea of PMR is predicting whether a given method is suited for a particular MR by using binary classifiers. PMR uses supervising learning classification algorithms, i.e., a labelled dataset is needed to provide examples for learning. Thus, after Step 2.1 – Feature extraction, the training dataset is created by manually labelling each method with applicable MRs. Depending on whether a specific MR does or does not satisfy the method, the method is labelled with 1 or 0 for this MR, respectively.

3) **Phase III – Training and testing:** This phase involves the use of one or more supervised machine learning (ML) algorithms, or a combination of them, to derive knowledge from the data. Three steps need to be conducted.

**Step 3.1 – Data split:** This step is responsible for splitting the dataset into two subsets: a training set and a test set. The training set is used to create the prediction model, while the test set is used to evaluate the performance of the created prediction model.

**Step 3.2 – Model creation** refers to the process of building prediction models. Choosing a good modelling technique is vital for the training and prediction stage in any ML application, including the PMR approach. Kanewala et al. get the best results using the Support Vector Machine (SVM) technique.

**Step 3.3 – Performance evaluation:** This step measures the performance of the created prediction models. Performance measures are derived from the Confusion Matrix. Let $A$ denote a classification output in which a specific $MR_n$ satisfies the method $m$, and let $A'$ denote a classification output in which a specific $MR_n$ does not satisfy the method $m$, then $A$ can be seen as the positive class and $A'$ as the negative class. Using this notation, each standard performance measure is expressed as a function of the counts of elements in the Confusion Matrix defined as follows:

**True Positive (TP):** The actual MR of a method was $A$ and the predicted was $A$. This represents a successful prediction.

**True Negative (TN):** The actual MR of a method was $A'$, the predicted was $A'$. This represents a successful prediction.

**False Positive (FP):** The actual MR was $A'$ and the predicted was $A$. This represents an unsuccessful prediction.

**False Negative (FN):** The actual MR was $A$ and the predicted was $A'$. This represents an unsuccessful prediction.

**Accuracy** is the ratio of successful predictions made to both classes and expressed as:

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1)$$

Precision (or positive predictive value) is the ratio of correct predictions made for class $A$ and is shown in Equation (2):

**TABLE III: Path Features (PF) extracted from Algorithm 1 related to the paths of its CFG representation**

| PF                  | PF value |
|---------------------|----------|
| Shortest path from the start node to each node |
| start                | 1        |
| start-assi           | 1        |
| start-assi-assi      | 1        |
| start-assi-assi-goto | 1        |
| start-assi-goto-assi | 1        |
| start-assi-goto-assi-if-assi | 1 |
| start-assi-goto-assi-if-assi-assi | 1 |
| start-assi-goto-assi-if-assi-assi-div | 1 |
| start-assi-goto-assi-if-assi-assi-div-exit | 1 |
| Shortest path from each node to the end node |
| assi-goto-assi-if-assi-assi-div-exit | 1 |
| assi-goto-assi-if-assi-assi-div-exit | 1 |
| goto-assi-if-assi-assi-div-exit | 1 |
| assi-if-assi-assi-div-exit | 1 |
| if-assi-div-exit | 1 |
| assi-div-exit | 1 |
| div-exit | 1 |
| exit | 1 |
| assi-assi-div-exit | 1 |
| assi-assi-div-exit | 1 |
| assi-assi-div-exit | 1 |
| assi-assi-div-exit | 1 |
| assi-assi-div-exit | 1 |
| assi-assi-div-exit | 1 |
| assi-assi-div-exit | 1 |
| assi-assi-div-exit | 1 |
In addition to the aforementioned performance measures, the Area Under Curve (AUC) and the Balanced Success Rate (BSR) measures are also widely used. The AUC is the area under the curve that plots the False Positive Rate (FPR) against the True Positive Rate (TPR) at different points in [0, 1]. In binary classification problems, the BSR measure is calculated as the average of recall obtained on each class [27].

B. Metamorphic Relations

In the original study, Kanewala et al. use six MRs that had been suggested previously in other studies [7], [28]–[31]. Below we describe each MR in detail. The acronyms stc and ftc stand for source test case and follow-up test case, respectively. The input of the stc is an ordered set of non-negative numbers:

\[
\text{Input}_{\text{stc}} = X_1, \ldots, X_n \quad \text{where} \quad X_i \geq 0, \ 0 \leq i \leq n
\]

The outputs of the source and follow-up test cases are written as \(\text{Output}_{\text{stc}}(X)\) and \(\text{Output}_{\text{ftc}}(Y)\), respectively.

The MRs based on these inputs and outputs are:

**MR1: “Addition” (ADD)**. To get the ftc input, add a positive constant “\(C\)” to each element of the stc input, i.e.,

\[
\text{Input}_{\text{ftc}} = X_1 + C, X_2 + C, X_3 + C, \ldots, X_n + C,
\]

Then the following output-relation must hold:

\[
\text{Output}_{\text{ftc}}(Y) \geq \text{Output}_{\text{stc}}(X)
\]

**MR2: “Multiplication” (MUL)**. To get the ftc input, multiply each stc input element with a positive constant “\(C\)”, i.e.,

\[
\text{Input}_{\text{ftc}} = X_1 \ast C, X_2 \ast C, X_3 \ast C, \ldots, X_n \ast C
\]

Then the following output-relation must hold:

\[
\text{Output}_{\text{ftc}}(Y) \geq \text{Output}_{\text{stc}}(X)
\]

**MR3: “Permutation” (PER)**. To get the ftc input, randomly permute the stc input elements, e.g., like

\[
\text{Input}_{\text{ftc}} = X_5, X_1, X_n, \ldots, X_2
\]

Then the following output-relation must hold:

\[
\text{Output}_{\text{ftc}}(Y) = \text{Output}_{\text{stc}}(X)
\]

**MR4: “Inclusive” (INC)**. To get the ftc input, include a new element “\(X_{n+1} \geq 0\)” to the stc input, e.g., like

\[
\text{Input}_{\text{ftc}} = X_1, X_2, X_3, \ldots, X_n, X_{n+1}
\]

Then the following output-relation must hold:

\[
\text{Output}_{\text{ftc}}(Y) \geq \text{Output}_{\text{stc}}(X)
\]

**MR5: “Exclusive” (EXC)**. To get the ftc input, remove an element “\(X_{n-1} \geq 0\)” from the stc input, e.g., like

\[
\text{Input}_{\text{ftc}} = X_1, X_2, X_3, \ldots, X_{n-1}
\]

Then the following output-relation must hold:

\[
\text{Output}_{\text{ftc}}(Y) \leq \text{Output}_{\text{stc}}(X)
\]

C. Dataset

In their original study, Kanewala et al. relied on a code corpus containing 100 Java methods that take numerical inputs and produce numerical outputs. The methods are from the open-source libraries Colt Project [32], which is an open-source library written for high-performance scientific and technical computing, Apache Mahout [33], which is a machine learning library, Apache Commons Mathematics [34], which is a Library of mathematics and statistics components, and Java Collections [35], which is a framework that provides an architecture to store and manipulate the group of objects. All of these libraries are written in Java.

To create a training dataset, Kanewala et al. manually labelled each method with the set of pre-defined MRs in a binary manner, i.e., if \(MR_m\) matches a method \(m\), then this method is assigned the label 1 for \(MR_m\), otherwise it is 0.

Table IV reports the total number of methods that do and do not match a specific MR. One sees that more than half of the methods match with MRs denoted as ADD, MUL and INV, while approximately one third of the methods match with MRs denoted as PER, INC, and EXC.

| No. MR | Change in the input | Output expected | ✓ | ✓ |
|-------|--------------------|----------------|---|---|
| ADD   | Add a positive constant | Increase or remain constant | 56 | 44 |
| MUL   | Multiply by a positive constant | Increase or remain constant | 66 | 34 |
| PER   | Permute the components | Remain constant | 33 | 67 |
| INC   | Add a new element | Increase or remain constant | 34 | 66 |
| EXC   | Remove an element | Decrease or remain constant | 62 | 68 |
| INV   | Take the inverse of each element | Decrease or remain constant | 63 | 37 |

Table V reports how many methods have 0, 1, 2, ... 6 matching MRs and how those MRs are distributed in each case. 20 out of 100 methods have no matching MR, and only 9 out of 100 methods match with all six MRs simultaneously.

| No. MR | No. Met<sup>+</sup> | ADD | MUL | PER | INC | EXC | INV |
|--------|------------------|-----|-----|-----|-----|-----|-----|
| 0      | 20               | 0   | 0   | 0   | 0   | 0   | 0   |
| 1      | 8                | 2   | 3   | 0   | 2   | 0   | 1   |
| 2      | 7                | 5   | 4   | 2   | 1   | 1   | 3   |
| 3      | 23               | 19  | 17  | 5   | 5   | 5   | 18  |
| 4      | 26               | 16  | 26  | 16  | 10  | 10  | 26  |
| 5      | 7                | 7   | 7   | 1   | 7   | 7   | 6   |
| 6      | 9                | 9   | 9   | 9   | 9   | 9   | 9   |

<sup>Number of MRs that may apply to certain method</sup>,  <sup>Number of methods</sup>
| ID | Method Name        | Library | Metamorphic Relation | ID | Method Name        | Library | Metamorphic Relation |
|----|--------------------|---------|----------------------|----|--------------------|---------|----------------------|
| 1  | add_values         | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 1  | find_median        | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 2  | array_calc         | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 2  | find_min           | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 3  | array_copy         | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 3  | g_Test             | Math    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 4  | autoCorrelation    | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           | 4  | geometric_mean    | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 5  | average            | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           | 5  | get_array_value    | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 6  | bi_SearchFromTo    | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           | 6  | hammering_dist    | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 7  | bubble             | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 7  | harmonicMean       | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 8  | cal.AbsoluteDiff   | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 8  | insertion_sort    | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 9  | call_Diff          | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 9  | kurtosis           | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 10 | chebyshevDist      | Maho    | ✓ ✓ ✓ ✓ ✓ ✓           | 10 | lag                | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 11 | checkNonNegative   | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 11 | manhattanDist      | Maho    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 12 | checkPositive      | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 12 | manhattanDist2     | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 13 | check_equal        | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 13 | max                | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 14 | check_eq_tolerance | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 14 | meanDeviation      | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 15 | chiSquare          | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 15 | mean_Diff          | Math    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 16 | clip               | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 16 | mean_abs_error     | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 17 | cin_eroses         | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 17 | min                | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 18 | canberraDist       | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 18 | partition          | Math    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 19 | cal.DividedDiff    | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 19 | polevi             | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 20 | cosineDist         | Maho    | ✓ ✓ ✓ ✓ ✓ ✓           | 20 | pooledMean         | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 21 | count_k            | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 21 | pooledVariance     | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 22 | count_non_zeros    | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 22 | power              | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 23 | covariance         | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           | 23 | product            | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 24 | dec                | Maho    | ✓ ✓ ✓ ✓ ✓ ✓           | 24 | quantile           | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 25 | dec_array          | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 25 | reverse             | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 26 | Dist               | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 26 | safeNorm           | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 27 | DistInf            | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 27 | sampleKurtosis     | Math    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 28 | dot_product        | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 28 | sampleSkew         | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 29 | durbinWatson       | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           | 29 | sampleVariance     | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 30 | ebeAdd             | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 30 | sampleWeightedVar  | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 31 | ebeDivide          | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 31 | scale              | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 32 | ebeMultiply        | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 32 | s_add              | Maho    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 33 | ebeSubtract        | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 33 | selection_sort     | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 34 | elemWise_equal     | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 34 | sequential_search  | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 35 | elemWise_max       | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 35 | set_min_val        | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 36 | elemWise_min       | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 36 | shell_sort         | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 37 | elemWise_not_eq    | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 37 | skew               | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 38 | entropy            | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 38 | square             | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 39 | equals             | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 39 | standardize        | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 40 | errorRate          | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           | 40 | sum                | Maho    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 41 | enc_Dist           | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 41 | sumOfLogarithms    | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 42 | evaluateHonors     | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 42 | sum_Power_Deviat   | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 43 | eval_Internal      | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 43 | sum_labeled        | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 44 | evalNewton         | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 44 | tanimotoDist       | Maho    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 45 | evalWeightedProd   | Math    | ✓ ✓ ✓ ✓ ✓ ✓           | 45 | variance           | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 46 | find_diff          | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           | 46 | var_Difference     | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 47 | find_euc_Dist      | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 47 | weightedMean       | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 48 | find_magnitude     | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 48 | weightedRMS        | Colt    | ✓ ✓ ✓ ✓ ✓ ✓           |
| 49 | find_max           | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 49 | weighted_average   | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |
| 50 | find_max2          | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           | 50 | winksworthMean     | Colle   | ✓ ✓ ✓ ✓ ✓ ✓           |

Colle: Java Collection, Maho: Apache Mahout, Math: Apache Commons Mathematics

Table VI shows the names of all methods used in the study and the library to which they belong. It also shows whether or not a specific MR matches the method. For better readability, we use the symbol ✓ to denote that a specific MR matches, otherwise, we use the symbol ✗. In total, 26 methods stem from the Colt project, 8 are from Apache Mahout, 25 are from Apache Commons Mathematics, and 41 methods are from Java Collections. These methods are provided by Kanewala et al.\(^1\) in the form of CFG representation, using the graph description language format DOT, instead of source code.

D. Achieved Performance in Original Study

Kanewala et al. use features based on nodes and paths, as well as features based on graph similarity (RWK and GK), to build 18 binary SVM models, i.e., three models (each using different feature sets) per any of the six specific MRs. They use AUC and BSR to evaluate model performance and consider AUC > 0.80 to be a good classification performance. Among the eighteen trained SVM models, the most promising one was when RWK was used. The average performance for the six models using RWK was 0.87 in terms of AUC.

IV. Replication Methodology

Our goal is to investigate whether the PMR approach of Kanewala et al. (i) can be replicated when using our own implementation of the pipeline for developing classifiers starting out from Java source code instead of CFG representations, (ii) classifiers trained on Java source code can be transferred to Python and C++ methods that have identical functionality,
and (iii) the PMR approach can be applied to Python and C++ code when classifiers are developed from scratch in the target programming languages. Each of these scenarios gives rise to a research question that we answer in our study. In all scenarios, we follow the PMR procedure, Figure 1, and we use the same set of six pre-defined MRs used in the original study, i.e., Section III-B. However, we develop our own pipeline and create new datasets. For performance evaluation, we employ 10-fold stratified cross-validation, i.e., the dataset is randomly partitioned into ten subgroups. The classifier is then built using nine subsets, with the 10th subset being used to evaluate the predictive model’s performance. This procedure is done ten times, with each of the ten subgroups being evaluated separately. The ten folds in stratified 10-fold cross-validation are partitioned in such a way that they include about the same proportion of classes as the original data set. The resulting overall performance is measured as the average of the ten cross-validation tests.

Our replication package containing results, scripts, models and datasets is available online\(^2\).

### A. Research Questions

We aim at answering the following research questions:

- **RQ\(_1\):** [Replicability] *How well do classifiers predict matching MRs for Java methods when using our processing and training pipeline starting from source code?*
- **RQ\(_2\):** [Transferability] *How well do classifiers developed on Java code predict matching MRs for functionally equivalent methods implemented in Python and C++?*
- **RQ\(_3\):** [Generalisability] *How well do classifiers predict matching methods for Python and C++ methods when developed from source code in the respective target languages?*

### B. RQ\(_1\): How well do classifiers predict matching MRs for Java methods when using our pipeline implementation?

In RQ1, we investigate the replicability of the PMR approach when starting out directly from Java source code (instead of CFG representations), performing all steps of feature extraction and re-generating the classifiers with a different ML package. In particular, we are interested in checking whether the classifiers developed by us achieve the same performance as published in [6]. Satisfactory results for RQ1 are the prerequisite for tackling RQ2 and RQ3.

To compare with the work of Kanewala et al., we develop our own artefacts for *Phase II - Data preparation, Step 2.1 – Feature extraction*, and all the artefacts needed by *Phase III Training and testing*. Then we compare the results of SVM obtained by Kanewala et al. [6] who used PyML Toolkit [36] with our results achieved using Python scikit-learn library [37] with default parameter settings. For the comparison we use two datasets. The first dataset is the one used in the original study by Kanewala et al., i.e., the methods from Table VI. This dataset contains the CFG representations of the 100 Java methods in DOT format. In the following, we call this dataset \(DS\(_{JK}\)\). The second dataset contains the Java source code of the 100 methods from Table VI as contained in the open-source libraries. We call this dataset \(DS\(_{JV}\)\).

When using \(DS\(_{JK}\)\) we apply the PMR approach from *Phase I - Step 1.2 through Phase III - Step 3.3*, since this dataset already contains the CFG representation of each method in DOT format. When using \(DS\(_{JV}\)\), we apply our entire pipeline implementing the PMR approach, i.e., from *Phase I - Step 1.1 to Phase III - Step 3.3*. To get the CFG representation in DOT format for the dataset \(DS\(_{JV}\)\), we use the soot\(^{25}\) Java framework, configured so that the output matches the CFGs of the original dataset. Then, we compare the performance of our classifiers against the results published by Kanewala et al. In particular, we compare BSR and AUC since these are the measures provided in the original study [6]. In addition, we provide the performance measures detailed in Section III-A3 - *Step 3.3 – Performance evaluation*.

### C. RQ\(_2\): How well do classifiers developed on Java code predict matching MRs for functionally equivalent methods implemented in Python and C++?

In RQ2, we check whether classifiers developed with the PMR approach from Java methods achieve the same performance when applied to methods with identical functionality but implemented in Python or C++. We chose Python and C++ because both are popular and widely used programming languages supporting a broad range of applications [38].

For this experiment, we created two new datasets containing source code of methods written in Python and in C++. The methods in each dataset are functionally identical to that of the 100 Java methods described in Table VI. The corresponding method implementations were either retrieved from the NumPy package for scientific computing in case of Python, the Blinzz++ high-performance library for scientific computing in case of C++, or they were implemented in Python/C++ by the authors if not present in these libraries. Because the functionality of the Python and C++ methods is equivalent to the functionality of the Java methods, we can assume that exactly the same MRs that match the Java methods match the corresponding Python and C++ methods. The dataset named \(DS\(_{PY}\)\) contains the Python methods, and the dataset named \(DS\(_{C++}\)\) contains the C++ methods. To get the graph representation in DOT format, Section III-A1: *Phase I - Step CFG generation*, for the methods written in Python, we use the Python package pycfg [39], and for the methods written in C++, we use Goblint\(^{26}\), [40], [41].

### D. RQ\(_3\): How well do classifiers predict matching methods for Python and C++ methods when developed from source code in the respective target languages?

Finally, in RQ3, we check whether the PMR approach works for Python and C++ code similarly well as it does for Java code, if we develop the classifiers for each target language from scratch. Thus, we train SVM models using each dataset, \(DS\(_{PY}\)\) and \(DS\(_{C++}\)\), respectively.
i.e., $DS_{PY}$ and $DS_{C++}$. We compare the performance of the new classifiers against the results obtained in RQ1 and RQ2.

V. RESULTS AND DISCUSSION

A. RQ1 How well do classifiers predict matching MRs for Java methods when developed from source code using our pipeline?

Table VII shows the performance of our PMR implementation for both Java datasets, $DS_{J1K}$ and $DS_{JIV}$. Overall, regardless of the feature extraction technique used, the results are fairly close. This can be seen in the Error column, which displays the difference in performance between $DS_{J1K}$ and $DS_{JIV}$ for each MR. The most negative value is $-0.104$ (Accuracy of ADD) while the farthest positive value is 0.148 (BSR of INV). This indicates that the classifiers developed by us are consistent for Java code independent from the starting point of the model development (CFG vs. source code).

Table VIII shows how the performance of our PMR implementation compares to the performance obtained by Kanewala et al. in terms of AUC and BSR. As can be seen from the Error column, our results are close to those obtained in the original study. The Error range is [-0.093, 0.061] for AUC and [-0.118, 0.117] for BSR. From combining the results shown in Table VIII with those shown in Table VII we conclude that our implementation of PMR achieves similar performance as reported in [6] even when starting out from source code.

With regards to replicability (RQ1), our results indicate that we can achieve similar results as Kanewala et al. when re-implementing the PMR approach no matter whether we start the modelling process from source code or from CFG representations.

B. RQ2 How well do classifiers developed on Java code predict matching MRs for functionally equivalent methods implemented in Python and C++?

Table IX reports on the performance when using classifiers, developed starting out from the $DS_{JIV}$ dataset, to predict matching MRs for methods contained in the $DS_{PY}$ and $DS_{C++}$ datasets. The assumption behind applying a classifier built on Java code to methods that are functionally equivalent but implemented in a different programming language is that the CFG representations from which the features in the SVM models are taken would be similar enough to achieve similar classification performance as when applied to Java methods.

However, as shown in Table IX, the performance is low for all performance measures and for both Python and C++. No measure is greater than 0.689. This result suggests that the representation of the CFGs of the Python and C++ methods to which the feature extraction algorithm is applied are more different from the CFGs of the Java methods than expected. This can be explained due to the language-specific CFG generators that we used as well as differences in the way how the methods (with identical functionality) are implemented in different programming languages.

With regards to transferability (RQ2), our results suggest that classifiers trained on a dataset containing methods in one programming language (Java) have reduced performance when applied to datasets with functionally equivalent methods implemented in a different programming language (Python, C++). Hence, classification models built according to the proposed PMR approach may not be be transferable across languages.

C. RQ3 How well do classifiers predict matching methods for Python and C++ methods when developed from source code in the respective target languages?

Table X reports the results of using the PMR approach to develop classifiers separately for each programming language (Python and C++). Comparing Table IX and Table X indicates that the performance improves remarkably when using models that are trained specifically to also consider the implementation characteristics stemming from the different programming languages. Even though the performance has improved by developing language specific classifiers, the results for Python and C++ are generally below the results achieved for Java, with the results for C++ being consistently the worst.

With regards to generalizability (RQ3), our results suggest the PMR approach can be applied for different programming languages when the classifiers are re-trained on the specific target language. The slightly lower performance, esp. for C++, needs further exploration of the data and the choice of model parameter settings (tuning).

D. Threats to Validity

In the context of our study, two types of threats to validity are most relevant: threats to internal and external validity.

To achieve internal validity, we used the same set of methods and of MRs as in Kanewala et al. [6]. For the Python and C++ datasets, we carefully checked functional equivalence of the methods with those in the original Java dataset. Given functional equivalence of the methods, we assume that the matching MRs are identical for each of the three chosen programming languages. However, this has not been verified. It is unlikely but possible that some methods have slight differences in the set of matching MRs due to the programming language. Another potential validity threat in our study is that we recreated all steps of the PMR approach using different machine learning libraries with potentially different parameter settings. However, the performance measures in RQ1 (Table VII) align well with the results reported in the original study. This suggests that we have understood how to correctly build the classifiers in our replication.

Regarding external validity, our study uses the same methods as in the original study but implemented in different
When assembling the Python and C++ datasets containing functionally equivalent methods for our replication, we identified the issue that such methods tend to be rare and are usually only found in specific domains such as libraries for mathematical computations. In the original study, a fully labelled dataset was used containing a high number of methods (80%) with matching MRs. Only 20% of the methods are not related to any of the supported MRs. How realistic is this distribution? Since the pre-defined set of MRs is rather small and only applies to methods with a very specific signature (mainly functions that take numerical inputs and produce numerical outputs), it is unlikely that one will find an equal share of such methods in real-world applications. In particular since such methods are often already provided as part of existing, dedicated libraries (e.g., Apache Commons or NumPy). If, as we assume, the share of matching methods in newly developed real-world application is very small and given that the effort for developing language-specific classifiers is comparably high, the practical relevance of the proposed approach seems to be limited.

Furthermore, the proposed PMR approach uses features extracted from individual methods and it is therefore tied to the level of unit testing. A generalisation of the approach beyond unit testing, e.g., by transferring it to system level testing does not seem possible.

### VI. Conclusion

We closely as well as conceptually replicated the study of Kanewala et al. [6]. First, we reproduced the PMR approach using our own implementation of the pipeline for feature extraction and training classifiers by starting out from Java source code and creating corresponding CFGs. We showed that our classifiers perform equally well as in the original study indicating a successful replication as basis for further experiments. Second, we checked transferability of classifiers trained on methods implemented in Java to other programming languages (Python and C++). We found that the performance decreases too much to consider this approach feasible. This is caused by programming language-specific implementation of methods in the original study. As a consequence, our replication cannot determine the actual scope of the effectiveness of the PMR approach.

### E. Remarks on General Relevance

When assembling the Python and C++ datasets containing functionally equivalent methods for our replication, we identified the issue that such methods tend to be rare and are usually only found in specific domains such as libraries for mathematical computations. In the original study, a fully labelled dataset was used containing a high number of methods (80%) with matching MRs. Only 20% of the methods are not related to any of the supported MRs. How realistic is this distribution? Since the pre-defined set of MRs is rather small and only applies to methods with a very specific signature (mainly functions that take numerical inputs and produce numerical outputs), it is unlikely that one will find an equal share of such methods in real-world applications. In particular since such methods are often already provided as part of existing, dedicated libraries (e.g., Apache Commons or NumPy). If, as we assume, the share of matching methods in newly developed real-world application is very small and given that the effort for developing language-specific classifiers is comparably high, the practical relevance of the proposed approach seems to be limited.

Furthermore, the proposed PMR approach uses features extracted from individual methods and it is therefore tied to the level of unit testing. A generalisation of the approach beyond unit testing, e.g., by transferring it to system level testing does not seem possible.

### VI. Conclusion

We closely as well as conceptually replicated the study of Kanewala et al. [6]. First, we reproduced the PMR approach using our own implementation of the pipeline for feature extraction and training classifiers by starting out from Java source code and creating corresponding CFGs. We showed that our classifiers perform equally well as in the original study indicating a successful replication as basis for further experiments. Second, we checked transferability of classifiers trained on methods implemented in Java to other programming languages (Python and C++). We found that the performance decreases too much to consider this approach feasible. This is caused by programming language-specific implementation of methods in the original study. As a consequence, our replication cannot determine the actual scope of the effectiveness of the PMR approach.

### E. Remarks on General Relevance

When assembling the Python and C++ datasets containing functionally equivalent methods for our replication, we identified the issue that such methods tend to be rare and are usually only found in specific domains such as libraries for mathematical computations. In the original study, a fully labelled dataset was used containing a high number of methods (80%) with matching MRs. Only 20% of the methods are not related to any of the supported MRs. How realistic is this distribution? Since the pre-defined set of MRs is rather small and only applies to methods with a very specific signature (mainly functions that take numerical inputs and produce numerical outputs), it is unlikely that one will find an equal share of such methods in real-world applications. In particular since such methods are often already provided as part of existing, dedicated libraries (e.g., Apache Commons or NumPy). If, as we assume, the share of matching methods in newly developed real-world application is very small and given that the effort for developing language-specific classifiers is comparably high, the practical relevance of the proposed approach seems to be limited.

Furthermore, the proposed PMR approach uses features extracted from individual methods and it is therefore tied to the level of unit testing. A generalisation of the approach beyond unit testing, e.g., by transferring it to system level testing does not seem possible.
details, despite relying only on features extracted from the abstract CFG representation of the methods. Third, we demonstrated that the PMR approach can be generalized. When retraining the classifiers from scratch on Python and C++ source code, the performance we achieved was almost comparable to those from classifiers trained on Java code.

All artefacts created by us as well as all results are available in a replication package.
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