Taking a trip to the shelf: Behavioral decisions are mediated by the proximity to foraging habitats in the black-legged kittiwake
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Abstract
For marine top predators like seabirds, the oceans represent a multitude of habitats regarding oceanographic conditions and food availability. Worldwide, these marine habitats are being altered by changes in climate and increased anthropogenic impact. This is causing a growing concern on how seabird populations might adapt to these changes. Understanding how seabird populations respond to fluctuating environmental conditions and to what extent behavioral flexibility can buffer variations in food availability can help predict how seabirds may cope with changes in the marine environment. Such knowledge is important to implement proper long-term conservation measures intended to protect marine predators. We explored behavioral flexibility in choice of foraging habitat of chick-rearing black-legged kittiwakes Rissa tridactyla during multiple years. By comparing foraging behavior of individuals from two colonies with large differences in oceanographic conditions and distances to predictable feeding areas at the Norwegian shelf break, we investigated how foraging decisions are related to intrinsic and extrinsic factors. We found that proximity to the shelf break determined which factors drove the decision to forage there. At the colony near the shelf break, time of departure from the colony and wind speed were most important in driving the choice of habitat. At the colony farther from the shelf break, the decision to forage there was driven by adult body condition. Birds furthermore adjusted foraging behavior metrics according to time of the day, weather conditions, body condition, and the age of the chicks. The study shows that kittiwakes have high degree of flexibility in their behavioral response to a variable marine environment, which might help them buffer changes in prey distribution around the colonies. The flexibility is, however, dependent on the availability of foraging habitats near the colony.
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1 INTRODUCTION

Marine habitats worldwide are undergoing rapid changes due to increased anthropogenic impacts, including overfishing, climate change, pollution, and coastal development (Crain, Kroeker, & Halpern, 2008; Game et al., 2009; Halpern et al., 2008). These changes can have important influence on marine biodiversity and food webs from primary producers to top predators (e.g., Poloczanska et al., 2013) and have increased the conservation concern of many populations of marine top predators such as seabirds (e.g., Croxall et al., 2012; Lescroël et al., 2016; Lewison et al., 2012).
Understanding behavioral flexibility, how animals adjust their behavior with respect to temporal and spatial variation in their environment at multiple scales, is important to predict how they might be able to adapt to future environmental changes (Grémillet & Boulinier, 2009; Nussey, Wilson, & Brommer, 2007). Flexibility in foraging behavior is pivotal to buffer spatial and temporal variations in food availability and abundance (Pettex et al., 2012). Hence, to implement proper long-term conservation measures intended to protect marine top predators, it is crucial to understand their foraging flexibility and how this is related to the oceanographic (e.g., Daunt et al., 2002; Pettex et al., 2012; Votier et al., 2010) and environmental conditions (Lescroël et al., 2016; Lewis, Phillips, Burthe, Wanless, & Daunt, 2015; Yamamoto et al., 2016) that surround them.

During the breeding season, seabirds are central-place foragers with foraging ranges limited by the need to return to the colony at regular intervals to provision their chick(s) (Orians & Pearson, 1979). The provisioning of growing chicks is a particular energy-demanding stage of the breeding season (Drent & Daan, 1980), when adults have to balance their resource allocation between maintaining their own body condition and the needs of their offspring (Erikstad, Fauchald, Tveraa, & Steen, 1998). In this period, adults face a trade-off between increased investments in the current reproductive event and their own chances to survive and reproduce in the future (e.g., Stearns, 1992) and, thus, must evaluate multiple factors to optimize their foraging decisions. Marine ecosystems are dynamic with high spatio-temporal variability in prey availability. The foraging behavior and choice of habitat of seabirds is, thus largely dependent on the distribution, abundance, and predictability of their prey (Staniland, Trathan, & Martin, 2006). At larger spatial scales, prey is often concentrated in association with specific marine features such as seamounts, fronts, shelf breaks, or eddies, and predators can therefore increase their foraging efficiency by choosing to forage in such areas (Fauchald, 2009; Weimerskirch, 2007). Associations between predator and prey can, however, also be driven by other mechanisms, for example, diurnal cycles of light intensity (van der Kooij, Scott, & Mackinson, 2008), tidal rhythm (Drew, Piatt, & Hill, 2013; Irons, 1998), or wind speed and direction (Garthe, Markones, Hüppop, & Adler, 2009; Lewis et al., 2015). Furthermore, foraging behavior can be determined by intrinsic factors such as adult body condition (Weimerskirch, 1998) and breeding stage and age of chicks (Robertson, Bolton, Grecian, & Monaghan, 2014); further, the sex of the birds may result in different foraging behavior (e.g., Lewis et al., 2002; Lorentsen, 1996; Weimerskirch, Le Corre, Ropert-Couzert, Kato, & Marsac, 2006). Flexibility in foraging strategies in response to fluctuations in prey availability around the colony throughout the breeding season has been documented for many seabirds (e.g., Ponchon et al., 2014; Suryan et al., 2002; Weimerskirch, 1998; Welcker, Beidersdorf, Varpe, & Steen, 2012). There has, however, been little focus on what drives the behavioral choices of individual foraging trips and the role of environmental predictability in shaping these foraging decisions.

In this study, we explored the behavioral flexibility of breeding black-legged kittiwakes Rissa tridactyla (hereafter kittiwake, Figure 1), a widely distributed small pelagic surface-feeding seabird, breeding in colonies throughout the Northern Hemisphere. Kittiwakes are sensitive to variations in food availability because they, as surface feeders, rely on crustaceans or fish being available near the surface (Monaghan, 1996). Thus, they have limited capacities to switch to alternative prey (Furness & Tasker, 2000; Piatt et al., 2007), and to buffer environmental variability (Monaghan, 1996). Proximity to predictable foraging areas, where prey is being made available by biological forcing or vertical migration, is therefore expected to be especially important for this species (Byrd, Schmutz, & Renner, 2008; Paredes et al., 2012). The waters off the coast of Norway are highly productive due to favorable oceanographic conditions linked to the two north-flowing currents, the Norwegian Coastal Current close to shore and the North Atlantic Current, which transport warm saline water along the continental shelf (Barrett, Lorentsen, & Anker-Nilssen, 2006; Skjoldal, Dalpadado, & Dommasnes, 2004). This creates a productive frontal zone (the coastal front) following the edge of the continental shelf (Rey, 2004), with predictable food prey availability to seabirds. Off the coast of central Norway, the continental shelf is wide, and the frontal areas at the shelf break are situated more than 300 km from the coast, whereas off the coast of northern Norway, near Lofoten and Vesterålen, the shelf is narrow with the edge approaching the coast to within 10 km (Figure 2).

In this study, we examined how the distribution of foraging habitats within the foraging range of breeding kittiwakes, and especially proximity to the predictable and productive frontal zone, shapes their foraging decisions and impacts their foraging behavior. Using data from two Norwegian kittiwake colonies with large differences in the distance to the frontal areas at the shelf break, we reduced the complex mechanisms of foraging habitat choice in a heterogeneous marine environment to a binary choice of foraging either at the shelf break or in nearby coastal waters. We assessed which intrinsic and extrinsic factors affect the choice for each foraging habitat, and the birds’ respective behavior in those habitats, using data from a combination of GPS-, TDR-, and GLS-loggers tracking chick-rearing kittiwakes during multiple years. Our central research questions were as follows: (1) Which extrinsic and intrinsic factors affect the choice of foraging habitat? (2) How do between-colony differences in proximity to foraging habitats affect foraging decisions?, and (3) How is kittiwake behavior during foraging trips influenced by extrinsic and intrinsic factors in the respective foraging habitats?
MATERIAL AND METHODS

2.1 Study system

The study was conducted during the chick-rearing period in 2011–2014 at two Norwegian colonies: Sør-Gjæslingan (64°44′N, 10°46′E) in the central Norwegian Sea, situated ca. 300 km from the shelf break, and Anda (69°03′N, 15°10′E) in the northern Norwegian Sea, situated ca. 30 km from the shelf break (Figure 2). The kittiwake population on Anda is one of few populations on the Norwegian mainland that have remained stable during the last decade (Anker-Nilssen et al., 2017), whereas the colony on Sør-Gjæslingan has been decreasing during recent years (Christensen-Dalsgaard, unpublished data). During the study period, a mean of 898 and 423 pairs nested on Anda and Sør-Gjæslingan, respectively.

2.2 Field data collection

Birds were captured on the nest using a noose pole or a noose trap. The bird's head was covered during handling to reduce stress. Body mass was measured with a spring balance (Pesola ± 1 g), and GPS-loggers were deployed on 314 randomly chosen breeding adults rearing chicks 1–24 days of age. We used mGPS-2 GPS-loggers from earth&OCEAN Technologies, or i-gotU GT-120 GPS-loggers from MobileAction, disassembled from their outer casing and refitted with a smaller battery to reduce weight. The number of chicks in the nest was recorded, and the chicks were aged based on visual examination and comparison with chicks of known age. In 2013 and 2014, birds on Anda were, in addition to the GPS-loggers, fitted with a Mk18H (British Antarctic Survey) or MK4083 (Biotrack) geolocator-immersion logger (hereafter GLS-logger), or with a LAT1900 (Lotek) temperature and depth data logger (hereafter TDR-logger).

GPS-loggers were attached to three or four feathers on the rump of the birds using white Tesa tape (Beiersdorf, Germany) and were configured to record a location at 60- or 120-s intervals. The GLS- and TDR-loggers were attached to a Darvic ring with cable tie secured with super glue (Loctite) and fastened on the tarsus of the bird. GLS-loggers recorded saltwater immersions every 3 s, and data were stored as the total number of wet events during a 10-min period (completely dry = 0, completely wet = 200). The TDR-loggers were configured to record pressure and saltwater immersion every second. Total mass of loggers used in the study was 12 g and 13 g when only a GPS-logger
was deployed, 14.9 g when GPS- and GLS-loggers were deployed, and 15.5 g when GPS- and TDR-loggers were deployed. This equaled 3.5% (360 g, N = 107, SE = 2.76), 3.5% (371 g, N = 96, SE = 3.42), 4.0% (371 g N = 90, SE = 3.76), and 4.2% (373 g, N = 21, SE = 6.87) of the mean weight of the birds for each of the respective logger combinations. Capture and handling of an individual took on average 12.4 min (SE = 0.20, n = 286). Instrumented individuals were recaptured after 2–4 days, and the loggers were removed. At recapture, body mass and skull length (head and bill; using a slide calliper, accuracy to 0.01 mm) were measured, and blood (25 μl) was sampled for sexing.

During the study period, in total 294 GPS-loggers were recovered (n deployed/recovered: Sør-Gjæslingan 124/115 and Anda 190/179), giving a recovery rate of 94%. Loggers not recovered were caused by the birds losing the loggers before it was possible to recapture them. This resulted in data from 914 complete trips (705 from Anda and 209 from Sør-Gjæslingan).

### 2.3 Data screening of foraging trips

Following Paredes et al. (2012), a maximum speed of 80 km/h was used to filter out locations, as they were likely to have been caused by locational error. The following variables were calculated to summarize the trip metrics of each individual: (1) trip duration, defined as the time spent from when the individual left the colony to when it returned; (2) maximum foraging distance, defined as the straight-line distance between the nest site and the most distant location during the foraging trip; (3) total trip length travelled, calculated as the summed distance between all GPS-locations from each trip. The foraging trip was considered complete if the bird returned to within 1 km of the colony. Long time gaps when satellite reception was lost did, however, occur, affecting the calculation of trip metrics. When complete trips were not recorded, we included a maximum and total distance estimate in our analysis if the individual had departed or returned to within 50% of the distance between the first or last group of GPS-locations with feeding activity and the colony on the specific trip before the GPS-locations were lost. The missing part of the path was extrapolated directly back to the colony using the mean flight speed during the existing part of the outward or inward part of the trip. In total, 3.6% of the trips were removed due to incompleteness.

Some of the foraging trips of birds from Anda go into winding fjords and straits. GPS-locations have shown that birds seldom fly over land. Thus, the actual maximum distance from the colony of these trips is systematically longer than the straight-line distance between the nest site and the most distant location during the foraging trip (as defined above). To correct for this, we used the ArcGIS CostDistance function (ArcGIS 10.1) to calculate the least-cost path (the shortest path following only 5 × 5 m grids assigned as sea) between each GPS-location to the colony. The GPS-location identified as being furthest away from the colony following the least-cost path was then used as the maximum foraging distance. The use of grids in the CostDistance function can cause a slight overestimation of distance compared to true distance. To account for this, least-cost paths were created for trips with no obstructions. The distances obtained using this method were then compared to the actual distances, which showed a mean overestimation of distance of 3.90% (SE = 0.14). The distances calculated using least-cost paths were therefore reduced accordingly.

### 2.4 Foraging habitats, behavioral states, and explanatory variables

Foraging trips were assigned to foraging habitats based on where the location furthest away from the colony was situated, with “oceanic” representing frontal systems at the shelf break and “coastal” representing feeding areas along the coast. On Sør-Gjæslingan, there was a clear bimodal distribution in the length of maximum foraging distance, separating “coastal” trips (<200 km) from oceanic trips (≥200 km, Figure 2). On Anda, the distinction was based on visual inspection on whether the birds travelled into the fjords or to the shelf break.

Identification of behavioral states during the foraging trips was performed using a multivariate clustering method based on k-means clustering. Commonly used and computationally simple, k-means is a straightforward and effective method of assigning bouts of animal behavior to clusters by fitting the observations into groups with similar traits (Van Moorter, Visscher, Jerde, Frair, & Merrill, 2010). To identify the number of clusters in the data set, gap statistics using a k-means clustering were applied, using the variables speed, change in speed, and absolute turning angles (Tibshirani, Walther, & Hastie, 2001; Van Moorter et al., 2010). To measure the predictability and stability of the k-means cluster assignment, three different cross-validations were conducted based on randomized, cumulative, and spatio-temporal partitioning (see Appendix S1). Information on saltwater immersion from TDR- and GLS-loggers was used to validate the precision in identification of groups. The three behavioral clusters resting, commuting, and foraging were identified and used as variables in the analysis (see Appendix S1 for further description and validation of method).

Information on direction and speed of wind at Nordøyan (13 km from Sør-Gjæslingan) and Andøya (46 km from Anda) at hourly intervals was downloaded from the Norwegian Meteorological Institute (http://www.eklima.no). The wind direction was subsequently divided into three groups, northeasterly (NE, 0°–120°), southerly (S, 120°–240°), and northwesterly (NW, 240°–360°) based on the prevailing wind directions during foraging trips (Figures S2.1 and S2.2). Information on tidal stage (ebb or flood) was downloaded from The Norwegian Mapping Authority (http://www.kartverket.no/sehavniva/). The time when the tracked kittiwake departed the colony on a foraging trip was included, rounded to every whole hour between 0 and 23. Based on a prescreening of the data (see Figure 3), time of departure showed a cyclic pattern with extremes centered on 11:30 (minimum) and 23:30 (maximum). To account for this circularity of the time of departure, hourly values were transformed by \((1 - \cos(\text{Hour} + 0.5) \cdot 180/\pi)/2\) rendering values ranging between 0 (midnight) and 1 (noon). An index of body condition (BCI) of the instrumented kittiwakes was estimated using the residuals from a regression of body mass on total head and bill length (Kristensen et al., 2012; Schulte-Hostedde, Zinner, Millar, & Hickling, 2005). BCI was calculated separately for males and females as males tend to be larger than the females (see also Barrett, Fieler,
Anker-Nilssen, & Rikardsen, 1985). Age of the chicks of the instrumented birds was also included as a variable (Table 1).

Weather conditions at the time of departure of each trip were used in the analysis of habitat selection, as this was considered the moment when the birds made the decision on where to forage. For the analysis of behavior during the foraging trips, the value of each variable at every GPS-location constituting the trip was averaged across the whole trip.

### 2.5 Model selection and statistical analysis

Choice of habitat (oceanic versus coastal) and behavior during foraging trips were modeled using generalized linear mixed models (GLMMs) with binomial error distribution (Zuur, Ieno, Walker, Saveliev, & Smith, 2009). In all mixed model analyses, bird ID nested within year was included as random intercept to account for pseudoreplication.

### TABLE 1 Description and grouping of variables used in the analysis of factors potentially affecting the foraging behavior of kittiwakes

| Variable name           | Description                                                                 | Statistics Anda | Statistics SG |
|-------------------------|----------------------------------------------------------------------------|-----------------|---------------|
| Random factor           |                                                                             |                 |               |
| Bird ID                 | Individual identification code                                             | 171             | 81            |
| Year                    | Year that the trip took place                                              | 2011: 70        | 2011: 17      |
|                         |                                                                            | 2012: 33        | 2012: 41      |
|                         |                                                                            | 2013: 289       | 2013: 88      |
|                         |                                                                            | 2014: 313       | 2014: 63      |
| Time-related extrinsic variables | Continuous, indicating time of departure in whole hours | min: 0, max: 23 | min: 0, max: 23 |
| Departure time (DT)     |                                                                            | ebb: 337        | ebb: 103      |
| Tidal phase             | Factor, describing whether it is ebb or flood                              | flood: 368      | flood: 106    |
| Proportion ebb (PE)     | Continuous, proportion of locations per trip with ebb                      | mean: 0.5       | mean: 0.5     |
| Wind-related extrinsic variables | Continuous, indicating average wind speed in m/s-1 | mean: 4.2       | mean: 7.2     |
| Wind speed (WS)         |                                                                            | max: 11.1       | max: 14.3     |
| Wind direction (WD)     | Factor: NW, S and NE                                                       | NW: 270         | NW: 86        |
|                         |                                                                            | S: 161          | S: 38         |
|                         |                                                                            | NE: 274         | NE: 77        |
| Intrinsic variables     | Continuous, age in days of the chick(s) of the instrumented birds          | min: 1, max: 25 | min: 1, max: 22 |
| Chick age (CA)          |                                                                            | male: 348, female: 357 | male: 115, female: 94 |
| Sex                     | Sex of the bird                                                            | mean male: −3.4, mean female: −1.7 | mean male: −3.4, mean female: −11.6 |
| BCI                     | Continuous, index of body condition                                        |                 |               |

The statistics are based on number of trips registered on Anda and Sør-Gjæslingan (SG) in 2011–2014.
Analyses were carried out using the R package lme4 (Bates, Mächler, Bolker, & Walker, 2015). The Akaike’s information criterion (AIC) was used for model selection (Burnham, Anderson, & Huyvaert, 2011). We constructed 13 candidate models to assess habitat choice and trip behavior, utilizing the fixed effects presented in Table 1. We included interacting effects when biologically feasible, but restricted this to two-way interactions to reduce the number of parameters to be estimated. As we expected wind speed to influence the availability of prey to kittiwakes, we considered possible interacting effects of wind speed with time of departure from the colony, BCI, and age of chicks, in addition to an interacting effect of wind speed and direction. We also expected a possible interacting effect of BCI and sex. To assess the relative importance of intrinsic and extrinsic factors in determining habitat choice and trip behavior, grouped AIC weights were calculated for models including the following variables: intrinsic (age of chicks, BCI, and sex), extrinsic weather variables (wind speed and direction), and extrinsic time-related variables (departure time, tidal phase, and proportion of ebb) (Table 1).

3 | RESULTS

3.1 | Selection of foraging habitat

Despite the path length being, on average, four times as long for kittiwakes foraging in the oceanic habitat at Sør-Gjæslingan compared to Anda (Table 2), individual birds from both colonies used both habitat types. All years combined, most foraging trips were in coastal foraging habitat (Table 2). Nevertheless, the model selection procedure revealed different factors affecting choice of foraging habitats at the two colonies (Table 3). The most supported model explaining choice of foraging habitat (oceanic versus coastal) for kittiwakes on Anda included time of departure from the colony, wind speed, and their interaction term (Table 3). There was diurnal pattern in habitat choice, with significantly less birds foraging in the oceanic habitats during daytime compared to the coastal habitat ($\beta = -3.8 \pm 0.74$, $p < .001$, Figure 3). Wind speed had a negative effect on the probability of conducting oceanic trips, with more birds foraging in the coastal habitat during strong winds ($\beta = -4.2 \pm 1.02$, $p < .001$, Figure 4). Furthermore, the probability of foraging in the coastal habitats during the night increased with increasing wind speeds ($\beta_{interact} = 4.3 \pm 1.69$, $p = .012$, Figure 4).

On Sør-Gjæslingan, the highest ranked model included the BCI of birds (Table 3). The model showed that choice of oceanic foraging habitat was related to the BCI of the individual, with birds having a low BCI showing higher probability of using oceanic foraging habitats (best model: $\beta = -3.9 \pm 1.47$, $p = .008$, Figure 5).

3.2 | Factors affecting behavior during foraging trips

Independent of study colony, birds used similar proportions of time commuting in respectively oceanic and coastal foraging habitats (Table 2). On Anda, birds used similar proportions of time foraging in the coastal and the oceanic habitats, but about four times as much time resting in the coastal habitat compared to the oceanic. On Sør-Gjæslingan, birds spent similar proportions of time foraging and resting in coastal and oceanic foraging habitats (Table 2).

For kittiwakes on Anda, the proportion of commuting in both foraging habitats was best explained by departure time from the colony, age of chicks, and their interaction term (Table 4 and Appendix S3.1). When having young chicks, birds commuted equally throughout the day, but as the chicks aged, birds commuted less during the middle of the day. The proportion of resting in both habitats was best explained by the same model as for commuting, albeit with opposite direction. The models explaining foraging behavior differed between habitats (Table 4 and Appendix S3.1). For foraging in the oceanic habitat, two models were supported. The highest ranked model included departure time, wind speed, and their interaction term, whereas the second-best model included departure time, age

| Table 2 | Statistics (mean ± SE) of the different trip parameters and distribution of behaviors during foraging trips on Anda and Sør-Gjæslingan for all years combined |
|---------------------------------|------------------|-----------------|-------------------|
| Locality | Variable | Coastal | Oceanic |
| Trip characteristics | Anda | Duration (h) | 6.4 ± 0.23 | 7.4 ± 0.26 |
| | | Path length (km) | 100.0 ± 2.90 | 201.0 ± 5.62 |
| | | Maximum distance (km) | 36.7 ± 0.97 | 63.5 ± 1.68 |
| | | Number of trips (%) | 68 | 32 |
| | Sør-Gjæslingan | Duration (h) | 5.66 ± 0.30 | 29.0 ± 2.29 |
| | | Path length (km) | 100.2 ± 6.38 | 795.6 ± 42.66 |
| | | Maximum distance (km) | 27.66 ± 2.38 | 303.7 ± 6.06 |
| | | Number of trips (%) | 84 | 16 |
| Behavior | Anda | Resting (%) | 45.0 ± 0.70 | 11.7 ± 0.70 |
| | | Foraging (%) | 29.1 ± 0.50 | 31.3 ± 0.63 |
| | | Commuting (%) | 25.8 ± 0.55 | 57.0 ± 0.84 |
| | | Resting (%) | 37.8 ± 1.58 | 21.4 ± 2.20 |
| | | Foraging (%) | 32.1 ± 0.97 | 20.9 ± 0.95 |
| | | Commuting (%) | 30.1 ± 1.20 | 57.7 ± 2.43 |
of the chick, and their interaction term ($\Delta AIC = 1.44$). In oceanic habitat, birds displayed more foraging behavior with increasing wind speeds but less when departing later during the day unless at higher wind speeds. For foraging behavior in the coastal habitat, the best model included wind speed, age of chicks, and their interaction term. Thus, in the coastal habitat, the proportion of time spent engaged in

| Model                          | Anda AIC  | $\Delta AIC$ | $w_i$ | Sør-Gjæslingan AIC | $\Delta AIC$ | $w_i$ |
|-------------------------------|-----------|--------------|------|-------------------|--------------|------|
| Departure time*wind speed     | 768.3     | 0            | 1.00 | 173.5             | 11.8         | 0.00 |
| Day number*departure time     | 780.3     | 12           | 0.00 | 173.0             | 11.3         | 0.00 |
| Departure time                | 781.9     | 13.6         | 0.00 | 169.9             | 8.2          | 0.01 |
| BCI*wind speed                | 822.0     | 53.7         | 0.00 | 162.0             | 2.3          | 0.22 |
| Day number*wind speed         | 824.1     | 55.8         | 0.00 | 173.3             | 11.6         | 0.00 |
| Wind speed                    | 824.2     | 55.9         | 0.00 | 169.6             | 7.9          | 0.01 |
| Wind direction*wind speed     | 829.9     | 61.6         | 0.00 | 172.7             | 11.0         | 0.00 |
| Day number                    | 847.4     | 79.1         | 0.00 | 169.9             | 8.2          | 0.01 |
| BCI                           | 845.0     | 81.7         | 0.00 | 161.7             | 0            | 0.42 |
| Tide                          | 851.4     | 83.1         | 0.00 | 167.9             | 6.2          | 0.02 |
| 0-model                       | 852.8     | 84.5         | 0.00 | 167.9             | 6.2          | 0.02 |
| BCI*sex                       | 853.8     | 85.5         | 0.00 | 164.0             | 2.3          | 0.13 |
| Sex                           | 854.6     | 86.3         | 0.00 | 163.9             | 2.2          | 0.14 |
| Wind direction                | 856.0     | 87.7         | 0.00 | 168.5             | 6.8          | 0.01 |

* AIC, AIC corrected for finite sample size; $\Delta AIC$, difference between the AIC of the model and the best model; $w_i$, ratio of AIC values for this model relative to the whole set of candidate models (weight).

**TABLE 3** Model selection for choice of habitat by birds from Anda and Sør-Gjæslingan, ordered by the AIC from Anda.

**FIGURE 4** Predicted probabilities from the best model describing habitat selection of kittiwakes on Anda. Probability of conducting oceanic trips when departing at different times of the day is shown for (a) no wind (0 ms$^{-1}$) and (b) strong winds (10 ms$^{-1}$). The values on the x-axis are rescaled values, ranging between 0 (midnight) and 1 (noon).
foraging behavior increased with wind speed but decreased with the age of chicks.

For kittiwakes on Sør-Gjæslingan, the proportion of commuting behavior was best explained by wind speed, for oceanic habitat in interaction with BCI, and for coastal habitat in interaction with wind direction (Table 4 and Appendix S3.2). In the oceanic habitat, birds commuted more with increasing wind speed or BCI. However, birds with a higher BCI were less likely to commute at higher winds. In coastal habitat, birds spent more time commuting with increasing winds, but this effect depended on the direction of the wind (less for northeasterly winds). The proportion of time used resting was best explained by wind speed, for oceanic habitat in interaction with BCI and for coastal habitat in interaction with time of departure. In oceanic habitat, resting was directly opposite the result for commuting. In coastal habitat, birds rested more when departing later during the day and with increasing wind speeds. The models explaining foraging behavior differed between habitats (Table 4 and Appendix S3.2). The proportion of foraging behavior in oceanic habitats was best explained by increasing wind speeds. However, the 0-model differed only 0.776 ΔAIC from the best model, which was therefore disregarded. Foraging behavior in coastal habitat was influenced most by the time when birds departed from the colony, the age of the chicks, and their interaction term. When having young chicks, birds foraged equally throughout the day, but as chicks aged birds foraged less during the middle of the day.

3.3 Intrinsic and extrinsic drivers for foraging decisions

While choice of habitat was determined by intrinsic factors on Sør-Gjæslingan (AIC_w = 0.929), it was determined by extrinsic factors on Anda (both weather and time related AIC_w = 1, Table 5). Intrinsic factors and weather- and time-related factors affected behavior during foraging trips differently at the two colonies. Still, at both colonies
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**FIGURE 5** Predicted probabilities from the best model describing habitat selection of kittiwakes on Sør-Gjæslingan. The probability of conducting oceanic trips is shown as function of body condition index

| Behavior  | Colony | Habitat | n  | Effect size (z-value) | WD | WS | CA | BCI | DT | WS:CA | DT:WS | DT:BCI | WS:WDa | BCI:WS |
|-----------|--------|---------|----|-----------------------|----|----|----|-----|----|--------|-------|--------|--------|--------|--------|
| Commuting | Anda   | Coastal | 19869 | 0.55                    | 0.10 | 0.10 | 2.95** | | | | | | | | |
| Commuting | Anda   | Oceanic | 24379 | 2.50                    | 4.16** | | | | | | | | | |
| Foraging  | Anda   | Coastal | 21521 | 0.10                    | 2.64** | -0.43*** | 1.97 | | | | | | | |
| Foraging  | Anda   | Oceanic | 13591 | 4.65                    | 1.50** | | | | | | | | | |
| Resting   | Anda   | Coastal | 3869 | 0.88                    | 0.65 | | | | | | | | | |
| Resting   | Anda   | Oceanic | 5909 | 2.57**                   | -0.57 | -0.59 | 5.49*** | | | | | | | |

Abbreviations are given in Table 1. Stars indicate the level of significance, with *p < .05, **p < .01 and ***p < .001. For full set of candidate models, see Appendix S4.
4 | DISCUSSION

There was a fivefold difference in distance to the feeding area at the shelf break between the two study colonies. The average path lengths were twice and eight times as long, for Anda and Sør-Gjæslingan, respectively, when birds went to forage at the shelf break compared to coastal habitats. Kittiwakes from both colonies, nonetheless, conducted foraging trips to the shelf break clearly demonstrating its importance as foraging habitat. Foraging theory predicts that animals should travel the minimum distance to meet energy requirements (Schoener, 1971), and when traveling to more distant feeding grounds, the extra cost must therefore be compensated by increased energy gain (Stephens & Krebs, 1986). The frequent use of the foraging habitats at the shelf break might suggest that the difference in prey density and/or availability at the distant foraging habitat outweigh the additional costs of commuting.

The proximity of the colonies to predictable foraging habitats strongly mediated which factors drove decisions to forage at the shelf break contra nearby coastal areas. When breeding close to the shelf break (as exemplified at Anda), the choice of foraging habitat was driven by extrinsic factors whereas body condition of the instrumented birds determined when to conduct long trips out to the shelf break for birds breeding further away from this habitat (as exemplified at Sør-Gjæslingan). Animals encounter a hierarchy of decisions when optimizing their foraging efforts (Stephens, 2008). Within a heterogeneous environment, seabirds therefore have to be able to adapt their foraging behavior (Hernández-Pliego, Rodríguez, & Bustamante, 2014) and balance the allocation of resources for reproduction and self-maintenance (Erikstad et al., 1998).

The kittiwakes at Anda (situated nearest to the shelf break) showed a fine-tuned flexibility in choice of foraging habitats, primarily dictated by the diurnal patterns of prey availability in the different habitats (Kristoffersen, 1999; van der Kooij et al., 2008), optimizing the net energy gain throughout the diurnal cycle. Kittiwakes from Anda primarily feed on sandeel (Ammodytes spp) while in the coastal areas, and mesopelagic fish while in the frontal systems at the shelf break (Christensen-Dalsgaard, unpublished data). These fish species have opposite responses to the time of the day; sandeels display a diurnal pattern where they emerge from the seabed during the day (van der Kooij et al., 2008), whereas mesopelagic fish aggregate close to the surface during the night (Kristoffersen, 1999). Thus, the kittiwakes seemingly timed their foraging schedule to the temporal and spatial pattern in prey availability, suggesting a memory-based foraging strategy (Irons, 1998; Monteverchi, Benvenuti, Garthe, Davoren, & Fifeld, 2009; Pettex et al., 2012).

The patterns of behavior during foraging trips could also to some extent be assigned to the behavior of key prey species. Birds from Anda, taking foraging trips to the shelf break, rested more and foraged less in the middle of the day, which corresponds with mesopelagic fish being less available at the surface during daytime.

At Sør-Gjæslingan, birds with low body condition indices apparently compensated for low food availability around the colony by foraging in the more remote habitats at the shelf break with more predictable access to prey. Thus, birds interspaced the long trips to the shelf break with short trips closer to the colony, suggesting a bimodal foraging strategy, allowing parents to intermix long trips to replenish their own body reserves with short trips to frequently feed their chicks (Weimerskirch, 1998; Ydenberg & Davies, 2010). The bimodal foraging strategy has been documented for a number of seabird species (Saraux, Robinson-Laverick, Le Maho, Ropert-Coudert, & Chiaradia, 2011; Weimerskirch et al., 1994; Welcker et al., 2012), but so far not conclusively for kittiwakes (but see Paredes et al., 2012; Ponchon et al., 2014). The movement patterns observed at Sør-Gjæslingan could indicate that food supplies around the colony were not sufficient to cover both the costs of reproduction and self-maintenance. This is supported by the fact that birds with lower
BCI had a higher preference for the oceanic habitat. We hypothesize that, as conditions around the colony deteriorated, breeding birds of low BCI could not compensate for low food availability and therefore conducted longer trips to ensure their own body reserves. This supposition corresponded with an observed almost total breeding failure at Sør-Gjæslingan in the study years, attributed to chicks starving to death and high predation on chicks sitting unsupervised on the nests (Christensen-Dalsgaard, unpublished data). The observed negative effect of wind speed on probability of feeding at the shelf edge could be related to the increased energetic costs of localizing and capturing prey in strong winds (Lewis et al., 2015).

Handling and instrumenting seabirds with loggers can raise their foraging costs (Vandenabeele, Shepard, Grogan, & Wilson, 2012), leading to an alteration of their foraging behavior (Heggøy, Christensen-Dalsgaard, Ranke, Chastel, & Bech, 2015; Vandenabeele, Wilson, & Grogan, 2011). The movement data obtained by tracking studies must, thus, be regarded as approximation to the undisturbed system, and the results should be treated accordingly. In our study we used loggers of comparable size with similar studies (e.g., Chivers et al., 2012; Wakefield et al., 2017), but nonetheless exceeded 3% of the birds’ body mass (c.f. Kenward, 2001; Vandenabeele et al., 2012). Previous work has shown that negative effects of loggers may be more evident in birds with low body condition (Heggøy et al., 2015). As kittiwakes on Sør-Gjæslingan indeed had a low BCI, we only conducted single-logger instrumentation here to reduce potentially negative effects of instrumentation, thereby keeping logger mass at an average of 3.5% of the birds’ body mass. However, it cannot be disregarded that our findings could be affected by the increased load associated with instrumentation.

4.1 | Ecological and management implications

In our study, kittiwakes showed a high degree of flexibility in their behavioral response to a variable marine environment. When breeding in proximity to multiple predictable foraging areas, the birds appeared to maximize energy gain by selecting the foraging habitats best suited under the given intrinsic and extrinsic conditions. Our results confirm previous findings that proximity to productive habitats influences the foraging strategy of the birds (Navarro & González-Solís, 2009; Paiva et al., 2010; Paredes et al., 2012), with strong impacts on breeding success and population trends (Paredes et al., 2012). The study colonies have shown contrasting population trajectories during recent years with Anda having a higher breeding success and a higher population growth than Sør-Gjæslingan (Anker-Nilssen et al., 2017 and Christensen-Dalsgaard, unpublished data). Thus, the results from this study can help explain some of the mechanisms behind these differences in population trajectories. The foraging areas at the shelf break were important for birds at both colonies. However, at Sør-Gjæslingan chick-rearing kittiwakes were able to increase foraging effort by traveling to the distant shelf break, only at the risk of chick survival. It therefore appears that, as the distance to the productive area increases, there will be a turning point where the distance is too long to make the trip profitable enough to raise chicks successfully (as also shown in Ponchon et al., 2014). Sandvik et al. (2016) indeed showed that seabird colonies are situated in locations that minimize travel distance between breeding and foraging locations.

We showed that kittiwakes displayed a high degree of inter-colony flexibility in foraging behavior. The accessibility of several different types of foraging habitats evidently made the kittiwakes more resilient to changes in prey availability and other extrinsic and intrinsic factors. In addition, foraging areas as far as 300 km from the colony were important for the birds during the breeding season, which are well beyond that reported for this species from most localities (Daunt et al., 2002; Thaxter et al., 2012; but see Paredes et al., 2014; Ponchon et al., 2014). It is, thus, important to consider the availability and usage of habitats within the flight range needed to raise chicks successfully, when implementing conservation measures of marine habitats.

Predictions of weather patterns for the next century show an increase in mean and maximum wind speed in northern Europe (McInnes, Erwin, & Bathols, 2011). The implications of this on seabird survival and reproduction are, however, inconclusive. Elliott et al. (2014) showed that kittiwakes could adjust their foraging behavior to compensate for poor weather, such that chick growth was not affected. This corresponds with our results that the behavior of kittiwakes was indeed affected by wind conditions. When provided with the possibility to forage in the more sheltered fjords, kittiwakes selected for this, presumably to minimize negative effects of strong winds. We did not measure the direct effects of wind conditions on energy expenditure or chick growth and can therefore not elucidate if or how access to multiple predictable habitats can buffer potential detrimental effects of increased wind speed. Given the importance of proximate foraging habitats, anthropogenic activities may further hamper access to these or effectuate barriers forcing kittiwakes to increase flight costs (Masden, Haydon, Fox, & Furness, 2010). This may especially impact seabird colonies situated farther from the shelf break. Gaining a better understanding on the complex interactions between species, their prey and the dynamic environment they inhabit will be crucial to understand to which extent they will be able to cope with the projected changes to marine habitats due to increased anthropogenic impacts.
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