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Abstract—Previous methods for skeleton-based gesture recognition mostly arrange the skeleton sequence into a pseudo picture or spatial-temporal graph and apply deep Convolutional Neural Network (CNN) or Graph Convolutional Network (GCN) for feature extraction. Although achieving superior results, these methods have inherent limitations in dynamically capturing local features of interactive hand parts, and the computing efficiency still remains a serious issue. In this work, the self-attention mechanism is introduced to alleviate this problem. Considering the hierarchical structure of hand joints, we propose an efficient hierarchical self-attention network (HAN) for skeleton-based gesture recognition, which is based on pure self-attention without any CNN, RNN or GCN operators. Specifically, the joint self-attention module is used to capture spatial features of fingers, the finger self-attention module is designed to aggregate features of the whole hand. In terms of temporal features, the temporal self-attention module is utilized to capture the temporal dynamics of the fingers and the entire hand. Finally, these features are fused by the fusion self-attention module for gesture classification. Experiments show that our method achieves competitive results on three gesture recognition datasets with much lower computational complexity.
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I. INTRODUCTION

GESTURE recognition is a popular research topic in the field of computer vision with applications in many fields, such as human computer interaction and sign language interpretation. Previous works for gesture recognition mainly take RGB-D videos as input, then various convolutional neural networks (CNNs) are designed to capture the spatial and temporal features for hand gestures. Recently, with great progress made in hand pose estimation, accurate coordinates of hand joints can be easily obtained. Thus, skeleton has become a popular modality for action and gesture recognition. A variety of works concentrate on predicting gesture categories by sequences of hand joints with 3D coordinates. Compared with images, skeleton is more robust to varying background noise. Moreover, it is easier to design a lightweight model for gesture recognition owing to the small data size of the skeleton. Therefore, we focus on the skeleton-based method in this work.

Motivated by the great success of deep learning on computer vision tasks, recent studies [1]–[3] aim to apply deep neural networks to skeleton-based gesture recognition. In these studies, some works arrange hand skeleton sequence as a pseudo image [3], where frames are treated as the column of the image, hand joints are treated as the row, and the 3D coordinates are corresponding to the three channels of the image. Accordingly, 2D CNN based neural network can be used to extract spatial and temporal features for gesture or action recognition. More recently, a host of methods [4] embed a skeleton sequence into a spatial-temporal graph, where joints within each frame are connected by the underlying structure of body skeleton, and the same joints in adjacent frames are connected as well. Then graph convolutional networks are devised to capture discriminating cues for action recognition. Although these methods have achieved excellent performance, they have inherent limitations in capturing local features of interactive joints. As the skeleton sequence is embedded into a predefined image or graph with a fixed structure, the interactive joints may not be adjacent to each other. Therefore, only the deep layers can aggregate the information of these interactive joints. Liu et al. propose to model the skeleton sequence into a 3D volume, a 3D CNN based network is utilized to extract skeleton dynamics [5]. By volume modeling for skeletons, the drawbacks described above are alleviated. However, the 3D CNN based network is computationally expensive to be deployed on a device with limited computing resources.

On the other hand, these methods do not take into account the hierarchical structure of hand joints. As shown in Fig. 1 when performing gestures, the four joints of a finger have similar dynamic characteristics. The aggregation features of these four joints will be a representative description for the finger. Complex gestures generally involve the interaction among five fingers. Therefore, it is critical for gesture recognition to capture the dynamics of each finger as well as aggregate features of interactive fingers. However, it is difficult to assemble...
features of interactive fingers dynamically using convolution operations with fixed joints arrangements. To this end, self-attention mechanism is introduced for feature aggregation instead of convolution in this paper. With dynamic attention weights, self-attention module is able to capture the features of interactive fingers flexibly. Compared with convolution, the self-attention mechanism can directly capture global features without stacking a deep network, which is allowed to design a lightweight network for gesture recognition.

Specifically, we propose an efficient hierarchical self-attention network (HAN) for skeleton-based gesture recognition, which is based on pure self-attention without any CNN, RNN or GCN operators. The framework of HAN is shown in Fig. 2. Four self-attention modules are designed to capture spatial and temporal features for the skeleton sequence gradually. For the skeleton at a specific frame, the skeleton joints are divided into 6 parts (5 fingers and the palm). Our method applies the joint self-attention module (J-Att) to extract the features of each finger. Then the finger self-attention module (F-Att) is designed to aggregate features of the whole hand. In terms of temporal features, the temporal self-attention module (T-Att) is utilized to capture the temporal dynamics of the fingers and the entire hand. Finally, these features are fused by the fusion self-attention module (Fusion-Att) for gesture classification. Experiments show that our method achieves competitive results on three gesture recognition datasets with much lower computational complexity. Thus, our HAN can facilitate the human computer interaction field which starves for a real-time and lightweight method to be used in mobile devices with limited computing resources.

The main contributions of this paper are as follows:

- We propose a new pure self-attention based framework without any CNN, RNN or GCN operations, which has not been well studied in skeleton-based gesture recognition task before.
- Considering the hierarchical structure of the hand joints, our HAN can learn exact finger level semantic features, which promote the feature aggregation of interactive fingers for hand. It also allows the T-Att to capture temporal features of fingers to boost the final inference.
- With the dedicated hierarchical design, our HAN achieves competitive results with the state-of-the-art while has a significant reduction in computational complexity, especially achieves about one-fortieth FLOPs of the best two-stream approach [5].

The rest of the paper is organized as follows. Section II reviews the related works of skeleton-based gesture and action recognition as well as the recent works applying Transformer to computer vision tasks. In Section III the framework and network details of HAN are presented, the self-attention module is formulated in detail. In Section IV comparison experiments, ablation study and the experimental analyses are provided. Section V draws the conclusion.

II. RELATED WORKS

In this section, the recent related works of skeleton-based gesture recognition are reviewed. Since the skeleton-based action recognition task is analogous with skeleton-based gesture recognition task, the papers for skeleton-based action recognition are summarized as well. We also review the latest works which introduce pure self-attention mechanism into computer vision fields.
A. Skeleton-Based Gesture Recognition

Recently, skeleton data has attracted the attention of researchers, since skeleton data provides rich and high-level information for the hand. Many works try to solve the dynamic hand gesture recognition problem using skeleton data.

De Smedt et al. [6] design some effective descriptors for hand using hand joints provided by Intel RealSense depth camera. These hand-crafted descriptors represent the geometric shape of the hand. Each descriptor is encoded by a Fisher Vector representation obtained using a Gaussian Mixture Model. The temporal features of gestures are encoded using temporal pyramid. Finally, a linear Support Vector Machine (SVM) classifier is used for gesture classification.

Chen et al. [1] propose to learn motion features of the hand gesture via recurrent neural network (RNN). They devise finger motion features and global motion features to describe finger movements and global movement of hand skeleton respectively. Then a bidirectional recurrent neural network is utilized to augment the motion features as well as recognize the hand gestures.

Instead of representing a 3D pose directly by its joint positions, Weng et al. [7] introduce a Deformable Pose Traversal Convolutional Network for representation of 3D pose. The traversal convolution optimizes the convolution kernel for each joint with various weights, which enhances the robustness to the noisy joints. The pose feature is fed into the Long Short Term Memory (LSTM) networks for gesture recognition.

Hou et al. [2] present a Spatial-Temporal Attention Residual Temporal Convolutional Network to learn different levels of attention for spatial-temporal feature. With the attention mechanism, the network has the ability to concentrate on the informative time frames and features. Similarly, Devineau et al. [8] use Convolutional Neural Network (CNN) for skeleton-based gesture recognition as well. They propose a parallel convolutional neural network to process sequences of hand skeletal joints parallely. The feature vectors of all channels are concatenated into a feature vector and followed by a Multi Layer Perceptron (MLP) for gesture classification. Nunez et al. [9] also introduce a deep learning-based approach combining CNN and LSTM.

Chen et al. [9] devise a Dynamic Graph-Based Spatial-Temporal Attention method for hand gesture recognition. They construct a fully-connected graph for all hand joints. Then, the node features and edges are learned with self-attention.

Nguyen et al. [10] propose a neural network based on SPD manifold learning for skeleton-based hand gesture recognition. They first use a convolutional layer to learn discriminative features of joints. Spatial and temporal features are then extracted via spatial and temporal Gaussian aggregation. Finally, an SPD matrix is learned for gesture representation and recognition.

To decouple the gesture into hand posture variations and hand movements, Liu et al. [5] present a two-stream network for skeleton-based hand gesture recognition. The skeleton sequence is modeled into a 3D hand posture evolution volume to describe hand posture variations. Joint movements are arranged as a 2D hand movement map. Then the hand posture variation and hand movement features are aggregated by a 3D CNN stream and a 2D CNN stream respectively.

B. Skeleton-Based Action Recognition

Skeleton-based human action recognition task is similar to skeleton-based hand gesture recognition. Some of methods for skeleton-based action recognition can be generalized to skeleton-based hand gesture recognition. In this section, we review some related works for skeleton-based action recognition. Previous works for skeleton-based action recognition can be divided into two categories: the hand-crafted based and the deep learning based methods.

Hand-crafted based approaches aim to design different descriptors to represent human action. For instance, relative positions between pairs of joints [11], joint angles [12] and motion trajectories [13] are selected to describe actions. Evangelidis et al. [14] propose to use skeletal quad for action recognition. While 3D geometric relationships of body parts in a Lie group are used in paper [15]. After hand-crafted features have been established, different types of traditional classifiers such as multi-class Support Vector Machine (SVM), Hidden Markov models (HMM), and Conditional Random Fields (CRF) are used to classify human actions. Due to the hand-crafted features, these methods suffer from weak generalization capability.

With the development of deep learning, many works apply deep networks to skeleton-based action recognition in an end to end manner. The most popular models are RNN and CNN. RNN-based methods usually represent the human action as a vector sequence, where the elements of the vector are human body joint coordinates [16]-[21]. RNN is utilized to extract spatial-temporal features from the vector sequence. Du et al. [16] divide the human skeleton into different parts according to human physical structure, then skeleton temporal sequences are fed into hierarchical RNN to gradually extract high-level representations for skeleton-based action recognition. Song et al. [17] build a spatio-temporal attention model based on LSTM, which can adaptively focus on discriminative joints of body skeleton and learn various attention weights for different frames. Zhang et al. [18] devise a view adaptive RNN for human action recognition from skeleton data, which enables the network to transform the skeletons of various views to much more consistent viewpoints. Instead of applying vanilla RNN, Li et al. [19] propose an independently RNN. This new type of RNN can learn long-term dependencies while avoiding the gradient exploding and vanishing problems. Si et al. [20] design a spatial reasoning network to capture spatial structural information using residual graph neural network, and an LSTM based temporal stack learning network to extract temporal dynamics of skeleton sequences.

Arranging the raw skeleton sequence into a pseudo image, many works use CNN to extract spatial and temporal features for human actions [22]-[25]. Kim et al. [22] present the temporal convolutional neural networks for 3D human action recognition using one-dimensional residual CNN. By modeling skeleton sequence into an image, Cao et al. [23] solve the skeleton-based action recognition problem as an image classification task using gated convolutional networks which guarantee the information propagation across multiple residual blocks. Banerjee et al. [24] present four feature representations...
to describe skeleton sequence, each of which is encoded into a single channel gray-scale image. High-level features are learned by four CNNs and the final decision score is adaptively generated via fuzzy combination of the outputs of the CNNs. To cope with viewpoint variations, Liu et al. [25] develop a view invariant transform algorithm for skeleton sequence, and visualize the skeletons as a series of color images. With visual and motion enhancement, these images are fed into multi-stream CNNs for action recognition.

Although RNN and CNN based methods achieve good performance, the approach to model skeleton sequence into coordinate vector or pseudo image is not an optimal solution, since the skeleton data is naturally embedded in a graph structure. With the advancement of deep learning on graph, many researchers concentrate on applying graph neural network to skeleton-based action recognition. Yan et al. [4] embed skeleton sequence into a spatio-temporal graph, where spatial edge is in line with the natural structure of human body and temporal edge connects the two same joints between adjacent frames. Then a spatial temporal graph convolutional network (ST-GCN) is proposed to extract spatial and temporal features of skeleton sequence for action classification. Based on this work, a variety of methods have been proposed to improve recognition performance using GCN [26]–[29]. Shi et al. [26] devise a novel two-stream adaptive graph convolutional network for skeleton-based action recognition, where the graph topology can be learned individually. Except for joint coordinates, the length and direction of bone are used to construct another graph to exploit the second-order information for skeleton sequence. Si et al. [29] introduce a attention enhanced graph convolutional LSTM network to capture discriminative spatial and temporal features. By employing the attention mechanism, the network is able to enhance the information of key joints in each layer.

C. Self-Attention Mechanism

Self-attention mechanism is a basic block of Transformer [30], which is first proposed for machine translation. Since then, Transformer-based methods have attracted the attention of researchers in natural language processing (NLP), and a large number of Transformer-based methods have emerged and achieved excellent performance in NLP tasks. Inspired by the success of Transformer in NLP field, multiple works introduce Transformer into computer vision tasks. Vision Transformer [31] applies a pure Transformer to sequences of image patches for image classification and achieves excellent performance compared to state-of-the-art convolutional networks. Viewing object detection as a direct set prediction problem, Carion et al. propose a Transformer-based model for object detection [32]. Zheng et al. design a powerful segmentation model, termed SEgmentation TRansformer [33], treating semantic segmentation as a sequence-to-sequence prediction task.

III. PROPOSED APPROACH

The framework of HAN is shown in Fig. 2. There are four attention modules in HAN, i.e., J-Att, F-Att, T-Att, and Fusion-Att. These four attention modules have a similar structure as shown in Fig. 3. The attention module will be formulated detailedly taking J-Att as an example.

A. Notations

In the skeleton-based hand gesture recognition task, dynamic hand gesture is represented by a hand skeleton sequence. For a specific hand skeleton sequence \( G \), it can be formulated as \( G = \{ S_t | t = 1, 2, \ldots, T \} \), where \( S_t \) is the hand skeleton at \( t \)-th frame, \( T \) is the length of this hand skeleton sequence. Hand skeleton is a combination of 3D coordinates of hand joints, i.e., \( S_t = \{ p_{ij} | p_{ij} = (x_i^t, y_i^t, z_i^t), i = 1, 2, \ldots, J \} \), where \( p_{ij} \) is the 3D coordinate of the \( i \)-th hand joint at \( t \)-th frame, and \( J \) is the number of hand joints. Given a skeleton sequence \( G \) with gesture label \( c \), the gesture recognition task aims to learn a function \( F_{\theta}(\cdot) \) which can identify the gesture category label.

B. Joint Self-Attention Module

In hand skeleton, there are 4 joints for each finger representing the tip, the 2 articulations and the base [34]. These four joints are similar in dynamics when performing gestures. The aggregation feature of these four joints will be an ideal representation for the finger dynamics. Hence, we design a joint self-attention (J-Att) module with self-attention mechanism to aggregate information of four joints for each finger. Specifically, 22 joints in each skeleton are divided into 6 parts as shown in Fig. 4. Let’s use the thumb as an example to formulate the joint self-attention module. Firstly, we apply
a linear transformation to the raw joint coordinates according to Eq. [1]

\[ \tilde{f}_{thu,i} = W_{joint} \cdot p_{thu,i}^t + b_{joint}, \]

where \( p_{thu,i}^t \) is the 3D coordinate of \( i \)-th thumb joint at frame \( t \), \( i = 1, 2, 3, 4 \), \( W_{joint} \) and \( b_{joint} \) are parameters, \( \tilde{f}_{thu,i} \) is the corresponding output feature. To incorporate spatial identity information, \( \tilde{f}_{thu,i} \) is added with spatial position embedding vector \( PE(i) \), whose values are set using sine and cosine functions of different frequencies following [30].

\[ \tilde{f}_{thu,i} = f_{thu,i} + PE(i), \]

where \( PE(i) \) is spatial position embedding vector for the \( i \)-th thumb joint, whose dimension is same as \( f_{thu,i} \).

The proposed method consists of several self-attention modules for feature aggregation. These self-attention modules share the same components, we take thumb joint attention module for illustration. For thumb joints, \( f_{thu,i} \) is mapped into key, query and value vectors using three fully connected layers, which can be formulated as:

\[ K_i = W_k \cdot f_{thu,i}^t, \quad Q_i = W_q \cdot f_{thu,i}^t, \quad V_i = W_v \cdot f_{thu,i}^t, \]

where \( K_i, Q_i, V_i \) are key, query and value for the \( i \)-th thumb joint, \( W_k, W_q, W_v \) are the corresponding weight matrices. Then the attention weight \( \lambda_{i,j} \) between joint \( i \) and joint \( j \) is calculated by:

\[ \lambda_{i,j} = \frac{Q_i \cdot K_j}{\sqrt{d}}, \quad \lambda_{i,j} = \frac{\exp(u_{i,j})}{\sum_{n=1}^{N} \exp(u_{i,n})}, \]

where \( d \) is the dimension of key, query and value, \( N = 4 \) corresponds to four thumb joints. The self-attention feature for \( f_{thu,i} \) is defined as the weighted sum of all value vectors:

\[ \tilde{f}_{thu,i} = \sum_{j=1}^{N} \lambda_{i,j} \cdot V_j. \]

In order to increase non-linearity, a fully connected layer following ReLu and layer normalization is applied to \( \tilde{f}_{thu,i} \). With employing residual connection and dropout, the \( \tilde{f}_{thu,i} \) is turned into:

\[ \tilde{f}_{thu,i} = \tilde{f}_{thu,i} + \text{Drop} (\text{Norm} [\text{ReLU}(W_A \cdot \tilde{f}_{thu,i} + b_A)]), \]

where \( W_A \) and \( b_A \) are parameters, \( \text{Drop} \) and \( \text{Norm} \) represent dropout and layer normalization. Finally, the attention features \( \tilde{f}_{thu,i}^t (i = 1,2,\ldots,N) \) are aggregated into a feature of thumb using global average pooling:

\[ f_{thu} = \text{Mean}(\tilde{f}_{thu,1}^t, \tilde{f}_{thu,2}^t, \ldots, \tilde{f}_{thu,N}^t), \]

where \( f_{thu} \) is the feature describing thumb at frame \( t \). For simplification, the above operations translating \( \tilde{f}_{thu,i} \) to \( f_{thu} \) are denoted as Eq. [8]. \( A \) denotes the self-attention module.

\[ f_{thu} = A(\tilde{f}_{thu,1}^t, \tilde{f}_{thu,2}^t, \ldots, \tilde{f}_{thu,N}^t). \]

C. Finger Self-Attention Module

Through the J-Att module, we can obtain the spatial features of each finger, and further we use the finger self-attention (F-Att) module to fuse finger features to obtain the spatial features of the entire hand. Here we denote the features of the five fingers and palm as \( f_{hand,i} \), \( i = 1,2,\ldots,N \), where \( N = 6 \). \( f_{hand,i} \) is the output of J-Att module for the \( i \)-th finger at \( t \) frame, \( i.e., f_{hand,1} = \tilde{f}_{thu} \). In order to distinguish five fingers and palm, the spatial position embedding vector \( PE(i) \) of the \( i \)-th finger is added to \( f_{hand,i} \):

\[ f_{hand,i} = f_{hand,i} + PE(i). \]

Then we use the F-Att module to integrate the features of each finger as the spatial features of the entire hand:

\[ f_{hand} = A(f_{hand,1}, f_{hand,2}, \ldots, f_{hand,N}). \]

D. Temporal Self-Attention Module

In order to obtain the temporal dynamics of each finger and the entire hand, we use the temporal self-attention (T-Att) module to aggregate the spatial features of the fingers and hand at different times. Still taking the thumb as an example, \( f_{thu}^t \) represents the spatial feature of the thumb at \( t \) frame, \( t = 1,2,\ldots,T \). To distinguish the chronological order, we add a time position embedding vector to \( \tilde{f}_{thu}^t \):

\[ \tilde{f}_{thu}^t = \tilde{f}_{thu} + PE(t). \]

Similarly, the T-Att module is employed to integrate the temporal dynamics of the thumb:

\[ f_{thu} = A(\tilde{f}_{thu,1}^t, \tilde{f}_{thu,2}^t, \ldots, \tilde{f}_{thu}^t). \]

E. Fusion Self-Attention Module

So far we have obtained the temporal dynamics of the fingers and the entire hand. Finally, we design a fusion self-attention (Fusion-Att) module to fuse these temporal dynamic features, the fusion features is utilized to infer the gesture category of the skeleton sequence. We denote the temporal dynamics of each part as \( f_i, i = 1,2,\ldots,N \), where \( N = 7 \) corresponds to 5 fingers, palm and the entire hand. Position embedding vector is added to \( f_i \) to distinguish these features as well:

\[ f_i = f_i + PE(i). \]

Fusion-Att is then used to fuse these temporal dynamics:

\[ \tilde{f} = A(\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_N), \]

where \( \tilde{f} \) is the spatial-temporal features of the whole skeleton sequence. As shown in Figure 2, this feature vector is followed by a fully connected layer with a softmax activation for gesture recognition.
A. Datasets

The performance of our method is evaluated on three challenging gesture datasets with skeleton data: SHREC’17 Track [34], DHG-14/28 [6], FPHA [35]. In this subsection, we introduce these three datasets in detail. The attributes of these datasets are listed in Table I. The hand skeleton joints of these datasets are illustrated in Fig. 4.

1) SHREC’17 Track: The SHREC’17 Track dataset [34] is a challenging hand gesture dataset which provides both depth images and skeleton data. Collected by Intel RealSense short range depth camera, SHREC’17 Track dataset contains 14 gestures performed by 28 individuals that are all right-handed. In order to meet the accuracy requirements of human-computer interaction in AR and VR applications, hand gesture recognition algorithms must take into account the difference between hand movement and hand shape changes. Hence, this dataset divides 14 gestures into two categories, fine (5 out of 14) and coarse (9 out of 14). A fine gesture is one that considers hand shape changes, and a coarse gesture is a gesture that focuses on hand movement. Each gesture is performed between 1 and 10 times in two ways, using one finger and the whole hand. The sequences are captured 30 frames per second, the depth image resolution is 640×480 and each sequence ranges from 20 to 50 frames. Each frame contains a depth image and coordinates of 22 joints under 2D and 3D spaces. In the end, 2800 sequences in all are collected, which are divided into 1960 sequences (70% of the dataset) for training and 840 sequences (30% of the dataset) for testing.

2) DHG-14/28: Also resulting in 2800 sequences of 22 hand joints, the DHG-14/28 dataset [6] uses the same data collection method as the SHREC’17 Track dataset. While the DHG-14/28 dataset is performed by 20 individuals rather than 28. Each gesture is performed exactly 5 times instead of a random number between 1 to 10. The main difference between the two datasets is the experimental protocol. Comparing with the SHREC’17 Track dataset, the DHG-14/28 dataset does not have an explicit partition for training set and testing set. Leave-one-subject-out experimental protocol is used for the DHG-14/28 dataset [6], [9], [10], [36]. During training, the data of 19 subjects is regarded as training set, the data of the leaving one subject is used for testing. Experiments are conducted 20 times with different subjects for testing, the average accuracy is considered as final recognition accuracy.

3) FPHA: Unlike SHREC’17 Track dataset and DHG-14/28 dataset, FPHA dataset [35] is collected from a first-person perspective. The FPHA dataset is performed in 3 scenarios which are kitchen, office and social, by 6 individuals, providing 1175 action videos that can be categorized into 45 different daily hand actions involving 26 objects. Using an Intel RealSense SR300 RGB-D camera on the subject’s shoulder, together with six magnetic sensors attached to the user’s hand (five on the fingertips and one on the wrist), skeleton sequences are captured at 30 fps as well as the color and depth stream with resolutions of 1920×1080 and 640×480 respectively. Each sensor has 6 degrees of freedom of position and orientation. Through these sensors, a 21-joint hand model can be defined. Different action sequences are quite different in style, speed, scale and viewpoint, whether it is indistinguishable actions of the same subject or between different subjects. The dataset also provides 6-dimensional poses, 3D positions and angles, and mesh models for 4 objects involving 10 different action categories. In all, 105,459 RGB-D frames are annotated with accurate hand pose and action category. Similar to SHREC’17 Track dataset and DHG-14/28 dataset, 3D coordinates of 21 hand joints (excluding the palm joint) are provided in the FPHA dataset. As for training and testing, 600 out of 1175 action sequences are divided for training and 575 for testing.

B. Implementation Details

For all the self-attention modules, the dimension of the input feature vector and output feature vector are both set to 128. Thus all position embedding vectors are with 128 dimensions. To learn more attention information from different representation subspaces at different positions, multi-head attention [30] is applied. We use 8 heads attention in our HAN. The dimensions of key, query and value vectors for each head are fixed to 32. The J-Att modules share weights for 6 hand parts. Similarly, the T-Att modules share weights for 7 inputs.

IV. EXPERIMENTS

In this section, three datasets and the implementation details of HAN are introduced. The performance of our approach is compared with the state-of-the-art approaches. The complexity comparison and ablation study are presented. The attention visualization and the hyper-parameters are discussed.

A. Datasets

![Table I: Attributes of Three Gesture Datasets.](image)

| Dataset | SHREC’17 Track | DHG-14/28 | FPHA |
|---------|----------------|-----------|-------|
| Gestures| 14/28          | 14/28     | 45    |
| Subjects| 28             | 20        | 6     |
| Perform | 1-10           | 5         | 4-5   |
| Sequences| 2800          | 2800      | 1175  |
| Color   | ✓              | ✓         | ✓     |
| Depth   | ✓              | ✓         | ✓     |
| Skeleton| ✓              | ✓         | ✓     |
| Joints  | 22             | 22        | 21    |

Fig. 4. The hand skeleton of different datasets. (a) Hand skeleton on SHREC’17 Track and DHG-14/28 dataset with 22 hand joints. (b) Hand skeleton on FPHA dataset with 21 hand joints excluding palm joint.
Table II

| Method                        | Accuracy (%) | 14G | 28G |
|-------------------------------|--------------|-----|-----|
| Two-stream 3D CNN [37]        | 83.45        | 77.43 |
| SEM-MEM+WL [38]               | 90.83        | 85.95 |
| Liu et al. [5]                | 94.88        | 92.26 |
| HON4D [39]                    | 78.50        | 74.00 |
| Devanne et al. [13]           | 79.40        | 62.00 |
| Ohn-Bar et al. [12]           | 83.90        | 76.50 |
| SoCJ+Direction+Rotation [40]  | 86.90        | 84.20 |
| SoCJ+HoHD+HoWR [6]            | 88.20        | 81.90 |
| Caputo et al. [41]            | 89.50        | 80.50 |
| Boulahia et al. [42]          | 90.50        | 80.50 |
| Res-TCN [2]                   | 91.10        | 87.30 |
| STA-Res-TCN [2]               | 93.60        | 90.70 |
| ST-GCN [4]                    | 92.70        | 87.70 |
| ST-TS-HGR-NET [10]            | 94.29        | 89.40 |
| DG-STA [9]                    | 94.40        | 90.70 |
| HAN                           | 95.00        | 91.07 |
| HAN-2S                        | 95.00        | 92.86 |

Table III

| Method                        | Accuracy (%) | 14G | 28G |
|-------------------------------|--------------|-----|-----|
| Liu et al. [5]                | 92.54        | 88.86 |
| SoCJ+HoHD+HoWR [6]            | 83.10        | 80.00 |
| Chen et al. [1]               | 84.70        | 80.30 |
| CNN+LSTM [7]                  | 85.60        | 81.10 |
| Weng et al. [7]               | 85.80        | 80.40 |
| Res-TCN [2]                   | 86.90        | 83.60 |
| STA-Res-TCN [2]               | 89.20        | 85.00 |
| ST-GCN [4]                    | 91.20        | 87.10 |
| ST-TS-HGR-NET [10]            | 87.30        | 83.40 |
| DG-STA [9]                    | 91.90        | 88.00 |
| HAN                           | 92.62        | 88.83 |
| HAN-2S                        | 92.71        | 89.15 |

Our HAN is implemented on a computer with one NVIDIA TITAN Xp GPU using PyTorch library. The skeleton sequence is uniformly sampled to 8 frames as an input following previous works [2], [8]. For a fair comparison, the same data augmentation is performed according to the paper [34], including scaling, shifting, time interpolation, and adding noise. Adam is chosen as the optimization strategy and cross-entropy is selected as the loss function. The batch size is set to 32 for training and the dropout rate is fixed to 0.1. The learning rate starts from 0.001 with warm-up epochs and decays by a factor of 10 once learning stagnates. The training process is stopped when the learning rate decays for the fourth time.

C. Experiments on SHREC’17 Track Dataset

The SHREC’17 Track dataset is a challenging skeleton-based hand gesture dataset. It contains 2800 skeleton sequences with 14 gestures performed by 28 individuals in two ways: using one finger and the whole hand. The dataset is divided into 1960 sequences for training and 840 sequences for testing. We compare our approach with various typical works for gesture recognition on SHREC’17 Track dataset. These methods can be divided into six categories:

- **Hand-crafted methods.** HON4D [39]: It represents the depth sequence of action using a histogram describing the distribution of the surface normal orientation in the 4D space. Devanne et al. [13]: They formulate the problem of action recognition as computing the similarity between the shape of 3D human joint trajectories in a Riemannian manifold. Ohn-Bar et al. [12]: They propose to characterize actions using joint angles and modified histogram of oriented gradients. SoCJ+Direction+Rotation [40]: It describes hand gestures via hand shape and motion descriptors from 3D hand skeleton data. SoCJ+HoHD+HoWR [6]: It represents the geometric shape of the hand using hand-crafted descriptor which is encoded by a Fisher Vector representation obtained using a Gaussian Mixture Model. Caputo et al. [11]: They recognize hand gestures by gesture traces processing and comparing. Boulahia et al. [42]: They present a dynamic hand gesture recognition method based on 3D pattern assembled trajectories.

- **CNN-based methods.** SEM-MEM+WL [38]: It represents actions using shape and motion evolution maps. STA-Res-TCN [2]: It learns different levels of attention for spatial-temporal features using a residual temporal convolutional network. Res-TCN [2]: An ablation version of STA-Res-TCN [2] without spatial-temporal attention.

- **3D-CNN-based methods.** Two-stream 3D CNN [37]: It proposes a spatial and temporal volume modeling approach for skeleton sequence. Liu et al. [5]: They decouple the gesture into hand posture variations and hand movements and embed them into hand posture variation volume and hand movement map respectively.

- **Graph-based method.** ST-GCN [4]: It embeds the skeleton sequence into a spatial-temporal graph.

- **Attention-based method.** DG-STA [9]: It constructs dynamic graphs for hand gesture recognition via spatial-temporal attention.

- **Manifold-learning-based method.** ST-TS-HGR-NET [10]: It proposes a neural network based on SPD manifold learning for skeleton-based hand gesture recognition.

Table I shows the comparison of different methods on SHREC’17 Track dataset. The results of other methods are collected from papers [5], [9], [10]. The first row of the table contains the two-stream methods, and the second row contains the single-stream methods. It shows that our approach achieves a recognition accuracy of 95.00% for 14 gestures setting and 91.07% for 28 gestures setting. Our method achieves the best performance within the single-stream methods, and the results are also competitive compared with the best two-stream work. For a fair comparison, we evaluate the two-stream version of our method (HAN-2S) on the dataset fol-
TABLE IV
RECOGNITION ACCURACY COMPARISON OF OUR METHOD WITH STATE-OF-THE-ART METHODS ON FPHA DATASET. THE FIRST ROW CONTAINS THE TWO-STREAM METHODS, THE SECOND ROW INVOLVES THE SINGLE-STREAM METHODS, AND THE THIRD ROW IS OUR METHOD.

| Method                  | Acc. (%) | Params     | FLOPs     |
|-------------------------|----------|------------|-----------|
| Liu et al. [5]          | 93.22    | 0.94M      | 2.36M     |
| Moving Pose [13]        | 93.22    | 0.05G      | 1.35G     |
| Lie Group [15]          | 82.69    | 0.53M      | 1.73M     |
| HBRNN [16]              | 77.40    | 0.04G      | 1.46G     |
| Gram Matrix [44]        | 85.39    | 0.53M      | 1.73M     |
| TF [45]                 | 80.69    | 0.04G      | 1.46G     |
| Huang et al. [46]       | 84.35    | 0.53M      | 1.73M     |
| Huang et al. [47]       | 77.57    | 0.04G      | 1.46G     |
| ST-TS-HGR-NET [10]     | 93.22    | 0.53M      | 1.73M     |
| HAN                     | 85.74    | 0.94M      | 2.36M     |
| HAN-2S                  | 89.04    | 0.04G      | 1.46G     |

D. Experiments on DHG-14/28 Dataset

On DHG-14/28 dataset, experiments are conducted following leave-one-subject-out experimental protocol [6]. Although the DHG-14/28 dataset shares the same hand gestures with the SHREC’17 Track dataset, it is more challenging for DHG-14/28 dataset. Under leave-one-subject-out experimental protocol, the same kind of gestures performed by different actors may vary a lot.

The results comparison on DHG-14/28 dataset is listed in Table III. HAN achieves a recognition accuracy of 92.62% with 14 gestures setting and 88.83% with 28 gestures setting, which has a minor performance improvement compared with the best of previous approaches. With a two-stream configuration, HAN-2S obtains more performance improvements with 92.71% under 14 gestures setting and 89.15% under 28 gestures setting. The performance of our approach on DHG-14/28 dataset is consistent with the SHREC’17 Track dataset, which further demonstrates the effectiveness of our method.

E. Experiments on FPHA Dataset

To verify the scalability of our method, contrast experiments are performed on FPHA dataset for hand action recognition. The FPHA dataset is more challenging than SHREC’17 Track dataset and DHG-14/28 dataset. It contains 45 hand actions, which is much more than 28 gestures for SHREC’17 Track dataset and DHG-14/28 dataset. Besides, the FPHA dataset only provides 600 out of 1175 action sequences for training, while 575 action sequences for testing. It is a really small dataset for deep learning method.

Results in Table IV show our method achieves competitive performance. Compared with ST-TS-HGR-NET [10] which is based on manifold learning with SVM classifier, our method is suboptimal. We argue that Transformer-based method may be suitable for a large dataset, or pre-training on a large dataset and fine-tune on a small dataset [31], while manifold learning based method with SVM classifier may obtain better performance on a small dataset due to its superior generalization ability. Actually, ST-TS-HGR-NET [10] only attains 94.29% with 14 gestures setting and 89.40% with 28 gestures setting on SHREC’17 Track dataset, which has a major performance gap with HAN. Especially on DHG-14/28 dataset, it only obtains 87.30% with 14 gestures setting and 83.40% with 28 gestures setting, where our method outperforms ST-TS-HGR-NET by 5.41 and 5.75 percent points for 14 gestures and 28 gestures protocol. The inferior recognition results of ST-TS-HGR-NET on SHREC’17 Track and DHG-14/28 datasets support our analysis above.

F. Complexity Comparison

The main application area of gesture recognition is human-computer interaction in VR and AR devices with limited computing resources. Thus, a fast and lightweight method with good performance on recognition is vital for skeleton-based gesture recognition. Recent approaches applying deep CNN, RNN and GCN have shown saturated recognition accuracy without significant improvement, while the computing efficiency still remains a series issue. Our HAN is a new pure self-attention based framework for skeleton-based gesture recognition without any CNN, RNN or GCN operations. The self-attention mechanism help to aggregate global features of inputs efficiently without stacking deep networks. With the dedicated hierarchical design, our HAN achieves competitive results with SOTA while maintains much lower computational complexity of the whole network.

To investigate the computation complexity of different methods, Table V lists the computation complexity details of some typical approaches and the proposed method. The parameters and FLOPs of our HAN model with default settings are 0.53M and 0.04G respectively. Compared with other methods, HAN has fewer parameters. Especially in terms of computation complexity, the FLOPs of our method are only about one fortieth of the best two-stream approach [5]. Therefore, HAN is a lightweight network which has the potential for being deployed on a terminal device with limited computing resources.
Fig. 5. Results with different model components on SHREC’17 Track dataset with 14 and 28 gestures settings.

TABLE VI
PERFORMANCE OF THE FINE AND COARSE CATEGORY GESTURES ON SHREC’17 TRACK DATASET.

| Method     | 14 Gestures | 28 Gestures |
|------------|-------------|-------------|
|            | Fine        | Coarse      | Fine        | Coarse      |
| STA        | 90.14       | 94.20       | 83.01       | 91.31       |
| HAN-NHT    | 90.59       | 94.50       | 83.56       | 91.93       |
| HAN-NFT    | 92.40       | 95.74       | 85.52       | 93.26       |
| HAN        | 92.78       | 96.09       | 85.92       | 93.61       |

G. Ablation Study

1) Contribution of Different Components: To evaluate model components, four variants are verified on SHREC’17 Track dataset with 14 and 28 gestures settings. (1) STA: Baseline of HAN, only spatial attention and temporal attention modules are used to capture hand spatial features and temporal dynamics without regard to hierarchical relationship of hand joints. (2) HAN-NHT: The F-Att and T-Att modules for the entire hand are removed. (3) HAN-NFT: No T-Att module for fingers. (4) HAN: The whole network of our method. The experiment results of these variants are given in Fig. 5. It is observed that the T-Att module for fingers and the entire hand can both improve performance, which verifies the effectiveness of hierarchical structure of HAN. Furthermore, combining the temporal dynamics of fingers and entire hand will achieve better results.

Fig. 6 shows the confusion matrix for the predictions of HAN on SHREC’17 Track dataset with 14 gestures setting.

TABLE VII
ABLATION STUDY FOR POSITION EMBEDDING ON SHREC’17 TRACK DATASET WITH 14 GESTURES SETTING.

| Ablations                  | HAN |
|----------------------------|-----|
| J-Att PE                   | ✓   |
| F-Att PE                   | ✓   |
| T-Att PE                   | ✓   |
| Fusion-Att PE              | ✓   |
| Accuracy(%)                | 94.05 93.33 88.57 93.93 95.00 |

Fig. 6. The confusion matrix for the predictions of HAN on SHREC’17 Track dataset with 14 gestures setting.

for the fine and coarse gestures in Table VI. Comparing with the fine gestures, the performance of the four variants on coarse gestures is much better than that on fine gestures. The results under 28 gestures setting are consistent with that under 14 gestures setting. This is because the coarse gestures only involve the movements of the entire hand without complex hand shape changes, which is easier to learn. Compared with STA, HAN has a performance improvement with 2.64% and 1.89% on the fine and coarse gestures. More performance improvements on fine gestures indicates that the hierarchical structure of HAN helps to enhance the network’s ability for capturing hand shape change features.

Without hierarchical structure, STA aggregates hand features using global attention from all hand joints directly. Thus, the hand features are easily affected by the noise hand joints. However, with hierarchical self-attention design, the finger with noise joints may obtain small weight due to its indistinctive dynamics. Besides, the hierarchical structure helps to learn exact finger level semantic features, which promote the feature aggregation of interactive fingers for hand. It also allows the T-Att to capture temporal features of each finger to boost the final inference.

2) Influence of Position Embedding: There are four position embeddings used in HAN. The position embedding in J-Att module distinguishes four joints in a finger. To tell features of which finger, the position embedding in F-Att module is used. The time position embedding is designed to distinguish the chronological order of skeleton sequence in T-Att module. In Fusion-Att module, the position embedding
is utilized to differentiate features of different parts. In order to investigate the influence of position embedding, we conduct ablation experiments on SHREC’17 Track dataset with 14 gestures setting. The performance of models without position embedding in different modules is listed in Table VII. The results indicate that the time position embedding in T-Att module is the most crucial component for gesture recognition. This is reasonable because the chronological order of the skeleton sequence is really important for gesture recognition. Without the correct chronological order, it is easy to confuse most gesture categories, such as gestures “Swiping Left” and “Swiping Right”. The position embedding for joint features in J-Att module is not so critical for gesture recognition. We argue that the dynamics of four joints in one finger are similar to each other as shown in Fig. 1, thus the identities of joints are subordinate to finger feature.

H. Attention Visualization

Fig. 7 (a) shows the learned attention weight matrix of fingers to each other for gesture “Pinch” in F-Att module. When performing this gesture, the dynamics of thumb and index finger are most obvious. Fig. 7 (a) indicates that the learned attention weights are successfully concentrated on the thumb and index fingers. The gestures in SHREC’17 Track dataset are performed in two ways: using one finger and the whole hand. Fig. 7 (a) shows the attention weight for gesture “Pinch” which is performed using one finger. Fig. 7 (b) illustrates the attention weight matrix for gesture “Pinch” which is performed using the whole hand. It shows that F-Att learns balanced weights for the 6 parts of the whole hand. Comparing Fig. 7 (a) and Fig. 7 (b), our HAN is able to focus on the fingers with obvious dynamics.

Similarly, we illustrate the attention weights in T-Att module for gesture “Tap” in Fig. 8. The sum of weights to each frame is represented as the red staircase curve with the corresponding gesture displayed in the background. The results indicate that the T-Att module is able to focus on the key frames while ignores the preparation and end frames.

I. Evaluation of Hyper-Parameters

The choice of hyper-parameters is important to the final recognition accuracy for the network. This subsection investigates four hyper-parameters: the multi-head number, the dimension of each head, weight sharing for J-Att and T-Att, and the dropout rate.

Multi-head number. Multi-head attention is used to learn more attention information from different representation subspaces at different positions. Table VIII lists the results with different numbers of heads. For a fair comparison, the dimensions of key, query and value vectors in each head are adjusted to ensure the network shares the same parameter size. When the multi-head number increases from 1 to 8, the performance improves gradually. When the multi-head number is greater than 4, the recognition accuracy tends to be saturated. The best performance is achieved with 8 heads.

Dimension of each head. To investigate the choice for the dimensions of key, query and value vectors in each head, experiments with different dimensions are conducted. The results are illustrated in Table VIII. The small dimension has weak feature extraction abilities, while the oversize dimension could cause overfitting. The optimal dimension is 32.

Dropout rate. Since the three benchmark datasets are small in size (less than 2800 samples), the network is prone to overfitting. The dropout operation in attention module can help
TABLE VIII  
RESULTS WITH DIFFERENT NUMBER OF HEADS, HEAD DIMENSIONS, AND DROPOUT RATES ON SHREC’17 TRACK DATASET WITH 14 GESTURES SETTING.

| Num of Head | Acc. (%) | Head Dimension | Acc. (%) | Dropout Rate | Acc. (%) |
|-------------|----------|----------------|----------|--------------|----------|
| 1           | 92.14    | 8              | 94.64    | 0            | 94.64    |
| 2           | 93.93    | 16             | 94.88    | 0.1          | 95.00    |
| 4           | 94.64    | 32             | 95.00    | 0.2          | 94.64    |
| 6           | 94.88    | 64             | 94.76    | 0.3          | 93.21    |
| 8           | 95.00    | 128            | 94.52    | 0.4          | 92.02    |

TABLE IX  
RESULTS OF DIFFERENT WEIGHT SHARING STRATEGIES FOR J-ATT AND T-ATT ON SHREC’17 TRACK DATASET WITH 14 GESTURES SETTING.

| Weight Sharing | J-Att | T-Att | Acc. (%) |
|----------------|-------|-------|----------|
| Ablations      | X     | X     | 94.52    |
|                | X     | ✓     | 94.76    |
|                | ✓     | ✓     | 94.88    |
| HAN            | ✓     | ✓     | 95.00    |

alleviate overfitting. Results with different dropout rates are listed in Table VIII. The best dropout rate is 0.1, excessive dropout rate will lead to underfitting.

Weight sharing: Results with different weight sharing strategies are given in Table IX. The best performance is achieved with weight sharing on both J-Att and T-Att modules. Weight sharing helps to reduce the network parameters, which contributes to avoiding overfitting.

V. CONCLUSION

This paper proposes an efficient hierarchical self-attention network (HAN) for skeleton-based gesture recognition. Four self-attention modules are designed to capture spatial and temporal features for skeleton sequence gradually. For the skeleton at a specific frame, the skeleton joints are divided into 6 parts (5 fingers and the palm). Our method applies the joint self-attention module (J-Att) to extract the features of each finger. Then the finger self-attention module (F-Att) is designed to aggregate features of the whole hand. In terms of temporal features, the temporal self-attention module (T-Att) is utilized to capture the temporal dynamics of the fingers and the entire hand. Finally, these features are fused by the fusion self-attention module (Fusion-Att) for gesture classification. Experiments show that our method achieves competitive results on three gesture recognition datasets with much lower computational complexity.
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