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Abstract. We introduce two variations of the cops and robber game on graphs. These games yield two invariants in $\mathbb{Z} \cup \{\infty\}$ for any connected graph $\Gamma$, the weak cop number $w\text{Cop}(\Gamma)$ and strong cop number $s\text{Cop}(\Gamma)$. These invariants satisfy that $s\text{Cop}(\Gamma) \leq w\text{Cop}(\Gamma)$. Any graph that is finite or a tree has strong cop number one. These new invariants are preserved under small local perturbations of the graph, specifically, both the weak and strong cop numbers are quasi-isometric invariants of connected graphs. More generally, we prove that if $\Delta$ is a quasi-retract of $\Gamma$ then $w\text{Cop}(\Delta) \leq w\text{Cop}(\Gamma)$ and $s\text{Cop}(\Delta) \leq s\text{Cop}(\Gamma)$. We exhibit families of examples of graphs with arbitrary weak cop numbers (resp. strong cop number). We prove that hyperbolic graphs have strong cop number one. We also prove that one-ended non-amenable locally-finite vertex-transitive graphs have infinite weak cop number. We raise the question of whether there exists a connected vertex transitive graph with finite weak (resp. strong) cop number different than one.

1. Introduction

The cops and robber game was introduced independently by Quilliot [Qui78] and Nowakowski and Winkler [NW83]. This is a perfect information two player game on an undirected graph, where one player controls a set of cops and the other one controls a single robber. On the graph each cop and the robber chooses a vertex to occupy, with the cops choosing first. The game then alternates between cops and the robber moving along adjacent vertices, with the cops moving first. The cops win if, after a finite number of rounds, a cop occupies the same vertex as the robber; and the robber wins if he can avoid capture indefinitely. The cop number of a graph is the minimum number of cops necessary to always capture a robber. Different variations of this game have been studied specially on finite graphs, see the book by Bonato and Nowakowski [BN11]. In this article, we introduce a variation of the cops and robber game which defines invariants of connected graphs, the weak cop number and the strong cop number, which take values in $\mathbb{Z} \cup \{\infty\}$. The main motivation is to introduce invariants of infinite connected graphs that are robust under small local perturbations, or in the language of coarse geometry, quasi-isometric invariants. The variation of the game that we introduce is a combination of the one studied in [CCNV10] where the cops and the robber have different speeds, and the one in [BC09, BCP10] where the cops capture if the distance to the robber is less than a fixed number.

Let us introduce some notation and conventions before describing our variation of the game. All graphs considered in this article are undirected, have no double edges, and have no loops. The vertex and edge sets of a graph $\Gamma$ are denoted by
The graph $\Gamma_2$ satisfies $w\text{Cop}(\Gamma_2) = s\text{Cop}(\Gamma_2) = 2$.

$V(\Gamma)$ and $E(\Gamma)$ respectively. The length of a path in $\Gamma$ is the number of edges, a path of minimal length between vertices $u$ and $v$ is called a geodesic between $u$ to $v$, and the path distance $\text{dist}_\Gamma(u, v)$ is the length of a geodesic between $u$ and $v$.

In a connected graph $\Gamma$, the path distance $\text{dist}_\Gamma$ defines a metric on $V(\Gamma)$. In case there is no ambiguity, we use $\text{dist}$ instead of $\text{dist}_\Gamma$.

**Description of the game.** Consider a connected graph $\Gamma$ and let $\text{dist}$ denote the path distance on $V(\Gamma)$. The variation of the cops and robber game on $\Gamma$ that we consider in this article is defined as follows. This is a perfect information game in which the players are a set of cops and a robber, and the game depends on the following parameters: the number of cops $n$, the speed of the cops $\sigma$, the speed of the robber $\psi$, the reach (or radius of capture) of the cops $\rho$, a vertex $v$ of $\Gamma$, and a positive integer $R$.

Initially, the $n$ cops choose vertices $c_1^0, \ldots, c_n^0$ as their initial positions. Then, knowing the initial positions of the cops, the robber chooses a vertex $r_0^0$ as his initial position. Then the cops and the robber move alternately with the cops moving first. A move of the cops followed by a move of the robber is called a stage. The vertices where the cops and robber are located at the end of the $k$-stage are denoted as $c_1^k, \ldots, c_n^k$ and $r_k$, respectively. At the beginning of the $k$-stage, each cop can move from its current position to any vertex at a distance at most $\sigma$, that is, $\text{dist}(c_i^{k-1}, c_i^k) \leq \sigma$ for every $i \in \{1, \ldots, n\}$. The robber is captured during the $k$-stage if $\text{dist}(r_{k-1}, c_i^k) \leq \rho$ for some $i \in \{1, \ldots, n\}$. After the cops have moved, if the robber has not been captured, the robber can move from its current position $r_{k-1}$ to a vertex $r_k$ if there is a path from $r_{k-1}$ to $r_k$ of length at most $\psi$ such that every vertex in the path is at distance larger than $\rho$ from any cop. The cops win the game if eventually they can protect the $R$-ball centered at $v$, that means, the robber is captured or there is $N > 0$ such that $\text{dist}(v, r_k) > R$ for all $k \geq N$.

**Definition of the weak and strong cop numbers.** We say that a graph $\Gamma$ is $\text{CopWin}(n, \sigma, \rho, \psi, R)$ if for any vertex $v$ of $\Gamma$, $n$ cops with speed $\sigma$ and reach $\rho$ can eventually protect the $R$-ball centered at $v$. The definitions of the weak cop number and the strong cop number differ in the order in which the parameters of the game are chosen by the two players. For the weak cop number, the robber has an information advantage, the cops choose their speed $\sigma$ and reach $\rho$ and then the robber, knowing this information, chooses his speed $\psi$ and the radius of the ball.
to protect $R$. For the strong cop number the cops have the advantage of choosing their reach $ρ$ after knowing the robber’s speed. More precisely, these invariants are defined as follows:

- We say that $Γ$ is $n$-weak cop win if there exists $σ ∈ Z_{>0}$ and $ρ ∈ Z_{≥0}$ such that for any $ψ, R ∈ Z_{>0}$, $Γ$ is CopWin$(n, σ, ρ, ψ, R)$. In symbols,

$Γ$ is $n$-weak cop win $⟺ ∃ \ σ, ρ : Γ$ is CopWin$(n, σ, ρ, ψ, R)$.

- We say that $Γ$ is $n$-strong cop win if there exists $σ ∈ Z_{>0}$ such that for any $ψ ∈ Z_{>0}$, there is $ρ ∈ Z_{≥0}$ such that for any $R ∈ Z_{>0}$, $Γ$ is CopWin$(n, σ, ρ, ψ, R)$. In symbols,

$Γ$ is $n$-strong cop win $⟺ ∃ \ σ : ∀ ψ \exists ρ : ∀ R : Γ$ is CopWin$(n, σ, ρ, ψ, R)$.

The strong cop number $sCop(Γ)$ of a graph $Γ$ is defined as the smallest value of $n$ such that $Γ$ is $n$-strong cop win, with $sCop(Γ) = ∞$ if there is no such $n$. The weak cop number $wCop(Γ)$ is defined analogously as the smallest $n$ such that $Γ$ is $n$-weak cop win. Observe that $0 < sCop(Γ) ≤ wCop(Γ)$.

The infinite path has weak and strong cop number one, a single cop can push the robber away from any ball. An example of a graph $Γ_2$ such that $wCop(Γ_2) = sCop(Γ_2) = 2$ is illustrated in Figure 1. In $Γ_2$, two cops starting from the vertex $u$ and moving simultaneously away from $u$ along the two main “branches” will either push a robber away, or enclose the robber in one of the vertical paths followed by capture; and one can give an argument that one cop is never enough if the ball to protect is large enough. These ideas are generalized and stated as Theorem N which states the existence of graphs with arbitrary weak and strong cop numbers. For the rest of the introduction, $Γ$ denotes a connected graph.

**Strong cop number of hyperbolic graphs.** It is an observation that finite graphs and trees have strong cop number one. The notion of hyperbolic graph, introduced by Gromov [Gro87], is a generalization of the notion of tree. All finite graphs are hyperbolic. For a definition of hyperbolic graph and the proof of the following result see Section 3.

**Theorem A** (Theorem 3.2). If $Γ$ is hyperbolic, then $sCop(Γ) = 1$.

The class of hyperbolic graphs contains many interesting subclasses. For example, the Farey graph is a hyperbolic graph that has as vertices all rational numbers expressed as reduced fractions $p/q$ with $q > 0$, together with a vertex for $1/0$. Two vertices $a/b$ and $c/d$ span an edge when the matrix $\begin{pmatrix} a & c \\ b & d \end{pmatrix}$ has determinant $±1$, an schematic of the graph is in Figure 2 and for background see [Hat22]. It is an observation that a single cop with speed and reach one can protect balls of arbitrary radius in the Farey graph, and hence the weak and strong cop numbers of the Farey graph are equal to one. The class of graphs arising as regular tilings of the hyperbolic plane are hyperbolic, for instance Figure 3 shows the graph arising from the order-7 triangular tiling.

**Corollary B.** Any graph arising as a regular tiling of the hyperbolic plane has strong cop number one.
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Figure 2. For the Farey graph $F$, $w\text{Cop}(F) = s\text{Cop}(F) = 1$.

Figure 3. Any graph $H$ arising as a regular tiling of the hyperbolic plane satisfies $w\text{Cop}(H) = \infty$ and $s\text{Cop}(H) = 1$.

In contrast to Theorem A, the weak cop number of an arbitrary hyperbolic graph is not necessarily one. For example, graphs in the class defined by the above corollary have infinite weak cop number, see Corollary J. Let us mention here that the connection between cops and robber games and Gromov’s hyperbolicity has been a subject of interest, see for example in [CCPP14, CCNV10]. The graph arising as the regular tiling by squares of the Euclidean plane, known as the square grid, is a classical example of an infinite graph that is not hyperbolic.

**Theorem C** (Theorem 2.1). *The square grid has infinite weak cop number.*
Figure 4. For the square grid, $w\text{Cop}(P^2) = \infty$ and $s\text{Cop}(P^2)$ is unknown.

Surprisingly, we have not been able to compute the strong cop number of the square grid. It is not difficult to verify that its strong cop number is larger than one. We suspect a positive answer to the following question.

**Question D.** Is the strong cop number of the square grid infinite?

**Cop numbers as large scale invariants.** The weak and strong cop numbers behave well under quasi-retractions [Alo94]. The notion of quasi-retraction is a generalization of the classical notion of graph retraction. A quasi-retraction does not necessarily target a subgraph. Briefly, a quasi-retraction from a graph $\Gamma$ to a graph $\Delta$ is a pair $(f, g)$ where $f : \Gamma \to \Delta$ and $g : \Delta \to \Gamma$ are Lipschitz maps (with respect to the path distances) between the sets of vertices such that $g \circ f$ is uniformly closed to the identity function on the vertex set of $\Delta$. In Section 4, we provide a precise definition of quasi-retraction and prove the following result.

**Theorem E (Theorem 4.2).** Let $\Gamma$ and $\Delta$ be connected graphs. If $\Delta$ is a quasi-retract of $\Gamma$, then

$$w\text{Cop}(\Delta) \leq w\text{Cop}(\Gamma) \quad \text{and} \quad s\text{Cop}(\Delta) \leq s\text{Cop}(\Gamma).$$

For graphs $\Gamma$ and $\Delta$, let $\Gamma \boxtimes \Delta$, $\Gamma \boxdot \Delta$, $\Gamma \times \Delta$, $\Gamma \circ_y \Delta$ denote their Cartesian product, strong product, lexicographic product, and rooted product (over a vertex $y$ of $\Delta$), respectively. In all cases, $\Gamma$ is a graph retract of any of these products, hence:

**Corollary F.** Let $\Gamma$ and $\Delta$ be connected graphs, and let $y \in V(\Delta)$. Suppose

$$\Lambda \in \{ \Gamma \boxtimes \Delta, \Gamma \boxdot \Delta, \Gamma \times \Delta, \Gamma \circ_y \Delta \}.$$

Then

$$w\text{Cop}(\Gamma) \leq w\text{Cop}(\Lambda) \quad \text{and} \quad s\text{Cop}(\Gamma) \leq s\text{Cop}(\Lambda).$$

The main consequence of Theorem E is the quasi-isometric invariance of the weak and strong cop numbers. The connected graphs $\Gamma$ and $\Delta$ are quasi-isometric
if there is a pair of maps $f: \Delta \to \Gamma$ and $g: \Gamma \to \Delta$ such that $(f, g)$ and $(g, f)$ are quasi-retractions from $\Gamma$ to $\Delta$ and from $\Delta$ to $\Gamma$, respectively.

**Corollary G.** If $\Gamma$ and $\Delta$ are connected quasi-isometric graphs, then

$$w\text{Cop}(\Delta) = w\text{Cop}(\Gamma) \quad \text{and} \quad s\text{Cop}(\Delta) = s\text{Cop}(\Gamma).$$

There are similar results to this corollary for other combinatorial games. For example, it is shown in [DMPT17] that for a variation of Hartnell’s firefighter game [Har95], the existence of a winning strategy for the firefighters is a quasi-isometric invariant. For another variation of the firefighter game, a similar result was obtained in [MPP23].

**Weak cop numbers of non-amenable one-ended graphs.** Definitions of the terminology used in the following result, as well as its proof, are the contents of Section 5. Let us briefly describe some of the terminology in the theorem. A graph is *vertex transitive* $\Gamma$ if for any two vertices $u$ and $v$, there is some automorphism of $\Gamma$ that maps $u$ to $v$. A connected graph $\Gamma$ is *one-ended* if for any finite subset of vertices the induced subgraph $\Gamma \setminus K$ has only one unbounded connected component. An example of a one-ended graph is the infinite square grid. Intuitively, a connected graph $\Gamma$ is *non-amenable* if it does not have large bottlenecks. More formally, for a subset of vertices $K$ of $\Gamma$, let $\partial K$ be the set of edges of $\Gamma$ with one endpoint in $K$ and the other endpoint not in $K$. The graph $\Gamma$ is *non-amenable* if its Cheeger constant $h(\Gamma)$ is nonzero, that is

$$0 < h(\Gamma) = \inf \left\{ \frac{|\partial K|}{|K|} \mid K \subset V(\Gamma), |K| < \infty \right\}$$

**Theorem H** (Theorem 5.1). If $\Gamma$ is a connected, one-ended, non-amenable, locally finite, vertex transitive graph, then $w\text{Cop}(\Gamma) = \infty$.

While this result looks technical due to the number of hypotheses, the class of graphs where the theorem applies is large as the following corollaries illustrate. All graphs arising as regular tilings of the hyperbolic plane are quasi-isometric, one-ended and non-amenable. In particular, all of them have the same weak and strong cop number.

**Corollary I.** Every graph arising as a regular tiling of the hyperbolic plane has infinite weak cop number.

A standard source of vertex transitive locally finite graphs are Cayley graphs of finitely generated groups. Specifically, if $G$ is a group generated by a finite set $S$, the Cayley graph $\Gamma(G, S)$ is the graph with vertex set $G$ and and edge set all 2-subsets of the form $\{g, gs\}$ with $g \in G$ and $s \in S$. It is well known that $\Gamma(G, S)$ is a vertex transitive connected graph, and any two Cayley graphs of a finitely generated group with respect to finite generating sets are quasi-isometric [BH99]. In particular, the quasi-isometric invariance of the weak and strong cop number implies that they induce invariants of finitely generated groups. Specifically for a finitely generated group $G$, let

$$w\text{Cop}(G) = w\text{Cop}(\Gamma(G, S)) \quad s\text{Cop}(G) = s\text{Cop}(\Gamma(G, S))$$

where $S$ is any finite generating set of $G$. In the class of locally finite graphs, the properties of being one-ended, being hyperbolic and being non-amenable are
Figure 5. The $\Theta_2$-extension of the infinite path $P$.

Figure 6. $\Theta_3$-extension of the infinite path

quasi-isometric invariants of graphs, see [BH99] and [DK18, Section 18] for non-amenability. A finitely generated group is said to be hyperbolic, one ended or non-amenable depending on its Cayley graphs. One-ended hyperbolic groups are non-amenable [DK18].

**Corollary J.** Let $G$ is a finitely generated one-ended hyperbolic group, then $w\operatorname{Cop}(G) = \infty$ and $s\operatorname{Cop}(G) = 1$.

In the sense of some probabilistic constructions introduced by Gromov, most finitely generated groups are hyperbolic [Gro93] and one-ended [DGP11]. It is natural to ask whether the weak and strong cop numbers are meaningful invariants of finitely generated groups:

**Question K.** Is there a finitely generated group $G$ such that $1 < s\operatorname{Cop}(G) < \infty$ or $1 < w\operatorname{Cop}(G) < \infty$?

It is a remarkable result of Eskin, Fisher and White [EFW12] (based on graphs discovered by Diestel and Leader [DL01]) that there exist connected, locally finite, vertex transitive graphs that are not quasi-isometric to the Cayley graph of a finitely generated group.

**Question L.** Is there a connected vertex transitive locally finite graph $\Gamma$ such that $1 < s\operatorname{Cop}(\Gamma) < \infty$ or $1 < w\operatorname{Cop}(\Gamma) < \infty$?

**Range of the weak and strong cop numbers.** In Section 6 we describe some constructions that yield graphs with arbitrary weak and strong cop numbers. Let us summarize the results. Let $\Gamma$ be a graph and let $n$ be a positive integer $n$. We define a graph that we call the $\Theta_n$-extension $\Theta_n(\Gamma)$ of $\Gamma$. The graph $\Theta_n(\Gamma)$ quasi-retracts to $\Gamma$ and if $d$ is an upper bound for the degree of vertices of $\Gamma$, then $d + n$ is an upper bound for the degree of vertices of $\Theta_n(\Gamma)$. As an example, the graphs in Figures 5 and 6 illustrate the $\Theta_2$-extension and the $\Theta_3$-extension of the infinite
path, respectively. The graph $\Theta_n(\Gamma)$ quasi-retracts to $\Gamma$ and allows us to produce a variety of examples of graphs with different weak and strong cop numbers.

**Theorem M** (Corollary 6.1). For any connected graph $\Gamma$ and for any integer $n > 0$,

$$\text{wCop}(\Gamma) \leq \text{wCop}(\Theta_n(\Gamma)) \leq n \cdot \text{wCop}(\Gamma)$$

and

$$\text{sCop}(\Gamma) \leq \text{sCop}(\Theta_n(\Gamma)) \leq n \cdot \text{sCop}(\Gamma).$$

A graph is unbounded if it has infinite diameter. For example, infinite locally finite connected graphs are unbounded by König’s lemma.

**Theorem N** (Theorem 7.1). Let $\Gamma$ be a connected unbounded graph. If $\text{wCop}(\Gamma) = 1$, then $\text{wCop}(\Theta_n(\Gamma)) = n$. Analogously, if $\text{sCop}(\Gamma) = 1$, then $\text{sCop}(\Theta_n(\Gamma)) = n$.

The $\Theta_n$-extensions allow us to construct graphs that have different weak and strong cop numbers. Specifically, using trees and graphs arising as a regular tiling of the hyperbolic plane we obtain:

**Corollary O.** Let $n$ be a positive integer.

1. There is a graph $\Delta$ such that $\text{wCop}(\Delta) = n$ and $\text{sCop}(\Delta) = n$.
2. There is a graph $\Gamma$ such that $\text{wCop}(\Gamma) = \infty$ and $\text{sCop}(\Gamma) = n$.

It is not difficult to verify that for any pair of connected graphs $\Gamma$ and $\Delta$ that

$$\text{wCop}(\Gamma \vee \Delta) = \max\{\text{wCop}(\Gamma), \text{wCop}(\Delta)\}, \quad \text{sCop}(\Gamma \vee \Delta) = \max\{\text{sCop}(\Gamma), \text{sCop}(\Delta)\}$$

where $\Gamma \vee \Delta$ is the wedge sum, that is, the graph obtained by identifying a vertex of $\Gamma$ with a vertex of $\Delta$. More generally, if $\{\Delta_i \mid i \in I\}$ is a collection of graphs,

$$\text{wCop}\left(\bigvee_{i \in I} \Delta_i\right) = \sup\{\text{wCop}(\Delta_i) \mid i \in I\}, \quad \text{sCop}\left(\bigvee_{i \in I} \Delta_i\right) = \sup\{\text{sCop}(\Delta_i) \mid i \in I\}.$$ 

Using the graphs provided by the previous corollary and using an infinite wedge sum one can produce a locally finite connected graph with infinite strong cop number. We do not have examples addressing the following question.

**Question P.** Let $n, m$ arbitrary positive integers, such that $n > m$. Does there exist a graph $\Gamma$ with $\text{wCop}(\Gamma) = n$ and $\text{sCop}(\Gamma) = m$?
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2. The square grid has infinite weak cop number

**Theorem 2.1.** The square grid has infinite weak cop number.
Proof. Consider a game on the infinite square grid such that there are \( n \) cops each with speed \( \sigma \) and reach \( \rho \). We prove below that the cops cannot protect any ball of radius \( R = 2(n + n\rho + \rho + \sigma)(n + 3) \) from a robber with speed \( \psi = 2R \).

In the grid, consider a rectangle with base of length \( 2(n + n\rho + \rho + \sigma)(n + 2) \) and height \( 2(n + n\rho + \rho + \sigma) \) contained in the ball \( B_R(u_0) \). The set of vertices on the boundary or in the interior of the rectangle can be partitioned into \( n+2 \) squares, each square with side of length \( 2(n + n\rho + \rho + \sigma) \). From this point forward, we will refer to these squares, all vertices and edges on and within their respective boundaries, simply as squares and refer to a square with no cops inside as a cop-free square.

There are \( n+2 \) squares and \( n \) cops, so at any point in the game there must be at least 2 cop-free squares. Assume that at the beginning of the game, the robber positions himself at the center of a cop-free square. Note that a robber at the center of a cop-free square is at a distance greater than \( n + n\rho + \rho + \sigma \) from any cop.

During each of the following stages of the game, the robber remains at the center of their cop-free square or, if their square is no longer cop-free, moves to one that is. We need to show that such a move is possible:

**Lemma 2.2 (Robber’s move during a single stage).** If at the beginning of the stage the robber is located at the center of a square which is cop-free. Then, after the cops have moved in this stage, there is a path from the location of the robber to the center of a cop-free square that does not pass within reach of a cop and has length \( \psi \) or less.

Proof. At the beginning of the stage, all cops are at distance greater than \( n + n\rho + \rho + \sigma \) from the robber, so after the cops have moved, this distance must still be greater than \( n + n\rho + \rho \). The robber can therefore move a distance of \( n + n\rho \) in any direction and remain outside the reach of the cops.

Denote the geodesic from the robber’s location to the center of a chosen cop-free square by \( p_0 \). Note that this is a horizontal path. Define the paths \( p_i \) to be the vertical translations of \( p_0 \) by \( i \)-units, where \( -(n + n\rho) < i \leq n + n\rho \).

The maximum number of paths from \( \{p_i\} \) that contain a vertex that a fixed cop can reach is \( 2\rho + 1 \), so the maximum number of paths that \( n \) cops can reach is \( 2\rho n + n \). There are a total of \( 2(n + n\rho) \) paths in \( \{p_i\} \), so there are at least \( 2(n + n\rho) - (2\rho n + n) = n \) paths from \( \{p_i\} \) that are out of reach of the cops.

Note that the starting point of each \( p_i \) is distance \( n + n\rho \) or less from the robber’s location and the endpoint of each is distance \( n + n\rho \) or less from the center of a cop-free square. The endpoint of each \( p_i \) is thus out of reach of all cops and there is a path from the endpoint to the center of the cop-free square that is also out of reach. It follows that if \( p_i \) is out of reach of all cops, then the concatenated path from the robber’s location to \( p_i \) to the center of the cop-free square is also out of reach of all cops. The length of this path is less than or equal to \( 2(n + n\rho) + 2(n + n\rho + \rho + \sigma)(n + 1) < 2R = \psi \). Hence the robber can reach the center of a cop-free square without being captured during this stage. \( \square \)

This defines a winning strategy for the robber in a game with \( n \) cops with arbitrary speed \( \sigma \) and arbitrary reach \( \rho \) on the square grid. \( \square \)
3. Hyperbolic Graphs are 1-strong cop win

There are several equivalent definitions of $\delta$-hyperbolic space, we refer the reader to [BH99] for a survey. For our purposes, we use the following:

**Definition 3.1.** [BH99, Chapter III.H, Definition 1.1] Let $X$ be a geodesic metric space and let $\delta > 0$. A triangle is said to be $\delta$-**slim** if each one of its sides is contained in the $\delta$-neighborhood of the union of the other two sides, see Figure 7. A geodesic metric space $X$ is said to be $\delta$-**hyperbolic** if every geodesic triangle is $\delta$-slim. A metric space is **hyperbolic** if it is $\delta$-hyperbolic for some $\delta \geq 0$.

![Figure 7. $\delta$-slim condition](image)

A connected graph can be considered a geodesic metric space by regarding each edge as a segment of length one and imposing the path metric, that is, the distance between any two points is the length of a shortest path. A connected graph is hyperbolic if it is a hyperbolic metric space with respect to the path metric.

**Theorem 3.2.** Hyperbolic graphs are 1-strong cop win.

The proof of the theorem relies on the following result.

**Lemma 3.3.** [BH99, Chapter III.H, Proposition 1.6] Let $X$ be a $\delta$-hyperbolic geodesic space, let $C$ be a continuous rectifiable path in $X$, if $[p, q]$ is a geodesic segment connecting the endpoints of $C$, then for all $x \in [p, q]:$

$$\text{dist}(x, C) \leq \delta \lfloor \log_2(l(C)) \rfloor + 1,$$

with $l(C)$ the length of $C$.

In a graph, an edge path is always a continuous rectifiable path with respect to the path metric.

**Proof of Theorem 3.2.** Let $\Gamma$ be a $\delta$-hyperbolic graph and, by enlarging $\delta$ if necessary, assume that $\delta$ is an integer. Consider the game on $\Gamma$ with a robber with arbitrary speed $\psi$ and a single cop with speed $\sigma = 2\delta + 1$ and reach $\rho = \delta \lfloor \log_2(\psi) \rfloor + \delta + \psi + 1$. Observe that the reach of the cop depends on the robber’s speed. Let $u_0$
be an arbitrary vertex of $\Gamma$ and let $R > 0$. We will prove that the cop can protect the closed ball $B_R(u_0)$. Assume the initial location of the cop is $c_0 = u_0$ and the initial position of the robber is $r_0$ and let $g_1$ be a geodesic path from $u_0$ to $r_0$. At the beginning of the $(n + 1)$-stage, the position of the cop is denoted by $c_n$ and the position of the robber is $r_n$. We describe a strategy for the cop that guarantees the following two conditions for every $n$:

1. If after the cop moves on the $(n+1)$-stage, the robber has not been captured; then $c_{n+1}$ is a vertex of a geodesic, denoted by $g_n$, from $u_0$ to $r_n$,
2. $\text{dist}(u_0, c_n) < \text{dist}(u_0, c_{n+1})$.

![Figure 8. Proof of Theorem 3.2](image)

Let us recall that at the beginning of every stage, the cop moves first. The strategy for the cop is defined below:

- In the first stage, the cop moves in the direction of the robber along $g_1$.
- If at the beginning of the $(n + 2)$-stage the robber has not been captured, then the movement of the cop is described as follows. Consider a $\delta$-slim triangle with vertices $r_n, r_{n+1}$ and $u_0$ and with sides $g_n, g_{n+1}$ and $g$, where $g$ is defined as a geodesic path between $r_n$ and $r_{n+1}$. We assume that $c_{n+1}$ is a vertex of the geodesic $g_n$. See Figure 8. The assumption that the robber was not captured during the $(n + 1)$-stage implies that $\text{dist}(c_{n+1}, g) > \delta$. Indeed, suppose that $\text{dist}(c_{n+1}, g) \leq \delta$. Then there exists a vertex $x$ in the geodesic $g$ such that $\text{dist}(c_{n+1}, x) \leq \delta$. Suppose that the robber moved from $r_n$ to $r_{n+1}$ along the path $C$, and hence its length satisfies $l(C) \leq \psi$. Lemma 3.3 implies that

$$\text{dist}(c_{n+1}, C) \leq \text{dist}(c_{n+1}, x) + \text{dist}(x, C) \leq \delta + \delta \log_2(l(C)) + 1 \leq \rho,$$

and therefore the robber was captured. This contradicts our hypothesis and therefore $\text{dist}(c_{n+1}, g) > \delta$. Since the triangle is $\delta$-slim, there is a vertex $y$ on $g_{n+1}$ at a distance less than or equal to $\delta$ from $c_{n+1}$. The cop will move first to $y$. If the robber has not been captured yet, then $\text{dist}(y, r_{n+1}) > \rho > \delta + 1$ and the cop moves $\delta + 1$ units along the geodesic $g_{n+1}$ in the direction of...
Note that the cop can do this total movement due to the assumption that \(2\delta + 1 \leq \sigma\). Moreover,
\[
\text{dist}(u_0, c_{n+2}) = \text{dist}(u_0, y) + \delta + 1 \\
\geq \text{dist}(u_0, c_{n+1}) - \text{dist}(c_{n+1}, y) + \delta + 1 \\
\geq \text{dist}(u_0, c_{n+1}) - \delta + \delta + 1 \\
> \text{dist}(u_0, c_{n+1}).
\]
Let us verify that this is a winning strategy for the cop. Assume the cop follows the strategy and the robber is never captured. After the cop moves, on the \((n+1)\)-stage, \(\text{dist}(u_0, r_n) = \text{dist}(u_0, c_{n+1}) + \text{dist}(c_{n+1}, r_n)\) due to condition (1). In particular \(\text{dist}(u_0, r_n) \geq \text{dist}(u_0, c_{n+1})\). After a finite number of steps, let us say \(m\), the cop will be located at a distance at least \(R\) from \(u_0\), this is \(\text{dist}(u_0, c_n) \geq R\) for every \(n \geq m\), due to condition (2). It follows that \(\text{dist}(u_0, r_n) \geq R\) for any \(n \geq m\), that means the cop has been able to protect the ball. \qed

4. Cop Numbers and Quasi-retractions

Let \(X\) and \(Y\) be metric spaces. For constants \(C \geq 1\) and \(D \geq 0\), a function \(f: X \to Y\) is \((C, D)\)-Lipschitz if for any \(x_1, x_2 \in X\), \(\text{dist}_Y(f(x_1), f(x_2)) \leq C \text{dist}_X(x_1, x_2) + D\). We say that \(X\) is a quasi-retract of \(Y\) if there exist constants \(C \geq 1\) and \(D \geq 0\) and \((C, D)\)-Lipschitz functions \(f: X \to Y\) and \(g: Y \to X\) such that:
\[
\text{dist}_X(g(f(x)), x) \leq D,
\]
for any \(x \in X\). The pair \((f, g)\) is called a quasi-retraction of \(Y\) to \(X\). If \(X\) is a quasi-retract of \(Y\), then we say that \(Y\) quasi-retracts to \(X\).

A graph \(\Delta\) is a quasi-retract of a graph \(\Gamma\) if \(V(\Delta)\) is a quasi-retract of \(V(\Gamma)\) as metric spaces with respect to the path distance.

Example 4.1. Let \(\Gamma, \Delta\) be two connected graphs.

1. If \(\Delta\) is finite, then \(\Delta\) is a quasi-retract of \(\Gamma\).
2. Recall that if \(\Delta\) is a subgraph of \(\Gamma\), then a graph retraction \(r: \Gamma \to \Delta\) is a function between the vertex sets that maps adjacent vertices to adjacent vertices and that it restricts to the identity on the vertex set of \(\Delta\). A graph retraction \(r: \Gamma \to \Delta\) induces a quasi-retraction \((i, r)\) of \(\Gamma\) to \(\Delta\) where \(i: \Delta \to \Gamma\) is the inclusion. However quasi-retractions into subgraphs are not necessarily graph retractions. For example, for the graph \(\Gamma\) in Figure 9, if \(\Delta\) is the subgraph induced by the vertices \(a, b\), then there is no retract \(\Gamma \to \Delta\); however, there is a quasi-retraction \((f, g)\) of \(\Gamma\) into \(\Delta\) where \(g: V(\Gamma) \to V(\Delta)\) is given by \(g(x) = b\) if \(x \neq a\) and \(g(a) = a\) and \(f: \{a, b\} \to V(\Gamma)\) is the inclusion.
3. If \(\Lambda\) denotes the Cartesian product \(\Gamma \boxdot \Delta\), the strong product \(\Gamma \boxtimes \Delta\), or the rooted product \(\Gamma \circ \Delta\); then \(\Lambda\) quasi-retracts to \(\Gamma\) and also to \(\Delta\). The lexicographic product \(\Gamma \times \Delta\) quasi-retracts to \(\Gamma\), but not necessarily to \(\Delta\).

These statements have similar proofs. Let us illustrate the case of the Cartesian product. Recall that \(\Gamma \boxdot \Delta\) is the graph with vertex set \(V(\Gamma) \times V(\Delta)\) and such that vertices \((u, v)\) and \((u', v')\) are adjacent if either \(u = u'\) and \(v\) and \(v'\) are adjacent in \(\Delta\), or \(v = v'\) and \(u\) and \(u'\) are adjacent in \(\Gamma\). Choose a vertex \(v_0 \in V(\Delta)\) and observe that the inclusion \(f: V(\Gamma) \hookrightarrow V(\Gamma \boxdot \Delta)\) defined by \(u \mapsto (u, v_0)\) preserves path distance, that
Figure 9. This graph does not retract to the subgraph induced by \{a, b\}, but it does quasi-retract.

is, \(\text{dist}_\Gamma(u, u') = \text{dist}_{\Gamma \square \Delta}((u, v_0), (u', v_0))\). On the other hand, the projection \(g: V(\Gamma \square \Delta) \to V(\Gamma)\) defined by \((u, v) \mapsto u\) does not increase path distances, that is, if there is a path of length \(n\) in \(\Gamma \square \Delta\) between the vertices \((u, v)\) and \((u', v')\), then there is a path between \(u\) and \(u'\) in \(\Gamma\) of length at most \(n\). Hence both \(f\) and \(g\) are \((1, 0)\)-Lipschitz maps, and since \(g \circ f\) is the identity map, it follows that \(\Gamma \square \Delta\) quasi-retracts to \(\Gamma\).

**Theorem 4.2.** Let \(\Gamma\) and \(\Delta\) be connected graphs. If \(\Delta\) is a quasi-retract of \(\Gamma\), then \(w\text{Cop}(\Delta) \leq w\text{Cop}(\Gamma)\) and \(s\text{Cop}(\Delta) \leq s\text{Cop}(\Gamma)\).

The objective of the rest of the section is to prove the above theorem.

4.1. **Convention on the notation for CopWin.** Let us introduce some notation that is used in the next sections. We also include a lemma for future reference. Recall from the introduction that a graph \(\Gamma\) is \(\text{CopWin}(n, \sigma, \rho, \psi, R)\) if for every vertex \(v\), \(n\) cops with speed \(\sigma\) and reach \(\rho\) can eventually protect the \(R\)-ball centered at \(v\). The point is that \(\text{CopWin}\) has five parameters and its definition has a universal quantifier on the set of vertices of \(\Gamma\).

Abusing notation, we use \(\text{CopWin}\) with six parameters in the following sense. If \(v\) is a vertex of a graph \(\Gamma\), we say \(\Gamma\) is \(\text{CopWin}(n, \sigma, \rho, \psi, v, R)\) if \(n\) cops with speed \(\sigma\) and reach \(\rho\) can eventually protect the \(R\)-ball centered at \(v\) from a robber with speed \(\psi\). In particular, \(\Gamma\) is \(\text{CopWin}(n, \sigma, \rho, \psi, R) \iff \forall v: \Gamma\) is \(\text{CopWin}(n, \sigma, \rho, \psi, v, R)\).

With this notation, the definitions of \(n\)-weak cop win and \(n\)-strong cop win can be re-stated as follows:

- \(\Gamma\) is \(n\)-weak cop win \iff \(\exists \sigma, \rho, \forall \psi, R, v: \Gamma\) is \(\text{CopWin}(n, \sigma, \rho, \psi, v, R)\).
- \(\Gamma\) is \(n\)-strong cop win \iff \(\exists \sigma, \forall \psi \exists \rho \forall R, v: \Gamma\) is \(\text{CopWin}(n, \sigma, \rho, \psi, v, R)\).

The following lemma eases the computation of cop numbers by allowing us to consider only balls around a single vertex instead of considering balls around arbitrary vertices.

**Lemma 4.3.** Let \(\Gamma\) be a connected graph. The following statements are equivalent.

- \(\Gamma\) is \(n\)-weak cop win \iff \(\exists \sigma, \rho, v \forall \psi, R : \Gamma\) is \(\text{CopWin}(n, \sigma, \rho, \psi, v, R)\).
- \(\Gamma\) is \(n\)-strong cop win \iff \(\exists \sigma, v \forall \psi \exists \rho \forall R : \Gamma\) is \(\text{CopWin}(n, \sigma, \rho, \psi, v, R)\).

**Proof.** Let us consider the first equivalence. The only if direction (left to right) is trivial. For the if direction, let \(\sigma, \rho\) and \(v\) satisfy the statement. Let \(\psi\) and \(R\) be integers, and \(u \in V(\Gamma)\). Let \(r = \text{dist}_\Gamma(u, v)\) and note that \(\Gamma\) being connected implies \(r < \infty\). By hypothesis, \(\Gamma\) is \(\text{CopWin}(n, \sigma, \rho, \psi, v, R + r)\). Since the ball of radius \(R + r\) around \(v\) contains the ball of radius \(R\) around \(u\), it follows that \(\Gamma\) is
CopWin$\left(n, \sigma, \rho, \psi, u, R\right)$. Since $u$ and $R$ were arbitrary, it follows that $\Gamma$ is $n$-weak cop win. The proof of the second equivalence is analogous. □

4.2. Proof of Theorem 4.2. The theorem will follow from the proposition below.

**Proposition 4.4.** Let $\Gamma$ and $\Delta$ be connected graphs, and let $(f, g)$ be a quasi-retraction with constants $(C, D)$ from $\Gamma$ to $\Delta$. If $\Gamma$ is CopWin$\left(n, \sigma, \rho, \psi, f(u_0), R\right)$, then $\Delta$ is CopWin$\left(n, \sigma, \rho, \psi, u_0, R\right)$ cop win, where:

$\sigma_\Delta = C \sigma + D, \quad \rho_\Delta = C \rho + C^2 + CD + 2D + C, \quad R = C R_\Delta + D, \quad \psi = (C + D) \psi_\Delta.$

**Proof.** Fix the parameters $(n, \sigma, \rho, \psi, f(u_0), R)$ for the game in $\Gamma$, and let the parameters for the game on $\Delta$ be defined as in the statement of the proposition.

Suppose that $\Gamma$ is CopWin$\left(n, \sigma, \rho, \psi, f(u_0), R\right)$. To show that the graph $\Delta$ is CopWin$\left(n, \sigma_\Delta, \rho_\Delta, \psi_\Delta, u_0, R_\Delta\right)$ we describe a winning strategy for $\Delta$ based on the winning strategy for $\Gamma$. We will be playing simultaneous games on $\Delta$ and $\Gamma$. The cops in $\Gamma$ will move according to a winning strategy. The moves of the cops in $\Gamma$ will determine the moves of the cops in $\Delta$, and the move of the robber on $\Delta$ will determine the move of the robber on $\Gamma$. We will show that this translates into a winning strategy for the cops on $\Delta$.

In the set up of the game on $\Gamma$, the initial position of the $i$-th cop is denoted as $c_{i,0}^\Gamma$. For the game on $\Delta$, choose the initial position of the $i$-th cop as $c_{i,0} = g(c_{i,0}^\Gamma)$.

In this way, each cop in $\Delta$ corresponds to a cop in $\Gamma$, and this correspondence will be fixed throughout the game.

At this point the robber in $\Delta$ chooses an initial position $r_0^\Delta \in \Delta$. Let the initial position of the robber in $\Gamma$ be $r_0^\Gamma = f(r_0)$.

For the game in $\Gamma$, let $c_{1,l}^\Gamma, c_{2,l}^\Gamma, \ldots, c_{n,l}^\Gamma$ and $r_l^\Gamma$ denote the locations of the cops and the robber, respectively, at the end of the $l$-stage of the game. Similarly for the game on $\Delta$, let $c_{1,l}, c_{2,l}, \ldots, c_{n,l}$ and $r_l$ denote the locations of the cops and the robber at the end of the $l$-stage. The movements of the cops in $\Delta$ are defined by

$$c_{i,l} = g(c_{i,l}^\Gamma),$$

for $1 \leq i \leq n$. The movement from $c_{i,l}$ to $c_{i,l+1}$ during the $(l+1)$-stage is valid since

$$\text{dist}_\Delta(c_{i,l}, c_{i,l+1}) = \text{dist}_\Delta(g(c_{i,l}^\Gamma), g(c_{i,l+1}^\Gamma)) \leq C\text{dist}_\Gamma(c_{i,l}^\Gamma, c_{i,l+1}^\Gamma) + D \leq C\sigma + D = \sigma_\Delta.$$

During the $(l+1)$-stage, after the cops have made their movement in $\Delta$, if the robber in $\Delta$ has not been captured, the robber moves from $r_l$ to a position $r_{l+1}$.

Now the robber in $\Gamma$ moves from $r_l^\Gamma$ to $r_{l+1}^\Gamma = f(r_{l+1})$.

We need to show that this is a valid move, that is, there is a path in $\Gamma$ from $r_l^\Gamma$ to $r_{l+1}^\Gamma$ of length at most $\psi$ which has every vertex at a distance larger than $\rho$ from every cop.
Since the move of the robber from \( r_l \) to \( r_{l+1} \) in \( \Delta \) was valid, there is a path \([r_l = w_0, w_1, \ldots, w_k = r_{l+1}]\) of length \( k \leq \psi_\Delta \) such that \( \rho_\Delta < \text{dist}_\Delta(w_j, c_{i,l+1}) \) for each \( 0 \leq j \leq k \) and \( 1 \leq i \leq n \). It follows that

\[
\rho_\Delta < \text{dist}_\Delta(w_j, c_{i,l+1}) \\
\leq \text{dist}(w_i, g(f(w_j))) + \text{dist}_\Delta(g(f(w_j)), g(c_{i,l+1}^r)) \\
\leq 2D + C\text{dist}(f(w_j), c_{i,l+1}^r).
\]

Since \( \rho_\Delta = C\rho + C^2 + CD + 2D + C \), we have that

\[
\rho + C + D + 1 \leq \text{dist}(f(w_j), c_{i,l+1}^r).
\]

On the other hand,

\[
\text{dist}(f(w_j), f(w_{j+1})) \leq C\text{dist}(w_j, w_{j+1}) + D = C + D.
\]

These last two inequalities imply that every vertex in a geodesic from \( f(w_i) \) to \( f(w_{l+1}) \) is at a distance larger than \( \rho \) from the cops positions \( c_{i,l+1}^r \) during the \((l+1)\)-stage. Hence a path from \( r_l^r \) to \( r_{l+1}^r \) obtained as a concatenation of geodesic paths between consecutive vertices of the sequence \( r_l^r = f(w_0), f(w_1), \ldots, f(w_k) = r_{l+1}^r \) has length at most

\[(C + D)k \leq (C + D)\psi_\Delta = \psi\]

and every vertex of this path is at a distance larger than \( \rho \) from the cop positions \( c_{i,l+1}^r \) during the \((l + 1)\)-stage. Hence the move of the robber in \( \Gamma \) during the \((l + 1)\)-stage is valid.

Throughout the rest of the game, the moves of the cops in \( \Delta \) are given by the moves of the cops in \( \Gamma \), and the moves of the robber in \( \Gamma \) are given by the moves of the robber in \( \Delta \) as described above. The conclusion of the proposition then follows from the following two claims.

**Claim.** Once the robber is captured in the game on \( \Gamma \), the robber will be captured in the game on \( \Delta \).

Suppose that the robber is captured in \( \Gamma \) during the \((l + 1)\)-stage of the game. This means that \( \text{dist}(c_{i,l}^r, r_l^r) \leq \sigma + \rho \) for some \( i \). It follows that

\[
\text{dist}_\Delta(c_{i,l}, r_l) = \text{dist}_\Delta(g(c_{i,l}^r), r_l) \\
\leq \text{dist}_\Delta(g(c_{i,l}^r), g(f(r_l))) + \text{dist}_\Delta(g(f(r_l), r_l) \\
\leq C\text{dist}(c_{i,l}^r, f(r_l)) + 2D \\
= C\text{dist}(c_{i,l}^r, r_l^r) + 2D \\
\leq C(\sigma + \rho) + 2D \\
= C\sigma + C\rho + 2D \\
< \sigma_\Delta + \rho_\Delta
\]

This shows that at the end of the \( l \)-stage the robber in \( \Delta \) is at distance less than \( \sigma_\Delta + \rho_\Delta \) from at least one cop, and hence the robber in \( \Delta \) is captured during the \((l + 1)\)-stage.

**Claim.** If the robber is forced out of the \( R \)-ball around \( f(u_0) \) in the game on \( \Gamma \), then the robber will be forced out of the \( R_\Delta \)-ball around \( u_0 \) in the game on \( \Delta \).
Assume the robber is outside the $R$-ball around $f(u_0)$ in the game on $\Gamma$ at the end of the $l$-stage, that is, $\text{dist}_\Gamma(r_l^f, f(u_0)) > R$. Then

$$\text{dist}_\Delta(r_l, u_0) \geq \frac{1}{C} (\text{dist}_\Gamma(r_l^f, f(u_0)) - D)$$

$$= \frac{1}{C} (\text{dist}_\Gamma(r_l^f, f(u_0)) - D)$$

$$\geq \frac{1}{C} (R - D)$$

$$= R_\Delta$$

Hence, if the robber in $\Gamma$ is outside the ball $B(f(u_0), R)$ in $\Gamma$, then the robber in $\Delta$ is outside the ball $B(u_0, R_\Delta)$. \qed

Proof of Theorem 4.2. Let $\Gamma$ and $\Delta$ be connected graphs, and let $(f, g)$ be a quasi-retraction from $\Gamma$ to $\Delta$ with constants $(C, D)$. Suppose that $\Gamma$ is $n$-weak cop win. Then there are $\sigma$ and $\rho$ such that $\text{CopWin}(n, \sigma, \rho, \psi, v_0, R)$ for every vertex $v_0$, and any $\psi > 0$ and $R > 0$. Let $\sigma_\Delta = C\sigma + D$ and $\rho_\Delta = C\rho + C^2 + CD + 2D + C$. By Proposition 4.4, $\Delta$ is $\text{CopWin}(n, \sigma_\Delta, \rho_\Delta, \psi_\Delta, u_0, R_\Delta)$ for any vertex $u_0$, and any $\psi_\Delta > 0$ and $R_\Delta > 0$. In particular, $\text{wCop}(\Delta) \leq n$.

The argument proving that $s\text{Cop}(\Delta) \leq s\text{Cop}(\Gamma)$ is analogous. \qed

5. WEAK COP NUMBER OF ONE-ENDED NON-AMENABLE GRAPHS

Let $\Gamma$ be a connected, locally finite graph. The graph $\Gamma$ is one-ended if for any finite subset of vertices $K$ the induced subgraph $\Gamma - K$ has only one unbounded connected component. For a subset of vertices $K$ of $\Gamma$, let $\partial K$ be the set of edges of $\Gamma$ with one endpoint in $K$ and the other endpoint not in $K$. The Cheeger constant of $\Gamma$ is defined as

$$h(\Gamma) = \inf \left\{ \frac{|\partial K|}{|K|} \mid K \text{ is a non-empty finite subset of vertices of } \Gamma \right\}.$$ 

The graph $\Gamma$ is non-amenable if it has nonzero Cheeger constant. Observe that if $\Gamma$ is a non-amenable connected locally finite graph then $\Gamma$ is an infinite graph.

An automorphism of a graph $\Gamma$ is a bijection $V(\Gamma) \to V(\Gamma)$ such that any two vertices are adjacent in $\Gamma$ if and only if their images are adjacent. The set of automorphisms, denoted by $\text{Aut}(\Gamma)$, is a group under composition of functions. A graph $\Gamma$ is vertex-transitive if $\text{Aut}(\Gamma)$ acts transitively on its vertex set.

Theorem 5.1. If $\Gamma$ is a connected, locally finite, one-ended, non-amenable, vertex transitive graph, then $\text{wCop}(\Gamma) = \infty$.

For the rest of the section, assume that $\Gamma$ is a connected, locally finite, vertex transitive graph. Let us introduce some notation. If $K$ is a subset of vertices of $\Gamma$, then $\Gamma - K$ denotes the subgraph of $\Gamma$ induced by $V(\Gamma) - K$. If $\Delta$ is a subgraph of $\Gamma$, then $|\Delta|$ denotes the number of vertices of $\Delta$, $\partial \Delta$ denotes $\partial V(\Delta)$, and $\Gamma - \Delta$ is the subgraph $\Gamma - V(\Delta)$.

5.1. Subgraph undistorted embedding. In the case that $\Delta$ is a finite subgraph of a connected graph $\Gamma$ such that the induced subgraph $\Gamma - \Delta$ is connected, then it is an exercise to show that there is a constant $L$ such that $\text{dist}_{\Gamma - \Delta}(a, b) \leq L \text{dist}_{\Gamma}(a, b)$ for any pair of vertices $a, b \in \Gamma - \Delta$. Roughly speaking, $L$ is the diameter of $\partial \Delta$ in $\Gamma - \Delta$, and to prove the inequality one constructs a path in $\Gamma - \Delta$ from $a$ to
Proposition 5.2 (Undistorted Embedding). Let \( \Gamma \) be a connected, vertex transitive, locally finite graph. For any pair of integers \( m \) and \( n \), there is an integer \( L_{m,n} = L(\Gamma, m, n) \) with the following property. Let \( \Delta \) be a subgraph of \( \Gamma \) with at most \( m \) vertices and such that \( \Gamma - \Delta \) is connected. Suppose that \( \Delta \) is the union of pairwise disjoint connected subgraphs \( \Delta_1, \Delta_2, \ldots, \Delta_n \). If \( a, b \) are vertices in \( \Gamma - \Delta \), then

\[
\text{dist}_{\Gamma - \Delta}(a, b) \leq L_{m,n} \text{dist}_{\Gamma}(a, b).
\]

The proof of the proposition is divided into lemmas. The definition of the constants \( L_{m,n} \) are part of Lemma 5.7. That the constants \( L_{m,n} \) satisfy the statement of the proposition is proved by induction on \( n \), where Lemma 5.8 provides the case \( n = 1 \), and then Lemma 5.9 concludes the proof of the proposition. Recall that the distance between subgraphs \( \Delta_1 \) and \( \Delta_2 \) of \( \Gamma \) is defined as

\[
\text{dist}_{\Gamma}(\Delta_1, \Delta_2) := \min \{ \text{dist}_{\Gamma}(u_1, u_2) \mid u_1 \in V(\Delta_1) \text{ and } u_2 \in V(\Delta_2) \}.
\]

Lemma 5.3. Let \( m, n \) and \( L \) be positive integers. Then, up to the action by \( \text{Aut}(\Gamma) \), there are finitely many subgraphs \( \Delta \) such that

- \( |\Delta| \leq m \),
- \( \Delta \) is the union of \( n \) pairwise disjoint connected subgraphs \( \Delta = \Delta_1 \cup \cdots \cup \Delta_n \),
- \( 0 < \text{dist}_{\Gamma}(\Delta_i, \Delta_j) \leq L \) for \( 1 < i \leq n \).

Proof. Fix a vertex \( u \) of \( \Gamma \). Since \( \Gamma \) is locally finite, there are finitely many subgraphs \( \Delta \) as in the statement that contain the vertex \( u \). Since \( \Gamma \) is vertex transitive, the statement of the lemma follows. \( \square \)

Definition 5.4. Let \( \Gamma \) be a graph and let \( \Delta_1, \ldots, \Delta_n \) be a collection of \( n \) subgraphs. Define \( \text{Rips}_{\Gamma}(\Delta_1, \ldots, \Delta_n; L) \) as the graph with vertex set \( \{ \Delta_1, \ldots, \Delta_n \} \) and edge set \( \{ \{ \Delta_i, \Delta_j \} \mid 0 < \text{dist}_{\Gamma}(\Delta_i, \Delta_j) \leq L \} \). See Figure 10 for an illustration of this definition.

![Figure 10. Schematic of a graph \( \text{Rips}_{\Gamma}(\Delta_1, \ldots, \Delta_7; L) \)](image)

Remark 5.5. If \( \text{Rips}_{\Gamma}(\Delta_1, \ldots, \Delta_n; L) \) is disconnected then, after re-enumerating the \( \Delta_i \)'s, there is \( 1 \leq k < n \) such that \( \text{Rips}_{\Gamma}(\Delta_1, \ldots, \Delta_n; L) \) is the disjoint union of \( \text{Rips}_{\Gamma}(\Delta_1, \ldots, \Delta_k; L) \) and \( \text{Rips}_{\Gamma}(\Delta_{k+1}, \ldots, \Delta_n; L) \).

Lemma 5.6. Let \( m, n \) and \( L \) be positive integers. Then, up to the action by \( \text{Aut}(\Gamma) \), there are finitely many subgraphs \( \Delta \) such that

- \( |\Delta| \leq m \),
- \( \Delta \) is the union of \( n \) pairwise disjoint connected subgraphs \( \Delta = \Delta_1 \cup \cdots \cup \Delta_n \),
- \( 0 < \text{dist}_{\Gamma}(\Delta_i, \Delta_j) \leq L \) for \( 1 < i \leq n \).
Let \( \Lambda \) be the union of \( \Delta_1, \ldots, \Delta_n \), and observe that \( |\Delta| \leq m \), \( \Delta \) is the union of \( n \) pairwise disjoint connected subgraphs \( \Delta = \Delta_1 \cup \cdots \cup \Delta_n \), \( \text{Rips}_\Gamma(\Delta_1, \ldots, \Delta_n; L) \) is connected.

**Proof.** Since each \( \Delta_i \) is connected with at most \( m \) vertices, it follows that each \( \Delta_i \) has diameter at most \( m - 1 \). Since \( \text{Rips}_\Gamma(\Delta_1, \ldots, \Delta_n; L) \) is connected, we have that \( 0 < \text{dist}_\Gamma(\Delta_1, \Delta_i) \leq (m + n)L \) for \( 1 < i \leq n \). Then the statement follows from Lemma 5.3. \( \square \)

**Lemma 5.7.** For integers \( m > 0, n \geq 0 \), let \( L_{m,0} = 0 \) and

\[
L_{m,n} = \max \{ \text{dist}_\Gamma_{-\Delta}(a,b) \mid 1 \leq k \leq n, \Delta_1, \ldots, \Delta_k \text{ are disjoint connected subgraphs of } \Gamma, \Delta = \Delta_1 \cup \cdots \cup \Delta_k, \text{Rips}_\Gamma(\Delta_1, \ldots, \Delta_k; L_{m,k-1}) \text{ is connected}, \Gamma - \Delta \text{ is connected}, |\Delta| \leq m, a, b \in V(\Gamma) - V(\Delta), \text{ and } \text{dist}_\Gamma(a, \Delta) = 1 \text{ and } \text{dist}_\Gamma(b, \Delta) = 1 \}.
\]

Then \( L_{m,n} \) are well-defined integers such that

\[ 0 \leq L_{m,1} \leq L_{m,2} \leq \cdots L_{m,k} \leq L_{m,k+1} \leq \cdots. \]

**Proof.** By Lemma 5.6, for \( m > 0 \) and \( n > 0 \), \( L_{m,n} \) is the maximum of a finite number of integers and hence it is well-defined. That \( L_{m,k} \leq L_{m,k+1} \) is immediate from the definition. \( \square \)

**Lemma 5.8.** For any connected subgraph \( \Delta \) such that \( |\Delta| \leq m \) and \( \Gamma - \Delta \) is connected, if \( a, b \) are vertices in \( \Gamma - \Delta \) then

\[
\text{dist}_\Gamma_{-\Delta}(a,b) \leq L_{m,1} \text{dist}_\Gamma(a,b).
\]

**Proof.** Let \( v \) and \( w \) be vertices of \( \Gamma - \Delta \) and let \( p \) be a geodesic in \( \Gamma \) between them. Then one can replace maximal subpaths of \( p \) with all interior vertices in \( \Delta \) with subpaths in \( \Gamma - \Delta \) of length at most \( L_{m,1} \) showing that \( \text{dist}_\Gamma_{-\Delta}(v,w) \leq L_{m,1} \text{dist}_\Gamma(v,w) \). \( \square \)

**Lemma 5.9.** Let \( \Delta \) be a subgraph such that \( |\Delta| \leq m \), \( \Gamma - \Delta \) is connected, and \( \Delta \) is the union of \( n \) pairwise disjoint connected subgraphs \( \Delta = \Delta_1 \cup \cdots \cup \Delta_n \). If \( a, b \) are vertices in \( \Gamma - \Delta \) then

\[
\text{dist}_\Gamma_{-\Delta}(a,b) \leq L_{m,n} \text{dist}_\Gamma(a,b).
\]

**Proof.** Fix \( m \). We argue by induction on \( n \) that \( L_{m,n} \) satisfies the property of the statement of the lemma. The base case \( n = 1 \) is Lemma 5.8. Suppose \( n > 1 \) and that the result holds for all \( L_{m,k} \) if \( n > k \). We consider two cases. **Case 1.** Suppose that \( \text{Rips}_\Gamma(\Delta_1, \ldots, \Delta_n; L_{m,n-1}) \) is disconnected. By Remark 5.5, we can assume that there is \( 1 \leq k < n \) such that the graph \( \text{Rips}_\Gamma(\Delta_1, \ldots, \Delta_n; L_{m,n-1}) \) is the disjoint union of \( \text{Rips}_\Gamma(\Delta_1, \Delta_k; L_{m,n-1}) \) and \( \text{Rips}_\Gamma(\Delta_{k+1}, \ldots, \Delta_n; L_{m,n-1}) \). Let \( \Lambda_1 = \Delta_1 \cup \cdots \cup \Delta_k \) and \( \Lambda_2 = \Delta_{k+1} \cup \cdots \cup \Delta_n \), and observe that \( \text{dist}_\Gamma(\Lambda_1, \Lambda_2) > L_{m,n-1} \).
Note that the subgraph \( \Gamma - \Lambda_i \) is connected, \( |\Lambda_i| \leq m \), and \( \Lambda_i \) has at most \( n - 1 \)
connected components. By induction, the constant \( L_{m,n-1} \) applies to both \( \Lambda_i \).
More specifically, suppose that \( a, b \in V(\Gamma) \) satisfy that \( \text{dist}(a, \Lambda_1) = \text{dist}(b, \Lambda_1) = 1 \).
By definition of \( L_{m,n-1} \), any geodesic path \( q \) in \( \Gamma - \Lambda_1 \) between \( a \) and \( b \) has length
at most \( L_{m,n-1} \) and hence it does not intersect the subgraph \( \Lambda_2 \). It follows that \( q \)
is a path in \( \Gamma - \Delta \). This last reasoning is symmetric in \( \Lambda_1 \) and \( \Lambda_2 \). Let \( v \) and \( w \) be
vertices of \( \Gamma - \Delta \) and let \( p \) be a geodesic in \( \Gamma \) between them. Then each maximal
subpath of \( p \) with all internal vertices in \( \Lambda_1 \) (respectively, \( \Lambda_2 \)) can be replaced with
a subpath in \( \Gamma - \Delta \) of length at most \( L_{m,n-1} \).
In this way, one can obtain a path
between \( v \) and \( w \) of length at most \( L_{m,n-1} \) \( \text{dist} \)(\( v, w \)) in \( \Gamma - \Delta \).
Hence
\[
\text{dist}_{\Gamma - \Delta}(v, w) \leq L_{m,n-1} \text{dist}_\Gamma(v, w) \leq L_{m,n} \text{dist}_\Gamma(v, w).
\]
Case 2. Suppose that \( \text{Rips}_\Gamma(\Delta_1, \ldots, \Delta_n; L_{n-1}) \) is connected. Let \( v \) and \( w \) be
vertices of \( \Gamma - \Delta \). Let \( p \) be a geodesic path in \( \Gamma \) between \( v \) and \( w \). Then, by
definition of \( L_{m,n} \), one can replace each maximal subpath of \( p \) with all interior
vertices in \( \Delta \) with subpaths in \( \Gamma - \Delta \) of length at most \( L_{m,n} \). This produces a
path in \( \Gamma - \Delta \) between \( v \) and \( w \) of length at most \( L_{m,n} \) \( \text{dist} \)(\( v, w \)), and hence
\[ \text{dist}_{\Gamma - \Delta}(v, w) \leq L_{m,n} \text{dist}_\Gamma(v, w). \]

5.2. Proof of Theorem 5.1. For the rest of the section, let \( \Gamma \) be a connected,
vertex transitive, locally finite, one-ended and non-amenable graph with Cheeger constant \( h(\Gamma) \). The proof of the theorem is divided into a sequence of
lemmas. The hypothesis that \( \Gamma \) is one-ended is only used in Lemma 5.12, while
the other hypotheses on \( \Gamma \) (in particular being non-amenable) are used throughout
most of the argument. The section concludes by putting all the lemmas together
to deduce the statement of the theorem.

Remark 5.10 (Estimations using the Cheeger constant). Let \( K \) be a finite subset
of vertices and consider the subgraph \( \Gamma - K \). If \( \Delta \) is a connected component of
\( \Gamma - K \) then \( \partial \Delta \subset \partial K \). Therefore

1. If \( \Delta \) is a finite connected component, then
\[
|\Delta| \leq \frac{1}{h(\Gamma)}|\partial \Delta| \leq \frac{1}{h(\Gamma)}|\partial K|.
\]

2. The number of connected components of \( \Gamma - K \) is at most \( |\partial K| \). As a consequence,
the number of vertices of \( \Gamma - K \) that belong to a finite connected component is at most
\[
\frac{1}{m^{1/2}|\partial K|^2}.
\]

3. If \( \Delta \) is a connected subgraph of \( \Gamma \) disjoint from \( K \), and \( |\Delta| > \frac{1}{m^{1/2}}|\partial K| \),
then \( \Delta \) is a subgraph of an unbounded connected component of \( \Gamma - K \).

Remark 5.11 (Notation for cardinality of spheres and balls). Let \( v \) be a fixed
vertex of \( \Gamma \). Let \( \alpha(n) \) denote the number of vertices of \( \Gamma \) at distance exactly \( n \)
from \( v \), and let \( \beta(n) \) denote the number of vertices of \( \Gamma \) at distance at most \( n \) from
\( v \). Since \( \Gamma \) is vertex transitive, \( \alpha(n) \) and \( \beta(n) \) are independent of the choice of \( v \),
and we refer to them as the size of the spheres of radius \( n \), and the size of the
balls of radius \( n \), respectively. Since \( \Gamma \) is necessarily an infinite graph, we have that
\( \beta : \mathbb{Z}_+ \to \mathbb{Z}_+ \) is an increasing function and in particular \( \lim_{n \to \infty} \beta(n) = \infty \).

Lemma 5.12. For any positive integers \( n \) and \( \rho \), there is an integer \( m = m(\Gamma, n, \rho) > 0 \)
with the following property. If \( \{c_1, \ldots, c_n\} \) is any collection of \( n \) vertices of \( \Gamma \),
and $\Lambda$ is the unbounded connected component of the subgraph $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i})$, then
\[
\text{dist}_{\Lambda}(a, b) \leq L_{m,n} \text{dist}_{\Gamma}(a, b)
\]
for any pair of vertices $a, b$ of $\Lambda$, where
\[
m = n\beta(\rho) + \frac{(\alpha(\rho) \cdot d \cdot n)^{2}}{h(\Gamma)}
\]
and $d$ is the degree of each vertex in $\Gamma$.

**Proof.** Let $\Delta$ be the subgraph of $\Gamma$ induced by all vertices in $\bigcup_{i=1}^{n} B_{\rho}(c_{i})$ together with all vertices that belong to bounded components of $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i})$. Since $\Gamma$ is one-ended, the graph $\Gamma - \Delta$ is the unbounded connected component of $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i})$. In particular, $\Lambda = \Gamma - \Delta$ is connected. Let us argue that $\Delta$ has at most $m$ vertices. Observe that
\[
\left| \bigcup_{i=1}^{n} B_{\rho}(c_{i}) \right| \leq n\beta(\rho) \quad \text{and} \quad \left| \partial \bigcup_{i=1}^{n} B_{\rho}(c_{i}) \right| \leq \alpha(\rho) \cdot d \cdot n.
\]
Hence, by Remark 5.10, the number of vertices in $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i})$ that belong to bounded components is at most $\frac{1}{m^{1/2}} (\alpha(\rho) \cdot n \cdot d)^{2}$ and therefore
\[
|\Delta| \leq n\beta(\rho) + \frac{1}{h(\Gamma)} (\alpha(\rho) \cdot d \cdot n)^{2} = m.
\]
Now we argue that $\Delta$ has at most $n$ connected components. First observe that the subgraph of $\Gamma$ induced by a ball $B_{\rho}(c_{i})$ is connected. Since $\Gamma$ is connected, every connected component of $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i})$ has a vertex adjacent to a vertex in $\bigcup_{i=1}^{n} B_{\rho}(c_{i})$. It follows that every vertex of $\Delta$ is in a connected component containing a ball $B_{\rho}(c_{i})$, and therefore $\Delta$ has at most $n$ connected components. To summarize $\Delta$ is a subgraph of $\Gamma$ with at most $m$ vertices, at most $n$ connected components, and such that $\Gamma - \Delta$ is a connected subgraph. By Proposition 5.2, for any vertices $a, b \in \Gamma - \Delta$, we have that
\[
\text{dist}_{\Delta}(a, b) = \text{dist}_{\Gamma - \Delta}(a, b) \leq L_{m,n} \text{dist}_{\Gamma}(a, b).
\]

**Lemma 5.13** (Safe Distance). For any integers $n$ and $\rho$, there exists an integer $\lambda(\rho, n)$ such that for any collection of $(n+1)$ vertices, denoted as $r$ and $(c_{1}, \ldots, c_{n})$, if $\text{dist}(r, c_{i}) > \lambda(\rho, n)$ for every $i$, then $r$ lies in an unbounded component of $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i})$.

**Proof.** Let $d$ be the degree of vertices of $\Gamma$. Define $\lambda(\rho, n) = N$ as the least integer such that
\[
\beta(N) > \frac{1}{h(\Gamma)} (\alpha(\rho) \cdot d \cdot n).
\]
Let $r$ and $(c_{1}, \ldots, c_{n})$ be $n+1$ arbitrary vertices of $\Gamma$ such that $\text{dist}(r, c_{i}) > \lambda(\rho, n)$ for every $i$. Let $K = \bigcup_{i=1}^{n} B_{\rho}(c_{i})$ and observe that
\[
|\partial K| \leq \sum_{i=1}^{n} |\partial B_{\rho}(c_{i})| \leq n \cdot \alpha(\rho).
\]
Let $\Delta$ be the subgraph induced by $B_{N}(r)$. Observe that $\Delta$ is connected and $|\Delta| = \beta(N) > \frac{1}{h(\Gamma)} |\partial K|$. By the third item of Remark 5.10, the subgraph $\Delta$ lies inside the unbounded connected component of $\Gamma - K$ that contains the vertex $r$. $\square$
Lemma 5.14 (Robber's strategy safe points). Let \( u_0 \) be a fixed vertex. For any positive integers \( n, \sigma \) and \( \rho \), there exist integers \( R > 0 \) and \( D > \rho \), and there are \( n + 1 \) vertices \( \{s_1, \ldots, s_{n+1}\} \) such that the following properties hold:

1. For every \( i \), \( \operatorname{dist}(u_0, s_i) \leq R \).
2. For any collection of \( n \) vertices \( \{c_1, \ldots, c_n\} \), there is a vertex \( s \) in \( \{s_1, \ldots, s_{n+1}\} \) such that \( \operatorname{dist}(s, \{c_1, \ldots, c_n\}) > D + \sigma \).
3. If \( s \in \{s_1, \ldots, s_{n+1}\} \) satisfies \( \operatorname{dist}(s, \{c_1, \ldots, c_n\}) > D \), then \( s \) belongs to an unbounded component of \( \Gamma - \bigcup_{i=1}^{n+1} B_{\rho}(c_i) \).

Proof. Let \( \lambda(\rho, n) \) be the constant provided by Lemma 5.13. Let

\[ D > \max\{\lambda(\rho, n), \rho\}. \]

Since \( \Gamma \) is a locally finite, infinite and connected graph, we can let \( s_1 = u_0 \) and choose inductively vertices \( s_i \) such that \( \operatorname{dist}(s_i, \{s_1, \ldots, s_{i-1}\}) > 2D + 2\sigma \) to obtain a collection of \( n + 1 \) vertices \( s_1, \ldots, s_n, s_{n+1} \) with the property that \( \operatorname{dist}(s_i, s_j) > 2D + 2\sigma \) if \( i \neq j \). Let \( R = \max\{\operatorname{dist}(u_0, s_i) \mid 1 \leq i \leq n+1\} \). The first item of the lemma is immediate. Let \( \{c_1, \ldots, c_n\} \) be \( n \) vertices. First we prove that there is \( s \in \{s_1, \ldots, s_n\} \) such that \( \operatorname{dist}(s, \{c_1, \ldots, c_n\}) > D + \sigma \). Suppose by contradiction that this is not the case, that is, for each \( 1 \leq i \leq n+1 \), there exists at least one \( c_j \) such that \( \operatorname{dist}(s, c_j) \leq D + \sigma \). By the pigeon-hole argument, there must be \( c_i \) and two distinct \( s_j, s_k \) such that \( \operatorname{dist}(s_j, c_i) \leq D + \sigma \) and \( \operatorname{dist}(s_k, c_i) \leq D + \sigma \). It follows that

\[ \operatorname{dist}(s_j, s_k) \leq \operatorname{dist}(s_j, c_i) + \operatorname{dist}(s_k, c_i) \leq 2D + 2\sigma, \]

which contradicts the properties of the set \( \{s_1, \ldots, s_{n+1}\} \). Let \( s \in \{s_1, \ldots, s_n\} \) be such that \( \operatorname{dist}(s, c_i) > D \) for \( 1 \leq i \leq n \). Since \( D > \lambda(\rho, n) \), Lemma 5.13 implies that \( s \) lies in an unbounded component of \( \Gamma - \bigcup_{i=1}^{n+1} B_{\rho}(c_i) \).

Proof of Theorem 5.1. Let \( \Gamma \) be the given graph and let \( \sigma, \rho, u_0 \) be fixed parameters. We will prove that for every \( n \) there exists an \( R \) and \( \psi \) such that \( \Gamma \) is not \( n \)-weak cop win. Let \( n > 0 \). First, let us define the parameters \( R \) and \( \psi \). Consider a collection of vertices \( \{s_1, \ldots, s_{n+1}\} \) and the integers \( R \) and \( D \) provided by Lemma 5.14 for the parameters \( u_0, n, \sigma, \rho \). Let

\[ \psi = 2R L_{m,n}, \]

where \( L_{m,n} \) is the constant provided by Proposition 5.2 for

\[ m = n \beta(\rho) + \frac{(\alpha(\rho) \cdot n \cdot d)^2}{h(\Gamma)}. \]

Consider the game in \( \Gamma \) with parameters \( (n, \sigma, \rho, \psi, u_0, R) \). We will prove that the robber has a strategy such that it is never captured, and at any stage of the game his position is a vertex in \( \{s_1, \ldots, s_{n+1}\} \). Since \( \operatorname{dist}(u_0, \{s_1, \ldots, s_{n+1}\}) < R \), this will be a winning strategy for the robber. The robber will move in the following way:

- Suppose the \( n \) cops have chosen their initial positions, say \( c_{1,0}, \ldots, c_{n,0} \). By the second item of Lemma 5.14, there is a vertex \( r_0 \in \{s_1, \ldots, s_{n+1}\} \) such that

\[ \operatorname{dist}(r_0, \{c_{1,0}, \ldots, c_{n,0}\}) > D + \sigma. \]
Let $r_0$ be the initial position of the robber. Since $\Gamma$ is one-ended, $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i,0})$ has one unbounded connected component. The third item of Lemma 5.14 implies that $r_0$ is in the unbounded component of $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i,0})$.

- Let $r_k$ and $c_{1,k}, \ldots, c_{n,k}$ denote the positions of the robber and the cops at the end of the $k$-stage, respectively. Suppose that $r_k \in \{s_1, \ldots, s_{n+1}\}$, and

$$d_{\mathcal{F}}(r_k, \{c_{1,k}, \ldots, c_{n,k}\}) > D + \sigma.$$

Then, at the beginning of the $(k+1)$-stage, the cops move first. The last inequality implies that

$$d_{\mathcal{F}}(r_k, \{c_{1,k+1}, \ldots, c_{n,k+1}\}) > D > \rho$$

and hence the robber has not been captured. By the second item of Lemma 5.14, there is a vertex $r_{k+1} \in \{s_1, \ldots, s_{n+1}\}$ such that

$$d_{\mathcal{F}}(r_{k+1}, \{c_{1,k+1}, \ldots, c_{n,k+1}\}) > D + \sigma > \rho.$$

Now we argue that the robber has a valid move from $r_k$ to $r_{k+1}$. Since $\Gamma$ is one-ended, $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i,k+1})$ has only one unbounded connected component that we denote by $\Lambda$. The last two inequalities of the previous paragraph together with the third item of Lemma 5.14 imply that $r_k$ and $r_{k+1}$ are elements of the unbounded component $\Lambda$ of the subgraph $\Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i,k+1})$. By Lemma 5.12, we have that

$$d_{\mathcal{F}}(r_k, r_{k+1}) \leq L_{m,n} d_{\mathcal{F}}(r_k, r_{k+1}) \leq 2R \cdot L_{m,n} = \psi$$

where the second inequality follows from $d_{\mathcal{F}}(u_0, \{s_1, \ldots, s_{n+1}\}) < R$. Hence there is a path in $\Lambda \subset \Gamma - \bigcup_{i=1}^{n} B_{\rho}(c_{i,k+1})$ from $r_k$ to $r_{k+1}$ of length at most $\psi$, and hence this is a valid move for the robber. \qed

6. $\Theta_n$-EXTENSIONS

Let $\Gamma$ be a connected graph, let $u_0$ be a vertex of $\Gamma$, and let $n$ be a positive integer. The $\Theta_n$-extension of $\Gamma$ (centered at $u_0$), denoted as $\Theta_n(\Gamma)$, is the graph constructed as follows. Let $\Gamma_k$ for $1 \leq k \leq n$ be disjoint graphs isomorphic to $\Gamma$, and let $\eta_k: \Gamma \to \Gamma_k$ be a fixed isomorphism. Then $\Theta_n(\Gamma)$ is the disjoint union of $\Gamma_1 \sqcup \cdots \sqcup \Gamma_n$ together with a collection of paths: a path (called a bridge) between $\eta_i(x)$ to $\eta_j(x)$ of length $d_{\mathcal{F}}(u_0, x) + 1$ for each vertex $x$ of $\Gamma$ and each $1 \leq i < j \leq n$. See Figures 5 and 11 for some examples. More formally, the graph $\Theta_n(\Gamma)$ is defined as follows. For $1 \leq i < j \leq n$ and $x \in V(\Gamma)$, let $l = d_{\mathcal{F}}(u_0, x)$, let

$$V_{i,j,x} = \{x_{i,j}^1, \ldots, x_{i,j}^j\}$$

and let

$$E_{i,j,x} = \left\{ \{\eta_i(x), x_{i,j}^1\}, \{x_{i,j}^1, x_{i,j}^2\}, \ldots, \{x_{i,j}^l, x_{i,j}^{l+1}\}, \{x_{i,j}^{l+1}, \eta_j(x)\} \right\}.$$
and

\[ E(\Theta_n(\Gamma)) = \bigsqcup_{i=1}^{n} E(\Gamma_i) \sqcup \bigsqcup_{x \in v(\Gamma)} \bigsqcup_{1 \leq i < j \leq n} E_{i,j,x}. \]

For each \( x \in \Gamma \), the path \([\eta_i(x), x_1^{i,j}, \ldots, x_{i,j}^{i,j}, \eta_j(x)]\) is called the bridge between \( \eta_i(x) \) and \( \eta_j(x) \). In particular, any vertex of \( \Theta_n(\Gamma) \) belongs to at least one bridge. If \( v \) is a vertex of \( \Theta_n(\Gamma) \) in the bridge between \( \eta_i(x) \) and \( \eta_j(x) \), then the set

\[ W(v) = \{\eta_1(x), \ldots, \eta_n(x)\} \]

is called the shadow of \( v \), and \( \eta_i(x) \) is the shadow of \( v \) on \( \Gamma_i \), and \( x \) is the shadow of \( v \) on \( \Gamma \). Observe that the \( \Theta_n \)-extension of \( \Gamma \) depends on the vertex \( u_0 \). Note that if \( \Gamma \) is vertex transitive, then the isomorphism type of \( \Theta_n(\Gamma) \) is independent of the choice of \( u_0 \).

**Theorem 6.1.** For any connected graph \( \Gamma \) and for any integer \( n > 0 \),

\[ wC\text{op}(\Gamma) \leq wC\text{op}(\Theta_n(\Gamma)) \leq n \cdot wC\text{op}(\Gamma) \]

and

\[ sC\text{op}(\Gamma) \leq sC\text{op}(\Theta_n(\Gamma)) \leq n \cdot sC\text{op}(\Gamma). \]

The proof of the theorem is divided into two propositions below which provide the lower and upper bounds for the cop numbers of \( \Theta_n(\Gamma) \), respectively.

**Proposition 6.2.** For any connected graph \( \Gamma \) and \( n > 0 \),

\[ wC\text{op}(\Gamma) \leq wC\text{op}(\Theta_n(\Gamma)) \]

and

\[ sC\text{op}(\Gamma) \leq sC\text{op}(\Theta_n(\Gamma)). \]

By Theorem 4.2, to prove Proposition 6.2, it is enough to show that \( \Theta_n(\Gamma) \) quasi-retracts to \( \Gamma \). Observe that the functions \( \eta_k : \Gamma \to \Theta_n(\Gamma) \) preserve distances, that is,

\[ \text{dist}_{\Theta_n(\Gamma)}(\eta_k(x), \eta_k(y)) = \text{dist}_{\Gamma}(x, y) \]

for any pair of vertices \( x, y \) of \( \Gamma \). In particular they are \((1, 0)\)-Lipschitz. On the other hand, note that the function \( g : \Theta_n(\Gamma) \to \Gamma \) that maps any vertex of a bridge between \( \eta_i(x) \) and \( \eta_j(x) \) to the vertex \( x \) is also \((1, 0)\)-Lipschitz. Since \( g \circ \eta_k \) is the identity map on \( \Gamma \), it follows that the pair \( (\eta_k, g) \) is a \((1, 0)\)-quasi-retraction of \( \Theta_n(\Gamma) \) into \( \Gamma \).
Proposition 6.3. For any connected graph \( \Gamma \) and any integer \( n > 0 \),
\[
w\text{Cop}(\Theta_n(\Gamma)) \leq n \cdot w\text{Cop}(\Gamma),
\]
and
\[
s\text{Cop}(\Theta_n(\Gamma)) \leq n \cdot s\text{Cop}(\Gamma).
\]

The reader is encouraged to review Section 4.1 for notation that is used in the following argument.

Proof. To prove these inequalities it is enough to show that if \( \Gamma \) is \( \text{CopWin}(m, \sigma, \rho, \psi, v, R) \) then \( \Theta_n(\Gamma) \) is \( \text{CopWin}(mn, \sigma, \rho, \psi, \eta_0(v), R) \). Suppose that \( \Gamma \) is \( \text{CopWin}(m, \sigma, \rho, \psi, v, R) \).

We will describe a winning strategy for the cops \( \Theta_n(\Gamma) \) for a game with parameters \((mn, \sigma, \rho, \psi, \eta_0(v), R)\) by playing a parallel game on \( \Gamma \). The \( mn \) cops on the game on \( \Theta_n(\Gamma) \) are indexed by pairs \( i, k \) where \( 0 \leq i < m \) and \( 0 \leq k < n \), and their positions after the end of the \( j \)-stage are denoted by \( c_{i,k}^j \). While playing on \( \Theta_n(\Gamma) \), we play a parallel game on \( \Gamma \) with parameters \((m, \sigma, \rho, \psi, v, R)\) using a winning strategy for the cops. The positions of the \( m \) cops in \( \Gamma \) after the end of the \( j \)-stage are denoted by \( c_{i,j}^j \). The movements of the cops in \( \Gamma \) will determine the moves of the cops in \( \Theta_n(\Gamma) \) according to the rule
\[
\eta_k(c_{i,j}^j) = c_{i,k}^j.
\]

The moves of the robber in \( \Theta_n(\Gamma) \) will determine the moves of the robber in the game on \( \Gamma \) by considering its shadow on \( \Gamma \). It is an observation that a movement of the robber in \( \Theta_n(\Gamma) \) determines a valid move of the robber in \( \Gamma \). Indeed if \( p \) is a path in \( \Theta_n(\Gamma) \) such that its shadow in \( \Gamma \) has a vertex at a distance less than \( \rho \) from a cop in \( \Gamma \), then \( p \) has a vertex at a distance less than \( \rho \) from a cop in \( \Theta_n(\Gamma) \). Note that if the robber on \( \Theta_n(\Gamma) \) lies on a bridge that connects \( \eta_i(x) \) and \( \eta_j(x) \) and there are cops on those two vertices, the robber is trapped between those vertices and the cops can now capture the robber after a finite number of stages. In this situation we will say that the robber is in “zugzwang”. Observe that if the robber in \( \Gamma \) is captured by the end of the \( j \)-stage, then the robber in \( \Theta_n(\Gamma) \) is in zugzwang by the end of the \( j \)-stage. Hence after a finite number of stages the robber in \( \Theta_n(\Gamma) \) is captured. On the other hand, if at any stage the robber in \( \Gamma \) is at a distance larger than \( R \) from \( v \), then the robber in \( \Theta_n(\Gamma) \) is at distance larger than \( R \) from \( \eta_1(v) \). The statements of the last two paragraphs show that following the strategy on \( \Gamma \) yields a strategy on \( \Theta_n(\Gamma) \) such that if the robber is captured in \( \Gamma \) then it is also captured in \( \Theta_n(\Gamma) \); and if the robber in \( \Gamma \) is pushed away from the \( R \)-ball centered at \( v \), then the robber in \( \Theta_n(\Gamma) \) is pushed away from the \( R \)-ball centered at \( \eta_1(v) \). \( \square \)

7. Realization of cop numbers

Theorem 7.1. Let \( \Gamma \) be a connected unbounded graph and \( n \) a positive integer. If \( w\text{Cop}(\Gamma) = 1 \) then \( w\text{Cop}(\Theta_n(\Gamma)) = n \). Analogously, if \( s\text{Cop}(\Gamma) = 1 \) then \( s\text{Cop}(\Theta_n(\Gamma)) = n \).

The proof is divided into three parts. First we introduce a finite graph \( \theta_{n,m} \) that depends of the integer parameters \( m \) and \( n \), and we show that on these graphs a robber is never captured if some particular relation between \( m, n \) and the parameters of the game holds, see Proposition 7.2. In the second part, we show that in
general the $\Theta_n$-extension $\Theta_n(\Gamma)$ of a graph $\Gamma$ contains induced subgraphs isomorphic to $\theta_{n,m}$, then by almost repeating the argument of the first part, we show that $\Theta_n(\Gamma)$ is robber win for $n - 1$ cops subject to a particular relation between $n$ and the parameters of the game, see Proposition 7.4. The last part of the section concludes with the proof of the theorem.

7.1. The finite graph $\theta_{n,m}$. Let us consider integers $n \geq 1$ and $m \geq 1$. Let $\theta_{n,m}$ denote the graph defined as follows:

- Consider the complete graphs $K_n$ and $K_2$, and take the Cartesian product of graphs $K_n \Box K_2$.
- Inside the graph $K_n \Box K_2$ there are two copies of $K_n$, we are going to regard them as two “levels” on the graph.
- For every edge between vertices of the first level, subdivide the edge into $m$ edges.
- For every edge between vertices of the second level, subdivide the edge $m$ into $m + 1$ edges.

![Figure 12. An illustration of the graph $\theta_{4,2}$](image)

The vertices of $\theta_{n,m}$ corresponding to the vertices of $K_n \Box K_2$ (before subdivisions) are called corners. Observe that the distance between any two corners of $\theta_{n,m}$ at the same level is at least $m$. Two corners of $\theta_{n,m}$ which are adjacent in different levels are called sibling corners. A bridge in $\theta_{n,m}$ is any path of length $m$ between corners in the first level, and any path of length $m + 1$ between corners in the second level. Hence if $r$ is a corner of $\theta_{n,m}$, then there are $n - 1$ bridges with initial vertex $r$. For example, the red subgraph on Figure 11 is a graph isomorphic to $\theta_{3,4}$, where the first level corresponds to the right triangle, and the second level to the left triangle. Figure 12 shows $\theta_{4,2}$, the red and blue vertices are the corners, the red vertices are in the first level, and the blue ones in the second level.

A finite graph $\Gamma$ is said to be $\text{RobberWin}(n, \sigma, \rho, \psi, \infty)$ if it is not $\text{CopWin}(n, \sigma, \rho, \psi, R)$ for $R$ equal to the diameter of $\Gamma$. Roughly speaking, $\Gamma$ is $\text{RobberWin}(n, \sigma, \rho, \psi, \infty)$ if a robber with speed $\psi$ has a strategy such that it is never captured by $n$ cops with speed $\sigma$ and reach $\rho$. 
Proposition 7.2. Let \( n \geq 1, m \geq 1, \sigma \geq 1, \rho > 0, \psi \geq 1 \) be integers. If \( \psi > \sigma + 2 \), \( m > 2(\sigma + \rho) \) and

\[
\rho < \frac{m}{2} - \sigma \left( \frac{m + 2}{\psi} \right),
\]

then \( \theta_{n,m} \) is RobberWin\( (n - 1, \sigma, \rho, \psi, \infty) \).

We introduce some notation and prove a lemma before the proof of the proposition. For each vertex \( v \) of \( \theta_{n,m} \), choose a pair of sibling corners \( E(v) \) such that \( \text{dist}(v, E(v)) \) is minimal. Note that \( \text{dist}(v, E(v)) \leq \frac{m+1}{\psi} \) for any vertex \( v \). Observe that if \( S \) is a pair of siblings such that \( S \neq E(v) \), then \( \text{dist}(v, S) \geq \frac{m}{2}. \) Let \( S \) and \( T \) be pairs of sibling corners and let \( v \) be a vertex of \( \theta_{n,m} \). Let \( B(S, v) \) denote the set of bridges from a corner in \( S \) that contain the vertex \( v \); hence \( B(S, v) \) has cardinality \( n - 1 \) if \( v \in S \), and cardinality at most one otherwise. Let \( B(S, T) \) denote the set of bridges from a corner in \( S \) to a corner of \( T \), and let \( B(S) \) the set of all bridges from a corner in \( S \). Observe that \( B(S) \) has cardinality \( 2n - 2 \).

Lemma 7.3. Consider the graph \( \theta_{n,m} \) and suppose that \( m > 1 \). Let \( S \) be a pair of sibling corners, and \( C \) a collection of \( n - 1 \) vertices such that \( S \cap C = \emptyset \). Then there is a pair of sibling corners \( T \) such that \( \text{dist}(T, C) \geq \frac{m}{2} \) and either \( S = T \) or there is a bridge from a corner in \( S \) to a corner in \( T \) that has no vertices in \( C \).

Proof. For each vertex \( v \in C \), let \( f(v) = B(S, E(v)) \) if \( E(v) \neq S \), and \( f(v) = B(S, v) \) otherwise. Note that \( f(v) \) has cardinality at most two. We will consider the set \( \bigcup_{v \in C} f(v) \subseteq B(S) \). We divide the proof into two cases. Case 1. \( \bigcup_{v \in C} f(v) = B(S) \). Let \( T = S \) and let us argue that \( \text{dist}(T, C) \geq \frac{m}{2} \). Since \( C \) has \( n - 1 \) elements, for every \( v \in C \) we have that \( f(v) \) has cardinality two, hence \( S \neq E(v) \), and therefore \( \text{dist}(S, v) \geq \frac{m}{2} \). Case 2. \( \bigcup_{v \in C} f(v) \subseteq B(S) \). Then there is a bridge \( p \) in \( B(S) \) that is not in \( \bigcup_{v \in C} f(v) \). The initial vertex of \( p \) is a corner in \( S \) and the end vertex is a corner in some pair of sibling corners \( T \). Since \( B(S, v) \subset B(S, E(v)) \) if \( S \neq E(v) \), we have that \( B(S, v) \subseteq f(v) \) for every \( v \in C \). Since \( p \) is not in \( \bigcup_{v \in C} f(v) \), it follows that no vertex of \( p \) is in \( C \). It is left to prove that \( \text{dist}(T, C) \geq \frac{m}{2} \). Let \( v \in C \). In the case that \( E(v) \neq S \), we have that \( p \notin f(v) = B(S, E(v)) \). It follows that \( T \neq E(v) \) and hence \( \text{dist}(T, v) \geq \frac{m}{2} \). On the other hand, if \( E(v) = S \) then \( \text{dist}(S, v) \leq \frac{m+1}{2} \) and hence

\[
\text{dist}(T, v) \geq \text{dist}(S, T) - \text{dist}(S, v) \geq m - \frac{m+1}{2} = \frac{m-1}{2} \geq \frac{m}{2}. \] 

\( \square \)

Proof of Proposition 7.2. We need to show that the robber has a strategy on which it is never captured. Fix the parameters \( m, n, \sigma, \rho \) and \( \psi \) satisfying the hypotheses. The strategy for the robber on \( \theta_{n,m} \) is described as follows. Let \( c_{i,t} \) be the position of the \( i \)-th cop after his move during the \( t \)-stage of the game, let \( r_t \) denote the position of the robber at the end of the \( t \)-stage, and let \( C_t \) denote the set of vertices occupied by the cops at the end of the \( t \)-stage. The initial position \( r_0 \) is chosen as follows. Let \( C_0 \) be the set of initial positions of the cops, this is a set with \( n - 1 \) vertices. By Lemma 7.3, there is a pair of sibling corners \( T \) such that \( \text{dist}(C_0, T) \geq \frac{m}{2} > \rho + \sigma \). Let the initial position of the robber be a corner \( r_0 \) in \( T \). Observe that this is a safe position for the robber, and that the robber will not be captured during the first move of the cops, that is,

\[
\text{dist}(C_1, r_0) \geq \frac{m}{2} - \sigma > \rho.
\]
Suppose that during the \((t+1)\)-stage, after the cops have moved, the robber is located in a corner \(r_t\) and the robber has not been captured. In particular, \(\text{dist}(C_{t+1}, r_t) > \rho\).

If \(\text{dist}(C_{t+1}, r_t) \geq \frac{m}{2} > \rho + \sigma\) then the robber does not move in this stage, that is, \(r_{t+1} = r_1\). In particular, the robber is still located in a corner and the robber will not be captured after the next move of the cops, that is, \(\text{dist}(C_{t+2}, r_{t+1}) > \rho\).

Now we consider the case that \(\text{dist}(C_{t+1}, r_t) < \frac{m}{2}\). Let \(S\) be the pair of sibling corners containing \(r_t\). By Lemma 7.3, there is a pair of sibling corners \(T\) such that \(\text{dist}(T, C_{t+1}) \geq \frac{m}{2}\) and a bridge \(p\) from a corner in \(S\) to a corner of \(T\) such that \(p\) has no vertices in \(C_{t+1}\). For the following stages of the game, the robber will move along the bridge \(p\) until it reaches a corner in \(T\). The robber will reach that corner in \(T\) at the end of the \(t_s\)-stage, where \(t_s = t + \left\lceil \frac{m + 2}{\psi} \right\rceil\),

since \(p\) has length at most \(m + 1\) and \(r_t\) is at a distance at most one from the initial vertex of \(p\). At the end of the \(t_s\)-stage the robber will be located at a corner. We will show that the robber is not captured during the \(s\)-stage for every \(s \in \{t+1, \ldots, t_s\}\), and hence this will complete the description of a winning strategy for the robber.

Let \(s \in \{t+1, \ldots, t_s\}\). Let \(r_t\) and \(r_{t_s}\) denote the initial and terminal vertices of the bridge \(p\), respectively. We need to argue that the robber will not be captured while moving along the bridge towards \(r_{t_s}\), that is, we need to show that \(\text{dist}(c_{i,s+1}, r_s) > \rho\) for every \(i \in \{1, \ldots, n\}\). Fix an \(i\), and to simplify notation, let \(c_{s+1}\) and \(c_{t+1}\) denote \(c_{i,s+1}\) and \(c_{i,t+1}\), respectively. Consider a geodesic \(q\) from \(c_{t+1}\) to \(r_s\). Since \(c_{t+1}\) is not a vertex in the bridge \(p\), the geodesic \(q\) has to pass through the initial \(\tilde{r}_t\) or terminal \(r_{t_s}\) vertex of the bridge \(p\). The rest of the argument is split into two cases.

**Case 1.** Suppose that \(q\) passes through \(r_{t_s}\). Then the length of \(q\) is at least \(\frac{m}{2}\), since \(r_{t_s} \in T\) and \(\text{dist}(c_{t+1}, r_{t_s}) \geq \text{dist}(C_{t+1}, T) \geq \frac{m}{2}\). Therefore

\[
\text{dist}(c_{t+1}, r_s) \geq \text{dist}(c_{t+1}, r_s) - \text{dist}(c_{t+1}, c_{s+1}) \\
\geq \text{dist}(c_{t+1}, r_s) - (s - t)\sigma \\
\geq \frac{m}{2} - \sigma \left\lceil \frac{m + 2}{\psi} \right\rceil \\
> \rho.
\]

**Case 2.** The geodesic \(q\) from \(c_{t+1}\) to \(r_s\) passes through \(\tilde{r}_t\). In this case

\[
\rho + (s - t)\psi - 2 \leq \text{dist}(c_{t+1}, \tilde{r}_t) + \text{dist}(\tilde{r}_t, r_s) = \text{dist}(c_{t+1}, r_s).
\]

Suppose, by contradiction, that \(\text{dist}(c_{s+1}, r_s) \leq \rho\). Then

\[
\rho + (s - t)\psi - 2 \leq \text{dist}(c_{t+1}, r_s) \\
\leq \text{dist}(c_{t+1}, c_{s+1}) + \text{dist}(c_{s+1}, r_s) \\
\leq (s - t)\sigma + \rho.
\]

This implies that \((s - t)(\psi - \sigma) \leq 2\). Since \(1 \leq s - t\), we have that \(\psi - \sigma \leq 2\) which contradicts our assumption. Therefore, \(\text{dist}(c_{s+1}, r_s) > \rho\). \(\square\)
Lemma 7.5. Suppose that $C$ is a collection of paths in $\Theta$ from here on, let $\sigma$ be a vertex of $\Theta$ and for each $i \in \sigma$, let $\tau$ be a branch of $\Theta$ with vertex set $\sigma$. Specifically, the set of vertices $\{1, \ldots, n\}$ such that

\[
\rho < \frac{m}{2} - \sigma \left[ \frac{m + 2}{\psi} \right].
\]

If there are vertices $x, y$ of $\Gamma$ such that

\[
\text{dist}_\Gamma(x, y) = 1, \quad \text{dist}_\Gamma(x, y) = m + 1, \quad \text{dist}_\Gamma(x, y) = 1,
\]

then $\Theta_n(\Gamma)$ is RobberWin$(n - 1, m, \rho, \psi, 2m + 2)$.

Below we use the notation introduced in Section 6 for the definition of $\Theta$-extensions of graphs. From here on we work under the assumptions of Proposition 7.4. Let $\theta_n(\Gamma, x, y)$ be the induced subgraph of $\Theta_n(\Gamma)$ with vertex set

\[
\bigcup_{0 \leq i < j < N} (V_{i,j,x} \cup V_{i,j,y}).
\]

Observe that there is a natural isomorphism of graphs between the subgraph $\theta_n(\Gamma, x, y)$ and the graph $\theta_n(m)$. Specifically, the set of vertices $\{1, \ldots, n\}$ corresponds to the first level, the set $\{1, \ldots, n\}$ corresponds to the second level, and for each $i \in \{1, \ldots, n\}$ the vertices $\eta_i(x)$ and $\eta_i(y)$ are sibling corners. Observe that $\theta_n(\Gamma, x, y)$ is a convex subgraph of $\Theta_n(\Gamma)$ in the sense that any geodesic path in $\Theta_n(\Gamma)$ with endpoints in $\theta_n(\Gamma, x, y)$ is contained in $\theta_n(m)$. Abusing notation, from here on, let $\theta_n(m)$ denote the subgraph $\theta_n(\Gamma, x, y)$ of $\Theta_n(\Gamma)$.

Lemma 7.5. Suppose that $m > 1$. Let $S$ be a pair of sibling corners of $\theta_n(m)$, and $C$ a collection of $n - 1$ vertices of $\Theta_n(m)$ such that $S \cap C = \emptyset$. Then there is a pair of sibling corners $T$ of $\theta_n(m)$ such that $\text{dist}_\Gamma(T, C) \geq \frac{m}{2}$ and either $S = T$ or there is a bridge from a corner in $S$ to a corner in $T$ that has no vertices in $C$.

Proof. For each vertex $v$ of $\Theta_n(m)$, let $E(v)$ be the empty set if $\text{dist}_\Gamma(v, \theta_n(m)) > \frac{m+1}{2}$. If $\text{dist}_\Gamma(v, \theta_n(m)) \leq \frac{m+1}{2}$ then choose a pair of sibling corners $E(v)$ such that $\text{dist}_\Gamma(v, E(v))$ is minimal. Observe that

- if $E(v)$ is nonempty, then $\text{dist}_\Gamma(v, E(v)) \leq \frac{m+1}{2}$,
- if $U$ is a pair of sibling corners of $\theta_n(m)$ with $U \neq E(v)$, then $\text{dist}_\Gamma(v, U) \geq \frac{m}{2}$.

The second observation is a consequence of $\theta_n(m)$ being a convex subgraph of $\Theta_n(\Gamma)$, and that different pairs of sibling corners of $\theta_n(m)$ are at distance at least $m$. The proof concludes by literally following the proof of Lemma 7.5 with the extended definition of $E(v)$ above, the convention that if $v \in C$ and $E(v) = \emptyset$ then $f(v) = \emptyset$, and using distances from $\Theta_n(\Gamma)$.

Proof of Proposition 7.4. Let $R = 2m + 2$. A game with $n - 1$ cops with speed $\sigma$ and reach $\rho$ cannot protect the $R$-ball $B_R(\eta_1(u_0))$ in $\Theta_n(\Gamma)$ from a robber with speed $\psi$. Indeed, there is a strategy for the robber such that he always moves inside the subgraph $\theta_n(\Gamma, x, y) = \theta_n(m)$ and avoids capture during the game. Since the ball $B_R(\eta_1(u_0))$ contains the subgraph $\theta_n(m)$ this yields a winning strategy for
the robber. The strategy is the one described in the proof of Proposition 7.2 and the proof that the strategy is successful for the robber is the same modulo using Lemma 7.5 instead of Lemma 7.3.

7.3. Proof of Theorem 7.1.

Proof of Theorem 7.1. Suppose that \( \Theta_n(\Gamma) \) is centered at the vertex \( u_0 \) of \( \Gamma \). Let \( \sigma \) and \( \rho \) be arbitrary positive integers, let \( \psi = 2\sigma + 3 \). Let \( m \) be a positive integer such that

\[
m > 2(\sigma + \rho) \text{ and } \rho < \frac{m}{2} - \frac{m + 2}{\psi}.
\]

Note that such \( m \) exists since \( \frac{\psi}{\sigma} < \frac{1}{2} \). Since \( \Gamma \) is an unbounded locally finite connected graph, it contains vertices \( x \) and \( y \) such that \( \text{dist}_\Gamma(u_0, x) = m \), \( \text{dist}_\Gamma(u_0, y) = m + 1 \), \( \text{dist}_\Gamma(x, y) = 1 \).

Then Proposition 7.4 implies that \( \Theta_n(\Gamma) \) is \( \text{RobberWin}(n - 1, \sigma, \rho, \psi, 2m + 2) \). Since \( \sigma \) and \( \rho \) were arbitrary, and the choice of \( \psi \) is independent of \( \rho \), it follows that

\[
n - 1 < s_{\text{Cop}}(\Theta_n(\Gamma)) \leq w_{\text{Cop}}(\Theta_n(\Gamma)).
\]

By Theorem 6.1,

\[
w_{\text{Cop}}(\Theta_n(\Gamma)) \leq n \cdot w_{\text{Cop}}(\Gamma) \text{ and } s_{\text{Cop}}(\Theta_n(\Gamma)) \leq n \cdot s_{\text{Cop}}(\Gamma).
\]

Therefore if \( w_{\text{Cop}}(\Gamma) = 1 \) then \( w_{\text{Cop}}(\Theta_n(\Gamma)) = n \), and analogously if \( s_{\text{Cop}}(\Gamma) = 1 \) then \( s_{\text{Cop}}(\Theta_n(\Gamma)) = n \).
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