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Abstract

The 2D off-critical q-state Potts model with boundaries was studied as a factorizable relativistic scattering theory. The scattering S-matrices for particles reflecting off the boundaries were obtained for the cases of “fixed” and “free” boundary conditions. In the Ising limit, the computed results agreed with recent work[5].
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Introduction

In the past decade, many advances were made in 2 dimensional statistical mechanic systems by applying the idea of conformal invariance[1]. Their critical points are well described by conformal field theory (CFT) and their universality can be classified by a Virasoro central charge $c[2]$. When such a model is perturbed off their critical point, the conformal symmetry is broken and the theory develops finite correlation lengths. However, for certain perturbations, residue symmetries survives in the form of an infinite set of commuting integrals of motion and renders the theory integrable[3]. Such “perturbed conformal field theories” can often be described by a relativistic scattering theory of massive particles where the S-matrix is factorizable. All physical information about the field theory can then be obtained from the S-matrix by constructing correlation functions using the form-factors method[4].

Recently, statistical systems with boundaries were studied using the above method[5]. It was found that one can choose certain boundary conditions which perserves the integrability of the bulk theory. Such integrable boundary conditions can be represented by the boundary S-matrix describing the scattering of particles from the boundary. In this work, such boundary S-matrices are obtained for the q-state Potts model (for $0 < q < 4$) with free and fixed boundary conditions.

Integrable q-states Potts Model

In the lattice q-Potts model[6], the spins $a(x)$ at the sites of the lattice are allowed to be in one of the $q$ possible states $(1, 2, ..., q)$. The partition function has the form

$$Z = \sum_{\{a(x)\}} \prod_{(x,y) = <nn>} (1 + K\delta_{a(x), a(y)}),$$  \hspace{1cm} (1)
which is invariant under the permutation group $S_q$. The phase transition point of this model occurs at

$$K = K_c = \sqrt{q}.$$  \hfill (2)

For $0 < q < 4$, this is a second order phase transition, and its critical point is described by the CFT with central charge [7]

$$c = 1 - \frac{6}{p(p+1)} \quad \text{where} \quad \sqrt{q} = 2\sin\left(\frac{\pi p - 1}{2p + 1}\right).$$  \hfill (3)

The energy density $\epsilon(x)$ of the Potts model then corresponds to the degenerate primary field $\Phi_{(2,1)}$ with dimension

$$\Delta_\epsilon = \frac{1}{4} + \frac{3}{4p}.$$  \hfill (4)

This field is also a relevant operator in the theory, and perturbation of the CFT action by this field leads to an off-critical theory with action

$$A_{q,\tau} = A_{CFT(c)} + \tau \int \epsilon(x) d^2 x$$  \hfill (5)

where

$$\tau = \frac{K_c - K}{K_c},$$  \hfill (6)

and $A_{CFT(c)}$ is the “action” of the CFT with central charge $c$. This action describes the scaling domain of the q-Potts model, and is shown in [8] to be an integrable field theory (i.e. possess nontrivial higher-spin local integrals of motion). Following [8], we consider the low temperature phase $K > K_c$ of this theory. The field theory (5) has $q$ degenerate vacua $|a\rangle$; $a = 1, ..., q$, with $S_q$ acting by permutations of these vacuum states. Its particle content must then contain $q(q-1)$ “kinks” $A_{ab}; \quad a, b = 1, ..., q; \quad a \neq b$, which corresponds to the
domain wall separating vacua $a$ and $b$. The antiparticles can be identified by $\bar{A}_{ab} = A_{ba}$. The masses of these particles are taken to be equal to $M \sim |\tau|^{\frac{1}{4-\Delta}}$.

The scattering of these asymptotic particles is governed by the S-matrix and the integrability of (5) implies that this S-matrix is factorizable. Recall that the energy-momentum of particles can be parametrized by their rapidity $\theta$, where

$$E = Mch\theta, \quad P = Msh\theta. \quad (7)$$

The asymptotic particles states are generated by the “particle creation operator” $A_{ab}(\theta)$ satisfying the quadratic commutation relations

$$A_{ab}(\theta_1)A_{bc}(\theta_2) = \sum_{d \neq a, d \neq c} S_{ac}^{bd}(\theta_{12})A_{ad}(\theta_2)A_{dc}(\theta_1), \quad (8)$$

where $\theta_{12} = \theta_1 - \theta_2$. The $S_q$ symmetric two-kink S-matrix elements (Fig.1) were computed in [8] to be (for $a \neq b \neq c \neq d$)

$$S_{ab}^{bd}(\theta) = S_0(\theta) = \frac{sh(\lambda \theta)sh(\lambda(i\pi - \theta))}{sh(\lambda(\theta - \frac{2\pi i}{3}))sh(\lambda(\frac{i\pi}{3} - \theta))} \Pi(\frac{\lambda \theta}{i\pi}); \quad (9a)$$

$$S_{ac}^{bb}(\theta) = S_1(\theta) = \frac{sin(\frac{2\pi \theta}{3})}{sin(\frac{\lambda \theta}{3})} \frac{sh(\lambda(\frac{2\pi i}{3} - \theta))}{sh(\lambda(i\pi - \theta))} \Pi(\frac{\lambda \theta}{i\pi}); \quad (9b)$$

$$S_{aa}^{bd}(\theta) = S_2(\theta) = \frac{sin(\frac{2\pi \theta}{3})}{sin(\frac{\lambda \theta}{3})} \frac{sh(\lambda \theta)}{sh(\lambda(\theta - \frac{2\pi i}{3})))} \Pi(\frac{\lambda \theta}{i\pi}); \quad (9c)$$

$$S_{aa}^{bb}(\theta) = S_3(\theta) = \frac{sin(\lambda \pi)}{sin(\lambda \frac{\pi}{3})} \Pi(\frac{\lambda \theta}{i\pi}), \quad (9d)$$

where

$$\lambda = \frac{3p - 1}{2p + 1} \quad (10)$$

and

$$\Pi(x) = \frac{\Gamma(1 - x)\Gamma(1 - \lambda + x)\Gamma(\frac{4}{3} \lambda - x)\Gamma(\frac{4}{3} \lambda + x)}{\Gamma(1 + x)\Gamma(1 + \lambda - x)\Gamma(\frac{4}{3} \lambda + x)\Gamma(\frac{4}{3} \lambda - x)} \prod_{k=1}^{\infty} \Pi_k(x)\Pi_k(\lambda - x);$$

4
\[ \Pi_k(x) = \frac{\Gamma(1 + 2k\lambda - x)\Gamma(2k\lambda - x)\Gamma((2k + \frac{7}{3})\lambda - x)}{\Gamma(1 + (2k + 1)\lambda - x)\Gamma((2k + 1)\lambda - x)\Gamma((2k + \frac{4}{3})\lambda - x)}. \]  

(11)

The amplitudes \( S_1(\theta) \) possess a “bound-state” pole at \( \theta = \frac{2\pi i}{3} \) (Fig.2a) while \( S_2(\theta) \) have the “cross-channel” pole at \( \theta = \frac{\pi i}{3} \) (Fig.2b). Likewise \( S_0(\theta) \) have both the above poles (Fig.2c) with residues

\[ \text{Res}_{\theta = \frac{2\pi i}{3}} S_0(\theta) = \text{Res}_{\theta = \frac{2\pi i}{3}} S_1(\theta) = -\text{Res}_{\theta = \frac{\pi i}{3}} S_0(\theta) = -\text{Res}_{\theta = \frac{\pi i}{3}} S_2(\theta) = i \cdot f^2(\lambda), \]

(12)

where

\[ f(\lambda) = \sqrt{\frac{1}{\lambda \sin\left(\frac{2\pi}{3} \lambda\right)}} \exp\left\{ \int_0^\infty \frac{(1 - e^{-(1 - \frac{1}{3} \lambda)t})(1 - e^{-\frac{2}{3} \lambda t})(1 - e^{\frac{1}{3} \lambda t})e^{-\lambda t}}{2(1 - e^{-t})(1 + e^{-\lambda t})} \frac{dt}{t} \right\}. \]

(13)

is the “three-kink coupling” (Fig.3).

As is shown in [8], the complete particle spectrum of field theory (5) for \( 3 < q < 4 \) is quite complicated with the appearance of exotic excitation and bound states. For simplicity, we will restrict our attention to the range \( 0 < q \leq 3 \).

**Boundary S-Matrix**

It is natural to consider the Potts model in the presence of boundaries with some boundary conditions imposed on the boundary spins. In [5], it was shown that certain boundary conditions preserves the integrability of the bulk theory (ie an infinite subset of the bulk integrals of motion survives with the introduction of the boundaries). For a relativistic scattering theory of massive particles, one can associate these integrable boundary conditions with certain boundary S-matrix which describe the scattering of particles with the boundary.
To be more precise, consider the model defined on a semi-infinite plane (say \( x \in (-\infty, 0], y \in (-\infty, \infty) \), the y-axis being the boundary). Let us suppose that there exists integrable boundary conditions for the Potts model with the modified action

\[
A = A_{q,\tau+CBC} + \int_{-\infty}^{\infty} dy \Phi_B(y),
\]

(14)

where \( A_{q,\tau+CBC} \) is the action (5) with certain conformal boundary conditions (CBC), and \( \Phi_B(y) \) is some relevant boundary operator[9,5]. One can think of (14) as a perturbation of CBC, and the corresponding Fock states can be classified as asymptotic scattering states. In particular, the boundary with boundary spins in the state “a” can be associated with a stationary impenetrable particle \( B_a \) of infinite mass at \( x = 0 \). Then the asymptotic n-kink scattering state can be written as the product

\[
A_{a_1a_2}(\theta_1)A_{a_2a_3}(\theta_2)\ldots A_{a_{n-1}a_n}(\theta_{n-1})A_{a_na}(\theta_n)B_a,
\]

(15)

where the vacua \( a_1, a_2, \ldots, a_n \) satisfy the restrictions \( a_i \neq a_{i+1} \), and \( a_n \neq a \).

If the initial “in-state” of scattering is the asymptotic state (15) with \( \theta_1 > \theta_2 > \ldots > \theta_n > 0 \) (ie n kinks moving towards the boundary of state “a”), then in the infinite future, this state becomes a superposition of the final “out-states”. Integrability of (14) constraints “out-states” to have the form

\[
A_{b_1b_2}(-\theta_1)\ldots A_{b_{n-1}b_n}(-\theta_{n-1})A_{b_nb}(-\theta_n)B_b,
\]

(16)

with \( b_i \neq b_{i+1} \) and \( b_n \neq b \). Thus we have the relation

\[
A_{a_1a_2}(\theta_1)A_{a_2a_3}(\theta_2)\ldots A_{a_{n-1}a_n}(\theta_{n-1})A_{a_na}(\theta_n)B_a = 6
\]
\[
\sum_{b_1} \ldots \sum_{b_n} \sum_{b} R^{b_1 \ldots b_n, b}_{a_1 \ldots a_n, a}(\theta_1, \ldots, \theta_n) A_{b_1 b_2}(-\theta_1) \ldots A_{b_{n-1} b_n}(-\theta_{n-1}) A_{b_n b}(-\theta_n) B_b, \tag{17}
\]

which defines the n-kink Boundary S-matrix. When n=1, we have the simple commutation relation

\[
A_{ba}(\theta) B_a = \sum_c R^c_{ba}(\theta) A_{bc}(-\theta) B_c, \tag{18}
\]

where \(R^c_{ba}(\theta)\) are elements of the boundary S-matrix for the reflection of one particle off the boundary (Fig.4). It follows from the factorizability of the scattering that \(R^{b_1 \ldots b_n, b}_{a_1 \ldots a_n, a}\) can be written as a product of bulk amplitudes \(S^{bd}_{ac}\), and boundary amplitudes \(R^c_{ba}\). For example, when 2 kinks scatter off the boundary, the amplitude for this scattering can be factorized in two equivalent ways (Fig.5), leading to

\[
\sum_g \sum_f R^f_{ba}(\theta_1) S^{bg}_{ef}(\theta_1 + \theta_2) R^c_{gf}(\theta_2) S^{gd}_{ce}(\theta_2 - \theta_1) = \sum_g' \sum_f' S^{bg'}_{ca}(\theta_2 - \theta_1) R^{fg'}_{a}(\theta_2) S^{d'g'f'}_{e}(\theta_1 + \theta_2) R^e_{df'}(\theta_1), \tag{19}
\]

which is known as the “boundary Yang-Baxter equation”[10].

As is known, the amplitudes \(R^c_{ba}(\theta)\) have to satisfy several conditions in addition to (19). Firstly we have the “boundary unitarity condition” (Fig.6)

\[
\sum_{c \neq b} R^c_{ba}(\theta) R^d_{bc}(-\theta) = \delta^d_a, \tag{20}
\]

which is a direct analog to the unitarity condition for the bulk S-matrix. To obtain the crossing symmetry condition for the boundary scattering, it is necessary to use the “cross amplitude”[5]

\[
K^{abc}(\theta) = R^c_{ba}(\frac{i\pi}{2} - \theta). \tag{21}
\]
As shown in [5], this amplitude \( K^{abc}(\theta) \) has to satisfy the so-called “boundary cross-unitarity condition”

\[
K^{abc}(\theta) = \sum_{d \neq a,c} S_{ca}^{db}(2\theta) K^{adc}(-\theta),
\]

which is illustrated in Fig.7. Finally we have the “boundary bootstrap equation” [11] which describes the scattering of “bound-state” particles with the boundary. In the bulk theory, the kink \( A_{ab} \) can appear as a bound-state particle in the two particle scattering (see Fig.2)

\[
A_{ac}(\theta + \frac{i\pi}{3}) A_{cb}(\theta - \frac{i\pi}{3}) \rightarrow f A_{ab}(\theta)
\]

where \( f \) is the 3-particle coupling in (13). Applying the algebras (8), (18) and (23) to the “in-state” \( A_{ac}(\theta + \frac{i\pi}{3}) A_{cb}(\theta - \frac{i\pi}{3}) B_b \), we obtained the bootstrap equation (Fig.8)

\[
R_{ab}^d(\theta) = \sum_{f \neq c,e} \sum_{e \neq a,d} R_{cb}^f(\theta - \frac{i\pi}{3}) S_{af}^{ce}(2\theta) R_{ef}^d(\theta + \frac{i\pi}{3})
\]

for the \( S_q \) symmetric Potts model.

Equations (19) through (24) allows the boundary S-matrix elements \( R_{ab}^c(\theta) \) to be determined up to some CDD factors [5]. For boundary conditions which respect the \( S_q \) symmetry, we can expect \( R_{ab}^c(\theta) \) to have a pole at \( \theta = \frac{i\pi}{6} \) (Fig.9a) with residue

\[
R_{ab}^c(\theta) \simeq \frac{i}{2} \frac{f g_b^c}{\theta - \frac{i\pi}{6}},
\]

where \( g_b^c \) is the amplitude for coupling of the particle \( A_{cb} \) to the boundary (Fig.10). Furthermore, if \( g_a^c, g_b^a \neq 0 \), the element \( R_{ab}^c(\theta) \) has another pole at \( \theta = \frac{i\pi}{2} \) (Fig.9b) where

\[
R_{ab}^c(\theta) \simeq \frac{i}{2} \frac{g_a^c g_b^a}{\theta - \frac{i\pi}{2}};
\]

this pole is shown in Fig.10. Of course the presence of the above poles depends on the boundary condition, as we shall see when we consider the two simplest cases: “free”
and “fixed” boundary conditions. Both cases are conformal boundary conditions (i.e. \( \Phi_B(y) = 0 \)) and we conjecture that they also preserves integrability in the off-critical Potts model.

**Fixed Boundary Condition**

In this simple boundary condition, the boundary spins are all fixed to one state, say “a”. The corresponding boundary S-matrix element

\[
R_{ba}^a(\theta) = R_f(\theta)
\]

satisfies the boundary Yang-Baxter equation (19) automatically. To determine this amplitude, one appeals to the unitarity condition (20)

\[
R_f(\theta)R_f(-\theta) = 1;
\]

and the crossing symmetry condition (22)

\[
K_f(\theta) = [(q - 2)S_2(2\theta) + S_3(2\theta)]K_f(-\theta),
\]

where

\[
K_f(\theta) = R_f(i\frac{\pi}{2} - \theta)
\]

is the crossing amplitude. Since all boundary states are fixed, we do not expect \( R_f(\theta) \) to possess any poles in the physical domain \( 0 \leq \theta \leq i\frac{\pi}{2} \). The solution to (28) and (29) can be factorized as

\[
R_f(\theta) = F_0(\theta)F_1(\frac{\lambda \theta}{i\pi}),
\]

where \( F_1(X) \) solves

\[
F_1(X) = \Pi(\lambda - 2X)\frac{\sin(2\pi(\lambda - X))}{\sin(2\pi(\frac{\lambda}{3} - X))} F_1(\lambda - X);
\]
\[ F_1(-X)F_1(X) = 1, \quad (33) \]

and its minimal solution can be written as

\[ F_1(X) = \prod_{k=1}^{\infty} \frac{\Sigma_k(X)}{\Sigma_k(-X)}, \quad (34a) \]

with

\[
\Sigma_k(X) = \frac{\Gamma[(4k-1)\lambda + 2X]\Gamma[(4k-3)\lambda + 2X + 1]\Gamma[(4k-3)\lambda + \frac{1}{3} + 2X]\Gamma[(4k-2)\lambda + \frac{1}{3} - 2X]}{\Gamma[4k\lambda + 2X]\Gamma[4(k-1)\lambda + 2X + 1]\Gamma[(4k-2)\lambda - \frac{1}{3} + 2X + 1]\Gamma[(4k-1)\lambda - \frac{1}{3} - 2X + 1]},
\]

\[ \quad (34b) \]

up to some CDD factors.

The factor \( F_0(\theta) \) can be obtained from the fixed boundary bootstrap equation (24)

\[
R_f(\theta) = [S_1(2\theta) + (q-3)S_0(2\theta)]R_f(\theta - \frac{i\pi}{3})R_f(\theta + \frac{i\pi}{3}),
\]

which reduces to

\[ F_0(\theta) = -\tan\left(\frac{\pi}{4} + \frac{i\theta}{2}\right)\cot\left(\frac{\pi}{12} + \frac{i\theta}{2}\right)\cot\left(\frac{5\pi}{12} + \frac{i\theta}{2}\right)F_0(\theta - \frac{i\pi}{3})F_0(\theta + \frac{i\pi}{3}), \quad (36) \]

with simple solution

\[ F_0(\theta) = -\tan\left(\frac{\pi}{4} + \frac{i\theta}{2}\right). \quad (37) \]

In the Ising limit \( (q = 2, \lambda = \frac{3}{4}) \), the boundary S-matrix have the form

\[ R_f(\theta) = i\tan\left(\frac{i\pi}{4} - \frac{\theta}{2}\right), \quad (38) \]

as obtained in [5] by field theoretic method.
In the other interesting limit $q = 3$ ($\lambda = 1$), suppose the boundary are fixed in the state “A”, the solution simplifies as

$$R_f(\theta) = -\frac{\sin\left(\frac{\pi}{3} + \frac{i\theta}{2}\right)}{\sin\left(\frac{\pi}{3} - \frac{i\theta}{2}\right)}.$$  \hfill (39)

**Free Boundary Condition**

In contrast to the fixed boundary condition, we have the “free” case where the boundary spins can be in any one of the $q$ states. The corresponding boundary S-matrix has to respect the $S_q$ symmetry and the algebra (18) simplifies to

$$A_{ba}(\theta)B_a = R_1(\theta)A_{ba}(-\theta)B_a + \sum_{c \neq a,b} R_2(\theta)A_{bc}(-\theta)B_c,$$  \hfill (40)

where the amplitudes $R_1(\theta)$ and $R_2(\theta)$ are shown in Fig.10.

The boundary Yang-Baxter equation (19) provides three non-trivial equations:

$$R_1S_3R_2S_1 + R_2S_1R_1S_1 + (q - 3)R_2S_1R_2S_1 + (q - 3)R_1S_2R_2S_0$$

$$+ (q - 3)R_2S_0R_1S_0 + (q - 3)(q - 4)R_2S_0R_2S_0$$

$$= (q - 2)R_2S_2R_1S_2 + (q - 3)R_1S_0R_2S_2 + (q - 3)^2 R_2S_0R_2S_2$$

$$+ R_1S_1R_2S_3 + R_2S_3R_1S_3 + (q - 3)R_2S_1R_2S_3; \hfill (41a)$$

$$R_1S_1R_2S_2 + (q - 3)R_2S_1R_2S_2 + R_2S_2R_1S_3 + (q - 3)R_2S_0R_2S_3$$

$$+ (q - 3)R_2S_2R_1S_2 + R_2S_3R_1S_2 + (q - 3)R_1S_0R_2S_2 + (q - 3)(q - 4)R_2S_0R_2S_2$$

$$= R_1S_2R_2S_1 + (q - 3)R_1S_2R_2S_0 + (q - 3)R_2S_0R_2S_1 + (q - 3)^2 R_2S_0R_2S_0; \hfill (41b)$$

$$R_1S_3R_2S_0 + R_1S_2R_2S_1 + (q - 4)R_1S_2R_2S_0 + R_2S_1R_1S_0 + R_2S_0R_1S_1$$
\begin{align*}
+(q - 4) R_2 S_0 R_1 S_0 + (q - 3) R_2 S_1 R_2 S_0 + (q - 4) R_2 S_0 R_2 S_1 + (q - 4)^2 R_2 S_0 R_2 S_0 \\
= R_1 S_1 R_2 S_2 + R_1 S_0 R_2 S_3 + (q - 4) R_1 S_0 R_2 S_2 + R_2 S_3 R_1 S_2 + R_2 S_2 R_1 S_3 \\
+(q - 3) R_2 S_2 R_1 S_2 + (q - 3) R_2 S_1 R_2 S_2 + (q - 4) R_2 S_0 R_2 S_3 + [(q - 3) + (q - 4)^2] R_2 S_0 R_2 S_2;
\end{align*}

\text{(41c)}

where the argument in each term has the form \( R_i(\theta_1) S_j(\theta_1 + \theta_2) R_k(\theta_2) S_l(\theta_2 - \theta_1) \).

Equation (41) can be solved for the ratio \( R_1(\theta_1)/R_2(\theta_1) \) when we take the limit \( \theta_2 \to \frac{i\pi}{2} \) and noting that both \( R_1(\theta_2) \) and \( R_2(\theta_2) \) have a simple pole in this limit with the same residue

\[ \text{Res}_{\theta_2 = \frac{i\pi}{2}} R_1(\theta_2) = \text{Res}_{\theta_2 = \frac{i\pi}{2}} R_2(\theta_2) = \frac{i}{2} g^2 \]

for some boundary coupling \( g \).

The solution to (41) can then be written as

\[ R_1(\theta) = (q - 3) \frac{\sinh \lambda(\frac{i\pi}{3} + 2\theta)}{\sinh \lambda(i\pi - 2\theta)} P(\frac{\lambda \theta}{i\pi}), \]

\[ R_2(\theta) = \frac{\sin \frac{2\pi \lambda}{3}}{\sin \frac{\pi \lambda}{3}} \frac{\sinh 2\lambda \theta}{\sinh \lambda(i\pi - 2\theta)} \frac{\sinh \lambda(\frac{i\pi}{3} + 2\theta)}{\sinh \lambda(\frac{i\pi}{3} - 2\theta)} P(\frac{\lambda \theta}{i\pi}), \]

\text{(43a/b)}

where we use the fact that \( R_2(\theta) \) has a simple pole at \( \theta = \frac{i\pi}{6} \), which is absent in \( R_1(\theta) \). We do not expect \( R_1(\theta) \) and \( R_2(\theta) \) to have any other poles in the physical domain (0 \( \leq \theta \leq \frac{i\pi}{2} \)).

The normalization factor \( P(\frac{\lambda \theta}{i\pi}) \) is constrained by the unitarity conditions (20) and (21), which reduces to

\[ P(\theta) P(-\theta) = 1, \]

\text{(44a)}

and

\[ P(\frac{i\pi}{2} - \frac{\theta}{2}) = -\Pi(\frac{\lambda \theta}{i\pi}) \frac{\sinh \lambda(i\pi + \theta)}{\sinh \lambda(i\pi - \theta)} \frac{\sinh \lambda(\frac{4i\pi}{3} + \theta)}{\sinh \lambda(\frac{4i\pi}{3} - \theta)} P(\frac{i\pi}{2} + \frac{\theta}{2}), \]

\text{(44b)}
respectively. The minimal solutions can be written as

$$P(X) = \prod_{k=1}^{\infty} \frac{\Omega_k(X)}{\Omega_k(-X)}, \quad (45a)$$

where

$$\Omega_k(X) =$$

$$\frac{\Gamma[(4k-1)\lambda + 2X]\Gamma[(4k-3)\lambda + 2X + 1]\Gamma[4k\lambda + \frac{\lambda}{3} - 2X]\Gamma[4(k-1)\lambda - \frac{\lambda}{3} - 2X + 1]}{\Gamma[4k\lambda + 2X]\Gamma[4(k-1)\lambda + 2X + 1]\Gamma[(4k-3)\lambda + \frac{\lambda}{3} - 2X]\Gamma[(4k-1)\lambda - \frac{\lambda}{3} - 2X + 1]},$$

(45b)

up to some CDD factors. The sign in (45) can be justified by the boundary bootstrap equation (24).

In the Ising limit ($\lambda \to \frac{3}{4}$), the boundary S-matrix element simplifies to

$$R_1(\theta) = -\cot\left(\frac{\pi}{4} + \frac{i\theta}{2}\right),$$

(46)

in agreement with [5]. For the $q = 3$ Potts model ($\lambda \to 1$), the two scattering amplitudes have the form

$$R_1(\theta) = 0$$

$$R_2(\theta) = \frac{\sin\left(\frac{\pi}{12} - \frac{i\theta}{2}\right)\sin\left(\frac{\pi}{4} - \frac{i\theta}{2}\right)}{\sin\left(\frac{\pi}{12} + \frac{i\theta}{2}\right)\sin\left(\frac{\pi}{4} + \frac{i\theta}{2}\right)},$$

(47)

Finally, a simple computation give us

$$g(\lambda) = -\sqrt{\frac{(3-q)}{\lambda}\sin\left(\frac{4\pi}{3}\lambda\right)}\exp\left\{\int_0^{\infty} \frac{dt}{t} \frac{e^{-t-4\lambda t}}{2(1-e^{-t})(1+e^{-2\lambda t})}\right\}$$

$$\left[(1-e^{-\lambda t})(1-e^{3\lambda t-t}) + e^{\frac{\lambda}{3}t}(1-e^{-2\lambda t+\frac{\lambda}{3}t})(1-e^{3\lambda t})\right]\right\}$$

(48)

for the boundary coupling constant.

**Conclusion**
In this study, the q-Potts model boundary S-matrix for free and fixed boundary conditions were derived. It would be interesting to apply the techniques of Thermodynamics Bethe Ansatz to study these S-matrices. In particular, one can investigate the renormalization group flow between these two boundary conditions[5,13]. This work is in progress. Finally, we would like to note that it may be possible to use these boundary S-matrices to compute the crossing probabilities for the percolation problem \((q = 1)\) in a finite region[12].
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Figure Captions

Fig.1. The scattering processes for the bulk S-matrix elements $S_0(\theta), S_1(\theta), S_2(\theta)$ and $S_3(\theta)$ defined in (9); with $a \neq b \neq c \neq d$.

Fig.2. Space-time diagrams associated with the pole at $\theta = \frac{2\pi i}{3}$ in $S_1(\theta)$ [Fig.(a)] and the corresponding cross-channel pole in $S_2(\theta)$ [Fig.(b)]. The amplitude $S_0(\theta)$ possess both poles as shown in [Fig.(c)]; the states $a, b, c, d$ are all different.

Fig.3. Tree-kink vertex associated with the “coupling constant” $f$

Fig.4. The boundary scattering processes described by the amplitude $R_{ba}^c(\theta)$, with $b \neq a, c$.

Fig.5. Boundary Yang-Baxter Equation. The variables $g, f, g', f' = 1, 2, \ldots, q$ satisfies the “admissibility conditions” $g \neq c, e$; $f \neq b, g$; $g' \neq a, c$; $f' \neq d, g'$. Boundary conditions can also place further constraints on these variables.

Fig.6. Scattering processes described by the boundary unitarity condition (20); $b \neq a, c$ and $c \neq b$.

Fig.7. Scattering processes for the cross-unitarity condition (22); $b \neq a, c$ and $d \neq a, c$.

Fig.8. Boundary bootstrap equation where states $e$ and $f$ must satisfy the “admissibility condition” and the boundary condition.

Fig.9. Physical poles of the boundary S-matrix with conditions $a \neq b \neq c$ in [Fig.(a)], and $a \neq b, c$ in [Fig.(b)]. Here $g_b^c$ is the boundary coupling constant for the particle $A_{cb}$.

Fig.10. Boundary S-matrix elements for the free boundary condition with $a, b, c$ all different.
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