Perfect boundaries in rotor-router aggregation on cylinders
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Abstract
We study a rotor-router version of the internal diffusion-limited aggregation introduced by Propp. The existing estimations of boundary fluctuations of the aggregation cluster show that they grow not faster than $O(\log r)$ with the cluster radius $r$. We consider the rotor-router internal DLA on the semi-infinite cylinder and prove a constant width of boundary fluctuations not depending on the radius of the cylinder.
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1. Introduction

The internal diffusion-limited aggregation (internal DLA) was introduced by Meakin and Deutch [1] as a model of cluster growth phenomena. Given a connected cluster of $N$ sites $A(N) \subset \mathbb{Z}^d$ containing the origin, let $A(N + 1)$ be a cluster obtained by a random walk starting at the origin and stopping when the walker first exits $A(N)$, so that the site $A(N + 1) \setminus A(N)$ is the endpoint of the walk. After each stop, the walker returns to the origin and the process continues. If one thinks of the random walk as a trail of a diffusing particle, $A(N)$ is the cluster of $N$ particles delivering from an unrestricted source at the origin. The question is the shape of the cluster $A(N)$ and the smoothness of its boundary for large $N$ if one starts from $N = 1$.

Lawler et al [2] showed that the rescaled shape of $A(N)$ is a ball for any dimension. In [3], Lawler proved that fluctuations of boundaries grow with the ball radius $r$ not faster than $Cr^{1/3}$ where $C$ is a constant. Asselah and Gaudillièrè [4, 5] and independently Jerison, Levine and Sheffield [6, 7] presented the new bound $C \log r$ on the maximum fluctuations for two dimensions and $C_d \sqrt{\log r}$ for $d \geq 3$.

It is intuitively clear that the smoothness of boundaries in the internal DLA depends on statistical properties of the walk inside the cluster of the visited sites. Propp was the first who proposed to replace the simple random walk in the two-dimensional aggregation by a...
deterministic process called the rotor-router walk \cite{8}. The rotor mechanism introduced in \cite{9} works as follows. At each site of the square lattice there is a rotor pointing to one of four cardinal directions $N, E, S, W$. At each time step, the walker arriving at a lattice site rotates the rotor in this site clockwise by 90 degrees and takes a step in the new direction. The rotor rule leads to essential changes of properties of the walk trajectories, and as a consequence, to changes in the aggregation process.

The rotor-router internal aggregation for the $d$-dimensional lattice was considered by Levine and Peres, who proved that the asymptotic shape of the cluster remains a ball as in the internal DLA \cite{11}. The in-radius of the set of sites occupied by the aggregation cluster is at least $r = O(\log r)$ and the out-radius is at most $r + O(r^\alpha)$ for any $\alpha > 1 - 1/d$ \cite{12}. Recently, Levine and Peres \cite{13} have presented the stronger result $r + O(\log r)$ for the outer bound as well. These bounds can be compared with the results for the clusters in the divisible sandpile formed from a pile of a given mass at the origin. Fluctuations of the radius $r$ of the domain occupied by sand are restricted by constants that do not depend on $r$. In \cite{12}, Levine and Peres asked the question whether the similar estimations hold for the rotor-router aggregation where the near perfect circularity was observed in numerical simulations. In this paper, we will prove that the boundary fluctuations of a constant width take place in a rotor-router aggregation model for a specific geometry, namely, for a semi-infinite cylinder.

The standard internal DLA for cylinders was analysed by Jerison, Levine and Sheffield in \cite{14}. The cylinder was taken as the square $L \times \infty$ lattice that is periodic in the horizontal direction and extends to infinity in both vertical directions. In the initial state, the half of cylinder with the vertical coordinates $y < 0$ is occupied by particles. New particles arrive from a source at $y = -\infty$. The motion of each particle is a random walk on the occupied region finishing in the first unoccupied site. When $N$ particles are added, the occupied region reaches average level $y = N/L$. The authors proved that the maximum deviation of the boundary of the occupied region from the average level is confined in a band of width $C \log L$ with probability tending to 1 when $L \to \infty$.

We consider a rotor-router version of the internal DLA for the cylinder with slightly different boundary conditions. Instead of the infinite cylinder, we consider a semi-infinite cylinder with $y \geq 0$. All $L$ boundary sites at the level $y = 0$ are connected with a single site $S$ by the edges directed from $S$ to the boundary. Four edges emanated from each bulk site and three edges from each boundary site are ordered cyclically, and $L$ edges from $S$ are equipped by an arbitrary cyclic order. Particles one by one start at $S$, jump to one of the $L$ bottom sites and perform the rotor-router walk on the set of previously occupied sites until reaching a first empty site. Then a new particle is added to vertex $S$ which sends it along the next edge in the fixed permutation of $L$ edges directed to the boundary.

The replacement of the random walk by the rotor-router one gives a drastic smoothing of the upper boundary of the region $A(N)$ occupied by $N$ particles. We will show that for each $N = 0(\text{mod} L)$ the boundary is a perfect ring i.e. the section of the cylinder by a horizontal plane at the level $y = N/L$. For $N = n(\text{mod} L)$, $n$ particles occupy $n < L$ sites on the level $y = \lfloor N/L \rfloor + 1$, where specific positions of $n$ sites depend on the random initial orientations of rotors on the cylinder. Thus, the width of the random boundary for $N \neq 0(\text{mod} L)$ is exactly 1.

The perfect boundary of $A(N)$ for particular values of $N$ is not the first example of vanishing fluctuations in the aggregation models. Kager and Levine \cite{15} proposed a model of rotor-router aggregation on the square lattice obtained from $\mathbb{Z}^2$ by reflecting all directed edges on the $x$- and $y$-axes that point to a vertex closer to the origin. They proved that there exists a rotor configuration $\rho_0$ such that the occupied domain $A(N)$ for $N = 2n(n + 1)$ and integer $n$ is exactly the diamond i.e. the set $\{(x, y) \in \mathbb{Z}^2 : |x| + |y| \leq n\}$. The difference of our model from
the example in [15] is that the model considered below gives the perfect boundaries for an arbitrary initial configuration of rotors \( \rho_0 \) and there is no layered structure of rotor configurations in the domain \( A(N) \).

In section 2, we define the model of rotor-router aggregation on the semi-infinite cylinder and prove the main result. In section 3, we consider the structure of recurrent states, first for the unicycles and then for arbitrary configurations of rotors on finite sublattices of the semi-infinite cylinder. Section 4 contains a discussion.

2. The model and main results

Consider a part of the square lattice \( G \subset \mathbb{Z}^2 \) whose vertices are denoted by the pair of integers \((x, y), x = 1, 2, \ldots, L \) with \( y \geq 0 \) and neighboring vertices are connected by directed edges. The graph \( G \) is periodic in the horizontal direction, so that vertices \((1, y)\) and \((L, y)\) are neighbors for all \( y \). We add to \( G \) an extra vertex \( S \) and connect it with boundary vertices \((1, 0), (2, 0), \ldots, (L, 0)\) by edges directed from \( S \) to the boundary. To define the rotor-router dynamics, we fix the clockwise ordering of edges \( N, E, S, W \) directed from bulk vertices \((x, y)\), \( y > 0 \), the ordering \( W, N, E \) of the edges directed from boundary vertices and an arbitrary ordering of \( L \) edges from vertex \( S \) to boundary vertices \((\pi(1), 0), (\pi(2), 0), \ldots, (\pi(L), 0)\), where \( \pi(i), i = 1, 2, \ldots, L \) is the permutation of \( L \) elements \( \pi \in S_L \).

A state \((w, \rho)\) of the model is characterized by the position \( w \in G \cup S \) of the particle called chip and a configuration of rotors \( \rho(v) \) at all vertices \( v \in G \cup S \). Each step of the rotor-router walk consists of updating the rotor configuration \( \rho(v) \rightarrow \rho(v)^+ \) and moving the chip from \( w \) to the nearest neighbor of \( w \) in direction \( \rho(w)^+ \). The operation \( \rho(v) \rightarrow \rho(v)^+ \) is the rotation of the rotor at \( w \) to the next edge in the fixed order of edges emanating from \( w \).

The initial state of the model is the empty set of occupied vertices \( A(0) \) and an arbitrary configuration of rotors \( \rho_0 \) at bulk vertices. The rotors at boundary vertices can be directed randomly to \( W, N \) or \( E \), and the single rotor at vertex \( S \) is directed to one of the boundary vertices chosen randomly. The initial position of a chip is vertex \( S \).

The aggregation process consists of an unrestricted sequence of rotor-router walks starting at \( S \) and finishing at the first vertex \( v^* \in G \) not visited before. The aggregation cluster \( A(N) \subset G \) becomes \( A(N + 1) = A(N) \cup \{v^*\} \) after the \((N + 1)\)th walk. It is convenient to divide the whole sequence of walks into periods consisting of \( L \) walks and investigate configurations of aggregated particles after each period.

The result of the first period is trivial since each of boundary vertices \((1, 0), (2, 0), \ldots, (L, 0)\) receives one particle from \( S \) directly. The result of the next period is also simple because the vertices of the second row \((1, 1), (2, 1), \ldots, (L, 1)\) receive also one particle each during the second period. This follows from the fact that none of the edges connecting the vertices of the first and the second row can conduct more than one particle during the second period. Indeed, assume that the boundary vertex \((i, 0), 1 \leq i \leq L\) is the first vertex of the first row which transfers two particles to the vertex \((i, 1)\). The rotor at \((i, 0)\) should make for this more than three rotations, for instance \( W \rightarrow N, N \rightarrow E, E \rightarrow W, W \rightarrow N \). Since each rotation at a vertex \( v \) follows a particle hit into \( v \), the vertex \((i, 0)\) should receive at least four particles from its neighbors. One particle goes from \( S \), but vertices \((i - 1, 0)\) and \((i + 1, 0)\) can deliver not more than one particle each since the first vertex \((i, 0)\) is the first vertex performing more than three rotations by the assumption. We come to a contradiction and, therefore, \( L \) particles emanated from \( S \) during the second period are distributed uniformly among vertices of the second row.
We obtained the perfect boundary of the aggregation cluster $A(N)$ for $N = L$ and $N = 2L$. To prove the same for any $N = 0 \mod L$, we need an induction on the number of periods with the following induction hypothesis.

### 2.1. Induction hypothesis

Let $G_K \subset G$ be a part of graph $G$ consisting of $K$ rows $(1, y), (2, y), \ldots, (L, y), 0 \leq y \leq K - 1$. Assume that there exists the aggregation cluster $A(N)$ with $N = KL$ obtained after $K$ periods and coinciding with $G_K$. Then, the $(K + 1)$th period results in the uniform distribution of $L$ particles among the vertices of the $(K + 1)$th row.

### 2.2. Proof

Chips come in $G_K$ from $S$ one by one and walk from the first row to the $K$th row where they leave $G_K$ along one of the edges connecting the $K$th and $(K + 1)$th rows. Assume that two chips used the same edge $e_{K-1, K}(i)$ connecting vertices $(i, K - 1)$ and $(i, K)$ during one period. Let $t$ be a moment of time within the $(K + 1)$th period when the second chip passes $e_{K-1, K}(i)$. This implies one of two possibilities.

(a) There is a moment of time $t_1 < t$ of the $(K + 1)$th period when one of the rotors of the $K$th row, say the rotor at $(i, K - 1)$, performs $r = 5$ rotations for the first time. Five rotations need five hits of the walk into $(i, K - 1)$. Since the rotors at $(j, K - 1), j \neq i$ performed less than 5 rotations to the moment $t_1$, the vertex $(i, K - 1)$ is visited from its neighbors $(i + 1, K - 1)$ and $(i - 1, K - 1)$ not more than once from each side. Therefore, it was visited to the moment $t_1$ not less than $\Delta = 3$ times from $(i, K - 2)$.

(b) Vertex $(i, K - 1)$ is visited from $(i, K - 2)$ less than 3 times to the moment $t_1$. Then, it should be visited from its neighbors $(i + 1, K - 1)$ and $(i - 1, K - 1)$ more than twice to perform five rotations. One of the vertices $(i + 1, K - 1)$ and $(i - 1, K - 1)$ or both should be visited to this end not less than five times taking additional hits either from next neighbors in the $K$th row or from the $(K - 1)$th row. Since the number of vertices in the row is restricted, there is a vertex $0 \leq j \leq L, j \neq i$ which is visited $\Delta = 3$ times from $(j, K - 2)$ for the first time before $t_1$.

Therefore, there exist a moment of time $t'_1 < t_1$ withing the $(K + 1)$th period and a vertex $(k, K - 2), 0 \leq k \leq L$ of the $(K - 1)$th row where the rotor sends the chip to the $K$th row exactly $\Delta = 3$ times for the first time.

Consider now rotors in the $(K - 1)$th row at vertices $(1, K - 2), (2, K - 2), \ldots, (L, K - 2)$. If one of these rotors sends the chip to the $K$th row three times during the $(K + 1)$th period, there are two possibilities again.

(a) There is a moment of time $t_2 < t_1$ when the rotor at a vertex $(i, K - 2), 0 \leq i \leq L$ performs $r = 9$ rotations for the first time. Since the rotors at $(j, K - 2), j \neq i$ performed less than 9 rotations to the moment $t_2$, the vertex $(i, K - 2)$ is visited from its neighbors $(i + 1, K - 2)$ and $(i - 1, K - 2)$ not more than two times from each side. By condition, vertex $(i, K - 1)$ performs less than 5 rotations to the moment $t_2$. So, it sends not more than one chip towards $(i, K - 2)$. Therefore, vertex $(i, K - 2)$ is visited to the moment $t_2$ not less than $\Delta = 4$ times from $(i, K - 3)$ to provide total 9 visits.

(b) Vertex $(i, K - 2)$ is visited from $(i, K - 3)$ less than 4 times and not more than once from $(i, K - 1)$. Then, it must take additional visits from one of the rotors at $(j, K - 2), j \neq i$.
in the \((K - 1)\)th row. At least one of these rotors has to perform 9 rotations before \(t_2\) and there exists a rotor which takes \(\Delta = 4\) visits from the row \((K - 2)\).

Therefore, there exists a moment of time \(t'_2 < t_2\), within the \((K + 1)\)th period and a vertex \((k, K - 3)\), \(0 \leq k \leq L\) of the \((K - 2)\)th row where the rotor sends the chip to the \((K - 1)\)th row exactly \(\Delta = 4\) times for the first time.

Continuing the reasoning row by row, we come to a conclusion that one of the rotors of the \((K - n)\)th row at vertices \((1, K - n - 1)\), \(\ldots\), \((L, K - n - 1)\) must perform \(r = 4(n + 1) + 1\) rotations. If it happens at the moment \(t_{n+1}\), there exists a moment \(t'_{n+1} < t_{n+1}\) and a vertex \((k, K - n - 2)\), \(0 \leq k \leq L\) where the rotor sends the chip to the \((K - n)\)th row exactly \((n + 3)\) times for the first time and performs not less than \(r = 4(n + 2) + 1\) rotations.

Now we put \(n = K - 1\) and consider the first row of rotors at vertices \((1, 0)\), \(\ldots\), \((L, 0)\). It follows from the above that at least one of these rotors should be directed to the second row \(K + 1\) times. The rotors at boundary of the cylinder have three allowed directions W,N,S so that a full rotation consists of 3 steps. The minimal number of rotations needed to send chips \(K + 1\) times to the second row is \(r = 3K + 1\). If the rotor at vertex \((k, 0)\), \(0 \leq k \leq L\), rotates the \((3K + 1)\)th time at the moment \(t_K\) for the first time, it implies that this vertex took \(3K + 1\) visits from neighboring vertices. Two vertices \((k - 1, 0)\) and \((k + 1)\) can provide \((k, 0)\) with no more than \(K\) visits each to moment \(t_k\), and vertex \((k, 1)\) not more than \(K - 1\) visits, altogether \(3K - 1\) visits. Therefore, the vertex \(S\) should send to \((k, 0)\) not less than 2 chips what contradicts the condition that \(S\) distributes during one period exactly \(L\) chips among all \(L\) outgoing edges.

Thus, the induction hypothesis is proved and we obtain the perfect boundary of the aggregation cluster \(A(N)\) for any \(N = 0(\text{mod}L)\). If the number of rotor-router walks starting from vertex \(S\) has the form \(N = n(\text{mod}L)\), the aggregation cluster consists of \(\lfloor N/L \rfloor\) rows of vertices completely occupied by particles, and the remaining \(n\) particles are arranged in the \((\lfloor N/L \rfloor + 1)\)-row at \(n\) vertices whose positions depend on a random configuration of rotors \(\rho(v)\) on the occupied part of the semi-infinite cylinder. The width of the random boundary for \(N = 0(\text{mod}L)\) is 1 as claimed in the Introduction.

3. Multi-Eulerian tours and multicycles

In this section, we describe the rotor-router walk during one period in more detail. The aggregation cluster \(A(N)\) obtained after \(K\) periods consists of \(K\) rows \((1, y), (2, y), \ldots, (L, y)\), \(0 \leq y \leq K - 1\), so that \(N = KL\). The part of graph \(G\) whose set of vertices \(V\) coincides with \(A(N)\) is \(G_K\). To consider the \((K + 1)\)th period, we construct an auxiliary graph \(\overline{G_K}\) in the following way: a) add to \(G_K\) an additional vertex \(S\) connected with boundary vertices \((1, 0), (2, 0), \ldots, (L, 0)\) by \(L\) edges directed from \(S\) to the boundary; b) add to \(G_K\) the second vertex \(S'\) connected with the top row \((1, K - 1), \ldots, (L, K - 1)\) by \(L\) edges directed towards \(S'\); c) join vertices \(S\) and \(S'\). An example of \(\overline{G_K}\) for \(L = 4\) and \(K = 3\) is shown in figure 1. The obtained graph \(\overline{G_K}\) is a finite directed non-Eulerian graph. Rotors have three possible directions at vertices of the first row \((1, 0), (2, 0), \ldots, (L, 0)\), four directions at vertices of rows \((1, y), (2, y), \ldots, (L, y)\), \(1 \leq y \leq K - 1\) and \(L\) directions at \(S\).

We put a single chip to vertex \(S\) and consider the path traced by the chip performing the rotor walk until the moment when the chip has used all \(L\) outgoing edges of \(S\) and returned to \(S\). By construction, the closed path on \(\overline{G_K}\) is equivalent to \(L\) paths traced by \(L\) particles starting at \(S\) during the \((K + 1)\)th period. In the original cylinder formulation, each of these \(L\) particles
reaches the \((K + 1)\)th row and then the process returns to \(S\). In the case of \(G_K\), all vertices of the \((K + 1)\)th row are gathered into the single vertex \(S'\) which coincides with \(S\).

For the closed path on \(G_K\), a question arises what is the number of passages of each edge in the path. A key role in answering this question is played by the notion of unicycle which is defined in [10] as the chip-and-rotor state \((w, \rho)\) where a configuration of rotors \(\rho(v)\) contains a unique directed cycle and vertex \(w\) lies on this cycle. In the case of Eulerian graphs, where the indegree of each vertex equals its outdegree, there exists a tour that traverses each directed edge exactly once [9, 10]. The condition that the chip performs the Eulerian tour is formulated as Lemma 4.9 in [10]: let \(G\) be an Eulerian directed graph with \(m\) edges. Let \((w, \rho)\) be a unicycle in \(G\). If we iterate the rotor-router operation \(m\) times starting from \((w, \rho)\), the chip traverses an Eulerian tour of \(G\), each rotor makes one full turn, and the state of the system returns to \((w, \rho)\).

In the case of non-Eulerian graphs, Farrell and Levine [17] introduced a notion of \(\pi\)-Eulerian tour to deal with a situation when each edge can be traversed many times. Given a directed graph \(G(V, E)\) with the vertex set \(V\) and the edge set \(E\), let \(\pi = (\pi_1, \pi_2, \ldots, \pi_{|V|})\) be a vector with strictly positive integer values. A \(\pi\)-Eulerian tour of \(G\) is a closed path that uses each directed edge of \(G\) exactly \(\pi_{i(e)}\) times where \(i(e)\) is the tail of edge \(e \in E\) [17]. The theorem proved in [17] reads that \(G\) has \(\pi\)-Eulerian tours if and only if

\[
\Delta \pi = 0
\]

where \(\Delta\) is the Laplacian of \(G\).
The notion of \( \pi \)-Eulerian tours allows us to give the description of the rotor-router walk during one period. It is convenient to divide the rest of this section into two sections considering separately the case when the chip-and-rotor state \((w, \rho)\) on the graph \( \overline{G_K} \) is a unicycle, and the case when the rotors are allowed to form a number of cycles and should be described in terms of multicycles [18].

In section 3.1, we prove that the motion of the chip starting from the state \((w, \rho_0)\) and moving up to the first return to the same state \((w, \rho_0)\) leads to \(K - j\) full rotations of the rotors in the \((K - j)\)th row, \(0 \leq j \leq K - 1\). In section 3.2, we consider a more complicated case when the initial rotor configuration \(\rho_0\) may contain \(k - 1\) cycles \(1 < k \leq L\) besides the basic one containing vertex \(S\). For this case, we prove that the full rotations obtained in the case \(A\) are performed in the course of evolution of \(k\) chips starting from \(k\) cycles.

### 3.1. Unicycles

An example of a unicycle on the graph \( \overline{G_K} \) is given in figure 1. To relate the unicycle of the non-Eulerian graph to the \(\pi\)-Eulerian tours, we use a trick outlined in [17]. Define a multi-graph \( \overline{G_K} \) replacing each edge \( e \) of \( G_K \) by \( \pi_{i(e)} \) edges \( e^1, \ldots, e^{\pi_{i(e)}} \). Each vertex \( v \) of \( \overline{G_K} \) has outdegree \( d_v \pi_v \) and indegree \( \sum_{u \in V} \pi_u d_{uv} \) where \( d_v \) is outdegree of \( v \) for the graph \( G_K \) and \( d_{uv} \) is the number of edges directed from \( u \) to \( v \). Then, the graph \( \overline{G_K} \) is Eulerian if and only if (1) holds. If \((e^1, \ldots, e^\pi)\) is an Eulerian tour of \( G_K \), then \((e_1, \ldots, e_\pi)\) is a \(\pi\)-Eulerian tour of \( \overline{G_K} \). Therefore, we get from Lemma 4.9, [10] a conclusion that the chip starting from the initial rotor configuration \(\rho_0\) on \( \overline{G_K} \) traverses a \(\pi\)-Eulerian tour if and only if the state \((w, \rho_0)\) is a unicycle. The explicit form of vector \( \pi = (\pi_1, \pi_2, \ldots, \pi_{V'}) \) depends on the geometry of graph \( \overline{G_K} \) and can be easily found by use of the results of the previous section. Indeed, the absence of repeated exits from the vertices of the row \((1, K - 1), (2, K - 1), \ldots, (L, K - 1)\) along \( L \) edges directed to \( S' \) suggests the choice \( \pi_{i_{K-1}} = 1 \) for all vertices of the top row \((i_{K-1}, K - 1), i_{K-1} = 1, \ldots, L\). The choice \( \pi_S = 1 \) follows from the definition of the period. Resolving (1) row by row, we obtain \( \pi_j = K - j \) for all vertices of the \((j + 1)\)th row \((i_j, j), i_j = 1, \ldots, L, 0 \leq j \leq K - 1\).

The structure of the \(\pi\)-Eulerian tour corresponding to the \((K + 1)\)th period is illustrated in figure 1. The initial position \(w\) of the chip is \(S\). The chip-and-rotor state \((S, \rho_0)\) is the unicycle with the cycle \(S, 1, 2, \ldots, 7, S'\). The rings around the vertices denote multiple full rotations of the rotors during the tour. The number of rings around vertex \(v\) is \(\pi_v\). Each ring around vertex \(v\) belonging to one of rows 2, 3, \ldots, \(K\) corresponds to four exits from \(v\) along outgoing edges in a fixed, say, clockwise order. Each ring belonging to the first row corresponds to three exits to the left, up, and to the right. The total number of directed edges in the graph \( G_K \) is \(4KL\). The picture of rings for a given graph can be called a standard ring configuration. The determined components of the vector \( \pi \) allow us to find the length of the \(\pi\)-Eulerian tour \( \sum \pi_v d_v = L(2K^2 + K + 1) \) where summation is over all vertices of the graph \( \overline{G_K} \) including vertex \(S\).

If the chip-and-rotor state \((S, \rho_0)\) is a unicycle, then it is recurrent according to Theorem 3.8 in [10]. The orbit of a recurrent state is the set of all states obtained from \((S, \rho_0)\) by iterating the rotor-router operation. It follows from above that the orbit starting from \((S, \rho_0)\) coincides with the set of states passed by the \(\pi\)-Eulerian tour starting from the same state. The number of orbits for an arbitrary strongly connected directed graph is found by Trung Van Pham in [16] (see also [17]).
3.2. Multicycles

The rotor configuration $\rho(v)$, $v \in G_K$ obtained after the Kth period is not necessarily loop-free and the chip-and-rotor state on the graph $\overline{G}_K$ is not necessarily a unicycle. The vertices of top row $(1, K - 1), \ldots, (L, K - 1)$ of the aggregation cluster $A(N)$ are filled one by one with $L$ particles which remain immovable during the Kth period. Therefore, the rotors at these vertices may have any of four orientations with equal probabilities. As a result, the rotor configuration $\rho(v)$, $v \in G_K$ can contain loops involving a part of vertices or all vertices of the top row.

In [18], a concept of multicycles was proposed to deal with rotor configurations containing more than one loop. A multicycle $(w_1, w_2, \ldots, w_k; \rho)$ is a chip-and-rotor state containing $k$ non-intersecting cycles $c_1, c_2, \ldots, c_k$ and $k$ chips at vertices $w_1, w_2, \ldots, w_k$ belonging to the cycles. The vertex $w_i$ is arbitrarily chosen from the vertices of the cycle $c_i$, $1 \leq i \leq k$. A multicycle analog of the above mentioned lemma 4.9 is the following. Let $G$ be an Eulerian directed graph with $m$ edges and $(w_1, w_2, \ldots, w_k; \rho)$ be a multicycle in $G$. We iterate the rotor-router operation $m_1$ times starting from $w_1$ until the chip returns to $w_1$, the rotor $\rho(w_1)$ returns to its initial position and the rotor state is $\rho_1(v)$. Then, we iterate the rotor operation $m_2$ times starting from $w_2$ and from configuration $\rho_1(v)$ until the chip and the rotor $\rho_1(w_2)$ return to their initial positions in $\rho(v)$ and the rotor state is $\rho_2(v)$. Continuing with $w_3, w_4, \ldots, w_k$, we iterate the initial state $m_1 + m_2 + \ldots, m_k = m$ times and return to $(w_1, w_2, \ldots, w_k; \rho)$. Each rotor makes one full turn and each edge is passed exactly once. The order of marking the vertices $w_1, w_2, \ldots, w_k$ is inessential.

In order to construct a multicycle for the graph $\overline{G}_K$, we take into account that the original chip moving along the Kth period from the initial chip-and-rotor state always belongs to a cycle at the end of the Kth period. Indeed, the last journey of the chip from $S$ to $S'$ leaves behind its trajectory a directed path of rotors from $S$ to $S'$ which is a cycle due to $S = S'$. If the rotor configuration $\rho$ obtained after Kth period contains also $k - 1$ cycles in addition to the first one, we chose an arbitrary site on each cycle and put an additional chip there. The collection of $k$ cycles and $k$ chips is the multicycle. Thus, all chip-and-rotor states produced after Kth period are either unicyles or multicycles.

The properties of multicycles of Eulerian graphs can be readily generalized to non-Eulerian graphs by the same construction of multigraphs [17] as in the case of unicyles. Having the non-Eulerian graph $\overline{G}_K$, we construct the auxiliary Eulerian graph $G_K$ and apply the analog of the Lemma 4.9 for multicycles.

An example of $\pi$-Eulerian tours is shown in figure 2 where the graph $\overline{G}_K$ corresponds to the aggregation cluster $A(N)$ with $N = 9$ obtained after 3 periods on the cylinder with $L = 3$. The initial chip-and-rotor state $(w_1, w_2; \rho_0)$ is a multicycle containing two cycles: $S, a, b, c, d, e, S'$ and $1, 2, 3, 4$. Since the positions of chips on cycles are arbitrary, we chose for definiteness $w_1 = S$ and $w_2 = 2$. The components of vector $\pi$ are $\pi_S = 1; \pi_e = \pi_a = \pi_b = 1; \pi_d = \pi_2 = \pi_1 = 2$ and $\pi_c = \pi_3 = \pi_3$. The first $\pi$-Eulerian tour starting in vertex $S$ and returning to $S$ after 62 steps is denoted in the left part of figure 2 by the full lines. The second $\pi$-Eulerian tour starting in vertex 2 and returning to 2 consists of 4 steps and is denoted by the dotted lines. Two tours together generate the standard ring configuration and contain $\sum_i \pi_i d_i = 66$ steps.

One can notice that the rings around the vertices of the top row are not completed after the first tour. Nevertheless, the completed segments of these rings reach the edges directed to $S'$ in accordance with the results of section 2. Indeed, the first tour coincides with the closed path on $\overline{G}_K$ traced by the chip starting from $S$ with the rotor configuration $\rho_0$. On the other hand, it is equivalent to $L$ paths traced by $L$ particles starting at $S$ during the $(K + 1)th$ period. But according to section 2, all $L$ particles pass the edges directed upwards from the vertices of the top row exactly once.
The right part of figure 2 represents the case when the first $\pi$-Eulerian tour starts from the vertex 2. Again, the segments of the first tour are denoted by the full lines. The number of steps in the first tour is 58. The second tour started from $S$ is denoted by dotted lines and consists of 8 steps, which complete the first tour to the standard ring configuration.

For the general graph $\mathcal{G}_K$, the construction of multicycle $(w_1, w_2; \rho)$ allows one to determine an upper bound for the length of the single closed path during the $(K + 1)$th period. This closed path is traced by the first of $k$ chips placed to $w_1 = S$ in the initial chip-and-rotor state corresponding to the beginning of the $(K + 1)$th period. The other $(k - 1)$ chips at $w_2, w_3, \ldots, w_k$ generate auxiliary paths that show how far the first path is from completing the standard ring configuration. Each of these cycles takes at least two steps to return to its starting vertex $w_i, 2 < i < k$ since the minimal cycle is a dimer formed by two opposite rotors. Taking into account that the total length of the $\pi$-Eulerian tours of all chips is $\sum \pi_i d_i$, we conclude that the length of the closed path starting at $S$ is bounded by $L(2K^2 + K + 1) - 2(k - 1)$ for the rotor configuration on $\mathcal{G}_K$ containing $k$ cycles.

**4. Discussion**

Besides the rotor-router dynamics, the perfect surface obtained in section 2 is a consequence of two factors: the cylinder geometry and the orientation of the square lattice. The crucial property of the considered aggregation process is the independent occupation by particles of a new row of vertices during each period. This property vanishes for lattices of different

![Figure 2](image-url)
symmetry, for instance, for the honeycomb lattice or for the square lattices turning 45 degrees from the cylinder generatrix. In figure 3, we show a part of cylinder taken out of a turned square lattice. As above, the aggregation process starts from the bottom of the cylinder. Two particles from the row of vertices marked by the filled circles can reach one vertex not visited before and marked by an open circle. One of the particles stops, according to the aggregation rules and the second continues a motion in a randomly chosen direction preventing the formation of a perfect surface. Then, the question about a constant width of boundary fluctuations remains open in this case.

At the same time, a proof of the constant width of the boundary for the square lattice having an arbitrary orientation on the cylinder would be an essential step towards the proof of the constant bonds for fluctuations of the circular form of the aggregation cluster on the two-dimensional square lattice. Indeed, the formation of the boundary of a large circle in the intervals corresponding to four cardinal directions resembles the aggregation process on the cylinder orientated along the lattice axes. A turned square lattice reproduces fluctuations of the circular form in an arbitrary direction when the cluster radius tends to infinity.
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