1 Introduction

In [1] it is shown that recurrent neural networks (RNNs) can learn—in a metric entropy optimal
manner—discrete time, linear time-invariant (LTI) systems. This is effected by comparing the number
of bits needed to encode the approximating RNN to the metric entropy of the class of LTI systems
under consideration [2, 3]. The purpose of this note is to provide an elementary self-contained proof
of the metric entropy results in [2, 3], in the process of which minor mathematical issues appearing in
[2, 3] are cleaned up. These corrections also lead to the correction of a constant in a result in [1] (see
Remark 2.5).

Outline of the note. Section 2 details the setup underlying the note and states the main result in
Theorem 2.4. The technical elements employed in the proof of Theorem 2.4 are presented in Section
3. For completeness, Appendix A provides a brief introduction to the concept of metric entropy.

Notation. \( I_{\{\cdot\} \} \) denotes the truth function which takes on the value 1 if the statement inside \( \{\cdot\} \) is
ture and equals 0 otherwise. For functions \( f(\epsilon) \), \( g(\epsilon) \), we use the notation \( g(\epsilon) = o(f(\epsilon)) \) to express
that \( \lim_{\epsilon \to 0} \frac{g(\epsilon)}{f(\epsilon)} = 0 \). \( \log(\cdot) \) refers to the natural logarithm and \( \log_2(\cdot) \) designates the logarithm to
base 2.

2 Setting and main statement

The input-output relation of the LTI system \( L \) is given by the convolution of the input signal \( x[\cdot] \) with
the system’s impulse response \( k[\cdot] \) according to

\[
(\mathcal{L}x)[t] = \sum_{\tau=0}^{\infty} k[\tau] x[t-\tau] =: (k * x)[t], \quad t \in \mathbb{N}_0, \tag{1}
\]

where we assume that \( x[t] = 0, k[t] = 0 \), both for \( t < 0 \), that is we consider one-sided input signals
and causal systems. We occasionally use the notation \( k_L \) to designate the impulse response associated
with the system \( L \). We shall frequently make use of the one-sided \( Z \)-transform for \( \ell_\infty \)-signals defined as\(^1\)

\[
X(z) := (\mathcal{Z}\{x\})(z) = \sum_{t=0}^{\infty} x[t] z^t, \quad |z| < 1. \tag{2}
\]

Note that thanks to \( x \in \ell_\infty \) the series (2) converges absolutely for all \( z \in \mathbb{C} \) with \(|z| < 1\). Further, we
will need the following norms.

\(^1\)Note the positive exponents of \( z \) in the definition of the \( Z \)-transform. This convention is chosen to maintain consistency
with Definition 2.1 below adopted from [3].
Definition 2.1 ([4, Chapter 17]). With $\mathcal{K} := \{ \mathcal{Z} \{ x \} \mid x \in \ell_\infty, x[t] = 0, \text{ for } t < 0 \}$, define for $X \in \mathcal{K}$ the Hardy norms

$$
\|X\|_{\mathcal{H}^2} := \sqrt{\sup_{r \in (0,1)} \frac{1}{2\pi} \int_0^{2\pi} |X(re^{i\theta})|^2 d\theta},
$$

$$
\|X\|_{\mathcal{H}^\infty} := \sup_{|z| < 1} |X(z)|.
$$

The corresponding Hardy spaces are given by $\mathcal{H}^2 = \{ X(\cdot) \mid X \in \mathcal{K}, \|X\|_{\mathcal{H}^2} < \infty \}$ and $\mathcal{H}^\infty = \{ X(\cdot) \mid X \in \mathcal{K}, \|X\|_{\mathcal{H}^\infty} < \infty \}$.

Next, we note the well-known relation

$$
(\mathcal{Z}\{\mathcal{L}x\}) (z) = (\mathcal{Z}\{k * x\})(z) = K(z) \cdot X(z),
$$

(3)

where $K(z) := (\mathcal{Z}\{k\})(z)$ is commonly referred to as the system’s transfer function. We now define the distance between LTI systems as follows.

Definition 2.2. For LTI systems $\mathcal{L}$ and $\mathcal{L}'$ with transfer functions $K(z)$ and $K'(z)$, respectively, both in $\mathcal{H}^\infty$, we define the metric

$$
\rho(\mathcal{L}, \mathcal{L}') := \|K - K'\|_{\mathcal{H}^\infty}.
$$

Remark 2.3. By Theorem B.3, $\rho(\mathcal{L}, \mathcal{L}')$ can be expressed in the following forms

$$
\rho(\mathcal{L}, \mathcal{L}') = \|K - K'\|_{\mathcal{H}^\infty} = \sup_{X \in \mathcal{H}^2} \frac{\|(K - K')X\|_{\mathcal{H}^2}}{\|X\|_{\mathcal{H}^2}} = \sup_{\|x\|_{\ell^2} = 1} \frac{\|k - k'\|_{\ell^2} \cdot x \|_{\ell^2}}{\|x\|_{\ell^2}}.
$$

We are now ready to state the main result.

Theorem 2.4. Let $a, b > 0$ and consider the set

$$
\mathcal{C}(a, b) = \{ \mathcal{L} \mid k_\mathcal{L}[t] \in \mathbb{R}, |k_\mathcal{L}[t]| \leq ae^{-bt}, \forall t \in \mathbb{N}_0 \text{ and } k_\mathcal{L}[t] = 0, \forall t \in \mathbb{Z} \setminus \mathbb{N}_0 \}.
$$

The metric entropy of $\mathcal{C}(a, b)$ with respect to the metric

$$
\rho(\mathcal{L}, \mathcal{L}') = \|K - K'\|_{\mathcal{H}^\infty} = \sup_{\|x\|_{\ell^2} = 1} \| (k - k') \ast x \|_{\ell^2}
$$

satisfies

$$
\mathcal{E}(\epsilon; \mathcal{C}(a, b), \rho) \sim \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2,
$$

(4)

where $\gamma := \log_2(e)$ and $f(\epsilon) \sim g(\epsilon)$ stands for $\lim_{\epsilon \to 0} \left| \frac{f(\epsilon)}{g(\epsilon)} \right| = 1$.

Proof. Fix $\epsilon > 0$. According to Lemma 3.1 below, there exists a $(2\epsilon)$-packing of $\mathcal{C}(a, b)$ with $M_{2\epsilon}$ elements, where

$$
\log_2(M_{2\epsilon}) \geq \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 - o \left( \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 \right).
$$

Further, by Lemma 3.3 below, there exists an $\epsilon$-covering of $\mathcal{C}(a, b)$ with $N_\epsilon$ elements, where

$$
\log_2(N_\epsilon) \leq \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 + o \left( \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 \right).$$
Using Lemma A.3, we can hence sandwich the metric entropy according to

\[
\frac{\gamma}{2b} \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 - o \left( \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 \right) \leq \log_2(M_{2e}) \\
\leq \log_2(M(2e; C(a, b), \rho)) \\
\leq \log_2(N(e; C(a, b), \rho)) \\
\leq \log_2(N_\varepsilon) \\
\leq \frac{\gamma}{2b} \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 + o \left( \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 \right).
\]

Dividing by \( \frac{\gamma}{2b} \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 \) and taking \( \lim_{\varepsilon \to 0} \), then yields

\[
1 \leq \lim_{\varepsilon \to 0} \frac{\mathcal{E}(e; C(a, b), \rho)}{\frac{\gamma}{2b} \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2} \leq 1,
\]

which establishes (4).

\[\square\]

**Remark 2.5.** It follows from Theorem 2.4 that the constant \( \frac{1}{\gamma} \) in the scaling result \( \mathcal{E}(e; C(a, b), \rho) \sim \frac{1}{\gamma} \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 \) specified in [1, Theorem 3.2] is incorrect and should be replaced by \( \frac{2}{\gamma} \), i.e., \( \mathcal{E}(e; C(a, b), \rho) \sim \frac{2}{\gamma} \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 \). Similarly, the number of required bits specified as \( \frac{1}{\gamma} \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 + o \left( \left( \log \left( \frac{1}{\varepsilon} \right) \right)^2 \right) \) in [1, Theorem 4.1] should be replaced by \( \frac{2}{\gamma} \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 + o \left( \left( \log \left( \frac{1}{\varepsilon} \right) \right)^2 \right) \).

### 3 Covering and packing bounds

**Lemma 3.1.** Let \( a, b > 0 \) and consider the set

\[
C(a, b) = \{ \mathcal{L} \mid k_{\mathcal{L}}[t] \in \mathbb{R}, |k_{\mathcal{L}}[t]| \leq ae^{-bt}, \forall t \in \mathbb{N}_0 \text{ and } k_{\mathcal{L}}[0] = 0, \forall t \in \mathbb{Z}\setminus\mathbb{N}_0 \}
\]
equipped with the metric

\[
\rho(\mathcal{L}, \mathcal{L}') = \| K - K' \|_{H^\infty}.
\]

For every \( \epsilon \in (0, a) \), there exists a \((2\epsilon)\)-packing of \( C(a, b) \) with \( M_{2e} \) elements, where

\[
\log_2(M_{2e}) \geq \frac{\gamma}{2b} \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 - o \left( \left( \log \left( \frac{a}{\varepsilon} \right) \right)^2 \right),
\]

with \( \gamma := \log_2(e) \).

**Proof.** We explicitly construct a \((2\epsilon)\)-packing as visualized in Figure 1. Define \( C_1 := \left\lceil \frac{1}{b} \log \left( \frac{a}{\varepsilon} \right) \right\rceil - 1 \).

Now, for all \( t \in \{0, \ldots, C_1\} \), it holds that

\[
t \leq t \leq C_1 < \frac{1}{b} \log \left( \frac{a}{\varepsilon} \right)
\]

\[
\Rightarrow \quad bt < \log \left( \frac{a}{\varepsilon} \right)
\]

\[
\Rightarrow \quad -bt > \log \left( \frac{a}{\epsilon} \right)
\]

\[
\Rightarrow \quad e^{-bt} > \frac{a}{\epsilon}
\]

\[
\Rightarrow \quad \frac{ae^{-bt}}{\epsilon} > 1.
\]

Next, for \( t \in \{0, \ldots, C_1\} \), we set \( n_t := \left\lceil \frac{2ae^{-bt}}{2\epsilon} \right\rceil - 1 \in \left[1, \frac{2ae^{-bt}}{2\epsilon} \right) \) and \( \delta_t := \frac{2ae^{-bt}}{n_t} > 2\epsilon \). Now, we define the set

\[
\mathcal{P} := \left\{ \mathcal{E}_{i_0, \ldots, i_{C_1}} \mid i_\ell \in \{0, \ldots, n_\ell\}, \text{ for } \ell \in \{0, \ldots, C_1\} \right\},
\]


where $\tilde{L}_{i_0,\ldots,i_{C_1}}$ is the LTI system associated with the impulse response

$$
\tilde{k}_{i_0,\ldots,i_{C_1}}[t] := \begin{cases} 
-ae^{-bt} + i_t\delta_t, & 0 \leq t \leq C_1 \\
0, & \text{otherwise}
\end{cases},
$$

and we show that $P$ constitutes a $(2\epsilon)$-packing of $C(a,b)$. First, we establish that $P \subset C(a,b)$ by verifying that $\left\| \tilde{k}_{i_0,\ldots,i_{C_1}}[t] \right\| \leq \epsilon$, $\forall t \in \mathbb{N}_0$, holds for all $\tilde{k}_{i_0,\ldots,i_{C_1}} \in P$. Indeed, for $t \in \{0, \ldots, C_1\}$, we have

$$
-ae^{-bt} \leq \tilde{k}_{i_0,\ldots,i_{C_1}}[t] = -ae^{-bt} + i_t\delta_t \leq -ae^{-bt} + n_t\delta_t = -ae^{-bt} + 2ae^{-bt} = ae^{-bt},
$$

and for $t > C_1$,

$$
\tilde{k}_{i_0,\ldots,i_{C_1}}[t] = 0.
$$

Next, we show that for distinct $\tilde{L}_{i_0,\ldots,i_{C_1}}, \tilde{L}_{j_0,\ldots,j_{C_1}} \in P$, i.e., there is at least one $\ell \in \{0, \ldots, C_1\}$ such that $i_\ell \neq j_\ell$, it holds that $\rho(\tilde{L}_{i_0,\ldots,i_{C_1}}, \tilde{L}_{j_0,\ldots,j_{C_1}}) > 2\epsilon$. Indeed, for any such $\ell$, we have

$$
\rho(\tilde{L}_{i_0,\ldots,i_{C_1}}, \tilde{L}_{j_0,\ldots,j_{C_1}}) = \sup_{\|x\|_2 = 1} \left\| \left(\tilde{k}_{i_0,\ldots,i_{C_1}} - \tilde{k}_{j_0,\ldots,j_{C_1}}\right) * x \right\|_2
\geq \left\| \tilde{k}_{i_0,\ldots,i_{C_1}} - \tilde{k}_{j_0,\ldots,j_{C_1}} \right\|_2
= \sqrt{\sum_{t=0}^{\infty} \left(\tilde{k}_{i_0,\ldots,i_{C_1}}[t] - \tilde{k}_{j_0,\ldots,j_{C_1}}[t]\right)^2}
\geq \sqrt{\left(\tilde{k}_{i_0,\ldots,i_{C_1}}[\ell] - \tilde{k}_{j_0,\ldots,j_{C_1}}[\ell]\right)^2}
= | -ae^{-bt} + i_\ell\delta_\ell + ae^{-bt} - j_\ell\delta_\ell |
= |i_\ell - j_\ell|\delta_\ell
> 2\epsilon,
$$

Figure 1: The packing is constructed by quantizing the impulse response at each time instant $t$ with quantization interval size of at least $2\epsilon$. 
where in (5) we used Theorem B.3, in (6) we inserted the particular choice \( x[t] = 1_{\{t=0\}}[t] \) to lower-bound the sup, and in (7) we used \( \delta_t > 2 \epsilon \). This establishes that \( P \) constitutes a \((2 \epsilon)\)-packing of \( C(a, b) \) with respect to the metric \( \rho(\cdot, \cdot) \) specified in Definition 2.2. It remains to bound the cardinality of \( P \), which we denote by \( M_{2 \epsilon} \). Specifically, we have

\[
\log_2 (M_{2 \epsilon}) = \log_2 \prod_{t=0}^{C_1} (1 + n_t)
\]

\[
= \sum_{t=0}^{C_1} \log_2 \left( \frac{a}{\epsilon} e^{-bt} \right)
\]

\[
\geq \sum_{t=0}^{C_1} \log_2 \left( \frac{a}{\epsilon} e^{-bt} \right)
\]

\[
= (C_1 + 1) \log_2 \left( \frac{a}{\epsilon} \right) + \sum_{t=0}^{C_1} \log_2 \left( e^{-bt} \right)
\]

\[
= (C_1 + 1) \log_2 \left( \frac{a}{\epsilon} \right) - b \log_2 (e) \sum_{t=0}^{C_1} t
\]

\[
= (C_1 + 1) \log_2 \left( \frac{a}{\epsilon} \right) - b \gamma \frac{C_1 (C_1 + 1)}{2}
\]

\[
= \left[ \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) \right] \log_2 \left( \frac{a}{\epsilon} \right) - b \gamma \left( \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) - 1 \right) \frac{1}{b} \log \left( \frac{a}{\epsilon} \right)
\]

\[
= \left[ \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) \right] \log_2 \left( \frac{a}{\epsilon} \right) - b \gamma \left( \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) \right)^2 + b \gamma \frac{1}{b} \log \left( \frac{a}{\epsilon} \right)
\]

\[
\geq \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) \log_2 \left( \frac{a}{\epsilon} \right) - b \gamma \left( \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) + 1 \right)^2 + b \gamma \frac{1}{b} \log \left( \frac{a}{\epsilon} \right)
\]

\[
= \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) \log_2 \left( \frac{a}{\epsilon} \right) - b \gamma \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 - \gamma \log \left( \frac{a}{\epsilon} \right) - \frac{b \gamma}{2} + \frac{b \gamma}{2} \log \left( \frac{a}{\epsilon} \right)
\]

\[
= \frac{\gamma}{b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 - \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 - \frac{\gamma}{2} \log \left( \frac{a}{\epsilon} \right) - \frac{b \gamma}{2} + \frac{b \gamma}{2} \log \left( \frac{a}{\epsilon} \right)
\]

\[
= \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 - \frac{\gamma}{2b} \log \left( \frac{a}{\epsilon} \right) - \frac{b \gamma}{2}
\]

\[
= \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 - o \left( \log \left( \frac{a}{\epsilon} \right)^2 \right),
\]

where in (8) we used \( \log_2 (x) = \gamma \log (x) \).

Before providing a covering for \( C(a, b) \), we need the following auxiliary result.

**Lemma 3.2.** Consider the LTI systems with impulse responses \( k[\cdot] \) and \( \tilde{k}[\cdot] \) and corresponding transfer functions \( K(z) \) and \( \tilde{K}(z) \), both in \( \mathcal{H}^\infty \). We have

\[
||K - \tilde{K}||_{\mathcal{H}^\infty} \leq \sum_{t=0}^{\infty} |k[t] - \tilde{k}[t]|.
\]
Proof. The proof is by the following chain of relations

\[
\| K - \tilde{K} \|_{\mathcal{H}_\infty} = \sup_{|z|<1} \left| \sum_{t=0}^{\infty} k[t] z^t - \sum_{t=0}^{\infty} \tilde{k}[t] z^t \right| \\
= \sup_{|z|<1} \left| \sum_{t=0}^{\infty} (k[t] - \tilde{k}[t]) z^t \right| \\
\leq \sup_{|z|<1} \sum_{t=0}^{\infty} |k[t] - \tilde{k}[t]| |z|^t \\
= \sum_{t=0}^{\infty} |k[t] - \tilde{k}[t]|. 
\]

We are now ready to provide an upper bound on the covering number of \( C(a, b) \).

Lemma 3.3. Let \( a, b > 0 \) and consider the set

\[ C(a, b) = \{ L | k_L[t] \in \mathbb{R}, |k_L[t]| \leq ae^{-bt}, \forall t \in \mathbb{N}_0 \text{ and } k_L[t] = 0, \forall t \in \mathbb{Z} \setminus \mathbb{N}_0 \}, \]

equipped with the metric

\[ \rho(L, L') = \| K - K' \|_{\mathcal{H}_\infty}. \]

For every \( \epsilon \in (0, a) \), there exists an \( \epsilon \)-covering of \( C(a, b) \) with \( N_\epsilon \) elements, where

\[ \log_2 (N_\epsilon) \leq \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 + o \left( \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 \right), \]

with \( \gamma := \log_2(e) \).

Proof. The proof is effected by explicit construction of an \( \epsilon \)-covering as visualized in Figure 2. We start by defining

\[ C_2 := \left\lfloor \frac{1}{b} \log \left( \frac{2a}{\epsilon (1 - e^{-b})} \right) \right\rfloor, \quad \delta := \frac{\epsilon}{C_2 + 1}, \]

and

\[ n_t := \left\lfloor \frac{2ae^{-bt}}{\delta} \right\rfloor, \quad \text{for } t \in \{0, \ldots, C_2\}. \]

As indicated in Figure 2, we quantize the impulse response at each time instant \( t \in \{0, \ldots, C_2\} \) with quantization interval size \( \delta \) using \( n_t \) points. To formalize this, we start by defining, for \( t \in \{0, \ldots, C_2\} \), the mappings

\[ f_t : \{1, \ldots, n_t\} \rightarrow [-ae^{-bt}, ae^{-bt}] \]

\[ f_t(i) := \min \left\{-ae^{-bt} - \frac{\delta}{2} + i\delta, ae^{-bt} \right\}, \]

and show that, for all \( t \in \{0, \ldots, C_2\} \), the following properties hold:

(P1) \( f_t(1) \leq -ae^{-bt} + \frac{\delta}{2} \),

(P2) \( f_t(n_t) \geq ae^{-bt} - \frac{\delta}{2} \),

(P3) \( f_t(i + 1) - f_t(i) \leq \delta \), for \( i \in \{1, \ldots, n_t - 1\} \).

First, (P1) follows by

\[ f_t(1) = \min \left\{-ae^{-bt} - \frac{\delta}{2} + \delta, ae^{-bt} \right\} \leq -ae^{-bt} - \frac{\delta}{2} + \delta = -ae^{-bt} + \frac{\delta}{2}. \]

To establish (P2) we note that either

\[ f_t(n_t) = ae^{-bt} \quad \text{or} \quad f_t(n_t) = -ae^{-bt} - \frac{\delta}{2} + n_t\delta. \]
In the former case we have \( f_t(n_t) = ae^{-bt} \geq ae^{-bt} - \frac{\delta}{2} \), and in the latter, we obtain
\[
f_t(n_t) = -ae^{-bt} - \frac{\delta}{2} + n_t\delta \geq -ae^{-bt} - \frac{\delta}{2} + 2ae^{-bt} = ae^{-bt} - \frac{\delta}{2}.
\]
Finally, to prove (P3), we observe that, for all \( i \in \{1, \ldots, n_t - 1\} \), it holds that
\[
-ae^{-bt} - \frac{\delta}{2} + i\delta \leq -ae^{-bt} - \frac{\delta}{2} + (n_t - 1)\delta
\]
\[
\leq -ae^{-bt} - \frac{\delta}{2} + \left( \frac{2ae^{-bt}}{\delta} \right) \delta
\]
\[
= ae^{-bt} - \frac{\delta}{2} \leq ae^{-bt}.
\]
Thus, \( f_t(i) = -ae^{-bt} - \frac{\delta}{2} + i\delta \), for all \( i \in \{1, \ldots, n_t - 1\} \), and therefore
\[
f_t(i + 1) - f_t(i) = \min \left\{ -ae^{-bt} - \frac{\delta}{2} + (i + 1)\delta, ae^{-bt} \right\} - \left( -ae^{-bt} - \frac{\delta}{2} + i\delta \right)
\]
\[
\leq -ae^{-bt} - \frac{\delta}{2} + (i + 1)\delta - \left( -ae^{-bt} - \frac{\delta}{2} + i\delta \right) = \delta, \quad \text{for } i \in \{1, \ldots, n_t - 1\},
\]
which establishes (P3).

Together, (P1)-(P3) imply that, for every \( t \in \{0, \ldots, C_2\} \) and \( x \in [-ae^{-bt}, ae^{-bt}] \), there is an \( i \in \{1, \ldots, n_t\} \) such that \( |f_t(i) - x| \leq \frac{\delta}{2} \). Now, we define the set
\[
\mathcal{M} := \left\{ \tilde{L}_{i_0, \ldots, i_{C_2}} \mid i_\ell \in \{1, \ldots, n_\ell\}, \text{ for } \ell \in \{0, \ldots, C_2\} \right\},
\]
where \( \tilde{L}_{i_0, \ldots, i_{C_2}} \) is the LTI system associated with the impulse response
\[
\tilde{k}_{i_0, \ldots, i_{C_2}}[t] := \begin{cases} f_t(i_\ell), & 0 \leq t \leq C_2, \\ 0, & \text{otherwise}, \end{cases}
\]
and we show that $\mathcal{M}$ is, indeed, an $\epsilon$-covering for $C(a, b)$. Fix $\mathcal{L} \in C(a, b)$ with corresponding impulse response $k[\cdot]$. As just established, for each $t \in \{0, \ldots, C_2\}$, there is an $i_t \in \{1, \ldots, n_t\}$ such that $|k[t] - f_t(i_t)| \leq \frac{\delta}{4}$. Hence, the corresponding $\tilde{k}_{i_0, \ldots, i_{C_2}} \in \mathcal{M}$ satisfies

$$
\|K - \tilde{k}_{i_0, \ldots, i_{C_2}}\|_{\mathcal{H}^0} \leq \sum_{t=0}^{\infty} |k[t] - \tilde{k}_{i_0, \ldots, i_{C_2}}[t]| = \sum_{t=0}^{C_2} |k[t] - \tilde{k}_{i_0, \ldots, i_{C_2}}[t]| + \sum_{t=C_2+1}^{\infty} |k[t]|
$$

where in (10) we applied Lemma 3.2, and in (11) we used $k[t] - f_t(i_t)$.

As just established, for each $\mathcal{N}_e$, the number of elements in $\mathcal{M}$:

$$
\log_2(\mathcal{N}_e) = \log_2 \left( \prod_{t=0}^{C_2} n_t \right) = \sum_{t=0}^{C_2} \log_2(n_t)
$$

where in (10) we applied Lemma 3.2, and in (11) we used $C_2 \geq \frac{1}{e} \log \left( \frac{2\alpha}{e^{1-e^{-\gamma}}} \right) - 1$. It remains to upper-bound $N_e$, the number of elements in $\mathcal{M}$:

$$
\log_2(\mathcal{N}_e) = \log_2 \left( \prod_{t=0}^{C_2} n_t \right) = \sum_{t=0}^{C_2} \log_2 \left( \left[ \frac{2ae^{-bt}}{\delta} \right] \right) \leq \sum_{t=0}^{C_2} \left[ \log_2 \left( \frac{2ae^{-bt}}{\delta} \right) + 1 \right]
$$

where in (12) we used $\log_2([x]) \leq \lfloor \log_2(x) \rfloor$, $\forall x > 0$, and in (13) we employed $\log_2(x) = \gamma \log(x)$.

$$
\sum_{t=0}^{C_2} \left[ \log_2 \left( \frac{2ae^{-bt}}{\delta} \right) + 1 \right] = -b \log_2(e) \sum_{t=0}^{C_2} t + (C_2 + 1) \left( \log_2 \left( \frac{a}{\delta} \right) + 2 \right) = -\frac{\gamma b}{2} C_2(C_2 + 1) + (C_2 + 1) \left( \log_2 \left( \frac{a}{\epsilon} \right) + 2 \right) = (C_2 + 1) \left( \gamma \log \left( \frac{a}{\delta} \right) - \frac{\gamma b}{2} C_2 + 2 \right) = (C_2 + 1) \left( \gamma \log \left( \frac{a(C_2 + 1)}{\epsilon} \right) - \frac{\gamma b}{2} C_2 + 2 \right) = (C_2 + 1) \left( \gamma \log \left( \frac{a}{\epsilon} \right) + \gamma \log (C_2 + 1) - \frac{\gamma b}{2} C_2 + 2 \right),
$$
Next, we note from the definition of $C_2$ that
\[
\frac{1}{b} \log \left( \frac{a}{\epsilon} \right) + K_1(b) - 1 \leq C_2 \leq \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) + K_1(b),
\]
with $K_1(b) := \frac{1}{b} \log \left( \frac{2}{1-\epsilon} \right)$. Now we further upper-bound as follows:
\[
(C_2 + 1) \left( \gamma \log \left( \frac{a}{\epsilon} \right) + \gamma \log (C_2 + 1) - \frac{\gamma b}{2} C_2 + 2 \right) \\
\leq (C_2 + 1) \left( \gamma \log \left( \frac{a}{\epsilon} \right) - \frac{\gamma b}{2} \left( \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) + K_1(b) - 1 \right) + \gamma \log (C_2 + 1) + 2 \right) \\
= (C_2 + 1) \left( \frac{\gamma}{2} \log \left( \frac{a}{\epsilon} \right) + \gamma \log (C_2 + 1) - \frac{\gamma b}{2} K_1(b) + \frac{\gamma b}{2} + 2 \right) \\
= (C_2 + 1) \left( \frac{\gamma}{2} \log \left( \frac{a}{\epsilon} \right) + \gamma \log (C_2 + 1) + K_2(b) \right) \\
\leq \left( \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) + K_3(b) \right) \left( \frac{\gamma}{2} \log \left( \frac{a}{\epsilon} \right) + \gamma \log (C_2 + 1) + K_2(b) \right) \\
= \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 + \frac{\gamma}{b} \log \left( \frac{a}{\epsilon} \right) \log (C_2 + 1) + \frac{1}{b} \log \left( \frac{a}{\epsilon} \right) K_2(b) \\
+ K_3(b) \frac{\gamma}{2b} \log \left( \frac{a}{\epsilon} \right) + K_3(b) \gamma \log (C_2 + 1) + K_3(b) K_2(b) \\
= \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 + \frac{\gamma}{b} \log \left( \frac{1}{\epsilon} \right) \log (C_2 + 1) + K_3(b) \log \left( \frac{1}{\epsilon} \right) \\
+ K_4(a, b) \log (C_2 + 1) + K_6(a, b) \\
= \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 + o\left( \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 \right),
\]
where $K_3(b) := -\frac{\gamma b}{2} K_1(b) + \frac{\gamma b}{2} + 2$, $K_4(b) := K_1(b) + 1$, $K_4(b) := \frac{1}{b} K_3(b) + \frac{\gamma}{b} K_3(b)$, $K_5(a, b) := \frac{\gamma}{b} \log (a) + \gamma K_3(b)$, and $K_6(a, b) := K_4(b) \log (a) + K_3(b) K_2(b)$. The last equality follows from $\log (C_2 + 1) = o(\log(\epsilon^{-1}))$. 

**Corollary 3.4.** Observing the precise nature of the lower and upper bounds in (9) and (14) respectively, we can also write
\[
E(\epsilon; C(a, b), \rho) = \frac{\gamma}{2b} \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 + o\left( \left( \log \left( \frac{a}{\epsilon} \right) \right)^2 \right)
\]
instead of (4).

## A Metric entropy

**Definition A.1 ([5]).** Let $(\mathcal{X}, \rho)$ be a metric space. An $\epsilon$-covering of a compact set $C \subseteq \mathcal{X}$ with respect to the metric $\rho$ is a set of points $\{x_1, \ldots, x_N\} \subset C$ such that for each $x \in C$, there exists an $i \in [1, N]$ so that $\rho(x, x_i) \leq \epsilon$. The $\epsilon$-covering number $N(\epsilon; C, \rho)$ is the cardinality of a smallest $\epsilon$-covering of $C$ and $E(\epsilon; C, \rho) := \log_2(N(\epsilon; C, \rho))$ is the metric entropy of $C$.

**Definition A.2.** Let $(\mathcal{X}, \rho)$ be a metric space. An $\epsilon$-packing of a compact set $C \subset \mathcal{X}$ with respect to the metric $\rho$ is a set $\{x_1, \ldots, x_N\} \subset C$ such that $\rho(x_i, x_j) > \epsilon$, for all distinct $i, j$. The $\epsilon$-packing number $M(\epsilon; \mathcal{X}, \rho)$ is the cardinality of the largest $\epsilon$-packing.

**Lemma A.3.** Let $(\mathcal{X}, \rho)$ be a metric space and $C$ a compact set in $\mathcal{X}$. For all $\epsilon > 0$, it holds that
\[
M(2\epsilon; C, \rho) \leq N(\epsilon; C, \rho) \leq M(\epsilon; C, \rho).
\]

**Proof.** First, choose a minimal $\epsilon$-covering and a maximal $2\epsilon$-packing of $C$. Since no two centers of the $2\epsilon$-packing can lie in the same ball of the $\epsilon$-covering, it follows that $M(2\epsilon; C, \rho) \leq N(\epsilon; C, \rho)$. To establish $N(\epsilon; C, \rho) \leq M(\epsilon; C, \rho)$, we note that, given a maximum $\epsilon$-packing with cardinality $M(\epsilon; C, \rho)$, for every $x \in C$, we have the center of at least one of the balls in the packing within distance less than $\epsilon$. If this were not the case, we could add another ball to the packing thereby violating its maximality. This maximal packing hence also provides an $\epsilon$-covering and hence $N(\epsilon; C, \rho) \leq M(\epsilon; C, \rho)$. 

\[
\]
B Norms

The following discussion of the metric specified in Definition 2.2 largely follows [1] and is reproduced here for completeness.

Theorem B.1. Let \( x \in \ell^2 \) be a one-sided sequence, i.e., \( x[t] = 0 \), for \( t < 0 \). Then, we have

\[
\|X\|_{\ell^2} = \|x\|_{\ell^2},
\]

where \( X = \mathcal{Z}\{x\} \).

Proof. For \( r \in (0,1) \),

\[
\|X\|_{\ell^2}^2 = \sup_{r \in (0,1)} \frac{1}{2\pi} \int_0^{2\pi} \|X(re^{i\theta})\|^2 d\theta
\]

\[
= \sup_{r \in (0,1)} \frac{1}{2\pi} \int_0^{2\pi} \left| \sum_{t=0}^{\infty} x[t](re^{i\theta})^t \right|^2 d\theta
\]

\[
= \sup_{r \in (0,1)} \frac{1}{2\pi} \int_0^{2\pi} \left( \sum_{t=0}^{\infty} x[t](re^{i\theta})^t \right) \left( \sum_{t'=0}^{\infty} x[t'](re^{i\theta})^{t'} \right) d\theta
\]

\[
= \sup_{r \in (0,1)} \left( \sum_{t=0}^{\infty} \sum_{t'=0}^{\infty} x[t]x[t'] r^{t+t'} \frac{1}{2\pi} \int_0^{2\pi} e^{i\theta(t-t')} d\theta \right)
\]

\[
= \sup_{r \in (0,1)} \sum_{t=0}^{\infty} |x[t]|^2 r^{2t}
\]

\[
= \sum_{t=0}^{\infty} |x[t]|^2 = \|x\|_{\ell^2}^2.
\]

In (15), we interchanged the order of integration and summation. This step can be justified using the Fubini–Tonelli theorem as detailed in [6, Section 2.6] and [7, Exercise 10.J], since, \( \forall r \in (0,1) \),

\[
\frac{1}{2\pi} \int_0^{2\pi} \sum_{t=0}^{\infty} \sum_{t'=0}^{\infty} |x[t] r^t \bar{x}[t'] r^{t'} e^{i\theta(t-t')}| d\theta
\]

\[
\leq \frac{1}{2\pi} \int_0^{2\pi} \|x\|_{\ell_\infty}^2 \left( \sum_{t=0}^{\infty} r^t \right)^2 d\theta
\]

\[
= \|x\|_{\ell_\infty}^2 \left( \frac{1}{1-r} \right)^2
\]

\[
\leq \|x\|_{\ell_2}^2 \left( \frac{1}{1-r} \right)^2 < \infty.
\]

Theorem B.2. For \( K(\cdot) \in \mathcal{H}_\infty \), it holds that

\[
\|K\|_{\mathcal{H}_\infty} = \sup_{X \in \mathcal{H}^2} \frac{\|KX\|_{\mathcal{H}^2}}{\|X\|_{\ell^2}}.
\]

Proof. The proof essentially follows [8] with some details filled in and minor refinements. We start by noting that the RHS of (16) is the operator norm \( \|K\|_2 := \sup_{X \in \mathcal{H}^2} \frac{\|KX\|_{\ell^2}}{\|X\|_{\ell^2}} \) of the multiplication.
operator \( X(z) \to K(z)X(z) \) and first establish that \( \|K\|_2 \leq \|K\|_{H^\infty} \). Indeed, for every \( X \in H^2 \), we have

\[
\|K X\|_{H^2} = \sup_{r < 1} \frac{1}{2\pi} \int_0^{2\pi} |K(re^{i\theta})X(re^{i\theta})|^2 d\theta
\]

\[
\leq \sup_{r < 1} \frac{1}{2\pi} \int_0^{2\pi} |X(re^{i\theta})|^2 \left( \sup_{|z| < 1} |K(z)| \right)^2 d\theta
\]

\[
= \|K\|_{H^\infty} \sup_{r < 1} \frac{1}{2\pi} \int_0^{2\pi} |X(re^{i\theta})|^2 d\theta
\]

\[
= \|K\|_{H^\infty} \|X\|_{H^2},
\]

which, upon division by \( \|X\|_{H^2} \), establishes the desired upper bound \( \|K\|_2 \leq \|K\|_{H^\infty} \).

To complete the proof, we show that \( \|K\|_2 \geq \|K\|_{H^\infty} \). Applying repeatedly, we get, for every \( n \in \mathbb{N} \),

\[
\|K^n X\|_{H^2} \leq \|K\|_2^n \|X\|_{H^2}.
\] (17)

Without loss of generality, we can restrict ourselves to \( \|K\|_2 = 1 \) as otherwise we can simply consider \( K' := K/\|K\|_2 \). Next, towards a contradiction, assume that \( \|K\|_2 < \|K\|_{H^\infty} \), which, thanks to \( \|K\|_2 = 1 \), results in \( 1 < \|K\|_{H^\infty} = \sup_{r < 1, 0 \leq \theta < 2\pi} |K(re^{i\theta})| \). As \( K(\cdot) \in H^\infty \) by assumption, it follows that \( K(z) \) is analytic and thus continuous inside the unit disk. Hence, there exist \( r' \in (0, 1), \epsilon > 0 \) and an interval \( \bar{\theta} \in [0, 2\pi) \) with \( \bar{\theta} - \bar{\theta} = \delta > 0 \) such that

\[
|K(r' e^{i\theta'})| > 1 + \epsilon, \quad \forall \theta \in [\bar{\theta}, \bar{\theta}).
\] (18)

Now we take \( X(z) = 1 = \mathcal{Z}\{1_{t=0}|t|\} \) which clearly satisfies \( \|X\|_{H^2} = 1 \). Inserting this into (17), we obtain

\[
\|K^n X\|_{H^2}^2 \leq \|K\|_2^n \|X\|_{H^2} = 1.
\]

This finalizes the proof by leading to the following contradiction

\[
1 \geq \|K^n X\|_{H^2}^2
\]

\[
= \sup_{0 < r < 1} \frac{1}{2\pi} \int_0^{2\pi} |K(re^{i\theta})|^{2n} d\theta
\]

\[
\geq \frac{1}{2\pi} \int_0^{2\pi} |K(r'e^{i\theta})|^{2n} d\theta
\]

\[
\geq \frac{1}{2\pi} \int_0^{2\pi} ((1 + \epsilon)1_{\theta \in [\bar{\theta}, \bar{\theta})})^{2n} d\theta
\]

\[
= \frac{\delta}{2\pi} (1 + \epsilon)^{2n} \xrightarrow{n \to \infty} \infty,
\] (19)

where in (19) we used (18).

\[\Box\]

**Theorem B.3.** Let \( L \) and \( L' \) be LTI systems with corresponding transfer functions \( K(z) \) and \( K'(z) \), both in \( H^\infty \). It holds that

\[
\|K - K'\|_{H^\infty} = \sup_{X \in H^2} \| (K - K') X \|_{H^2}
\] (20)

\[
= \sup_{\|x\|_2 = 1} \| (k - k') * x \|_{L^2}
\] (21)

\[
= \sup_{\|x\|_2 = 1} \| Lx - L'x \|_{L^2}.
\] (22)
Proof. Equation (20) follows from Theorem B.2 upon noting that $K - K' \in \mathcal{H}_\infty$ by application of the triangle inequality. Next, (21) is established through

$$\sup_{X \in \mathcal{H}^2} \frac{\| (K - K') X \|_{\mathcal{H}^2}}{\| X \|_{\mathcal{H}^2}} = \sup_{x \in \ell^2_2} \frac{\| (k - k') \ast x \|_{\ell^2}}{\| x \|_{\ell^2}}$$

$$= \sup_{x \in \ell^2_2} \frac{\| (k - k') \ast \frac{x}{\| x \|_{\ell^2}} \|_{\ell^2}}{\| x \|_{\ell^2}}$$

$$= \sup_{\| x \|_{\ell^2} = 1} \| (k - k') \ast x \|_{\ell^2},$$

where we used Theorem B.1, (3), and the fact that convolution is linear. Finally, (22) follows directly from (1). \qed
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