Stability of the spin-1/2 kagome ground state with breathing anisotropy
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We numerically study the spin-1/2 breathing kagome lattice. In this variation of the kagome Heisenberg antiferromagnet, the spins belonging to upward and downward facing triangles have different coupling strengths. Using the density matrix renormalization group (DMRG) method and exact diagonalization, we show that the kagome antiferromagnet spin liquid is extremely robust to this anisotropy. Materials featuring this anisotropy — and especially the recently studied vanadium compound \([\text{NH}_4]_2[\text{C}_7\text{H}_{14}\text{N}][\text{V}_7\text{O}_3\text{F}_{18}]\) (DQVOF) — may thus be very good candidates to realize the much studied kagome spin liquid. Further, we closely examine the limit of strong breathing anisotropy and find indications of a transition to a nematic phase.

I. INTRODUCTION

Quantum spin liquids (QSLs) are strongly correlated phases which cannot be characterized by a spontaneous symmetry breaking at zero temperature. These highly entangled states feature exotic fractionalized spin excitations,\(^{[12]}\) and have thus received a lot of theoretical and experimental interest.\(^{[11,16]}\) Frustrated magnets, where the strong quantum fluctuations prevent the magnetic ordering of the spins, are a fertile ground to realize such states. While there is substantial evidence that various candidate materials might present spin liquid-like behavior, the absence of a local order parameter makes it very hard to identify QSLs experimentally. To overcome these difficulties, a theoretical understanding of the underlying models is essential.

The spin \(S = 1/2\) kagome lattice with nearest-neighbor Heisenberg interactions (KAFM) is one of the prime candidates to realize a QSL. Despite intense research during the last few decades,\(^{[10]}\) the KAFM is still not fully understood. While there is a consensus that the ground state is a QSL, it is still not fully agreed upon whether it is gapped or gapless. A gapped \(Z_2\) spin liquid\(^{[13,17]}\) is supported by early DMRG results, but a recent DMRG study brought a new perspective on the problem by unveiling signatures of Dirac cones in the transfer matrix spectrum of the ground state.\(^{[20]}\) These signatures are compatible with earlier variational calculations showing a competitive energy for a gapless \(U(1)\) Dirac spin liquid.\(^{[10]}\)

On the experimental side, there is a growing number of candidate materials, such as herbertsmithite,\(^{[22]}\) volborthite,\(^{[22,23]}\) or vesigniecite.\(^{[24]}\) Various perturbations modify the KAFM in these materials, such as impurities, as well as spatial or spin anisotropy or Dzyaloshinskii-Moriya interactions.

Recently, a vanadium-based compound \([\text{NH}_4]_2[\text{C}_7\text{H}_{14}\text{N}][\text{V}_7\text{O}_3\text{F}_{18}]\) or diaminonium quinuclidinium vanadium(III,IV) oxyfluoride (DQVOF) — has received significant attention. Experiments\(^{[25,26]}\) have shown the absence of magnetic ordering at low temperature, as well as signatures of a gapless spin liquid.\(^{[25,27]}\) In this material, the \(d^9\) ions \(V^{4+}\) — instead of the more usual \(d^9\) Cu\(^{2+}\) form an array of kagome layers separated by \(V^{3+}\) triangular interlayers. This offers alternative properties which make DQVOF a promising kagome QSL candidate. The use of \(V^{4+}\) indeed avoids the intrinsic stoichiometric defects due to the substitution of \(\text{Zn}^{2+}\) ions in herbertsmithite, and Ref. 25 reported the absence of any \(V^{3+}\) defects. Thanks to relatively small interactions between the kagome and intermediary layers,\(^{[25,26]}\) the two-dimensional approximation is also better verified than in herbertsmithite. Moreover, this \(V^{4+}\) material may circumvent the important Jahn-Teller distortions that lower the symmetry of \(\text{Cu}^{2+}\)-based kagome systems.\(^{[25]}\) While equilateral, the triangles of the kagome lattice of DQVOF differ in size, resulting in an anisotropy of the exchange coupling between spins belonging to the upward and downward facing triangles, or breathing anisotropy. This raises an important question: are the signatures observed in DQVOF a result of the breathing anisotropy, or are they generic features of a kagome spin liquid?

Beyond the modeling of realistic materials, the numerical study of the breathing kagome model is also motivated by more theoretical aspects. Recently, various microscopic terms have been considered to drive the KAFM to one of its neighboring phases. For example, sufficiently strong longer range interactions cause the system to spontaneously break time-reversal invariance and form a chiral spin liquid.\(^{[28,29]}\) Easy-plane and easy-axis anisotropy have also been shown to adiabatically connect the KAFM to the corresponding strong anisotropic limits.\(^{[30,31]}\) These approaches have brought important insights into the KAFM problem in recent years.\(^{[32]}\) We study the phase diagram of the breathing kagome model in a similar spirit. This deviation from the ideal kagome model is particularly interesting since it does not change the degeneracy of the classical ground state. The very anisotropic limit of this model has been considered in previous works\(^{[33,34]}\) as a strong coupling approach to the isotropic kagome model. However, the nature of the ground state in the strong breathing anisotropy limit remains unknown.

In this paper, we study the phase diagram of the
kagome model with breathing anisotropy. Using DMRG on infinitely long cylinders and exact diagonalization of finite toroidal clusters, we numerically show that the much studied kagome spin liquid is stable in a regime extending far beyond the value of the anisotropy measured in DQVOF. The robustness of the kagome spin liquid is supported by several numerical signatures, including low-energy spectra, entanglement entropy, correlation length and persisting signatures of Dirac cones in the transfer matrix spectrum. We also explore the very strongly anisotropic regime. Our finite-size results indicate a phase transition in this regime, leading to a very strongly anisotropic regime. Our finite-size results in the transfer matrix spectrum. We also explore the relation length and persisting signatures of Dirac cones liquid is supported by several numerical signatures, invaded in DQVOF. The robustness of the kagome spin liquid is stable in a regime extending far beyond the value of the anisotropy measured in DQVOF. The robustness of the kagome spin liquid is supported by several numerical signatures, including low-energy spectra, entanglement entropy, correlation length and persisting signatures of Dirac cones in the transfer matrix spectrum. We also explore the very strongly anisotropic regime. Our finite-size results indicate a phase transition in this regime, leading to a very strongly anisotropic regime. Our finite-size results in the transfer matrix spectrum. We also explore the

II. DESCRIPTION OF THE MODEL AND LIMITING CASES

In this section, we present our model and review the isotropic and strongly anisotropic cases.

A. The kagome model

We study the spin-1/2 kagome lattice model with antiferromagnetic Heisenberg nearest-neighbor interactions and breathing anisotropy. The difference of size between the up and down triangles is accounted for by coupling constants of different strengths \( J_{\Delta} \) and \( J_{\nabla} \) (see Fig. 1). The Hamiltonian reads

\[
H = J_{\Delta} \sum_{\langle i, j \rangle \in \Delta} \mathbf{S}_i \cdot \mathbf{S}_j + J_{\nabla} \sum_{\langle i, j \rangle \in \nabla} \mathbf{S}_i \cdot \mathbf{S}_j \tag{1}
\]

where \( \langle i, j \rangle \) represents neighboring sites belonging to the upward (\( \langle i, j \rangle \in \Delta \)) or downward (\( \langle i, j \rangle \in \nabla \)) facing triangles. Without loss of generality, we set \( J_{\nabla} \leq J_{\Delta} \). The isotropic kagome lattice has the symmetry of the dihedral group \( D_6 \). When \( J_{\nabla} \neq J_{\Delta} \), inversion symmetry is broken, but rotations of order 3 and reflections are preserved, such that the symmetry group of the lattice is the dihedral group \( D_3 \).

\[
h_{\Delta} = \frac{J_{\Delta}}{2} \left[ \left( \sum_{i=1}^{3} S_i \right)^2 - \sum_{i=1}^{3} S_i^2 \right] \tag{2}
\]

where \( S = \sum_{i=1}^{3} S_i \) is the total spin. The spectrum of one isolated triangle is thus made of two \( S = 1/2 \) doublets with energy \(-3J_{\Delta}/4\), and one \( S = 3/2 \) quadruplet with energy \( J_{\Delta}/4 \). We note \( |\uparrow\rangle\uparrow\downarrow \) the four \( S = 1/2 \) eigenstates of Eq. (2), where the upper index \( s = \uparrow, \downarrow \) corresponds to the value of the magnetization \( S_z = \pm 1/2 \), while the lower index \( \pm \) is a pseudospin index. The state \( |\pm \rangle \) may be chosen to be eigenstate of the chirality operator on a triangle. However, we find the following orthonormal basis choice \( |\pm \rangle \) to be more convenient since it does not
involves any complex numbers:
\[ |{\uparrow}_i\rangle = \frac{1}{\sqrt{2}} \left[ |ss - s\rangle - |s - ss\rangle \right] \]
\[ |{\downarrow}_i\rangle = \frac{1}{\sqrt{6}} \left[ |ss - s\rangle + |s - ss\rangle - 2|ss\rangle \right] \]

For a kagome lattice with \( N_s \) spins, the many-body basis \( \{\triangle\} \) is obtained by considering all \( 4^{N_s/3} \) possible product states formed using the \( |{\uparrow}_i\rangle \) single-triangle basis. The first-order perturbation theory thus yields:
\[ H_{\text{eff}} = P_{\{\triangle\}} H \ P_{\{\triangle\}} \tag{4} \]
i.e. the projection of the original Hamiltonian Eq. (1) onto the basis \( \{\triangle\} \). It yields an effective Hamiltonian \( H_{\text{eff}} \) on the triangular lattice with nearest-neighbor interactions entangling spin and pseudospin degrees of freedom. Note that the form of the interaction is determined by the direction of the link connecting the two neighbors. The effective Hamiltonian reads
\[ H_{\text{eff}} = -\frac{N_s}{4} \sum_i \left( S_i \otimes I_i^A \right) \cdot \left( S_{j_0} \otimes I_{j_0}^A \right) + \left( S_i \otimes I_i^B \right) \cdot \left( S_{j_1} \otimes I_{j_1}^A \right) + \left( S_i \otimes I_i^B \right) \cdot \left( S_{j_2} \otimes I_{j_2}^A \right) \tag{5} \]
where each value of \( i \) represents one site on the triangular lattice and \( S_i \) is a spin-1/2 operator. \( j_0, j_1, j_2 \) are three of the six nearest neighbors of site \( i \) whose position is specified in Fig. 1. \( I_i^A, I_i^B \) and \( I_i^C \) are operators acting on the pseudospin degree of freedom at site \( i \). Their action can be represented by the following matrices
\[ I^A = \begin{pmatrix} 1 & 0 \\ 0 & -1/3 \end{pmatrix} \tag{6} \]
\[ I^B = \begin{pmatrix} 0 & 1/\sqrt{3} \\ 1/\sqrt{3} & 2/3 \end{pmatrix} \tag{7} \]
\[ I^C = \begin{pmatrix} 0 & -1/\sqrt{3} \\ -1/\sqrt{3} & 2/3 \end{pmatrix} \tag{8} \]

The pseudospin degree of freedom may be seen as an orbital degree of freedom, such that \( H_{\text{eff}} \) describes a Kugel-Khomskii interaction on the triangular lattice. The entanglement of spin and orbital degrees of freedom in these models usually enhances the quantum fluctuations and can give rise to exotic phases of matter. On the triangular lattice, a large variety of phases has been predicted in spin-orbital models, including quantum spin liquids. Note, however, that these results were obtained after enforcing important symmetry constraints which do not apply to our model. While the spin degree of freedom is associated with an \( SU(2) \) symmetry inherited from the original spin model, the orbital degree of freedom in \( H_{\text{eff}} \) is not associated with an \( SU(2) \) symmetry or any of its subgroups.

The nature of the ground state of the trimerized kagome model has been investigated in previous works in various ways. The nature of the ground state of \( H_{\text{eff}} \) was discussed in Ref. [35] based on a quantum dimer model whose large resonances were argued to lead to the formation of a spin liquid. To our knowledge, the only direct numerical study of \( H_{\text{eff}} \) was performed in the one-dimensional limit of a chain of coupled triangles [36]. While most of our results are based on the numerical simulation of the full model Eq. (1), we will also use this effective trimerized model and relate its ground state to the ground state of the kagome model.

III. STABILITY OF THE KAGOME SPIN LIQUID UNDER BREATHING ANISOTROPY

In this section, we examine the properties of the ground state of the kagome model with breathing anisotropy described by Eq. (1). The DMRG algorithm has provided important insights into the nature of the ground state of the KAFM and some of its variants in the past and is thus a method of choice here. This method allows to efficiently obtain the ground state of our microscopic model on long cylinders. We also use exact diagonalization to obtain the low-energy spectrum in geometries preserving all the symmetries of the model. Finally, we extract the transfer matrix spectrum at various values of the breathing anisotropy, and show that the recent observation [35] of Dirac cone signatures in the isotropic model stays valid even for rather strong breathing anisotropy.

A. Properties of the ground state on an infinite cylinder: iDMRG results

We employ the infinite version of the DMRG algorithm (iDMRG) to compute the ground state of Eq. (1) on the cylinder geometry. The cylinder axis is along the \( x \)-direction, and the \( y \) axis coincides with one of the lattice axes. This geometry is commonly called YC2n, where \( 2n \) is the number of sites along the circumference. Cylinders which connect periodically across the cylinder with an additional two site shift along the \( x \) direction are denoted YC2n − 2. DMRG is a one-dimensional method that can also be used to find the ground state of two-dimensional systems by considering a chain forming a "snake" around the cylinder circumference. A translationally invariant state on the YC2n cylinder can be described by a uniform matrix product state (MPS) using \( 3n \) matrices, one for each site of the \( 1D \) unit cell. In contrast, the size of the YC2n − 2 unit cell is \( 6 \) independently of \( n \). Since the numerical cost of the iDMRG algorithm varies linearly with the size of the unit cell, the YC2n − 2 geometry offers a significant
computational advantage at large circumference \( n \). We thus computed the ground state of Hamiltonian (1) in the YC8, YC8 – 2, YC10 – 2 and YC12 – 2 geometries.

In the isotropic limit \( J_\gamma / J_\Delta = 1 \), the ground state of the Hamiltonian Eq. (1) was identified as a time-reversal symmetric spin liquid in earlier work.\(^7\) As noted in Refs.\(^{12,13}\), DMRG simulations converge to a ground state with short range correlations on the cylinder geometry. We find that this behavior persists when a finite, and even relatively large amount of anisotropy is introduced in the model. Fig. 2 shows the evolution of various observables on the YC8 cylinder for several values of the anisotropy parameter \( J_\gamma / J_\Delta \), keeping up to \( m = 4000 \) states in the iDMRG simulation. The numerical results in the other cylinder geometries (YC8 – 2, YC10 – 2 and YC12 – 2) are given in the Appendix B. The correlation length is extracted from the two leading eigenvalues of the transfer matrix and thus conveniently obtained in our MPS formalism. The entanglement entropy is obtained for a bipartition of the system cutting the cylinder along the \( y \) axis. Both the correlation length and the entanglement entropy do not show any sign of a phase transition over a very wide interval of the anisotropy parameter \( J_\gamma / J_\Delta \geq 0.14 \) in the YC8 geometry, and at least up to \( J_\gamma / J_\Delta \simeq 0.2 \) in all the considered cylinder geometries.

As can be seen in Fig. 2, all observables show a sharp transition at a value \( J_\gamma / J_\Delta \simeq 0.14 \). This transition also exists in the other geometries, albeit at different values of \( J_\gamma / J_\Delta \). We will discuss this phase transition in a later paragraph (see Sec. IV).

B. Low energy spectra from exact diagonalization

Additionally to our iDMRG analysis, we studied the model Eq. (1) using exact diagonalization. While only smaller system sizes can be reached with this technique, it is a method of choice to obtain the low-energy spectrum beyond the ground state. It also facilitates the exploration of systems preserving all spatial symmetries of the model.

We consider a finite kagome cluster with periodic boundary conditions in both directions. We restrict ourselves to clusters with an even number of spins \( N_s \) to allow the formation of spin singlets in the system. As noted in Sec. II, the kagome lattice with breathing anisotropy has the symmetry of the dihedral group \( D_3 \). The three smallest toroidal clusters which preserve this symmetry are made of \( N_s = 12, 36 \) and \( 48 \) spins. The \( N_s = 48 \) cluster is beyond our reach (its ground state across all sectors was recently obtained\(^{21}\) in the isotropic case – which preserves additional symmetries – at the cost of tremendous computational effort). This system can, however, be studied in the strongly anisotropic limit using the trimerized model Eq. (1) thanks to the dimensional reduction due to the projection onto local trimers. We will take advantage of this property in Sec. IV.

We obtained the low-energy spectrum for clusters up to \( N_s = 36 \) with several values of the breathing anisotropy (see Fig. 3 for \( N_s = 36 \) and Appendix A for the other sizes). The singlet-triplet gap remains large compared to the typical energy difference between successive energy levels, and we thus focus on the part of the spectrum with only singlets. The states are labeled by their momentum sector, as well as their eigenvalues under the \( D_3 \) operations when this symmetry is present. For all system sizes, the (normalized) low-energy spectrum is remarkably unaffected by an important change of the breathing anisotropy. Indeed, the relative positions of the first few eigenstates is unchanged for \( 0.55 \leq J_\gamma / J_\Delta \leq 1 \) for all system sizes. More specifically, the smallest sizes (\( N_s \leq 24 \)) do not show any gap closing above the ground state for any value of \( J_\gamma / J_\Delta \) such that the ground states in the isotropic and strongly anisotropic limits are adiabatically connected. However in the \( N_s = 30 \) and \( 36 \) systems, the respective ground states in these two limits are characterized by different quantum numbers. The level crossing between the two states takes place respec-
tively at $J_\gamma/J_\Delta \simeq 0.4$ and $J_\gamma/J_\Delta \simeq 0.1$. The $N_s = 36$ system may be the most meaningful, since it preserves the full symmetry of the lattice. In this system, this transition corresponds to a crossing between the ground states of the $\Gamma_{A_1}$ and $\Gamma_{A_2}$ symmetry sectors (see Fig. 3).

The stability of the low-energy spectrum in all finite-size clusters confirms the robustness of the kagome spin liquid, in agreement with the iDMRG results of the previous paragraph. The largest clusters feature level crossings at very small values of $J_\gamma/J_\Delta$. The similarity of these crossings with the one observed in the finite cylinders – and the possibility that they might reveal the same phase transition – will be discussed in Sec. IV.

C. Signatures of Dirac cones using the transfer matrix spectrum

Using iDMRG, it is possible to obtain the momentum-resolved spectrum of correlation lengths, which is related to the excitation spectrum. Ref. 20 has recently provided insights on the nature of the kagome ground state using this method at the isotropic point $J_\gamma = J_\Delta$. This study has reported signatures of Dirac cones, giving additional credibility to the hypothesis that the kagome ground state could be a Dirac spin liquid. The discrepancy between this observation and previous reports of a finite gap in DMRG studies was interpreted as a consequence of the wrapping of the system on a narrow cylinder. In this geometry, only few momentum values are allowed along the $y$ direction. According to Ref. 20, the putative Dirac points fall on forbidden momenta leading to the opening of a finite gap to minimize the energy of the ground state.

We apply the same approach to the breathing kagome model. The momentum-resolved spectrum of correlation lengths is obtained from the leading eigenvalues of the transfer matrix, which is obtained from the MPS formulation of the ground state. Adiabatically inserting a flux $\theta$ along the cylinder axis is equivalent to twisting the boundary conditions of the cylinder, and reveals the properties of the system at various momenta. We use the YC8 − 2 geometry which provides a clear Dirac cone signature in Ref. 20. Our results are represented in Fig. 4 for $J_\gamma/J_\Delta = 1$ (reproducing the results of Ref. 20), 0.5, and 0.3. We show the inverted correlation length as a function of the twisting angle $\theta$, and as function of the two momentum components $(k_1, k_2)$ (defined in Fig. 1), which are extracted from the complex phase of the transfer matrix eigenvalues. The essential features stay the same throughout the phase. This includes similar Dirac cone signatures in the momentum-resolved spectrum.

We note that the data near the Dirac point $(2k_1, k_2) = (0, \pi)$ is missing in Fig. 4, which is because we cannot adiabatically insert flux when $\theta \sim \pi$. Physically it comes from the instability of the Dirac spin liquid on a quasi-1D system. One can in principle stabilize the Dirac spin liquid when $\theta \sim \pi$ by adding further neighbor interactions ($J_2$) and by doing the adiabatic flux insertion with a smaller flux increment (see Ref. 20 for further details). We did not follow this direction here since the missing points do not obfuscate the main conclusion: both the Dirac cone structures and the instability of the spin liquid near $\theta \sim \pi$ persist from $J_\gamma/J_\Delta = 1$ to $J_\gamma/J_\Delta \sim 0.3$.

This analysis – based on a probe very sensitive to any change of the ground state nature – confirms the remarkable robustness of the kagome spin liquid with regards to the breathing anisotropy.

We have explored the ground state properties of the kagome lattice model with breathing anisotropy. Several signatures – extracted from iDMRG and exact diagonalization – reveal a robust kagome spin liquid. The iDMRG study shows the existence of a phase transition at small $J_\gamma/J_\Delta$, beyond which the ground state spontaneously breaks the discrete lattice rotational symmetry of the model. A transition is also observed in the largest finite clusters studied with exact diagonalization. In the following section, we focus on the strongly anisotropic regime of the model. We analyze the nature of the ground state in this regime and discuss the extrapolation of our results to the thermodynamic limit, in particular the existence of a phase transition at finite, but strong breathing anisotropy.

IV. PROBING THE STRONGLY ANISOTROPIC LIMIT

We now focus on the strongly anisotropic regime of Eq. (1) ($J_\gamma/J_\Delta < 0.2$). In most system geometries, we have observed a phase transition in this regime. In this section, we show that the ground state beyond the transition displays signatures of nematic order. We discuss the possible finite-size extrapolation of this result.
The numerical values were extracted from the ground state of $H_{\text{eff}}$ on the YC12 geometry, obtained using iDMRG. The former results are summarized here, and additional details can be found in Appendix B, C and D. We analyze the properties of the $J_{\gamma} < J_{\Delta}$ ground state using iDMRG and exact diagonalization. The main results are summarized here, and additional details can be found in Appendix B, C and D.

The iDMRG data reveals a spontaneous breaking of the rotational symmetry of the lattice: $C^2 \sim 0.34$. The phase transition is easily detected by tracking the value of $C^2$ over the hexagon of the kagome lattice. The phase transition is found in Appendix B, C and D. We found that the addition of an arbitrarily small $D_3$-breaking term caused a significant response (finite value of $C^2$) in the strongly anisotropic regime and not for $J_{\gamma} > J_{\Delta}^c$ (see Appendix B). This confirms the large tendency to nematicity of the ground state of the kagome model with strong breathing anisotropy.

A. Signatures of nematic order in the strongly anisotropic limit

We analyze the properties of the $J_{\gamma} < J_{\Delta}$ ground state using iDMRG and exact diagonalization. The main results are summarized here, and additional details can be found in Appendix B, C and D.

The iDMRG data reveals a spontaneous breaking of the rotational symmetry of the lattice: $C^2 \sim 0.34$. The phase transition is easily detected by tracking the value of $C^2$ over the hexagon of the kagome lattice. The phase transition is found in Appendix B, C and D. We found that the addition of an arbitrarily small $D_3$-breaking term caused a significant response (finite value of $C^2$) in the strongly anisotropic regime and not for $J_{\gamma} > J_{\Delta}^c$ (see Appendix B). This confirms the large tendency to nematicity of the ground state of the kagome model with strong breathing anisotropy.

B. Connecting the ground states of the models with finite and infinite (trimerized) anisotropy

We used the effective model $H_{\text{eff}}$ from Sec. II B to obtain the ground state in the strong anisotropy limit $J_{\gamma} / J_{\Delta} \ll 1$. It omits the high-energy degrees of freedom irrelevant in this limit, thus allowing to reach larger sizes: the toroidal clusters up to $N_t = 48$ for exact diagonalization, and up to YC12 cylinders with iDMRG. Consistently with the smaller sizes in the strongly anisotropic regime, we obtain a nematic ground state with short-range spin-spin correlations in the direction orthogonal to the stripes.

In the regime of small (but finite) $J_{\gamma} / J_{\Delta}$, the high density of low-energy states in the exact kagome model (1) makes it difficult to converge to the ground state. This sets a lower bound to the accessible values of $J_{\gamma} / J_{\Delta}$, leaving a blind area in the strong anisotropy regime. To learn about this regime, we have compared the ground states of (1) and $H_{\text{eff}}$. To compute their overlap, we must first project the kagome ground state $|\Psi_{\text{kag}}\rangle$ on the effective basis \{$\Delta$\}:

$$\mathcal{P}_{\Delta} |\Psi_{\text{kag}}\rangle$$

This operation amounts to a projection of the local Hilbert space of each $\Delta$ triangle onto the $S = 1/2$ basis defined in Eq. (3). The overlap per site $O$ of the projected wave function with the ground state of $H_{\text{eff}}$ is calculated as:

$$O = \frac{1}{N_{\text{spin}}} \sum_{i} \langle \Psi_{\text{eff}} | \mathcal{P}_{\Delta} |\Psi_{\text{kag}}\rangle$$

where $N_{\text{spin}}$ is the number of spins in the system. The overlap per site $O$ is shown in Fig. 6 for different values of $J_{\gamma} / J_{\Delta}$.
all values of $J_\nabla/J_\Delta$ in Fig. 0. While $\mathcal{O}$ is rather small ($<0.9$) in the kagome spin liquid phase, it is very close to one ($\mathcal{O} > 0.99$) in the nematic phase. This very large overlap strongly suggests that the nematic ground state observed in the anisotropic kagome model for $J_\nabla < J_\nabla^c$ and the ground state of the effective model in fact correspond to the same phase. As a result, there would be at most two phases in the kagome model with breathing anisotropy, separated by a transition at $J_\nabla = J_\nabla^c$.

C. Finite-size extrapolation

The existence of a phase transition in the breathing kagome model (for a strong breathing anisotropy) is supported by numerical results from two different numerical techniques, iDMRG and exact diagonalization. From these results, we can draw a phase diagram involving the kagome spin liquid for $J_\nabla < J_\nabla^c$ and a nematic state for $0 < J_\nabla < J_\nabla^c$. The existence of any other phases was ruled out in the accessible sizes by using a first order expansion of the trimerized model and relating its ground state to the ground state of the kagome model with $J_\nabla < J_\nabla^c$. Note that we have found a level crossing in all the geometries where the transition was observed. While this observation evokes a first-order phase transition, it is also compatible with a continuous transition in the case of a gapless spin liquid.

An important question is the significance of these results at the thermodynamic limit. With exact diagonalization, only few system sizes are available, and even fewer ($N_s = 12, 36$ and $N_s = 48$ in the trimerized limit) have the full symmetry of the lattice. The variety of behaviors concerning the existence and position of a phase transition in these systems is thus perhaps not so surprising. DMRG lets us explore cylinders with various perimeters and gives more consistent results, but the system’s geometry might include an intrinsic bias towards the observed nematic state. Moreover, the value of the anisotropy at the transition shows a slight drift to smaller $J_\nabla^c$ as the circumference is increased. This is especially clear when one considers the value of $J_\nabla^c$ in the YC8 – 2, YC10 – 2 and YC12 – 2 geometries (respectively 0.19, 0.07, 0.05 as can be seen in Fig. 0). Since only a few cylinder perimeters are available, it is difficult to extrapolate the value of $J_\nabla^c$ to the thermodynamic limit. We cannot completely rule out the possibility that it might become zero in the thermodynamic limit, and that the nematic ground state might be unstable at finite $J_\nabla$.

V. CONCLUSION

We have numerically studied the influence of the breathing anisotropy on the ground state of the kagome nearest-neighbor antiferromagnet. Using a variety of methods based on DMRG and exact diagonalization, we have shown that the kagome spin liquid antiferromagnet is extremely stable to the breathing anisotropy. The variety of system geometries (infinitely long cylinder and torus) and sizes is a strong argument to argue that this finding may remain qualitatively true in the thermodynamic limit and should apply to the kagome material DQVOF. Indeed, even our most conservative estimation of the stability regime ($J_\nabla/J_\Delta > 0.2$) includes the value measured in this material ($J_\nabla/J_\Delta \approx 0.55$ according to a very recent estimation). DQVOF thus appears as an excellent candidate to realize the kagome spin liquid. Moreover, we have found signatures of Dirac cones in the ground state of the breathing kagome model which are compatible with the experimental observation of a gapless spin liquid in DQVOF. These signatures are essentially the same as the ones already observed in the isotropic model.

Beyond the connection to existing materials, we have discussed the existence of a phase transition at $J_\nabla/J_\Delta < 0.2$. Such transition appears for all the cylinder geometries that we studied, as well as in the largest toroidal cluster that we were able to diagonalize (36 spins). Considering the large dependency of the breathing anisotropy at the transition $J_\nabla$ with system size (from 0.05 for the YC12 – 2 cylinder to 0.2 for the YC8 – 2 cylinder), it is hard to extrapolate these findings to the thermodynamic limit. In fact, the transition value seems to decrease when the cylinder perimeter increases in the YC2n – 2 geometry. Whether or not this value remains finite at the thermodynamic limit remains to be determined.

We have also investigated the nature of the ground state in the strongly anisotropic (trimerized) limit. On the cylinder geometry, for the accessible perimeters, the ground state has nematic order. On the torus geometry (considering only geometries which preserve the rotational symmetry of the model), the analysis of the ground state has shown a large tendency to nematicity. The quantum numbers of the lowest energy states in the 36 and 48 spins cluster are in agreement with this hypothesis, but the spectra show large finite size effects. Using an effective trimerized model has allowed us to explore numerically the very anisotropic regime of the phase diagram. Interestingly, the phase diagram seems to consist of at most two phases: one connected to the ground state of the trimerized model, and one connected to the kagome spin liquid.

The nematic phase in the strongly anisotropic (trimerized) limit preserves the translational symmetry, the spin rotation symmetry and it has spin $-3/2$ per unit cell. Therefore according to the Hastings-Oshikawa-Lieb-Schultz-Mattis theorem, one cannot adiabatically deform this nematic phase into a trivial product state. This leads to interesting possibilities, for example the nematic phase could be a 2D (nematic) spin liquid. The other possibility is that the nematic phase is made of decoupled 1D Luttinger liquids even though the original trimerized model is 2D isotropic. Understanding the nematic phase and the phase transition might lead to new insight on the kagome spin liquid.
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Appendix A: Stability of the kagome spin liquid:
exact diagonalization of small clusters

In the main text, we have given the result of the exact diagonalization of the largest toroidal clusters preserving the full $D_3$ symmetry of the Hamiltonian – i.e. 36 spins, and 48 spins in the very anisotropic limit. In Fig. 7 we give the results obtained for the other clusters: $N_s = 12$ (which preserves $D_3$) and $N_s = 18, 24, 30$ (which break $D_3$). There are significant finite-size effects, but all geometries show a large robustness of the kagome ground state with breathing anisotropy. $N_s = 30$ is the smallest size for which we observe a closing of the singlet-singlet gap.

Appendix B: iDMRG results on the YC2n – 2 cylinder geometries

In this section, we give the result of our iDMRG calculations on the geometries YCS – 2 (Fig. 8), YC10 – 2 (Fig. 9) and YC12 – 2 (Fig. 10). They complete the results obtained on the YC8 geometry in Fig. 2, and confirm the conclusions of Sec. III regarding the very large stability of the kagome spin liquid with breathing anisotropy. We also track the phase transition to a nematically ordered state.

To evaluate the influence of truncation, we did a scaling of the bond dimension $m$. In the YC12 – 2 cylinder where the influence of truncation is the largest, we note a shift of the phase transition towards smaller values of $J_\perp$ as $m$ becomes larger. The effect of the finite bond dimension is thus to underestimate the stability of the kagome spin liquid. This phenomenon has a simple explanation: the nematic ground state ($J_\perp < J_\perp$) has a much smaller entanglement entropy than its symmetry-preserving ($J_\perp > J_\perp$) counterpart, and can be much more efficiently represented in the MPS language. Indeed, the bonds with strong correlations are almost always nearest neighbors in the one-dimensional snake used to map the 2D lattice to a 1D chain. We verified that a different choice for the DMRG snake did not have a significant influence on our results, and especially on the value of $J_\perp$. In practice, we explored the values $J_\perp > J_\perp$. In the limit of infinite bond dimensions, this is equivalent to $J_\perp < J_\perp$, but it can lead to different results for small bond dimensions since it corresponds to a different 1D-to-2D mapping. For the YC8 geometry, we found the value of the transition to be within a 5% error margin of the value obtained for $J_\perp < J_\perp$ after bond dimension extrapolation.

Appendix C: Additional evidence of nematic order
in the strongly anisotropic regime: exact diagonalization of toroidal clusters

1. Quasidegeneracy

As stated in the main text, in finite size systems, the spontaneous breaking of the $D_3$ symmetry should result in a fourfold quasidegeneracy of the ground state (an $A_1$
state, an $A_2$ state, and two exactly degenerate $E$ states). Focusing on the spectrum of the $D_3$-preserving clusters $N_s = 12, 36, 48$, we note that the three lowest energies in the $\Gamma$ sector correspond indeed respectively to $A_1$, $A_2$ and $E$. These are also the three lowest energies of the system irrespective of momentum sector for $N_s = 48$ (see Fig. 11). This is also the case for $N_s = 12$, although this is perhaps less meaningful given the very small system size. In the three geometries, the finite-size effects are strong, and there is a large splitting between the four low-lying states.

We focus on the $N_s = 48$ system. We cannot obtain the full phase diagram (the isotropic point – which has additional symmetries – was recently obtained in Ref. [51] at colossal computational cost). However, we can compare the spectra in the strongly anisotropic limit (obtained by exact diagonalization of $H_{\text{eff}}$) and at the isotropic point (given in Ref. [51]). The two corresponding low-energy spectra are given in Fig. 11. The absolute ground states in either limit fall in the same sector ($\Gamma_{A_1}$), but the first few excitations (which are in the $\Gamma$ sector) have different quantum numbers. The reorganization of the low energy states within the $\Gamma$ sector is compatible with a phase transition to a nematic phase. While this interpretation cannot be categorically favored, it seems consistent with our observations in other system geometries.

2. Response to a nematic perturbation

The emergence of a nematic ground state may be hard to detect, since finite-size effects can lift the expected quasidegeneracy to a large extent. Studying the response
We consider the following perturbation term can help us quantify the system’s proneness to nematicity in the strongly anisotropic regime already observed on infinite cylinders.

Focusing on the strongly anisotropic regime, we added $H_3$ adiabatically to the original Hamiltonian at $J_{\gamma}/J_\Delta = 0.01$, using the effective trimerized model for the diagonalization (see Fig. [12]). Using this model allows us to access the next system with $D_3$ symmetry ($N_s = 48$). For both accessible system sizes, there is a finite response even for arbitrarily small perturbations, and a sharp increase of $C$ with increasing $J_3$ (even sharper for the largest system size). This confirms the instability of the ground state to a (seemingly arbitrarily small) nematic perturbation.

**Appendix D: Correlations of the ground state of the kagome model with strong breathing anisotropy on toroidal clusters**

In this section, we give the correlation functions of the ground state in the strong breathing anisotropy regime. From the ground state of the effective trimerized model Eq. (5), we extracted the spin-spin correlation function

$$S(i) = \langle S_0 \cdot S_i \rangle$$

and the connected spin-spin correlation function

$$S_c(i) = \langle S_0 \cdot S_i \rangle - \langle S_0 \rangle \langle S_i \rangle$$

where 0 is the index used to label the reference spin. Similarly, we also extracted the dimer-dimer correlation function and its connected counterpart

$$D((i,j)) = \langle S_0 \cdot S_1 \cdot S_i \cdot S_j \rangle$$

$$D_c((i,j)) = \langle S_0 \cdot S_1 \cdot S_i \cdot S_j \rangle - \langle S_0 \cdot S_1 \rangle \langle S_i \cdot S_j \rangle$$

where $(i,j)$ corresponds to two neighboring spins. The correlation functions are extracted from the ground state obtained by exact diagonalization of the $N_s = 36, 48$ systems (Figs. 13 for the spin-spin correlations, 14 for the dimer-dimer correlations) or iDMRG in the YC8 geometry (Fig. [15] for the dimer-dimer correlations). In the latter case, the ground state spontaneously breaks the $D_3$ symmetry, and we thus do not use the connected correlation function, which is close to zero at all points. We also give the correlations in the $N_s = 36$ ground state of the isotropic Heisenberg model for reference.

The rapid decay of the spin-spin correlations confirms the disordered nature of the ground state. The dimer-dimer correlations, however, remain finite at relatively large distances in the strong breathing anisotropy regime. Similar patterns can be identified on the torus and infinite cylinder geometries, such as stronger correlations between dimers of the same orientation.
FIG. 13. Connected spin-spin correlation function $S_c$ of the ground state of the Heisenberg model (left) with $N_s = 36$ spins, the trimerized kagome model with 36 (middle) and 48 (right) spins. The reference site is indicated in black.

FIG. 14. Connected dimer-dimer correlation function $D_c$ of the ground state of the Heisenberg model (left) with $N_s = 36$ spins, the trimerized kagome model with 36 (middle) and 48 (right) spins. The reference dimer is indicated in black.

FIG. 15. Dimer-dimer correlation function $D$ of the ground state of the trimerized kagome model on the YC8 cylinder. The reference dimer is indicated in black. On the right panel, we have symmetrized the correlation function with respect to the black dashed line to facilitate the comparison with the ED results (Fig. 14), where this reflection is an exact symmetry.