The $L_\infty$-algebra of a symplectic manifold

Bas Janssens, Leonid Ryvkin and Cornelia Vizman

November 3, 2021

Abstract

We construct an $L_\infty$-algebra on the truncated canonical homology complex of a symplectic manifold, which naturally projects to the universal central extension of the Lie algebra of Hamiltonian vector fields.
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1 Introduction

This work is a continuation of the articles [JV16, JV18], where the universal central extension of the Lie algebra of Hamiltonian vector fields $\mathfrak{X}_{Ham}(M, \omega)$ of a symplectic manifold $(M, \omega)$ has been investigated. This universal central extension is naturally described as a quotient $\Omega^1(M) / \delta \Omega^2(M)$, where $\delta$ is the Koszul differential of the canonical (Poisson) homology of $(M, \omega)$ [Kos85, Bry88].

Following the creed “Lie on the quotient means $L_{\infty}$ on the complex” this article is devoted to finding an $L_{\infty}$-algebra on the complex $(\Omega^\geq_1(M), \delta)$, which after quotienting returns the universal central extension $\Omega^1(M) / \delta \Omega^2(M)$. The $L_{\infty}$-algebra we find has similar features as the $L_{\infty}$-algebras of multisymplectic ([Rog12]) and multicontact ([Vit15]) manifolds, discovered in the last years.

We start by briefly recalling the relevant results from [JV16, JV18] and reviewing the relevant concepts about $L_{\infty}$-algebras. We then show how the $L_{\infty}$-algebra of multisymplectic observables introduced in [Rog12] yields the $L_{\infty}$-structure behind the universal central extension of the Lie algebra of divergence-free vector fields originally studied by [Rog95]. We then turn to the operators necessary for constructing our $L_{\infty}$-algebra and prove our main result Theorem 4.7. Finally, we show that an $L_{\infty}$-algebra can be constructed for Poisson manifolds, provided that a certain obstruction in $H^{\text{can}}_1(M)$ vanishes. A more detailed and elementary account of this work, also treating presymplectic regular Poisson manifolds, appears in the master thesis [vH20], supervised by the first author.

2 Universal central extensions of Lie algebras of vector fields

In this section we quickly recall the universal central extension of the Lie algebra of Hamiltonian vector fields [JV16] and of the Lie algebra of exact divergence-free vector fields [Rog95].

2.1 Exact divergence free vector fields

Let $M$ be a compact manifold of dimension $n \geq 3$, endowed with a volume form $\mu$. A divergence free vector field is called exact if its contraction with $\mu$ is an exact $(n-1)$-form, i.e. an exact divergence free vector field $X_{\alpha}$ with potential $\alpha \in \Omega^{n-2}(M)$ that satisfies $\iota_{X_{\alpha}} \mu = -d\alpha$. These vector fields form the ideal $\mathfrak{X}_{\text{ex}}(M, \mu)$ (of co-dimension $\dim H^{\text{can}}_{dR}(M)$) in the Lie algebra of divergence free vector
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Thus the second Lie algebra cohomology group \( H^2(\text{Ham} \mu) \) is the universal central extension of the Lie algebra of exact divergence free vector fields. Indeed,

\[
\text{[\text{Lie}]74}.
\]

\[
\text{[\text{Rog}95]}.
\]

Thus the second Lie algebra cohomology group \( H^2(\text{Ham} \mu) \) is the universal central extension of the Lie algebra of exact divergence free vector fields.

In the next section, we will see that a similar construction is possible for the Hamiltonian vector fields of a symplectic manifold.

### 2.2 Hamiltonian vector fields

Let \((M, \omega)\) be a compact 2n-dimensional symplectic manifold with induced Poisson bi-vector field \( \pi = \omega^{-1} \). The canonical homology \( H^\omega(M) \) is defined as the homology of the complex \( \Omega(M) \) equipped with the degree decreasing Koszul differential \( \delta = \iota_{\omega} d - d \iota_{\omega} \). By \([\text{Bry}88]\), the symplectic Hodge star operator provides an isomorphism \( H_1^\omega(M) \cong H_1^\text{dr}(M) \).

The Hamiltonian vector field \( X_f \) with Hamiltonian function \( f \in C^\infty(M) \) is uniquely defined by the identity \( \iota_{X_f} \omega = \pm d f \). The Lie algebra of Hamiltonian vector fields \( \text{Ham} \) \( \mu \) is perfect \( \text{Cal}70 \).

The quotient space \( \Omega^1(M)/\delta^2(M) \) can be endowed with a natural Lie bracket

\[
[[\alpha], [\beta]] = [\delta \alpha \cdot d \delta \beta], \quad \alpha, \beta \in \Omega^1(M),
\]

so that the projection \( [\alpha] \mapsto X_\delta \alpha \) becomes a Lie algebra epimorphism.

Theorem 2.2 ([\text{JV}16]). The central extension

\[
H_1^\text{can}(M) \longrightarrow \Omega^1(M)/\delta^2(M) \longrightarrow \text{Ham}(M, \omega)
\]

is the universal central extension of the Lie algebra of Hamiltonian vector fields.

Thus the second Lie algebra cohomology group \( H^2(\text{Ham}(M, \omega)) \) is isomorphic to \( H_2^\text{dr}(M) \approx H_2^\text{dr}(M) \), with the isomorphism realized by assigning to a closed 1-form \( \alpha \) the 2-cocycle \( (X_f, X_g) \mapsto \int_M f \iota_{X_f} \omega^n / n! \) on the Lie algebra of Hamiltonian vector fields \([\text{Rog}95]\).

In the case of a connected, non-compact symplectic manifold, similar results hold for the perfect Lie algebra \( C^\infty(M) \) of smooth functions with Poisson bracket \([f, g] = \omega(X_f, X_g)\).

3
Theorem 2.3 ([JV16]). The central extension
\[ H_1^\text{can}(M) \rightarrow \Omega^1(M)/\delta\Omega^2(M) \xrightarrow{\delta} C_c^\infty(M) \]
is the universal central extension of the Poisson Lie algebra \( C_c^\infty(M) \), and \( H^2(C_c^\infty(M)) \cong H^1_{\text{dR}, c}(M) \).

3 \( L_\infty \)-algebras

In this section we will recall the necessary notions regarding \( L_\infty \) structures, boil them down to the case that interests us and explore the example that inspired the problem treated in this paper.

3.1 \( L_\infty \)-algebras and their morphisms

Definition 3.1 ([LS93]). An \( L_\infty \)-algebra (or Lie-\( \infty \)-algebra) is a graded vector space \( L = \bigoplus_{i \in \mathbb{Z}} L_i \) together with a family of graded skew-symmetric multilinear maps \( \{ l_k : \Lambda^k L \rightarrow L \mid k \in \mathbb{N} \} \) such that \( l_k \) has degree \( 2-k \) and the following identity holds
\[
\sum_{i+j=n+1} (-1)^{(j+1)} \sum_{\sigma \in \text{ush}(i,n-i)} \text{sgn}(\sigma) \epsilon(\sigma; x_1, ..., x_n) \times \\
l_j(l_i(x_{\sigma(1)}, ..., x_{\sigma(i)}), x_{\sigma(i+1)}, ..., x_{\sigma(n)}) = 0
\]
for all \( n \in \mathbb{N} \), where \( \epsilon(\sigma; x_1, ..., x_n) \) denotes the Koszul sign of \( \sigma \) acting on the elements \( x_1, ..., x_n \) and \( \text{ush}(i,n-i) \subset S_n \) denotes the space of all \( (i,n-i) \)-unshuffles.

The notion of \( L_\infty \)-algebras is best understood as “(differential graded) Lie algebras up to homotopy”. This can be best seen by looking at the \( n=3 \) term of the defining equation. Writing \( d \) for \( l_1 \) and \([\cdot, \cdot]\) for \( l_2 \), it has the following form:
\[
\pm[[a, b], c] \pm [[a, c], b] \pm [[b, c], a] \\
\pm l_3(da, b, c) \pm l_3(db, a, c) \pm l_3(dc, a, b) \pm dl_3(a, b, c) = 0
\]
The three leftmost terms correspond to the (graded) Jacobi identity, and the remaining four terms involve the homotopical (or homological) error of the Jacobi identity, with \( d = l_1 \) as differential and \( l_3 \) the term quantifying the error. While the \( n=1 \) identity assures that \( l_1 = d \) squares to zero and the \( n=2 \) identity signifies the compatibility between \( d \) and \( l_2 \), the \( n=4 \) identities sets up a Jacobi-like rule for the “homotopical error term” \( l_3 \) up to some higher error \( l_4 \) and so on.

An \( L_\infty \)-algebra can be equivalently described as a coderivation squaring to zero on the symmetric co-algebra of a graded vector space \([LS93, LM95] \). Retranslating the notion of morphism of such co-algebras, one arrives at the following definition of morphism for \( L_\infty \)-algebras:
Definition 3.2 (LV2[Ryy16]). An \( L_\infty \)-morphism from \((L, l_k)\) to \((L', l'_k)\) is a family \([f_k : \Lambda^k L \to L']\) of graded skew-symmetric maps of degrees \(1 - k\) satisfying the following condition for \(n \geq 1\):

\[
\sum_{i+j=n+1} \sigma \in \text{ush}(n-i) \sum_{\sigma \in \text{ush}(n-i)} (-1)^{i(j+1)} \text{sgn}(\sigma) \epsilon(\sigma; x_1, ..., x_n) \times f_j \left( l_i(x_{\sigma(1)}, ..., x_{\sigma(i)}), x_{\sigma(i+1)}, ..., x_{\sigma(n)} \right) = \sum_{p=1}^{n} \sum_{k_1, ..., k_p} (1) \text{sgn}(\sigma) \epsilon(\sigma; x_1, ..., x_n) \times \beta \left( f_{k_1}(x_{\sigma(1)}, ..., x_{\sigma(k_1)}), f_{k_2}(x_{\sigma(k_1+1)}, ..., x_{\sigma(k_1+k_2)}), ..., f_{k_p}(x_{\sigma(n-k_p+1)}, ..., x_{\sigma(n)}) \right),
\]

where \(\beta\) is given by the following formula:

\[
\beta = \frac{p(p-1)}{2} + \sum_{i=1}^{p} k_i(p - i) + (k_p - 1) \sum_{i=1}^{n-k_p} |x_{\sigma(i)}| + (k_{p-1} - 1) \sum_{i=1}^{n-(k_p+k_{p-1})} |x_{\sigma(i)}| + \cdots + (k_2 - 1) \sum_{i=1}^{n-(k_p+k_{p-1}+\cdots+k_2)} |x_{\sigma(i)}|.
\]

The complicated sign stems from the fact that there is a grading shift in between the anti-symmetric multi-bracket and the symmetric co-algebra perspectives. The indices of the sums are there to ensure that each of the possible combinations of multibrackets \(l_k, l'_k\) and morphism components \(f_k\) are applied to all inequivalent permutations of the \(x_i\). Again, the \(f_1\) should be considered as the principal component of the morphism and the higher \((f_k)_{k \geq 2}\) should be seen as higher homotopical corrections. When these corrections are zero, we call a morphism strict:

Definition 3.3. An \( L_\infty \)-morphism \(\{f_k\}\), where \(f_k = 0\) for \(k \geq 2\) is called strict \( L_\infty \)-morphism.

3.2 Grounded \( L_\infty \)-algebras

In [BFLS98], a construction procedure for \( L_\infty \)-algebras is presented. Starting from a Lie algebra \( F \) and a homological resolution of modules

\[
... \rightarrow X_{-2} \xrightarrow{d} X_{-1} \xrightarrow{d} X_0 \xrightarrow{p} F
\]

they construct an \( L_\infty \)-algebra structure on the resolution \(X_\ast\) with \(l_1 = d\). In advantageous cases, where the Lie bracket on \( F \) can be lifted to a skew-symmetric bracket on \(X_0\) that vanishes on exact terms (i.e. on \(dX_{-1}\)), the \( L_\infty \)-structure they construct has a very specific form: All the higher brackets \(\{l_i\}_{i \geq 2}\) are only non-trivial on \(X_0\). Following [RW15], we will call such \( L_\infty \)-algebras grounded:

Definition 3.4. An \( L_\infty \)-algebra \((L, l_k)\) is called grounded if
1. it is non-positively graded, i.e. \( L = \bigoplus_{i=0}^{\infty} L_{-i} \).

2. \( l_k(x_1, \ldots, x_k) \) is zero whenever \( k > 1 \) and \( \sum_{i=1}^{k} |x_i| = 0 \), where \( |x_i| \) denotes the degree of \( x_i \).

3. \( l_k(x_1, \ldots, x_k) \) is zero whenever \( x_1 = \partial \alpha \) for some \( \alpha \in L_{-1} \).

As for a grounded \( L_{\infty} \)-algebra most terms in the multi-bracket equation (1) vanish, it can be described in a simpler manner than a general \( L_{\infty} \)-algebra. Grounded \( L_{\infty} \)-algebras have been around for a long time. Explicit investigations can be found in [CFRZ16], we refer to [Ryv16] for an elementary account.

**Lemma 3.5.** A grounded \( L_{\infty} \)-algebra can be equivalently described as a cochain complex \( \left( \bigoplus_{i=0}^{\infty} L_{-i}, l_1 \right) \) with a family of linear maps \( \{ l_k : \Lambda^k L_0 \rightarrow L_{2-k} \} \) satisfying for \( k \geq 2 \):

- \( l_k(l_1(\alpha), x_2, \ldots, x_k) = 0 \) for all \( \alpha \in L_{-1} \) and \( x_2, \ldots, x_k \in L_0 \)

- \( \partial l_2 l_k = l_1 l_{k+1} \).

The \( \partial l_2 \) in the above Lemma generalizes the Chevalley-Eilenberg differential in Lie algebra cohomology (and might not square to zero when \( l_2 \) is not an honest Lie bracket):

**Definition 3.6.** Let \( L, K \) be vector spaces and let \( B : \Lambda^2 L \rightarrow L \) be a skew-symmetric map. The operator \( \partial_B : \text{Hom}(\Lambda^p L, K) \rightarrow \text{Hom}(\Lambda^{p+1} L, K) \) is defined as follows

\[
(\partial_B f)(x_1, \ldots, x_{p+1}) = \sum_{1 \leq i < j \leq p+1} (-1)^{i+j} f(B(x_i, x_j), x_1, \ldots, \hat{x}_i, \ldots, \hat{x}_j, \ldots, x_{p+1}).
\]

where the notation \( \text{Hom}(\Lambda^p L, K) \) denotes the vector space of \( p \)-multilinear skew-symmetric maps from \( \times^p L \) to \( K \).

To visualize how this reduced definition simplifies the equation, one can look at equation (2) and observe that only the three leftmost and the rightmost term survive, i.e. one gets “the Jacobi identity up to \( d \) of \( l_3 \)”. We end this subsection by remarking that \( L_{\infty} \)-morphisms from grounded \( L_{\infty} \)-algebras to Lie algebras look quite simple:

**Remark 3.7.** Let \( (L, l_i) \) be a grounded \( L_{\infty} \)-algebra and \( (g, [\cdot, \cdot]) \) a Lie algebra. Then a morphism from \( (L, l_i) \) to \( (g, [\cdot, \cdot]) \) is equivalently given by a map \( f_1 : L_0 \rightarrow g \) that satisfies

\[
f_1 l_2(\cdot, \cdot) = [f_1, f_1 \cdot],
\]

hence it is automatically strict.

**Remark 3.8.** The notion of being grounded is not homotopy invariant, however it appears very naturally for \( L_{\infty} \)-algebras that are (higher) central extensions of Lie algebras (by differential graded vector spaces), as discussed in [FRST14] for the multisymplectic \( L_{\infty} \)-algebra.
On the one hand, for a central extension $C \rightarrow L \rightarrow \mathfrak{g}$, where $\mathfrak{g}$ is a Lie algebra and $C$ is a differential graded vector space in non-positive degree, the groundedness of $L$ follows directly from the centrality of $C$. On the other hand, by dividing any grounded $L_\infty$-algebra $L$ by its center $C$ we obtain a Lie algebra $\mathfrak{g}$ and a central extension $C \rightarrow L \rightarrow \mathfrak{g}$.

Given such a central extension, we can encode the bracket structure on $L$ by an $L_\infty$-morphism $f$ from $\mathfrak{g}$ to $L$, where $L$ is the abelian $L_\infty$-algebra on the augmented complex $L[-1] \oplus \mathfrak{g}$, with the last differential given by the projection from $L_0$ to $\mathfrak{g}$. Such an $L_\infty$-morphism from a Lie algebra to a graded vector space has to satisfy the identity

$$\partial_1 f_k = -df_{k+1}$$

To achieve this, we simply set $f_1 = \text{id}_\mathfrak{g}$ and $f_k(\xi_1, \ldots, \xi_k) = (-1)^{k+1}l_k(\alpha_1, \ldots, \alpha_k) \in L_{2-k} = \hat{L}_{1-k}$, where $\alpha_i \in L_0 = \hat{L}_1$ are any elements projecting to $\xi_i \in \mathfrak{g}$. Conversely, any $L_\infty$-morphism $\mathfrak{g} \rightarrow L$ starting with the identity corresponds to a grounded $L_\infty$-structure on $L$.

In the same vein, one can show (cf. [Laz14, Theorem 3.8]) that equivalence classes of central extensions of $\mathfrak{g}$ by $C$ are classified by $H^2_{CE}(\mathfrak{g}, C)$, the cohomology in degree 2 of the Chevalley-Eilenberg complex $C_{CE}(\mathfrak{g}, C) := \wedge \mathfrak{g}^* \otimes C$ with differential $\partial_1 \cdot + d$. A linear splitting $\sigma = (\sigma_1, 0, \ldots)$ with $\sigma_1 : \mathfrak{g} \rightarrow L_0$ gives rise to a 2-cocycle $g = (g_2, g_3, \ldots)$ with components $g_k : \wedge^k \mathfrak{g} \rightarrow C_{2-k}$ given by $g_k = f_k$ for $k > 2$, and

$$g_2(\xi_1, \xi_2) := \sigma_1(\{\xi_1, \xi_2\}) - l_2(\sigma_1(\xi_1), \sigma_1(\xi_2))$$

for $k = 2$. Its class $[g] \in H^2_{CE}(\mathfrak{g}, C)$ does not depend on the choice of section, and $g$ is the boundary of a 1-cochain $h = (h_1, h_2, \ldots)$ if and only if $\sigma_1 + h_1 : \mathfrak{g} \rightarrow L_0$ and $h_k : \wedge^k \mathfrak{g} \rightarrow L_{1-k}$ are the components of a (weak) $L_\infty$-morphism from $\mathfrak{g}$ to $L$.

Although we will stick to the perspective of grounded $L_\infty$-algebras, the problems we encounter could just as easily be recast in terms of (homotopy classes of) $L_\infty$-morphisms from $\mathfrak{g}$ to $\hat{L}$, or (equivalence classes of) cochains in the Chevalley-Eilenberg complex $C_{CE}(\mathfrak{g}, C)$.

### 3.3 Motivating example: The $L_\infty$-algebra of a multisymplectic manifold

In [Rog12], an $L_\infty$-algebra is constructed for any multisymplectic manifold - i.e., a manifold $M$ equipped with a closed and non-degenerate differential form $\eta \in \Omega^n(M)$, where non-degeneracy means that $\iota_\bullet \eta : TM \rightarrow \Lambda^{n-1}T^*M$ is injective. We denote this $L_\infty$-algebra by $L_\infty(M, \eta)$.

In the case of an $n$-dimensional manifold $M$, $\eta = \mu$ is simply a volume form. Each $\alpha \in \Omega^{n-2}(M)$ determines a unique vector field $X_\alpha$ that satisfies $d\alpha = -\iota_{X_\alpha} \mu$, called an exact divergence free vector field. The $L_\infty$-algebra $L_\infty(M, \mu)$ takes the following form:

**Definition 3.9** ([Rog12]). Let $M$ be an $n$-dimensional manifold and $\omega$ a volume form. Then $L_\infty(M, \omega) = (L, l_1)$ is the grounded $L_\infty$-algebra defined as follows:

- the spaces $L_{-i} = \Omega^{n-2-i}(M)$ for $i \in \{0, \ldots, n-2\}$
• the unary bracket $l_1 = d$

• the higher brackets $l_k(a_1, ..., a_k) = (-1)^{\frac{k(k+1)}{2}} \iota_{X_{a_k}} \ldots \iota_{X_{a_2}} \mu$ for $k \in \{2, ..., n\}$, where all $a_i \in L_0 = \Omega^{n-2}(M)$.

Thus the underlying complex is the truncated complex of differential forms on $M$

$$\Omega^0(M) \xrightarrow{d} \Omega^1(M) \ldots \xrightarrow{d} \Omega^{n-2}(M).$$

The association $\alpha \mapsto X_\alpha$ from $L_0 \subset L_\infty(M, \mu)$ to the Lie algebra $\mathfrak{x}(M)$ actually defines an $L_\infty$-morphism with image the Lie algebra $\mathfrak{x}_\ex(M, \mu)$ of exact divergence free vector fields, leading to a sequence which locally looks very similar to (3), but has some cohomology on the global scale. By construction we have:

**Proposition 3.10.** If $M$ is compact, then $L_0/dL_{-1} = \Omega^{n-2}(M)/d\Omega^{n-3}(M)$ is a central extension of the Lie algebra $\mathfrak{x}_\ex(M, \mu)$. Moreover, there is a natural $L_\infty$-surjection from $L_\infty(M, \mu)$ to the Lie algebra $\Omega^{n-2}(M)/d\Omega^{n-3}(M)$.

**Remark 3.11.** Of course, a compactly supported version of $L_\infty(M, \mu)$ can be defined to treat the case of a non-compact symplectic manifold $M$.

We have thus found the $L_\infty$-algebra behind the universal central extension of the Lie algebra of exact divergence free vector fields (Theorem 2.1). The objective of the next section and of this paper is to find the $L_\infty$-algebra behind the universal central extension of the Lie algebra of Hamiltonian vector fields.

### 4 The $L_\infty$-algebra of a symplectic manifold

The goal of this section is to find the $L_\infty$-algebra behind the Lie algebra $\Omega^1(M)/\delta \Omega^2(M)$, which, when $M$ is compact, is the universal central extension of $\mathfrak{x}_\Ham(M, \omega)$ (Theorem 2.3).

#### 4.1 The underlying complex and the bracket structure

Following the intuition from Subsection 3.3 we will try to construct a grounded $L_\infty$-algebra. As a starting point, we will choose the underlying complex to be $\Omega(M)$ with the Koszul differential $\delta$:

$$L_{-i} = \Omega^{i+1}(M) \quad \text{for } i \in \{0, ..., 2n-1\}$$

$$l_1 = \delta$$

Of course, the bracket $l_2 : \Lambda^2 L_0 \to L_0$ should project to the bracket of $\Omega^1(M)/\delta \Omega^2(M) = L_0/\delta L_{-1}$ (see Remark 3.7). Due to groundedness, the higher brackets $l_k(x_1, ..., x_k)$ are only non-trivial for $x_i \in L_0 = \Omega^1(M)$, moreover - in analogy to the divergence-free case - we will assume them to depend only on $\delta(x_1), ..., \delta(x_k) \in C^\infty(M)$. Hence, we try to construct maps $\tilde{l}_k : \Lambda^k C^\infty(M) \to L_{2-k} = \Omega^{2-k}(M)$ satisfying

$$\partial_{\{1, \ldots, k\}} \tilde{l}_k = \delta \tilde{l}_{k+1}$$
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where $\partial_{\cdot, \cdot}$ is the Chevalley-Eilenberg differential of the Lie algebra $C^\infty(M)$ as defined in Definition 3.6. The maps $l_k$ defined by

$$l_k(x_1, ..., x_k) = \tilde{l}_k(\delta x_1, ..., \delta x_k)$$

then form the desired $L_\infty$-structure. The discussion can be summarised as follows:

**Lemma 4.1.** Let $\tilde{l}_k : \Lambda^k C^\infty(M) \to L_{2-k}$ for $k \in \{2, ..., 2n+1\}$ satisfy equation (6) and

$$\tilde{l}_2(f, g) = f dg \mod \delta \Omega^2(M).$$

Then $L_\infty$ and $l_1$ as in (5) and $l_k$ as in (7) define a grounded $L_\infty$-algebra with a natural $L_\infty$-surjection to the Lie algebra $\Omega^1(M)/\delta \Omega^2(M)$.

**Remark 4.2.** From the perspective of Remark 3.8, what we are trying to do is to find a cocycle of $C^\infty(M)$ with values in the canonical complex $(\Omega^\bullet(M), \delta)$ that starts with $\text{id}_{C^\infty(M)}$ and $(f, g) \mapsto \frac{1}{2}(f dg - gd f)$.

### 4.2 A first Ansatz for the higher brackets

The naive definition of $\tilde{l}_2$ would be the map $(f, g) \mapsto f dg$. This map however is not skew-symmetric (only skew-symmetric up to elements in $\delta \Omega^2(M)$), so we have to skew-symmetrize it, leading to

$$\tilde{l}_2(f, g) = \frac{1}{2}(f dg - gd f).$$

Trying to generalize this, we could look at the maps $m_k : \bigotimes^k C^\infty(M) \to \Omega^{k-1}(M)$ given by

$$m_k(f_1, ..., f_k) = f_1 df_2 \wedge ... \wedge df_k.$$ 

Their antisymmetrization is

$$\text{Alt}(m_k)(f_1, ..., f_k) = \frac{1}{k} \sum_{i=1}^k (-1)^{i+1} f_i df_1 \wedge ... \wedge \hat{df_i} ... \wedge df_k.$$ 

Here, we denote by $\text{Alt}(T)$ the antisymmetrization map

$$\text{Alt}(T)(f_1, ..., f_k) = \frac{1}{k!} \sum_{\sigma \in S_k} \text{sgn}(\sigma) T(f_{\sigma(1)}, ..., f_{\sigma(k)}).$$ 

At this point we already point out that $d \circ \text{Alt}(m_k) = dm_k$, as $[d, \text{Alt}] = 0$ and $dm_k$ skew-symmetric.
4.3 The fundamental relations of the $\text{Alt}(m_k)$

Our idea is that the $\text{Alt}(m_k)$ are essentially the $\tilde{L}_k$. To access that, we need to compare $\partial_{\{,\}}\text{Alt}(m_k)$ with $\delta\text{Alt}(m_{k+1})$. For this, the following overview of operators on $\Omega^*(M)$ will be useful.

**Lemma 4.3** ([Yan96] with sign conventions from [Bry88]). Let $M$ be a 2n-dimensional manifold and $\omega$ a symplectic form. We denote its Poisson bivector by $\pi$. We write $L = \omega \wedge$ and $\Lambda = \pi$. We denote by $H : \Omega^k(M) \to \Omega^k(M)$ the degree counting operator $\alpha \mapsto (n - \deg(\alpha))\alpha$. For the Koszul differential $\delta = [\Lambda, d] = \Lambda d - d\Lambda$ we have the following relations

\[
\begin{align*}
[\Lambda, L] &= H & [H, \Lambda] &= 2\Lambda & [H, L] &= -2L \\
[L, d] &= 0 & [\Lambda, d] &= \delta & [H, d] &= -d \\
[\Lambda, \delta] &= 0 & [L, \delta] &= d & [H, \delta] &= \delta
\end{align*}
\]

Furthermore $\delta d = -d\delta$ commutes with $H, L, \Lambda$.

**Remark 4.4.** In particular, $\Omega^*(M)$ carries a representation of the super Lie algebra $\mathfrak{sl}(2, \mathbb{R}) \ltimes \mathbb{R}^2$, with even part $\mathfrak{sl}(2, \mathbb{R})$ spanned by $\Lambda, L$ and $H$, and with odd part the abelian super Lie algebra $\mathbb{R}^2$ spanned by $\delta$ and $d$. The decomposition of $\Omega^*(M)$ into indecomposable representations was used extensively in [Mat95].

Using these operators and relations we can verify:

**Lemma 4.5.**

\[
\partial_{\{,\}}\text{Alt}(m_k) = (-\delta + \frac{1}{k}d\Lambda)\text{Alt}(m_{k+1})
\]

**Proof.** The Lemma equivalently asserts that

\[
k\partial_{\{,\}}\text{Alt}(m_k)(f_1, \ldots, f_{k+1}) = (-k + 1)\delta + \Lambda d\text{Alt}(m_{k+1}).
\]

Applied to functions $f_1, \ldots, f_{k+1}$ the left hand side takes the form

\[
k\partial_{\{,\}}\text{Alt}(m_k)(f_1, \ldots, f_{k+1}) = \sum_{i<j}(-1)^{i+j}\left\{f_i, f_j\right\}df_1 \wedge \ldots \wedge df_{k+1} + \sum_{r \neq i, j} \pm(-1)^{i+j+1}f_r d\left\{f_i, f_j\right\}df_1 \wedge \ldots \wedge df_{k+1}
\]

where in the ... the $i, j, r$ components are omitted and the sign $\pm$ is negative if $i < r < j$. At the same time the formula for $\delta$ in [Bry88] implies that

\[
-(k + 1)\delta\text{Alt}(m_{k+1})(f_1, \ldots, f_{k+1}) = \sum_{i}(-1)^{i+1}\left\{\sum_{j \neq i} \pm(-1)^{j}\{f_i, f_j\}df_1 \wedge \ldots \wedge df_{k+1} + \sum_{j < r, i \neq r} \pm(-1)^{i+j}f_r df_j \wedge \ldots \wedge df_{k+1}\right\},
\]
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where the first ± is negative if \( i < j \), and the second one is negative if \( j < r < i \). These two expressions only differ by the indices of one of first summand \((i < j)\) vs. \((i \neq j)\), hence

\[
(k + 1)\delta Alt(m_{k+1})(f_1, ..., f_{k+1}) + k\partial_{\{i:j\}} Alt(m_k)(f_1, ..., f_{k+1})
\]

\[
= \sum_{i<j} (-1)^{i+j+1} \{f_i, f_j\} df_1 \wedge ... \wedge df_{k+1} = \Lambda(df_1 \wedge ... \wedge df_{k+1}) = \Lambda d Alt(m_{k+1}).
\]

\[\Box\]

The above Lemma 4.5 indicates that the \( Alt(m_k) \) almost satisfy the desired Equation (6). In the next subsection we will take a closer look at the defect and how to rectify it.

4.4 The first higher brackets

We start with \( \tilde{l}_2 = Alt(m_2) \). Using the above Lemma, we immediately get

\[
\partial_{\{i:j\}} \tilde{l}_2 = (-\delta + \frac{1}{2} d\Lambda) Alt(m_3)
\]

Now, as we apply the \( d = [L, \delta] = L\delta - \delta L \) to a function \( (\Lambda Alt(m_3)) \), the \( L\delta \) component is zero and we get:

\[
= (-\delta - \frac{1}{2} \delta L\Lambda) Alt(m_3) = \delta \circ (-id - \frac{1}{2} L\Lambda) Alt(m_3).
\]

Hence, we can define

\[
\tilde{l}_3 = (-id - \frac{1}{2} L\Lambda) Alt(m_3).
\]

We go on to compute:

\[
\partial_{\{i:j\}} \tilde{l}_3 = \partial_{\{i:j\}} (-id - \frac{1}{2} L\Lambda) \circ Alt(m_3)
\]

\[
= (-id - \frac{1}{2} L\Lambda)(-\delta + \frac{1}{3} d\Lambda) Alt(m_4)
\]

\[
= (\delta + \frac{1}{2} L\Lambda \delta - \frac{1}{3} d\Lambda - \frac{1}{6} L\Lambda d\Lambda) Alt(m_4)
\]

In the second summand we apply \( L\Lambda \delta = L\delta \Lambda = \delta L\Lambda + d\Lambda \), to get:

\[
= (\delta + \frac{1}{2} L\Lambda + \frac{1}{2} d\Lambda - \frac{1}{6} L\Lambda d\Lambda) Alt(m_4)
\]

\[
= (\delta + \frac{1}{2} L\Lambda + \frac{1}{6}(d - L\Lambda d)\Lambda) Alt(m_4)
\]

\[
= (\delta + \frac{1}{2} L\Lambda + \frac{1}{6}(d - L\Lambda d)\Lambda) Alt(m_4)
\]

\[\Box\]
Now substitute $Ld = L\delta + Ld\Lambda = \delta L + d + Ld\Lambda$. As this term is applied to a one-form, the rightmost summand vanishes and we obtain

$$= (\delta + \frac{1}{2}\delta L\Lambda - \frac{1}{6}\delta L\Lambda)\text{Alt}(m_4)$$
$$= (\delta + \frac{1}{3}\delta L\Lambda)\text{Alt}(m_4)$$
$$= (\delta(id + \frac{1}{3}L\Lambda))\text{Alt}(m_4)$$

For 2-dimensional symplectic manifolds, this means that we are done: We have constructed the desired Lie 2-algebra. For higher-dimensional manifolds, we can set

$$\tilde{l}_4 = (id + \frac{1}{3}L\Lambda)\text{Alt}(m_4)$$

Now, we can do the same procedure with $\partial\{\cdot, \cdot\}\tilde{l}_4$, it works quite analogously, only that there is an additional term, which does not vanish:

$$\partial\{\cdot, \cdot\}\tilde{l}_4 = \delta(-id - \frac{1}{4}L\Lambda - \frac{1}{24}L^2\Lambda^2)\text{Alt}(m_5)$$

Instead of continuing to find the brackets step by step, we will now formulate an Ansatz for the general brackets and find a general solution for symplectic manifolds of any dimension.

### 4.5 The $L_\infty$-algebra of a symplectic manifold

We formulate the following Ansatz for the higher brackets:

$$\tilde{l}_k = (-1)^k \left( \sum_{j=0}^{k-1} a^j_k L^j\Lambda^j \right)\text{Alt}(m_k)$$

(8)

The number of non-trivial $\tilde{l}_k$ and the number of non-zero coefficients in the series are both bounded as the manifold is finite-dimensional and the operator $\Lambda$ nilpotent. More precisely, $k \leq \dim(M) + 1$ and $j \leq \frac{k-1}{2}$.

**Proposition 4.6.** The above $\tilde{l}_k$ satisfy Equation (6) for

$$a^j_k = \frac{(k - j - 1)!}{(k - 1)!j!}.$$ 

(9)

**Proof.** For the given Ansatz, Equation (6) boils down to

$$\delta\left( \sum_{j=0}^{k} a^j_{k+1} L^j\Lambda^j \right) = \left( \sum_{j=0}^{k} a^j_k L^j\Lambda^j \right)\left( \delta - \frac{1}{k}d\Lambda \right)$$
as operators on $\Omega^k(M)$. We will actually rewrite the right hand side to \( \left( \frac{k+1}{k} \delta - \frac{1}{k} \Lambda d \right) \). Upon multiplying the equation by $k$, we arrive at

$$k\delta \left( \sum_{j \geq 0} a^j_{k+1} L^j \Lambda^j \right) = \left( \sum_{j \geq 0} a^j_k L^j \Lambda^j \right) ((k+1)\delta - \Lambda d).$$

We work with the left hand side:

$$k\delta \left( \sum_{j \geq 0} a^j_{k+1} L^j \Lambda^j \right) = \sum_{j \geq 0} ka^j_{k+1} \delta L^j \Lambda^j.$$ 

We can commute $\delta L^j \Lambda^j = L^j \delta \Lambda^j - jL^{j-1}d\Lambda^j = L^j \Lambda^j \delta - jL^{j-1} \Lambda^j d + j^2 L^{j-1} \Lambda^{j-1} \delta$, obtaining

$$\sum_{j \geq 0} ka^j_{k+1} (L^j \Lambda^j \delta - jL^{j-1} \Lambda^j d + j^2 L^{j-1} \Lambda^{j-1} \delta).$$

We now shift the indices in the two rightmost summands to obtain

$$\sum_{j \geq 0} ka^j_{k+1} L^j \Lambda^j \delta - \sum_{j \geq 0} ka^{j+1}_{k+1} (j+1)L^j \Lambda^j d + \sum_{j \geq 0} ka^{j+1}_{k+1} (j+1)^2 L^j \Lambda^j \delta.$$

By identification of the coefficients of $\delta$ and $\Lambda d$ from both sides of (11), equation (6) is fulfilled if the constants $a^j_k$ satisfy the following conditions for $2j \leq k - 1$:

$$(k+1)a^j_k = ka^j_{k+1} + k(j+1)^2 a^{j+1}_{k+1}$$

$$(11)$$

which can be seen to be verified by the proposed $a^j_k$. Note that we have defined more coefficients than necessary for formula (8) in order to get the same recursive formulas for all coefficients. □

The above discussion can be summed up as follows:

**Theorem 4.7.** Let $(M, \omega)$ be a $2n$-dimensional symplectic manifold. Then the following defines a grounded $L_{\infty}$-algebra:

$$L_{i-1} = \Omega^{i+1}(M) \quad \text{for } i \in \{0, \ldots, 2n-1\}$$

$$l_1 = \delta$$

$$l_k = (-1)^k \left( \sum_{j \geq 0} \frac{(k-j-1)!}{(k-1)!j!} L^j \Lambda^j \right) \text{Alt}(m_k) \quad \text{for } k \in \{2, \ldots, 2n + 1\}$$
on the truncated canonical homology complex
\[ \Omega^{2n}(M) \overset{\delta}{\to} \Omega^{2n-1}(M) \ldots \overset{\delta}{\to} \Omega^{1}(M). \]
This \( L_\infty \)-algebra naturally projects to \( \Omega^{1}(M)/\delta \Omega^{2}(M) \) via an \( L_\infty \)-morphism.

**Remark 4.8.** Moreover, the above formulas are unique among all \( l_k \) constructed from the Ansatz \( (8) \). The compatibility with the Lie bracket on \( C^\infty(M) \) implies that \( a^0_2 = 1 \). Then, the Relations \( (9) \) uniquely determine all the other relevant coefficients \( (k \leq \dim(M) + 1, j \leq \frac{k-1}{2}) \) through the inductive formulas:

\[ a^j_{k+1} = \frac{k - j}{k} a^j_k, \quad a^j_k = \frac{1}{j(k - j)} a^{j-1}_k. \]

## 5 Poisson manifolds

The construction of an \( L_\infty \)-algebra for a symplectic manifold \((M, \omega)\) can be generalised to Poisson manifolds \((M, \pi)\), under the condition that

\[ f d\{g, h\} - \{g, h\} d f + \text{cyclic} \in \delta \Omega^{2}(M) \quad (12) \]

for all \( f, g, h \in C^\infty(M) \).

### 5.1 Central extension of the commutator ideal

Let \((\Omega^\bullet(M), \delta)\) be the chain complex with Koszul differential \(\delta = i_{\pi} d - d i_{\pi}\). Then the image of \(\delta: \Omega^{1}(M) \to C^\infty(M)\) is the commutator ideal

\[ I := \{ C^\infty(M), C^\infty(M) \} \]

of the Poisson Lie algebra \( C^\infty(M) \). On \( \Omega^{1}(M) \), the skew-symmetric bracket

\[ [\alpha, \beta] := \frac{1}{2}(\delta \alpha \cdot d \beta - \delta \beta \cdot d \alpha) \quad (13) \]

lifts the Poisson bracket on \( I \subseteq C^\infty(M) \) along the surjective map \( \delta: \Omega^{1}(M) \to I \).

**Proposition 5.1.** Suppose that \((M, \pi)\) satisfies \((12)\). Then the bracket \((13)\) induces a Lie bracket on the quotient space \( \Omega^{1}(M)/\delta \Omega^{2}(M) \), and \(\delta: \Omega^{1}(M)/\delta \Omega^{2}(M) \to I\) is a central extension of \(I\) by \( H^1_{\text{can}}(M) \).

**Proof.** Since \([\text{Ker}(\delta), \Omega^{1}(M)] = \{0\}\), the canonical homology

\[ H^1_{\text{can}}(M) = \text{Ker}(\delta)/\delta \Omega^{2}(M) \subseteq \Omega^{1}(M)/\delta \Omega^{2}(M) \]

is central. As the bracket is manifestly skew-symmetric, it remains to show that \((13)\) satisfies the Jacobi identity up to \(\delta \Omega^{2}(M)\). Let \(\alpha, \beta, \gamma \in \Omega^{1}(M)\) with \(f = \delta \alpha, g = \delta \beta\) and \(h = \delta \gamma\). Then

\[ [\alpha, [\beta, \gamma]] + \text{cyclic} = \frac{1}{2}(f d\{g, h\} - \{g, h\} d f) + \text{cyclic}. \]

By \((12)\), this yields the zero class in \( \Omega^{1}(M)/\delta \Omega^{2}(M) \). \(\square\)
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For Poisson manifolds that satisfy (12), we obtain an exact sequence

\[ 0 \to H^1_{\text{can}}(M) \to \Omega^1(M)/\delta \Omega^2(M) \to I \to C^\infty(M) \to H^0_{\text{can}}(M) \to 0 \]

of Lie algebras.

5.2 An \( L_{\infty} \)-algebra

The above central extension can be described by a chain map \((c_1, c_2, c_3)\) from the 3-term complex

\[ \wedge^3 C^\infty(M) \xrightarrow{\delta} \wedge^2 C^\infty(M) \xrightarrow{\delta} C^\infty(M) \]

to the truncated canonical homology complex \( \Omega^2(M) \xrightarrow{\delta} \Omega^1(M) \xrightarrow{\delta} \Omega^0(M) \).

The map \( c_1 \) is the identity, and \( c_2(f \wedge g) = \frac{1}{2}(fdg - gdf) \) encodes the bracket \([\alpha, \beta] = c_2(\delta \alpha \wedge \delta \beta)\) on \( \Omega^1(M) \). Commutativity of the bottom square means that the bracket on \( I \subseteq C^\infty(M) \) lifts the Poisson bracket on \( I \subseteq C^\infty(M) \). Finally, condition (12) is equivalent to the existence of a (non-canonical) map \( c_3 \) such that \( c_2 \circ \delta = \delta c_3 \). This ensures that the Jacobiator \( c_2 \circ \delta(\delta \alpha \wedge \delta \beta \wedge \delta \gamma) \) vanishes modulo \( \delta \Omega^2(M) \).

To construct a grounded \( L_{\infty} \)-algebra for this central Lie algebra extension, we need to lift this to a chain map \( c: (\wedge^n C^\infty(M), \delta) \to (\Omega^n(M), \delta) \). This can be done inductively. Suppose that we have constructed \( c_1, \ldots, c_n \) with \( \delta c_{i+1} = c_i \delta \) for all \( i = 1, \ldots, n \). Then any map \( c'_n = c_n + \Delta_n \) that differs from \( c_n \) by a map \( \Delta_n: \wedge^n C^\infty(M) \to \Omega^{n-1}(M) \) with \( \text{Im}(\Delta_n) \subseteq \ker(\delta) \) satisfies \( \delta c'_n = c_{n-1} \delta \) as well.

A lift \( c_{n+1} \) with \( \delta c_{n+1} = c_n \delta \) exists if and only if \( \text{Im}(c_n \delta) \subseteq \ker(\delta) \).

\[ \wedge^{n+1} C^\infty(M) \xrightarrow{c_{n+1}} \Omega^{n}(M) \]

\[ \wedge^n C^\infty(M) \xrightarrow{c_n} \Omega^{n-1}(M) \]

\[ \wedge^{n-1} C^\infty(M) \xrightarrow{c_{n-1}} \Omega^{n-2}(M) \]

Since \( \delta c_n \delta = c_{n-1} \delta^2 = 0 \), we have \( \text{Im}(c_n \delta) \subseteq \ker(\delta) \). If we fix the class

\[ [c_n]: \wedge^n C^\infty(M) \to \Omega^{n-1}(M)/\delta \Omega^{n-2}(M), \]
then the extension to \( c_{n+1} \) is thus obstructed by the linear map
\[
[c_n \partial] : \wedge^{n+1} C^{\infty}(M) \to H^c_{n-1}(M).
\]
However, by changing \( c_n \) to \( c'_n = c_n + \Delta_n \), we can always arrange this obstruction to vanish. Indeed, since \( c_n \partial \) takes values in \( \text{Ker}(\delta) \), we can choose any map \( \Delta_n : \wedge^n C^{\infty}(M) \to \text{Ker}(\delta) \) that agrees with \(-c_n \) on \( \partial(\wedge^{n+1} C^{\infty}(M)) \subseteq \wedge^n C^{\infty}(M) \). Then \( c'_n \) vanishes on \( \partial(\wedge^{n+1} C^{\infty}(M)) \), and we may in fact simply choose \( c_{n+1} = 0 \).

To define an \( L_n \)-algebra, we set \( L_{-i} := \Omega^{i+1}(M) \) for \( i \geq 0 \), with differential \( l_1 = \delta \). The higher brackets \( l_k : \wedge^k L \to L \) are nontrivial only on \( \wedge^k \Omega^{1}(M) \), where they are given by
\[
l_k(\alpha_1, \ldots, \alpha_k) = c_k(\delta \alpha_1 \wedge \ldots \wedge \delta \alpha_k).
\]

**Proposition 5.2.** If \((M, \pi)\) satisfies the condition \((\text{12})\), then there exists an \( L_n \)-algebra with \( L_{-i} = \Omega^{i+1}(M) \) with differential \( l_1 = \delta \) and degree two bracket \( l_2(\alpha, \beta) = \frac{1}{2}(\delta \alpha \delta \beta - \delta \beta \delta \alpha) \). It is possible to choose \( l_k = 0 \) for all \( k > 3 \), resulting in a Lie 2-algebra.

The following reformulation of condition \((\text{12})\) can be handy in concrete examples.

**Proposition 5.3.** Condition \((\text{12})\) is satisfied if and only if
\[
d(f [g, h] + g[h, f] + h[f, g]) \in \delta \Omega^2(M) \quad \text{for all} \quad f, g, h \in C^{\infty}(M).
\]
In particular, a sufficient condition for \((\text{12})\) is that \( d\Omega^0(M) \subseteq \delta \Omega^2(M) \).

**Proof.** This follows from the equality
\[
2\delta(fd g \wedge dh + \text{cyclic}) - d(f [g, h] + \text{cyclic}) = 3(f d[g, h] - [g, h]df) + \text{cyclic}. \quad \Box
\]

**Example 5.4.** To see that \((\text{12})\) is satisfied for a symplectic manifold \((M, \omega)\), note that
\[
df = -\delta * f \omega^{n-1}/(n-1)!
\]
for all \( f \in \Omega^0(M) \), where * is the symplectic Hodge-star operator \([\text{JV16} \text{ Lemma 2.3}]\).

**Example 5.5.** The linear Poisson structure on \( M = \mathfrak{sl}(2, \mathbb{R})^* \) affords an example of a singular Poisson structure where the condition \((\text{12})\) is satisfied. Its canonical homology was recently determined by Mărcuț and Zeiser \([\text{MZ19}]\). In coordinates \( x, y, z \) where \( \pi = x \partial_x \wedge \partial_z + y \partial_x \wedge \partial_y + z \partial_y \wedge \partial_y \), every class in \( H^1_{\text{can}}(M) \) admits a representative of the form \( fd\theta \), where \( f \) is a Casimir function with support contained in the outside \( \{ x^2 + y^2 - z^2 \geq 0 \} \) of the nilpotent cone, and \( d\theta = (x^2 + y^2)^{-1/2}(xdy - ydx) \). To evaluate the obstruction \((\text{12})\), note that \( i_x \Omega^2(M) = \Omega^0(M)(xdx + ydy - zdz) \). For any 2-form \( \beta \), this yields
\[
\oint \delta \beta = \oint (i_x d - d i_x) \beta = \oint i_x d \beta = 0,
\]
where the line integral is over any circle \( S^1_r = \{ x^2 + y^2 = r^2, z = 0 \} \). If \([\alpha] \in H^1_{\text{can}}(M) \) is represented by \( fd\theta \), we thus have \( f(x, y, z) = \frac{1}{2\pi} \oint_{S^1_r} \alpha \) for \( x^2 + y^2 - z^2 = r^2 > 0 \), so \([\alpha] = [0] \) if and only if \( \oint_{S^1_r} \alpha = 0 \) for all \( r > 0 \). In particular, \( d\Omega^0(M) \subseteq \delta \Omega^2(M) \), and the obstruction \((\text{12})\) vanishes.
Remark 5.6. Note that in the symplectic case, Proposition 5.2 yields a more general existence result than Theorem 4.7. However, in contrast with Proposition 5.2, the construction in Theorem 4.7 is functorial. More precisely, it yields a contravariant functor from the category of symplectic manifolds (with symplectic local diffeomorphisms) to the category of \( L_\infty \)-algebras (with strict morphisms). This is a consequence of \( L, \Lambda, d, \delta \) being preserved by symplectomorphisms and the fact that the brackets defined in Theorem 4.7 are local.

Constructing natural \( L_\infty \)-algebras for non-symplectic Poisson manifolds will be approached in a forthcoming work.
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