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ABSTRACT
Designing policy for climate change requires analyses which integrate the interrelationship between the economy and the environment. We argue that, despite their dominance in the economics literature and influence in public discussion and policymaking, the methodology employed by Integrated Assessment Models (IAMs) rests on flawed foundations, which become particularly relevant in relation to the realities of the immense risks and challenges of climate change, and the radical changes in our economies that a sound and effective response require. We identify a set of critical methodological problems with the IAMs which limit their usefulness and discuss the analytic foundations of an alternative approach that is more capable of providing insights into how best to manage the transition to net-zero emissions.
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1. Introduction: our basic methodological arguments

Two critical questions confront the world today in response to the immense challenges of climate change. First, how aggressive should it be in combatting climate change – what should our targets be? Second, how best to achieve those targets – how will our economy have to change and what are the best instruments for inducing those changes? The international community has reached a broad consensus in answering both questions: In the Paris agreement of 2015, there was a commitment (Article 2) to limit warming to ‘well below 2 degrees Celsius above pre-industrial levels and pursuing efforts to limit the temperature increase to 1.5 degrees Celsius …’. An increasing number of countries have established a target of net carbon neutrality by 2050, broadly consistent with that view.1 There is a shared understanding that this will involve fundamental structural change in our economies, including in the major systems of energy, transport, cities, and land. And there is a broad consensus to use a wide variety of measures, including carbon pricing, programmes for green investments, programmes for system design or reform (e.g. of cities or power grids), interventions in capital markets, and standards and regulations, as reflected in the Stern-Stiglitz Commission’s Report (2017), IEA (2021) and IMF (2021).

This consensus stands at odds with a major stream of thought within the economics profession. Much of the economics of climate change has centred on Integrated Assessment Models (IAMs). Using standard IAMs, with their choice of calibration, has led some prominent economists to conclude that ‘societal optimisation’ entails accepting an increase in temperature of around 3.5–4 degrees Celsius (Nordhaus, 2018a), an increase seen as catastrophic by many, especially climate scientists:
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In the DICE model, it is essentially infeasible to attain the stringent temperature target of 1.5°C, and the 2°C path requires negative emissions in the near term. Another finding, much more controversial, is that the cost–benefit optimum rises to over 3°C in 2100. Nordhaus (2018a, p. 452)

Moreover, many economists, using such models, have argued that public interventions should focus on getting the price of carbon emissions correct, and, consistent with their target, argue for a price (reflecting the ‘social cost of carbon’ – SCC) of around $50 a ton of carbon by 2030 (in 2007 dollars and assuming a 3% discount rate) (US Government, 2016), much lower than the numbers advocated even by those suggesting the use of a far wider range of instruments. In this perspective, policy analysts need not worry about how to foster and manage the multiple, large structural changes that might accompany the green transition – with the right carbon price, the market will take care of it all.

A central question in this paper is how do we explain the disparity between the conclusion of the international community and the standard IAMs about the appropriate targets and instruments? Between the standard economists’ preference for price interventions and their widespread rejection in practice, as the only, or indeed primary, form of intervention? Who is right? The conclusion of our analysis is that it is not the international community which has gone astray but the IAMs. The paper explains why.

In addition, the paper offers an evaluation of the usefulness of IAMs to answer the questions of what our targets for combatting climate change should be and how best to achieve them. We argue that whilst the integration of economic and environmental analysis is necessary, the particular methodology employed by IAMs, notwithstanding their dominance in the economics literature, has serious shortcomings, which become particularly relevant in relation to the realities of the immense risks of climate change and of the radical changes in our economies that a sound and effective response requires. These shortcomings limit these models’ ability to provide guidance either with respect to the appropriate climate goals or how they should best be obtained. We are concerned both with the underlying normative framework, essentially expected utility maximisation, and with basic problems in their descriptions of structural change, markets and technologies, and distributional questions. The former set of problems on the normative framework, aspects of which Pindyck (2013), Stern (2013), and Heal and Millner (2018) earlier had called attention to, are of a kind that cannot be corrected with further research, for instance by introducing more realistic damage functions. And altering the model to include a better description of structural and systemic change, dislocation and how markets actually function would involve a range of models very different from IAMs. Whilst there has been a valuable literature on improving some of the deficiencies of early IAM modelling, many of these shortcomings are a generic part of the approach.

Moreover, at the core of the standard IAM methodology is an analysis of intertemporal trade-offs; how much the current generation should sacrifice in order for future generations to be spared the devastation of climate change. Rising to the climate challenges does indeed involve deep normative questions, including how different generations’ welfare is to be compared and the rights of future generations. But the world has been much more focused than the IAMs on a different set of issues, the risks of catastrophic consequences. These potentially catastrophic risks are in large measure assumed away in the IAMs.

Efforts to incorporate, even in a limited way, some of these issues and introduce more severe damage functions and different assumptions on technology or distribution generate markedly different conclusions about the optimum trajectories. But that produces another and very important problem with IAMs. Results over the past two decades have increasingly shown that the ‘optimal’ trajectory and the SCC are extraordinarily sensitive to the precise specification of the model (Budolfson et al., 2017; Gillingham et al., 2018; Neelin et al., 2010). Some of the more plausible specifications of parameters and functional forms concerning damages, technologies and distribution can generate results more akin to those of the international consensus than to those of Nordhaus. But such sensitivity make the results of very limited usefulness.
We conclude therefore that the IAMs have very limited value in answering the two critical questions posed in our first sentence. They fail to provide much in the way of useful guidance, either for the intensity of action, or for the policies that deliver the desired outcomes.

In spite of these basic problems of methodology and sensitivity, the IAMs have had enormous influence, especially in the United States, and their shortcomings have had serious policy consequences. The IAMs have been particularly influential in the calculation of carbon prices for use in appraisal of public programmes. They have been used to suggest relatively low levels for carbon taxes. And they have been used to argue that policy on climate change should be overwhelmingly dominated by carbon pricing. They have played a major role in IPCC reports on policy, which, in turn, have played a prominent role in public discussion. They continue to play a very powerful role in the research activities of economists working on climate change. Given the severe limitations of the IAMs, and the multitude of key issues that arise in fostering a green transition, it makes sense to adopt a diversity of approaches to analysis and modelling to understand and illuminate these issues and relevant policy responses – a point we develop in the final section.

Our first task in this paper is to argue that, as a methodological approach, the optimisation framework embodied in IAMs is inadequate to capture deep uncertainty and extreme risk, involving potential loss of lives and livelihoods on immense scale and fundamental transformation and destruction of our natural environment. The central problem facing the international community and national governments is how to respond to the deep uncertainty associated with climate change, where we know that we do not know how things may unfold, but we do know that there are scenarios, with not insignificant plausibility or probabilities, that have enormous consequences. That should be the focus; however, the focus of IAMs has been disproportionately on intertemporal trade-offs, on how to evaluate the environmental benefits at some time in the future versus the sacrifices we make today. This fundamental deep uncertainty has rightly moved to centre stage in public discussion, and the setting of global targets. At the same time, we recognise that risk and uncertainty and intertemporal values are interwoven in both analysis and decisions and we explore that explicitly towards the end of the paper, including arguing that the issues around discounting have received misleading treatment in much of the climate literature.

Practically, the world has taken an alternative methodological approach to simple maximisation of expected utility, which we refer to as the guardrail approach. This asks what needs to be done to avoid the most extreme damages, including what targets (e.g. reflected in acceptable temperature increases) to adopt, taking account of the costs of achieving those targets, and assessing whether they are even feasible. It is because the international community and most national governments have come to the conclusion that avoiding the potential extreme (but not fully known) consequences of going beyond 1.5 degrees (or ‘well below 2 degrees’ as in the 2015 Paris Agreement) can almost surely be attained within an acceptable cost that there has been an agreement to proceed with those targets. Indeed, when the 2018 IPCC special report revealed that there was much greater risk at 2 degrees than at 1.5 degrees, the international community responded by revising downward substantially their temperature targets. It helped, of course, that at the same time advances in technology made it clear that more ambitious targets could be achieved at relatively little (or negative) costs. Indeed, COP26 in Glasgow in November 2021 worked largely with a 1.5 degrees target.

Nordhaus and others supporting the IAM approach are focused on the non-linearity in costs – if one attempts to reduce carbon emissions to achieve 2 degrees, the costs rise so high as to be, for all practical purposes, infeasible. As we note below, the international community is focused on the non-linearity in risks – if one doesn’t reduce carbon emissions to achieve at least 2 degrees, the risks rise so high as to be intolerable. At the same time, the costs of limiting net emissions (including, if necessary, carbon capture and storage and carbon sequestration) are sufficiently limited that such trajectories are indeed feasible. The fact that there is such disagreement reinforces our emphasis on the importance of risk and uncertainty.
The major political opposition to this consensus comes from interests who might be adversely affected and who believe that they have not been adequately protected. This highlights the centrality of the distributive and political economy issues, to which we turn in section 4 of the paper. Some special interests, including some of those in the fossil fuel industry, have seized upon the IAMs to argue for a more muted response to climate change.6

Our second task is to show that, beyond the optimising framework, the internal workings of the IAM approach not only do not grapple with the challenge of major structural change, but also generally omit market failures, absences and malfunctioning, the management of which are key to effective policy making. We cannot assume that, except for the greenhouse gas externality, all markets work well, or that where they do not, the government has fully and effectively dealt with the failures. And similarly with issues around distribution and the appropriate approach to discounting. In so doing we shall indicate that ignoring these issues often involves a bias towards weaker action and an excessively narrow approach to policy which insists on the overwhelming predominance of carbon prices. Carbon prices should indeed be centre stage but alongside a range of other policies.

We present our criticisms of IAMs under three categories:

(A) The first set consists of the problems that IAMs cannot address, and for which alternative approaches, examined in this paper, are necessary. Of central importance are:

(i) the assumption of deep uncertainty, where the outcomes (with associated probabilities) cannot be fully described;
(ii) the failure to deal with extreme risk (different from deep uncertainty – fat-tailed distributions involving catastrophic outcomes, as Weitzman has emphasised [Weitzman, 2009]), where expected utilities may not be defined;
(iii) the failure to take into account the endogeneity of preferences, where welfare functions of the standard kind, based on fixed utility functions, are not defined.

(B) This set concerns those issues on which there has been some – in some cases, considerable – progress, but which require deeper treatment if the results of IAMs are to carry weight in policy discussion. Key examples are:

(i) intragenerational distribution, vested interests and political economy;
(ii) damage functions, where impacts can be immense and there are large irreversibilities (the importance of which is limited in the absence of uncertainty), non-linearities, and complex feedback effects, giving rise to tipping points;
(iii) the functional forms and parameters in cost functions.

(C) The third category involves issues that the IAMs could address, but with extreme difficulty, and which have typically not been addressed, and on which many aspects of IAMs bias results. Many of these relate to a flawed description of the underlying economy; if the underlying descriptive model is flawed, normative analyses based on that model are an unreliable guide for interventions- but most importantly (see section 2), the problem is that the standard model implicitly makes the assumptions that there are no limitations in government ability to redistribute incomes and correct market failures, and that the government in fact has done so. Central amongst these issues are:

(i) multiple and major market failures, beyond the greenhouse gas externality, which give rise to transition risks, entailing dislocation and adjustment costs – and the employment of a wider range of instruments to address climate change within a context of market failures; standard second best theory7 provides a strong warning about policies predicated on assuming only a single market failure (here, that of climate change);
(ii) complex major systems – where a narrow focus on marginal analysis fails;
(iii) technological change – an area in which markets are never optimal, deficiencies in ‘market solutions’ are amplified by possibilities of increasing returns to scale in both action and discovery, and in which path dependency is crucial.

It would be very difficult to reformulate IAMs to tackle the issues raised in (C) and models reformulated with that intent would be methodologically very different from current IAMs. Indeed the issues are likely to require a range of perspectives and models, as we argue at the end of the paper. Our remarks about the difficulties that arise for the analysis of climate change, relating to extreme risk and the fostering of very rapid change, of course apply to other areas of economics where these issues are also of great importance. These include biodiversity and pandemics. Our remarks about the importance of a whole class of market imperfections in these kind of problems are also more general than just for climate change, and so too many of our comments about distributive effects. Thus, this paper makes no claim either to the originality of our criticisms nor to the comprehensiveness of our analysis 8 – there are, for instance, further critiques of the IAMs. What is perhaps remarkable, though, is that economists working in that terrain seem not to have taken on board the insights of related subdisciplines, such as public economics and the decision sciences, and the critiques of analogous models in macroeconomics. In this paper, focusing on the economic analysis of climate change, we hope that by drawing attention to the depths of the limitations of the IAMs and suggesting alternatives we provide further impetus to the exploration and use of a wider range of approaches to modelling in economics as a whole.

The paper is organised as follows. In the next section we set out briefly the basic underlying structures of IAMs. Section 3 examines basic normative issues and the fundamental inadequacies of IAMs in relation to deep uncertainty, extreme risk, and, more broadly, the first set (A) of the criticisms above. Section 4 looks briefly at modifications and extensions of early IAMs to address some of the problems around specific climate damages and costs of action and other issues in the second set, (B), of criticisms. Section 5 examines a set of issues which are critical to action and delivery of targets, but which are extremely difficult to build into IAMs in a way which could helpfully inform policy – the third set, (C), of the criticisms. In section 6, we present the core arguments concerning discounting, including how they interweave with risk and uncertainty and the misleading treatments of discounting in much of the literature in the economics of climate change. We chart some ways forward for analyses that tackle the issues we have raised in section 7.

2. The standard descriptive and analytical framework: problems and biases

The methodological criticisms we raise in this paper are focused on the analysis of policy towards climate change on the basis of an aggregative growth model, with an infinitely-lived representative individual whose welfare is described by a sum or integral of expected utility, which links current emissions of greenhouse gases to current output; links cumulated emissions to temperature increases and climate change; and then climate change to economic damage, usually expressed in terms of a percentage loss of output. Typically, the only market failure in these models relates to carbon emissions; that is, but for the climate externality, the economy is fully efficient. Further, for the most part, technical change is taken to be exogenous. We refer to this as the ‘standard model’ and it is the approach embodied in most IAMs, although there are by now many variants.

There are many important ways in which the standard intertemporal, representative agent model fails to provide a good description of our economy for the purpose of understanding behaviour and policy towards intertemporal allocations (Kirman, 1992). The problems are of particular importance for the study of policy towards climate change because of the centrality to climate policy of extreme risks, multiple market failures, processes of technical and systemic change, and intra and inter-temporal distribution. Thus, these models are methodologically ill-suited to serve as the modelling foundation for understanding policy on climate change. To quote the fourth of Dani Rodrik’s ‘Ten Commandments for Economists’: ‘unrealistic assumptions are ok; unrealistic critical assumptions (his italics) are not ok’ (Rodrik, 2015, p. 213).
We begin, in sub-section 2.1, by setting out the ‘standard model’. We introduce issues around distribution, risk, and technical change very briefly in sub-section 2.2, and return to them in more detail in subsequent sections.

2.1. The standard model

The standard model describes society as if the infinitely-lived, representative agent maximised inter-temporal utility,

\[ W = \int U(C, E) e^{-\delta t} dt \]  (1)

where \( \delta \) is the pure rate of time preference, measuring the extent to which utility in future years is weighed less than utility today, \( C \) is consumption and \( E \) is a measure of the quality of the environment. This maximisation by the individual agent, taking \( E(t) \) as given, is subject to resource constraints, as in (2) where output is a function \( F() \) of \( K \), capital, and \( E \):

\[ Q = F(K, E) = C + I + e \]  (2)

where \( I \) is investment and \( e \) is expenditure on carbon mitigation. In the most simplified version of the model, \( E \), the environment, is simply the level of atmospheric concentrations of greenhouse gases. The evolution of \( E \) and \( K \) are described by

\[ \frac{dE}{dt} = \psi(F(K(t), E(t)), e), \]  (3)

and

\[ \frac{dK}{dt} = I - \mu K \]  (4)

where \( \mu \) is the rate of depreciation of capital. (3) implies that the increase in greenhouse gas concentrations is a function of output, \( E \) itself, and effort at emissions abatement, \( e \).

Since the environment is a (global) public good, in the absence of carbon pricing or regulations, an individual would set \( e \) at 0. This, together with the transversality condition, \(^{10}\) defines the trajectory ‘business as usual.’

By contrast, the optimal trajectory is that where \( e(t) \) is set to maximise social welfare, defined as the same maximand (1) as above. This is a crucial methodological assumption.

If it is to be achieved via individual choice then private and social objectives, incentives and understanding of the way the world functions must be aligned. In this model, key to accomplishing that is determining the appropriate price of carbon. The marginal social cost of carbon (SCC) describes how much we are willing to pay today to improve the environment by reducing emissions by a unit. The SCC, measured in today’s dollars, is

\[ SCC = \frac{\partial W}{\partial E} \frac{dE}{U'(C_0)} \]  (5)

Setting the marginal cost of abatement (the cost of reducing carbon) equal to the (marginal) social cost of carbon, and making such calculations along the whole optional time trajectory allows us to calculate the ‘optimal’ carbon (and capital accumulation) trajectory.

We question both the underlying assumptions concerning maximands and the reliance on prices to align social and private interests. We argue below that it is far more plausible that: (a) individuals maximise an objective that is distinctively different from that which society maximises, or which a policymaker contemplates in considering alternative policies; (b) the constraints facing an individual may be markedly different from those facing government, so that even if the unconstrained maximands were the same, the constrained maximands differ; and (c) aligning the two, in general, cannot simply be achieved through a simple price intervention.
2.1.1. Infinitely-lived individuals

It is obvious that individuals are not infinitely-lived. Advocates of the model have responded by saying each generation cares about the next, passing on to them inheritances, so that it is as if there were a single individual maximising utility over an infinite lifetime. This, sometimes referred to as the dynastic model, has been well-studied, both theoretically and empirically, and has been rejected as a satisfactory representation of the economy (Hurd & Smith, 2002; Wilhelm, 1996; Wolff & Gittleman, 2014).

Alternatively, it is hypothesised that government engages in optimal intertemporal (intergenerational) redistributions, so that again (1) becomes the relevant maximand. But changes in the economic environment which would, if the model were an accurate depiction of the economy, lead to changes in government behaviour, do not (See Stern & Stiglitz 2021 for a more extensive discussion of some of the evidence against the dynastic model and its implications).

In either case, there is a simple relationship (necessary for optimality) between the marginal utility of consumption (income) at time $t$ and $t+1$ given by the Euler equation (in discrete time)

$$U'(C_t) = U'(C_{t+1})/(1 + \delta)$$

where $\delta$ is the rate of interest faced by the optimising individual.

Not surprisingly, (6) has been subjected to extensive empirical testing (Ascari et al., 2021). This simple model performs badly as a description of the economy and hence policies based on this model have to be treated with scepticism.

2.1.2. The overlapping generations model: an alternative framework

An alternative is an overlapping generations model, which has each generation maximising its own well-being. In the absence of government intervention, as before, $e = 0$, and we can solve for the coevolution of the economy, described by a discrete-time version of (3) and (4).\textsuperscript{11}

The overlapping generations model has one key implication that differs markedly from the dynastic model: there is no relationship such as (6) governing the marginal utilities of different generations. Only if government optimally redistributes income across generations according to some intertemporal social welfare function, such as

$$W^* = \sum U_t/(1 + \delta),$$

subject to the standard intertemporal societal resource constraints, would an equation analogous to (6) be satisfied.

There is rightly considerable scepticism of this model of the ‘benevolent government’, maximising an intertemporal social welfare function of the form (7). The large body of research, some of which was cited earlier, against the dynastic utility functions, implies that the economy does not behave as described by such a model.\textsuperscript{12}

The absence of such optimal intergenerational redistribution in turn has marked implications for the calculation of the marginal social cost of carbon. If one believes that there are optimal intertemporal redistributions, one would (incorrectly) infer that the observed interest rate reflects the (social) marginal rate of substitution over time. But no such presumption exists if the current generation is not making adequate provision for the future.

Making such presumptions about future environmental benefits and risks (which is the whole objective of the IAM analyses) also entails assumptions about the substitutability of these with those of ordinary consumption goods. Only if there is perfect substitutability (thus constant relative prices) can one use the goods’ discount rate to evaluate future environmental effects.

In sum, the standard intertemporal, representative agent model performs badly, in general, in helping us understand individual intertemporal decisions and allocations, but further it is particularly misleading in the context of climate change.\textsuperscript{13}
2.2. Risk, distribution, market failures, technology

The discussion of the preceding subsection ignored risk and distribution. Discussions of limited risk have been a prominent element in some IAM work, with ‘utility’ being replaced with ‘expected utility’; but the expected utility approach is inadequate when confronted with deep uncertainty (where probability distributions are not generally well-defined) and extreme (catastrophic) risk (where expected utilities may not be defined [Weitzman, 2012]), an argument taken forward in section 3. Within the IAM literature, there have been modest attempts at incorporating distributional issues – which necessarily take us beyond the representative agent model and leave unanswered the fundamental question of how markets achieve the alleged equilibrium outcomes, either before or after government intervention. But even the limited results have strongly undermined Nordhaus’ conclusions about desirable targets (see section 4). Fundamental intergenerational distributional issues and their interaction with risk and uncertainty are examined in section 6. There is little scope within IAMs for the multiple and crucial market failures of real relevance to climate policy. We examine these in section 5. Some progress can and has been made in IAMs in relation to technology (see section 4), but the basic structure of IAMs implies that they are not very helpful vehicles for examining rapid, endogenous and systemic structural and technological change (see section 5).

Subsequent sections will show how these omissions significantly ‘bias’ the results of the analyses, thereby limiting the usefulness of the models for the key questions (the setting of targets and how to achieve them) they were supposed to help answer.

3. Problems which are inherently beyond the scope of the standard model and a proposal for an alternative framework

In this section we examine the basic flaws in the normative framework underlying IAMs related to the deep uncertainty and extreme risk potentially involved in unmanaged, or weakly managed, climate change. This motivates our argument for the alternative ‘guardrail’ approach to climate policymaking, which we describe in section 3.3. Sections 3.4 and 3.5 identify two further deep and fundamental methodological problems with the IAM.

3.1. The nature of uncertainty and risk from climate change

An emissions pathway consistent with plans submitted for Paris UNFCCC COP21, 2015, implies that we are headed for temperature increases of 3 degrees Celsius or more within a century (UNEP, 2020). Such temperatures carry grave risks to humankind and the planet as a whole. We have not seen temperature levels 3 degrees Celsius or more above pre-industrial levels for around 3 million years, and at that time sea levels were 10–20 metres higher than now (Dumitru et al., 2019). It is quite possible that we could see temperature increases of 4 or 5 degrees Celsius 150 years or so from now, temperatures which the world has not seen for tens of millions of years. The uncertainty around the consequences of concentrations of greenhouse gases in the atmosphere for temperature implies that even if we aim for 3–4 degree Celsius temperature rise, there would be a risk of 6 degrees Celsius of warming. These kinds of temperatures could involve sea-level increases of scores of metres and inundation of many of the coastal cities of the world.

Those kinds of temperatures would radically change lives and livelihoods across the globe. Many parts of the world would become uninhabitable. One of the most densely populated regions in the world, the North China Plain, would likely experience deadly heatwaves later this century with ‘wet-bulb’ temperature exceeding the threshold defining what people can tolerate while working outdoors (Kang & Eltahir, 2018). Similar heatwaves could also occur in other densely populated parts of the world, such as North India. Hundreds of millions, possibly billions, would have to move, likely resulting in severe and extended conflict.
A global cascade of multiple tipping points in the climate system (Lenton et al., 2008) would be an existential threat to civilisation (Lenton et al., 2019).

After Glasgow UNFCCC COP26, November 2021, partially in response to a growing understanding of the potential magnitude of these risks, plans for many countries for emissions reductions have been strengthened (Climate Watch, 2021). Even if these are delivered in full, the mean temperature anticipated around the end of this century would be over 2 degrees Celsius with serious risks of more than 3 degrees Celsius (UNEP, 2021). And we may well be already close to tipping points in relation to the Amazon rainforest, permafrost, and Antarctic ice sheets (Lenton et al., 2019).

The stakes we are playing for are immense.

3.2. Deep uncertainty and extreme risk

Every aspect of climate change – the drivers, the pace, the economic impacts, the response to interventions – is marked by considerable uncertainty. Changes in demographics, preferences, and technology – the underlying drivers of the economy – are hard to predict; and even more difficult are changes in politics, which can have first-order effects on so many of the relevant variables.

When we combine the uncertainties – about climate science, about the ‘right’ economic model, about the parameters of the models, about the changes in those parameters over time, about the political processes which affect both the environment and economy – climate policymaking is a quintessential example of decision making under uncertainty, where the decisions themselves affect the magnitude of the uncertainties.

Following Knight, we distinguish between risk and uncertainty. In the former case, all the possible outcomes and their associated probabilities are known; in the latter case they are not. The uncertainties affect economic trajectories, and the impact of market failures; they have an even bigger impact on the normative analysis. Some of the key concerns, such as those posed by non-stationarity, affect both the descriptive and normative analysis. The standard IAMs pay only limited attention to risk and ignore uncertainty. While in some cases the former can, with some difficulty, be incorporated into the analysis, the latter cannot, as we explain below.

Within the utilitarian framework, the simplest representation, in the presence of risk, is to replace U in each of the maximands described so far with its expected value. This is almost surely an inadequate approach (see sections 3.5 and 6), but it is the simplest, and most in line with conventional economics. Because of concavity, \( EU(C) < U(E(\bar{C})) \), and given the scale of risk and reasonable estimates of the degree of risk aversion, the disparity would be large. Thus, as climate change proceeds, risk increases, and the gap between the putative welfare of the ‘central or average case’, analysed in any model that does not fully embrace uncertainty and risk, and the expected utility of future generations along actual trajectories becomes increasingly large. And it is biased: the difference between expected utility on paths in which climate action has been curbed to say 1.5 degrees Celsius and 3 degrees Celsius are far larger than in a model ignoring risk. That implies, of course, a greater willingness to pay to reduce the (likely) magnitude of climate change.\(^{15}\)

This is especially so once we take into account some of the compounding economic risks associated with a non-orderly transition (e.g. the costs associated with systemic fragility), and incorporate damage functions reflecting risks to life, health and biodiversity, and the consequences of extreme events, leading to the risks of extreme losses.

We face extreme risks. In their presence, for time sufficiently far into the future, \( EU(C) \) may not be well defined. The standard criteria of choosing policies to maximise expected intertemporal utility may fail because, with some widely used utility functions, all trajectories within a wide class\(^{16}\) may yield the outcome of minus infinity.\(^{17}\) This is especially so if the distribution of some of the relevant variables is fat-tailed, as Weitzman (2009) has argued could well be the case. Then, the standard descriptive model introduced in section 2.1 breaks down: it cannot ‘explain’ individual behaviour and the trajectory of the economy in the absence of government intervention; and it cannot provide guidance as to socially desirable interventions.
Weitzman (2009) set out what he called the ‘Dismal Theorem’ which followed from his argument, namely that these models could imply that present generations would be prepared to pay an infinite amount to avoid future catastrophe. The reason for this was that the potential catastrophes were immensely or immeasurably severe and the probability of them occurring was far from negligible. Others have suggested (Nordhaus, 2009) that the problem does not arise if the increase in risk occurs slowly enough and the discount rate is high enough, but Weitzman maintained that unbounded expected utilities present a fundamental problem with the whole approach and are not dependent on a particular formulation. Moreover, he argued that no plausible amount of discounting would remove the problem.\(^{18}\) As he put it (2012) – consistent with the thesis of this paper: 

\[ \text{\ldots I suspect rather strongly \ldots that the primary reason for keeping GHG levels down may be mainly to insure against high-temperature catastrophic climate damages.} \]

There may still be some trajectories, achievable at moderate costs, whose outcomes are bounded. Societal welfare is best enhanced by taking actions which avoid the extreme outcomes occurring (with a significant probability). This is the perspective taken for the UN Paris climate agreement of 2015. If there are actions that strongly limit the probability that disastrous outcomes occur, and these entail modest costs, they should be undertaken. The relevant choice is only among those trajectories that avoid, or radically reduce the probability of, the disastrous outcomes (see Stern & Stiglitz, 2021, for more on ranking alternative trajectories when all are unbounded). In the language of dynamic programming, we try, as best we can, to avoid the state valuation falling off a cliff. This is the guardrail approach. Its role in public discussion and international agreements is described in the next section.

### 3.2.1. Deep uncertainty

Deep uncertainty – where individuals do not know all of the possible outcomes and the probabilities of occurrence of different possible events,\(^{19}\) and know that they don’t know – presents even more fundamental methodological difficulties for the IAM. In particular, it gives rise to incomplete orderings. This is inconsistent with the underlying (but rarely stated) hypothesis in the IAMs that there is a complete ordering. And, it is not just the incompleteness per se of the ordering that is the problem; it is where the incompleteness arises, which is the inability to describe and evaluate some of the most important, catastrophic outcomes.

While Savage subjective expected utility is used in many subfields in economics, especially where there are repeated events in which there can be some congruence between subjective probabilities and objectively observed frequencies, in a world that is ever-changing, in a world of ‘uncharted territory,’ with deep uncertainty, such as climate change, that framework and the axioms underlying it are not convincing.\(^{20}\) Savage himself suggested his framework was more appropriate for ‘small world’ decisions – and if there were ever a set of problems that were not small world, those surrounding climate change would be among them. There is far from consensus on the axioms underlying expected-utility.

Kreps (1979) has argued that in the presence of extreme uncertainties, individuals do not act as if they maximise expected utility but show a preference for flexibility. This approach may be consistent with more precautionary behaviour, i.e. taking stronger actions to avert climate change than one would expect to see were individuals maximising their expected utility with levels of risk aversion normally observed. Others (e.g. Maskin, 1979) have argued that in the presence of ‘extreme ignorance’ it is plausible that individuals (and societies) act in ways which show extremes of risk aversion, more akin to the max–min objective function than the maximisation of subjective expected utility.\(^{21}\) Gilboa and Schmeidler (1989) have provided a framework that allows for the integration of expected utilities in domains where there is not deep uncertainty and something more akin to the max–min principle in domains where there is.\(^{22}\)

(We should emphasise there are still other fundamental critiques of the IAM’s normative approach, maximising discounted expected utility: For instance, the standard approach does not
adequately differentiate attitudes towards risk from intertemporal preferences. See the discussion of section 6.)

In short, in the presence of deep uncertainty, the framework of maximising expected utility lacks credible foundations, and under plausible assumptions, rational individuals undertake more precautionary behaviour than might be suggested by such a model.23

3.2.2. Non-stationary analyses

A central problem is that climate change is moving us into unchartered territory: we do not know how an increase in greenhouse gas concentrations will affect weather and how changes in climate will affect the economy, simply because our economy has never experienced in the lifetime of homo sapiens anything like what we are likely to face. We can extrapolate the future based on the past, but whether in these circumstances that makes sense is highly problematic. The underlying dynamics are not well-described by stationary processes (Milly et al., 2008). It is analogous to the problems of prediction in the years preceding the global financial crisis, when financial markets created new products which they claimed fundamentally changed the way the economy behaved; but the only data to forecast how the economy would behave was from an economy without these financial products. As it turned out, the extrapolations (forecasts) based on that data were wildly off the mark. In this case the problems are likely on a far bigger scale.

These concerns are especially important because of the large non-linearities associated with climate processes, which makes simple extrapolations from the limited climate change experienced thus far highly dubious.

The absence of a scientific basis to estimate probabilities of outcomes associated, say with climate change of 3.5 degrees Celsius, well beyond anything experienced, combined with the sensitivity of IAM analyses to those probabilities, in turn has profound implications for the policy relevance of IAMs: they provide no guidance on how to resolve differences in key judgements around risk and uncertainty, because they simply assume such differences away.24

3.3. The guardrail approach

We argued above that deep uncertainty has profound implications for how individuals actually behave and what are reasonable frameworks for individual decision-making. Here, however, we are concerned about societal, not individual, decision-making. Once we move into a world where there is neither consensus about utility functions (the welfare maximand) or probabilities or the functions describing damages or costs of abatement, the question arises: how can we reach societal agreement about what to do? How we aggregate disparate preferences and beliefs has been a longstanding question in economics and political science (see Arrow, 1951).25 In the case of climate change, we can observe how the global agreement, or consensus, as embodied in the Paris 2015 UNFCCC agreement, was reached: it became broadly accepted that with temperature increases over 2 degrees Celsius there was a significant probability of extremely bad outcomes, potentially so bad that there was a consensus that we should act strongly to try to avoid them. One did not have to have full agreement on the utility function, the damage or abatement cost functions, discounting, or the probabilities. All one needed was convincing evidence of sufficiently high probability of very adverse or catastrophic outcomes that could be avoided at moderate costs, and on that there was consensus across more than 190 countries.

From a formal point of view, it may not be possible to provide concrete social orderings across paths with potentially catastrophic outcomes. Attempts to use standard, sound utility functions can lead to divergent sums or integrals of social utility across a whole range of potential paths. We have, at best, partial rather than complete orderings. In this case the response, which makes sense, has been to follow a lexicographic approach, where we first rule out paths that involve unacceptable risks of catastrophe and then make our evaluations across paths which
do not carry such risks.\textsuperscript{26} That is the guardrail approach and has been expressed in this context in terms of an upper limit on acceptable temperature increases.

Having agreed on a reasonable, consensus goal, the task then is to find the best way of achieving that goal. The difference is analogous to that between cost–benefit and cost-effectiveness analysis. In many arenas of policy where the benefits are hard to evaluate – wars, regulations which affect health, safety and life itself or biodiversity – there is often resort to cost-effectiveness analysis. An agreement is first reached on goals and constraints, and economic analysis centres on the best way to achieve the given goals within the constraints.

Moreover, in the context of climate change, the focus is on avoiding the calamitous events, not average outcomes. IAMs, by contrast, focus on average outcomes in the sense of expected utility. The non-linearities identified in earlier IPCC reports (IPCC,\textsuperscript{2014, 2018}) imply significant reductions in those extreme risks if temperature rises can be kept well below 2 degrees Celsius, with the associated limitations in greenhouse gas concentrations. Recognising that stabilising temperature requires stabilising concentrations, the international community has focused on achieving net carbon neutrality by around 2050.\textsuperscript{27}

This target setting or ‘guardrail’ approach to policymaking has parallels in other arenas where we have rules which are designed to manage extreme risk. For instance, driving is not permitted if alcohol blood concentration is above a threshold. With cliffs or railway platforms there are restrictions on proximity to the edge. There are safety limits on the amount of certain substances in food or drink.

As a first approximation, there is an easily implementable modification to the approaches of the IAMs that can embed the guardrail approach. Assume, for a moment, that we were to buy into the representative agent model and all the other assumptions underlying the IAM. Associated with the agreed upon maximum temperature change there is a maximum level of atmospheric greenhouse concentration. Then we simply add a constraint to the intertemporal maximisation problem, that there never be greenhouse gas concentrations in excess of that level. Of course, this is only a first approximation – it misses out on risk and the other key ingredients emphasised earlier. And it would still embody many of the problems analysed in section 5 below, in particular, their inability to grapple with the central policy question of how to tackle rapid and economy-wide system change. Such an approach cannot, of course, help us answer the question of what our target should be; it simply helps us to understand the best ‘glidepath’.

3.4. Endogenous preferences

Another key determinant of the evolution of the economy is the evolution of preferences. Standard welfare economics (and IAMs) is based on the presumption that preferences are fixed and unalterable; but they are not. They have been changing and, there is at least a degree of endogeneity in all the key parameters of the economy – demographics, technology, market structure, even preferences, are affected by policy, and policy itself is affected by the economic circumstances confronting a polity and citizens’ beliefs.

The endogeneity of preferences has important implications for normative analysis.

There are two reasons to believe that changing and endogenous preferences might lead to stronger climate policy being desirable than suggested by the IAMs. First, at least some weight needs to be given to those who care intrinsically about the environment and its preservation, and the evidence is that it is an increasing fraction of the population. Forecasting these trends and reflecting Ramsey’s dictum of no discrimination against future generations (see section 6 below) suggests, in fact, heavy weights should be placed on protecting the environment. Moreover, the costs of mitigation by behavioural adaptation may be low: is there any loss in well-being, appropriately assessed, if individuals adapt their diet, coming actually to prefer diets with less or zero meat? If not, it implies that one can achieve substantial reductions in carbon emissions with essentially no loss in ‘well-being.’

We note that whilst endogeneity of preferences is very problematic for approaches using expected utility, it is not necessarily disruptive to a guardrail approach.
3.5. Intergenerational equity

As we have noted, the standard IAMs maximise discounted utility over time – equivalent to discounting the utility of future generations relative to those alive today (pure-time discounting). There has been substantial discussion in the literature on pure-time discounting, with Ramsey, Keynes and other philosophers arguing it is ethically unacceptable.28

That is a view with which we would broadly agree. Attaching a lower weight to a future life, which is otherwise identical, simply because it occurs later, is essentially discrimination by date of birth. It is very difficult to find a justification for this in moral philosophy. For a more extended discussion, see Stern (2015) and Stern (2014a, 2014b), and briefly in section 6 below.

However, when such discounting is eliminated, for a wide range of apparently plausible utility functions and paths of development, the maximand (1) becomes undefined (or infinite), again providing no policy guidance. Again, this is an intrinsic problem with the methodology – not one which can be repaired by further research.29

4. Multiple modifications of IAMs: some progress but serious problems of robustness

A major and pioneering contribution to the economic modelling of climate change was William Nordhaus’ important and admirable 1991 Economic Journal paper ‘To slow or not to slow?’ (Nordhaus, 1991). Taking an emerging problem and applying the standard tools of economics was a sensible early contribution to the economics of climate change. Nordhaus’ original DICE model launched a major literature on integrated assessment models (IAMs), and their scope has been expanded over the intervening years. In retrospect we can see that, over time, it has become more and more clear the potential risks from climate change are far bigger than recognised in 1991 and each of the six IPCC assessment reviews has looked more worrying than the last. The immensity of the risks, as we have argued, takes us outside the narrow confines of these models, yet the economics profession on the whole has been too slow to look beyond them.

In this section we will describe a set of criticisms (set (B) outlined in section 1) of the early IAMs, on which economists have made some progress. We highlight relevant contributions in the literature. These improvements to the IAMs, whilst worthy in their intent to tackle problems in early work, have demonstrated the models to be thoroughly unrobust, so unrobust as to be unhelpful to policymakers. Whilst there have been some helpful attempts to deal with endogenous technological change in IAMs (see e.g. De Cian et al., 2012; Popp, 2004), which do indeed show that ignoring the endogeneity leads to an overestimate of the costs of tackling climate change, their scope to inform and guide policy is limited by the centrality of systemic change, and of information and market failures, to the policy challenge posed by climate change. We therefore, return to this issue in section 5.2, where it is classified under the set of issues that are critical to climate policy but which are very difficult to build into IAMs in a way that could helpfully inform policy.

Still, it should be noted that more reasonable implementations of IAMs, e.g. with more relevant damage functions, yield results for optimal trajectories and SCC that are far more in accord with the international consensus. Still, we reiterate the central message of the last section: those targets were set not on the basis of a refined intertemporal analysis, of the kind that is at the centre of IAM modelling, but on an analysis of risk.30

4.1. Damage functions

The damages from a global temperature increase are reflected, in most IAMs, by a proportionate reduction in overall output. For example, in Nordhaus’ DICE models, losses from a 3 degree Celsius temperature increase are around 2.1 percent of GDP, and for a 6 degree Celsius temperature increase...
increase, 8.5 percent of GDP (Nordhaus, 2018b). There is no damage to capital stocks in most IAMs, nor any reduction in the underlying growth rate, which is assumed to be exogenously determined.

As we have already noted, a 4 degree Celsius, let alone a 6 degree Celsius, increase in temperature would have large and highly uncertain consequences, likely involving a massive disruption in livelihoods and severe loss of life across the world. What we know about climate change strongly suggests that damages increase non-linearly with temperature. Given that many parts of the world would have to be abandoned as submerged, or vulnerable to severe weather events, including outdoor temperatures intolerable to human beings for extended periods (wet-bulb temperatures above 35 degree Celsius) (Xu et al., 2020), the assumption of no reduction in, or damage to, capital stocks is clearly untenable. So too is the idea that there could be an unchanged underlying growth process. The estimates of damages from climate change calculated in those IAMs incorporating such damage functions are much smaller than that which is likely to occur.

Obviously, since damages are particularly intense in the upper tails of temperature distributions, small changes in mean temperature can have large effects on the probabilities of those extreme events; and given the complexity of the climate system and the fact, repeatedly emphasised, we are moving into unchartered territory, we can have only limited confidence in estimates of damage functions based on past data.31

There has been progress in the IAM literature in incorporating more realistic damage functions. Carleton and Hsiang (2016), Ciscar et al. (2019) and others provide thoughtful calibrations of damage functions. Hsiang et al. (2017) have produced an empirically-estimated damage functions for the US. Climate and social tipping points have been incorporated into IAMs (see e.g. Cai et al., 2016; Dietz et al., 2021; Grubler et al., 2018; Yumashev et al., 2019).

Not surprisingly, results on optimal policy change dramatically if the assumed damages from climate change are much larger. For instance, Moyer et al. (2014) show that when the assumption of exogenous growth is relaxed in DICE, SCC estimates can increase by orders of magnitude. Dietz and Stern (2015) have also shown how a stronger damage function in DICE suggests a carbon price (in a setting of globally coordinated policy) of $32–103/tCO2 (2012 prices) in 2015, rising, in real terms, to $82–260/tCO2 within two decades, keeping the expected increase in global mean temperature to 1.5–2 degrees Celsius above pre-industrial levels. Similarly, Moore and Diaz (2015) show that an alternative formulation of the damage function in DICE, which allows temperature effects on GDP growth, produces optimal policy consisting of much more stringent near-term mitigation, stabilising global temperature rise below 2 degrees Celsius. More recently, Hänsel et al. (2020) have shown that adjusting the parameters of DICE to reflect stronger economic damage functions, along with some of the latest climate science and a broad range of ‘expert recommendations’ on the pure rate of time preference and the elasticity of marginal utility, as elicited by Drupp et al. (2018), brings the economically optimal climate policy path in line with the goals of the Paris Agreement. As we explain below, while they might make the IAMs seem more reasonable, these studies simply illustrate, but do not resolve, the extreme sensitivity of results in these models, which make them very weak frameworks for policymaking. And the problems of foundational weaknesses associated with extreme risk, deep uncertainty and the challenges of structural change are still not resolved.

4.2. Intrigenerational distribution

Most IAMs deal with aggregate consumption as the argument of a social utility function, sometimes using broad regional sub-aggregates. This approach misses crucial distributional issues as it is the poorest who are hit hardest by the effects of climate change; see, for example, the cyclone in Mumbai and Hurricane Katrina in New Orleans both in 2005. And it is the poorest people who are least insured, who have the least resources to adapt and who usually live in areas that are least protected. The hardship that they bear would, for the value judgements of many, require strong weighting in valuations of damage and this is largely missed by the aggregate approach in IAMs. Nor can it
be assumed that government can or will simply introduce actions and policies to ‘undo’ these distributional effects.

Schumacher (2018) has demonstrated how equity weighting can lead to significantly higher global damages from climate change than those reported by unmodified IAMs. Using a modified version of RICE (Regional Integrated model of Climate and the Economy), called NICE (Nested Inequalities Climate-Economy model), Dennig et al. (2015) have shown that accounting for the distribution of consumption and damage within regions may be as important for climate change policy as the choice of discount rate. NICE has also been used to investigate the comparative importance of pure-time preference; inequality aversion; inequalities in the distribution of both damage and mitigation costs between rich and poor; and a damage function that does or does not assume catastrophic impacts at high global mean temperature increases. Highlighting the lack of robustness of IAM results, Budolfson et al. (2017) show that sub-regional inequalities have a larger effect on optimal policy than does adding catastrophic damages with certainty, at 4 or 6 degrees Celsius above pre-industrial temperatures.

The cited literature does not, for the most part, incorporate simultaneously risk and distribution – taking into account, as we have noted, that those at the bottom face the most risk and are least able to bear it. Almost surely, then, optimal policies taking into account simultaneously risk and distribution would lead to even stronger climate policies.32

4.3. Modified IAMs are unrobust

We have described how various modifications have been introduced into IAMs, and their limitations. It is apparent that even mild modifications in the direction of greater realism in the assumptions and parameters put into the IAMs – more realistic damage functions or better taking into account distributive effects – yield markedly different results. A similar sensitivity applies to functions describing costs of action for mitigation (Grubb et al., 2021).

While we have emphasised the multiplicity of instruments required to achieve an efficient and just green transition, IAMs have centred attention on the SCC. The problem is again that small changes in assumptions can yield large changes in the estimated SCC. A meta-analysis by Wang et al. (2019) found that studies using IAMs to estimate the SCC have produced values ranging from $−13.36/tCO₂ to $2386.91/tCO₂. From the perspective of a policymaker, this degree of unrobustness in the IAMs makes them unhelpful for guiding policy decisions.

Further, the problem of lack of robustness cannot be solved by conducting a meta-analysis and producing a central value. For instance, many SCC estimates in the literature do not take into account extreme values, do not reflect the latest climate science, and do not incorporate distributive effects; if ‘good’ and ‘bad’ studies are not appropriately weighted, a meta-analysis will not produce a result relevant for policy analysis, which clearly should take into account risk, distributive effects, and market failures.

5. Some central issues for policy which are difficult to incorporate into IAMs

In this section we will examine a set of issues which are critical to climate policy but which are very difficult to build into IAMs (the third set of issues outlined in the introduction) in a way that could helpfully inform policy; indeed, as we suggest in the introduction, addressing them adequately requires sufficient changes in the model – and would generate sufficient changes in results – that it is questionable whether the resulting formulation should really be labelled as the same model.

5.1. Making policy when key markets are absent or imperfect and governments have limited ability to correct market failures and to redistribute

Changing the structure of an economy in response to climate change will involve a host of private-sector decisions, including those concerning investment and innovation, in the context
of markets that are far from perfect. Government policy will shape those decisions. If emissions of GHGs were the only market failure, then basic Pigouvian theory says that optimality could be achieved with a tax equal to the marginal damage associated with the externality (Sandmo, 1975).33

But the world is not like that. There are multiple crucial market failures beyond that of the GHG externality which are highly relevant, including: (i) the absence of a full set of risk and futures markets; (ii) imperfections in information (including around R and D, new products, carbon content of products, likely effects of climate change, e.g. on assets); (iii) imperfections in capital markets, related in part to the absence of a full set of markets and imperfections of information34; (iv) a pervasive set of other externalities, including those associated with networks (including grid structures, public transport, broadband, recycling), and with the co-benefits of limiting carbon emissions (including air, water and soil pollution); and (v) market failures associated with non-convexities (increasing returns, learning effects, bankruptcy, etc).

The standard methodological approaches in the economics of climate change have, in large measure, ignored these further market failures, as they focused on the GHG externality. That externality is indeed at the heart of the story, but a methodology that does not take into account the multiple other market failures gives a grossly distorted view of appropriate climate policy. These additional failures are not marginal issues or footnotes; they should be at the heart of policy.

The fact that standard IAMs do not incorporate market failures other than the GHG externality limits their usefulness for policy. One of the most important insights in economics in the middle of the last century was the theory of the second best and more broadly modern public economics.35 It observed that the consequences of removing a market failure in the context of a world where that market failure was the only market failure were markedly different from the consequences of removing a market failure in the context of a world in which there are multiple market failures (Lipsey & Lancaster, 1956; Meade, 1952). Much of the work in IAMs seems to have forgotten that lesson, or (implicitly) assumed that somehow government has remedied all market failures other than that associated with climate change.

Some key relevant market failures are set out in the Table 1, organised in a way that hints directly to relevant policy options. These failures are quantitatively significant. For instance, around 15% of world deaths in 2018 were linked to air pollution, much of it associated with the burning of fossil

| Market failure | Description | Policy options |
|----------------|-------------|----------------|
| Greenhouse gasses (GHGs) | Negative externality because of the damage that emissions inflict on others. Firms do not fully appropriate the benefits of their R & D; knowledge spillovers | Carbon tax/ cap-and-trade/ regulation of GHG emissions (standards), public investments. Tax incentives, support for demonstration/ deployment, publicly funded research. |
| Research, development and deployment (R,D & D) | Lack of access to capital (e.g. even for privately profitable climate mitigation investments); inability to divest of risk in investments in new technologies | Government green lending (green development banks); risk sharing/reduction through guarantees; convening power for co-financing. |
| Imperfection in risk/ capital markets | Lack of awareness of technologies, carbon content of portfolios or products, climate risks. | Labelling and information requirements on cars, domestic appliances, products more generally; disclosure requirements, especially on financial institutions; stress tests; increased awareness of options. |
| Networks and system change | Coordination of multiple supporting networks and systems, often marked by large non-convexities. Marginal analysis, the cornerstone of classical economics, fails | Public investment in infrastructure to support integration of new technologies in electricity grids, public transport, broadband, recycling. Planning of cities. |
| Information | Benefits beyond market rewards. | Policies valuing ecosystems and biodiversity, recognising impacts on health; regulations. |

Note that the policy options in the third column are not exhaustive.
fuels (Vohra et al., 2021). Action to eliminate the burning of fossil fuels can strongly reduce deaths and damage to health from air and other pollution.

We have described in Table 1, in the last column, policy measures which could tackle, not fully but substantially, the market failure defined in the row. For example, labelling and information requirements on cars, domestic appliances, and other products lead to more informed consumers. Regulation on disclosure of information on carbon content of goods or in financial portfolios can have strong effects. These examples illustrate a more general proposition: in the presence of market failures, significant reductions in carbon emissions may be achievable at much lower societal cost than would be the case in the ‘perfect markets’ model.

In the remainder of this sub-section we examine a number of issues associated with market failures and government limitations which are of direct relevance for climate policy and costs of action.

5.1.1. Limitations on government
It should be obvious that government has not eliminated these market failures, or that even with the measures proposed, that it could. Moreover, the large intra- and intergenerational distributive effects of climate change typically are not undone by government. Nor has government engaged in redistributions to the point where the marginal social benefits of a dollar to each individual at each date is the same.

Formally, some of the market imperfections (including those associated with incentive compatibility, self-selection and collateral constraints) and limitations on government’s ability to correct these and to redistribute could be introduced into the standard IAM optimisation problem by adding these as constraints in the associated Hamiltonian. Positive shadow prices on such a constraint would indicate that the constraint is binding. More importantly, the consequence is that the shadow price associated with carbon (the SCC) will change. A world with such limitations is markedly different from one without, and policy will differ.

These limitations have multiple implications, some of which we explore in the remainder of this sub-section and the next on technology (5.2).

5.1.2. Structural change and dislocation
Action on climate change, both emissions reductions and adapting to the climate change which will occur, will embody large structural change in the economy. Analysing how best to manage these structural changes is indeed at the core of the green transition. Here we focus only on the methodological issues which arise from the fact that we are analysing structural changes, rather than the detailed analysis itself. We return briefly to these issues in the final section.

Markets do not, by themselves, handle well large structural changes, partly because pervasive capital and risk market imperfections imply that those whose assets have markedly decreased in value may not have access to resources that would enable them to transit into alternative, more productive uses.

Structural transformations require coordination – the economy can be stuck in a ‘bad’ equilibrium, in which case the social marginal cost of carbon can be markedly different (and higher) than it would be under a better trajectory.

Moreover, the overall economic system consists of a multiplicity of subsystems – energy, cities, land usage, transportation. To describe the radical and wide-ranging changes that will be necessary to move these systems to zero-carbon would take us beyond the scope of this paper. Here we note: non-convexities abound and such transformations require extensive coordination. But there simply are not the necessary full set of prices that would be required, even in the absence of non-convexities. Achieving coordination within each system is hard enough, but the systems interact with each other. Transport, residences, and work places interact very powerfully. As a matter of method it would be a basic mistake to assume that the move to zero-carbon...
could be managed with just one price (Coalition for Urban Transitions, 2019). A multiplicity of interventions are required: in design, zoning, standards, regulation policy and so on.\(^4\)

### 5.1.3. Intrigenerational effects

As we noted above, climate change has large intragenerational distributive effects, which are not typically undone by redistributive policies.\(^4\) Any normative approach needs to take these into account. If climate change adversely affects poor individuals disproportionately (either because they experience more and stronger effects or have a lower capacity to cope), and there is no offsetting redistribution, then average future social marginal utility of income (consumption) will be higher (than it would be in the representative agent model, relative to current marginal social utility, along any given environmental trajectory) – implying the desirability of stronger climate change policies.

There is another important source of differentiation: that of individuals by place. There will be high variability in impacts of weather, not perfectly offset by compensatory payments from those areas that are less affected to those that are more affected. This implies (with any inequality averse social welfare function) that social welfare will be lower, and more affected by, climate change. Again, ignoring these spatial disparities results in a marked bias towards weaker action.\(^4\)

There is a third basis of differentiation: among individuals similar in circumstances within any location (at any income level), there are ‘horizontal’ differences that can sometimes play an important role in political economy, e.g. among those differing in sensitivity to climate change because of health conditions. Again, the social consequences of climate change, with reasonable social welfare functions, may be markedly greater than they would be if one ignored these horizontal differences.\(^4\) The examples of section 4 illustrated how large a difference incorporating these changes can make.

### 5.1.4. Transition risk

Much of standard finance literature assumes that markets are forward looking, and they act as if they had fully rational expectations. But the hypothesis of fully informationally efficient markets has been subjected to extensive theoretical scrutiny and empirical testing, and has been widely rejected.\(^4\) In the case of climate change there is powerful evidence that the risks are very far from being fully embodied in markets.\(^4\) Given that that is the case, the possibility, if action is delayed, of a disorderly financial transition, as the risk of climate change finally becomes generally recognised, cannot be ignored. A ‘disorderly’ transition to a greener, sustainable economy would entail sudden changes in the price of carbon, resulting in sudden changes in asset values. Such changes can trigger a systemic crisis, with macroeconomic consequences that amplify the initial disturbance, as a result of macroeconomic externalities.

The cost of such a disorderly transition would be potentially very large, and the increase of costs as a result of not controlling carbon emissions should be viewed as part of the marginal social cost of carbon – but they are not. The IAMs simply ignore the possibility of such imperfections. The consequences could be greatly mitigated if financial institutions and corporations had more limited exposures to carbon risk, and disclosure requirements and reflecting the risk in bank regulations would likely induce less exposure to carbon risk.\(^4\) Without such disclosure, it is impossible for private actors to take appropriate actions to limit and mitigate climate risk, enhancing the likelihood of a disorderly transition, and the market is likely to engage in excessive climate risk. While regulators in several countries, such as the UK and France, have already begun to recognise the need for disclosure rules concerning climate risk (one example of why rules matter), for many countries such rules may be a long time coming, and that would imply the likelihood of inadequate climate action for an extended period of time.\(^4\)

Transition risk illustrates several of the themes of this paper: the desirability of the use of multiple instruments beyond carbon pricing and the likelihood, because of the associated market failures,
that the societal costs of more aggressive climate action will have a net benefit substantially greater than that predicted by typical IAMs.

5.1.5. Two broad and fundamental implications of incorporating market failures

There are two broad and fundamental implications of incorporating market failures into the analysis. The first is, as we have noted, the costs of achieving any climate target may be far less than if the economy were fully efficient but for the climate externality, and the benefits may be larger, implying the desirability of more aggressive climate targets. Whilst, theoretically, market imperfections and missing markets can lead to overinvestment as well as underinvestment in green technologies, the market failures highlighted in Table 1 clearly tilt against investment in the transition to zero carbon. For example, the transition to zero carbon will be particularly R&D intensive; it will be particularly dependent on networks; many green investments are capital intensive, and capital market imperfections limit the ability of households, small companies, and poor countries to make what would otherwise seem to be efficient investments; and the co-benefits of phasing out fossil fuels for health are very strong.

Secondly, when there are multiple market failures, it is in general desirable to employ a multiplicity of interventions, not just a carbon tax. Table 1 has illustrated a rich set of desirable interventions, involving pricing, information, regulations, and public investment. Action on one of the failures can reinforce action on others; these cross-effects should be studied and utilised. Policy recommendations derived from IAMs which point to a dominant focus on price interventions are simply a result of the extreme assumptions employed.

5.2. Technological change

The technologies we use for our activities will look fundamentally different in a zero-carbon world. We can already see elements of effective technological responses emerging.

Because innovation is central to the response to climate change, and because the presumption is that the rate and direction of private investments in innovation is not socially efficient (see, e.g. Stiglitz & Greenwald, 2014), methods and models which assume that the only market failure is that associated with emissions are inherently limited. If there were no market failures – if investment in R & D was just like any other investment, and the market accordingly optimised social welfare with respect to the level of R & D, with the only distortion associated with too little investment in climate research because of the mispricing of carbon – then correcting the market failure through pricing of carbon would be all that is needed. To be sure, as we correct the price of carbon, there will be more research. If we've correctly specified our R & D functions (giving lower costs of production as a function of the amount spent on research), the IAMs would give us the right answers.

But if, as we claim, the market is inefficient in the allocation of resources to carbon- and energy-reducing innovation, then IAMs which don't put market failures at the centre may be vastly off the mark. If it is possible to foster innovations which lower emissions at relatively low costs, then the costs of achieving any target will be greatly lowered relative to an analysis which ignores endogenous innovation, or recognises its endogeneity but assumes that there are no market failures. New growth opportunities may be generated, both as a result of the technological spillovers (that are not internalised as each firm focuses only on its own profits) and because of macroeconomic externalities. Of equal importance are government investments in R & D: knowledge is a (global) public good, and the market on its own will generally underinvest.

By assumption, as we've emphasised, standard IAMs ignore these crucial market failures.

We have already seen very strong technical progress on the back of fairly modest policy. Strong policy across a number of market failures which affect the rate and direction of innovation and the diffusion of knowledge, employing multiple policy instruments, could greatly accelerate
the pace of change, enabling the achievement of climate targets at much lower costs. And there
are likely to be further macroeconomic and other societal benefits from the induced innovation.

6. Intertemporal trade-offs and risk in shaping climate policy

6.1. Centrality of methodology

Climate change represents a special set of social decisions: the current generation is making
decisions which affect future generations, indeed could put their welfare at great risk. Since
those generations are not here to express their voice, the issue of societal decision-making is una-
voidably moral/ethical. These issues must be examined directly and cannot, as a matter of meth-
oodology, be avoided, for example by trying to look for answers in markets. They are embedded in
the ‘logic of the problem’.

Discounting is about valuing changes in welfare of future generations. Thus the combination of risk
and discounting, and their assessment, lies at the heart of decision-making on climate change. The two
are inseparable, and one of the limitations of the IAMs is that they ignored the centrality of risk.

This section examines how to understand and model the combination of risk and discounting,
with an emphasis on the critical role of methodology.

6.2. Ethical perspectives

In economics, standard approaches to ethical questions have embraced consequentialism and the
use of explicit utility (social welfare) functions. In Stern (2015, chapter 6 and 2014a, 2014b),
approaches from other perspectives on moral philosophy to the economics of climate
change are examined, including Aristotelian (or virtue ethics), Kantian (categorical imperatives),
social contractarian, and liberty, justice and rights in the tradition of Isaiah Berlin and Amartya
Sen. This is not the place to examine in detail the role of these perspectives in relation to
action on climate change; we touch only on a few themes related to the central objective of
this paper.

The Aristotelian approach asks not ‘what ought we to do?’ but rather ‘what sort of person should I
be?’ It emphasises the role of moral character, or ‘virtues,’ in living an ethical life. Kant’s ‘categorical
imperative’ gives a criterion for the judgement of moral behaviour in oneself or others. Essentially, it
invokes the notion of ‘duty’ and examines its bases. Contractarianism grapples with the question of
‘what is the nature of the social contract?’ and, in particular, in this context ‘what is the nature of the
social contract with those not yet born who could not be present to participate in the contract,
unless we act on their behalf?’ Perspectives in political philosophy concerning liberty, rights, respon-
sibilities, and justice relate to the liberty or freedom individuals should have to take decisions as they
would wish, in relation to what they desire or value, and in relation to the e
ff
ects these decisions
might have on others.

Further, at least from the Justinian code on, the public interest doctrine has held that the
sovereign (the state) holds natural resources (here the environment) as a fiduciary, in trusteeship
or stewardship for future generations. Even if on average future generations are assumed to be
much better off than the present, a course of action which would entail some chance of
extreme adverse climate impacts on future generations, if those impacts could have been
avoided by a modest expenditure of resources today, could be seen as a violation of that
principle.50

Many dimensions of the different ethical perspectives have not put risk at centre stage and risk, parti-
cularly extreme risk, intensifies and deepens the moral arguments. Nevertheless, from the different perspec-
tives of all these arguments, actions that could put the lives and livelihoods of hundreds of millions at great
risk would be seen as immoral. A just society would avoid such actions.51 An economic calculus (e.g. as
described in section 2) which leads to conclusions inconsistent with what a just society would do has
obviously left out something(s) important and crucial. This paper has identified critical missing elements in the standard IAM. For instance, by ignoring key aspects of risk, by assumption, it cannot address the immensity of risks imposed on future generations. Section 3 provided a critique of those implementations of the model which do incorporate risk through a standard expected utility analysis. There are others: the standard approach does not adequately differentiate attitudes towards risk from intertemporal preferences, in the way Epstein and Zin (1989) preferences do. One should not assume that utility functions used to model intertemporal allocations are necessarily the same as those that are appropriate for modelling behaviour towards risk.

The remainder of this section ignores the critiques based on deep uncertainty and extreme risk, focusing instead on the basic concept of discounting, which has often been muddled, implications of imperfect risk and capital markets and limitations on government redistribution.

6.3. Discounting

Decisions now on climate action affect the welfare of those in the future. A consequentialist analysis inevitably faces the question of how to value costs and benefits in the future relative to now. Discounting – how we value a dollar in the future relative to a dollar today – is important. Some, such as the Trump Administration in the US, have argued that the appropriate discount rate is around 7%, implying that an increment of income five decades from now would have a weight of 3% relative to now. This would point to low SCCs and weak climate action.

For marginal increases the central concept is the social discount factor, which is the value or weight attached to an increment of a good in the future relative to now. The social discount factor is essentially a relative shadow price, a core concept throughout economics. Much of the discussion of discounting has been confused by jumping straight to the discount rate which is the proportional rate of fall of the discount factor.

We emphasise that it is the discount factor that is the logically prior concept. Indeed, starting with the social discount factor makes it clear that we cannot discuss it, and the discount rate, coherently without reference to future standards of living and the threat to these living standards from climate change. Most value judgements about relative weights to increments in consumption or income for different people would focus on their relative living standards.

Accordingly, we need to focus on future living standards; and pure-time discounting, the relative value of a life in the future relative to a life now, as the key determinants of social marginal utility. These are readily understandable concepts which are reflected in public discussion and the values behind those discussions. In the context of IAMs we should recognise that in implementing this approach we cannot sensibly impose an exogenous long-run growth rate when climate change can have such catastrophic results.

It is clear that the relative shadow prices embodied in discount factors will depend on time, the state of the economy and climate, which individuals or groups are involved, which goods and so on. To speak of the discount factor or rate with over emphasis on the definite article is to misunderstand the concept and problem. There are several alternative approaches.

6.3.1. Social discounting, market rates of interest, and intellectual consistency

Some have tried to point to the capital markets for answers. But, even if markets were perfect, in the absence of optimal intertemporal redistribution, there is no relationship between market rates of interest and the relative marginal valuation of a dollar at different dates (to different generations). Observed market rates of interest reflect only the intertemporal trade-off of the current generation, not societal trade-offs across generations. Observing one does not allow us to infer the value of the other.

Of course, if one were to take the IAM seriously, ignoring risk but assuming optimal intergenerational redistribution, then the observed intertemporal discount rates would be low – in recent years close to zero (the safe real interest rate) – far lower than the numbers typically used in implementations of IAMs. Calibrations of the model cannot, of course, ignore risk and market imperfections,
setting the stage for an inevitable intellectual inconsistency. Later, we explain how incorporating risk correctly implies an even lower discount rate than commonly assumed in relation to IAMs.

6.3.2. Using the Ramsey model
We can illustrate the approach which begins with the social discount factor by linking with the simple Ramsey model (Ramsey, 1928).

Generally, the value $\lambda$ of an increment in consumption in the future (relative to now) would depend on the good itself (indexed $i$), to whom it goes (indexed $h$), the time it occurs (indexed $t$) and the state of nature (indexed $k$). To keep things simple, we focus for the moment on time and an aggregate consumption good, noting that that leaves out risk and any direct effect of climate change on well-being (i.e. its only effects are through impacts on consumption).

The social discount rate is defined as the proportional rate of fall of $\lambda$. If we define $\lambda$ as the social marginal utility at time $t$, we have:

$$\lambda = u'(c)e^{-rt}$$ (8)

and

$$\frac{-\lambda}{\lambda} = \eta g + \delta$$ (9)

where $\eta$ is the elasticity of social marginal utility of consumption (and could depend on the level of consumption), $g$ is the growth rate of consumption (per capita) and $\delta$ is the pure-time discount rate (9) is often described as the Ramsey equation). It is important to recognise that $g$ and possibly $\eta$ are endogenous variables. If climate change causes negative growth, this discount rate could be negative. Thus, no analysis of appropriate climate policy can begin by taking the discount rate as given. Moreover, we argued earlier that the only ethically defensible value of $\delta$ is zero.

The shape of the utility function is captured in this framework through the parameter $\eta$. There is a substantial literature which tries to infer $\eta$ from individual and social choices (Barro, 2013; Dasgupta, 2008). However, as Atkinson and Brandolini (2010), and Stern (1977) have shown, attempts to infer $\eta$ from allocation decisions of governments give answers which range from negative to very high. Similarly, attempts to infer $\eta$ and $\delta$ from savings rates depend crucially on assumptions about individuals’ beliefs about the pace of technical progress. There are also multiple problems in trying to infer $\eta$ from behaviour under uncertainty (including the fact, observed earlier, that in general, attitudes towards risk may differ from those associated with intertemporal allocation). If we are to use this formulation, we need to consider a range of specifications for $\eta$. For instance, median real income per household in the US has increased at a rate slightly less than 0.5% over the past two decades, though more recently it has been increasing much more slowly. Using that as a proxy for the rate of increase in consumption and assuming $h \approx 1$, then the discount rate is 0.5%; if $h \approx 2$, then it is 1%.

If climate change has a direct effect on well-being (as it almost surely does), so we write $U = u(c, E)$, and a deterioration of the environment decreases the marginal utility of income (as it plausibly would), then the discount rate will be still lower.

6.4. Combining risk and discounting
Both risk and discounting play a strong role in decision-making around climate change. We need to combine assessments of the nature and consequences of risk and valuations of future changes associated with climate change.

There was a lively debate (Dasgupta, 2007; Nordhaus, 2007; Weitzman, 2007) after the publication of the Stern Review in 2006 of the relative importance of these two elements. This eventually pointed to the fairly obvious conclusion that both matter. This is encapsulated in the theorem presented in
Role for Both Risk and Time in Intergenerational Welfare Analysis

- Write the difference in the expected utility with and without climate change as 
  \[ \int_0^\infty g(t)f(t) \, dt, \]  
  where \( g(t) = E[\Delta u] \) and \( \Delta u \) is the difference at time \( t \) in welfare with and without climate change; is the pure time discount factor. \( g(t) \) will depend on model structure, policies/path, and shape of \( u(c) \). It is possible that \( g(t) \) is infinite for some finite \( T \) (see Weitzman 2007a).

- For any given \( g(t) \), we can construct \( f(t) \) so that \( \int_0^\infty g(t)f(t) \, dt < \varepsilon \) for any \( \varepsilon > 0 \), i.e. there are arbitrarily small losses from climate change. An example is \( f(t) = (1/g(t))e^{-\delta t} \) with \( \delta > 1/\varepsilon \).

- For any given \( f(t) \), we can construct \( g(t) \) so that there are infinite losses from climate change, i.e. \( \int_0^\infty g(t)f(t) \, dt = \infty \). An example is \( g(t) = 1/f(t) \).

- Clearly, both risk and time can play key roles in welfare judgments.

Note to box: (1) The box illustrates that even with time discounting, if the risks of welfare losses from climate change increase fast enough, expected utility with climate change will not be defined (effectively, minus infinity), so that if it is feasible to avoid it, one should. To make the argument as simple as possible, we have assumed a time additively separable utility function; obviously, the result is more general.

The argument in the box is essentially as follows. For any set of damages in the future, there is an approach to discounting which makes their social valuation as small as we please. And for any pattern of discounting, there is a set of climate risks which makes damages as large as we please. Both risk and discounting can be important.\(^5^\text{6}\)

However, the arguments presented in the previous sub-section and in sub-section 3.5 imply that it is hard to ethically defend high discount rates. And the arguments presented in section 3 imply that in the presence of deep uncertainty and extreme risk, the expected utility framework simply does not work. And we should emphasise that as the science advances and concentrations increase (see, for example, IPCC, 2021), the gravity of the risks and the importance of deep uncertainty and extreme risk become ever clearer.

Assume, though, that risks are sufficiently limited and well-defined that the standard expected utility framework were acceptable. Within that framework, what can we say about the appropriate discount rate? Suppose also that we put to one side the problems we have raised about the relationship between market behaviour and social values. This is, of course, to ignore basic fundamentals, but what might we find if we pursued that route?

To a first approximation, the answer is remarkably simple: whether the discount rate is lower than the ‘safe rate’ depends on whether the expected marginal utility of income is falling faster than the marginal utility of expected income. In the context of limited and well-defined risks, in which the expected utility model works, there is a strong presumption that incorporating both risk and uncertainty leads to a discount rate below the (real) safe rate of interest – which recently has been very low, less than 1%, even negative.\(^5^\text{7}\) There are three reasons for this simple answer:

(a) Negative correlation between returns to climate mitigation investments and marginal utility of income (Arrow et al., 1995).

Such investments pay off especially when climate change is worse than expected, in which case societal well-being will be low, and the marginal utility of income high. Climate investments provide a form of partial insurance. Just as investments whose returns are positively correlated with income require a return in excess of the safe return, it is desirable to make
investments with a negative correlation even when the returns are less than the safe rate of return.58

The fact that the average return to capital, say, 7 percent is not an argument for using a 7 percent discount rate in climate change.59 To blithely discount future streams of revenues and expenditures (net profits) at a higher rate when there is greater private risk, is to confuse social time discounting with private risk discounting. The failing of such an approach is reflected in what it would imply about responding to an increase in the uncertainty associated with a future liability (cost), such as those from the clean-up of a nuclear power plant. Greater uncertainty would imply (in the standard methodology) a greater discount rate, so that we should pay less attention to such costs, the greater the risk.

(b) The risks that the firm looks at are its private risks, which are distinctly different from those of society as a whole. There is no reason that the appropriate compensation for risk for a typical private investment – which includes, for instance, the risk of bankruptcy – has anything to do with that for a climate investment.

(c) Increasing risk over time justifies using an interest rate that is lower than the safe interest rate, simply because the increasing risk (normally) leads to an increase in the expected marginal utility of income.60

7. Ways forward

7.1. The problem with IAMs

It was understandable that early analyses of responses to climate change involved the application of standard workhorses of economics- simple exogenous growth theory – to a problem new to economists, by assuming marginal perturbations for climate change and increasing marginal costs of action. But over time, here (as in macroeconomics, where another variant of the Ramsey intertemporal maximisation model became the workhorse model), the deficiencies in the underlying model, including those delineated throughout this paper, made clear its limited usefulness in addressing the core questions for which it was constructed, in particular in relation to the ever-growing understanding of the potential immensity of the risks. The scale of those risks takes us outside the case of these standard workhorses.

Unfortunately, many in the economics profession did not appear to recognise the limitations of this framework either in their work or in public debates. The advocates and practitioners of IAMs seemed to want to argue, or give the impression, that their approach was the way to analyse policy. The result was a chasm between the policy recommendations of the majority of those economists using variants of these models and the rest of the scientific community. This paper has sided strongly with the latter, which has rightly focused on the possibilities – or probabilities – of extreme and unacceptable outcomes occurring on the economists’ ‘preferred’ trajectory which emerges from many of the IAMs.

Some might argue the problem is not with the methodology itself but with particular implementations (see e.g. Aldy et al., 2021). We have seen, for instance, (see section 4) that when some of the objections we have raised are addressed, for example, better, more comprehensive damage functions (reflecting, e.g. non-linearities, impacts on lives, health, biodiversity, and distribution, and paying some attention to risk and variability) or paying greater attention to intra-generational distributive effects or incorporating market failures better, or more realistic treatments of cost functions and technical progress, the results change radically and move closer in their ‘optimal’ trajectory towards the recommendations of the scientific community. But, at the same time, the great sensitivity of results to model specification that this work demonstrates undermines the usefulness of the approach.

Our objection is not just to the lack of robustness of the standard IAMs, or even the biases built into the results by the particular assumptions made in the most widely cited implementations which generate the ‘optimality’ of 3–4 degrees Celsius.
In our view, it would be a mistake to argue that whilst IAMs are not yet ready for prime time – for being at the centre of policy discussions – with diligent work continuing the advances of the last quarter century, they will be. Those advances have been substantial, and more plausible versions of the model have, as we have noted, at last generated results that seem consistent with the decisions being made by the international community. The more fundamental problem is that these models are not well suited to analysing problems of deep uncertainty, extreme risk, endogenous preferences, intergenerational equity (where future generations are not discriminated against), and increasing returns to scale and rapid technological change.

Even ‘new and improved’ IAMs are likely to be of only limited value in providing policy guidance for several reasons – and that will continue to be true even as more information becomes available as to the nature of climate change and the policies and actions that might tackle it. First, even if we make the assumptions more realistic, these models have been shown to be very unrobust; they are not helpful for guiding policy decisions, unless we are very confident in all of the key functions and their parameters – which we cannot be. Here, though, the models, perhaps unintentionally, have proven their usefulness in another way, by highlighting some of the variables, like risk and distribution, which are critical. To be sure, any theoretical analysis would have given the same results, at least qualitatively.

Second and equally important are the normative issues discussed in section 3: critical are (a) the magnitudes of risk associated with different concentrations of greenhouse gases; (b) our willingness to accept imposing those risks on future generations; and (c) the deep uncertainties – we know that we don’t know. This is where the public dialogue should be and – with the exception of some economists focusing excessively on IAMs – has been. The framing of the critical issue as being one just of intertemporal trade-offs is misguided.61

Finally, the IAMs are silent on what has become a major motivation for change, the realisation that action on climate can lead to a whole new approach to growth and development which can yield paths which are more dynamic and attractive than the dirty growth that has gone before. The implicit assumption of IAMs that markets work so well that if those opportunities were really there, they would have already been seized is based on presumptions about market efficiency (other than in the arena of climate) that are unpersuasive. It is the understanding that these new opportunities are there that has led to change in policy approaches in many countries.

7.2. Exploring a variety of models

Accordingly, for economic analysis to help inform us about the answers to the critical policy issues posed by climate change necessitates using a set of models and analyses which look very different from IAMs. There are a variety of alternative approaches that are likely to provide better guidance for policy makers. There are several key questions, and a model designed to help answer one may be less helpful in answering others. Among the key questions are: what should our climate targets be? What instruments should we utilise? If we use prices as guidance, what is the social cost of carbon? What are the large structural changes that will be required as part of the green transition? How can we foster the innovation and investment that can lead us to a new path of sustainable, resilient and inclusive development and growth?

Addressing the full set of policy challenges presented by climate change will require a collection of conceptual, theoretical, empirical and modelling approaches and not just a single grand model. We hope that our paper will be of use not just as a critique of IAMs and a warning against taking them too seriously for policy guidance, but in helping set the research agenda going forward: understanding the limitations of IAMs is important if we are to develop approaches that are more useful for policy purposes.

We have suggested that key in setting the targets are models that focus on deep uncertainty and extreme risk, identifying, for instance, points of large non-linearities and assessing approaches, with their investments and costs, of averting the worst outcomes. This is central to what we have
identified as the guardrail approach. There would be great value in deeper analytical and philosophical analyses of decision-making in the presence of extreme risk and deep uncertainty. Can we throw further light on how to portray and understand decisions about catastrophes of different nature and scale? We would hope to both tackle and go beyond the analytical problem of ‘minus infinity’. There are different orders of infinity and various possible approaches to uncertainties. This is likely to be deep and difficult work, but it is important.

As we emphasised in the introduction, the international community has made a judgement that the risk associated with temperature changes in excess of 2 degrees Celsius are unacceptably high and have set targets of ‘well-below 2 degrees’ or 1.5. Increasingly, the target is 1.5 degrees Celsius as the risks of 2 degrees Celsius are better understood. That decision was made with full knowledge of the results of IAMs. The ‘guidance’ of the IAMs was forcefully and rightly rejected: IAMs simply did not address the risks which were central to that collective decision.

Having ‘solved’ the problem of defining targets, the economics of policy should focus on how to achieve them in the best way possible. For assessing alternative trajectories consistent with that goal, a first approximation – far more relevant than standard IAMs (but in one sense, a natural development of the IAMs) – are models that take that goal, e.g. expressed in terms of temperature change, as a constraint and ask what is the best way to achieve it. Such an approach keeps the acceptable level of risk in bounds.

We have explained why the standard IAMs provide inadequate guidance not only about the targets, but also about how whatever targets should be best be achieved. They argue for reliance on price interventions. We have explained why it is desirable to use multiple instruments, and why the desirable SCC is much higher than that which emerges from the standard IAM.

There has been some work (e.g. Kaufman et al., 2020) that places constraints on emissions or temperature within an IAM framework. Interestingly, this work, centring on one of the key problems with IAMs that we have identified, yields a SCC that is far more in accord with that of Stern et al. (2017) than that associated with the standard IAM – or to put it another way, accepting the SCC of the standard IAMs would lead to carbon concentrations and climate change at a level far beyond that of the international consensus.

The longer-range research agenda will need to address the multiple limitations of the standard IAMs to which we have called attention. We note, however, that the incorporation of the constraints described above in the guardrail approach implies that the biases introduced by those omissions will have more limited consequences, so that methodologically, we should have far more confidence in the policy recommendations.

Because risk is central to the analysis of climate change, we will need to investigate stochastic optimisation models. And because we know that we will learn much more about climate risk and about methods for finding alternative and sustainable paths for growth and development, models employing sequential decision making will be of real interest (e.g. Cai et al., 2016; Diaz & Keller, 2016; Keller et al., 2004; Lemoine & Traeger, 2014; Lemoine & Traeger, 2016; Lontzek et al., 2015).

This does not mean that each model should try to capture everything. On the contrary, each one should focus on a key issue or issues, remembering in each case Rodrik’s dictum (2015, p. 213): ‘Unrealistic assumptions are ok; unrealistic critical assumptions are not ok’. We should emphasise strongly that we will need a range of models and analytical approaches. Any choice of a particular model or analytical approach involves choices between specificity and generality. Some will be more specific, for example, around disclosure in financial markets or the fostering of innovation in the energy sector. Others will be more general, including at the theoretical level, for example, to make the point about extreme risk and deep uncertainty in relation to guardrails.

A key element will be to construct better underlying descriptive models. Between them they should examine relevant market failures, including those associated with technological progress, more realistic modelling of the behaviour of individuals and firms, and the criticality of institutions, particularly in the context of systemic change. We should have an open mind about what kind of models and analytical approaches will help answer key policy questions.
Behavioural economics may provide insights into how to encourage individuals to use lower emission technologies or to eat lower emission foods; such interventions often entail low costs, enabling climate targets to be achieved at much lower costs than otherwise would be the case.

Meeting the climate challenge will require large structural transformation, and standard aggregative models are of only limited use in guiding such transformations. In the absence of other market failures and non-convexities – key assumptions in the standard model – setting the right prices can guide the economy to make the ‘right’ allocations. But even apart from market failures like capital market imperfections and the incompleteness of risk markets, making the green transition will require complex changes in the economy’s subsystems, which are marked by notable non-convexities and market failures. Acting on climate requires changing the large, complicated and interacting systems which generate a major part of economic activity, including, in particular, cities, land and natural capital, energy, and transport. Contrary to the implication of standard IAMs, we cannot expect the transformation of the whole economy – and especially key complex systems – to be delivered by prices alone or even by two policy instruments, or to be satisfactorily informed only by marginal analysis. Change will require coordination of a kind beyond that typically provided by prices (Stiglitz, 2018). It would thus be wrong to assume not just that there are no market failures, but that markets on their own would manage the necessary transformations efficiently.

Institutional structures are of the essence both in managing uncertainty and expectations and in system change. Institutional economics will have a central role to play in this collection of approaches. For instance, additional regulatory mechanisms will be needed to incentivise storage and flexibility in power systems (ETC, 2021). Aggregative models are obviously not well-suited for studying structural transformations and the policies that can best foster them; we will need detailed modelling of each of the key sectors, including the investments, regulations, and price guidance that will most effectively bring about the required transformations in a timely way.

So too, given the key role of market failures as impediments to a fast green transition, we will need models that focus, for instance, on tackling pervasive market failures in the financial sector, e.g. imperfections in information, through disclosure requirements and central banks analysing carbon risk in all of its dimensions; imperfections in risk markets, e.g. by governments taking a role in de-risking climate investments; and imperfections in financial institutions, e.g. by the creation of green development banks. Tackling these market failures can substantially lower the cost of bringing about the transition (thereby impacting both optimal trajectories and the SCC).

These modelling advances will necessarily involve assembling microeconomic, structural, technological, and macroeconomic analyses of change for countries and communities across the world, accounting for the circumstances, difficulties and opportunities they face. This must involve a whole range of economics, working with science, technology and other social sciences and even humanities, as we have to address some of the ethical issues noted in this paper. The work will involve bringing the best of economic analysis to the table, including around innovation, behaviour, political economy, and growth and development, which will all be central to change.

We think that this paper is helpful for the necessary research because: (1) it provides a meta-perspective in the sense of looking at the relationship between models and their uses and the challenges that climate analysis and policy pose; (2) it shows the limits, contributions and developments of the dominant modelling framework; (3) it exhibits why we need a diversity of models and frameworks; and (4) it presents a way to approach to current pressing problems, including the guardrail approach and the analysis of systemic change in imperfect economies.

This paper thus provides a path towards the reconciliation between the perspectives of the broader scientific community, which has pushed for urgent and strong action (IPCC, 2018; Ripple et al., 2020) and a part of the economics community, using particular versions of Integrated Assessment Models, who have been sceptical of the need for such urgent action and have not only been tolerant of, but urged the acceptance of, higher levels of climate change. The intuitions of the
scientific community may well be right: the simplistic models of the economists have simply not captured essential aspects of the societal decision problem. The answer will not be in terms of tweaking or refining existing IAMs but in developing a whole range of models, analyses and approaches to guide us on climate targets and on the structural change and new forms of growth and development that can best achieve them.

7.3. An optimistic note

We want to end this paper on a more optimistic note. Much of this paper has focused on the downside risk, the deep uncertainties associated with climate change, and possibilities of catastrophic outcomes if we fail to take adequate action. But the very market failures to which we have called attention imply that there is an upside potential to addressing climate change – one which too suggests the desirability of greater climate action. There is the potential of finding a new, cleaner, more efficient and more attractive form of growth, with better health and less pollution, in which case the apparent ‘costs of action’ may turn out to be negative. In this sense, for many parts of the story of transition we should think of action in terms of investment and innovation rather than cost. The successes in innovation in the past decade suggest this optimistic scenario may not only be a possibility, but perhaps a probability.

Notes

1. Since the Paris agreement, many countries and international institutions are now focussing on a target of 1.5 degrees Celsius, in part influenced by the IPCC report of 2018 on 1.5 degrees Celsius showing that it is much safer than 2 degrees Celsius (IPCC, 2018). That target of 1.5 degrees Celsius formed the basis of much of the discussion on goals and strategies at COP26 in Glasgow, November 2021. 90% of emissions are now covered by countries with net zero targets (Climate Action Tracker, 2021).
2. On discounting, and on major failings in its discussion in much of the literature on climate economics, see section 6 below.
3. Even though Nordhaus (2018a, pp. 454–5) has recognised this sensitivity and lack of robustness, advocates of these types of models do not seem to have recognised sufficiently clearly that the implication is that there can be little confidence in the suggestion that optimum paths involve a 3.5–4 degrees Celsius temperature increase.
4. There are three Working Groups (WG) in the IPCC, I physical sciences, II impacts and adaptation, III mitigation. It is WGII and WGIII that have consistently emphasised IAMs. WGI has emphasised risks strongly, developing ever increasing concerns over these risks – see in particular the WGI report from the 6th Assessment Review, published in August 2021.
5. As the quotation from Nordhaus above suggests, Nordhaus casts doubt on the feasibility of attaining the targets of 1.5–2 degrees Celsius. This is a conclusion presumably based not on an analysis of an optimisation model, but of the extreme sacrifice that would need to be borne. This speaks to a number of assumptions embedded in his model. Needless to say, other analysts, including Stern et al. (2017), have come to quite different conclusions. The economic feasibility of achieving these targets at moderate costs is quite apart from the political economy issues about whether such targets can be achieved within current political frameworks. See the discussion below.
6. For instance, using variants of such models, the Trump administration hugely diminished the SCC to $8 in 2030 in 2018 dollars. It used these numbers to justify replacing the Obama era Clean Power Plan with Trump’s Affordable Clean Energy rule, which allowed far more emissions from existing coal-burning energy plants.
7. See section 5.1.
8. There are other important normative and technical issues, extensively discussed elsewhere. For instance, the assumptions of time separable utility functions and the malleability of capital are crucial for dynamics.
9. To take but one example: that model predicts much higher savings rates than those actually observed (Carroll, 2000).
10. In a finite horizon model that would be that, at the horizon, the shadow value of ‘stocks’, K and E, is zero; or tends to zero in an infinite horizon model.
11. For more on the implications see Stern and Stiglitz (2021).
12. Note that the analogous model in macroeconomics has similarly been much criticised as methodologically flawed. Many, if not most, of the criticisms levelled against that model (which have received widespread but far from universal acceptance) apply to IAMs (Stiglitz, 2011).
13. There is a red herring that defenders of the IAM sometimes raise: if the government today is considering optimising environmental policy across generations, shouldn’t it have already considered optimising intertemporal distribution? The reality of climate change has meant that the world can’t avoid dealing with the issue, and the issue inherently involves an analysis of long-term intertemporal consequences. While in a ‘first best’ world, one might argue that the government should simultaneously think about other forms of intertemporal redistribution, there is little evidence that it is fully doing so; and there is compelling evidence that it has not done so in the past, so that one cannot look to current market interest rates as reflecting, in any way, societies’ marginal rate of substitution across generations (for further discussion see section 6).

14. That is, in the representative agent model, the individual simply solves for the optimal trajectory; but with heterogeneous individuals in the absence of a full set of futures markets, there is no basis in a decentralised economy to ensure that the economy is on an equilibrium trajectory, i.e. a trajectory that would have emerged had there been a full set of markets.

15. Effects on the marginal social cost of carbon are sensitive to the particular parameterisation of the utility function, suggesting another reason why a framework for policy analysis centred around the marginal social cost of carbon may be of limited usefulness.

16. Including possibly the central trajectory labelled as ‘optimal’ by the IAMs.

17. Our late friend Marty Weitzman was concerned with these issues and discussed them with us over the years.

18. The point is that the further out in the future, the greater the uncertainty. But sufficiently severe adverse outcomes can occur with sufficiently high probability within finite dates such that the integral of expected utility over time is not defined (especially so if we take on board the ethical concerns raised in section 3.5). The interaction between discounting and extreme risk is examined in section 6 below.

19. Even the meaning of probabilities is questionable, as the long standing philosophical discussion leading up to Savage’s work (discussed briefly below) makes clear.

20. We have already noted that expected utility may not be well-defined, especially with fat-tailed distributions.

21. He also shows that this perspective carries over to social choices (in contrast to Harsanyi, who argues for a utilitarian social welfare function).

22. The particular axiom that has been questioned is the ‘sure thing’ principle. For a more extensive discussion see Heal and Millner (2018). Gilboa and Schmeidler’s axioms give rise to what is referred to as ambiguity aversion.

23. We are careful to say ‘might,’ because (a) we are not sure even how to proceed with using the expected utility framework in the circumstances delineated; and (b) we know that under plausible conditions, even were we able to meaningfully assign subjective probabilities to different states, expected utility may not be well defined.

24. It also provides a further critique of the representative agent model, which assumes that all individuals share the same beliefs – obviously contradicted by the heated climate change debates. The IAMs to date have provided not even a suggestion of how societal welfare is to be maximised in a context in which there are disparate beliefs.

25. There is also no consensus among economists about how to make welfare judgments in a world where ex ante some individuals’ probability judgments are clearly off the mark, e.g. where beliefs about climate change or future interest rates are untethered to reality; or in a world where those beliefs are changing and/or endogenous.

26. The issue of divergent integrals and incomplete orderings in the context of extreme risk raises important research challenges on which we comment briefly in the final section.

27. This simplifies the physics somewhat but embodies the basic scientific logic. Note that the path to net zero is important – atmospheric carbon concentration, the integral of net emissions over time, is what matters.

28. Rawls (1971) can be read as supporting this perspective. It has particularly strong implications with utility functions in which the environment explicitly enters into utility functions and is imperfectly substitutable with conventional consumption goods.

29. An effect which looks like pure-time discounting comes from the argument that if there is some exogenous probability of extinction, then we adjust future utilities for the predictability of survival (see Chichilnisky et al., 2020 for analysis and references). But in the case at hand, those probabilities themselves are endogenous, a result of climate policy. It is perhaps worth noting that there are other methodologies that can, in some limited circumstances, be used to rank alternative trajectories, such as von Weizsacker’s overtaking criterion, but invoking those would take us well beyond any IAM.

30. In the Stern Review (Stern, 2007) for one of the chapters (chapter 6) we used the PAGE model developed by Chris Hope, which built in parameter uncertainty, although it did not incorporate the extreme risks we now see as of crucial importance. At that time, only the third IPCC assessment review was available.

31. This paper focuses on the methodological foundations of IAMs and alternative approaches, and is not intended to provide a comprehensive survey of the vast IAM literature. We emphasise, however, that the IAM literature itself has established the lack of robustness.

32. As we noted earlier, we should not assume (as the IAM model does) that the same forms and specifications of a utility function are relevant for both distribution and risk. To our knowledge, none of the work extending the IAMs to risk have addressed this issue.
33. As we see in the following this conclusion no longer holds in the context of other market failures.
34. Advances in the economic understanding of the consequences of imperfect information have explained why this is inherent (Stiglitz, 2002).
35. As embodied in the Journal of Public Economics which we helped found in 1972, with the leadership of Tony Atkinson.
36. Labelling has been shown to influence purchasing decisions (European Commission, 2019).
37. For details, see Stern and Stiglitz (2021).
38. Because of the pervasive market failures, including the macroeconomic externalities noted earlier, decisions by market participants on the pace of transformation are not in general (constrained) Pareto efficient.
39. In the presence of non-convexities, prices may not lead to (Pareto) efficient outcomes. This was one of the important insights of Arrow and Debreu which seems to have been ignored by IAMs.
40. In Stern and Stiglitz (2021) we elaborate on the necessary changes to some of the systems that we have to be changed and the policies that might generate those transformations.
41. The assumption that the government has engaged in optimal redistribution is clearly wrong: with a utilitarian-equivalitarian social welfare function, incomes would be redistributed so all individuals had the same income. That the government undoes any distributive effects arising from climate change is also clearly wrong and to base normative conclusions about appropriate climate policy on that predicate is methodologically wrong. We know that the second theorem of welfare economics, relating Pareto efficiency to a competitive equilibrium, requires the right lump-sum transfers. Modern public economics has explained why these do not and cannot occur (Stiglitz, 2019). The polar assumption, that government will do nothing, may be nearer the truth. A good normative approach would prescribe the climate action to be taken as a function of the redistributive actions undertaken by the government.
42. As we have noted, some IAMs do have differentiation across regions but this is usually at a very aggregated level.
43. For more detail on the impact on the costs of climate change of introducing each complexity see Stern and Stiglitz (2021).
44. Grossman and Stiglitz (1980) established that if it were true, the only information that would be efficiently reflected in market prices would be costless information. Shiller (1981) subsequently provided a wealth of empirical information documenting the informational inefficiency of markets.
45. See, for example, Stroebel and Wurgler (2021).
46. Without appropriate government regulation there will not be adequate disclosure of risks (Stiglitz, 1975; Grossman, 1981). The recommendations of the Task Force on Climate-Related Financial Disclosures have been accepted voluntarily by many firms and will become mandatory in the UK from April 2022.
47. Even if current governments adopted good climate disclosure rules, there can be significant transition risk. Climate action depends significantly on public action, and that in turn depends on the not-fully-predictable outcome of elections. An election of a ‘green government’ would thus give rise to a ‘jump’ in future expected climate action, with all the systemic effects of a disorderly transition described above. The consequences could be greatly mitigated if financial institutions and corporations had more limited exposures to carbon risk.
48. A large literature focusing on imperfect information, incomplete markets, and limited redistributive tools has shown that interventions beyond simple corrective taxes are desirable (see, e.g. Atkinson & Stiglitz, 1976; Stiglitz, 2018; Weitzman, 1974). The relevance of these concerns in the context of climate change has been emphasised by Stern (2007, 2015) and Stiglitz (2019).
49. In the context of innovation, discussed in the next section, see Acemoglu et al. (2012).
50. Rawls (1971) can be read as supporting this perspective. It is especially consistent with utility functions in which the environment explicitly enters into utility functions and is imperfectly substitutable with conventional consumption goods.
51. We are using a broad notion of justice here, which could be linked to a number of the perspectives just described. See, e.g. Sen (2009) for an enlightening explanation of justice. He focuses on injustice in terms of depriving others of rights or entitlements. In this context it would be depriving or severely restricting the rights of future generations to development.
52. See also Kreps and Porteus (1978).
53. We have offered our views already on pure-time discounting.
54. We emphasise the strong restrictions implied in this, the standard formulation: utility functions that are additively separable. Later, we introduce an environmental variable.
55. With the usual qualification on the probability of the ‘end of the world’.
56. Note that whilst the box illustrates g(t) via the expectation of utility, the approach through g(t) and f(t) is more general than that.
57. We should reiterate what we noted earlier: the deterioration of the quality of the environment may increase the marginal utility of consumption.
58. Heuristically, in the presence of time separability of utility we can calculate the certainty equivalent of expected utility at each date, and to use that to assess discounted welfare and the marginal social value of a dollar in the...
future. For more on the certainty equivalent level of consumption and the implications for climate change mitigation, with risk, see Stern and Stiglitz (2021).

59. Some have argued for using the 7% discount rate because it represents the opportunity costs. But the opportunity cost for a safe investment is the safe rate of interest, which is very low. The difference between that and the observed 7% return on capital is the compensation for private risk and/or monopoly returns.

60. If there is increasing uncertainty about the consequences of climate change going out in time, then the certainty-equivalent of future generations’ income (as viewed today) is increasing more slowly than the average (or expected) consumption level – indeed, if risk is increasing enough, it may be decreasing; and the expected marginal utility of income at future dates is accordingly higher. This means that we would want to take stronger precautionary actions today. (This is a heuristic analysis; a fuller analysis is more complicated, with results depending more sensitively on the shape of the utility function.)

61. To put it another way, there is no way that an advocate of the IAM claiming that the international community is making the wrong decision in limiting excessively carbon emissions can invalidate preferences saying that it is unacceptable not to do what we can to avert the risks associated with 3.5 or 4 degrees Celsius temperature change. Saying that there is a world without deep uncertainty and extreme risk where some individuals would reject paths entailing the levels of curbing emissions required to achieve 2 degrees Celsius – the only world that they investigate – does not establish that it is in any sense ‘irrational’ for society to adopt the 2 degree target in the actual world marked by deep uncertainty and extreme risk.

62. As in the Paris 2015 agreement. And, as we have remarked, many countries have now declared for 1.5 degrees Celsius given the perceived danger of 2 degrees Celsius.

63. Moreover, for all the reasons that we have articulated in this paper, the conclusions of the IAMs were biased. But, as we have noted in section 1, the IAMs have nonetheless been used to influence public discussion and, extensively and misleadingly, in calculations of SCCs.

64. We note other heuristic approaches designed to give first-order approximations, without embarking on the full sequential stochastic optimisation (see below). For instance, to capture the greater precautionary behaviour warranted by the possibility of more extreme outcomes, some model that the economy and environment as if they were described by a particular (known) set of ‘extreme’ parameters. In a world with risk aversion and strong non-linearities in the relevant functions, focusing on the 95th percentile may provide far better guidance for policy than focusing on the mean of the scenario analyses. Interestingly, in at least some variants of IAMs, doing so (even with their other flaws, e.g. concerning discounting, discussed above) yields a social cost of carbon and corresponding climate targets that are much more in accord with those advocated by the rest of the scientific community. Still, even then, this approach may not adequately capture the nature of the optimal trajectory when there is uncertainty about the value of the parameters, e.g. because it does not adequately reflect irreversibilities and the possibility that there could be catastrophic outcomes far worse than that reflected in the ‘95th percentile’.

65. Farmer et al. (2015) argue that agent-based models (ABMs) have the potential to address some or most of the failings that they identify in the current generation of models. There are always trade-offs in modelling. While such models enrich the diversity of agents (obviously from that in the standard representative agent model) and break away from the stringency of behaviour dictated by intertemporal utility maximisation, critics argue that the behaviour modelled is sometimes too untethered to any sense of rationality, too ad hoc, too subject to the Lucas critique.

66. An important part of the structural transformation will be sectoral reallocations. A set of models that has been of some usefulness in some areas in analysing such reallocations are computable general equilibrium models. We are not sanguine that such models will be of much use in this arena. They have been most successful in analysing reallocations in economies that are highly competitive, without risk and especially endogenous innovation, and without important non-convexities, all features that we have suggested are central to the green transition.

67. For work on cities, see, for example, the Coalition for Urban Transitions (2019 & 2021); for land, see, for example, the Food and Land Use Coalition (2019 & 2021).

68. In particular, we have noted the limitations in existing individual and social decision making frameworks in the presence of deep uncertainty and extreme risk. Methodological advances in this arena would be particularly helpful.
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