Distributed Client-Server Optimization for SLAM with Limited On-Device Resources
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Abstract—Simultaneous localization and mapping (SLAM) is a crucial functionality for exploration robots and virtual/augmented reality (VR/AR) devices. However, some of such devices with limited resources cannot afford the computational or memory cost to run full SLAM algorithms. We propose a general client-server SLAM optimization framework that achieves accurate real-time state estimation on the device with low requirements of on-board resources. The resource-limited device (the client) only works on a small part of the map, and the rest of the map is processed by the server. By sending the summarized information of the rest of map to the client, the on-device state estimation is more accurate. Further improvement of accuracy is achieved in the presence of on-device early loop closures, which enables reloading useful variables from the server to the client. Experimental results from both synthetic and real-world datasets demonstrate that the proposed optimization framework achieves accurate estimation in real-time with limited computation and memory budget of the device.

I. INTRODUCTION

In the past decade, the applications of SLAM on light-weight devices have increased significantly, which include AR/VR headsets [20], small robots [10] and smart phones [23]. For such devices, the power consumption poses a strict bottleneck on the running time of general SLAM algorithms, which are usually expensive in computation and memory consumption. For future applications that require further scaling down of device size and power limit, such as coin-size drones [11], [12], [19] and AR glasses, the applicability of conventional SLAM is greatly limited. For example, a state-of-the-art SLAM system, ORB-SLAM [17], normally runs on a multi-core CPU, and occupies memory up to 200MB. Meanwhile, a light-weight device such as a commercially available nano drone operates on an embedded system with less than 1MB of RAM [11]. The gap between the on-device resource availability and the state-of-the-art SLAM requirement is huge.

To achieve low computation and memory consumption, a common solution is to adopt sliding window or filtering approaches in SLAM. Such solutions only maintain a short memory of historic information, while dropping or marginalizing out-of-window information continuously. Due to the early fixation of linearization points and the accumulating nature of linearization error, the estimation accuracy of such solutions is limited [7].

In pursuit of a resource-efficient approach that does not suffer from aggregated linearization errors, several client-server SLAM frameworks [26] [16] [21] have been proposed. In each of these works, a powerful server operates on all variables and measurements in the history (i.e., the full graph), and the resource-limited client works on a small fraction of variables and measurements (i.e., a local graph). Therefore, the device can achieve both computation and memory efficiency due to its small problem size, while it benefits from the more accurate estimation provided by the server. Nevertheless, we argue that there are two limitations within the existing client-server SLAM frameworks. Firstly, the device does not have any uncertainty information of the measurements outside its local graph, which loses the chances of improving the estimation results on the device with those information. Secondly, if an incoming measurement is associated with variables outside the local graph of the device (e.g. loop closure to an early estimation), the device cannot acquire such measurement until the server finishes optimization with the new variables. Therefore, the chance for the device to use the loop closure measurements to improve its estimation result is delayed.

To solve resolve the aforementioned drawbacks, we propose a client-server SLAM optimization framework with the following improvements from other existing works. Firstly, the server regularly sends summarized information of the entire history including the uncertainties to the device, which
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enhances the local graph that the on-device SLAM is working on. Secondly, the server is able to send back historic variables that are associated with the new variables on the device. As a result, the device can incorporate the measurements between the new and historic variables at an earlier time and perform an early loop closure thereafter. Thirdly, information sparsification is applied to the summarized information to bound the communication load. We evaluate our client-server SLAM optimization framework with both synthetic and real world datasets. The results show that our approach improves the real-time estimation results without increasing the computation load on the device.

II. RELATED WORK

Client-server SLAM frameworks have been studied in several previous works. In [3], a group of robots is coordinated by a server to explore unknown environment. Each robot performs localization on its own using particle filter, while the server collects the maps from each robot and proposes points of interest to guide the robots. In [26], a graph-based approach was introduced to client-server SLAM framework. The server-side estimations are globally optimized, and shared with the client to rectify the client-side estimations. In [16] and [21], the server acts as a central hub of all the information from the clients, enabling the clients to load adjacent maps to improve their measurements. In [9], the robot offload heavy computation to the server, and use the latest available pose from the server to reset its estimations. However, none of these approaches incorporate the full information including uncertainties outside the local map in the device; nor did they make any systematic study on the communication timeline.

One inspiration of this work comes from the existing study on decentralized multi-robot SLAM problems [4], [14], where the information were summarized and shared between robots in the form of condensed measurements. When one robot is sending information to another robot, it identifies the shared variables in their own graphs, and marginalizes out all the rest of the variables to generate marginal factors. If a server can use such methods to summarize the information outside the local graph of the device and provide it to the device, it is possible to improve the on-device estimations.

Another inspiration of this work comes from [25]. Even though it operates on a single machine, it is similar to a client-server approach because the inference problem is split into a filter component with lower latency but lower accuracy, and a smoother component with higher accuracy but higher latency. The full joint density is factorized in a way such that the two components of the inference problem are joined by a group of separator variables, which is adopted in our client-server framework as well.

Information sparsification methods for SLAM problems have been well studied, and they can be applied in our framework to effectively bound the communication load. Two popular categories of information sparsification algorithms are generic linear constraints (GLC) [2], [24] and nonlinear factor recovery (NFR) [15]. GLC approaches uses a set of linear factors to approximate the joint probability of the original factor, while NFR uses the nonlinear factors chosen by the user. In [24], an efficient sparsification technique is proposed by ignoring the covariance between variables.

III. PROBLEM FORMULATION

Before introducing the proposed methods, we first give a short introduction on 1) modeling a SLAM problem with a factor graph, and 2) how factor graphs are used in a client-server optimization setting as background.

A. Factor Graph for SLAM Inference

Factor graph [8] is a type of bipartite graph that consists of two types of nodes: variable nodes and factor nodes. Each variable node represents an unknown variable \( \theta \in \Theta \), where \( \Theta \) is the set of all unknown variables; each factor node represents the potential \( P(Z_i|\Theta) \) induced by a measurement \( Z_i \), where \( \Theta_i \) represents all variables associated to the measurement. The entire factor graph represents a full joint probability \( P(\Theta|Z) \) as Eq. 1. As an inference problem, our goal is to compute the probability distribution of variables \( \Theta \) provided with all the sensor measurements \( Z \), and the maximum a posteriori (MAP) estimate is acquired by Eq. 2.

\[
P(\Theta|Z) \propto \prod_i P(Z_i|\Theta_i)
\]

\[
\Theta^* = \arg \max_{\Theta} \prod_i P(Z_i|\Theta_i)
\]

B. Client-Server Optimization

We formulate a client-server SLAM problem as a factor graph inference problem, in which the client and server have access to different parts of the factor graph (see Fig. 2). At any given time, we define the variables and measurements that only exist in the server as historic variables \( \Theta_h \) and historic measurements \( Z_h \), the variables and measurements that exist in both the server and the device as separator variables \( \Theta_s \) and separator measurements \( Z_s \), the variables that only exist in the device as new variables \( \Theta_n \). The measurements that associate with new variables are defined as new measurements \( Z_n \). We further distinguish the new measurements that associate with some historic variables as loop closure measurements \( Z_{lc} \), and define such historic variables as loop closure variables \( \Theta_{lc} \). We use \( Z_{ns}, \Theta_{ho} \) to represent the rest of new measurements and the rest of historic variables, respectively.

Ideally the best possible estimation can be acquired by solving the full SLAM problem, which corresponds to the entire factor graph in Fig. 2.

\[
\Theta^* = \arg \max_{\Theta} P(Z_h|\Theta_h, \Theta_s)P(Z_s|\Theta_s)
\]

\[
P(Z_{lc}|\Theta_{lc}, \Theta_{ic})P(Z_{ns}|\Theta_n, \Theta_s)
\]

However, such solutions cannot be acquired in existing client-server frameworks. Instead, the on-device optimization problem is performed only on the part of the factor graph that exists in the device:

\[
\{\Theta^*_n, \Theta^*_s\} = \arg \max_{\Theta_n, \Theta_s} P(Z_s|\Theta_s)P(Z_{ns}|\Theta_n, \Theta_s)
\]
process the sensor data, create factors corresponding to the measurements derived from the sensor data, and provide initial estimates of the new variables associated with the measurements. However, the factors and the timing of generating estimates are different in these two front-ends. Since the client stores both the new and separator variables, the client front-end adds loop closure factors, $P(Z_{lc}|\Theta_n, \Theta_{lc})$, because it associates with a new variable $\Theta_n$ and a historic variable $\Theta_{lc}$.

The goal of our framework is to provide the real-time state estimation as close as possible to the full SLAM solution in Eq. 3 with the limited computation resources on the device. As a result, we will take both $P(Z_h|\Theta_h, \Theta_s)$ and $P(Z_{lc}|\Theta_n, \Theta_{lc})$ into account in the proposed framework.

IV. METHOD

A. System Architecture

In our framework, a client and a server run a SLAM algorithm together in a collaborative way. The goal of the client is to provide real-time estimates. The goal of the server is to provide accurate estimates, which can be used by the device to rectify its estimation results. The overall system structure is shown in Fig. 3.

Both the device and the server have a front-end and a back-end. Both front-ends operate in a similar way: they process the sensor data, create factors corresponding to the measurements derived from the sensor data, and provide initial estimates of the new variables associated with the measurements. However, the factors and the timing of generating them are different in these two front-ends. Since the client stores both the new and separator variables, the client front-end can add the new factors among them, $P(Z_{ns}|\Theta_n, \Theta_s)$, to the client factor graph immediately to provide fast real-time estimates. However, since only the server stores all variables, the loop closure measurements $Z_{lc}$ that associated with variables outside the scope of the device can only be discovered in the front end of the server. Therefore, the server front-end adds loop closure factors, $P(Z_{lc}|\Theta_n, \Theta_{lc})$, in addition to the same new factors added in the client at a later time to provide slower but more accurate estimates.

Note that the problem in Eq. 4 differs from the problem in Eq. 3 by missing two terms: $P(Z_h|\Theta_h, \Theta_s)$, the full information of the factors and variables that only exist in the server, and $P(Z_{lc}|\Theta_n, \Theta_{lc})$, the loop closure measurements. Both types of the missing information are helpful in the estimation of the new states $\Theta_n$.

The overall system architecture: raw data is acquired from the sensors on the device, and is passed to the two front-ends that are on the device and the server respectively. Both front-ends process sensor data to generate new factors and initial estimates of new variables for the back end. The back-end of the server regularly sends summarized information to the back-end of the device. The dashed arrows represent the server sending back loop-closure information to the device (Section IV-C), where the back-end of the server sends the prior on loop closure variables and the front-end sends the loop closure factors and features associated with the loop closure variables. In the spatial implementation in Section V-A, the dashed arrows additionally represent the server reloading "nearby" graph to the device.

Both back-ends maintain their own factor graphs that collect the factors generated by their corresponding front-ends, and compute the MAP estimates of the variables in their factor graphs. The server back-end keeps all the variables and factors, while old variables are removed from the device back-end to bound the memory size.

B. Summarized Information

In factor graphs, a common approach to preserve only part of the variables while keeping the rest information approximated is marginalization [22]. By applying marginalization on a factor graph, the full joint probability is factorized into the form of $P(\Theta_r, \Theta_s) = P(\Theta_r)P(\Theta_s|\Theta_r)$, where $\Theta_s$ represents the variables to be marginalized out, and $\Theta_r$ represents the remaining variables.

Fig. 3 illustrates the process of the server generating the summarized information, and the device incorporating the summarized information in its factor graph. To summarize the part of the factor graph that is unavailable in the device, we can apply Eq. 3 to marginalize out the historic variables $\Theta_h$ and get the remaining marginal term $P(\Theta_s|Z_{lh})$, which is correct up to the fixed linearization point. The linearization point is expected to be the best possible estimate at each time step, since the server performs global optimization on all the accumulated measurements. Therefore, we can pass the marginalization factor $P(\Theta_s|Z_{lh})$ to the device as a theoretically accurate approximation of the rest of the graph.

$$P(\Theta_s, \Theta_h|Z_{lh}) = P(\Theta_s|Z_{lh})P(\Theta_h|\Theta_s, Z_{lh}) \quad (5)$$

In practice, it is desirable to use an inference algorithm on the server that is efficient in both incremental optimization and generating summarized information, as the execution time of the two processes is directly related to the delay for the server to send out the summarized information. In our implementation, we use the iSAM2 algorithm [13] for the server in our implementation, as it excels in incremental
The total delay is composed of 4 parts: Θ in the sensor. Since the device do not store historic variables Θ optimization after the new variables device to incorporate the loop-closure measurements Z device to server; where t discovered that there is an unavoidable delay C. Early Loop Closure structure. It is noted in [5] that the Bayes tree data structure update the marginalization factor. device. 3) The device remove old variables and factors marked in blue, and generate marginal factors (marked in pink) on the Fig. 4. The summarized information is generated by the server, and incorporates the loop-closure measurements. Normally, the back-end optimization on the server is the time to send summarized information from the server to the device. 5) The server front-end sends the sensor data to the server. 6) The back-end of the server performs optimization on the entire factor graph with cached factors, and generate summarized information. 7) The server sends summarized information to the device. 8) The additional component for early loop closure method is marked in red. Upon detecting loop closure factors, the server sends loop closure information to the device.

Therefore, the posterior probability $P(\Theta_{lc} | \Theta_s, Z_h)$ can be sent to the device to incorporate prior information of loop closure variables $\Theta_{lc}$, while maintaining consistency. However, as the posterior $P(\Theta_{lc} | \Theta_s, Z_h)$ can be costly to compute, we approximate it with $P(\Theta_{lc} | Z_h)$, which is easy to compute. Notice that this approximation ignores the covariance between $\Theta_{lc}$ and $\Theta_s$, which is similar to the information sparsification strategies used in [24]. Even though the approximation is not guaranteed to be probabilistic conservative, it will be overestimated by the theoretically correct summarized information from the server shortly after.

V. IMPLEMENTATION DETAILS

A. Spatial vs. Temporal

The choice of separator variables can greatly affect the performance of the proposed algorithm. Since the front-end of the device can only discover the measurements associated with separator variables $Z_{ns}$, choosing better separator variables can enable the front-end to incorporate more measurements and generate more factors accordingly. Moreover, we would like to keep the separator variables that are more likely to have a larger update by the new measurements, so that we have a chance to relinearize the factors among them to provide better estimates.

There are two heuristics to select separator variables: the most recent ones (temporal), or the most adjacent ones (spatial). The implementation for temporal case is straightforward, since all variables are added in a temporal order. As for the spatial case, more work needs to be done. When the robot re-visits a previously observed region, some spatially adjacent variables may have been previously eliminated in the device, and becomes historic variables $\Theta_h$ (see Fig. 6). These nearby historic variables, as well as the measurements among them, need to be reloaded to the device.

In general, the spatial heuristic can generate more factors in the device than the temporal heuristic, since the new measurements are commonly related to the adjacent variables. Therefore, some loop closure measurements in the temporal case can be discovered in the front end with spatial heuristic.
separator variables are marked in magenta. When the robot moves to $x_3$, the adjacent region is marked by the red circle, and the separator variables are marked in magenta. When the robot moves to $x_5$, the variables and factors that become adjacent to the robot are marked in orange. Notice that such historic variables as well as the factors among them need to be reloaded to the device from the server.

However, the spatial heuristic may suffer from drifting, and it is more sensitive to communication delay than the temporal heuristic. In the case of severe drifting, the estimation of current pose drifts from the actual pose. Therefore, the adjacent variables identified by the current estimates may not be adjacent in the real world. In the case of large communication delay, the adjacent region identified by the server may no longer be adjacent to the device by the time the device receives the information, as the device may have moved out of the region during the delay $t_d$.

**B. Information Sparsification**

In Sec. IV-B, since the marginal factor is usually dense, its size, as in the form of an information matrix, is proportional to $n^2$, with $n$ representing the number of variables it connects to. Therefore, when we send the marginal factors to the device, the message size may be too large, which increases the computation and memory costs in the device, and can potentially cause information congestion.

Therefore, we adopt information sparsification methods on the marginal factors, which generates a set of small sized factors to approximate the probability density induced by the marginal factors. We desire the algorithm to be simple, because the time for sparsification is part of $t_b$ (in addition to the optimization and marginalization time), which contributes to the delay $t_d$. The algorithms that compare the KL-divergence for each pair of variables, such as Chow-Liu tree [1] is too computationally expensive for our application. As a result, we adopt the efficient Global Priors [24] sparsification approach in our implementation. We also show in the experiments that even assuming the same delay $t_d$, Global Priors generates similar results as the Chow-Liu tree sparsification methods in our applications.

**VI. EXPERIMENTS**

**A. Benchmarking setup**

We implement the proposed algorithm based on GT-SAM [6], which is a general C++ factor graph optimization library with an iSAM2 implementation. Both synthetic and real-world datasets are used to evaluate the performance of the proposed framework. The benchmarking is conducted in a simulation environment, where two threads are allocated to simulate server and client processes respectively. The server-client communication channel is simulated by passing message between the two threads. All evaluations are performed on a laptop computer.

We compare various configurations of our proposed method with a baseline, which simply uses the latest pose sent from the server to reset its estimations as in [9]. The six configurations include temporal separators, spatial separators, temporal separators with sparsification (marked as + S), temporal separators with early loop closure (marked as + LC) and temporal/spatial separators with both sparsification and early loop closure (marked as + S + LC). The pseudo ground-truth we adopt to evaluate accuracy is the batch optimization results at each iteration, since they are the best possible estimates with all the available information to date as in Eq. [3].

For all configurations, we show four major metrics for evaluation: average (per frame) translation error and rotation error for the real-time state estimation results on the device compared to pseudo ground-truth, average server processing time ($t_b$), and the average message size sent from server to device (amount of floating point numbers). Notice that we do not show the comparison of device side optimization time since the device in each experiment has very similar graph and variable size that result in very close time consumption. The additional loop closure factors have little influence on the graph size of the device because the number of loop closure variables $\Theta_{lc}$ is much fewer than the number of separator variables $\Theta_s$ in most cases, and $\Theta_{lc}$ can be eliminated in advance in the device, since they only connect to global priors and loop closure factors.

**B. Synthetic 2D pose graph dataset**

The first dataset we use is the M3500 synthetic dataset introduced in [18], which is a 2D pose graph dataset consisting of 3500 poses and 5600 relative pose constraints. We assume the incoming measurements emerge at a constant rate of $20 ms$, with 10 new states at each step. We additionally fix the communication lag to $10 ms$, and the size of separator variables to 300 poses.

From the benchmark results in Table [1] we see that all configurations perform better than the baseline in terms of estimation accuracy. Since new states are most likely to associate with adjacent variables, the spatial configuration can incorporate more measurements and result in better estimation accuracy than the temporal configuration. Moreover, since the marginal factors in the spatial case are not as densely connected as in the temporal case, its message size is smaller. We further observe that information sparsification results in much smaller message sizes.

Furthermore, we study how the size of separator variables influences the estimation accuracy (see Fig. [7]). Since larger separator variables size means more information is sent to the device, the estimation accuracy should be improved given
The second dataset we use to evaluate our approach is a visual-inertial SLAM dataset, which is collected internally at Facebook. The sequence is collected by a custom rig, where multiple cameras and an IMU are mounted on a headset rigidly. The size of the mapped area is about 50m by 70m, and the raw sensor stream sequence is about 30 minutes long. We get visual landmark information and pose-to-pose constraints from an in-house key-frame based front-end. In Fig. 1 we show the server and device map built by our algorithm (temporal separators configuration) close to the end of the sequence. The new measurements are sent to the server and the device at approximately 0.3s per 10 key frames, and we set the communication delay to 0.1s.

Since we have much denser graph in this visual-inertial SLAM dataset than the previous pose graph dataset, the device can only keep a smaller number of separator variables, which is set as 200 in all configurations.

From the results in Table II, we can again observe that incorporating the marginal uncertainty of temporal separators outperforms the baseline in accuracy. Moreover, temporal with sparsification and early loop closure increases estimation accuracy over the baseline without severely increasing the message size. The advantages of early loop closure would not have been acquired properly if we do not have uncertainty information over the separator variables.

However, both spatial cases fail due to communication delay. By the time the device receives the summarized information form the server, the current location of the device has moved out of the “adjacent region” marked by the separator variables. Therefore, the device fails to connect the new variables with the separator variables, and cannot provide valid estimates. In practice, the device can reject the summarized information from the server, and operate as a fixed-lag smoother in such circumstances.

VII. CONCLUSION

In this paper, we propose a general client-server optimization framework to solve SLAM problems with limited on-device resources. The summarized information is sent from the server to the device to inform the device of the uncertainty information outside of its local map. By carefully inspecting the communication timeline, we propose methods to achieve on-device early loop closure. We further perform a systematic study on the temporal and spatial heuristics in selecting separator variables, and the influence of applying sparsification on the summarized information. Future works include applying the proposed framework in a real-world system, refining the framework to consider on-device power efficiency, and generalizing the server to work with multiple devices simultaneously.

| Algorithm       | Translation error (m) | Rotation error (rad) | Server time (s) | Message size (#float) |
|-----------------|-----------------------|----------------------|-----------------|-----------------------|
| Baseline        | 0.165                 | 0.0172               | 1.29            | 663                   |
| Temporal        | 0.142                 | 0.0157               | 1.40            | 64083                 |
| Spatial         |                       |                      |                 |                       |
| Temporal + S    | 0.169                 | 0.0171               | 1.46            | 1820                  |
| Temporal + LC   | 0.129                 | 0.0139               | 1.38            | 65220                 |
| Temporal + S + LC| 0.129                | 0.0140               | 1.45            | 62220                 |
| Spatial + S + LC| 0.129                 | 0.0140               | 1.45            | 2237                  |

**TABLE I** COMPARISON OF CLIENT-SERVER ALGORITHMS ON REAL-WORLD VISUAL-INERTIAL DATASET
