States are investing heavily in artificial intelligence (AI) technology, and are actively incorporating AI tools across the full spectrum of their decision-making processes. However, AI tools are currently deployed without a full understanding of their impact on individuals or society, and in the absence of effective domestic or international regulatory frameworks. Although this haste to deploy is understandable given AI’s significant potential, it is unsatisfactory. The inappropriate deployment of AI technologies risks litigation, public backlash, and harm to human rights. In turn, this is likely to delay or frustrate beneficial AI deployments. This essay suggests that human rights law offers a solution. It provides an organizing framework that states should draw on to guide their decisions to deploy AI (or not), and can facilitate the clear and transparent justification of those decisions.

However, using human rights law to inform states’ decision-making processes is not straightforward. Although human rights law imposes (essential) ex ante obligations, our understanding of how that law applies, and the content of specific obligations in specific contexts, is primarily derived from ex post accountability mechanisms. These understandings do not apply straightforwardly to ex ante processes. A change in thinking is required if human rights law is to more effectively inform decision-making processes from the outset: this essay unpacks core human rights law features to identify relevant guidance. For reasons of space, it focuses on how states can determine if AI deployments are “necessary.”

The approach discussed here is relevant to AI generally, but this essay uses live facial recognition (LFR) as an example throughout to move the conversation from the abstract to the practical. LFR also effectively illustrates the broader issues. In the United Kingdom, citizens have challenged South Wales’ Police use of LFR before the High Court through the Human Rights Act 1998.
Court, and an appeal is currently pending. Public backlash has produced calls for a moratorium or ban on the use of this technology. In the United States, a number of cities have put in place just such a ban.

Although derived from human rights law, this approach should be of practical use to all states, irrespective of their status of treaty ratification or level of human rights engagement. By examining why a deployment is “necessary” and what alternative approaches are available, states can more clearly explain their intentions, act more transparently, and better engage with any subsequent challenges and debates, legal or otherwise.

Obligation to Respect and Non-Arbitrariness

Two core human rights law components are relevant when states consider how to approach the decision to deploy AI. First, the law establishes an “obligation to respect,” requiring states to refrain from taking action that will result in a human rights violation. Second, a central objective of the law is to protect individuals against arbitrary rights interferences. This requires clarity and certainty vis-à-vis the scope of state authority. To protect against arbitrariness and determine the legitimacy of any deployment, states should typically conduct a three-part test. The measure in question should: (a) be in accordance with the law; (b) pursue a legitimate aim; and (c) be necessary in a democratic society. These features in turn require states to conduct a pre-deployment impact assessment. This is not an explicit human rights law requirement, but it is implicit: if states must ensure that their activities do not result in human rights violations, they must identify the potential impact of those activities. This essay focuses on the “necessary in a democratic society” test. Case law is derived primarily from the European Court of Human Rights, as these issues have been addressed in detail there, but the conclusions remain broadly relevant both to the International Covenant on Civil and Political Rights and other regional human rights treaties.

Determining Whether an AI Deployment Is “Necessary in A Democratic Society”

The “necessary in a democratic society” test is intended to ensure the overall rights compliance of any measure. It addresses the “competing interests” arising in particular contexts. For example, a particular measure—such as AI-assisted surveillance—may be useful for the prevention and detection of crime, but pose risks to privacy, including of individual stigmatization. These are the “competing interests” at play. In resolving these interests,
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the state must identify both the potential utility and the potential harm of any deployment, in light of the con-
straints of a democratic society.12

Application of the “necessary in a democratic society” test involves a number of different elements. An inter-
ference may meet this test if it remains faithful to democratic principles,13 “if it answers to a ‘pressing social need’,
if it is proportionate to the legitimate aim pursued and if the reasons adduced by the national authorities to justify it
are ‘relevant and sufficient’.”14 Applied to a state’s decision to deploy an AI tool, these may be distilled into two
central criteria: First, why is a deployment required, and second, what alternative mechanisms are available?

**Why Is an AI Deployment Required?**

A number of factors are relevant to clarifying why a particular AI deployment is required: (a) identifying the
objective underpinning the deployment, (b) demonstrating why achieving that objective is necessary, and (c) spec-
ifying how the technology will be deployed. These components are a means of establishing purpose, thereby facil-
itating identification of utility and harm, and are central to ensuring foreseeability and protecting against arbitrary
rights interferences. It is necessary that states undertake this process prior to any potential deployment—and that a
record be maintained—so that a “pressing social need” can be demonstrated, and “relevant and sufficient” jus-
tifications for deployment presented and “convincingly established.”15 It is also a means of protecting against
“mission creep,” whereby a tool is deployed for a particular purpose, but is then used to achieve other objectives
over time.16 Adaptation of objectives will require fresh analysis, limiting creep.

Identifying the objective underpinning an intended deployment is a first step.17 This should be done at a gran-
ular level, rather than in the abstract.18 Using the LFR example, an objective of “preventing crime and protecting
public order”—a legitimate aim—is overly broad: it is essentially reflective of all policing activity, and so does not
provide any foreseeability as to the specific activities that state actors will undertake.19 Examples of more focused
objectives may include the identification of individuals suspected of belonging to proscribed terrorist organiza-
tions at border posts so that they may be stopped or questioned, or the identification of individuals subject to
outstanding arrest warrants as they pass through a particular part of a city.

Once the state identifies the objective, it must then demonstrate why that objective is necessary. This is
relevant to determining specific utility, and demonstrating “a pressing social need.” In the LFR context this may
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relate to the nature of the crime, or the threshold for initiating surveillance: the social needs associated with preventing murder will be much higher than those associated with detecting petty theft.20 “Relevant and sufficient reasons” are critical. Building on the arrest warrant example, it may be necessary to specify whether it is difficult to contact individuals subject to an arrest warrant, and whether this applies generally to all warrants or is restricted to specific offences.

A next step is to specify the circumstances of deployment. This is essential to evaluating impact—both in terms of utility and harm—and gives effect to the previous two steps. A number of factors are potentially relevant. For instance, will the AI deployment run for a set period/at particular intervals, or on a more continuous long-term basis; will the data produced be subject to further AI-driven analysis; and who has access to the resulting data, and under what circumstances? Clarity around the intended circumstances of use is important both to understand how a particular deployment will run (facilitating foreseeability) and what the potential human rights-related impact of that deployment may be. In the terrorism example, the definition of a proscribed terrorist organisation is likely to be established in law, thereby reducing the scope for arbitrariness. However, specificity may be necessary with respect to the criteria used to enroll individuals on the associated watchlist. For instance, if police intend to stop individuals on the basis of membership—or suspected membership—in such an organization, will this occur following a specified process with a required intelligence or evidentiary threshold, or on the basis of some other arrangement?

Identifying Alternative Mechanisms

The other element to demonstrating the utility of an AI deployment is a consideration of alternative, or preexisting, mechanisms. This element speaks to the “why AI” question, and helps to determine whether the state could use other, less invasive, approaches to achieve the same—or sufficiently similar—objectives. This assessment contributes to the proportionality assessment, which must evaluate “whether it is possible to achieve the aims by less restrictive means.”21

The examples presented previously are helpful in unpacking some of the issues. In the first example, LFR technology was used at border ports in order to identify individuals suspected of belonging to proscribed terrorist organizations. Determining the availability of alternative mechanisms in this context is not straightforward. All individuals passing through a border port undergo an identity check, which may also involve initial questioning. At this point, border officials may check an individual’s identity against a database and raise an alert in the event of a match. Equally, border officials may be briefed to monitor for particular behavioral or travel patterns, which may also be used to flag an individual for more detailed questioning. It is possible, however, that a member of a proscribed organization may travel on falsified papers and be trained not to raise suspicions on initial questioning. In these circumstances, LFR technology may be particularly useful, as it has the potential to counteract these two techniques. “Necessity” (and proportionality) will accordingly turn on the specific added value of LFR compared to traditional mechanisms. Relevant considerations may include whether sufficiently high-quality pictures of suspected individuals are available, or whether such persons are typically tracked on the basis of visual identification, known aliases, or patterns of movement.

In the second example, LFR is used to identify individuals subject to outstanding arrest warrants. In this case, frequently used alternative mechanisms also exist. These include, for example, identity checks when individuals come into contact with law enforcement, visits to places typically frequented by the individual, or interviews with
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21 Zakharov v. Russia, App. No. 47143/06, para. 260 (Eur. Ct. H.R., Dec. 4, 2015).
associates and family members. In considering the effectiveness of these alternative mechanisms, a number of factors are likely to be relevant, such as the nature of the underlying offence, existing success rates and time frames regarding apprehension of individuals subject to an arrest warrant, and rates of re-offending during that time period and the gravity of that offense. In determining the added value of LFR in this context, states must also consider the likelihood that a wanted individual will pass through a facial recognition camera system.

An evaluation of alternative mechanisms demonstrates whether—in any given deployment—AI technology represents a continuation of preexisting police capability by other means, or whether it represents a step-change in capability. This is relevant to the determination of potential human rights-related harm. For instance, using LFR to confirm an individual’s identity at a border crossing arguably represents a continuation of an existing capability, where a single border agent checks an individual against her documentation. On the other hand, deploying LFR across city-wide CCTV networks and integrating data analysis tools may facilitate the tracking of individuals’ movements, the identification of patterns of life and personal/professional networks, and the flagging of unusual or suspicious behavior. This arguably constitutes a step-change in capability, as this would not have been possible absent LFR, even with significantly increased resources.

A step-change in capabilities is a useful indicator that more in-depth analysis and impact assessments are required. It is also useful when considering whether a state may cite resource efficiencies to justify an AI deployment. There is a strong argument that where AI represents a continuation of existing capabilities, resource efficiencies should be taken into consideration, given the positive impact this may have on states’ ability to fulfil rights in other areas. If, however, AI represents a step-change in capabilities, then resource savings should arguably not play a role in justifying an AI deployment: the powers of the state (and the human rights impacts) are altered significantly and so a like-for-like cost comparison is not possible.

**Conclusion**

This essay has attempted to identify some of the steps that states should undertake when deciding to deploy an AI tool (or not), in order to facilitate human rights compliance. The focus has been on demonstrating utility. An assessment of potential harm is equally important but constitutes the next step in the analysis. Importantly, the measures outlined above will help to set the parameters of deployment, thereby establishing the framework within which potential harm can be evaluated. Once potential utility and potential harm are identified, efforts may be made to resolve any “competing interests,” and it is here that appropriate safeguards, or restrictions on circumstances of use, may be identified. Hopefully, this essay also demonstrates how taking a human rights-based approach to decision-making will advance states’ interests.
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