Efficient prediction of trait judgments from faces using deep neural networks

Umit Keles1,2, Chujun Lin2, and Ralph Adolphs1,3

1Division of the Humanities and Social Sciences, California Institute of Technology, Pasadena, CA, USA
2Department of Psychological and Brain Sciences, Dartmouth College, Hanover, NH, USA
3Division of Biology and Biological Engineering, California Institute of Technology, Pasadena, CA, USA

Judgments of people from their faces are often invalid but influence many social decisions (e.g., legal sentencing), making them an important target for automated prediction. Direct training of deep convolutional neural networks (DCNNs) is difficult because of sparse human ratings, but features obtained from DCNNs pre-trained on other classifications (e.g., object recognition) can predict trait judgments within a given face database. However, it remains unknown if this latter approach generalizes across faces, raters, or traits. Here we directly compare three distinct types of face features, and test them across multiple out-of-sample datasets and traits. DCNNs pre-trained on face identification provided features that generalized best, and models trained to predict a given trait also predicted several other traits. We demonstrate the flexibility, generalizability, and efficiency of using DCNN features to predict human trait judgments from faces, providing an easily scalable framework for automated prediction of human judgment.
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People rapidly and spontaneously make trait judgments about unfamiliar others based on their faces, such as forming an impression that someone looks beautiful, trustworthy, or threatening. These judgments have ubiquitous and major consequences in everyday life. For instance, a large body of research has demonstrated that trait judgments of political candidates based merely on faces (e.g., how competent an unfamiliar candidate looks) are associated with election outcomes across various regions of the world, with evidence suggesting that these trait judgments causally influence individual voting decisions. Other examples of trait judgments influencing real-life decisions range from picking out dates, to hiring employees, choosing science news, and determining courtroom sentences. In the real world, these judgments can show large individual differences and context effects: not only are they invalid, but consensus can be difficult to achieve even for stimuli argued to be universal, such as emotional facial expressions. With these constraints in mind, it remains a fact that people nowadays do make many judgments solely from faces in the absence of context or other information (e.g., deciding not to date someone just based on profile photos on dating sites), and such judgments show considerable consensus across cultures.

An important applied question is whether machines could be trained to make trait judgments from faces like humans do. Recent work has trained deep convolutional neural networks (DCNNs) on face images that had been previously rated on various traits to predict how humans would judge new face images on the same set of traits. While this approach is informative, it turns out to be unnecessary. DCNNs that have only been trained to recognize face identity, or even object identity, without any training specifically on trait judgments, already generate features that can be used in simple regression models to predict human trait judgments of faces. This finding is perhaps unsurprising, since, in the absence of any other context, the structural features of the face are also the only source of information that human raters have available for their trait judgments. This approach in principle offers a more flexible and scalable framework for practical application: new faces can be projected into the same, pre-trained DCNN to generate facial features, which could then be used in regression models to predict trait judgments. This takes advantage of the power of existing pre-trained DCNNs that typically generalize over pose, viewpoint, and image quality, and obviates the need to train new DCNNs or retrain existing networks on domain-specific trait ratings, which is inefficient.

Past and current work highlights several specific limitations of using DCNNs to predict human trait ratings. First, inconsistent results have been found when using features from DCNNs pre-trained for face identification versus those for object recognition; it is also unclear how features from different pre-trained DCNNs explain the variance in trait judgments of faces. Second, all prior studies trained and tested their models using a single dataset (the 10k US Adult Face Database in Song et al., and ratings for the Human ID Database in Parde et al.), leaving it an open question how well this approach generalizes out-of-sample (both across face databases and across human raters), a growing concern in modern machine learning for practical applications. Third, recent findings show that human judgments of faces on a large number of traits can be captured by a small number (two to four) of psychological dimensions, raising the possibility of generalizability across traits (a model trained to predict a particular trait from face features should also predict judgments of some other traits), an important shortcut that remains to be tested empirically.

We address the above three open questions in the present study to provide a robust, generalizable, and efficiently scalable framework for automating trait inferences from faces. We trained regularized linear regression models with cross-validation to predict human trait judgments of faces using features from three distinct spaces (Fig. 1a-b; see also Methods): a pre-trained DCNN for face identification.
(DCNN-Identity), a pre-trained DCNN for object recognition\textsuperscript{27} (DCNN-Object), and facial landmarks (Landmark; e.g., eye size\textsuperscript{28}; Supplementary Fig.1) for comparison to previous findings (e.g., faces with wider eyes are perceived as more honest\textsuperscript{29}). We elucidate how the three distinct feature spaces explain the variance in trait judgments of faces. All models were trained primarily on the neutral, frontal, white faces (n = 183) and their corresponding available trait ratings from the Chicago Face Database\textsuperscript{28}, a widely used database in machine learning studies of faces. To characterize the generalizability of the current approach across faces, raters, and traits, we tested the models in six out-of-sample datasets that included ratings for different types of face images on a variety of traits provided by independent samples of human subjects (Fig. 1c).

**Results**

**Generalizability across faces and raters.** For each trait and each facial feature space, we trained a regularized linear regression model with cross-validation to learn the relationship between the features and human judgment of this trait from faces. Results reported here were from models trained on the popular Chicago Face Database\textsuperscript{28}, we also trained the models using a more recent database that collected ratings from human subjects on a much larger number of traits for representatively sampled faces\textsuperscript{14}, whose results corroborated those reported here (see Supplementary Fig. 2; the trait models we trained for automated prediction were not identical across the two training datasets because the two datasets differed in the traits for which human subject ratings were available).

To investigate how well the predictions of our modeling approach generalized across faces and raters, we tested the models on multiple out-of-sample datasets that collected trait ratings from independent sets of human subjects for different types of novel faces (studio portraits, ambient photos that varied in viewpoint, facial expression, background, etc.) than the training set (studio portraits only). Since the traits with available human ratings in the test datasets were not identical to those in the training dataset, we only computed the prediction accuracy for those traits in the test datasets that were the same or semantically highly similar (or the exactly opposite) to those in the training dataset (e.g., predicting submissive ratings in the test dataset using the models trained on the dominant ratings in the training dataset by multiplying the model weights with -1). Results summarized in Fig. 2 showed that the DCNN-Identity models predicted almost all traits across all datasets (except dominant ratings for ambient photos, Fig. 2d), and yielded a higher prediction accuracy across traits and test datasets (Spearman's correlations, M = 0.55, SD = 0.19 across traits and test datasets) than the DCNN-Object models (M = 0.43, SD = 0.22) or the Landmark models (M = 0.38, SD = 0.21).

The superior performance of the DCNN-Identity models over the DCNN-Object and Landmark models raise two questions: whether it was simply due to the much larger number of features in the DCNN-Identity models (n = 128), and whether it was idiosyncratic to the specific network used to derive those DCNN-Identity features. To address the first question, we applied principal component analysis (PCA) on the DCNN-Identity features and used only the first 30 PCs for fitting the models, a number close to the number of features in the DCNN-Object (n = 26) and the Landmark models (n = 30). To address the second question, we fit the models using features from a different DCNN for face identification that has a distinct architecture than the DCNN-Identity network, the OpenFace DCNN\textsuperscript{32}. Results showed that the performance of the DCNN-Identity PC models was as good as the original DCNN-Identity models, and the superior performance of the original DCNN-Identity models was not idiosyncratic to the specific network architecture (Supplementary Fig. 3).

**Comparison across feature spaces.** We have shown that models using DCNN-Identity features predicted trait ratings from faces at a higher accuracy than models using the other two feature spaces across various traits and test datasets. We next sought to quantify the variance explained by models using each of these three feature spaces. We performed a variance partitioning analysis\textsuperscript{33,34} (see Methods) to identify the proportion of unique variance in the trait ratings that was explained by each feature space and the proportion of shared variance that was explained by multiple feature spaces. Models were trained and tested using the training dataset and test dataset as in Fig. 2a.

**Figure 1. Overview of modeling framework.** a, Face images were projected onto three distinct feature spaces: a feature space obtained from the top layer of a pre-trained DCNN for face identification (DCNN-Identity); a feature space obtained from the block5_conv2 layer\textsuperscript{26} of a pre-trained DCNN for object recognition (DCNN-Object); and a feature space obtained from geometric measures of the faces (Landmark). b, Regularized linear regression with cross-validation was used to estimate a set of model weights for each trait, which maps each feature space onto the trait ratings. c, The estimated model weights were then used to predict the trait ratings for novel faces from their facial features. Models constructed for the three distinct feature spaces were compared based on how accurately they predicted ratings for novel faces (Spearman's correlation between the predicted trait ratings and the actual trait ratings collected from human participants).
The variance partitioning analysis revealed that the DCNN-Identity and DCNN-Object models accounted for almost the same variance in test datasets (Fig. 3a). The Landmark model, on the other hand, was not able to explain any unique variance beyond that shared with the other two feature spaces (Fig. 3b-c). Thus, all the variance in the trait ratings that was explained by any of the three feature spaces could be explained by the DCNN-Identity features alone.

The highly similar explained variance between the DCNN-Identity and the DCNN-Object feature spaces raises an interesting question: given the same face image, are the facial features that are relevant for predicting human trait judgments extracted using the DCNN-Identity network highly similar to those extracted using the DCNN-Object network? To provide insights into this question, we manipulated the face images in the test dataset on a list of low-level image properties—their color, hair region, and mean luminance (Supplementary Fig. 4a-d)—changes that we expect to have minimal impact on human trait judgments. We used the previously trained regression model weights (i.e., models trained on the unmanipulated version of the faces as in Fig. 2a) and the features of the manipulated versions of the face images in the test dataset (extracted using the DCNN-Identity network and the DCNN-Object network, respectively) to predict the human trait ratings of the unmanipulated version of the face images.

We found that the manipulation of these low-level image properties yielded a larger decline in the prediction accuracy of the DCNN-Object models ($M = 0.28$ across traits, especially in the predictions of trustworthy, criminal, white, and happy), but only a slight drop in the prediction accuracy of the DCNN-Identity model ($M = 0.05$ across traits) as shown in Supplementary Fig. 4e-f. These results suggest that the DCNN-Object features carry substantial information about image-based characteristics (e.g., illumination, hair parts close to face area), limiting the generalizability of predicting human trait judgments of the same face in different image styles; whereas, the DCNN-Identity features carry face-specific information (e.g., identity, gender) that is largely robust to the changes in image styles $^{19,20}$. Taken together, these results indicate that DCNNs pre-trained to recognize face identity produce features that can be used most successfully to predict trait judgments made by humans from faces, and that these predictions generalize well across faces, raters, and image styles.

**Generalizability across traits.** Recent research has shown that the hundreds of different trait words people use to describe judgments of others from faces could be represented by just a few trait dimensions $^{14,24,25}$ (typically 2-4 dimensions account for > 70% of the variance in ratings). These
findings highlight the possibility that the individual models trained for different traits would also be correlated. Indeed, we found that traits that were correlated in the original human subject ratings across face images were also correlated in their model weights across features (Fig. 4). None of the correlations computed with the human subject ratings was significantly different from the correlation computed with the estimated model weights for the same pair of traits (bootstrap tests, p > 0.05, FDR corrected).

These results suggest that it is not necessary to train an individual model for every different trait, and that it is possible to obtain model predictions even for traits whose human ratings were unavailable in the training dataset. Therefore, we next investigate to which degree a model trained to predict a certain trait judgment from faces (e.g., feminine) would generalize to predict the judgments of other traits (e.g., sociable) regarding the same face (“cross-prediction”). We assessed the cross-prediction accuracy with Spearman correlation between the ratings predicted by the model for a certain trait (e.g., feminine) and the ratings collected from human subjects for a different trait (e.g., sociable) regarding the same set of faces in the test dataset. All analyses in this section used the same training dataset and test datasets as in Fig. 2 (with one additional test dataset). We found a large number of accurate cross-predictions in all test datasets (Fig. 5a, Supplementary Figs. 5a, 6a, 7a,c,e). For instance, the model trained to predict feminine judgments from faces not only predicted feminine judgments in the test dataset as intended (Fig. 5a and 2a), but also predicted how much human subjects judged the faces in the test dataset to be beautiful, sociable, submissive, trustworthy, etc. (Fig. 5a).

Given that most trait judgments from faces were cross-predicted by multiple trait models (e.g., per row in Fig. 5a) and each trait model cross-predicted different trait judgments (e.g., per column in Fig. 5a), we next investigate which trait model plays the most important role in cross-prediction—thus, most generalizable for automatic prediction across traits. For each cross-prediction (e.g., using the feminine model to predict ratings of sociable in the test dataset), we computed the residual cross-prediction accuracy after partiailling out the effect of each remaining trait model (i.e., the eight trait models in the x-axis of Fig. 5a except for feminine). The residual cross-prediction accuracy (Fig. 5b, Supplementary Figs. 5b, 6b, 7b,d,f) was assessed with the semi-partial Spearman’s correlation between the human ratings of a trait for the faces in a test dataset (e.g., sociable) and the residuals from a simple bivariate regression of the predicted ratings of a trait model for faces in the same test dataset (e.g., feminine) model on the predicted ratings of a remaining trait model for the same faces (e.g., trustworthy model; these residuals quantify the unique variance in the predicted feminine ratings that were not associated with the predicted trustworthy ratings). Figure 6 summarizes the mean residual cross-prediction accuracy in each test dataset after partiailling out the effect of each remaining trait model. We found that models predicting gender (masculine/feminine) played a more important role for cross-prediction of personality traits from faces (Big-2 and Big-5) and trait judgments of computer-generated faces. By contrast, models predicting trustworthy and happy played a more important role in test datasets where the photos were neutral and taken for research purposes, and model predicting attractiveness was more important for ambient social media profile photos.

Discussion

In this paper, we trained regularized linear regression models (Ridge regression with cross-validation) to make trait judgments from faces based on the features extracted from the faces using pre-trained DCNNs (Fig. 1). We investigated the generalizability of this approach to out-of-sample faces and raters (Fig. 2) and across traits (Fig. 5a, Supplementary Figs. 5a, 6a, 7a,c,e) using six independent test datasets. We found that regression models using features from DCNNs that were pre-trained to distinguish facial identity (DCNN-Identity) predicted human trait judgments from faces most accurately and generalized the best across faces and raters (Fig. 2) compared to the models using DCNN features for object recognition (DCNN-Object) or features based on facial landmarks (Landmark). The superior performance of
| Masculine | Feminine | Trustworthy | Dominant | Threatening | Attractive | Baby-faced | Happy | Trustworthy | Dominant | Threatening | Attractive | Baby-faced | Happy | Happiness | Reliability | P-Value |
|----------|----------|-------------|----------|-------------|------------|------------|-------|-------------|----------|-------------|------------|------------|-------|-----------|-------------|---------|
| 0.40±0.07 | 0.47±0.08 | -0.37±0.08 | 0.57±0.06 | 0.60±0.06 | 0.28±0.07 | 0.32±0.08 | 0.70±0.05 | 0.40±0.07 | 0.54±0.08 | 0.44±0.08 | -0.25±0.08 | 0.01±0.09 | 0.03±0.09 | 0.42±0.00 | p<0.01 |
| 0.55±0.07 | 0.31±0.08 | 0.30±0.09 | 0.51±0.07 | 0.01±0.09 | 0.07±0.09 | 0.51±0.07 | p<0.01 | 0.55±0.07 | 0.54±0.08 | 0.44±0.08 | -0.25±0.08 | 0.01±0.09 | 0.03±0.09 | 0.42±0.00 | p<0.01 |
| 0.35±0.07 | 0.40±0.12 | 0.50±0.12 | 0.31±0.13 | 0.57±0.17 | 0.26±0.14 | 0.39±0.13 | p<0.01 | 0.35±0.07 | 0.40±0.12 | 0.50±0.12 | -0.50±0.16 | 0.07±0.13 | 0.18±0.13 | 0.59±0.10 | p<0.01 |
| 0.25±0.10 | 0.41±0.12 | 0.39±0.13 | 0.51±0.11 | 0.15±0.12 | 0.31±0.12 | 0.29±0.12 | p<0.01 | 0.25±0.10 | 0.41±0.12 | 0.39±0.13 | -0.40±0.18 | 0.07±0.13 | 0.18±0.13 | 0.59±0.10 | p<0.01 |
| 0.16±0.08 | 0.23±0.07 | 0.68±0.04 | 0.18±0.07 | 0.04±0.06 | 0.39±0.07 | 0.24±0.07 | 0.15±0.07 | 0.16±0.08 | 0.23±0.07 | 0.68±0.04 | -0.08±0.13 | 0.15±0.07 | 0.15±0.07 | p<0.01 |

**Figure 4.** Correlations between traits in human subject ratings and estimated model weights. The lower-triangle panel shows the Spearman correlations among traits computed using the human subject ratings across face images per trait in the training dataset. The upper-triangle panel shows the Spearman correlations among traits computed using the estimated model weights across features per trait in the training dataset. The saturation of color indicates the magnitude of the correlation (red for positive, blue for negative). Numbers indicate the mean, standard deviation, and significance of the correlation (bootstrap tests, FDR corrected).}

**Figure 5.** Cross-prediction accuracy across traits. a, Cross-prediction accuracy (the Spearman correlations) between the predicted ratings of the faces in the test dataset used in Fig. 2a on nine traits (x-axis) and the human subject ratings of the same set of faces on fifteen traits (y-axis). The saturation of the color indicates the magnitude of the correlation (red for positive, blue for negative). Numbers indicate the mean and standard deviation (across bootstrap samples), and the significance of the correlation (permutation test, FDR corrected). b, An example of residual cross-prediction accuracy for traits in the test dataset used in Fig. 2a (y-axis) from eight trait models (x-axis) while controlling for the prediction from the trustworthy model (selected specifically for this test dataset for its largest impacts on cross-predictions across the nine trait models). Numbers report the mean bootstrap residual cross-prediction accuracy, bootstrap standard deviation, and significance level computed via permutation tests and FDR corrected. The significant accuracy was colored (red for positive, blue for negative; more saturated for greater magnitudes); the highest accuracy per row was highlighted with a solid box (black for significant, grey for insignificant).
the DCNN-Identity models were robust to the dataset used to train the models (Supplementary Fig. 2), the number of features included in the regression models, and the network architecture used to obtain the identity features (Supplementary Fig. 3).

Using variance partitioning analysis, we showed that the DCNN-Identity models and the DCNN-Object models explain almost the same variance in the trait ratings (Fig. 3). However, the features extracted by the two networks from faces that were relevant for predicting human trait judgments of the faces were not the same, with the former representing more information unique to faces (e.g., identity, gender) rather than images in general and being more robust to manipulations of image styles (Supplementary Fig. 4).

Our cross-prediction analysis showed that it was not necessary to train an individual model for each different trait judgment, which is a common practice in computational modeling of trait judgments, but that prediction was feasible even for traits whose human subject ratings were not available in the training dataset for training a prediction model (Fig. 5a, Supplementary Figs. 5a, 6a, 7a,c,e). These findings are in line with recent psychology research on the low-dimensional representation of trait judgments from faces\,14,24,25. We also provided a novel analysis, semi-partial correlation analysis, for understanding the important trait dimensions for automatic predictions (e.g., Fig. 5a). This analysis could potentially be applied to a broader set of trait models to help understand the important trait dimensions humans use to make trait judgments from faces in different contexts (e.g., photos taken for different purposes, or for different types of decision-making). For instance, we found that the judgments of trustworthy and happy seem to play a more important role in test datasets with neutral faces for research purpose, whereas the judgment of attractiveness was more important in the test dataset where the photos were taken for social media profiles by the user themselves (Fig. 6).

Taken together, these results showed that the approach of training simple linear regression models using features from pre-trained facial identity DCNNs offers a flexible framework for predicting human trait judgments from faces. This approach works well even for ambient photos of faces in the wild, for which the traditional facial metrics (Landmark) are difficult to measure, and for predicting judgments of correlated traits whose human subject ratings might not be available in the training data.

The most important limitation of our findings is that they almost certainly lack validity. That is, even though there is considerable consensus in the trait judgments made by humans from faces\,38 (generating the “ground-truth” labels for training trait models), the majority of those judgments do not reflect the actual traits of the person whose face is shown. Instead, those judgments mainly reveal our biases and stereotypes\,39,40. This limitation is even more acute given that all stimuli in both the training and test datasets were isolated faces devoid of context and any other information about the person. Our results thus show that it is possible to predict what people judge or believe about brief glimps of a face, but not what is in fact valid about the person whose face is shown as the stimulus. Needless to say, it is critical to keep this distinction in mind: we did not predict anything about the people whose faces were used; instead, we predicted what human viewers judge about those faces.

Our conclusions were also limited by the small number of overlapping traits between the training dataset and the different test datasets, and thus the small number of traits we could build models for in the present paper. Finally, we only included white faces in our analysis, since these were the predominant race available in the training datasets. This restricts our findings, since previous work has shown that human trait judgments are influenced by the unique facial features of faces from different races (via a bottom-up psychological process) as well as the different social concepts associated with the different races (via a top-down psychologi-
cal process). Altogether, the restricted range of different types of faces, and the small number of trait ratings, provide results that are not yet comprehensive. Analyses on future datasets that are more complete will be valuable to extend the present study.

We conclude with two future directions. First, our findings show that future research and application could flexibly train a set of models using a particular dataset (as we used the Chicago Face Database here) and predict trait ratings collected in entirely different datasets for different types of faces and from different groups of human subjects (as we used six different independent test datasets here), or train a set of models for certain traits and predict ratings of different sets of correlated traits. Second, trait judgments are commonly thought to reflect temporally stable attributes linked to the identity of a person; whereas emotion judgments are relatively independent of identity, and instead are based on transient changes in facial muscles. Nonetheless, emotional expressions are found to influence certain trait judgments. Future research combining features from DCNNs pre-trained for face identification and for emotion categorization could further improve prediction accuracy for human trait judgments of faces.

**Methods**

**Training and test datasets.** The data used in the present research were from publicly available datasets and previously published studies. The models were trained on 183 studio portraits of neutral, frontal, white faces and their trait ratings from the Chicago Face Database. Faces in this database that are not neutral, not frontal, and of other races were excluded since the effects of those factors are beyond the scope of our current research. Each face image was rated by human subjects on fifteen traits (afraid, angry, attractive, baby-faced, disgusted, dominant, feminine, happy, masculine, prototypic, sad, surprised, threatening, trustworthy, and unusual) using a 1–7 Likert scale (1 = Not at all, 7 = Extremely). In the current study, we focused on judgments related to temporally stable attributes, such as physical appearance (e.g., baby-faced, feminine) and social traits (e.g., dominant, trustworthy, threatening), and excluded most emotional expressions (afraid, angry, disgusted, sad, surprised) except for happy which was also measured in one of the out-of-sample test datasets. We also excluded judgment of unusual because it was not measured in any of the test datasets we used.

The models were tested on six independent publicly available datasets. These test datasets were selected to sample trait ratings for different types of faces, including studio portraits of frontal, neutral faces, computer-generated faces, and ambient photos of faces taken under unconstrained conditions. All faces in our training and test datasets were limited to white faces; the effects of race and context are beyond the scope of our current study. All trait ratings used for model training and testing were averaged across human subjects per face per trait.

**DCNN-Identity features.** To extract identity features from face images, we used the dlib library, which offers an open source implementation of face recognition with deep neural networks. The network represents each face image with a vector of 128 features. The network had been originally trained to identify 7,485 face identities in a dataset of about three million faces with a loss function such that the two face images of the same identity were mapped closer to each other in the face space than the face images of two different identities. Built on a ResNet architecture with 29 convolutional layers, the network achieved a state-of-the-art accuracy of 99.38% on the Labeled Faces in the Wild benchmark. The features extracted from networks trained for face recognition capture facial features related to individual identity, such as face geometry, but ignore factors that could vary for each individual, such as body pose, facial expression, and image luminance. We directly used the feature vectors coming from the last layer of the network, without tuning the network or its last layer specifically for trait judgments from faces.

**DCNN-Object features.** To extract object features from face images, we used the features obtained from block5_conv2 layer of the VGG16 network based on their success in predicting human trait judgments from faces in a prior study. To extract the features from a face image, the face region of the image was first detected and segmented automatically. Then the segmented image was presented to the VGG16 model implemented in the Keras deep learning library with weights pre-trained on the ImageNet dataset for object recognition. The output of the block5_conv2 layer had a volume shape of $14 \times 14 \times 512$ which was flattened into a 100352-dimensional feature vector. Thus, the layer represented each face image with a vector of 100352 features.

Due to the large number of features, we used principal component analysis (PCA) to reduce the dimensionality and redundancy of these features. To maximize the principal components’ relevance for face representation, PCA was performed on a large face database of 426 white adults with neutral expression aggregated from three popular publicly available face databases. The optimal number of components was determined based on their performance for predicting trait ratings in the model training dataset (i.e., the 183 studio portraits from the Chicago Face Database). Specifically, the 426 faces were first represented with the 100352-dimensional feature vectors, with which we performed PCA to extract PCs of the features; next, the 100352-dimensional feature vectors of the 183 faces in the training dataset were projected onto the PCs obtained from the 426 faces; then, we fit ridge regression models with a nested cross-validation procedure (see Methods: Model fitting) using different numbers of PCs to predict the trait ratings of the faces; the models were trained on a subset of the 183 faces and their ratings, and tested on a held-out subset of data; finally, we examined the average prediction accuracy across traits as a function of the number of PCs (increased from 10 to 80 with a step size of one), which achieved the highest accuracy with 26 PCs.

**Landmark features.** The physical and geometric features of the face have been shown to influence how humans form trait impressions of unfamiliar others based on faces. To obtain these features, we referred to the 40 facial metrics provided in the Chicago Face Database, which were defined based on a review of the social perception literature and manually measured using an image editing software. In our present study, given the large number of faces we used, we aimed to generate a subset of those facial metrics that could be automatically measured. Specifically, we used a pre-trained model of facial landmark detection that estimates the location of 68 key points on each face image and a pre-trained model of face parsing that segments each face image into several facial parts such as skin area, left and right eye, nose, etc. (see Supplementary Fig. 1). These automated methods allowed us to obtain 30 physical and geometric features (Landmark features) that closely imitate the manually measured facial metrics provided in the Chicago Face Database. The 30 Landmark features were the median luminance of skin area, nose width, nose length, lip thickness, face...
length, eye height (left, right), eye width (left, right), face width
at cheek, face width at mouth, distance between pupils, distance
between pupil and upper lip (left, right, asymmetry), chin length,
length of cheek to chin (left, right), face shape, (face) heartshape-
ness, nose shape, lip fullness, eye shape, eye size, midface length,
chin size, cheekbone height, cheekbone prominence, face round-
ness, and facial width-to-height ratio. We verified that the 30 au-
tomatically extracted Landmark features described the trait judgments
from faces equally well as the manually measured features by com-
paring the prediction accuracy of the trait models based on each of
the two feature sets respectively (see Supplementary Fig. 1).

Model fitting. L2-regularized linear regression (a.k.a., Ridge)\textsuperscript{52}
was used to train a set of model weights separately for each trait
that optimally mapped facial features onto human trait ratings of
the faces (Fig. 1). Cross-validation was used to determine the opti-
mal regularization parameter for Ridge regression. Specifically,
the training dataset was randomly split into 80% training and 20%
of validation samples for 2000 iterations. At each iteration, a range
of regularization parameters (n = 30, log-spaced between 1 and
100,000) were used to fit models to the training part, and each fit
model was used to predict the human ratings of the faces in the vali-
dation part. This procedure yielded a model accuracy per regulariza-
tion parameter per iteration per trait, assessed with the coefficient of
determination (R\textsuperscript{2})\textsuperscript{34,53}. For each trait, the optimal regularization
parameter that maximized the average accuracy across all iterations
was selected, and the model weights were refit using this optimal
regularization parameter using the entire training dataset (i.e., the
final trait model).

The final trait model was used to predict ratings of the same trait
or semantically highly (dis)similar traits for the novel faces in each
independent test dataset. A bootstrap procedure was used to ro-
bustly estimate the prediction accuracy of each trait model on each
independent test dataset. Specifically, the face images and their trait ratings in
each independent test dataset were randomly sampled 10,000 times
with replacement, and the Spearman rank-order correlation between
the resampled predicted and resampled human trait ratings was com-
puted per trait\textsuperscript{33,34}. We used the Spearman rank-order correlation
to assess model accuracy because the ratings in some test datasets
were collected on a different scale than the training dataset. The mean prediction accuracy for each trait was obtained by averag-
ing the accuracies across bootstrap iterations. For the test dataset
that contained a large number of ambient photos (504 photos of 42
white individuals were selected for testing from the 1224 photos of
102 individuals of all races)\textsuperscript{31}, one image was randomly sampled
from each individual’s images at each bootstrap iteration (i.e., 42 images were included at each iteration) to prevent bias in prediction accuracy.

To assess the statistical significance of the mean prediction ac-
curacy per trait in each test dataset, we performed a permutation analysis to generate an empirical null distribution of correlations for
each trait and test dataset separately. At each permutation iteration,
the trait ratings in a test dataset were shuffled across face images,
and the Spearman correlation between the predicted and permuted
ratings was computed for each trait. This procedure was repeated
10,000 times to obtain a distribution of the correlations, under the
null hypothesis that there is no relationship between facial features
and trait ratings. Statistical significance was determined by taking the 95\textsuperscript{th}
percentile of the empirical null distribution (p = 0.05). The permutation p-value for each trait was defined as the proportion of the
null correlations that were greater than or equal to the observed prediction accuracy. The p-values were corrected for multiple com-
parisons across the predicted traits using the false discovery rate
(FDR) procedure\textsuperscript{54}.

Variance partitioning analysis. We compared the unique and
shared explained variance of each pair of the feature spaces so as not
to compromise statistical power if three largely correlated feature
spaces were compared at once. Specifically, for each trait and each
pair of feature spaces, we fit three models using the training dataset:
one fit the trait ratings to a feature space (e.g., 128 DCNN-Identity
features), the second fit the trait ratings to a second feature space
(e.g., 26 DCNN-Object features), and the third fit the trait ratings
onto both feature spaces (e.g., 154 DCNN-Identity and DCNN-Object
features). These three fitted models were used to predict the trait
ratings of the faces in the test dataset. The variance explained (r\textsuperscript{2})
by each model for each trait was computed by squaring the Pearson
correlation between the predicted and actual human ratings while
keeping its sign\textsuperscript{34}. Finally, the unique variance explained by each of
the two compared feature spaces (A and B) and the shared vari-
ance explained by both feature spaces were computed as follows:

\[
\begin{align*}
r_{uA}^2 &= r_{A \cup B}^2 - r_B^2 \\
r_{uB}^2 &= r_{A \cup B}^2 - r_A^2 \\
r_{A \cap B}^2 &= r_A^2 + r_B^2 - r_{A \cup B}^2
\end{align*}
\]

where r\textsuperscript{2} is the total variance explained by the first model using fea-
ture space A, r\textsuperscript{2} is the total variance explained by the second model
using feature space B, r\textsuperscript{2} is the total variance explained by the third model using features from both spaces, r\textsuperscript{2}
is the unique variance explained by feature space A, r\textsuperscript{2} is the unique variance explained by feature space B, and r\textsuperscript{2}
is the shared variance explained by feature spaces A and B. We repeated the above analysis procedure with computing the explained variance by squaring the Spearman correlation instead of the Pearson correlation; results cor-
rorobated those obtained with the Pearson correlation.

Semi-partial correlation analysis. The semi-partial correlation measures the relationship between two variables X and Y while
statistically controlling for (or partialling out) the effect of a third
variable Z on Y (note that, in contrast, the partial correlation con-
trols for the effect of Z on both X and Y). In this analysis, the actual
trait ratings provided by the human subjects in the test dataset were
used as the variable X, the trait ratings predicted by a trait model
for the same set of faces were used as the variable Y, and the trait
ratings predicted by a second trait model for the same set of faces
were used as the variable Z. To partial out the effect of Z from Y,
a simple bivariate regression of Y on Z was performed and the resid-
uals were obtained. These residuals quantified the unique variance
in Y that were not associated with or predictable from Z. Finally,
we computed the Spearman correlation coefficient between X and
the residuals.

Data availability. All data are from publicly available datasets
which could be accessed via the links provided in the papers cited.
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Supplementary Figure 1. Automatically extracted landmark features. a, Automatic detection of facial landmark points. b, Automatic detection of facial parts. These landmark points and facial parts were used to automatically measure 30 facial metrics from face images, referred to as Landmark features (e.g., pupillary distance, eye width, median luminance). c, Comparison of prediction accuracy from models using automatically extracted Landmark features to models using manually measured facial features provided in the Chicago Face Database. Models were trained and evaluated on the data from the Chicago Face Database using a nested cross-validation procedure (see Methods).
Supplementary Figure 2. Prediction accuracy of models trained on the dataset of Lin et al. (in press). All models were trained on a different dataset than the Chicago Face Database, which offered a much larger set of trait ratings in a more diverse sample of subjects. 

a, The prediction accuracy of models tested on the Chicago Face Database (143 nonoverlapping faces between the Chicago Face Database and the current training dataset were used). The bar height indicates the mean prediction and error bars indicate the standard deviations of the mean prediction accuracy across bootstrap samples. Saturated colors, asterisks, and p-values indicate statistically significant predictions (p < 0.05, assessed with permutation tests, and FDR corrected); desaturated colors indicate insignificant predictions. Dashed black lines indicate the chance threshold (p = 0.05, assessed with permutation test) for the prediction accuracy.

b, The prediction accuracy of the models tested on the test dataset in Fig. 2b with 300 computer-generated white faces and their trait ratings.

c, The prediction accuracy of the models tested on the test dataset in Fig. 2c with 66 studio portraits.

d, The prediction accuracy of the models tested on the test dataset in Fig. 2d with 504 ambient photos of faces in the wild.
Supplementary Figure 3. Prediction accuracy and the different aspects of the identity features. Prediction accuracy of DCNN-Identity models in Fig. 2a (light blue) compared to the prediction accuracy of models that used only 30 principal components of the DCNN-Identity features (dark blue)—the same number of regressors as in the Landmark models, and to the prediction accuracy of models using identity features from a different DCNN (turquoise, “OpenFace”).
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Supplementary Figure 4. Prediction accuracy as a function of low-level image properties. Models were trained and tested on the same training dataset and test dataset as in Fig. 2a. a, An example of a face image before any manipulation. b, An example of the face image in (a) manipulated on colors (i.e., converted to grayscale). c, An example of the face image in (a) manipulated on hair style (hair was removed). d, An example of the face image in (a) manipulated on mean luminance (face area luminance histograms were equalized across cropped grayscale face images in the test dataset). e, The accuracy of using the model weights obtained from the training dataset (unmanipulated version of the faces) and the DCNN-Identity features extracted from the manipulated versions (a-d) of the faces in the test dataset to predict the human subject ratings of the unmanipulated version of the faces in the same test dataset. f, Same as (e) except that the features were DCNN-Object features.
Supplementary Figure 5. Cross-prediction accuracy for the test dataset in Fig. 2b. a, Cross-prediction accuracy (the Spearman correlations) between the predicted ratings of the faces in the test dataset used in Fig. 2b on nine traits (x-axis) and the human subject ratings of the same set of faces on another nine traits (y-axis). The saturation of the color indicates the magnitude of the correlation (red for positive, blue for negative). Numbers indicate the mean and standard deviation (across bootstrap samples), and the significance of the correlation (permutation test, FDR corrected). b, An example of residual cross-prediction accuracy for traits in the test dataset used in Fig. 2b (y-axis) from eight trait models (x-axis) while controlling for the prediction from the masculine model (selected specifically for this test dataset for its largest impacts on cross-predictions across the nine trait models). Numbers report the mean bootstrap residual cross-prediction accuracy, bootstrap standard deviation, and significance level computed via permutation tests and FDR corrected. The significant accuracy was colored (red for positive, blue for negative; more saturated for greater magnitudes); the highest accuracy per row was highlighted with a solid box (black for significant, grey for insignificant).
### Supplementary Figure 6. Cross-prediction accuracy for the test dataset in Fig. 2c. **a**, Cross-prediction accuracy (the Spearman correlations) between the predicted ratings of the faces in the test dataset used in Fig. 2c on nine traits (x-axis) and the human subject ratings of the same set of faces on 14 traits (y-axis). The saturation of the color indicates the magnitude of the correlation (red for positive, blue for negative). Numbers indicate the mean and standard deviation (across bootstrap samples), and the significance of the correlation (permutation test, FDR corrected). **b**, An example of residual cross-prediction accuracy for traits in the test dataset used in Fig. 2c (y-axis) from eight trait models (x-axis) while controlling for the prediction from the happy model (selected specifically for this test dataset for its largest impacts on cross-predictions across the nine trait models). The significant accuracy was colored (red for positive, blue for negative; more saturated for greater magnitudes).
Supplementary Figure 7. Cross-prediction accuracy across three test datasets. a, Cross-prediction accuracy (the Spearman correlations) between the predicted ratings of the faces in the test dataset used in Fig. 2d on nine traits (x-axis) and the human subject ratings of the same set of faces on five traits (y-axis). b, An example of residual cross-prediction accuracy for traits in the test dataset used in Fig. 2d (y-axis) from eight trait models (x-axis) while controlling for the prediction from the attractive model (selected specifically for this test dataset for its largest impacts on cross-predictions across the nine trait models). The significant accuracy was colored (red for positive, blue for negative; more saturated for greater magnitudes). c, Cross-prediction accuracy between the predicted ratings of the faces in a fifth out-of-sample test dataset on nine traits (x-axis) and the human subject ratings of the same set of faces on two traits (y-axis). d, An example of residual cross-prediction accuracy for traits in the test dataset as in (c) (y-axis) from eight trait models (x-axis) while controlling for the prediction from the masculine model (selected specifically for this test dataset for its largest impacts on cross-predictions across the nine trait models). The significant accuracy was colored (red for positive, blue for negative; more saturated for greater magnitudes). e, Cross-prediction accuracy between the predicted ratings of the faces in a sixth out-of-sample test dataset on nine traits (x-axis) and the human subject ratings of the same set of faces on five traits (y-axis). f, An example of residual cross-prediction accuracy for traits in the test dataset as in (e) (y-axis) from eight trait models (x-axis) while controlling for the prediction from the feminine model (selected specifically for this test dataset for its largest impacts on cross-predictions across the nine trait models). The significant accuracy was colored (red for positive, blue for negative; more saturated for greater magnitudes).
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