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MOMENTA SPACING DISTRIBUTIONS IN ANHARMONIC OSCILLATORS AND
THE HIGHER ORDER FINITE TEMPERATURE AIRY KERNEL

THOMAS BOTHNER, MATTIA CAFASSO, AND SOFIA TARRICONE

Abstract. We rigorously compute the integrable system for the limiting ($N \to \infty$) distribution function of the extreme momentum of $N$ noninteracting fermions when confined to an anharmonic trap $V(q) = q^{2n}$ for $n \in \mathbb{Z}_{\geq 1}$ at positive temperature. More precisely, the edge momentum statistics in the harmonic trap $n = 1$ are known to obey the weak asymmetric KPZ crossover law which is realized via the finite temperature Airy kernel determinant or equivalently via a Painlevé-II integro-differential transcendent, cf. [3,35]. For general $n \geq 2$, a novel higher order finite temperature Airy kernel has recently emerged in physics literature [33] and we show that the corresponding edge law in momentum space is now governed by a distinguished Painlevé-II integro-differential hierarchy. Our analysis is based on operator-valued Riemann-Hilbert techniques which produce a Lax pair for an operator-valued Painlevé-II ODE system that naturally encodes the aforementioned hierarchy. As byproduct, we establish a connection of the integro-differential Painlevé-II hierarchy to a novel integro-differential mKdV hierarchy.

1. Introduction and statement of results

In this paper we present new results for the edge momentum distribution function of a noninteracting fermionic quantum many body system confined to an anharmonic trap at finite temperature. It is known from [33, (5),(20)] that the same extreme value distribution is expressible in terms of a Fredholm determinant of an integral operator whose kernel involves the higher order Airy function (equivalently, see [29], extended Airy function of the first kind)

$$
\text{Ai}_n(x) := \frac{1}{\pi} \int_{0}^{\infty} \cos\left(\frac{y^{2n+1}}{2n+1} + xy\right) dy, \quad x \in \mathbb{R}, \quad n \in \mathbb{N} := \mathbb{Z}_{\geq 1}.
$$

(1)

In the simplest case of a harmonic trap, the higher order Airy function (1) becomes an ordinary Airy function and the extreme momentum statistics are known to be described by the weak asymmetric KPZ crossover law [3, Proposition 1.2]. It turns out there is a striking generalization of the crossover law to general anharmonic traps with even monomial potential: using Fourier analytic and operator-valued Riemann-Hilbert techniques we will express the higher order finite temperature Airy kernel determinants in terms of a distinguished solution of an integro-differential Painlevé-II hierarchy.

1.1. Fermionic coordinates in monomial anharmonic traps. In order to be more explicit, consider the one-dimensional Schrödinger operator

$$
H_q := -\frac{d^2}{dq^2} + q^{2n}, \quad n \in \mathbb{N},
$$

(2)
in coordinate representation on $L^2(\mathbb{R})$ with monomial potential $L^1_{1,\text{loc}}(\mathbb{R}) \ni V(q) := q^{2n}$. By classical theory, see [10, Chapter 2.3] or [43, Chapter 3], the Hamiltonian (2) considered on the domain $C^\infty_0(\mathbb{R})$ of smooth functions on $\mathbb{R}$ with compact support is essentially self-adjoint and its closure (again denoted by $H_q$) has...
pure point spectrum. In turn, there exists a complete orthonormal system \(\{\psi_k\}_{k \in \mathbb{N}}\) for \(L^2(\mathbb{R})\) consisting of eigenfunctions of \(H_q\),

\[ H_q \psi_k = \lambda_k \psi_k, \quad k \in \mathbb{N}, \tag{3} \]

with eigenvalues \(\lambda_k \in \mathbb{R}\) that tend to \(+\infty\) as \(k \to \infty\). Moving ahead, in modeling the desired noninteracting fermionic quantum gas one recognizes the symmetrization postulate of quantum mechanics, cf. [43, Chapter 4, §3], i.e. the locations \(\{q_k\}_{k=1}^N \subset \mathbb{R}\) of \(N\) identical, noninteracting fermions at zero temperature confined to the trap \(V\) are distributed according to a biorthogonal point ensemble indexed by \(k := (k_1, \ldots, k_N) \in \mathbb{N}^N\), that is to say the locations \(\{q_k\}_{k=1}^N\) form a special instance of a determinantal point process with joint probability density function (pdf)

\[ f_{0,k}(q_1, \ldots, q_N) := \frac{1}{N!} \det [\psi_k(q_j)]_{i,j=1}^N \det [\psi_k(q_j)]_{i,j=1}^N, \quad 1 \leq k_1 < k_2 < \ldots < k_N, \quad k_i \in \mathbb{N}. \tag{4} \]

and \(k = (1, 2, \ldots, N)\) corresponding to the ground-state. Here we use the single-coordinate wave functions \(\psi_k\), given in (3). Note that

\[ \Psi_k(q_1, \ldots, q_N) := \frac{1}{\sqrt{N!}} \det [\psi_k(q_j)]_{i,j=1}^N, \]

is the standard antisymmetric \(N\)-coordinate wave function, an eigenfunction of the Hamiltonian

\[ H_N := \sum_{i=1}^N H_{q_i} = \sum_{i=1}^N \left( -\frac{d^2}{dq_i^2} + q_i^{2\alpha} \right), \]

which physically describes an eigenstate of the fermionic gas with energy \(\lambda_k := \sum_{i=1}^N \lambda_{k_i}\), see for instance [20, Section IV]. At finite temperature \(T > 0\) all such eigenstates occur according to the Boltzmann-Gibbs distribution and the coordinate pdf (4) gets generalized to

\[ f_T(q_1, \ldots, q_N) := \frac{1}{Z_N(\beta)} \sum_{k \in \mathbb{N}^N} \prod_{k_1 < \ldots < k_N} |\Psi_k(q_1, \ldots, q_N)|^2 e^{-\beta \lambda_k}, \quad \beta := \frac{1}{T} > 0, \tag{5} \]

with the canonical partition function \(Z_N(\beta) := \sum_{k \in \mathbb{N}^N; k_1 < \ldots < k_N} e^{-\beta \lambda_k}\), see [20, (64)].

Starting from (5) one can now analyze various fine structure properties of the coordinate point process, in particular the large \(N\) scaling limits in the Moshe-Neuberger-Shapiro model and then in the paper [3, Theorem 1, §3]. At finite temperature \(T > 0\) all such eigenstates occur according to the Boltzmann-Gibbs distribution and the coordinate pdf (4) gets generalized to

\[ f_T(q_1, \ldots, q_N) := \frac{1}{Z_N(\beta)} \sum_{k \in \mathbb{N}^N} \prod_{k_1 < \ldots < k_N} |\Psi_k(q_1, \ldots, q_N)|^2 e^{-\beta \lambda_k}, \quad \beta := \frac{1}{T} > 0, \tag{5} \]

pointwise in \(t \in \mathbb{R}\), where \(F_1^t(\alpha) = \det(I - K_{11}^t |_{L^2(\mathbb{R}_+)})\) equals the Fredholm determinant of the finite temperature Airy kernel (recall \(\text{Ai} \equiv \text{Ai}\) as in (1) - the reader should not confuse our \(F_1\) notation as an abbreviation for the Tracy-Widom distribution in the Gaussian orthogonal ensemble)

\[ K_{11}^t(x, y) := \int_{\mathbb{R}} \text{Ai}_1(x + z + t) \text{Ai}_1(z + y + t) \left( \frac{e^{\alpha z}}{1 + e^{\alpha z}} \right) dz. \tag{7} \]

The same operator determinant had occurred prior to [20] and [35], first in Johansson’s work [27, Theorem 1.3] on grand canonical scaling limits in the Moshe-Neuberger-Shapiro model and then in the paper [3, Theorem 1.1] by Amir-Corwin-Quastel on the probability distribution of the KPZ solution with narrow wedge initial condition. Following [3], the distribution function \(F_1^t(\alpha)\) interpolates with varying \(\alpha \in (0, +\infty)\) between two universality classes (Tracy-Widom and Gumbel) and it was therefore coined a crossover distribution which proved to underlie the weak asymmetric limit of models in the KPZ universality class, cf. [9, 19, 22]. Furthermore, and related to our analysis, (6) can be expressed in terms of an integro-differential Painlevé-II transcendent

\[ F_1^t(\alpha) = \exp \left[ -\int_t^{\infty} (s - t) \left( \int_{\mathbb{R}} w^2(s|x)w_\alpha'(x) \, dx \right) ds \right], \quad w_\alpha(x) := \frac{e^{\alpha x}}{1 + e^{\alpha x}}, \quad w_\alpha'(x) := \frac{d}{dx} w_\alpha(x), \tag{8} \]


where \( u = u(s|x) \) is the unique real-valued, smooth in \( s \in \mathbb{R} \) for any \( x \in \mathbb{R} \), solution of the boundary value problem

\[
\frac{d^2}{ds^2} u(s|x) = \left[ s + x + 2 \int_{\mathbb{R}} u^2(s|y)u''_s(y) \, dy \right] u(s|x), \quad u(s|x) \sim Ai_1(s + x) \text{ pointwise in } x \in \mathbb{R}.
\]

Formula (8) generalizes the Tracy-Widom formula [45, (1.17)] in the Gaussian unitary ensemble and (9) the Hastings-McLeod Painlevé-II transcendent involved in it. Although (6) has only been proven rigorously in the harmonic case, the use of local density approximations and functional methods in [20, Section VII] has put forward convincing evidence that the limit law (6) for \( q_{\max}(N) \) holds true for all \( V(q) = q^{2n} \), after appropriate \( n \)-dependent centering and scaling.

### 1.2. Fermionic momenta in monomial anharmonic traps

Somewhat surprisingly, the above coordinate universality phenomenon does not appear to carry over to the momentum representation

\[
H_p = p^2 + (-1)^n \frac{d^{2n}}{dp^{2n}}
\]
of the Hamiltonian (2). In particular, while the average coordinate density

\[
\rho_N(q) := \int_{\mathbb{R}} \cdots \int_{\mathbb{R}} f_{r}(q, q_2, \ldots, q_N) \, dq_2 \cdots dq_N
\]
is expected to vanish square root like near \( q_{\max}(N) \) in all anharmonic, even monomial traps, see [20, Section VII, D], the local behavior of the average momentum density \( \rho_N(p) \) near \( p_{\max}(N) := \max_{1 \leq i \leq N} p_i \) is more sophisticated and highly \( n \)-dependent. Indeed, using Wigner’s quasi pdf in [21, (3)], the recent paper [33] argued that there exist \( n \)-dependent factors \( a_n, b_n > 0 \) such that for large \( N \), with high probability,

\[
p_{\max}(N) \sim a_n N^{\frac{n}{2n+1}} =: p_{\text{edge}}(N),
\]

and consequently, also for large \( N \),

\[
\rho_N(p) \sim b_n N^{\frac{1}{2n+1} - \frac{n}{2n+1}} (p_{\text{edge}}(N) - p)^{\frac{1}{2n+1}}, \quad 0 < p < p_{\text{edge}}(N) \text{ close to the deterministic value } p_{\text{edge}}(N),
\]

see the supplemental material to [33], especially equations (2) and (3) therein, all for the anharmonic trap \( V(q) = q^{2n} \). The \( n \)-dependence in (10) hints at a novel edge momentum phenomenon in the fermionic gas, somewhat reminiscent of the non-generic higher order soft edge behavior in certain Hermitian random matrix models, see [15,16]. Although the techniques in [33] are in general non-rigorous (rigorous only for \( n = 1 \) when the coordinate and momentum representation of (2) are in perfect Fourier duality), they have motivated an analogue of (6) for \( p_{\max}(N) \) for arbitrary \( n \in \mathbb{N} \). More precisely, see [33, (23), (24)], it is expected that for some \( n \)-dependent factors \( c_n, d_n > 0 \) pointwise in \( t \in \mathbb{R} \),

\[
\lim_{N \to \infty} \mathbb{P}\left( \frac{p_{\max}(N) - p_{\text{edge}}(N)}{c_n N^{-e_n}} \leq t \mid T = d_n N^{f_n \alpha^{-1}}, \alpha > 0 \text{ fixed} \right) =: F_n^\alpha(t), \tag{11}
\]

where \( e_n, f_n \) are the scaling exponents

\[
e_n := \frac{n}{(n + 1)(2n + 1)} \quad \text{and} \quad f_n := \frac{2n^2}{(n + 1)(2n + 1)}.
\]

In (11), \( F_n^\alpha(t) = \det(I - K^\alpha_{\beta,n} [L^2(\mathbb{R})]) \) is the Fredholm determinant of the higher order finite temperature Airy kernel defined as

\[
K^\alpha_{\beta,n}(x,y) := \int_{\mathbb{R}} Ai_n(x + z + t)Ai_n(z + y + t) \left( \frac{e^{\alpha z}}{1 + e^{\alpha z}} \right) \, dz, \quad n \in \mathbb{N},
\]

in terms of (1). While (11) is \( n \)-dependent, the same scaling limit is expected to be universal across the class of smooth confining potentials \( V(q) \) with a single global minimum at \( q_* \) such that \( \lim_{q \to \infty} V(q) = +\infty \) and \( V(q) - V(q_*) \sim (q - q_*)^{2n} \) near \( q_* \). In our first result below, see Theorem 1.2, we will derive the analogues of (8) and (9) for the distribution function \( F_n^\alpha(t) \). In fact, our analysis is valid for a larger class of kernels of Hankel composition operators than (12) with the Fermi factor \( w_\alpha(z) \). The details are as follows.
1.3. An integro-differential Painlevé-II hierarchy. Abbreviate \( \mathbb{R}_+ := (0, \infty) \) and consider an arbitrary positive, strictly increasing and differentiable weight function \( w : \mathbb{R} \to \mathbb{R}_+ \) such that for some \( \omega, x_0 > 0 \),

\[
\lim_{x \to +\infty} w(x) = 1, \quad \lim_{x \to -\infty} w(x) = 0 \quad \text{and} \quad 0 < w'(x) \leq e^{-\omega|x|} \quad \forall |x| \geq x_0. \tag{13}
\]

Define the integral operator \( K_{t,n} : L^2(\mathbb{R}_+) \to L^2(\mathbb{R}_+) \) as follows,

\[
(K_{t,n}f)(x) = \int_{\mathbb{R}_+} K_{t,n}(x,y)f(y) \, dy, \quad K_{t,n}(x,y) := \int_{\mathbb{R}} A_{t,n}(x+z+t)A_{t,n}(z+y+t)w(z) \, dz,
\]

and note that \( K_{t,n} \) is trace class on \( L^2(\mathbb{R}_+) \), see Corollary 2.3 below. Hence, its Fredholm determinant

\[
D_n(t,\lambda) := \det(I - \lambda K_{t,n} \vert_{L^2(\mathbb{R}_+)}) \quad (t,\lambda,n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{N}, \tag{15}
\]

is well-defined with \( t \mapsto D_n(t,\cdot) \) differentiable (by [3, Lemma 2.20] since \( t \mapsto K_{t,n} \) is differentiable with trace class derivative \( \frac{d}{dt}K_{t,n} \), compare the proof of Lemma 2.4 below) and \( \lambda \mapsto D_n(\cdot,\lambda) \) entire, see [39, Lemma 3.3]. In order to state the generalization of (8), (9) to the higher order finite temperature Airy kernel determinant \( D_n(t,\lambda) \), we require the following operator abbreviations.

**Definition 1.1.** Given a function \( \mathbb{R}^2 \ni (t,x) \mapsto f(t|x) \), we let \( D_{t}^{\pm 1} \) denote the linear operators such that \( (D_{t}^{\pm 1}D_{t})f(t|x) = f(t|x), \) i.e. \( D_t \) is the ordinary \( t \)-derivative and \( D_t^{-1} \) the \( t \)-antiderivative. Now define, for given \( u = u(t|x) \),

\[
(L_{\pm}^u f)(t|x) := i(D_{t} f)(t|x) - i((D_{t}^{-1\{u,f\}})(t|x,\cdot),u) - 2i(D_{t}^{-1}(u,f))u(t|x),
\]

\[
(L_{\pm}^u f)(t|x) := i(D_{t} f)(t|x) + i((D_{t}^{-1\{u,f\}})(t|x,\cdot),u),
\]

where the rank two integral operators \( [\alpha,\beta] := \alpha \otimes \beta - \beta \otimes \alpha \quad \text{and} \quad \{\alpha,\beta\} := \alpha \otimes \beta + \beta \otimes \alpha \) have kernels

\[
|\alpha,\beta|((t,x),y) = \alpha(t|x)\beta(y) - \beta(t|x)\alpha(t|y), \quad \{\alpha,\beta\}((t,x),y) = \alpha(t|x)\beta(t|y) + \beta(t|x)\alpha(t|y),
\]

and \( \langle \cdot,\cdot \rangle \) denotes the weighted bilinear form

\[
\langle f,g \rangle := \int_{\mathbb{R}} f(t|x)g(t|x)w'(x) \, dx, \quad w'(x) = \frac{d}{dx}(w(x)).
\]

The operators \( L_{\pm}^u \) in Definition 1.1 allow us to state our main result in the following compact fashion.

**Theorem 1.2.** For every \( (t,\lambda,n) \in \mathbb{R} \times \overline{D_1}(0) \times \mathbb{N} \), with the closed unit disk \( \overline{D_1}(0) := \{ \lambda \in \mathbb{C} : |\lambda| \leq 1 \} \),

\[
D_n(t,\lambda) = \exp \left[ - \int_{t}^{\infty} (s-t) \left( \int_{\mathbb{R}} u^2(s|x)w'(x) \, dx \right) \, ds \right], \tag{16}
\]

where \( u(t|x) \equiv u(t|x;n,\lambda) \) is the unique solution of the boundary value problem

\[
-u(t+x)u(t|x) = ((L_{\pm}^u L_{\pm}^u)^n u)(t|x), \quad u(t|x) \sim \lambda^{\frac{n}{2}} A_{t,n}(t+x), \quad t \to +\infty. \tag{17}
\]

The mapping \( t \mapsto u(t|x;n,\lambda) \) is smooth for any \( (x,\lambda,n) \in \mathbb{R} \times \overline{D_1}(0) \times \mathbb{N} \), the asymptotic expansion in (17) holds pointwise in \( x \in \mathbb{R} \) and we choose an arbitrary, albeit fixed, branch for \( \lambda^{\frac{n}{2}} \).

**Remark 1.3.** Although \( L_{\pm}^u \) seemingly generate \( t \)-antiderivatives, the operator \( D_t^{-1} \) as appearing in (17) acts always on a total \( t \)-derivative. In turn, the right hand side of the first equation in (17) is a polynomial in \( u \) and its \( t \)-derivatives, see Lemma 5.5 and Corollary 5.6 below.

**Remark 1.4.** The solution \( u = u(t|x;n,\lambda) \) of (17) depends on the weight function \( w \) in a non-trivial fashion, compare Definition 1.1. Yet we do not choose to explicitly indicate the \( w \)-dependence of \( u \) in our notation.

**Remark 1.5.** Assumption (13) on the exponential decay of \( w' \) is naturally enforced by our proof method. Conjecturally, compare [11, Section 9], a power like vanishing of \( w' \) at \( \pm \infty \) is sufficient for the validity of (16) and (17). We further comment on this feature in Remark 2.6 and Subsection 1.6 below.

Before moving on, we explicitly list a few members of the integro-differential Painlevé-II hierarchy defined through the dynamical system (17). Indeed, using the shorthand

\[
u = u(t|x), \quad u' = (D_t u)(t|x), \quad u'' = (D_t^2 u)(t|x), \quad u''' = (D_t^3 u)(t|x), \quad \ldots
\]
the first three members read as
\[ n = 1 : \quad (t + x)u = u'' - 2u(u, u), \]
\[ n = 2 : \quad -(t + x)u = u''' - 4u''(u, u) - 8u(u''(u, u) - 6u(u, u'') - 2u(u', u') + 6u(u, u)^2, \]
and
\[ n = 3 : \quad (t + x)u = u''''' - 6u'''(u, u) - 8u(u'''(u, u) - 24u''(u, u') - 19u(u', u') - 13u(u'', u')
- 31u''(u'', u') - 11u(u'''(u', u') - 25u'''(u', u') - 45u''(u', u') + 15u(u', u') + 55u(u, u)\langle u', u \rangle + 60u\langle u', u \rangle u, u + 25u(u', u')\langle u, u \rangle + 55u(u', u)^2 - 20u(u, u)^3. \]

Clearly (9) is a special case of (18) and (19) matches [31, (4.13)] once the sign difference between [31, (4.1)] and our convention for (1), see Lemma 2.1, has been observed. The third member (20) has not appeared in the literature to the best of our knowledge. It formally reproduces the third member [18, (3.6)] of the ordinary Painlevé-II hierarchy when \( w(x) = \delta_0(x) \) is the delta point mass at \( x = 0, \) modulo the obvious typo correction \( 42w''w^2 \mapsto 42w(w'')^2 \) in [18, (3.6)]. More generally, when \( w(x) = \delta_0(x) \), the first equality in (17) implies, formally, the classical Painlevé-II hierarchy for the function \( u(t) \), as written in [2, (4.11)]. To see this, just observe that \( \mathcal{L}^- \mathcal{L}^u \), composed with the evaluation at \( x = 0 \), reduces to the recursion operator in [2, (4.6)].

Given that \( F_n^u(t) = D_n(t, 1) \) in (15) with the particular choice \( w(x) = \omega_n(x) \) from (8), Theorem 1.2 is the sought after generalization of (8) and (9). We now move to our next result.

1.4. An integro-differential mKdV hierarchy. A well known fact in integrable systems and special function theory, originally observed by Airault [2] and Flaschka, Newell [23], states that the ordinary Painlevé-II hierarchy, cf. [18, (3.4)], is obtainable through a scaling reduction of the mKdV hierarchy, cf. [18, (3.3)]. When generalized to the current integro-differential setting a natural question concerns the relation of (17) to an appropriately defined integro-differential mKdV hierarchy. Our second result settles this question in the following affirmative fashion. First, we require the below two-variable extension of Definition 1.1.

**Definition 1.6.** For \( \mathbb{R} \times \mathbb{R}^+ \times \mathbb{R} \ni (t_1, t_{2n+1}, x) \mapsto f(t_1, t_{2n+1}|x) \), we use \( D_{t_1} f \) to denote its fractional \( t_1 \)-derivatives that obey \( (D_{t_1}^{-1} D_{t_1} f)(t_1, t_{2n+1}|x) = f(t_1, t_{2n+1}|x) \). Given \( v = v(t_1, t_{2n+1}|x) \), now define

\[
(L^u_+ f)(t_1, t_{2n+1}|x) := i(D_{t_1} f)(t_1, t_{2n+1}|x) - i(D_{t_1}^{-1} \{v, f\})(t_1, t_{2n+1}|x), v) - 2i(D_{t_1}^{-1} \{v, f\})v(t_1, t_{2n+1}|x),
\]

\[
(L^-_+ f)(t_1, t_{2n+1}|x) := i(D_{t_1} f)(t_1, t_{2n+1}|x) + i(D_{t_1}^{-1} \{v, f\})(t_1, t_{2n+1}|x), v)
\]
in terms of the rank two operators \( [\alpha, \beta] := \alpha \otimes \beta - \beta \otimes \alpha \) and \( \{\alpha, \beta\} := \alpha \otimes \beta + \beta \otimes \alpha \) with kernels

\[
[\alpha, \beta](t_1, t_{2n+1}|x, y) = \alpha(t_1, t_{2n+1}|x) \beta(t_1, t_{2n+1}|y) - \beta(t_1, t_{2n+1}|x) \alpha(t_1, t_{2n+1}|y),
\]

\[
\{\alpha, \beta\}(t_1, t_{2n+1}|x, y) = \alpha(t_1, t_{2n+1}|x) \beta(t_1, t_{2n+1}|y) + \beta(t_1, t_{2n+1}|x) \alpha(t_1, t_{2n+1}|y),
\]

and the two-variable bilinear form, with weight \( w(x) \) of the general type (13),

\[
\langle f, g \rangle := \int_{\mathbb{R}} f(t_1, t_{2n+1}|x)g(t_1, t_{2n+1}|x)w(x) \ dx.
\]

In turn, the relation between Painlevé-II and mKdV in the integro-differential setting reads as follows.

**Theorem 1.7.** Suppose \( u(t|x) = u(t|x; n) \in \mathbb{N} \) is the solution of the n-th member of the integro-differential Painlevé-II hierarchy

\[
-(t + x)u(t|x) = \left( (L^u_+ L^-_+)^n u \right)(t|x), \quad (t, x) \in \mathbb{R}^2.
\]

uniquely fixed by the boundary condition \( u(t|x) \sim \lambda^2 \text{Ai}_n(t + x), t \mapsto +\infty. \) Now define, with \( \tau \in \mathbb{R}^+ \),

\[
v(t_1, t_{2n+1}|x) = v(t_1, t_{2n+1}|x; n) := \frac{1}{\tau} u \left( \frac{t_1 - x}{\tau} \right), \quad t_1 := \tau t \in \mathbb{R}, \quad t_{2n+1} := \frac{\tau^{2n+1}}{2n+1} \in \mathbb{R}^+,
\]

then \( v(t_1, t_{2n+1}|x) \) solves the n-th member of the integro-differential mKdV hierarchy

\[
\frac{\partial v}{\partial t_{2n+1}}(t_1, t_{2n+1}|x) = \left( L^u_+ L^-_+ \right) \left( \frac{n \partial}{\partial t_1} \right) (t_1, t_{2n+1}|x), \quad (t_1, t_{2n+1}, x) \in \mathbb{R} \times \mathbb{R}^+ \times \mathbb{R}.
\]

*We follow [33] and use the generalized Airy equation \( \frac{d^n w}{dx^n} = (-1)^n x w. \) This is not the case in [31, (4.1)].
Remark 1.8. In the non integro-differential setting one proves Theorem 1.7 by computing the \(t_1\) and \(t_{2n+1}\) derivatives of \(v\) in terms of \(u\) using (21) and then recovers (22) through (17). In the integro-differential setting it is not clear how to extend this procedure because of the presence of the variable \(x\) and its rescaling. Instead, it is preferable to use an approach similar to the one used in [17] which allows us, en passant, to obtain also a Lax pair for the hierarchy, see Section 7.

Remark 1.9. Once \(w'(x) = \delta_0(x)\), our recursion (22) formally aligns with [1, page 17].

A special case of the integro-differential PDE (22) occurs in the \(\alpha\)-dependent context of (12). The details are as follows.

Corollary 1.10. Let \(F_n^\alpha(t) = \det(I - K_{t,n}^\alpha \mid _{L^2(\mathbb{R}^+)})\) denote the Fredholm determinant with kernel (12). Then, for every \((t,\alpha,n) \in \mathbb{R} \times \mathbb{R}_+ \times \mathbb{N}\),

\[
F_n^\alpha(t) = \exp \left[ - \int_0^\infty (s - \alpha t) \left( \int_\mathbb{R} v^2(s,t_{2n+1}|x) \left( \frac{e^x}{1 + e^x} \right)' \, dx \right) \, ds \right],
\]

where \(v(t_1,t_{2n+1}|x) = v(t_1,t_{2n+1}|x;n)\) with \(t_{2n+1} = \frac{\alpha^{2n+1}}{2n+1}\) is the unique solution of the boundary value problem

\[
\frac{\partial v}{\partial t_{2n+1}}(t_1,t_{2n+1}|x) = \left( (\mathcal{L}_n^\alpha \mathcal{L}_n^\alpha)' \right)(t_1,t_{2n+1}|x), \quad v(t_1,t_{2n+1}|x) \sim \frac{1}{\alpha} A\alpha \left( \frac{t_1 + x}{\alpha} \right),
\]

with the last expansion valid as \(t_1 \to +\infty\), pointwise in \((t_{2n+1}+x) \in \mathbb{R}_+ \times \mathbb{R}\).

Remark 1.11. The right hand side of the first equation in (24) is a polynomial in \(v\) and its \(t_1\)-derivatives, see Section 7 below. Furthermore, compare Remark 1.4, we do not indicate the non-trivial dependence of \(v(t_1,t_{2n+1}|x)\) on the weight \(w\).

Remark 1.12. It might seem unnatural, from a mathematical viewpoint, to deduce the integro-differential mKdV hierarchy from the Painlevé II one. We proceed in this way to underline the fact that, in applications to non-interacting fermionic systems, the inverse of the temperature \((\alpha\) in (8) or, more precisely, \(\frac{\alpha^{2n+1}}{2n+1}\)) gives rise to an integrable dynamics; namely it plays the role of the time variable in (24).

Remark 1.13. When \(n = 1\), it was proven in [38] (for the case of \(w_\alpha\) equal to the Fermi factor) and in [32] (for more general weights), that (15) also relates to the classical KdV equation. The formalism used in [14] provides a framework in which all three equations, for the case \(n = 1\), (integro-differential mKdV, integro-differential Painlevé-II and classical KdV) can be obtained.

In conclusion of this short subsection, we write out the first two members of the integro-differential mKdV hierarchy (22). First

\[
n = 1: \quad \frac{\partial v}{\partial t_3} = - \frac{\partial^3 v}{\partial t_1^3} + 3 \frac{\partial v}{\partial t_1} \langle v, v \rangle + 3v \left( \frac{\partial v}{\partial t_1}, v \right) ,
\]

and second

\[
n = 2: \quad - \frac{\partial v}{\partial t_5} = - \frac{\partial^3 v}{\partial t_1^3} + 5 \frac{\partial v}{\partial t_1} \langle v, v \rangle + 5v \left( \frac{\partial^3 v}{\partial t_1^3}, v \right) + 15 \frac{\partial^2 v}{\partial t_1^2} \left( \frac{\partial v}{\partial t_1}, v \right) + 15 \frac{\partial v}{\partial t_1} \left( \frac{\partial^2 v}{\partial t_1^2}, v \right) + 10v \left( \frac{\partial^2 v}{\partial t_1^2}, \frac{\partial v}{\partial t_1} \right) + 10 \frac{\partial v}{\partial t_1} \left( \frac{\partial^2 v}{\partial t_1^2}, v \right) - 10 \frac{\partial v}{\partial t_1} \langle v, v \rangle^2 - 20v \langle v, v \rangle \left( \frac{\partial v}{\partial t_1}, v \right).}
\]

The first equation (25) exactly reproduces the first member of the ordinary mKdV hierarchy when \(w'(x) = \delta_0(x)\), cf. [17, page 55], and the second equation (26) the second member up to the sign flip \(t_5 \to -t_5\) (because of our sign convention in Lemma 2.1) and the obvious typo correction \(-40v_x v_{xx} \to -40v_x v_{xx}\). This completes the current subsection.
1.5. Other recent occurrences of (1) and (15). Throughout, our motivation for the analysis of the higher order finite temperature Airy kernel determinant (15) stems from its occurrence in the theory of non-interacting quantum many body systems, see Subsections 1.1 and 1.2. There are, however, a few other recent studies in mathematics and mathematical physics that involve determinants of the type (15) with general $n \in \mathbb{N}$. These works concern the step function weight choice $w(x) = \chi_{\mathbb{R}_+}(x)$ throughout, and we now provide a short chronological survey.

Firstly, in [13] it is shown that $D_n(t, \lambda)$ with a slightly different higher order Airy function than our (1) is related to the ordinary Painlevé-II hierarchy. The difference stems from the normalization of the higher order Airy function in [13, (1.12)]. We emphasize that the occurrence of the ordinary Painlevé-II hierarchy was first established for selected values of $n$ in the arXiv version [34] of [33]. Indeed, the system [34, (109), (110)] can be transformed to a closed form differential equation with the help of conserved quantities and this transformation was made explicit for $n = 1, 2$ in [34, page 16, (116)]. The case of general $n$ is resolved in [13]. Furthermore, [13] derives leading order tail expansions for $D_n(t, 1)$ as $t \to -\infty$, en route confirming earlier tail decay predictions in [33]. We also mention that the higher order Airy functions in [13] are of the form

$$\frac{1}{\pi} \int_0^\infty \cos \left( \frac{y^{2n+1}}{2n+1} + \sum_{j=1}^{n-1} \omega_j y^{2j+1} + xy \right) \, dy, \quad x \in \mathbb{R}, \quad n \in \mathbb{N},$$

and thus depend on additional parameters $\{\omega_j\}_{j=1}^{n-1} \subset \mathbb{R}$. The parameter dependent function (27) has not yet appeared in the context of non-interacting fermions to the best of our knowledge. Still, it is clear that the methods developed in this paper for (1),(13),(15) can be extended to the $\omega_j$ dependent setup (27) and, as in [13], this extension does not present particular conceptual difficulties. Secondly, the paper [44] investigates a matrix-valued version of the higher order Airy function (1) and associated Fredholm determinant. In this case the Fredholm determinant connects to a fully non commutative version of the Painlevé-II hierarchy which is realized as the compatibility condition of a suitable matrix-valued Lax pair. Thirdly, $D_n(t, 1)$ has appeared in recent studies [8, 28] of fine tuned Schur measures for which the typical edge fluctuation exponent $\frac{1}{3}$ gets replaced by $\frac{1}{2n+1}$, $n \in \mathbb{N}$. The work on random partitions provides a natural bridge between the zero-temperature fermionic models and the non-generic Hermitian random matrix models mentioned in Subsection 1.2, see [8, page 3]. Still, at the moment, it is not clear if the general finite-temperature determinant (13),(14),(15) plays a role in the theory of random matrices.

1.6. Methodology and outline of paper. The remaining sections of the paper are organized as follows. In Section 2 we collect a series of basic results for the higher order Airy function (1) and the determinant (15): these are analytic and asymptotic properties of (1), the fact that (15) is well-defined in the indicated parameter range within the class (13), the fact that $I - \lambda K_{t,n}$ is invertible on $L^2(\mathbb{R}_+)$ for certain values of $(t, \lambda)$ and finally the fact that $K_{t,n}$ is indeed the correlation kernel of a determinantal point process. Our work in Section 2 is valid for an arbitrary bounded weight function $w : \mathbb{R} \to \mathbb{R}_+$ such that $d\sigma(x) := w'(x) \, dx$ is a positive Borel probability measure on $\mathbb{R}$ with finite first moment. The need for the exponential decay in (13) becomes clear in Section 3. Indeed, at present, there are three ways one can obtain formulas of the type (16),(17) for a generic finite temperature Fredholm determinant. One is algebraic and was used in [3] in the derivation of (8),(9). This approach is an extension of the original method of Tracy and Widom [45], recently generalized in [31, Section 3] to a larger class of weighted Hankel composition operators than our (14). This algebraic method requires minimal decay and regularity from the weight function $w$, however its complexity relies heavily on the degree of the differential equation underlying (1), in our case $2n$ for given $n \in \mathbb{N}$, see Lemma 2.1. This makes the derivation of the full hierarchy (17) by the algebraic method cumbersome. The second approach was first used in mathematics literature in [11, Section 9], though parts of it were already present in [30, XV.6], albeit in a non-rigorous fashion. In this analytic approach one first rewrites a kernel

---

*The ordinary finite temperature Airy kernel determinant (6), i.e. a special case of (15) with $n = 1$, appears also in the theory of random partitions, precisely in models of cylindrical partitions, see [7].*
of the form (14) as
\[(x - y)K_{t,n}(x,y) = \int_\mathbb{R} \left( \sum_{i=1}^{m} f_{i,t}(x|z) g_{i,t}(y|z) \right) \, \mathrm{d}\sigma(z)\]  

(28)

for some suitable functions \(f_{i,t}, g_{i,t}\) (this is possible for (14), see equation (40) in the supplementary material of [33]), and afterwards associates an operator-valued Riemann-Hilbert problem (RHP) with the resolvent of \(I - K_{t,n}\), see the workings in [11, Subsection 9.2] for \(n = 1\). Unfortunately, the size of the relevant RHP depends on \(m\) in (28) and thus on \(n \in \mathbb{N}\). The third approach consists in associating the Fredholm determinant (15) to a matrix-valued RHP, as done in [14] for \(n = 1\) (see also the more recent [5] for the case of the Bessel kernel) and then in recovering the integro-differential equation as equation satisfied by the eigenfunction of the Lax pair associated to the RHP. In this way, one can deduce both (18) and (22), but unfortunately also in this case the size of the RHP depends on \(n\), and the extension of this procedure to generic \(n\) seems non-trivial. For this reason we return to the second approach but deviate from the initial steps carried out in [11, Subsection 9.2] and first employ Fourier analytic transformations to the kernel (14), see Section 3. The transformations change the operator, but leave the determinant \(D_{\mathbb{R}^2}\) invariant and avoid in turn large sized operator-valued RHPs. This first step of our approach is reminiscent of the conjugation techniques used in [6, Section 3] for the ordinary Airy kernel and in [13, Section 2] for the ordinary higher order Airy kernels, but it requires a payoff in the form of higher regularity and decay assumptions for \(w\). Our second step is carried out in Section 4 and constitutes in the setup of the relevant \(2 \times 2\) operator-valued RHP, the proof of its unique solvability for certain values of \((t, \lambda, n)\) and the derivation of symmetry and small-norm corollaries. Once done we then employ the approach of [11, Subsection 9.3] and derive an operator-valued Lax pair for the solution of the RHP, see Section 5. This Lax pair naturally encodes the integro-differential hierarchy (9) once we analyze the underlying operator kernels in Section 6 and exploit various symmetries of the Lax pair. In turn, the proof of Theorem 1.2 will be completed in Section 6 and Section 7 is devoted to Theorem 1.7. Again we use operator-valued Riemann-Hilbert techniques for this part and the integro-differential PDE hierarchy (22) follows once more naturally from an operator-valued Lax system. The last part of the article summarizes certain auxiliary results in Appendix A.

Remark 1.14. The structure of the operator-valued RHPs 4.10 and 7.3 turns out to be canonical within a suitable class of weighted integral Hankel composition operators. In particular, the jump condition (59) and the derivation of symmetry and small-norm corollaries. Once done we then employ the approach of [11, Subsection 9.3] and derive an operator-valued Lax pair for the solution of the RHP, see Section 5. This Lax pair naturally encodes the integro-differential hierarchy (9) once we analyze the underlying operator kernels in Section 6 and exploit various symmetries of the Lax pair. In turn, the proof of Theorem 1.2 will be completed in Section 6 and Section 7 is devoted to Theorem 1.7. Again we use operator-valued Riemann-Hilbert techniques for this part and the integro-differential PDE hierarchy (22) follows once more naturally from an operator-valued Lax system. The last part of the article summarizes certain auxiliary results in Appendix A.

2. Basic properties of the kernel (14) and the determinant (15)

Recall the conditionally convergent integral (1) used in the definition of \(y = \text{Ai}_n(x)\). When \(x\) lies off the real axis the same integral diverges and we therefore first transform (1) into a contour integral.

Lemma 2.1. Let \(\Gamma\) denote any smooth contour oriented from \(\infty e^{ia}\) to \(\infty e^{ib}\) with \(a \in \left(\frac{2\pi n}{2n\pi+1}, \pi\right)\) and \(b \in (0, \frac{\pi}{2n\pi+1})\), compare Figure 1 for one possible realization. Then
\[\text{Ai}_n(z) = \frac{1}{2\pi} \int_\Gamma \exp \left(i \left[ \frac{\lambda^{2n+1}}{2n+1} + z\lambda \right] \right) \, \mathrm{d}\lambda\]  

(29)

constitutes the analytic continuation of (1) to the whole z-plane as an entire function. Moreover, (29) solves the differential equation \(\frac{d^{2n}}{dz^{2n}} w = (-1)^{n+1} zw\) with real \(x \to +\infty\) asymptotic behavior
\[
\text{Ai}_n(x) \sim \frac{1}{\sqrt{n\pi}} x^{-\frac{2n-1}{4n}} e^{-\frac{2n}{2n+1} x^\frac{2n+1}{4n}} \cos \phi_n(x), \quad \text{Ai}_n(-x) \sim \frac{1}{\sqrt{n\pi}} x^{-\frac{2n-1}{4n}} \cos \left(\frac{2n}{2n+1} x^{\frac{2n+1}{4n}} - \frac{\pi}{4}\right).
\]  

(30)

Both estimates in (30) are valid for every \(n \in \mathbb{N}\) and we abbreviate
\[
\phi_n(x) := \frac{2n}{2n+1} x^{\frac{2n+1}{4n}} \cos \left(\frac{\pi}{2n}\right) + \frac{1}{2} \left( -\frac{\pi}{2} + \frac{\pi}{2n} \right).
\]
Figure 1. An admissible choice for the integration path $\Gamma$ in (29).

Proof. By (1) for every $x \in \mathbb{R}$,

$$\text{Ai}_n(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp \left(i \frac{y^{2n+1}}{2n+1} + xy \right) \, dy.$$  \hfill (31)

Hence, assuming $x > 0$ temporarily, we consider

$$I(r) := \int_{\Gamma_r} \exp \left(i \frac{\lambda^{2n+1}}{2n+1} + x\lambda \right) \, d\lambda, \quad r > 0,$$

where the integration path $\Gamma_r$ connects $r$ to $re^{\pi i/(2n+1)}$ along the shorter arc of $|\lambda| = r$. Since

$$|I(r)| \leq \frac{r}{2n+1} \int_0^{\pi} \exp \left(-i \frac{2n+1}{2n+1} \sin \theta - x \sin \left(\frac{\theta}{2n+1}\right)\right) \, d\theta \leq \frac{r}{2n+1} \int_0^{\pi} \exp \left(-i \frac{2n+1}{2n+1} \sin \theta \right) \, d\theta \leq \frac{\pi}{2n+1},$$

using Jordan’s inequality [37, 4.18.1] in the fourth step, we see that $I(r)$ vanishes as $r \to +\infty$. Given that the same is true with $\Gamma_r$ replaced by its conjugate path reflected through the origin, Cauchy’s theorem yields (29) for any $z > 0$. However, by choice of $\Gamma$ in (29), the factor $\exp(i\frac{\lambda^{2n+1}}{2n+1})$ dominates $\exp(iz\lambda)$ as $\Gamma \ni \lambda \to \infty$, so (29) converges absolutely and uniformly in $z \in \mathbb{C}$ chosen from compact subsets. In turn, (29) is the analytic continuation of (1) to the whole plane and (29) an entire function. Next, differentiating under the integral sign in (29), we find

$$\frac{d^{2n}}{dz^{2n}} \text{Ai}_n(z) - (-1)^n \pi \text{Ai}_n(z) = \left(\frac{-1}{2n+1}\right)^n \int_0^{\infty} (\lambda^{2n+1} + z) \exp \left(i \frac{\lambda^{2n+1}}{2n+1} + z\lambda \right) \, d\lambda$$

by the aforementioned asymptotic properties of $\exp(i\frac{\lambda^{2n+1}}{2n+1})$ on $\Gamma$. It remains to establish (30) and we begin with

$$\text{Ai}_n(-x) := \frac{1}{2\pi} \Re \left\{ \int_0^{\infty} \exp \left(i \frac{y^{2n+1}}{2n+1} - xy \right) \, dy \right\} = \frac{1}{2\pi} \Re \left\{ \int_0^{\infty} e^{ipt(s)} \, ds \right\}, \quad x > 0 \quad (32)$$

where $t := x^{2n+1}/2n+1 > 0$ and $p(s) := \frac{x^{2n+1}}{2n+1} - s$. Using the stationary phase method [40, §15.3] we find,

$$\int_0^{\infty} e^{ipt(s)} \, ds = \int_0^1 e^{ipt(1-v)} \, dv + \int_1^{\infty} e^{ipt(1+v)} \, dv = \frac{1}{2} \sqrt{\frac{\pi}{nt}} e^{\frac{\pi}{4} t^2 - \frac{2n+1}{2n+1}} + \frac{1}{2} \sqrt{\frac{\pi}{nt}} e^{\frac{\pi}{4} t^2 - \frac{2n+1}{2n+1}} + o(t^{-\frac{3}{2}}),$$

as $t \to +\infty$. Taking real parts and substituting into (32) yields the asymptotic result for $\text{Ai}_n(-x)$. Finally,

$$\text{Ai}_n(x) := \frac{1}{2\pi} x^{2n+1} \int_{\Gamma} e^{it\lambda} \, d\lambda, \quad t = x^{2n+1}/2n+1 > 0, \quad (33)$$

where $q(\lambda) := i(\frac{\lambda^{2n+1}}{2n+1} + \lambda)$ has stationary points $\lambda_k = e^{\frac{\pi}{4}(\pi + 2\pi k)}, k = 0, 1, \ldots, 2n - 1$ with

$$q(\lambda_k + z) = \frac{2n+1}{2n+1} + n \frac{1}{\lambda_k} z^2 + O(z^3), \quad z \to 0.$$

We thus deform $\Gamma \mapsto \Sigma$ in (33) to pass through the stationary points $\{\lambda_k\}_{k=0}^{n-1}$ in the upper half-plane and to be tangent to the curves of constant phase $\Re q(\lambda) = \Re q(\lambda_k)$ near each point $\{\lambda_k\}_{k=0}^{n-1}$ such that $\Re q(\lambda_k + u + iv)$
has a local maximum at \( u = v = 0 \) along the deformed path. Observe that this is possible in a way that \( \Re(q(\lambda)) < 0 \) along the deformed contour \( \Sigma \) and the method of steepest descent \([40, \S 15.4]\) yields in turn
\[
\text{Ai}_n(x) = \frac{1}{2\pi i} \int_\Sigma \frac{e^{it\eta(\lambda_k)} \left( e^{i\pi/4} \sqrt{\frac{2\pi}{|q'(\lambda_k)|t}} + O(t^{-\frac{3}{2}}) \right)}{t} \, dt,
\]
where \( w_k = \frac{1}{2}(-\frac{\pi}{2} + \frac{\pi + 2\pi k}{4n}) \) is the angle of the tangent direction at \( \lambda_k \) as we traverse \( \Sigma \) from \( \infty e^{ia} \) to \( \infty e^{ib} \). Simplifying the last expression \( (k = 0 \text{ and } k = n - 1 \text{ are the dominating terms}) \) we obtain the outstanding asymptotic result for \( \text{Ai}_n(x) \) and have therefore concluded our proof.

Moving ahead, we now derive the central estimate used in the proof that (15) is well-defined.

**Lemma 2.2.** For every \( t \in \mathbb{R} \) and \( n \in \mathbb{N} \),
\[
\int_{\mathbb{R}} \int_{\mathbb{R}_+} |\text{Ai}_n(x+y+t)|^2 w(x) \, dy \, dx < \infty. \tag{34}
\]

**Proof.** By (13) we have \( w(x) \leq \hat{c} e^{\omega x} \) for all \( (-\infty) \geq x_0 > 0 \) and \( w(x) \leq 1 \) for all \( x \in \mathbb{R} \) with some \( \hat{c} > 0 \). Hence, using (30) and the fact that \( y = \text{Ai}_n(z) \) is entire, we obtain for every \( t \in \mathbb{R} \) and \( n \in \mathbb{N} \) (the value of \( c = c(t, n) > 0 \) below changes from line to line),
\[
\begin{align*}
&\int_{\mathbb{R}} \left( \int_{\mathbb{R}_+} |\text{Ai}_n(x+y+t)|^2 dy \right) w(x) \, dx \\
&\quad = \int_{\mathbb{R}_+} \left( \int_{\mathbb{R}_+} |\text{Ai}_n(x+y+t)|^2 dy \right) w(x) \, dx + \int_{\mathbb{R}_+} \left( \int_{\mathbb{R}_+} |\text{Ai}_n(-x+y+t)|^2 dy \right) w(-x) \, dx \\
&\quad \leq c \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} e^{-\frac{tn}{\pi^2} (x+y+t)} \, dy \, dx + \int_{\mathbb{R}_+} \left( c + \int_0^x |\text{Ai}_n(-x+y+t)|^2 dy \right) w(-x) \, dx \\
&\quad \leq c \left[ 1 + \int_{\mathbb{R}_+} (1 + x \frac{t}{\pi}) \, w(-x) \, dx \right].
\end{align*}
\]
This proves (34) through the imposed exponential decay of \( w(-x) \) as \( x \to +\infty \). \hfill \square

**Corollary 2.3.** The operator \( K_{t, n} \) with kernel (14) is trace class on \( L^2(\mathbb{R}_+) \) for every \((t, n) \in \mathbb{R} \times \mathbb{N} \).

**Proof.** By (34), the linear transformations \( C_{t, n} : L^2(\mathbb{R}) \to L^2(\mathbb{R}_+) \) and \( D_{t, n} : L^2(\mathbb{R}_+) \to L^2(\mathbb{R}) \) defined as
\[
(D_{t, n} f)(x) := \int_{\mathbb{R}_+} \sqrt{w(y)} |\text{Ai}_n(x+y+t)| f(y) \, dy \quad \text{and} \quad (C_{t, n} g)(x) := \int_\mathbb{R} |\text{Ai}_n(x+y+t)| \sqrt{w(y)} g(y) \, dy,
\]
are Hilbert-Schmidt transformations. In turn, their composition \( C_{t, n} D_{t, n} = K_{t, n} : L^2(\mathbb{R}_+) \to L^2(\mathbb{R}_+) \) is trace class on \( L^2(\mathbb{R}_+) \), cf. [41, Theorem 3.7.4]. \hfill \square

**Lemma 2.4.** For every \((t, n) \in \mathbb{R} \times \mathbb{N} \), the self-adjoint operator \( K_{t, n} \) satisfies \( 0 \leq K_{t, n} \leq 1 \) and \( I - \lambda K_{t, n} \) is invertible on \( L^2(\mathbb{R}_+) \) for all \( \lambda \in \mathbb{R}_+(0) = \{ \lambda \in \mathbb{C} : |\lambda| \leq 1 \} \).

**Proof.** Integrating by parts and using (30),(13) we find from (14),
\[
\frac{dK_{t, n}}{dx}(x, y) = - \int_\mathbb{R} \text{Ai}_n(x+z+t) \text{Ai}_n(z+t) \, d\sigma(z), \quad (x, y) \in \mathbb{R}^2
\]
with the positive Borel probability measure \( d\sigma(z) = w'(z) \, dz \). Hence, by the dominated convergence theorem, Fubini’s theorem and (30),
\[
K_{t, n}(x, y) = - \int_0^\infty \frac{dK_{t, n}}{ds}(x, y) \, ds = \int_\mathbb{R} \left[ \int_{\mathbb{R}_+} \text{Ai}_n(x+z+s+t) \, ds \right] \text{Ai}_n(z+y+s+t) \, d\sigma(z).
\]
Using this representation for the kernel of \( K_{t, n} \) we derive for any \( f \in L^2(\mathbb{R}_+) \) (note that \( \text{Ai}_n : \mathbb{R} \to \mathbb{R} \))
\[
(f, K_{t, n} f)_{L^2(\mathbb{R}_+)} = \int_\mathbb{R} \left[ \int_{z+t}^\infty \left( \int_{\mathbb{R}_+} \text{Ai}_n(x+s) f(x) \, dx \right)^2 \, ds \right] \, d\sigma(z) \geq 0 \tag{35}
\]
with \( f_+(x) := f(x) \chi_{\mathbb{R}^+}(x) \) using the characteristic function of the half ray \( \mathbb{R}^+ \). However, from the Fourier representation (31) we obtain, for any \( s \in \mathbb{R} \),

\[
\int_{\mathbb{R}} A_{n}(x+s) f_+(x) \, dx = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \exp\left(i \left[ \frac{y^{2n+1}}{2n+1} + sy \right] \right) \hat{f}_+(-y) \, dy = \hat{g}_n(-s),
\]

with \( \hat{f}_+(y) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-i xy} f_+(x) \, dx \) and \( g(y) := e^{\frac{y^{2n+1}}{2n+1}} \hat{f}_+(-y) \). This allows us to estimate (35) as follows,

\[
\langle f, K_{t,n} f \rangle_{L^2(\mathbb{R}^+)} = \int_{\mathbb{R}} \int_{z+t}^{\infty} |\hat{g}_n(-s)|^2 \, ds \, d\sigma(z) \leq \int_{\mathbb{R}} \int_{\mathbb{R}} |\hat{g}_n(-s)|^2 \, ds \, d\sigma(z) = \|\hat{g}_n\|_{L^2(\mathbb{R})}^2 = \|g_n\|_{L^2(\mathbb{R})}^2 \leq 0,
\]

(36) given that \( d\sigma \) is a probability measure and by using Plancherel’s theorem in the third and fifth equality. Combining (35) and (36) we have therefore \( 0 \leq K_{t,n} \leq 1 \) for every \((t,n) \in \mathbb{R} \times \mathbb{N}\) and in turn, by self-adjointness for the \( L^2(\mathbb{R}^+) \) operator norm,

\[
\|K_{t,n}\| = \sup \| \langle f, K_{t,n} f \rangle_{L^2(\mathbb{R}^+)} : \|f\|_{L^2(\mathbb{R}^+)} = 1 \| \leq 1.
\]

The last estimate proves invertibility of \( I - \lambda K_{t,n} \) on \( L^2(\mathbb{R}^+) \) in the open disk \( |\lambda| < 1 \) by the Neumann series. For the corresponding statement on all of \( \mathbb{D}(0) \) we use that \( K_{t,n} \) is a compact operator on \( L^2(\mathbb{R}^+) \) by Corollary 2.3 and thus assume there exists \( f \in L^2(\mathbb{R}^+) \setminus \{0\} \) such that \( e^{i\theta} K_{t,n} f = f \) for some \( \theta \in [0, 2\pi) \). Since for this \( f \),

\[
e^{-i\theta} \langle f, K_{t,n} f \rangle_{L^2(\mathbb{R}^+)} = \langle f, e^{i\theta} K_{t,n} f \rangle_{L^2(\mathbb{R}^+)} = \|f\|_{L^2(\mathbb{R}^+)} > 0,
\]

we conclude from (35) that necessarily \( \theta = 0 \). But then all inequalities in (36) must be equalities, so in particular

\[
\int_{\mathbb{R}} \int_{z+t}^{\infty} |\hat{g}_n(-s)|^2 \, ds \, d\sigma(z) = \|\hat{g}_n\|_{L^2(\mathbb{R})}^2 = \int_{\mathbb{R}} |\hat{g}_n(-s)|^2 \, ds,
\]

which yields

\[
\forall t \in \mathbb{R} : \int_{\mathbb{R}} \int_{-\infty}^{z+t} |\hat{g}_n(-s)|^2 \, ds \, d\sigma(z) = 0.
\]

(37) Since \( d\sigma \) is an absolutely continuous positive Borel measure, recall (13), we now derive from (37) that

\[
\int_{-\infty}^{y} |\hat{g}_n(-s)|^2 \, ds = 0 \text{ a.e.} \Rightarrow \hat{g}_n(-y) = \int_{\mathbb{R}^+_+} A_{n}(x+y) f(x) \, dx = 0 \text{ a.e.}
\]

But the last integral is continuous as function of \( y \in \mathbb{C} \) by the dominated convergence theorem, Cauchy-Schwarz, Lemma 2.1 and thus an entire function by Fubini’s and Morera’s theorem (given that (29) is also entire, see Lemma 2.1). Hence, by the identity theorem, \( \hat{g}_n(z) \equiv 0 \) for all \( z \in \mathbb{C} \) and thus \( f = 0 \in L^2(\mathbb{R}^+) \) in contradiction to our initial assumption. All together, this shows that \( I - \lambda K_{t,n} \) is injective for \( |\lambda| = 1 \), hence invertible by the Fredholm Alternative. This concludes our proof.

**Corollary 2.5.** For every \((t, \lambda, n) \in \mathbb{R} \times [0, 1] \times \mathbb{N}\) there exists a unique determinantal point process with correlation kernel \( \lambda K_{t,n} \) and the distribution function of the last particle in this process equals \( D_n(t, \lambda) \).

**Proof.** Since \( 0 \leq \lambda K_{t,n} \leq 1 \) in the indicated parameter range by Lemma 2.4, abstract theory [42, Theorem 3] guarantees existence of a unique determinantal process with correlation kernel \( \lambda K_{t,n} \). Moreover, since

\[
\int_{\mathbb{R}^+_+} K_{t,n}(x, x) \, dx < \infty
\]

by Lemma 2.2, this process almost surely has a last particle, see [42, Theorem 4a]), with distribution function \( D_n(t, \lambda) \), compare [42, Lemma 3] and [26, Proposition 2.4] as well as [39, Theorem 3.10], using that \( K_{t,n} \) is trace class on \( L^2(\mathbb{R}^+) \) with continuous kernel, so

\[
\text{tr}_{L^2(\mathbb{R}^+)} K_{t,n} = \int_{\mathbb{R}^+_+} K_{t,n}(x, x) \, dx
\]

by [39, Theorem 3.9]. This completes the proof. □
More directly we can show as follows that the determinant (15) is the distribution function of some random variable for all \((t, \lambda, n) \in \mathbb{R} \times [0, 1] \times \mathbb{N}\). Indeed, we already know that \(t \mapsto D_n(t, \cdot)\) is differentiable and \(0 \leq K_{t,n} \leq 1 \) yields \(D_n(t, \lambda) \in [0, 1]\) for all \((t, \lambda, n) \in \mathbb{R} \times [0, 1] \times \mathbb{N}\). Also, by (35) for every \(f \in L^2(\mathbb{R}_+)\),

\[
(f, K_{s,n}f)_{L^2(\mathbb{R}_+)} > (f, K_{t,n}f)_{L^2(\mathbb{R}_+)} \quad \text{whenever} \; s < t,
\]

i.e. \(t \mapsto D_n(t, \cdot)\) is strictly increasing on \(\mathbb{R}\) for \((\lambda, n) \in [0, 1] \times \mathbb{N}\). It thus remains to analyze the limiting behavior of \(D_n(t, \lambda)\) as \(t \to \pm \infty\). First, by positivity of \(K_{t,n}\), for every \((t, \lambda, n) \in \mathbb{R} \times [0, 1] \times \mathbb{N},

\[
D_n(t, \lambda) = \exp \left[ -\int_0^\lambda \text{tr} \left( (I - \mu K_{t,n})^{-1} K_{t,n} \right) d\mu \right] \leq \exp \left[ -\lambda \text{tr} \frac{K_{t,n}}{L^2(\mathbb{R}_+)} \right],
\]

where, assuming \(t < 0\),

\[
\text{tr} \left( K_{t,n} \right) = \int_{\mathbb{R}_+} K_{t,n}(x, x) \, dx \overset{(14)}{=} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \text{Ai}_n^2(x + z) \, w(z) \, dz \, dx \overset{(34)}{=} c + \int_0^t \int_{\mathbb{R}_+} \text{Ai}_n^2(x + z) \, w(z) \, dz \, dx,
\]

with 0 < \(c < \infty\) independent of \(t\), so by Fubini’s theorem and the fact that \(w\) is strictly increasing,

\[
\text{tr} \left( K_{t,n} \right) = c + \int_0^t \int_{\mathbb{R}_+} \text{Ai}_n^2(y) \, w(y - x) \, dy \, dx = c + \int_{\mathbb{R}_+} \text{Ai}_n^2(y) \left[ \int_0^{|t|} w(y - x) \, dx \right] \, dy
\]

\[
= c + \int_{\mathbb{R}_+} \text{Ai}_n^2(y) \left[ \int_0^{|t|} w(y + x) \, dx \right] \, dy > c + |t| \int_{\mathbb{R}_+} \text{Ai}_n^2(y) \, w(y) \, dy \overset{(30)}{=} c(1 + |t|), \quad c > 0.
\]

As expected, \(K_{t,n}\) becomes therefore unbounded in trace norm for large negative \(t\), so by (38),

\[
D_n(t, \lambda) \leq \exp \left[ -\lambda \text{tr} \frac{K_{t,n}}{L^2(\mathbb{R}_+)} \right] \leq e^{-c\lambda(1+|t|)} \to 0 \quad \text{as} \; t \to -\infty.
\]

The remaining behavior of \(D_n(t, \lambda)\) as \(t \to +\infty\) can be derived as follows: since \(K_{t,n}\) is the composition of two Hilbert-Schmidt transformations by the proof of Corollary 2.3, we have in trace norm

\[
\|K_{t,n}\|_1 \leq \|M_{t,n}\|_2 \|N_{t,n}\|_2 = \int_{\mathbb{R}_+} \left( \int_{\mathbb{R}_+} |\text{Ai}_n(x + y + t)|^2 \, dx \right) \, w(x) \, dx,
\]

with the Hilbert-Schmidt norm \(\| \cdot \|_2\). Hence, we can find \(c = c(n) > 0\) such that for every \(t > 0\),

\[
\|K_{t,n}\|_1 \leq c e^{-\frac{4\pi}{n+1} t} + \int_{\mathbb{R}_+} \left( \int_{\mathbb{R}_+} |\text{Ai}_n(-x + y + t)|^2 \, dx \right) \, w(-x) \, dx.
\]

However, pointwise in \(x \in \mathbb{R}_+\) by (30),

\[
\int_{\mathbb{R}_+} |\text{Ai}_n(-x + y + t)|^2 \, dx \leq c e^{-\frac{4\pi}{n+1} t} + \int_{\mathbb{R}_+} |\text{Ai}_n(y)|^2 \, dy \to 0 \quad \text{as} \; t \to +\infty,
\]

and, uniformly in \((t, x) \in \mathbb{R}^2_+\),

\[
w(-x) \int_{\mathbb{R}_+} |\text{Ai}_n(-x + y + t)|^2 \, dy \overset{(40)}{\leq} c(1 + x) w(-x) \in L^1(\mathbb{R}_+).
\]

Thus, by the dominated convergence theorem, (39) yields \(K_{t,n} \to 0\) in trace norm as \(t \to +\infty\) and therefore

\[
\left| D_n(t, \lambda) - 1 \right| \leq \lambda \|K_{t,n}\|_1 e^{\lambda \|K_{t,n}\|_1} \to 0 \quad \text{as} \; t \to +\infty \quad \text{for every} \; (\lambda, n) \in [0, 1] \times \mathbb{N},
\]

cf. [39, Theorem 3.4]. This proves the outstanding limiting behavior of \(D_n(t, \lambda)\).

**Remark 2.6.** As can be seen from the proofs of Lemma 2.2 and the discussion below Corollary 2.5, we could have chosen (13) with \(w'(x) \leq |x|^{-2-\varepsilon}\) for \(|x| \geq x_0\) and arbitrary \(\varepsilon > 0\) instead of the exponential decay. This would not alter the results in Section 2, however we will need the rapid decay of \(w'(x)\) in the upcoming Section 3.
3. Exploiting the determinant’s conjugation invariance

In this section we make crucial use of the fact that the operator traces

\[ \text{tr}_{L^2(\mathbb{R}^+)} (K_{t,n})^m, \quad m \in \mathbb{N}, \]

and hence the determinant \( D_n(t, \lambda) \) itself, remain invariant under conjugation of \( K_{t,n} \) with bounded invertible \( L^2(\mathbb{R}^+) \) operators. More precisely, our next move will rephrase the combination \( K_{t,n}(x, y)\chi_{\mathbb{R}_+}(y) \) in Fourier variables and we begin with the following contour integral representations for \( A_{t,n}(z) \),

\[ A_{t,n}(x) \equiv \frac{1}{2\pi} \int_{\Gamma} e^{i\psi_n(x, \alpha, z)} \, d\alpha = \frac{1}{2\pi} \int_{\Gamma} e^{-i\psi_n(\beta, x)} \, d\beta, \quad x \in \mathbb{R}; \quad \psi_n(\lambda, z) := \frac{\lambda^{2n+1}}{2n+1} + z\lambda, \quad (41) \]

where \( \Gamma_{\alpha} \), resp. \( \Gamma_{\beta} \), denotes any smooth contour oriented from \( x e^{i\alpha} \) to \( x e^{i\beta} \), resp. \( x e^{i\beta} \) to \( x e^{i\beta} \), with

\[ a \in \left( \frac{2n\pi}{2n+1}, \pi \right) \quad \text{and} \quad b \in \left[ 0, \frac{\pi}{2n+1} \right), \quad \text{resp.} \quad c \in \left( \pi, \frac{(2n+2)\pi}{2n+1} \right) \quad \text{and} \quad d \in \left( \frac{(4n+1)\pi}{2n+1}, 2\pi \right), \]

such that \( 0 < \Im(\alpha - \beta) < \frac{\pi}{2} \) and \( \Im\beta < 0 \) is satisfied for \( \alpha \in \Gamma_{\alpha} \) and \( \beta \in \Gamma_{\beta} \) with \( \omega > 0 \) as in (13), see Figure 2 below for a possible choice. Recognizing these constraints for the contours we find in turn from (13) that

\[ \forall (\alpha, \beta) \in \Gamma_{\alpha} \times \Gamma_{\beta} : \quad \lim_{z \to \pm \infty} e^{iz(\alpha - \beta)} w(z) = 0, \quad \lim_{z \to \pm \infty} e^{-iz(\alpha - \beta)} w(z) = 0. \]

Hence, upon insertion of (41) into (14) and integration by parts,

\[ K_{t,n}(x, y) = \frac{1}{(2\pi)^2} \int_{\Gamma_{\alpha}} \int_{\Gamma_{\beta}} e^{i\psi_n(\alpha, x + t) - \psi_n(\beta, y + t)} \left[ \int_{\mathbb{R}} e^{iz(\alpha - \beta)} w(z) \, dz \right] \, d\beta \, d\alpha \]

\[ = \frac{1}{(2\pi)^2} \int_{\mathbb{R}} \int_{\Gamma_{\alpha}} \int_{\Gamma_{\beta}} e^{i\psi_n(\alpha, x + z + t) - \psi_n(\beta, z + y + t)} \frac{d\beta \, d\alpha}{\alpha - \beta} \, d\sigma(z), \quad (42) \]

with \( d\sigma(z) = w'(z) \, dz \) as before in the proof of Lemma 2.4. Next, since \( D_n (t, \lambda) = \det (I - \lambda K_{t,n} \chi_{\mathbb{R}_+})_{L^2(\mathbb{R})} \)

\[ \text{Figure 2. An admissible (and very simple) choice for the integration paths } \Gamma_{\alpha} \text{ and } \Gamma_{\beta} \text{ in (41), ensuring throughout } 0 < \Im(\alpha - \beta) < \frac{\pi}{2} \text{ and } \Im\beta < 0 \text{ for } (\alpha, \beta) \in \Gamma_{\alpha} \times \Gamma_{\beta}. \]

where \( \chi_{\mathbb{R}_+} \) is the operator of multiplication by the characteristic function \( \chi_{\mathbb{R}_+}(x) \) of \( \mathbb{R}_+ \), we use the following integral identity, cf. [4, Lemma 2.2] for a similar one: for every \( \beta \in \Gamma_{\beta} \) (with \( \Im\beta < 0 \) in our setup) and \( y \in \mathbb{R} \setminus \{0\} \),

\[ -\frac{1}{2\pi i} \int_{\mathbb{R}} e^{-iy(\gamma - \beta)} \frac{d\gamma}{\gamma - \beta} = \chi_{\mathbb{R}_+}(y). \quad (43) \]

Hence, combining (42) with (43) and fixing \( \Gamma_{\alpha} = \mathbb{R} \) for simplicity (this is an admissible choice for \( \Gamma_{\alpha} \), see (31)), we obtain by Fubini’s theorem

\[ K_{t,n}(x, y) \chi_{\mathbb{R}_+}(y) = \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\Gamma_{\alpha}} \int_{\Gamma_{\beta}} e^{i\psi_n(\alpha, z + t) - \psi_n(\beta, z + y + t)} \frac{d\beta \, d\alpha \, d\sigma(z)}{\sqrt{2\pi}} \frac{e^{-iy\gamma}}{\sqrt{2\pi}} - L^2(\mathbb{R}) \]

\[ =: L_{t,n}(\alpha, \gamma) \]

\[ (44) \]
which shows that $K_{t,n} \chi_{\mathbb{R}}$ on $L^2(\mathbb{R})$ equals the operator composition $F^{-1} L_{t,n} F$. Here, $L_{t,n} : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ has kernel $L_{t,n}(\alpha, \gamma)$ as written in (44) and $F : L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \to L^2(\mathbb{R})$ is the standard Fourier transform
\[ (F f)(x) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ixy} f(y) \, dy, \quad x \in \mathbb{R}, \] (45)
that extends unitarily on $L^2(\mathbb{R})$. Note that, by general trace ideal properties, $L_{t,n} = F K_{t,n} \chi_{\mathbb{R}} F^{-1}$ is trace class on $L^2(\mathbb{R})$, alternatively we can argue as follows.

**Lemma 3.1.** The integral operator $L_{t,n} : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ with kernel written in (44) is trace class for every $(t,n) \in \mathbb{R} \times \mathbb{N}$.

**Proof.** Define the linear transformations $M_{t,n} : L^2(\Gamma_{\beta}) \to L^2(\mathbb{R})$ and $N_{t,n} : L^2(\mathbb{R}) \to L^2(\Gamma_{\beta})$ via
\[ (M_{t,n}f)(\alpha) = \int_{\Gamma_{\beta}} M_{t,n}(\alpha, \beta) f(\beta) \, d\beta, \quad M_{t,n}(\alpha, \beta) := \frac{1}{2\pi} e^{i\psi_n(\alpha, t)} e^{-\frac{i}{2} \psi_n(\beta, t)} \left[ \int_{\mathbb{R}} e^{iz(\alpha-\beta)} \, d\sigma(z) \right] \]
and
\[ (N_{t,n}g)(\beta) = \int_{\mathbb{R}} N_{t,n}(\beta, \gamma) g(\gamma) \, d\gamma, \quad N_{t,n}(\beta, \gamma) := \frac{1}{2\pi} e^{-\frac{i}{2} \psi_n(\beta, t)}. \]
Since, uniformly in $(\alpha, \beta) \in \mathbb{R} \times \Gamma_{\beta}$,
\[ \left| \int_{\mathbb{R}} e^{iz(\alpha-\beta)} \, d\sigma(z) \right| \leq \int_{\mathbb{R}} e^{\beta z} \, d\sigma(z) \leq \int_{\mathbb{R}} \, d\sigma(z) + \int_{\mathbb{R}^+} e^{-z\beta} \, d\sigma(-z) \leq 1 + c \int_{\mathbb{R}^+} e^{-z(\omega+\beta) z} \, dz < \infty \]
with $c > 0$, we find at once, for every $(t,n) \in \mathbb{R} \times \mathbb{N}$,
\[ \int_{\Gamma_{\beta}} \int_{\mathbb{R}^+} |M_{t,n}(\alpha, \beta)|^2 \, d\alpha \, |d\beta| < \infty \quad \text{and} \quad \int_{\mathbb{R}} \int_{\Gamma_{\beta}} |N_{t,n}(\beta, \gamma)|^2 \, |d\beta| \, d\gamma < \infty. \]
In short, $M_{t,n}$ and $N_{t,n}$ are both Hilbert-Schmidt transformations and thus their composition $K_{t,n} = M_{t,n} N_{t,n}$ trace class on $L^2(\mathbb{R})$, cf. [41, Theorem 3.7.4]. This completes the proof. \qed

In our next step we consider $P_n : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ as multiplication
\[ (P_n f)(\alpha) := e^{-\frac{i}{2} \psi_n(\alpha,0)} f(\alpha), \] (46)
and observe that $L_{t,n} = (M_{t,n} N_{t,n} P_n^{-1}) P_n : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ is trace class by Lemma 3.1. The same is true for $P_n L_{t,n} P_n^{-1}$ as shown in the upcoming Lemma.

**Lemma 3.2.** The integral operator $J_{t,n} := P_n L_{t,n} P_n^{-1} : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ is trace class for every $(t,n) \in \mathbb{R} \times \mathbb{N}$.

**Proof.** We can either use abstract trace ideal reasoning ($P_n$ and $P_n^{-1}$ are bounded on $L^2(\mathbb{R})$) or we note that $J_{t,n}$ has kernel
\[ J_{t,n}(\alpha, \gamma) = \frac{1}{2\pi^2} \int_{\Gamma_{\beta}} \int_{\mathbb{R}} e^{\frac{i}{2} \psi_n(\alpha, t) + \frac{i}{2} \psi_n(\beta, t)} \, \frac{e^{-\frac{i}{2} \psi_n(\beta, t) + \frac{i}{2} \psi_n(\gamma, t)}}{\beta - \gamma} \, d\alpha \, d\beta \] (47)
and can thus be factored as $J_{t,n} = A_{t,n} B_n$ where $A_{t,n} : L^2(\Gamma_{\beta}) \to L^2(\mathbb{R})$ and $B_n : L^2(\mathbb{R}) \to L^2(\Gamma_{\beta})$ are Hilbert-Schmidt transformations with kernels
\[ A_{t,n}(\alpha, \beta) := \frac{1}{2\pi} e^{\frac{i}{2} \psi_n(\alpha, t) + \frac{i}{2} \psi_n(\beta, t)} \, \frac{\int_{\mathbb{R}} e^{iz(\alpha-\beta)} \, d\sigma(z)}{\beta - \gamma}, \quad B_n(\beta, \gamma) := \frac{1}{2\pi} e^{-\frac{i}{2} \psi_n(\beta, t) + \frac{i}{2} \psi_n(\gamma, t)}. \] (48)
This concludes our proof. \qed

We now summarize the above steps:

---

\[ \text{We equip } L^2(\Gamma_{\beta}) \text{ and later on } L^2(\Gamma_{\alpha}) \text{ with the arc-length measure.} \]
Proposition 3.3. For every \((t, \lambda, n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{N}\), on \(L^2(\mathbb{R})\),
\[
I - \lambda K_{t,n} \chi_{\mathbb{R}_+} = \mathcal{F}^{-1} P_n^{-1} (I - \lambda J_{t,n}) P_n \mathcal{F},
\]
where the bounded linear operators \(\mathcal{F}, P_n\) and \(J_{t,n}\) on \(L^2(\mathbb{R})\) are defined in (45), (46) and (47). In particular we record the determinant equality
\[
D_n(t, \lambda) = \det(I - \lambda J_{t,n} |_{L^2(\mathbb{R})}). \tag{49}
\]
Proof. By Sylvester’s determinant identity [24, Chapter IV, (5.9)] and by tracing back our steps in (44) and (47).

The above Proposition concludes the content of Section 3.

4. The operator-valued Riemann-Hilbert problem

In this section we introduce a distinguished operator-valued Riemann-Hilbert problem (RHP) which will be central in the proof of Theorem 1.2. Our starting point is (49) above and the following stability result, cf. [46, Proposition 1] for a somewhat similar argument.

Proposition 4.1. Let \(\Gamma_\alpha\) denote the reflection of \(\Gamma_\beta\) across the real axis where we fix \(\Gamma_\beta := \mathbb{R} - i \Delta\) with \(0 < \Delta < \frac{\pi}{2}\), see Figure 3 below for the contours. Now define \(J_{t,n}^\alpha : L^2(\Gamma_\alpha) \to L^2(\Gamma_\alpha)\) as
\[
(J_{t,n}^\alpha f)(\xi) := \int_{\Gamma_\alpha} J_{t,n}(\xi, \eta) f(\eta) \, d\eta, \quad f \in L^2(\Gamma_\alpha),
\]
with kernel \(J_{t,n}(\xi, \eta)\) given in (47). Then \(J_{t,n}^\alpha\) is trace class on \(L^2(\Gamma_\alpha)\) and we have the equality
\[
D_n(t, \lambda) = \det(I - \lambda J_{t,n}^\alpha |_{L^2(\Gamma_\alpha)}), \quad (t, \lambda, n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{N}. \tag{50}
\]
Proof. The operator \(J_{t,n}^\alpha\) is well-defined on \(L^2(\Gamma_\alpha)\) since \(\Gamma_\alpha \cap \Gamma_\beta = \emptyset\) by our choice of contours and because of our discussion in Subsection A.1. More is true: if \(A_{t,n}^\alpha : L^2(\Gamma_\beta) \to L^2(\Gamma_\alpha)\) and \(B_{t,n}^\alpha : L^2(\Gamma_\alpha) \to L^2(\Gamma_\beta)\) are the linear transformations with kernels given in (48), then
\[
\int_{\Gamma_\alpha} \int_{\Gamma_\beta} |A_{t,n}(\alpha, \beta)|^2 \, |d\beta| \, |d\alpha| < \infty \quad \text{and} \quad \int_{\Gamma_\beta} \int_{\Gamma_\alpha} |B_{t,n}(\beta, \alpha)|^2 \, |d\alpha| \, |d\beta| < \infty,
\]
so their composition \(A_{t,n}^\alpha B_{t,n}^\alpha = J_{t,n}^\alpha\) is trace class on \(L^2(\Gamma_\alpha)\). However, for any \(m \in \mathbb{N}\),
\[
\text{tr} \int_{L^2(\mathbb{R})} J_{t,n}^{m \alpha} = \int_{\Gamma_\alpha} \cdots \int_{\Gamma_\alpha} J_{t,n}(\zeta_1, \zeta_2) \cdots J_{t,n}(\zeta_{m-1}, \zeta_m) J_{t}(\zeta_m, \zeta_1) \, d\zeta_1 \cdots d\zeta_m \tag{51}
\]
and \(J_{t,n}(z, w)\) in (47) is analytic in a neighborhood of \((z, w) \in \mathbb{R} \times \mathbb{R}\) which contains \(\Gamma_\alpha \times \Gamma_\alpha\), compare the discussion in Subsection A.2. Thus, using the analytic and asymptotic properties of \(J_{t,n}(z, w)\), we may consecutively replace \(\mathbb{R}\) in (51) by \(\Gamma_\alpha\), obtaining en route
\[
\text{tr} \int_{L^2(\mathbb{R})} J_{t,n}^{m \alpha} = \int_{\Gamma_\alpha} \cdots \int_{\Gamma_\alpha} J_{t,n}(\zeta_1, \zeta_2) \cdots J_{t,n}(\zeta_{m-1}, \zeta_m) J_{t}(\zeta_m, \zeta_1) \, d\zeta_1 \cdots d\zeta_m = \text{tr} \int_{L^2(\Gamma_\alpha)} (J_{t,n}^\alpha)^m.
\]
This shows that the trace of \((J_{t,n}^\alpha)^m\) on \(L^2(\Gamma_\alpha)\) equals the trace of \(J_{t,n}^{m \alpha}\) on \(L^2(\mathbb{R})\), in turn (50) follows from (49), our above discussion on the trace class property of \(J_{t,n}^\alpha\) and the Plemelj-Smithies formula [24, Chapter II, Theorem 3.1]. This concludes our proof.

Equipped with the stability identities (49),(50) we now extend \(J_{t,n}^\alpha\) in the following sense: replace \(J_{t,n}^\alpha\) by \(J_{t,n}^{\text{ext}} : L^2(\Sigma) \to L^2(\Sigma), \quad (J_{t,n}^{\text{ext}} f)(\xi) := \int_{\Sigma} J_{t,n}^{\text{ext}}(\xi, \eta) f(\eta) \, d\eta, \quad J_{t,n}^{\text{ext}}(\xi, \eta) := J_{t,n}(\xi, \eta) \chi_{\Gamma_\alpha}(\xi) \chi_{\Gamma_\alpha}(\eta),\)
where the oriented contour \(\Sigma \subset \mathbb{C}\) with \(\Sigma \supset \Gamma_\alpha\), equipped with the arc-length measure, will be determined in Lemma 4.2 below. Observe that this extension leaves \(D_n(t, \lambda)\) invariant and we have
\[
D_n(t, \lambda) \overset{(49)}{=} \det(I - \lambda J_{t,n}^{\text{ext}} |_{L^2(\Sigma)}) = \det(I - \lambda A_{t,n}^{\text{ext}} B_{t,n}^{\text{ext}} |_{L^2(\Sigma)}), \quad (t, \lambda, n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{N}, \tag{52}
\]
Lemma 4.2. The operators $A_{t,n}^{\text{ext}} : L^2(\Sigma) \to L^2(\Sigma)$, $B_n^{\text{ext}} : L^2(\Sigma) \to L^2(\Sigma)$ with $\Sigma := \mathbb{R} \cup \Gamma_\beta \cup \Gamma_\alpha$ are trace class on $L^2(\Sigma)$ for every $(t, n) \in \mathbb{R} \times \mathbb{N}$.

Proof. By residue theorem, cf. [4, Lemma 3.1], for every $(\gamma, \beta) \in \Gamma_\alpha \times \Gamma_\beta$,

$$- \frac{1}{2\pi i} \int_{\Gamma} \frac{d\delta}{(\gamma - \delta)(\delta - \beta)} = \frac{1}{\gamma - \beta},$$

so that with (48)

$$B_n^{\text{ext}}(\beta, \gamma) = - \frac{i}{(2\pi)^2} \int_{\mathbb{R}} \frac{e^{-\frac{i}{2} \psi_\gamma(\delta, \beta, \gamma) + \frac{i}{2} \psi_\beta(\gamma, \delta)}}{(\gamma - \delta)(\delta - \beta)} \, d\delta \chi_{\Gamma_\beta}(\beta) \chi_{\Gamma_\alpha}(\gamma).$$

This allows us to factor $B_n^{\text{ext}}$ as $B_n^{\text{ext}} = B_n^{\text{ext},1} B_n^{\text{ext},2}$ where $B_{n,j}^{\text{ext}} : L^2(\Sigma) \to L^2(\Sigma)$ have Hilbert-Schmidt kernels

$$B_{n,1}^{\text{ext}}(\beta, \delta) := - \frac{i}{2\pi} \frac{e^{-\frac{i}{2} \psi_\gamma(\delta, \beta, 0)}}{\beta - \delta} \chi_{\Gamma_\beta}(\beta) \chi_{\delta}(\delta), \quad B_{n,2}^{\text{ext}}(\delta, \gamma) := \frac{1}{2\pi} \frac{e^{\frac{i}{2} \psi_\beta(\gamma, 0)}}{\delta - \gamma} \chi_{\delta}(\delta) \chi_{\Gamma_\alpha}(\gamma).$$

Similarly, using again (48) and integration by parts,

$$A_{t,n}^{\text{ext}}(\alpha, \beta) = - \frac{i}{2\pi} \int_{\mathbb{R}} e^{\frac{i}{2} \psi_\alpha(\alpha, 2t) - \frac{i}{2} \psi_\beta(\beta, 2t)} e^{i z(\alpha - \beta)} w(z) \, dz \chi_{\Gamma_\alpha}(\alpha) \chi_{\Gamma_\beta}(\beta)$$

and thus $A_{t,n}^{\text{ext}} = A_{t,n,1}^{\text{ext}} A_{t,n,2}^{\text{ext}}$ where $A_{t,n,j}^{\text{ext}} : L^2(\Sigma) \to L^2(\Sigma)$ have Hilbert-Schmidt kernels

$$A_{t,n,1}^{\text{ext}}(\alpha, z) := - \frac{i}{2\pi} e^{\frac{i}{2} \psi_\alpha(\alpha, 2t) + iz(\alpha - \beta)} \sqrt{w(z)} \chi_{\Gamma_\alpha}(\alpha) \chi_{\Gamma_\beta}(z), \quad A_{t,n,2}^{\text{ext}}(z, \beta) := e^{\frac{i}{2} \psi_\beta(\beta, 2t) - iz(\beta - \alpha)} \sqrt{w(z)} \chi_{\Gamma_\beta}(z) \chi_{\Gamma_\alpha}(\beta).$$

In summary, both $A_{t,n}^{\text{ext}}$ and $B_n^{\text{ext}}$ admit Hilbert-Schmidt factorizations on $L^2(\Sigma)$ and are thus trace class on the same space. This completes our proof. □

Lemma 4.2 is useful since, by continuity of $(\alpha, \beta) \mapsto A_{t,n}^{\text{ext}}(\alpha, \beta)$ and $(\beta, \gamma) \mapsto B_n^{\text{ext}}(\beta, \gamma)$ on $\Sigma \times \Sigma$, it allows us to compute the operator traces, cf. [39, Theorem 3.9],

$$\text{tr}_{L^2(\Sigma)} A_{t,n}^{\text{ext}} = \int_{\Sigma} A_{t,n}^{\text{ext}}(z, z) \, dz = 0, \quad \text{tr}_{L^2(\Sigma)} B_n^{\text{ext}} = \int_{\Sigma} B_n^{\text{ext}}(z, z) \, dz = 0.$$  

(53)

More importantly, and more generally, the operators $A_{t,n}^{\text{ext}}, B_n^{\text{ext}} : L^2(\Sigma) \to L^2(\Sigma)$ are nilpotent,

$$A_{t,n}^{\text{ext}} A_{t,n}^{\text{ext}} = 0 \quad \text{and} \quad B_n^{\text{ext}} B_n^{\text{ext}} = 0 \quad \text{on} \quad L^2(\Sigma)$$  

(54)

for every $(t, n) \in \mathbb{R} \times \mathbb{N}$ given that $\Gamma_\alpha \cap \Gamma_\beta = \emptyset$. This simple observation lies at the heart of the following factorization identity.
Lemma 4.3. For every \((t, \lambda, n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{N}\), we have on \(L^2(\Sigma)\),

\[
(I + \lambda^\frac{1}{2} A_{t,n}^{\text{ext}})(I - \lambda^\frac{1}{2} (A_{t,n}^{\text{ext}} + B_n^{\text{ext}})) (I + \lambda^\frac{1}{2} B_n^{\text{ext}}) = I - \lambda J_{t,n}^{\text{ext}},
\]

with an arbitrary, but throughout fixed, branch for \(\lambda^\frac{1}{2}\).

Proof. By straightforward algebra, using (54).

It is now time to summarize our previous steps.

Proposition 4.4. For every \((t, \lambda, n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{N}\),

\[
D_n(t, \lambda) = \det(I - \lambda^\frac{1}{2} C_{t,n} \mid_{L^2(\Sigma)}),
\]

where \(C_{t,n} : L^2(\Sigma) \to L^2(\Sigma)\) with \(\Sigma = \mathbb{R} \sqcup \Gamma_\beta \sqcup \Gamma_\alpha\) is trace class and has kernel

\[
(\xi - \eta)C_{t,n}(\xi, \eta) := \frac{1}{2\pi} \int_{\mathbb{R}} \left( e^{\frac{i}{2\lambda_2^2}(\psi_n(\xi, 2t+2z) - \psi_n(\eta, 2t+2z))} \chi_{\Gamma_\alpha}(\xi) \chi_{\Gamma_\beta}(\eta)
+ e^{-\frac{i}{2\lambda_2^2}(\psi_n(\xi, 0) - \psi_n(\eta, 0))} \chi_{\Gamma_\alpha}(\xi) \chi_{\Gamma_\beta}(\eta) \right) d\sigma(z).
\]

Proof. The operator \(C_{t,n} = A_{t,n}^{\text{ext}} + B_n^{\text{ext}}\) is trace class on \(L^2(\Sigma)\) as sum of two trace class operators on the same space, recall Lemma 4.2. Moreover, by the Plemelj-Smithies formula and (53),(54) we have

\[
\det(I + \lambda^\frac{1}{2} A_{t,n}^{\text{ext}} \mid_{L^2(\Sigma)}) = \exp\left[ -\sum_{k=1}^\infty (-1)^k \frac{\lambda_2^k}{k} \text{tr}_{L^2(\Sigma)}(A_{t,n}^{\text{ext}})^k \right] = 1,
\]

and similarly \(\det(I + \lambda^\frac{1}{2} B_n^{\text{ext}} \mid_{L^2(\Sigma)}) = 1\). Hence, by Lemma 4.3, the factorization identity [39, (3.10)] and (52) we find (55) with the indicated kernel (56). This completes our proof.

After having arrived at (55) with the particular kernel structure (56) we now proceed as in [11, Section 9.1, 9.2], throughout relying on the following abbreviations and notions.

Definition 4.5 ([11, Definition 9.2]). Let \(p \in \mathbb{Z}_{\geq 1}\) and \(d\sigma(z) = w'(z)dz\). We use the below abbreviations.

1. The direct sum Hilbert space

\[
\mathcal{H}_p := \bigoplus_{j=1}^p L^2(\mathbb{R}, d\sigma) = \{ f = (f_1, \ldots, f_p)^\top \in \mathbb{C}^{p \times 1} : f_j \in L^2(\mathbb{R}, d\sigma) \}
\]

equipped with its standard inner product and associated norm.

2. The space \(L^2(\mathbb{R}, d\sigma; \mathbb{C}^{p \times p})\) of \(p \times p\) matrix-valued functions with entries in \(L^2(\mathbb{R}, d\sigma)\), equipped with the induced Frobenius integral norm.

3. The space \(\mathcal{I}(\mathcal{H}_p)\) of Hilbert-Schmidt integral operators on \(\mathcal{H}_p\) of the form

\[
(Kf)(x) = \int_{\mathbb{R}} K(x, y)f(y) d\sigma(y),
\]

with kernel \(K \in L^2(\mathbb{R}^2, d\sigma \otimes d\sigma; \mathbb{C}^{p \times p})\).

4. The matrix identity operator \(\mathbb{I}_p\) on \(\mathcal{H}_p\).

Next, we recall the notion of an analytic integral operator as defined in [11, Definition 9.3], see also [25, page 1781]: Let \(K = K(\zeta) \in \mathcal{I}(\mathcal{H}_p)\) depend on an auxiliary variable \(\zeta \in \Omega\) for some fixed region \(\Omega \subset \mathbb{C}\).

Definition 4.6. [11, Definition 9.3] We say that \(K(\zeta) \in \mathcal{I}(\mathcal{H}_p)\) with kernel \(K(\zeta|x, y)\) is analytic in \(\zeta \in \Omega\), if

1. for any \((x, y) \in \mathbb{R}^2\), the map \(z \mapsto K(\zeta|x, y)\) is analytic in \(\Omega\).
2. for any \(\zeta \in \Omega\), the map \((x, y) \mapsto K(\zeta|x, y)\) is in \(L^2(\mathbb{R}^2, d\sigma \otimes d\sigma; \mathbb{C}^{p \times p})\).

Furthermore, if \(\Sigma \subset \Omega \subset \mathbb{C}\) is an oriented contour consisting of a finite union of smooth oriented curves in \(\mathbb{CP}^1\) with finitely many self-intersections, then

Definition 4.7. [11, Definition 9.4] We say that an analytic in \(\zeta \in \Omega \setminus \Sigma\) operator \(K(\zeta) \in \mathcal{I}(\mathcal{H}_p)\) admits continuous boundary values \(K_{\pm}(\zeta) \in \mathcal{I}(\mathcal{H}_p)\) on \(\Sigma' \subset \Sigma\) with kernels \(K_{\pm}(\zeta|x, y)\) if

1. for any \((x, y) \in \mathbb{R}^2\), the map \(\zeta \mapsto K_{\pm}(\zeta|x, y)\) is continuous on \(\Sigma'\).
Lemma 4.12. on $L$ non-vanishing of less we require $\Sigma = M$

The real line does not enter explicitly in property Remark 4.11.

Indeed, Remark 4.9. Observe that, in this way, we can write the kernel of the operator integral operators on $H$

Definition 4.8. Let $M_i(\zeta) \otimes K_j(\zeta) \in \mathcal{I}(\mathcal{H}_1), i, j = 1, 2$ denote the $\Sigma \ni \zeta$-parametric family of rank one integral operators with kernels

$$(M_i(\zeta) \otimes K_j(\zeta))(x, y) := m_i(\zeta|x)k_j(\zeta|y), \quad x, y \in \mathbb{R},$$
defined in terms of the $\Sigma \ni \zeta$-parametric family of functions

$$k_1(\zeta|y) := \frac{1}{2\pi} e^{\frac{i}{2}\psi_m(\zeta, 2t+2y)} \chi_{\Gamma_\alpha}(\zeta), \quad k_2(\zeta|y) := \frac{1}{2\pi} e^{-\frac{i}{2}\psi_m(\zeta, 0)} \chi_{\Gamma_\beta}(\zeta), \quad m_1(\zeta|x) := e^{-\frac{i}{2}\psi_m(\zeta, 2t+2x)} \chi_{\Gamma_\beta}(\zeta),$$

$$m_2(\zeta|x) := e^{\frac{i}{2}\psi_m(\zeta, 0)} \chi_{\Gamma_\alpha}(\zeta).$$

Equivalently, $M_i(\zeta)$ are the operators on $\mathcal{H}_1$ which multiply by the functions $m_i(\zeta|x)$ and $K_j(\zeta)$ are the integral operators on $\mathcal{H}_1$ with kernel $k_j(\zeta|y)$.

Remark 4.9. Observe that, in this way, we can write the kernel of the operator $C_{t,n}$ in “integrable” form. Indeed, (56) reads

$$(\xi - \eta)C_{t,n}(\xi, \eta) = \int_{\mathbb{R}} \left(k_1(\xi|z)m_1(\eta|z) + k_2(\xi|z)m_2(\eta|z)\right) d\sigma(z),$$

see also equation (28).

Now consider the below $\mathcal{I}(\mathcal{H}_2)$-valued RHP, the central operator-valued RHP of this text.

Riemann-Hilbert Problem 4.10. Given $(t, \lambda, n) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N}$, determine an integral operator $X(\zeta) = X(\zeta; t, \lambda, n)$ such that

1. $X(\zeta) = I_2 + X_0(\zeta)$ and $X_0(\zeta) \in \mathcal{I}(\mathcal{H}_2)$ with kernel $X_0(\zeta|x,y)$ is analytic in $\mathbb{C} \setminus \Sigma$.
2. $X_0(\zeta)$ admits continuous boundary values $X_0(\zeta, x, y) \in \mathcal{I}(\mathcal{H}_2)$ on $\Sigma$, oriented as shown in Figure 3, such that $X_{\pm}(\zeta) = I_2 + X_{0\pm}(\zeta), \zeta \in \Sigma$ satisfy $X_{+}(\zeta) = X_{-}(\zeta)G(\zeta)$ with

$$G(\zeta) = I_2 + 2\pi i \lambda^{\frac{i}{2}} \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma,$$

using the same branch for $\lambda^{\frac{i}{2}}$ as in Lemma 4.3.

3. There exists $c = c(n, t) > 0$ such that for $\zeta \in \mathbb{C} \setminus \Sigma$,

$$\|X_0(\zeta|x,y)\| \leq \frac{c\sqrt{|\lambda|}}{1 + |\zeta|} \Delta^2 e^{-\frac{1}{2}(\zeta^2 + |\zeta^2| + i|x+|y|+|t|}) \Delta := \text{dist}(\Gamma_\alpha, \mathbb{R}) = \text{dist}(\Gamma_\beta, \mathbb{R}) > 0,$$

uniformly in $(x, y) \in \mathbb{R}^2$ and $\lambda \in \mathbb{D}_1(0)$.

Remark 4.11. The real line does not enter explicitly in property (2) of RHP 4.10, compare (57). Nevertheless we require $\Sigma = \mathbb{R} \cup \Gamma_\alpha \cup \Gamma_\beta$ in the proof of Theorem 4.13 below: since $C_{1,n}$ is trace class on $L^2(\Sigma)$, the non-vanishing of $D_n(t, \lambda)$ for every $(t, \lambda, n) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N}$ by Lemma 2.4 yields invertibility of $I - \lambda^{\frac{i}{2}}C_{1,n}$ on $L^2(\Sigma)$ by (55) in the same parameter range, cf. [39, Theorem 3.5(b)]. This observation turns out to be central to the solvability of RHP 4.10.

In our first observation below we record that properties (1) – (3) in RHP 4.10 define $X(\zeta)$ unambiguously.

Lemma 4.12. The operator-valued RHP 4.10, if solvable, is uniquely solvable.

---

\*These functions also depend on $(t, n) \in \mathbb{R} \times \mathbb{N}$, but we do not highlight this in our notation.
Proof. Let \( X(\zeta) \) denote any solution of RHP 4.10. By condition (1) and estimate (60) the Fredholm determinant,
\[
d(\zeta) := \det(I_2 + X_0(\zeta) \upharpoonright_{H_2}), \quad \zeta \in \mathbb{C} \setminus \Sigma,
\]
defined through its Fredholm series, cf. [11, page R52], is well-defined in the indicated \( \zeta \)-domain. Also, by Morera’s and Fubini’s theorem, the imposed analyticity of \( X_0(\zeta) \in I(H_2) \) away from \( \Sigma \) yields analyticity of \( d(\zeta) \) for \( \zeta \in \mathbb{C} \setminus \Sigma \). Furthermore, by properties (2), (3) and the dominated convergence theorem, the non-tangential boundary values \( d_\pm(\zeta), \zeta \in \Sigma \) exist and satisfy
\[
d_\pm(\zeta) = \det(X_\pm(\zeta) \upharpoonright_{H_2}), \quad \zeta \in \Sigma.
\]
However, from condition (2) and a simple estimation of (57), we obtain \( G(\zeta) = I_2 + G_0(\zeta) \) where \( G_0(\zeta) \in I(H_2) \) is trace class on \( H_2 \) and satisfies
\[
\|G_0(\zeta|x,y)\| \leq c \sqrt{|\lambda|} e^{-(\gamma-\varepsilon)\Delta^2 n} e^{\Delta(|x|+|y|+|t|)}, \quad c = c(n) > 0,
\]
uniformly in \( (\zeta,x,y) \in \Sigma \times \mathbb{R}^2 \) and \( (t,\lambda) \in \mathbb{R} \times \overline{D_1(0)} \). Thus, \( \det(I_2 + G_0(\zeta) \upharpoonright_{H_2}) \) exists for \( \zeta \in \Sigma \) by Hadamard’s inequality and since
\[
\text{tr} G_0(\zeta) = 0, \quad (G_0(\zeta))^2 = 0, \quad \zeta \in \Sigma,
\]
the Plemelj-Smithies formula [24, Chapter II, Theorem 3.1] yields that \( \det(I_2 + G_0(\zeta) \upharpoonright_{H_2}) = 1 \) for all \( \zeta \in \Sigma \). In turn, using the multiplicativity of Fredholm determinants, (61) thus satisfies (by property (2) and our above discussion) the scalar jump condition
\[
d_+(\zeta) = d_-(\zeta), \quad \zeta \in \Sigma.
\]
Since also \( d(\zeta) \to 1 \) as \( \zeta \to \infty \) by property (3) we can conclude (using the continuity of the boundary values \( d_\pm(\zeta) \) on \( \Sigma \)) that \( d(\zeta) \) must be an entire scalar-valued function normalized to unity at infinity. Hence \( d(\zeta) \equiv 1 \) for all \( \zeta \in \mathbb{C} \). Consequently, any solution \( X(\zeta) \) of RHP 4.10 is invertible for all \( \zeta \in \mathbb{C} \setminus \Sigma \) and so are its continuous boundary values \( X_\pm(\zeta), \zeta \in \Sigma \). Moving ahead, we now consider two solutions \( X_1(\zeta), X_2(\zeta) \) of RHP 4.10 and introduce
\[
I(H_2) \ni Y(\zeta) := X_1(\zeta)(X_2(\zeta))^{-1} \equiv I_2 + Y_0(\zeta), \quad \zeta \in \mathbb{C} \setminus \Sigma.
\]
By RHP 4.10, \( Y(\zeta) \) is analytic in \( \zeta \in \mathbb{C} \setminus \Sigma \), attains continuous boundary values \( Y_\pm(\zeta) \) on \( \Sigma \) and satisfies \( Y_+(\zeta) = Y_-(\zeta) \) on \( \Sigma \). Thus, \( \zeta \mapsto Y_0(\zeta|x,y) \) is entire \((\sigma \otimes \sigma)-\)almost everywhere and since \( Y_0(\zeta|x,y) \to 0 \) as \( \zeta \to \infty \) also \((\sigma \otimes \sigma)-\)almost everywhere, we conclude by Liouville’s theorem that \( Y(\zeta) = I_2 \), i.e. \( X_1(\zeta) = X_2(\zeta) \) and uniqueness is therefore established. This concludes the proof. \( \square \)

Complementing Lemma 4.12 we now show that RHP 4.10 is solvable: First, using the chain of determinant equalities (49),(50),(52),(55),
\[
\forall (t,\lambda,n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{N} : \quad D_n(t,\lambda) = \det(I - \lambda K_{t,n} \upharpoonright_{L^2(\mathbb{R}_+)} = \det(I - \lambda^{\frac{1}{2}} C_{t,n} \upharpoonright_{L^2(\Sigma)}),
\]
and \( I - \lambda K_{t,n} \) is invertible on \( L^2(\mathbb{R}_+) \) by Lemma 2.4 if \( \lambda \in \overline{D_1(0)} \). Hence \( D_n(t,\lambda) \neq 0 \) for all \( (t,\lambda,n) \in \mathbb{R} \times \overline{D_1(0)} \times \mathbb{N} \) which yields invertibility of \( I - \lambda^{\frac{1}{2}} C_{t,n} \) on \( L^2(\Sigma) \) in the same parameter range. This simple observation lies at the heart of the below solvability theorem.

**Theorem 4.13.** For every \((t,\lambda,n) \in \mathbb{R} \times \overline{D_1(0)} \times \mathbb{N}\), consider the integral operator
\[
X(\zeta) = I_2 + \lambda^{\frac{1}{2}} \int_\Sigma \left[ \begin{array}{cc} N_1(\eta) \otimes K_1(\eta) & N_1(\eta) \otimes K_2(\eta) \\ N_2(\eta) \otimes K_1(\eta) & N_2(\eta) \otimes K_2(\eta) \end{array} \right] \frac{d\eta}{\eta - \zeta}, \quad \zeta \in \mathbb{C} \setminus \Sigma,
\]
where \( N_i(\eta) \) are the operators on \( H_2 \) which multiply by the functions \( n_i(\eta|x) \) determined via
\[
(I - \lambda^{\frac{1}{2}} C_{t,n}^* \upharpoonright_{L^2(\Sigma)}) n_i(\cdot|x) = m_i(\cdot|x), \quad i = 1,2,
\]
with \( x \in \mathbb{R} \) and the real adjoint \( C_{t,n}^* \) of \( C_{t,n} \). Then (63) solves RHP 4.10.
Proof. Since (64) is uniquely solvable, compare (62), we conclude from the boundedness of the resolvent,
\[ \|n_i(\cdot|x)\|_{L^2(\Sigma)} \leq c\|m_i(\cdot|x)\|_{L^2(\Sigma)}, \quad c = c(n, t) > 0, \quad i = 1, 2, \] (65)
uniformly in \( x \in \mathbb{R} \) and \( \lambda \in \mathbb{D}_1(0) \). Now consider the right hand side of (63) and note that its nontrivial kernel is built out of the functions
\[ X^{ij}_0(\zeta|x, y) = \lambda^\frac{1}{2} \int_\Sigma n_i(\eta|x)k_j(\eta|y) \frac{d\eta}{\eta - \zeta}, \quad \zeta \notin \Sigma, \quad (x, y) \in \mathbb{R}^2. \]
But (57), (65), Figure 3 and Cauchy-Schwarz yield
\[ |X^{ij}_0(\zeta|x, y)| \leq \frac{c\sqrt{|\lambda|}}{\text{dist}(\zeta, \Sigma)} \Delta^{-\frac{1}{2}} \exp\left(-\frac{c|\eta - \zeta|}{\text{dist}(\zeta, \Sigma)}\right) \Delta^2 \exp\left(-\frac{c|\eta - \zeta|}{\text{dist}(\zeta, \Sigma)}\right), \quad c = c(n, t) > 0, \quad i, j = 1, 2, \] (66)
uniformly in \( (x, y) \in \mathbb{R}^2 \) and \( \lambda \in \mathbb{D}_1(0) \). Hence, \( (x, y) \mapsto X_0(\zeta|x, y) \) is in \( L^2(\mathbb{R}^2, dx \otimes dx; \mathbb{C}^{2 \times 2}) \) for every \( \zeta \in \mathbb{C} \setminus \Sigma \). Moreover, using the regularity properties of the resolvent, we deduce from (64) that \( \eta \mapsto n_i(\eta|x)k_j(\eta|y) \) are Hölder continuous on \( \Sigma \) for every \( (x, y) \in \mathbb{R}^2 \) and \( i, j \in \{1, 2\} \). Thus, by the Plemelj-Sokhotski theorem, \( \zeta \mapsto X_0(\zeta|x, y) \) is analytic in \( \zeta \in \mathbb{C} \setminus \Sigma \) for every \( (x, y) \in \mathbb{R}^2 \), i.e. the right hand side of (63) is all together analytic in \( \mathbb{C} \setminus \Sigma \) in the sense of Definition 4.6. This establishes property (1) of RHP 4.10 for (63). Moving ahead, estimate (60), i.e. property (3) for (63), follows at once from (66). Finally, by the Hölder continuity of \( \eta \mapsto n_i(\eta|x)k_j(\eta|y) \), the boundary values \( X_\pm(\zeta), \zeta \in \Sigma \) not only exist by the Plemelj-Sokhotski theorem but are also Hölder continuous by the Plemelj-Privalov theorem [36, Chapter 2, § 19] and are again in \( \mathcal{Z}(\mathbb{H}_2) \), using en route that \( \Sigma \) is a union of smooth contours. It now remains to verify that the right hand side of (63) satisfies the jump condition (59) in property (2) of RHP 4.10. To this end we first compute from (63),
\[ X_+(\zeta) - X_-(\zeta) = 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} N_1(\zeta) \otimes K_1(\zeta) & N_1(\zeta) \otimes K_2(\zeta) \\ N_2(\zeta) \otimes K_1(\zeta) & N_2(\zeta) \otimes K_2(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma. \] (67)
However, we also have from (59) and (63),
\[ X_-(\zeta) \mathbf{G}(\zeta) = X_-(\zeta) \left\{ \mathbb{I}_2 + 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} \right\} = X_-(\zeta) + 2\pi i \lambda^\frac{1}{2} \left\{ \mathbb{I}_2 + \lambda^\frac{1}{2} \int_\Sigma \begin{bmatrix} N_1(\eta) \otimes K_1(\eta) & N_1(\eta) \otimes K_2(\eta) \\ N_2(\eta) \otimes K_1(\eta) & N_2(\eta) \otimes K_2(\eta) \end{bmatrix} \frac{d\eta}{\eta - \zeta} \right\}, \quad \zeta \in \Sigma. \] (68)
Since, by general theory of rank one integral operators, (56) and (58),
\[ \begin{bmatrix} N_1(\eta) \otimes K_1(\eta) & N_1(\eta) \otimes K_2(\eta) \\ N_2(\eta) \otimes K_1(\eta) & N_2(\eta) \otimes K_2(\eta) \end{bmatrix} = (\eta - \zeta)C_{t,n}(\eta, \zeta) \begin{bmatrix} N_1(\eta) \otimes K_1(\zeta) & N_1(\eta) \otimes K_2(\zeta) \\ N_2(\eta) \otimes K_1(\zeta) & N_2(\eta) \otimes K_2(\zeta) \end{bmatrix}, \quad (\eta, \zeta) \in \Sigma \times \Sigma, \]
identity (68) transforms to
\[ X_-(\zeta) \mathbf{G}(\zeta) = X_-(\zeta) + 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} + 2\pi i \lambda \int_\Sigma C_{t,n}(\eta, \zeta) \begin{bmatrix} N_1(\eta) \otimes K_1(\zeta) & N_1(\eta) \otimes K_2(\zeta) \\ N_2(\eta) \otimes K_1(\zeta) & N_2(\eta) \otimes K_2(\zeta) \end{bmatrix} d\eta, \quad \zeta \in \Sigma. \] (69)
Keeping in mind (64), equivalently the operator-valued integral equation
\[ N_i(\zeta) - \lambda^\frac{1}{2} \int_\Sigma C_{t,n}(\eta, \zeta) N_i(\eta) d\eta = M_i(\zeta), \quad \zeta \in \Sigma, \]
we substitute this equation into (69) and simplify
\[ X_-(\zeta) \mathbf{G}(\zeta) = X_-(\zeta) + 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} N_1(\zeta) \otimes K_1(\zeta) & N_1(\zeta) \otimes K_2(\zeta) \\ N_2(\zeta) \otimes K_1(\zeta) & N_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} = X_+(\zeta), \quad \zeta \in \Sigma. \]
In summary, property (2) is also satisfied by the right hand side of (63) and thus \( X(\zeta) \) as defined in the same equation solves RHP 4.10 for every \((t, \lambda, n) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N}\). This completes our proof.

By Lemma 4.12 and Theorem 4.13, the operator-valued RHP 4.10 is uniquely solvable for every \((t, \lambda, n) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N}\). This result has several consequences which we summarize below and apply later on.

**Corollary 4.14.** Let \( X(\zeta) \in \mathcal{I}(\mathcal{H}_2) \) denote the unique solution (63) of RHP 4.10. Then \( X(\zeta) \) is invertible on \( \mathcal{H}_2 \) for every \((t, \lambda, n) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N}\) and we have

\[
(X(\zeta))^{-1} = I_2 - \lambda^2 \int_{\Sigma} \begin{bmatrix} M_1(\eta) & M_1(\eta) \\ M_2(\eta) & M_2(\eta) \end{bmatrix} \frac{d\eta}{\eta - \zeta}, \quad \zeta \in \mathbb{C} \setminus \Sigma,
\]

(70)

where \( L_i(\eta) \) are the integral operators on \( \mathcal{H}_1 \) with kernel \( \ell_i(\eta|y) \) determined from the equation

\[
(I - \lambda^2 C_{t,n} \vert_{L^2(\Sigma)})(\zeta) = k_i(\zeta|y), \quad i = 1, 2,
\]

(71)

with \( y \in \mathbb{R} \). Moreover, for every \( \zeta \in \Sigma \), independently of the choice of boundary values for \( X(\zeta) \),

\[
N(\zeta) = X(\zeta)M(\zeta), \quad L(\zeta) = K(\zeta)(X(\zeta))^{-1},
\]

(72)

where we introduce the vector-valued operators on \( \mathcal{H}_2 \)

\[
N(\zeta) := [N_1(\zeta), N_2(\zeta)]^T, \quad M(\zeta) := [M_1(\zeta), M_2(\zeta)]^T, \quad L(\zeta) := [L_1(\zeta), L_2(\zeta)], \quad K(\zeta) := [K_1(\zeta), K_2(\zeta)].
\]

**Proof.** We already know that each solution of RHP 4.10 is invertible on \( \mathcal{H}_2 \), see the proof workings of Lemma 4.12. Hence, with (63) and (70) (abbreviating its right hand side as \( Y(\zeta) \)) we compute

\[
X(\zeta)Y(\zeta) = I_2 + \lambda^2 \int_{\Sigma} (X(\eta) - Y(\eta)) \frac{d\eta}{\eta - \zeta} - \lambda \int_{\Sigma} \int_{\Sigma} X(\eta_1)Y(\eta_2) \frac{d\eta_1}{\eta_1 - \zeta} \frac{d\eta_2}{\eta_2 - \zeta}, \quad \zeta \notin \Sigma,
\]

(73)

where \( X \) and \( Y \) denote the finite rank integrands in (63) and (70). Since

\[
\bar{X}(\eta_1)\bar{Y}(\eta_2) = (\eta_1 - \eta_2)C_{t,n}(\eta_1, \eta_2) \begin{bmatrix} N_1(\eta_1) \otimes L_1(\eta_2) & N_1(\eta_1) \otimes L_2(\eta_2) \\ N_2(\eta_1) \otimes L_1(\eta_2) & N_2(\eta_1) \otimes L_2(\eta_2) \end{bmatrix},
\]

(56)

we can use partial fractions in the iterated integral in (73) and both equations (64),(71). The result equals

\[
\lambda^2 \int_{\Sigma} (X(\eta) - Y(\eta)) \frac{d\eta}{\eta - \zeta} - \lambda \int_{\Sigma} \int_{\Sigma} X(\eta_1)Y(\eta_2) \frac{d\eta_1}{\eta_1 - \zeta} \frac{d\eta_2}{\eta_2 - \zeta} = 0, \quad \zeta \notin \Sigma,
\]

and therefore yields \( X(\zeta)Y(\zeta) = I_2 \) for \( \zeta \in \mathbb{C} \setminus \Sigma \). In other words, \( Y(\zeta) \) is a right-sided inverse for \( X(\zeta) \) which is invertible on \( \mathcal{H}_2 \), see the proof of Lemma 4.3. This only happens when (70) holds for all \( \zeta \notin \Sigma \), as claimed. Next we revisit our proof of Theorem 4.13, precisely the last identity in it,

\[
X_-(\zeta)G(\zeta) = X_-(\zeta) + 2\pi i \lambda^2 \begin{bmatrix} N_1(\zeta) \otimes K_1(\zeta) & N_1(\zeta) \otimes K_2(\zeta) \\ N_2(\zeta) \otimes K_1(\zeta) & N_2(\zeta) \otimes K_2(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma.
\]

(74)

Since

\[
(G(\zeta))^{-1} = I_2 - 2\pi i \lambda^2 \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma,
\]

we then repeat the steps leading to (68),(69) and conclude likewise

\[
X_+(\zeta)(G(\zeta))^{-1} = X_+(\zeta) - 2\pi i \lambda^2 \begin{bmatrix} N_1(\zeta) \otimes K_1(\zeta) & N_1(\zeta) \otimes K_2(\zeta) \\ N_2(\zeta) \otimes K_1(\zeta) & N_2(\zeta) \otimes K_2(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma.
\]

(75)

Hence, combining (74) and (75) with the explicit formula for \( G(\zeta) \), see (59), we find

\[
X_{\pm}(\zeta) \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} = \begin{bmatrix} N_1(\zeta) \otimes K_1(\zeta) & N_1(\zeta) \otimes K_2(\zeta) \\ N_2(\zeta) \otimes K_1(\zeta) & N_2(\zeta) \otimes K_2(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma,
\]

and thus the first equality in (72). The second equality follows by similar logic: from (70), for \( \zeta \in \Sigma \),

\[
(X(\zeta))^{-1} - (X(\zeta))^{-1} = -2\pi i \lambda^2 \begin{bmatrix} M_1(\zeta) \otimes L_1(\zeta) & M_1(\zeta) \otimes L_2(\zeta) \\ M_2(\zeta) \otimes L_1(\zeta) & M_2(\zeta) \otimes L_2(\zeta) \end{bmatrix},
\]

(72)
and
\[ (\mathbf{G}(\zeta))^{-1} (\mathbf{X}(\zeta))^{-1} = \left\{ \mathbb{I}_2 - 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} \right\} (\mathbf{X}(\zeta))^{-1} \]
\[ \overset{(70)}{=} (\mathbf{X}(\zeta))^{-1} - 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} \]
\[ \circ \left\{ \mathbb{I}_2 - \lambda^\frac{1}{2} \int \frac{M_1(\eta) \otimes L_1(\eta)}{M_2(\eta) \otimes L_1(\eta)} \, \frac{d\eta}{\eta - \zeta} \right\}. \quad (76) \]

Note however, with (56),
\[ \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} = (\zeta - \eta)C_{t,n}(\zeta, \eta) \begin{bmatrix} M_1(\zeta) \otimes L_1(\eta) & M_1(\zeta) \otimes L_2(\eta) \\ M_2(\zeta) \otimes L_1(\eta) & M_2(\zeta) \otimes L_2(\eta) \end{bmatrix}, \quad (\zeta, \eta) \in \Sigma \times \Sigma, \]
so that (76) simplifies to
\[ (\mathbf{G}(\zeta))^{-1} (\mathbf{X}(\zeta))^{-1} = (\mathbf{X}(\zeta))^{-1} - 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} M_1(\zeta) \otimes L_1(\zeta) & M_1(\zeta) \otimes L_2(\zeta) \\ M_2(\zeta) \otimes L_1(\zeta) & M_2(\zeta) \otimes L_2(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma. \quad (77) \]

On the other hand we also establish the chain of equalities
\[ \mathbf{G}(\zeta) (\mathbf{X}(\zeta))^{-1} = \left\{ \mathbb{I}_2 + 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} \right\} (\mathbf{X}(\zeta))^{-1} \]
\[ \overset{(70)}{=} (\mathbf{X}(\zeta))^{-1} + 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} \]
\[ \circ \left\{ \mathbb{I}_2 - \lambda^\frac{1}{2} \int \frac{M_1(\eta) \otimes L_1(\eta)}{M_2(\eta) \otimes L_1(\eta)} \, \frac{d\eta}{\eta - \zeta} \right\} \]
\[ \overset{(71)}{=} (\mathbf{X}(\zeta))^{-1} + 2\pi i \lambda^\frac{1}{2} \begin{bmatrix} M_1(\zeta) \otimes L_1(\zeta) & M_1(\zeta) \otimes L_2(\zeta) \\ M_2(\zeta) \otimes L_1(\zeta) & M_2(\zeta) \otimes L_2(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma. \quad (78) \]

Finally, combining (77) with (78) and (59),
\[ \begin{bmatrix} M_1(\zeta) \otimes K_1(\zeta) & M_1(\zeta) \otimes K_2(\zeta) \\ M_2(\zeta) \otimes K_1(\zeta) & M_2(\zeta) \otimes K_2(\zeta) \end{bmatrix} (\mathbf{X}(\zeta))^{-1} = \begin{bmatrix} M_1(\zeta) \otimes L_1(\zeta) & M_1(\zeta) \otimes L_2(\zeta) \\ M_2(\zeta) \otimes L_1(\zeta) & M_2(\zeta) \otimes L_2(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma. \]
This proves the second equality in (72) and thus concludes the proof. \hfill \Box

**Corollary 4.15.** Consider the operators \( M_i(\zeta), K_j(\zeta) \) and \( N_i(\eta), L_j(\eta) \) as defined in (57) and (64),(71). Then for any \( i, j \in \{1, 2\} \), on \( \mathcal{H}_1 \),
\[ \int_{\Sigma} M_i(\eta) \otimes L_j(\eta) \, d\eta = \int_{\Sigma} N_i(\eta) \otimes K_j(\eta) \, d\eta, \quad (79) \]
followed by
\[ \int_{\Sigma} M_i(\eta) \otimes L_j(\eta) \, d\eta = \int_{\Sigma} N_i(\eta) \otimes K_j(\eta) \, d\eta + \lambda^\frac{1}{2} \left[ \int_{\Sigma} N_i(\eta) \otimes K_j(\eta) \, d\eta \right]^2. \quad (80) \]

**Proof.** During the proof of Corollary 4.14 we established the identity
\[ \lambda^\frac{1}{2} \int_{\Sigma} (\mathbf{X}(\eta) - \mathbf{Y}(\eta)) \, \frac{d\eta}{\eta - \zeta} - \lambda \int_{\Sigma} \int_{\Sigma} \mathbf{X}(\eta_1) \mathbf{Y}(\eta_2) \, \frac{d\eta_1}{\eta_1 - \zeta} \, \frac{d\eta_2}{\eta_2 - \zeta} = 0, \quad \zeta \notin \Sigma. \]
Using \( \frac{1}{\eta - \zeta} = -\frac{1}{\zeta} - \frac{\eta}{\zeta^2} + \frac{\eta^2}{\zeta^3(\eta - \zeta)} \) for \( \eta \neq \zeta \) and afterwards collecting powers in \( \zeta^{-1} \) as \( |\zeta| \to \infty \) yields precisely the stated identities. This concludes the proof. \hfill \Box

Besides the elementary symmetry constraints (79) and (80) we will make crucial use of the below identity.
Lemma 4.16. For every \((x,y) \in \mathbb{R}^2\) and \((t,\lambda,\nu) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N},\)

\[
\int_\Sigma (N_2(\eta) \otimes K_1(\eta))(x,y) \, d\eta = \int_\Sigma (N_1(\eta) \otimes K_2(\eta))(y,x) \, d\eta,
\]

with \(N_i(\eta)\) defined in (64).

\[\text{Proof.}\] By definition of \(N_1(\eta)\) and \(K_2(\eta)\), for every \((x,y) \in \mathbb{R}^2,\)

\[
\int_\Sigma \left( N_1(\eta) \otimes K_2(\eta) \right)(x,y) \, d\eta = \int_\Sigma n_1(\eta|x)k_2(\eta|y) \, d\eta
\]

\[
\overset{(57)}{=} \frac{1}{2\pi} \int_{\Gamma_\beta} \left[ \int_{\Gamma_\beta} \left( I - \lambda^2 C_{t,n} \right) |L^2(\Sigma)|^{-1}(\xi,\eta) e^{-\frac{i}{\lambda^2} \psi_n(\xi,2t+2\nu)} \, d\xi \right] \left[ \int_{\Gamma_\alpha} \left( I - \lambda^2 C_{t,n} \right) |L^2(\Sigma)|^{-1}(-\xi,-\eta) e^\frac{i}{\lambda^2} \psi_n(\eta,0) \, d\eta \right]
\]

\[
= \frac{1}{2\pi} \int_{\Gamma_\beta} \left[ \int_{\Gamma_\alpha} \left( I - \lambda^2 C_{t,n} \right) |L^2(\Sigma)|^{-1}(-\xi,-\eta) e^\frac{i}{\lambda^2} \psi_n(\eta,0) \, d\eta \right],
\]

where we have used the conjugation symmetry \(\Gamma_\beta = \Gamma_\alpha\), see Figure 3, and the fact that \(\lambda \mapsto \psi_n(\lambda,\cdot)\) is odd. Returning to the proof of Proposition 4.4 we have \(C_{t,n} = A_{t,n}^{\text{ext}} + B_{t,n}^{\text{ext}}\) on \(L^2(\Sigma)\) and thus, by the mapping properties of \(A_{t,n}^{\text{ext}}, B_{t,n}^{\text{ext}}: L^2(\Sigma) \to L^2(\Sigma)\) and \(B_{t,n}^{\text{ext}}: L^2(\Sigma) \to L^2(\Sigma),\)

\[
C_{t,n}^{2m+1}(\xi,\eta) = 0 \quad \text{for} \quad (\xi,\eta) \in \Gamma_\alpha \times \Gamma_\alpha, \quad m \in \mathbb{Z}_{\geq 0},
\]

as well as, compare (85) below,

\[
C_{t,n}^{2m}(\xi,\eta) = (B_{t,n}^{\text{ext}} A_{t,n}^{\text{ext}})^m(\xi,\eta) = C_{t,n}^{2m}(\eta,\xi) \quad \text{for} \quad (\xi,\eta) \in \Gamma_\alpha \times \Gamma_\alpha, \quad m \in \mathbb{Z}_{\geq 0},
\]

where we used that \(B_{t,n}(\xi,\eta) = B_{t,n}(\eta,\xi)\) for every \((\xi,\eta) \in \Gamma_\alpha \times \Gamma_\beta\) and \(A_{t,n}(\eta,\xi) = A_{t,n}(\xi,\eta)\) for every \((\eta,\xi) \in \Gamma_\beta \times \Gamma_\alpha\), together with the aforementioned conjugation symmetry \(\Gamma_\beta = \Gamma_\alpha\). All together, given that

\[
C_{t,n}^k = \begin{cases} (A_{t,n}^{\text{ext}} A_{t,n}^{\text{ext}})^m A_{t,n}^{\text{ext}} + (B_{t,n}^{\text{ext}} A_{t,n}^{\text{ext}})^m B_{t,n}^{\text{ext}}, & k = 2m + 1 \\ (A_{t,n}^{\text{ext}} B_{t,n}^{\text{ext}})^m + (B_{t,n}^{\text{ext}} A_{t,n}^{\text{ext}})^m, & k = 2m \end{cases},
\]

identities (83) and (84) show that for all \(k \in \mathbb{N}: C_{t,n}^k(\xi,\eta) = C_{t,n}^k(\eta,\xi)\) whenever \((\eta,\xi) \in \Gamma_\alpha \times \Gamma_\alpha\) and thus by a Neumann series argument back in (82),

\[
\int_\Sigma (N_1(\eta) \otimes K_2(\eta))(x,y) \, d\eta = \frac{1}{2\pi} \int_{\Gamma_\beta} \left[ \int_{\Gamma_\alpha} \left( I - \lambda^2 C_{t,n} \right) |L^2(\Sigma)|^{-1}(\eta,\xi) e^\frac{i}{\lambda^2} \psi_n(\xi,2t+2\nu) \, d\xi \right] \left[ \int_{\Gamma_\alpha} \left( I - \lambda^2 C_{t,n} \right) |L^2(\Sigma)|^{-1}(-\xi,-\eta) e^\frac{i}{\lambda^2} \psi_n(\eta,0) \, d\eta \right]
\]

\[
\overset{(57)}{=} \frac{1}{2\pi} \int_{\Gamma_\beta} \left[ \int_{\Gamma_\alpha} \left( M_2(\eta) \otimes L_1(\eta) \right)(x,y) \, d\eta \right] \overset{(79)}{=} \int_\Sigma (N_2(\eta) \otimes K_1(\eta))(y,x) \, d\eta.
\]

This proves (81) after relabelling \(x\) and \(y\). \(\Box\)

Yet another useful result deals with the following \(t \to +\infty\) behavior of the solution (63) to RHP 4.10.

Corollary 4.17. Let \(i,j \in \{1,2\}\) and \(m \in \mathbb{Z}_{\geq 0}\) with \(0 < \Delta < \frac{\pi}{2}\) fixed as indicated in Figure 3. Then

\[
\int_\Sigma N_i(\eta) \otimes K_j(\eta) \eta^m \, d\eta \to 0 \quad \text{and} \quad \int_\Sigma M_i(\eta) \otimes L_j(\eta) \eta^m \, d\eta \to 0
\]

exponentially fast as \(t \to +\infty\) in operator norm on \(\mathcal{H}_1\).

\[\text{Proof.}\] We only focus on the first limit in (86), the second one follows by analogous logic. To this end we now show that \(A_{t,n}^{\text{ext}} \to 0\) exponentially fast as \(t \to +\infty\) in operator and trace norm on \(L^2(\Sigma)\). Indeed, from the proof of Lemma 4.2, for the trace norm,

\[
\|A_{t,n}^{\text{ext}}\|_1 \leq \|A_{t,n,1}^{\text{ext}}\|_2 \leq \|A_{t,n,2}^{\text{ext}}\|_2 \leq e^{-2t\Delta}, \quad c = c(n,\Delta) > 0,
\]

uniformly in \(t \in \mathbb{R}\). Hence, since the operator norm on \(L^2(\Sigma)\) is dominated by the trace norm, we have likewise \(\|A_{t,n}\| \leq e^{-2t\Delta}\) with \(c = c(n,\Delta) > 0\) uniformly in \(t \in \mathbb{R}\). This shows by the Neumann series that for any \((\lambda,\eta) \in \mathbb{D}_1(0) \times \mathbb{N}\) and \(0 < \Delta < \frac{\pi}{2}\) we can find \(t_0 = t_0(n,\lambda,\Delta) > 0\) and \(c = c(n,\Delta) > 0\) such that

\[
\| (I - \lambda^2 C_{t,n})^{-1} - I - \lambda^2 C_{t,n} \| \leq c e^{-2t\Delta} \quad \forall t \geq t_0
\]

(87)
in operator norm on $L^2(\Sigma)$, compare (85). Equipped with (87) we now return to (64) and derive the following improvement of (65), for any $(\lambda, n) \in \mathbb{D}_1(0) \times \mathbb{N}$ and $0 < \Delta < \frac{\pi}{2}$ as well as $x \in \mathbb{R}$,

$$
\|n_i(\cdot|x) - m_i(\cdot|x) - \lambda^\frac{1}{2} C_{t,n}^i m_i(\cdot|x)\|_{L^2(\Sigma)} \leq ce^{-2t\Delta} \|m_i(\cdot|x)\|_{L^2(\Sigma)} \quad \forall t \geq t_0, \quad i \in \{1, 2\},
$$

with $c = c(n, \Delta) > 0$. Consequently, by triangle inequality,

$$
\int_{\mathbb{R}} \|n_i(\cdot|x)\|_{L^2(\Sigma)}^2 d\sigma(x) \leq \left(1 + ce^{-2t\Delta}\right) \int_{\mathbb{R}} \|m_i(\cdot|x)\|_{L^2(\Sigma)}^2 d\sigma(x), \tag{88}
$$

where we used

$$
\|C_{t,n}^i m_1(\cdot|x)\|_{L^2(\Sigma)}^2 \leq ce^{-2\Delta(t+x)}, \quad \|C_{t,n}^i m_2(\cdot|x)\|_{L^2(\Sigma)}^2 \leq ce^{-4\Delta t}, \quad c = c(n, \Delta) > 0,
$$

uniformly in $(t, x) \in \mathbb{R}^2$. This allows us to prove (86) as follows: first, by Cauchy-Schwarz inequality (once on $H_1$ and once on $L^2(\Sigma)$), Fubini’s theorem and with the shorthand $T_{ij}^m := \int_{\Sigma} N_i(\eta) \otimes K_j(\eta) \eta^m d\eta$, for any $f \in H_1$,

$$
|\langle T_{ij}^m, f \rangle | = \left| \int_{\mathbb{R}} \left( \int_{\Sigma} n_i(\eta|x) k_j(\eta|y) \eta^m d\eta \right) f(y) d\sigma(y) \right| \leq \int_{\mathbb{R}} \int_{\Sigma} n_i(\eta|x) \eta^m \left( \int_{\mathbb{R}} k_j(\eta|y) f(y) d\sigma(y) \right) |d\eta| \leq \int_{\mathbb{R}} \int_{\Sigma} n_i(\eta|x) \eta^m |d\eta| \int_{\mathbb{R}} \int_{\Sigma} k_j(\eta|y) \eta^m |d\sigma(y)| |f| |d\eta|,
$$

so that in operator norm on $H_1$,

$$
|\langle T_{ij}^m, f \rangle |^2 \leq \left( \int_{\mathbb{R}} \int_{\Sigma} n_i(\eta|x) \eta^m |d\sigma(x)| \right) \left( \int_{\mathbb{R}} \int_{\Sigma} k_j(\eta|y) \eta^m |d\sigma(y)| |d\eta| \right). \tag{89}
$$

Second, using (57), for any $n \in \mathbb{N}$ and $0 < \Delta < \frac{\pi}{2}$ there exists $c = c(n, \Delta) > 0$ such that

$$
\|m_1(\cdot|x)\|_{L^2(\Sigma)}^2 \leq ce^{-2\Delta(t+x)}, \quad \|m_2(\cdot|x)\|_{L^2(\Sigma)}^2 \leq c, \quad \|k_1(\cdot|y)\|_{L^2(\Sigma)}^2 \leq ce^{-2\Delta(t+y)}, \quad \|k_2(\cdot|y)\|_{L^2(\Sigma)}^2 \leq c
$$

hold true for all $(x, y, t) \in \mathbb{R}^3$. Moreover, for any fixed $m \in \mathbb{Z}_{\geq 0}$ there exists $\hat{c} = \hat{c}(n, \Delta, m) > 0$ such that

$$
\int_{\Sigma} \int_{\Sigma} |k_1(\eta|y)\eta^m|^2 |d\eta| \leq \hat{c} e^{-2\Delta(t+y)}, \quad \int_{\Sigma} \int_{\Sigma} |k_2(\eta|y)\eta^m|^2 |d\eta| \leq \hat{c}
$$

uniformly in $(y, t) \in \mathbb{R}^2$. Hence, combining (89) with (88) and using the last six estimates we immediately establish $T_{ij}^m \to 0$ exponentially fast in operator norm on $H_1$ as $t \to +\infty$ in view of (13), provided $i, j \in \{1, 2\}$ but $(i, j) \neq (2, 2)$. Lastly, if $i = j = 2$, then

$$
T_{22}^{(64)} = \int_{\Sigma} M_2(\eta) \otimes K_2(\eta) \eta^m d\eta + \lambda^\frac{1}{2} C_{t,n}^2 \int_{\Sigma} M_2(\eta) \otimes K_2(\eta) \eta^m d\eta + \lambda(C_{t,n}^2)^2 \int_{\Sigma} N_2(\eta) \otimes K_2(\eta) \eta^m d\eta \tag{90}
$$

where we used $(I - \lambda^\frac{1}{2} C_{t,n}^2)^{-1} = I + \lambda^\frac{1}{2} C_{t,n}^2 + \lambda(C_{t,n}^2)^2(I - \lambda^\frac{1}{2} C_{t,n}^2)^{-1}$. The first summand in (90) vanishes identically by (57) since $\Gamma_\alpha$ and $\Gamma_\beta$ are disjoint so we only need to control the following $H_1$ operator norms

$$
\left| \langle C_{t,n}^i \int_{\Sigma} M_2(\eta) \otimes K_2(\eta) \eta^m d\eta \rangle \right| \leq \left( \int_{\mathbb{R}} \left| C_{t,n}^i m_2(\cdot|x) \right|_{L^2(\Sigma)}^2 d\sigma(x) \right) \left( \int_{\mathbb{R}} \int_{\Sigma} \left| k_2(\eta|y) \eta^m \right|^2 |d\sigma(y)| |d\eta| \right)
$$

and

$$
\left| \langle (C_{t,n}^2)^2 \int_{\Sigma} N_2(\eta) \otimes K_2(\eta) \eta^m d\eta \rangle \right| \leq \left| \langle (C_{t,n}^2)^2 \right| \left( \int_{\mathbb{R}} \left| n_2(\cdot|x) \right|_{L^2(\Sigma)}^2 d\sigma(x) \right) \left( \int_{\mathbb{R}} \int_{\Sigma} \left| k_2(\eta|y) \eta^m \right|^2 |d\sigma(y)| |d\eta| \right)
$$

also with $\hat{c} = \hat{c}(n, \Delta, m) > 0$. Combined in (90), this proves the exponentially fast convergence of $T_{22}^m$ to the zero operator on $H_1$ in operator norm. Our proof of (86) is now completed.

Corollaries 4.14, 4.15, 4.17 and Lemma 4.16 conclude the content of this section on the $\mathcal{I}(H_2)$-valued RHP 4.10. We will now use this problem in the proof of Theorem 1.2.

---

\*\*We have $\|C_{t,n}^k\|_1 \to 0$ as $t \to +\infty$ for all $k \in \mathbb{Z}_{\geq 2}$ but not for $k = 1$ since $\|B_{n}^\text{ext}\|_1 \to 0$ as $t \to +\infty$.\*\*
5. The integro-differential Painlevé-II hierarchy - proof of Theorem 1.2, part 1

In order to arrive at the integro-differential dynamical system (17) we will first derive a certain operator-valued Lax pair from RHP 4.10, see Proposition 5.1 and equation (99) below. This approach follows the methodology in [11, Section 9.3] and plays out as follows. First, we view the multiplication operators $M_i(\zeta)$ and $N_i(\zeta)$, see (57) and (64), as integral operators on $\mathcal{H}_1$ with distributional kernels. In detail, we replace

\[ m_i(\zeta|x) \mapsto m_i(\zeta|x, y) := m_i(\zeta|x)\delta(x - y)(w'(y))^{-1}, \]
\[ n_i(\zeta|x) \mapsto n_i(\zeta|x, y) := n_i(\zeta|x)\delta(x - y)(w'(y))^{-1}, \]

with $(x, y) \in \mathbb{R}$ and where, by definition,

\[ \int_{-\infty}^{\infty} \delta(x - y)(w'(y))^{-1}f(y)\,d\sigma(y) := f(x), \quad f \in \mathcal{H}_1. \]

Then, differentiating (57), we find the kernel identity (recall the definition of $M(\zeta)$ in Corollary 4.14)

\[
\frac{\partial}{\partial \zeta} M(\zeta|x, y) = \begin{bmatrix} -i(\frac{1}{2} \zeta^{2n} + t + x) & 0 \\ 0 & \frac{1}{2} \zeta^{2n} \end{bmatrix} M(\zeta|x, y), \quad (\zeta, x, y) \in \Sigma \times \mathbb{R}^2,
\]

or equivalently the operator identity

\[
\frac{\partial}{\partial \zeta} M(\zeta) = (\zeta^{2n} A_0 + \hat{A}_{2n}) M(\zeta), \quad \zeta \in \Sigma,
\]

where the operators $A_0, \hat{A}_{2n} : \mathcal{H}_2 \to \mathcal{H}_2$ are $\zeta$-independent and have kernels

\[
A_0(x, y) := \delta(x - y) \begin{bmatrix} -i & 0 \\ 0 & 1 \end{bmatrix} (w'(y))^{-1}, \quad \hat{A}_{2n}(x, y) := \delta(x - y) \begin{bmatrix} -i(t + x) & 0 \\ 0 & 0 \end{bmatrix} (w'(y))^{-1}.
\]

Similarly,

\[
\frac{\partial}{\partial t} M(\zeta) = (\zeta B_0) M(\zeta), \quad \zeta \in \Sigma,
\]

where $B_0 : \mathcal{H}_2 \to \mathcal{H}_2$ has kernel

\[
B_0(x, y) := \delta(x - y) \begin{bmatrix} -i & 0 \\ 0 & 0 \end{bmatrix} (w'(y))^{-1}.
\]

At this point we return to (72).

**Proposition 5.1.** There exist $(t, \lambda, n)$-dependent, analytic in $\zeta \in \mathbb{C}$ integral operators $A(\zeta), B(\zeta)$ on $\mathcal{H}_2$ such that for every $\zeta \in \Sigma$ and $(t, \lambda, n) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N},$

\[
\frac{\partial N}{\partial \zeta}(\zeta) = A(\zeta)N(\zeta), \quad \frac{\partial N}{\partial t}(\zeta) = B(\zeta)N(\zeta).
\]

**Proof.** We $\zeta$-differentiate the first identity in (72) using (91),

\[
\frac{\partial N}{\partial \zeta}(\zeta) = \underbrace{\left[ \frac{\partial X}{\partial \zeta}(\zeta)(X(\zeta))^{-1} + X(\zeta)(\zeta^{2n} A_0 + \hat{A}_{2n})(X(\zeta))^{-1} \right]}_{= A(\zeta)} N(\zeta).
\]

Here, $A(\zeta)$ is an integral operator on $\mathcal{H}_2$ by Theorem 4.13, Corollary 4.14, and $A(\zeta)$ is analytic for $\zeta \in \mathbb{C} \setminus \Sigma$ with continuous boundary values $A_+ (\zeta)$ on $\Sigma$ by the same reasoning. Recalling (59) we then compute on $\Sigma,$

\[
A_+(\zeta) = \left[ \frac{\partial X_+}{\partial \zeta}(\zeta)G(\zeta) + X_- (\zeta) \frac{\partial G}{\partial \zeta}(\zeta) \right] (G(\zeta))^{-1} (X_- (\zeta))^{-1}
\]
\[
+ X_- (\zeta)G(\zeta)(\zeta^{2n} A_0 + \hat{A}_{2n})(G(\zeta))^{-1} (X_- (\zeta))^{-1},
\]

and with (59),(92) derive for $\zeta \in \Sigma,$

\[
\frac{\partial G}{\partial \zeta}(\zeta|x, y) = \int_{-\infty}^{\infty} \left\{ (\zeta^{2n} A_0(x, z) + \hat{A}_{2n}(x, z)) G_0(\zeta|z, y) - G_0(\zeta|x, z) (\zeta^{2n} A_0(z, y) + \hat{A}_{2n}(z, y)) \right\} d\sigma(z).
\]
Here we abbreviate, as in the proof of Lemma 4.12, \( G(\zeta) = I_2 + G_0(\zeta) \) and note that the last kernel identity is equivalent to the operator commutator identity
\[
\frac{\partial G(\zeta)}{\partial \zeta} = [\zeta^{2n}A_0 + \hat{A}_{2n}, G(\zeta)] \in \mathcal{I}(H_2), \quad \zeta \in \Sigma.
\]  
(96)

Inserting (96) into (95) we find at once
\[
A_+(\zeta) = \frac{\partial X}{\partial \zeta}(\zeta)(X_-(\zeta))^{-1} + X_-(\zeta)(\zeta^{2n}A_0 + \hat{A}_{2n})(X_-(\zeta))^{-1} = A_-(\zeta), \quad \zeta \in \Sigma,
\]
i.e. \( A(\zeta) \) extends analytically across \( \Sigma \). In turn, \( A(\zeta) \) is analytic for every \( \zeta \in \mathbb{C} \) given that \((x,y) \mapsto A(\zeta|x,y)\) is in \( L^2(\mathbb{R}^2, dx \otimes ds; \mathbb{C}^{2 \times 2}) \) for every \( \zeta \in \mathbb{C} \) by construction. This proves our first identity and the reasoning for the second one is analogous: first differentiate (72) using (93),
\[
\frac{\partial N}{\partial t}(\zeta) = \left[ \left( \frac{\partial X}{\partial t}(\zeta)(X(\zeta))^{-1} + X(\zeta)(\zeta^{2n}A_0 + \hat{A}_{2n})(X(\zeta))^{-1} \right) \right] N(\zeta).
\]
(97)

Since \( B(\zeta) \) is an integral operator on \( H_2 \) and \( B(\zeta) \) is analytic for \( \zeta \in \mathbb{C} \setminus \Sigma \) with continuous boundary values \( B_\pm(\zeta) \) on \( \Sigma \), compare Theorem 4.13 and Corollary 4.14, we simply compute for \( \zeta \in \Sigma \)
\[
B_+(\zeta) = \left[ \frac{\partial X}{\partial t}G(\zeta) + X_-(\zeta)\frac{\partial G}{\partial t}(\zeta) \right] (G(\zeta))^{-1}(X_-(\zeta))^{-1} + X_-(\zeta)G(\zeta)(\zeta B_0)(G(\zeta))^{-1}(X_-(\zeta))^{-1}.
\]
(98)

But from (59), (94),
\[
\frac{\partial B}{\partial t}(\zeta|x,y) = \int_{-\infty}^{\infty} \left\{ (\zeta B_0(x,z))G_0(\zeta|z,y) - G_0(\zeta|x,z)(\zeta B_0(z,y)) \right\} \, d\sigma(z),
\]
leading to the following replacement of (96)
\[
\frac{\partial B}{\partial t}(\zeta) = [\zeta B_0, G(\zeta)] \in \mathcal{I}(H_2), \quad \zeta \in \Sigma.
\]

Once substituted back into (98) we find at once \( B_+(\zeta) = B_-(\zeta) \) for \( \zeta \in \Sigma \), i.e. \( B(\zeta) \) is analytic for \( \zeta \in \mathbb{C} \). This concludes our proof. \( \square \)

In our next step we will express the coefficient operators \( A(\zeta), B(\zeta) \) introduced in Proposition 5.1 to some extent in terms of the solution of RHP 4.10.

**Proposition 5.2.** We have
\[
B(\zeta) = \zeta B_0 + B_1, \quad A(\zeta) = \zeta^{2n}A_0 + \sum_{k=1}^{2n} A_k \zeta^{2n-k} + \hat{A}_{2n},
\]
(99)
where \( B_j : H_2 \to H_2 \) are the \( \zeta \)-independent integral operators with kernels written in (94) and (101) below. Likewise, \( A_j : H_2 \to H_2 \) are \( \zeta \)-independent, the kernels of \( A_0 \) and \( \hat{A}_{2n} \) are written in (92) and the entries of \( A_k \) are polynomials in \( \int_\Sigma N_i(\eta) \otimes K_j(\eta) \eta^m \, d\eta \) and \( \int_\Sigma M_i(\eta) \otimes L_j(\eta) \eta^m \, d\eta \) with \( m \in \mathbb{Z}_{\geq 0}, i,j \in \{1,2\} \).

**Proof.** Return to (63) and (70), write \( \frac{1}{\eta - \zeta} = -\frac{1}{\zeta} \sum_{k=0}^{2n} \left( \frac{2}{\xi} \right)^k + \frac{2n}{\zeta^2(\xi - \eta)} \) for \( \zeta \neq \eta \) and derive
\[
X(\zeta) = I_2 - \lambda^2 \sum_{k=1}^{2n} \frac{1}{\xi} \int_\Sigma \left[ N_1(\eta) \otimes K_1(\eta) N_1(\eta) \otimes K_2(\eta) N_2(\eta) \otimes K_1(\eta) N_2(\eta) \otimes K_2(\eta) \right] \eta^{k-1} \, d\eta + X_{\text{asy}}(\zeta), \quad \zeta \neq \Sigma,
\]
where \( X_{\text{asy}}(\zeta) \in \mathcal{I}(H_2) \) and there exists \( c = c(n,t) > 0 \) such that for \( \zeta \in \mathbb{C} \setminus \Sigma \),
\[
\|X_{\text{asy}}(\zeta|x,y)\| \leq \frac{c}{1 + |\zeta|^{2n+1}} \Delta^{-\frac{n}{2}} \Delta^{\frac{n}{4} + \frac{1}{2}} \Delta^{2n} e^{\Delta(|x| + |y| + |t|)}
\]
(100)
uniformly in \((x,y) \in \mathbb{R}^2 \) and \( \lambda \in \mathbb{D}_1(0) \). Similarly from (70),
\[
(X(\zeta))^{-1} = I_2 + \lambda^2 \sum_{k=1}^{2n} \frac{1}{\xi} \int_\Sigma \left[ M_1(\eta) \otimes L_1(\eta) M_1(\eta) \otimes L_2(\eta) M_2(\eta) \otimes L_1(\eta) M_2(\eta) \otimes L_2(\eta) \right] \eta^{k-1} \, d\eta + X^{-1}_{\text{asy}}(\zeta), \quad \zeta \neq \Sigma,
\]
where \( X_{\text{asy}}^{-1}(\zeta) \in \mathcal{I}(\mathcal{H}_2) \) also satisfies (100). At this point we first return to the defining equation of \( B(\zeta) \) in (97) and apply Liouville’s theorem combined with Corollary 4.15,

\[
B(\zeta) = \zeta B_0 + B_1, \quad \zeta \in \mathbb{C},
\]

where \( B_1 \) is the integral operator on \( \mathcal{H}_2 \) with kernel \( B_1(x, y) = [B^j_i(x, y)]_{i,j=1}^2 \) and

\[
B_1^{11}(x, y) = B_1^{22}(x, y) = 0, \quad B_1^{12}(x, y) = -iU(x, y), \quad B_1^{21}(x, y) = iV(x, y),
\]

where we use the shorthand \( U(x, y) \) and \( V(x, y) \) for the kernels of \( U := \lambda \frac{d}{d\eta} N_1(\eta) \otimes K_2(\eta) d\eta \) and \( V := \lambda \frac{d}{d\eta} N_2(\eta) \otimes K_1(\eta) d\eta \). Next, by similar logic,

\[
A(\zeta) = \zeta^{2n} A_0 + \sum_{k=1}^{2n} A_k \zeta^{2n-k} + \hat{A}_{2n}, \quad \zeta \in \mathbb{C},
\]

obtained from inserting the above representations for \( X(\zeta) \) and \( (X(\zeta))^{-1} \) into the defining equation for \( A(\zeta) \) and applying Liouville’s theorem. This concludes the proof of (99).

Before moving on and before we employ (99) in the operator-valued Lax pair

\[
\frac{\partial N}{\partial \zeta}(\zeta) = A(\zeta) N(\zeta), \quad \frac{\partial N}{\partial t}(\zeta) = B(\zeta) N(\zeta),
\]

we first record the following connection formula.

**Lemma 5.3.** For every \( (t, \lambda, n) \in \mathbb{R} \times \mathbb{D}(0) \times \mathbb{N} \),

\[
\frac{\partial}{\partial t} \ln D_n(t, \lambda) = -i\lambda \frac{1}{2} \text{tr}_{N_1} \int_{\Sigma} N_1(\xi) \otimes K_2(\xi) d\xi,
\]

followed by

\[
\frac{\partial^2}{\partial t^2} \ln D_n(t, \lambda) = -\lambda \text{tr}_{N_1} \int_{\Sigma} \left( N_1(\eta) \otimes K_2(\eta) \right) \left( N_2(\xi) \otimes K_1(\xi) \right) d\eta d\xi.
\]

**Proof:** We begin with

\[
\frac{\partial}{\partial t} \ln D_n(t, \lambda) = \frac{\partial}{\partial t} \ln \det \left( I - \lambda \frac{1}{2} C_{t,n} \right)_{L^2(\Sigma)} = -\lambda \frac{1}{2} \text{tr}_{L^2(\Sigma)} \left[ \left( I - \lambda \frac{1}{2} C_{t,n} \right)^{-1} \frac{\partial}{\partial t} C_{t,n} \right] \]

and compute from (56) the kernel derivative

\[
\frac{\partial}{\partial t} C_{t,n}(\xi, \eta) = \frac{i}{2\pi} \int_{\mathbb{R}} e^{i \frac{1}{2} \left( \psi_n(\xi, \eta; 2t - 2s) - \psi_n(\eta, \xi; 2t - 2s) \right)} \chi_{\Gamma_n}(\xi) \chi_{\Gamma_n}(\eta) d\sigma(z) \]

\[
\overset{(57)=i}{=} i \int_{\mathbb{R}} k_1(\xi, \eta) m_1(\eta, \xi) d\sigma(z).
\]

Hence back in (103),

\[
\frac{\partial}{\partial t} \ln D_n(t, \lambda) = -\lambda \frac{1}{2} \int_{\Sigma} \left( I - \lambda \frac{1}{2} C_{t,n} \right)^{-1}(\eta, \xi) \frac{\partial}{\partial t} C_{t,n}(\xi, \eta) d\eta d\xi
\]

\[
\overset{(64)=i}{=} -i\lambda \frac{1}{2} \int_{\mathbb{R}} \int_{\Sigma} \left( N_1(\xi) \otimes K_1(\xi) \right)(z, \eta) d\sigma(z) = -i\lambda \frac{1}{2} \text{tr}_{N_1} \int_{\Sigma} N_1(\xi) \otimes K_1(\xi) d\xi,
\]

as claimed in the first identity. For the second identity we revisit our proof of Proposition 5.2 and explicitly compute the \( O(\zeta^{-1}) \) correction when inserting the asymptotic representations of \( X(\zeta) \) and \( (X(\zeta))^{-1} \) into the defining equation of \( B(\zeta) \) in (97). The same \( O(\zeta^{-1}) \) correction has to vanish identically by Liouville’s theorem and this yields the operator commutator identity

\[
[X_1] = [B_0, X_2] = X_1[B_0, X_1], \quad X_k := \int_{\Sigma} \left[ M_1(\eta) \otimes L_1(\eta) \right] M_2(\eta) \otimes L_2(\eta) \eta^{k-1} d\eta,
\]

where \( B_0 \) is written in (94). Reading the last identity entry wise and using (79), (80) yields in particular

\[
\frac{\partial}{\partial t} \left( \lambda^2 \int_{\Sigma} N_1(\xi) \otimes K_1(\xi) d\xi \right) = -i\lambda \int_{\Sigma} \left( N_1(\eta) \otimes K_2(\eta) \right) \left( N_2(\xi) \otimes K_1(\xi) \right) d\eta d\xi,
\]

and therefore the second identity when applying the first. \( \square \)

\[\text{[Please note that } X_{\text{asy}}^{-1} \text{ is not the inverse of } X_{\text{asy}}, \text{ as the notation might suggest.}\]
At this point we use our Lax pair (102),(99) and write out its compatibility condition

\[ A(\zeta)B(\zeta) - B(\zeta)A(\zeta) = \frac{\partial B}{\partial \zeta}(\zeta) - \frac{\partial A}{\partial \zeta}(\zeta), \quad \zeta \in \mathbb{C}, \]  

(104)

keeping in mind that the entries of \( A(\zeta) \) and \( B(\zeta) \) are integral operators which in general do not commute.

**Lemma 5.4.** Recall \( U,V : \mathcal{H}_1 \to \mathcal{H}_1 \) in (101) and introduce the integral operator \( M_t : \mathcal{H}_1 \to \mathcal{H}_1 \) with distributional kernel \( M_t(x,y) := (t + x)\delta(x - y)(w(y))^{-1} \). Then (104) is equivalent to the operator-valued system (105), (106) and (107) written out below where \( A_k^{(j)} \) are the entries of \( A_k \) in (99).

**Proof.** The polynomial equation (104) yields at once (given that \( B_0 \) and \( A_0 \) as well as \( B_0 \) and \( \hat{A}_{2n} \) commute)

\[ \sum_{k=1}^{2n} \frac{\partial A_k}{\partial t} \zeta^{2n-k} = \left[ B_1, A_{2n} + \hat{A}_{2n} \right] + \sum_{k=0}^{2n-1} \left( \left[ B_0, A_{k+1} \right] + \left[ B_1, A_k \right] \right) \zeta^{2n-k}, \quad \zeta \in \mathbb{C}, \]

and therefore, after matching powers in \( \zeta \), first to order \( O(\zeta^{2n}) \),

\[ A_{11}^1 = -iU, \quad A_{11}^1 = iV, \]

(105)

followed by all orders \( O(\zeta^{2n-k}) \) for \( k = 1, \ldots, 2n-1 \),

\[
\begin{cases}
\frac{\partial A_{11}^{(j)}}{\partial t} = -i(UA_{k+1}^{21} + A_{k+1}^{21}V) + i(UA_{k}^{12} + A_{k}^{12}U), \\
\frac{\partial A_{12}^{(j)}}{\partial t} = i(UA_{k+1}^{22} - A_{k+1}^{22}V) - i(UA_{k}^{11} - A_{k}^{11}U), \\
\frac{\partial A_{21}^{(j)}}{\partial t} = i(VA_{k+1}^{21} + A_{k+1}^{21}U) - i(VA_{k}^{12} + A_{k}^{12}U), \\
\frac{\partial A_{22}^{(j)}}{\partial t} = i(VA_{k+1}^{22} - A_{k+1}^{22}U) + i(VA_{k}^{11} - A_{k}^{11}U),
\end{cases}
\]

(106)

and finally the order \( O(\zeta^0) \),

\[
\begin{cases}
\frac{\partial A_{11}^{(j)}}{\partial t} = -i(UA_{k+1}^{21} + A_{k+1}^{21}V), \\
\frac{\partial A_{12}^{(j)}}{\partial t} = i(UA_{k}^{12} + A_{k}^{12}U), \\
\frac{\partial A_{21}^{(j)}}{\partial t} = i(VA_{k+1}^{21} + A_{k+1}^{21}U), \\
\frac{\partial A_{22}^{(j)}}{\partial t} = i(VA_{k}^{12} + A_{k}^{12}U),
\end{cases}
\]

(107)

This completes our proof of the Lemma. \[\square\]

The system (106),(107) allows us to explicitly integrate the diagonal equations for \( A_{k1}^{1} \) and \( A_{k2}^{2} \) with the help of Corollary 4.17 and Proposition 5.2.

**Lemma 5.5.** We have on \( \mathcal{H}_2 \) for \( k = 1, 2, \ldots, 2n, \)

\[ A_{k1}^{1} = -i \sum_{j=1}^{k-1} (A_{j1}^{1} A_{k-j}^{11} + A_{j2}^{12} A_{k-j}^{21}), \quad \text{and} \quad A_{k2}^{2} = i \sum_{j=1}^{k-1} (A_{j2}^{22} A_{k-j}^{22} + A_{j1}^{21} A_{k-j}^{12}), \]

and thus in particular \( A_{11}^{11} = A_{11}^{22} = 0 \).

**Proof.** Inspired by [47, (18)] we first compute the composition operator \( C(\zeta) = A(\zeta)A(\zeta) \) on \( \mathcal{H}_2 \) from (99),

\[ C(\zeta) = \sum_{k=0}^{4n} \left( \sum_{j=0}^{k} A_j A_{k-j} \right) \zeta^{4n-k} + \sum_{k=0}^{2n} (A_k \hat{A}_{2n} + \hat{A}_{2n} A_k) \zeta^{2n-k} + \hat{A}_{2n} \hat{A}_{2n} = \sum_{k=0}^{4n} C_k \zeta^{4n-k}, \]

(108)

and then use the compatibility constraint (104),

\[ \frac{\partial C}{\partial t}(\zeta) = \{ A(\zeta), B_0 \} + \{ B(\zeta), C(\zeta) \}, \]

(109)

where the curly brackets indicate the anticommutator. Matching powers \( O(\zeta^{4n-k}) \) for \( k = 0, \ldots, 2n-1 \) in (109) while using (108) and (99) yields at once

\[
\begin{cases}
\frac{\partial C_{k1}^{11}}{\partial t} = -i(UC_{k}^{21} + C_{k}^{12}V), \\
\frac{\partial C_{k2}^{12}}{\partial t} = -i(C_{k+1}^{12} + UC_{k}^{22} - C_{k1}^{11}U), \\
\frac{\partial C_{k2}^{22}}{\partial t} = i(VC_{k}^{12} + C_{k}^{21}U), \\
\frac{\partial C_{k1}^{21}}{\partial t} = i(C_{k+1}^{21} + VC_{k}^{11} - C_{k2}^{22}V),
\end{cases}
\]

(110)
and
\[ \frac{\partial C_{j+1}^{12}}{\partial t} = -i(B_0^{11} + UC_{2n}^{21} + C_{2n}^{12} V), \quad \frac{\partial C_{j+1}^{22}}{\partial t} = i(V C_{2n}^{12} + C_{2n}^{21} U), \] (111)
for some of the coefficient operator entries of \( C_k \) with \( k = 0, 1, \ldots, 2n \). In turn, system (110) shows that the operators \( C_k \) are trivial for \( k = 1, \ldots, 2n - 1 \) and
\[ C_{2n}^{12} = C_{2n}^{21} = C_{2n}^{22} = 0. \]
Indeed, using (105),(106) and Corollary 4.17 we find that \( A_{11}^{11} = A_{11}^{22} = 0 \) on \( \mathcal{H}_1 \) and so by direct computation from (108),
\[ C_1 = \sum_{j=0}^{2n} A_j A_{2n-j} \] (92)
\( 0 \) on \( \mathcal{H}_2 \).

Hence, proceeding inductively and assuming \( C_j = 0 \) for all \( j = 1, \ldots, k \) with arbitrary \( k \in \{1, \ldots, 2n - 2\} \) we first use the off-diagonal equations in (110) to conclude that
\[ C_{j+1}^{12} = \frac{\partial C_{j+1}^{12}}{\partial t} - U C_{j+1}^{22} + C_{j+1}^{11} U = 0, \quad C_{j+1}^{21} = \frac{\partial C_{j+1}^{21}}{\partial t} - V C_{j+1}^{11} + C_{j+1}^{22} V = 0, \]
by induction hypothesis. Hence, again by (110), this time through the diagonal equations,
\[ \frac{\partial C_{j+1}^{11}}{\partial t} = -i(U C_{j+1}^{21} + C_{j+1}^{11} V) = 0, \quad \frac{\partial C_{j+1}^{22}}{\partial t} = i(V C_{j+1}^{12} + C_{j+1}^{22} U) = 0, \]
yielding \( C_{j+1}^{11} = C_{j+1}^{22} = 0 \) on \( \mathcal{H}_1 \) by Corollary 4.17 and Proposition 5.2 since \( C_k = \sum_{j=0}^{k} A_j A_{k-j} \) for \( k = 1, \ldots, 2n - 1 \) by (108) vanishes uniformly as \( t \to +\infty \). Moving ahead the proclaimed vanishing of \( C_{2n}^{12}, C_{2n}^{21} \) and \( C_{2n}^{22} \) follows now from the off-diagonal equations in (110) as well as the second equation in (111). We are now prepared to prove the stated formulæ for \( A_{11}^{11} \) and \( A_{22}^{22} \). First, from (108),
\[ C_{2n} = \sum_{j=1}^{2n-1} A_j A_{2n-j} + A_0 (A_{2n} + \hat{A}_{2n}) + (A_{2n} + \hat{A}_{2n}) A_0, \]
so reading off (22)-entries, with the aforementioned fact that \( C_k^{22} = 0 \) for \( k = 1, \ldots, 2n \) and with (92),
\[ 0 = C_k^{22} = \sum_{j=1}^{k-1} (A_j^{22} A_{k-j}^{22} + A_j^{21} A_{k-j}^{12}) + i A_k^{22}, \quad k = 2, \ldots, 2n. \] (112)
Combined with the (22)-equation in (106), identity (105) and again Corollary 4.17, (112) yields the desired equation for \( A_{22}^{22} \), \( k = 1, \ldots, 2n \). By similar logic
\[ 0 = C_k^{11} = \sum_{j=1}^{k-1} (A_j^{11} A_{k-j}^{11} + A_j^{12} A_{k-j}^{22}) - i A_k^{11}, \quad k = 2, \ldots, 2n - 1; \quad \frac{\partial A_k^{11}}{\partial t} = 0 \]
which confirms the stated equation for \( A_{11}^{11} \) provided \( k = 1, \ldots, 2n - 1 \) after another application of Corollary 4.17. The \( A_{2n}^{11} \) formula has to be treated slightly different since by (111), after our above workings,
\[ \frac{\partial C_{2n}^{11}}{\partial t} = -i B_0^{11}, \]
and in addition
\[ C_{2n}^{11} = \sum_{j=1}^{2n-1} (A_j^{11} A_{2n-j}^{11} + A_j^{12} A_{2n-j}^{21}) - i A_{2n}^{11} - i A_{2n}^{11}. \]
However \( \frac{\partial}{\partial t} \hat{A}_{2n}^{11} = B_0^{11} \), so the last two identities yield
\[ 0 = \frac{\partial}{\partial t} \left[ \sum_{j=1}^{2n-1} (A_j^{11} A_{2n-j}^{11} + A_j^{12} A_{2n-j}^{21}) - i A_{2n}^{11} \right] \]
and hence after \( t \)-integration and an application of Corollary 4.17 indeed the stated identity for \( A_{2n}^{11} \). This concludes our proof of the Lemma.

Observe that Lemma 5.4 and 5.5 allow us to express all operators \( A_k, k = 1, \ldots, 2n \) in (99) in terms of \( U, V \) given in (101) and their \( t \)-derivatives. Indeed we have derived the following recursive recipe

**Corollary 5.6.** On \( \mathcal{H}_2 \),

\[
A_1 = \begin{bmatrix} 0 & -iU \\ iV & 0 \end{bmatrix}, \quad A_{k+1} = \begin{bmatrix} A_{k+1}^{11} & A_{k+1}^{12} \\ A_{k+1}^{21} & A_{k+1}^{22} \end{bmatrix}, \quad k = 1, \ldots, 2n - 1,
\]

where

\[
\begin{aligned}
A_{k+1}^{12} &= i \frac{\partial A_{k+1}^{12}}{\partial t} - U A_{k+1}^{22} + A_{k+1}^{11} V \\
A_{k+1}^{21} &= -i \frac{\partial A_{k+1}^{21}}{\partial t} - V A_{k+1}^{11} + A_{k+1}^{22} V
\end{aligned}
\]

\[
A_{k+1}^{11} = -i \sum_{j=1}^{k} (A_{j+1}^{11} A_{k+1-j}^{11} + A_{j+1}^{12} A_{k+1-j}^{21})
\]

\[
A_{k+1}^{22} = i \sum_{j=1}^{k} (A_{j+1}^{22} A_{k+1-j}^{11} + A_{j+1}^{21} A_{k+1-j}^{21})
\]

Moreover,

\[
\frac{\partial A_{2n}^{12}}{\partial t} = -i(U A_{2n}^{22} - A_{2n}^{11} U + iM_t U), \quad \frac{\partial A_{2n}^{21}}{\partial t} = i(V A_{2n}^{11} - A_{2n}^{22} V - iV M_t),
\]

and (107),(113),(114),(115) combined together yield the following \((2n)\)-th order coupled, operator-valued system for \( U \) and \( V \),

\[
\mathcal{D}^{2n} \begin{bmatrix} -iU \\ iV \end{bmatrix} = \begin{bmatrix} iM_t U \\ -iV M_t \end{bmatrix}, \quad \mathcal{D} \begin{bmatrix} A_k^{12} \\ A_k^{21} \end{bmatrix} = \begin{bmatrix} i^2 \frac{\partial}{\partial t} - iU D_t^{-1}(VA + BU) - iD_t^{-1}(UB + AV)U \\ -i\frac{\partial}{\partial t} + iVD_t^{-1}(UB + AV) + iD_t^{-1}(VA + BU)V \end{bmatrix}
\]

where \( \mathcal{D} \) acts entrywise on operators \( A \) and \( B \) on \( \mathcal{H}_1 \) and \( D_t^{-1} \) denotes the formal \( t \)-antiderivative.

**Proof.** By (106) and (114),

\[
\mathcal{D} \begin{bmatrix} A_k^{12} \\ A_k^{21} \end{bmatrix} = \begin{bmatrix} A_{k+1}^{12} \\ A_{k+1}^{21} \end{bmatrix}, \quad k = 1, \ldots, 2n - 1
\]

since \( D_t^{-1}(VA_k^{12} + A_k^{11} U) = -iA_k^{12} \) and \( D_t^{-1}(UA_k^{21} + A_k^{22} V) = iA_k^{11} \). Likewise, by (115) and (107),

\[
\mathcal{D} \begin{bmatrix} A_{2n}^{12} \\ A_{2n}^{21} \end{bmatrix} = \begin{bmatrix} iM_t U \\ -iV M_t \end{bmatrix},
\]

where we use \( D_t^{-1}(VA_{2n}^{12} + A_{2n}^{11} U) = -iA_{2n}^{12} \) and \( D_t^{-1}(UA_{2n}^{21} + A_{2n}^{22} V) = iA_{2n}^{11} \). Hence, iterating (117),(118) with the initial data (113) we arrive at the desired system (116). Moreover, because of the equations (114), by iteration the left hand side of (117) and (118) are polynomials in \( U, V \) and their \( t \)-derivatives, and so is the left hand side of the system (116).

The operator-valued ODE system (116) for \( U \) and \( V \) naturally encodes the desired integro-differential Painlevé-II hierarchy (17). This final step in our proof of Theorem 1.2 is worked out in Section 6 below.

### 6. The integro-differential Painlevé-II hierarchy - proof of Theorem 1.2, part 2

We will now evaluate system (116) for the underlying kernels which will lead us to (17). First, we collect the following crucial symmetry constraints.

**Lemma 6.1.** Let \( k \in \{1, \ldots, 2n\} \), then \( A_k^{12}(x, y) \) and \( A_k^{21}(y, x) \) are \( y \)-independent and we have

\[
A_k^{12}(x, y) = (-1)^k A_k^{21}(y, x), \quad (x, y) \in \mathbb{R}^2.
\]

**Proof.** We have \( A_k^{12}(x, y) = -iU(x, y) \) and \( A_k^{21}(y, x) = iV(y, x) \) by (113). Using Lemma 4.16, we thus obtain (119) for \( k = 1 \) and since

\[
U(x, y) = \lambda^2 \int_{\Sigma} n_1(\eta|x)k_2(\eta|y) \, d\eta,
\]
the $y$-dependence of $A_{12}^{12}(x,y)$ follows from (57). But $U(x,y) = V(y,x)$, so the $y$-dependence of $A_{12}^{12}(y,x)$ follows similarly. Proceeding inductively, we assume that the claims have been proven for $k \in \{1, \ldots, m\}$ and some $1 \leq m \leq 2n - 1$. Since by (117),

$$A_{k+1}^{12}(x,y) = i \frac{\partial A_{k}^{12}(x,y)}{\partial t} - i \int_{\mathbb{R}} U(x,z) \int_{\mathbb{R}} (V(z,w)A_{k}^{12}(w,y) + A_{k}^{21}(z,w)U(w,y))d\sigma(w)dt \, d\sigma(z)$$

we see that $A_{k+1}^{12}(x,y) = -i \frac{\partial A_{k}^{12}(x,y)}{\partial t}$, which implies that $A_{k+1}^{12}(x,y)$ is $y$-independent by the induction hypothesis and base case. Moreover, using explicitly the induction hypothesis in the form $A_{k}^{12}(x,y) = (-1)^k A_{k}^{21}(y,x)$, we obtain

$$A_{k+1}^{12}(x,y) = (-1)^{k+1} \left[ -i \frac{\partial A_{k}^{21}(x,y)}{\partial t} + i \int_{\mathbb{R}} U(x,z) \int_{\mathbb{R}} (V(z,w)A_{k}^{21}(y,w) + A_{k}^{12}(w,z)U(w,y)) \times \right. \right.$$

$$\times \frac{\partial \sigma(w)dt}{\partial \sigma(z)} + i \int_{\mathbb{R}} U(x,z) \int_{\mathbb{R}} (V(z,w)A_{k}^{12}(w,z) + A_{k}^{21}(z,w)V(z,w))U(w,y) \frac{\partial \sigma(z)}{\partial \sigma(w)}dt \right]$$

On the other hand, (117) also says

$$A_{k+1}^{21}(x,y) = -i \frac{\partial A_{k}^{21}(x,y)}{\partial t} + i \int_{\mathbb{R}} V(x,z) \int_{\mathbb{R}} (U(z,w)A_{k}^{21}(w,y) + A_{k}^{12}(z,w)V(w,y))d\sigma(w)dt \, d\sigma(z)$$

and thus $A_{k+1}^{21}(x,y)$ is $x$-independent by the induction hypothesis and base case. Finally, relabelling the integration variables $z \leftrightarrow w$ in the last equality and using the induction base case six times in the form $U(x,y) = V(y,x)$ we see at once that with (120),

$$A_{k+1}^{21}(x,y) = (-1)^{k+1} A_{k+1}^{12}(y,x), \quad (x,y) \in \mathbb{R}^2.$$  

This completes our proof. 

\[ \square \]

The conditions laid out in Lemma 6.1 tell us that both equations in (116), when evaluated on the kernel level, lead to the same dynamical system in $t$ which only depends on one additional variable $x$, say - modulo their secondary $(\lambda, n)$-dependence. Indeed, introducing $u(t|x; n, \lambda) \equiv u(t|x) := U(x, n) = U(x, \lambda)$ we have by Lemma 4.14 and 6.1 that $u(t|x) = U(x, y) = V(y, x) = V(x, x)$ for all $(t, x) \in \mathbb{R}^2$. More generally, setting

$$a_k(t|x) := A_{k}^{12}(x,x) = (-1)^k A_{k}^{21}(x,x), \quad k \in \{1, \ldots, 2n\},$$

the recursion (106) for $A_{k}^{12}$ (replacing $A_{k}^{22}$ and $A_{k}^{11}$ with their antiderivative expressions) is equivalent to

$$a_{k+1}(t|x) = \begin{cases} (\mathcal{L}^u_{+} a_k)(t|x), & k \equiv 0 \mod 2 \quad k = 1, 2, \ldots, 2n - 1; \quad a_1(t|x) := -i u(t|x) \end{cases} \quad (122)$$

with the operators $\mathcal{L}^u_{+}[\cdot, \cdot], \{\cdot, \cdot\}$ and the weighted bilinear form $(\cdot, \cdot)$ of Definition 1.1. In deriving (122) we use (119) throughout and recall that $d\sigma$ is a probability measure. Furthermore, next to the $2n - 1$ equations (122), we also find from (107) that

$$- (t + x) a_1(t|x) = (\mathcal{L}^u_{+} a_{2n})(t|x)$$

and thus iteratively, with (122),

$$- (t + x) a_1(t|x) = ((\mathcal{L}^u_{+} \mathcal{L}^u_{-})^n a_1)(t|x) \quad \Rightarrow \quad (t + x) u(t|x) = -((\mathcal{L}^u_{+} \mathcal{L}^u_{-})^n u)(t|x). \quad (123)$$

It now remains to record a representation formula for $D_n(t, \lambda)$ in terms of $u(t|x)$, see (124) below, and its boundary behavior at $t = +\infty$. Once established, the same formula together with (123) and Remark 6.3 completes the proof of Theorem 1.2.
Lemma 6.2. For every \((t, \lambda, n) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N}\),

\[
D_n(t, \lambda) = \exp \left[ -\int_t^\infty (s-t) \left( \int_{\mathbb{R}} u^2(s|x) d\sigma(x) \right) ds \right].
\]

(124)

where \(u(t|x) \equiv u(t|x;n, \lambda)\) solves the dynamical system (123) such that \(u(t|x) \sim \lambda^{\frac{1}{2}} A_{1n}(t + x)\) as \(t \to +\infty\), pointwise in \(x \in \mathbb{R}\).

Proof. By Lemma 5.3,

\[
\frac{\partial^2}{\partial t^2} \ln D_n(t, \lambda) = -\frac{\text{tr} (UV)}{\mathcal{H}_1} - \int_{\mathbb{R}} \int_{\mathbb{R}} U(x, y) V(y, x) d\sigma(x) d\sigma(y) \quad \left( \text{as} \int_{\mathbb{R}} U^2(x, y) d\sigma(x) d\sigma(y) \right)
\]

(57)

given that \(k_2(\zeta|x)\) is \(y\)-independent and \(d\sigma\) a probability measure. However,

\[
u(t|x) = \lambda^{\frac{1}{2}} \int_{\Sigma} n_1(\eta|x) k_2(\eta|x) d\eta \quad \left( \text{as} \int_{\mathbb{R}} \int_{\mathbb{R}} U^2(x, y) d\sigma(x) d\sigma(y) \right)
\]

(57)

so by (41) indeed \(u(t|x) \sim \lambda^{\frac{1}{2}} A_{1n}(t + x)\) as \(t \to +\infty\) once we estimate the two remaining integrals involving \(m_1(\cdot|x)\) as in our proof of Corollary 4.17. All together, (124) follows from (125) after integration since \(u(t|x) \sim \lambda^{\frac{1}{2}} A_{1n}(t + x)\) yields \(\int_{\mathbb{R}} u^2(t|x) d\sigma(x) \to 0\) exponentially fast as \(t \to +\infty\) because of (30) and (13). This completes our proof of the Lemma.

□

Remark 6.3. The smoothness of \(t \mapsto u(t|x; n, \lambda)\) for fixed \((x, \lambda, n) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N}\) follows from the identity

\[
u(t|x) = \lambda \int_{\Sigma} n_1(\eta|x) k_2(\eta|x) d\eta,
\]

from the analyticity of (57) and analyticity of the resolvent, compare (64). Likewise, the unique solvability of the boundary value problem (17) for \((t, x, \lambda, n) \in \mathbb{R}^2 \times \mathbb{D}_1(0) \times \mathbb{N}\) follows from (72) and the fact that RHP 4.10 is uniquely solvable for \((t, \lambda, n) \in \mathbb{R} \times \mathbb{D}_1(0) \times \mathbb{N}\). Indeed, fix a solution \(u = u(t|x)\) of the boundary value problem (17). Now construct \(A_{1n}(y|x)\) and \(A_{21}(y,x)\) according to Lemma 6.1, (121) and (122). Once done, \(B(\zeta)\) in (99) is determined and so a unique global, nontrivial solution of \(\frac{d}{d\zeta} \mathcal{N}(\zeta) = B(\zeta)\mathcal{N}(\zeta)\) exists, uniquely determined by the boundary behavior of \(u = u(t|x)\) as \(t \to +\infty\). On the other hand, consider the right hand side \(X(\zeta)\mathcal{M}(\zeta)\) in (72) and prove, as in Proposition 5.1, that it solves the \(t\)-system in (102). Hence, \(\mathcal{N}(\zeta)\) and \(X(\zeta)\mathcal{M}(\zeta)\) can only differ by a \(\tau\)-independent, operator-valued, multiplier. Consequently, if the initial boundary value problem (17) has several different solutions, we end up with several different \(\mathcal{N}(\zeta) = \mathcal{N}(\zeta, t)\) and this contradicts the proportionality to \(X(\zeta)\mathcal{M}(\zeta)\), which is uniquely determined.

7. The integro-differential mKdV hierarchy - proof of Theorem 1.7

In deriving the integro-differential PDE hierarchy (22) we first take a step back, return to (15) and introduce another parameter \(\tau \in \mathbb{R}_+\). Precisely we consider the Fredholm determinant

\[
D_n(t, \lambda, \tau) := \det(I - \lambda K_{1n}^\tau |_{L^2(\mathbb{R}_+)}) , \quad (t, \lambda, \tau, n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{R}_+ \times \mathbb{N},
\]

(126)

with kernel

\[
K_{1n}^\tau(x, y) := \int_{\mathbb{R}} A_{1n}(x + z + t) A_{1n}(z + y + t) w(\tau z) \, dz,
\]

and weight \(w : \mathbb{R} \to \mathbb{R}_+\) of general type (13). Observe that the Fermi factor (8) yields a standard example of the parametric setup (126) with \(\tau = \alpha\). Given that the \(\tau\)-rescaling does not alter any of the results in Section 2 (in particular (36) still holds after substitution) we then apply the methods of Sections 3 and 4 to (126), en route verifying the below result.
Lemma 7.1. For every \((t, \lambda, \tau, n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{R}_+ \times \mathbb{N}\),

\[
D_n(t, \lambda, \tau) = \det(I - \lambda^{2}C_{t,n}^{\tau} \mid \mathcal{L}_2(\Sigma)),
\]
where \(C_{t,n}^{\tau} : L^2(\Sigma) \to L^2(\Sigma)\) with \(\Sigma = \mathbb{R} \cup \Gamma_{\beta} \cup \Gamma_{\alpha}\) shown in Figure 3 is trace class and has kernel

\[
(\xi - \eta)C_{t,n}^{\tau}(\xi, \eta) := \frac{1}{2\pi} \int_{\mathbb{R}} \left( e^{\frac{i}{2}(\phi_n^\tau(\xi, 2t\tau + 2\gamma) - \phi_n^\tau(\eta, 2t\tau + 2\gamma))} \chi_{\Gamma_{\alpha}}(\xi)\chi_{\Gamma_{\beta}}(\eta) \right. \\
\left. + e^{-\frac{i}{2}(\phi_n^\tau(\xi, 0) - \phi_n^\tau(\eta, 0))} \chi_{\Gamma_{\alpha}}(\xi)\chi_{\Gamma_{\beta}}(\eta) \right) \, d\sigma(\zeta),
\]
defined in terms of \(\phi_n^\tau(\lambda, z) := \frac{z^{2n+1}}{2n+1}\lambda^{2n+1} + z\lambda\).

Proof. Replacing all contours in Section 3 according to the admissible rule \(\Gamma_{\alpha} \mapsto \tau \Gamma_{\alpha}\) and \(\Gamma_{\beta} \mapsto \tau \Gamma_{\beta}\), compare Lemma 2.1, we obtain at once

\[
D_n(t, \lambda, \tau) = \det(I - \lambda^{2}J_{t,n}^{\tau} \mid \mathcal{L}_2(\mathbb{R})), \quad (t, \lambda, \tau, n) \in \mathbb{R} \times \mathbb{C} \times \mathbb{R}_+ \times \mathbb{N},
\]
where \(J_{t,n}^{\tau} := A_{t,n}^{\tau}B_{n} : L^2(\mathbb{R}) \to L^2(\mathbb{R})\) equals the composition of the Hilbert-Schmidt transformations \(A_{t,n}^{\tau} : L^2(\tau \Gamma_{\alpha}) \to L^2(\mathbb{R})\) and \(B_{n} : L^2(\mathbb{R}) \to L^2(\tau \Gamma_{\beta})\) with kernels

\[
A_{t,n}^{\tau}(\alpha, \beta) := \frac{1}{2\pi} e^{\frac{i}{2}\phi_n(\alpha, \tau) - \frac{i}{2}\phi_n(\beta, \tau)} \left[ \int_{\mathbb{R}} e^{i\frac{z}{\alpha - \beta}} \, d\sigma(z) \right], \quad B_{n}(\beta, \gamma) := \frac{1}{2\pi} e^{-\frac{i}{2}\phi_n(\beta, 0) + \frac{i}{2}\phi_n(\gamma, 0)} \beta - \gamma. \quad (127)
\]

Generalizing afterwards Proposition 4.1 to \(J_{t,n}^{\tau} : L^2(\tau \Gamma_{\alpha}) \to L^2(\tau \Gamma_{\alpha})\) with

\[
(J_{t,n}^{\tau})(\xi) := \int_{\tau \Gamma_{\alpha}} J_{t,n}^{\tau}(\xi, \eta)f(\eta) \, d\eta, \quad f \in L^2(\tau \Gamma_{\alpha}),
\]
we then derive the analogue of (50) for (126) in terms of (128). Once done, it then remains to check that the previous extension (52) applies verbatim to our \(\tau\)-dependent setup (replacing again \(\Gamma_{\alpha} \mapsto \tau \Gamma_{\alpha}\) and \(\Gamma_{\beta} \mapsto \tau \Gamma_{\beta}\) throughout) and Lemma 4.3 goes through as well with the sum kernel

\[
(A_{t,n}^{\tau, \text{ext}} + B_{n}^{\text{ext}})(\xi, \eta) = A_{t,n}^{\tau}(\xi, \eta)\chi_{\tau \Gamma_{\alpha}}(\xi)\chi_{\Gamma_{\beta}}(\eta) + B_{n}(\xi, \eta)\chi_{\Gamma_{\alpha}}(\eta)\chi_{\Gamma_{\beta}}(\xi).
\]

Finally, using (127) and a simple rescaling, we obtain the desired determinant equality with the indicated kernel for \(C_{t,n}^{\tau}\) on \(L^2(\Sigma)\). This completes our proof of the Lemma. \(\square\)

We now proceed as in the second part of Section 4 and thus introduce the following operators.

**Definition 7.2.** Let \(M_{t}^{\tau}(\zeta) \otimes K_{j}^{\tau}(\zeta) \in \mathcal{I}(\mathcal{H}_1)\), \(i, j = 1, 2\) denote the \(\Sigma \ni \zeta\)-parametric family of rank one integral operators with kernels

\[
(M_{t}^{\tau}(\zeta) \otimes K_{j}^{\tau}(\zeta))(x, y) := m_{t}^{\tau}(\zeta|x)k_{j}^{\tau}(\zeta|y), \quad x, y \in \mathbb{R},
\]
defined in terms of the \(\Sigma \ni \zeta\)-parametric family of functions

\[
m_{t}^{\tau}(\zeta|x) := \frac{1}{2\pi e^{\frac{i}{2}\phi_n^\tau(\zeta, 2t\tau + 2\gamma)} \chi_{\Gamma_{\alpha}}(\zeta)}, \quad k_{j}^{\tau}(\zeta|y) := \frac{1}{2\pi e^{-\frac{i}{2}\phi_n^\tau(\zeta, 0)} \chi_{\Gamma_{\beta}}(\zeta)},
\]
\[
m_{2}^{\tau}(\zeta|x) := e^{\frac{i}{2}\phi_n^\tau(\zeta, 0)} \chi_{\Gamma_{\alpha}}(\zeta). \quad (129)
\]

In turn, the following \(\tau\)-dependent RHP generalizes RHP 4.10.

**Riemann-Hilbert Problem 7.3.** Given \((t, \lambda, \tau, n) \in \mathbb{R} \times \mathbb{R}_+ \times \mathbb{N}\), find an integral operator \(X_{t}^{\tau}(\zeta) = X_{t}^{\tau}(\zeta; t, \lambda, n)\) such that

1. \(X_{t}^{\tau}(\zeta) = I_2 + X_{0}^{\tau}(\zeta)\) and \(X_{0}^{\tau}(\zeta) \in \mathcal{I}(\mathcal{H}_2)\) with kernel \(X_{0}^{\tau}(\zeta|x, y)\) is analytic in \(\mathbb{C} \setminus \Sigma\).
2. \(X_{t}^{\tau}(\zeta)\) admits continuous boundary values \(X_{0}^{\tau}(\zeta) \in \mathcal{I}(\mathcal{H}_2)\) on \(\Sigma\) which satisfy \(X_{+}^{\tau} = X_{+}^{\tau}(\zeta)G_{+}^{\tau}(\zeta)\) with \(G_{+}^{\tau}(\zeta) = I_2 + X_{0}^{\tau}(\zeta)\) and

\[
G_{+}^{\tau}(\zeta) = I_2 + 2\pi i \lambda^{\frac{1}{2}} \begin{bmatrix} M_{t}^{\tau}(\zeta) \otimes K_{1}^{\tau}(\zeta) & M_{t}^{\tau}(\zeta) \otimes K_{2}^{\tau}(\zeta) \\ M_{2}^{\tau}(\zeta) \otimes K_{1}^{\tau}(\zeta) & M_{2}^{\tau}(\zeta) \otimes K_{2}^{\tau}(\zeta) \end{bmatrix}, \quad \zeta \in \Sigma.
\]
(3) There exists \( c = c(t, n) > 0 \) such that for \( \zeta \in \mathbb{C} \setminus \Sigma \),
\[
\|X^\delta(\zeta|x, y)\| \leq \frac{c}{1 + |\zeta|} \Delta^{-\frac{1}{2}} t^{-\frac{2n+1}{4}} e^{-\frac{c}{t^{n+2}} \Delta(\tau \Delta)^{\frac{1}{2n+1}} e^{(\Delta(|x|+|y|+\tau|t|))}, \quad \Delta = \text{dist}(\Gamma_\alpha, \mathbb{R}) = \text{dist}(\Gamma_\beta, \mathbb{R}) > 0,
\]
uniformly in \((x, y) \in \mathbb{R}^2\) and \((\lambda, \tau) \in \overline{D_1}(0) \times \mathbb{R}_+\).

The last problem is uniquely solvable by the proof methods of Lemma 4.12 and Theorem 4.13, we only summarize the relevant results for our upcoming analysis without repeating the necessary proofs.

**Theorem 7.4.** For every \((t, \lambda, \tau, n) \in \mathbb{R} \times \overline{D_1}(0) \times \mathbb{R}_+ \times \mathbb{N}\), the integral operator
\[
X^\tau(\zeta) = \Pi_2 + \lambda^\tau \int \frac{\eta - \zeta}{\eta} \left[ N_i^\tau(\eta) \otimes K_i^\tau(\eta) \right] \text{d}\eta,
\]
is the unique solution of RHP 7.3, where \( N_i^\tau(\eta) \) are the operators on \( \mathcal{H}_1 \) which multiply by the functions \( n_i^\tau(\eta|x) \) determined through the equation
\[
(I - \lambda^\tau C_{i,n}^\tau | L^i(\Sigma) ) n_i^\tau(\cdot|x) = m_i^\tau(\cdot|x), \quad i = 1, 2,
\]
with \( x \in \mathbb{R} \) and the real adjoint \( C_{i,n}^\tau \) of \( C_{i,n}^\tau \). Moreover,
\[
(X^\tau(\zeta))^{-1} = \Pi_2 - \lambda^\tau \int \frac{\eta - \zeta}{\eta} \left[ K_i^\tau(\eta) \otimes L_i^\tau(\eta) \right] \text{d}\eta,
\]
where \( L_i^\tau(\eta) \) are the integral operators on \( \mathcal{H}_1 \) with kernel \( \ell_i^\tau(\eta|y) \) determined from the equation
\[
(I - \lambda^\tau C_{i,n}^\tau | L^i(\Sigma) ) \ell_i^\tau(\cdot|y) = k_i^\tau(\cdot|y), \quad i = 1, 2, \quad y \in \mathbb{R}.
\]
In addition, we have the representation formula \( N^\tau(\zeta) = X^\tau(\zeta) M^\tau(\zeta), \zeta \in \Sigma \) with the vector-valued operators
\[
N^\tau(\zeta) := \left[ N_1^\tau(\zeta), N_2^\tau(\zeta) \right]^T, \quad M^\tau(\zeta) := \left[ M_1^\tau(\zeta), M_2^\tau(\zeta) \right]^T,
\]
and equations (79), (80), (81), (86) carry over to the \( \tau \)-modified setup with obvious \( \tau \)-superscript modifications.

With Theorem 7.3 at hand we now proceed as in Sections 5 and 6: view \( M_i^\tau(\zeta) \) and \( N_i^\tau(\zeta) \) as integral operators on \( \mathcal{H}_1 \) with appropriate distributional kernels as in the beginning of Section 5 and introduce the following two mKdV variables**
\[
t_1 := \tau t \in \mathbb{R}, \quad t_{2+n} := \frac{\tau^{2+n+1}}{2+n+1} \in \mathbb{R}_+.
\]
(130)
In turn we find
\[
\frac{\partial}{\partial t_{2+n+1}} M^\tau(\zeta|x, y) = \begin{bmatrix}
-\frac{1}{2} & 0 \\
0 & \frac{1}{2\tau^{2+n+1}}
\end{bmatrix} M^\tau(\zeta|x, y), \quad (\zeta, x, y) \in \Sigma \times \mathbb{R}^2,
\]
or equivalently the operator identity
\[
\frac{\partial}{\partial t_{2+n+1}} M(\zeta) = (\zeta^{2+n+1} A_0) M^\tau(\zeta), \quad \zeta \in \Sigma,
\]
(131)
with \( A_0 : \mathcal{H}_2 \to \mathcal{H}_2 \) as in (92). Similarly,
\[
\frac{\partial}{\partial t_1} M(\zeta) = (\zeta B_0) M^\tau(\zeta), \quad \zeta \in \Sigma
\]
(132)
where \( B_0 : \mathcal{H}_2 \to \mathcal{H}_2 \) has the kernel (94). Combining (131) and (132) we deduce the below mKdV equivalent of Proposition 5.1.

**Proposition 7.5.** There exist \((t_1, \lambda, t_{2+n}, n)\)-dependent, analytic in \( \zeta \in \mathbb{C} \) integral operators \( A^\tau(\zeta), B^\tau(\zeta) \) on \( \mathcal{H}_2 \) such that for every \( \zeta \in \Sigma \) and \((t_1, \lambda, t_{2+n}, n) \in \mathbb{R} \times \overline{D_1}(0) \times \mathbb{R}_+ \times \mathbb{N}\),
\[
\frac{\partial N^\tau}{\partial t_{2+n+1}}(\zeta) = A^\tau(\zeta) N^\tau(\zeta), \quad \frac{\partial N^\tau}{\partial t_1}(\zeta) = B^\tau(\zeta) N^\tau(\zeta).
\]
(133)

*We follow the standard mKdV convention in denoting the time variable with \( t_{2+n+1}, \text{cf. [18, (3.3)]} \). The spatial variable in the ordinary mKdV is typically \( x \) but for us \( t_1 \). The variable \( x \) enters in the evaluation of the bilinear form, see Definition 1.6.
Proof. Using the aforementioned representation formula and (131),
\[
\frac{\partial N^\tau}{\partial t_{2n+1}}(\zeta) = \left[ \frac{\partial X^\tau}{\partial t_{2n+1}}(\zeta) (X^\tau(\zeta))^{-1} + X^\tau(\zeta) (\zeta^{2n+1}A_0) (X^\tau(\zeta))^{-1} \right] N^\tau(\zeta),
\]
(134)
where \(A^\tau(\zeta)\) is an integral operator on \(\mathcal{H}_2\) by Theorem 7.3 and \(A^\tau(\zeta)\) is analytic for \(\zeta \in \mathbb{C}\setminus \Sigma\) with continuous boundary values \(A_\pm(\zeta)\) on \(\Sigma\). In fact,
\[
A^\tau_+(\zeta) = \left[ \frac{\partial X^\tau}{\partial t_{2n+1}}(\zeta) G^\tau(\zeta) + \frac{\partial G^\tau}{\partial t_{2n+1}}(\zeta) \right] (G^\tau(\zeta))^{-1} (X^\tau(\zeta))^{-1} + X^\tau(\zeta) (\zeta^{2n+1}A_0) (X^\tau(\zeta))^{-1}, \quad \zeta \in \Sigma,
\]
and through the commutator identity
\[
\frac{\partial G^\tau}{\partial t_{2n+1}}(\zeta) = [\zeta^{2n+1}A_0, G^\tau(\zeta)] \in \mathcal{I}(\mathcal{H}_2), \quad \zeta \in \Sigma,
\]
therefore
\[
A^\tau_+(\zeta) = \frac{\partial X^\tau}{\partial t_{2n+1}}(\zeta) (X^\tau(\zeta))^{-1} + X^\tau(\zeta) (\zeta^{2n+1}A_0) (X^\tau(\zeta))^{-1} = A^\tau_-(\zeta), \quad \zeta \in \Sigma.
\]
This shows that \(A^\tau(\zeta)\) as defined in (134) is analytic for every \(\zeta \in \mathbb{C}\). Quite similar,
\[
\frac{\partial N^\tau}{\partial t_1}(\zeta) = \left[ \frac{\partial X^\tau}{\partial t_1}(\zeta) (X^\tau(\zeta))^{-1} + X^\tau(\zeta) (\zeta B_0) (X^\tau(\zeta))^{-1} \right] N^\tau(\zeta),
\]
(135)
where \(B^\tau(\zeta)\) is also analytic for \(\zeta \in \mathbb{C}\setminus \Sigma\) by Theorem 7.3 with continuous boundary values \(B^\tau_\pm(\zeta)\) on \(\Sigma\) that satisfy
\[
B^\tau_+(\zeta) = \left[ \frac{\partial X^\tau}{\partial t_1}(\zeta) G^\tau(\zeta) + \frac{\partial G^\tau}{\partial t_1}(\zeta) \right] (G^\tau(\zeta))^{-1} (X^\tau(\zeta))^{-1} + X^\tau(\zeta) (\zeta B_0) (G^\tau(\zeta))^{-1} (X^\tau(\zeta))^{-1}, \quad \zeta \in \Sigma.
\]
But in light of the commutator identity
\[
\frac{\partial G^\tau}{\partial t_1}(\zeta) = [\zeta B_0, G^\tau(\zeta)] \in \mathcal{I}(\mathcal{H}_2), \quad \zeta \in \Sigma,
\]
we find
\[
B^\tau_+(\zeta) = \frac{\partial X^\tau}{\partial t_1}(\zeta) (X^\tau(\zeta))^{-1} + X^\tau(\zeta) (\zeta B_0) (X^\tau(\zeta))^{-1} = B^\tau_-(\zeta), \quad \zeta \in \Sigma,
\]
and so the analyticity of \(B(\zeta)\) for \(\zeta \in \mathbb{C}\). This concludes our proof of the Proposition. \(\square\)

In our next move we will explicitly compute \(A^\tau(\zeta)\) and \(B^\tau(\zeta)\) in terms of RHP data (this time RHP 7.3) as previously done in Proposition 5.2 for the \(\tau\)-independent problem.

**Proposition 7.6.** We have
\[
B^\tau(\zeta) = \zeta B_0 + B^\tau_1, \quad A^\tau(\zeta) = \zeta^{2n+1}A_0 + \sum_{k=1}^{2n+1} A_k^\tau \zeta^{2n+1-k}
\]
(136)
where the kernels of \(B_0\) and \(B^\tau_1\) are written in (94) and (137) below. Likewise, the kernel of \(A_0\) appeared in (92) and the entries of \(A^\tau_k\) are polynomials in \(\int_{\Sigma} N^\tau_\eta(\eta) \otimes K^\eta_\eta^m d\eta\) and \(\int_{\Sigma} M^\tau_\eta(\eta) \otimes L^\eta_\eta^m d\eta\) with \(m \in \mathbb{Z}_{\geq 0}\) and \(i, j \in \{1, 2\}\).

**Proof.** Similar to the proof of Proposition 5.2 we use Theorem 7.3 above and conclude at once that
\[
B^\tau_1(x,y) = \begin{bmatrix} 0 & -iU^\tau \\ iV^\tau & 0 \end{bmatrix} (x,y), \quad U^\tau := \lambda^{\frac{1}{2}} \int_{\Sigma} N^\tau_\eta(\eta) \otimes K^\eta_\eta^\tau d\eta, \quad V^\tau := \lambda^{\frac{1}{2}} \int_{\Sigma} N^\tau_\eta(\eta) \otimes K^\eta_\eta^\tau d\eta
\]
(137)
The corresponding expression for \(A^\tau(\zeta)\) requires no further explanation. \(\square\)
Continuing our analysis we now study the compatibility condition
\[ A^\tau(\zeta)B^\tau(\zeta) - B^\tau(\zeta)A^\tau(\zeta) = \frac{\partial B^\tau}{\partial t_{2n+1}}(\zeta) - \frac{\partial A^\tau}{\partial t_1}(\zeta) \quad (138) \]
of system (133),(136).

**Proposition 7.7.** By (136), the constraint (138) is equivalent to the following equations for the coefficients $U^\tau, V^\tau$ and $A^{ij}_k$ with $i, j = 1, 2$,
\[ A^{12}_1 = -iU^\tau, \quad A^{21}_1 = iV^\tau, \quad (139) \]
followed by
\[ \begin{aligned} \frac{\partial A^{11}_k}{\partial t_1} &= -i(U^\tau A^{12}_k + A^{12}_k V^\tau), \quad \frac{\partial A^{12}_k}{\partial t_1} = -i(A^{12}_k + U^\tau A^{22}_k - A^{11}_k U), \\
\frac{\partial A^{22}_k}{\partial t_1} &= i(V^\tau A^{21}_k + A^{21}_k U^\tau), \quad \frac{\partial A^{21}_k}{\partial t_1} = i(A^{21}_k + V^\tau A^{11}_k - A^{22}_k V^\tau) \end{aligned} \quad (140) \]
and concluding with
\[ \begin{aligned} \frac{\partial A^{11}_{2n+1}}{\partial t_1} &= -i(U^\tau A^{12}_{2n+1} + A^{12}_{2n+1} V^\tau), \quad \frac{\partial A^{12}_{2n+1}}{\partial t_1} = -i(U^\tau A^{22}_{2n+1} - A^{11}_k U) - i \frac{\partial U^\tau}{\partial t_{2n+1}}, \\
\frac{\partial A^{22}_{2n+1}}{\partial t_1} &= i(V^\tau A^{21}_{2n+1} + A^{21}_{2n+1} U^\tau), \quad \frac{\partial A^{21}_{2n+1}}{\partial t_1} = i(V^\tau A^{11}_k - A^{22}_k V^\tau) + i \frac{\partial V^\tau}{\partial t_{2n+1}} \end{aligned} \quad (141) \]

**Proof.** By (138) and (136),
\[ \frac{\partial B^\tau}{\partial t_{2n+1}} = \sum_{k=0}^{2n} \zeta^{2n+1-k} \left( \frac{\partial A_k^\tau}{\partial t_1} + [A_k^\tau, B_k^\tau] \right) + \zeta^{2n+1} [A_0^\tau, B_0^\tau] + \sum_{k=0}^{2n} \zeta^{2n+1-k} [A_{k+1}^\tau, B_0] \]
with the operator commutator $[\cdot, \cdot]$ on $\mathcal{H}_1$. Reading this equality to order $O(\zeta^{2n+1})$ yields (139) and when read to all orders $O(\zeta^{2n+1-k})$ with $k = 1, \ldots, 2n$ in turn (140). Finally, (141) follows from order $O(\zeta^n)$ and concludes our proof. \[ \square \]

As done in (116), the operator-valued equations (139),(140) and (141) constitute a coupled operator-valued PDE system for $U^\tau$ and $V^\tau$. However, we have no further use for this system and will therefore immediately evaluate (139),(140) and (141) on the kernel level, as done in Section 6 in the $\tau$-independent setting. First, noticing that (139) and (140) are formally equivalent to (105) and (106), we can record the following crucial symmetry constraint (the mKdV analogue of Lemma 6.1).

**Lemma 7.8.** Let $k \in \{1, \ldots, 2n+1\}$, then $A^{12}_k(x, y)$ and $A^{21}_k(x, y)$ are $y$-independent and we have
\[ A^{12}_k(x, y) = (-1)^k A^{21}_k(x, y), \quad (x, y) \in \mathbb{R}^2. \]

**Proof.** Exactly as in the proof of Lemma 6.1, this time using (140),(141) together with the aforementioned $\tau$-extension of (81), i.e. the kernel equality
\[ U^\tau(x, y) = V^\tau(y, x), \quad (x, y) \in \mathbb{R}^2, \]
and (139).

Hence, with the abbreviation $v(t_1, t_{2n+1}|x; n, \lambda) \equiv v(t_1, t_{2n+1}|x) := U^\tau(x, x)$ (recall $U^\tau$ depends on $n$ and $\lambda$) as well as
\[ a^\tau_k(t_1, t_{2n+1}|x) := A^{12}_k(x, x) = (-1)^k A^{21}_k(x, x), \quad k \in \{1, \ldots, 2n+1\} \]
we have the direct $\tau$-analogue of (122) in the form
\[ a^\tau_{k+1}(t_1, t_{2n+1}|x) = \begin{cases} (L^+ a^\tau_k)(t_1, t_{2n+1}|x), & k \equiv 0 \mod 2 \\ (L^- a^\tau_k)(t_1, t_{2n+1}|x), & k \equiv 1 \mod 2 \end{cases} \quad k = 1, 2, \ldots, 2n; \quad (142) \]
with initial data \(a_1^+(t_1, t_{2n+1}|x) := -iv(t_1, t_{2n+1}|x)\), using the operators \(L_+^n\) of Definition 1.6. Moreover, from (141) we find in addition

\[
\frac{\partial v}{\partial t}(t_1, t_{2n+1}|x) = (L^*_n a_2^+(t_1, t_{2n+1}|x), \quad (143)
\]

and (142),(143) combined yield

\[
\frac{\partial v}{\partial t}(t_1, t_{2n+1}|x) = \left( (L^*_n L_+^n)^n \frac{\partial u}{\partial t_1} \right) (t_1, t_{2n+1}|x).
\]

Finally, returning to (122),(57),(129), we obtain through a contour deformation argument

\[
v(t_1, t_{2n+1}|x) = U^\tau(x, x) = \frac{1}{\tau} U \left( \frac{x}{\tau}, \frac{x}{\tau} \right) = \frac{1}{\tau} u \left( \frac{x}{\tau} \right)
\]

subject to the mKdV variable choice (130). In summary, and this proves Theorem 1.7.

**Proposition 7.9.** Suppose \(u(t|x) = u(t|x; n)\) solves the integro-differential Painlevé-II hierarchy (123), then

\[
v(t_1, t_{2n+1}|x) = v(t_1, t_{2n+1}|x; n) := \frac{1}{\tau} u \left( \frac{x}{\tau} \right), \quad t_1 = \tau t \in \mathbb{R}, \quad t_{2n+1} = \frac{\tau^{2n+1}}{2n+1} \in \mathbb{R}_+,
\]

solves the integro-differential mKdV hierarchy (144).

The outstanding Corollary 1.10 is now a straightforward consequence of Proposition 7.9. Indeed, we first have the following mKdV extension of Lemma 5.3.

**Lemma 7.10.** For every \((t, \lambda, \tau, n) \in \mathbb{R} \times D_1(0) \times \mathbb{N},

\[
\frac{\partial}{\partial t_1} \ln D_n(t, \lambda, \tau) = -i \lambda^2 \text{tr} \int H_1 N_1^\tau(\xi) \otimes K_1^\tau(\xi) \, d\xi,
\]

and

\[
\frac{\partial^2}{\partial t_1^2} \ln D_n(t, \lambda, \tau) = -\lambda \text{tr} \int \int \Sigma \left( N_1^\tau(\eta) \otimes K_2^\tau(\eta) \right) \left( N_2^\tau(\xi) \otimes K_1^\tau(\xi) \right) \, d\eta \, d\xi.
\]

**Proof.** Since \(B(\zeta)\) in (99) and \(B^\tau(\zeta)\) in (136) are structurally identical, the above identities follow exactly as in the proof of Lemma 5.3, using en route

\[
\frac{\partial}{\partial t_1} C_{t, n}(\xi, \eta) = i \int R k^1_1(\xi|z) m^1_1(\eta|z) \, d\sigma(z), \quad (\xi, \eta) \in \Sigma \times \Sigma.
\]

Second, using Lemma 7.10 (now specialized to \(\lambda = 1, \tau = \alpha\)) and (137) as well as Lemma 7.8, we find

\[
\frac{\partial^2}{\partial t_1^2} \ln D_n(t, \lambda, \tau) = -\lambda \text{tr} \int U^\tau V^\tau = -\int \left( U^\tau(x, x) \right)^2 \, d\sigma(x) = -\int R v^2(t_1, t_{2n+1}|x) \, d\sigma(x) \quad (145)
\]

and, just as in the proof of Lemma 6.2, as \(t_1 \to +\infty\), pointwise in \((t_{2n+1}, x) \in \mathbb{R}_+ \times \mathbb{R},

\[
v(t_1, t_{2n+1}|x) = U^\alpha(x, x) \quad (137) \int \Sigma n_1^\alpha(\eta|x) k_2^\alpha(\eta|x) \, d\eta \sim \int \Sigma m_1^\alpha(\eta|x) k_2^\alpha(\eta|x) \, d\eta = \frac{1}{2\pi} \int_0^\infty e^{-i\phi_n^\alpha(\eta, t_1 + x)} \, d\eta.
\]

Combining the last expansion with (145), (41), Proposition 7.9 and Cauchy’s as well as Fubini’s theorem we finally arrive at (23) and (24), and have thus completed our proof of Corollary 1.10.

**APPENDIX A. TWO AUXILIARY RESULTS**

The following two subsections summarize analytic results used in the proofs of Propositions 3.3 and 4.1.
A.1. **On a Fourier-Stieltjes integral.** Consider the function $f : \mathbb{H}_\epsilon \to \mathbb{C}$ defined as the Fourier-Stieltjes integral

$$f(\lambda) := \int_{\mathbb{R}} e^{-iz\lambda} d\sigma(z),$$

in the closed horizontal strip $\mathbb{H}_\epsilon := \{ \lambda \in \mathbb{C} : |\Re \lambda| \leq \frac{\epsilon}{2} \}$ for any fixed $0 < \epsilon < \frac{\omega}{2}$. Given that $d\sigma$ is a positive Borel probability measure on $\mathbb{R}$ with $\frac{d\sigma}{d\mu}(z) = u'(z) \leq e^{-|z|}, |z| \geq \delta_0$, see (13), we deduce that $\mathbb{H}_\epsilon \ni \lambda \mapsto f(\lambda)$ is uniformly continuous. Next, given an arbitrary piecewise smooth closed curve $\Gamma \subset \mathbb{H}_\epsilon$ in the open strip $\mathbb{H}_\epsilon$, we obtain by Fubini’s theorem,

$$\oint_{\Gamma} f(\lambda)d\lambda = \oint_{\Gamma} \left[ \int_{-\infty}^{\infty} e^{-iz\lambda} d\sigma(z) \right] d\lambda = \int_{-\infty}^{\infty} \left[ \oint_{\Gamma} e^{-iz\lambda} \right] d\sigma(z) = 0.$$

Hence, by Morera’s theorem, $f$ is analytic in $\mathbb{H}_\epsilon$.

A.2. **Analyticity implies stability.** Consider the function $J_{t,n} : (\mathbb{H}_\epsilon \setminus \Gamma_\beta) \times (\mathbb{H}_\epsilon \setminus \Gamma_\beta) \to \mathbb{C}$ defined as the iterated integral

$$J_{t,n}(\lambda, \mu) = \frac{1}{(2\pi)^2} \int_{\Gamma_\beta} e^{\frac{i}{\lambda} \psi_\beta(\lambda,2t)} \frac{1}{\lambda - \beta} \left[ \int_{\mathbb{R}} e^{iz(\lambda - \beta)} d\sigma(z) \right] \frac{e^{-i\frac{1}{2} \psi_\beta(\beta,2t)}}{\beta - \mu} d\beta,$$

where, as before, $\mathbb{H}_\epsilon := \{ \lambda \in \mathbb{C} : |\Re \lambda| \leq \frac{\epsilon}{2} \}$ for any fixed $0 < \epsilon < \frac{\omega}{2}$. Since

$$J_t(\lambda, \mu) = \frac{1}{(2\pi)^2} e^{\frac{i}{\lambda} \psi_\beta(\lambda,2t) + i\frac{1}{2} \psi_\beta(\beta,0)} \int_{\Gamma_\beta} \frac{e^{-i\psi_\beta(\beta,t)}}{(\lambda - \beta)(\beta - \mu)} \left[ \int_{\mathbb{R}} e^{iz(\lambda - \beta)} d\sigma(z) \right] d\beta,$$

we conclude that both, $\mathbb{H}_\epsilon \setminus \Gamma_\beta \ni \lambda \mapsto J_t(\lambda, \mu)$, resp. $\mathbb{H}_\epsilon \setminus \Gamma_\beta \ni \mu \mapsto J_t(\lambda, \mu)$, are analytic for every fixed $\mu \in \mathbb{H}_\epsilon \setminus \Gamma_\beta$, resp. for every fixed $\lambda \in \mathbb{H}_\epsilon \setminus \Gamma_\beta$. This is because of Appendix A and the fact that

$$\beta \mapsto \frac{e^{-i\psi_\beta(\beta,t)}}{\lambda - \beta} \left[ \int_{\mathbb{R}} e^{iz(\lambda - \beta)} d\sigma(z) \right], \ \lambda \in \mathbb{H}_\epsilon \setminus \Gamma_\beta,$$

and

$$\beta \mapsto \frac{e^{-i\psi_\beta(\beta,t)}}{\mu - \beta} \left[ \int_{-\infty}^{\infty} e^{iz(\lambda - \beta)} d\sigma(z) \right], \ \mu \in \mathbb{H}_\epsilon \setminus \Gamma_\beta,$$

are locally Lipschitz continuous on $\Gamma_\beta$. In turn, using Hartog’s theorem, we conclude that $(\lambda, \mu) \mapsto J_{t,n}(\lambda, \mu)$ is analytic on $(\mathbb{H}_\epsilon \setminus \Gamma_\beta) \times (\mathbb{H}_\epsilon \setminus \Gamma_\beta)$.
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