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**Abstract**

Explaining predictions made by complex machine learning models helps users understand and accept the predicted outputs with confidence. Instance-based explanation provides such help by identifying relevant instances as evidence to support a model’s prediction result. To find relevant instances, several relevance metrics have been proposed. In this study, we ask the following research question: “Do the metrics actually work in practice?” To address this question, we propose two sanity check criteria that valid metrics should pass, and two additional criteria to evaluate the practical utility of the metrics. All criteria are designed in terms of whether the metric can pick up instances of desirable properties that the users expect in practice. Through experiments, we obtained two insights. First, some popular relevance metrics do not pass sanity check criteria. Second, some metrics based on cosine similarity perform better than other metrics, which would be recommended choices in practice. We also analyze why some metrics are successful and why some are not. We expect our insights to help further researches such as developing better explanation methods or designing new evaluation criteria.

**1 Introduction**

Explaining predictions made by complex machine learning models helps users understand and accept the predicted outputs with confidence [Ribeiro et al., 2016, Lundberg and Lee, 2017, Guidotti et al., 2018, Adadi and Berrada, 2018, Molnar, 2020]. Instance-based explanation attains this goal by showing relevant instances as evidence of the prediction made by the model. This form of explanation is particularly similar to the ways humans make decisions by referring to their prior experiences [Klein and Calderwood, 1988, Klein, 1989, Read and Cesa, 1991]. Cunningham et al. [2003] found that, thanks to the compatibility with the humans’ decision-making process, instance-based explanation can make users more confident about the predictions made by the models.

A typical instance-based explanation approach is to raise training instances that are relevant to the prediction of a test instance [Koh and Liang, 2017, Khanna et al., 2019]. In this paper, we particularly focus on the methods that use a relevance metric, and propose evaluation criteria for such metrics.

**Definition 1** (Instance-based Explanation based on Relevance Metric). Let \(D = \{z^{(i)} = (x^{(i)}_{\text{train}}, y^{(i)}_{\text{train}})\}_{i=1}^{N}\) be a set of training instances, and \(x_{\text{test}}\) be a test input of interest whose predicted output is given by \(\hat{y}_{\text{test}} = f(x_{\text{test}})\) with a model \(f\). An instance-based explanation method raises the most relevant training instance \(\bar{z} \in D\) to the test instance \(z_{\text{test}} = (x_{\text{test}}, \hat{y}_{\text{test}})\) by \(\bar{z} = \arg\max_{z_{\text{train}} \in D} R(z_{\text{test}}, z_{\text{train}})\) using a relevance metric \(R(z_{\text{test}}, z_{\text{train}}) \in \mathbb{R}\).

There are various relevance metrics such as similarity [Caruana et al., 1999], kernel functions [Kim et al., 2016, Khanna et al., 2019], and influence function [Koh and Liang, 2017].

Note that there is another approach for instance-based explanation that uses specific models that can provide explanations by its design [Kim et al., 2014, Plötz and Roth, 2018, Chen et al., 2019].
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Figure 1: Relevant instances selected for the test input using several relevance metrics (a)–(j) on CIFAR10 with CNN. See Table 2 and Section 1.2 for the metrics.

Table 1: The proposed evaluation criteria for relevance metrics.

| Sanity Checks   | Utility Evaluations   |
|-----------------|-----------------------|
|                 | Identical Instance Test | Identical Class Test | Top-k Identical Class Test | Identical Subclass Test |
| Can the metric raise a training instance... | ...of the same class? | ...of the same class? | ...of the same subclass? |

However, we set aside these specific models and focus on generic relevance metrics because of their applicability to a wide range of problems.

**Research Question** Several studies have demonstrated the usefulness of relevance metrics for instance-based explanation [Kim et al., 2016; Koh and Liang, 2017; Khanna et al., 2019]. Our research question is whether these relevance metrics have desirable properties that the users expect in practice. In the visual explanation literature, a pioneering study by Adebayo et al. [2018] showed that some saliency methods have undesirable properties. An important implication from their study is that quantitative evaluation of explanation methods, which, in our case, are the relevance metrics, is much more important than demonstrating a few fascinating examples. As an example, in Figure 1, we show some relevant instances found in CIFAR10 [Krizhevsky, 2009] using several relevance metrics. One may find from this example that most of the metrics can raise fairly reasonable instances as relevant. However, in light of Adebayo et al. [2018], these individual examples are not helpful for the quantitative evaluation of the relevance metrics.

**Contributions** We provide a quantitative evaluation of popular relevance metrics. For this purpose, we design two types of evaluation criteria, as shown in Table 1. The first type of criteria includes sanity checks that every valid relevance metric should pass, similar to the study of Adebayo et al. [2018] for evaluating the saliency methods. The second type of criteria is used to evaluate the practical utility of relevance metrics. All criteria are designed in terms of whether the metric can select instances of desirable properties that the users expect in practice.

Our results based on empirical evaluations with these criteria are twofold. First, some relevance metrics do not pass the sanity check criteria as shown in Table 2, indicating they are not desirable for instance-based explanation. Second, some metrics based on cosine similarity perform better than other metrics and will be of recommended choices in practice. We also analyze why some metrics are successful and why some are not.

1.1 Preliminaries

**Notations** For vectors $a, b \in \mathbb{R}^p$, we denote the dot product by $\langle a, b \rangle := \sum_{i=1}^{p} a_i b_i$, the $\ell_2$ norm by $\|a\| := \sqrt{\langle a, a \rangle}$, and the cosine similarity by $\cos(a, b) := \langle a, b \rangle / \|a\| \|b\|$. 

**Classification Problem** We consider a standard classification problem as the evaluation benchmark. The model is the conditional probability $p(y \mid x; \theta)$ with parameter $\theta$. Let $\hat{\theta}$ be a trained parameter $\hat{\theta} = \arg\min_{\theta} \mathcal{L}_{\text{train}} := \frac{1}{N} \sum_{i=1}^{N} \ell(x_{\text{train}}^{(i)}; \theta)$, where the loss function $\ell$ is the cross entropy $\ell(z; \theta) =$.
We present an overview of the two types of relevance metrics considered in this study, similarity metrics and gradient-based metrics. See Table 2 for the list of metrics and their abbreviations.

### Similarity Metrics

- **$\ell_2$ Metric**: $R_{\ell_2}(z, z') := -\|\phi(z) - \phi(z')\|^2$, which is a typical choice for nearest neighbor methods [Hastie et al. 2009, Abu Alfeilat et al. 2019].
- **Cosine Metric**: $R_{\cos}(z, z') := \cos(\phi(z), \phi(z'))$, which is commonly used in natural language processing tasks [Mikolov et al. 2013, Arora et al. 2017, Conneau et al. 2017].
- **Dot Metric**: $R_{\text{dot}}(z, z') := \langle \phi(z), \phi(z') \rangle$, which is a kernel function used in kernel models such as SVM [Schölkopf et al. 2002, Fan et al. 2005, Bien and Tibshirani 2011].

As the feature map $\phi(z)$, we consider (i) an identity map $\phi(z) = x$; (ii) the last hidden layer $\phi(z) = h^{\text{last}}$, which is the latent representation of the input $x$, one layer before the output in a deep neural network; and, (iii) all hidden layers $\phi(z) = h^{\text{all}}$, where $h^{\text{all}} = [h^1, h^2, \ldots, h^{\text{last}}]$ is the concatenation of all latent representations in the network. Note that the metrics with the identity map merely measure the similarity of the inputs without model information. We adopt these metrics as naive baselines to contrast with other advanced metrics that utilize the information of the models.

### Gradient-based Metrics

Gradient-based metrics use the gradient $g^{\phi}_{\theta} := \nabla_{\theta} \ell(z; \theta)$ to measure the relevance. We consider the four metrics: Influence Function (IF) [Koh and Liang 2017], Fisher Kernel (FK) [Khanna et al. 2019], Grad-Dot (GD) [Yeh et al. 2018, Charpiat et al. 2019], and Grad-Cos (GC) [Perronnin et al. 2010, Charpiat et al. 2019]. See Appendix A for the detail.

- **IF**: $R_{\text{IF}}(z, z') := \langle g^{\phi}_{\theta}, H^{-1} g^{\hat{\phi}}_{\theta} \rangle$.
- **FK**: $R_{\text{FK}}(z, z') := \langle g^{\phi}_{\theta}, I^{-1} g^{\hat{\phi}}_{\theta} \rangle$.
- **GD**: $R_{\text{GD}}(z, z') := \langle g^{\phi}_{\theta}, \hat{g}^{\phi}_{\theta} \rangle$.
- **GC**: $R_{\text{GC}}(z, z') := \cos(g^{\phi}_{\theta}, \hat{g}^{\phi}_{\theta})$.

where $H$ and $I$ are the Hessian and Fisher information matrices of the loss $\mathcal{L}_{\text{train}}$, respectively.

## 2 Related Work

### Evaluation of Metrics

Metrics between instances play an essential role in many machine learning problems. For example, the distance between instances is essential for the distance-based methods...
such as nearest neighbor methods [Hastie et al., 2009]. Another example is kernel models where the kernel function represents the relationship between two instances [Schölkopf et al., 2002]. There are several studies evaluating which metrics are desirable for specific tasks [Hussain et al., 2011, Hu et al., 2016, Li and Li, 2018, Abu Alfeilat et al., 2019]. The goal of these studies is to find metrics that improve classification accuracy. The validity of metrics for instance-based explanation is usually left out of scope. Our goal is to evaluate the validity of relevance metrics for instance-based explanation; thus, the findings in these previous studies are not directly applicable to our goal.

**Evaluation of Relevance Metrics**

One way of evaluating relevance metrics is to solve the *data cleansing problem* [Koh and Liang, 2017, Khanna et al., 2019, Hara et al., 2019]. The idea is that an outlier in the training set (e.g., an instance with an incorrect label) must be highly relevant to the model’s prediction. If a relevance metric can find outliers included in the training set with a small false positive rate, that metric can be considered effective. However, outliers are not always effective evidence of the model’s prediction, and users may not accept the model’s prediction confidently if instances with incorrect labels are provided as evidence. Thus, our focus is on evaluation criteria for users who expect supporting evidence for model prediction rather than outliers.

### 3 Evaluation Criteria for Relevance Metrics

We propose four criteria for evaluating relevance metrics: the first two for sanity checks, and the other two for evaluating the practical utilities.

We take MNIST [LeCun et al., 1998] as an example to explain the criteria. Here, input \( x \) is an image of a handwritten digit, and output \( y \) is one of 10 classes (i.e., “0” to “9”).

#### 3.1 Two Sanity Check Criteria

We propose two sanity check criteria. Although the criteria may look trivial, some popular relevance metrics do not satisfy these requirements, as demonstrated in Section 4.1.

**The First Criterion: Identical Instance Test**

One of the requirements for intelligent agents is to be able to solve the same problem that has been solved already. In other words, if the test instance itself appeared during model training, then the model would give the correct answer to such an instance simply because it has been observed previously. For example, assume the model predicts “3” for input image \( x_{\text{test}} \), and a copy of the test instance \( z_{\text{train}} = (x_{\text{test}}, 3) \) exists in the training set \( D \). In this case, the most relevant training instance for this prediction is trivially the copy of the test instance. This observation leads to our first sanity check criterion.

**Definition 2** (Identical Instance Test). The most relevant instance for the prediction of a training instance \( z_{\text{train}} = (x_{\text{train}}, y_{\text{train}}) \in D \) with a correct prediction \( \hat{y}_{\text{train}} = y_{\text{train}} \) is the training instance itself:

\[
\arg\max_{z \in D} R(z_{\text{train}}, z) = z_{\text{train}}.
\]

Note that, for training instances with incorrect predictions, we do not require the identical instance to be considered as relevant. For such cases, some other instances that mislead the predictions should be raised as relevant.

**The Second Criterion: Identical Class Test**

Another requirement for intelligent agents is to appropriately generalize their knowledge to unseen problems, which is a fundamental goal of machine learning. To classify test instances to a certain class, the model needs to be trained using training instances from the same class with a certain generalization property. For example, a model can classify input image \( x_{\text{test}} \) to class \( \hat{y}_{\text{test}} = 5 \) because it has seen images of “5” during training. Thus, the classification of the test instance is highly dependent on training instances of the same class. This observation leads to the second sanity check criterion.

**Definition 3** (Identical Class Test). The most relevant instance for the prediction of a test instance \( z_{\text{test}} = (x_{\text{test}}, \hat{y}_{\text{test}}) \) is a training instance of the same class as the given test instance:

\[
\arg\max_{z=(x,y) \in D} R(z_{\text{test}}, z) = (\bar{x}, \bar{y}) \implies \bar{y} = \hat{y}_{\text{test}}.
\]
3.2 Two Utility Evaluation Criteria

We now propose two additional evaluation criteria based on desirable properties in practice.

The Third Criterion: Top-\(k\) Identical Class Test

The identical class test requires the most relevant instance to be of the same class as the test instance. In practice, users can be more confident about a model’s output if several instances are provided as evidence. In other words, we expect that the most relevant and a first few relevant instances will be of the same class. This observation leads to the third evaluation criterion, which is a generalization of the identical class test.

**Definition 4** (Top-\(k\) Identical Class Test). For \(z_{\text{test}} = (x_{\text{test}}, \hat{y}_{\text{test}})\), let \(\bar{z}^j = (\bar{x}^j, \bar{y}^j)\) be a training instance with the \(j\)-th largest relevance score. Then, we require \(\bar{y}^j = \hat{y}_{\text{test}}\) for any \(j \in \{1, 2, \ldots, k\}\).

The Fourth Criterion: Identical Subclass Test

In the fourth criterion, we consider the classification problem with subclasses in each class. In classification problems, it is common for class labels to have hierarchical structures. A typical example is ImageNet [Deng et al., 2010] whose image labels are taken from WordNet [Miller, 1995], which provides a hierarchy of the words. In such a case, each class typically has several latent subclasses.

To derive the fourth criterion, consider the task of classifying handwritten digits to two classes, “odd” and “even”. In this task, subclasses, e.g., “3” and “7,” belong to the “odd” class, and subclasses, e.g., “2” and “8,” belong to the “even” class. Here, assume that the model classified a test instance of “7” to the “odd” class. The question is what kind of instances are expected as evidence for this output. The identical class test accepts any training instances from the “odd” class. However, from a practical perspective, the ideal instances should belong to the subclass “7” because the model classifies the test instance based on training instances whose subclass is “7”. This requirement leads to the fourth evaluation criterion below.

**Definition 5** (Identical Subclass Test). Let \(s(z)\) be its subclass for an instance \(z = (x, y)\). Here, the most relevant instance for the prediction of a test instance \(z_{\text{test}} = (x_{\text{test}}, \hat{y}_{\text{test}})\) with a correct prediction \(\hat{y}_{\text{test}} = y_{\text{test}}\) is the training instance of the same subclass as the test instance.

\[
\arg\max_{z' \in \mathcal{D}} R(z_{\text{test}}, z') = z \implies s(z) = s(z_{\text{test}}).
\]  

Note that the identical subclass test depends on whether the model has obtained internal representations that can distinguish between subclasses. All datasets and models that we used in our experiments are considered to satisfy this condition. For more details, see Appendix D.

4 Evaluation Results

Here, we examine the validity of the relevance metrics based on the proposed criteria. For this evaluation, we used two image datasets (MNIST [LeCun et al., 1998], CIFAR10 [Krizhevsky, 2009]) and two text datasets (TREC [Li and Roth, 2002], Customer Feedback (CF) [Liu et al., 2017]). As benchmarks, we employed logistic regression and deep neural networks trained on these datasets. The details of the datasets, models, and computing infrastructure we used are given in Appendix B.

**Procedure** Our experimental procedure for each evaluation criterion is as follows.

1. Train models using a subset of the training instances. Then, randomly sample 500 test instances from the training set or test set depending on the evaluation criterion.
2. For each test instance, compute the relevance score with all the instances used for training. Then, compute the success rate, which is the ratio of test instances that passed the evaluation criterion.

We repeated this procedure 10 times and report the average success rate.

In this section, we mainly present the results for CIFAR10 with CNN, and CF with Bi-LSTM. The other results were similar, and can be found in Appendix E.

**Summary of the Results** We summarize the main results prior to discussing individual result.

---

1. We require correct predictions in this test because the subclass does not match for incorrect cases.
2. Our code is: [https://github.com/k-hanawa/criteria_for_instance_based_explanation](https://github.com/k-hanawa/criteria_for_instance_based_explanation)
3. We randomly sampled 10% of MNIST and CIFAR10, and 50% of TREC and CF.
Only five metrics $\ell_2^{\text{last}}, \ell_2^{\text{all}}, \cos^{\text{last}}, \cos^{\text{all}},$ and GC passed the sanity checks. The results indicate that the other metrics are inappropriate for instance-based explanation.

Two cosine-based metrics, $\cos^{\text{all}}$ and GC, outperformed the other metrics; thus, they would be the recommended choices in practice.

In Section 5, we analyze why some metrics are successful and why some are not.

4.1 Sanity Checks

We first present the results for the sanity checks. For the identical instance test, we sampled 500 instances with correct predictions from the training set as test instances. For the identical class test, we sampled 500 instances from the test set as test instances.

Figure 2 shows the success rates for the identical instance test and the identical class test. To determine whether the metrics passed the sanity checks or not, we adopted 0.5 as a threshold for the success rate. If a metric passed the threshold for both tests on all the datasets, we considered the metric has passed the sanity checks. Note that 0.5 is a quite loose condition and much higher success rates would be required in practice. Therefore, it would be reasonable to consider metrics that failed to pass this threshold as impractical.

Below, we summarize three observations (see Table 2 also).

- Five metrics $\ell_2^{\text{last}}, \ell_2^{\text{all}}, \cos^{\text{last}}, \cos^{\text{all}},$ and GC, passed both the identical instance test and the identical class test on all the datasets. The other metrics failed to pass at least one of the tests.

- The dot metrics and the gradient-based metrics, except for GC, failed the identical instance test. These metrics could not consider the training instance identical to the test instance as relevant. Note that, the $\ell_2$ and cosine metrics can trivially pass the identical instance test by their definition.

- The metrics with the identity feature map $\ell_2^x, \cos^x,$ and $\text{dot}^x$ failed the identical class test. Remind that we adopted these metrics without model information as naive baselines. As expected, these metrics had limited capabilities in practice.

4.2 Utility Evaluations

We examine the five metrics that passed the sanity checks using the two additional utility evaluation criteria. For the top-$k$ identical class test, we sampled 500 instances from the test set as test instances. For the identical subclass test, we used modified datasets: we split the dataset into two classes by randomly assigning existing classes to one of the two classes “A” and “B”. The new classes “A” and “B” now contain the original data classes as subclasses, which can be used for the identical subclass test. We then sampled 500 instances with correct predictions from the test set as test instances.

Figure 3 shows the success rates for the top-10 identical class test and the identical subclass test. There are two observations. First, GC outperformed the other metrics on the top-10 identical class test. Note that, a similar trend was observed also on the other datasets and the models (see Appendix E). Second, GC and $\cos^{\text{all}}$ performed well on the identical subclass test. The results on the other datasets
We observed that the dot metrics and the popular gradient-based metrics, IF, FK, and GD, were not attrac
ted by large norms because it completely cancels out the norm through normalization.

To simplify the discussion, we consider linear logistic regression whose conditional distribution

The condition implies that any instance with an extremely large norm and cosine slightly larger than

To conclude, the results on both sanity checks and utility evaluations indicate that only GC passed
all the tests with high success rates, which would be a recommended choice for instance-based
explanation. Note that $\cos^{\text{all}}$ would also be a reasonable choice in practice depending on the
application.

5 Why some metrics are successful and why some are not?

We observed that the dot metrics and the popular gradient-based metrics, IF, FK, and GD, were not successful, while GC was. Here, we analyze why some metrics failed and why GC performed well. In Appendix E, we also discuss a way to repair IF and FK to improve their performances based on the findings in this section.

Failure of the Dot Metrics and Gradient-based Metrics To understand the failure, we reformulate IF, FK, and GD as dot metrics of the form $R_{\text{dot}}(z_{\text{test}}, z_{\text{train}}) = \langle \phi(z_{\text{test}}), \phi(z_{\text{train}}) \rangle$ so that the following discussion to hold true for any metrics in this form. It is easy to see that IF, FK, and GD can be expressed in this form by defining the feature maps by $\phi(z) = H^{-1/2} g(z; \theta)$, $\phi(z) = I^{-1/2} g(z; \theta)$, and $\phi(z) = g(z; \theta)$, respectively.\footnote{We can make the Hessian matrix $H$ to be positive definite using a regularization \cite{koh2017understanding}.}

Given a criterion, let $z_{\text{train}}^{(j)}$ be a desirable instance for a test instance $z_{\text{test}}$. The failures of the dot metrics indicate the existence of an undesirable instance $z_{\text{train}}^{(j)}$ such that $\langle \phi(z_{\text{test}}), \phi(z_{\text{train}}^{(j)}) \rangle < \langle \phi(z_{\text{test}}), \phi(z_{\text{test}}) \rangle$. The following sufficient condition for $z_{\text{train}}^{(j)}$ is useful to understand the failure.

$$||\phi(z_{\text{train}}^{(j)})|| < ||\phi(z_{\text{train}})|| \cos(\phi(z_{\text{test}}), \phi(z_{\text{train}}^{(j)})). \quad (3)$$

The condition implies that any instance with an extremely large norm and cosine slightly larger than zero can be the candidate of $z_{\text{train}}^{(j)}$. In our experiments, we observed that the condition on the norm is especially crucial. Indeed, as we can see in Figure 4, even though instances with extremely large norms were scarce, only such extreme instances were selected as relevant instances by IF, FK, and GD. That is, these metrics tend to consider such extreme instances as relevant ones. By contrast, GC was not attracted by large norms because it completely cancels out the norm through normalization.

Figure 3 shows some training instances frequently found to be relevant in the identical instance test on CIFAR10 with CNN. When using IF, FK, and GD, these training instances were frequently selected as relevant with several test instances regardless of their classes, simply because the training instances had large norms. In these metrics, the term $\cos(\phi(z_{\text{test}}), \phi(z_{\text{train}}))$ seems to have only negligible effects. GC was the only exception: the instances with small norms were selected as relevant with test instances of the same class only.

Success of GC We now analyze why GC performed well in particular in the identical class test. To simplify the discussion, we consider linear logistic regression whose conditional distribution
We proposed four criteria to evaluate relevance metrics for instance-based explanation: two criteria for sanity checks, and the other two criteria for evaluating the practical utilities of relevance metrics. Our quantitative evaluations based on these criteria revealed that some popular relevance metrics
do not even meet the minimal requirements for the instance-based explanation; thus, the use of such metrics would not be appropriate for instance-based explanation. The results also suggest, as Adebayo et al. [2018] have demonstrated for saliency methods, that quantitative evaluation is essential for instance-based explanation. Further investigation of evaluation criteria that meet the practical requirements remain as an important future direction. Designing better relevance metrics based on the evaluation criteria would be essential as well.

**Broader Impact**

Interpretable machine learning and explainable AI technologies are studied extensively in recent years [Ribeiro et al., 2016, Lundberg and Lee, 2017, Guidotti et al., 2018, Adadi and Berrada, 2018, Molnar, 2020]. Researchers aim to realize a society where humans and machine learning systems can coexist better, by making models less black-box and promoting users’ trust to the systems. However, recent studies [Adebayo et al., 2018, Rudin, 2019, Aïvodji et al., 2019] revealed some negative aspects of these researches, e.g., some of the methods can mislead the users by providing wrong explanations. This paper follows these lines of researches, and we tried to reveal possible negative aspects of current instance-based explanation methods.

As a positive aspect, we expect our study to prevent people from using inappropriate instance-based explanation methods. This will save people from making wrong decisions mislead by wrong explanations and subsequent various damages, such as health problems and economic losses.

A possible downside, on the other hand, is that our study might discourage researchers working on completely new idea for relevance metrics. Some novel idea might be dismissed just because they failed to pass our sanity checks. We would like to remind that this is not what we desire. The relevance metrics can be used for applications other than instance-based explanation as well. Data cleansing that we mentioned in Section 2 is one such application. We expect that our evaluation criteria to be used appropriately in the context of instance-based explanation, but not for rejecting novel ideas regardless of the contexts.
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A Gradient-based Metrics

In gradient-based metrics, we consider a model with parameter $\theta$, its loss $\ell(z; \theta)$, and its gradient $\nabla_\theta \ell(z; \theta)$ to measure relevance, where $z = (x, y)$ is an input-output pair.

Influence Function [Koh and Liang, 2017] Koh and Liang [2017] proposed to measure relevance according to “how largely the test loss will increase if the training instance is omitted from the training set.” Here, the model parameter trained using all of the training set is denoted by $\hat{\theta}$, and the parameter trained using all of the training set except the $i$-th instance $z^{(i)}_{\text{train}}$ is denoted by $\theta_{-i}$. The relevance metric proposed by Koh and Liang [2017] is then defined as the difference between the test loss under parameters $\hat{\theta}$ and $\theta_{-i}$ as follows:

$$R_{\text{IF}}(z^{(i)}_{\text{test}}, z^{(i)}_{\text{train}}) := \ell(z^{(i)}_{\text{test}}; \hat{\theta}_{-i}) - \ell(z^{(i)}_{\text{test}}; \hat{\theta}).$$

(4)

Here, a greater value indicates that the loss on the test instance increases drastically by removing the $i$-th training instance from the training set. Thus, the $i$-th training instance is essential relative to predicting the test instance; therefore, it is highly relevant.

In practice, the following approximation is used to avoid computing $\hat{\theta}_{-i}$ explicitly.

$$R_{\text{IF}}(z^{(i)}_{\text{test}}, z^{(i)}_{\text{train}}) \approx \langle \nabla_\theta \ell(z^{(i)}_{\text{test}}; \hat{\theta}), H^{-1} \nabla_\theta \ell(z^{(i)}_{\text{train}}; \hat{\theta}) \rangle,$$

(5)

where $H$ is the Hessian matrix of the loss $\mathcal{L}_{\text{train}}$.

Fisher Kernel [Khanna et al., 2019] Khanna et al. [2019] proposed to measure the relevance of instances using the Fisher kernel as follows:

$$R_{\text{FK}}(z^{(i)}_{\text{test}}, z^{(i)}_{\text{train}}) := \langle \nabla_\theta \ell(z^{(i)}_{\text{test}}; \hat{\theta}), I^{-1} \nabla_\theta \ell(z^{(i)}_{\text{train}}; \hat{\theta}) \rangle,$$

(6)

where $I$ is the Fisher information matrix of the loss $\mathcal{L}_{\text{train}}$.

Grad-Dot, Grad-Cos [Perronnin et al., 2010; Yeh et al., 2018; Charpiat et al., 2019] Charpiat et al. [2019] proposed to measure relevance according to “how largely the loss will decrease when a small update is added to the model using the training instance.” This can be computed as the dot product of the loss gradients, which we refer to as Grad-Dot.

$$R_{\text{GD}}(z^{(i)}_{\text{test}}, z^{(i)}_{\text{train}}) := \langle \nabla_\theta \ell(z^{(i)}_{\text{test}}; \hat{\theta}), \nabla_\theta \ell(z^{(i)}_{\text{train}}; \hat{\theta}) \rangle.$$

(7)

Note that a similar metric is studied by Yeh et al. [2018] as the representer point value.

As a modification of Grad-Dot, Charpiat et al. [2019] also proposed the following cosine version, which we refer to as Grad-Cos.

$$R_{\text{GC}}(z^{(i)}_{\text{test}}, z^{(i)}_{\text{train}}) := \cos(\langle \nabla_\theta \ell(z^{(i)}_{\text{test}}; \hat{\theta}), \nabla_\theta \ell(z^{(i)}_{\text{train}}; \hat{\theta}) \rangle).$$

(8)

Note that the use of the cosine between the gradients is also proposed by Perronnin et al. [2010].

B Experimental Setup

B.1 Datasets and Models

MNIST [LeCun et al., 1998] The MNIST dataset is used for handwritten digit image classification tasks. Here, input $x$ is an image of a handwritten digit, and the output $y$ consists of 10 classes (“0” to “9”). We adopted logistic regression and a CNN as the classification models. The CNN has six convolutional layers, and max-pooling layers for each two convolutional layers. The features obtained by these layers are fed into the global average pooling layer followed by a single linear layer. The number of the output channels of all the convolutional layers is set to 16. We trained the models using the Adam optimizer with a learning rate of 0.001. We used randomly sampled 5,500 training instances to train the models.
CIFAR10 [Krizhevsky 2009] The CIFAR10 dataset is used for object recognition tasks. Here, input $x$ is an image containing a certain object, and output $y$ consists of 10 classes, e.g., “bird” or “airplane.” Note that we used the same models as for the MNIST dataset. In addition, we adopted MobileNetV2 [Sandler et al. 2018] as a model with a higher performance than the previous model. We trained the models using the Adam optimizer with a learning rate of 0.001. In the experiments, we first pre-trained the models using all the training instances of CIFAR10, and then trained the models using randomly sampled 5,000 training instances. Without the pre-training, the classification performance of the models dropped significantly.

Note that we did not examine IF and FK on MobileNetV2 because the matrix inverse in these metrics required too much time to calculate even with the conjugate gradient approximation proposed by Koh and Liang [2017].

TREC [Li and Roth 2002] The TREC dataset is used for question classification tasks. Here, input $x$ is a question sentence, and output $y$ is a question category consisting of six classes, e.g., “LOC” and “NUM.” We used bag-of-words logistic regression and a two-layer Bi-LSTM as the classification models. In the Bi-LSTM, the last state is fed into one linear layer. The word embedding dimension is set to 16, and the dimension of the LSTM is set to 16 also. We trained the models using the Adam optimizer with a learning rate of 0.001. We used randomly sampled 2,726 training instances to train the models.

Customer Feedback (CF) [Liu et al. 2017] The Customer Feedback (CF) dataset is used for sentence classification tasks comprising multiple languages. Here, input $x$ is a sentence, and output $y$ is a category comprising six classes, e.g., “comment” and “request.” We used the same models as TREC. We trained the models using the Adam optimizer with a learning rate of 0.001. We used randomly sampled 4,088 training instances to train the models.

B.2 Computing Infrastructure

In our experiments, training of the models was run on a NVIDIA GTX 1080 GPU with Intel Xeon Silver 4112 CPU and 64GB RAM. Testing and computing relevance metrics were run on Xeon E5-2680 v2 CPU with 256GB RAM.

C Repairing Gradient-based Metrics

As described in Section 5, we found that training instances with extremely large norms were selected as relevant by IF, FK, and GD. Thus, to repair these metrics, we need to design metrics that can ignore instances with large norms. A simple yet effective way of repairing the metrics is to use $\ell_2$ or cosine instead of the dot product. As Figure 2 shows, the $\ell_2$ and cosine metrics performed better than the dot metrics. Indeed, the $\ell_2$ metrics do not favor instances with large norms that lead to large $\ell_2$-distance, and, through normalization, the cosine metrics completely ignore the effect of the norms.

We name the repaired metrics of IF, FK, and GD based on the $\ell_2$ metric as $\ell_{2}^{IF}$, $\ell_{2}^{FK}$, and $\ell_{2}^{GD}$, respectively, and the repaired metrics based on the cosine metric as $\cos^{IF}$ and $\cos^{FK}$, and $\cos^{GD}$, respectively. We observed that these repaired metrics attained higher success rates on several evaluation criteria. The details of the results can be found in Appendix E.

D Do the models capture subclasses?

The identical subclass test requires the model to obtain internal representations that can distinguish subclasses. Here, we confirm that this condition is satisfied for all the datasets and models we used in the experiments. We consider that the model captures the subclasses if the latent representation $h_{all}$ has cluster structures. Figure 8 visualizes $h_{all}$ for each dataset and model using UMAP [McInnes et al. 2018]. The figures show that the instances from different subclasses are not mixed completely random. MNIST and TREC have relatively clear cluster structures, while CIFAR10 and CF have vague clusters without explicit boundaries. These figures imply that the models capture subclases (although it may not be perfect).

\footnote{Note that $\cos^{GD}$ is the same as GC.}
E Complete Evaluation Results

We show the complete results of the identical instance test in Table 3, the identical class test in Table 4, the top-10 identical class test in Table 5, the identical subclass test in Table 6, and the top-10 identical subclass test in Table 7. The results we present here are consistent with our observations in Section 4.

- Five metrics, $\ell_{\text{last}}^2$, $\ell_{\text{all}}^2$, $\cos_{\text{last}}$, $\cos_{\text{all}}$, and GC, passed both the identical instance test and the identical class test on all the datasets. The other metrics failed to pass at least one of the tests.
- The dot metrics and the gradient-based metrics, except for GC, failed the identical instance test.
- The metrics with the identity feature map $\ell_2^x$, $\cos^x$, and $\text{dot}^x$ failed the identical class test.
- GC outperformed the other metrics on the top-10 identical class test.
- GC and $\cos_{\text{all}}$ performed well on the identical subclass test, where GC performed particularly well on the text datasets, while $\cos_{\text{all}}$ performed well on the image datasets.
Figure 7: TREC with LSTM. \( y = A \).

(a) MNIST with CNN. \( y = A \).

(b) MNIST with CNN. \( y = B \).

(c) CIFAR10 with MobileNetV2. \( y = A \).

(d) CIFAR10 with MobileNetV2. \( y = B \).

(e) CIFAR10 with CNN. \( y = A \).

(f) CIFAR10 with CNN. \( y = B \).

Figure 8: visualization of \( h^{all} \) in each dataset and model using UMAP.

(a) TREC with LSTM. \( y = A \).

(b) CF with LSTM. \( y = A \).

(c) CF with LSTM. \( y = B \).
Table 3: Average success rate ± std. of each relevancy metric for identical instance test. The metrics prefixed with ♦ are the ones we have repaired. The results with the average success rate over 0.5 are colored.

| Model      | Parameter size | Accuracy | MNIST 12K | logreg 8K | MobileNetV2 2.2M | CIFAR10 12K | logreg 31K |
|------------|---------------|----------|-----------|-----------|-----------------|-------------|-----------|
|            |               |          | CNN       | logreg    | CNN             | logreg      |           |
|            |               | 0.98 ± 0.00 | 0.92 ± 0.00 | 0.89 ± 0.01 | 0.72 ± 0.02 | 0.35 ± 0.01 |
| $\ell_2$  |               | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| $\ell_2^{last}$ |           | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | 1.00 ± 0.00 | -          |
| $\ell_2^{all}$ |             | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | 1.00 ± 0.00 | -          |
| $\cos^2$  |               | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| $\cos^{last}$ |           | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | 1.00 ± 0.00 | -          |
| $\cos^{all}$ |             | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | 1.00 ± 0.00 | -          |
| $\dot{^2}$ |               | 0.26 ± 0.03 | 0.28 ± 0.03 | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 |
| $\dot{^{last}}$ |           | 0.00 ± 0.00 | -          | 0.00 ± 0.00 | 0.00 ± 0.00 | -          |
| $\dot{^{all}}$ |             | 0.39 ± 0.04 | -          | 1.00 ± 0.00 | 0.58 ± 0.04 | -          |
| IF         |               | 0.02 ± 0.01 | 0.36 ± 0.04 | -          | 0.00 ± 0.00 | 0.35 ± 0.03 |
| ♦ $\ell_2^{IF}$ |          | 1.00 ± 0.00 | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | 1.00 ± 0.00 |
| ♦ $\cos^{IF}$ |             | 1.00 ± 0.00 | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | 1.00 ± 0.00 |
| FK         |               | 0.00 ± 0.00 | 0.00 ± 0.00 | -          | 0.00 ± 0.00 | 0.00 ± 0.00 |
| ♦ $\ell_2^{FK}$ |          | 1.00 ± 0.00 | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | 1.00 ± 0.00 |
| ♦ $\cos^{FK}$ |             | 1.00 ± 0.00 | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | 1.00 ± 0.00 |
| GD         |               | 0.00 ± 0.00 | 0.01 ± 0.01 | 0.00 ± 0.01 | 0.03 ± 0.01 | 0.00 ± 0.00 |
| GC         |               | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| ♦ $\ell_2^{grad}$ |         | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |

| TREC       | Parameter size | Accuracy | Bi-LSTM 20K | logreg 7K | Bi-LSTM 51K | logreg 14K |
|------------|---------------|----------|-------------|-----------|-------------|-----------|
|            |               |          | CNN        | logreg    | CNN         | logreg    |
|            |               | 0.86 ± 0.01 | 0.81 ± 0.02 | 0.71 ± 0.03 | 0.73 ± 0.01 |
| $\ell_2$  |               | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| $\ell_2^{last}$ |           | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | -          |
| $\ell_2^{all}$ |             | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | -          |
| $\cos^2$  |               | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| $\cos^{last}$ |           | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | -          |
| $\cos^{all}$ |             | 1.00 ± 0.00 | -          | 1.00 ± 0.00 | -          |
| $\dot{^2}$ |               | 0.62 ± 0.03 | 0.61 ± 0.03 | 0.33 ± 0.02 | 0.32 ± 0.04 |
| $\dot{^{last}}$ |           | 0.07 ± 0.01 | -          | 0.06 ± 0.01 | -          |
| $\dot{^{all}}$ |             | 0.14 ± 0.03 | -          | 0.13 ± 0.02 | -          |
| IF         |               | 0.00 ± 0.00 | 0.52 ± 0.03 | 0.00 ± 0.00 | 0.62 ± 0.04 |
| ♦ $\ell_2^{IF}$ |          | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| ♦ $\cos^{IF}$ |             | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| FK         |               | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 |
| ♦ $\ell_2^{FK}$ |          | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| ♦ $\cos^{FK}$ |             | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| GD         |               | 0.00 ± 0.00 | 0.04 ± 0.02 | 0.00 ± 0.00 | 0.11 ± 0.02 |
| GC         |               | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
| ♦ $\ell_2^{grad}$ |         | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |
Table 4: Average success rate ± std. of each relevancy metric for identical class test. The metrics prefixed with ♦ are the ones we have repaired. The results with the average success rate over 0.5 are colored.

| Model Parameter size | Accuracy | CNN 12K | logreg 8K | CNN 2.2M | logreg 31K |
|----------------------|----------|---------|----------|----------|-----------|
| **MNIST**            |          |         |          |          |           |
| ε₂²                 | 0.93 ± 0.01 | 0.88 ± 0.01 | 0.26 ± 0.02 | 0.26 ± 0.02 | 0.24 ± 0.02 |
| ε₂²last             | 0.99 ± 0.01 | -       | 1.00 ± 0.00 | 0.75 ± 0.02 | -         |
| ε₂²all              | 0.98 ± 0.00 | -       | 0.93 ± 0.02 | 0.61 ± 0.02 | -         |
| cos²                | 0.94 ± 0.01 | 0.88 ± 0.01 | 0.30 ± 0.03 | 0.29 ± 0.02 | 0.26 ± 0.02 |
| cos²last            | 0.99 ± 0.01 | -       | 1.00 ± 0.00 | 0.78 ± 0.02 | -         |
| cos²all             | 0.98 ± 0.00 | -       | 0.97 ± 0.01 | 0.71 ± 0.02 | -         |
| dot²                | 0.69 ± 0.02 | 0.68 ± 0.02 | 0.09 ± 0.02 | 0.10 ± 0.01 | 0.11 ± 0.02 |
| dot²last            | 0.67 ± 0.02 | -       | 1.00 ± 0.00 | 0.20 ± 0.02 | -         |
| dot²all             | 0.96 ± 0.01 | -       | 0.96 ± 0.01 | 0.31 ± 0.01 | -         |
| **FK**              |          |         |          |          |           |
| ε₂²FK               | 0.72 ± 0.01 | 0.62 ± 0.02 | -       | 0.14 ± 0.01 | 0.14 ± 0.01 |
| cos²FK              | 0.82 ± 0.01 | 0.69 ± 0.02 | -       | 0.12 ± 0.01 | 0.13 ± 0.02 |
| **GD**              |          |         |          |          |           |
| ε₂²grad             | 0.94 ± 0.01 | 0.99 ± 0.00 | 0.97 ± 0.01 | 0.99 ± 0.00 | 1.00 ± 0.00 |

| Model Parameter size | Accuracy | Bi-LSTM 20K | logreg 7K | Bi-LSTM 51K | logreg 14K |
|----------------------|----------|-------------|----------|-------------|-----------|
| **TREC**             |          |             |          |             |           |
| ε₂²                 | 0.70 ± 0.00 | 0.75 ± 0.00 | 0.56 ± 0.01 | 0.56 ± 0.02 |
| ε₂²last             | 0.89 ± 0.00 | -           | 0.87 ± 0.01 | -           |
| ε₂²all              | 0.88 ± 0.00 | -           | 0.88 ± 0.01 | -           |
| cos²                | 0.73 ± 0.00 | 0.76 ± 0.00 | 0.62 ± 0.01 | 0.64 ± 0.01 |
| cos²last            | 0.89 ± 0.00 | -           | 0.88 ± 0.01 | -           |
| cos²all             | 0.90 ± 0.00 | -           | 0.90 ± 0.01 | -           |
| dot²                | 0.33 ± 0.00 | 0.34 ± 0.00 | 0.46 ± 0.01 | 0.47 ± 0.02 |
| dot²last            | 0.93 ± 0.00 | -           | 0.92 ± 0.01 | -           |
| dot²all             | 0.93 ± 0.00 | -           | 0.91 ± 0.01 | -           |
| **CF**              |          |             |          |             |           |
| ε₂²FK               | 0.98 ± 0.00 | 0.95 ± 0.00 | 0.99 ± 0.00 | 0.95 ± 0.01 |
| cos²FK              | 0.99 ± 0.00 | 0.96 ± 0.00 | 0.99 ± 0.00 | 0.98 ± 0.01 |
| ε₂²grad             | 1.00 ± 0.00 | 0.96 ± 0.00 | 0.93 ± 0.01 | 0.96 ± 0.01 |

| Model Parameter size | Accuracy | Bi-LSTM 20K | logreg 7K | Bi-LSTM 51K | logreg 14K |
|----------------------|----------|-------------|----------|-------------|-----------|
| **17**               |          |             |          |             |           |
Table 5: Average success rate ± std. of each relevancy metric for top-10 identical class test. The metrics prefixed with ♦ are the ones we have repaired. The results with the average success rate over 0.5 are colored.

| Model Parameter size | MNIST | CIFAR10 |
|---------------------|-------|---------|
| Accuracy            | CNN   | 12K     | logreg | 8K   | 2.2M | CNN   | 12K | logreg | 31K |
|                     | 0.98 ± 0.00 | 0.92 ± 0.00 | 0.89 ± 0.01 | 0.72 ± 0.02 | 0.35 ± 0.01 |
| $\ell_2^f$          | 0.63 ± 0.02 | 0.63 ± 0.02 | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 |
| $\ell_{last}^f$     | 0.95 ± 0.01 | - | 0.98 ± 0.01 | 0.30 ± 0.01 | - |
| $\ell_{all}^f$      | 0.89 ± 0.01 | - | 0.64 ± 0.05 | 0.14 ± 0.01 | - |
| $\cos^2$            | 0.67 ± 0.02 | 0.65 ± 0.02 | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 |
| $\cos_{last}$       | 0.97 ± 0.01 | - | 0.98 ± 0.01 | 0.33 ± 0.02 | - |
| $\cos_{all}$        | 0.92 ± 0.00 | - | 0.84 ± 0.03 | 0.23 ± 0.02 | - |
| $\text{dot}^2$      | 0.19 ± 0.01 | 0.20 ± 0.02 | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 |
| $\text{dot}_{last}$ | 0.42 ± 0.03 | - | 0.98 ± 0.01 | 0.04 ± 0.01 | - |
| $\text{dot}_{all}$  | 0.88 ± 0.01 | - | 0.79 ± 0.03 | 0.05 ± 0.01 | - |
| IF                  | 0.00 ± 0.00 | 0.00 ± 0.00 | - | 0.00 ± 0.00 | 0.00 ± 0.00 |
| ♦ $\ell_{IF}^f$     | 0.25 ± 0.01 | 0.10 ± 0.01 | - | 0.00 ± 0.00 | 0.00 ± 0.00 |
| ♦ $\cos_{IF}$       | 0.59 ± 0.02 | 0.17 ± 0.01 | - | 0.00 ± 0.00 | 0.00 ± 0.00 |
| FK                  | 0.00 ± 0.00 | 0.02 ± 0.01 | - | 0.00 ± 0.00 | 0.06 ± 0.01 |
| ♦ $\ell_{FK}^f$     | 0.23 ± 0.03 | 0.65 ± 0.02 | - | 0.25 ± 0.02 | 0.87 ± 0.01 |
| ♦ $\cos_{FK}$       | 0.59 ± 0.01 | 0.82 ± 0.02 | - | 0.54 ± 0.02 | 0.93 ± 0.01 |
| GD                  | 0.00 ± 0.00 | 0.41 ± 0.02 | 0.00 ± 0.00 | 0.15 ± 0.01 | 1.00 ± 0.00 |
| GC                  | 0.95 ± 0.01 | 0.99 ± 0.01 | 0.92 ± 0.02 | 0.92 ± 0.01 | 1.00 ± 0.00 |
| ♦ $\ell_{grad}^f$   | 0.57 ± 0.02 | 0.95 ± 0.01 | 0.78 ± 0.03 | 0.80 ± 0.01 | 0.99 ± 0.00 |

| Model Parameter size | TREC | CF |
|---------------------|------|----|
| Accuracy            | Bi-LSTM | 20K | logreg | 7K | Bi-LSTM | 51K | logreg | 14K |
|                     | 0.86 ± 0.01 | 0.81 ± 0.02 | 0.71 ± 0.03 | 0.73 ± 0.01 |
| $\ell_2^f$          | 0.23 ± 0.00 | 0.23 ± 0.00 | 0.04 ± 0.01 | 0.04 ± 0.01 |
| $\ell_{last}^f$     | 0.68 ± 0.00 | - | 0.64 ± 0.01 | - |
| $\ell_{all}^f$      | 0.66 ± 0.00 | - | 0.64 ± 0.02 | - |
| $\cos^2$            | 0.24 ± 0.00 | 0.24 ± 0.00 | 0.10 ± 0.01 | 0.10 ± 0.01 |
| $\cos_{last}$       | 0.69 ± 0.00 | - | 0.65 ± 0.02 | - |
| $\cos_{all}$        | 0.68 ± 0.00 | - | 0.67 ± 0.02 | - |
| $\text{dot}^2$      | 0.05 ± 0.00 | 0.05 ± 0.00 | 0.04 ± 0.01 | 0.04 ± 0.01 |
| $\text{dot}_{last}$ | 0.75 ± 0.00 | - | 0.81 ± 0.01 | - |
| $\text{dot}_{all}$  | 0.84 ± 0.00 | - | 0.79 ± 0.02 | - |
| IF                  | 0.00 ± 0.00 | 0.24 ± 0.00 | 0.00 ± 0.00 | 0.04 ± 0.01 |
| ♦ $\ell_{IF}^f$     | 0.83 ± 0.00 | 0.47 ± 0.00 | 0.93 ± 0.01 | 0.53 ± 0.02 |
| ♦ $\cos_{IF}$       | 0.91 ± 0.00 | 0.65 ± 0.00 | 0.94 ± 0.01 | 0.64 ± 0.02 |
| FK                  | 0.01 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 |
| ♦ $\ell_{FK}^f$     | 0.90 ± 0.00 | 0.71 ± 0.00 | 0.66 ± 0.01 | 0.74 ± 0.02 |
| ♦ $\cos_{FK}$       | 0.95 ± 0.00 | 0.77 ± 0.00 | 0.64 ± 0.01 | 0.81 ± 0.01 |
| GD                  | 0.11 ± 0.00 | 0.99 ± 0.00 | 0.26 ± 0.01 | 0.99 ± 0.00 |
| GC                  | 0.96 ± 0.00 | 1.00 ± 0.00 | 0.97 ± 0.00 | 1.00 ± 0.00 |
| ♦ $\ell_{grad}^f$   | 0.94 ± 0.00 | 1.00 ± 0.00 | 0.96 ± 0.00 | 0.98 ± 0.00 |
Table 6: Average success rate ± std. of each relevancy metric for identical subclass test. The metrics prefixed with $\diamond$ are the ones we have repaired. The results with the average success rate over 0.5 are colored.

| Model | Parameter size | MNIST | CIFAR10 |
|-------|----------------|-------|---------|
|       | Audio | CNN 12K | logreg 8K | MobileNetV2 2.2M | CNN 12K | logreg 31K |
|       | Accuracy | 0.99 ± 0.00 | 0.88 ± 0.01 | 0.92 ± 0.01 | 0.84 ± 0.03 | 0.71 ± 0.03 |
| $\ell^2_2$ | $\ell^2_{last}$ | $\ell^2_{all}$ | $\cos^2$ | $\cos_{last}$ | $\cos_{all}$ | $\text{dot}^2$ | $\text{dot}_{last}$ | $\text{dot}_{all}$ | $\text{IF}$ | $\text{IF}^2_2$ | $\text{IF}^2_{last}$ | $\text{IF}^2_{all}$ | $\text{FK}$ | $\text{FK}^2_2$ | $\text{FK}^2_{last}$ | $\text{FK}^2_{all}$ | $\text{GD}$ | $\text{GD}^2_2$ | $\text{GC}$ | $\text{GC}^2_2$ | $\text{CF}$ |
|       | Parameter size | Bi-LSTM | logreg 20K | Bi-LSTM | logreg 51K | Bi-LSTM | logreg 14K |
|       | Accuracy | 0.90 ± 0.02 | 0.88 ± 0.01 | 0.79 ± 0.02 | 0.87 ± 0.01 |
| $\ell^2_2$ | $\ell^2_{last}$ | $\ell^2_{all}$ | $\cos^2$ | $\cos_{last}$ | $\cos_{all}$ | $\text{dot}^2$ | $\text{dot}_{last}$ | $\text{dot}_{all}$ | $\text{IF}$ | $\text{IF}^2_2$ | $\text{IF}^2_{last}$ | $\text{IF}^2_{all}$ | $\text{FK}$ | $\text{FK}^2_2$ | $\text{FK}^2_{last}$ | $\text{FK}^2_{all}$ | $\text{GD}$ | $\text{GD}^2_2$ | $\text{GC}$ | $\text{GC}^2_2$ | $\text{CF}$ |
|       | Accuracy | 0.90 ± 0.02 | 0.88 ± 0.01 | 0.79 ± 0.02 | 0.87 ± 0.01 |

- Results with average success rate over 0.5 are highlighted.
Table 7: Average success rate ± std. of each relevancy metric for top-10 identical subclass test. The metrics prefixed with ♦ are the ones we have repaired. The results with the average success rate over 0.5 are colored.

|                | MNIST |             | CIFAR10 |             |
|----------------|-------|-------------|---------|-------------|
|                | CNN   | logreg      | CNN     | logreg      |
| Parameter size | Accuracy | 12K         | 8K      | 2.2M        | 12K         | 31K         |
| CNN            | 0.99 ± 0.00 | 0.88 ± 0.01 | 0.92 ± 0.01 | 0.84 ± 0.03 | 0.71 ± 0.03 |
| IF             | 0.01 ± 0.01 | 0.00 ± 0.00 | -       | 0.00 ± 0.00 | 0.00 ± 0.00 |
| ♦  \(\ell^2\) | 0.14 ± 0.03 | 0.16 ± 0.02 | -       | 0.00 ± 0.00 | 0.00 ± 0.00 |
| ♦ cos\(\ell^2\) | 0.37 ± 0.02 | 0.35 ± 0.04 | -       | 0.00 ± 0.00 | 0.00 ± 0.00 |
| FK             | 0.00 ± 0.00 | 0.00 ± 0.00 | -       | 0.00 ± 0.00 | 0.00 ± 0.00 |
| ♦  \(\ell^2\) | 0.22 ± 0.02 | 0.30 ± 0.03 | -       | 0.00 ± 0.00 | 0.00 ± 0.00 |
| ♦ cos\(\ell^2\) | 0.58 ± 0.02 | 0.46 ± 0.04 | -       | 0.00 ± 0.00 | 0.00 ± 0.00 |
| GD             | 0.00 ± 0.00 | 0.01 ± 0.01 | 0.01 ± 0.01 | 0.00 ± 0.00 | 0.00 ± 0.00 |
| GC             | 0.86 ± 0.03 | 0.87 ± 0.02 | 0.06 ± 0.02 | 0.01 ± 0.01 | 0.01 ± 0.01 |
| ♦  \(\ell^2\) | 0.50 ± 0.03 | 0.69 ± 0.04 | 0.02 ± 0.01 | 0.00 ± 0.00 | 0.00 ± 0.00 |

|                | TREC  |             | CF      |             |
| Parameter size | Accuracy | 20K         | 7K      | 51K         | 14K         |
| CNN            | 0.90 ± 0.02 | 0.88 ± 0.01 | 0.79 ± 0.02 | 0.87 ± 0.01 |
| IF             | 0.00 ± 0.00 | 0.01 ± 0.01 | 0.00 ± 0.00 | 0.01 ± 0.01 |
| ♦  \(\ell^2\) | 0.11 ± 0.02 | 0.24 ± 0.02 | 0.31 ± 0.02 | 0.30 ± 0.04 |
| ♦ cos\(\ell^2\) | 0.22 ± 0.03 | 0.25 ± 0.02 | 0.35 ± 0.03 | 0.38 ± 0.02 |
| FK             | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.01 ± 0.01 |
| ♦  \(\ell^2\) | 0.28 ± 0.04 | 0.26 ± 0.02 | 0.35 ± 0.03 | 0.38 ± 0.03 |
| ♦ cos\(\ell^2\) | 0.41 ± 0.03 | 0.25 ± 0.02 | 0.37 ± 0.04 | 0.40 ± 0.03 |
| GD             | 0.10 ± 0.02 | 0.01 ± 0.00 | 0.04 ± 0.02 | 0.21 ± 0.03 |
| GC             | 0.37 ± 0.03 | 0.37 ± 0.02 | 0.39 ± 0.03 | 0.42 ± 0.03 |
| ♦  \(\ell^2\) | 0.24 ± 0.03 | 0.34 ± 0.02 | 0.38 ± 0.03 | 0.54 ± 0.02 |