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Abstract

Evolutionary game theory has been a successful tool to combine classical game theory with learning-dynamical descriptions in multiagent systems. Provided some symmetric structures of interacting players, many studies have been focused on using a simplified heuristic payoff table as input to analyse the dynamics of interactions. Nevertheless, even for the state-of-the-art method, there are two limits. First, there is inaccuracy when analysing the simplified payoff table. Second, no existing work is able to deal with 2-population multiplayer asymmetric games. In this paper, we fill the gap between heuristic payoff table and dynamic analysis without any inaccuracy. In addition, we propose a general framework for m versus n 2-population multiplayer asymmetric games. Then, we compare our method with the state-of-the-art in some classic games. Finally, to illustrate our method, we perform empirical game-theoretical analysis on Wolfpack as well as StarCraft II, both of which involve complex multiagent interactions.

1 Introduction

Evolutionary game theory (EGT) has been successfully applied to analyse the learning dynamics in multiagent systems (Tuyls et al. 2004; Tuyls, Hoen, and Vanschoenwinkel 2006). The EGT relaxes the hyper-rationality assumption in traditional game theory (Morgenstern and Von Neumann 1944; Gibbons 1992) and replaces it with biological mechanism such as natural selection and mutation (Smith and Price 1973; Smith 1982; Weibull 1997; Hofbauer and Sigmund 1998). The replicator dynamics (RD), a system of ordinary differential equations, is the core mathematical model in EGT and describes the evolutionary process for the population change of different types over time (Taylor and Jonker 1978). However, using game theory to study multiagent interactions in complex systems is non-trivial. Empirical game-theoretical analysis (EGTA) tries to investigate and analyse meta games abstracted from the original full game (Walsh et al. 2002; Wellman 2006). Instead of trying to detail the decision-making processes at the level of the atomic actions, EGTA focuses on meta-strategies which are discovered and meta-reasoned in the strategy space heuristically. In this way, an abstracted game with much smaller structure is extracted from the original full game. Tuyls et al. provide theoretical guarantees on the approximation of original full game by an estimated game based on sampled data (Tuyls et al. 2018a). With the higher-level strategies being the primitive actions of the game, one should get a payoff table in the normal form, which can be investigated via EGT in a standard way. Nevertheless, when more than two players interact with each other in the game, the payoff table becomes a higher-order tensor rather than a matrix. This is computationally unacceptable when the number of players is large, since the payoff table would be exponentially larger to the amount of players. Fortunately, if there exists some symmetries in the payoff structure, which is ubiquitous in most scenarios, the heuristic payoff table (HPT) is able to crucially simplify the payoff table (Walsh et al. 2002). In a nutshell, the HPT makes it amenable to theoretically analyse the multiplayer game as long as the game is symmetric. This method has been applied to many areas such as continuous double auctions, poker games and multi-robot systems (Hennes, Claes, and Tuyls 2013).

Recent studies have generalised the HPT-based method for asymmetric games (Tuyls et al. 2018b; Tuyls et al. 2018a). In particular, the state-of-the-art method (Tuyls et al. 2018a), performs a decomposition of the HPT of an asymmetric game into two symmetric counterparts to make it compatible with a previous work (Tuyls et al. 2018b), in which the authors link the asymmetric game and the symmetric counterparts by analysing the Nash equilibria. In that way, asymmetric problem is converted to symmetric problems so the formulas for symmetric HPT can be directly utilised. However, there are two limitations. Firstly, there is inaccuracy when analysing the HPT using the method, i.e., there is loss of information, which should not have been the case in the spirit of HPT. Secondly, the method did not mention how to deal with 2-population multiplayer asymmetric games. Specifically, the experiments for asymmetric game in (Tuyls et al. 2018a) are based on 1 versus 1 games. To the best of our knowledge, no existing work explicitly describes the methodology of analysing asymmetric games in the multiplayer case.

In this paper, we improve the state-of-the-art method (Bloembergen et al. 2015; Tuyls et al. 2018a) and fill the gaps between a heuristic payoff table and the corresponding evolutionary dynamics without any inaccuracy. In ad-
condition, our method provides an accurate mathematical description not only for symmetric games, but also for asymmetric games with multiplayers. This is achieved by taking strategy profiles from both populations into account to develop the generalised formulas for asymmetric HPT. Furthermore, we propose a general framework for \( m \) versus \( n \) 2-population multiplayer asymmetric games. Subsequently, we compare our method with the state-of-the-art numerically in two classic games: the Prisoner’s Dilemma and the Battle of Sexes (Gibbons 1992). Finally, we illustrate the advantages of our method experimentally in two popular domains, Wolfpack and StarCraft II, which both involve complex multiagent interactions. In both experiments, we perform empirical game-theoretical analysis to make the interactions game-theoretically tractable, then utilize multiagent deep reinforcement learning to generate a payoff table for the abstracted game, in order to analyse the evolutionary dynamics.

The rest of paper is organized as follows. Section 2 provides the preliminaries for readers to review some basic concepts. Section 3 introduces our method for both symmetric game and multiplayer asymmetric game. In section 4, two standard examples in game theory are given to compare our method with a state-of-the-art method. In section 5, empirical results are provided in two popular domains, Wolfpack and StarCraft II. Lastly, section 6 presents the conclusion.

## 2 Preliminaries

### 2.1 Normal Form Games and Nash Equilibrium

**Normal Form Games** A Normal form game (NFG) captures the strategic interaction of players in a single round (Morgenstern and von Neumann 1944; Gibbons 1992). An example of 2-player NFG is shown in Table 1. Given the strategy profile \((x, y)\) and payoff bimatrix \((U^1, U^2)\), the corresponding payoff functions for player 1 and 2 are \(x^T U^1 y\) and \(x^T U^2 y\) respectively. Note that these can be generalised into \(n\)-player case by considering \(U^i\) as higher order tensors instead of matrices.

**Nash Equilibrium** A Nash equilibrium (NE) is an outcome in which no player can get higher payoff if unilaterally changes its strategy, i.e., everyone but itself keeps the strategy as it was. The concept of NE has a number of potential weaknesses. The most glaring weakness is that the concept relies on the strong assumption of hyper-rationality with infinite computational power and complete information of the game. Secondly, the NE only takes account for the equilibrium, a result without the knowledge of how the players proceed. Lastly but not the least, there may exist many Nash Equilibria, and deciding which one should be considered as the outcome of the game is challenging.

### 2.2 Symmetric Games and Heuristic Payoff Table

#### Symmetric Games

An \( n \)-player NFG is symmetric in the sense that each player has the same pure strategy set, and one’s payoff only depends on the composition of strategy profile rather than who is playing it. More specifically, one’s payoff only depends on the numbers of players playing each pure strategy. The simple case is when \( n = 2 \), \( A = B^2 \).

#### Heuristic Payoff Table

Thanks to the symmetry, the heuristic payoff table (HPT) can significantly simplify the payoff table without any loss of information. For instance, HPT of a 3-player 3-strategy symmetric game is given as Table 2. The left-hand side, each row in the matrix \( N \), indicates the discrete distribution of three players over three strategies, and the right side, the matrix \( U \), expresses the rewards corresponding to the rows in \( N \).

| \( N_{i1} \) | \( N_{i2} \) | \( N_{i3} \) | \( U_{i1} \) | \( U_{i2} \) | \( U_{i3} \) |
|---|---|---|---|---|---|
| 3 | 0 | 0 | 1 | 0 | 0 |
| 2 | 1 | 0 | 0.5 | 0.2 | 0 |
| \( \cdots \) | \( \cdots \) | \( \cdots \) | \( \cdots \) | \( \cdots \) | \( \cdots \) |
| 1 | 1 | 1 | 0.1 | 0.2 | 0.4 |
| \( \cdots \) | \( \cdots \) | \( \cdots \) | \( \cdots \) | \( \cdots \) | \( \cdots \) |
| 0 | 0 | 3 | 0 | 0 | 0.9 |

Table 2: HPT for a symmetric game

### 2.3 Replicator Dynamics and Evolutionary Stable Strategies

**Replicator Dynamics** Evolutionary game theory (EGT) is the study of the dynamic evolution of strategic behaviours. EGT is descriptive comparing with classical game theory, i.e., it captures the complete dynamics of strategies of players. EGT relaxes the rationality assumption and replaces it by biological settings. The essence of EGT is the replicator dynamics (RD), a system of ordinary differential equations (ODEs) that describe how populations of individuals evolve over time under evolutionary pressure. The basic form of RD modelling the selection mechanism for single population is as follows:

\[
\frac{dx_i}{dt} = (Ax)_i - x^T Ax \cdot x_i.
\]

Here we consider \( k \) social types indexed via \( i \) in the population. Each ODE describes the dynamics of the density of a certain type (or pure strategy) in the population, \( x = (x_1, \cdots, x_k) \) is a profile (or mixed strategy) of the population that describes the population share of each type at time \( t \). \( A \) is payoff table so the \((Ax)_i \) denotes the payoff which the individual receives if choose type \( i \) in a population with profile \( x \) and \( x^T Ax \) is the average payoff in the population. The RD models the tendency of types with greater than average payoff to attract more followers (replicators), and types with less than average payoff to suffer defections.
The RD assumes a constant population, i.e., \( \sum x_i = 1 \), then models the rate of change of a given type \( i \) proportional to its current density and its payoff compared to the average payoff of the population. In multiagent setting, an alternative understanding for the evolutionary dynamics is that the agent (individual) learns to choose action (type) given the strategy profile \( x \) (population profile) (Smith and Price 1973).

Similarly, RD for 2-population is described by the system:
\[
\begin{align*}
\frac{dx_i}{dt} &= [(Ay)_i - x^T A] \cdot x_i \\
\frac{dy_j}{dt} &= [(x^T B)_j - x^T B] \cdot y_j,
\end{align*}
\]
with the matrices \( A \) and \( B \) being the payoff tables, \( x \) and \( y \) being the population shares for the first and second population respectively. Note that when the two populations are homogeneous, the game becomes symmetric. Hence \( A = B^T \) and the equations (2) reduce to equations (1) in single population case.

**Evolutionary Stable Strategies** The concept of the evolutionary stable strategy (ESS) plays an important role in evolutionary game theoretic terms. Had a classical payoff table \( \mathbf{A} \), then models the rate of change of a given type \( i \) proportional to its current density and its payoff compared to the average payoff of the population. In multiagent setting, an alternative understanding for the evolutionary dynamics is that the agent (individual) learns to choose action (type) given the strategy profile \( x \) (population profile) (Smith and Price 1973).

3 Method

As mentioned in Section[1] HPT can crucially simplify the payoff table. In Section[3.1] we firstly improve and detail the calculation in order to fill the gaps between RD and a HPT for a mixed strategy game, then provide an example to compare our method with a state-of-the-art method mentioned in (Tuyls et al. 2018a). Then, in Section[3.2] we generalise our method to an asymmetric game with \( m + n \) players.

3.1 Symmetric Games with HPT

We firstly consider symmetric games, i.e., games with monomorphic population and interchangeable individuals. In order to perform RD for a mixed strategy profile \( x \), we need to estimate the expected payoff of choosing \( i \)-th pure strategy, which is the relative Darwinian fitness of choosing a certain type depending on the current population profile in evolutionary game theoretic terms. Had a classical payoff table \( A \) in NFG form in hand, this is exactly \( (Ax)_i \), (or \( e_iAx \)). When provided a HPT, we derive the expected payoff function \( f_i(x) \) as follows.

Consider an \( n \)-player \( k \)-strategy symmetric game with a HPT: \( H = ((N_{ij}), (U_{ij})) \). Although there are only finite players interacting in the iterated game, we assume that in each game the \( n \) players are randomly drawn from an infinite population pool. This assumption assures that the arbitrary mixed strategy profile and its continuous dynamics make sense. Given a strategy profile \( x = (x_1, \ldots, x_k) \), a variant of combination number \( \binom{k}{n} N_{ij}(i) \) is introduced to denote the combination of the selected \( n \) players with the specific row \( N_j \) as current population profile if one chooses the \( i \)-th pure strategy against others. Formally, \( \binom{k}{n} N_{ij}(i) \) is defined as:

\[
\binom{k}{n} N_{ij}(i) = \left( N_{j1}, \ldots, N_{j,i-1}, N_{ji} - 1, N_{j,i+1}, \ldots, N_{jk} \right) = \left( n - 1 \right) \cdot \left( \prod_{l=1}^{i-1} N_{jl} \right) / x_i, \quad N_{ji} \neq 0,
\]

\[
0, \quad N_{ji} = 0.
\]

Then the probability for getting a specific row \( N_j \) provided one we consider chooses the \( i \)-th pure strategy can be computed from:

\[
P(N_j | x, i) = \sum_{j} P(N_j | x, i) \cdot U_{ji}.
\]

Then one can substitute \( (Ax)_i \) by \( f_i(x) \) in RD equations (1) to analyse the dynamics of strategy profile.
from the meta-strategy set \( S^{(2)} = \{S_1^{(2)}, \ldots, S_k^{(2)}\} \). The HPT \( H = ((N_{ij}), (U_{ij})) \) for the \((m + n)\)-player asymmetric game is given as Table 3. Each entry \((N_{ij}^{(1)}, N_{ij}^{(2)})\) of the left part or \((U_{ij}^{(1)}, U_{ij}^{(2)})\) of the right part is a tri-tuple, in which the first and second elements correspond to the counts or rewards information for players from the first and the second populations, respectively.

| \( N_{ij} \) | \( N_{i2} \) | \( \ldots \) | \( N_{ik} \) | \( U_{i1} \) | \( U_{i2} \) | \( \ldots \) | \( U_{ik} \) |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| (m,n)          | 0              | \ldots         | 0              | \( (U_{11}^{(1)}, U_{11}^{(2)}) \) | 0              | \ldots         | 0              |
| (m-1,n)        | (1,0)          | \ldots         | 0              | \( (U_{21}^{(1)}, U_{21}^{(2)}) \) | \( (U_{22}^{(1)}, 0) \) | \ldots         | 0              |
| (m,n-1)        | (0,1)          | \ldots         | 0              | \( (U_{12}^{(1)}, U_{12}^{(2)}) \) | \( (0, U_{12}^{(2)}) \) | \ldots         | 0              |
| \vdots         | \vdots         | \ldots         | \vdots         | \vdots         | \vdots         | \ldots         | \vdots         |
| 0              | \ldots         | 0              | \( (U_{ij}^{(1)}, U_{ij}^{(2)}) \) | \ldots         | 0              | \ldots         | \( (U_{ij}^{(1)}, U_{ij}^{(2)}) \) |

Table 3: HPT for an asymmetric game

The table has \( r = (m+k-1) \cdot (n+k-1) \) rows. Once we get the HPT in hand, we can analyze the dynamics of population shares (or strategy distributions) changing in time as following.

Similar to the symmetric case, we need to estimate the expected payoff function \( f_i(x, y) \) for players choosing the \( i \)-th strategy in both populations in the asymmetric game. For a current joint strategy profile \((x, y)\), the probability for getting a specific row \( N_i \) conditioned on the one we consider from either population chooses the \( i \)-th strategy can be computed as

\[
P^{(1)}(N_j | x, y, i) = \frac{k \cdot N_j^{(1)}(i) \cdot \left( \prod_{l=1}^k x_{j1}^{N_l(i)} \right) / x_i}{N_j^{(2)}(i) \cdot \left( \prod_{l=1}^k y_j^{N_l(i)} \right)}
\]

and

\[
P^{(2)}(N_j | x, y, i) = \frac{k \cdot N_j^{(2)}(i) \cdot \left( \prod_{l=1}^k y_{j1}^{N_l(i)} \right) / y_i}{N_j^{(1)}(i) \cdot \left( \prod_{l=1}^k x_j^{N_l(i)} \right)}
\]

where

\[
k \cdot N_j^{(1)}(i) = \left( N_{j1}^{(1)}, \ldots, N_{j(i-1)}^{(1)}, N_{ji}^{(1)} - 1, N_{j(i+1)}^{(1)}, \ldots, N_{jk}^{(1)} \right),
\]

and

\[
k \cdot N_j^{(2)}(i) = \left( N_{j1}^{(2)}, \ldots, N_{j(i-1)}^{(2)}, N_{ji}^{(2)} - 1, N_{j(i+1)}^{(2)}, \ldots, N_{jk}^{(2)} \right).
\]

Hence players from either population who choose \( i \)-th strategy can get corresponding expected payoff

\[
f_i^{(1)}(x, y) = \sum_j P^{(1)}(N_j | x, y, i) \cdot U_{j1}^{(1)},
\]

and

\[
f_i^{(2)}(x, y) = \sum_j P^{(2)}(N_j | x, y, i) \cdot U_{j1}^{(2)}.
\]

Then one can analyse the dynamics of strategy profile via RD equations by replacing \( A y \) by \( x^T B y \) by \( f_i^{(1)}(x, y) \) and \( f_i^{(2)}(x, y) \) respectively.

### 4 Numerical Results

In this section, we give two standard examples in game theory to compare our method with a state-of-the-art method (Tuyls et al. 2018a).

#### 4.1 Prisoner’s Dilemma (PD)

A normal form payoff table for PD is shown as follows.

|       | Prisoner 1 | Prisoner 2 |
|-------|------------|------------|
|       | Cooperate  | Defect     |
| Cooperate | (3, 3)    | (0, 5)     |
| Defect   | (5, 0)     | (1, 1)     |

Table 4: Normal form payoff table for PD

This is a symmetric game, the payoff matrix for either prisoner is

\[
A = \begin{pmatrix} 3 & 0 \\ 5 & 1 \end{pmatrix}.
\]

Assuming the current strategy profile for either prisoner is \( x = (0.5, 0.5)^T \), the expected payoff conditioned on that one player chooses the \( i \)-th strategy \((i \in \{1, 2\})\) is

\[
(A x)_i = \begin{pmatrix} 3 & 0 \\ 5 & 1 \end{pmatrix} \cdot \begin{pmatrix} 0.5 \\ 0.5 \end{pmatrix} = \begin{pmatrix} 1.5 \\ 3 \end{pmatrix}.
\]

Now assume that we only know a priori the corresponding HPT:

|       | \( N_{11} \) | \( N_{i2} \) | \( U_{i1} \) | \( U_{i2} \) |
|-------|--------------|--------------|--------------|--------------|
| 2     | 0            | 3            | 0            |
| 1     | 1            | 0            | 5            |
| 0     | 2            | 0            | 1            |

Table 5: HPT for PD

The fact that HPT simplifies normal form payoff table via symmetricities without losing any information indicates that we shall get a same expected payoff function as it is in NFG.
| Wife  | Opera | Football |
|-------|-------|----------|
| Opera | (3,2) | (0,0)    |
| Football | (0,0) | (2,3)    |

Table 6: Normal form payoff table for BoS

| \( N_1 \) | \( N_2 \) | \( U_1 \) | \( U_2 \) |
|-----------|-----------|-----------|-----------|
| (1,1)     | 0         | (3,2)     | 0         |
| (1,0)     | (0,1)     | 0         | 0         |
| (0,1)     | (1,0)     | 0         | 0         |
| 0         | (1,1)     | 0         | (2,3)     |

Table 7: HPT for BoS

\[
f_i(x) = \begin{pmatrix} 1 \\ 11 \end{pmatrix}_i.
\]

There is an error when compared with the original expected payoff in expression (3).

Now apply our method to the HPT for BoS. Formulas in Section 3.2 yield

\[
f^{(1)}(x, y) = \begin{pmatrix} 1.5 \\ 1 \end{pmatrix}_i \quad \text{and} \quad f^{(2)}(x, y) = \begin{pmatrix} 1 \\ 1.5 \end{pmatrix}_i.
\]

which correspond to the expected payoffs derived from the normal form payoff table. For more details of the computations, please see the Appendix section.

Both PD and BoS games indicate that our method can derive an accurate expected payoff from HPT without losing any information from original NFG, in order to perform RD to study the evolutionary dynamics.

5 Empirical Results

In this section, we conduct two experiments based on the empirical game-theoretic analysis (henceforth EGTA, Walsh 2002, Wellman 2006) which focuses on so called meta-strategies in a high-level strategic view, rather than atomic actions. Basically, a potentially very complex, multi-stage game is reduced to a one-shot NFG, which is tractable to study the dynamics analytically.

5.1 Wolfpack Domain

The wolfpack game (Leibo et al. 2017) involves three players, two wolves as the predators and a sheep as the prey. Instead of regarding both predators and prey as players, we consider the sheep, who adopts the random walk as strategy, as part of the environment, and treat the two wolves as two different populations. Then, the capture in the grid world is defined as whenever one of wolves appears in the adjacent grid of the sheep, and the wolf will receive a basic reward for grabbing the sheep, defined as \( r_{\text{lone}} \). When a capture occurs, the distances, i.e., Manhattan distance between wolves and sheep are less than a pre-defined threshold, then, the two wolves acquire extra bonus, \( r_{\text{team}} \), respectively. The basic idea is that the wolves would cooperate to share the prey in order to have a better and faster meal. However, if the capture happens, with a wolf too far away from the prey, the one who seizes the sheep would only get the basic reward, \( r_{\text{lone}} \), and the reward of the other one is zero.

We select two meta-strategies for the two wolves, trained via Proximal Policy Optimization (PPO) (Schulman et al. 2017).
its vision, while the defective one rushes to the prey directly. The cooperative wolf is more likely to wait for another wolf to approach to the sheep. It is reasonable that the wolves both receive relatively high rewards when the pair of strategies is \((\pi_1^C, \pi_2^C)\). It is worthwhile to mention that, when the team breaks up because of one wolf’s betraying, e.g., the pair shifting from \((\pi_1^C, \pi_2^C)\) to \((\pi_1^D, \pi_2^D)\), the one who takes the defective strategy will get higher rewards than the cooperative situation. The cooperative wolf will choose to wait for another when the prey appears within its vision, while the defective one rushes to the prey directly.

We stochastically choose two policy pairs \((\pi_1^C, \pi_1^D)\) and \((\pi_2^C, \pi_2^D)\) to simulate the game in one episode, where \(\pi_1^C, \pi_2^C \in \Pi^C\) and \(\pi_1^D, \pi_2^D \in \Pi^D\), then update the reward in the following HPT:

| \(N_{i1}\) | \(N_{i2}\) | \(U_{i1}\) | \(U_{i2}\) |
|---|---|---|---|
| (1, 1) | 0 | (1.32, 1.34) | 0 |
| (1, 0) | (0, 1) | (0.82, 0) | (0, 1.53) |
| (0, 1) | (1, 0) | (0.81, 0) | (1.53, 0) |
| 0 | (1, 1) | 0 | (0.74, 0.72) |

Table 8: HPT for Wolfpack

We repeat sampling, simulating and updating in independent episodes as many as possible until the HPT converges.

In Figure 2, the evolutionary dynamics of the meta-game payoff table is illustrated, i.e., directional field and trajectory plot, using the replicator dynamics described in Equation 2. With x-axis as wolf\(_1\) and y-axis as wolf\(_2\), the arrows indicate the direction of strategies evolution, and the convergence point of blue curves is labeled by green circle. The coordinate is directly proportional to the degree of cooperation, so the point \((0,0,1,0)\) represents to fully defective strategies \(\Pi^D\) and fully cooperative strategies \(\Pi^C\). The situation is a bit different from the Figure 3 drawn by replicator dynamics equation proposed in (Tuyls et al. 2018a). From the perspective of team, the pairs of strategies is sorted by wolves’ total payoff as \((\pi_1^C, \pi_2^C) > (\pi_1^D, \pi_2^D) = (\pi_1^D, \pi_2^C) > (\pi_1^C, \pi_2^D)\). Here we observe three equilibria in the direction field showed in Figure 2, one pure at \((0,0,1,0)\), one pure at \((1,0,0,0)\), and one unstable mixed equilibrium at the point \((0.32, 0.28)\) which is insignificant in our current analysis. The first two equilibria, also called attractors, presents \((\pi_1^C, \pi_2^D)\) and \((\pi_1^D, \pi_2^C)\), respectively. However, the equilibrium at \((0.07, 0.07)\) in Figure 3 approximates \((\pi_1^D, \pi_2^D)\), which indicates the two wolves intend to choose competition instead of cooperation. Our dynamics result shows that at least one wolf would choose to cooperate, which is consistent with the actual behaviors we observed in the visual interface.

To illustrate, we provide a detailed description of strategies evolution. The one who takes cooperative strategy will wait for another wolf to approach to the sheep. It is reasonable that the wolves both receive relatively high rewards when the pair of strategies is \((\pi_1^C, \pi_2^C)\). It is worthwhile to mention that, when the team breaks up because of one wolf’s betraying, e.g., the pair shifting from \((\pi_1^C, \pi_2^C)\) to \((\pi_1^D, \pi_2^D)\), the one who takes the defective strategy will get higher rewards than the cooperative situation. The cooperative wolf will choose to wait for another when the prey appears within its vision, while the defective one rushes to the prey directly.

5.2 StarCraft II Domain

Peng peng et al. proposed BiCNet to study the cooperative behavior among three marines when facing their common enemy, a zergling, using the StarCraft as a test bed. They observed that the agents can learn various coordinating strategies under different environmental settings. Especially when the marines play in a tough environment, self-sacrifice would happen among them to win the game (Peng et al. 2017). In our experiment, we reduce the number of marines into two so as to improve the possibility of revealing the cooperative relationship between marines. Consider the marines and zergling as two populations. The goal of each population is to kill the unit(s) in another population with minimum lost, with rewards calculated as their personal damage to the enemy subtracts their own health points (HP) lost. Each marine has 45 HP and the zergling has 250. Both can produce 5 HP damage to the opponent per attack, with different attacking styles: a marine takes a shot in range while the zergling attacks the enemy when they are.
close. Similar to the Wolfpack domain, we fixed the strategy of the zergling, and train two marines via Proximal Policy Optimization (PPO) (Schulman et al. 2017). Two marines are modeled using Recurrent Neural Network with sharing parameters. Next, we firstly describe the strategies of the zergling, and then describe the corresponding strategies of marines learned accordingly.

The strategies of the zergling depend on its territory size, which corresponds to the zergling’s degree of fierceness. We setup two experiments in terms of different territory sizes, one of which covers the whole map of size 14 by 14, and another of which is round in shape with radius equal to 6. The first setup corresponds to the aggressive strategy of the zergling (A) for which the zergling attacks throughout the map, while the second setup is referred to the passive strategy (P), for which the zergling attacks only inside the territory.

In the first experiment, we observe that two marines learn to cooperate with each other: one marine draws attention from the zergling and run away smartly in the map, while another marine will focus fire on the enemy. We refer to the policy learned as the cooperative strategy (C). In the second experiment, we observe that both marines behave similarly, either run away from the zergling or shoot the zergling at the same time. We refer to the policy learned in this setting as the duplicated strategy (D).

Slightly different from wolfpack, we denote the cooperative, duplicated, aggressive and passive set of policies as $\Pi^C$, $\Pi^D$, $\Pi^A$ and $\Pi^P$. As described above, the size of either $\Pi^A$ or $\Pi^P$ is 1. For marines', we re-run the two experiments with various parametric initialization and add the learned policies into the set $\Pi^C$ and $\Pi^D$, respectively. Then, we sample $\pi_{i,2}^C \in \Pi^C$, $\pi_{i,2}^D \in \Pi^D$, $\pi_a \in \Pi^A$ and $\pi_p \in \Pi^P$ to simulate, record and update the reward into the HPT.

The HPT for “2 Marines versus 1 Zergling” in StarCraft II is shown in the following:

| $N_{i,1}$ | $N_{i,2}$ | $U_{i,1}$ | $U_{i,2}$ |
|----------|----------|-----------|-----------|
| (2, 1)   | 0        | (104.5, -209.0) | 0         |
| (2, 0)   | (0, 1)   | (117.3, 0)      | (0, -234.6)|
| (1, 1)   | (1, 0)   | (68.2, -118.9)  | (50.7, 0) |
| (1, 0)   | (1, 1)   | (93.4, 0)       | (56.4, -149.8) |
| (0, 1)   | (2, 0)   | (0, -105.4)     | (52.7, 0) |
| 0        | (2, 1)   | 0            | (70.4, -140.8) |

Table 9: HPT for StarCraft II

Since “2 Marines versus 1 Zergling” is a multiplayer asymmetric game, we cannot use the method proposed in (Tuyls et al. 2018a) for computing the game dynamics. Thus, we only show the directional field and trajectory plot drawn via our method. In Figure 4, the x-axis represents the probability with which two marines play cooperative, while the y-axis represents the probability with which the zergling plays aggressively. We observe that all dynamics are absorbed by the equilibrium $(\Pi^A, \Pi^C)$. Combined with the illustration with analysis of the Table 9, we see that $(\Pi^A, \Pi^C)$ dominates all the other pairs. In addition, we give a semantic description here.

Starting with $(\Pi^P, \Pi^D)$, both sides are incentive to get higher rewards. Without loss of generality, we assume that the zergling first learns the aggressive strategy, keeping running after the marines who are limited to stand to shoot. The marines have not yet learned to cooperate, and most of the time, zergling destroys the enemy one by one. In this case, the reward of zergling is the highest in the Table 9. Then, one marine changes his strategy to the cooperative strategy for higher rewards, who may run in a round to attract the attention of zergling when the latter is running after him, or stand still to shoot as long as there is a chance. Another marine, however, runs away when chased by zergling and frequently let chance of attacking go. To this marine, a cooperative mate eases the pressure on protecting himself from losing HP, meanwhile, he misses the points of damage, resulting in lower rewards. Finally, both marines adopt cooperative strategies, and the “division of labor cooperation” emerges. The one chased by zergling runs in a circle, of which the center his companion stands to shoot at the enemy. It is notable that, from the Figure 4 we can see that, no matter where the start is, the pair will converge to the equilibrium, $(\Pi^A, \Pi^C)$.

6 Conclusion

In this paper, a more accurate method to close the gaps between a heuristic payoff table and the corresponding evolutionary dynamics is introduced. We show that this approach is applicable to both of symmetric and asymmetric games. Moreover, a general framework for $m$ versus $n$ 2-population multiplayer asymmetric games is developed and verified through two classic normal form games. Finally, we empirically demonstrate the advantages of our method in two popular domains, Wolfpack and StarCraft II.

In the future, we plan to extend our framework from 2-population games into $k$-population games and study the relationship between multiagent reinforcement learning (MARL) and EGT, which may shed lights on the research in both MARL and EGT communities.

Figure 4: Evolutionary dynamics for StarCraft II experiment
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Appendix

Computations for Section 4

The Prisoner’s Dilemma (PD) A normal form payoff table for PD is shown in Table 4. This is a symmetric game, the payoff matrix for either prisoner is

$$A = \begin{pmatrix} 3 & 0 \\ 5 & 1 \end{pmatrix}.$$  

Assuming the current strategy profile for either prisoner is $x = (0.5, 0.5)^T$, the expected payoff conditioned on that one player chooses the $i$-th strategy ($i \in \{1, 2\}$) is

$$(Ax)_i = \left( \begin{pmatrix} 0.5 \\ 0.5 \end{pmatrix} \cdot \begin{pmatrix} 3 \\ 5 \end{pmatrix} \right)_i = \begin{pmatrix} 1.5 \\ 3 \end{pmatrix}_i.$$ (5)

Now assume that we only know a priori the corresponding HPT as shown in Table 5. The fact that HPT simplifies normal form payoff table via symmetries without losing any information indicates that we shall get a same expected payoff function as it is in NFG. Nevertheless, this is not the case when we use the state-of-the-art formulas. The formulas claim that

$$f_i(x) = \frac{\sum_j P(N_j | x) U_{ij}}{\sum_j P(N_j | x) U_{ij} + P(N_0 | x) U_{i3}} = \frac{1}{3}.$$  

Then

$$\begin{cases} f_1(x) = \frac{P(N_0 | x) U_{i1} + P(N_1 | x) U_{i2} + P(N_2 | x) U_{i3}}{1 - (1 - x_1)^2} = 1, \\ f_2(x) = \frac{P(N_0 | x) U_{i2} + P(N_2 | x) U_{i1} + P(N_3 | x) U_{i2}}{1 - (1 - x_2)^2} = \frac{11}{3}. \end{cases}$$

There is an error when compared with the original expected payoff in expression (3).

Now apply our method to the HPT for the PD. Formulas in Section 3.1 state that

$$\begin{cases} P(N_1 | x, 1) = \frac{2}{3} N_1(1) \cdot 0.5^2 / 0.5, \\ P(N_1 | x, 2) = 0, \\ P(N_2 | x, 1) = \frac{2}{3} N_2(1) \cdot 0.5 \cdot 0.5 / 0.5, \\ P(N_2 | x, 2) = \frac{2}{3} N_2(2) \cdot 0.5 \cdot 0.5 / 0.5, \\ P(N_3 | x, 1) = 0, \\ P(N_3 | x, 2) = \frac{2}{3} N_3(2) \cdot 0.5^2 / 0.5, \end{cases}$$

with

$$\begin{pmatrix} 2 \cdot N_1(1) \\ 2 \cdot N_2(1) \\ 2 \cdot N_2(2) \\ 2 \cdot N_3(2) \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix} = 1.$$  

Having above terms in hand we can get

$$f_1(x) = P(N_1 | x, 1) \cdot U_{i1} + P(N_2 | x, 1) \cdot U_{i2} + P(N_3 | x, 1) \cdot U_{i3} = 1.5,$$  

and

$$f_2(x) = P(N_1 | x, 2) \cdot U_{i1} + P(N_2 | x, 2) \cdot U_{i2} + P(N_3 | x, 2) \cdot U_{i3} = 3,$$  

which correspond to the expected payoffs derived from the normal form payoff table.

The Battle of Sexes (BoS) A normal form payoff table for BoS is shown as Table 6. This is an asymmetric game, the payoff matrices for wife and husband are

$$A = \begin{pmatrix} 3 & 0 \\ 0 & 2 \end{pmatrix}, \quad \text{and} \quad B = \begin{pmatrix} 2 & 0 \\ 0 & 3 \end{pmatrix},$$

respectively. Setting the initial strategy profile be $x = y = (0.5, 0.5)^T$, we can easily get the expected payoffs:

$$(Ay)_i = \begin{pmatrix} 1.5 \\ 1 \end{pmatrix}_i \quad \text{and} \quad (x^T B)_j = \begin{pmatrix} 1 \\ 1.5 \end{pmatrix}_j.$$ (6)

Now assume that we only have the corresponding HPT in Table 7. According to the method claimed by Tuyls, et al. in 2018, one should get two decomposed HPT:

|   | $N_{j1}$ | $N_{j2}$ | $U_{i1}$ | $U_{i2}$ |
|---|---------|---------|---------|---------|
| 1 | 2       | 0       | 3       | 0       |
| 2 | 1       | 1       | 0       | 0       |
| 3 | 0       | 2       | 0       | 2       |

Table 10: HPT1

for the wife and

|   | $N_{j1}$ | $N_{j2}$ | $U_{i1}$ | $U_{i2}$ |
|---|---------|---------|---------|---------|
| 1 | 2       | 0       | 2       | 0       |
| 2 | 1       | 1       | 0       | 0       |
| 3 | 0       | 2       | 0       | 3       |

Table 11: HPT2

for the husband. Then compute expected payoff for either player. For Table 10 one gets the expected payoff for wife:

$$\begin{cases} f_1(y) = \frac{P(N_0 | y) U_{i1} + P(N_2 | y) U_{i1} + P(N_3 | y) U_{i3}}{1 - (1 - y_1)^2} = 1, \\ f_2(y) = \frac{P(N_0 | y) U_{i2} + P(N_2 | y) U_{i2} + P(N_3 | y) U_{i2}}{1 - (1 - y_2)^2} = \frac{2}{3}. \end{cases}$$

For Table 11 one can get the expected payoff for husband:

$$\begin{cases} f_1(x) = \frac{P(N_0 | x) U_{i1} + P(N_2 | x) U_{i2} + P(N_3 | x) U_{i2}}{1 - (1 - x_1)^2} = \frac{3}{4}, \\ f_2(x) = \frac{P(N_0 | x) U_{i2} + P(N_2 | x) U_{i1} + P(N_3 | x) U_{i2}}{1 - (1 - x_2)^2} = 1. \end{cases}$$

Again, there is an error when compared with the original expected payoff in expression (3).

Now apply our method to the HPT for BoS. Formulas in Section 3.2 state that

$$\begin{cases} P^{(p)}(N_1 | x, y, 1) = \frac{2}{3} N_1^{(p)}(1) \cdot 0.5^2 / 0.5, \\ P^{(p)}(N_1 | x, y, 2) = 0, \\ P^{(p)}(N_2 | x, y, 1) = \frac{2}{3} N_2^{(p)}(1) \cdot 0.5 \cdot 0.5 / 0.5, \\ P^{(p)}(N_2 | x, y, 2) = \frac{2}{3} N_2^{(p)}(2) \cdot 0.5 \cdot 0.5 / 0.5, \\ P^{(p)}(N_3 | x, y, 1) = 0, \\ P^{(p)}(N_3 | x, y, 2) = \frac{2}{3} N_3^{(p)}(2) \cdot 0.5^2 / 0.5, \end{cases}$$

with

$$\begin{pmatrix} 2 N_1^{(p)}(1) \\ 2 N_2^{(p)}(1) \\ 2 N_2^{(p)}(2) \\ 2 N_3^{(p)}(2) \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix} = 1,$$  

for $2 N_1^{(p)}(1)$.
where \( p \in \{1, 2\} \). Having above terms in hand we can get

\[
\begin{align*}
    f_1^{(1)}(x, y) &= P^{(1)}(N_1|x, y, 1) \cdot U_{11}^{(1)} + P^{(1)}(N_2|x, y, 1) \cdot U_{21}^{(1)} \\
                    &+ P^{(1)}(N_3|x, y, 1) \cdot U_{31}^{(1)} = 1.5, \\
    f_2^{(1)}(x, y) &= P^{(1)}(N_1|x, y, 2) \cdot U_{12}^{(1)} + P^{(1)}(N_2|x, y, 2) \cdot U_{22}^{(1)} \\
                    &+ P^{(1)}(N_3|x, y, 2) \cdot U_{32}^{(1)} = 1, \\
    f_1^{(2)}(x, y) &= P^{(2)}(N_1|x, y, 1) \cdot U_{11}^{(2)} + P^{(2)}(N_2|x, y, 1) \cdot U_{21}^{(2)} \\
                    &+ P^{(2)}(N_3|x, y, 1) \cdot U_{31}^{(2)} = 1, \\
    f_2^{(2)}(x, y) &= P^{(2)}(N_1|x, y, 2) \cdot U_{12}^{(2)} + P^{(2)}(N_2|x, y, 2) \cdot U_{22}^{(2)} \\
                    &+ P^{(2)}(N_3|x, y, 2) \cdot U_{32}^{(2)} = 1.5,
\end{align*}
\]

which correspond to the expected payoffs \( \[ \] \) derived from
the normal form payoff table.