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Abstract

We present a preliminary study of Schur norms $\|M\|_S = \max\{\|M \circ C\| : \|C\| = 1\}$, where $M$ is a matrix whose entries are $\pm 1$, and $\circ$ denotes the entrywise (i.e., Schur or Hadamard) product of the matrices. We show that, if such a matrix $M$ is $n \times n$, then its Schur norm is bounded by $\sqrt{n}$, and equality holds if and only if it is a Hadamard matrix. We develop a numerically efficient method of computing Schur norms, and as an application of our results we present several almost Hadamard matrices that are better than were previously known.

1 Introduction

A student new to matrix analysis might be surprised to note that the most commonly used norm for matrices (often called the “operator norm”), i.e.,

$$\|M\| \coloneqq \max\{\|Mu\| : \|u\| = 1\},$$

behaves somewhat perversely: it is not generally diminished when the matrix entries are diminished (in modulus). The simplest examples suffice:

$$\begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix} \approx \sqrt{2} \approx 1.4142, \quad \text{while} \quad \begin{bmatrix} 1 & -1 \\ 0 & 1 \end{bmatrix} = \frac{1 + \sqrt{5}}{2} \approx 1.6180.$$

One might then ask how extreme this effect can be, i.e., what is the value of

$$\max_{A,B} \{\|B\|/\|A\| : |b_{ij}| \leq |a_{ij}| \text{ for all } i,j\}? \quad (1)$$

It turns out that the answer to this question depends on the matrix size and is easy when working with complex matrices, but very hard for real matrices: the first author noticed some years ago that a complete answer in the real case would also settle the existence question for Hadamard matrices (see the upcoming Theorem 2). While this connection is unlikely to help resolve that existence question, it does suggest that the study of question (1) will be challenging and worthwhile. The present note initiates that study.

Our setting is the Hilbert space $\mathbb{C}^n$ or $\mathbb{R}^n$, i.e., the space of column vectors of dimension $n$, furnished with the usual Euclidean inner product and norm. We denote by $\mathbb{M}_n(\mathbb{C})$ and $\mathbb{M}_n(\mathbb{R})$ the algebras of $n \times n$ complex and real matrices, respectively. These act on the relevant Hilbert spaces by matrix-vector multiplication, and the operator norms $\|M\|$ are simply the norms of the corresponding linear mappings. A real matrix $M$ may be regarded as acting on either $\mathbb{C}^n$ or $\mathbb{R}^n$ and it is a standard fact that the operator norm is independent of this choice.
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2 Schur Norms

The question (1) can be conveniently framed in the context of Schur norms, which we now introduce. Given $n \times n$ matrices $M$ and $C$, we denote by $M \circ C$ their entrywise (i.e., “Schur” or “Hadamard”) product, and the Schur norm $\|M\|_S$ of $M$ is defined by

$$\|M\|_S = \max \{ \|M \circ C\| : \|C\| = 1 \}. \quad (2)$$

Let $\mathbb{P}_n(\mathbb{R})$ (and $\mathbb{P}_n(\mathbb{C})$) denote the set of matrices $M \in \mathbb{M}_n(\mathbb{R})$ (or in $\mathbb{M}_n(\mathbb{C})$) such that all $|m_{i,j}| \leq 1$ for all $1 \leq i, j \leq n$. Then, in terms of Schur norms, question (1) is asking for the values of

$$c_n \overset{\text{def}}{=} \max \{ \|M\|_S : M \in \mathbb{P}_n(\mathbb{C}) \}, \quad (3)$$

and

$$r_n \overset{\text{def}}{=} \max \{ \|M\|_S : M \in \mathbb{P}_n(\mathbb{R}) \}. \quad (4)$$

We will show that, while $c_n$ is easy to evaluate, knowing the values of $r_n$ for all $n$ would resolve the famous conjecture about existence of Hadamard matrices (i.e., matrices with mutually orthogonal columns and entries $\pm 1$) when $n$ is a multiple of 4.

While Schur norms are more difficult to compute than the operator norm, there are a number of useful techniques that may be applied. The simplest case occurs when $M$ is positive semidefinite; Schur showed in 1911 [Sch11] that in this case we have $\|M\|_S = \max_j \{m_{j,j}\}$. Another simple-to-evaluate case was established in [Mat93a], where it was shown that if $M$ is a circulant matrix with top row $c_0, c_1, \ldots, c_{n-1}$, then

$$\|M\|_S = \frac{1}{n} \sum_{k=0}^{n-1} |p(\omega^k)|, \quad (5)$$

where $\omega = e^{2\pi i/n}$ and $p(z) = c_0 + c_1z + \cdots + c_{n-1}z^{n-1}$.

Schur also showed that if $M$ is any matrix (rectangular or square) then we have

$$\|M\|_S \leq \min \{ \|R\|_r \|C\|_c : RC = M \}, \quad (6)$$

where $\|R\|_r$ denotes the “row norm” of $R$, i.e., the maximum norm of its rows, and $\|C\|_c$ similarly denotes the largest of the norms of the columns of $C$. Many years later, Grothendieck (and independently Haagerup) showed that we actually have equality in (6); see the discussion in [DD07]. An elegant treatment of these results may be found in [Bha07, Section 1.4 and Chapter 3].

While the formula (6) can be useful for obtaining upper bounds on Schur norms, it does not provide a practical means for computation, since it is not clear how to perform the minimization. In Section 6, we will use a result of Paulsen, Power, and Smith to develop a method that allows numerical approximation to any accuracy (and sometimes exact evaluation) of Schur norms via semidefinite programming. Our method allows for the computation of Schur norms in polynomial time, contrary to the commonly-repeated statement that computation of this norm is hard [Hla99, DD07].

3 Schur Witnesses

For a given matrix $M$, we call a contraction $C$ (i.e., a matrix with $\|C\| \leq 1$) such that $\|M \circ C\| = \|M\|_S$ a witness for the Schur norm of $M$. More precise forms for the witness are available, as the following theorem explains.
Theorem 1.  (1) If $M \in \mathbb{M}_n(\mathbb{R})$ then there is a real witness for $\|M\|_S$.

(2) If $M \in \mathbb{M}_n(\mathbb{R})$ then there is a (real) orthogonal witness for $\|M\|_S$.

(3) If $M \in \mathbb{M}_n(\mathbb{C})$ then there is a unitary witness for $\|M\|_S$.

We note that condition (1) of this theorem was proved in [Mat93b, Corollary 3.3], along with many other useful results related to Schur norms. We give another, more direct, proof of this result.

Proof of Theorem 1. (1) Let $M \in \mathbb{M}_n(\mathbb{R})$. We establish the result by showing that for any contraction $C \in \mathbb{M}_n(\mathbb{C})$, there exists a contraction $R$ in $\mathbb{M}_n(\mathbb{R})$ such that $\|M \circ C\| \leq \|M \circ R\|$.

To this end, let $u$ be a norming vector for $M \circ C$, i.e., $\|u\| = 1$ and $\|(M \circ C)u\| = \|M \circ C\|$. Let $w$ be the unit vector $(M \circ C)u / \|M \circ C\|$, so that $\|M \circ C\| = \langle (M \circ C)u, w \rangle$. Let $D$ be a diagonal unitary such that $Du = |u|$ where $|u|_k = |u_k|$, and let $E$ be a diagonal unitary such that $Ew = |w|$. Then $\|M \circ C\| = \langle (M \circ C)D^* u, E^* |w| \rangle$. Since $D$ and $E$ are diagonal, $E(M \circ C)D^* = M \circ (ECD^*)$, so that

$$\|M \circ C\| = \langle (M \circ (ECD^*)) |u|, |w| \rangle.$$ 

The only (possibly) non-real element in the above equation is $Y = ECD^*$, so we also have

$$\|M \circ C\| = \langle (M \circ R) |u|, |w| \rangle,$$

where $R$ is the real part of $Y$. Since $\|R\| \leq \|Y\| = \|C\| \leq 1$, we conclude that and that $\|M \circ C\| \leq \|M \circ R\|||u|| \|w\| = \|M \circ R\|$, completing the proof of (1).

(2) The function $f(C) := \|M \circ C\|$ is convex with respect to the variable $C$ in the unit ball of contractions in $\mathbb{M}_n(\mathbb{R})$. Thus $f$ attains its maximum on some extreme point of that unit ball, i.e., at some orthogonal matrix.

(3) Argue as in the proof of (2), but noting that the extreme points of the unit ball of $\mathbb{M}_n(\mathbb{C})$ are the unitary matrices (in fact, in the complex case any contraction is the average of just two unitaries). \qed

It is perhaps worth noting that, in the proof of (1) above, we actually get $\|M \circ C\| = \|M \circ R\|$, not just $\|M \circ C\| \leq \|M \circ R\|$. To see that $\|M \circ R\| \leq \|M \circ C\|$ as well, notice that

$$M \circ R = (M \circ Y + M \circ \overline{Y}) / 2,$$

$\|M \circ Y\| = \|M \circ \overline{Y}\| = \|M \circ Y\|$, and $\|M \circ Y\| = \|E(M \circ C)D^*\| = \|M \circ C\|$.

The next lemma is no doubt “well-known”, although we do not know of a reference. It can be proved by an elementary argument based on the Cauchy–Schwarz inequality and the corresponding conditions for equality.

Lemma 1. Let $M$ be an $n \times m$ matrix with columns $c_1, c_2, \ldots, c_m$ such that $\|c_j\| \leq 1$ for all $j$. Then $\|M\| \leq \sqrt{m}$, with equality if and only if $\|c_1\| = 1$ and there exist scalars $z_1, z_2, \ldots, z_m$ with $|z_j| = 1$ and $c_j = z_j c_1$ for all $j$.

The following theorem establishes the main connection between Schur norms and Hadamard matrices. In particular, it gives the only upper bound on $r_n$ that we currently know how to compute, with the exception of exact values that we can compute when $n$ is small with extensive computer help (see Section 6.1).

Theorem 2. Let $n \geq 1$ be an integer and let $c_n$ and $r_n$ be as in Equations (3) and (4), respectively.

(1) $c_n = \sqrt{n}$.
(2) \( r_n \leq \sqrt{n} \).

(3) \( r_n = \sqrt{n} \) if and only if there exists an \( n \times n \) Hadamard matrix.

**Proof.** Let \( \|M\|_F \) denote the Frobenius (or Hilbert–Schmidt) norm of the \( n \times n \) matrix \( M \), i.e.,

\[
\|M\|_F = \sqrt{\sum_{i,j=1}^{n} |m_{ij}|^2}.
\]

It is well-known that \( \|M\| \leq \|M\|_F \leq \sqrt{n} \|M\| \). Thus, if \( M \in \mathbb{P}_n(\mathbb{C}) \) (or \( \mathbb{P}_n(\mathbb{R}) \)), we have

\[
\|M \circ B\| \leq \|M \circ B\|_F \leq \|B\|_F \leq \sqrt{n} \|B\|,
\]

which proves \( r_n \leq \sqrt{n} \) (i.e., (2)) and \( c_n \leq \sqrt{n} \).

To prove (1), we need to find a matrix in \( \mathbb{P}_n(\mathbb{C}) \) with Schur norm at least \( \sqrt{n} \). To this end, let \( F_n \in \mathbb{P}_n(\mathbb{C}) \) denote the matrix whose \((i,j)\)-th entry is \( \omega^{ij} \), where \( \omega = e^{2\pi i/n} \); this matrix is often called the \((n\text{-dimensional})\) Fourier matrix. Notice that the columns of \( F_n \) are mutually orthogonal and each have norm \( \sqrt{n} \). It follows that \( B = \frac{F_n}{\sqrt{n}} \) is unitary and thus has \( \|B\| = 1 \). Furthermore, \( F_n \circ B \) is the matrix with every entry equal to \( 1/\sqrt{n} \), so \( \|F_n\|_S \geq \|F_n \circ B\| = \sqrt{n} \) (Lemma 1 could be invoked here, for example). This completes the proof of (1).

To prove (3), let \( H_n \) be an \( n \times n \) Hadamard matrix. Then \( H_n \in \mathbb{P}_n(\mathbb{R}) \) and we see that \( \|H_n\|_S = \sqrt{n} \) by the same argument that we have used for \( F_n \) above. All that remains is to show that if \( r_n = \sqrt{n} \) then there exists an \( n \times n \) Hadamard matrix. Note first that the convexity of the Schur norm ensures that among the \( M \in \mathbb{P}_n(\mathbb{R}) \) such that \( \|M\|_S = r_n \), we may choose \( M \) to be an extreme point in the convex set \( \mathbb{P}_n(\mathbb{R}) \). That is, if \( Q_n(\mathbb{R}) \) denotes the set of \( n \times n \) matrices with entries equal to \( \pm 1 \), then

\[
r_n = \max\{\|M\|_S : M \in Q_n(\mathbb{R})\}.
\]

We then know from Theorem 1 that there exists an orthogonal \( B \in \mathbb{O}_n(\mathbb{R}) \) such that \( \sqrt{n} = r_n = \|M\|_S = \|M \circ B\| \). Since the columns of \( A := M \circ B \) all have norm 1, Lemma 1 tells us that the entries of \( B \) do not vary in modulus along rows. Since the transpose \( B^T \) is a witness for \( M^T \), the entries of \( B \) are also invariant in modulus along columns. We thus conclude that \( B \) is a real orthogonal matrix whose entries are \( \pm 1/\sqrt{n} \) so that \( \sqrt{n}B \) is Hadamard. This completes the proof of (3).

It is perhaps worth noting that Bhatia, Choi, and Davis [BCD89, Proposition 3.1] showed that multiples of the Frobenius norm are the only unitarily invariant matrix norms that have the norm-reducing property of Inequality (7).

We could also consider Schur norms for rectangular \( n \times m \) matrices \( M \), and define, in the obvious way, the quantities \( c_{n,m} \) and \( r_{n,m} \). Since we have \( \|M\| \leq \|M\|_F \leq \min\{\sqrt{n}, \sqrt{m}\} \|M\| \), we could argue, as in the proof above, that

\[
r_{n,m} \leq c_{n,m} = \min\{\sqrt{n}, \sqrt{m}\}.
\]

### 4 Schur Spectra and Inequivalent Matrices

In the proof of Theorem 2, we introduced the set

\[
Q_n(\mathbb{R}) \overset{\text{def}}{=} \{ M \in \mathbb{M}_n(\mathbb{R}) : m_{i,j} \in \{-1, 1\} \text{ for all } 1 \leq i, j \leq n \}.
\]
Its importance comes from Equation (8), which says that we can compute \( r_n \) just by finding which member of this (finite!) set has largest Schur norm. We use the fanciful term \( n \text{-th Schur spectrum} \) for the set of \( n \) Schur norms of members of \( Q_n(\mathbb{R}) \):

\[
\sigma_n \overset{\text{def}}{=} \{ \| M \|_S : M \in Q_n(\mathbb{R}) \}.
\]

This set \( \sigma_n \) is a finite collection of real numbers between 1 and \( \sqrt{n} \) (inclusive). We now present some other basic properties of \( \sigma_n \). In the following theorem, condition (1) merely restates our observation about \( Q_n(\mathbb{R}) \) from the proof of Theorem 2.

**Theorem 3.**

1. \( r_n = \max \sigma_n \).
2. \( \sigma_n \subseteq \sigma_{n+1} \).
3. \( \sigma_n \sigma_m \subseteq \sigma_{nm} \), where \( \sigma_n \sigma_m := \{ xy : x \in \sigma_n, y \in \sigma_m \} \).

**Proof.** (1) The convex function \( f(M) := \| M \|_S \) on \( \mathbb{P}_n(\mathbb{R}) \) attains its maximum at some extreme point, i.e., some element of \( Q_n(\mathbb{R}) \).

(2) Consider \( x \in \sigma_n \) and let \( M \in Q_n(\mathbb{R}) \) be such that \( x = \| M \|_S \). By the equality form of Inequality (6) (i.e., the Grothendieck–Haagerup result discussed in Section 2), there exist \( n \times n \) matrices \( R \) and \( C \) such that \( M = RC \) and \( x = \| R \|_1 \| C \|_\infty \). Let \( R_+ \) be the \((n+1) \times n\) matrix obtained by repeating the top row of \( R \), and let \( C_+ \) be the \( n \times (n+1) \) matrix obtained by repeating the first column of \( C \). Then \( R_+C_+ \) is \( M \) bordered on the top and left by certain elements of \( M \), so \( R_+C_+ \in Q_{n+1}(\mathbb{R}) \). Inequality (6) shows that \( \| R_+C_+ \|_S \leq \| R_+ \|_1 \| C_+ \|_\infty = \| R \|_1 \| C \|_\infty = x \). On the other hand, \( R_+C_+ \) has \( M \) as a submatrix, so \( \| R_+C_+ \|_S \geq \| M \|_S = x \), which can be seen by augmenting any witness for \( \| M \|_S \) with a row and column of zeros. It follows that \( \| R_+C_+ \|_S = x \), so \( x \in \sigma_{n+1} \).

(3) Let \( x \in \sigma_n \) and \( y \in \sigma_m \) and suppose \( A \in Q_n(\mathbb{R}) \) and \( B \in Q_m(\mathbb{R}) \) are such that \( x = \| A \|_S \) and \( y = \| B \|_S \). The Kronecker product \( A \otimes B \) is an element of \( Q_{nm}(\mathbb{R}) \) and it is known that \( \| A \otimes B \|_S = \| A \|_S \| B \|_S \) (see [Hia99, Proposition 1], for example). It follows that \( xy \in \sigma_{nm} \). \( \Box \)

For small values of \( n \), we are able to compute \( \sigma_n \) explicitly, with help from computer software. In particular, we are able to give an exact analytic description of \( \sigma_n \) when \( n \leq 5 \), and we are able to provide numerical approximations of all members of \( \sigma_n \) when \( n \leq 7 \). The next subsection explains how these computations were performed.

### 4.1 (In)Equivalent Matrices

Because \( Q_n(\mathbb{R}) \) and the operator norm are invariant under the operations of changing the sign of a row or column, permuting rows or columns, and transposition, it is straightforward to see that the Schur norm is also invariant under these operations. We say that elements of \( Q_n(\mathbb{R}) \) related by such operations are equivalent, and we note that this really does define an equivalence relation, and thus a partition of \( Q_n(\mathbb{R}) \) into disjoint equivalence classes. To compute \( r_n \) or \( \sigma_n \), it suffices to compute the Schur norm of just a single member of each of these equivalence classes.

Since we are free to multiply each row and column of a member of \( Q_n(\mathbb{R}) \) by \(-1\) without changing its equivalence class, we know that each equivalence class contains a matrix whose top row and left column consists entirely of ones. We typically (but not always) work with representatives of equivalences classes that have this form.

With the help of computer software, the equivalence classes for \( n \leq 5 \) can be enumerated straightforwardly by brute force computation involving all members of \( Q_n(\mathbb{R}) \). We can extend this enumeration to \( n = 6 \) and \( n = 7 \) by working recursively as follows: to find the equivalence classes in \( Q_{n+1}(\mathbb{R}) \), add a
single extra row and column of ±1 entries to a single representative for each equivalence class in $Q_n(R)$ in all possible ways. We can further reduce the amount of computation required by noting that matrices in the same equivalence class have the same singular values as each other (though the converse does not hold, as evidenced by the $5 \times 5$ matrices

$$
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & -1 & -1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 \\
1 & 1 & -1 & 1 & -1
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & -1 & -1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 \\
1 & 1 & -1 & 1 & -1
\end{bmatrix},
$$

which are inequivalent but have the same singular values). This results in far fewer matrices and equivalences to check than just directly looping over all of $Q_{n+1}(R)$. In particular, for $n = 1, 2, \ldots, 7$, the MATLAB code that we provide at [HJS22] shows that there are 1, 2, 3, 10, 30, 242, 4386 equivalence classes inside $Q_n(R)$ [Slo22], which gives an upper bound on the number of members of $\sigma_n$.

### 4.2 Small Schur Spectra

For $n = 2$, there are only two equivalence classes in $Q_2(R)$, which contain the matrices

$$M_1 = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \quad \text{and} \quad M_2 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}. \quad (9)$$

It is clear that $M_1$ (indeed, a matrix of any size whose entries all equal 1) has Schur norm 1, and $M_2$ is Hadamard and thus has Schur norm $\sqrt{2}$. It follows that $\sigma_2 = \{1, \sqrt{2}\}$, so $r_2 = \sqrt{2}$.

When $n = 3$, the three equivalence classes in $Q_3(R)$ can be represented by the matrices

$$M_1 = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix}, \quad M_2 = \begin{bmatrix} 1 & 1 & -1 \\ -1 & 1 & 1 \\ 1 & -1 & 1 \end{bmatrix}, \quad \text{and} \quad M_3 = \begin{bmatrix} 1 & 1 & 1 \\ 1 & -1 & 1 \\ 1 & -1 & 1 \end{bmatrix}. \quad (10)$$

Since $M_2$ is a circulant, the formula (5) tells us that $\|M_2\|_S = 5/3$. We claim that $\|M_3\|_S = \sqrt{2}$. To see this, we note that $\|M_3\|_S \geq \sqrt{2}$ since $M_3$ has the $2 \times 2$ Hadamard matrix as a submatrix, while the factorization

$$M_3 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} 1 & 1 & 1 \\ 1 & -1 & -1 \\ 0 & 0 & 0 \end{bmatrix} \quad (11)$$

shows that $\|M_3\|_S \leq \sqrt{2}$ via Inequality (6). It follows that $\sigma_3 = \{1, \sqrt{2}, 5/3\}$, so $r_3 = 5/3$.

For larger values of $n$, computing $\sigma_n$ becomes significantly more complicated (though we already know that $r_4 = 2$ since there is a $4 \times 4$ Hadamard matrix). For example, when $n = 4$ there are 10 equivalence
classes in $Q_4(\mathbb{R})$, represented by the matrices

\[
\begin{align*}
M_1 &= \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{bmatrix}, &
M_2 &= \begin{bmatrix} 1 & 1 & -1 & -1 \\ -1 & 1 & 1 & -1 \\ -1 & -1 & 1 & 1 \\ -1 & -1 & -1 & 1 \end{bmatrix}, &
M_3 &= \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & 1 & -1 \\ 1 & -1 & -1 & 1 \end{bmatrix}, \\
M_4 &= \begin{bmatrix} 1 & 1 & 1 & 1 \\ -1 & 1 & 1 & 1 \\ -1 & -1 & 1 & 1 \\ -1 & -1 & -1 & 1 \end{bmatrix}, &
M_5 &= \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & -1 & 1 \\ 1 & -1 & -1 & -1 \\ 1 & -1 & 1 & 1 \end{bmatrix}, &
M_6 &= \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & -1 & 1 \\ 1 & -1 & -1 & -1 \\ 1 & 1 & 1 & 1 \end{bmatrix}, \\
M_7 &= \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & -1 & 1 \\ -1 & -1 & 1 & 1 \\ -1 & -1 & 1 & 1 \end{bmatrix}, &
M_8 &= \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & 1 \\ 1 & 1 & -1 & 1 \\ 1 & 1 & 1 & 1 \end{bmatrix}, &
M_9 &= \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & 1 \\ -1 & -1 & 1 & 1 \\ -1 & -1 & 1 & 1 \end{bmatrix}, \\
M_{10} &= \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & 1 & 1 \\ -1 & -1 & 1 & 1 \end{bmatrix}.
\end{align*}
\]

It is straightforward to see that $\|M_1\|_S = 1$, $M_2$ is circulant so Equation (5) tells us that $\|M_2\|_S = \sqrt{2}$, and $M_3$ is Hadamard so $\|M_3\|_S = 2$. Similarly, $M_4$ and $M_5$ are the same (up to equivalences) as the $3 \times 3$ matrix $M_2$ from Equation (10), but with a repeated row and column, so $\|M_4\|_S = \|M_5\|_S = 5/3$, and $M_6$ and $M_7$ are just the $2 \times 2$ Hadamard matrix with repeated rows and columns, so $\|M_6\|_S = \|M_7\|_S = \sqrt{2}$. It’s perhaps worth noting that these are the smallest examples to illustrate that members of different equivalence classes in $Q_n(\mathbb{R})$ can have the same Schur norm as each other.

However, we have not yet seen any methods that can effectively compute the Schur norms of $M_8$, $M_9$, or $M_{10}$. We solve this problem in Section 6, where we develop an algorithm for efficiently computing the Schur norm of any matrix. In particular, that method shows that

\[
\|M_8\|_S = (2 + 3\sqrt{6})/5, \quad \|M_9\|_S = \sqrt{2 + \sqrt{2}}, \quad \text{and} \quad \|M_{10}\|_S = \sqrt{3},
\]

so we conclude that $\sigma_4 = \{1, \sqrt{2}, 5/3, \sqrt{3}, \sqrt{2 + \sqrt{2}}, (2 + 3\sqrt{6})/5, 2\}$.

Since we have computed all equivalence classes in $Q_n(\mathbb{R})$ for $n \leq 7$, we could in principal compute $\sigma_5$, $\sigma_6$, and $\sigma_7$ as well. However, this becomes somewhat tricky as $n$ increases, since some of the members of these Schur spectra are difficult to describe analytically. For example, $\sigma_5$ contains 16 members:

\[
\sigma_5 = \sigma_4 \cup \{(1 + 4\sqrt{3})/5, (3 + 8\sqrt{2})/7, 11/5, 1.9093, 1.9621, 2.0130, 2.0276, 2.0591, 2.1343\},
\]

but some of these members are just numerical approximations that do not admit nice closed-form expressions. For $n = 6$, we find that the Schur spectrum $\sigma_6$ consists of the following 87 numbers, to 8 decimal places of accuracy:

\[
\begin{align*}
1.00000000 & \quad 1.86969385 & \quad 2.00000000 & \quad 2.05198924 & \quad 2.08166600 \\
1.41421356 & \quad 1.90934903 & \quad 2.01298411 & \quad 2.05872925 & \quad 2.08479890 \\
1.66666667 & \quad 1.94365063 & \quad 2.02756977 & \quad 2.05907464 & \quad 2.09039387 \\
1.73205081 & \quad 1.96211651 & \quad 2.04285840 & \quad 2.06472827 & \quad 2.09716754 \\
1.84775907 & \quad 1.98885438 & \quad 2.04481550 & \quad 2.07214975 & \quad 2.10439768
\end{align*}
\]
For \( n = 7 \), the Schur spectrum \( \sigma_7 \) contains approximately 1560 different numbers, many of which are extremely close to each other. We do not list them here.

5 Lower Bounds on \( r_n \)

We showed in Theorem 2 that \( r_n \leq \sqrt{n} \), with equality if and only if an \( n \times n \) Hadamard matrix exists. We now prove some lower bounds that show that \( r_n \) cannot be very far below \( \sqrt{n} \).

**Lemma 2.** The sequence \( \{r_n\} \) is non-decreasing.

**Proof.** If \( A \in \mathcal{P}_n(\mathbb{R}) \) is such that \( r_n = \|A\|_S \) then we can let \( \tilde{A} \in \mathcal{P}_{n+1}(\mathbb{R}) \) be the matrix obtained by padding \( A \) with a row and column of zeroes, giving \( r_{n+1} \geq \|\tilde{A}\|_S = \|A\|_S = r_n \). \( \square \)

In fact, the above lemma is also a corollary of condition (2) of Theorem 3. When we combine this monotonicity of \( \{r_n\} \) with the fact that \( r_n = \sqrt{n} \) whenever an \( n \times n \) Hadamard matrix exists, we get some simple lower bounds on \( r_n \). For example, since there is a \( 4 \times 4 \) Hadamard matrix, we know that \( r_4 = \sqrt{4} = 2 \), so \( r_7 \geq r_6 \geq r_5 \geq r_4 = 2 \).

To get a slightly more general lower bound on \( r_n \), recall that Sylvester’s construction [Syl67] shows that there exist Hadamard matrices of size \( m \times m \), and hence \( r_m = \sqrt{m} \), whenever \( m \) is a power of 2. Given any \( n \in \mathbb{N} \), there exists such an \( m \) satisfying \( n/2 \leq m \leq n \), so it follows that

\[
\sqrt{n} \leq r_n \leq \sqrt{m} \leq \sqrt{n/2}.
\]

A slightly more careful analysis along these lines leads to the following better lower bound on \( r_n \):

**Theorem 4.** If \( n \in \mathbb{N} \) and \( p \) is a prime number satisfying \( p \leq n/2 - 1 \), then \( r_n \geq \sqrt{2(p+1)} \). In particular,

\[
\lim_{n \to \infty} \frac{r_n}{\sqrt{n}} = 1.
\]

Before we prove this theorem, it is perhaps worth noting that its hypotheses cannot be satisfied unless \( n \geq 6 \), since smaller values of \( n \) give \( n/2 - 1 < 2 \) and thus no valid prime number \( p \) exists.

**Proof of Theorem 4.** The Scarps construction of Hadamard matrices [Sca98] tells us that if \( p \) is prime then there exists a \( 2(p+1) \times 2(p+1) \) Hadamard matrix, so \( r_{2(p+1)} = \sqrt{2(p+1)} \) when \( p \) is prime.
Since $p \leq n/2 - 1$ is equivalent to $n \geq 2(p + 1)$, monotonicity of $\{r_n\}$ (i.e., Lemma 2), now tells us that $r_n \geq r_{2(p+1)} = \sqrt{2(p+1)}$, establishing the lower bound claimed by the theorem.

We now prove the limit equality claimed by the theorem. By the prime number theorem, for every $\varepsilon > 0$ there exists $N \geq 1$ such that, for all $n \geq N$, the largest prime $p$ with $p \leq n/2 - 1$ satisfies $p \geq (1 - \varepsilon)(n/2 - 1)$. It follows that

$$r_n \geq \sqrt{2(p + 1)} \geq \sqrt{2((1 - \varepsilon)(n/2 - 1) + 1)} = \sqrt{(1 - \varepsilon)n + 2\varepsilon},$$

so dividing both sides by $\sqrt{n}$ shows that

$$\frac{r_n}{\sqrt{n}} \geq \sqrt{1 - \varepsilon + \frac{2\varepsilon}{n}} > \sqrt{1 - \varepsilon} \quad \text{whenever} \quad n \geq N.$$

Since $\varepsilon > 0$ was arbitrary, it follows that

$$\lim_{n \to \infty} \frac{r_n}{\sqrt{n}} = 1,$$

as claimed. \qed

In the above proof, we used the Scarfis construction of Hadamard matrices that is based on prime numbers. This construction was generalized by Paley [Pal33] to prime powers, and thus the lower bound of Theorem 4 could be tightened up to make use of prime powers instead. However, just using primes and the Scarfis construction is enough to show that $\lim_{n \to \infty} r_n / \sqrt{n} = 1$, which was our goal here.

## 6 Computation of Schur Norms

We now introduce a method of efficiently computing the Schur norm $\|A\|_S$ of a matrix $A \in \mathbb{M}_n(\mathbb{C})$. In particular, the upcoming Theorem 5 presents a semidefinite program whose optimal value is $\|A\|_S$. We do not introduce the details of how semidefinite programs are solved numerically, or how semidefinite programming duality works. Rather, we simply note that they can be solved numerically in polynomial time [Lov06], and we direct the reader to any of a number of introductions to the topic like [Wat18, Section 1.2.3] and [Joh21, Section 3.C] for more details.

**Theorem 5.** Let $A \in \mathbb{M}_n(\mathbb{C})$. Then $\|A\|_S$ is the optimal value of each of the following semidefinite programs in the variables $X, Y = Y^*, Z = Z^* \in \mathbb{M}_n(\mathbb{C}), v, w \in \mathbb{R}^n$, and $c \in \mathbb{R}$, which are dual to each other:

**Primal problem**

- minimize: $c$
- subject to:
  - $\begin{bmatrix} Y & A \\ A^* & Z \end{bmatrix} \succeq O$
  - $y_{j,j} = z_{j,j} = c$ for all $1 \leq j \leq n$

**Dual problem**

- maximize: $\text{Re}(\text{Tr}(AX^*))$
- subject to:
  - $\begin{bmatrix} \text{diag}(v) & X \\ X^* & \text{diag}(w) \end{bmatrix} \succeq O$
  - $\sum_{j=1}^n v_j + \sum_{j=1}^n w_j \leq 2$.

**Proof.** It was shown in [PPS89] that $\|A\|_S \leq 1$ if and only if there exist Hermitian $Y, Z \in \mathbb{M}_n(\mathbb{C})$ with $y_{j,j} = z_{j,j} = 1$ for all $1 \leq j \leq n$ such that

$$\begin{bmatrix} Y & A \\ A^* & Z \end{bmatrix} \succeq O.$$
It follows immediately from positive homogeneity of \( \|A\|_S \) that \( \|A\|_S \leq c \) if and only if there exist Hermitian \( Y, Z \in \mathbb{M}_n(\mathbb{C}) \) satisfying the same positive semidefinite condition, but with \( y_{j,j} = z_{j,j} = c \) for all \( 1 \leq j \leq n \). Minimizing over all such \( c, Y, \) and \( Z \) is exactly what the primal problem described by the theorem does, and its optimal value is thus \( \|A\|_S \).

The fact that the dual semidefinite program has the indicated form follows from a routine calculation. All that remains to show is that the primal and dual problems have the same optimal value, and the optimal value in the dual problem is actually attained (i.e., the maximum really is a maximum instead of a supremum). To this end, we simply note that the primal problem is strictly feasible, since we can choose \( Y = Z = cI \) for some sufficiently large value of \( c \) to make

\[
\begin{bmatrix}
Y & A \\
A^* & Z
\end{bmatrix} = \begin{bmatrix}
cI & A \\
A^* & cI
\end{bmatrix} > 0,
\]

It then follows from Slater’s conditions for strong duality that the optimal value of the dual problem is attained, and it equals the optimal value of the primal problem (i.e., \( \|A\|_S \)).

An alternative proof of the above theorem was given by the second author in [Joh14]. That proof used the fact that the Schur norm is a special case of something called a completely bounded norm, and all completely bounded norms can be computed via semidefinite programming [Wat09, Wat13]. Code that implements these semidefinite programs for computing Schur norms, via the CVX package for MATLAB [GB14], or the Convex.jl package for Julia [UMZ+14], is available for download from [HJS22].

6.1 Computation of \( r_n \)

In Section 4 we computed \( r_n \) for a few small values of \( n \): \( r_2 = \sqrt{2} \), \( r_3 = 5/3 \), and \( r_4 = 2 \), and we saw numerical results that suggested that \( r_5 = 11/5 \) and \( r_6 \approx 2.3874 \). We now use Theorem 5 to make these numerical results rigorous, and extend them slightly.

**Theorem 6.** \( r_5 = \frac{11}{5} \), \( r_6 = \frac{1}{3}(4 + \sqrt{10}) \), and \( r_7 = \frac{1}{7}(1 + 12\sqrt{2}) \).

**Proof.** As mentioned in Section 4, there are only 30 equivalence classes in \( \mathbb{Q}_5(\mathbb{R}) \) (i.e., every member of \( \mathbb{Q}_5(\mathbb{R}) \) can be transformed into one of 30 fixed matrices via the operations of transposition, multiplication by diagonal unitary matrices, and multiplication by permutation matrices). Furthermore, our code [HJS22] that implements the semidefinite program described by Theorem 5 shows that 29 of those 30 matrices have Schur norm no larger than 2.19. While this computation was performed numerically, it is accurate to at least 8 decimal places, so these 29 matrices are certain to have Schur norm strictly less than \( 11/5 = 2.2 \).

The one matrix (up to the aforementioned equivalences) \( A \in \mathbb{Q}_5(\mathbb{R}) \) with Schur norm larger than 2.19 is

\[
A = \begin{bmatrix}
1 & -1 & -1 & -1 & -1 \\
-1 & 1 & -1 & -1 & -1 \\
-1 & -1 & 1 & -1 & -1 \\
-1 & -1 & -1 & 1 & -1 \\
-1 & -1 & -1 & -1 & 1
\end{bmatrix}.
\]

Since this matrix \( A \) is circulant, \( \|A\|_S \) can be verified to equal exactly 11/5 via the formula (5).

A similar computation shows that, of the 4386 equivalence classes in \( \mathbb{Q}_7(\mathbb{R}) \), there is only one in which the matrices have Schur norm larger than 2.56 < \((1 + 12\sqrt{2})/7 \approx 2.5672 \). One matrix in that
that produce this value in the feasible points of the dual pair of semidefinite programs from Theorem 5. Since this matrix $B$ is circulant, $\|B\|_S$ can be verified to equal exactly $(1 + 12\sqrt{2})/7$, again via the formula (5).

Finally, to demonstrate the value of $r_6$, we showed that matrices in 241 of the 242 equivalence classes of $Q_6(\mathbb{R})$ have Schur norm no larger than $2.38 < \sqrt{7}(1 + 12\sqrt{2}) \approx 2.3874$. The one matrix (up to the aforementioned equivalences) $C \in Q_6(\mathbb{R})$ with Schur norm larger than 2.38 is

$$C = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1 & 1
\end{bmatrix}.$$  (13)

To see that this matrix $C$ has $\|C\|_S = (4 + \sqrt{10})/3$, and thus complete the proof, we simply find feasible points of the dual pair of semidefinite programs from Theorem 5 that produce this value in the objective function. It is straightforward to check that the following values of $c$, $Y$, and $Z$ work in the primal problem:

$$c = \frac{1}{3}(4 + \sqrt{10}), \quad Y = Z = \begin{bmatrix}
c & 0 & 0 & 0 & 2 - c & 2 - c \\
0 & c & c - 2 & c - 2 & 0 & 0 \\
0 & c - 2 & c & 0 & 0 \\
2 - c & 0 & 0 & c & c - 2 \\
2 - c & 0 & 0 & c - 2 & c
\end{bmatrix},$$

and the following values of $X$, $v$, and $w$ work in the dual problem:

$$X = \frac{1}{18} \begin{bmatrix}
2 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & -2 & 0 & 0 \\
0 & 1 & -2 & 1 & 0 & 0 \\
0 & -2 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 2 & -1 \\
1 & 0 & 0 & 0 & -1 & 2
\end{bmatrix} + \frac{\sqrt{10}}{180} \begin{bmatrix}
-1 & 3 & 3 & 3 & 1 & 1 \\
3 & 1 & 1 & 1 & -3 & -3 \\
3 & 1 & 1 & 1 & -3 & -3 \\
3 & 1 & 1 & 1 & -3 & -3 \\
1 & -3 & -3 & -3 & -1 & -1 \\
1 & -3 & -3 & -3 & -1 & -1
\end{bmatrix},$$

and $v = w = (1, 1, 1, 1, 1)/6$. \hfill \Box

Computation of $r_n$ in general seems to be a hard problem (which perhaps is not surprising, since a quick method of computing $r_n$ would let us quickly determine whether or not there is an $n \times n$ Hadamard matrix). The method that we used requires us to compute the Schur norm of every matrix in $Q_n(\mathbb{R})$. 11
While each Schur norm can be computed in polynomial time, we need to compute the Schur norm of exponentially many matrices in $Q_n(\mathbb{R})$ to determine which one has the largest Schur norm.

In particular, there are $2^{n^2}$ matrices in $Q_n(\mathbb{R})$. While we do not have to compute the Schur norm of all of them (since the Schur norm does not change upon taking the transpose, permuting rows or columns, or multiplying a row or column by $-1$), there are still at least

$$\frac{2^{n^2}}{2 \cdot (n!)^2 \cdot 2^{2n-1}} = \frac{2^{n(n-2)}}{(n!)^2}$$

equivalence classes inside $Q_n(\mathbb{R})$ to check (so, for example, by $n = 15$ there are at least $2.93 \times 10^{34}$ equivalence classes, and we need to compute Schur norms of at least one matrix in each of them).

However, there may be a much more clever way of computing $r_n$, and we do not expect a precise statement concerning the theoretical difficulty of computing it (e.g., we do not expect a proof that computation of $r_n$ is NP-hard). After all, if the Hadamard conjecture is true then it implies $r_{4n} = 2\sqrt{n}$ for all $n$, making $r_{4n}$ trivial to compute.

### 6.2 Schur Norms of Circulant Matrices

It has been conjectured that there are no circulant Hadamard matrices except in the $n = 1$ and $n = 4$ cases [Rys63, page 134], so it seems natural to explore the variant of $r_n$ where, instead of maximizing $\|A\|_S$ over all members of $Q_n(\mathbb{R})$, we maximize over all *circulant* members of $Q_n(\mathbb{R})$. We call the resulting quantity $r_{C_n}$, and our earlier results show that $r_n = r_{C_n}$ when $n \in \{1,3,4,5,7\}$, but $r_n > r_{C_n}$ when $n \in \{2,6,8\}$.

By cataloguing the largest Schur norms of matrices in $Q_n(\mathbb{R})$ that we have been able to find, we have also shown that $r_n > r_{C_n}$ when $9 \leq n \leq 12$ and when $14 \leq n \leq 24$. The results of these computations, which include the values of $r_{C_n}$ and the best bounds that we have on $r_n$ for $1 \leq n \leq 24$, are summarized in Table 1. The matrices with Schur norms equal to the values are available for download from [HJS22].

We note that the values of $r_{C_n}$ given in Table 1 have all been rounded to 4 decimal places, but exact forms for all of them can be found via Equation (5). We do not provide most of these exact forms, since they are often quite long and ugly. For example, the exact value of $r_{C_{10}}$ is

$$r_{C_{10}} = \frac{1}{5} \left( 3 + 2\sqrt{5} + 2\sqrt{7 + 2\sqrt{11}} \right) \approx 2.9714,$$

which is attained at the circulant matrix with top row equal to $(1,1,-1,1,-1,-1,-1,-1,-1,-1)$.

### 7 Better Almost Hadamard Matrices

In an approach to the Hadamard conjecture that is somewhat dual to ours, it was shown in [BCS10] that the entrywise 1-norm (i.e., the sum of absolute values of entries) of an $n \times n$ real orthogonal matrix is bounded above by $n\sqrt{n}$, and equality holds exactly for multiples of Hadamard matrices. Based on this idea, in [BNZ12] the authors asked what the largest entrywise 1-norm of a real orthogonal matrix is, as a function of its size $n$. They furthermore called an orthogonal matrix that locally maximizes this entrywise 1-norm an *almost Hadamard matrix*.

The authors found that for $n = 2, 3,$ and $4$, the optimal 1-norms are $2\sqrt{2}$, $3$, and $8$, respectively, and they made some conjectures based on numerics for $5 \leq n \leq 13$ (see [BNZ12, Table 1]). In this section, we extend their results by proving the optimal 1-norms when $5 \leq n \leq 8$, which agree with their conjectures.
when $n \in \{5, 7, 8\}$, but disprove their conjecture when $n = 6$. We also disprove their conjectured values when $n \in \{9, 11\}$, and we provide numerical results up to $n = 24$.

To give a bit of an idea for how our results in this area work, consider the $6 \times 6$ matrix $X$ from the proof of Theorem 6. It was not important for us back then, but $6X$ is actually an orthogonal matrix. Straightforward computation shows that its entrywise 1-norm is $8 + 2\sqrt{10} \approx 14.3246$, beating the conjectured largest 1-norm of $10\sqrt{2} \approx 14.1421$.

The above observation might lead us to believe that we can use the “dual” semidefinite program from Theorem 5 to construct almost Hadamard matrices in general. This is almost correct, but the semidefinite program actually needs some slight tweaks:

| $n$ | $r_{Cn}$ | $r_n$ lower bound | $r_n$ upper bound |
|-----|----------|-------------------|-------------------|
| 1   | 1 = 1.0000 | 1 = 1.0000         | 1 = 1.0000         |
| 2   | 1 = 1.0000 | $\sqrt{2} \approx 1.4142$ | $\sqrt{2} \approx 1.4142$ |
| 3   | $5/3 \approx 1.6667$ | $5/3 \approx 1.6667$ | $5/3 \approx 1.6667$ |
| 4   | 2 = 2.0000 | 2 = 2.0000         | 2 = 2.0000         |
| 5   | $11/5 = 2.2000$ | $11/5 = 2.2000$ | $11/5 = 2.2000$ |
| 6   | $7/3 \approx 2.3333$ | $(4 + \sqrt{10})/3 \approx 2.3874$ | $(4 + \sqrt{10})/3 \approx 2.3874$ |
| 7   | $(1 + 12\sqrt{2})/7 \approx 2.5672$ | $(1 + 12\sqrt{2})/7 \approx 2.5672$ | $(1 + 12\sqrt{2})/7 \approx 2.5672$ |
| 8   | $1 + \sqrt{3} \approx 2.7321$ | $2\sqrt{2} \approx 2.8284$ | $2\sqrt{2} \approx 2.8284$ |
| 9   | $\approx 2.8539$ | $\approx 2.9477$ | $3 = 3.0000$ |
| 10  | $\approx 2.9714$ | $11\sqrt{2}/5 \approx 3.1113$ | $\sqrt{11} \approx 3.3166$ |
| 11  | $(1 + 20\sqrt{3})/11 \approx 3.2401$ | $\approx 3.2454$ | $\sqrt{11} \approx 3.3166$ |
| 12  | $2 + \sqrt{2} \approx 3.4142$ | $2\sqrt{3} \approx 3.4641$ | $2\sqrt{3} \approx 3.4641$ |
| 13  | $(5 + 24\sqrt{3})/13 \approx 3.5822$ | $(5 + 24\sqrt{3})/13 \approx 3.5822$ | $\sqrt{13} \approx 3.6056$ |
| 14  | $(17 + 6\sqrt{2})/7 \approx 3.6408$ | $\approx 3.6977$ | $\sqrt{14} \approx 3.7417$ |
| 15  | $\approx 3.8068$ | $\approx 3.8102$ | $\sqrt{15} \approx 3.8730$ |
| 16  | $\approx 3.8882$ | $4 = 4.0000$ | $4 = 4.0000$ |
| 17  | $\approx 4.0205$ | $\approx 4.0848$ | $\sqrt{17} \approx 4.1231$ |
| 18  | $\approx 4.1265$ | $(32 + \sqrt{34})/9 \approx 4.2034$ | $3\sqrt{2} \approx 4.2426$ |
| 19  | $\approx 4.3050$ | $\approx 4.3071$ | $\sqrt{19} \approx 4.3589$ |
| 20  | $22/5 = 4.4000$ | $2\sqrt{5} \approx 4.4721$ | $2\sqrt{5} \approx 4.4721$ |
| 21  | $(21 + 4\sqrt{7})/7 \approx 4.5119$ | $\approx 4.5535$ | $\sqrt{21} \approx 4.5826$ |
| 22  | $\approx 4.5892$ | $\approx 4.6506$ | $\sqrt{22} \approx 4.6904$ |
| 23  | $(1 + 44\sqrt{6})/23 \approx 4.7295$ | $\approx 4.7426$ | $\sqrt{23} \approx 4.7958$ |
| 24  | $\approx 4.8640$ | $2\sqrt{6} \approx 4.8990$ | $2\sqrt{6} \approx 4.8990$ |

Table 1: A summary of the values of $r_{Cn}$, as well as the best bounds on $r_n$ that we have, for $1 \leq n \leq 24$. All numerical values given in the table have been rounded to, and are accurate to, four decimal places. The left column is a lower bound on the middle column, which is a lower bound on the right column. Rows in which two or more columns have the same value are highlighted in gray.
Theorem 7. Let $A \in \mathbb{Q}_n(\mathbb{R})$, and let $v_A$ be the optimal value of the following semidefinite program:

\[
\begin{align*}
\text{maximize:} & \quad \text{Tr}(AX) \\
\text{subject to:} & \quad \begin{bmatrix} I & X \\
X^T & I \end{bmatrix} \succeq 0.
\end{align*}
\]

Then the largest entrywise $1$-norm of an $n \times n$ real orthogonal matrix is equal to

\[
\max \{ v_A : A \in \mathbb{Q}_n(\mathbb{R}) \}.
\]  

(14)

Proof. The constraint in the semidefinite program simply forces $\|X\| \leq 1$, so by convexity the maximum is attained when $X$ is an extreme point of the unit ball in the operator norm (i.e., when $X$ is an orthogonal matrix). It follows that the quantity (14) is equal to

\[
\max \{ \text{Tr}(AX) : A \in \mathbb{Q}_n(\mathbb{R}), X \text{ is orthogonal} \}.
\]

Since $\text{Tr}(AX) = \sum_{i,j=1}^n x_{i,j} a_{i,j}$ and $A \in \mathbb{Q}_n(\mathbb{R})$ so $|a_{i,j}| = 1$ for all $i,j$, it is clear that $\text{Tr}(AX) \leq \sum_{i,j=1}^n |x_{i,j}|$. Conversely, there exists some $A \in \mathbb{Q}_n(\mathbb{R})$ (matching the sign pattern of $X$) so that $\text{Tr}(AX) = \sum_{i,j=1}^n |x_{i,j}|$, which completes the proof.

An immediately corollary of the above theorem is that the largest entrywise $1$-norm of an $n \times n$ orthogonal matrix is bounded above by $nr_n$ (after all, the SDP described by it is more restrictive than $n$ times the “dual” SDP described by Theorem 5).

The importance of Theorem 7 is that it reduces the problem of finding an orthogonal matrix with maximum entrywise $1$-norm to a finite computation: each value of $v_A$ can be approximated to any desired accuracy in polynomial time, and there are only finitely many values of $v_A$ that need to be computed. Furthermore, since all of the concepts we are discussing (e.g., Schur norms, the entrywise $1$-norm, and the set of real orthogonal matrices) are unchanged under the standard equivalence operations (i.e., permuting rows and/or columns, multiplying rows and/or columns by $-1$, and transposition), it suffices to compute $v_A$ for just a single representative of each equivalence class, rather than for all $A \in \mathbb{Q}_n(\mathbb{R})$.

We have performed this computation for $n \leq 7$, so we now know the exact largest entrywise $1$-norm of a real orthogonal matrix in these cases. We have also use this method to search numerically for orthogonal matrices with large entrywise $1$-norm for $n \leq 24$. Our results are summarized in Table 2, and the orthogonal matrices that attain these lower bounds can be downloaded from [HJS22].

8 Conclusions and Open Questions

In this work, we initiated the study of Schur norms of matrices whose entries are $\pm 1$, with the goal of making progress on finding the largest ratio by which a matrix’s operator norm can increase when decreasing the modulus of its entries (i.e., the value of the quantity (1)). We showed that this quantity equals $\sqrt{n}$ if and only if there is a Hadamard matrix of order $n$, so computing it in general is probably extremely difficult. However, we presented an algorithm that allows for its computation for small $n$, and we computed it exactly when $n \leq 8$.

We then used our techniques to improve upon known results about almost Hadamard matrices. We have left numerous questions open, some of which we summarize here:

- We expect that $r_n$ is attained by members of $\mathbb{Q}_n(\mathbb{R})$ that are “close to orthogonal” in some sense, but it is not clear exactly how to make that precise. For example, it is not true that $r_n$ is attained by a member of $\mathbb{Q}_n(\mathbb{R})$ with maximum determinant: we showed in Theorem 6 that all maximizers...
| $n$ | entrywise 1-norm lower bound | upper bound | notes |
|-----|------------------------------|-------------|-------|
| 1   | $1 = 1.0000$                | $1 = 1.0000$ | Hadamard |
| 2   | $2\sqrt{2} \approx 2.8284$ | $2\sqrt{2} \approx 2.8284$ | Hadamard |
| 3   | $5 = 5.0000$                | $5 = 5.0000$ |       |
| 4   | $8 = 8.0000$                | $8 = 8.0000$ | Hadamard |
| 5   | $11 = 11.0000$              | $11 = 11.0000$ |       |
| 6   | $8 + 2\sqrt{10} \approx 14.3246$ | $8 + 2\sqrt{10} \approx 14.3246$ | better than previously known |
| 7   | $1 + 12\sqrt{2} \approx 17.9706$ | $1 + 12\sqrt{2} \approx 17.9706$ |       |
| 8   | $16\sqrt{2} \approx 22.6274$ | $16\sqrt{2} \approx 22.6274$ | Hadamard |
| 9   | $\approx 26.5204$          | $27 = 27.0000$ | better than previously known |
| 10  | $22\sqrt{2} \approx 31.1127$ | $10\sqrt{10} \approx 31.6228$ |       |
| 11  | $\approx 35.6991$          | $11\sqrt{11} \approx 36.4828$ | better than previously known |
| 12  | $24\sqrt{3} \approx 41.5692$ | $24\sqrt{3} \approx 41.5692$ |       |
| 13  | $5 + 24\sqrt{3} \approx 46.5692$ | $13\sqrt{13} \approx 46.8722$ |       |
| 14  | $\approx 51.7673$          | $14\sqrt{14} \approx 52.3832$ |       |
| 15  | $\approx 57.1522$          | $15\sqrt{15} \approx 58.0948$ |       |
| 16  | $64 = 64.0000$             | $64 = 64.0000$ | Hadamard |
| 17  | $60 + \sqrt{89} \approx 69.4340$ | $17\sqrt{17} \approx 70.0928$ |       |
| 18  | $64 + 2\sqrt{34} \approx 75.6619$ | $54\sqrt{2} \approx 76.3675$ |       |
| 19  | $\approx 81.8353$          | $19\sqrt{19} \approx 82.8191$ |       |
| 20  | $4\sqrt{5} \approx 89.4427$ | $4\sqrt{5} \approx 89.4427$ | Hadamard |
| 21  | $\approx 95.6206$          | $21\sqrt{21} \approx 96.2341$ |       |
| 22  | $\approx 102.3127$         | $22\sqrt{22} \approx 103.1891$ |       |
| 23  | $\approx 109.0784$         | $23\sqrt{23} \approx 110.3041$ |       |
| 24  | $48\sqrt{6} \approx 117.5755$ | $48\sqrt{6} \approx 117.5755$ | Hadamard |

Table 2: A summary of the best lower and upper bounds on the maximum entrywise 1-norm of an $n \times n$ real orthogonal matrix that we have been able to compute, for $1 \leq n \leq 24$. All numerical values have been rounded to, and are accurate to, four decimal places. Rows highlighted in gray indicate that the lower and upper bounds are equal, so the exact maximum value is known.

of $r_7$ are equivalent to the circulant matrix (13) and thus have determinant with absolute value 512, whereas the maximum determinant of a matrix in $Q_7(\mathbb{R})$ is 576. Is it at least true that $r_n$ is always attained by an invertible member of $Q_n(\mathbb{R})$?

- We showed in Lemma 2 that the sequence $\{r_n\}$ is non-decreasing, but we expect that it is actually strictly increasing. Numerics from Table 1 suggest that $r_n > \sqrt{n - 1}$ which, if true, would imply strict monotonicity of $\{r_n\}$.

- The argument used to find the decomposition in Equation (11) shows that if $M$ has only $k$ different rows (or columns), then $\|M\|_S \leq \sqrt{k}$. If the conjecture that $r_n > \sqrt{n - 1}$ is true, then this would imply that $r_n$ is always attained by a matrix with distinct rows and distinct columns.

- We have been unable to find a matrix in $Q_{13}(\mathbb{R})$ that exhibits a gap between $rC_{13}$ and $r_{13}$; a rough nu-
Numerical search suggests that $r_{13}$ might be attained by a circulant matrix. At first this seems somewhat strange, but something similar happens when considering the maximum determinant of a member of $Q_n(\mathbb{R})$: it is attained by a circulant matrix when $n = 13$ (see [Slo10, Slo12], for example). Based on these numerics, we conjecture that $r_n = r_{C_n}$ if and only if $n \in \{1, 3, 4, 5, 7, 13\}$.
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