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Abstract
BERT has achieved superior performances on Natural Language Understanding (NLU) tasks. However, BERT possesses a large number of parameters and demands certain resources to deploy. For acceleration, Dynamic Early Exiting for BERT (DeeBERT) has been proposed recently, which incorporates multiple exits and adopts a dynamic early-exit mechanism to ensure efficient inference. While obtaining an efficiency-performance tradeoff, the performances of early exits in multi-exit BERT are significantly worse than late exits. In this paper, we leverage gradient regularized self-distillation for RO\textsuperscript{b}ust training of Multi-Exit BERT (RomeBERT), which can effectively solve the performance imbalance problem between early and late exits. Moreover, the proposed RomeBERT adopts a one-stage joint training strategy for multi-exits and the BERT backbone while DeeBERT needs two stages that require more training time. Extensive experiments on GLUE datasets are performed to demonstrate the superiority of our approach. Our code is available at https://github.com/romebert/RomeBERT.

1 Introduction
BERT has achieved unprecedented performance on text understanding (Devlin et al., 2019). However, BERT is hard to deploy due to its computation cost. Adaptive Neural Networks (ANN) (Huang et al., 2016, 2018) solve the problem by adding an exit for each block and allows early-exit for simple examples to save computation time. Inspired by ANN, DeeBERT (Xin et al., 2020) proposed multi-exit BERT, which inserts additional classifiers for each layer of the Transformer (Vaswani et al., 2017). DeeBERT adopts a two-stage training style: it first fine-tunes BERT on downstream tasks as usual, and then all exits are trained jointly with the main branch of Transformer frozen. However, the dilemma between performance and computation cost still exists. Although DeeBERT demonstrates the feasibility of ANN on BERT, it suffers from the following problems: 1) Significant drop of the performance for early exits, and 2) Freezing the BERT backbone limits the expressive power of BERT for early exits.

To solve the above problems, we propose RomeBERT based on gradient regularized self-distillation. In RomeBERT, we jointly train the weights of BERT backbone with multi-exit classifiers. However, simply unfreezing the BERT backbone will introduce gradient conflicts during training, and thus hurt the performance of both early and late exits. RomeBERT introduces two techniques for robust training of Multi-Exit BERT, namely Gradient Regularization (GR) and Self-Distillation (SD). SD allows early exits to mimic the soft label of the final exit, and thus enables the consistency across different exits. As a result, SD can increase the performance of early exits while keeping the performance of the final exit comparable to the origin model. Besides SD, we adopt a novel GR approach to balance the gradients for early and late exits. Extensive ablation studies have been performed on GLUE (Wang et al., 2019) with the pre-trained BERT model. Experimental results demonstrate that RomeBERT achieves much better balance between efficiency and performance than DeeBERT.

2 Related Work
Transformer has achieved success on both visual and textual understanding (Devlin et al., 2019; Wang et al., 2018; Tan and Bansal, 2019; Geng et al., 2020b,a). However, Transformer has fixed structure and is hard to deploy in practice due to the high computation cost. Many variants of Transformer have been proposed for improving the
computation efficiency by means of feature clustering (Vyas et al., 2020; Zheng et al., 2020; Kitaev et al., 2020), low rank approximation (Choromanski et al., 2020), attention sparse regularization (Gao et al., 2021), and reversible architecture (Kitaev et al., 2020). Among these variants, we focus on improving Transformer using adaptive architecture. Depth-adaptive neural networks (Figurnov et al., 2017; Graves, 2016; Gao et al., 2020; Xin et al., 2020; Zhou et al., 2020; Liu et al., 2020) can perform adaptive inference by only activating part of the network thus can reduce computation cost of Transformer. During training, multi-exit classifiers with various depths are trained together. DeeBERT (Xin et al., 2020) tests the feasibility of depth-adaptive inference on multi-exit BERT by exiting early if the confidence criterion is met. PABEE (Zhou et al., 2020) takes into consideration the agreement among multi-exits and explores inference with multiple classifiers.

Knowledge Distillation (KD) (Hinton et al., 2014) is a technique for network compression. It has been widely applied in CNN based models (Furlanello et al., 2018; Xie et al., 2020; Yang et al., 2019). Recently, DistilBERT (Sanh et al., 2019) applies knowledge distillation on the BERT model. Different from knowledge distillation across models in DistilBERT, self-distillation transfer knowledge from late exits to early exits within a model. FastBERT (Liu et al., 2020) proposes a similar structure as DeeBERT by adding knowledge transfer from deep exits to shallow exits. However, knowledge transfer across multi-exits is weak in FastBERT because the whole BERT backbone has been frozen for training stability. In contrast, our RomeBERT jointly trains the BERT backbone and multi-exit classifiers and adds a novel gradient regularization to solve the training stability problem. RomeBERT aims at improving earlier exit classifiers to reduce the performance imbalance among multi-exits. Our gradient regularization is highly motivated by the Gradient Episodic Memory (GEM) (Lopez-Paz and Ranzato, 2017) for life-long learning and Gradient Surgery (Yu et al., 2020) for multi-task learning.

3 Robust Training of Multi-Exit BERT

3.1 Revisit DeeBERT

DeeBERT proposes a two-stage training strategy for fine-tuning the BERT model on downstream NLP tasks. For efficient inference, it inserts an extra classifier (also called off-ramp) after each intermediate Transformer layer. Given a data-label pair \((x, y)\) and a pretrained BERT model with \(k\) layers. We can denote the output logits of the \(i\)-th classifier \(f_i(x; \theta_i)\) as the parameters related to \(f_i\). The fine-tuning process of DeeBERT consists of two stages. First, the original BERT components (including BERT embeddings, all Transformer layers, and the final classifier) are fine-tuned with a cross-entropy loss from the final classifier \(L_{ce}(y, f_k(x; \theta_k))\). Afterwards, all parameters fine-tuned in the first stage are frozen, and all intermediate classifiers but the final one are fine-tuned with the following loss: \(\sum_{i=1}^{k-1} L_{ce}(y, f_i(x; \theta_i))\). During inference, DeeBERT can dynamically determine when to exit according to the confidence of a certain example by setting an entropy threshold \(S\). If the entropy of the input example at the \(i\)-th off-ramp is below \(S\) for the first time, the example will exit instantly at layer \(i\).

3.2 Self-Distillation (SD) for RomeBERT

DeeBERT freezes the BERT backbone when training the multi-exit classifiers. This strategy stabilizes the training process of multi-exit Transformer
Table 1: Performance comparison on the TEST splits of the GLUE benchmark between DeeBERT and RomeBERT.

| Methods   | SST-2 Acc% | SST-2 Time% | MRPC F1% | MRPC Time% | QQP F1% | QQP Time% | QNLI Acc% | QNLI Time% | MNLI (m/mm) Acc% | MNLI (m/mm) Time% | RTE Acc% | RTE Time% |
|-----------|------------|-------------|---------|------------|--------|-----------|-----------|------------|-----------------|------------------|----------|-----------|
| BERT-base | 93.5       | 100         | 86.9    | 100        | 71.3   | 100       | 90.8      | 100        | 84.1/83.5       | 100               | 69.4    | 100       |
| DeeBERT   | 90.5       | 46.6        | 87.4    | 73.9       | 69.7   | 42.6      | 87.1      | 49.3       | 83.4/82.3       | 73.1               | 67.9    | 94.8      |
| DeeBERT+SD | 91.2      | 45.9        | 86.7    | 65.4       | 70.1   | 44.6      | 86.6      | 47.9       | 83.4/82.6       | 73.7               | 67.6    | 90.6      |
| RomeBERT  | 90.6       | 26.8        | 86.7    | 69.1       | 70.8   | 34.8      | 88.7      | 54.1       | 83.3/82.6       | 53.5               | 69.5    | 89.4      |
| DeeBERT   | 89.0       | 39.2        | 86.4    | 65.7       | 67.8   | 35.3      | 85.5      | 42.4       | 79.2/78.3       | 59.3               | 67.6    | 90.9      |
| DeeBERT+SD | 88.7      | 35.3        | 86.7    | 65.4       | 68.5   | 37.2      | 85.4      | 43.1       | 79.8/78.5       | 59.3               | 67.4    | 86.9      |
| RomeBERT  | 89.0       | 19.8        | 86.2    | 62.7       | 69.7   | 22.8      | 86.1      | 24.0       | 82.2/81.4       | 39.9               | 68.9    | 69.2      |
| DeeBERT   | 87.7       | 33.4        | 83.6    | 41.0       | 59.1   | 19.3      | 82.4      | 34.0       | 76.3/75.5       | 53.9               | 66.1    | 79.0      |
| DeeBERT+SD | 88.2      | 32.9        | 84.4    | 40.4       | 59.9   | 20.0      | 81.7      | 34.3       | 76.6/75.4       | 52.8               | 66.3    | 71.0      |
| RomeBERT  | 88.7       | 15.0        | 83.8    | 33.1       | 67.7   | 15.2      | 83.2      | 19.2       | 77.6/76.9       | 21.4               | 66.9    | 45.2      |

Table 2: Performance comparison on the VALIDATION splits of the GLUE benchmark between DeeBERT and RomeBERT.

at the price of limiting the expressive power of BERT for early exits. To utilize the expressive power of BERT backbone, we propose to train intermediate classifiers with the final classifier jointly in one stage. However, naively unfreezing the BERT backbone may lead to conflicts between different exits, which will result in performance degradation for all exits. To solve the problem, we propose an additional consistency regularization for all exits beyond the original final-layer cross-entropy supervision from $L_{final} = L_{ce}(y, f_k(x; \theta_k))$. Specifically, we enforce the prediction of early exits to mimic the soft prediction of the final exit. The SD strategy can regularize the prediction consistency between all exits and transfer knowledge from the late exit to early exits, thus we can stabilize the training process and enable significant performance improvements for early exits. The SD strategy is shown in the left part of Figure 1, all the intermediate exits are supervised by both the soft label (i.e., logit) of the final classifier and the ground-truth label. Specifically, the SD loss $L_{sd}$ contains two components: multi-exit cross-entropy loss $L_{multi}$ and Kullback-Leibler divergence (KLD) loss $L_{kld}$, it can be written as:

$$L_{sd} = L_{multi} + L_{kld} = \sum_{k=1}^{K-1} \left((1 - \gamma) \cdot L_{ce}(y, f_k(x; \theta_k)) + \gamma \cdot L_{kld}^{(i)}(f_k(x; \theta_k) \parallel f_i(x; \theta_i), T)\right),$$

where $\gamma$ is a coefficient to balance the two loss terms and $T$ is the temperature of the KLD loss.

Suppose there are $C$ classes in a classification task, we can denote the $i$-th layer Kullback-Leibler divergence loss $L_{kld}^{(i)}$ as:

$$L_{kld}^{(i)} = - \sum_{c \in C} p_k(c \mid x; \theta_k, T) \log \frac{p_i(c \mid x; \theta_i, T)}{p_k(c \mid x; \theta_k, T)} ,$$

where $c$ is a class in $C$, $T$ is a temperature value, and $p_i(c \mid x; \theta_i, T)$ can be computed as:

$$p_i(c \mid x; \theta_i, T) = \frac{\exp(f_i(c \mid x; \theta_i)/T)}{\sum_j \exp(f_i(j \mid x; \theta_i)/T)} .$$
It is worth noting that FastBERT also adopts self-distillation to transfer knowledge from late to earlier exits. However, FastBERT follows the two-stage training paradigm of DeeBERT, where the BERT backbone is frozen during self-distillation in the second stage. In this paper, we implement DeeBERT plus self-distillation (DeeBERT+SD) to reproduce the performance of FastBERT.

3.3 Gradient Regularization for RomeBERT

Self-distillation can stabilize training by enforcing consistent regularization over all exits. However, we still observe performance degradation on some GLUE tasks, i.e., RTE, QNLI and MRPC. We hypothesize that self-distillation can ease the conflicts among the training objectives of different exits but the new $L_{sd}$ may still suffer from gradient conflicts with the final-exit training objective in these tasks.

Built upon the hypothesis, Gradient Regularization (GR) is proposed to further facilitate self-distillation in RomeBERT. As shown in Figure 1, gradient conflict will arise when the angle between gradients computed by the final-exit loss and the combination of multi-exit loss and KLD loss is larger than 90°. We denote the gradients of the final-exit loss and the self-distillation loss as $g_f = \frac{\partial L_{final}}{\partial \theta}$ and $g_s = \frac{\partial L_{sd}}{\partial \theta} = \frac{\partial (L_{multi} + L_{kld})}{\partial \theta}$, respectively. To alleviate gradient conflict, GR will project the gradient of $g_f$ to the normal direction of $g_s$ when the angle between $g_f$ and $g_s$ is larger than 90°, i.e., $g_f \cdot g_s < 0$. The projection can be formulated as:

$$\text{Proj}(g_f) = g_f - \frac{g_f \cdot g_s}{\|g_s\|^2} \cdot g_s.$$

$\text{Proj}(g_f)$ decreases the gradient from the final-layer exit loss while not hurting SD, which can help to produce better intermediate exits. The modified gradient $g^* = \text{Proj}(g_f) + g_s$ will then be used to update the model parameters. In the other case (when the angle between $g_f$ and $g_s$ is less than 90°, i.e., $g_f \cdot g_s > 0$), the original gradients $g_f$ and $g_s$ will be kept as Case 2 shown in Figure 1.

4 Experiments

4.1 Datasets and Experimental Setup

We train all approaches from the BERT-base pretrained model (Devlin et al., 2019), and conduct experiments on the same GLUE benchmark (Wang et al., 2019) that is used by DeeBERT: QQP, MNLI,
Figure 4: Exit-layer distributions of DeeBERT, DeeBERT+SD and RomeBERT on QQP validation split.

Figure 5: Exit-layer distributions of DeeBERT, DeeBERT+SD and RomeBERT on SST-2 validation split.

4.2 Performance Comparison and Discussion

The performance on test splits of GLUE is shown in Table 1. Here we regard the expected running time of BERT-base as 100%, and calculate the relative expected running time percentage for DeeBERT, DeeBERT+SD and RomeBERT in adaptive inference mode. If an input example early exits at layer $i$, its running time is $i/k$ of the situation that exits at the final layer $k$. In Table 1, we group results from different approaches with similar performances, then compare their expected running time. From the table, we can observe that in most datasets and situations, RomeBERT can achieve better performance than DeeBERT/DeeBERT+SD while requiring less running time.

For small datasets such as RTE, RomeBERT can achieve 69.5% accuracy, which is 0.1% better than the BERT-base baseline, and with 10.6% time saving. In contrast, DeeBERT needs 5.4% more time with 1.6% worse performance, DeeBERT+SD requires 1.2% more time with 1.9% performance drop. In addition, RomeBERT gets 66.9% accuracy with a 54.8% time saving, while DeeBERT needs 33.8% more time but the performance is 0.8% worse, DeeBERT+SD requires 25.8% more time but with 0.6% performance drop.

For middle-sized datasets such as QNLI, RomeBERT can achieve 88.7% accuracy which is 2.1% below BERT-base but with only 34.1% running time. In contrast, DeeBERT obtains 87.1% accuracy with 15.2% more time, DeeBERT+SD gets only 86.6% accuracy at the cost of 13.8% more time. If we constrain the expected running time to 34.1%, DeeBERT can only achieve 82.4% accuracy compared with RomeBERT’s 88.7%, and DeeBERT+SD can only obtain 81.7% accuracy.

For large-sized datasets such as QQP, our RomeBERT obtains 70.8% $F_1$-score which is only 0.5% less than BERT-base with a huge 65.2% time saving. Even when the time cost is further reduced to 15.2%, RomeBERT only drops 3.6% $F_1$-score than BERT-base, but DeeBERT needs 20.1% more time to achieve the same performance. If we change the performance standard to 69.7%, DeeBERT needs
Figure 6: Performance comparison on the VALIDATION splits of the six GLUE datasets between DeeBERT and RomeBERT. Ablation study on the two key components of RomeBERT is also included. For three datasets (QQP, MNLI, and QNLI), we enlarge details to better compare the performance of SD only with SD+GR.

42.6% time to achieve this goal while RomeBERT only requires 22.8%. Besides, in Table 2, we also show the performances of different methods on validation splits of GLUE benchmark for reference.

We illustrate the exit-layer distributions on QNLI, QQP and SST-2 in Figure 3, Figure 4 and Figure 5, respectively. From these figures, we can see that the exit-layer distribution of RomeBERT is more prone to earlier exits than DeeBERT and DeeBERT+SD. For QNLI, the exit layer distribution of DeeBERT/DeeBERT+SD is centered at the 4th layer, while RomeBERT is centered at the 2nd layer. For QQP, the exit layers of DeeBERT/DeeBERT+SD are more uniformly distributed. In contrast, the 1st layer gets the most frequent exits for RomeBERT. For SST-2, the most frequent exit layer for DeeBERT/DeeBERT+SD is the 2nd layer, but the ratio is at most 40%, while the 1st layer again gets the most frequent exits for RomeBERT and the ratio is at least 60%. The observation proves that RomeBERT can really improve the performance and maintain a robust training for early exits. Moreover, Figure 2 shows every-layer performance comparison when the exit layer is fixed for all inputs. We can see that the curves of RomeBERT are above those of DeeBERT and DeeBERT+SD in almost all situations. The performance gaps between RomeBERT and DeeBERT/DeeBERT+SD are especially large for early layers and on large-sized datasets. At the first three layers, for instance, RomeBERT increases nearly 20% performance over DeeBERT/DeeBERT+SD on both QQP and MNLI. We can also conclude that DeeBERT+SD does not beat DeeBERT in terms of layerwise performance. This implies that freezing the BERT backbone during self-distillation may limit the expressive power of early exits.

4.3 Ablation Study on RomeBERT

In Figure 6, we also conduct ablation study on GR and SD. Since GR is built upon SD, we directly compare the performances of RomeBERT with or without GR. Due to the large performance gap in early layers of RomeBERT over DeeBERT, we rescale the curves to better evaluate the function of GR. From the figure, we can conclude that GR is generally helpful to improve the performance upon SD. The degree of improvement depends on the level of gradient conflict. Specifically, GR exhibits its superiority on RTE and QNLI since almost all layers get improved accuracy. In addition, GR improves the performance of most layers on QQP and SST-2, while it is partially effective for certain layers on MRPC and MNLI.

5 Conclusion

In this paper, we propose RomeBERT for robust training of multi-exit BERT. We validate the effectiveness and efficiency of RomeBERT on six GLUE classification tasks. Compared with the DeeBERT and FastBERT approaches, RomeBERT, which is driven by self-distillation and gradient regularization to facilitate the early exits, achieves better speed-performance tradeoff on all tasks.
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