Nanoscale Spin Seebeck Rectifier: Controlling Thermal Spin Transport across Insulating Magnetic Junctions with Localized Spin
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The spin Seebeck effect is studied across a charge insulating magnetic junction, in which thermal-spin conjugate transport is assisted by the exchange interactions between the localized spin in the center and electrons in metallic leads. We show that, in contrast with bulk spin Seebeck effect, the figure of merit of such nanoscale thermal-spin conversion can be infinite, leading to the ideal Carnot efficiency in the linear response regime. We also find that in the nonlinear spin Seebeck transport regime, the device possesses the asymmetric and negative differential spin Seebeck effects. In the last, the situations with leaking electron tunneling are also discussed. This nanoscale thermal spin rectifier, by tuning the junction parameters, can act as a spin Seebeck diode, spin Seebeck transistor and spin Seebeck switch, which could have substantial implications for flexible thermal and information control in molecular spin caloritronics.
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I. INTRODUCTION

Energy waste is a severe bottleneck in the supply of sustainable energy to any modern economy. Besides developing new energy sources, the global energy crisis can be alleviated by re-utilizing the wasted energy. In view of the fact that about 90% of the world’s energy utilization occurs in the form of heat, effective heat control and conversion become critical1. To meet the desire, phononics2 has been proposed to control heat energy and information in a similar style as controlling electric current and signal in electronics. Various functional thermal devices such as thermal rectifiers and transistors are then designed, essentially based on two intriguing properties: the heat diode effect and negative differential thermal conductance [e.g., see Refs. 2 and 3].

Meanwhile, the investigation on interplay of spin and heat transport has attracted great interest. In particular, spin Seebeck effect has been widely observed recently4–11; that is, the temperature bias can produce a pure spin current in the absence of electron current. Since then, the spin Seebeck effect has ignited a upsurge of renewed research interest, because it acts as a new method of functional use of waste heat as spin caloritronics12 and opens more possibilities for spintronics13 and magnonics14, which allows us to realize non-dissipative information and energy transfer without Joule heating15,16 and to construct thermoelectric devices upon new principles17.

By integrating the spin Seebeck effect with concepts from phononics2,3, the asymmetric spin Seebeck effect (ASSE) has recently been discovered both in metal/insulating magnet interfaces18 and magnon tunneling junctions19, which leads us to spin Seebeck diodes to rectify the thermal energy and spin information18,19. Similar rectification of spin Seebeck effect is also discussed in other insulating magnetic systems20,21. Beyond spin Seebeck diodes, the negative differential spin Seebeck effect (NDSSE) has been further uncovered both in metal/insulating magnet interfaces18 and magnon tunneling junctions19, i.e., increasing thermal bias gives the decreasing spin current. This NDSSE is crucial to realize spin Seebeck transistors18,19.

Developing nanoscale spin Seebeck devices with such ASSE and NDSSE is a great challenge not only for fundamental science but also for practical applications. By utilizing and controlling spin Seebeck effects at atomic/molecular levels that could benefit from the scalability and tunability of nanodevices, we may transform the field of molecular spintronics22–25 to the possible “molecular spin caloritronics”, where we can have flexible control of spin-mediated energy flow or thermal-mediated spin current. Such nanoscale spin caloritronics would have potential impact on a variety of new technologies but still requires a better understanding of spin Seebeck effects in the test bed of nanoscale junctions.

In this work, we study the nonequilibrium spin Seebeck transport through an insulating magnetic molecular quantum dot, which is in contact with ferromagnetic leads held at different temperatures. We show that in contrast with bulk spin Seebeck effect, the thermal-spin conversion in such a molecular spin caloritronic device can reach an infinite figure of merit, which indicates the ideal Carnot efficiency. In the nonlinear spin Seebeck transport regime, we also find that the
device exhibits the ASSE and NDSSE. In the last, the situations with leaking electron tunneling are also discussed. This nanoscale thermal spin rectifier, by tuning the junction parameters, can act as a spin Seebeck diode, spin Seebeck transistor, and spin Seebeck switch, which we believe could have substantial implications for flexible thermal and spin information control in molecular spin caloritronics.

II. MODEL AND METHOD

We consider a phenomenological model that describes a localized effective spin coupled with two metallic ferromagnetic leads [see Fig. 1(a)], with the total Hamiltonian

$$H = \sum_{v=L,R} H_v + \sum_{v=L,R} V_v + H_s.$$ 

The central local spin may represent an insulating molecule magnet or a ferromagnetic nanoparticle found in a nanoscale single-domain state and thus is described by the effective macrospin, as:

$$H_s = \omega_0 S^z + D(S^z)^2,$$

with $D$ the easy-axis anisotropy and $\omega_0$ the intrinsic energy of the local spin controlled by external fields or proximity effects. Two metallic ferromagnetic leads are severally in equilibrium with temperatures $T_v$ and are described by the Stoner-model Hamiltonians:

$$H_v = \sum_{\sigma k} \epsilon_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma},$$

where $c_{k\sigma}^\dagger (c_{k\sigma})$ denotes the creation (annihilation) operator of electrons with momentum $k$, spin $\sigma$, and energy $\epsilon_{k\sigma}$ that may have different spin-resolved density of states (DOS). The spin-lead coupling is described by the local exchange interaction

$$V_v = J_v \sum_{\sigma k,\sigma' k'} c_{k\sigma}^\dagger \tau_{\sigma\sigma'} c_{k'\sigma'} \cdot S,$$

which couples the central local spin $S$ to the electronic spin $c_{k\sigma}^\dagger \tau_{\sigma\sigma'} C_{k'\sigma'}$ in the lead. $J_v$ denotes the exchange coupling strength to the $v$th lead and $\tau_{\sigma\sigma'}$ is the Pauli matrix elements.

We note that the direct electron tunneling and spin exchange between two metallic leads are neglected. The reason is that the coupling of electrons in two leads originates from the wave-function overlap, which generally decays exponentially with the distance. The distance between two leads doubles the central spin-lead distance, which could make the lead-lead interaction a few orders of magnitude smaller compared to the central spin-lead interaction, thus negligible. A recent work shows that, however, the cotunneling that survives only at the extremely low temperature can support the long-range tunneling. But since the spin Seebeck transport at high temperature is of our prime interest, the cotunneling is not included in our present scheme. Here we also neglect the possible spin-assisted electron tunneling between the two leads. The discussion on the effect of spin-assisted electron tunneling is deferred to Sec. IV.

Our setup, reminiscent of the junction of metal/insulating magnet/metal, can be regarded as two copies of the metal/insulating magnet interface studied in Ref. where the insulating layer has a large electron band gap so that only exchange interactions at boundaries with two leads are responsible for the spin Seebeck transport without electric current. In fact, the signal transmission through a sandwiched metal/magnetic insulator/metal junction has already been observed in experiment. Our system of a single local spin in the insulating central part is considered as the minimal phenomenological model to mimic the sandwich setup, because in ferromagnets at nanoscale spins are tightly coupled and form an effective coarse-grained macrospin, as described by Eq. (2). Note our scheme is different from the earlier setups in Refs. , where electron tunneling transports are considered and the exchange coupling is between the tunneling electron spin and the local molecular spin. The important observation in the present work is that even in the charge insulating case, where electron transfer is essentially quenched across the junction, we can still have the spin Seebeck transport assisted by the exchange coupling $V_v$, which precisely speaking has three contributions:

$$V_v = J_v \sum_{k, k'} [S^z (c_{k\uparrow}^\dagger c_{k'\uparrow} - c_{k\downarrow}^\dagger c_{k'\downarrow}) + S^- c_{k\uparrow}^\dagger c_{k'\downarrow} + S^+ c_{k\downarrow}^\dagger c_{k'\uparrow}],$$

with $S^\pm$ the spin-raising (-lowering) operators. The first term renormalizes the intrinsic energy $\omega_0$ of the central spin into a new one $\omega_0$ through the proximity effect. Only the last two terms are responsible for the spin Seebeck transport. In practice, multiple macrospins hosted by molecular quantum dots can be constructed in between two leads, as illustrated in Fig. 1(b), to form parallel transport channels so as to enhance the transfer power and signal.

We start with the Liouville-von Neumann equation for the reduced density matrix of the central spin, which is represented in the eigenstate basis $|n\rangle$ of $S^z$. For the weak system-lead coupling and Markovian limit, the dynamics of the central spin is obtained as a Pauli master equation:

$$\frac{\partial P_m}{\partial t} = \sum_n (P_n k_{m\rightarrow n} - P_m k_{n\rightarrow m}),$$

with $P_m$ the probability of the spin state $|m\rangle$. The transition rate has two contributions from the left and right leads: $k_{m\rightarrow n} = k_{m\rightarrow n}^L + k_{m\rightarrow n}^R$, with the initial and final states constrained by nearest state transitions $n = m \pm 1$. The spin current from the central system into the right can be derived from the Heisenberg equation:

$$I_s := \left( \frac{d}{dt} \sum_{\sigma k \in \Omega} c_{k\sigma}^\dagger \tau_{\sigma\upsilon} \frac{\omega_{\sigma\upsilon}}{2} c_{k\sigma} \right) = \hbar J_R \sum_{k, k' \in \Omega} (S^+ c_{k\uparrow}^\dagger c_{k'\downarrow} - S^- c_{k\downarrow}^\dagger c_{k'\uparrow}),$$

yielding

$$I_s = \sum_m \left( P_{m+1} k_{m+1\rightarrow m} R - P_m k_{m\rightarrow m+1}^R \right),$$

where the steady state probability $P_{m+1}^R$ is calculated by setting Eq. (6) equal to zero. The spin current at left can be obtained
equally. Straightforward calculations [similar to 32–36] lead to the rate expressions:

\[ k_{m \rightarrow m \pm 1} = \frac{2\pi J_0^2}{\hbar} \langle m \pm 1 | S^z | m \rangle^2 \mathcal{W}^\pm, \tag{8} \]

where

\[ \mathcal{W}^\pm = \int_{-\infty}^{\infty} d\epsilon \rho_{\sigma\uparrow} (\epsilon + \Omega_0 + |2m + 1|D) \rho_{\sigma\downarrow} (\epsilon) \times f_{\uparrow\downarrow}^\pm (\epsilon + \Omega_0 + |2m + 1|D) f_{\uparrow\downarrow}^\pm (\epsilon), \tag{9} \]

with \(|(m \pm 1 | S^z | m \rangle|^2 = S(S + 1) - m(m \pm 1)\) with \( S \) the spin length; \( \rho_{\sigma\epsilon}(x) \) denotes the DOS for electrons with spin \( \sigma \) and energy \( x \) in the lead \( v = (L, R) \); \( f_{\sigma\uparrow}(x) := 1 - f_{\sigma\downarrow} := \left\{ e^{(\epsilon - \mu_\sigma)/k_B T_v} + 1 \right\}^{-1} \) is the Fermi-Dirac distribution in the lead \( v \) with spin-dependent chemical potential \( \mu_\sigma \) at temperature \( T_v \).

The rates have clear physical meanings [see Fig. 1(c)]:

\[ k_{m \rightarrow m + 1} \propto f_{\uparrow\downarrow}^+(\epsilon + \epsilon_m) f_{\uparrow\downarrow}^-(\epsilon), \]

which describes the scattering rate of a spin-down electron in lead \( v \) at energy \( \epsilon \) into a spin-up state in the same lead at energy \( \epsilon + \epsilon_m \), accompanied by reducing the central spin state from \( m + 1 \) to \( m \). \( k_{m \rightarrow m + 1} \propto f_{\uparrow\downarrow}^+(\epsilon + \epsilon_m) f_{\uparrow\downarrow}^-(\epsilon) \) describes the scattering rate of a spin-up electron in lead \( v \) at energy \( \epsilon - \epsilon_m \) into a spin-down state in the same lead at energy \( \epsilon \), accompanied by increasing the central spin state from \( m \) to \( m + 1 \).

These exchange transitions conserve the spin angular momentum and are responsible for the pure spin transfer as depicted in Fig. 1(c). They also satisfy the detailed-balance-like relation:

\[ k_{m \rightarrow m + 1}^\pm k_{m + 1 \rightarrow m}^\pm = \mathcal{W}^\pm \]

where \( \mathcal{W}^\pm \) is the rate of spin transfer.

The exchange transitions conserve the spin angular momentum and are responsible for the pure spin transfer as depicted in Fig. 1(c). They also satisfy the detailed-balance-like relation:

\[ k_{m \rightarrow m + 1}^\pm k_{m + 1 \rightarrow m}^\pm = \mathcal{W}^\pm \]

where \( \mathcal{W}^\pm \) is the rate of spin transfer.

For the \( S = 1/2 \) case, the spin current can be analytically obtained from Eqs. (7) and (10), as:

\[ I_s = \left( \frac{k_{L0}^R - k_{L0}^R}{k_{L0}^L + k_{L0}^L + k_{L0}^L + k_{L0}^L} \right) \left[ \frac{2\pi J_0^L J_0^R C_L(\Omega_0) C_R(\Omega_0) N_L(\Omega_0) - N_R(\Omega_0)}{J_0^L C_L(\Omega_0) [1 + 2N_L(\Omega_0)] + J_0^R C_R(\Omega_0) [1 + 2N_R(\Omega_0)]} \right]; \tag{12} \]

where we use \( k_{L0}^L \) to simplify the notations \( k_{L0}^L \rightarrow k_{L0}^L \) by re-expressing the spin up and down states with state 1 and 0. Clearly, the pure spin transfer is driven by the difference \( \{N_L(\Omega_0) - N_R(\Omega_0)\} \), from which we can see that, merely the spin accumulation difference (spin voltage) \( \Delta \mu = \delta \mu^\uparrow_L - \delta \mu^\downarrow_R \neq 0 \) or the temperature bias \( \Delta T = T_L - T_R \neq 0 \) is able to generate nonzero spin current, while the chemical potential difference between two leads \( \mu_L \neq \mu_R \) can not.

This emphasizes that the spin Seebeck transport here is not driven by the electric bias, but by the thermal bias or spin (voltage) bias. The thermal transport can also be similarly formulated and we obtain the heat current as:

\[ I_Q = \Omega_0 I_s. \]

A. Linear transport properties

Let us first examine the spin thermal transport coefficients in the linear response regime. Considering \( \delta \mu^\sigma_{L,R} = \pm \Delta \mu / 2, T_{L,R} = T \pm \Delta T / 2 \), we are able to expand the spin and heat currents to the first order of spin voltage and thermal bias \( \Delta \mu, \Delta T \rightarrow 0 \), yielding:

\[ \left( \frac{I_s}{I_Q} \right) = \left( L_0 \ L_1 \ L_2 \right) \left( \frac{\Delta \mu}{\Delta T} \right), \tag{13} \]

where \( L_0 = \Omega_0 \frac{2\pi}{\hbar} \frac{J_0^2 J_0^R C_L C_R}{2T(2J_0 L + J_0^L C_R)} \sinh(\Omega_0/\Delta T) \),

with \( C_{L,R} \) at zero bias \( \Delta \mu, \Delta T = 0 \). Clearly, \( G = L_0 \) denotes the spin conductance for the pure spin transfer generated by the spin voltage \( \Delta \mu \); \( S_s := -\Delta \mu / \Delta T |_{I_s=0} = L_1 / L_0 \) is the spin Seebeck coefficient, depicting the power of generating spin voltage by the temperature bias; \( \Pi := I_Q/I_s |_{\Delta T=0} = L_1 / L_0 = \Omega_0 \) is the spin Peltier coefficient, depicting the power of heating or cooling carried by per unit spin current. One can see that the Kelvin relation \( \Pi = S_s \) is fulfilled.
Clearly, only the spin transport and the thermal transport are conjugated to each other. The thermal bias is able to generate the spin current in the absence of electron transport so that it is a pure spin Seebeck effect; the spin voltage is able to generate the heat current without electric current so that it is a pure spin Peltier effect. This situation is different from previous thermal spin transport studies where electronic current and voltage are involved.

The thermal-spin conversion efficiency is given by \( \eta = \frac{\eta_c \sqrt{ZT}}{\sqrt{\frac{ZT}{T} + 1}} \), where \( \eta_c \) is the ideal Carnot efficiency and the figure of merit is \( ZT := GS^2/\kappa_L \). Here, needs to be pointed out is that in the denominator the thermal conductance is defined at zero spin current \( \kappa_s := I_Q/\Delta T|_{I_s=0} \), not at zero spin bias \( \Delta \mu_s = 0 \). In other words, \( \kappa_s \) should be correctly obtained as \( \kappa_s := (L_2 - L_1^2/L_0)/T \), not as \( I_Q/\Delta T|_{\Delta \mu_s=0} = L_2/T \). Interestingly, since Eq. (13) has the proportionality between the heat and spin currents, \( I_Q = \Omega_0 I_s \), one will get zero heat current at zero spin current, which leads to \( \kappa_s = 0 \) so that \( ZT \to \infty \). This infinite figure of merit \( ZT \) is not unphysical. It just tells us the efficiency of the thermal-spin conversion approaches to the ideal Carnot efficiency of the device and is still upper-bounded by 1. The ideal Carnot efficiency resulting from the strict proportionality between the spin and heat currents, was similarly discussed in other contexts of energy conversions, called the thermodynamic tight-coupling limit.

Note that this tight-coupling induced infinite \( ZT \) originates from the strict proportionality between the spin and heat currents, which is valid for the ideal case without the magnetic anisotropy \( D = 0 \). In reality, finite anisotropy will distort the linear equal-spaced spin levels, which in turn removes the strict proportionality between the heat and spin currents. Moreover, the ignored electron transfer, as well as the photon-carried radiation heat transfer in reality (possibly with phononic thermal transfer), will contribute finite thermal conductances to the denominator of \( ZT \), as \( ZT := GS^2/\kappa_s + \kappa_e + \kappa_{\mu_b} \), so that the infinity will be removed although \( ZT \) may still be large. Last but not least, one should be aware of the fact that \( ZT \) is a linear response quantity that merely characterizes the performance close to zero power and has little meaning outside the linear response regime. Even infinite \( ZT \) does not give the best performance at finite power (for example, see Ref. 56 and references therein), which depends also on the short-circuit spin current, the maximum output power, and the filling factor of the system.

B. Nonlinear transport properties

In what follows, we focus on the spin Seebeck effect in the nonlinear response transport regime. We fix zero spin voltage \( \mu v_\uparrow = \mu v_\downarrow = \mu_s \) for both leads and only consider the thermal-generated spin current with temperature bias. Controlling such thermal spin transport can be achieved by either tuning \( J_\nu \) or \( C_\nu \), the latter of which depends on chemical potentials, temperatures and spin-resolved DOS overlaps [see Eq. (11)], thus offering us plenty of intriguing spin Seebeck properties. Without loss of generality, we assume the leads are confined in two dimension as thin films that have been used for the longitudinal spin Seebeck measurement. Thus, for the up-polarized lead we can set the DOS as \( \rho v_\uparrow(\epsilon) = \rho v_\uparrow(\epsilon) \Theta(\epsilon) \), while for the down-polarized lead the DOS are \( \rho v_\downarrow(\epsilon) = \rho v_\downarrow(\epsilon) \Theta(\epsilon - \Delta_\nu) \).

1. Spin Seebeck diode.

Figure 2 shows that one can tune the spin Seebeck transport by changing the spin polarizations of two ferromagnetic leads. It is known that thermoelectric effects depend on the magnetic configurations of ferromagnetic leads. But the spin Seebeck effect is distinct in the sense that electron transport is absent. When the fully-polarized directions of two leads are tuned from up-up to down-down, the spin Seebeck transport is dramatically enhanced [see Fig. 2(a), (b) and (d)]. This is because the DOS overlap \( \rho v_\uparrow(\epsilon) \rho v_\downarrow(\epsilon) \) of the down polarization case is larger than that of the up case. The increased DOS overlap increases the effective system-lead coupling \( \propto J^2_\nu C_\nu \) as indicated in Eq. (11), which in turn increases the thermal spin current Eq. (12). If two leads have opposite polarizations [see Fig. 2(c) and (d) for the case of left being spin-up and right spin-down], we can even have an asymmetric \( I_s \) with respect to the thermal bias \( \Delta T = T_L - T_R \), a rectification of spin Seebeck effect. In other words, we obtain the ASSE and a spin Seebeck diode, which acts as a good thermal spin conductor in one direction but acts as a poor spin Seebeck conductor or even an insulator in the opposite direction. This is due to the fact that when two leads have different polarizations, the different spin-resolved DOS overlaps in the integral.
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As a consequence, the effective coupling $|\Delta T|\propto J^2C_v$ decreases, through the decreasing integral $C_v$ when decreasing temperature. Once the effective coupling decreases faster than the increasing of the thermal bias, negative differential spin Seebeck effect emerges.

### 2. Spin Seebeck transistor.

Moreover, Fig. 2 shows that for different fully-polarized lead configurations, although at small temperature bias we have linear increasing of spin current, at large bias we generally have the phenomenon of NDSSE, i.e., increasing thermal bias anomalously decreases the spin Seebeck current. This is essential for constructing the spin Seebeck transistor. This negative differential transport is obtained due to the suppression of thermal-excited coexistence of electrons with both spins. The spin transport requires that electrons are scattered between spin-up and spin-down states. Although increasing one lead temperature and decreasing the other one will increase the thermal bias that subsequently increases $|N_L(\Omega)|-N_R(\Omega_0)|$, the lowering temperature of one lead will severely suppress the thermal-excited minority electronic spin. As a consequence, the effective coupling $\propto J^2C_v$ between the central spin and the electronic spins in the cold lead decreases, through the decreasing integral $C_v$ when decreasing temperature. Once the effective coupling decreases faster than the increasing of the thermal bias, negative differential spin Seebeck effect emerges.

### 3. Spin Seebeck switch.

Tuning chemical potentials of two leads can also render us flexible control of thermal spin transport, as displayed in Fig. 3. When lifting chemical potentials but still below the band bottom of the minority electron spin, we see the spin Seebeck transport is significantly enhanced, acting as a spin Seebeck switch. Physically, this is because lifting chemical potentials increases the coexistence of two electron spins so that $C_v$ increases. When $\mu_L \neq \mu_R$, we also have the spin Seebeck diode, which results from the different temperature responses of $C_L$ and $C_R$ when they have differential chemical potentials in Eq. (11). As we noted, the chemical potential difference, although it acts as a control factor of spin Seebeck effect, can not generate the thermal spin transport.

When chemical potentials are much above the bottoms of both spin-resolved electron dispersions, the leads behave as good metals and the DOS can be treated as a constant $\rho_{\sigma}\propto v_0$. In this way, Eq. (11) reduces to a temperature-independent coefficient $C_v(\varepsilon) = \varepsilon v_0 J^2 \rho_{\sigma}$ (for the spin-half case, $\varepsilon = \Omega_0$). As such, we can no longer have the negative differential spin Seebeck effect, for which the temperature-dependent $C_v$ is crucial. Nevertheless, we can achieve the spin Seebeck diode if $C_L \neq C_R$ when two leads have different DOS.

Microscopically, the spin chain model with exchange interactions can be derived from the tight-binding electron chain model with strong Coulomb interaction. This is achieved by using the Schrieffer-Wolff transformation, which will naturally give the exchange coupling term $J_{\sigma}$ at boundaries.

### IV. DISCUSSIONS

We would like to clarify that our system, which takes a single effective spin as the insulating part in between the leads, can be regarded as a minimal phenomenological model to mimic the sandwich setup meal/insulating magnet/metal for the spin Seebeck transport at nanoscale. This macrospin picture is reasoned by the fact that for the coupled spin chain (or cluster, network) in nanoscale ferromagnets with a single-domain state, spins are tightly coupled and thus form an effective coarse-grained macrospin.

Microscopically, the spin chain model with exchange interactions can be derived from the tight-binding electron chain model with strong Coulomb interaction. This is achieved by using the Schrieffer-Wolff transformation, which will naturally give the exchange coupling term $J_{\sigma}$ at boundaries.

#### A. The double-site case

For the two-site system, the Hamiltonian after Schrieffer-Wolff transformation is expressed as the same as Eq. (1), except for the new central Hamiltonian with two coupled spin-1/2 impurities:

$$H_s = -JS_1 \cdot S_2 + \omega_0 S_1^z + \omega_0 S_2^z.$$ 

This central two spin system has four eigenstates, $(\uparrow\uparrow)$ and $(\downarrow\downarrow)$, where $\uparrow\downarrow$ and $\downarrow\uparrow$, with eigenvalues $-J/4 + \omega_0$, $-J/4 - \omega_0$, $-J/4$ and $3J/4$, respectively.

The left spin 1 is coupled with the left lead through $V_L = J_L \sum_{k,k' \in L} [S_1^c(c^\dagger_{k\downarrow} c_{k'\downarrow} - c^\dagger_{k\downarrow} c_{k'\downarrow}) + S_1^c c^\dagger_{k\uparrow} c_{k'\uparrow} + S_1^c c^\dagger_{k\downarrow} c_{k'\uparrow} + S_1^c c^\dagger_{k\uparrow} c_{k'\downarrow}]$. 

---

**FIG. 3.** (color online). Tunable thermal spin switch via varying chemical potentials by applied electric field. Two leads are both down-polarized. Parameters not specified are the same as in Fig. 2(d). Clearly, the chemical potential difference, although it acts as a control factor of the asymmetric spin Seebeck effect, can not generate the thermal spin transport.
which assists the spin state transitions $1 \leftrightarrow 3$, $1 \leftrightarrow 4$, $2 \leftrightarrow 3$, $2 \leftrightarrow 4$. The right spin 2 is coupled with the right lead through $V_{LR} = J_R \sum_{k,k' \in R} [S_2^+ (c_{k\uparrow} \sigma' c_{k'\uparrow} - c_{k\downarrow} \sigma' c_{k'\downarrow}) + S_2^- c_{k\uparrow} \sigma' c_{k'\downarrow} + S_2^+ c_{k\downarrow} \sigma' c_{k'\uparrow}]$, which assists the same transitions $1 \leftrightarrow 3$, $1 \leftrightarrow 4$, $2 \leftrightarrow 3$, $2 \leftrightarrow 4$. The transition $1 \leftrightarrow 2$ is not allowed since in the sequential tunneling regime the lead can only flip spins of the central system one by one. This sequential dynamics is dynamically equivalent to having a phenomenological spin with a finite anisotropy $D$ in contact with two separate electronic baths, without electron transfer across the system.

From the eigen-levels, we know that when inner spin coupling is large, we can effectively have three states, $|\uparrow\downarrow\rangle$, $|\downarrow\uparrow\rangle$ and $\frac{1}{\sqrt{2}}(|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)$. The fourth state will be difficult to access by the bath excitation due to the large energy gap. As such, the dynamics of the spin Seebeck transport will then be similar to that across an effective spin 1 of finite anisotropy, with excitation and relaxation by two separate electronic baths.

### B. The single-site case

However, attention should be paid to the special example – the single level Anderson impurity model. The central impurity electrons with local Coulomb interaction are hybridized with electrons in the leads. In the limit of large Coulomb interaction between electrons of opposite spins on the central level, the Schrieffer-Wolff transformation reduces the model into a similar geometry setup as described in Eq. (1) with $S = 1/2$ and $D = 0$.

As such, there are in principle three exchange coupling terms. Among them, two terms are the local exchange coupling of the impurity spin to conduction electron spin density in each lead individually, i.e., $V_L$ and $V_R$ [see Eq. (4)]; While the third term is the coupling of the impurity spin to the tunneling electron spin, which is of the form:

$$V_{LR} = \sqrt{J_L J_R} \sum_{\sigma, \sigma'} \left( c_{L\sigma} \sigma' c_{R\sigma'} + c_{R\sigma} \sigma' c_{L\sigma'} \right) S_1, \quad (16)$$

This third term carries not only the spin current, but also the electric current. Therefore, the existence of this contribution in the special single impurity Anderson model will remove the infinite property of ZT since Eq. (16) brings finite thermal conductivity due to the additional electron transfer. Nevertheless, the properties of ASSE and NDSSE can be still preserved.

More precisely, similar to obtaining Eq. (8), electron tunneling terms in $V_{LR}$ with spin flipping will contribute additional transition rates:

$$I_{01}^{\uparrow} = \frac{2 \pi J_v J_R}{h} \int_{-\infty}^{\infty} d\epsilon \rho_{\epsilon L\uparrow}(\epsilon + \Omega_0) \rho_{\epsilon \uparrow L}(\epsilon + \Omega_0) f_{\epsilon \uparrow L}^{\uparrow}(\epsilon), \quad (17)$$

$$I_{10}^{\downarrow} = \frac{2 \pi J_v J_R}{h} \int_{-\infty}^{\infty} d\epsilon \rho_{\epsilon L\downarrow}(\epsilon + \Omega_0) \rho_{\epsilon \downarrow L}(\epsilon + \Omega_0) f_{\epsilon \downarrow L}^{\downarrow}(\epsilon). \quad (18)$$

As illustrated in Fig. 4, $I_{01}^{\uparrow}$ describes the rate of the physical process that the local central spin flips from the down state to the up state, and meanwhile a spin-up electron tunnels from the lead $v$ to a spin-down electron state in the other lead $\bar{v}$ with releasing energy $\Omega_0$ to the flipping of the local central spin; $I_{10}^{\downarrow}$ describes the rate of the similar physical process that the local central spin flips from the up state to the down state, and meanwhile a spin-down electron tunnels from the lead $v$ to a spin-up electron state in the other lead $\bar{v}$ with absorbing energy $\Omega_0$ from the flipping of the local central spin.

As such, following similar procedures as in the main text for the sequential dynamics, the new spin (up) current including additional contributions Eqs. (17) and (18) is obtained as:

$$I_s = I_{01}^{\uparrow} + I_{10}^{\downarrow}. \quad (19)$$

The first term is reminiscent of Eq. (12), except for the denominator $K = k_{L01}^L + k_{R01}^R + k_{L10}^L + k_{R10}^R$, $k_{L01}^R + k_{R01}^L + k_{L10}^R + k_{R10}^L$. The second term mainly describes the contribution from electron tunnelings with spin flipping. Additionally, the electron tunneling terms in $V_{LR}$ without spin flipping will also contribute to the thermal spin current, which, following the tunneling theory driven by temperature bias (for example, see Ref. [19]), is obtained as:

$$I_s = \frac{2 \pi J_v J_R}{h} \int_{-\infty}^{\infty} d\epsilon \rho_{\epsilon L\uparrow}(\epsilon + \Omega_0) \rho_{\epsilon \uparrow L}(\epsilon + \Omega_0) f_{\epsilon \uparrow L}^{\uparrow}(\epsilon). \quad (20)$$

Therefore, the total spin current is $I_s = I_s^1 + I_s^2$. For the same conditions as for the case of up-down lead configuration in Fig. 2, the spin Seebeck effect is plotted in Fig. 5(a), from which we see that the thermal spin current profile is clearly modified by the electron tunneling contribution. The ASSE is preserved, although the NDSSE does not occur for this case. In fact, as implied by earlier discussions, the ASSE is robust once the left and right part are asymmetric while the NDSSE will be more sensitive to the DOS. The case of choosing Lorentzian type DOS $\rho_{\epsilon L\uparrow}(\epsilon) = \frac{4}{\pi} \frac{1}{(\epsilon - \epsilon_0)^2 + \Gamma^2}$, $\rho_{\epsilon L\downarrow}(\epsilon) = \frac{4}{\pi} \frac{1}{(\epsilon + \epsilon_0)^2 + \Gamma^2}$ for the lead.
$v$, the thermal spin current profile is plotted in Fig. 5(b). It shows that although with quantitative changes, the properties of ASSE and NDSSE persist.

From above discussions, we see that the electron-tunneling contribution in the single impurity Anderson model (a Kondo-type local spin model) will play an important role, which however will disappear in the coupled spin chain and network system. We have considered a phenomenological macrospin model to mimic the coupled spin cluster in the insulating magnetic junctions, it would be interesting in the future to study the coupled microscopic spin model as in Ref. 20 for the nanoscale spin Seebeck transport.

V. CONCLUSION

In summary, we have studied the nonequilibrium spin Seebeck transport across a charge insulating magnetic junction with localized effective spin. The conjugate-converted thermal-spin transport is assisted by the exchange interactions between the effective macrospin in the center and electrons in metallic leads. We have shown that in contrast with bulk spin Seebeck effect, the figure of merit of the thermal-spin conversion in such nanoscale spin caloritronic devices can be infinite, leading to the ideal Carnot efficiency in the linear response. We have further unravelled the ASSE and NDSSE in the model device, suggesting that the nanoscale thermal spin rectifier could act as a spin Seebeck diode, spin Seebeck transistor and spin Seebeck switch. Cases with electron tunneling are also discussed. These properties could have various implications in flexible thermal and spin information control\textsuperscript{12-14}. It would be desirable in the future to use first-principles approaches to real molecular magnet systems for more realistic calculations.
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