An Explore of Virtual Reality for Awareness of the Climate Change Crisis: A Simulation of Sea Level Rise
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Abstract—Virtual Reality (VR) technology has been shown to achieve remarkable results in multiple fields. Due to the nature of the immersive medium of Virtual Reality it logically follows that it can be used as a high-quality educational tool as it offers potentially a higher bandwidth than other mediums such as text, pictures and videos. This short paper illustrates the development of a climate change educational awareness application for virtual reality to simulate virtual scenes of local scenery and sea level rising until 2100 using prediction data. The paper also reports on the current in progress work of porting the system to Augmented Reality (AR) and future work to evaluate the system.

Index Terms—virtual reality, climate change, environmental education, human-computer-interaction, augmented reality

I. INTRODUCTION

Climate change is accelerating, bringing the world ‘dangerously close’ to irreversible change[1] and even potentially affected the psychological wellbeing[2] of people around the world. However, large portions of the public still believe that global warming is not happening[3], and only a minority believe it will impact them and their families severely over the next fifteen years[4]. This has much to do with the fact that the effects of climate change are “gradual” rather than “immediate”, which may make people feel undecided or uncertain[5]. A substantial segment of the public ignore the urgency of climate change because of its inconspicuousness. This paper details a unique case study that has targeted a population where within 50 years their homes will be under water. This is within their or their children’s lifetimes so has a direct effect on them and their families severely over the next fifteen years[4]. This has much to do with the fact that the effects of climate change are “gradual” rather than “immediate”, which may make people feel undecided or uncertain[5]. A substantial segment of the public ignore the urgency of climate change because of its inconspicuousness.

While Markowitz et al. tried to simulate an immersive underwater world to show the process and effects of rising sea water acidity, this work is targeted at a much more local level. Specifically a local residential area, Portrane (a seaside settlement located in North County Dublin, Ireland). The aim of this work is to give a Virtual Reality experience of sea level rising along the coast within the residential environment. This work mirrors work in VR[7] that has been used to highlight sea level rise in another coastal communities such as Santa Cruz, California.

Section 2 gives the development and implementation of the application. Section 3 will discuss the experiments so far that have taken place and the plan of further ones. It also highlights future work including a demonstration of an
Augmented Reality application that was ported from the VR project. Conclusion will be given in section 4.

II. VR APPLICATION DEVELOPMENT AND IMPLEMENTATION

A. Application design with Unity3D and Oculus Quest

360° immersive video applications offer the potential to provide vivid experiences especially in Cultural Heritage education which has been proven in past studies [8], [9]. This project origins come from a 360-degree fixed scene that is combined with a 360 video and a simulated 3D ocean model (Fig.2). This initial demo was developed to illustrate the simple sea level changing at a fixed view point and it can run on both mobile and Head-Mounted Device (HMD) like Oculus Quest and provide elementary immersive scene. But the fixed point limitation could not provide an immersive experience and a large number of panoramic video shooting and complex simulation of sea level change would have been required for every new viewpoint, and this tech is less responsive, less interactive than virtual reality [10]. Therefore, we chose a VR application with virtual scenes as a better solution.

Fig. 2. The 360-degree scene viewer based on punctuation video and ocean model.

This application is developed with Unity3D game engine [11] and can run on the Oculus Quest platform [12] (Fig.3). Oculus Quest 1 is the device used for development and it provides 1440 x 1600 resolution and the max offers a maximum refresh rate of 72fps. As a VR all-in-one headset machine, it doesn’t need external computing or rendering support, but uses a Qualcomm Snapdragon 835 SoC with 4 GB of RAM (Three of the four 2.3 GHz CPU cores of the chip are reserved for software) and a Adreno 540 GPU to compute and render by its own, this is close to the graphics power of mid-low end mobile phones on the market. The controllers of Oculus Quest can provide all the interaction requirements in this application.

Five points of interests in the beach area of Portrane were picked to be included, and based on each a virtual scene with residential views was built. These points were chosen due to their previously identification as points of scenic beauty in the area. The home menu page provides a map with these 5 points of interests (Fig.4 (b)). The user interface interaction is based on the virtual laser that starts from the right controller and achieve the operations through the interactive buttons on the user interface pointed by the laser, in actual operation, users can achieve interaction by push button "A" on right controller when the laser hit the button on the interface. Users can pick any one of 5 point of interests to explore the virtual scenes, view the ocean level in specific year and learn about the corresponding ecological information (Fig.4 (c)&(f)) for each different point of interests. The information shows as text, audio and video, contains special local ecosystem, local characteristics, species, the impact of climate change and how to make environmental protection. The controlling of ocean level rise simulation is designed as a slider for a easy and dynamic show of the sea level height. Specifically, the slider bar is designed to be divided into 80 consecutive points, each of which represents a year and pass a value for which a simulation model of the ocean will take in and rise to its corresponding position, users can also directly jump to 2021, 2050 or 2100 using the buttons below the slider bar (Fig.4 (c)&(d)). In addition, a rotating compass is also added to the upper right corner of the user interface based on the geographical direction of the real world to indicate the direction in the virtual environment, helping users to better connect the virtual scene with the information in the real scene. Immersion in consideration, the lower left corner of the user interface adds a "hide UI" button, the user can at any time through the button to hide in addition to the button all the interactive interface, and click again to display, in order to in a selected years of rising sea levels scenarios to achieve better immersive experience.

Fig. 3. Using Oculus Quest Head-Mounted Device (HMD) to run the application and make interaction with user interface.

B. Scenes and Ocean Simulation with Geography Information System

For the sea level simulation of each point of interest, before generated the ocean model, this project combined the prediction data files with local Digital Elevation Model (DEM)
in QGIS (an Open-source cross-platform desktop geographic information system), based on overlapping regions and geographical location coordinates to determine the results of sea level rise simulation (Fig.5).

Afterwards, on the generated terrain model with DEM, the texture from satellite imagery is added to help constructing the residential objects (Fig.6). Then with reference to local photos and the specific locations marked from satellite imagery texture, the buildings and plants of the community were modeled and put on the terrain model to constitute the land models part. After land models were finished, the ocean models generated with animated sea surface visual effect can dynamically be changed to the position specific year from 2021 to 2100 generated according to the relative positions obtained from the geographic information system (Fig.7).

Finally, to achieve a fully integrated scene, additional relevant geographical and ecological information was added to the sub-panel, along with sound simulation of the changes in the sound of waves rising and falling with the sea level, which further enhanced the user’s sense of immersion. The importance of sound in human-computer-interaction is often ignored but critical when you are fully immersing a user within a virtual space [13].

![Fig. 4. (a) operation instructions, (b) menu map for choosing point of interests, (c) the sea level in example position at 2021, slider is interacted with the laser from controller, (d) sea level changed till 2100, achieved by dragging the slider button through laser pointing, (e) UI sub information main panel for relevant environmental information selection, (f) expanded text information panel example, (g) user interface before clicking 'hide UI' button, (h) user interface after clicking 'hide UI' button.](image)

![Fig. 5. The DEM and prediction data overlapping.](image)

![Fig. 6. Generated terrain model.](image)

![Fig. 7. Built residential scene in Unity3D.](image)
III. Experiments and Future Work

Because of the Covid-19, only one initial feedback session was done with our council partners which included around ten people under strict COVID restrictions. The feedback season was in Fingal county council building in Swords, Dublin, Ireland and no participants tested positive for COVID subsequently, this does not definite prove that our safety regime was successful but helped advise us in our preparation for an experiment with both local residence and members of the public in the future. The feedback session used a CX 1 CleanBox which uses Ultra violet(UV) light to clean a Head Mounted Display(HMD). The HMD’s used in this experiment where also pretreated with an Superhydrophobic nanoparticle solution that allowed them to be cleaned just using UV between users. All full experiment is planned in Q2 of 2022. This experiment will be conducted with local residents in Portrane to test whether they can have a clearer understanding of the climate change education and how their attitude towards climate change would change assisted by virtual reality, with the control group of individuals who will not be directly effected.

A. Abbreviations and Acronyms

Define abbreviations and acronyms the first time they are used in the text, even after they have been defined in the abstract. Abbreviations such as IEEE, SI, MKS, CGS, ac, dc, and rms do not have to be defined. Do not use abbreviations in the title or heads unless they are unavoidable.

Meanwhile, based on the user interface and the predicted geographic location information of ocean, an Augmented Reality mobile application is under developing now (Fig. 8), it is also developed with Unity3D game engine and uses ARFoundation and Global Position System (GPS) to realize the plane detect and simulated ocean model placement in actual location of Portrane. The user interfaces and application structure logic are migrated from VR project in order to ensure the function consistency of the projects. This application will be tested in 2022 and further experiments will be conducted to allow for a comparison between the VR and AR versions of this application.

The experimental survey content is being designed in order to learn the advantages and disadvantages of such platform transplantation from user feedback, as well as what specific adjustments should be made to the user interface design at the human-computer interaction level to adapt to the operation scenarios of AR and VR respectively. Xuanhui Xu et al. [14] (Fig. 9) designed an experiment questionnaire based on a project of achieving the conversion of a veterinary teaching workstation VR tool to mobile devices and initially explores the performance, this is a very good demonstration and can be used to conduct experimental investigations based on this design.

Fig. 8. AR mobile application demo. (a) menu page of the app, (b) navigation function that can lead the user to the preset target position of selected point of interests, (c) ocean simulation function that generates the ocean model to cover the real sea surface to show the sea level rise prediction, (d) inherited from the VR version of the information display function.

Fig. 9. Experiment questionnaire design from Xuanhui Xu et al. [14].

IV. Conclusion

Education is critical to raise awareness on climate change [15], and to help the public understand sometimes quite complex concepts within Environmental Sciences, visualization is the key. This work has illustrated how an environmental AR/VR educational application can be created and how an initial feedback session was conducted during strict COVID restrictions.
Currently the next step for this project is to evaluate an AR version of the application and subsequently explore if VR and/or AR is a superior medium than other mediums for climate education.
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