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Fig. 1: Our approach focuses on learning navigation policies that map depth images to control commands. The task: flying to a goal in minimum time by navigating through obstacles. (Left) We conducted an experiment using hardware-in-the-loop simulation, where the vehicle was flown in a real indoor arena while camera images were simultaneously rendered in real-time from a virtual-reality environment containing obstacles such as trees and walls. (Right) Four synthetic depth images rendered during flight at different time steps.

Abstract—Recently, neural control policies have outperformed existing model-based planning-and-control methods for autonomously navigating quadrotors through cluttered environments in minimum time. However, they are not perception aware, a crucial requirement in vision-based navigation due to the camera’s limited field of view and the underactuated nature of a quadrotor. We propose a learning-based system that achieves perception-aware, agile flight in cluttered environments. Our method combines imitation learning with reinforcement learning (RL) by leveraging a privileged learning-by-cheating framework. Using RL, we first train a perception-aware teacher policy with full-state information to fly in minimum time through cluttered environments. Then, we use imitation learning to distill its knowledge into a vision-based student policy that only perceives the environment via a camera. Our approach tightly couples perception and control, showing a significant advantage in computation speed (10× faster) and success rate. We demonstrate the closed-loop control performance using hardware-in-the-loop simulation.

Video: https://youtu.be/9q059CFGcVA

*I. INTRODUCTION

Vision-based navigation of micro aerial vehicles has recently achieved impressive results outside of research labs, from exploring Mars to swarm navigation [1] and agile flight in the wild [2]. However, existing methods focused on the general task of reaching a goal while navigating in cluttered unknown environments and much less on reaching the goal in minimum time (also known as time-optimal flight). Additionally, in many scenarios, such as a search-and-rescue and reconnaissance in a known environment, these approaches are not ideally suited as they do not leverage prior information about the environment that might be available.

In this work, we tackle the problem of vision-based, minimum-time flight in cluttered, known environments for quadrotor drones. Minimum-time flight requires the vehicle to operate on the edge of its physical limits (high speeds and accelerations) and perceptual limits (limited field of view, motion blur, limited sensing range, fast reaction times). The limited field of view of the onboard camera is particularly constraining for quadrotors due to their underactuated nature: in the most common configuration, all the rotors point in the same direction, which causes the robot to accelerate only in this direction. If the camera is rigidly attached to the drone, this means that a trade-off must be found between maximizing flight performance and optimizing the visibility of regions of interest. We refer to this problem as perception-aware flight [3], [4].
Recently, reinforcement learning-based methods [5], [6] have been proposed in order to address the planning and control problem for minimum-time flight. In particular, [6] presented a neural network controller trained via reinforcement learning that outperformed previous model-based planning-and-control methods in cluttered environments. Their controller maps ground-truth state observations directly to control commands, forgoing the need for a high-level trajectory planner and significantly reducing potential compounding errors and overall system latency. However, the learned controller is optimized only for maximizing the progress along a reference path while avoiding obstacles, and completely ignores the perception constraint induced by the camera’s field of view. As a result, there is no guarantee of visibility of regions of interest (i.e., no perception awareness).

We propose a vision-based navigation system to fly a quadrotor through cluttered environments at high-speed with perception awareness. Our method combines imitation learning and reinforcement learning (RL) by leveraging a privileged learning-by-cheating framework. We begin by training a state-based teacher policy using deep RL to fly a minimum-time trajectory in cluttered environments. This policy integrates progress maximization and obstacle avoidance with a perception-aware reward that aligns the camera orientation with the flight direction. Next, by imitating the teacher policy, we train a vision-based policy that does not rely on privileged information about the obstacles. The resulting vision-based policy achieves high-speed flight and high success rates. We show that our policy has very low computational latency (just 1.4 ms) compared to classical methods with intermediate map representations that have 10 times higher latency.

To validate our approach, we test the closed-loop control performance of our vision-based policy in the real world using hardware-in-the-loop (HITL) simulation. HITL involves flying a physical quadrotor in a motion-capture system while observing virtual photorealistic environments that are updated in real-time. Unlike purely synthetic experiments, HITL simulation employs real-world dynamics and proprioceptive sensors while allowing us to render arbitrarily dense and complex environments without risking a drone crash. Our vision-based policy transfers to the real world despite system delays and a mismatch of the vehicle model.

II. RELATED WORK

Various approaches have been studied in the literature for vision-based agile flight in cluttered environments. Particularly, in a traditional robotics design, the navigation task is divided into mapping, planning, and control. This line of work first requires computationally-intensive algorithms, such as Simultaneous Localization and Mapping (SLAM), to infer the 3D structure of the environment from 2D noisy image data [1], [7]–[9]. Given a 3D map of an environment, planning algorithms generate feasible trajectories that follow the shortest collision-free path from start to goal utilizing the vehicle’s full dynamic capabilities. Some planning algorithms exploit the effective differential flatness of the platform using polynomial or B-spline representations [10], whereas others rely on nonlinear programming [12] or searching-based planning [13]. Finally, a controller is used to follow the trajectory precisely, such as model predictive control [4], [14] or differential-flatness-based control [15].

Dividing the navigation task into a sequence of subtasks allows for simplifying the problem and parallelizing each component’s development, resulting in an interpretable system from the engineering perspective. However, it leads to a pipeline that is sensitive to unmodeled effects due to a lack of interactions between each component. Also, the system requires additional latency for passing or waiting for the information.

Recently, learning-based methods attempted to address the aforementioned limitations. For instance, researchers [2] propose to directly map noisy sensory observations to collision-free trajectories in a receding-horizon fashion. This direct mapping forgoes the need for 3D environment mapping and collision waypoints planning. Though it reduces processing latency and increases robustness to noisy perception, a controller is still required to track the trajectory. Another approach [16] leverages recent advances in neural radiance fields (NeRF) [17] to navigate a drone through a pre-mapped 3D environment using only a monocular camera. However, the navigation approach requires the offline construction of a NeRF for each new target environment, which can be computationally expensive.

Some other works propose to learn end-to-end policies directly from sensory observations to control commands using imitation learning [18]–[20]. Without relying on an expert, deep reinforcement learning has the potential to find more optimal policies for a variety of tasks. For aerial robots, Deep RL was successfully applied to multiple end-to-end visual navigation tasks such as object following [21], exploration [22], and obstacle avoidance [23], [24].

III. METHODOLOGY

The main goal of the presented controller is to fly a quadrotor through cluttered environments as fast as possible. The quadrotor observes the environment using a depth camera. Our policy controls the vehicle directly from the sensory observation.

A. Method Overview

Figure 2 shows an overview of the system. We use a simple privileged reinforcement learning framework to tackle high-dimensional observations. We first train a state-based teacher policy using model-free deep reinforcement learning, in which the policy has access to privileged information about the vehicle’s state and its surrounding environment. This teacher policy is then distilled into a vision-based student policy that does not rely on privileged information.

B. Learning State-based Teacher Policy

Our teacher policy is a two-layer multilayer perceptron (MLP) that can achieve minimum-time flight in a cluttered environment [6]. The key idea of learning a teacher policy
for minimum-time flight in cluttered environments is three-fold: 1) generation of a topological guiding path using a probabilistic roadmap method, 2) optimization of a task objective that combines progress maximization along the guiding path with obstacle avoidance, and 3) a curriculum training strategy to train a neural network policy using deep reinforcement learning. At each time step, the policy directly controls the vehicle given an observation about the quadrotor’s full-state, a collision-free reference waypoint, and a collision-free reference line segment. Learning a state-based policy is fast since it does not require rendering images for training.

**Perception-aware Obstacle Avoidance:** However, the previously proposed objective neglects the camera orientation, which is crucial for vision-based flight. Due to the camera’s limited field of view, it is imperative to align the camera orientation with the flight direction. For instance, when navigating through an unknown environment, maximizing the visibility of the next waypoint allows for counteracting unexpected scenarios. To this end, we combine the minimum-time obstacle avoidance objective with a perception-aware reward. The perception-aware reward is formulated as

\[ r_{pa} = \exp(-\|\theta_{yaw} - \theta_{dir}\|), \]

where \( \theta_{yaw} \) is the current yaw angle of camera and \( \theta_{dir} \) is the next flight direction defined by \( \gamma(t) - p(t) \). Here, \( \gamma(t) \) is the farthest collision-free point on the reference path, namely, the vector \( \gamma(t) - p(t) \) does not intersect with the obstacles while maintaining longest segment length. It indicates both the flight direction and path length for the quadrotor to maximize progress. Finally, the stage reward is denoted as

\[ r(t) = k_{p}r_{p}(t) + k_{s}s(p(t)) + k_{wp}r_{wp} + k_{obs}r_{obs} + k_{\omega}\|\omega\| + k_{pa}r_{pa}, \]

where \( r_{p}(t) \) is the progress reward, \( s(p(t)) \) is the reached distance reward, \( r_{wp} \) is the reward for passing through a corresponding waypoint, \( r_{obs} \) is the penalty for collision with obstacles, \( \|\omega\| \) is the penalty for large angular velocity, \( r_{pa} \) is the perception-aware reward. In sparse environments (including Columns, Office, Racing, and Real Flight) (Sec. IV), the reward coefficients \( k_{p}, k_{s}, k_{wp}, k_{obs}, k_{\omega} \) and \( k_{pa} \) are 5.0, 0.01, 5.5, -0.5, -0.02 and 0.05 respectively. In the challenging Racing MW environment, \( k_{pa} \) is set as 0.1 while keeping other coefficients the same.

**C. Learning Vision-based Student Policy**

We use the trained teacher policy to supervise a vision-based student policy. Our student policy removes the assumption about perfect state information of the obstacles and a reference collision-free line segment. Instead, the student policy reacts to obstacles purely based on the current observation from a depth camera. Specifically, our student policy extracts low-dimensional feature embeddings of the depth image using a CNN autoencoder. Given the embeddings, together with the current vehicle’s orientation and velocity, an MLP is used to regress the control commands.

To effectively reduce the dimension of depth images, we train an autoencoder [25] to learn low-dimensional feature representations for the depth image. The encoder \( E_{\phi} \) contains three convolution layers with decreasing image size and increasing receptive field gradually. Then a decoder \( D_{\theta} \), which is a three-layers MLP, is used to reconstruct the original images. We train this autoencoder using depth images collected by the teacher policy. A standard L2 loss is used for training the autoencoder:

\[ L(\theta, \phi) = \frac{1}{T} \sum_{t=1}^{T} \| I(t) - D_{\theta}(E_{\phi}(I(t))) \|^2_2. \]

After we obtain the optimal parameter \( \phi \) of encoder, we can represent the depth images by its latent embedding \( z(t) = E_{\phi}(I(t)) \).
We use the pre-trained autoencoder to extract low-dimensional feature representations for the input depth image. The image embedding $z(t)$ generated by the encoder is normalized since it is beneficial for convergence empirically. We construct an observation vector by concatenating the image embedding with the vehicle’s partial states, including linear velocity $v(t)$ and orientation $R(q(t))$. The observation vector is then fed into an MLP to regress student’s action.

We define the action loss as

$$L(\psi) = \frac{1}{T} \sum_{t=1}^{T} \|a(t) - \bar{a}(t|\psi)\|^2_2$$

(3)

to minimize the difference between teacher’s action $a(t)$ and the output of student policy $\bar{a}(t|\psi)$, where $\psi$ is the parameter of student policy. Once we gain the optimal parameter $\psi$, the vision-based student can imitate the state-based teacher’s behavior to the maximum extent.

D. Hardware-in-the-loop Simulation

Developing vision-based navigation algorithms for minimum-time agile flight is not only time-consuming but also expensive. This is due to the large amount of data required for training and testing perception algorithms in diverse environments, some of which can be even harmful or risky to humans, such as collapsed buildings. It progressively becomes less safe and more expensive since more aggressive flights can lead to devastating crashes.

We propose hardware-in-the-loop (HTIL) simulation for evaluating vision-based policies using real-world physics and virtual photorealistic environments. HITL simulation combines the advantage of both testing with a physical platform and rendering diverse testing scenarios in an inexpensive manner.

We use a motion capture system to capture accurate state information about the vehicle and simultaneously simulate the vehicle’s motion in any virtual unstructured environment with arbitrary complexity. The policy has to control the physical drone using synthetic images while handling sim-to-real gaps introduced by the physical system, such as delay and vibration. When the policy experiences failures, such as flying toward the ground, a safety guard that is based on a state-based controller is triggered. Hence, the drone is not damaged by virtual obstacles and is safe when the policy makes false decisions.

IV. EXPERIMENTS

We evaluate our method in both controlled simulation environments and the real world. We first compare the proposed vision-based policy against methods based on planning-and-control and the state-based policy. Second, we study the computational latency for our policy and show a comparison against state-of-the-art methods in collision avoidance. We verify our vision-based policy in the real world using a high-performance racing drone and hardware-in-the-loop simulation.

Policy Training: We train our neural network policy using the Flightmare [26] simulator. We use a customized implementation of the proximal policy optimization algorithm (PPO) [27] to train the teacher policy. We implement a CNN autoencoder to learn feature representations from depth images and an imitation learning pipeline to distill the teacher’s knowledge into a vision-based student policy.

Simulation: We perform a set of controlled simulation experiments to compare our methods’ performance with several state-of-the-art baselines. For benchmark comparison, we use the same three environments from [6], denoted as Columns, Office, and Racing. We use two performance criteria for the evaluation: (1) average flight time from a given starting point to the goal position and (2) success rate. The success rate is defined by starting the policy from different starting positions drawn from a uniform distribution with 20 runs. The results of these experiments are summarized in Table I.

Furthermore, in terms of computation latency, we compare our policy against a mapping-based method [28], a reactive method [29], and a learning-based method [2]. We define computation latency as the time required to pre-process the capture depth images and to generate the control commands. The computation latency plays an important role when flying at high speed due to the limited sensing range of a physical camera [30].

Real world: We deploy the vision-based policy in the real world using a high-performance racing drone and the Agilicious [31] control stack. We design a lightweight quadrotor platform that has a total weight of 540 grams and can produce a maximum thrust of about 34 N, which results in a thrust-to-weight ratio around 6:1. We conduct our experiments in one of the world’s largest indoor drone-testing arenas ($30 \times 30 \times 8$ m$^3$) equipped with a motion capture system with an operating frequency of up to 400 Hz.

A. Baseline Comparisons

This section shows that a vision-based policy can navigate the vehicle in cluttered environments reliably without privileged information about the state of the vehicle and the obstacles. We compare the proposed vision-based perception-aware student policy with the non-perception-aware sampling-based method [32] and a state-based data-driven method [6]. We use three different environments (Columns, Office, Racing), and in each, we test four cases with different starting points and goal positions. In the Racing environment, we additionally set multiple waypoints (Racing MW) for the drone to pass through in order to increase the difficulty of the track.

Table I shows the comparison results. The sampling-based method [32] achieves overall very low success rates. This is because the planned time-optimal trajectory by definition pushes the vehicle to its maximum performance. When tracking such a trajectory using an obstacle-blind controller, such as model predictive control (MPC), the controller struggles to follow the trajectory due to diminishing control authority. As a result, such a planning-and-control pipeline is very sensitive to unknown disturbances and model mismatches.

\footnote{This result was obtained using the same track, but without looping.}
On the contrary, data-driven methods can achieve a high success rate by simulating diverse scenarios during training, including random disturbances, random initial starting points, and random physical parameters.

Our vision-based policy achieves the same success rates as the state-based policy without relying on privileged information about the obstacle. However, due to minor action errors, the student’s policy tends to exhibit undesired riskier behaviors compared to the teacher’s policy. Specifically, the trajectory flown by the student policy often cuts corners, resulting in a shorter path and faster lap time, but increased risks. To minimize the risk, we employ a conservative distance margin; it implies that the distance maintained between the vehicle and the obstacle is greater than the minimum required distance to avoid collisions. Hence, the student policy can still achieve high success rates. Finally, we can see that the perception-aware policy does not have to sacrifice flight time compared to the non-perception-aware state-based policy [6], with the exception of the Racing MW environment. In this specific scenario, the highly cluttered environment necessitates compromising the progress maximization objective with the alignment of the camera’s orientation, resulting in a slower, but perception-aware, policy.

### B. Computational Latency

Our policy manifests a significant advantage in achieving low computational latency. Table II shows a comparison of the computational latency between our method and baseline methods. The latency is obtained from [2]. The FastPlanner [28] method experiences the highest computational latency, mainly due to mapping. The reactive method [29] can significantly reduce the computation latency by taking out the mapping component. The data-driven method [2] achieves a much faster computation speed with a total latency of only 10.3 ms. Depending on which controller is used for tracking the planned trajectory, additional latency caused by the controller should also be considered in the baseline methods. For instance, trajectory tracking using a differential-flatness-based control has a computation time in the magnitude of only microseconds, while nonlinear MPC requires several milliseconds [34]. Finally, our reactive vision-based policy achieves the fastest computation time of only around 1.41 ms for conducting perception, planning and control jointly.
TABLE II: Comparison of planning and control latency.

| Method          | Components     | µ [ms] | σ [ms] | Prec. [%] | Total Proc. Latency [ms] |
|-----------------|----------------|-------|--------|-----------|-------------------------|
| FastPlanner     | Pre-processing | 14.6  | 2.3    | 22.3      |                         |
|                 | Mapping        | 49.2  | 8.7    | 75.5      | 65.2                    |
|                 | Planning       | 1.4   | 1.6    | 2.2       |                         |
| Reactive        | Pre-processing | 13.8  | 1.3    | 72.3      | 19.1                    |
|                 | Planning       | 5.3   | 0.9    | 27.7      |                         |
| Agile autonomy  | Pre-processing | 0.1   | 0.04   | 3.9       |                         |
|                 | NN inference   | 10.1  | 1.5    | 93.0      | 10.3                    |
|                 | Projection     | 0.08  | 0.01   | 3.1       |                         |
| Ours            | Pre-processing | 0.23  | 0.04   | 16.3      | 1.41                    |
|                 | NN inference   | 1.18  | 0.08   | 83.7      |                         |

C. Hardware-in-the-Loop Flight

To test the closed-loop control performance of our neural network policy in the real world, we deploy our vision-based policy using hardware-in-the-loop simulation. A time-lapse illustration of the real-world flight is shown in Figure 1, where we merge the simulated forest environment with the real-world arena for visualization purposes. Fig. 4 shows a visualization of the real-world trajectory (yellow) and the simulation trajectories by the teacher policy (green) and the student policy (red). All trajectories are collision-free and have similar flight time. Our policy achieves a maximum speed of \( 54.36 \text{ km h}^{-1} \) in the real world using offboard control, in which the control commands are computed using a workstation and sent to the drone via a remote transmitter. We achieved a control frequency of 50.0 Hz; this is possible because our system has, on average, a total computational latency of only around 1.41 ms.

![Fig. 4: Vehicle’s trajectories from the real world (yellow), from simulation with teacher policy (red), and simulation with student policy (green).](image)

D. On the Importance of Perception-Aware Flight

We conduct an ablation study to evaluate the impact of perception awareness on vision-based flight in the challenging Racing MW environment. The results are presented in Table III. We observed that the vehicle achieved faster lap times (7.78 s) when flying non-perception-aware since the policy only prioritized maximizing progress along the path without considering camera orientation. In contrast, perception-aware flight led to higher lap times (8.52 s) since the policy had to balance maximizing progress and aligning drone orientation to the next flight direction.

However, the non-perception-aware vision-based policy achieved a lower success rate because the camera orientation was not well-aligned with the flight direction, making it difficult to respond to upcoming obstacles in time. As discussed in Section IV-A, due to action errors, the student policy trajectory often cut corners, resulting in a shorter path (faster lap time) than the teacher policy but increased risk.

TABLE III: Ablation study of the perception-aware reward.

|                     | Success [%] | Time [s] |
|---------------------|-------------|----------|
|                     | Non-perception-aware | Vision-based | 100 | 7.78±0.07 |
|                     | 70 | 7.66±0.05 |
| Perception-aware    | 100 | 8.52±0.04 |
|                     | 100 | 8.34±0.06 |

V. DISCUSSION

We have observed limitations in our policy’s robustness to random disturbances and its generalizability to other environments beyond its original training. We have identified two main design choices as the cause: the neural network architecture and the training pipeline.

First, our control policy is solely reactive, lacking the capability to retain a memory or historical observations within the network. This shortcoming can be resolved through the use of more advanced policy representations, such as Long Short-Term Memory (LSTM) [35] or Transformers [36]. These architectures enable the network to effectively incorporate past experiences, leading to a more robust and adaptable control policy. Second, our policy is trained using a fixed environment that does not account for sensor noises. To address this limitation and enhance the policy’s robustness, domain randomization along with data augmentation can be leveraged in order to add variability and diversity to the training data, resulting in a more versatile policy that can better handle real-world scenarios with varying levels of sensor noise.

VI. CONCLUSION

This paper presented a method to learn perception-aware neural network policies for vision-based agile flight in cluttered environments. Our method leverages a privileged learning-by-cheating framework to achieve efficient training. As a result, our work demonstrates an end-to-end policy that can achieve strong performance in high-speed flight in cluttered environments while also providing significant computational advantages. Our results in the real world via HITL suggest that end-to-end policies represent a promising approach for enabling agile flight in challenging real-world scenarios.
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