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A Library of Late Transition Metal Alloy Dielectric Functions for Nanophotonic Applications

J. Magnus Rahm, Christopher Tiburski, Tuomas P. Rossi, Ferry Anggoro Ardy Nugroho, Sara Nilsson, Christoph Langhammer,* and Paul Erhart*

Accurate complex dielectric functions are critical to accelerate the development of rationally designed metal alloy systems for nanophotonic applications, and to thereby unlock the potential of alloying for tailoring nanostructure optical properties. To date, however, accurate alloy dielectric functions are widely lacking. Here, a time-dependent density-functional theory computational framework is employed to compute a comprehensive binary alloy dielectric function library for the late transition metals most commonly employed in plasmonics (Ag, Au, Cu, Pd, Pt). Excellent agreement is found between electrodynamic simulations based on these dielectric functions and selected alloy systems experimentally scrutinized in 10 at% composition intervals. Furthermore, it is demonstrated that the dielectric functions can vary in very non-linear fashion with composition, which paves the way for non-trivial optical response optimization by tailoring material composition. The presented dielectric function library is thus a key resource for the development of alloy nanomaterials for applications in nanophotonics, optical sensors, and photocatalysis.

1. Introduction

In many fields of science and technology, properties and functionalities of materials are engineered and optimized by combining multiple chemical species. Steel, for example, is reinforced by mixing carbon into an iron matrix, or made “stainless” by adding elements such as Ni and Cr. Other more recent examples include Pt alloys with Ni, Fe, or rare earth metals that significantly improve and lower the cost of fuel cell catalysts.[1] These examples illustrate that in materials science, the ability to rapidly and cheaply produce new combinations of elements with novel properties can have a profound impact on a wide range of applications. The availability of reliable complex dielectric functions (DFs) of metal alloys is essential to understanding the optical properties of alloys at the atomic level, as well as the limited availability of reliable complex dielectric functions (DFs) of metal alloys across a wide composition range, with exceptions focusing mainly on the Ag–Au system[7,14,15] and a few other alloys.[16–18] The availability of DFs is particularly important because they are the critical ingredient for any type of electrodynamic simulations, which are widely and very effectively used for predicting the response and optimizing the design of nanophotonic structures.[19,20] At the same time, the experimental determination of DFs in the UV–vis–NIR spectral range is unfortunately both cumbersome and prone to significant errors, as apparent from a survey of literature data for pure Au, arguably the chemically most stable element under ambient conditions (Figure S1b, Supporting Information, and references therein). One can therefore expect this task to be even more difficult for any other metal. The observed spread in experimental data is caused, for example, by different processing parameters used during film growth,[20] differences in surface roughness, morphology, film/sample thickness, as well as impurities,[21] different techniques employed to measure the optical spectra, and eventually the inversion of these data to obtain the DF.[22] When metals prone to oxidation are included, experimental uncertainties are accentuated further due to the risk of both surface/bulk oxidation and oxidation along grain boundaries.[23] Moreover, one must consider surface segregation of alloyants,[24] which itself is sensitive to adsorption of species from the environment, depending on, for example, their reduction or oxidation potential.[25] Finally, also experimental control and post-fabrication determination of
alloy composition are prone to uncertainties in the at% range, and for a detailed mapping of the optical properties as a function of composition a large number of samples is required, which can be challenging to produce in a reproducible and consistent way.

In response, here, we present a comprehensive library of DFs obtained by first-principles calculations based on linear-response time-dependent density-functional theory (LR-TDDFT) for ten binary alloys composed of the late non-magnetic transition elements Pd, Pt, Cu, Ag, and Au (Figure 1a,b). This approach, which has previously been applied primarily to mono-elemental systems, compounds with small unit cells, semiconductor alloys, and hydrogenated Pd directly yields the DF over the full spectral range. Although LR-TDDFT is not exact, with the most important approximations pertaining to the exchange-correlation functional, it enables efficient and systematic screening of different alloys and compositions and is thus well suited for building a self-consistent library of DFs. In addition, the computational approach provides control over the chemical ordering, that is, how the elements are distributed over the lattice at the atomic level. This allows us to systematically investigate how the DFs of random alloys compare with ordered structures, in particular the intermetallic phases that appear at specific compositions in the phase diagram of several of these alloy systems. It should be noted, however, that the relatively high computational cost of LR-TDDFT puts a limit to the system sizes (number of atoms per unit cell) that can be treated, which for metallic alloys translates to a restriction on what degrees of chemical order can be probed. In particular, fully random alloys cannot be calculated with LR-TDDFT, but can be well approximated using so-called special quasi-random structure (SQS).

To rigorously benchmark experimentally our first principles framework and the calculated DFs, we nanofabricated quasi-random arrays of nanodisks using hole-mask colloidal lithography for four different rationally selected alloy systems (Ag–Au, Au–Pd, Au–Cu, Ag–Pd) with 10 at% composition intervals, for which we systematically measured the plasmonic response. Comparing the experimentally determined plasmonic resonance peak descriptors spectral position and full width at half maximum (FWHM) with finite-difference time-domain (FDTD) electrodynamic simulations using the DFs obtained by first-principles calculations as input (Figure 1c–e), we find excellent agreement and thus validate our approach. Furthermore, the results reveal strongly non-trivial changes in the DF with composition with the degree of non-linearity being very sensitive to wavelength. In combination with nanoparticle shape (and size) this leads to a non-trivial composition dependence of the optical response, as observed also in the experiments. On a fundamental level, the features of the DF can be qualitatively related to the density of states (DOS) and in particular the position of the d-band edge. The combination of DFs from first-principles calculations with FDTD simulations thus provides a powerful platform for designing optical alloy materials in general and for alloy plasmonics in particular. In this spirit, we have made the data underlying the present study available via a web application (https://sharc.materialsmodeling.org/ alloy_dielectric_functions/) that enables convenient and rapid access for theoreticians and experimentalists alike.

2. Results and Discussion

2.1. Pure Elements

Before delving into alloys, we verify the fundamental reliability of our computational framework by assessing the DFs of the pure elements of interest here, that is, Ag, Au, Cu, Pd, and Pt (see Section 4 for computational details). The agreement between our calculated DFs and available experimental data is generally good (Figures S1 and S2, Supporting Information). However, it is also very important to emphasize the large variations in the experimental data and the large number of different measurements and techniques that are required to span the entire spectral range considered in our calculations. This in turn highlights one of the key problems to date, namely that it is merely impossible to find and employ a complete and consistent DF data set for the predictive computation of alloy nanostructure optical properties.

As a second aspect, we highlight that a particularly important feature for the plasmonic response of the late transition metal alloys is the energy at which the imaginary part of the DF increases due to the onset of interband transitions from the
Alloys exhibit various degrees of order, spanning from ordered intermetallic phases such as a) L1₀, to b) completely random. Order can be characterized by d) pair correlations, that is, the fraction of nearest neighbor pairs (1st, 2nd, 3rd, etc.) that are unlike (blue–orange) and alike (blue–blue and orange–orange). For example, 2/3 of the first nearest neighbor pairs in the L1₀ structure are blue–orange, while 1/3 are blue–blue or orange–orange. Large random structures at 50% concentration have 1/2 of its neighboring pairs (of any order) blue–orange, 1/4 blue–blue, and 1/4 orange–orange. The L1₀ structure can be represented by a unit cell with only two atoms, and is thus feasible to treat with LR-TDDFT. The large, random structure, on the other hand, is in general too large to be computed with LR-TDDFT. c) SQSs reproduce the pair correlations of large, random alloys using much smaller unit cells that are computationally tractable. SQSs are thus excellent models for random alloys in computationally relatively expensive methods such as LR-TDDFT.

In this regard, our calculations agree very well with experimental data, with only a very slight under- and overestimation in the case of Ag and Cu, respectively. The good performance can be largely attributed to the self-consistent version of the exchange-correlation functional by Gritsenko, van Leeuwen, van Lenthe, and Baerends (GLLB-sc), which accurately describes the position of the d-band without resorting to empirical parameters unlike, for example, in the DFT+U approach.

2.2. Alloys

We start the analysis of alloys with Ag–Au, which is arguably the most widely studied alloy with regard to optical properties. Ag–Au is expected to form a substitutional random alloy in the full concentration range. Here, we use SQSs to model the disorder, since they allow us to represent the random alloy in modestly sized supercells, keeping the system sizes manageable for LR-TDDFT calculations (Figure 2; see also Section 4 for more details; atomic structures are provided in the Supporting Information). As the first conclusion for the calculated DF of the Ag–Au system, we find that their dependence on concentration is not entirely linear, but can be reasonably well approximated as such (Figure 3a; see also Figures S4a and S5a, Supporting Information). This is in qualitative agreement with previous experimental studies (Figure S8, Supporting Information), but just as in the case of the pure elements, the available literature exhibits considerable quantitative variation. We emphasize also that the deviation from non-linearity, although it appears small, may yet be consequential for the optical response of certain systems.

Next, we assess how well the calculated Ag–Au DFs perform when used for FDTD simulations of the plasmonic response of Ag–Au nanodisks, which we nanofabricated in quasi-random arrays across the full range of composition and assessed experimentally by measuring their extinction spectra. Furthermore, we confirmed homogeneous alloy formation using both scanning transmission electron microscopy (STEM) with energy-dispersive X-ray spectroscopy (EDS) and X-ray photoelectron spectroscopy (XPS) analysis (Figure 4; Figure S15, Supporting Information). Since the optical extinction spectra of such nanostructures are sensitive not only to alloy composition but also to the aspect ratio of the disk (Figure S3, Supporting Information), we first measured the diameter and height of the nanofabricated disks for each alloy composition using scanning electron microscopy (SEM) and atomic force microscopy (AFM) (Figure S14, Supporting Information), and then used the obtained dimensions in the corresponding FDTD simulations. For the comparison between experiment and FDTD simulations, we extracted the FWHM and spectral peak position from the experimentally measured and computed optical extinction spectra (Figure S16, Supporting Information). We find excellent agreement between the two throughout the entire range of compositions and with very small variation, in line with the low variations of DF with composition in this system (Figure 4a).

Next, we consider the Au–Cu system, which unlike Ag–Au exhibits intermetallic phases at certain alloy compositions. Nevertheless, we first consider only a random alloy with a chemical order modeled using SQS and find that the corresponding composition dependence of the calculated DF is weak (Figure 3b; Figure S5b, Supporting Information) and in good agreement with previous literature (Figure S9, Supporting Information). To also investigate the impact of chemical ordering on DFs, and eventually on the simulated optical extinction spectra of nanodisks comprised of an intermetallic phase rather than a random alloy, we also calculated the DFs of three intermetallic phases, Au₃Cu (in the L1₂ structure), AuCu (L1₀), and AuCu₃ (L1₃), all three of which have been reported experimentally in the phase diagram of Au–Cu. Comparing the random alloy DFs at the concentrations corresponding to these phases, one observes that the overall shape of the DFs is rather similar for ordered (intermetallic phase) and random alloys (Figure S6a–c, Supporting Information). In all cases there is a broad feature between approximately 2 and 6 eV, the position of which is dictated by the onset of the d-band (see below). There are, however, subtle differences in the fine structure. The ordered structures exhibit a pronounced feature around 3 eV that is absent in the DFs of the corresponding random alloys calculated for the same concentrations. The latter exhibit a much broader band with more dipole strength between 4 and 5 eV than their ordered intermetallic phase counter parts as a result of broken symmetry. In Au–Cu, composition thus has an even weaker impact on the DFs than ordering at the atomic level. The weak dependency of the DF on chemical ordering in Au–Cu was observed experimentally also by De Silva et al. at 50% composition. We also note that our calculations agree with...
some previous experimental studies with respect to the appearance of fine structures in the imaginary part of the DF for the ordered phases.\[17,42,43\]

It is now interesting to investigate the difference between random alloy and intermetallic phases in the optical response of the nanodisk system. We notice that the optical extinction spectra calculated using our DFs for random alloys agree well with the experimental results across the entire range of compositions (Figure 4b). Second, we find that the small differences in the DFs between ordered intermetallic phases and random alloy (SQS) translate to almost identical peak positions and FWHMs in the FDTD simulations (crosses in Figure 4b). This is true also if we consider all symmetrically distinct equiatomic (50%) orderings with up to 4 atoms in the primitive cell (Figure S7, Supporting Information, structures are provided in the Supporting Information). We thus conclude that for Au–Cu, the variation in DF with chemical order on the atomic scale is too small to be reliably resolved in the optical extinction spectra of single nanodisks calculated by FDTD. As will be shown below, the lack of sensitivity to order is, however, not generalizable.

Next, we consider the Au–Pd system that, unlike Ag–Au and Au–Cu, is non-isovalent, that is, Au has 10 d electrons and 1 s electron in its outermost electronic shells, whereas Pd has 10 d electrons only. In this case, we find that the composition dependence of random structures (SQS)–DFs is strongly non-linear, in particular at energies below roughly 4 eV (Figure 3c; Figure S5c, Supporting Information), which is consistent with previous experimental studies (Figure S10, Supporting Information). This non-linearity translates to a non-linear and non-trivial composition dependence of peak position and FWHM in the optical extinction spectra of nanodisks in the corresponding FDTD simulations, which in turn are in very good agreement with the experiment (Figure 4c).

Au–Pd is thus qualitatively different from Au–Cu. Therefore, it is interesting to investigate the impact of atomic-scale ordering on DF and optical extinction spectra even though Au–Pd is in the experiment expected to form a random alloy in the full composition range at moderate temperatures.\[36\] Accordingly, we calculated the DFs of all atomic structures that can be created with 4 atoms or less in the primitive cell at a composition of 50% and the corresponding FDTD extinction spectra (Figure S7, Supporting Information). Strikingly, compared to Au–Cu, variations in peak position with composition are substantially larger and comparable to the variation over the full composition range. This indicates that chemical ordering in alloys cannot always be ignored when discussing the optical response of alloys. In fact, we propose that this dependency of the DF, and accordingly extinction spectra of nanodisks, on chemical order constitutes yet another handle for optimizing nanophotonic devices for specific purposes. Conversely, it should be possible to use in situ measured optical extinction spectra of alloy nanoparticles as a probe of chemical order in some systems, for example during annealing experiments. For these purposes, however, it is crucial that reference data of the type presented here are available for DFs of alloys with both well-defined atomic order and disorder.

Figure 3. Library of calculated dielectric functions for the ten alloys formed by Ag, Au, Cu, Pd, and Pt, using special quasi-random structures at every 10 at% concentration between the pure phases. Alloys containing elements from both group 10 (here Pd or Pt) and group 11 (Cu, Ag, Au) are characterized by a rapid increase in the dielectric function at low photon energies when Cu, Ag, or Au is added to Pd or Pt, caused by transitions from the d-band to the states near the Fermi level. In contrast, alloys in which both elements are from the same group, exhibit an almost linear concentration dependence at all photon energies. See Figure S4, Supporting Information, for the real parts of the DFs.
As the last example, we consider another non-isovalent system, \( \text{Ag–Pd} \). Just as for \( \text{Au–Pd} \), the composition dependence of the \( \text{Ag–Pd} \) DF is decidedly non-linear (Figure 3d; Figure S5d, Supporting Information), in good agreement with previous work (Figure S11, Supporting Information). The variation of peak position and FWHM with composition is in reasonable agreement between FDTD simulations and experiment, although FDTD predicts a slightly different peak position, in particular close to 50%.

2.3. Impact of Electronic Structure

The qualitative differences between the DFs of isovalent (\( \text{Ag–Au, Au–Cu} \)) and non-isovalent (\( \text{Au–Pd, Ag–Pd} \)) systems can be traced to the electronic structure of the elements.\(^{[44,45]} \) \( \text{Ag} \) and \( \text{Au} \) are noble metals with a full d-band that is located several eV below the Fermi level (Figure 5a). As a result, these two metals exhibit very clear and strong plasmon peaks. When mixing \( \text{Ag} \) and \( \text{Au} \) the basic character of the electronic states remains largely intact: states in the vicinity of the Fermi level have s-p character regardless of composition, while the d-band remains deep. This continuity translates into an almost linear shift of the d-band edge with composition (Figure 5c).

\( \text{Pd} \), in contrast, has an incompletely filled d-band that intersects the Fermi level (Figure 5b). Alloying between \( \text{Au} \) and \( \text{Pd} \) therefore implies a change in the character of states between Fermi level and d-band. Therefore, already rather small amounts of \( \text{Pd} \) in \( \text{Au} \) are sufficient to induce a pronounced increase in the DOS between Fermi level and the \( \text{Au} \) d-band edge (Figure 5b), which gives rise to a non-linear shift of the alloy d-band with composition (Figure 5c). Translated to the nanodisk system at hand in our experiments, the localized surface plasmon resonance arises by resonant coupling of single-particle excitations close to the Fermi level, which are screened by virtual d-band transitions.\(^{[46]} \) In Mie theory in the quasi-static
regime, this corresponds to the condition $\text{Re}(\varepsilon) = -2$, which is satisfied at different energies depending on the free-electron density and the position of the d-band. The variations in the Au–Pd DOS with composition are therefore translated to the DF and the plasmonic alloy nanoparticle optical signatures, such as peak position and FWHM. Therefore, they are responsible for the experimentally observed strongly non-linear dependence of plasmonic response on alloy composition.

2.4. A Library of Dielectric Functions

Having demonstrated the accuracy of our computational approach by benchmarking with detailed experiments and electrodynamic simulations of the plasmonic properties of nanodisk arrays, we now feel confident to provide computational predictions of complex DFs for a much wider range of alloys, which all are of potential interest for nanophotonic, plasmonic, as well as photocatalytic applications. We have thus further expanded our library of DFs by including Ag–Cu, Ag–Pt, Au–Pt, Cu–Pd, Cu–Pt, and Pd–Pt (Figure 3e–j), such that it encompasses all ten binary alloys formed by combinations of Ag, Au, Cu, Pd, and Pt. As for the selected systems discussed above, also here we carried out LR-TDDFT calculations at every 10 at\% in the full concentration range between the pure elements, as well as 25, 33, 67, and 75\%. In this dense set of calculations, we then fitted Redlich–Kister polynomials to the concentration at each available energy (see Section 4 for details), which allows us to provide the DFs as continuous functions of both photon energy and concentration.

As a key point, we also highlight that all ten alloy systems indeed adhere to the general principles for isovalent and non-isovalent systems outlined above; the isovalent systems (Ag–Au, Ag–Cu, Au–Cu) all exhibit a close to linear concentration dependence, whereas the non-isovalent systems (Ag–Pd, Ag–Pt, Au–Pd, Au–Pt, Cu–Pd, Cu–Pt) are all rather non-linear at low photon energies. In particular, the imaginary part of the DF in the low-energy region increases quickly as Ag, Au, or Cu are added to Pd or Pt as a result of the addition of transitions from the d-band to states close to the Fermi level. As a special case, Pd–Pt is an isovalent system in which both elements are in group 10 of the periodic table, and thus have d-bands intersecting the Fermi level. Consequently, the DF is almost independent of concentration in the low-energy region, while at higher energies, the concentration dependency is close to linear. Since all systems follow these general principles, we obtain a generic design rule that can be used to select alloy and composition for a specific application.

Further comparisons of these data with experimentally determined DFs from the literature, where available, are deferred to Figures S12 and S13, Supporting Information. In addition to the SQS data, we also provide the DFs for the nine arguably most well-established face-centered cubic (FCC) intermetallic phases in the alloys at hand: Au₃Cu (in the L1₂ structure), AuCu (L₁₀), Au₃Cu (L₁₀), Ag₃Pt (L₁₀), Ag₃Pt (L₁₀), Ag₃Pt (L₁₀), Cu₃Pd (L₁₂), Cu₃Pt (L₁₂), and Cu₃Pt (L₁₂) (Figure S6, Supporting Information).

3. Conclusions

We have from first principles calculated DFs for the ten binary alloys formed by combinations of the most common metals used in plasmonics, Ag, Au, Cu, Pd, and Pt, and found excellent agreement between the experimentally measured optical response of nanofabricated nanodisk arrays of four selected alloy systems (Ag–Au, Au–Cu, Au–Pd, Ag–Pd), and corresponding electrodynamic simulations using the computed DFs as key input. Our data revealed that the variation of the DF with concentration is non-trivial, in particular for non-isovalent alloys such as the combinations of Pd or Pt with Ag, Au, or Cu, and at low photon energies (long wavelengths). We attribute these differences to the behavior of the d-band,
specifically how the distance between the edge of the d-band and the Fermi level varies with composition in the different systems. This showcases, and explains at the atomic level, the unique opportunities offered by alloying for non-trivial optical response optimization in plasmonic nanostructures and metamaterials that go beyond the traditional engineering of size, shape, and organization of nanostructures in arrays. As a second key aspect, we highlight that several of the ten alloys presented here exhibit phase diagrams that contain intermetallic phases\cite{36} (Au–Cu, Ag–Pt, Cu–Pt, Cu–Pd). In this context, the computational framework employed here allows one to elucidate the effect of order on the DF. Corresponding FDTD simulations reveal that the impact of intermetallic phase formation on the plasmonic response of nanodisks can be both large and small, depending on the system. Therefore, we predict that in situ plasmonic sensing\cite{47,48} for some systems could enable the tracking of the evolution of order in alloy nanoparticles during annealing. Looking forward, we also anticipate that the methodology used here in general, and the calculated library of DFs in particular, will find wide application in the in silico screening and optimization of nanophotonic devices and optical metamaterials, where alloying offers an additional and so far largely unexplored handle for tuning of optical response and function. Furthermore, by providing a library of DFs, we eliminate the need for laborious experimental efforts to derive alloy DFs by trial and error, as well as all the experimental uncertainties highlighted in the introduction. Therefore, we have made this library available also via a web application (https://sharc.materialsmodeling.org/Alloy_dielectric_functions/). Finally, we emphasize that the methods used in this paper are by no means limited to the systems presented but constitute a general framework for predicting the optical response of essentially any metallic alloy.

4. Experimental Section

**Computational Methods—Calculation of Dielectric Functions**: The ionic positions and cell shapes were first relaxed with density-functional theory (DFT) in the projector augmented wave formalism as implemented in the Vienna ab initio simulation package (version 5.4.1, PAW 2015)\cite{50,51} using the vDW-DF-cx exchange-correlation functional,\cite{52} until residual forces were below 10 meV Å$^{-1}$ and stresses below 1 kbar. In these calculations, the wave functions were expanded in a plane wave basis set with a cutoff of 400 eV for alloys involving Cu and 384 eV for all other cases. The Brillouin zone (BZ) was sampled with a $Γ$-centered grid with a $k$-point density corresponding to $19 \times 19 \times 19$ $k$-points in the primitive cell. Occupations were set using the first-order Methfessel–Paxton scheme with a smearing parameter of 0.1 eV.

DFs were calculated using LR-TDDFT\cite{24,23} (version 19.8.1 with GLLB-sc patched for extended metallic systems). In short, the macroscopic DF was calculated in reciprocal space through the linear density–density response function. Wave functions were expanded in a plane-wave basis with a cutoff at 340 eV. The occupation numbers were smeared according to a Fermi–Dirac distribution with a width of 0.1 eV. For calculations on SQS cells, the BZ was sampled with a $Γ$-centered grid with a $k$-point density corresponding to 61 $k$-points in each direction for the undecorated (monoelemental) primitive cell. The $k$-point density was increased in smaller cells to obtain DFs that vary smoothly with photon energy. For pure elements, 237 $k$-points were used in each direction of the primitive cell. For $L_{10}$, $L_{12}$, and $L_{11}$ (Figure S6, Supporting Information), and enumerated structures (Figure S7, Supporting Information), a $k$-point density corresponding to, respectively, 261, 161, 281, and 121 $k$-points in each direction of the undecorated primitive cell, was used. These densities were chosen to account for the number of symmetry operations available in these structures, and the lower density in enumerated structures was sufficient as these DFs are not part of the library but were only used in FDTD simulations to assess the impact of chemical ordering.

DFs were obtained in the optical limit by evaluation at $q = 0$. For discrete $k$-point sampling precludes intraband transitions with $q \to 0$ and $ω \to 0$, an intraband term, $\omega_{F}(\omega+i\eta)$, was added to the DFs, where $\omega_{F}$ is the calculated plasma frequency, using the broadening parameter $\eta = 0.01$ eV. The ground state wave functions were obtained with the GLLB-sc exchange-correlation functional,\cite{26} and dynamic exchange-correlation effects were taken into account within the adiabatic local-density approximation (ALDA) approximation. In the optical limit, ALDA results approach the random phase approximation (RPA) results, where the latter neglects dynamic exchange-correlation.\cite{26}

The DFs were calculated with enumerated structures with up to four atoms per primitive cell, as well as SQSs with 20–24 atoms (depending on target concentration).\cite{23,24,53} The latter were generated using simulated annealing approach minimizing the deviation from the random limit of the cluster correlation of pairs shorter than 3.2$\sigma$ and triplets shorter than 1.5$\sigma$ ($\sigma$ being the lattice parameter), and with additional weight assigned to the cluster correlation of short-ranged pairs, using the default parameters suggested in ref. [56].

To suppress remaining effects of chemical order in SQS cells and to obtain DFs that vary smoothly with concentration, fourth-order Redlich–Kister polynomials

$$c(q,E) = c(1-c) \sum_{p=0}^{4} L_p(E)(1-2)^p$$

were fit to DFs at each photon energy $E$. The fourth-order polynomials were chosen to yield a smoothly varying function while still reproducing the available data points well. The Redlich–Kister form ensures that the fitted DFs are reproduced exactly for the pure elements ($c = 0$ and 1).

**Computational Methods—FDTD Simulations**: Numerical’s FDTD Solution version 8.21.1882 was used to calculate the optical extinction spectra of the alloy nanodisks. Light was introduced as a linearly polarized plane wave via a total-field/scattered-field source and the scattering and absorption spectra were collected in all directions by integrating the Poynting vector of the field. A single disk was placed on a SiO$_2$ substrate with the DF from Numerical’s material database. To reduce computational time by a factor of four, the advantage of the particle symmetry was taken and symmetric and anti-symmetric boundary conditions were used. The disk was modelled as a tapered cylinder with rounded edges (6 nm rounding). The relevant disk diameter for each alloy composition was derived from SEM images of the corresponding experimental samples, which consisted of a quasi-random array. At least 500 particles from vastly different sample locations were analyzed and averaged for each composition assuming a circular shape and then using Image) to derive the average disk diameter for each composition. This composition-specific average diameter was then used to set up the corresponding FDTD simulation, as well as to derive the thickness of the disk based on the assumption of conservation of volume from the as-prepared to annealed particles.

**Experimental Methods—Nanofabrication**: Quasi-random arrays of alloy nanodisks were fabricated using hole-mask colloidal lithography\cite{23} and the method reported by Nugroho et al.\cite{19} on either fused silica (for optical transmission measurements), oxidized silicon (for SEM imaging) or transmission electron microscopy (TEM) window (for STEM imaging and EDS mapping) substrates. The TEM windows were fabricated as described in ref. [57] and used to obtain EDS elemental maps of selected alloy compositions. For cleaning prior to nanofabrication, the silicon and fused silica substrates were sonicated for 1 min in isopropanol, followed by 1 min in acetone, and then blow-dried in a nitrogen gas stream. The TEM windows were cleaned using the same chemicals but without
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sonication to ensure the integrity of the windows. To prepare the hole-mask, 140 nm sulfone latexit beads from molecular probes were used. The alloy constituents were evaporated subsequently to the required thickness for a certain target alloy composition at a rate of 1 Ås⁻¹ at 1.2 × 10⁻⁶ mbar chamber base pressure (Lesker PVD 225). After lift-off in acetone, the samples were annealed in a flow reactor for 24 h at 500° in (4.00 ± 0.12)% H₂ in Ar carrier gas at a flow rate of 500 ml min⁻¹ to induce alloy formation and prevent oxidation.

Experimental Methods—Scanning Electron Microscopy: A Zeiss Supra 55 and Supra 60 were used. All images were recorded using the in-lens systems, at an acceleration voltage of 5 kV, 10 kV, or 15 kV and at a working distance of maximum 5 mm.

Experimental Methods—Scanning Transmission Electron Microscopy: The elemental EDS mapping and STEM images were acquired with a FEI Titan 80-300 equipped with an INCA X-sight detector (Oxford Instruments) and operated at 300 kV. The distance was 5 nm between each position for which the spectra were acquired. Each spectrum was acquired during 5 s and the sample holder was tilted about 20° toward the detector to increase X-ray signal. The acquired spectra were analysed using FEI TIA version 4.3, the background was corrected for and the peaks fitted standard-less. The acquired weight percent were converted to atomic concentrations.

Experimental Methods—Spectroscopy: Optical extinction spectra of all alloy samples were obtained using a Cary 5000 spectrophotometer of all alloy samples were obtained using a Cary 5000 spectrophotometer with a high reflectivity gold coating from an MDT-NDT spectrometer.

The alloy constituents were evaporated subsequently to the required thickness for a certain target alloy composition at a rate of 1 Ås⁻¹ at 1.2 × 10⁻⁶ mbar chamber base pressure (Lesker PVD 225). After lift-off in acetone, the samples were annealed in a flow reactor for 24 h at 500° in (4.00 ± 0.12)% H₂ in Ar carrier gas at a flow rate of 500 ml min⁻¹ to induce alloy formation and prevent oxidation.
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