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1. Introduction

It is natural to formulate the theory of real vector spaces using a 2-sorted first-order language with a sort for the scalars and a sort for the vectors. Introduction of coordinates reduces the theory VS\(^n\) of a vector space of a given finite dimension \(n\) to the first-order theory of the real numbers, known to be decidable since the pioneering work of [Tarski 1951], to which our title alludes. The purpose of this paper is to investigate decidability for more general classes of real vector spaces.

We will consider real vector spaces equipped with an inner product or a norm, possibly required to be complete (i.e., to be Hilbert spaces or Banach spaces) and under various restrictions on the dimension and often with multiplication disallowed. So, for example, we will find that the theories IP\(^\infty\) and HS\(^\infty\) of infinite-dimensional inner product spaces and Hilbert spaces respectively are both decidable, and in fact by the same decision procedure, so that the two theories coincide. By contrast, we will see that the analogous theories NS\(^\infty\) and BS\(^\infty\) of infinite-dimensional normed spaces and Banach spaces differ, and both are undecidable, as is the purely additive fragment BS\(^d_+\) of the theory of \(d\)-dimensional Banach spaces for \(d \geq 2\).

In fact, all the theories of inner product spaces we consider are decidable, while for normed spaces, only the most trivial example, namely the theory of a 1-dimensional space, is decidable. The undecidable normed space theories are not recursively axiomatizable or even arithmetical, as we will see by constructing primitive recursive reductions of the set of truths of second-order arithmetic to these theories. In fact, if we restrict to normed spaces of finite dimension, the normed space theories have the same degree of unsolvability (many-one degree) as second-order arithmetic, while for arbitrary dimensions, the normed space and Banach space theories are many-one equivalent to the set of true \(\Pi^2_1\) sentences in third-order arithmetic.

Normed spaces and inner product spaces are vector spaces with a metric that relates nicely to the algebraic structure. We therefore consider metric spaces as a source of motivating examples and for their own interest. The theory MS of metric spaces is known to be undecidable [Kutz et al. 2003]. We give an alternative proof which shows that the theory is not arithmetical.

We obtain positive decidability results for normed spaces by restricting the use of quantifiers: rather trivially, the set of valid purely existential sentences is decidable, but much more interestingly, so is the set of valid purely universal sen-
The decision procedure for the purely universal case is via a computational process which (at least in principle) produces a concrete counter-example in the shape of an explicit norm on $\mathbb{R}^n$ for some $n$ which fails to satisfy a given invalid sentence. This algorithm has been implemented in the special case where multiplication is not allowed. For metric spaces, we do even better: the set of valid $\forall \exists$ sentences is decidable, as we see using an analogue of the Bernays-Schönfinkel decision procedure for valid $\forall \exists$ sentences in a first-order language with no function symbols. However, by reducing satisfiability for quantifier-free formulas of arithmetic to the dual satisfiability problem, we will find that validity for the $\exists \forall$ fragment is undecidable for both metric spaces and normed spaces, as is validity for the $\forall \exists$ fragment for normed spaces. Finding other useful decidable fragments is an interesting challenge.

The structure of the sequel is as follows:

Section 2 introduces notation and terminology and then gives some preliminary observations and results. We assume that the reader is acquainted with the concept of a many-sorted first-order language as described, for example, in the book by Manzano (1996). However, with the aim of making the material accessible to readers without a professional mathematics background, we review many of the ideas from vector algebra and affine geometry that we will use. We then make some initial observations on the possibilities for decision procedures in the theories of interest. This leads on to a number of examples showing the expressive strength of the language of normed spaces compared with the language of inner product spaces. For example, while we will later prove that a first-order property of inner product spaces that holds in all finite dimensional spaces holds in any inner product space, there are very simple first-order properties of normed spaces that only have infinite-dimensional models. The section concludes with a proof that there are first-order properties that hold in all Banach spaces but not in all normed spaces.

Section 3 introduces our basic method for proving undecidability in a language equipped with a sort whose intended interpretation is the real numbers. The method is to exhibit a structure $\mathcal{M}$ for the language and a formula $N(x)$ with the indicated free variable of the real sort which holds in the structure iff $x$ is interpreted as a natural number. If such a structure $\mathcal{M}$ exists, the method provides a reduction of the set of truths of second-order arithmetic to the set of sentences that hold in any class of structures containing $\mathcal{M}$. Thus the method shows that a theory for which such a structure $\mathcal{M}$ exists is not even arithmetical.

Section 4 applies the method of the previous section to the case of metric spaces, which gives a new proof that the first-order theory of a metric space is
undecidable. Here we also give a decision procedure for (a superset of) the \( \forall \exists \) fragment of the theory of metric spaces and show that this is the best possible result of its type by reducing the satisfiability problem for Diophantine equations to \( \forall \exists \) satisfiability for metric spaces.

Section 5 gives the main undecidability results for normed spaces and Banach spaces: it turns out that in every dimension \( d \geq 2 \) we can apply the methods of section 3 and prove undecidability of the corresponding theories of normed spaces and Banach spaces, even for the purely additive fragments where multiplication is disallowed. This section concludes with a more detailed investigation into the degrees of unsolvability of these theories: the theories for spaces of finite dimension \( d \geq 2 \) turn out to have the same many-one degree as the set of truths in second-order arithmetic, while if we allow infinite-dimensional spaces, the theories have the same many-one degree as the set of true \( \Pi^2_1 \) sentences in third-order arithmetic.

In section 6, we turn to inner product spaces and find that they are quite tractable: the key result implies that a sentence holds in every space of dimension \( d \geq k \) iff it holds in \( \mathbb{R}^k \) where \( k \) is the number of distinct vector variables in the sentence. From this we find that the theories of inner product spaces and Hilbert spaces with various dimensional constraints can all be decided via a simple reduction to the first order theory of the reals.

Section 7 complements our investigation with some results on decidable fragments of the normed space theory analogous to the decidability results for metric spaces in section 4. The purely existential fragment admits a very simple reduction to the first-order language of the reals. The purely universal fragment is also decidable via a more sophisticated method.

Again these results are the best possible of their type: in section 8, we give reductions of satisfiability for Diophantine equations to both the \( \forall \exists \) and the \( \exists \forall \) satisfiability problems for normed spaces.

Finally, section 9 gives some concluding remarks and pointers to related work.

The genesis of this paper was a question about decision procedures for vector spaces asked several years ago of Solovay by Harrison, and quickly answered with the first proofs of decidability and quantifier elimination for inner product spaces. Some time later, Harrison became interested in corresponding questions for the theory of normed spaces and implemented a decision procedure for the universal additive theory. Arthan conjectured, however, that the full theory of normed spaces is undecidable. On hearing this conjecture, Solovay rapidly proved it and precisely characterized the theory as many-one equivalent to the fragment of third-order arithmetic discussed below. Arthan refined these results to cover finite-dimensional spaces, purely additive theories and formulas with limited quantifier
alternations, while Harrison extended the decidability to the full universal theory and has done further practical work on implementations. All hands have contributed to the numerous improvements leading to the present account.

2. The languages and their interpretation

We will study sublanguages of a 2-sorted first-order language $\mathcal{L}$ that provides a full repertoire of first-order features for work in a Hilbert space. $\mathcal{L}$ includes the operations of a vector space equipped with an inner product and the induced norm and metric. We introduce the full language $\mathcal{L}$ first and then identify sublanguages: $\mathcal{L}_V$ for vector spaces, $\mathcal{L}_M$ for metric spaces, $\mathcal{L}_N$ for normed spaces and $\mathcal{L}_I$ for inner product spaces.

2.1. Sorts

The two sorts in $\mathcal{L}$ are as follows:

1. $\mathcal{R}$ — scalars
2. $\mathcal{V}$ — vectors or points

The variables and constants in our many-sorted languages all carry a label indicating their sort. In $\mathcal{L}$, we adopt the familiar convention of bold font ($x, y, 0$, etc.) for vectors or points and regular font ($x, y, 0$, etc.) for scalars. If we need to write sort labels explicitly, we will use superscripts, e.g., $x^N$ will be a variable of the natural number sort in second-order arithmetic.

2.2. Language

We describe here the constant, function and predicate symbols of $\mathcal{L}$ and then define important sublanguages in later sections. Following mathematical custom, we overload many of the arithmetic operations like ‘+’ for both scalars and vectors, but this should not cause confusion given that our notation distinguishes vector variables and constants from their scalar counterparts. $\mathcal{L}$ has the following constants and function symbols:

1. Scalar constants $n$ for all rational numbers $n$.
2. Addition ($x + y$), negation ($-x$) and multiplication ($xy$) of scalars.
3. The zero vector or origin, $0$.
4. Addition ($x + y$) and negation ($-x$) of vectors.
5. Multiplication of a scalar and a vector, with type $\mathcal{R} \times \mathcal{V} \rightarrow \mathcal{V}$. We write the product of a scalar $c$ and vector $x$ as $cx$. 
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6. The inner (dot) product of vectors, with type $V \times V \to R$. We write the inner product of vectors $x$ and $y$ as $\langle x, y \rangle$.

7. The norm operation on vectors, with type $V \to R$. We write $\|x\|$ for the norm of a vector $x$.

8. The distance function for metric spaces, with type $V \times V \to R$. We write $d(x, y)$ for the distance between $x$ and $y$.

We will also use the usual shorthands such as $x - y$ (for $x + (-y)$), $x^2$ (for $xx$) and $v/2$ (for $(1/2)v$). Nothing of substance would change if we also added a multiplicative inverse operation. However, it can always be eliminated if necessary. In any case, if a multiplicative inverse is to be included, adapting the results of this paper is much more straightforward and efficient if $0^{-1}$ has a specific known value.

The predicate symbols are:

1. Equality $v = w$ of vectors.
2. All the usual equality and inequality comparisons for scalars: $x = y$, $x < y$, $x \leq y$, $x > y$, $x \geq y$.

We use $|x|$ as a shorthand for the absolute value of $x$: $P(|x|)$ stands for $x \geq 0 \land P(x) \lor x < 0 \land P(-x)$.

2.3. Interpretation

All the languages considered here include a symbol for equality for every sort and this is to be interpreted as actual equality in any structure. For sublanguages of $\mathcal{L}$, unless otherwise stated, we require the sort $R$ and the symbols for the field operations and the ordering to be interpreted as the ordered field of real numbers. Thus all the first-order properties of $R$ form part of the theory while we may make free use of higher-order properties such as completeness when we reason about it.

2.3.1. Vector spaces

The language $\mathcal{L}_V$ of vector spaces has the scalar constant, function and predicate symbols together with addition, negation and scalar multiplication for vectors. A vector space is a structure for this language satisfying the vector space axioms listed below. These state that the vectors form an Abelian group on which the field of scalars acts a ring of homomorphisms:

- $\forall u \, \forall v \, \forall w \cdot u + (v + w) = (u + v) + w$
• \( \forall v \ w \cdot v + w = w + v \)
• \( \forall v \cdot 0 + v = v \)
• \( \forall v \cdot -v + v = 0 \)
• \( \forall a \ v \ w \cdot a(v + w) = av + aw \)
• \( \forall a \ b \ v \cdot (a + b)v = av + bv \)
• \( \forall v \cdot 1v = v \)
• \( \forall a \ b \ v \cdot (ab)v = a(bv) \).

The simplest example of a vector space comprises the single element \( 0 \) and is called \( 0 \). One can define a vector space structure component-wise on the set \( \mathbb{R}^n \) of \( n \)-tuples of real numbers, and \( 0 \) can be considered the degenerate case \( n = 0 \). The space \( \mathbb{R}^n \) contains the standard basis \( \{e_1, \ldots, e_n\} \):

- \( e_1 = (1, 0, 0, \cdots, 0) \)
- \( e_2 = (0, 1, 0, \cdots, 0) \)
- \( \cdots \)
- \( e_n = (0, 0, 0, \cdots, 1) \).

A fundamental result is that every vector space \( V \) has a basis, i.e., a set of vectors \( B \) such that \( (i) \) any vector \( x \in V \) can be represented as a linear combination \( x = x_1b_1 + \ldots + x_mb_m \) for some \( m \in \mathbb{N}, x_i \in \mathbb{R} \) and \( b_i \in B \) (\( B \) spans \( V \)) and \( (ii) \) this representation is unique (\( B \) is linearly independent). The standard basis \( \{e_1, \ldots, e_n\} \) is indeed a basis for \( \mathbb{R}^n \). Any two bases of a vector space \( V \) have the same cardinality called the dimension of \( V \) and we will write \( \text{dim}(V) = n \) if \( V \) has a finite basis with \( n \) elements, otherwise we write \( \text{dim}(V) = \infty \).

A subspace of a vector space is a substructure that also interprets \( \mathbb{R} \) as the field of all real numbers. A subspace is automatically a vector space, since the vector space axioms are purely universal. An analogous definition applies to all our notions of a “space”, a subspace being given by any subset of the vectors or points that is closed under all relevant operations. Two subspaces \( U \) and \( W \) of a vector space \( V \) are said to be complementary if every \( v \in V \) can be written uniquely as \( v = u + w \) with \( u \in U \) and \( w \in W \), in which case the dimension of \( W \) depends only on \( U \) and \( V \) and is said to be the codimension of \( U \) in \( V \). Any subspace of a vector space has at least one complementary subspace.
If \( A \) is any set, the set \( A \to \mathbb{R} \) of all real-valued functions on \( A \) becomes a vector space if one defines \((f + g)(a) = f(a) + g(a)\) and \((xf)(a) = xf(a)\). Taking \( A = \mathbb{N} \), the elements of \( A \to \mathbb{R} \) are sequences of real numbers and we define \( \mathbb{R}^* \) to be the subspace comprising sequences \((x_0, x_1, \ldots)\) whose support \( \{n \mid x_n \neq 0\} \) is finite. This space is infinite-dimensional since the unit vectors \((0, \ldots, 0, 1, 0, \ldots)\) are linearly independent. Identifying the \( n \)-tuple \((x_1, \ldots, x_n)\) with the sequence \((x_1, \ldots, x_n, 0, \ldots)\), \( \mathbb{R}^* \) can be viewed as the union of the spaces \( \mathbb{R}^n \) for \( n \in \mathbb{N} \).

Many useful geometric notions can be defined just in terms of the vector space operations, without any need for the norm or inner product. If \( v \) and \( w \) are distinct vectors, the affine line passing through them comprises the set of points that can be written as linear combinations \( av + bw \) where \( a + b = 1 \). The points of this form with \( a, b \geq 0 \) comprise the closed line segment \([v, w]\), while those with \( a, b > 0 \) form the open line segment \((v, w)\). We say the line segment \([v, w]\) is parallel to a subspace \( W \) iff, for some \( u \), \([u + v, u + w]\) is contained in \( W \).

A set of vectors \( A \) is said to be convex if it contains the line segment connecting any two of its points. Following the convention that quantifiers have lower precedence than propositional operators (so the scope of a quantifier extends as far to the right as possible), we express this formally as follows:

\[
\forall v, w \cdot v \in A \land w \in A \Rightarrow \forall a, b \cdot 0 \leq a \land 0 \leq b \land a + b = 1 \Rightarrow av + bw \in A.
\]

If \( A \) is any set of vectors, its convex hull, \( \text{conv}(A) \), is the smallest convex set containing \( A \) (this is well-defined because the intersection of any family of convex sets is convex). \( \text{conv}(A) \) comprises all the convex combinations of elements of \( A \), i.e., all finite sums \( a_1 a_1 + \ldots + a_m a_m \) where \( a_i \geq 0, a_i \in A \ (i = 1, \ldots, m) \), \( a_1 + \ldots + a_m = 1 \) and \( m \geq 1 \). If \( A \) is a finite set with \( n \) elements and if no element of \( A \) can be written as a convex combination of other elements of \( A \), then \( \text{conv}(A) \) is said to be an \((n - 1)\)-simplex and the points of \( A \) are its vertices. So, for example, a 1-simplex is a closed line segment while a 2-simplex is a triangle.

2.3.2. Metric Spaces

The language \( \mathcal{L}_M \) of metric spaces has all the scalar constant, function and predicate symbols together with the metric \( d(\_, \_) \) as the only function symbol involving the point type \( V \). A metric space is a structure for this language satisfying the metric space axioms listed below: positive definiteness, symmetry and the triangle inequality.

- \( \forall x, y \cdot d(x, y) \geq 0 \land (d(x, y) = 0 \leftrightarrow x = y) \)
\[\forall x \ y \cdot d(x, y) = d(y, x)\]

\[\forall x \ y \ z \cdot d(x, z) \leq d(x, y) + d(y, z).\]

A metric space is said to be **complete** if every Cauchy sequence converges. Unsurprisingly, it turns out to be impossible to capture this notion by first-order axioms in our language (see theorem 1), but if we allow quantification over infinite sequences of points, we can express it as follows, where \(x\) ranges over such sequences:

\[\forall x \cdot (\forall \epsilon \cdot \epsilon > 0 \Rightarrow \exists N \cdot \forall m \ n \cdot m \geq N \land n \geq N \Rightarrow d(x(n), x(m)) < \epsilon)\]

\[\Rightarrow \exists l \cdot \forall \epsilon \cdot \epsilon > 0 \Rightarrow \exists N \cdot \forall n \cdot n \geq N \Rightarrow d(x(n), l) < \epsilon.\]

### 2.3.3. Normed spaces

The language \(\mathcal{L}_N\) of normed spaces includes all the symbols of the language \(\mathcal{L}_V\) of vector spaces together with a norm \(\|\cdot\|\). A metric \(d\) may also be used as a notational convenience (see below). A normed space is a structure for this language that satisfies the axioms for a vector space together with the axioms for norms listed below: positive definiteness, scaling and the triangle inequality:

- \(\forall v \cdot \|v\| \geq 0 \land (\|v\| = 0 \Leftrightarrow v = 0)\)
- \(\forall a \ v \cdot \|av\| = |a|\|v\|\)
- \(\forall v \ w \cdot \|v + w\| \leq \|v\| + \|w\|\).

As a function from the space to the real numbers the norm is continuous with respect to a topology defined by the *induced metric*: \(d(v, w) = \|v - w\|\). This will be a very useful fact in our later arguments. The continuity of the norm at the point \(v\) can be expressed in our first-order language as follows:

\[\forall \epsilon \cdot \epsilon > 0 \Rightarrow \exists \delta \cdot \delta > 0 \land \forall w \cdot \|w\| < \delta \Rightarrow |(\|v + w\| - \|v\|)| < \epsilon.\]

A **Banach space** is a normed space that is also metrically complete, i.e., with respect to the induced metric, every Cauchy sequence converges. As with metric spaces, we shall prove later that it is impossible to capture this by first-order axioms in our language (see theorem 1).

The usual euclidean norm on \(\mathbb{R}^n\) is defined by \(\|x\| = \sqrt{\sum_{i=1}^{n} x_i^2}\), but there are plenty of other possibilities satisfying the axioms, such as the 1-norm ("Manhattan distance") \(\|x\| = \sum_{i=1}^{n} |x_i|\) and the \(\infty\)-norm \(\|x\| = \max\{|x_i| \mid 1 \leq i \leq n\}\).
Similar norms can be defined on $\mathbb{R}^n$ by summing or maximizing over the support rather than from 1 to $n$. Other examples from functional analysis include the norm $\|f\| = \sup\{|f(x)| \mid x \in [a, b]\}$ on the Banach space of continuous functions $f : [a, b] \to \mathbb{R}$.

All norms on a finite-dimensional vector space, $V$, can be shown to be equivalent in the sense that if $||\cdot||_1$ and $||\cdot||_2$ are norms on $V$, then there are positive real numbers $s$ and $t$ such that for any $v \in V$, $\frac{1}{s}||v||_1 \leq ||v||_2 \leq t||v||_1$. Although this implies that many properties of interest, in particular topological ones, are independent of the norm, we shall see that there are very great differences in the general first-order properties satisfied by different norms on the same finite-dimensional vector space.

Each norm defines a corresponding unit circle $S = \{x \mid ||x|| = 1\}$ and a unit disc $D = \{x \mid ||x|| \leq 1\}$. In spaces of higher dimension we also sometimes refer to $S$ and $D$ as the unit sphere and unit ball respectively. For the usual euclidean norm $||(x_1, x_2)|| = \sqrt{x_1^2 + x_2^2}$ on $\mathbb{R}^2$, $S$ and $D$ are indeed a circle and a disc respectively. However many other shapes are possible, e.g. for the $\infty$-norm on $\mathbb{R}^2$, $D$ is a square. However, $D$ is always a convex set: if $x$ and $y$ are in $D$ then $||ax + by|| \leq ||a||x|| + ||b||y|| = |a||x|| + |b||y|| \leq |a| + |b|$, and if $a, b \geq 0$ with $a + b = 1$ we have $|a| + |b| = 1$. $D$ is also always symmetric about the origin in the sense that $v \in D$ iff $-v \in D$. As $D$ is convex and $S \subseteq D$, any convex combination of unit vectors (i.e., members of $S$) has norm at most 1.

Conversely, it is often convenient to define a norm by nominating a suitable set as its unit disc $D$ and defining the norm by taking $||x||$ to be the smallest non-negative real number $\lambda$ such that for some $d \in D$ one has $\lambda d = x$. Provided the set $D$ is convex and meets every line through the origin in a closed line segment $[-v, v]$ where $v \neq 0$, this is well-defined and satisfies the norm properties. For example, if $x = ||x||d$ and $y = ||y||e$ for $d, e \in D$ then

$$x + y = (||x|| + ||y||)(\frac{||x||}{||x|| + ||y||}d + \frac{||y||}{||x|| + ||y||}e)$$

and since by convexity $(\frac{||x||}{||x|| + ||y||}d + \frac{||y||}{||x|| + ||y||}e) \in D$, we have $||x + y|| \leq ||x|| + ||y||$, i.e., the triangle inequality holds.

Under the euclidean norm, the unit circle meets any affine line in at most two points. However, there are many interesting norms for which this is not the case: in the $\infty$-norm in $\mathbb{R}^2$, for example, the unit circle comprises the union of four line segments. In working with such norms, it is useful to note that if $L$ is an affine line, then $L \cap D$, the set of points on $L$ of norm at most 1, is a bounded
convex subset of $L$ whose endpoints are contained in $S$. So if $L \cap D$ is non-empty, either $L \cap D = L \cap S = \{a\}$ for some $a$ with $||a|| = 1$, or $L \cap D = [a, b]$ for some distinct $a, b$ with $||a|| = ||b|| = 1$. In the latter case, either $L \cap D \subseteq S$, i.e., $||x|| = 1$ for every $x \in [a, b]$, or $L \cap S = \{a, b\}$ and $||x|| < 1$ for every $u \in (a, b)$. In particular, the condition $||v|| = ||w|| = ||(v + w)/2|| = 1$ implies that $[v, w] \subseteq S$.

More generally, let $v_1, \ldots, v_n$ be the vertices of an $(n - 1)$-simplex, $\Delta$, and let $u = a_1 v_1 + \ldots + a_n v_n$ be any proper convex combination of the $v_i$, i.e., $a_i > 0$, $i = 1, \ldots, n$, and $a_1 + \ldots + a_n = 1$. Then $\{u, v_1, \ldots, v_n\} \subseteq S$ implies that $\Delta \subseteq S$, i.e., $||u|| = ||v_1|| = \ldots = ||v_n|| = 1$ implies that $||x|| = 1$ for every $x \in \Delta$. To see this, first note that $\Delta \subseteq D$ because a convex combination of unit vectors has norm at most 1. For $1 \leq i \leq n$, let $L_i$ be the affine line passing through $u$ and $v_i$ and let $\Delta_i$ be the $(n - 2)$-simplex whose vertices are $v_1, \ldots, v_i-1, v_{i+1}, \ldots, v_n$. $L_i$ meets $\Delta_i$ at a point $u_i$, say, that must be a proper convex combination of the vertices of $\Delta_i$. Since $v_i$ and $u$ are unit vectors and $u$ lies on the open line segment $(u_i, v_i)$, we have $||u_i|| \geq 1$. Then as $u_i \in \Delta \subseteq D$, $||u_i|| = 1$ and so, by induction, $\Delta_i \subseteq S$. Let $x$ be any point of $\Delta$. As $\Delta \subseteq D$, to show that $||x|| = 1$, it suffices to show that $||x|| \geq 1$. If $x = u$, then $||x|| = 1$ by assumption. So assume $x \neq u$. For some $i$, the half-line starting at $x$ and passing through $u$ meets the $(n - 2)$-simplex $\Delta_i$ at a point $w$. As $w$ and $u$ are both unit vectors and $u$ lies on the open line segment $(x, w)$, we find $||x|| \geq 1$ completing the proof. As a special case we have that if the unit vectors $v_1, \ldots, v_n$ are the vertices of an $(n - 1)$-simplex $\Delta$, then $\Delta \subseteq S$ iff the barycentre $\frac{1}{n}(v_1 + \ldots + v_n)$ is a unit vector. Note that this gives a considerable economy from a logical point of view: we can assert $\Delta \subseteq S$ without using any quantifiers or scalar variables.

2.3.4. Inner product spaces

The language $\mathcal{L}_I$ of inner product spaces includes all the symbols of the language $\mathcal{L}_V$ of vector spaces together with an inner product $\langle \cdot, \cdot \rangle$. A norm may also be used as a notational convenience (see below). An inner product space satisfies the axioms for a vector space together with the axioms asserting that inner product is a positive definite symmetric bilinear form, which means:

- $\forall v \ w. \ \langle v, w \rangle = \langle w, v \rangle$
- $\forall u \ v \ w. \ \langle u + v, w \rangle = \langle u, w \rangle + \langle v, w \rangle$
- $\forall a \ v \ w. \ \langle av, w \rangle = a \langle v, w \rangle$
\[
\forall v \cdot \langle v, v \rangle \geq 0 \land (\langle v, v \rangle = 0 \iff v = 0).
\]

For example, \(n\)-dimensional euclidean space is \(\mathbb{R}^n\) equipped with the inner product \(\langle x, y \rangle = \sum_{i=1}^{n} x_i y_i\). Note that \(\langle x, x \rangle = \|x\|^2\) for the euclidean norm, and in general given any inner product we define the induced norm by \(\|x\| = \sqrt{\langle x, x \rangle}\).

A Hilbert space is an inner product space that is also complete for the induced norm. Any finite-dimensional inner product space is a Hilbert space. The vector space of sequences \(x : \mathbb{N} \to \mathbb{R}\) such that the sum \(\sum_{i=0}^{\infty} x_i^2\) is convergent is an infinite-dimensional Hilbert space under an inner product defined by \(\langle x, y \rangle = \sum_{i=0}^{\infty} x_i y_i\). This Hilbert space, called \(l_2\), is one of many Hilbert spaces that occur naturally in functional analysis. The vector space \(\mathbb{R}^*\) of finitely-supported sequences viewed as a subspace of \(l_2\) gives an example of an incomplete inner product space.

If \(u\) and \(v\) are elements of an inner product space \(V\), we say \(v\) is orthogonal to \(u\) if \(\langle u, v \rangle = 0\). If \(u\) is non-zero then the set \(W\) of all vectors orthogonal to \(u\) forms a subspace \(W\) of \(V\) called the orthogonal complement of \(u\). Every element \(v\) of \(V\) can be written uniquely in the form \(v = au + w\) where \(w\) is a member of \(W\).

### 2.4. Additive sublanguages

The so-called linear fragment of real arithmetic admits a very simple quantifier elimination procedure (Hodes, 1972; Ferrante and Rackoff, 1975) and enjoys many other pleasant properties. Here “linear” means that the multivariate polynomials that are the terms of the language are restricted to have total degree at most one. To define an analogous notion for \(\mathbb{L}\) (or any of its sublanguages or extensions thereof by the addition of extra vector constants), we say a term or formula is additive if the left operand of every subterm of the form \(xy\), \(xv\) or \(\langle v, w \rangle\) is a constant. In \(\mathbb{L}\) itself, which has only rational scalar constants and the vector constant \(0\), an additive formula is equivalent to one in which multiplication and inner product do not occur. We write \(\mathbb{L}^+\) for the additive sublanguage of \(\mathbb{L}\) and make free use of rational constants when we work in it, writing for example \(q = (p + r)/2\) to indicate that \(q\) is the midpoint of the line between \(p\) and \(r\) rather than \(q + q = p + r\).

Unless otherwise stated, in a structure for one of the additive sublanguages, we will require the sort \(\mathcal{R}\), the symbols for the additive group operations and the ordering to be interpreted as the ordered additive group of real numbers with the rational number constants interpreted accordingly.
2.5. Initial observations on decidability

The principal results of this paper are connected with decidability or undecidability for the various 2-sorted languages introduced above. We now make some initial observations about the possibilities for decision procedures, e.g., via quantifier elimination, and about the interrelations among the decision problems for the languages.

2.5.1. Reductions among decision problems

Recall that every vector space \( V \) has a basis, i.e., a subset \( B \) such that any vector \( x \in V \) can be written uniquely as a sum \( \sum_{b \in B} x_b b \) (where all but finitely many \( x_b \) are zero). Given any basis we can regard the scalar coefficient \( x_b \) as the “\( b^{th} \) coordinate” of \( x \), define \( \langle x, y \rangle = \sum_{b \in B} x_b y_b \) and show that this satisfies the inner product properties. Thus every vector space can be made into an inner product space; in logical parlance, this implies that the theory of inner product spaces is a conservative extension of the theory of vector spaces:

A formula using neither the inner product nor norm operation holds in all vector spaces [optionally with constraints on the dimension] iff it holds in all inner product spaces [with corresponding constraints].

As noted already, in any inner product space we can define \( \|x\| = \sqrt{\langle x, x \rangle} \) and this satisfies the norm properties, so any model of the inner product space axioms immediately gives a model of the normed space axioms. The converse is not true, i.e. not every normed space is an inner product space. (See the remarks at the end of section 6 for a more quantitative statement on this topic). However if a normed space is derived from an inner product as above, the inner product can be recovered from the norm, e.g. by \( \langle x, y \rangle = \frac{1}{2}(\|x + y\|_N^2 - \|x\|_N^2 - \|y\|_N^2) \).

Let \( I \) be a sentence in the language \( \mathcal{L}_I \) of inner product spaces asserting that \( \langle \cdot, \cdot \rangle \) satisfies the inner product axioms. Given any formula \( P \) in \( \mathcal{L}_I \), let \( P^* \) be the corresponding formula in the language \( \mathcal{L}_N \) of normed spaces where each term \( \langle a, b \rangle \) is replaced by \( (\|a + b\|^2 - \|a\|^2 - \|b\|^2)/2 \). If \( M \) is an inner product space in which \( P \) holds, then \( I \land P \) holds in \( M \). In that case \( I^* \land P^* \) holds in the normed space \( N \) derived from \( M \) by defining \( \|x\|_N = \sqrt{\langle x, x \rangle}_M \). Conversely, if \( I^* \land P^* \) holds in a normed space \( N \), then setting \( \langle x, y \rangle_M = (\|x + y\|_N^2 - \|x\|_N^2 - \|y\|_N^2)/2 \) makes \( N \) into an inner product space, \( M \) say, in which \( P \) holds. Both these constructions preserve dimensions and completeness and so restating in terms of validity, we have:
A sentence \( P \) in the language of inner product spaces holds in all inner product spaces [with or without constraints on the dimension and with or without the requirement for completeness] iff the sentence \( I^* \Rightarrow P^* \) (as defined above) holds in all normed spaces [with or without corresponding limitations].

This establishes that the decision problem for normed spaces is at least as general as the decision problem for inner product spaces, which in turn is at least as general as the decision problem for vector spaces. It will emerge in what follows that the decision problem for normed spaces is in fact dramatically harder than the other two. Intuitively, one might see this as expressing the fact that one has freedom to describe very “exotic” norms, whereas the freedom to define inner products is more constrained.

2.5.2. Possibility of quantifier elimination

It is not hard to see that we cannot have quantifier elimination in the basic language we are considering, for any of the vector space theories. For if so, any closed formula would be equivalent to a ground formula. Now the vector-valued subterms in a ground formula are formed from 0 using addition and scalar multiplication and so evaluate to 0 in any model. Thus the truth of a ground formula is independent of the space in which it is interpreted. So quantifier elimination would imply completeness, that all models are elementarily equivalent. This is certainly not the case however: we can write down formulas expressing properties of the dimension and/or the norm. For example, the dimension is finite and \( \leq n \) iff there is a spanning set of at most \( n \) vectors:

\[
\exists v_1 \ldots v_n \cdot \forall w \cdot \exists a_1 \ldots a_n \cdot a_1 v_1 + \cdots + a_n v_n = w.
\]

However we will see in section 6 that if these sentences \( D_{\leq n} \) are treated as atomic predicates, there is a full quantifier elimination algorithm for vector spaces and for inner product spaces. This allows us to decide validity in all vector spaces or all those with a specific restriction on the dimension. Moreover, it implies the existence, for any formula \( P \) in this theory, of a bound \( k \) such that \( P \) holds in all vector (or inner product) spaces iff it holds in all those of dimension \( k \). In other words, if a formula \( P \) in the language of inner product spaces is satisfiable, it is satisfiable in an inner product space of a specific finite dimension.

If we turn to normed spaces, however, the situation changes dramatically. We will see in section 5 that the theory is undecidable, so no algorithmically useful quantifier elimination in an expanded language exists. We will show below
that there are satisfiable formulas that are satisfiable only in infinite-dimensional normed spaces. Moreover, quantifier elimination in the unexpanded language must even fail for purely additive formulas (no scalar multiplication or inner products, and scalar-vector multiplication only for integer constants), since we can for example express the fact that the dimension is \( \leq 1 \) by:

\[
\exists x \cdot \forall y \cdot \|y\| = 1 \Rightarrow y = x \lor y = -x
\]

and distinguish the 1-norm and 2-norm by:

\[
\forall x \cdot \|x\| = \|y\| \wedge \|x + y\| = \|x\| + \|y\| \Rightarrow x = y.
\]

(This holds for the euclidean norm in any number of dimensions, but fails in \( \mathbb{R}^2 \) with the 1-norm \( \|(x_1, x_2)\| = |x_1| + |x_2| \), as can be seen by setting \( x = (1, 0) \), \( y = (0, 1) \).)

2.5.3. Further expressiveness results for normed spaces

There are (purely additive) formulas in the language of normed spaces that are satisfiable yet have only infinite-dimensional models. To see this, define a 1-place predicate \( E(v) \) that holds iff \( v \) is a unit vector that is not the midpoint of the line connecting two distinct vectors in the unit disc, i.e., \( v \) is an extreme point of the unit disc:

\[
E(v) := \|v\| = 1 \wedge \forall u \cdot \|u\| \leq 1 \wedge \|w\| \leq 1 \wedge v = (u + w)/2 \Rightarrow u = w.
\]

Now consider the sentence \( \text{Inf} \) asserting that there exist non-zero vectors but that the unit disc has no extreme points:

\[
\text{Inf} := (\exists v \cdot v \neq 0) \land (\forall v \cdot \neg E(v)).
\]

The Krein-Milman theorem implies that the unit disc in a finite-dimensional normed space is the convex hull of its extreme points, so \( \text{Inf} \) cannot hold in finite dimensions. But the space \( \mathbb{R}^* \) considered above (sequences of real numbers with finite support under the \( \infty \)-norm) has a unit disc with no extreme points: given any unit vector \( v \), pick an \( n \) so that \( v_n = 0 \) and set \( u_n = -1, w_n = 1 \) and \( u_i = w_i = v_i \) for \( i \neq n \); then \( v = (u + w)/2 \). Hence \( \text{Inf} \) holds in \( \mathbb{R}^* \), so \( \text{Inf} \) is satisfiable but only has infinite-dimensional models.

It is also interesting to observe that using the norm, we can find purely additive sentences that are satisfiable, but only in certain models with a specific finite
dimension. In fact without using multiplication we can even characterize specific norms, e.g., the 1-norm and the euclidean norm on \( \mathbb{R}^n \).

To give these characterizations, we will write \( O(x, y) \) for \( \|x + y\| = \|x - y\| \), i.e. \( O(x, y) \) holds iff \( x \) is equidistant from \( y \) and \(-y\). Intuitively, this is intended as an approximation to the concept of orthogonality in an inner product space. Indeed, for a norm derived in the usual way from an inner product, this says exactly that \( \langle x, y \rangle = 0 \). In a general normed space, \( O(x, y) \) will not enjoy all the properties of orthogonality, and, in particular, the “orthogonal complement”, \( C_y := \{ x \mid O(x, y) \} \), need not be a subspace, as illustrated for the 1-norm on \( \mathbb{R}^2 \) in figure 1.

Figure 1: Examples of \( \{ x \mid O(x, y) \} \) in the 1-norm on \( \mathbb{R}^2 \)

Assume \( \|x + y\| < \|x - y\| \) for some \( x \) and \( y \) in some normed space \( V \), so that certainly \( x, y \neq 0 \). Let \( f(s) = \|sx + (2 - s)y\| - \|s(x - y)\| \) so that \( f(s) = 0 \) iff \( O(sx + (1 - s)y, y) \) holds. \( f(s) \) is a continuous function of \( s \) with \( f(0) = 2\|y\| > 0 \) and \( f(1) = \|x + y\| - \|x - y\| < 0 \). By the intermediate value theorem, \( f(t) = 0 \) for some \( t > 0 \). So \( x = ay + bz \), where \( a = \frac{t-1}{t} \), \( b = \frac{1}{t} \) and \( z = tx + (1 - t)y \). As \( f(t) = 0 \), \( O(z, y) \) holds. Similarly, if \( \|x + y\| > \|x - y\| \), we can also find \( z \) such that \( O(z, y) \) holds and \( x = ay + bz \) for some \( a \) and \( b \). Since \( \|x + y\| = \|x - y\| \) implies \( O(x, y) \), any \( x \in V \) can be written as a linear combination \( x = ay + bz \), where \( O(z, y) \), i.e., \( y \) and \( C_y \) span \( V \).

Now assume that for some \( y \neq 0 \), the set \( C_y \) is a subspace. Then if \( z \in C_y \), so also is \( bz \). Thus any \( x \in V \) can be written as \( ay + z \) where \( z \in C_y \) and as \( y \not\in C_y \), this representation is unique. Thus \( C_y \) has codimension 1 and \( y \) spans a complementary subspace. If \( z \in C_y \) and \( a \neq 0 \), then \( z/a \in C_y \) and we have \( \|ay + z\| = |a| \cdot \|y + z/a\| = |a| \cdot \|y - z/a\| = \|-ay + z|\). Thus, if \( C_y \) is a subspace, there is a (unique) linear isometry from \( V \) to itself that fixes \( C_y \) and maps \( y \) to \(-y\). For example, for \( y \neq 0 \) in \( \mathbb{R}^2 \) under the 1-norm, \( C_y \) is a subspace iff \( y \) lies on one of the coordinate axes, in which case \( C_y \) is the other axis and
reflection in it gives the linear isometry mapping \( y \) to \( -y \) (see figure [1]).

For any \( n \in \mathbb{N} \), there is a sentence \( P_n \) of \( L_N^+ \) which holds in a normed space iff there are vectors \( e_1, \ldots, e_n \) such that:

- \( ||e_i|| = 1 \) for each \( i \)
- \( O(e_i, e_j) \) for each \( i \neq j \)
- \( \forall v \cdot O(v, e_i) \land O(w, e_i) \Rightarrow O(v + w, e_i) \) for each \( i \)
- \( \forall v \cdot O(v, e_i) \Rightarrow O(\frac{1}{2}v, e_i) \) for each \( i \)
- \( \forall v \cdot O(v, e_1) \land \cdots \land O(v, e_n) \Rightarrow v = 0. \)

I claim that in any model \( V \) of \( P_n \), the set \( W_i = C_{e_i} = \{ x \mid O(x, e_i) \} \) is a subspace, and hence, by the above remarks, a subspace of codimension 1. To see that \( W_i \) is indeed a subspace, note that, by induction, if \( O(v, e_i) \) holds then so does \( O(\frac{m}{2^k}v, e_i) \) for any integers \( m \) and \( k \), and so by continuity \( O(av, e_i) \) holds for all real \( a \). Now, setting \( V_0 = V \) and \( V_{i+1} = W_{i+1} \cap V_i \), we see that each \( V_{i+1} \) is a subspace of \( V_i \) of codimension 1. By the final hypothesis in our list, we must have \( V_{n+1} = 0 \), and so \( V \) must have dimension \( n \).

Moreover, if we add the additional property \( ||\frac{1}{n}(e_1 + \cdots + e_n)|| = 1 \), then the resulting sentence actually has a unique model up to isomorphism, namely \( \mathbb{R}^n \) with the 1-norm w.r.t. the usual basis \( \{ e_1, \ldots, e_n \} \). For, by the remarks at the end of section [2.3.3] these revised hypotheses imply that the \( (n-1) \)-simplex with vertex set \( \{ e_1, \ldots, e_n \} \) is contained in the unit sphere. Also, there is a linear isometry mapping \( e_i \) to \( -e_i \) and fixing the other basis elements, which means that each of the \( 2^n \) \( (n-1) \)-simplices with vertex sets \( \{ \pm e_1, \ldots, \pm e_n \} \) is contained in the unit sphere. It follows that the unit sphere is the generalised octahedron whose facets are these simplices and this is the unit sphere of the 1-norm w.r.t. the basis \( \{ e_1, \ldots, e_n \} \).

Many characterizations of inner product spaces amongst normed spaces have been discovered and rediscovered over the years, often based on abstractions of orthogonality (our “isosceles orthogonality” \( O(v, w) \) was apparently first considered in the 1940s by R.C. James). One characterization due to Aronszajn says that a normed space is an inner product space if the norms of two sides and of one diagonal of any parallelogram determine the norm of the other diagonal. (See [Mok (1996)] for a brief account of this result and a slight improvement on it, or see [Amir (1986)] for a systematic presentation of some 350 different characterizations.) Aronszajn’s theorem implies that if we add the following additional
hypothesis to our original $P_n$, we obtain a purely additive characterization of euclidean $n$-space:

$$\forall v_1 w_1 v_2 w_2 \cdot \|v_1\| = \|v_2\| \land \|w_1\| = \|w_2\| \land \|v_1 - w_1\| = \|v_2 - w_2\|$$

$$\Rightarrow \|v_1 + w_1\| = \|v_2 + w_2\|.$$ 

2.5.4. Completeness in Metric Spaces and Normed Spaces

In section 6 we will show that the theories of inner product spaces and of Hilbert spaces coincide. In this section we investigate the analogous question for metric spaces compared with complete metric spaces and for normed spaces compared with Banach spaces and find, by contrast, that for these theories the assumption of completeness does make a difference to the first-order theory.

Consider the following properties of a relation $R$ between the real numbers and a metric space $X$.

- $R$ is a partial function whose domain comprises positive numbers:

$$\forall x p q \cdot R(x, p) \land R(x, q) \Rightarrow x > 0 \land p = q.$$ 

- The domain of $R$ has no positive lower bound:

$$\forall \epsilon > 0 \cdot \exists x p \cdot x < \epsilon \land R(x, p).$$ 

- $R$ satisfies a form of the Cauchy criterion as its argument tends to 0:

$$\forall \epsilon > 0 \cdot \exists \delta > 0 \cdot \forall x y p q \cdot x < \delta \land y < \delta \land R(x, p) \land R(y, q) \Rightarrow d(p, q) < \epsilon.$$ 

- $R$ has no limit as its argument tends to 0:

$$\forall q \cdot \exists \epsilon > 0 \cdot \forall \delta > 0 \cdot \exists x p \cdot x < \delta \land R(x, p) \land d(p, q) \geq \epsilon.$$ 

Write $Q_R$ for the conjunction of the above properties and say $R$ represents a sequence, $s_n$, of points of $X$ if there is a strictly decreasing subsequence $x_n$ contained in the domain of $R$ such that $x_n$ tends to 0 as $n$ tends to $\infty$ and $R(x_n, s_n)$ for all $n$. Thus $Q_R$ implies that $R$ represents at least one Cauchy sequence but that no Cauchy sequence represented by $R$ has a limit, so that $Q_R$ cannot hold in a complete metric space. Moreover if $Q_R$ holds and $R$ is definable in some space $S$ by a formula $R(x, p)$ of the language of metric spaces, then the sentence asserting $\neg Q_R$ belongs to the theory of complete metric spaces but not to the
theory of metric spaces in general, since it does not hold in $S$. A similar argument applies to normed spaces and Banach spaces, the construction below being slightly complicated by the need for a parameter in the formula $R(x, v)$.

For the metric space case, consider the subset $M$ of the real plane comprising points $p_n = \left(\frac{1}{2^n}, 0\right)$ and circles $C_n$ of radius $\frac{1}{2^n+2}$ with centre $p_n$ for $n = 1, 2, \ldots$ (see figure 2). Taking $M$ as a metric space under the euclidean metric, the sequence $p_n$ is Cauchy but has no limit in $M$, since its limit in the plane is the origin, which is not in $M$. Define a predicate $P(x, p)$ as follows:

$$P(x, p) := (\exists q \cdot q \neq p \land d(p, q) = x) \land (\forall q \cdot q \neq p \Rightarrow d(p, q) \geq x).$$

I.e., $P(x, p)$ holds iff $p$ is an isolated point such that for some $q$, $x = d(p, q)$ is minimal for $q \neq p$, i.e., in $M$, iff $x = \frac{1}{2^n+2}$ and $p = p_n$ for some $n$, $q$ being any point of $C_n$. Thus $P(x, v)$ represents the divergent sequence $p_n$ and $Q_P$ holds in $M$ so that a first-order sentence asserting $\neg Q_P$ holds in all complete metric spaces but not in $M$.

For the normed space case, we start with the vector space $R^*$ of finitely non-zero sequences of real numbers, which we think of as the union of the finite dimensional spaces $R^n$. We will construct a normed space $Y$ by making modifications to the euclidean unit ball to make a certain divergent sequence representable. So until further notice we work with the euclidean metric on $R^*$ which we write as $d(x, y) = ||x - y||$. Also if $X$ is any non-empty subset of $R^*$, we write $d(v, X)$ for the distance between $v$ and $X$, i.e., the infimum of the numbers $d(v, x)$ as $x$ ranges over $X$.

If $v$ and $w$ are distinct, non-antipodal unit vectors (i.e., $||v|| = ||w|| = 1$ and $v \neq \pm w$), the great circle through $v$ and $w$ is defined to be the intersection of the unit sphere $S$ in $R^*$ and the plane through the origin spanned by $v$ and $w$. Writing $e_1, e_2, \ldots$ for the standard basis vectors, define a sequence of unit vectors $v_1, v_2, \ldots$ as follows:

$$v_1 = e_1$$
\[ v_{n+1} = \text{the unique point on the great circle through } v_n \text{ and } e_{n+1} \text{ such that } d(v_{n+1}, v_n) = \frac{1}{4^n} \text{ and } d(v_{n+1}, e_{n+1}) < d(v_n, e_{n+1}). \]

So each \( v_n \) lies in \( \mathbb{R}^n \setminus \mathbb{R}^{n-1} \) and of the two points on the great circle at distance \( \frac{1}{4^n} \) from \( v_n \), \( v_{n+1} \) is the one on the same side of \( \mathbb{R}^n \) as \( e_{n+1} \) in \( \mathbb{R}^{n+1} \).

It is a straightforward exercise in using the triangle inequality to prove the following bounds on the distance between two members of the sequence \( v_n \) (e.g., prove the upper bound first by induction on \( k \) and then derive the lower bound using the upper bound for \( d(v_{n+1}, v_{n+k}) \)).

\[
\frac{2}{3} \cdot \frac{1}{4^n} < d(v_n, v_{n+k}) < \frac{4}{3} \cdot \frac{1}{4^n} = \frac{1}{3} \cdot \frac{1}{4^n-1}
\]

These upper bounds show that the \( v_n \) form a Cauchy sequence. Also if \( \alpha \) is the angle between \( v_n \) and \( v_{n+1} \), one has that \( d(v_{n+1}, \mathbb{R}^n) = \sin(\alpha) \geq \sin(\frac{\alpha}{2}) = \frac{1}{2} d(v_n, v_{n+1}) = \frac{1}{2} \frac{1}{2^{2n}} \). Whence using the triangle inequality and the above bounds, we have \( d(v_{n+k}, \mathbb{R}^n) \geq (\frac{1}{2} - \frac{1}{3}) \frac{1}{2^{2n}} = \frac{1}{6} \frac{1}{4^n} \). It follows that a limit of the \( v_n \) could not belong to any \( \mathbb{R}^n \), and so the sequence \( v_n \) has no limit in \( \mathbb{R}^n \).

We have \( d(e_1, v_n) = d(v_1, v_n) < \frac{1}{3} \) implying the following bound for any \( m, n \geq 1 \).

\[
d(v_m, -v_n) > d(e_1, -e_1) - \frac{2}{3} = \frac{4}{3}
\]

Let \( O_n \) be the open disc with centre \( v_n \) and radius \( \frac{1}{2} \frac{1}{4^n} \). Our estimates imply that the sets \( O_1, -O_1, O_2, -O_2, \ldots \) have pairwise disjoint closures. Let \( E \) be the convex hull of the set \( A \cup \{v_1, -v_1, v_2, -v_2, \ldots\} \) where \( A \) is the set obtained from the (euclidean) unit disc \( D \) in \( \mathbb{R}^n \) by removing any points that are within \( \frac{1}{2} \frac{1}{4^n} \) of \( \pm v_n \), i.e., \( A = D \setminus \bigcup \{O_1, -O_1, O_2, -O_2, \ldots\} \).

\( E \) satisfies the conditions for a unit disc in a normed space. Let \( T \) be the unit sphere in this normed space, i.e., the boundary of \( E \). Writing \( S \) for the unit sphere in \( \mathbb{R}^n \), \( T \) comprises \( S \setminus \bigcup \{O_1, -O_1, O_2, -O_2, \ldots\} \) together with a set of truncated cones made up of line segments \( [\pm v_n, w] \) joining each \( \pm v_n \) to each (euclidean) unit vector \( w \) such that \( d(\pm v_n, w) = \frac{1}{2} \frac{1}{4^n} \). Since the closures of the sets \( \pm O_n \) are pairwise disjoint, the \( v_n \) are the only isolated extreme points of \( T \) and the points on the open line segments \( (\pm v_n, w) \) are the only points of \( T \) that are not extreme points. (All these claims are most easily seen by considering the possible ways in which \( T \) can intersect a plane through the origin).

Clearly, \( \frac{1}{2} D \subseteq E \subseteq D \). Thus writing \( \|\cdot\|_X \) for the norm with unit disc \( X \) (so \( \|\cdot\|_D \) is the euclidean norm), we have that our two norms are equivalent in the
sense that each is bounded by a constant multiple of the other:

\[ 2 \|v\|_D \geq \|v\|_E \geq \|v\|_D \geq \frac{1}{2} \|v\|_E. \]

As a consequence, under \( \|\cdot\|_E \), just as under the Euclidean norm, the \( v_n \) form a Cauchy sequence that has no limit in the normed space \( Y \) whose underlying vector space is \( \mathbb{R}^* \) and whose unit disc is \( E \). Now let \( R(x, v, e) \) be a formula in the language of normed spaces expressing the following properties:

(i) \( \|e - v\| < \frac{2}{3} \);
(ii) \( v \) is an isolated point in the set of extreme points of the unit disc;
(iii) there exists an extreme point \( w \neq v \) of the unit disc such that the line segment \([v, w]\) lies on the unit disc and \( x = \|w - v\| \).

In \( Y \), take \( e = e_1 = v_1 \), and let \( v \in Y \) and \( x \in \mathbb{R} \) be given, then, by our estimates and remarks above, conditions (i) and (ii) above are satisfied iff \( v \) is one of the \( v_n \) and then, condition (iii) is satisfied iff \( x = \|v - w\|_E \) where \( w \) is a (Euclidean) unit vector with \( \|v - w\|_D = \frac{1}{2} \frac{1}{4^n} \) and, in that case, one has:

\[ \frac{1}{4^n} = 2 \|v - w\|_D \geq \|v - w\|_E = x \geq \|v - w\|_D = \frac{1}{2} \cdot \frac{1}{4^n}. \]

We conclude that when the parameter \( e \) is interpreted by \( e_1 \), the relation defined in \( Y \) by \( R(x, v, e) \) represents the divergent sequence \( p_n \). Thus \( \exists e \cdot Q_R \) holds in \( Y \) and a sentence asserting \( \forall e \cdot \neg Q_R \) holds in all Banach spaces but does not hold in the normed space \( Y \).

In section 6, we shall prove that for every set of sentences \( A \) in the language of inner product spaces there is a subset \( D \) of \( \mathbb{N} \cup \{\infty\} \), such that an inner product space \( V \) is a model of \( A \) iff \( \dim(V) \in D \) (see corollary 33). So if \( A \) is any set of sentences in the language of metric spaces, then the class of metric space models of \( A \) cannot coincide with the class of complete metric spaces, since if that were the case then the inner product space models of \( A \) would comprise precisely the class of Hilbert spaces, but this is impossible since, if \( D \) is the set of dimensions associated with \( A \), either \( \infty \notin D \), so that \( A \) does not admit any infinite-dimensional Hilbert space as a model, or \( \infty \in D \), so that \( A \) admits every infinite-dimensional inner product space as a model and hence any incomplete inner product space is a model of \( A \) (incomplete spaces being necessarily infinite-dimensional). Essentially the same argument shows that no set of sentences in
the language of normed spaces can have the class of Banach spaces as its class of models.

Collecting together the results of this section gives us the following theorem.

**Theorem 1.** There are first-order sentences that hold in all complete metric spaces (resp. Banach spaces) but not in all metric spaces (resp. normed spaces). However, the class of complete metric spaces (resp. Banach spaces) is not an axiomatizable subclass of the class of metric spaces (resp. normed spaces). ■

### 3. On undecidability in languages with a sort for the reals

We will demonstrate the undecidability of various theories over languages containing a sort for the real numbers by showing how to interpret second-order arithmetic in them. In this section we describe a general procedure for doing this.

#### 3.1. Interpreting first-order arithmetic

Consider a first-order language $K$ that includes symbols for the field operations and the ordering relation on a sort $R$ whose intended interpretation is the ordered field $\mathbb{R}$, e.g., our language $\mathcal{L}_N$ for normed spaces. Let $\mathcal{M}$ be some class of structures for $K$ in which the sort $R$ has its intended interpretation, e.g., the class of all Banach spaces is such a class for $\mathcal{L}_N$.

Let a formula $N(x)$ of $K$ with one free variable of sort $R$ be given. The following sentence Peano holds in a structure $T$ in the class $\mathcal{M}$ iff in $T$, $N(x)$ defines the set $\mathbb{N} \subseteq \mathbb{R}$.

$$\text{Peano} \ := \ N(0) \land$$
$$ \ (\forall x \cdot N(x) \Rightarrow x \geq 0 \land N(x + 1)) \land$$
$$ \ (\forall x \ y \cdot N(x) \land N(y) \land x \neq y \Rightarrow |x - y| \geq 1).$$

Now take any sentence $P$ in the language of first-order arithmetic and reinterpret it as a sentence $P_N$ of $K$ by labelling all variables and constants in $P$ with sort $R$ and relativizing all quantifiers using the formula $N(x)$, i.e., replacing every subformula of the form $\exists x \cdot Q$ by $\exists x \cdot N(x) \land Q$ and every subformula of the form $\forall x \cdot Q$ by $\forall x \cdot N(x) \Rightarrow Q$.

I claim that if $\text{Peano}$ is satisfiable in $\mathcal{M}$, then $\text{Peano} \Rightarrow P_N$ holds in $\mathcal{M}$ iff $P$ holds in $\mathbb{N}$. For, in any structure with the intended interpretation of $\mathcal{R}$ in which $\text{Peano}$ holds, $P_N$ holds iff $P$ holds in $\mathbb{N}$. So if $\text{Peano}$ holds in some structure $T \in \mathcal{M}$, then $\text{Peano} \Rightarrow P_N$ holds in $T$ iff $P$ is true, iff $\text{Peano} \Rightarrow P_N$ holds in $\mathcal{M}$. Thus, if we can find a single model of the sentence $\text{Peano}$ in the class $\mathcal{M}$, then the
theory of \( \mathcal{M} \) must be undecidable, since a decision procedure for it would lead to a decision procedure for the set of truths of first-order arithmetic, contradicting Tarski’s theorem on the undefinability of truth.

This method of relativization is often used to show that extending decidable theories such as Tarski reals or Presburger arithmetic with a new uninterpreted unary function or predicate leads to undecidability ([Tarski et al., 1953; Downey, 1972]. Even though our \( N(x) \) is not just an uninterpreted unary predicate but rather a complex formula in a language with a constrained interpretation, we have to exhibit just one model of the characterizing sentence Peano in order to get a reduction of first-order arithmetic to the theory of the class \( \mathcal{M} \).

3.2. Interpreting second-order arithmetic

We will obtain still stronger undecidability results by observing that in a first-order theory of reals with a predicate for the natural numbers, one can interpret not only first-order arithmetic as we did above but even second-order arithmetic. This is “well-known” but since we know of no reference for it in the literature we will give the proof. The setting is as in the previous section with \( K \) a language including a sort \( \mathcal{R} \) for the reals with the usual operations and \( \mathcal{M} \) a class of structures for \( K \) in which these things have their intended interpretation.

First we will briefly describe second-order arithmetic; see, e.g., [Simpson, 1998] for more details. The language \( A^2 \) of second-order arithmetic is a 2-sorted language with a sort \( \mathcal{N} \) called “type 0” whose intended interpretation is the set of natural numbers \( \mathbb{N} \) and a sort \( \mathcal{P} \) called “type 1” whose intended interpretation is the set \( \mathcal{P}(\mathbb{N}) \) of all sets of natural numbers. The expressions are those of first-order arithmetic which have sort \( \mathcal{N} \) together with variables of sort \( \mathcal{P} \). Atomic formulas can be built from numeric terms by the usual predicates of first-order arithmetic, and also if \( t \) is a numeric term and \( A \) a set variable we can form the atomic formula \( t \in A \). Quantification is allowed over both numeric and set variables.

We have already seen how to interpret first-order arithmetic by relativizing quantifiers using the natural number predicate \( N(x) \). In order to interpret type 1 variables in the first-order theory of reals, we use the mapping taking a set \( A \) with characteristic function \( \chi_A \):

\[
\chi_A(n) = \begin{cases} 
1 & \text{if } n \in A \\
0 & \text{otherwise}
\end{cases}
\]

into the real number whose ternary expansion is determined by the values \( \chi_A(n) \):

\[
\#A = \sum_{n=0}^{\infty} \chi_A(n)/3^n.
\]
Note that a binary version of the same method would not give an injective map because of \(1.000\ldots = 0.111\ldots\) etc., and so would require workarounds like treating terminating expansions differently or encoding the function in even digits of the binary expansion. Using ternary, we can straightforwardly and unambiguously recover the set \(A\) from the number \(\#A\). Let \(h_n(x)\) be the value of the first \(n\) ternary digits of \(x\), considered as an integer, where the zeroth ‘digit’ is simply \([x]\):

\[
h_n(x) = [3^n x].
\]

Then defining

\[
d_n(x) = \begin{cases} h_0(x) & \text{if } n = 0 \\ h_n(x) - 3h_{n-1}(x) & \text{otherwise} \end{cases}
\]

we have \(d_n(\#A) = \chi_A(n)\). We will show below that the function \(d_n(x)\) is definable, or more precisely that we can find a formula \(D(n, x)\) of our language with two free variables whose interpretation corresponds to \(d_n(x) = 1\) in all standard models (i.e. those interpreting the real sort in the usual way).

Assume that \(T\) is a structure for the language \(K\) and that \(N(x)\) is a formula in \(K\) with the indicated free variable of sort \(\mathcal{R}\) which defines the natural numbers in \(T\), i.e., \(N(x)\) holds in \(T\) iff \(x\) is interpreted as a natural number. Then the relation \(D(n, x)\) can be defined in terms of \(N(x)\) using the following relational translations of the definitions given above, first for \(h_n(x)\):

\[
h_n(x) = l \iff N(n) \land N(l) \land \exists k. N(k) \land 3^n = k \land l \leq k \cdot x \land k \cdot x < l + 1
\]

then \(d_n(x)\):

\[
d_n(x) = y \iff N(n) \land N(y) \land \((n = 0 \land h_0(x) = y) \lor \exists m \ l \ k. N(m) \land N(l) \land N(k) \land n = m + 1 \land h_n(x) = l \land h_m(x) = k \land l = y + 3 \cdot k))
\]

and finally:

\[
D(n, x) \iff d_n(x) = 1.
\]

It remains to define the exponential relation \(3^n = k\) in \(K\), but this can be done by taking any of the usual definitions in the language of first-order arithmetic, e.g. the one given by Smullyan (1992), and translating into \(K\) using the numeric sort \(\mathcal{R}\) and its operations and relativizing with respect to the predicate \(N(x)\).
If we define:

\[ S(x) := x \geq 0 \land \forall y \cdot y \geq 0 \land (\forall n \cdot D(n, x) \iff D(n, y)) \Rightarrow x \leq y \]

then \( S(x) \) holds iff \( x = \# \{ n \in \mathbb{N} \mid D(n, x) \} \). Thus, we can interpret second-order arithmetic in \( K \) using \( D(n, x) \) to represent sets of natural numbers as real numbers and using \( S(x) \) to pick a canonical representative: given a formula \( P \) of second-order arithmetic, we take \( P^* \) to be the result of the following sequence of transformations:

1. Replace subformulas of the form \( \exists x^N \cdot Q \) by \( \exists x^R \cdot N(x^R) \land Q \) and subformulas of the form \( \forall x^N \cdot Q \) by \( \forall x^R \cdot N(x^R) \Rightarrow Q \);
2. Replace subformulas of the form \( \exists A^P \cdot Q \) by \( \exists A^R \cdot S(A^R) \land Q \) and subformulas of the form \( \forall A^P \cdot Q \) by \( \forall A^R \cdot S(A^R) \Rightarrow Q \);
3. Replace remaining occurrences of the sort labels \( N \) and \( P \) by \( R \);
4. Replace subformulas of the form \( t \in A \) by \( D(t, A) \).

Here recall that each variable and constant in our many-sorted language comprises a name labelled with a sort, which we write as a superscript, and note that there are no constants of sort \( P \). Now given a sentence \( P \) of second-order arithmetic, we may assume (up to a logical equivalence) that bound variables have been renamed if necessary so that no variable name appears in \( P \) with two different sorts and distinct variables remain distinct even after a relabelling that identifies two sorts. Assuming that \( N(x) \) does indeed define the natural numbers, we then find by induction on the structure of a formula in which no variable name appears with two different sorts that the sentence \( P \) is true iff \( P^* \) holds in the structure \( T \). The details of the induction are straightforward: in the inductive step for the type 1 quantifiers, one notes that by the discussion above, \( \# \) defines a 1-1 correspondence between \( P(\mathbb{N}) \) and the set of real numbers \( s \) such that \( S(s) \) holds.

**Theorem 2.** Let \( K \) be a (many-sorted) first-order language including a sort \( R \), constants \( 0 : R \) and \( 1 : R \) and function symbols \( +, \cdot : R \times R \rightarrow R \) whose intended interpretations form the field of the real numbers. Let \( M \) be some class of structures for \( K \) in which \( R \) and these symbols have their intended interpretations and let \( T \) be the theory of \( M \), i.e., the set of all sentences valid in every member of \( M \). If there is a formula \( N(x) \) of \( K \) with one free variable \( x \) of sort \( R \) such that in some structure \( T \) in the class \( M \), \( N(x) \) defines the set of natural numbers, then there is a primitive recursive reduction of second-order arithmetic to \( T \).
Proof: The reduction maps a sentence $P$ of second-order arithmetic to the sentence $P' := \text{Peano} \Rightarrow P^*$ where Peano is defined as above using the $N(x)$ that we are given by hypothesis and $P^*$ is the above translation of $P$ into the language $K$. By the discussion above, $P'$ is then valid in $M$ iff $P$ is true.

3.3. Interpretation in an additive theory

Since the linear theory of integer arithmetic is decidable (Presburger, 1930) we need multiplication in our language in order to interpret the full, undecidable theory, even though the characterizing formula Peano itself does not involve multiplication. But we will later want to show the undecidability of additive theories of metric and vector spaces where multiplication is not available. In some interesting cases we can construct a structure in which we can define not only the natural numbers but also the graph of the multiplication function $(x, y) \mapsto xy$. In order to interpret first-order arithmetic we only need to be able to define and characterize the multiplication of natural numbers. But to achieve the full reduction of second-order arithmetic, we require multiplication of arbitrary real numbers, since this is used in the formulas defining $h_n(x) = l$ and $d_n(x) = l$ above.

To make this programme work, we need an analogue Mult of the sentence Peano, asserting that a formula $M(x, y, z)$ with three free variables defines the multiplication relation $x \cdot y = z$ on reals. Let us define Mult as follows:

$$\text{Mult} := (\forall x \cdot y \cdot \exists! z \cdot M(x, y, z)) \land$$
$$ (\forall x \cdot y \cdot z \cdot M(x, y, z) \Rightarrow M(y, x, z)) \land$$
$$ (\forall y \cdot z \cdot M(0, y, z) \iff z = 0) \land$$
$$ (\forall y \cdot z \cdot M(1, y, z) \iff z = y) \land$$
$$ (\forall x \cdot y \cdot z_1 \cdot z_2 \cdot M(x_1, y, z_1) \land M(x_2, y, z_2) \Rightarrow$$
$$ M(x_1 + x_2, y, z_1 + z_2))) \land$$
$$ (\forall x \cdot y \cdot z \cdot \forall \varepsilon > 0 \cdot M(x, y, z) \Rightarrow \exists \delta > 0 \cdot \forall x' \cdot z'$$
$$ |x - x'| < \delta \land M(x', y, z') \Rightarrow |z - z'| < \varepsilon).$$

The first conjunct asserts that $M(x, y, z)$ does indeed define a function $f(x, y) = z$, and the second that $f(x, y) = f(y, x)$. The next three conjuncts ensure that this function coincides with multiplication in the case where $x$ is a natural number because they give $f(0, y) = 0$, $f(1, y) = y$ and $f(x + 1, y) = f(x, y) + y$. They also imply that this holds for $x \in \mathbb{Z}$, because $f(-x, y) + f(x, y) = 0$ and therefore $f(-x, y) = -f(x, y)$. Using the additivity property repeatedly we also see that for any real number $x$ and natural number $q > 0$ we have $f(x, y) = f(x/q + \cdots + x/q, y) = f(x/q, y) + \cdots + f(x/q, y) = q \cdot f(x/q, y)$.
and therefore \( f(x/q, y) = f(x, y)/q \). Together these imply that \( f(x, y) = x \cdot y \) when \( x \in \mathbb{Q} \). Now the final ‘continuity’ conjunct implies that for any \( y \in \mathbb{R} \) the function \( g(x) = f(x, y) - x \cdot y \) is continuous. Since \( \{ x \mid g(x) \neq 0 \} \) is the preimage of the open set \( \mathbb{R} - \{0\} \) under a continuous function, it is open. Since it contains no rational numbers, it must be empty, so \( g(x) \) is identically zero as required.

Hence our characterizing formula Mult works as claimed and we can summarize the import of all this in the following result:

**Theorem 3.** Let \( K \) be a (many-sorted) first-order language including a sort \( \mathcal{R} \), together with function symbol \( \_ + \_ : \mathcal{R} \times \mathcal{R} \to \mathcal{R} \), a binary predicate symbol \( \_ < \_ \) on the sort \( \mathcal{R} \) and a constant \( 1 : \mathcal{R} \) whose intended interpretations form the ordered group of real numbers under addition with 1 as a distinguished positive element. Let \( \mathcal{M} \) be some class of structures for \( K \) in which \( \mathcal{R} \) and these symbols have their intended interpretations and let \( T \) be the theory of \( \mathcal{M} \), i.e., the set of all sentences valid in every member of \( \mathcal{M} \). Let \( N(x) \) (resp. \( M(x, y, z) \)) be a formula of \( K \) with one free variable \( x \) of sort \( \mathcal{R} \) (resp. free variables \( x, y \) and \( z \) all of sort \( \mathcal{R} \)). If in some structure in the class \( \mathcal{M} \), \( N(x) \) defines the set of natural numbers with the intended interpretation of the constant 1 and \( M(x, y, z) \) defines the multiplication relation on the set of real numbers, then there is a primitive recursive reduction of second-order arithmetic to \( \mathcal{M} \).

**Proof:** Given a sentence \( P \) in second-order arithmetic, let \( P^* \) be the translation of \( P \) into the language \( K \) used in the proof of theorem 2. There is a primitive recursive function that maps any formula in \( K \) to a logically equivalent one in which all instances of multiplication are unnested, i.e., multiplication only appears in atomic predicates of the form \( xy = z \) where \( x, y \) and \( z \) are variables (Hodges 1993). Let \( P^+ \) be the result of applying this function to \( P^* \) and then replacing each atomic predicate of the form \( xy = z \) by \( M(x, y, z) \). If we then set \( P'' := \text{Peano} \land \text{Mult} \Rightarrow P^+ \), \( P'' \) is valid in \( \mathcal{M} \) iff \( P \) is true.

In fact, both theorems 2 and 3 can easily be strengthened to allow the formulas \( N(x) \) and \( M(x, y, z) \) to have additional free variables acting as parameters: if for some structure and some choice of values for the parameters, \( N(x) \) defines the natural number, then the conclusion of theorem 2 will obtain, while if also \( M(x, y, z) \) defines the graph of multiplication, then the conclusion of theorem 3 will also obtain. The formulations without parameters are all we need in the sequel.
4. Metric spaces

We begin with a treatment of metric spaces. The generality of the metric axioms allows us to invent various ‘exotic’ spaces that suit our purposes. Many of the same ideas will appear later for normed spaces in a more intricate form.

The elementary theory of metric spaces is known to be undecidable: Kutz et al. (2003) encode an arbitrary reflexive symmetric binary relation $R$ (i.e. an undirected graph) as a metric via:

$$d(x, y) = \begin{cases} 
0 & \text{if } x = y \\
1 & \text{if } x \neq y \text{ but } R(x, y) \\
2 & \text{if } \neg R(x, y).
\end{cases}$$

This allows the decision problem for the theory of a reflexive symmetric binary relation, known to be hereditarily undecidable (Rabin, 1965), to be reduced to the theory of metric spaces. In this proof, few special properties of $R$ are needed and almost any other set of valuations would work; the set $X$ takes centre stage and the domain of values $\mathbb{R}$ plays only a supporting role.

The theory of a reflexive symmetric binary relation is undecidable, but is recursively (indeed finitely) axiomatizable. The argument of Kutz et al. (2003) does not prohibit the possibility that the theory of metric spaces might be recursively axiomatizable. By exploiting the methods of section 3, we obtain a much stronger result:

**Theorem 4.** There is a primitive recursive reduction of second-order arithmetic to the theory of metric spaces $\text{MS}$.

**Proof:** Let $\mathbb{Z}$ be the set of integers with the usual metric $d(x, y) = |x - y|$; it is easy to check that this is indeed a metric. Clearly in this metric space the formula:

$$\mathcal{N}(x) := \exists a \ b \cdot d(a, b) = x$$

defines the natural numbers as a subset of the reals. Applying theorem 2 completes the proof.

The theory of metric spaces, is therefore not arithmetical, i.e., it is not definable by any formula of first-order arithmetic, and hence it is not recursively enumerable and it is not recursively axiomatizable. We note another consequence which will also have an analogue for normed spaces: consider the class of structures over the language $\mathcal{L}_M$ of metric spaces where the sort of scalars is some real
closed field and the metric space axioms are imposed. This is clearly an axiomatizable class of structures, and it follows that the set of sentences valid in this class of structures is recursively enumerable. Hence there is a real closed field \( \mathbb{R} \) and a sentence in \( \mathcal{L}_M \) that is valid in all ordinary metric spaces but not valid for the class of \( \mathbb{R} \)-metric spaces.

The situation is much the same even if we disallow multiplication:

**Theorem 5.** There is a primitive recursive reduction of second-order arithmetic to the additive theory of metric spaces \( MS_+ \).

**Proof:** We will exhibit a metric space \( \mathbb{G} \) such that the set of natural numbers and the graph of the real multiplication function are *additively definable* in \( \mathbb{G} \) i.e., definable using formulas that do not involve multiplication. \( \mathbb{G} \) is the subspace of the euclidean plane comprising the \( x \)-axis together with the graphs of two functions \( e \) and \( s \) where \( e \) is the exponential function, \( e(x) = \exp(x) \), and \( s \) is defined by \( s(x) = \sin(x) - 2 \). Thus \( \mathbb{G} \) has three connected components: the graph of \( e \) lying strictly above the \( x \)-axis, the \( x \)-axis itself and the graph of \( s \) lying strictly below the \( x \)-axis, see figure 3 (which for clarity actually shows \( e(x) = \exp(x/2) \)).

Our first task is to show that the connected components of \( \mathbb{G} \) are additively definable. In the euclidean plane, a point \( q \) lies on the line segment \([p, r]\) iff \( d(p, r) = d(p, q) + d(q, r) \). A point \( p \) of \( \mathbb{G} \) lies on the \( x \)-axis iff \( \mathbb{G} \) contains the entire line segment \([p, q]\) for some \( q \neq p \). So the \( x \)-axis is additively definable in
Now if $f$ is a real-valued function of a real variable and $x$ is any real number, then $(x, 0)$ is the nearest point on the $x$-axis to the point $(x, f(x))$ on the graph of $f$. Therefore, if $p$ is a point of $G$ and $q$ is the point on the $x$-axis nearest to $p$, then $d(p, q) > 3$ iff $p = (x, e(x))$ for some $x$ with $e(x) > 3$, so the set of such $p$ is additively definable. But then the graph of $s$ comprises precisely those points $p$ of $G$ for which there are a point $r = (x, e(x))$ with $e(x) > 3$ and a point $q \neq p$ on the $x$-axis such that $q$ lies on the line segment $[p, r]$ (see figure 3). Thus the graph of $s$ is additively definable and hence so is the graph of $e$ (which comprises the points of $G$ that are neither on the $x$-axis nor on the graph of $s$).

The point $0 = (0, 0)$ is now additively definable in $G$ as the point on the $x$-axis for which there is a point $p$ on the graph of $e$ with $d(p, 0) = 1$ and $d(p, q) > 1$ for every other point $q$ on the $x$-axis. The functions $\exp$ and $\sin$ are then additively definable: given a real number $t$, there are collinear points $a, b$ and $c$ with $a$ on the graph of $s$, $c$ on the graph of $e$ and $b$ the point on the $x$-axis closest to $c$ with $d(0, b) = |t|$ and with $d(b, c) \geq 1$ if $t \geq 0$ and $d(b, c) < 1$ if $t < 0$ (see figure 3). With this unique choice of $a, b$, and $c$, $\exp(t) = d(b, c)$ and $\sin(t) = 2 - d(b, a)$.

For positive $x$, we may now define $\log(x)$ by $\exp(\log(x)) = x$, then define multiplication for positive reals using $xy = \exp(\log(x) + \log(y))$ and extend the definition to all reals using $0y = x0 = 0$, $(-x)y = x(-y) = -xy$ and $(-x)(-y) = xy$. The real number $\pi$ is additively definable as the smallest $x > 0$ such that $\sin(x) = 0$ and then the natural numbers are additively definable as the set of $n \geq 0$ such that $\sin(n\pi) = 0$. Thus multiplication and the natural numbers are additively definable in the metric space $G$ and we may conclude by theorem 3 that there is a primitive recursive reduction of second-order arithmetic to the additive theory of any class of metric spaces including $G$.

\section{Decidability of the \(\forall\exists\) fragment}

A sentence is said to be \(\forall\exists\) if it is in prenex normal form with no universal quantifier in the scope of an existential one, i.e. it has the following form for some $n \geq 0$ and $m \geq 0$ (where $P$ is quantifier-free):

\[ \forall x_1, \ldots, x_n \exists y_1, \ldots, y_m. P \]

the set of $\exists\forall$ sentences being defined analogously exchanging ‘$\forall$’ with ‘$\exists$’.

The set of valid first-order $\forall\exists$ sentences with no function symbols is decidable (Bernays and Schönfinkel, 1928): in fact, such a sentences with $n$ initial universal quantifiers is valid iff it holds in all interpretations with at most $\max\{n, 1\}$ elements; but then it is a finite problem to enumerate all such interpretations. By
working in many-sorted logic, this can be generalized to some important cases
where function symbols occur (Fontaine, 2004). We will prove the decidability of
the set of valid ∀∃ sentences in the language of metric spaces using similar ideas
exploiting the fact that if \( K \subseteq M \) and \( d \) is a metric on \( M \) then the restriction of \( d \)
to \( K \times K \) is also a metric on \( K \). In fact our decision procedure will decide validity
for a superset of the ∀∃ sentences. We say a sentence is:

- \( \forall \exists \) if it is prenex and no universal quantifier over points is in the scope of
  an existential quantifier (of any sort);
- \( \exists \forall \) if it is prenex and no existential quantifier over points is in the scope of
  a universal quantifier (of any sort).

We have the following analogue of the theorem of Bernays and Schönfinkel:

**Theorem 6.** Let \( P \) be an \( \exists \forall \) sentence in the language of metric spaces, and
let \( n \) be the number of existential quantifiers of the point sort in \( P \). Then \( P \) is
satisfiable in a metric space iff it is satisfiable in a finite metric space with no
more than \( \max\{n, 1\} \) points.

**Proof:** The right-to-left direction of the theorem is immediate. For the left-to-
right direction, assume that the \( \exists \forall \) sentences \( P \) is satisfiable in some metric space
\( M \). As existential quantifiers commute up to logical equivalence, we can assume
without loss of generality that \( P \) consists of a block of \( n \geq 0 \) existential quantifiers
over points followed by a block comprising universal quantifiers over points and
scalar quantifiers of either kind. We write this as follows:

\[
P \equiv \exists x_1, \ldots, x_n \cdot \forall y/Q \cdot T
\]

where \( T \) is a quantifier-free formula whose free variables are contained in
\[
\{x_1, \ldots, x_n, y_1, \ldots, y_k, z_1, \ldots, z_l\}.
\]

If \( n = 0 \), we may replace \( P \) by the logically equivalent formula \( \exists x \cdot P \) (hence
replacing \( n \) by \( 1 = \max\{n, 1\} \)), and so we may assume that \( n \geq 1 \). We have that
\( S := \forall y/Q \cdot T \) holds for some points \( x_1, \ldots, x_n \in M \). But then a fortiori, \( S \)
and hence \( P \) hold in the subspace \( K = \{x_1, \ldots, x_n\} \) of \( M \). But \( K \) has at most \( n \)
points and we are done.
Corollary 7. An $\forall \exists_p$ sentence in the language of metric spaces with $n$ universally quantified point variables, which we can write as

$$\forall x_1, \ldots, x_n \cdot \exists y / Q \cdot P$$

holds in all metric spaces iff it holds in all finite metric spaces with at most $\max\{n, 1\}$ points.

**Proof:** Apply the theorem to the negation of the sentence.

These ideas lead to a decision procedure for valid $\forall \exists_p$ sentences:

**Theorem 8.** The set of valid $\forall \exists_p$ sentences in the language of metric spaces is decidable.

**Proof:** Since $P$ is valid iff $\neg P$ is not satisfiable, it suffices to describe a decision procedure for satisfiable $\exists \forall_p$ sentences. If $P$ is an $\exists \forall_p$ sentence, then as in the proof of theorem 6, we may assume $P$ has the form $\exists x_1, \ldots, x_n \cdot \forall y / Q \cdot T$ where $T$ is quantifier-free and $n \geq 1$, and then $P$ is satisfiable iff it is satisfiable in a metric space comprising just the interpretations of $x_1, \ldots, x_n$ under a satisfying assignment for $\forall y / Q \cdot T$. So if we replace each subformula of the form $\forall y \cdot R$, by the conjunction $R[x_1/y] \land \ldots \land R[x_n/y]$ we obtain a sentence that is equisatisfiable with $P$ and has no point universal quantifiers., So we may assume $P$ has the form $\exists x_1, \ldots, x_n \cdot T$ where $T$ contains only scalar quantifiers. Let $T_1$ be obtained from $T$ by replacing each equation $x_i = x_j$ by $d(x_i, x_j) = 0$ and then replacing every subterm of the form $d(x_i, x_j)$ by $d_{ij}$ where the $d_{ij}$ are fresh scalar variables. Now, I claim that $P$ is satisfiable iff the following formula $T_2$ in the language of real arithmetic is satisfiable:

$$T_2 := T_1 \land \\
\land_{1 \leq i \leq n} d_{ii} = 0 \land \\
\land_{1 \leq i \leq n, 1 \leq j \leq n} d_{ij} \geq 0 \land \\
\land_{1 \leq i \leq n, 1 \leq j \leq n} d_{ij} = d_{ji} \land \\
\land_{1 \leq i \leq n, 1 \leq j \leq n, 1 \leq k \leq n} d_{ik} \leq d_{ij} + d_{jk}.$$ 

For, if $P$ is satisfiable in some metric space, then so is $T$ and then if we interpret $d_{ij}$ as the value of $d(x_i, x_j)$ under the satisfying assignment for $T$, we will obtain a satisfying assignment for $T_2$ (since the constraints on the $d_{ij}$ that we have conjoined with $T_1$ above just correspond to instances of the metric space axioms). Conversely, if $T_2$ is satisfiable, choose some satisfying assignment and define a
relation on the set \( \{1, \ldots, n\} \) by \( i \simeq j \) iff \( d_{ij} = 0 \) under that assignment. It is then easily verified that \( \simeq \) is an equivalence relation and that we may define a metric on the equivalence classes by taking \( d([i], [j]) \) to be the value of \( d_{ij} \) under the chosen assignment. This gives a metric space in which \( P \) is satisfiable taking \([i]\) as the witness for \( x_i \), \( 1 \leq i \leq n \). Thus we have reduced satisfiability for \( \exists \forall \) sentences in the language of metric spaces to satisfiability over the real field, which is decidable.

4.2. Undecidability of the \( \exists \forall \) fragment

The following result shows that theorem 8 is the best possible decidability result of its type:

**Theorem 9.** If \( \mathcal{M} \) is any class of metric spaces that includes the metric space \( \mathbb{Z} \), then the set of \( \exists \forall \) sentences that are valid in \( \mathcal{M} \) is undecidable.

**Proof:** We will prove the equivalent claim that the set of \( \forall \exists \) sentences that are satisfiable in \( \mathcal{M} \) is undecidable. Note that the formula \( N(x) \) used in the proof of theorem 4 is purely existential, and so the corresponding sentence Peano of section 3 is logically equivalent to an \( \forall \exists \) sentence. Let \( Q(x_1, \ldots, x_k) \) be a quantifier-free formula in the language of arithmetic and consider the following sentence in the language of metric spaces:

\[
Q_1 := \text{Peano} \land \exists x_1 \ldots x_k \cdot N(x_1) \land \ldots \land N(x_k) \land Q(x_1, \ldots, x_k).
\]

\( Q_1 \) is logically equivalent to an \( \forall \exists \) sentence and \( Q_1 \) is satisfiable in \( \mathbb{Z} \) and hence in \( \mathcal{M} \) iff \( Q(x_1, \ldots, x_k) \) is satisfiable over the natural numbers. Thus a decision procedure for \( \forall \exists \) sentences that are satisfiable in \( \mathcal{M} \) would lead to a decision procedure for satisfiability of quantifier-free formulas in arithmetic and, in particular, for systems of Diophantine equations, contradicting the famous resolution of Hilbert’s 10th problem by Matiyasevich (1970).

5. Undecidability of theories of normed spaces

The theory \( \text{NS}^1 \) of 1-dimensional normed spaces reduces easily to the theory of the reals, since every such space is isomorphic to \( \mathbb{R} \) with absolute value as the norm. We will show in this section that this is the strongest possible positive decidability result of its type: even the additive theory \( \text{NS}^2_+ \) of 2-dimensional normed spaces is undecidable. In fact, \( \text{NS}^2_+ \) is not even arithmetical.
The main argument giving undecidability is in section 5.1. We exhibit a 2-

dimensional normed space, $X$, and describe geometric constructions in that space

of the set of natural numbers and of the graph of the multiplication function. Formalising these constructions in the additive language of normed spaces and applying the methods of section 3 immediately gives a reduction of second-order arithmetic to the (additive) theory of any class of normed spaces including $X$. Taking a product with a Hilbert space of appropriate dimension, the construction lifts into any desired dimension $\geq 2$.

In section 5.2, we obtain tighter estimates of the degrees of unsolvability of the normed space theories. We prove a kind of Skolem-Löwenheim theorem for normed spaces and use it to give reductions of the normed space theories to fragments of third-order arithmetic. We find that for any integer $d \geq 2$, the theory $NS^d$ is many-one equivalent to second-order arithmetic, as is the theory $NS^F$ of all finite-dimensional normed spaces. We then strengthen the results of section 5.1 using a variant of the approach of section 3: we show that the theory $NS^\infty$ of infinite-dimensional normed spaces and the theory $NS$ of all normed spaces are both many-one equivalent to the set of true $\Pi^1_2$ sentences in third-order arithmetic. All of this goes through for the purely additive theories with little extra work. The results also hold equally well for Banach spaces: even though, by theorem 1, the theory $NS$ of all normed spaces is a proper subset of the theory $BS$ of all Banach spaces, the two theories turn out to be many-one equivalent.

5.1. Reducing second-order arithmetic to the theory of a normed space

To apply the results of section 3, we will exhibit a particular 2-dimensional normed space, $X$, and give additive predicates that, in $X$, define the natural numbers as a subset of the scalars and the graph of the scalar multiplication function. We define the norm by describing its unit disc. Let $C$ be the unit circle in $\mathbb{R}^2$ with respect to the standard euclidean norm. For each $i \in \mathbb{Z}$, let $l_i$ be the line passing through 0 and the point $(i, 1)$. Then $l_i$ meets $C$ in two points $v_i$, say, in the upper half-plane and $-v_i$ in the lower (see figure 4). The set $E$ comprising the $\pm v_i$ together with the two points $e_1 = (1, 0)$ and $-e_1$ is a closed and bounded subset of $\mathbb{R}^2$ and is symmetric about the origin. If we write $D$ for the convex hull of $E$, $D$ satisfies the requirements for a unit disc. Let us define $X$ to be $\mathbb{R}^2$ with the norm $\| \cdot \|$ that has $D$ as its unit disc. Note that as $D$ is symmetric with respect to the $x$-axis and $y$-axis, $\| \cdot \|$ is invariant under reflection in these axes.

If we let $S$ be the boundary of $D$, i.e., $S$ is the set of unit vectors under $\| \cdot \|$, then clearly $S$ consists of an infinite family of line segments, $\pm [v_i, v_{i+1}]$, together with the points $\pm e_1$. The extreme points of $D$ comprise the set $E$, i.e., the $\pm v_i$ and
\[ \pm \mathbf{e}_1. \] Any neighbourhood of \( \mathbf{e}_1 \) or \(-\mathbf{e}_1 \) contains infinitely many extreme points of \( D \); moreover, no other point of \( S \), or indeed of \( \mathbb{X} \), has this property.

We now define formulas in the additive language \( \mathcal{L}^+ \) that express various topological and geometric properties that will let us define a set of vectors in \( \mathbb{X} \) whose norms comprise the natural numbers.

\[
\begin{align*}
\text{EP}(v) & := \forall u \: \forall w \: \|u\| = \|v\| = \|w\| \land v = \frac{1}{2}(u + w) \Rightarrow u = v = w \\
O(v, w) & := \|v - w\| = \|v + w\| \\
\text{ACC}(v) & := \text{EP}(v) \land (\forall \epsilon > 0 \exists u \: \|u\| = \|v\| \land \text{EP}(u) \land u \neq v \land \|u - v\| < \epsilon) \\
B(p, q) & := \|p\| = \|q\| = 1 \land \text{ACC}(p) \land \text{EP}(q) \land O(q, p)
\end{align*}
\]

So \( \text{EP}(v) \) holds iff \( v \) is an extreme point of the disc \( D_{\|v\|} \) centred on the origin and of radius \( \|v\| \) (this is true in \( \mathbb{X} \) iff \( v \) lies on the \( x \)-axis or on one of the lines \( l_i \)); \( O(v, w) \) holds iff \( v \) is equidistant from the points \( \pm w \); \( \text{ACC}(v) \) holds iff \( v \) is a point of accumulation in the set of extreme points of the disc \( D_{\|v\|} \) (by the remarks above this is true in \( \mathbb{X} \) iff \( v \) lies on the \( x \)-axis); and \( B(p, q) \) holds iff \( p \) is an accumulation point in the set of extreme points of the unit disc \( D \) and \( q \) is an extreme point of the unit disc equidistant from the points \( \pm p \).

If \( p = \pm \mathbf{e}_1 \) and \( q = \pm \mathbf{e}_2 \), we refer to \( p \) and \( q \) as a standard basis pair. Since the norm on \( \mathbb{X} \) is invariant under reflection in the \( y \)-axis, if \( v \) lies on the \( y \)-axis, then \( O(v, \mathbf{e}_1) \) holds in \( \mathbb{X} \). The following lemma gives the converse, which means that the predicate \( B(p, q) \) characterises the standard basis pairs in \( \mathbb{X} \).

**Lemma 10.** (i) \( O(v, \mathbf{e}_1) \) holds in \( \mathbb{X} \) iff \( v \) lies on the \( y \)-axis, whence (ii) \( B(p, q) \) holds in \( \mathbb{X} \) iff \( p = \pm \mathbf{e}_1 \) and \( q = \pm \mathbf{e}_2 \).
Proof: We have already observed that the points $\pm e_1$ are the only accumulation points in the set of extreme points of the unit disc. Thus $(ii)$ follows from $(i)$ since $(i)$ implies that the vectors $\pm e_2$ are the only unit vectors that are equidistant from $\pm e_1$. Thus, by the remarks above, we have only to prove that if $v$ is equidistant from $\pm e_1$, then $v$ lies on the $y$-axis. Replacing $v$ by $-v$ if necessary, we may assume that $v$ lies in the upper half plane. So, writing $v = (a, b)$, we may assume $b \geq 0$ and what we have to prove is that if $v$ is equidistant from $\pm e_1$ then $a = 0$.

So assume that $v$ is equidistant from the points $\pm e_1$, which means that $v$ lies in the intersection of the sets $F = e_1 + \lambda S$ and $G = -e_1 + \lambda S$, where $\lambda = ||v - e_1|| = ||v + e_1||$. By the triangle inequality, $2 = ||e_1 + e_1|| \leq ||e_1 - v|| + ||e_1 + v|| = 2\lambda$, so $\lambda \geq 1$. The upper half of the set $F$ comprises the graph of a function $f : [1 - \lambda, 1 + \lambda] \rightarrow \mathbb{R}$ and the upper half of $G$ comprises the graph of a function $g : [-1 - \lambda, -1 + \lambda] \rightarrow \mathbb{R}$. Since $v = (a, b)$ is in the upper half-plane by assumption, $a$ must lie in the intersection $[1 - \lambda, -1 + \lambda]$ of the domains of $f$ and $g$ and we have $b = f(a) = g(a)$. As the norm on $\mathbb{R}$ is invariant under reflection in the $y$-axis, we have $f(x) = g(-x)$ for $x \in [1 - \lambda, -1 + \lambda]$, thus $f(0) = g(0)$ and the point $(0, f(0))$ lies in the intersection of the two graphs. Now $f$ is strictly increasing on $[1 - \lambda, 1]$ and strictly decreasing on $[1, 1 + \lambda]$ and $g(x) = f(x + 2)$. So in the (possibly empty) closed interval where $f$ and $g$ are both defined and $g$ is increasing, we have $g(x) > g(x - 2) = f(x)$, while where $f$ and $g$ are both defined and $f$ is decreasing we have $f(x) > f(x + 2) = g(x)$. Thus $f(a) = g(a)$ implies that $a$ is in the interval where $f$ is increasing and $g$ is decreasing and there can be at most one such $a$. Hence we must have $(a, b) = (0, f(0))$ so that $a = 0$ as required.

With a few more definitions, we can give a formula of $\mathbb{L}^+$ that in $\mathbb{X}$ characterizes the natural numbers.

$$XAX(v, p, q) := v = 0 \lor (ACC(v) \land ||v + p|| = ||v|| + ||p||)$$

$$YAX(v, p, q) := O(v, p) \land ||v + q|| = ||v|| + ||q||$$

$$Z(v, p, q) := XAX(v, p, q) \land EP(v + q)$$

$$Nat(x) := \exists v \ p \ q \cdot x = ||v|| \land B(p, q) \land Z(v, p, q)$$

Thus in $\mathbb{X}$, if $p$ and $q$ are a standard basis pair: $XAX(v, p, q)$ holds iff $v$ lies on the $x$-axis on the same side as $p$; $YAX(v, p, q)$ holds iff $v$ lies on the $y$-axis on the same side as $q$; and for $Z(v, p, q)$ and $Nat(x)$ we have:

Lemma 11. (i) If $p$ and $q$ are a standard basis pair in $\mathbb{X}$, $Z(v, p, q)$ holds iff $v = xp$ for some $x \in \mathbb{N}$, whence (ii) $Nat(x)$ holds in $\mathbb{X}$ iff $x \in \mathbb{N}$. 36
Proof: The right-to-left direction of the claim about \(Z(v,p,q)\) is easy to check. So assume \(Z(v,p,q)\) holds. By lemma 10, \(p = \pm e_1\) and \(q = \pm e_2\). Also \(v\) lies on the \(x\)-axis on the same side as \(p\). Thus as \(EP(v + q)\) holds, \(v + q = v \pm e_2\) is the point of intersection of the line \(y = \pm 1\) and one of the lines \(l_i\) (since it cannot lie on the \(x\)-axis). Thus \(v\) is indeed a natural number multiple of \(p = \pm e_1\). The claim about \(Nat(x)\) follows, since \(B(p,q)\) implies that \(||p|| = 1\).

The above lemma will give us the undecidability of the theory of any class of normed spaces that includes the 2-dimensional normed space \(X\). The next lemma lets us transfer information about definability in \(X\) to definability in normed spaces and Banach spaces of higher dimensions.

Lemma 12. For any \(d \in \{2, 3, 4, \ldots\} \cup \{\infty\}\), there is a Banach space \(X^d\) with \(\dim(X^d) = d\) such that for any formula \(R(x_1, \ldots, x_k)\) of \(L_N\) with the indicated free variables (all scalar), there is a formula \(R^*(x_1, \ldots, x_k)\) of \(L_N\) with the same free variables such that under any assignment of real numbers to the \(x_i\), \(R^*(x_1, \ldots, x_k)\) holds in \(X^d\) iff \(R(x_1, \ldots, x_k)\) holds in \(X\). Moreover, \(R^*\) is additive if \(R\) is.

Proof: If \(V\) and \(W\) are normed spaces, their \(l\)-sum, \(V + W\) is the product vector space \(V \times W\) equipped with the norm defined by \(||(p, q)|| = ||p||_V + ||q||_W\). \(V + W\) has dimension \(\dim(V) + \dim(W)\) and is a Banach space iff \(V\) and \(W\) are both Banach spaces. The subspaces \(V \times 0\) and \(0 \times W\) are isomorphic to \(V\) and \(W\) respectively, and the extreme points of the unit disc in \(V + W\) comprise the points \((v, 0)\) and \((0, w)\) where \(v\) and \(w\) are extreme points of the unit discs in \(V\) and \(W\) respectively.

Let \(W\) be the euclidean space \(\mathbb{R}^{d-2}\) if \(d \neq \infty\) or any infinite-dimensional Hilbert space, e.g., \(l_2\), if \(d = \infty\), and let \(X^d = X + W\). Now every unit vector in the Hilbert space \(W\) is an extreme point of the unit disc (a counter-example would give rise to a counter-example in a 2-dimensional subspace and hence a counter-example in \(\mathbb{R}^2\)). On the other hand, the unit disc in \(X\) has only countably many extreme points. Moreover a point of \(X^d\) lies in \(X \times 0\) iff it is equidistant from \(\pm u\) for every unit vector \(u \in 0 \times W\) (as may be seen by noting that for any unit vectors \(x \in X\) and \(w \in W\), there is an isomorphism from \(\mathbb{R}^2\) under the 1-norm to the subspace of \(X + W\) spanned by \((x, 0)\) and \((0, w)\) that maps \(e_1\) to \((x, 0)\) and \(e_2\) to \((0, w)\)). It follows that if we define:

\[
U(u) := \forall \delta > 0 \exists b \cdot ||b - u|| = \delta \land ||b|| = 1 \land EP(b)
\]

\[
X(v) := \forall u \cdot U(u) \Rightarrow O(v, u)
\]

then \(U(u)\) holds iff \(u\) is a unit vector in \(0 \times W\) and \(X(v)\) holds iff \(v\) is in \(X \times 0\).
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Let $R^*$ be the relativization of $R$ to $X(v)$, i.e., let $R^*$ be obtained from $R$ by replacing every subformula of the form $\exists v \cdot P$ by $\exists v \cdot X(v) \land P$ and every subformula of the form $\forall v \cdot P$ by $\forall v \cdot X(v) \Rightarrow P$. Clearly $R^*$ is in $\mathcal{L}_N$ and, as $X(v)$ is additive, $R^*$ is additive if $R$ is. Since $X(v)$ holds iff $v$ belongs to $X \times 0$, under any assignment of real numbers to the $x_i$, $R^*(x_1, \ldots, x_k)$ holds in $\mathbb{X}^d$ iff $R(x_1, \ldots, x_k)$ holds in $\mathbb{X}$.

We write $\text{NS}$, $\text{NS}^n$, $\text{NS}^F$ and $\text{NS}^\infty$ for the theories of normed spaces where the dimension is respectively unconstrained, constrained to be $n$, constrained to be finite and constrained to be infinite. We write $\text{BS}$, $\text{BS}^n$ etc. for the theories of Banach spaces with the corresponding constraints on the dimension. As finite-dimensional normed spaces are Banach spaces, $\text{BS}^n = \text{NS}^n$ and $\text{BS}^F = \text{NS}^F$.

**Theorem 13.** There is a primitive recursive reduction of second-order arithmetic to any of the theories $\text{BS}$, $\text{BS}^\infty$, $\text{NS}$, $\text{NS}^n$, $\text{NS}^F$, and $\text{NS}^\infty$ ($n \geq 2$).

**Proof:** What we need to apply theorem 2 is provided by part (ii) of lemma 11 using lemma 12 in the cases of $\text{NS}^n$ for $n > 2$, $\text{BS}^\infty$ and $\text{NS}^\infty$.

This is already a satisfyingly sharp result, since as we observed at the beginning of this section, the theory of 1-dimensional normed spaces reduces to the theory of the reals. But with a little more work, we can show that scalar multiplication can be defined in our space $X$ in the additive language $\mathcal{L}^+$ and so get a reduction of second-order arithmetic to purely additive normed space theory. To this end we define some more geometric predicates. “ESD” stands for “extreme points, same direction”.

\[
\text{ESD}(v, w) := \text{EP}(v + w) \land ||v + w|| = ||v|| + ||w||
\]

I.e., $\text{ESD}(v, w)$ holds iff $v + w$ is an extreme point of the disc $D_{||v + w||}$ and equality holds in the triangle inequality for $v$ and $w$. I claim that $\text{ESD}(v, w)$ holds in any normed space iff either $v = w = 0$ or there is an extreme point $u$ of the unit disc such that $v = xu$ and $w = yu$ for some non-negative $x$ and $y$. Thus $\text{ESD}(v, w)$ holds in $\mathbb{X}$ iff $v$ and $w$ lie on the same side of the origin on the $x$-axis or on one of the lines $l_i$. My claim follows easily from the following lemma:

**Lemma 14.** Let $v$ and $w$ be non-zero vectors in a normed space. If $v + w$ is an extreme point of the disc $D_{||v + w||}$ of radius $||v + w||$ and if $||v + w|| = ||v|| + ||w||$, then $v = \frac{||v||}{||w||}w = \frac{||v||}{||v + w||}(v + w)$.
Figure 5: If $||v + w|| = ||v|| + ||w||$ and $a \neq b$, then $v + w \in (b, a)$

**Proof:** Under the given hypotheses on $v$ and $w$, let $a = \frac{||v + w||}{||v||} v$ and $b = \frac{||v + w||}{||w||} w$ (see figure 5). As $||v + w|| = ||v|| + ||w||$, we have:

$$v + w = \frac{||v||}{||v + w||} a + \frac{||w||}{||v + w||} b$$

$$= \frac{||v||}{||v|| + ||w||} a + \left(1 - \frac{||v||}{||v|| + ||w||}\right) b.$$  

Thus $v + w$ is a proper convex combination of $a$ and $b$. As $||a|| = ||b|| = ||v + w||$ and $v + w$ is an extreme point of the disc $D_{||v + w||}$, we must have $a = b$, i.e., $\frac{||v + w||}{||v||} v = \frac{||v + w||}{||w||} w$ implying $v = \frac{||v||}{||w||} w$ and so also $v = \frac{||v||}{||v + w||} (v + w)$.  

We now give the geometric predicate that will allow us to define multiplication (see figure 6).

$$\text{NTIMES}(x, y, z) := \exists p q u v w \cdot x = ||u|| \wedge y = ||v|| \wedge z = ||w|| \wedge$$

$$B(p, q) \wedge Z(u, p, q) \wedge YAX(v, p, q) \wedge XAX(w, p, q) \wedge$$

$$\text{ESD}(q + u, v + w)$$

**Lemma 15.** In $\mathbb{X}$, $\text{NTIMES}(x, y, z)$ defines the set of all triples $(x, y, z)$ such that $x \in \mathbb{N}$, $y, z \in \mathbb{R}_{\geq 0}$ and $z = xy$.

**Proof:** By reference to figure 6, it is easy to see that the right-to-left direction of the lemma holds (put $u = xp$, $v = yq$, $w = zp$). Conversely, let $p, q, u, v$ and $w$ be witnesses to the truth of the existential formula $\text{NTIMES}(x, y, z)$, so
that $||u|| = x$, $||v|| = y$, $||w|| = z$. Since $p$ and $q$ are a standard basis pair and $Z(u, p, q)$, by lemma 11 we have that $x \in \mathbb{N}$ and $u = xp$. Also, since $YAX(v, p, q)$ and $XAX(w, p, q)$ hold, we have that $v = yq$ and $w = zp$. Now $q + u = q + xp$ lies on the line $l_x$ passing through the point $(x, 1)$. Moreover, since $ESD(q + u, v + w)$ holds, $v + w$ also lies on $l_x$. But this means that the right-angled triangle $A$ with vertices $0, q$ and $q + u = q + xp$ is similar to and parallel to the triangle $B$ with vertices $0, v = yq$ and $v + w = yq + zp$. Hence $z = xy$ completing the proof.

Lemma 16. There is a formula $RTIMES(x, y, z)$ in the additive language $L_N^+$ which holds in $\mathbb{K}$ iff $z = xy$.

Proof: Consider the following formulas of $L_N^+$:

$$ZTIMES(x, y, z) := NTIMES(x, y, z) \lor NTIMES(-x, y, -z) \lor$$
$$NTIMES(x, -y, -z) \lor NTIMES(-x, -y, z)$$

$$QTIMES(x, y, z) := \exists m n t \cdot n \neq 0 \land$$
$$ZTIMES(n, x, m) \land ZTIMES(m, y, t) \land ZTIMES(n, z, t)$$

$$RTIMES(x, y, z) := \forall \epsilon \cdot \epsilon > 0 \Rightarrow (\exists \delta \cdot \delta > 0 \land$$
$$\forall r t \cdot |x - r| < \delta \land QTIMES(r, y, t) \Rightarrow |z - t| < \epsilon)).$$
By lemma 15 in X, NTIMES(x, y, z) defines the graph of the multiplication function restricted to \( \mathbb{N} \times \mathbb{R}_{\geq 0} \). The predicate ZTIMES(x, y, z) therefore defines the graph of multiplication restricted to \( \mathbb{Z} \times \mathbb{R} \). In the formula QTIMES(x, y, z), the matrix of the right-hand side of the definition asserts that \( nx = m \) and that \( my = t = nz \), so that, when \( n \neq 0 \), \( z = (m/n)y = xy \), so QTIMES(x, y, z) defines the graph of multiplication restricted to \( \mathbb{Q} \times \mathbb{R} \). By continuity, we have that RTIMES(x, y, z) defines the graph of multiplication without restriction completing the proof of the lemma.

We write NS\(_{+}\), NS\(_{n}^+\), BS\(_{+}\) etc. for the additive subtheories of NS, NS\(_{n}\), BS etc.

**Theorem 17.** There is a primitive recursive reduction of second-order arithmetic to any of the theories BS\(_{+}\), BS\(_{+}^\infty\), NS\(_{+}\), NS\(_{F}^+\), NS\(_{n}^+\), and NS\(_{+}^\infty\) \((n \geq 2)\).

**Proof:** What we need to apply theorem 3 is provided by part (ii) of lemma 11 and lemma 16 using lemma 12 in the cases of NS\(_{n}^+\) for \( n > 2 \), BS\(_{+}^\infty\) and NS\(_{+}^\infty\).

5.2. The many-one degrees of theories of normed spaces

Theorems 13 and 17 show that the decision problems for our theories of normed spaces and Banach spaces are at least as hard as that for the theory of second-order arithmetic. We now consider the converse problem of reducing the normed space and Banach space theories to theories of higher-order arithmetic.

As usual, writing \(|A|\) for the cardinality of a set \( A \), let \( \aleph_0 = |\mathbb{N}| \) be the first infinite cardinal and \( c = 2^{\aleph_0} = |\mathbb{R}| \) be the cardinality of the continuum. If \( A \) is any non-empty finite or countably infinite set, the set \( \mathbb{R}^A \) of real-valued functions on \( A \) has cardinality \( c \). In particular, the set \( \mathbb{R}^\mathbb{N} \) of countably infinite sequences of real numbers has cardinality \( c \). If \( V \) is a vector space we write \(|V|\) for the cardinality of its set of vectors. Note that \(|V|\) is either 1 or at least \( c \). We write \( \mathbb{V}^c \) for some fixed vector space with a basis \( B \) of cardinality \( c \), say \( B = \{b_x \mid x \in \mathbb{R}\} \). Clearly \( |\mathbb{V}^c| \geq |B| = c \) and, conversely, as any element of \( \mathbb{V}^c \) is a finite sum \( \Sigma_{m=0}^k c_m b_{x_m} \) for some \( c_m, x_m \in \mathbb{R} \), \(|\mathbb{V}^c|\) is at most \(|(\mathbb{R} \times \mathbb{R})^\mathbb{N}| = c \). Thus a vector space has cardinality at most \( c \) iff it is isomorphic to a subspace of \( \mathbb{V}^c \). The following Skolem-Löwenheim theorem thus implies that any satisfiable first-order property of normed spaces or Banach spaces is satisfiable in a space given by equipping some subspace of \( \mathbb{V}^c \) with a norm.

**Theorem 18.** Let \( P \) be a sentence in the language \( L_N \) of normed spaces. If \( P \) holds in a real vector space \( V \), then \( V \) has a subspace \( W \) with \(|W| \leq c \) that is
an elementary substructure of $V$ so that $P$ also holds in $W$. Moreover, $W$ may be taken to be a Banach space if $V$ is a Banach space.

**Proof:** We will construct $W$ using a certain function $F : \mathbb{N} \times \mathbb{R}^\mathbb{N} \times V^\mathbb{N} \to V$. Let us first show that for any such function there is a subset $W$ of $V$ of cardinality at most $c$ that is $F$-closed in the sense that $F[\mathbb{N} \times \mathbb{R}^\mathbb{N} \times W^\mathbb{N}] \subseteq W$. To see this, define a transfinite sequence of subsets $W_\alpha$ of $V$ as follows, where $\alpha$ is any ordinal and $\lambda$ is any limit ordinal:

\[
\begin{align*}
W_0 &= \{0\} \\
W_{\alpha+1} &= W_\alpha \cup F[\mathbb{N} \times \mathbb{R}^\mathbb{N} \times (W_\alpha)^\mathbb{N}] \\
W_\lambda &= \bigcup_{\alpha<\lambda} W_\alpha.
\end{align*}
\]

Let $\aleph_1$ be the smallest uncountable cardinal and let $W = W_{\aleph_1}$. By transfinite induction, one may show that $|W_\alpha| \leq c$ for $\alpha \leq \aleph_1$, and so in particular $|W| \leq c$. Now if $(k, s, x) \in \mathbb{N} \times \mathbb{R}^\mathbb{N} \times W^\mathbb{N}$ then I claim $F(k, s, x) \in W$. For if $\alpha$ is the least ordinal such that $x_m \in W_\alpha$ for all $m \in \mathbb{N}$, then $\alpha < \aleph_1$ (since $\alpha$ can be written as a countable union of countable ordinals and hence is countable). Thus $F(k, s, x) \in W_{\alpha+1} \subseteq W$ and $W$ is indeed an $F$-closed subset of $V$ of cardinality at most $c$.

To define the function $F$, let the formulas of $\mathcal{L}_\mathbb{N}$ be enumerated as $Q_1, Q_2, \ldots$. We fix a total ordering on the variables of $\mathcal{L}_\mathbb{N}$ and choose a vector variable $v$, and then given $(k, s, x) \in \mathbb{N} \times \mathbb{R}^\mathbb{N} \times V^\mathbb{N}$, we define $F(k, s, x)$ as follows:

1. if $k = 0$ and the $x_m$ converge in $V$ to a limit $p$, we set $F(k, s, x) = p$;
2. if $k > 0$, consider the formula $Q := \exists v \cdot Q_k$ and let $x_0, \ldots, x_m$ and $v_0, \ldots, v_n$ list its free scalar and vector variables in order. We interpret $x_j$ as $s_i$ and $v_j$ as $x_j$. If $Q$ is true in $V$ under this interpretation, then there is a $q$ in $V$ such that $Q_k$ becomes true if we extend the interpretation by interpreting $v$ as $q$. We choose such a $q$ and set $F(k, s, x) = q$;
3. in all other cases, we set $F(k, s, x) = 0$.

Now let $W \subseteq V$ be an $F$-closed subset of cardinality at most $c$ as constructed above. Clause 2 of the definition of $F$ ensures that the Tarski-Vaught criterion applies so that $W$ is an elementary substructure of $V$ (Hodges [1993]). In particular, $W$ is a vector space over some subfield of $\mathbb{R}$. Clause 1 implies that the 1-dimensional subspaces of this vector space are metrically complete, so the field.
of scalars of $W$ may be taken to be $\mathbb{R}$ so that $W$ is a subspace of $V$. Finally, if $V$ is a Banach space, clause 1 implies that $W$ is also a Banach space.

It will simplify our syntactic constructions to extend the language $A^2$ of second-order arithmetic as follows: first let $A^2_R$ be the result of adding to $A^2$ a sort $\mathcal{R}$ for the real numbers together with function and predicate symbols for the operations of the ordered field $\mathbb{R}$ and for the injection $i: \mathcal{N} \to \mathcal{R}$ of $\mathbb{N}$ into $\mathbb{R}$; then let $A^2_V$ be obtained from $A^2_R$ by adding a sort $\mathcal{V}$ of vectors, together with function symbols for the vector space operations on $\mathcal{V}$ with scalars in $\mathbb{R}$ and for a function symbol $\gamma: \mathcal{V} \times \mathcal{R} \to \mathcal{R}$. The intended interpretation of $\mathcal{V}$ in $A^2_V$ is the vector space $\mathcal{V}^c$ with $\gamma$ the operation that maps a pair $(v, x)$ to the coefficient $c_x$ of the basis element $b_x$ in the expression of $v$ as a linear combination of elements of the basis $B$. We choose the symbols so that the language $\mathcal{L}_V$ of vector spaces is a sublanguage of $A^2_V$.

A standard model of one of the languages $A^2$, $A^2_R$ or $A^2_V$ is one in which (up to isomorphism) all the sorts and symbols of the language have their intended interpretations. In particular, in a standard model, the sort $\mathcal{P}$ is interpreted as the full powerset $\mathcal{P}(\mathbb{N})$ of the set of natural numbers. Let $T^2$, resp. $T^2_V$, resp. $T^2_R$, be the set of all sentences of $A^2$, resp. $A^2_V$, resp. $A^2_R$, that are true in a standard model (and hence in all standard models). In the light of the following lemma, to reduce a decision problem to $T^2$, i.e., second-order arithmetic, it is sufficient to reduce it to $T^2_V$.

Lemma 19. There are primitive recursive reductions of $T^2_V$ and $T^2_R$ to the theory $T^2$ of true sentences of second-order arithmetic.

Proof: It is well-known that using suitable encodings, the real numbers may be constructed, e.g., via Dedekind cuts, as a definitional extension of second-order arithmetic; see Simpson (1998). Unwinding the definitions provides a primitive recursive reduction of $T^2_R$ to $T^2$. (The unwinding process requires occurrences of function symbols first to be unnested so that they can be replaced by predicates as in the proofs of theorem 2 and lemma 20). So it suffices to give a primitive recursive reduction of $T^2_V$ to $T^2_R$.

Now in $A^2_R$ we can encode the elements of sets such as $\mathbb{R} \times \mathbb{R}$, $\mathbb{R}^\mathbb{N}$, $(\mathbb{R} \times \mathbb{R})^\mathbb{N}$ etc. as real numbers. Given a vector $v = \Sigma_{m=0}^k c_m b_{x_m} \in \mathcal{V}^c$, we can arrange for the $c_m$ to be non-zero and for the $x_m$ to be listed in strictly increasing order, and then encode $v$ as the real number that encodes the sequence $s$, with $s_m = (c_m, x_m)$, $0 \leq m \leq k$ and $s_m = (0, 0)$, $m > k$. Using this encoding we can define
the vector space operations on $\mathbb{V}^c$ together with the function $\gamma$. Unwinding these definitions gives the required primitive recursive reduction of $T^2_\mathbb{V}$ to $T^2_{\mathbb{R}}$.

Now let $\mathcal{A}_N^2$ be $\mathcal{A}_V^2$ extended with a predicate symbol $\text{NRM}$ of type $\mathbb{V} \times \mathbb{R}$. A standard model of a sentence of $\mathcal{A}_N^2$ is to be one which extends a standard model of $\mathcal{A}_V^2$, i.e., one in which all the sorts and symbols of $\mathcal{A}_V^2$ have their intended interpretations while the interpretation of $\text{NRM}$ is arbitrary.

**Lemma 20.** There are primitive recursive functions, $P \mapsto P_N$ and $P \mapsto P_B$, which map sentences of the language $L_N$ of normed spaces to sentences of $\mathcal{A}_N^2$, such that the standard models of $P_N$ (resp. $P_B$) comprise precisely those standard models in which $\text{NRM}(v, x)$ defines a norm on a subspace of $\mathbb{V}^c$ that provides a model (resp. Banach space model) of $P$. Moreover $P$ has a model (resp. Banach space model) iff $P_N$ (resp. $P_B$) has a standard model.

**Proof:** There is a primitive recursive function mapping $P$ to a logically equivalent sentence $P_1$ in which all occurrences of the norm operator are unnested, i.e., in which the norm operator only appears in atomic formulas of the form $||v|| = x$ where $v$ and $x$ are variables. Let $P_2$ be the result of replacing each subformula $||v|| = x$ in $P_1$ by $\text{NRM}(v, x)$. Then $P_2$ is a sentence of $\mathcal{A}_N^2$. Let $P_3$ be the relativization of $P_2$ to the domain of the relation defined by $\text{NRM}(v, x)$, i.e., obtain $P_3$ from $P_2$ by replacing subformulas of the form $\exists v \cdot S$ by $\exists v \cdot (\exists x \cdot \text{NRM}(v, x)) \land S$ and subformulas of the form $\forall v \cdot S$ by $\forall v \cdot (\exists x \cdot \text{NRM}(v, x)) \Rightarrow S$.

There is a sentence $Q_N$ of $\mathcal{A}_N^2$ asserting that $\text{NRM}(v, x)$ defines a relation that (i) is a partial function, (ii) has a domain that is closed under the vector space operations and (iii) satisfies the conditions for a norm on the vectors in its domain. As completeness may be defined using quantification over countably infinite sequences of vectors, which is available in $\mathcal{A}_N^2$, there is a sentence $Q_B$ of $\mathcal{A}_N^2$ asserting that the metric given by $\text{NRM}(v, x)$ is complete. We take $P_N := Q_N \land P_3$ and $P_B := Q_N \land Q_B \land P_3$.

Now if $P$ has a normed space model (resp. Banach space model), then by theorem [18] it has a model that is isomorphic to a subspace $W$ of $\mathbb{V}^c$ under some norm $||.||$. Extending the standard interpretation of $\mathcal{A}_V^2$ to interpret $\text{NRM}(v, x)$ as $v \in W \land ||v|| = x$ gives a standard model of $P_N$ (resp. $P_B$). Conversely, a standard model of $P_N$ (resp. $P_B$) gives a normed space model (resp. Banach space model) isomorphic to a subspace of $\mathbb{V}^c$ under the norm defined by the interpretation of $\text{NRM}(v, x)$.

**Theorem 21.** There are primitive recursive reductions of the theories $\text{NS}^\mathbb{F}$ and $\text{NS}^n$, $n \in \mathbb{N}$, to $T^2_\mathbb{V}$ and hence to second-order arithmetic.
Proof: Let a natural number $n$ and a real number $x$ be given. In $T^2_1$, we can define the subspace $\mathbb{R}^n$ of $\mathcal{V}^c$ spanned by the $b_m$, $1 \leq m \leq n$, $m \in \mathbb{N}$; we can define the subset $Q^n$ of $\mathbb{R}^n$ comprising the points with rational coordinates; since $Q^n$ is countable, we can view $x$ as an encoding of an arbitrary subset $Q^n_x$ of $Q^n$; using the coefficient function $\gamma$, we can define the euclidean norm on $\mathcal{V}^c$ with respect to the basis $B$. Thus there is a formula $D(n, x, p, t)$ of $A^2_{\mathcal{V}}$ that holds in a standard model iff every open disc in $\mathbb{R}^n$ centred on $p$ meets both $tQ^n_x$ and its complement $Q^n \setminus tQ^n_x$. But then if $Q^n_x$ is the set $Q^n \cap D$ of rational points in the unit disc $D$ of a norm $|| \cdot ||$ on $\mathbb{R}^n$, $D(n, x, p, t)$ holds iff $||p|| = t$.

We complete the proof for $NS^F$, the proof for $NS^n$ being very similar. As a sentence is valid iff its negation is unsatisfiable, it is sufficient to give a primitive recursive function $P \mapsto P_F$ from $\mathcal{L}_N$ to $A^2_{\mathcal{V}}$ such that $P$ is satisfiable in a finite-dimensional normed space iff $P_F$ is true. Applying lemma 20, we have a sentence $P_N$ of $A^2_{\mathcal{V}}$ that has a standard model iff $P$ is satisfiable. Choose variables $n$ of sort $\mathcal{N}$ and $x$ of sort $\mathcal{R}$ that do not appear in $P_N$ and let $Q$ be the result of replacing each occurrence of $\text{NRM}(p, t)$ in $P_N$ by $D(n, x, p, t)$. Setting $P_F := \exists n \cdot x \cdot Q$, $P_F$ holds in a standard model of $A^2_{\mathcal{V}}$ iff there are $n \in \mathbb{N}$ and $x \in \mathbb{R}$ such that $Q^n_x$ is a set of rational points whose closure is the unit disc of a norm on $\mathbb{R}^n$ and $P$ holds under this norm on $\mathbb{R}^n$. Since any $n$-dimensional normed space is isomorphic to one given by defining a norm on $\mathbb{R}^n$, $P_F$ is true iff $P$ is satisfiable.

Using the terminology of recursion theory we have the following corollary concerning degrees of unsolvability; see Rogers (1967).

Corollary 22. The theories $NS^F = BS^F$, $NS^n_+ = BS^n_+$ and $NS^n = BS^n$, $NS^n_+ = BS^n_+$, $n \geq 2$, all have the same many-one degree as the theory $T^2$ of second-order arithmetic.

Proof: This is immediate from theorems 17 and 21.

Now let $A^3$ be the language of third-order arithmetic. This is $A^2$ extended with an additional sort $\mathcal{P}_2$ called “type 2” whose intended interpretation is $\mathcal{P}(\mathcal{P}(\mathcal{N}))$. $A^3$ has a predicate symbol $\epsilon$ of type $\mathcal{P} \times \mathcal{P}_2$ to denote the membership relation and a supply of type 2 variables $u = u_1, u_2, \ldots$, but we shall only need the first of these. A sentence of $A^3$ is said to be $\Sigma^2_1$ (resp. $\Pi^2_1$) if it has the form $\exists u \cdot Q(u)$ (resp. $\forall u \cdot Q(u)$) where $Q(u)$ contains no quantifiers over type 2 variables.

Theorem 23. There are primitive recursive reductions of each of the theories $NS$, $BS$, $NS^\infty$ and $BS^\infty$ to the set of true $\Pi^2_1$ sentences.
Proof: As with \( A^2 \) we are free to work in a definitional extension \( A^3_0 \) of \( A^3 \) that includes the language \( L_N \) of vector spaces (with \( \forall^c \) as the intended interpretation of the vector sort). Let \( a, v \) and \( x \) be variables of sort \( P, V \) and \( R \) respectively. There is a formula \( U(a, v, x) \) of \( A^2_1 \subseteq A^3_0 \) with the indicated free variables that in a standard model of \( A^2 \) defines the graph of a bijection mapping \( a \in \mathbb{P}(\mathbb{N}) \) to \( (v, x) \in \mathbb{V}^c \times \mathbb{R} \). This gives an encoding of all relations between \( \mathbb{V}^c \) and \( \mathbb{R} \), i.e., all subsets of \( \mathbb{V}^c \times \mathbb{R} \), as type 2 sets.

To complete the proof, let us first consider NS. As a sentence is valid iff its negation is unsatisfiable, it suffices to give a primitive recursive function \( P \mapsto P_1 \) from the language \( L_N \) of normed spaces to the set of \( \Sigma^2_1 \) sentences such that \( P \) is satisfiable iff \( P_1 \) is true. Given a sentence \( P \) in the language of normed spaces, apply lemma \( 20 \) to give a sentence \( P_N \) of \( A^3_N \) that has a standard model iff \( P \) is satisfiable. Let \( Q(u) \) be obtained from \( P_N \) by replacing all instances of \( NRM(v, x) \) by \( \exists a \cdot a \in u \land U(a, v, x) \) and let \( P_1 \) be \( \exists u \cdot Q(u) \). Then \( P_1 \) is a \( \Sigma^2_1 \) formula that is true iff \( P_N \) has a standard model. So \( P_1 \) is true iff \( P \) is satisfiable.

For BS, we use a primitive recursive function \( P \mapsto P_2 \) from \( L_N \) to the set of \( \Sigma^2_1 \) sentences such that \( P \) is satisfiable in a Banach space iff \( P_2 \) is true. The construction of \( P_2 \) is identical to that of \( P_1 \) except that we use the sentence \( P_B \) from lemma \( 20 \) rather than \( P_N \).

Finally, for NS\( ^\infty \) and BS\( ^\infty \), there is a formula \( l(u) \) of \( A^3 \) with no type 2 quantifiers which holds iff \( u \) encodes a relation between \( \mathbb{V}^c \) and \( \mathbb{R} \) whose domain is an infinite-dimensional subspace of \( \mathbb{V}^c \). Relativization of \( P_1 \) and \( P_2 \) to \( l(u) \) gives the reductions required to complete the proof.

We complete our study of the degrees of unsolvability of the normed space and Banach space theories by exhibiting a primitive recursive reduction of the set of true \( \Pi^1_1 \) sentences to the theories NS\( ^+ \) and BS\( ^+ \). To do this we need Banach spaces in which an arbitrary subset of the open interval \((0, 1)\) can be defined in a uniform way. We begin by considering the special case of a singleton set. So let \( t \in (0, 1) \) be given and define points of \( \mathbb{R}^2 \) by \( u = (-1, -1) \), \( v = (1, -1) \) and \( w = (\frac{2}{t}, 0) \). Let \( S_t \) be \( \mathbb{R}^2 \) equipped with the norm \( \|\cdot\|_t \) whose unit circle comprises the hexagon with vertices \( \pm u, \pm v \) and \( \pm w \) (see figure 7). One finds using the ordinary euclidean norm \( \|\cdot\|_e \) that \( \|v - u\|_t = \|v - w\|_e = \frac{\sqrt{2}}{2/t} = t \). Let the line through \( v \) and \( w \) meet the \( y \)-axis at the point \( p \). Then the line segment \([p, w]\) is a translate of the line segment \([p - w)/2, (w - p)/2]\) which is a diameter of the unit disc in \( S_t \). So \( \|w - p\|_t = 2 \) and \( \|w - v\|_t = 2 - \|v - p\|_t \). But the triangles 0pw and \( e_1 vw \) are similar and so \( \|v - p\|_t = \|w - p\|_t \) which is a diameter of the unit disc in \( S_t \). So \( \|w - p\|_t = 2 \) and \( \|w - v\|_t = 2 - \|v - p\|_t = 2 - t \). By symmetry, each edge of the
hexagon that comprises the unit circle in $S_t$ has length $t$ or $2 - t$ in the $S_t$ norm.

Let us say that two vectors $p$ and $q$ in a normed space $V$ are adjacent if $p$ and $q$ are distinct extreme points of the set $S_{||p||}$ of vectors of length $||p||$ and $||\frac{1}{2}(p + q)|| = ||p||$. This implies that the line segment $[p, q]$ is the intersection of some affine line with the set $S_{||p||}$. If $p$ and $q$ are adjacent unit vectors then $||p - q|| \leq 2$ with equality iff $p$ and $-q$ are also adjacent unit vectors, in which case the linear transformation that maps $e_1$ to $p$ and $e_2$ to $q$ defines an isomorphism between $\mathbb{R}^2$ under the $1$-norm and the subspace of $V$ spanned by $p$ and $q$. Now consider the following formulas in $\mathbb{L}_X^n$, the first of which formalises the notion of adjacency.

$$
\begin{align*}
ADJ(p, q) & := EP(p) \cap EP(q) \cap p \neq q \land ||p|| = ||q|| = ||(p + q)/2|| \\
H(u, v, w) & := ADJ(u, v) \land ADJ(v, w) \land ADJ(w, -u) \land \\
& \quad ||v - u|| < 2||v|| \land ||w - v|| < 2||v|| \land ||w + u|| < 2||v|| \\
T(x) & := \exists u \ v \ w \ | |u| | = 1 \land H(u, v, w) \land x = ||v - u|| < 1
\end{align*}
$$

Clearly $ADJ(u, v)$, $ADJ(v, u)$ and $ADJ(-u, -v)$ are all equivalent and so in any normed space, $H(u, v, w)$ implies that the vectors $u, v, w, -w, -u, -w$ are the vertices of a hexagon inscribed in the set $S_{||u||}$ of vectors of length $||u||$. $H(u, v, w)$ also includes a condition on the length of the edges of this hexagon that will presently help us pick out elements of $S_t$ when it is embedded in a larger space. Now in $S_t$, if $u$ and $v$ are unit vectors and $||v - u|| < 1$, $H(u, v, w)$ can only hold if $u$ and $v$ are the end-points of one of the edges of $S_1$ whose length in the $S_t$ norm is $t$, so in $S_t$, $T(x)$ defines the singleton set $\{t\}$.

We now need a generalisation of the $1$-sum construction that we used in the proof of lemma [12]. Let $V_i$, $i \in I$, be an arbitrary family of normed spaces and write $||\cdot||_i$ for the norm on $V_i$. If $f$ is a member of $\Pi_{i \in I} V_i$ and if $J$ is a finite subset of $I$, let $n(f, J) = \sum_{j \in J} ||f_j||_j$. The $1$-sum $\Sigma_{i \in I} V_i$ comprises those $f$ for which $n(f, J)$ is bounded as $J$ ranges over all finite subsets of $I$. We define $||f||$ to be
the supremum of the \( n(f, J) \). As is easily verified, \( \Sigma_{i \in I} V_i \) is a normed space and is a Banach space iff the \( V_i \) are all Banach spaces. There is a natural isomorphism between the summand \( V_i \) and the subspace of \( \Sigma_{i \in I} V_i \) comprising those \( f \) such that \( f_j = 0 \) whenever \( j \neq i \) and we may identify \( V_i \) with that subspace. Under this identification, the extreme points of the unit disc in \( \Sigma_{i \in I} V_i \) comprise the union of the extreme points of the unit discs of the \( V_i \). If \( p \in V_i \) and \( q \in V_j \) are unit vectors and \( i \neq j \), then in the 1-sum, \( ||p - q|| = 2 \).

If \( T \) is any subset of the interval \((0, 1)\), let \( S_T = \Sigma_{t \in T} S_t \). Then \( S_T \) is the 1-sum of Banach spaces and hence is itself a Banach space. I claim that the formula \( T(x) \) that defines \( t \) in the space \( S_t \) defines \( T \) in the 1-sum \( S_T + V \) where \( V \) is any normed space whose unit circle contains no hexagons. For, assume that \( T(t) \) holds for some \( t \). Then there are extreme points \( u, v \) and \( w \) of the unit disc in \( S_T + V \) such that \( t = ||v - u|| < 1 \) and \( ||w - v|| < 2 ||v|| = 2 \). Now as \( ||v - u||, ||w - v|| < 2 \), \( u, v \) and \( w \) are either all in \( S_T \) or all in \( V \) (viewed as subspaces of \( S_T + V \)), and as they lie on a hexagon contained in the unit circle they must all lie in \( S_T \). But then \( u, v \) and \( w \) must belong to the same summand of \( S_T \) and that summand must be \( S_t \), so \( t \in T \). Conversely, if \( t \in T \), then \( T(t) \) holds in \( S_t \), and then, as the extreme points in the unit disc of \( S_t \) are a subset of those of \( S_T + V \), \( T(t) \) must hold in \( S_T + V \).

**Theorem 24.** There is a formula \( T(x) \) in \( L_N \) with the indicated scalar free variable such that (i) in any normed space \( T(x) \) defines a subset of the interval \((0, 1)\) and (ii) for any set \( T \subseteq (0, 1) \), and any normed space \( V \) whose unit circle contains no hexagons, \( T(x) \) defines \( T \) in the 1-sum \( S_T + V \).

**Proof:** Taking \( T(x) \) as defined above, we have already proved (ii), while (i) is immediate from the definition of \( T(x) \). \( \square \)

**Theorem 25.** There are primitive recursive reductions of the set of all true \( \Pi^2_1 \) sentences to each of the theories \( \text{NS}_+^\infty \), \( \text{BS}_+^\infty \), \( \text{NS}_+^\infty \) and \( \text{BS}_+^\infty \).

**Proof:** It suffices to produce a primitive recursive function \( P \mapsto P_A \) from the set of \( \Sigma^2_i \) sentences to \( L^+_N \) such that (i) \( P \) is true iff \( P_A \) has a normed space model and (ii) whenever \( P_A \) has a normed space model it also has an infinite-dimensional Banach space model. So let \( P \) be a \( \Sigma^2_i \) sentence \( \exists u \cdot Q(u) \).

We work in the 1-sum \( X + S_T \) where \( X \) is the 2-dimensional normed space defined at the beginning of this section and illustrated in figure 4 and \( S_T \) is as
above for some $T \subseteq (0, 1)$. Consider the following formulas of $L_N^\times$:

\[
EPX(v) := EP(v) \land \exists u \ w \cdot H(u, v, w)
\]
\[
X(v) := \exists u \ w \cdot EPX(u) \land EPX(w) \land v = u + w.
\]

In $X + S_T$, $EPX(v)$ holds iff $v$ is an extreme point of the disc of radius $||v||$ in the summand $X$ and so $X(v)$ holds iff $v$ is a sum of such extreme points, which is true iff $v \in X$. If, as in the proof of lemma 12 we relativize the earlier definitions of the formulas $\text{Nat}(x)$ and $\text{RTIMES}(x, y, z)$ to $X(v)$ then the resulting formulas will define the set of natural numbers and the graph of the multiplication function in $X + S_T$, just as in theorem 17. As in section 3 there are sentences Peano and $\text{Mult}$ of $L_N^+$ asserting that the relativized versions of $\text{Nat}(x)$ and $\text{RTIMES}(x, y, z)$ do indeed define the natural numbers and real multiplication respectively.

Let $Q_1$ be obtained from $Q(u)$ as follows: first, replace each subformula of the form $x^P \in u$ by $T(\frac{1}{2}(x^P + 1))$ and translate all other formulas as in the reduction of second-order arithmetic of theorem 2 using $D(n, x)$ to represent sets of natural numbers as real numbers, using $S(x)$ to single out canonical representatives and using the relativized $\text{Nat}(x)$ as the predicate for the natural numbers; then, as in the proof of theorem 3 eliminate multiplication using the relativized $\text{RTIMES}(x, y, z)$. Now let $P_A := Q_1 \land \text{Peano} \land \text{Mult}$. By construction $P_A$ contains no terms of the form $av$, so $P_A$ is indeed in $L_N^+$.

We may now check conditions (i) and (ii). First, assume $P_A$ has a model, and in that model let $U = \{S \mid T(\frac{1}{2}(\sharp S + 1))\}$ where $\sharp$ is the injection of $\mathbb{P}(\mathbb{N})$ into the interval $[0, 3/2]$ defined in section 3. Then as Peano and $\text{Mult}$ hold, $Q(u)$ must hold in the standard model when $u$ is interpreted as $U$, so $P_A$ holds. Conversely, if $P_A$ is true, then if $P$ is true, so that $Q(u)$ holds when $u$ is interpreted as $U$ say, then if we put $T = \{\frac{1}{2}(\sharp S + 1) \mid S \in U\} \cup (0, 1/3)$, $P_A$ is satisfied in the normed space $X + S_T$ (since if $x(\frac{1}{2}(x + 1) \in (0, 1/3)$ then $x < 0$ and $S(x)$ is false). Now $X + S_T$ is a Banach space and is infinite-dimensional so if $P_A$ has a model it has an infinite-dimensional Banach space model.

\[\textbf{Corollary 26.} \text{The theories } NS_+, BS_+, NS_\times, BS_\times, NS, BS, NS\times \text{ and } BS\times \text{all have the same many-one degree as the set of all true } \Pi^1_1 \text{ sentences.}\]

\[\textbf{Proof:} \text{This follows immediately from theorems 25 and 23.}\]

As a final remark on degrees of unsolvability, close analogues of the above results on normed spaces and Banach spaces hold for metric spaces: there is a Skolem-Löwenheim theorem stating that any (complete) metric space has an elementarily equivalent (complete) subspace of cardinality at most $c$; the theory of
countable metric spaces is many-one equivalent to second-order arithmetic; and the theory of arbitrary metric spaces is many-one equivalent to the set of true $\Pi^2_1$ sentences.

6. Quantifier elimination for theories of inner product spaces

The main idea of this section is that in the first-order theory of inner product spaces over $\mathbb{R}$ it should take at most $k$ degrees of freedom to decide the validity of a formula with $k$ vector variables. The key result implies that if a formula $P$ has free vector variables $v_1, \ldots, v_t$ and has $k$ vector variables in all, then in all dimensions $\geq k$, $P$ is equivalent to a system of constraints on the inner products $\langle v_i, v_j \rangle$. The proof is via a process that eliminates vector quantifiers in favour of blocks of scalar quantifiers. It follows that to decide a sentence with $k$ vector variables we need only decide it in $\mathbb{R}^n$ for $n = 0, 1, \ldots, k$ and that is easy after a simple syntactic transformation given a decision procedure for formulas that do not involve vectors, i.e., for the language of a real closed field.

In the paper that our title echoes, Tarski (1951) gave the first quantifier elimination procedure for a real closed field and hence a decision procedure of the kind that we need. Apparently the first actual computer implementation of an algorithm for this problem was by Collins (1976). A relatively simple procedure due to Cohen and Hörmander (Hörmander 1983, Gårding 1997, Bochnak et al. 1998) has been implemented by several people including one of the present authors. Collins’s method of cylindrical algebraic decomposition has complexity exponential in the number of bound variables. The best known algorithms are exponential in the number of quantifier alternations (see (Basu et al. 2006)), but work on implementation of these algorithms is in its early stages. Since our syntactic transformations replace vector quantifiers by blocks of scalar quantifiers, these recent improvements are significant for the complexity of our decision procedure.

We write $\text{IP}$, resp., $\text{IP}^F$, resp., $\text{IP}^\infty$ for the theories of real inner product spaces where the dimension is unconstrained, resp., constrained to be finite, resp., constrained to be infinite, and $\text{HS}$, $\text{HS}^F$ and $\text{HS}^\infty$ for the theories of Hilbert spaces with the corresponding constraints on the dimension. By the well-known fact that finite dimensional inner product spaces are complete, $\text{HS}^F = \text{IP}^F$. We will show that all of these theories are decidable and that $\text{IP} = \text{IP}^F = \text{HS} = \text{HS}^F$ and that $\text{IP}^\infty = \text{HS}^\infty$.  
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Lemma 27. Every formula of $\mathcal{L}_I$ is equivalent in the theory of real inner product spaces to one in which the only vector expressions are variables occurring as operands of the inner product operator $\langle \cdot, \cdot \rangle$.

Proof: Given a formula, first replace vector equations $a = b$, by the equivalent scalar equation $\langle a - b, a - b \rangle = 0$ (or alternatively $\langle a, a \rangle = \langle b, b \rangle \wedge \langle a, b \rangle = \langle a, a \rangle$, which may sometimes be more efficient in practice) and then repeatedly apply the following equations as left-to-right rewrite rules.

$$
\begin{align*}
\langle a, 0 \rangle &= 0 & \langle -a, b \rangle &= -\langle a, b \rangle \\
\langle 0, a \rangle &= 0 & \langle a, -b \rangle &= -\langle a, b \rangle \\
\langle ta, b \rangle &= t\langle a, b \rangle & \langle a, b + c \rangle &= \langle a, b \rangle + \langle a, c \rangle \\
\langle a, tb \rangle &= t\langle a, b \rangle & \langle a + b, c \rangle &= \langle a, c \rangle + \langle b, c \rangle.
\end{align*}
$$

This process must terminate, as the reader may verify, giving a formula of the desired form. ■

To state the main theorem of this section, let us first agree on some terminology and notation. Given a formula $P$ of $\mathcal{L}_I$, let $v(P)$ and $s(P)$ denote the sets of free vector variables and free scalar variables of $P$ respectively. If $V$ is a real inner product space, an interpretation of $P$ in $V$ is a pair of functions, $I : v(P) \to V$ and $J : s(P) \to \mathbb{R}$. We write $(I, J) \models_V P$ iff $P$ is satisfied in the interpretation $(I, J)$ when all symbols are interpreted using the structure of $V$ and $\mathbb{R}$. $P$ is valid in $V$ iff $(I, J) \models_V P$ for every interpretation $(I, J)$ of $P$ in $V$. Note that if the formula $P$ contains no vector expressions, then $P$ is a formula in the first-order language of an ordered field and, for any $V$, $(\{\}, J) \models_V P$ iff $J \models P$ in the usual sense of single-sorted first-order logic.

For $k \in \mathbb{N}$, let us say that formulas $P_1$ and $P_2$ with the same free variables are $k$-equivalent iff whenever, $(I, J)$ is an interpretation of those free variables in an inner product space $V$ of dimension at least $k$, $(I, J) \models_V P_1$ iff $(I, J) \models_V P_2$, i.e., $P_1$ and $P_2$ are equivalent in the theory of all spaces of dimension at least $k$. So, for example, the sentences $\exists v \ w : \forall x : v \neq x w \wedge w \neq x v$ and $0 = 0$ are 2-equivalent, but not 1-equivalent. Providing they have the same free variables, logically equivalent formulas are $k$-equivalent for any $k$.

Let us say that a formula $P$ is special iff it has the following form, where $v(P) = \{v_1, \ldots, v_t\}$ and $Q$ is a formula containing no vector expressions.

$$
\exists x_{11} x_{12} \cdots x_{tt} \left( \bigwedge_{i=1}^t \bigwedge_{j=1}^t x_{ij} = \langle v_i, v_j \rangle \right) \wedge Q.
$$
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Clearly if $P$ is special, its truth value with respect to an interpretation $(I, J)$ depends only on $J$ and the inner products $\langle I(v_i), I(v_j) \rangle$.

**Theorem 28.** If $P$ is a formula of $L_I$ containing $k$ vector variables then $P$ is $k$-equivalent to a special formula.

**Proof:** First note that variables are to be counted in a very frugal way, by ignoring variable binding and simply counting the number of distinct variable names that appear: so that, for example, $(\forall v \cdot v + w = 0) \Rightarrow (\forall v \cdot v = w)$ contains just two variables, $v$ and $w$.

Replacing $\forall \ldots \ldots$ by $\neg \exists \ldots \ldots$ throughout, it suffices to show that the desired property holds for quantifier-free formulas (and hence in particular atomic formulas) (i) and is preserved under logical negation (ii), scalar existential quantification (iii), vector existential quantification (iv), and the binary propositional connectives (v).

(i): If $P$ is quantifier-free with free vector variables $v_1, \ldots, v_k$, we may assume, by lemma 27 that the $v_i$ only appear in expressions of the form $\langle v_i, v_j \rangle$. Let $Q$ be the result of substituting a fresh scalar variable $x_{ij}$ for each occurrence of $\langle v_i, v_j \rangle$ in $P$, $1 \leq i, j \leq k$. Then $Q$ is a formula containing no vector expressions and $P$ is logically equivalent, and so $k$-equivalent, to the special formula:

$$\exists x_{11} x_{12} \cdots x_{kk} \left( \bigwedge_{i=1}^{k} \bigwedge_{j=1}^{k} x_{ij} = \langle v_i, v_j \rangle \right) \land Q.$$

For the remaining steps, assume that $P$ is $k$-equivalent to a special formula, $S$:

$$S \equiv \exists x_{11} x_{12} \cdots x_{tt} \left( \bigwedge_{i=1}^{t} \bigwedge_{j=1}^{t} x_{ij} = \langle v_i, v_j \rangle \right) \land Q,$$

where $v_1, \ldots, v_t$ are the free vector variables of $P$ and $Q$ contains no vector expressions.

(ii) Like $P$, $\neg P$ contains $k$ vector variables and as noted above is $k$-equivalent to $\neg S$ which is logically equivalent to the following special formula with the same free variables:

$$\exists x_{11} x_{12} \cdots x_{tt} \left( \bigwedge_{i=1}^{t} \bigwedge_{j=1}^{t} x_{ij} = \langle v_i, v_j \rangle \right) \land \neg Q.$$
(iii) Again like $P$, $\exists x \cdot P$ contains $k$ vector variables and is $k$-equivalent to $\exists x \cdot S$ which is logically equivalent to the following special formula with the same free variables:

$$\exists x_{11} x_{12} \cdots x_{tt} \left( \bigwedge_{i=1}^{t} \bigwedge_{j=1}^{t} x_{ij} = \langle v_{i}, v_{j} \rangle \right) \land (\exists x \cdot Q).$$

(iv) If $v$ does not appear free in $P$, then $\exists v \cdot P$ contains either $k$ or $k + 1$ vector variables and is logically equivalent to $P$, and hence $k$-equivalent and so also $(k + 1)$-equivalent to the special formula $S$. If $v$ does appear free in $P$, then $P$ and $\exists v \cdot P$ both contain $k$ vector variables. Up to a logical equivalence, we may assume that the free variables $v_{1}, \ldots, v_{t}$ are listed so that $v \equiv v_{t}$ and $v \not\equiv v_{i}$ for $1 \leq i < t$. Thinking of $v_{i}$ expressed as a linear combination of $v_{1}, \ldots, v_{t-1}$ and some vector $c$ orthogonal to those vectors, I claim $P_{1} := \exists v_{t} \cdot P$ is $k$-equivalent to the special formula $P_{2}$ defined as follows (where the $y_{i}$ and $y$ are fresh variables corresponding to the coefficients of the $v_{i}$ and $c$ in the expression for $v_{t}$):

$$P_{2} := \exists x_{11} x_{12} \cdots x_{(t-1)(t-1)} \left( \bigwedge_{i=1}^{(t-1) \cdot (t-1)} x_{ij} = \langle v_{i}, v_{j} \rangle \right) \land$$

$$\exists y y_{1} \cdots y_{(t-1)} x_{tt} \left( \bigwedge_{i=1}^{t-1} x_{it} = \sum_{j=1}^{t-1} y_{j} x_{ij} \right) \land \left( \bigwedge_{i=1}^{t-1} x_{ij} = \sum_{i=1}^{t-1} y_{i} x_{ij} \right) \land x_{tt} = y^{2} + \sum_{i=1}^{t-1} \sum_{j=1}^{t-1} y_{i} y_{j} x_{ij} \land Q.$$

To see that $P_{1}$ is indeed $k$-equivalent to $P_{2}$, let $(I, J)$ be an interpretation of $P_{1}$ and $P_{2}$ in an inner product space $V$ of dimension at least $k$. Note that as $t \leq k$, and dom $I = \{v_{1}, \ldots, v_{t-1}\}$ the range of $I$ must span a proper subspace $W$ of $V$.

We must show that $(I, J) \models_{V} P_{1}$ iff $(I, J) \models_{V} P_{2}$:

$\Rightarrow$: assume $(I, J) \models_{V} P_{1}$, i.e., $(I, J) \models_{V} \exists v_{t} \cdot P$, so that there is an element $a$ of $V$ such that $(I \cup \{(v_{t}, a)\}, J) \models_{V} P$. Since $P$ and $S$ are $k$-equivalent, we must also have that $(I \cup \{(v_{t}, a)\}, J) \models_{V} S$. So, there exist scalars $\beta$ and $\beta_{1}, \ldots, \beta_{t-1}$ and a unit vector, $c$, orthogonal to $W$, such that $a = b + \beta c$ where $b = \sum_{i=1}^{t-1} \beta_{i} I(v_{i}) \in W$. Since $(I \cup \{(v_{t}, a)\}, J) \models_{V} S$, if we take $\alpha_{ij} = (I(v_{i}), I(v_{j})), 1 \leq i, j \leq t - 1$, $\alpha_{tt} = \alpha_{ti} = (I(v_{i}), a) 1 \leq i \leq t - 1$ and $\alpha_{tt} = (a, a), Q$ holds in the interpretation $J \cup \{(x_{ij}, \alpha_{ij}) \mid 1 \leq i, j \leq t\}$. So, taking $y =$
\( \beta, y_1 = \beta_1, \ldots, y_{t-1} = \beta_{t-1} \) as the witnesses to the inner existential quantification in \( P_2 \), one may check that the \( x_{it}, x_{tj} \) and \( x_{tt} \) as given by the equations in \( P_2 \) are \( \alpha_{it}, \alpha_{tj} \) and \( \alpha_{tt} \). But \( Q \) holds under the interpretation \( J \cup \{ (x_{ij}, \alpha_{ij}) \mid 1 \leq i, j \leq t \} \), so \( (I, J) \models V P_2 \)

\( \iff \) assume \( (I, J) \models V P_2 \), i.e., there are \( \beta, \beta_1, \ldots, \beta_{t-1}, \) such that \( Q \) holds under the interpretation that extends \( J \) by assigning \( \alpha_{ij} := (I(v_i), I(v_j)) \) to \( x_{ij} \), \( 1 \leq i, j \leq t - 1 \), and assigns to \( x_{it}, x_{tj} \) and \( x_{tt} \) the values \( \alpha_{it}, \alpha_{tj} \) and \( \alpha_{tt} \), say, given by the equations in \( P_2 \) when one takes \( y = \beta, y_1 = \beta_1, \ldots, y_{t-1} = \beta_{t-1} \). Since \( W \) is a proper subspace of \( V \), we may pick a unit vector orthogonal to \( W \). But then, if we take \( b = \sum_{i=1}^{t-1} \beta_i I(v_i) \) and \( a = b + \beta c \), we find that under the interpretation \( (I \cup \{ (v_t, a) \}, J) \), the \( x_{ij} \) in \( S \) must take on the values \( \alpha_{ij} \). Since \( Q \) holds under the interpretation \( J \cup \{ (x_{ij}, \alpha_{ij}) \mid 1 \leq i, j \leq t \} \), we have that \( (I \cup \{ (v_t, a) \}, J) \models V S \) and, as \( S \) and \( P \) are \( k \)-equivalent, we must have that \( (I \cup \{ (v_t, a) \}, J) \models V P \). But then \( (I, J) \models V \exists v_t \cdot P \), i.e., \( (I, J) \models V P_1 \) which completes the proof of (iv).

(v) At this point, the proof for formulas in prenex normal form would be complete. However, putting a formula into prenex normal form can cause an exponential explosion in the number of variables that it contains when counted in our frugal sense and this would make algorithms based on our results less efficient. So for the final step, assume that \( P \) contains \( k \) vector variables and is \( k \)-equivalent to a special formula, \( S \) as above, while \( P' \) contains \( k' \) vector variables and is \( k' \)-equivalent to the special formula \( S' \):

\[
S' \equiv \exists x_{p+1} x_{p+2} \cdots x_{qq'} \left( \bigwedge_{i=p+1}^{q} \bigwedge_{j=p+1}^{q} x_{ij} = \langle v_i, v_j \rangle \right) \land Q',
\]

where we assume that the free vector variables of \( P \) and \( P' \) are listed so that \( v_1 \ldots v_p \) are free in \( P \) but not in \( P' \), \( v_{p+1} \ldots v_t \) are free in both \( P \) and \( P' \) and \( v_{t+1} \ldots v_q \) are free in \( P' \) but not in \( P \). Let \( \circ \) be any binary propositional connective, e.g., \( \land, \lor, \Rightarrow \) or \( \Leftrightarrow \). If \( m \) is the number of vector variables in \( P \circ P' \), I claim that \( P \circ P' \) is \( m \)-equivalent to the special formula \( S'' \) defined by:

\[
S'' := \exists x_{11} x_{12} \cdots x_{qq'} \left( \bigwedge_{i=1}^{q} \bigwedge_{j=1}^{q} x_{ij} = \langle v_i, v_j \rangle \right) \land (Q \circ Q').
\]

Clearly \( P \circ P' \) has the same free variables as \( S'' \). Let \( (I, J) \) be an interpretation of those free variables in an inner product space of dimension at least \( m \). As \( m \geq k \) and \( P \) is \( k \)-equivalent to \( S \), \( P \) must have the same truth value as is taken by the
subformula $Q$ of $S$ when we interpret the $x_{ij}$ appearing in $Q$ as the inner products $(I(v_i), I(v_j))$ and interpret the other free variables of $Q$ using $J$. Applying the same reasoning for $P'$ and $Q'$ we find that under the interpretation $(I, J)$, $S''$ has the same truth value as $P \circ P'$. Thus $P \circ P'$ is indeed $m$-equivalent to the special formula $S''$ completing the proof of the theorem.

The only special feature of the real numbers used in the above proof is that positive elements have square roots (which is needed to ensure the existence of a unit vector in any given direction). If $\mathbb{R}$ did not have an adequate supply of square roots, both the proof and the statement of this theorem would break down: over the field of rational numbers, there is a countable infinity of distinct isomorphism classes of 1-dimensional inner product spaces indexed by square-free positive integers, the class corresponding to $m$ being characterized by the sentence $\exists v \cdot \langle v, v \rangle = m$.

The proof of theorem 28 actually provides a primitive recursive function that calculates a special formula that is $k$-equivalent to the given formula $P$. Combined with a decision procedure for real closed fields, this would give a decision procedure for the theories $L_\mathbb{P} \infty$ and $HS \infty$. As we are also interested in $IP, IP^\mathbb{F}, HS$ and $HS^\mathbb{F}$, we will take a different line, using the following theorem to justify a different procedure.

**Theorem 29.** Let $P$ be a sentence of $L_1$ containing $k$ vector variables and let $V$ be any inner product space of (possibly infinite) dimension $d \geq k$. Then $P$ holds in $V$ iff it holds in $\mathbb{R}^k$.

**Proof:** By theorem 28 $P$ is $k$-equivalent to a special formula, but a special formula with no free variables is just a sentence in the language of an ordered field and its truth is independent of the choice of vector space, so any space of dimension at least $k$, e.g., $\mathbb{R}^k$, will serve to test the truth of $P$. ■

**Lemma 30.** There is a primitive recursive function that maps a sentence $P$ of $L_1$ and a natural number $n$ to a sentence $P|_n$ containing no vector variables such that $(\emptyset, \emptyset) \models_{\mathbb{R}^n} P \iff P|_n$, i.e., $P$ holds in $\mathbb{R}^n$ iff $P|_n$ is valid.

**Proof:** We describe a primitive recursive algorithm that constructs the sentence $P|_n$ and show that it is valid iff $P$ holds in the standard $n$-dimensional inner product space $\mathbb{R}^n$, which proves the lemma.

If $n = 0$, $P|_0$ is obtained from $P$ by deleting all vector quantifiers, replacing all inner products by scalar 0 and replacing all vector equations by the scalar equation $0 = 0$. Evidently $(\emptyset, \emptyset) \models_{\mathbb{R}^0} P$ iff $(\emptyset, \emptyset) \models_{\mathbb{R}^0} P|_0$. 
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If \( n \geq 1 \), pick \( n \) fresh vector variables \( e_1, \ldots, e_n \) and, for each vector variable, \( v \), occurring in \( P \), pick \( n \) fresh scalar variables \( x_1^v, \ldots, x_n^v \). Replace each vector quantifier \( \forall v \cdot ( \text{resp. } \exists v \cdot ) \) in \( P \) by the string of scalar quantifiers \( \forall x_1^v \cdots \forall x_n^v \cdot ( \text{resp. } \exists x_1^v \cdots \exists x_n^v \cdot ) \) and replace all other occurrences of \( v \) by \( x_1^v e_1 + \cdots + x_n^v e_n \).

Call the resulting formula \( P_1 \). Clearly, \( P \) holds in \( \mathbb{R}^n \) iff \( (I, \{\}) \models \mathbb{R}^n P_1 \) holds where \( I : v(P_1) \rightarrow \mathbb{R}^n \) interprets each \( e_i \) as the \( i \)-th element of the standard basis.

By lemma 27, \( P_1 \) is equivalent to a formula \( P_2 \) in which vector expressions only appear in inner products \( \langle e_i, e_j \rangle \). \( P|_n \) is now obtained from \( P_2 \) by replacing each expression \( \langle e_i, e_j \rangle \) by 1 if \( i = j \) and 0 otherwise. Thus \( P|_n \) contains no vector expressions, and \( (I, \{\}) \models \mathbb{R}^n P_2 \) iff \( (\{\}, \{\}) \models \mathbb{R}^n P|_n \).

In the construction of \( P|_n \) in the above proof, an alternative way of eliminating vector variables from the formula \( P_1 \) is to reduce vector equations by rearranging them into the form \( t_1 e_1 + \cdots + t_n e_n = 0 \) which can then be replaced by \( t_1 = 0 \land \cdots \land t_n = 0 \) before applying the method of lemma 27. This would be more efficient, and also avoid introducing multiplication, which might be practically beneficial when working in the additive fragment of an extended language including a richer supply of vector constants.

In section 2.5.2, we defined sentences \( D_{\leq n} \) for \( n \in \mathbb{N} \) that hold in a vector space iff the space has finite dimension less than or equal to \( n \). Let us define \( D_0 := D_{\leq 0} \) and \( D_{n+1} := D_{\leq n+1} \land \neg D_{\leq n} \) so that the sentence \( D_n \) holds iff the dimension is exactly \( n \). We use these sentences to reduce the theories of interest to the theory \( \mathcal{L}P_{\leq k} \) of inner product spaces of dimension at most \( k \).

**Theorem 31.** Let \( P \) be a sentence of \( \mathcal{L}_I \) containing \( k \) vector variables; if \( k = 0 \), let \( P^* := P|_0 \) otherwise define \( P^* \) by

\[
P^* := (D_0 \land P|_0) \lor (D_1 \land P|_1) \lor \cdots \lor (D_{k-1} \land P|_{k-1}) \lor (\neg D_{\leq (k-1)} \land P|_k)
\]

where \( k \) is the number of vector variables in \( P \), then \( P^* \) is equivalent to \( P \) in any of the theories \( \mathcal{L}P \), \( \mathcal{L}P^F \), \( \mathcal{L}P^\infty \), \( \mathcal{H}S \), \( \mathcal{H}S^F \), and \( \mathcal{H}S^\infty \).

**Proof:** Let \( V \) be any inner product space. If \( V \) has infinite dimension or finite dimension \( d \geq k \), then \( D_n \) is false in \( V \) for \( n < k - 1 \) and \( \neg D_{\leq k-1} \) is true, so \( P^* \) is equivalent in \( V \) to \( P|_k \). But, by lemma 30, \( P|_k \) is true iff \( P \) is true in \( \mathbb{R}^k \), and by theorem 29, \( P \) is true in \( V \) iff it is true in \( \mathbb{R}^k \). If \( V \) has finite dimension \( d < k \), then \( P^* \) is equivalent to \( P|_d \) which is valid iff \( P \) holds in \( \mathbb{R}^d \) iff \( P \) holds in \( V \), since \( V \) and \( \mathbb{R}^d \) are isomorphic. So irrespective of the dimension of \( V \), \( P \) holds iff \( P^* \) holds. Noting that our methods of proof make no assumptions about completeness this completes the proof of the theorem. \( \blacksquare \)
Corollary 32. For every sentence $P$ of $\mathcal{L}_I$ there is a subset $D_P$ of $\mathbb{N} \cup \{\infty\}$ such that $P$ holds in an inner product space $V$ iff $\dim(V) \in D_P$. Moreover $D_P$ is either a finite subset of $\mathbb{N}$ or the complement of a finite subset of $\mathbb{N}$ and can be effectively computed from $P$.

Proof: Calculate $P^*$ as in the theorem and then apply the quantifier elimination algorithm for the first-order theory of real arithmetic to determine the truth values of the sentences $P|_i$ that appear in $P^*$, then simplify to give either (i) a (possibly empty) disjunction of the form $D_{i_1} \lor \ldots \lor D_{i_m}$ or (ii) a disjunction of the form $D_{i_1} \lor \ldots \lor D_{i_m} \lor \neg D_{\leq (k-1)}$ (where $k > i_m$ is the number of vector variables in $P$).

In both cases, the truth of the result is determined by a set $D_P$ of dimensions: in case (i), we have $D_P = \{i_1, \ldots, i_m\}$ which is a finite subset of $\mathbb{N}$, while in case (ii) $D_P$ is the complement in $\mathbb{N} \cup \{\infty\}$ of the finite subset $\{0, \ldots, k-1\} \setminus \{i_1, \ldots, i_m\}$.

Since the construction of the $P|_i$ is primitive recursive as is the construction of $P^*$ from them, this gives an effective procedure for computing $D_P$, e.g., represented as an encoding of a pair $(t, X)$ where $t \in \{0, 1\}$ and $X$ is a finite set of natural numbers, $D_P$ comprising $X$ when $t = 0$ and its complement when $t = 1$.

Corollary 33. A class $C$ of structures for the language $L_I$ is axiomatizable (resp. recursively axiomatizable) iff it comprises all inner product spaces $V$ such that $\dim(V) \in D$ for some $D \subseteq \mathbb{N} \cup \{\infty\}$ that is either finite or contains $\infty$ (resp. either finite or the complement of a recursively enumerable subset of $\mathbb{N}$).

Proof: Recall that a class of structures for a language is said to be (recursively) axiomatizable iff it comprises all models of some (recursive) set of axioms. If $A$ is any set of sentences of $L_I$, then, by the previous corollary, $V$ is a model of $A$ iff $\dim(V) \in \bigcap_{P \in A} D_P$ where each $D_P$ is either a finite set of natural numbers or the complement in $\mathbb{N} \cup \{\infty\}$ of a finite set of natural numbers. A subset $D$ of $\mathbb{N} \cup \{\infty\}$ can be written as such an intersection iff it is either a finite set of natural numbers or contains $\infty$.

The assertion about recursive axiomatizability is an easy exercise in recursion theory: in one direction, test for non-membership of $D$ using an algorithm that on input $d$, enumerates the sentences of $A$ checking for each sentence in turn whether it excludes models of dimension $d$; in the other direction, observe that a non-empty r.e. set of finite dimensions may be excluded by an r.e. set of axioms and then use the well-known trick of replacing the r.e. set $P_1, P_2, P_3, \ldots$ by the recursive set $P_1, P_1 \land P_2, P_1 \land P_2 \land P_3, \ldots$ to get a recursive axiomatization.

Theorem 34. The theories $IP$, $IP^F$, $IP^\infty$, $HS$, $HS^F$ and $HS^\infty$ are all decidable. Moreover $IP = IP^F = HS = HS^F$ and $IP^\infty = HS^\infty$. 
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Proof: By corollary 32, given a sentence $P$ of $\mathcal{L}_I$, we can effectively calculate the set $D_P \subseteq \mathbb{N} \cup \{\infty\}$ of dimensions in which $P$ holds and for some finite $X \subseteq \mathbb{N}$, either $D_P = X$ or $D_P = (\mathbb{N} \cup \{\infty\}) \setminus X$. If $D_P = X$, then $P$ does not belong to any of the theories listed. If $D_P = (\mathbb{N} \cup \{\infty\}) \setminus X$, then $P$ certainly belongs to both $\mathbb{I}^\infty$ and $\mathbb{H}^\infty$, while $P$ belongs to $\mathbb{I}P$, $\mathbb{I}P^F$, $\mathbb{H}S$ or $\mathbb{H}S^F$ iff $X$ is empty. Thus we have an effective procedure for deciding membership for each of the theories. Since the theories $\mathbb{I}^\infty$ and $\mathbb{H}^\infty$ have a common decision procedure they are equal and similarly $\mathbb{I}P$, $\mathbb{I}P^F$, $\mathbb{H}S$ and $\mathbb{H}S^F$ are all equal.

For $d \in \mathbb{N}$ there is exactly one inner product space of dimension $d$ up to isomorphism. Corollary 32 implies that there is exactly one infinite-dimensional inner product space up to elementary equivalence. By contrast, the existence of the normed spaces $S_T$ of theorem 24 and the constructions used to prove theorems 21 and 23 show that, up to elementary equivalence, there are $c = |\mathbb{R}|$ distinct $d$-dimensional normed spaces for each $d$, $2 \leq d \in \mathbb{N}$, and $2^c$ distinct normed spaces altogether.

7. Decidable fragments of the theory of normed spaces

Although we have shown that the general theory of normed spaces is undecidable, there are some significant decidable fragments. In this section, we will find that the purely universal and purely existential fragments are both decidable via reductions to the first-order theory of the reals. The reduction for purely existential sentences is very simple, but for purely universal sentences, the reduction involves an interesting geometrical construction. In section 8 we will find that the $\exists \forall$ and $\forall \exists$ fragments are undecidable, so these results are the best possible of their type.

Consider a sentence in the language of normed spaces that is in prenex normal form and contains no universal quantification over vectors: clearly such a sentence $P$ holds in all normed spaces iff it holds in the trivial normed space 0. We therefore obtain a decision procedure for valid sentences of this form by striking out all vector quantifiers, replacing all norm expressions by 0 and all vector equations by $0 = 0$ and then applying the decision procedure for the first-order theory of the reals. In particular, the set of valid purely existential sentences is decidable.

As we shall now see the set of true purely universal sentences in the language of normed spaces is also decidable, but the decision procedure and its verification are much less trivial: the crux of the argument lies in deciding satisfiability of a set of bounds on the norms of a finite set of vectors, so we start by considering how to define a norm satisfying a system of constraints.
Lemma 36. Let set defined by the inequality \( \sum c_i x_i \) maps \((interval)\) topology on any line in \( W \) of a norm on the subspace \( V \) of \( \mathbb{R} \) the usual topology on \( \mathbb{R} [\ldots] \). Proof: For this norm, then, by symmetry, \( -v \in sconv(Y) \) and then, by convexity, the line segment \([-v, v]\) is contained in \( sconv(Y) \), i.e., \( cv \in sconv(Y) \) for any \( c \) with \(|c| \leq 1\).

Lemma 35. The symmetric convex hull of a non-empty finite subset of a vector space \( V \) is given by:

\[
sconv(\{x_1, \ldots, x_n\}) = \{\sum_{i=1}^{n} c_i x_i \mid \sum_{i=1}^{n} |c_i| \leq 1\}.
\]

Proof: Write \( D = \{\sum_{i=1}^{n} c_i x_i \mid \sum_{i=1}^{n} |c_i| \leq 1\} \). It is easy to check that \( D \) is convex, symmetric and contains \( \{x_1, \ldots, x_n\} \), so \( sconv(\{x_1, \ldots, x_n\}) \subseteq D \). Conversely, let \( v \in D \) so \( v = \sum_{i=1}^{n} c_i x_i \) for some \( c \) where \( c = \sum_{i=1}^{n} |c_i| \leq 1 \). If \( c = 1 \) then \( v \) is a convex combination of the points \( \pm x_i \) and \( v \in sconv(\{x_1, \ldots, x_n\}) \) by the remarks above. The case \( c = 0 \) is trivial. So assume \( 0 < c < 1 \), so that \( v = c \sum_{i=1}^{n} (c_i/c) x_i \) and we have \( \sum_{i=1}^{n} |c_i/c| = 1 \). Hence \( v \) can be written as \( c w \) where \( |c| \leq 1 \) and \( w \in sconv(\{x_1, \ldots, x_n\}) \) (by the case \( c = 1 \) just considered) so by the remarks above \( v \in sconv(\{x_1, \ldots, x_n\}) \). \( \blacksquare \)

Lemma 36. Let \( Y = \{x_1, \ldots, x_n\} \) be a non-empty finite subset of a vector space \( V \) and let \( D = sconv(Y) \) be its symmetric convex hull. Then (i) \( D \) is the unit disc of a norm on the subspace \( W \) of \( V \) spanned by \( Y \) and (ii) if \( S \) is the unit circle for this norm, then

\[
D \setminus S = \{\sum_{i=1}^{n} c_i x_i \mid \sum_{i=1}^{n} |c_i| < 1\}.
\]

Proof: For (i), as \( D \) is certainly convex, it will satisfy the criteria for the unit disc of a norm on \( W \) if it meets every line through the origin in \( W \) in a line segment \([-v, v]\) with \( v \neq 0 \). Choose a basis for \( W \) and use it to define an isomorphism between \( \mathbb{R}^k \) and \( W \), where \( k = \dim(W) \). Now use this isomorphism to transfer the usual topology on \( \mathbb{R}^k \) to \( W \). The resulting topology on \( W \) induces the usual (interval) topology on any line in \( W \) and makes the function \( f : \mathbb{R}^n \to W \) that maps \( (c_1, \ldots, c_n) \) to \( \sum_{i=1}^{n} c_i x_i \) continuous. By lemma \( \frac{35}{2} \) \( f \) maps the compact set defined by the inequality \( \sum_{i=1}^{n} |c_i| \leq 1 \) onto \( D \). As the image of a compact
set under a continuous map, $D$ is therefore itself compact. Hence if $l$ is any line through the origin in $W$, $l \cap D$ is a compact symmetric convex subset of $l$, i.e., a line segment $[-v, v]$, and we have only to show that $v \neq 0$. To see this let $w$ be any point of $l \setminus \{0\}$. Since $w \in W$, there are $c_i$ such that $w = \sum_{i=1}^{n} c_i x_i$. If we let $c = \sum_{i=1}^{n} |c_i|$, then $c \neq 0$, and by lemma [35] $w/c \in D$, but then $w/c \in D \cap l = [-v, v]$ and as $w/c \neq 0$ we must have $v \neq 0$.

For (ii), note that $v \in D \setminus S$ iff there is a $d > 1$ such that $dv \in D$. By lemma [35] $dv \in D$ iff $dv$ can be written as $\sum_{i=1}^{n} d_i x_i$ with $\sum_{i=1}^{n} |d_i| \leq 1$ and this holds for $d > 1$ iff $v$ can be written as $\sum_{i=1}^{n} c_i x_i$ with $\sum_{i=1}^{n} |c_i| < 1$.

**Lemma 37.** Let $x_1, \ldots, x_n$ and $y_1, \ldots, y_m$ be vectors in a vector space $V$. Then there exists a norm $\| \cdot \|$ on $V$ such that $\|x_i\| \leq 1$ for all $1 \leq i \leq n$ and $\|y_j\| \geq 1$ for all $1 \leq j \leq m$ iff no $y_k$ is expressible as $y_k = \sum_{i=1}^{n} c_i x_i$ with $\sum_{i=1}^{n} |c_i| < 1$.

**Proof:** If a norm satisfies the stated bounds, then it is indeed impossible that any $y_k = \sum_{i=1}^{n} c_i x_i$ with $\sum_{i=1}^{n} |c_i| < 1$, for then by the triangle inequality $\|y_k\| \leq \sum_{i=1}^{n} |c_i| \|x_i\| \leq \sum_{i=1}^{n} |c_i| < 1$, contradicting $\|y_k\| \geq 1$.

Conversely, suppose no $y_k$ is expressible as $y_k = \sum_{i=1}^{n} c_i x_i$ with $\sum_{i=1}^{n} |c_i| < 1$. By lemma [36] we can define a norm $\| \cdot \|_0$ on the span $V_0$ of $x_1, \ldots, x_n$ with $D = \operatorname{sconv}(\{x_1, \ldots, x_n\})$ as its unit disc. Let $V_1$ be a complementary subspace of $V_0$, so that every $v \in V$ is uniquely expressible as $v = v_0 + v_1$ for $v_0 \in V_0$ and $v_1 \in V_1$. Let $\| \cdot \|_1$ be an arbitrary norm on $V_1$, e.g. defined using an inner product w.r.t. some basis. For any $B > 0$, the norm $\|v_1\|_B = B\|v_1\|_1$ is also a norm on $V_1$, and $\|v\| = \|v_0\|_0 + \|v_1\|_B$ is a norm on $V$. I claim that for sufficiently large $B$, this satisfies the constraints $\|y_j\| \geq 1$. First, if $y_j \in V_0$, then this follows immediately since the assumption implies, by Lemma [36] that $y_j$ is not in $\{w \mid \|w\|_0 < 1\}$. On the other hand, all the $y_j \notin V_0$ can be written $y_j = w_j + z_j$ for $w_j \in V_0$, $z_j \in V_1$ with $z_j$ nonzero. To ensure $\|y_j\| = \|w_j\|_0 + B\|z_j\|_1 \geq 1$, it suffices to choose $B > \max\{1/\|z_1\|_1, \ldots, 1/\|z_m\|_1\}$. 

**Theorem 38.** Let $x_1, \ldots, x_n$ and $y_1, \ldots, y_m$ be vectors in a vector space $V$, and let $b_1, \ldots, b_n$ and $d_1, \ldots, d_m$ be real numbers. Then there exists a norm $\| \cdot \|$ on $V$ such that $\|x_i\| \leq b_i$ for all $1 \leq i \leq n$ and $\|y_j\| \geq d_j$ for all $1 \leq j \leq m$ iff the following conditions hold:

- For all $1 \leq i \leq n$, $b_i \geq 0$;
- For all $1 \leq i \leq n$, if $b_i = 0$ then $x_i = 0$. 
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• No \( y_j \) is expressible as \( y_j = \sum_{i=1}^{n} c_i x_i \) with \( \sum_{i=1}^{n} |c_i| b_i < d_j \).

**Proof:** If a norm satisfying the claimed inequalities exists, then all three properties follow immediately from the norm properties, the last one using the triangle inequality just as in the proof of Lemma 37.

Conversely, suppose the three properties hold. In order to construct a norm satisfying the inequalities, we can assume without loss of generality that all \( b_i > 0 \), because by the second property, if \( b_i = 0 \) then \( x_i = 0 \) and so any norm at all satisfies \( \|x_i\| \leq b_i \). Similarly, we can assume that each \( d_j > 0 \) because if \( d_j \leq 0 \) the constraint \( \|y_k\| \geq d_j \) is automatically satisfied.

Define \( u_i = x_i/b_i \) and \( v_j = y_j/d_j \). Note that no \( v_j \) is expressible as \( v_j = \sum_{i=1}^{n} c_i u_i \) with \( \sum_{i=1}^{n} |c_i| < 1 \), because then \( y_j = d_j \sum_{i=1}^{n} c_i u_i = \sum_{i=1}^{n} (d_j c_i/b_i) x_i \), and \( \sum_{i=1}^{n} |d_j c_i/b_i| b_i = d_j \sum_{i=1}^{n} |c_i| < d_j \), contrary to the fourth condition. Therefore by Lemma 37, there is a norm on \( V \) satisfying \( \|u_i\| \leq 1 \) for \( 1 \leq i \leq n \) and \( \|v_j\| \geq 1 \) for \( 1 \leq i \leq m \). This exactly means \( \|x_i\| \leq b_i \) for all \( 1 \leq i \leq n \) and \( \|y_j\| \geq d_j \) for all \( 1 \leq j \leq m \).

We can immediately obtain a simpler result if we seek conditions allowing us to set the specific values of the norms of a finite set of vectors:

**Corollary 39.** Let \( x_1, \ldots, x_n \) be vectors in a real vector space \( V \) and let \( b_1, \ldots, b_n \) be real numbers. Then there exists a norm \( \|\cdot\| \) on \( V \) such that \( \|x_i\| = b_i \) for all \( 1 \leq i \leq n \) iff:

- For all \( 1 \leq i \leq n \), \( b_i \geq 0 \);
- For all \( 1 \leq i \leq n \), if \( b_i = 0 \) then \( x_i = 0 \);
- For each \( 1 \leq k \leq n \) there are no real numbers \( c_1, \ldots, c_n \) such that some \( x_k = \sum_{i=1}^{n} c_i x_i \) with \( \sum_{i=1}^{n} |c_i| b_i < b_k \).

**Proof:** Just apply theorem 38 with \( m = n \), \( x_i = y_i \) and \( b_i = d_i \).

**Corollary 40.** The set of valid purely universal sentences in the language of normed spaces is decidable.

**Proof:** If \( S \) is a purely universal sentence in prenex normal form \( \forall \ldots Q \), \( S \) is true iff \( \neg Q \) is unsatisfiable. So it suffices to give a decision procedure for satisfiable quantifier-free formulas. So let \( P \) be quantifier-free say with free variables given by \( v(P) = \{x_1, \ldots, x_n\} \) and \( s(P) = \{u_1, \ldots, u_m\} \). Introduce additional scalar
variables $b_1, \ldots, b_k$, one $b_i$ for each norm expression $\|y_i\|$ appearing in $P$. (Each such vector $y_i$ can be written as $p_1x_1 + \cdots + p_nx_n$ for polynomials $p$, though the $p_i$ may themselves involve other norm expressions.) Satisfiability of $P$ in a normed space is equivalent to satisfiability of $P' \land \bigwedge_{i=1}^k \|y_i\| = b_i$, where $P'$ is $P$ with each $\|y_i\|$ replaced by its corresponding $b_i$, in a bottom-up fashion so that $P'$ does not contain the norm operator. But by the corollary, this is equivalent to the satisfiability in a vector space of the following formula:

$$P'' := P' \land \bigwedge_{i=1}^k b_i \geq 0 \land \bigwedge_{i=1}^k (b_i = 0 \Rightarrow y_i = 0) \land \bigwedge_{i=1}^k (\forall c_1 \ldots c_k, |c_1|b_1 + \cdots + |c_k|b_k < b_i \Rightarrow y_i \neq c_1y_1 + \cdots + c_ky_k) .$$

The decision procedure of theorem 34 applied to the existential closure of $P''$ will then decide satisfiability of $P''$ and hence of $P$.

Note that, if the formula $P$ is satisfiable, then our methods give a norm on $\mathbb{R}^n$, whose unit disc may be taken to be a polyhedron, together with a satisfying assignment for $P$ in $\mathbb{R}^n$ under that norm. Thus, at least in principle, the above decision procedure can be extended to give a counter-example if the input purely universal sentence is false. It is also noteworthy that the only instances of multiplication introduced in the passage from $P$ to $P''$ are in the last conjunct of $P''$. In the case where the input sentence is purely additive, it is possible to develop a more efficient algorithm using a parametrised linear programming technique.

8. The $\exists \forall$ and $\forall \exists$ fragments of the theory of normed spaces

In this section we shall see that the $\exists \forall$ and $\forall \exists$ fragments of the theory of normed spaces are both undecidable. Thus the results of section 7 for the purely existential and purely universal fragments are the best of their type.

The plan of this section is as follows: we first prove undecidability for the $\exists \forall$ fragment by giving a purely existential characterization of the natural numbers in a certain normed space $K$ (cf. the proof of theorem 9); then we prove undecidability of the $\forall \exists$ fragment using a normed space $L$ whose unit circle includes an encoding of a periodic function; finally, we show that a small adjustment to $L$ allows us to prove undecidability of the set of all valid sentences of the form $A \Rightarrow B$ where $A$ and $B$ are purely universal, which, up to a logical equivalence, covers undecidability for both the $\forall \exists$ and $\exists \forall$ fragments. The approach based on periodic functions makes free use of both kinds of multiplication. The first proof for the
∃∀ fragment has the advantage of making no use of scalar-vector multiplication and is based on the following theorem:

**Theorem 41.** There is a purely existential formula \( N(x) \) in the language of normed spaces such that for any \( d \in \{2, 3, 4, \ldots \} \cup \{\infty\} \), there is a Banach space \( \mathbb{K}^d \) of dimension \( d \) in which \( N(x) \) defines the natural numbers.

**Proof:** We consider the case \( d = 2 \) first. Using the usual euclidean norm in the plane \( \mathbb{R}^2 \), define \( w_1 = e_1 \) and then, working anticlockwise around the unit circle, take \( w_n \) to be the unit vector with \( \|w_n - w_{n-1}\|_e = \frac{1}{n} \) for \( n = 2, 3, \ldots \) as illustrated in figure 8 (but not to scale). Then \( \|w_n - w_1\|_e < \Sigma_{n=2}^{\infty} \frac{1}{n} = e - 2 < 1 < \sqrt{2} = \|e_1 - e_2\|_e \), and so the \( w_n \) are all in the north-east quadrant and tend to a limit \( w \). Evidently \( \|w\|_e = 1 \) and we may define \( \mathbb{K} = \mathbb{R}^2 \) to be \( \mathbb{R}^2 \) with the norm \( \|\cdot\| \) whose unit disc is the symmetric convex hull of \( A \cup \{w_1, w_2, \ldots \} \) where \( A \) is the arc running anticlockwise from \( w \) to \( -e_1 \). Note that this norm agrees with the euclidean norm on vectors in the north-west and south-east quadrants, so, in particular, if \( p \) and \( q \) are unit vectors in the north-east quadrant, \( \|p - q\| = \|p - q\|_e \). Define predicates \( A(q, r) \) and \( N(x) \) as follows:

\[
A(q, r) := \exists p s \cdot \|p\| = \|q\| = \|r\| = \|s\| = 1 \land \\
\|(p + q)/2\| = \|(q + r)/2\| = \|(r + s)/2\| = 1 \land \\
\|(p + r)/2\| < 1 \land \|(q + s)/2\| < 1
\]

\[
N(x) := \exists p q r \cdot A(p, q) \land A(q, r) \land \|p - q\| > \|q - r\| \land \\
\|p - q\| = (x + 4)\|q - r\|.
\]
For any $n \geq 3$, $A(w_{n-1}, w_n)$ holds in $K$ (choose $p \in [w_{n-2}, w_{n-1})$ and $s \in (w_n, w_{n+1}]$ as in figure 8). Conversely, assume the matrix of $A(q, r)$ holds for some $p, q, r$ and $s$: the conditions imposed imply that $p, q, r$ and $s$ are pairwise distinct and that the line segments $[p, q], [q, r]$ and $[r, s]$ lie in the unit circle of $K$; moreover, $p, q$ and $r$ cannot be collinear, otherwise we would have $||(p + r)/2|| = 1$ and similarly $q, r$ and $s$ cannot be collinear; thus $q$ and $r$ must be adjacent isolated extreme points of the unit disc in $K$ and, for some $n \geq 3$, we have $\pm \{q, r\} = \{w_{n-1}, w_n\}$. Since $||w_{n-1} - w_n|| = \frac{1}{n!}$ for all $n \geq 2$, it follows that, $N(x)$ holds iff for some $n \geq 3, \frac{1}{n!} = \frac{(n+4)!}{(n+1)!}$, which holds (with $n = x+3$) iff $x \in \N$. Clearly $N(x)$ is equivalent to a purely existential formula and the theorem is proved for $d = 2$.

For $d > 2$, let $V$ be a Hilbert space of dimension $d-2$, and define $K^d$ to be the 2-sum of $K$ and $V$, i.e., the product vector space $K \times V$ equipped with the norm defined by $||[p, v]|| = \sqrt{||p||^2 + ||v||^2}$. That this is a norm making $K^d$ into a Banach space is readily verified. We identify $K$ with the subspace $K \times 0$ of $K^d$. It is not hard to verify that if $a$ and $b$ are distinct unit vectors and if the line segment $[a, b]$ is contained in the unit sphere of $K^d$, then $[a, b]$ is parallel to $K$ and there are $p, q \in K, v \in V$ and $t \in (0, 1]$ such that $a = (tp, v), b = (tq, v)$ and the line segment $[p, q]$ is contained in the unit circle of $K$. Because $N(x)$ only depends on the ratios of the distances between adjacent extreme points of the unit sphere, $N(x)$ holds in $K^d$ iff it holds in $K$ and the proof is complete. 

Corollary 42. Let $d \in \{2, 3, 4, \ldots\} \cup \{\infty\}$ and let $M$ be any class of normed spaces that includes all Banach spaces of dimension $d$. The set of $\exists \forall$ sentences that are valid in $M$ is undecidable.

Proof: Just as in the proof of theorem 9, use the existence of a structure in which a purely existential formula defines the subset $N$ of $\R$ to reduce the satisfiability of systems of Diophantine equations to satisfiability in $M$. 

Our next undecidability result concerns $\forall \exists$ sentences in theories of normed spaces. As in the proof of theorem 9, given a quantifier-free formula $Q(x_1, \ldots, x_k)$ in the language of arithmetic, we will exhibit an $\exists \forall$ sentence $Q_1$ in the language of normed spaces that is satisfiable iff $Q(x_1, \ldots, x_k)$ is satisfiable in $\N$. However, the quantifier structure of the sentence Peano no longer suits our purposes. Instead, we will design $Q_1$ so that its models comprise spaces whose unit circle contains a representation of a periodic function on the set $\R_+$ of positive reals, which we then use to define $\N$. We begin by showing how a norm may be used to define a function on $\R_+$.
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First consider a 2-dimensional normed space with a basis \( e_1 \) and \( e_2 \) where \( ||e_1|| = ||e_2|| = 1 \). For \( x \in (-1, 1) \), we have \( ||xe_1|| = |x| < 1 \) and so by the remarks of section 2.3.3, the vertical line \( \{ xe_1 + ye_2 \mid y \in \mathbb{R} \} \) must meet the unit circle in exactly two points, one in the upper halfplane and one in the lower. Thus with respect to the given basis, the part of the unit circle lying above the open line segment \( (-e_1, e_1) \) forms the graph of a function.

Now consider the following formulas in which the vector variables \( e_1 \) and \( e_2 \) occur free in addition to the scalar variables listed as parameters:

\[
\Gamma (x, y) := -1 < x < 0 \land 0 < y < 1 \land ||xe_1 + ye_2|| = 1
\]

\[
G(s, t) := s > 0 \land t > 0 \land ||-(1 + t)e_1 + (1 + s)te_2|| = (1 + s)(1 + t).
\]

Thus, for \( s, t \neq -1 \), \( G(s, t) \) is equivalent to \( \Gamma \left( \frac{-1}{1+s}, \frac{1}{1+t} \right) \). Assume that \( e_1 \) and \( e_2 \) are vectors in some normed space \( V \) and that the following condition holds for all \( x \) and \( y \):

\[
\text{Def} := ||e_1|| = ||e_2|| = 1 \land \\
(xe_1 + ye_2 = 0 \Rightarrow x = y = 0) \land \\
(|x| > 0 \land |y| > 0 \land ||xe_1 + ye_2|| = 1 \Rightarrow |x| < 1 \land |y| < 1).
\]

So \( e_1 \) and \( e_2 \) are unit vectors spanning a 2-dimensional subspace of \( V \) and, when we use them to define coordinates in that subspace, the unit circle is contained in the square with diagonal \( [-e_1 - e_2, e_1 + e_2] \) and meets its boundary in the four
points ±e₁ and ±e₂. This means that \( \Gamma(x, y) \) will hold iff \( y = \gamma(x) \) where \( \gamma \) is the function whose graph comprises the part of the unit circle lying strictly above the open line segment \((-e₁, 0)\), while \( G(s, t) \) will hold iff \( t = g(s) \) where the graph of \( g \) is the image of the north-west quadrant of the unit circle under the continuous bijection \( e: (-1, 0) \times (0, 1) \rightarrow \mathbb{R}_+ \times \mathbb{R}_+ \) defined by \( e(s, t) = \left( \frac{1+s}{1-t}, \frac{s}{1-t} \right) \). The condition Def ensures that \( g(s) \) is well-defined for all \( s \in \mathbb{R}_+ \). Figure 9 illustrates \( \gamma \) and \( g \) for various norms on \( \mathbb{R}^2 \).

**Lemma 43.** For some positive integer \( M \), there is a 2-dimensional normed space \( \mathbb{L} \), containing vectors \( e₁ \) and \( e₂ \), for which Def holds for every \( x \) and \( y \), while \( G(s, t) \) holds iff \( s > 0 \) and \( t = 2s + s^2 + \frac{1}{M} \sin(s) \).

**Proof:** Define functions \( g_r : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) for \( 2 > r > 0 \) by \( g_r(s) = 2s + s^2 + r \sin(s) \). Under the bijection \( e \), \( g_r \) corresponds to the function \( \gamma_r : (-1, 0) \rightarrow (0, 1) \) where:

\[
\gamma_r(x) = \frac{g_r(x)}{1 + g_r(x)}.
\]

I claim that for all small enough \( r > 0 \), \( \gamma_r \) is a concave function, i.e., the part of the plane lying below the graph of \( \gamma_r \) is convex. Assuming this, we can choose a positive integer \( M \) such that \( \gamma = \gamma_{1/M} \) is concave. Noting that \( \gamma(x) \) tends to 0 as \( x \) tends to \(-1 \) and to 1 from below as \( x \) tends to 0, we can extend \( \gamma \) to a concave function \( \gamma^* \) on \([-1, 1]\) by taking \( \gamma^*(-1) = 0 \) and \( \gamma^*(x) = 1 - x \) for \( 0 \leq x \leq 1 \).

Let \( \mathbb{L} \) be \( \mathbb{R}^2 \) under the norm whose unit circle meets the upper half-plane in the graph of \( \gamma^* \). Then in \( \mathbb{L} \), Def holds for every \( x \) and \( y \) and \( \Gamma(x, y) \) defines \( \gamma = \gamma_{1/M} \), so that \( G(s, t) \) holds iff \( s > 0 \) and \( t = g_{1/M}(s) = 2s + s^2 + \frac{1}{M} \sin(s) \).

It remains to prove that \( \gamma_r \) is concave for all small enough \( r > 0 \). Certainly \( \gamma_r \) is twice differentiable, and then, by standard results on concave functions, it is sufficient to show that the second derivative \( \gamma''_r(x) \) is never positive for \( x \) in \((-1, 0)\). Differentiating the formula for \( \gamma_r \) above twice gives:

\[
\gamma'_r(x) = \frac{g_r'(x) + 1}{x^2(1 + g_r(x+1))}
\]

\[
\gamma''_r(x) = \frac{g_r''(x+1)}{x^4(1 + g_r(x+1))^2} - \frac{2g_r'(x+1)}{x^3(1 + g_r(x+1))^2} + \frac{2g_r'(x+1)}{x^2(1 + g_r(x+1))^3}.
\]

Writing \( s = \frac{x+1}{x} \), so that \( s > 0 \) and \( \frac{1}{s} = 1 + s \), and multiplying by the positive quantity \(-x^3(1 + g_r(s))^3 \), we see that \( \gamma''_r(x) \) has the same sign as \( h_r(s) \) where:

\[
h_r(s) = (1 + g_r(s))[1 + s]g_r''(s) + 2g_r'(s) - 2(1 + s)(g_r'(s))^2
\]
\[
= (1 + 2s + s^2 + r \sin(s))[(1 + s)(2 - r \sin(s)) + 4 + 4s + 2r \cos(s)] - 2(1 + s)(2 + 2s + r \cos(s))^2.
\]

As \(-1 \leq \sin(s), \cos(s) \leq 1\), we have that \(h_r(s) \leq p(s, r)\), where:
\[
p(s, r) = (1 + 2s + s^2 + r)[(1 + s)(2 + r) + 4 + 4s + 2r] - 2(1 + s)(2 + 2s - r)^2 = p_0(s) + p_1(s)r + p_2(s)r^2.
\]
each \(p_i(s)\) being a polynomial of degree at most 3 in \(s\) with constant coefficients, say \(p_i(s) = p_{i0} + p_{i1}s + p_{i2}s^2 + p_{i3}s^3, i = 0, 1, 2\). Since \(p_0(s) = p(s, 0) = 6(1 + s)^3 - 8(1 + s)^3 = -2 - 6s - 6s^2 - 2s^3\), each \(p_{ij}\) is negative. Let \(q_j\) be the coefficient of \(s^j\) in \(p(s, r)\) so \(q_j = p_{0j} + p_{1j}r + p_{2j}r^2\). Since \(p_{0j} < 0\), we may choose \(\epsilon > 0\) such that whenever \(0 < r < \epsilon, q_j < 0, j = 0, 1, 2, 3\). But then if \(0 < r < \epsilon\), we find that \(p(s, r) < 0\) for all \(s > 0\) whence \(\gamma'_r(s)\) is negative for all \(x\) in \((-1, 0)\), since it has the same sign as the quantity \(h_r(s) \leq p(s, r) < 0\). Thus \(\gamma_r\) is concave for \(0 < r < \epsilon\) and the proof is complete.

Let the space \(\mathbb{L}\) and the positive integer \(M\) be as given by the lemma. In \(\mathbb{L}\), the following formula then defines the graph of the positive half of the sine function when \(e_1\) and \(e_2\) are given their usual interpretations:
\[
\text{SIN}(s, t) := G(s, 2s + s^2 + \frac{1}{M}t).
\]

Now consider the following formulas:

\[
\text{Periodic} := a > 0 \land \\
\quad (0 < s < 2a \Rightarrow (\text{SIN}(s, 0) \Leftrightarrow s = a)) \land \\
\quad (\text{SIN}(s, t) \Rightarrow \text{SIN}(s + a, -t))
\]
\[
\text{N}(x) := \text{SIN}((x + 1)a, 0).
\]

In \(\mathbb{L}\) with the usual interpretation of \(e_1\) and \(e_2\), Periodic holds for all \(s\) and \(t\) if we interpret \(a\) as \(\pi\), in which case \(\text{N}(x)\) holds iff \(x\) is interpreted as a natural number. On the other hand, if \(V\) is any normed space and there are \(e_1, e_2 \in V\) and \(a \in \mathbb{R}\) such that Def and Periodic hold for all \(x, y, s\) and \(t\), then \(\text{SIN}(s, t)\) must define the graph of a function on \(\mathbb{R}_+\) whose zeroes comprise precisely the positive integer multiples of \(a\), so that \(\text{N}(x)\) defines the natural numbers.

**Theorem 44.** Let \(d \in \{2, 3, 4, \ldots\} \cup \{\infty\}\) and let \(\mathcal{M}\) be any class of normed spaces that includes all Banach spaces of dimension \(d\). The set of \(\forall \exists\) sentences that are valid in \(\mathcal{M}\) is undecidable.
Proof: We will prove the equivalent claim that the set of $\exists \forall$ sentences that are satisfiable in $M$ is undecidable. Given a quantifier-free formula $Q(x_1, \ldots, x_k)$ in the language of arithmetic, define:

$$Q_1 := \exists e_1 e_2 a x_1 \ldots x_k \forall x y s t. \text{Def} \land \text{Periodic} \land N(x_1) \land \ldots \land N(x_k) \land Q(x_1, \ldots, x_k).$$

Take $V = L \times W$ where $W$ is any vector space of dimension $d - 2$ under any norm extending that of the factor $L$; if $Q(x_1, \ldots, x_k)$ is satisfiable in $N$, $Q_1$ will be satisfiable in $L$ and hence in $V$. Conversely, if $Q_1$ is satisfiable in some normed space, then under a satisfying assignment, the conditions $\text{Def}$ and $\text{Periodic}$ mean that $N(x)$ must define $N$ in $V$, so $Q(x_1, \ldots, x_k)$ is satisfiable in $N$. So, just as in the proof of theorem 9, the existence of a decision procedure for $\exists \forall$ sentences satisfiable in $M$ would contradict the undecidability of satisfiability for quantifier-free formulas in arithmetic.

To state our final result on undecidability, let us say a sentence is $\forall \Rightarrow \forall$ if it has the form $A \Rightarrow B$ where $A$ and $B$ are purely universal. With a small adjustment to the construction used to prove theorem 44, we now show that validity for $\forall \Rightarrow \forall$ sentences is undecidable. As $\forall \Rightarrow \forall$ sentences have both $\exists \forall$ and $\forall \exists$ equivalents, this provides an alternative proof for both corollary 42 and theorem 44.

**Theorem 45.** Let $d \in \{2, 3, 4, \ldots \} \cup \{\infty\}$ and let $M$ be any class of normed spaces that includes all Banach spaces of dimension $d$. The set of $\forall \Rightarrow \forall$ sentences that are valid in $M$ is undecidable.

Proof: If $d = 2$, let $L$ be the normed space constructed in the proof of lemma 43. Using the $L$-norm, let $C = \{w \mid ||e_2 - w|| = 1\}$ be the unit circle centred at $e_2$ and consider the intersection $J = C \cap T$, where $T$ is the triangle with vertices $e_1$, $e_2$ and $a = e_1 + e_2$ (see figure 9). $J$ meets the perimeter of $T$ at the vertex $a$ with $||e_1 - a|| = 1$ and at a point $b$ on the edge $[e_1, e_2]$ with $t = ||e_1 - b|| < 1$ (since $1 < ||e_2 - e_1|| < 2$). $J$ is a continuous curve and so $||e_1 - w||$ takes on all values in $[t, 1]$ as $w$ ranges over $J$. Since $T$ meets the unit disc of $L$ in the edge $[e_1, e_2]$, it follows that there are $i/j \in Q$ and $w \in J \subseteq T$ such that $||e_2 - w|| = 1 < ||w||$ and $||e_1 - w|| = i/j < 1$. Let $L_0$ be the normed space whose unit disc is the symmetric convex hull of the unit disc of $L$ and such a $w$. Then the $L$-norm and the $L_0$-norm agree in the north-west quadrant and so $L$ and $L_0$ define the same functions $\gamma$ and $g$ and assign the same lengths to the line segments that make up the north-east quadrant of the unit circle of $L_0$. In $L_0$, the following formula holds
iff \( p = se_1, \ q = se_2 \) and \( r = sw \) where \( s = \pm 1 \).

\[
W(p, q, r) := \|p\| = \|q\| = \|r\| = \|(p + r)/2\| = \|(q + r)/2\| = 1 \land \|p - r\| = i/j \land \|q - r\| = 1 \land \|(p + q)/2\| < 1
\]

Also, the following formula is invariant under \( v \mapsto -v \) and, when the free variables \( e_1 \) and \( e_2 \) are given their usual interpretation in \( \mathbb{L}_0 \), holds iff \( x = \pi \).

\[
\Pi(x) := x < 4 \land \sin(x, 0)
\]

Now, given a quantifier-free formula \( Q(x_1, \ldots x_k) \) in the language of arithmetic, define sentences \( A \) and \( B \) as follows:

\[
A := \forall e_1 \ e_2 \ w \ a \ x \ y \ s \ t \ W(e_1, e_2, w) \land \Pi(a) \Rightarrow \text{Def} \land \text{Periodic}
\]

\[
B := \forall e_1 \ e_2 \ w \ a \ x_1 \ldots x_k.
\]

\[
W(e_1, e_2, w) \land \Pi(a) \land N(x_1) \land \ldots N(x_k) \Rightarrow \neg Q(x_1, \ldots, x_k).
\]

By the above remarks on \( W(p, q, r) \) and \( \Pi(x) \), \( A \) holds and \( W(e_1, e_2, w) \land \Pi(a) \) is satisfiable in \( \mathbb{L}_0 \). Also, in any normed space in which \( A \) holds, \( N(x) \) is true under an assignment that satisfies \( W(e_1, e_2, w) \land \Pi(a) \) iff \( x \in \mathbb{N} \). Thus if \( A \) holds and \( W(e_1, e_2, w) \land \Pi(a) \) is satisfiable, then \( B \) holds iff \( Q(x_1, \ldots, x_k) \) is unsatisfiable in \( \mathbb{N} \). Thus \( A \Rightarrow B \) is valid in a class of spaces including \( \mathbb{L}_0 \) iff \( Q(x_1, \ldots, x_k) \) is unsatisfiable and so a decision procedure for \( \forall \Rightarrow \forall \) sentences that are valid in such a class would lead to a decision procedure for satisfiable quantifier-free sentences of arithmetic, which is impossible.

For \( d > 2 \), let \( V \) be a Hilbert space of dimension \( d - 2 \), let \( W \) be the 2-

sum of \( \mathbb{L}_0 \) and \( V \), and identify \( \mathbb{L}_0 \) with the subspace \( \mathbb{L}_0 \times 0 \) of \( W \). As in the proof of corollary \( \ref{corollary:parallel} \) if a line segment \([u, v]\) lies in the unit sphere of \( W \), then it is parallel to \( \mathbb{L}_0 \). Moreover, if also \( \|u - v\| = 1 \) then we must have that \( \{u, v\} = \pm \{e_2, w\} \subseteq \mathbb{L}_0 \). This means that the formula \( W(p, q, r) \) defines the same set of triples in \( W \) as it does in \( \mathbb{L}_0 \). The argument for \( d = 2 \) then shows that validity of \( \forall \Rightarrow \forall \) sentences in any class of spaces including \( W \) is undecidable.

\[\blacksquare\]

9. Concluding remarks

A vector space over the real field is a special case of a module over a ring. Theories of modules over rings have been widely studied, often with a view to applications in algebra. However, most of this work has concentrated on single-
sorted theories in which quantification over the ring of scalars is not allowed. With
this restriction, the quantifier elimination procedure of Baur and Monk provides a powerful theoretical tool; see for example, Prest (1988). For modules over any Bézout domain, van den Dries and Holly (1992) give a quantifier elimination procedure for formulas in which free scalar variables are allowed. Their method is via a reduction to the single-sorted language over a ring of polynomials and it is unclear how it could be generalised to deal with scalar quantification.

Languages and logics for Banach spaces and similar structures have also been widely studied, largely from a model-theoretic perspective, and with applications in functional analysis in mind; see, for example, Henson and Iovino (2002). This work has been carried out in logics that are weaker than full first-order logic, since metric completeness makes conventional model theory for Banach spaces less useful in the intended applications. Shelah and Stern (1978) have demonstrated the problems with conventional model theory in this context using a construction with a similar flavour to our construction of a sentence that holds in all Banach spaces but is not valid in all normed spaces.

The reduction of second-order arithmetic to the theory of the real numbers augmented with a predicate symbol for the integers has been known since the 1960s if not before. In descriptive set theory, the main ideas of section 3 are used to show that a subset of \( \mathbb{R}^n \) is projective iff it is definable in the theory of the real numbers augmented with a predicate for the integers; see for example, Moschovakis (1980), Theorem 8B.4 or Kechris (1995), ex. 37.6. However, we know of no published account of these ideas applied to problems of decidability.

The work reported in the present paper was motivated by an interest in applying mechanized theorem-proving to problems in pure mathematics and engineering. For the potential applications, vector spaces and inner product spaces over the real field are important, and, as we have seen, they admit more powerful decision procedures than modules over an arbitrary ring. However, the complexity of these decision procedures and the undecidability of theories of normed spaces present some interesting challenges.
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