EXPECTED DEGREE OF WEIGHTS IN DEMAZURE MODULES OF $\hat{\mathfrak{sl}}_2$

THOMAS BLIEM∗ AND STAVROS KOUSIDIS†

Abstract. We compute the expected degree of a randomly chosen element in a basis of weight vectors in the Demazure module $V_w(\Lambda)$ of $\hat{\mathfrak{sl}}_2$. We obtain en passant a new proof of Sanderson’s dimension formula for these Demazure modules.
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1. Introduction

The traditional way to study the dimensions of weight spaces of a given representation is by means of their generating function, the character. While the character comprehends all weight multiplicities, it may be difficult to extract meaningful information from it. For example, the characters of irreducible representations of semisimple Lie algebras are explicitly given by Weyl’s character formula. But to estimate weight multiplicities in representations with a large highest weight, more meaningful information can possibly be obtained from the fact that for $N \to \infty$ the weight distribution of $V(N\Lambda)$ converges weakly to an absolutely continuous measure with piecewise polynomial density. This fact is commonly not deduced from Weyl’s character formula but by symplectic geometry [DH82]. Similarly, given the character of a representation, one can immediately write down the character of its tensor powers $T^N(V)$, namely $\text{ch}_{T^N(V)} = (\text{ch}_V)^N$. To extract meaningful information, one could interpret this probabilistically as a convolution product of measures, saying that weights in tensor powers are distributed like sums of
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independent random variables, identically distributed according to the weight distribution of $V$. Then, by the central limit theorem and careful analysis, one can derive statistical information and estimates of weight multiplicities in high tensor powers \cite{TZ04}.

In this article, we take a probabilistic point of view on weight multiplicities in Demazure modules of the affine Lie algebra $\mathfrak{g}$ of type $A_1^{(1)}$. As $\mathfrak{g}$ is of rank 2, its weight distributions are discrete measures on the plane. Some examples are shown in Figure 1. If we think of $\mathfrak{g}$ as $\widehat{\mathfrak{sl}_2}$, the extended loop algebra of $\mathfrak{sl}_2$, natural coordinates on this plane are the the eigenvalue for $(\begin{smallmatrix} 1 & 0 \\ 0 & -1 \end{smallmatrix}) \in \mathfrak{sl}_2$, the finite weight, and the eigenvalue for a scaling element, the degree. This suggests to start the analysis with the description of the marginal distributions corresponding to the finite weight and the degree.

The distribution of the finite weight is explicitly known. Namely, the finite weight is distributed like a sum of independent random variables, all but one distributed identically \cite{San96b}. This fact has received much attention subsequently and has been generalized considerably \cite{KMOU98, FL06}. Strangely, the other marginal distribution, the distribution of the degree, seems to have escaped attention so far. Some examples are shown in Figure 2 and 3. Note that, even though the pictures suggest that the central limit theorem holds, the degree is not distributed like the sum of independent random variables. The lack of attention is especially astonishing as in the case of irreducible highest weight representations the degree distribution yields Macdonald’s identities for Dedekind’s $\eta$-function \cite{Kac90, §12.2}. The purpose of this article is to determine the expected value of the degree distribution in the case of a Demazure module of $\widehat{\mathfrak{sl}_2}$ (Theorem 4.1). Even though we prefer a probabilistic language, our result can equivalently be stated as follows: Let $\text{ch}_V$ be the character of a Demazure module for $\widehat{\mathfrak{sl}_2}$. We compute the Taylor expansion at 0 of the basic specialization of $\text{ch}_V$ up to order 1.

We calculate the expected degree by induction on the number of Demazure operators in Demazure’s character formula. The natural coordinates to do this are not the finite weight and the degree, but coordinates dual to the simple roots of $\mathfrak{g}$. The actual induction follows a snake-like pattern (Figure 4 and 5). Our strategy dictates that we must express the expected degree of a weight in a given Demazure module in terms of statistical information about the weight distribution of the previous Demazure module. It turns out that this involves not only the expected value, but also a second moment (Lemma 3.6). For this reason, we cannot apply an induction argument at this point. By what appears to be a coincidence to us, the necessary second moment can be expressed purely in terms of the variance of the finite weight. This variance is known by \cite{San96b}, thereby yielding a recurrence relation and consequently an explicit formula.
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Figure 1. Weight distribution of $V_{w_{N,0}}(10\Lambda_0)$ for $N = 1, \ldots, 8$. The horizontal axis corresponds to the finite weight, the vertical axis to the degree. Light gray corresponds to the weight multiplicity 1, black to the maximal occurring weight multiplicity in a given Demazure module.

2. Notation and conventions

Let $\hat{\mathfrak{sl}}_2$ be the affine Kac–Moody algebra corresponding to the extended Dynkin diagram of $\mathfrak{sl}_2$. Note that this can be realized as the extended loop algebra of $\mathfrak{sl}_2$ and in that spirit let $\mathfrak{b} \supset \mathfrak{h}$ be the Borel and Cartan subalgebra in $\mathfrak{sl}_2$ corresponding to their a priori fixed counterparts in $\mathfrak{sl}_2$. Denote by $\alpha_0$ and $\alpha_1$ the simple roots and by $\alpha_0^\vee, \alpha_1^\vee$ the simple coroots. Let $s_0, s_1$ be the simple reflections and $W^{\text{aff}} = \langle s_0, s_1 \rangle$ the Weyl group. For $w \in W^{\text{aff}}$ and a dominant integral weight $\Lambda = m\Lambda_0 + n\Lambda_1$ denote the associated Demazure module by $V_w(\Lambda)$. All weights occurring in $V_w(\Lambda)$ are elements of the lattice $\Gamma = \Lambda + \mathbb{Z}\alpha_0 + \mathbb{Z}\alpha_1 \subset \mathfrak{h}^\ast$. We usually make dependencies on the Weyl group element $w$ explicit in the notation, while dependencies on the highest weight $\Lambda$ remain implicit. Demazure’s character formula allows the computation of the character of $V_w(\Lambda)$ by an iterated application of certain operators on the monomial $e^\Lambda$, as follows. We introduce the convention that $\sum_{i=0}^{-1} a_i = 0$ and $\sum_{i=0}^{k} a_i = -a_{-1} - \cdots - a_{k+1}$ for $k < -1$. Note that this is natural in the sense that Gauss’s summation formula $\sum_{i=0}^{k} i = \frac{k(k+1)}{2}$ extends to all $k \in \mathbb{Z}$,
Figure 2. Degree distribution of $V_{w_N,0}(\Lambda_0)$ for $N = 0, 1, \ldots, 8; 17, 18$. Degree 0, the degree of the highest weight, is displayed on the left, the maximal occurring degree in a given Demazure module on the right.

as does the identity $\sum_{i=0}^{k} 1 = k + 1$. With this convention the Demazure
operator $D_j$ associated with a simple reflection $s_j$ acts on monomials $e^\lambda$ as

$$D_j e^\lambda = \sum_{i=0}^{\langle \lambda, \alpha_j \rangle} e^{\lambda - i\alpha_j}.$$  

For an arbitrary Weyl group element $w \in W^\text{aff}$ we choose a reduced decomposition $w = s_{j_1} s_{j_2} \cdots s_{j_l}$ and set $D_w = D_{j_1} D_{j_2} \cdots D_{j_l}$. Demazure’s character formula now states that the character of $V_w(\Lambda)$ can be computed as $\text{ch} V_w(\Lambda) = D_w e^\Lambda$.

Let $\text{Meas}_c(\Gamma)$ denote the set of measures with finite support on the lattice $\Gamma$. Affiliated with the Demazure module $V_w(\Lambda)$ is its weight distribution $\mu_w \in \text{Meas}_c(\Gamma)$ given by $\mu_w = \sum_{\lambda \in \Gamma} \dim(V_w(\Lambda)\lambda) \delta_\lambda$. Each $w \in W^\text{aff}$ equals either $w_{N,0} = s_0^{(N \text{ mod } 2)} (s_1 s_0)^{\lfloor N/2 \rfloor}$ or $w_{N,1} = s_1^{(N \text{ mod } 2)} (s_0 s_1)^{\lfloor N/2 \rfloor}$ for some $N \in \mathbb{N}$. We abbreviate the corresponding weight distribution by $\mu_{N,j} = \mu_{w_{N,j}}$ for $j \in \{0, 1\}$. The space $\text{Meas}_c(\Gamma)$ of complex measures with finite support
on \( \Gamma \) is isomorphic to the complex vector space generated by \( \{e^\lambda : \lambda \in \Gamma\} \) by the isomorphism \( \delta_\lambda \mapsto e^\lambda \). The Demazure operators act on the latter hence via this isomorphism on the former by

\[
D_j \delta_\lambda = \sum_{i=0}^{\langle \lambda, \alpha_j^\vee \rangle} \delta_{\lambda - i\alpha_j}
\]

for \( j \in \{0, 1\} \) and \( \lambda \in \Gamma \). Demazure’s character formula now becomes \( \mu_w = D_w \delta_{\Lambda} \) for all \( w \in W_{aff} \). In particular, \( \mu_{N,j} = D_{N,j} \delta_{\Lambda} \) for all \( N \geq 0 \) and \( j \in \{0, 1\} \).

Recall that the expected value of a function \( f : \Gamma \to \mathbb{R} \) with respect to a nonzero measure \( \mu \in \text{Meas}_c(\Gamma) \) is \( E_{\mu}[f] = \frac{1}{\mu(\Gamma)} \sum_{\lambda \in \Gamma} \mu(\{\lambda\}) f(\lambda) \). The covariance of two functions \( f \) and \( g \) is \( \text{Cov}_\mu(f, g) = E_{\mu}[(f - E_{\mu}[f])(g - E_{\mu}[g])] \), and the variance of \( f \) is \( \text{Var}_\mu(f) = \text{Cov}_\mu(f, f) \).

3. Lemmata

For this section we fix a dominant integral weight \( \Lambda = m\Lambda_0 + n\Lambda_1 \), and the lattice \( \Gamma = \Lambda + \mathbb{Z}\alpha_0 + \mathbb{Z}\alpha_1 \). Define coordinates \( a, b \) on \( \Gamma \) such that \( \lambda = \Lambda - a(\lambda)\alpha_0 - b(\lambda)\alpha_1 \) for all \( \lambda \in \Gamma \). With these coordinates

\[
\langle \cdot, \alpha_0^\vee \rangle = m - 2(a - b), \quad \text{and} \quad \langle \cdot, \alpha_1^\vee \rangle = n + 2(a - b).
\]

We start by gathering information about the operation of the Demazure operators associated with simple reflections on measures in \( \text{Meas}_c(\Gamma) \).

**Lemma 3.1.** Let \( \mu \in \text{Meas}_c(\Gamma) \). Then \( E_{D_0\mu}[a - b] = \frac{m}{2} \) and \( E_{D_1\mu}[a - b] = -\frac{b}{2} \).

**Proof.** Let us first compute \( E_{D_0\mu}[a - b] = \frac{m}{2} \). With \( \mu = \sum_{\lambda \in \Gamma} p_\lambda \delta_\lambda \) we have

\[
D_0\mu(\Gamma) \cdot E_{D_0\mu}[a - b] = \sum_{\lambda \in \Gamma} p_\lambda \sum_{i=0}^{\langle \lambda, \alpha_0^\vee \rangle} (a - b)(\lambda - i\alpha_0)
\]

\[
= \sum_{\lambda \in \Gamma} p_\lambda \sum_{i=0}^{\langle \lambda, \alpha_0^\vee \rangle} ((a - b)(\lambda) + i)
\]

\[
= \sum_{\lambda \in \Gamma} p_\lambda \cdot (\langle \lambda, \alpha_0^\vee \rangle + 1)((a - b)(\lambda) + \frac{1}{2}(\lambda, \alpha_0^\vee))
\]

\[
= \sum_{\lambda \in \Gamma} p_\lambda \cdot (\langle \lambda, \alpha_0^\vee \rangle + 1) \cdot \frac{m}{2}
\]

\[
= D_0\mu(\Gamma) \cdot \frac{m}{2}.
\]

\(^1\)Of course, we have to assume that \( D_0\mu(\Gamma) \neq 0 \) and \( D_1\mu(\Gamma) \neq 0 \), respectively, which we silently do here and in future similar situations.
The last equation holds since each \( \lambda \in \Gamma \) produces exactly \( \langle \lambda, \alpha_0^- \rangle + 1 \) successors via the operation of \( D_0 \) on \( \delta_\lambda \). To verify \( E_{D_1 \mu}[a - b] = -\frac{n}{2} \), one pursues the same computation.

We want to prove Theorem 4.1 by induction on the length \( N \) of the Weyl group element \( w \). To that end we investigate how certain expected values change under the operation of the Demazure operators \( D_0, D_1 \).

**Lemma 3.2.** Let \( \mu \in \text{Meas}_c(\Gamma) \) and \( k \geq 0 \). Then

\[
E_{D_1 \mu}[a^k] = \frac{\mu(\Gamma)}{D_1 \mu(\Gamma)} E_\mu[a^k(n + 1 + 2(a - b))], \text{ and }
\]

\[
E_{D_0 \mu}[b^k] = \frac{\mu(\Gamma)}{D_0 \mu(\Gamma)} E_\mu[b^k(m + 1 - 2(a - b))].
\]

**Proof.** Let \( \mu = \sum_{\lambda \in \Gamma} p_\lambda \delta_\lambda \). Then

\[
D_1 \mu(\Gamma) \cdot E_{D_1 \mu}[a^k] = \sum_{\lambda \in \Gamma} \sum_{i=0}^{\langle \lambda, \alpha_1^- \rangle} a^k(\lambda - i \alpha_1) = \sum_{\lambda \in \Gamma} a^k(\lambda) = \sum_{\lambda \in \Gamma} p_\lambda \cdot (\langle \lambda, \alpha_1^- \rangle + 1) \cdot a^k(\lambda) = \sum_{\lambda \in \Gamma} p_\lambda \cdot (n + 2(a - b)(\lambda) + 1) \cdot a^k(\lambda) = \mu(\Gamma) \cdot E_\mu[a^k(n + 1 + 2(a - b))]
\]

The computation is analogous for \( E_{D_0 \mu}[b^k] \). \(\square\)

By setting \( k = 0 \) in Lemma 3.2 we obtain:

**Corollary 3.3.** Let \( \mu \in \text{Meas}_c(\Gamma) \). Then, the total mass of \( D_0 \mu \) and \( D_1 \mu \) is given by

\[
D_0 \mu(\Gamma) = \mu(\Gamma)(m + 1 - 2 E_\mu[a - b]), \text{ and }
\]

\[
D_1 \mu(\Gamma) = \mu(\Gamma)(n + 1 + 2 E_\mu[a - b]).
\]

Resolving those equations for the weight distribution \( \mu_w \) we derive the following dimension formulas for the Demazure module \( V_w(\Lambda) \).

**Corollary 3.4.** Let \( N \geq 0 \). Then the following dimension formulas hold:

\[
\mu_{N,0}(\Gamma) = \begin{cases} 
1 & N = 0 \\
(m + 1)(m + n + 1)^{N-1} & N \geq 1,
\end{cases}
\]

\[
\mu_{N,1}(\Gamma) = \begin{cases} 
1 & N = 0 \\
(n + 1)(m + n + 1)^{N-1} & N \geq 1.
\end{cases}
\]
Her original proof uses the path model for highest weight representations. The second equation follows from Corollary 3.3 and the third by replacing \( \text{Cov} \) with \( \text{meas} \).

Lemma 3.2 we obtain \( E_{\delta_{00}(\Gamma)}(\mu_1) = (m + 1)(m + n + 1)^{N-1} \). \( \Box \)

Remark 3.5. Corollary 3.4 is Sanderson’s dimension formula [San96a, Th. 1]. Her original proof uses the path model for highest weight representations of Kac–Moody algebras.

If we consider two consecutive applications of Demazure operators associated with simple reflections, Lemma 3.2 for \( k = 1 \) can be stated as follows.

Lemma 3.6. Let \( \mu \in \text{Meas}_c(\Gamma) \). Then we have the following equations:

\[
E_{D_1D_0\mu}[a] = \frac{D_0\mu(\Gamma)}{D_1D_0\mu(\Gamma)} \left((m + n + 1) E_{D_0\mu}[a] + 2 \text{Cov}_{D_0\mu}(a, a - b)\right), \quad \text{and}
\]

\[
E_{D_0D_1\mu}[b] = \frac{D_1\mu(\Gamma)}{D_0D_1\mu(\Gamma)} \left((m + n + 1) E_{D_1\mu}[b] - 2 \text{Cov}_{D_1\mu}(b, a - b)\right).
\]

Proof. We prove the first assertion, the second being analogous. From Lemma 3.2 we obtain \( E_{D_1D_0\mu}[a] = \frac{D_0\mu(\Gamma)}{D_1D_0\mu(\Gamma)} E_{D_0\mu}(a(n + 1 + 2(a - b))) \). As \( E_{D_0\mu}[a - b] = \frac{m}{2} \) by Lemma 3.1, the second factor of the right-hand side is

\[
E_{D_0\mu}(a(n + 1 + 2(a - b))) = E_{D_0\mu}(a(n + 1)) + 2 E_{D_0\mu}[a(a - b)] = (n + 1) E_{D_0\mu}[a] + 2 E_{D_0\mu}[a - b] E_{D_0\mu}[a] + \text{Cov}_{D_0\mu}(a, a - b)
\]

\[
= (m + n + 1) E_{D_0\mu}[a] + \text{Cov}_{D_0\mu}(a, a - b). \quad \Box
\]

Note that Lemma 3.6 is not a recurrence relation for the expected degree, as covariances of the previous distribution are involved.

Lemma 3.7. Let \( \mu \in \text{Meas}_c(\Gamma) \). Then

\[
\text{Cov}_{D_0\mu}(a, a - b) = \text{Var}_{D_0\mu}(a - b) \quad \text{and} \quad \text{Cov}_{D_0\mu}(b, a - b) = 0,
\]

\[
\text{Cov}_{D_1\mu}(a, a - b) = 0 \quad \text{and} \quad \text{Cov}_{D_1\mu}(b, a - b) = -\text{Var}_{D_1\mu}(a - b).
\]
Proof. Let us first treat $\text{Cov}_{D_{0}\mu}(a - b, b) = 0$. Indeed $\text{Cov}_{D_{0}\mu}(a - b, b) = E_{D_{0}\mu}[(a - b)b] - E_{D_{0}\mu}[a - b] E_{D_{0}\mu}[b]$ and with $\mu = \sum_{\lambda \in \Gamma} p_{\lambda} \delta_{\lambda}$ we have

$$D_{0\mu}(\Gamma) \cdot E_{D_{0\mu}}[(a - b)b] = \sum_{\lambda \in \Gamma} p_{\lambda} \sum_{i=0}^{\langle \lambda, \alpha_{0}^\vee \rangle} (a - b)(\lambda - i\alpha_{0}) \cdot b(\lambda - i\alpha_{0})$$

$$= \sum_{\lambda \in \Gamma} p_{\lambda} \cdot b(\lambda) \sum_{i=0}^{\langle \lambda, \alpha_{0}^\vee \rangle} ((a - b)(\lambda) + i)$$

$$= \sum_{\lambda \in \Gamma} p_{\lambda} \cdot b(\lambda) \cdot (\langle \lambda, \alpha_{0}^\vee \rangle + 1) \cdot \frac{m}{2}$$

For the last equation see Lemma 3.1. The same argument shows that $\text{Cov}_{D_{1}\mu}(a, a - b) = 0$. The remaining claims follow from the bilinearity of the covariance. To be precise,

$$\text{Cov}_{D_{0\mu}}(a, a - b) = \text{Cov}_{D_{0\mu}}((a - b) + b, a - b) = \text{Cov}_{D_{0\mu}}(a - b, a - b) + \text{Cov}_{D_{0\mu}}(b, a - b) = \text{Cov}_{D_{0\mu}}(a - b, a - b)$$

The computation of $\text{Cov}_{D_{1}\mu}(b, a - b)$ is essentially the same. \qed

The variances appearing in Lemma 3.7 can be computed via Sanderson’s formula [San96b, Th. 1] for the real character of the Demazure module $V_{w}(\Lambda)$.

**Lemma 3.8.** For $N \geq 1$ we have

$$\text{Var}_{\mu_{N,0}}(a - b) = \frac{m(m + 2) + (N - 1)(m + n)(m + n + 2)}{12},$$

$$\text{Var}_{\mu_{N,1}}(a - b) = \frac{n(n + 2) + (N - 1)(m + n)(m + n + 2)}{12}.$$

Proof. We only compute $\mu_{N,0}$, the computation for $\mu_{N,1}$ being analogous. Let $q$ be a variable. For $k \geq 0$ we define the $q$-integer $[k]_{q} = \sum_{i=0}^{k-1} q^{i}$. Sanderson’s formula [San96b, Th. 1] for the real character of $V_{w_{N,0}}(\Lambda)$ states that

$$\sum_{\lambda \in \Gamma} \dim(V_{w_{N,0}}(\Lambda)_{\lambda})q^{(a-b)(\lambda)} = q^{-(m+n)[N/2]}[m+1]_{q}[m+n+1]_{q}^{N-1}.$$

For $k \geq 0$ we define $\delta_{[k]} = \sum_{i=0}^{k-1} \delta_{i} \in \text{Meas}_{C}(\mathbb{Z})$. The linear map $C[q, q^{-1}] \to \text{Meas}_{C}(\mathbb{Z})$ given by $q^{k} \mapsto \delta_{k}$ is an isomorphism of algebras, the multiplication
of measures being convolution. This isomorphism maps \([k]_q\) to \(\delta_{[k]}\) and hence
\[
\sum_{\lambda \in \Gamma} \dim(V_{w_{N,0}}(A)_{\lambda})\delta_{(a-b)(\lambda)} = \delta_{-(m+n)[N/2]} * \delta_{[m+1]} * \delta^{*(N-1)}_{[m+n+1]}.
\]
The measure on the left-hand side is by definition the push-forward measure \((a-b)_*\mu\). By straightforward computation \(\text{Var}(\delta_{[k]}) = \frac{1}{k} \sum_{i=0}^{k-1} (i - \frac{k-1}{2})^2 = \frac{(k-1)(k+1)}{12}\). Hence
\[
\text{Var}_{\mu_{N,0}}(a-b) = \text{Var}((a-b)_*\mu)
= \text{Var} \left( \delta_{-(m+n)[N/2]} * \delta_{[m+1]} * \delta^{*(N-1)}_{[m+n+1]} \right)
= \text{Var}(\delta_{[m+1]}) + (N-1) \text{Var}(\delta_{[m+n+1]})
= \frac{m(m+2)}{12} + (N-1) \frac{(m+n)(m+n+2)}{12}.
\]

Combining Lemma 3.6, Lemma 3.7, and Lemma 3.8, we finally obtain recurrence relations.

**Lemma 3.9** (Recurrence relation). Let \(N \geq 2\). Then the following recurrence relations hold:

\[
\begin{align*}
\text{E}_{\mu_{N,0}}[a] &= \frac{\mu_{N-1,0}(\Gamma)}{\mu_{N,0}(\Gamma)} \left( (m+n+1) \text{E}_{\mu_{N-1,0}}[a] \\
&\quad+ \frac{m(m+2) + (N-2)(m+n)(m+n+2)}{6} \right) \quad \text{if } N \text{ even,} \\
\text{E}_{\mu_{N,0}}[b] &= \frac{\mu_{N-1,0}(\Gamma)}{\mu_{N,0}(\Gamma)} \left( (m+n+1) \text{E}_{\mu_{N-1,0}}[b] \\
&\quad+ \frac{m(m+2) + (N-2)(m+n)(m+n+2)}{6} \right) \quad \text{if } N \text{ odd,} \\
\text{E}_{\mu_{N,1}}[b] &= \frac{\mu_{N-1,1}(\Gamma)}{\mu_{N,1}(\Gamma)} \left( (m+n+1) \text{E}_{\mu_{N-1,1}}[b] \\
&\quad+ \frac{n(n+2) + (N-2)(m+n)(m+n+2)}{6} \right) \quad \text{if } N \text{ even,} \\
\text{E}_{\mu_{N,1}}[a] &= \frac{\mu_{N-1,1}(\Gamma)}{\mu_{N,1}(\Gamma)} \left( (m+n+1) \text{E}_{\mu_{N-1,1}}[a] \\
&\quad+ \frac{n(n+2) + (N-2)(m+n)(m+n+2)}{6} \right) \quad \text{if } N \text{ odd.}
\end{align*}
\]

**Proof.** The equations follow directly by replacing the covariance in Lemma 3.6 with the variance as computed in Lemma 3.7. Subsequently, substitute this variance by its value as computed in Lemma 3.8. Depending on the parity of \(N\) one has to keep track during this procedure of the leftmost simple reflection in the Weyl group element \(w_{N,j}\) defining the measure \(\mu_{N,j} = \mu_{w_{N,j}}\). □
4. Main theorems and conclusions

**Theorem 4.1 (Expected degree).** Let $\Lambda = m\Lambda_0 + n\Lambda_1$ be a dominant integral weight and $N \geq 1$. Choose a basis of weight vectors in the Demazure modules $V_{\mu,0}(\Lambda)$ and $V_{\mu,1}(\Lambda)$. Then the expected degrees of a randomly chosen basis element are given by the following formulas, respectively.

\[
E_{\mu,0}[a] = \frac{2(N - 1)m(m + 2) + (N - 1)(N - 2)(m + n)(m + n + 2)}{12(m + n + 1)} + \left\lfloor \frac{N - 1}{2} \right\rfloor \frac{m + n}{2},
\]

\[
E_{\mu,1}[a] = \frac{2(N - 1)n(n + 2) + (N - 1)(N - 2)(m + n)(m + n + 2)}{12(m + n + 1)} + \left\lfloor \frac{N}{2} \right\rfloor \frac{m + n}{2}.
\]

**Proof.** We start by showing (4.1). One directly sees that $E_{\mu,1}[a] = \frac{m^2}{2}$. By Corollary 3.4 we have $\mu_{N-1,0}(\Gamma) = \frac{1}{m+n+1}$ for $N \geq 2$. Hence by (3.3) and (3.4) we have

\[
E_{\mu,N-1,0}[a] = E_{\mu,N-1,0}[a] + \frac{m(m + 2) + (N - 2)(m + n)(m + n + 2)}{6(m + n + 1)}
\]

for even $N \geq 2$, and

\[
E_{\mu,N,0}[b] = E_{\mu,N-1,0}[a] + \frac{m(m + 2) + (N - 2)(m + n)(m + n + 2)}{6(m + n + 1)}
\]

for odd $N \geq 2$. By Lemma 3.1 we have

\[
E_{\mu,N,0}[b] = E_{\mu,N,0}[a] + \frac{n}{2}
\]

for even $N \geq 2$, and

\[
E_{\mu,N,0}[a] = E_{\mu,N,0}[b] + \frac{m}{2}
\]

for odd $N \geq 2$. In order to recursively compute $E_{\mu,N,0}[a]$ from $E_{\mu,1,0}[a] = \frac{m^2}{2}$ we must apply – in this order – (4.3), (4.5), (4.4) and (4.6) periodically to compute $E_{\mu,2,0}[a], E_{\mu,2,0}[b], E_{\mu,3,0}[b], E_{\mu,3,0}[a]$ etc. The reader is referred to Figure 4 for an illustration of these recursion steps. The contributions from (4.3) and (4.4) add up to

\[
\sum_{i=2}^{N} \frac{m(m + 2) + (i - 2)(m + n)(m + n + 2)}{6(m + n + 1)}
\]

which is the first summand of (4.1) by Gauss’s summation formula. The contributions from (4.5) and (4.6) add up to $\left\lfloor \frac{N+1}{2} \right\rfloor \frac{n+m}{2}$, which is the second
summand of (4.1). The third summand is the initial value of the recursion, $E_{\mu,0}^1[a] = \frac{m}{2}$.

The proof of (4.2) is similar. Here we deduce

$$E_{\mu,1}^0[b] = E_{\mu,0}^1[b] + \frac{n(n+2) + (N-2)(m+n)(m+n+2)}{6(m+n+1)}$$

for even $N \geq 2$, and

$$E_{\mu,1}^0[a] = E_{\mu,0}^1[a] + \frac{n(n+2) + (N-2)(m+n)(m+n+2)}{6(m+n+1)}$$

for odd $N \geq 2$ from (3.5) and (3.6), respectively. From Lemma 3.1 we get

$$E_{\mu,1}^1[a] = E_{\mu,1}^0[a] + \frac{m}{2}$$

for even $N \geq 2$ and

$$E_{\mu,1}^1[b] = E_{\mu,1}^0[b] + \frac{n}{2}$$

for odd $N \geq 2$. Now, starting from $E_{\mu,1}^0[b] = \frac{n}{2}$ we recursively compute $E_{\mu,1}^1[b], E_{\mu,2}^1[a], E_{\mu,3}^1[a], E_{\mu,3}^1[b]$ etc. by periodic application – again in this order – of (4.7), (4.9), (4.8), and (4.10), as illustrated in Figure 5. The first summand of (4.2) collects the contributions of the applications of (4.7) and (4.8). The second summand collects both the initial value and the contributions of the applications of (4.9) and (4.10). □

We compute the maximal occurring degree in a given Demazure module for comparison with the expected degree.

Lemma 4.2. Let $\Lambda = m\Lambda_0 + n\Lambda_1$ be a dominant integral weight and $N \geq 0$. The highest degree of a weight is

$$A_{N,0}^{m,n} = \left\lfloor \frac{N}{2} \right\rfloor m + (m+n) \left( \left\lfloor \frac{N}{2} \right\rfloor - 1 \right)^2 \left\lfloor \frac{N}{2} \right\rfloor$$

in $V_{w_n,0}(\Lambda)$, and
\[ A_{N,1}^{m,n} = \left\lfloor \frac{N}{2} \right\rfloor (m + 2n) + (m + n) \left( \left\lfloor \frac{N}{2} \right\rfloor - 1 \right) \left\lfloor \frac{N}{2} \right\rfloor \text{ in } V_{w_N,1}(\Lambda). \]

**Proof.** By an easy induction on even \( N \), one proves that the coefficients of \( w_{N,0} = \Lambda - x\alpha_0 - y\alpha_1 \) satisfy \( x = \sum_{i=0}^{N/2-1} (m + 2i(m + n)) \) and \( x - y = -\frac{N}{2}(m + n) \). As the operator \( D_1 \) preserves the degree we have \( A_{N-1}^{m,n} = A_{N,0}^{m,n} \). Hence replacing \( N \) with \( \left\lceil \frac{N}{2} \right\rceil \) extends the formula to all \( N \), thereby implying the lemma in the case of \( V_{w_N,0}(\Lambda) \). Note that the proof in the case of \( V_{w_N,1}(\Lambda) \) is completely analogous if one starts with \( \Lambda' = s_1\Lambda = \Lambda - n\alpha_1 \) instead. This first step introduces the \( 2n \) and switches the \( \left\lceil \frac{N}{2} \right\rceil \) to \( \left\lfloor \frac{N}{2} \right\rfloor \) in the formula claimed above. \( \square \)

From Theorem 4.1 we can immediately derive asymptotic statements when the parameters \( N, m \) or \( n \) become large. Let us first treat the case when the length of the Weyl group element, that is \( N \), tends to infinity.

**Corollary 4.3.** Let \( \Lambda = m\Lambda_0 + n\Lambda_1 \) be a dominant integral weight and \( j \in \{0,1\} \). Then the limit ratio of the expected and maximal degree in \( V_{w_N,j}(\Lambda) \), as \( N \) tends to infinity, is given by

\[
\lim_{N \to \infty} \frac{E_{\mu_{N,j}}[a]}{A_{N,0}^{m,n}} = \frac{m + n + 2}{3(m + n + 1)}.
\]

Similar asymptotic statements hold with respect to the coefficients of the fundamental weights \( \Lambda_0, \Lambda_1 \), i.e. \( m \) and \( n \), respectively.

**Corollary 4.4.** Let \( N \geq 1 \) and \( j \in \{0,1\} \). Then the limit ratios of the expected and maximal degree in \( V_{w_N,j}(m\Lambda_0 + n\Lambda_1) \), as \( m \) or \( n \) tend to infinity, are given by

\[
\frac{E_{\mu_{N,j}}[a]}{A_{N,0}^{m,n}} \to \begin{cases} \frac{N^2 - N + 6 \left\lfloor \frac{N}{2} \right\rfloor}{12 \left\lceil \frac{N}{2} \right\rceil} & (m \to \infty, \ n \text{ fixed}) \\ \frac{N^2 - 3N - 4 + 6 \left\lfloor \frac{N}{2} \right\rfloor}{12 \left\lceil \frac{N}{2} \right\rceil \left( \left\lceil \frac{N}{2} \right\rceil - 1 \right)} & (n \to \infty, \ m \text{ fixed}) \end{cases}
\]

---

**Figure 5.** Recursion steps for \( E_{\mu_{N,1}}[a] \).
and

\[
\frac{E_{\mu_{N,1}}[a]}{A_{N,1}^{\mu_{N,1}}} \to \begin{cases} 
\frac{N^2 - 3N + 2 + 6N}{12(m + n + 1)} & (m \to \infty, \ n \ fixed) \\
\frac{N^2 - N + 6N}{12(m + n + 1)} & (n \to \infty, \ m \ fixed).
\end{cases}
\]

It remains to extend Theorem 4.1 to the case of Demazure modules indexed by elements in the extended affine Weyl group \( \hat{W}^{\text{aff}} = \Sigma \ltimes W^{\text{aff}} \). \( \Sigma \) is the automorphism group of the Dynkin diagram of \( \hat{\mathfrak{sl}_2} \). Note that \( \Sigma = \langle \sigma \rangle \) and \( \sigma^2 = 1 \) in the case of \( \hat{\mathfrak{sl}_2} \). The element \( \sigma \) maps \( \Lambda = m\Lambda_0 + n\Lambda_1 \) to \( \sigma(\Lambda) = n\Lambda_0 + m\Lambda_1 \) and the lattice \( \Gamma \) to \( \sigma(\Gamma) = \sigma(\Lambda) + \mathbb{Z}\alpha_0 + \mathbb{Z}\alpha_1 \) via \( \sigma(\Lambda + x\alpha_0 + y\alpha_1) = \sigma(\Lambda) + y\alpha_0 + x\alpha_1 \). The Demazure operators \( D_w \) with \( w \in W^{\text{aff}} \) are extended to Demazure operators indexed by elements in \( \hat{W}^{\text{aff}} \) by \( D_\sigma e^\lambda = e^{\sigma(\lambda)} \) and \( D_\sigma \delta_\lambda = \delta_{\sigma(\lambda)} \), respectively.

**Theorem 4.5.** Let \( \Lambda = m\Lambda_0 + n\Lambda_1 \) be a dominant integral weight and \( N \geq 1 \). Consider the extended affine Weyl group \( \hat{W}^{\text{aff}} \) and its elements \( \sigma_{0} \) and \( \sigma_{1} \), where \( \sigma \) is the non-trivial automorphism of the Dynkin diagram of \( \hat{\mathfrak{sl}_2} \). Choose a basis of weight vectors in the Demazure modules \( V_{(\sigma_{0})^N}(\Lambda) \) and \( V_{(\sigma_{1})^N}(\Lambda) \). Then the expected degrees of a randomly chosen basis element are given by the following formulas, respectively.

\[
E_{\mu_{(\sigma_{0})^N}}[a] = \frac{2(N - 1)m(m + 2) + (N - 1)(N - 2)(m + n)(m + n + 2)}{12(m + n + 1)} + \left\lfloor \frac{N - 1}{2} \right\rfloor \frac{n}{2} + \left\lfloor \frac{N}{2} \right\rfloor \frac{m}{2},
\]

\[
E_{\mu_{(\sigma_{1})^N}}[a] = \frac{2(N - 1)n(n + 2) + (N - 1)(N - 2)(m + n)(m + n + 2)}{12(m + n + 1)} + \left\lfloor \frac{N - 1}{2} \right\rfloor \frac{m}{2} + \left\lfloor \frac{N}{2} \right\rfloor \frac{n}{2}.
\]

**Proof.** Let us first treat \( V_{(\sigma_{0})^N}(\Lambda) \). We have \( (\sigma_{0})^N = \sigma^{(N \mod 2)}w_{N,0} \). If \( N \) is even, the expected degree is given by \( E_{\mu_{N,0}}[a] \), and a slight modification of (4.1) in Theorem 4.1 immediately proves the claim. If \( N \) is odd, note that \( \sigma_{0} = s_{1}\sigma \) implies \( \sigma w_{N,0} = w_{N,1}\sigma \). Since \( V_{w_{N,1}\sigma}(\Lambda) = V_{w_{N,1}}(\sigma(\Lambda)) \) we now have to consider the weight distribution \( \mu_{N,1} \) of \( V_{w_{N,1}}(\sigma(\Lambda)) \) which is supported on the lattice \( \Gamma' = \sigma(\Lambda) + \mathbb{Z}\alpha_0 + \mathbb{Z}\alpha_1 \). Therefore the claimed formula follows from the second part, that is (4.2), of Theorem 4.1 now applied with the highest weight \( \sigma(\Lambda) = n\Lambda_0 + m\Lambda_1 \). For the Demazure module \( V_{(\sigma_{1})^N}(\Lambda) \) the situation is completely analogous. Here one notes that \( (\sigma_{1})^N = \sigma^{(N \mod 2)}w_{N,1} \) and \( \sigma w_{N,1} = w_{N,0} \sigma \). The interesting case is again for \( N \) odd. Now one has to consider the weight distribution \( \mu_{N,0} \) of \( V_{w_{N,0}}(\sigma(\Lambda)) \) to compute the expected degree of a randomly chosen basis weight vector in \( V_{(\sigma_{1})^N}(\Lambda) \). \( \square \)
From **Theorem 4.5** we can derive similar asymptotic statements as before. First let us compute the maximal occurring degree.

**Lemma 4.6.** Let \( \Lambda = m\Lambda_0 + n\Lambda_1 \) be a dominant integral weight and \( N \geq 0 \). Consider the Demazure modules \( V_{(\sigma_{s0})^N}(\Lambda) \) and \( V_{(\sigma_{s1})^N}(\Lambda) \). The highest degree of a weight is

\[
B_{N,0} = \left\lceil \frac{N}{2} \right\rceil m + (m + n) \left\lceil \frac{N - 1}{2} \right\rceil \left\lceil \frac{N}{2} \right\rceil \quad \text{in } V_{(\sigma_{s0})^N}(\Lambda), \text{ and}
\]

\[
B_{N,1} = \left\lceil \frac{N}{2} \right\rceil n + (m + n) \left\lceil \frac{N}{2} \right\rceil \left\lceil \frac{N}{2} \right\rceil \quad \text{in } V_{(\sigma_{s1})^N}(\Lambda).
\]

**Proof.** Both claims can be derived from **Lemma 4.2** and we will demonstrate this in the case of the Demazure module \( V_{(\sigma_{s0})^N}(\Lambda) \). Note that \( (\sigma_{s0})^N = w_{N,0} \) if \( N \) is even, and equals \( w_{N,1}\sigma \) when \( N \) is odd, and \( \sigma(\Lambda) = n\Lambda_0 + m\Lambda_1 \). By **Lemma 4.2** the maximal degree of a weight in \( V_{w_{N,0}}(\Lambda) \) is \( \lfloor N/2\rfloor m + (m + n)(\lfloor N/2\rfloor - 1)\lfloor N/2\rfloor + (m + n)(\lfloor N/2\rfloor - 1)\lfloor N/2\rfloor \) in \( V_{w_{N,1}}(\sigma(\Lambda)) \). The formula claimed above for \( V_{(\sigma_{s0})^N}(\Lambda) \) unifies those case considerations.

As expected, for the Demazure modules \( V_{(\sigma_{s0})^N}(\Lambda) \) and \( V_{(\sigma_{s1})^N}(\Lambda) \) one obtains the same limit ratio for large \( N \) as in **Corollary 4.3**. But the limit ratios with respect to the coefficients of the fundamental weights \( \Lambda_0 \) and \( \Lambda_1 \) are slightly different.

**Corollary 4.7.** Let \( N \geq 1 \) and \( j \in \{0,1\} \). Then the limit ratios of the expected and maximal degree in \( V_{(\sigma_{s_j})^N}(m\Lambda_0 + n\Lambda_1) \), as \( m \) or \( n \) tend to infinity, are given by

\[
\frac{E_{\mu_{(\sigma_{s_j})^N}}[a]}{B_{N,0}^{m,n}} \rightarrow \begin{cases} 
\frac{N^2-N+6}{12} \left\lceil \frac{N}{2} \right\rceil \left( \frac{N}{2} \right) & (m \to \infty, \, n \, \text{fixed}) \\
\frac{N^2-N+3N-4+6}{12} \left\lceil \frac{N}{2} \right\rceil \left( \frac{N}{2} \right) & (n \to \infty, \, m \, \text{fixed})
\end{cases}
\]

and

\[
\frac{E_{\mu_{(\sigma_{s1})^N}}[a]}{B_{N,1}^{m,n}} \rightarrow \begin{cases} 
\frac{N^2-3N+2+6}{12} \left\lceil \frac{N}{2} \right\rceil \left( \frac{N}{2} \right) & (m \to \infty, \, n \, \text{fixed}) \\
\frac{N^2-N+6+6}{12} \left\lceil \frac{N}{2} \right\rceil \left( \frac{N}{2} \right) & (n \to \infty, \, m \, \text{fixed})
\end{cases}
\]

5. Further questions

The first natural question which comes to mind is, what is so special about \( \hat{ sl}_2 \)? Based on [San96b, Th. 1, (1.2)] one is immediately tempted to include type \( A_2^{(2)} \) in the considerations presented here. But it is not clear to us how to adapt the covariance-variance reduction (**Lemma 3.6** and **Lemma 3.7**) to this case.

In higher rank examples we only know the distribution of the finite weight for specific elements of the Weyl group by [FL06]. Hence we would have to restrict our attention to sequences consisting only of those elements to be able...
to develop a recurrence relation. Even in those cases one runs into similar problems as for type $A_2^{(2)}$ when trying to adapt the covariance-variance reduction.

Another potential continuation of the present discussion would be to compute the variance of the degree distribution. For example, one can readily express the variance of the degree in terms of statistical information of the previous weight distribution. This involves a third moment which would have to be expressed in terms of the distribution of the finite weight. A more ambitious question is, does the degree distribution with a reasonable scaling converge for large $N$?

Acknowledgements

The second author would like to thank Allen Knutson for many discussions and his hospitality during his stay at the Cornell University.

References

[DH82] J. J. Duistermaat and G. J. Heckman, On the variation in the cohomology of the symplectic form of the reduced phase space, Invent. Math. 69 (1982), no. 2, 259–268.

[FL06] G. Fourier and P. Littelmann, Tensor product structure of affine Demazure modules and limit constructions, Nagoya Math. J. 182 (2006), 171–198.

[Kac90] Victor G. Kac, Infinite-dimensional Lie algebras, third ed., Cambridge University Press, Cambridge, 1990.

[KMOU98] Atsuo Kuniba, Kailash C. Misra, Masato Okado, and Jun Uchiyama, Demazure modules and perfect crystals, Comm. Math. Phys. 192 (1998), no. 3, 555–567.

[San96a] Yasmine B. Sanderson, Dimensions of Demazure modules for rank two affine Lie algebras, Compositio Math. 101 (1996), no. 2, 115–131.

[San96b] Yasmine B. Sanderson, Real characters for Demazure modules of rank two affine Lie algebras, J. Algebra 184 (1996), no. 3, 985–1000.

[TZ04] Tatsuya Tate and Steve Zelditch, Lattice path combinatorics and asymptotics of multiplicities of weights in tensor powers, J. Funct. Anal. 217 (2004), no. 2, 402–447.

Thomas Bliem, Department of Mathematics, San Francisco State University, 1600 Holloway Ave, San Francisco CA 94109, United States
E-mail address: bliem@math.sfsu.edu

Stavros Kousidis, Mathematisches Institut, Universität zu Köln, Weyertal 86-90, 50931 Köln, Germany
E-mail address: skousidi@math.uni-koeln.de