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Abstract

In this paper we investigate the stationary profiles of a nonlinear Fokker-Planck equation with small diffusion and nonlinear in- and outflow boundary conditions. We consider corridors with a bottleneck whose width has a global nondegenerate minimum in the interior. In the small diffusion limit the profiles are obtained constructively by using methods from geometric singular perturbation theory (GSPT). We identify three main types of profiles corresponding to: (i) high density in the domain and a boundary layer at the entrance, (ii) low density in the domain and a boundary layer at the exit, and (iii) transitions from high density to low density inside the bottleneck with boundary layers at the entrance and exit. Interestingly, solutions of the last type involve canard solutions generated at the narrowest point of the bottleneck. We obtain a detailed bifurcation diagram of these solutions in terms of the in- and outflow rates. The analytic results based on GSPT are further corroborated by computational experiments investigating corridors with bottlenecks of variable width.

1. Introduction

In this paper we investigate the stationary profiles of a nonlinear Fokker-Planck equation with inflow and outflow boundary conditions, describing the unidirectional cross-sectional average flow of pedestrians in corridors with a single entrance and exit. Changes in the cross section lead to an in- or decrease of the possible flow inside the corridor; different in- and outflow conditions to the formation of boundary layers at the entrance and exit. In \cite{7} the authors derived the investigated 1D area averaged model from a nonlinear convection diffusion equation that was originally proposed by Burger and Pietschmann in \cite{3}. They studied the formation of boundary layers in the case of strictly monotone cross sectional profiles using geometric singular perturbation theory (GSPT). In this paper we extend our analysis to corridors with a unique point of minimal width which we denote as bottlenecks in the following.

There has been an increased interest in the analysis of PDE models for pedestrian flows within the applied mathematics community in the last years. These models usually describe the dynamics of a single group of pedestrians having a common goal; for example unidirectional flows in corridor; or several groups with different objectives; as in bidirectional flows see \cite{2, 1}. The resulting PDEs or systems of PDEs are usually highly nonlinear and coupled. In addition to nonlinear boundary conditions, convection dominated terms as well as nonlinear interaction terms require the use of non-standard analytical and computational techniques to show existence of solutions, analyse their long time behavior and perform computational experiments. Stationary profiles of these PDE models provide useful insights into the complex dynamics and allow to predict segregation dynamics (in the case of multi-species flows) or the formation of boundary layers or high density regions (in the case of low or high inflow and outflow rates or at bottlenecks), see for example \cite{1, 3}. For a general overview on mathematical modeling, analysis and simulation we refer to \cite{2, 13}.

We reiterate that the investigated PDE model for area averaged flows comprises a nonlinear convection and linear diffusion term, as well as nonlinear in- and outflow at the entrance and exit. The interplay of small diffusion, the geometry of the domain as well as the in- and outflow rates lead to the formation of boundary layers, which we analyse using Geometric Singular Perturbation
Theory (GSPT).

GSPT is a dynamical systems approach to singularly perturbed ordinary differential equations started by the pioneering work of Fenichel [6]. The most common form of GSPT considers slow-fast systems of the form

$$\begin{cases}
\dot{u} = f(u, v), \\
\varepsilon \dot{v} = g(u, v),
\end{cases}$$

(1)

where $u$ and $v$ are functions of $t$ and $0 < \varepsilon \ll 1$. Often $t$ has the interpretation of time but it may represent equally well a spatial variable. For $f = O(1)$ and $g = O(1)$ the variable $u$ varies on the slow time-scale $t$ and the variable $v$ on the fast time-scale $\tau := \frac{t}{\varepsilon}$, which explains the name slow-fast system. Written on the fast time-scale the equation has the form

$$\begin{cases}
u' = \varepsilon f(u, v), \\
v' = g(u, v).
\end{cases}$$

(2)

Under suitable assumptions, solutions of System (1) for small values of $\varepsilon$ can be constructed as perturbation of concatenations of solutions of the two limiting problems obtained by setting $\varepsilon = 0$ in systems (1) and (2), which are referred to as the reduced problem and the layer problem, respectively. In GSPT, these constructions are carried out in the framework of dynamical systems theory; with the theory of invariant manifolds playing a particularly important role. In the specific problem analysed in this paper, well established results and methods from GSPT are used and adapted for the analysis of a boundary value problem.

Therefore, we do not give a more detailed summary of GSPT, but refer to [10, 11] for more background on GSPT and its many applications. To name a few recent applications we mention the analysis of multi-scale structures in Micro-Electro-Mechanical Systems [8] and in vegetation patterns [9]. In the context of pedestrian dynamics, GSPT has been successfully applied to study closing channels in [7].

The necessary concepts and results from GSPT are explained in Section 2 as needed in the context of the specific problem at hand.

1.1. The mathematical model

In the following we briefly discuss the underlying modeling assumption of the area averaged PDE under investigation. A more detailed derivation can be found in [7].

We consider a unidirectional flow of a large pedestrian crowd, whose density if given by $\rho = \rho(x, y, t)$, in a 2D domain with a single entrance (at $x = 0$) and a single exit (at $x = L$). Furthermore we assume that the pedestrian density is constant across the cross section, that is for fixed $x$. This assumption is satisfied if

- the domain is symmetric with respect to the $x$-axis, and
- the initial pedestrian distribution is symmetric with respect to the $x$-axis.

We assume that the dynamics are driven by convective transport and diffusion, in particular the total normalised pedestrian flow is given by

$$j = -\varepsilon \nabla \rho + \rho(1 - \rho) u,$$

(3)

where $u : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a normalised vector field in the desired direction (in our case pointing in the general direction of the exit) and $\varepsilon > 0$ is the diffusion coefficient. We see that the average velocity corresponds to $1 - \rho$, hence individuals move at maximum speed $1$ at density $\rho \equiv 0$ and vanishes if the density reaches its maximum value $\rho \equiv 1$. Note that the relation of the average density to the average velocity is commonly referred to as the fundamental diagram, and that similar relations have been investigated in traffic flow; consider for example the well known Lighthill-Whitham-Richard model [12, 13].
In [7] the authors derived a 1D area averaged PDE model, which is based on the above assumptions and a suitable rescaling in space. It reads as

$$\partial_t \rho(x,t) = \partial_x (k(x)(-\varepsilon \partial_x \rho(x,t) + \rho(x,t)(1 - \rho(x,t)))) = 0$$  \hspace{1cm} (4a)$$

The equation is supplemented with in- and outflow conditions

$$j(0,t) = \alpha (1 - \rho(0,t)) \hspace{1cm} (4b)$$
$$j(L,t) = \beta \rho(0,t) \hspace{1cm} (4c)$$

where $j(x,t) = -\varepsilon \partial_x \rho(x,t) + \rho(x,t)(1 - \rho(x,t))$ is the 1D equivalent of [3]. In the derivation of [4], the function $k$ is the product of the width with the cross-sectional average of first component of $u$. For simplicity we refer to $k$ as the width of the bottleneck, which amounts to assuming that the cross-sectional average is 1. The parameters $\alpha > 0$ and $\beta > 0$ are the inflow and outflow rate, respectively.

The boundary condition [4b] describes the inflow at the entrance; the inflow is maximal if the entrance is empty ($\rho \equiv 0$), but decreases to zero when approaching the maximum density $\rho \equiv 1$.

At the exit [4c] we do not assume that the outflow is limited by the maximum capacity. Hence, the outflow rate is proportional to the density of individuals at the exit.

In [7] the existence of a unique stationary solution of [4] has been established in great generality by PDE methods, thus, it remains to understand its structure and dependence on parameters.

1.2. Content and organisation of the paper

In this paper we continue and extend the analysis of stationary profiles for system [4] in [7], where a detailed analysis of stationary profiles and their dependence on the in- and outflow rates $\alpha$ and $\beta$ was given for corridors with monotonically decreasing (or increasing) functions $k$. Recall, that smaller values of the function $k$ account for reduced mobility in narrower regions. It was shown in [7] that the nonlinear in- and outflow conditions lead to the formation of boundary layers at the entrance or exit.

Building on the approach in [7] we now consider the important case of corridors, whose width has a unique minimum. This setting corresponds to functions $k$ which have a unique global minimum at $x = x_0 \in (0, L)$. In the following we refer to domains of this type as corridors with bottlenecks (or sometimes only bottlenecks). Throughout this paper we will without loss of generality, assume that $L = 1$. Therefore, we investigate the stationary states of system [4] described by

$$\partial_x J = \partial_x (k(x)j(x)) = 0, \hspace{1cm} (5a)$$

where $j(x) = -\varepsilon \partial_x \rho(x) + \rho(x)(1 - \rho(x))$ coupled with the following boundary conditions

$$j = \alpha (1 - \rho) \hspace{1cm} \text{at } x = 0, \hspace{1cm} (5b)$$
$$j = \beta \rho \hspace{1cm} \text{at } x = 1.$$

We characterise all profiles for different inflow and outflow rates $\alpha$ and $\beta$ in the singular limit $\varepsilon = 0$. We identify 8 regions in parameter space corresponding to profiles with different structures. Two of these regions correspond to high-density profiles, two other regions correspond to low density profiles. These profiles are quite similar to profiles considered in [7] and are only weakly affected by the presence of the bottleneck. Due to the bottleneck a new interesting class of profiles exists, which corresponds to solutions starting at high density and making a transition to low density in the region where the function $k$ attains its minimum. Since this type of solutions allows four possible configurations of boundary layers this leads to four types of transitional density profiles. We refer to these four types of profiles as transitional profiles.

Our GSPT analysis shows that these transitional profiles are caused by the existence of canard solutions passing through a folded saddle [15]. Canard solutions are solutions of singularly perturbed ODEs which follow repelling slow manifolds for a considerable time. The essence of the canard phenomenon is that these solutions lie exponentially close to the repelling slow manifold and are therefore able to follow it for some time before they are ultimately repelled from it. Clearly, special mechanisms are needed to bring solutions of interest exponentially close to the repelling
slow manifold. The occurrence of canard solutions in boundary value problems is conceptually less surprising than their occurrence in initial value problems, nevertheless we are not aware of similar works or results in the context of nonlinear boundary value problems.

The three profile types have a similar structure as the low density, high density and maximum current phases observed in Totally Asymmetric Simple Exclusion Process (TASEP). Note that the proposed model \( \text{[4]} \) was derived from a 2D TASEP, see \[3\]. In the TASEP, \( \alpha \) and \( \beta \) are the entry and exit rates, respectively, see for example \[5, 17\].

The rest of the paper is organised as follows. The GSPT analysis leading to the main result on the structure of solutions is carried out in Section 2. In Section 3 the analytical results are illustrated and confirmed by computational experiments for different channels. We conclude with an interpretation of the main features of the constructed solutions in the various regimes in a manner which could be useful in further studies of pedestrian dynamics.

2. GSPT analysis

In this section, the stationary states associated to \( \text{[5]} \) are investigated in a bottleneck scenario. The problem is rewritten as an equivalent boundary value problem for an autonomous three-dimensional system of first order differential equations in slow-fast form. As explained in the introduction, we will identify 8 regions in the \((\alpha, \beta)\) parameter space, in which the stationary profiles have the same structure in the singular limit \( \varepsilon = 0 \). We construct singular solutions of the boundary value problem as concatenations of solutions of the corresponding layer- and reduced problem. These singular solutions are then shown to persist for \( \varepsilon \) small. The profiles which exist in four of these regions involve a canard solution generated at a point corresponding to the minimum of \( k \).

For the rest of this paper we make the following assumption which is crucial for our approach and results.

Main Assumption: The function \( k \in C^2([0, 1]) \) is positive and has a unique global nondegenerate minimum at \( x = x^* \in (0, 1) \) satisfying

\[
\begin{align*}
\frac{d}{dx}k'(x^*) &= 0, \\
\frac{d^2}{dx^2}k'(x^*) &> 0.
\end{align*}
\]

\( \text{(6)} \)

Remark 1. Here we denote the derivative of the coefficient function \( k \) as \( k' \). Below we will also consider the function \( g := k'/k \), its derivative will also be denoted as \( g' \). We would like to point out that starting with Equation \( (10) \) the symbol \( ' \) will be mainly used to denote derivatives of the sought solution with respect to a rescaled fast variable. The above slight use of notations should not lead to any confusion.

By introducing the function

\[ g := \frac{k'}{k} \]

we can rewrite Equation \( \text{[5]} \) as the system

\[
\begin{align*}
\frac{dj}{dx} &= -g(x)j, \\
\varepsilon \frac{d\rho}{dx} &= \rho(1 - \rho) - j.
\end{align*}
\]

\( \text{(7)} \)

Analogously to \( \text{[7]} \), this system can be transformed into an autonomous system by introducing the variable \( \xi = x \) as a new dynamic variable and including the trivial equation \( \frac{d\xi}{dx} = 1 \). From now on, we use the notation \( \dot{\ } = \frac{d}{dx} \). Thus, we obtain the following autonomous reformulation of Equation \( \text{[7]} \)

\[
\begin{align*}
\dot{j} &= -g(\xi)j, \\
\xi &= 1, \\
\varepsilon \dot{\rho} &= \rho(1 - \rho) - j.
\end{align*}
\]

\( \text{(8)} \)
where the above assumptions on $k$ identically apply with $\xi^* = x^*$, with boundary conditions

\[
\begin{align*}
  j &= \alpha (1 - \rho) \quad \text{at } \xi = 0, \\
  j &= \beta \rho \quad \text{at } \xi = 1.
\end{align*}
\]

System (9) is a slow-fast system, where the dynamics of $\rho$ occur on the fast scale, while the dynamics of $j$ and $\xi$ take place on the slow scale. By transforming to the fast variable $\chi = \frac{j}{\epsilon}$, and using the notation $\prime = \frac{d}{d\chi}$, we can rewrite System (8) as

\[
\begin{align*}
  j' &= -\epsilon g(\xi) j, \\
  \xi' &= \epsilon, \\
  \rho' &= \rho (1 - \rho) - j.
\end{align*}
\]

As explained in the introduction, letting $\epsilon \to 0$ in Equations (8) and (10) leads to two limiting subproblems – i.e. the reduced problem and the layer problem, respectively – which are simpler to analyse. The layer problem ($\epsilon = 0$ in 10) is given by

\[
\begin{align*}
  j' &= 0, \\
  \xi' &= 0, \\
  \rho' &= \rho (1 - \rho) - j,
\end{align*}
\]

and describes the dynamics of the fast variable $\rho$ for fixed $j$ and $\xi$ values. The manifold of its equilibria is known as the critical manifold

\[
C_0 := \{ (j, \xi, \rho) : j = \rho (1 - \rho) \},
\]

which is a folded surface in $(j, \xi, \rho)$ space. The critical manifold $C_0$ is the union of two submanifolds $C^+_0 (\rho > \frac{1}{2})$ and $C^-_0 (\rho < \frac{1}{2})$ – which are attracting and repelling, respectively – and a line of fold points

\[
F := \{(j, \xi, \rho) : j = \frac{1}{4}, \rho = \frac{1}{2}\},
\]

as shown in Figure 1. Fenichel Theory [6] implies that away from the fold line $F$ the submanifolds $C^+_0$ and $C^-_0$ perturb to (non-unique) attracting and repelling slow manifolds $C^+_\epsilon$ and $C^-_\epsilon$ for $\epsilon$ small.

If the reduced flow reaches the fold line $F$ transversally at a point $p \in F$, the point $p$ is a jump point where a transition from fast motion close to solutions of the layer problem occurs, see [16]. At exceptional points $p \in F$ where this transversality condition is violated solutions of the reduced flow may cross through $p$ from $C^+_0$ to $C^-_0$, or vice versa. Such solutions are called (singular) canards, the corresponding $p \in F$ is a canard point. The least degenerate canard points have been classified and analysed by the blow-up method as folded saddles and folded nodes in [15]. There it is shown that these (singular) canards persist as canard solutions, i.e. solutions corresponding to intersections of the slow manifolds $C^+_\epsilon$ and $C^-_\epsilon$ near $p$ for $\epsilon$ small. Thus, the existence of canard solutions provides a mechanism that solutions lying in (or exponentially close to) the attracting slow manifold $C^+_\epsilon$ can be continued in (or exponentially close to) the repelling slow manifold $C^-_\epsilon$. The less counter-intuitive situation that solutions lying in the repelling slow manifold can be continued in (or close to) the attracting slow manifold is also possible. Canard solutions of this second type are often referred to as faux canards.

In the following we analyse the reduced flow on $F$. We will show that a canard point of folded saddle type occurs at the point

\[
p^* = \left( \frac{1}{4}, \xi^*, \frac{1}{2} \right)
\]

where $\xi^*$ is the location of the global minimum of the function $k$.

The reduced problem is very simple

\[
\begin{align*}
  \dot{j} &= -g(\xi) j, \\
  \dot{\xi} &= 1.
\end{align*}
\]
The phase space for the reduced problem is $[0, 1/4] \times [0, 1]$, where $j = 1/4$ corresponds to the fold line. It follows from Equation (5a) that $k(\xi) j$ is a conserved quantity, hence the level lines of this function give the orbits of the reduced problem (15).

However, as always for folded critical manifolds, the classification of the reduced flow – in particular at the fold line and at canard points – is more conveniently carried out in the variables $(\xi, \rho)$ by using the constraint $j = \rho(1 - \rho)$ which defines $C_0$. Differentiating the constraint with respect to $x$ gives $\dot{j} = (1 - 2\rho) \dot{\rho}$, which allows to rewrite the reduced problem as

$$
\dot{\xi} = 1, \\
(1 - 2\rho) \dot{\rho} = -g(\xi) \rho(1 - \rho).
$$

with $\xi \in [0, 1]$ and $\rho \in [0, 1]$. System (16) is singular at the fold line $F$, i.e. for $\rho = 1/2$. This system can be desingularised by multiplying the right hand-side by $1 - 2\rho$ and dividing out this factor in the $\rho$ equation. This gives the desingularised reduced system

$$
\dot{\xi} = 1 - 2\rho, \\
\dot{\rho} = -g(\xi) \rho(1 - \rho).
$$

This multiplication of the right hand side by $(1 - 2\rho)$ corresponds to a position dependent rescaling of the independent variable $x$, which does not change orbits of the system away from the fold line. However, for $\rho > 1/2$ the flow direction is reversed, which needs to be taken into account.

We now collect the properties of the reduced problem, which are needed in the analysis of the boundary value problem (8)-(9). These properties depend on properties of the function $g = k'/k$.

Our main Assumption implies that the global nondegenerate minimum of $k$ at $\xi^*$ is a simple zero of $g$ corresponding to a saddle point $(\xi^*, 1/2)$ of the desingularised reduced problem. Other zeros of $g$ lead to additional equilibria, which are discussed only briefly, since we show later that these play no role in the analysis of the boundary value problem.

**Lemma 1.** The reduced problem (16) has the following properties:

1. The phase portrait is symmetric with respect to the line $\rho = 1/2$, which corresponds to the fold line $F$.

2. The variable $\xi$ is increasing along all orbits, i.e. the flow is from left to right.
3. The lines \( \rho = 0 \) and \( \rho = 1 \) are invariant.

4. In regions with \( g(\xi) > 0 \) the variable \( \rho \) is decreasing along orbits for \( 1/2 < \rho < 1 \) and is increasing for \( 0 < \rho < 1/2 \). In regions with \( g(\xi) < 0 \) this monotonicity is reversed. The variable \( \rho \) is constant in regions with \( g(\xi) = 0 \), corresponding to regions where the width of the corridor is constant.

5. The line \( \rho = 1/2 \) is a line of singularities. Points \((\xi, 1/2)\) with \( g(\xi) > 0 \) are reached in finite time by the forward flow and the derivative \( \dot{\rho} \) blows up there. Similarly, points \((\xi, 1/2)\) with \( g(\xi) < 0 \) are reached in finite time by the backward flow.

6. The point \( p^* = (\xi^*, \frac{1}{2}) \) is a canard point of folded saddle type.

7. There exist two (symmetric with respect to the line \( \rho = 1/2 \)) singular canard solutions with orbits \( S_c \) and \( \bar{S}_c \) passing smoothly through the singularity located at \( p^* \). The canard \( \bar{S}_c \) crosses from the attracting part of the critical manifold to the repelling one, the (faux) canard orbit \( \bar{S}_c \) crosses from the repelling part of the critical manifold to the attracting one.

8. The (faux) canard orbit \( \bar{S}_c \) starts at \( \xi = 0, \rho = \rho^*_c \in (0, 1/2) \) and reaches \( \xi = 1 \) at \( \rho = \rho^*_c \in (0, 1/2) \). The canard orbit \( S_c \) starts at \( \xi = 0, \rho = 1 - \rho^*_c \in (1/2, 1) \) and reaches \( \xi = 1 \) at \( \rho = 1 - \rho^*_c \in (1/2, 1) \).

9. Solutions starting at \( \xi = 0 \) with \( \rho \in (0, \rho^*_c) \) reach \( \xi = 1 \) with \( \rho \in (0, 1 - \rho^*_c) \). Solutions starting at \( \xi = 0 \) with \( \rho \in (1 - \rho^*_c, 1] \) reach \( \xi = 1 \) with \( \rho \in (\rho^*_c, 1) \).

10. Solutions starting at \( \xi = 0 \) with \( \rho \in (\rho^*_c, 1) \) do not cross the line \( \xi = \xi^* \), in particular they do not reach the line \( \xi = 1 \). Solutions reaching \( \xi = 1 \) with \( \rho \in (1 - \rho^*_c, \rho^*_c) \) do not cross the line \( \xi = \xi^* \) in backwards time, in particular they do not reach the line \( \xi = 0 \).

11. An isolated zero of \( g \) at say \( \xi_0 \neq \xi^* \) corresponds to another folded singularity at \((\xi_0, 1/2)\), which is a folded saddle for \( g'((\xi_0)) > 0 \) and a folded center for \( g'((\xi_0)) < 0 \). A more degenerate zero of \( g \) corresponds to a more degenerate folded singularity. If \( g \) is zero on an interval \([\xi_1, \xi_2]\), the density \( \rho \) is constant there. In this situation \([\xi_1, \xi_2] \times \{1/2\}\) is a line of equilibria, the endpoints of this line are again degenerate folded singularities.

The properties of the reduced problem described in the Lemma are illustrated in Figure 2 for a function \( k \) which satisfies \( k' < 0 \) in \((1, \xi^*)\) and \( k' > 0 \) in \((\xi^*, 1)\).

**Remark 2.**

(a) The notation \( S_c \) and \( \bar{S}_c \) for the canard orbits is chosen to be consistent with the notation we introduce below for other orbits of the reduced problem in the construction of singular solutions of the boundary value problem.

(b) The property 11. associated with additional zeros of \( g \) (which may occur under our rather general main Assumption on the function \( k \)) are mainly included for completeness. In Remark 3 below, we show that they play no role in the construction of solutions of the boundary value problem, due to property 10. of the Lemma.

**Proof.** Properties 1.-5. follow directly from the equations. The point \( p^* \) is an equilibrium for the desingularised system \([17]\). The matrix associated with the linearisation of \([17]\) at \( p^* \) is

\[
A := \begin{pmatrix}
0 & -2 \\
-\frac{g'(\xi^*)}{k'(\xi^*)} & 0
\end{pmatrix}.
\]  

Since \( g'(\xi^*) = k''(\xi^*)/k(\xi^*) \), the assumption \( k''(\xi^*) > 0 \) translates into \( g'(\xi^*) > 0 \). This gives \( \det A = -\frac{g'(\xi^*)}{k'(\xi^*)} < 0 \), hence \( p^* \) is a saddle point for \([17]\) with associated smooth stable and unstable manifolds. For the reduced problem \([16]\) — with the flow direction reversed for \( \rho > 1/2 \) — the point \( p^* \) is a folded saddle \([15]\). Due to a cancellation of a simple zero on both sides of the \( \rho \)-equation in \([16]\), the stable manifold of the saddle is now the (faux) canard \( \bar{S}_c \), corresponding to a smooth solution passing through through the point \( p^* \). Similarly, the unstable manifold of the saddle
becomes the canard $S_c$. This proves properties 6. and 7.

The conserved quantity $k(\xi)j$ of equation (15a) translates into the conserved quantity

$$H(\xi, \rho) = k(\xi)\rho(1 - \rho) > 0$$

of the desingularised system (17), i.e., the level lines of $H$ give the phase portrait. The canard orbits $S_c$ and $\tilde{S}_c$ are the level lines $H(\xi, \rho) = \frac{k(\xi^*)}{4}$. Since $k$ has its global minimum at $\xi^*$, the canard orbits cannot intersect the (fold) line $\rho = 1/2$. In addition, since the canard orbits cannot intersect the lines $\rho = 0$, $\rho = 1$ where $H = 0$, the canard orbits extend to $\xi = 0$ and $\xi = 1$. Thus assertion 8. follows, with $\rho_0^c \in (0, 1/2)$ and $\rho_1^c \in (1/2, 1)$ defined as the solutions of the equations

$$H(0, \rho_0^c) = \frac{k(\xi^*)}{4}, \quad H(1, \rho_1^c) = \frac{k(\xi^*)}{4}.$$ 

The solutions described in Assertion 9. lie on level lines with $H(\xi, \rho) > H(\xi^*, 1/2)$, the solutions described in Assertion 10. lie on level lines with $H(\xi, \rho) < H(\xi^*, 1/2)$. Together with 8. this implies 9. and 10.

The canard $S_c$ and the (faux) canard $\tilde{S}_c$ on $C_0$ can be described as graphs by means of the following functions

$$\rho_0^c(\xi) := \frac{1}{2} \left( 1 \pm \sqrt{1 - \frac{k(\xi^*)}{k(\xi)}} \right), \quad \rho_1^c(\xi) := \frac{1}{2} \left( 1 - \sqrt{1 - \frac{k(\xi^*)}{k(\xi)}} \right).$$

as follows

$$S_c := \{ (\xi, \rho) : 0 \leq \xi \leq \xi^*, \rho = \rho_0^c(\xi) \} \cup \{ (\xi, \rho) : \xi^* \leq \xi \leq 1, \rho = \rho_1^c(\xi) \},$$

$$\tilde{S}_c := \{ (\xi, \rho) : 0 \leq \xi \leq \xi^*, \rho = \rho_0^c(\xi) \} \cup \{ (\xi, \rho) : \xi^* \leq \xi \leq 1, \rho = \rho_1^c(\xi) \}. \quad (21)$$

The values $\rho_0^c$ and $\rho_1^c$ introduced in Lemma 4 (corresponding to the $\rho$-values of the (faux) canard) at $\xi = 0$ and $\xi = 1$, respectively, are then given by

$$\rho_0^c = \rho_0^c(0), \quad \rho_1^c = \rho_1^c(1). \quad (22)$$

The points of the canard $S_c$ corresponding to $\xi = 0$ and $\xi = 1$ in $(j, \xi, \rho)$-space which play an important role in the following analysis are

$$p_0^c := \left( \rho_0^c(1 - \rho_0^c), 0, 1 - \rho_0^c \right), \quad p_1^c := \left( \rho_1^c(1 - \rho_1^c), 1, 1 - \rho_1^c \right). \quad (23)$$

**Remark 3.** The function $g$ may have zeros $\xi \neq \xi^*$. All these points $\xi(1/2)$ are equilibria of the desingularised system (17) but these equilibria and possible canard solutions associated with them are confined to the open region $\mathcal{N}$ bounded by $\tilde{S}_c$ from below and by $S_c$ from above for $\xi < \xi^*$, and by $S_c$ from below and by $\tilde{S}_c$ from above for $\xi > \xi^*$ (see Fig. 3). Since no transitions from $\xi = 0$ to $\xi = 1$ are possible through the region $\mathcal{N}$, it plays no role in the construction of solutions of the boundary value problem. Since other folded singularities associated with local minima or maxima of $k$ and their associated canard solutions are confined to $\mathcal{N}$ these also play no role for boundary value problem.

We now begin the construction of solutions of the boundary value problem (8)-(9) by combining solutions of the reduced problem with solutions of the layer problem in such a way that the boundary conditions are satisfied. Here it is important to keep in mind that solutions can jump from points on the repelling branch $C_0^a$ of the critical manifold to the attracting branch $C_0^a$, but not vice versa. In [7] we have constructed singular solutions in the case of a closing channel using a shooting strategy: we evolved the manifold of boundary conditions at $\xi = 0$ forward and checked whether it intersected the manifold of boundary conditions at $\xi = 1$. This constructive
Figure 2: Illustration of the reduced flow associated to Equations (8)-(9) described in Lemma 1 for $k(\xi) = 1 + a \cos \left( \frac{2\pi \xi}{b} \right)$ and $a = 0.3, b = 1.5$. The solid gray line indicates the line of fold points $F$ (see (13)), whereas the blue dot corresponds to the canard point of folded saddle type $p^*$. The cyan curves correspond to the canard $S_c$ (solid line) and the (faux) canard $\tilde{S}_c$ (dashed line). The shaded red area represents the region $N$ defined in Remark 3, which plays no role in the construction of solutions of the boundary value problem (8)-(9).

procedure allowed to identify the initial and final values of $\rho$ (namely $\rho_0$ and $\rho_1$) for $\varepsilon = 0$. In the bottleneck scenario, however, the presence of a canard point lying in the interior of the spatial domain $[0, 1]$ implies that singular orbits containing segments of the canards $S_c$ or $\tilde{S}_c$ can make slow transitions between the branches of the critical manifold. Most importantly, this allows transitions from the attracting branch back to the repelling branch. We will show that this leads to the new type of transitional profiles, described in the introduction. Due to the special role of the canard point $p^*$ we modify the shooting strategy by evolving also the manifold of boundary conditions at $\xi = 1$ (backwards) and checking the intersection with the forward evolution of the manifold of left boundary conditions at $\xi = \xi^*$, where the canard point $p^*$ lies.

In the dynamical systems framework, boundary conditions (9) correspond to two lines in the $(j, \xi, \rho)$-space, satisfying $j = \alpha(1 - \rho)$ at $\xi = 0$ and $j = \beta \rho$ at $\xi = 1$, respectively. However, due to the fast-slow structure, the set of admissible boundary conditions is restricted to (see Figures 3-4)

$$\mathcal{L} := \{(\alpha(1 - s), 0, s) : \rho_0 \leq s \leq 1\}, \quad \mathcal{R} := \{(\beta t, 1, t) : 0 \leq t \leq \rho_\beta\}. \tag{24a} \tag{24b}$$

Here

$$\rho_\alpha = \begin{cases} \alpha & \text{if } \alpha \leq \frac{1}{2}, \\ 1 - \frac{1}{4\alpha} & \text{if } \alpha \geq \frac{1}{2}. \end{cases} \tag{25}$$

and

$$\rho_\beta = \begin{cases} \frac{1}{1-\beta} & \text{if } \beta \leq \frac{1}{2}, \\ \frac{1}{\beta} & \text{if } \beta \geq \frac{1}{2}. \end{cases} \tag{26}$$

The lower and upper bounds $\rho_\alpha$ and $\rho_\beta$ for the density $\rho$ are caused by the fast-slow structure of the flow: if we would consider a starting point $(\alpha(1 - \rho), 0, \rho)$ with $0 \leq \rho < \rho_\alpha$, the orbit would be immediately repelled to infinity from $C_0$, hence connecting to the boundary conditions at $\xi = 1$ is impossible. Analogously, points satisfying $(\beta \rho, 1, \rho)$ with $\rho_\beta < \rho \leq 1$ cannot be endpoints of the
singular orbits, since they are repelling for the layer problem. Thus, the initial and final points of the singular orbits – \(p_0\) and \(p_1\), respectively – must satisfy
\[
p_0 \in \mathcal{L}, \quad \text{and} \quad p_1 \in \mathcal{R}.
\] (27)
The manifold \(\mathcal{L}\) intersects with \(C_0\) at \((0,0,1)\) and
\[
l = (\alpha(1 - \alpha), 0, \alpha),
\] (28)
while \(\mathcal{R}\) intersects with \(C_0\) at \((0,1,0)\) and
\[
r = (\beta(1 - \beta), 1, 1 - \beta).
\] (29)

For \(\varepsilon = 0\), the variable \(\xi\) evolves only on \(C_0\) according to the reduced flow (16). Therefore, in order for the singular solution to evolve from \(\xi = 0\) to \(\xi = 1\), we must connect \(\mathcal{L}\) and \(\mathcal{R}\) to \(C_0\). The points \(l\) and \(r\) already belong to \(C_0\). Other points on \(\mathcal{L}\) and \(\mathcal{R}\) can reach \(C_0\) using the layer problem (11). Tracking the evolution of \(\mathcal{L}\) by means of the layer problem at \(\xi = 0\) until it reaches \(C_0\), and analogously the evolution of \(\mathcal{R}\) backwards until the layer problem at \(\xi = 1\) intersects \(C_0\), yields two sets (shown in Figures 3-4):

\[
\mathcal{L}^+ := \{(\alpha(1 - s), 0, \rho^+(0, s)) : \rho_a \leq s \leq 1\},
\] (30a)
\[
\mathcal{R}^- := \{(\beta t, 1, \rho^-(1, t)) : 0 \leq t \leq \rho^\beta\}.
\] (30b)

In the following, we use the symbol \(\rho^+(0, s)\) to indicate the \(\rho\)-value (greater than or equal to \(\frac{1}{2}\)) reached by the point \((\alpha(1 - s), 0, s)\) after its transition from \(\mathcal{L}\) to \(C_0\) by means of the layer problem. If the solution \((\xi, \rho)\) of the reduced flow (16) starting at \((0, \rho^+(0, s))\) reaches \(\xi = \xi^*\), we denote its value of \(\rho\) at \(\xi = \xi^*\) by \(\rho^+(\xi^*, s)\). In an analogous manner, we introduce the symbol \(\rho^-(1, t)\) to indicate the \(\rho\)-value (less than or equal to \(\frac{1}{2}\)) reached by the point \((\beta t, 1, t)\) after its transition from \(\mathcal{R}\) to \(C_0\) by means of the layer problem. If the solution \((\xi, \rho)\) of the reduced flow starting at \((1, \rho^-(1, t))\) and flowing backwards reaches \(\xi = \xi^*\), we denote its value of \(\rho\) at \(\xi = \xi^*\) by \(\rho^-\) \((\xi^*, t)\). When \(\alpha < \frac{1}{2}\), the reduced flow can either start on \(\mathcal{L}^+\) or at \(l\), while for \(\alpha > \frac{1}{2}\) it must start on \(\mathcal{L}^+\). Analogously, when \(\beta < \frac{1}{2}\), the reduced flow can either end on \(\mathcal{R}^-\) or at \(r\), while for \(\beta > \frac{1}{2}\) it must end on \(\mathcal{R}^-\).

Figure 3: Schematic representation of \(\mathcal{L}\) (orange line) and \(\mathcal{L}^+\) (orange curve) for (a) \(0 < \alpha < \frac{1}{2}\) and (b) \(\frac{1}{2} < \alpha < 1\). The orange dot corresponds to \(l\), the blue curve represents \(C_0\), and the green lines correspond to the orbits of the layer problem.
Based on this geometric interpretation of the boundary conditions, we proceed with the construction of the singular orbits by connecting $L^+ \cup l$ and $R^- \cup r$ by means of the reduced flow \cite{16} on $C_0$. In doing so, we first let $L^+$ in (30a) flow forward and $R^-$ in (30b) flow backwards by means of the reduced flow until $\xi = \xi^*$: we call the corresponding sets $L^+_{\xi^*}$ and $R^-_{\xi^*}$, respectively.

\begin{align}
L^+_{\xi^*} &:= \{(\rho^+ (\xi^*, s) (1 - \rho^+ (\xi^*, s)), \xi^*, \rho^+ (\xi^*, s)) : \rho_\alpha \leq s \leq 1\}, \\
R^-_{\xi^*} &:= \{(\rho^- (\xi^*, t) (1 - \rho^- (\xi^*, t)), \xi^*, \rho^- (\xi^*, t)) : 0 \leq t \leq \rho_\beta\}.
\end{align}

If $\alpha \geq \frac{1}{2}$ then $l \in L^+$, and the evolution of $l$ by means of the reduced flow is already included in $L^+_{\xi^*}$. If $\alpha < \frac{1}{2}$ then $l \notin L^+$, and therefore the corresponding point at $\xi = \xi^*$ must be defined separately as

\begin{equation}
l_{\xi^*} := \{(\rho^+ (\xi^*, \alpha) (1 - \rho^+ (\xi^*, \alpha)), \xi^*, 1 - \rho^+ (\xi^*, \alpha))\}.
\end{equation}

Analogously, if $\beta \geq \frac{1}{2}$ then $r \in R^-$, and the backwards evolution of $r$ by means of the reduced flow is already included in $R^-_{\xi^*}$. If $\beta < \frac{1}{2}$, however, $r \notin R^-$, and therefore the corresponding point at $\xi = \frac{1}{2}$ must be defined separately as

\begin{equation}
r_{\xi^*} := \{(\rho^- (\xi^*, 1 - \beta) (1 - \rho^- (\xi^*, 1 - \beta)), \xi^*, 1 - \rho^- (\xi^*, 1 - \beta))\}.
\end{equation}

We note that the point $l_{\xi^*}$ exists if and only if $\alpha \leq \rho^0_\beta$: analogously, the point $r_{\xi^*}$ exists if and only if $\beta \leq 1 - \rho^0_\beta$ (see Remark \cite{3}).

A singular orbit is then given by matching the slow and fast pieces obtained by investigating the reduced and layer problems, respectively. More specifically, a singular orbit exists if and only if the intersection between the sets $L^+_{\xi^*} \cup l_{\xi^*}$ and $R^-_{\xi^*} \cup r_{\xi^*}$ is non-empty, and it is unique if this intersection consists of one point.

In addition to the canards $S_c$ and $\tilde{S}_c$ introduced above, our analysis of the existence and structure of singular orbits is based on four special orbits $S_{\alpha}$, $S_{\beta}$, $\tilde{S}_{\alpha}$, $\tilde{S}_{\beta}$ of the reduced flow (see Figure 5):

- The orbit $S_{\alpha}$, defined for each $\alpha \in (0, 1)$, is the one starting at $\rho = \alpha$ at $\xi = 0$. For $\alpha < \rho^0_\beta$ or $\alpha > 1 - \rho^0_\beta$, the corresponding final value of $\rho$ at $\xi = 1$ is denoted by $\rho^*(\alpha)$. For $\rho^0_\beta < \alpha < 1 - \rho^0_\beta$, $S_{\alpha}$ ends on the fold line $F$ and hence $S_{\alpha} \subset N$. For $\alpha = \rho^0_\beta$ or $\alpha = 1 - \rho^0_\beta$, $S_{\alpha}$ ends on the canard point $p^*$ at $\xi = \xi^*$, and its continuation for $\xi \in [\xi^*, 1]$ is therefore not uniquely defined.

- The orbit $S_{\beta}$, defined for each $\beta \in (0, 1)$, is the one ending at $\rho = 1 - \beta$ at $\xi = 1$. For $\beta < 1 - \rho^0_\beta$ or $\beta > \rho^0_\beta$, the corresponding initial value of $\rho$ at $\xi = 0$ is denoted by $\rho_\alpha(\beta)$. For $1 - \rho^0_\beta < \beta < \rho^0_\beta$, $S_{\beta}$ ends on the fold line $F$ and hence $S_{\beta} \subset N$. For $\beta = 1 - \rho^0_\beta$ or $\beta = \rho^0_\beta$, $S_{\beta}$ ends on the canard point $p^*$ at $\xi = \xi^*$ backward in $\xi$, and its continuation for $\xi \in [0, \xi^*]$ is therefore not uniquely defined.

\begin{figure}[h]
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\caption{Schematic representation of $R$ (purple line) and $R^-$ (purple curve) for (a) $0 < \beta < \frac{1}{2}$ and (b) $\frac{1}{2} < \beta < 1$. The purple dot corresponds to $r$, the blue curve represents $C_0$, and the green lines correspond to the orbits of the layer problem.}
\end{figure}
For \( i = \alpha, \beta \), we define \( \tilde{S}_i \) as the reflection of the orbit \( S_i \) with respect to \( \rho = \frac{1}{2} \).

Depending on the values of \( \alpha \) and \( \beta \), one of the orbits \( S_i, \tilde{S}_i, i = c, \alpha, \beta \), corresponds to the slow part of the singular orbits we will construct. Changing \( \alpha \) and \( \beta \) influences the orbits \( S_\alpha, \tilde{S}_\alpha \) and \( S_\beta, \tilde{S}_\beta \). We will show in the following that the \( \alpha, \beta \) dependent mutual position of these orbits determines the type of singular solution of the boundary value problem.

By using the conserved quantity (19) the respective values of \( \rho^*(\alpha) \) and \( \rho^*(\beta) \) can be computed explicitly:

\[
\rho^*(\alpha) := \begin{cases} 
\frac{1}{2} \left( 1 - \sqrt{1 - 4\alpha(1-\alpha)\frac{k(0)}{2(1)}} \right) & \text{if } \alpha < \rho^0_c, \\
\frac{1}{2} \left( 1 + \sqrt{1 - 4\alpha(1-\alpha)\frac{k(0)}{2(1)}} \right) & \text{if } \alpha > 1 - \rho^0_c,
\end{cases}
\]

\[
\rho^*(\beta) := \begin{cases} 
\frac{1}{2} \left( 1 + \sqrt{1 - 4\beta(1-\beta)\frac{k(1)}{7(0)}} \right) & \text{if } \beta < \rho^1_c, \\
\frac{1}{2} \left( 1 - \sqrt{1 - 4\beta(1-\beta)\frac{k(1)}{7(0)}} \right) & \text{if } \beta > \rho^1_c.
\end{cases}
\]

Note that \( \alpha = 1 - \rho^*(\beta) \) is equivalent to \( \beta = \rho^*(\alpha) \).

Based on this, we divide the \((\alpha, \beta)\)-parameter space into eight regions \( G_i, i = 1, \ldots, 8 \) defined...
via the following curves $\gamma_{ij}$ (here the indices refer to the adjacent regions):

\[
\begin{align*}
\gamma_{12} & := \{(\alpha, \beta) : 0 < \alpha \leq \rho_0^\alpha, \beta = 1 - \rho^*(\alpha)\}, \quad (35a) \\
\gamma_{13} & := \{(\alpha, \beta) : \alpha = \rho_0^\alpha, 1 - \rho_1^\alpha \leq \beta \leq \rho_1^\alpha\}, \quad (35b) \\
\gamma_{17} & := \{(\alpha, \beta) : \alpha = 1 - \rho_\alpha(\beta), 0 < \beta \leq 1 - \rho_1^\alpha\}, \quad (35c) \\
\gamma_{24} & := \{(\alpha, \beta) : \alpha = \rho_0, \rho_1^\alpha \leq \beta < 1\}, \quad (35d) \\
\gamma_{34} & := \{(\alpha, \beta) : \rho_1^\alpha \leq \alpha \leq 1 - \rho_0^\alpha, \beta = \rho_1^\alpha\}, \quad (35e) \\
\gamma_{35} & := \{(\alpha, \beta) : \alpha = 1 - \rho_0^\alpha, 1 - \rho_1^\alpha \leq \beta \leq \rho_1^\alpha\}, \quad (35f) \\
\gamma_{37} & := \{(\alpha, \beta) : \rho_1^\alpha \leq \alpha \leq 1 - \rho_0^\alpha, \beta = 1 - \rho_1^\alpha\}, \quad (35g) \\
\gamma_{46} & := \{(\alpha, \beta) : \alpha = 1 - \rho_0^\alpha, \rho_1^\alpha \leq \beta < 1\}, \quad (35h) \\
\gamma_{56} & := \{(\alpha, \beta) : 1 - \rho_0^\alpha \leq \alpha < 1, \beta = \rho_1^\alpha\}, \quad (35i) \\
\gamma_{58} & := \{(\alpha, \beta) : 1 - \rho_0^\alpha \leq \alpha < 1, \beta = 1 - \rho_1^\alpha\}, \quad (35j) \\
\gamma_{78} & := \{(\alpha, \beta) : \alpha = \rho_\alpha(\beta), 0 < \beta \leq 1 - \rho_1^\alpha\}. \quad (35k)
\end{align*}
\]

The above curves correspond to situations where some of the orbits $S_i$, $\tilde{S}_i$, $i = 1, 2, 3$ defined above coincide. In particular:

- for $(\alpha, \beta) \in \gamma_{12}$, we have $S_\alpha = S_\beta$ (lying in $C_0^\alpha$);
- for $(\alpha, \beta) \in \gamma_{13} \cup \gamma_{24}$, we have $\tilde{S}_\alpha = S_\alpha$ for $\xi \in [0, \xi^*]$ (i.e. up to the canard point $p^*$);
- for $(\alpha, \beta) \in \gamma_{17}$, we have $S_\alpha = \tilde{S}_\beta$;
- for $(\alpha, \beta) \in \gamma_{34} \cup \gamma_{56}$, we have $S_\alpha = S_\beta$ for $\xi \in [\xi^*, 1]$ (i.e. up to the canard point $p^*$);
- for $(\alpha, \beta) \in \gamma_{35} \cup \gamma_{46}$, we have $S_\alpha = S_\beta$ for $\xi \in [0, \xi^*]$ (i.e. up to the canard point $p^*$);
- for $(\alpha, \beta) \in \gamma_{37} \cup \gamma_{58}$, we have $\tilde{S}_\alpha = S_\beta$ for $\xi \in [\xi^*, 1]$ (i.e. up to the canard point $p^*$);
- for $(\alpha, \beta) \in \gamma_{78}$, we have $S_\alpha = S_\beta$ (lying in $C_0^\alpha$).

**Remark 4.** Whenever two orbits coincide, their symmetric reflections with respect to $\rho = \frac{1}{2}$ coincide as well.

The eleven curves in (35) split $(0, 1)^2$ into 8 regions $\mathcal{G}_i$, $i = 1, \ldots, 8$ (shown in Figure 6):

\[
\begin{align*}
\mathcal{G}_1 & := \{(\alpha, \beta) : 0 < \alpha < \rho_0^\alpha, \rho^*(\alpha) < \beta < 1 - \rho^*(\alpha)\} \quad (36a) \\
\mathcal{G}_2 & := \{(\alpha, \beta) : 0 < \alpha < \rho_0^\alpha, 1 - \rho^*(\alpha) < \beta < 1\}, \quad (36b) \\
\mathcal{G}_3 & := \{(\alpha, \beta) : \rho_0^\alpha < \alpha < 1 - \rho_0^\alpha, 1 - \rho_1^\alpha < \beta < \rho_1^\alpha\}, \quad (36c) \\
\mathcal{G}_4 & := \{(\alpha, \beta) : \rho_0^\alpha < \alpha < 1 - \rho_0^\alpha, \rho_1^\alpha < \beta < 1\}, \quad (36d) \\
\mathcal{G}_5 & := \{(\alpha, \beta) : 1 - \rho_0^\alpha < \alpha < 1, 1 - \rho_1^\alpha < \beta < \rho_1^\alpha\}, \quad (36e) \\
\mathcal{G}_6 & := \{(\alpha, \beta) : 1 - \rho_0^\alpha < \alpha < 1, \rho_1^\alpha < \beta < 1\}, \quad (36f) \\
\mathcal{G}_7 & := \{(\alpha, \beta) : 1 - \rho_\alpha(\beta) < \alpha < \rho_\alpha(\beta), 0 < \beta < 1 - \rho_1^\alpha\}, \quad (36g) \\
\mathcal{G}_8 & := \{(\alpha, \beta) : \rho_\alpha(\beta) < \alpha < 1, 0 < \beta < 1 - \rho_1^\alpha\}. \quad (36h)
\end{align*}
\]

In short terms, moving from one region to the other in the $(\alpha, \beta)$-parameter space leads to a corresponding change in the structure of the singular solutions.

We will show (in Proposition 1) that within each of those region the structure of the singular solutions is the same. Note that our construction of singular solutions works also on all the boundary curves defined in (35), except for $\gamma_{17}$, $\gamma_{13} \cup \gamma_{24}$, and $\gamma_{37} \cup \gamma_{58}$, where singular solutions are not unique (see Remark 8).

To this aim, we introduce the following eight types of singular solutions (see Figure 8-9):

**Type 1.** Singular solutions which start on $C_0^\alpha$ at $\xi = 0$, follow the reduced flow on $C_0^\alpha$ (where $\rho$ increases), and have a layer at $\xi = 1$ in which $\rho$ increases.
Type 2. Singular solutions which start on $C_0^0$ at $\xi = 0$, follow the reduced flow on $C_0^0$ (where $\rho$ increases), and have a layer at $\xi = 1$ in which $\rho$ decreases.

Type 3. Singular solutions which have a layer at $\xi = 0$ in which $\rho$ increases, follow the reduced flow on $C_0$ (where $\rho$ decreases) passing through the point $p^*$, and have another layer at $\xi = 1$ in which $\rho$ increases.

Type 4. Singular solutions which have a layer at $\xi = 0$ in which $\rho$ increases, follow the reduced flow on $C_0$ (where $\rho$ decreases) passing through the point $p^*$, and have another layer at $\xi = 1$ in which $\rho$ decreases.

Type 5. Singular solutions which have a layer at $\xi = 0$ in which $\rho$ decreases, follow the reduced flow on $C_0$ (where $\rho$ decreases) passing through the point $p^*$, and have another layer at $\xi = 1$ in which $\rho$ decreases.

Type 6. Singular solutions which have a layer at $\xi = 0$ in which $\rho$ decreases, follow the reduced flow on $C_0$ (where $\rho$ decreases) passing through the point $p^*$, and have another layer at $\xi = 1$ in which $\rho$ decreases.

Type 7. Singular solutions which have a layer at $\xi = 0$ in which $\rho$ increases, and follow the reduced flow on $C_0^a$ (where $\rho$ decreases).

Type 8. Singular solutions which have a layer at $\xi = 0$ in which $\rho$ decreases and follow the reduced flow on $C_0^a$ (where $\rho$ decreases).

More details about the construction and structure of these singular orbits are given in the proof of the following proposition.

**Proposition 1.** Let $k \in C^2([0,1])$ be a positive function satisfying Assumption (6). Then for each $(\alpha, \beta) \in G_i$, $i = 1, \ldots, 8$ there exists a unique singular solution $\Gamma^i$ of type $i$ to (5) composed of segments of orbits of the layer problem (11) and the reduced problem (10) satisfying the boundary conditions.
In particular, since \( \rho \) canard orbit case corresponds to having \( \alpha > \rho \) and \( \beta > 1 - \rho \), the intersection between \( L_\xi^+ \cup l_\xi^- \) and \( R_\xi^- \cup r_\xi^- \) occurs; one of these defines four possible profiles corresponding to four regions in \((\alpha, \beta)\)-parameter space, while the fourth case \( (l_\xi \cap r) \) leads to an empty intersection, since \( l_\xi^- \) and \( r_\xi^- \) are separated from \( L_\xi^+ \) and \( R_\xi^- \), respectively, only for \( \alpha \leq \rho_0 \) and \( \beta \leq 1 - \rho_0 \), and in this case they can never coincide. Thus, we are left with:

**Case 1:** \( l_\xi^- \cap R_\xi^- \neq \emptyset \). From the investigation of this case we obtain orbits of type 1, 2.

**Case 2:** \( L_\xi^+ \cap R_\xi^- \neq \emptyset \). From the investigation of this case we obtain orbits of type 3, 4, 5, 6.

**Case 3:** \( L_\xi^+ \cap r_\xi^- \neq \emptyset \). From the investigation of this case we obtain orbits of type 7, 8.

In the following, we examine Cases 1-3 in more detail.

**Case 1:** \( l_\xi^- \cap R_\xi^- \neq \emptyset \). By definition of \( l_\xi^- \), this occurs only when \( \alpha \leq \rho_0 \). In this case, we have \( l_\xi^- \in R_\xi^- \), which implies that \( \rho_0 = l \) and, consequently, \( \rho_0 = \alpha \). This implies that in this regime no boundary layers exist at \( \xi = 0 \). Moreover, since \( \rho(1, s) = \rho^*(\alpha) \), following the flow of the layer problem until it hits \( R \) we obtain

\[
\rho_1 = \frac{\alpha(1 - \alpha)k(0)}{\beta k(1)}.
\]

(37)

In this case, the singular orbit consists in a slow motion along \( C^0 \) followed by a layer at \( \xi = 1 \). The nature of this layer – in particular its orientation – depends on \( \alpha \) and \( \beta \) as follows:

- When \( \alpha < \rho_0 \) and \( \rho^*(\alpha) < \beta < 1 - \rho^*(\alpha) \), i.e. for \((\alpha, \beta) \in G_1 \), \( \rho \) increases along the boundary layer at \( \xi = 1 \). The corresponding singular solution is therefore of type 1 (see Figure 8(a)).

- When \( \alpha < \rho_0 \) and \( \beta > 1 - \rho^*(\alpha) \), i.e. for \((\alpha, \beta) \in G_2 \), \( \rho \) decreases along the boundary layer at \( \xi = 1 \). Therefore, the corresponding singular solution is of type 2 (see Figure 8(b)).

We note that when \( \alpha < \rho_0 \) and \( \beta = 1 - \rho^*(\alpha) \) (i.e. on \( \gamma_{12} \)) there is no layer at \( \xi = 1 \).

**Case 2:** \( L_\xi^+ \cap R_\xi^- \neq \emptyset \). We observe that by definition \( L_\xi^+ \subset C^0 \) and \( R_\xi^- \subset C^0 \). Thus, this case corresponds to having \( \alpha \geq \rho_0 \) and \( \beta \geq 1 - \rho_0 \) and their non-empty intersection is realised at the canard point \( p^* \) (see [14]). This implies that the slow segment of these singular orbits is the canard orbit \( S_c \).

In particular, since \( \rho^+(\xi^*, s) = \frac{1}{2} = \rho^-(\xi^*, t) \), it follows that \( \rho^+(0, s) = 1 - \rho_0 \) and \( \rho^-(1, t) = 1 - \rho_0 \). Consequently, the start/end point of the reduced flow are fixed by the canard and correspond to \( p_0^0 \) and \( p_1^1 \) respectively, whereas boundary layers at \( \xi = 0, 1 \) may arise depending on \( \alpha \) and \( \beta \). It is then possible to determine the starting and ending points of the orbit by following the flow of the layer problem (backwards at \( \xi = 0 \) and forward at \( \xi = 1 \)); this leads to

\[
\rho_0 = 1 - \frac{k(\xi^*)}{4\alpha k(0)}, \quad \rho_1 = \frac{k(\xi^*)}{4\beta k(1)}.
\]

(38)

In particular, we have:

- When \( \rho_0^0 < \alpha < 1 - \rho_0^0 \), \( \rho \) increases along the boundary layer at \( \xi = 0 \). Additionally:
  - If \( 1 - \rho_0^1 < \beta < \rho_0^1 \), i.e. for \((\alpha, \beta) \in G_3 \), \( \rho \) increases along the boundary layer at \( \xi = 1 \). This implies that the singular orbit is of type 3 (see Figure 8(c)).
We note that when $\alpha$ used in [7, Proposition 2], as their slow portion is entirely contained in one of the two halves of $C$. Consequently, the slow motion is here entirely contained in $L$. The construction in Case 3 is essentially the same as the one in Case 1 upon reversal.

If $\rho^1_c < \beta < 1$, i.e. for $(\alpha, \beta) \in \mathcal{G}_4$, $\rho$ decreases along the boundary layer at $\xi = 1$. This implies that the singular orbit is of type 4 (see Figure 8(d)).

- When $1 - \rho^0_c < \alpha < 1$, $\rho$ decreases along the boundary layer at $\xi = 0$. Additionally:
  - If $1 - \rho^1_c < \beta < \rho^1_c$, i.e. for $(\alpha, \beta) \in \mathcal{G}_5$, $\rho$ increases along the boundary layer at $\xi = 1$. This implies that the singular orbit is of type 5 (see Figure 9(a)).
  - If $\rho^1_c < \beta < 1$, i.e. for $(\alpha, \beta) \in \mathcal{G}_6$, $\rho$ decreases along the boundary layer at $\xi = 1$. This implies that the singular orbit is of type 6 (see Figure 9(b)).

We note that when $\alpha = 1 - \rho^0_c$ and $\beta \geq 1 - \rho^1_c$ (i.e. on $\gamma_{35} \cup \gamma_{46}$) we have no boundary layer at $\xi = 0$. Moreover, when $\beta = \rho^1_c$ and $\alpha \geq \rho^0_c$ (i.e. on $\gamma_{34} \cup \gamma_{56}$) we have no boundary layer at $\xi = 1$.

Case 3: $L^+_{\xi} \cap \mathcal{R}_L \neq \emptyset$. By definition of $r_{\xi^*}$, this occurs only when $\beta < 1 - \rho^1_c$. In this case, we have $r_{\xi^*} \in L^+_{\xi}$, which implies that $p_1 = r$ and, consequently, $\rho_1 = 1 - \beta$ (i.e., no boundary layers emerge at $\xi = 1$). Moreover, since $\rho(0, s) = \rho_\ast(\beta)$, following the layer problem backwards until it hits $L$, we obtain

$$\rho_0 = 1 - \frac{\beta(1 - \beta)k(1)}{ak(0)}. \quad (39)$$

Consequently, the slow motion is here entirely contained in $C^0_\ast$ and there is a boundary layer at $\xi = 0$, whose nature depends on $\alpha$ as follows:

- If $1 - \rho_\ast(\beta) < \alpha < \rho_\ast(\beta)$ and $0 < \beta < 1 - \rho^1_c$, i.e. if $(\alpha, \beta) \in \mathcal{G}_7$, $\rho$ is increasing and the singular solution is of type 7 (see Figure 9(c)).
- If $\rho_\ast(\beta) < \alpha < 1$ and $0 < \beta < 1 - \rho^1_c$, i.e. if $(\alpha, \beta) \in \mathcal{G}_8$, $\rho$ is decreasing, and we have a singular solution of type 8 (see Figure 9(d)).

We note that when $\alpha = \rho_\ast(\beta)$ and $\beta < 1 - \rho^1_c$ (i.e. on $\gamma_{78}$), there are no boundary layers.

**Remark 5.** The construction in Case 3 is essentially the same as the one in Case 1 upon reversal of the flow direction in $L$.

**Remark 6.** Singular solutions of type 1, 2, 7, and 8 can be obtained also applying the same strategy used in [8] Proposition 2, as their slow portion is entirely contained in one of the two halves of the critical manifold ($C^\ast_0$ in the case of type 1, 2, $C^\ast_5$ in the case of type 7, 8). Therefore, it would be possible to only focus on the flow of the manifold $L$ of left boundary conditions up to $\xi = 1$ and check its intersection with the projection of the manifold $\mathcal{R}$ of right boundary conditions on $C_0$.

**Remark 7.** Different values of $k(0)$, $k(1)$, and $k(\xi^*)$ influence the structure of the bifurcation diagram sketched in [8] only quantitatively. In particular, the smaller $k(\xi^*)$ is, the larger regions $\mathcal{G}_i$, $i = 3, 4, 5, 6$ are, consequently reducing the sizes of regions $\mathcal{G}_i$, $i = 1, 2, 7, 8$. Recall that smaller values of $k(\xi^*)$ correspond to a narrower bottleneck.

**Remark 8 (Degenerate cases including continua of singular solutions).** When $\alpha \leq \rho^0_c$ and $\beta = \rho^*(\alpha)$ - i.e. when $(\alpha, \beta) \in \gamma_{17}$ - we have that both $L^+_{\xi} \cap r_{\xi^*}$ and $L_{\xi^*} \cap R_{\xi^*}$ are non-empty. Consequently, there are two possible reduced solutions, satisfying (see Figure 10(a))

$$\begin{align*}
(a) \quad & \begin{cases}
\rho(0, s) = \alpha, \\
\rho(1, s) = \beta,
\end{cases} \quad \text{or} \quad \begin{cases}
\rho(0, s) = 1 - \alpha, \\
\rho(1, s) = 1 - \beta.
\end{cases} \quad (40)
\end{align*}$$

In this case, we have a continuum of singular solutions, since at any $\xi \in [0, 1]$ it is possible to jump from the slow trajectory of the reduced flow in (a) to the one in (b) via the flow of the layer problem. Analogously, we obtain a continuum of singular solutions when $\alpha = \rho^0_c$, $\beta \geq 1 - \rho^1_c$, i.e. when $(\alpha, \beta) \in \gamma_{31} \cup \gamma_{24}$. In this case, in fact, we have that both $L^+_{\xi} \cap R_{\xi^*}$ and $L_{\xi^*} \cap R_{\xi^*}$ are non-empty, and therefore there are two possible reduced solutions (with jumps possible at any $\xi \in [0, \xi^*]$ via the flow of the layer problem) satisfying (see Figure 10(b))

$$\begin{align*}
(c) \quad & \begin{cases}
\rho(0, s) = \rho^c, \\
\rho(1, s) = 1 - \rho^1_c,
\end{cases} \quad \text{or} \quad \begin{cases}
\rho(0, s) = 1 - \rho^c, \\
\rho(1, s) = 1 - \rho^1_c.
\end{cases} \quad (41)
\end{align*}$$
A last example of such a situation is given by \( \alpha \geq \rho_0^0 \), \( \beta = 1 - \rho_1^c \), i.e. when \( (\alpha, \beta) \in \gamma_{37} \cup \gamma_{58} \). Here, both \( L^+_{\xi^*} \cap R_{\xi^*} \) and \( L^+_{\xi^*} \cap r_{\xi^*} \) are non-empty, leading again to two possible reduced solutions (with jumps possible at any \( \xi \in [\xi^*, 1] \) via the flow of the layer problem) satisfying (see Figure 10(c))

\[
\begin{aligned}
&(c) \quad \rho(0, s) = 1 - \frac{k(\xi^*)}{4\Omega(0)}, \\
& (d) \quad \rho(0, s) = 1 - \frac{1}{4\Omega(0)},
\end{aligned}
\]

(42)

Since in these degenerate cases singular solutions are not unique, our method based on transversality arguments to infer persistence of singular solutions to (5a)-(5b) for \( 0 < \epsilon \ll 1 \) do not apply. Moreover, at the point \( \alpha = \rho_0^0 \), \( \beta = 1 - \rho_1^c \) – i.e. at the intersection of \( \gamma_{17} \), \( \gamma_{13} \), and \( \gamma_{37} \) – the situation is even more degenerate as the three previous scenarios collide. We leave the analysis of these more delicate situations for future work.

We now prove that the singular solutions from Proposition 1 perturb to solutions of (5a)-(5b) for \( \epsilon \) sufficiently small.

**Theorem 1.** Let \( k \in C^2([0, 1]) \) be a positive function satisfying Assumption (6). For each \( (\alpha, \beta) \in G_i \), \( i = 1, \ldots, 8 \), the boundary value problem (5) has a unique solution \( \rho(x, \alpha, \beta, \epsilon) \) for \( \epsilon \) sufficiently small. In the phase-space formulation (10), this solution corresponds to an orbit \( \Gamma_i^\epsilon \) which is \( O(\epsilon^\mu) \)-close to \( \Gamma_i^\epsilon \) in terms of Hausdorff distance, with \( \mu = 1 \) for \( i = 1, 2, 7, 8 \) and \( \mu = 1/2 \) for \( i = 3, 4, 5, 6 \).

**Proof.** The solutions for \( \epsilon \) small are obtained by perturbing from the singular solutions \( \Gamma_i^\epsilon \), \( i = 1, \ldots, 8 \). More precisely, we show that the manifold obtained by flowing the line \( L \) of points corresponding to the boundary conditions at \( \xi = 0 \) to \( \xi = \xi^* \) for \( \epsilon \) small intersects the manifold obtained by flowing the line \( R \) of points corresponding to the boundary conditions at \( \xi = 1 \) to \( \xi = \xi^* \) in a point which is close to the corresponding point of the singular solution. Analogously to Proposition 1 this is done by considering three cases.

**Case 1:** \( (\alpha, \beta) \in G_i \), \( i = 1, 2 \). In this case, the proof is completely analogous to Case 1 in [7, Theorem 2]. In particular, it is possible to show that for \( 0 < \epsilon \ll 1 \) the (forward) flow defined by (5) takes a suitable small segment of \( L \) to a smooth, two-dimensional manifold \( \mathcal{M}_{0, \epsilon} \), which reduces to a curve \( L_{1, \epsilon} \) when projected in the plane \( \xi = 1 \). Such curve intersects \( R \) in a point \( p_{1, \epsilon} \) which corresponds to the right end-point of the solution of the boundary value problem. The full solution for \( \xi \in [0, 1] \) is then obtained by following the flow backward from \( p_{1, \epsilon} \) to \( \xi = 0 \). In this case, the perturbed orbits are \( O(\epsilon) \) close to the corresponding singular ones as all perturbations
Figure 8: Schematic representation of singular solutions of type 1-4 (rows 1-4, respectively). First column: Boundary conditions at $\xi = 0$ in $(j,\rho)$-space: the orange line is $L$, while the orange curve is $L^+$. The red dot represents $p_0$ and the green line illustrates the layer where $\rho$ increases (type 3, 4). Second column: Slow evolution on $C_0$ (blue curve). The orange lines are the projection of $L$ and $L^+$ on $C_0$, while the purple one represents the projection of $R^-$ on $C_0$. The orange dot corresponds to $l$, while the purple dot corresponds to $r$. For orbits of type 3 and 4 the slow flow involves the passage through the canard point $p^\ast$. Third column: Boundary conditions at $\xi = 1$ in $(j,\rho)$-space. The red dot corresponds to $p_1$, while the purple line and curve represent the manifolds $R$ and $R^-$, respectively. The green line corresponds to the layer of the singular orbit where $\rho$ increases (type 1-3)/decreases (type 2-4). Fourth column: Singular solution in $(\xi,\rho)$-space.
Figure 9: Schematic representation of singular solutions of type 5-8 (rows 1-4, respectively). First column: Boundary conditions at $\xi = 0$ in $(\eta, \rho)$-space: the orange line is $\mathcal{L}$, while the orange curve is $\mathcal{L}^+$. The red dot represents $p_0$ and the green line illustrates the layer where $\rho$ increases (type 7)/decreases (type 5, 6, 8). Second column: Slow evolution on $\mathcal{C}_0$ (blue curve). The orange lines are the projection of $\mathcal{L}$ and $\mathcal{L}^+$ on $\mathcal{C}_0$, while the purple one represents the projection of $\mathcal{R}^-$ on $\mathcal{C}_0$. The orange dot corresponds to $l$, while the purple dot corresponds to $r$. For orbits of type 5 and 6 the slow flow involves the passage through the canard point $p^*$. Third column: Boundary conditions at $\xi = 1$ in $(\eta, \rho)$-space. The red dot corresponds to $p_1$, while the purple line and curve represent the manifolds $\mathcal{R}$ and $\mathcal{R}^-$, respectively. The green line corresponds to the layer of the singular orbit where $\rho$ increases (type 5)/decreases (type 6). Fourth column: Singular solution in $(\xi, \rho)$-space.
Figure 10: Schematic representation in \((\xi, \rho)-space\) of the slow portions (blue curves) of the possible singular orbits for (a) \((\alpha, \beta) \in \gamma_{17}\), (b) \((\alpha, \beta) \in \gamma_{13} \cup \gamma_{24}\), and (c) \((\alpha, \beta) \in \gamma_{37} \cup \gamma_{58}\). The orange and purple curves correspond to the projection of \(L^+\) and \(R^-\), respectively, on the \((\xi, \rho)-space\). Fast jumps from the slow solution in \(C^r_0\) to the slow solution in \(C^a_0\) are possible (a) at each \(\xi \in [0, 1]\), (b) for \(\xi \in [0, \xi^*]\), and (c) for \(\xi \in [\xi^*, 1]\). The orange and purple curves correspond to the projection of \(L^+\) and \(R^-\), respectively, on the \((\xi, \rho)-space\). Fast jumps from the slow solution in \(C^r_0\) to the slow solution in \(C^a_0\) are possible (a) at each \(\xi \in [0, 1]\), (b) for \(\xi \in [0, \xi^*]\), and (c) for \(\xi \in [\xi^*, 1]\).

are \(C^1\) in \(\varepsilon\).

**Case 2:** \((\alpha, \beta) \in G_i, i = 3, 4, 5, 6\). In this case, the singular solution starts with a layer connecting the point \(p_0 \in \mathcal{L}\) to the point \(p_0^0\) on \(S_c\), then follows the canard through the canard point \(p^*\) up to \(\xi = 1\), and finally ends with another layer connecting \(p_1\) with the point \(p_1 \in \mathcal{R}\).

To prove the persistence of this singular orbit, we flow the line \(\mathcal{L}\) of boundary conditions at \(\xi = 0\) forward, the line \(\mathcal{R}\) of boundary conditions at \(\xi = 1\) backward, and show that they intersect transversally at \(\xi = \xi^*\) for \(\varepsilon\) small. Since the singular solution involves the point \(p^*\) on the non-hyperbolic fold line \(\mathcal{F}\) and the emergence of a canard, results on extending GSPT to such problems [15] are needed here.

Fenichel theory [6] implies that away from the fold line \(\mathcal{F}\) (compact subsets of) \(C^a_0\) and \(C^r_0\) perturb smoothly to the slow manifolds \(C^a_\varepsilon\) and \(C^r_\varepsilon\), respectively. The results in [15, Theorem 4.1] imply that in a neighbourhood of the canard point \(p^*\) the manifolds \(C^a_\varepsilon\) and \(C^r_\varepsilon\) intersect transversally in a maximal canard \(S_\varepsilon^c\) (close to \(S_c\)) for \(\varepsilon\) sufficiently small. As in case 1, consider a small segment of \(\mathcal{L}\) containing \(p_0\) and denote its extension by the forward flow of (10) by \(\mathcal{M}_{0, \varepsilon}\) for \(\varepsilon\) small. Analogously, consider a small segment of \(\mathcal{R}\) containing \(p_1\) and denote its extension by the backward flow of (10) by \(\mathcal{M}_{1, \varepsilon}\) for \(\varepsilon\) small (again a smooth, two-dimensional manifold). By Fenichel theory, the manifolds \(\mathcal{M}_{0, \varepsilon}\) and \(\mathcal{M}_{1, \varepsilon}\) are exponentially close to \(C^a_\varepsilon\) and \(C^r_\varepsilon\), respectively. Therefore, \(\mathcal{M}_{0, \varepsilon}\) and \(\mathcal{M}_{1, \varepsilon}\) also intersect transversally in a unique orbit, which is the unique solution to the boundary value problem (see Figure 11). Here, the \(O(\varepsilon^{1/2})\) distance between the perturbed and the corresponding singular solutions follows from the blow-up analysis in [15], since the effect of the perturbation in the scaling chart of the blow-up transformation is of the order \(\varepsilon^{1/2}\).

**Case 3:** \((\alpha, \beta) \in G_i, i = 7, 8\). This case can be proved following the same approach as in [7, Theorem 2], and in particular is completely analogous to Case 1 upon reversal of the flow direction.

### 3. Numerical experiments

In this section we present some numerical results for the steady-state problem (5) which support the analysis of Section 2. More details about the numerical method employed here can be found in [7]. All results are obtained for \(\varepsilon = 10^{-3}\).

We first set \(k(\xi) = 1 + a \cos \left(\frac{2\pi \xi}{\tau}\right)\), a choice that was already considered in Figure 6 in the singular case. For \(\varepsilon \neq 0\), Figure 12 illustrates some typical profiles, one per region defined by the GSPT analysis. The values chosen for \(\alpha\) and \(\beta\) are the same as in Figure 6, the solutions are qualitatively very close.
Figure 11: Schematic representation of a solution (continuous red curve) to the full problem \((5a)-(5b)\) obtained for \((\alpha, \beta) \in G_4\) with the strategy discussed in Case 2 of Theorem 1. The orange and purple manifolds represent \(M_{0,\varepsilon}\) in \([0, \xi^* + \eta]\) and \(M_{1,\varepsilon}\) in \([\xi^* - \eta, 1]\) with \(\eta = 1/18\), respectively, whereas the red dots at \(\xi = 0\) and \(\xi = 1\) correspond to the initial and final point of the orbit. These manifolds intersect transversally at \(\xi = \xi^*\), providing the uniqueness of the obtained solution. The passage close to the canard point \(p^*\) leads to the \(O(\varepsilon^{1/2})\) distance from the corresponding singular orbit.

Next investigate more realistic choices for \(k\), which should mimic a corridor with a bottleneck. We consider two regions of constant width that are connected by a narrower section in the middle. In particular, we consider a “supergaussian” profile for \(k\):

\[
k(\xi) = w_e - (w_e - w_m)e^{-|\frac{\xi - \xi_0}{d}|^\sigma},
\]

where \(w_e, w_m, d\) and \(\xi_0\) are positive parameters, corresponding to the width of the wider regions at the left and right, the width of the narrow middle section, the neck length and the neck position, respectively. We pick \(w_e = 1\) and consider both \(w_m = 0.9\), corresponding to wider neck and \(w_m = 0.5\) which gives a more pronounced neck. The other parameters are taken as \(w_e = 1, d = 0.2, \xi_0 = 0.6\), which gives a satisfactory, asymmetric width profile as shown in Figure 13.

Some characteristic profiles are shown in Figure 14 along with the 8 regions defined by the GSPT analysis above. The selected values of the parameter pair \(\alpha\) and \(\beta\) are picked with exactly one pair value per region, and the same for both \(w_m = 0.9\) and \(w_m = 0.5\). The parameters \(\alpha\) and \(\beta\) are also chosen away from the 0 and 1, since those values lead to almost constant solutions for regions \(G_1, G_2, G_7\) and \(G_8\), which correspond to the blue and red shaded areas. All chosen values are stated in Table 1.

Generally speaking, we have three parameters ranges of interest, within which the stationary solutions share the same qualitative behaviour:

- Small \(\alpha\) (which corresponds to low inflow as in the blue regions \(G_1\) and \(G_2\)), which leads to
low density stationary states with \( \rho < \frac{1}{2} \) and a boundary layer on the right boundary.

- Small \( \beta \) (which corresponds to low outflow as in the red regions \( G_7 \) and \( G_8 \)), which leads to high density stationary states with \( \rho > \frac{1}{2} \) and a boundary layer on the left boundary.

- Large values of \( \alpha \) and \( \beta \) (corresponding to high inflow and outflow regimes as in the green regions \( G_3 \) to \( G_6 \)), leading to density profiles going from high density on the left (before the bottleneck) to low density on the right (after). In this case, boundary layers are present on both boundaries.

Inside these three areas, solutions seem to depend only weakly on \( \alpha \) and \( \beta \), which affect the height of the boundary layers only. It is only across the boundary between these areas (white lines) that pronounced qualitative changes occur.

**Impact of the width of the bottleneck.** We now turn our attention to the influence of \( w_m \) on the solutions. The first obvious difference in Figure 14 is the larger square in the center for small \( w_m \), which corresponds to the region \( G_3 \) in the singular analysis. This is explained by the very simple dependency of both \( \rho_0^c \) and \( \rho_1^c \) (which bound \( G_3 \)) on \( k \), see (34).

In the regions of low (resp. high) density, in blue (resp. red) in Figure 14 the density \( \rho \) is roughly constant on large parts of the domain, with variations at the boundaries as well as at the front and back of the narrow section. Outside of it, \( \rho \) takes similar values for both \( w_m = 0.9 \) and \( w_m = 0.5 \). Inside however, \( \rho \) takes values much closer to \( 1/2 \) for \( w_m = 0.5 \). Indeed, where \( \rho \) is almost constant, the flux can be approximated as \( J = k \rho (1 - \rho) \); since \( J \) is independent of \( x \), lower values of \( k \) correspond to \( \rho \) closer to \( 1/2 \). This also seems to indicate that in both the low and high density phases, the flux \( J \) for given \((\alpha, \beta)\) only depends weakly on \( w_m \).

This numerical observation confirms the analytical results of Proposition 1 for the singular case \((\varepsilon = 0)\). We have in fact that in the regions of low (resp. high) density, studied in Case 1, corresponding to regions \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) (resp. 3, corresponding to \( \mathcal{G}_7 \) and \( \mathcal{G}_8 \)), the density at the entrance (resp. exit) is given by \( \alpha \) (resp. \( \beta \)) and hence is not affected by the features of the bottleneck. It
follows that $J = \alpha(1 - \alpha)$ (resp. $J = \beta(1 - \beta)$).

In the green region (which could be argued to correspond to the so-called maximum flux phase for constant $k$), the situation is different. Although the profiles are qualitatively similar with a transition between a high density to a low density plateau, the densities for $w_m = 0.5$ (wider bottleneck, top) are much closer to $1/2$ for the values of $\alpha$ and $\beta$ which are considered. This relates to a higher flux for the wider bottleneck.

The computational results in these regions correspond to the analysis of Case 2 (regions $G_3$ to $G_6$), a situation in which the density changes significantly (i.e. a boundary layer) in proximity of both the entrance and the exit, immediately preceded by a region where it is approximately constant. The density value in these areas is defined by $1 - \rho_0^c$ and $1 - \rho_1^c$, respectively. With the choice of parameters in Table 1 the approximation $k \simeq 1$ holds, at least in the first and last 10% of the domain; we then get from its definition that $\rho_0^c$ (resp. $\rho_1^c$) is increasing (resp. decreasing) w.r.t $w_m$. In fact we have

$$1 - \rho_0^c \simeq \rho_1^c \simeq \frac{1}{2}(1 + \sqrt{1 - w_m})$$

so that $J$ grows linearly with the width of the neck and eventually reaches $1/4$ for $w_m = 1$, the maximum value for a straight channel. This is in agreement with the numerical observations described above.

To summarize, the influence of the width of the neck in this case is two-fold. First, in terms of $(\alpha, \beta)$, the green region grows larger and eventually completely fills the parameter space as the neck-width goes to zero. Second, it is in this region that $w_m$ has a noticeable effect on the flux $J$, which depends linearly on $w_m$, as one would expect intuitively.

**Remark 9.** The observations above are independent of the choice of $k$, provided that $k(0) = k(1) = 1$ and that the minimum of $k$ is non degenerate. In the singular case, one obtains an explicit expression for $J$, which we write as $J_k(\alpha, \beta)$ to emphasize the dependency on $k$, $\alpha$ and $\beta$:

$$J_k(\alpha, \beta) = \begin{cases} 
\alpha(1 - \alpha) & \alpha \leq \rho_0^c \wedge \alpha \leq \beta, \\
\beta(1 - \beta) & \beta \leq 1 - \rho_1^c \wedge \beta \leq \alpha, \\
\frac{1}{4} \min_\xi k(\xi) & \text{otherwise}.
\end{cases}$$

In particular, we have that $J_k(\alpha, \beta) = \min \{J_1(\alpha, \beta), \min_\xi k(\xi)\}$. This is illustrated in Figure 13. This means that as $\min_\xi k(\xi)$ decreases, the flow $J_k(\alpha, \beta)$ will saturate, i.e. reach its maximum,
Figure 14: Phase diagrams in the \((\alpha, \beta)\) parameter space from the GSPT analysis for the supergaussian \(k\) along with some typical non-singular solutions for \(w_m = 0.9\) (top) and \(w_m = 0.5\) (bottom).

Faster as \(\alpha\) and \(\beta\) increase. The maximum of \(J_k\) will also decrease linearly with \(\min_\xi k(\xi)\). Numerical experiments with two narrow sections of varying width suggest that this applies also for functions \(k\) with several (nondegenerate) critical points.
Conclusion

In this work, we investigate the steady-states of a 1D area averaged model describing pedestrian dynamics for unidirectional flows in domains that have a bottleneck. In the proposed model, information about the geometry enters as a nonhomogeneous factor acting both on the diffusive and convective terms. We investigate the case in which this factor admits an isolated minimum, which corresponds to the bottleneck. The stationary profiles exhibit a multi-scale nature, which we analyse using GSPT. This allows us to thoroughly understand the influence of inflow and outflow rates ($\alpha$ and $\beta$, respectively) on the structure of the solutions and, in particular, on the formation of boundary layers. In this framework, the isolated minimum inside the bottleneck corresponds to a canard point where an unusual passage through a repelling branch of the critical manifold occurs. The more complex geometry therefore induces the emergence of two additional regions in the singular bifurcation diagram which have not been observed and investigated before. In general, orbits which include such passage exist for a wide area in the ($\alpha, \beta$)-parameter space, whose size decreases as the neck becomes wider.

In order to test the ability of our 1D reduction to capture the essential dynamics of the original two-dimensional model, we plan to suitably calibrate and validate our model as a next step. As observed in [7], the quality of the proposed 1D area averaged approximation depends on the parameter regime considered; we will therefore investigate further averaging assumptions to overcome these issues in the next steps of our research.
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