Generating 3D speech-driven talking head has received more and more attention in recent years. Recent approaches mainly have following limitations: 1) most speaker-independent methods need handcrafted features that are time-consuming to design or unreliable; 2) there is no convincing method to support multilingual or mixlingual speech as input. In this work, we propose a novel approach using phonetic posteriorgrams (PPG). In this way, our method doesn’t need hand-crafted features and is more robust to noise compared to recent approaches. Furthermore, our method can support multilingual speech as input by building a universal phoneme space. As far as we know, our model is the first to support multilingual/mixlingual speech as input with convincing results. Objective and subjective experiments have shown that our model can generate high quality animations given speech from unseen languages or speakers and be robust to noise.
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1. Introduction

With the development of machine learning and 3D animation technology, 3D virtual talking head has become an important research topic in recent years. To be specific, 3D talking head animation is to generate expressions and lip movements synchronized with the input speech by modifying the facial parameters of the 3D talking head. One of the most important applications is speech driven facial animation generation which accepts speech as input and generates corresponding facial animations with 3D talking head. Conventional speech driven animation methods applied in 3D game or movie production often require a professional animation production team which is time-consuming and expensive.

To solve the problems of conventional methods, data-driven automatic facial animation generation methods have received a lot of attention recently. There mainly exist three data-driven methods to generate animations: unit-selection based method, Hidden Markov Model (HMM) based method and machine learning based method. In these methods, how to model the contextual information is crucial for generating accurate facial animation. Unit-selection based method is able to generate natural facial animations, but it needs a large amount of data to cover different phonetic context cases. HMM based method achieves poor performance because the limited parameters are not enough to capture coarticulation effects. Compared to these two methods, machine learning method like recurrent neural network (RNN) or convolution neural network (CNN) can capture coarticulation effects and be robust to unseen patterns. Based on the above reasons, we apply bidirectional long short-term memory (BLSTM) model in this paper which shows its ability to accurately predict facial animation parameters.

Methods mentioned above mainly apply speaker-dependent approach to generate animations because multi-speaker speech-to-face datasets are difficult to obtain. Since we obviously cannot collect data from all users for training in real applications, it is desirable to develop speaker-independent method to generate animations from unseen speakers. In dealing with the problem, recent works have focused on generating animations through single-speaker datasets by using phoneme sequences or pre-trained methods. In [15], phoneme sequences are used as input features in order to remove speaker related information. But phoneme sequences destroy the information of phoneme distribution and duration causing poor prediction. Some hand-crafted features have to be added to improve the performance. A similar work uses phoneme sequences as input features as well. Different from [15], adds phoneme state of each frame to improve the distinguishability. All the works need hand-crafted features that take much time to cost and are not able to keep content information well. achieves satisfactory results using pre-trained CNN architecture that is similar to VGG-M, but input features of this method are speaker-dependent.

Multilingual/mixlingual generation is also an especially desired feature in many scenarios. For example in 3D animation creation, multilingual/mixlingual issues arise when the voice actors come from multiple countries. Recently proposed models are language-dependent of which most only support monolingual speech. The only related work we find is [15] but no convincing experimental result is presented. In other words, there is currently no model that can support multilingual/mixlingual...
To achieve speaker-independency, we need to explore a robust method that doesn’t use speaker-dependent features like F0 or mel-frequency cepstral coefficients (MFCC). Some recent voice conversion works like [19] and [20] apply PPG to remove speaker-dependent information and achieve a good performance. Compared to phoneme sequences, PPG keeps the phoneme distributions which contains durations implicitly. So it can be used to obtain more accurate predictions while keeping speaker-independent. Inspired by above works, we apply PPG to our model and our experimental results show significant improvement over speaker-dependent models. Compared to recent models, our model doesn’t require hand-crafted features and multi-speaker speech-to-face datasets while achieving better results in multi-speaker cases.

Besides, we propose a novel language-independent method by introducing universal phoneme space. The phoneme set of PPG can be extended to phonemes of multiple languages so that PPG can be trained with multilingual ASR dataset. In this way, there is no need for multilingual speech-to-face datasets while achieving better results in multi-speaker cases.

Our model mainly consists of 3 modules: PPG extraction module, facial animation parameters (FAP) prediction module and facial animation generation module. The pipeline is: 1) Train speaker independent automatic speech recognition (SI-ASR) based PPG extractor using multilingual/mixlingual ASR corpus; 2) Extract PPG features from trained PPG extractor and train BLSTM based FAP predictor with monolingual speech-to-face corpus; 3) Generate facial animation parameters from any speaker’s speech using trained PPG extractor and FAP predictor. Fig.1 depicts a detailed overview of our proposed method.
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**Figure 1: Overview of the proposed method**

| PPG Extractor Training | FAP Predictor Training | Facial Animation Generation |
|------------------------|------------------------|-----------------------------|
| Multilingual Multi-speaker ASR Corpus | Monolingual Expressive Speech-to-face Corpus | Multilingual Multi-speaker Expressive Speech |
| Parameter Extraction | Parameter Extraction | Parameter Extraction |
| MFCC | MFCC | MFCC |
| SI-ASR based PPG Extractor Training | Trained PPG Extractor | BLSTM based FAP Predictor Training |
| Energy | Energy | Energy |
| PPG | PPG | PPG |
| BLSTM based FAP Predictor | Trained FAP Predictor | Facial Animation Generation |

2.2. Facial animation parameters prediction

To predict facial animation parameters from PPG, we build a conversion network using BLSTM recurrent neural network. Due to the effect of coarticulation, speech sound is influenced by its neighboring sounds. For this reason, BLSTM is used to model the context information. In terms of architecture, our model consists of three 128-unit BLSTM layers and two 96-unit dense layers. As for output features, facial animation parameters are 32 dimensional face warehouse parameters [23] which are extracted from 3D blendshape of real person. To be specific, the first 25 dimensions represent facial animation parameters of eyes and mouth. The other 7 dimensions mainly indicate 3D head pose. During training, zoneout [22] is introduced to the BLSTM layers to prevent the model from overfitting. According to the experimental results, our model achieves the best results when zoneout rate is set to 0.1.

2.1. PPG Extraction

Recent speaker-independent facial animation generation methods use phoneme sequences as input feature. Even though phoneme sequence is speaker-independent, it can’t retain phoneme distribution and duration information that are important for facial animation parameters prediction. In this work, we propose a method using PPG. PPG is a time sequence representing the posterior probabilities of each phonetic unit for every time step. Trained on noisy multi-speaker dataset, PPG can equalize speaker differences. While keeping speaker-independent, PPG also retains phoneme distribution and duration information which can be revealed by number of frames each phonetic unit lasts.

In this paper, we extract PPG using a SI-ASR model with multi-speaker ASR dataset. The basic unit in PPG’s phoneme space is monophone so that our dataset can cover most phoneme units. In terms of model settings, the SI-ASR model is built with 1 convolutional-1D layer and 4 dense layers with 512 units. For input features, 40-dimension filter-bank features are used. Since context has a great influence on recognition results, we add a context of ±10 frames, first order difference and second order difference to the input.

The problem of multilingualism in speech-to-face is very challenging since multilingual speech-to-face datasets are difficult to obtain. However, multilingual ASR dataset is easily available. If we could incorporate the multilingual information into PPGs, prediction of facial animation parameters might possess the generalization ability to multiple languages. In this way, multilingual/mixlingual speech driven facial animations can be achieved. This motivates us to propose a method based on universal phoneme space. Universal phoneme space means that the PPG phoneme set contains phonemes of multiple languages. In this way, each group of phonemes in PPG corresponding to specific language can be learned independently using a multilingual ASR dataset. After that, multilingual PPG makes the model robust to multilingual input. Besides, universal phoneme space makes the model more scalable. To support a new language, the model only need to append new phoneme units and train the PPG using ASR dataset of the new language.
of different models.

However, generated animation with PPG as input only has a problem that the mouth cannot keep closed during silent part in speech. To deal with the problem, a method is desired to distinguish the silent part from speech. Since silent part has much lower energy, the frame level energy of the input speech is introduced as the additional input of BLSTM based conversion network for better prediction of mouth related parameters.

In order to make the generated animation more expressive, we built an expressive speech-to-face dataset with multiple emotions. With this dataset, an expressive animation parameters predictor can be realized by augmenting the aforementioned BLSTM model with additional emotion label input. In this way, our model can learn different animation patterns of different emotions instead of an average pattern of all emotions. At the stage of generation, expressive animations can be easily generated by feeding different emotion labels.

2.3. Facial animation generation

Generating animations from predicted face warehouse parameters directly will cause discontinuity problems. To alleviate the problem, maximum likelihood parameter generation (MLPG) algorithm is applied to our models to generate continuous curves from discrete sequences. In this way, smoother parameters can be generated to ensure the continuity of facial animation. To increase the variations, we use global variance of training data instead of predicted variance for MLPG algorithm. This is because we find that using global variance produces the same results as predicted variance but with less training time.

Another solution we have tried to eliminate discontinuities is sliding window regression method mentioned in [15]. Animation parameter sequences of overlapping fixed-length will be firstly predicted. After that, averaging frame-wise will be applied to make the sequence smoother. In our experiments, this method achieves same performance as MLPG when output window size is set to 15. However, sliding window regression method takes much time to train. So we finally choose MLPG for postprocessing.

After postprocessing, we apply the method as described in [21] to the face warehouse parameters predicted by our model. As a result, a synchronized 3D facial animation is generated.

3. Experiments and Analysis

3.1. Experiment Setup

For SI-ASR based PPG extractor, we train our model on an ASR dataset including Mandarin and English speech recordings from more than 1000 speakers, which corresponds to a total of about 11,000 hours. Universal phoneme space contains 179 Mandarin units and 39 English units.

For BLSTM based animation parameters predictor, we train the model on a Mandarin dataset including synchronized speech and face warehouse parameters consisting of 11,000 sentences from single speaker corresponding to a total of about 18 hours. Besides, our dataset have 4 emotion labels: neutral, angry, happy, sad with the ratio of 2.5:1:1:1.

3.2. Objective Experiments

3.2.1. Speaker Independency

To validate the speaker independency, we conduct experiments to compare the mean square error (MSE) loss of proposed method and that of speaker-dependent method. MFCC is the most commonly used feature in speaker-dependent method, so we implement MFCC-BLSTM as baseline for comparison. MFCC-BLSTM has the same architecture as the proposed method except that the PPG is replaced with MFCC extracted from input speech. To evaluate two systems, we choose 500 samples for normal case (the speaker of the input speech is the same as the speaker of the training set) and unseen speaker respectively. Results are presented in Fig.2. From the results we can see MFCC-BLSTM performs better in normal case but get worse in unseen speaker case. That is reasonable since MFCC is speaker-dependent. And it demonstrates the advantage of proposed method on speaker independent cases. Loss increases rapidly in unseen speaker case since predicted parameters and groundtruth correspond to different 3D face respectively, and 3D face driven by inconsistent parameters will generate reasonable animations but different from original videos.

3.2.2. Language Independency

Another experiment is to validate language independency of the proposed method. For the same reason, we choose MFCC-BLSTM as baseline. Fig.2 presents the results of two methods on 500 multilingual/mixlingual samples. From the results, proposed method has superior performance over MFCC-BLSTM under unseen language case. It indicates that our model is more robust to unseen languages due to the use of universal phoneme space.

3.2.3. Noise Robustness

To validate the noise robustness, we compare the performance of the proposed method and MFCC-BLSTM under noisy conditions. For evaluation, 500 utterances are randomly chosen from test set at first. Then we add noise to each utterance corresponding to a group of signal-to-noise ratio (SNR) from 25dB to -15dB (5dB step). After that each utterance will be mixed with 4 types of noise randomly, which includes multiple situations such as home, office and music. Preprocessing above results in a total of 2000 utterances for each SNR. Finally we compute the MSE Loss and results are presented in Fig.2. We can see proposed method has significant improvement over MFCC-BLSTM under most cases. Especially when SNR is controlled at a high level (from 25dB to 10dB in Fig.2), loss of proposed method increases slower than MFCC as noise increases. It demonstrates that proposed method is more robust to noise at a normal level. As SNR continues to decrease, noise
3.3. Subjective Experiments

We conduct mean opinion score (MOS) listening tests to validate the effectiveness of the proposed method. MFCC-BLSTM is still used as our baseline. Besides, we add groundtruth for reference. For each method, 16 videos including 4 emotions are evaluated. In MOS listening tests, 10 native Chinese speakers were asked to evaluate generated videos on a scale from 1 (Completely not expressive) to 5 (Completely expressive). To give a score, subjects need to focus on the performance of mouth shape, expressions and head pose.

3.3.1. Speaker Independency

Results related to speaker independency are presented in Fig. Videos in unseen speakers include one unseen male and one unseen female speaker to cover different cases. Obviously proposed method outperforms MFCC-BLSTM under unseen speaker case. This conclusion validates the speaker-independency of PPG. Groundtruth’s result decreases rapidly under unseen speaker case because we generate groundtruth videos using original speaker’s talking head and unseen speaker’s animation parameters. The inconsistency between 3D talking head and animation parameters results in bad performance.

3.3.2. Language Independency

To validate language independency, we generate videos from unseen language including multilingual and mixlingual cases. Limited by the dataset, experiments of unseen language are only conducted on English. As we can see, proposed method achieves a better performance under unseen language case. MFCC-BLSTM also receives a comparable result because phonemes from 2 languages have some similarities. In particular, comparing unseen language (English) with normal case (Mandarin) we can see English samples receive higher MOS than Mandarin in most cases. The reason is that our subjects were all Chinese which resulted in stricter evaluation of Mandarin. The results indicate that universal phoneme space works well under multilingual/mixlingual cases.

3.3.3. Energy Efficiency

We also conduct an A/B preference test to validate the effectiveness of energy in silent part as mentioned in Section. We set 4 videos generated from PPG-BLSTM with/without energy for evaluation. Subjects are required to judge whether mouth is closed correctly in silent part. Two videos will be shuffled in each group and subjects should choose a preference or neutral (No preference) according to the mouth movement. Results are depicted in Fig. the model with energy has better performance, illustrating the effectiveness of energy.

4. Conclusions

In this paper, we propose a robust method which supports multi-lingual/mixlingual, speaker-independent speech-driven talking head generation with different emotions. Our method achieves speaker-independency by training an SI-ASR based PPG extractor with multi-speaker ASR dataset to extract PPG from speech as input features. By using multilingual ASR dataset and building universal phoneme space, our model also performs well under multilingual/mixlingual cases. Objective and subjective experiments show that our method can generate high-quality expressive animations under unseen speakers and languages. In the future work, we intend to explore more input features and model architectures to improve the performance.
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