Fault estimation for a class of nonlinear time-variant systems through a Krein space–based approach
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Abstract
This paper studies the \(H_\infty\) fault estimation problem for a class of discrete-time nonlinear systems subject to time-variant coefficient matrices, online available input, and exogenous disturbances. By assuming that the concerned nonlinearity is continuously differentiable and by using Taylor series expansions, the dynamic system is transferred as a linear time-variant system with modeling uncertainties. A non-conservative but nominal system and its corresponding \(H_\infty\) indefinite quadratic performance function are, respectively, given in place of the transferred uncertain system and the conventional performance metric, such that the estimation problem is converted as a two-stage optimization issue. By introducing an auxiliary model in Krein space, the so-called orthogonal projection technique is utilized to search an appropriate choice serving as the estimation of the fault signal. A necessary and sufficient condition on the existence of the fault estimator is given, and a recursive algorithm for computing the gain matrix of the estimator is proposed. The addressed method is applied to an indoor robot localization system to show its effectiveness.
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Introduction
When sketching the works on model-based fault diagnosis (including fault detection, fault isolation, and fault estimation) from 1970s of the last century, different kinds of optimization techniques for robust control have been widely used in this area, which lead to the so-called robust fault diagnosis, for example, see previous works\(^1-6\) and the references therein. The core idea behind model-based robust fault diagnosis is to construct a residual signal that prominently indicates whether a fault occurs in the system, but simultaneously reduces the effects from modeling uncertainties and exogenous disturbances/unknown inputs to this signal. Roughly speaking, by distinguishing the characteristics of the exogenous disturbance, existing contributions can be categorized into two types: that is, \(H_2\)- and \(H_\infty\)-based results. Compared to the \(H_2\)-based results, the \(H_\infty\)-based works do not require any prior knowledge on disturbance, which are more applicable when the unknown inputs are described as bounded signals rather than white noise sequences.\(^2,4\)

Until now, by using the \(H_\infty\) optimization approaches, much efforts have been paid on fault diagnosis for linear systems with constant coefficient parameter matrices, namely, linear time-invariant (LTI) systems or different kinds of linear parameter-varying systems (which include switched systems and Markovian jump system), where for each mode, the dynamic model reduces to LTI system.\(^7-9\) In recent years, in contrast with the progress of the aforementioned systems, some works on linear time-variant (LTV) systems appear, especially for linear discrete time-variant (LDTV) systems, which result from the fact that most of the real-world applications or industrial processes are intrinsically time-variant. Moreover, special efforts are required for time-variant systems since majorities of the existing results for systems with constant coefficient parameter matrices cannot be
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directly extended to time-variant cases, where the related performance indices, the optimization techniques, and online available algorithms are supposed to be newly proposed. We refer to previous works\(^4\)–\(^6\),\(^10\),\(^11\) for some representative results on this area.

Nonlinearity is also one of the inherent characteristics for practical systems, and therefore, researchers have devoted much to fault diagnosis for nonlinear systems with bounded inputs. In this literature, with the aid of mature results on fault diagnosis for LTI systems, there are lots of results on systems with nonlinear perturbations, where these systems can be viewed as special LTI systems with nonlinear disturbances.\(^3\),\(^12\)–\(^14\) In this manner, designer can extend results for LTI systems to those systems using offline \(H_{\infty}\) optimization methods. Other results can be found in previous works\(^15\)–\(^17\) for different kinds of nonlinear systems, but one cannot find a unified approach for nonlinear systems. Apart from the existing results, fault diagnosis on nonlinear systems with time-variant coefficient matrices gradually gained attention.\(^18\)–\(^24\) The main obstacle for achieving successful fault diagnosis for this kind of systems lies in that, how to find a feasible way such that not only the nonlinearity can be reasonably tackled but also provide a cost-efficient algorithm for online implementation subject to time-varying coefficients.

In this study, we aim to propose a novel \(H_{\infty}\) fault estimation method for a class of nonlinear time-variant systems, where the shape and amplitude of the fault are provided (compared to the results on fault detection that only deliver an alarm when the malfunction occurs). The nonlinearity is assumed to be continuously differentiable rather than in the form of state-dependent perturbations\(^18\)–\(^20\),\(^22\),\(^23\) and a dynamic filter acting as the fault estimator is designed through linear estimation methodology in Krein space. The contributions of the current study are three-folds:

1. A non-conservatism framework for estimating the fault is addressed after linearizing the nonlinear system.
2. A sufficient and necessary condition for the existence of the fault estimator is established.
3. A recursive algorithm for calculating the gain matrix of the estimator is given.

**Notations**

Throughout this study, \(R^n\) describes the \(n\)-dimensional vector space, \(0\) and \(I\), respectively, represent zero and identity matrix with appropriate dimensions. For a positive integer \(N\), \(\|p_k\|_2 = \sqrt{\sum_{k=0}^{N} p_k^T p_k}\) means the \(l_2\) norm of \(p_k\). The linear space spanned by \(\{q_k\}_{k=0}^q\) over a given horizon \([p,q]\) is denoted by \(\mathcal{L}\{\{q_k\}_{k=p}^q\}\). Vectors in Krein space are written by boldface letters, while vectors in Hilbert space are written by normal letters. For a matrix \(Q\), \(Q > 0\) \((Q < 0)\) stands for the positive (negative) definiteness of \(Q\). \(Q^{-1}\) and \(Q^T\) represent the inverse and transpose of \(Q\), respectively. \((a,b)\) means the Grammian of Krein space variables \(a\) and \(b\). \(\oplus\) denotes the direct sum of any pair of matrices \(Z_1\) of size \(m \times n\) and \(Z_2\) of size \(p \times q\), which is a matrix of size \((m + p) \times (n + q)\) defined as \(Z_1 \oplus Z_2 = \text{diag}\{Z_1, Z_2\}\).

**Problem formulation**

Consider the following time-variant nonlinear systems

\[
\begin{align*}
\dot{x}_k &= h(x_k) + B_{d,k}d_k + B_{f,k}f_k + B_{u,k}u_k \\
y_k &= C_kx_k + D_{f,k}f_k + v_k
\end{align*}
\]

(1)

where \(x_k \in R^n\), \(y_k \in R^p\), \(u_k \in R^n\), \(d_k \in R^{n_d}\), \(v_k \in R^q\), and \(f_k \in R^f\) denote the state, measurement, controlled input, process disturbance, measurement noise, and the fault signal to be reconstructed, respectively. Here, the signals \(f_k\), \(d_k\), and \(v_k\) are assumed to be with bounded \(l_2\) norms. \(B_{d,k}, B_{f,k}, B_{u,k}, C_k, D_{f,k}\) are known time-varying matrices with appropriate dimensions. The initial state is assumed to be \(x_0\). The nonlinear function \(h(x_k)\) is assumed to be continuously differentiable (with standard regularity).\(^25\),\(^26\)

For system (1), our main objective of this study is to find \(f_{k|k}\) serving as an estimation of the fault \(f_k\) using the measurement set \(\{y_0, \ldots, y_k\}\) so as to fulfill the following \(H_{\infty}\) index

\[
\sup_{(u_0, y_0, d_0, f_0) \neq 0} \frac{\Gamma_1}{\gamma^2} < 1
\]

(2)

where

\[
\begin{align*}
\bar{v}_N &= [v_0^T \ldots v_N^T]^T, d_N = [d_0^T \ldots d_N^T]^T \\
f_N &= [f_0^T \ldots f_N^T]^T, \\
\Gamma_1 &= \sum_{k=0}^{N} (f_{k|k} - f_k)^T (f_{k|k} - f_k) \\
\Gamma_2 &= \sum_{k=0}^{N} d_k^T d_k + \sum_{k=0}^{N} v_k^T v_k + \sum_{k=0}^{N} f_k^T f_k + x_0^T Q_0^{-1} x_0
\end{align*}
\]

here, \(\gamma\) represents a given disturbance attenuation ratio and \(Q_0\) a weighting positive matrix.

To achieve our goal, a dynamic filter which plays the role of the estimator is needed. To proceed, we first expand \(h(x_k)\) in Taylor series about \(\hat{x}_k\) in the following way

\[
\begin{align*}
\dot{x}_k &= H_k(x_k - \hat{x}_k) + f(\hat{x}_k) + B_{d,k}d_k + B_{f,k}f_k + B_{u,k}u_k + A_k \beta_k L_k (x_k - \hat{x}_k) \\
y_k &= C_kx_k + D_{f,k}f_k + v_k
\end{align*}
\]

(3)

where \(H_k = \frac{\partial h(x_k)}{\partial x_k}|_{x = \hat{x}_k}\) and \(\hat{x}_k\) is the state variable of the filter (estimator), \(A_k \in R^{n \times n_k}\) is a problem-dependent scaling matrix and \(\beta_k \in R^{n \times n_k}\) is an unknown time-varying parameter matrix used to consider the linearization errors of the dynamic model. \(\beta_k\) is assumed to be bounded as follows
The matrix $L_k \in \mathbb{R}^{n_r \times n_r}$ is given to provide an extra degree of freedom in purpose of tuning the estimator.\cite{26} Define
\[
\dot{u}_k = \begin{bmatrix} u_k \\ \dot{x}_k \\ f(\dot{x}_k) \end{bmatrix}
\]
and
\[
\begin{cases}
\Delta H_k = H_k \beta_k L_k \\
B_{u,k} = [B_{u,k} - H_k I] \\
\Delta B_{u,k} = [0 - A_k \beta_k L_k 0]
\end{cases}
\]
Equation (3) can be rewritten as
\[
\begin{align*}
\dot{x}_k &= (H_k + \Delta H_k)x_k + (B_{u,k} + \Delta B_{u,k})\dot{u}_k \\
y_k &= C_k x_k + D_{j,k} \dot{f}_k + v_k
\end{align*}
\]
with
\[
\begin{bmatrix}
(\Delta H_k)^T \\
(\Delta B_{u,k})^T
\end{bmatrix}^T = A_k \beta_k \begin{bmatrix} L_k & 0 & -L_k & 0 \end{bmatrix}
\]
Thus, the original time-variant nonlinear system (1) is transformed into a linear form by taking the linearization error into account, where this error refers to the high-order terms of the Taylor series expansion and is modeled by norm-bounded uncertain matrix.

Traditionally speaking, for the purpose of designing an appropriate $\hat{f}_{j,k}$ to satisfy the index (2), a direct way is to solve a quadratic optimization problem in the following two steps:\cite{27-29}

**Step 1**: To guarantee the following transferred performance index $J_k$ that corresponds to index (2) has a minimum over $(x_0, v_N, d_N, \tilde{f}_N)$
\[
J_k = \sum_{k=0}^{N} \Delta f_k^T \Delta d_k + \sum_{k=0}^{N} \Delta v_k^T \Delta v_k + \sum_{k=0}^{N} \tilde{f}_k^T \tilde{f}_k + x_0^T Q_0^{-1} x_0 \\
- \gamma^{-2} \sum_{k=0}^{N} (\tilde{f}_{j,k} - \tilde{f}_k)^T (\tilde{f}_{j,k} - \tilde{f}_k)
\]
**Step 2**: Choose $\tilde{f}_{j,k}$ such that the value of $J_k$ in system (7) at its minimum is positive, that is
\[
\min_{(u_0, v_N, d_N, \tilde{f}_N) \neq 0} J_k \triangleq J_{m,k} > 0
\]
Observing the fact that the converted system includes uncertain matrices $\Delta H_k$ and $\Delta B_{u,k}$ in equation (6), to find a suitable $\tilde{f}_{j,k}$ that satisfies equation (8) or the original performance index (2), we construct an equivalent form of equation (5) as follows
\[
\begin{align*}
\dot{x}_k + 1 &= (H_k + \Delta H_k)x_k + (B_{u,k} + \Delta B_{u,k})\dot{u}_k + B_j \dot{f}_k + B_{u,k} w_k \\
y_k &= C_k x_k + D_j \dot{f}_k + v_k
\end{align*}
\]
with
\[
B_{u,k} = [\gamma E_{1,k} B_{d,k} \gamma E_{2,k}] \\
H_{1,k} = L_k \\
H_{2,k} = [0 - L_k 0] \\
w_k = \begin{bmatrix} \gamma^{-1} \beta_k H_{1,k} x_k \\
\gamma^{-1} \beta_k H_{2,k} \dot{u}_k \end{bmatrix}
\]
For system (9), let
\[
\begin{align*}
v_{x,k} &= \tilde{f}_{j,k} - f_k, v_{c,k} = -H_{1,k} x_k \\
v_{u,k} &= -H_{2,k} \dot{u}_k \\
r_{a,k} &= \begin{bmatrix} v_{a,k}^T \\ v_{a,k}^T \end{bmatrix}
\end{align*}
and define the following alternative performance function $J_{a,k}$
\[
J_{a,k} = \sum_{k=0}^{N} w_{x,k}^T w_k + \sum_{k=0}^{N} v_{x,k}^T v_k + x_0^T Q_0^{-1} x_0 + \sum_{k=0}^{N} f_k^T f_k \\
- \gamma^{-2} \sum_{k=0}^{N} r_{a,k}^T r_{a,k}
\]
Thus, through equation (4), we can deduce equation (11) holds.\Box

Denote $J_{a,m,k}$ as the minimum of $J_{a,k}$. Based on Lemma 1, a corollary can be addressed as follows.

**Corollary 1**: Given any $\gamma > 0$, for systems (5) and (9), we get
\[
J_{a,m,k} |_{L_k = 0} = J_{m,k}
\]
From Lemma 1 and Corollary 1, we know that $J_{a,k}$ is a lower bound of $J_k$, and $J_{a,k}$ has the same minimum.

Thus, through equation (4), we can deduce equation (11) holds.\Box

Denote $J_{a,m,k}$ as the minimum of $J_{a,k}$. Based on Lemma 1, a corollary can be addressed as follows.

**Corollary 1**: Given any $\gamma > 0$, for systems (5) and (9), we get
\[
J_{a,m,k} |_{L_k = 0} = J_{m,k}
\]
From Lemma 1 and Corollary 1, we know that $J_{a,k}$ is a lower bound of $J_k$, and $J_{a,k}$ has the same minimum.
with $J_k$ when $L_k = 0$ (only for $J_{a,k}$). Note that the uncertainty in system (5) is rearranged with respect to the alternative system (9) with $J_{a,k}$. Therefore, due to Lemma 1 and Corollary 1, the key to construct $\hat{f}_{ik}$ is to search $J_{am,k}$ in order that $J_{am,k}|_{L_k = 0} = J_{m,k} > 0$. As a result, the $H_x$ fault estimation issue is formulated as Problem 1 in two stages.

**Problem 1.**

1. To ensure $J_{a,k}$ has a minimum over $(x_0, \tilde{v}_N, d_N, \tilde{f}_N)$ with $w_N = [w_{0:k}^T \cdots w_{k}^T]^T$.
2. To choose a suitable $\hat{f}_{ik}$ such that $J_{am,k}|_{L_k = 0} = J_{m,k} > 0$.

In virtue of Hassibi et al.\textsuperscript{27} and Zhao et al.\textsuperscript{29} Problem 1 can be transformed into a linear estimation problem in indefinite inner product space, namely, Krein space. In other words, we need to build a model in this space with regard to system (9); find the minimum of $J_{a,k}$ through linear estimation technique; and then select a suitable $\hat{f}_{ik}$ such that $J_{am,k}|_{L_k = 0} = J_{m,k} > 0$.

**Main results**

To continue, we preliminarily introduce the following model through defining a fictitious output

$$
x_{k+1} = H_k x_k + B_{uk} \tilde{u}_k + B_{w,k} w_k + B_{w,k} w_k
$$

$$
y_{z,k} = C_{z,k} x_k + D_{z,k} \tilde{u}_k + D_{f,k} \tilde{f}_k + v_{z,k}
$$

(12)

where

$$
y_{z,k} = \begin{bmatrix} y_{v,k}^T & f_{k,f}^T & 0 & 0 \end{bmatrix}^T
$$

$$
v_{z,k} = \begin{bmatrix} v_{v,k}^T & v_{x,k}^T & v_{x,k}^T & v_{u,k}^T \end{bmatrix}^T
$$

$$
C_{z,k} = \begin{bmatrix} C_{k}^T & 0 & H_{k,x}^T & 0 \end{bmatrix}^T
$$

$$
D_{z,k} = \begin{bmatrix} 0 & 0 & 0 & H_{z,k} \end{bmatrix}^T
$$

$$
D_{f,k} = \begin{bmatrix} D_{f,k} & I & 0 & 0 \end{bmatrix}^T
$$

Remember that

$$
J_{a,k} = x_0^T Q_0^{-1} x_0 + \sum_{k = 0}^{N} \begin{bmatrix} f_k & v_k & w_k & v_{x,k} & v_{x,k} & v_{u,k} & v_{u,k} \end{bmatrix}^T \Lambda \begin{bmatrix} f_k & v_k & w_k & v_{x,k} & v_{x,k} & v_{u,k} & v_{u,k} \end{bmatrix}
$$

(13)

where

$$
\Lambda = \begin{bmatrix}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 \negthinspace & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 & 0 \negthinspace & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\gamma^2 I & 0 & 0 \\
0 & 0 & 0 & 0 & -\gamma^2 I & 0 \\
0 & 0 & 0 & 0 & 0 & -\gamma^2 
\end{bmatrix}
$$

(14)

Thus, by using the following notations

$$
\tilde{f}_N = \begin{bmatrix} f_N^T & \cdots & f_N^T \end{bmatrix}^T
$$

$$
\tilde{w}_N = \begin{bmatrix} w_N^T \cdots w_N^T \end{bmatrix}^T
$$

$$
\tilde{v}_{z,N} = \begin{bmatrix} v_{z,0}^T \cdots v_{z,N}^T \end{bmatrix}^T
$$

$J_{a,k}$ can be re-expressed as

$$
J_{a,k} = \begin{bmatrix} x_0 & \tilde{f}_N & \tilde{w}_N & \tilde{v}_{z,N} \end{bmatrix}^T \Pi^{-1} \begin{bmatrix} x_0 \\
\tilde{f}_N \\
\tilde{w}_N \\
\tilde{v}_{z,N} \end{bmatrix}
$$

(15)

where $\Pi = \Pi_0 \oplus \cdots \oplus \Pi_N$, with $\Pi_k = \text{diag}(I, -\gamma^2 I, -\gamma^2 I)$. Let

$$
\tilde{y}_{z,N} = \begin{bmatrix} y_{z,0}^T & \cdots & y_{z,N}^T \end{bmatrix}^T
$$

$$
\tilde{u}_N = \begin{bmatrix} u_{0}^T \cdots u_{N}^T \end{bmatrix}^T
$$

and denote $\phi_{i,j}$ as the transition matrix of system (12) from time instant $j$ to $i$; then, we have

$$
\begin{bmatrix} x_0 & \tilde{f}_N & \tilde{w}_N & \tilde{v}_{z,N} \end{bmatrix} = T \begin{bmatrix} x_0 \\
\tilde{f}_N \\
\tilde{w}_N \\
\tilde{v}_{z,N} \end{bmatrix}
$$

(16)

here, $T$ is the operator mapping $[x_0^T \ f_N^T \ \tilde{w}_N^T \ \tilde{v}_{z,N}^T]^T$ to $[x_0^T \tilde{f}_N^T \ \tilde{w}_N^T \ (\tilde{y}_{z,N} - \Gamma \tilde{u}_N)]^T$ with

$$
T = \begin{bmatrix} I & 0 & I \end{bmatrix}, \quad T_r = \begin{bmatrix} \Gamma_{f}^T \\
\Gamma_{w}^T \end{bmatrix},
$$

$$
\Gamma_0 = \begin{bmatrix} C_{0} \rightleftharpoons C_{z,0} \leftleftharpoons C_{z,0} \phi_{0,0} \\
C_{z,1} \phi_{1,0} \rightleftharpoons C_{z,2} \phi_{2,0} \\
\vdots \rightleftharpoons C_{z,N} \phi_{N,0} \\
\end{bmatrix}
$$

$$
\Gamma_w = \begin{bmatrix} 0 & C_{z,1} \phi_{1,0} & C_{z,2} \phi_{2,0} & \cdots & C_{z,N} \phi_{N,0} \end{bmatrix}
$$

$$
\tilde{B}_w = \text{diag}(B_{w,0}, B_{w,1}, \ldots, B_{w,N})
$$
In terms of systems (12)–(18) and according to Hassibi et al.\textsuperscript{27} and Zhao et al.,\textsuperscript{29} we can introduce the following Krein space stochastic system to settle Problem 1

\[
\begin{align*}
\dot{x}_k &= H_k x_k + B_{y,k} u_k + B_{f,k} f_k + B_{v,k} v_k \\
y_{z,k} &= C_{z,k} x_k + D_{z,k} u_k + D_{f,k} f_k + v_{z,k}
\end{align*}
\]

where

\[
\begin{align*}
J_{u,k} &= \begin{bmatrix}
x_0 \\
f_N \\
w_N \\
\bar{v}_{z,N}
\end{bmatrix}^T \Omega^{-1} \begin{bmatrix}
x_0 \\
f_N \\
w_N \\
\bar{v}_{z,N}
\end{bmatrix} \\
&= \begin{bmatrix}
x_0 \\
f_N \\
w_N \\
\bar{v}_{z,N} - \Gamma_u \bar{u}_N
\end{bmatrix}^T (\Omega T^T)^{-1} \times \begin{bmatrix}
x_0 \\
f_N \\
w_N \\
\bar{v}_{z,N} - \Gamma_u \bar{u}_N
\end{bmatrix}
\]

(18)

with \(C_{z,k} = [C_k^T 0 0 0 0]^T\), \(D_{z,k} = [0 0 0 0 0]^T\), and \(D_{f,k} = [D_{f,k}^T 0 0]^T\), which are identical to the related matrix quantities given in system (12). Here, \(f_k, w_k, v_{z,k} = [v_k^T v_k^T v_k^T v_k^T v_k^T]^T\) as well as the initial state \(x_0\) are all random variables with zero means, and their covariances are shown below

\[
< \begin{bmatrix}
x_0 \\
f_k \\
w_k \\
v_{z,k} \\
v_{x,k}
\end{bmatrix}, < \begin{bmatrix}
x_0 \\
f_k \\
w_k \\
v_{z,k} \\
v_{x,k}
\end{bmatrix} > = \begin{bmatrix}
Q_0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(21)

Based on systems (19) and (20), we can define some related variables below

\[
e_k = x_k - \hat{x}_k, S_k = e_k, e_k
\]

with

\[
\tilde{y}_{z,k} = y_{z,k} - \hat{y}_{z,k}
\]

(22)

and

\[
\hat{y}_{z,k} = C_{z,k} \hat{x}_k + D_{z,k} u_k
\]

where \(\hat{x}_k\) denotes the projection of \(x_k\) onto \(L(\{y_{z,j}\}_{j=0}^{k-1})\).

Let

\[
Q_{v,k} = \begin{bmatrix}
I & 0 & 0 & 0 \\
0 & \gamma^2 I & 0 & 0 \\
0 & 0 & \gamma^2 I & 0 \\
0 & 0 & 0 & \gamma^2 I
\end{bmatrix}
\]

(23)

and define \(W_{v,k} = \langle \tilde{y}_{z,k}, \hat{y}_{z,k} \rangle\). In terms of systems (19)–(22), we have

\[
\begin{align*}
\Gamma_f &= \begin{bmatrix}
D_{f,k} & 0 \\
C_{z,k} B_{f,k} & D_{z,k} \\
C_{z,k} B_{v,k} & D_{z,k}
\end{bmatrix} \\
\Gamma_u &= \begin{bmatrix}
D_{f,k} & 0 \\
C_{z,k} B_{f,k} & D_{z,k} \\
C_{z,k} B_{v,k} & D_{z,k}
\end{bmatrix}
\end{align*}
\]

(20)

\[
\begin{bmatrix}
y_{z,k} \\
x_k + [H_{z,k} u_k + f_k + v_{z,k}]
\end{bmatrix} = \begin{bmatrix}
C_k \\
H_{z,k}
\end{bmatrix} x_k + \begin{bmatrix}
0 \\
0
\end{bmatrix}
\]

(19)
\[ W_{yz,k} = C_{z,k}S_kC_{z,k}^T + D_{z,f,k}D_{z,f,k}^T + Q_{yz,k} \]

\[
= \begin{bmatrix}
C_k \\
0 \\
L_k
\end{bmatrix} S_k \begin{bmatrix}
C_k^T & 0 & L_k^T & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} + \begin{bmatrix}
D_{z,f,k}D_{z,f,k}^T & D_{z,f,k}^T \\
D_{z,f,k} & 0 & 0 & 0 \\
I & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

\[ W_{yz,k} = \begin{bmatrix}
C_kS_kC_k^T + D_{z,f,k}D_{z,f,k}^T + I \\
L_kC_kL_k^T \\
I - \gamma^2I \\
0
\end{bmatrix}
\]

From the analysis above and according to Hassibi et al.,\textsuperscript{27} we can draw the following result, which is summarized as Corollary 2.

**Corollary 2.** For system (9) and a given perturbation attenuation ratio \( \gamma > 0 \), \( J_{a,k} \) has the minimum over the set \( \{ x_0, y_N, w_N, f_N \} \), if and only if (iff) \( Q_{yz,k} \) and \( W_{yz,k} \) have the same inertia. In such a case, the minimum of \( J_{a,k} \), namely \( J_{am,k} \), is calculated by

\[
J_{am,k} = \sum_{k=0}^{N} C_{z,k}\hat{s}_k + D_{z,k}\hat{u}_k
\]

where

\[
\hat{s}_k = C_{z,k}\hat{\dot{s}}_k + D_{z,k}\hat{\dot{u}}_k
\]

Here, \( \hat{\dot{s}}_k \) is computed by the projections of \( x_k \) on \( \mathcal{L}\{y_{z,j}\}_{j=0}^{k-1} \) in Krein space.

Based on Corollary 2, we are ready to choose an appropriate function of the measurement set \( \{y_0, \ldots, y_N\} \) as \( f_k \) to guarantee \( J_{am,k}\big|_{L_k = 0} = J_{m,k} > 0 \). Theorem 1 provides one choice of \( f_k \) to achieve our goal.

**Theorem 1.** For system (9) and a given perturbation attenuation ratio \( \gamma > 0 \), the fault estimator that fulfills the performance index (2) exists iff

\[
-\gamma^2I - L_kC_k^T (C_kS_kC_k^T + D_{z,f,k}D_{z,f,k}^T + I)^{-1}C_kL_k^T < 0
\]

In such a case, one choice of \( f_k \) is given as

\[
f_k = D_{z,f,k} (C_kS_kC_k^T + D_{z,f,k}D_{z,f,k}^T + I)^{-1}(y_k - C_k\hat{s}_k)
\]

where \( \hat{s}_k \) is computed by the projections of \( x_k \) on \( \mathcal{L}\{y_{z,j}\}_{j=0}^{k-1} \) in Krein space.

**Proof.** Let

\[
\hat{A} = C_kS_kC_k^T + D_{z,f,k}D_{z,f,k}^T + I
\]

\[
\hat{B} = C_kL_k^T
\]

\[
\hat{D} = -\gamma^2I
\]

Thus, \( W_{yz,k} \) in system (24) can be rewritten as

\[
W_{yz,k} = \begin{bmatrix}
-I & 0 \\
B^T & -I
\end{bmatrix} \begin{bmatrix}
\hat{A} & 0 \\
0 & \hat{D}
\end{bmatrix} \begin{bmatrix}
I \\
I
\end{bmatrix}
\]

where \( \hat{D} = \hat{D} - \hat{B}\hat{A}^{-1}\hat{B} \). Hence, by using Corollary 2, we know that \( J_{a,k} \) has the minimum over the set \( \{x_0, y_N, w_N, f_N\} \), iff \( Q_{yz,k} \) and \( W_{yz,k} \) have the same inertia. Due to system (27) and the structure of \( Q_{yz,k} \) in system (23), we know that the fault estimator that fulfills the performance index (2) exists iff \( \hat{A} > 0 \) and \( \hat{D} < 0 \).

Partition the measurement variable \( y_{z,k} \) in system (20) as follows

\[
y_{z,k} = \begin{bmatrix}
y_k^T \\
\hat{f}_k^T \\
y_{f,k}^T
\end{bmatrix}
\]

where \( y_{f,k} = [00]^T \), and denote \( \hat{f}_k = 0 \) as the projection of \( \hat{f}_k \) onto \( \mathcal{L}\{y_{z,j}\}_{j=0}^{k-1} \), then we can easily find that \( \hat{f}_k = 0 \).

Note that

\[
y_{f,k} = \begin{bmatrix}
H_{1,k} & 0 \\
0 & H_{2,k}
\end{bmatrix} x_k + \begin{bmatrix}
0 \\
H_{2,k}
\end{bmatrix} u_k
\]

\[ + \begin{bmatrix}
0 \\
0
\end{bmatrix} f_k + \begin{bmatrix}
v_k \\
v_{k+1}
\end{bmatrix}
\]

\[ = 0
\]

and let \( \hat{y}_{f,k} \) be the projection of \( y_{f,k} \) onto \( \mathcal{L}\{y_{z,j}\}_{j=0}^{k-1} \), then we know that

\[
\hat{y}_{f,k} = \begin{bmatrix}
H_{1,k} & 0 \\
0 & H_{2,k}
\end{bmatrix} \hat{x}_k + \begin{bmatrix}
0 \\
H_{2,k}
\end{bmatrix} \hat{u}_k
\]

(28)

Denote \( \hat{s}_{a,k} = [\hat{f}_{a,k} \ y_{f,k}] \) and let \( \hat{s}_{a,k} \) be the mirror variable of \( \hat{s}_{a,k} \) in Krein space. By defining \( \hat{s}_{a,k} \)
as the projection of \( \hat{s}_{n,k} \) onto \( \mathcal{L}\{\{y_{z,j}\}^{k-1}_{j=0}\} \), we immediately have

\[
\hat{s}_{n,k} = \begin{bmatrix} 0 \\ H_{1,k} \\ 0 \end{bmatrix} \hat{s}_k + \begin{bmatrix} 0 \\ 0 \\ H_{2,k} \end{bmatrix} u_k
\]

Thus, applying the Schur factorization in systems (25)-(27), and observing the fact that

\[
\begin{bmatrix}
-I & 0 \\
-\hat{B}^T \hat{A}^{-1} & 0 \\
\end{bmatrix} \begin{bmatrix} y_k - \hat{y}_k \\ \hat{s}_{n,k} - \hat{s}_{a,k} \end{bmatrix} = \begin{bmatrix} \hat{f}_k \\ \hat{L}_k \end{bmatrix}
\]

we then have the following relationship from systems (28)-(30)

\[
\begin{bmatrix}
I & 0 \\
-\hat{B}^T \hat{A}^{-1} & 0 \\
\end{bmatrix} \begin{bmatrix} y_k - \hat{y}_k \\ \hat{s}_{n,k} - \hat{s}_{a,k} \end{bmatrix} = \begin{bmatrix}
y_k - \hat{y}_k \\
\hat{f}_k \\
\end{bmatrix} - \begin{bmatrix} \hat{L}_k \end{bmatrix} \hat{s}_k - \begin{bmatrix} \hat{L}_k \end{bmatrix} u_k
\]

(31) where \( \hat{L}_k = \begin{bmatrix} H_{1,k} \\ 0 \end{bmatrix} \) and \( \hat{L}_k = \begin{bmatrix} 0 \\ H_{2,k} \end{bmatrix} \).

Recalling the necessary and sufficient condition that ensures the existence of the fault estimator, that is

\[
\hat{A} > 0, \hat{D} < 0
\]

and applying Corollary 2, a natural choice that guarantees \( J_{wn,k}|_{\Delta_k = 0} = J_{m,k} > 0 \) through system (31) is

\[
\hat{f}_{j,k} = \hat{D}_{j,k}^T \hat{A}^{-1}(y_k - \hat{y}_k)
\]

which is system (26). This completes the proof. □

After choosing a suitable \( \hat{f}_{j,k} \), the final task is to find an algorithm that computes the key intermediate variable \( \hat{x}_k \). From Hassibi et al., Corollary 2, and Theorem 1, we know that \( \hat{x}_k \) can be computed by the projection of \( x_k \) on \( \mathcal{L}\{\{y_{z,j}\}^{k-1}_{j=0}\} \) in Krein space.

Corollary 3. The state variable of the estimator \( \hat{x}_k \) can be computed in the following way

\[
\hat{x}_{k+1} = H_k \hat{x}_k + B_{n,k} \hat{u}_k + K_k (y_k - \hat{y}_k)
\]

\[
\times \left( -L_k C_k^T \left( C_k S_k C_k^T + D_{f,k} D_{f,k}^T + I \right)^{-1} (y_k - \hat{y}_k) \\
- \begin{bmatrix} H_{1,k} \\ 0 \end{bmatrix} \hat{s}_k - \begin{bmatrix} 0 \\ H_{2,k} \end{bmatrix} \hat{u}_k \right)
\]

(32) where

\[
K_k = \left( H_k S_k C_{z,k}^T + B_{f,k} D_{f,k}^T \right) W_{z,k}^{-1}
\]

with \( \hat{x}_0 = 0 \) and

\[
S_k + 1 = H_k S_k H_k^T + B_{f,k} B_{f,k}^T + B_{w,k} B_{w,k}^T \\
- K_k W_{z,k} K_k^T
\]

(34)

Proof: Since \( \hat{x}_k \) can be computed by the projections of \( x_k \) on \( \mathcal{L}\{\{y_{z,j}\}^{k-1}_{j=0}\} \) in Krein space, we immediately have

\[
\hat{s}_{k+1} = \sum_{j=0}^{k-1} \langle x_{k+1}, \chi_{z,j} \rangle \langle \chi_{z,j}, \chi_{z,j} \rangle^{-1} \chi_{z,j}
\]

\[
= \sum_{j=0}^{k-1} \langle x_{k+1}, \chi_{z,j} \rangle \langle \chi_{z,j}, \chi_{z,j} \rangle^{-1} \chi_{z,j}
\]

\[
+ \langle x_k + 1, \chi_{z,j} \rangle \langle \chi_{z,j}, \chi_{z,j} \rangle^{-1} \chi_{z,j}
\]

\[
= \sum_{j=0}^{k-1} \langle H_k x_k \rangle + B_{n,k} u_k + B_{f,k} \hat{u}_k
\]

\[
+ B_{w,k} \chi_{z,j} \rangle \langle \chi_{z,j}, \chi_{z,j} \rangle^{-1} \chi_{z,j} + K_k \chi_{z,j}
\]

(35)

Thus, systems (35) and (36) lead to the form of the filter in system (32) with its gain matrix in system (33).

Note that the variables \( X_k = (\hat{x}_k, x_k) \) and \( \hat{P}_k = (\hat{x}_k, \hat{x}_k) \) can be directly computed based on the Krein space model (19) using the inner product as follows, respectively

\[
\langle x_k + 1, \chi_{z,j} \rangle = \langle H_k x_k \rangle + B_{n,k} u_k + B_{f,k} \hat{u}_k + B_{w,k} \chi_{z,j} \rangle \langle \chi_{z,j}, \chi_{z,j} \rangle^{-1} \chi_{z,j}
\]

\[
= \langle H_k x_k \rangle + B_{n,k} u_k + B_{f,k} \hat{u}_k + B_{w,k} \chi_{z,j} \rangle \langle \chi_{z,j}, \chi_{z,j} \rangle^{-1} \chi_{z,j}
\]

\[
= H_k S_k C_{z,k}^T + B_{f,k} D_{f,k}^T
\]

(36)
This completes the proof.

as the data fusion filter to improve the accuracy. The information, some state estimators such as

An illustrative example

Remarks

Before ending the main body of this study, we would like to give some remarks:

1. In view of Theorem 1 and Corollary 3, our proposed algorithm provides a generalized form on some kinds of discrete time-variant systems, such as nonlinear system with differentiable condition, linear nominal systems, and uncertain linear system. It should be pointed out that, although one can neglect the linearization errors when using Taylor series expansions for the considered nonlinear system, or directly augment these errors into unknown input, some design conservatism may be introduced by artificially ignoring some prior information on the system. In contrast, our algorithm does not produce the conservatism by taking these errors in the design procedure.30

2. In this study, the considered nonlinearity only appears in the state equation (1). We would like to mention that, our result can also be extended to the cases when the same category of the nonlinearity occurs in the measurement equation by choosing appropriate auxiliary variables and the corresponding dynamic model in Krein space.

3. Due to the recursive property of the proposed algorithm, the fault signal can be estimated in real time. For nonlinear systems subject to stochastic modeling uncertainties, unreliable communication links, or with other kinds of random properties, much effort should be paid on online fault detection, fault estimation, and fault isolation, which leads to our future work.

An illustrative example

In recent years, indoor robot localization has attracted wide attention. In order to acquire the accurate position information, some state estimators such as Kalman filter and finite impulse response filter are used as the data fusion filter to improve the accuracy.31 The state equation used by these filters at time index \( k \) can be described as follows

\[
X_{k+1} = H_k X_k H_k^T + B_{u,k} u_k u_k^T B_{u,k}^T + B_{v,k} B_{v,k}^T + B_{e,k} B_{e,k}^T
\]

and

\[
P_{k+1} = H_k P_k H_k^T + B_{u,k} u_k u_k^T B_{u,k}^T + K_k \left( y_{z,k} - y_{z,k}^T \right) K_k^T
\]

\[P_0 = 0\]

Hence, by using the orthogonal property between \( x_k \) and \( e_k \), we have \( S_k = X_k - P_k \), which is system (34). This completes the proof. □

Here, \( T \) is the sampling interval, and the state variables can be represented using a vector as \( x_k = \left[ P_{E,k} \ P_{N,k} \ V_k \ \phi_k \right]^T \), where \( P_{E,k} \) and \( P_{N,k} \), respectively, denote the robot position in the east and north directions. \( V_k \) denotes the robot velocity, and \( \phi_k \) is the yaw angle of robot. \( d_k \) means the process disturbance with coefficient matrix \( B_{d,k} \). The observation output equation at time index \( k \) can be described as follows

\[
\begin{bmatrix}
\hat{P}_{E,k} \\
\hat{P}_{N,k}
\end{bmatrix}
\begin{bmatrix}
y_k \\
\phi_k
\end{bmatrix}
= 1 0 0 0
0 0 1 0
+ v_k \tag{38}
\]

where \( y_k \) is the measurement vector and \( v_k \) is the measurement noise. \( \hat{P}_{E,k} \) and \( \hat{P}_{N,k} \) are the ultra wideband (UWB)-derived positions in the east and north directions, respectively. \( v_k \) represents the measurement noise.

Based on the above state-space models, that is, systems (37) and (38), consider the circumstance that when process fault and/or sensor fault occurs, the simulation of fault estimation for indoor robot localization systems is performed. During the simulation, the sampling time \( T \) is set to 0.01 s. The process disturbance \( d \) and measurement noise \( v \) are assumed to be zero-mean white noise sequences with covariance matrices 0.01I and 0.0225I, respectively. The fault signal is simulated as

\[
f_k = \cos(0.1(k - 20))
\]

and the related matrices in system (1) are assumed to be as follows

\[
B_d = \begin{bmatrix}
2 \\
-1.8 \\
1.5 \\
-2.2
\end{bmatrix},
B_f = \begin{bmatrix}
1 \\
1.1 \\
0.8
\end{bmatrix},
B_u = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
\]

Let \( \gamma = 1.2, A_k = 0.3I, L_k = 0.1I \), and \( Q_0 = 100I \), by using Theorem 1 and Corollary 3, the estimated signal \( f_{k|k} \) can be generated. Figure 1 shows \( f_{k|k} \) along with \( f_k \). Based on the simulation results, we know that the proposed algorithm can track the fault well for the concerned nonlinear time-variant systems.

Conclusion

In this paper, the fault estimation problem for a class of time-variant nonlinear systems has been studied in the \( H_\infty \) setting, where the concerned nonlinearity is
assumed to be continuously differentiable. By employing the Taylor series expansions, the original nonlinear system has been rewritten as a LTV system with modeling errors. An alternative system and its corresponding indefinite quadratic performance function have been addressed in lieu of the uncertain dynamics and the traditional performance index, respectively. After formulating the estimation issue as a two-stage optimization problem, an auxiliary model in Krein space has been introduced. The well-known orthogonal projection technique has been applied to solve this optimization problem, and a necessary and sufficient condition on the existence of the fault estimator has been obtained. To achieve real-time fault estimation, a recursive algorithm for calculating the gain matrix of the estimator has been provided, where its effectiveness has been verified by applying the proposed method to a faulty indoor robot localization system.
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