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Abstract

The decision-maker (DM) sequentially evaluates up to $N$ of different, rankable options. DM must select exactly the best one at the moment of its appearance. In the process of searching, DM finds out with each applicant whether she is the best applicant among those assessed so far (we call him a candidate). DM cannot return to rejected candidates. We discuss the psychological aspects of this selection problem, known in the literature as the secretary problem. The analysis is based on knowledge of the chances, and a subjective assessment of acceptance of the positive and negative effects DM's decision. The acceptance assessment of success and failure is presented on subjective scales. We set an optimal policy that recommends analyzing applicants up to a certain point in time (a threshold time) without selecting any of them and then selecting the next encountered candidate. The determined optimal threshold depends on the level of acceptance of the positive and negative effects of the choice. This issue is discussed in the article.
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1. Introduction.

The author's interest in this work are the mathematical models of decision-making under uncertainty. The considered model supports several theories in psychology. The aim of the study is to analyze the avoidance–striving psychological conflict (v. (Sokołowska, 2005, Chapt. 13), Kozielecki (1981)) in
the selection process. The decision-maker (we then use the acronym **DM** to recall the decision-maker) tries to avoid risks and undesirable situations, and at the same time, he strives to achieve the desired, assumed goals. Adopting this approach leads to the search for a selection model based on the assumption that the final effect has two general states. One is equated with loss, danger, and worst results. The second is usually equated with the achievement of the assumed goal, which brings specific benefits. The choice is a strive-avoidance conflict. It expresses the split between "fear and greed" (v. Coombs (1975) introducing Markowitz (1959) to psychology, cf. also Capiński and Kopp (2014)). Consider the model of sequential analysis of options in order to choose the best option that they are all different - so only one is the best and the choice of this one will satisfy him if all of them are not exhausted. The choice is risky because the options come in random order. However, it is easy to assess the probability that the analyzed object is the best. The results of the research on this model are known in the literature, both theoretical and experimental. In experimental research, attempts were made to assess to what extent the decision-makers correctly assess the chances that the tested object is the best. This was related to the expansion of information about the analyzed objects, which is justified by the real problems to which this type of model is applied, but does not answer the question about the role of motivational mechanisms, including personality-conditioned goals in the decision problem, in which the effect of the choice is to satisfy goals or failure. Here, how the way decisions are made is influenced by the conflict between "fear and hope". Such selection tasks can be found in the transplant profession. To put it simply, when an organ for transplantation appears, the pending patients are checked for compliance. One of the most important factors for the success of the procedure is the selection of the best patient for the available just now material at the hospital. There is a risk of transplant organ rejection with no compatible patient selection. This is a situation we fear. As a result of such a "matching" procedure, if a compatible patient is not selected early enough, we will lose the opportunity to perform the procedure due to the lack of a candidate for the procedure - this is another circumstance we are concerned about. The candidate’s material and the chance of a better one will be significantly lower than the chance that the analyzed patient is the best (and we do not know this at the time of the examination because the remaining patients are to be examined later) (v. Krasnosielska (2010)).

The mathematical model of such a decision-making process, in various
modifications, it is known as the secretory problem or the best choice problem (BCP). In a classic task, the pursuit of the goal is clear - we are looking for a strategy that maximizes the probability of success. Now, we will also analyze our attitude to failure by assessing the usefulness of each possible end of the decision-making process. This approach will explain the lack of the observed compliance of the decisions made with the optimal ones, determined in the model with known probabilities. This is a different approach than in Seale and Rapoport (1997), where such a discrepancy is explained by an incorrect assessment of opportunities by DM.

Every unit of time, observation of the implementation of a random variable appears. Its evaluation, together with previous observations, is a source of knowledge aimed at selecting the best implementation at the time of its appearance. A precise description of the objective function and the properties of the observation sequence will allow distinguishing those elements of the modeled phenomenon that affect the rationalization of the procedure - the determination of the optimal strategy. The analyzed phenomenon is common, and we have examples for which the introduced model is a mathematical description. The observation of actual behavior and choices has led to the conclusion that the actions do not derive from model suggestions. Although, in solving every day problems, decision makers rarely do not seek guidance in mathematical models and the optimal or rational solutions delivered by them, but rather try to repeat the acceptable results obtained by strategies used in the past, an in-depth analysis of the mathematical models may prompt behaviorists to familiarize themselves with new observations concerning the psychological aspects of final consequence of the decision.

The purpose of further considerations is to show that one can try to influence rational behavior by pointing to seemingly insignificant factors. It is worth considering positive and negative effects of a choice decision - because the strategy is the result of an attempt to strengthen the expected effect and weaken the negative unwanted effects. This is true even when in the decision-making process is achieving a precise goal. If this information is related to preparing for an exceptional decision, e.g., buying expensive goods or choosing a life partner, then we rationalize the assessment of the moment when in our opinion we are ready to take the final action (choosing the best condition). There are mathematical models related to such a task, and their study is of interest to both mathematicians and psychologists. Theoretical and experimental analyzes were developed. The theoretical analysis of the models requires clarifying the details, for a better understanding
of the modeled phenomenon and greater consistency of assumptions with the cases encountered in practice. In seeking such an adjustment, the conditions in the adopted model can be weakened by the deviation from the actual natural decision-making process in relation to the suggested rational behavior achieved. This approach to the problem led to a theoretical analysis of models with weakened assumptions in the work of Bearden (2006), supported by experimental studies by Bearden et al. (2005) and the theoretical model of the paper by Chow et al. (1964). To increase the usefulness of the Bearden’s model, parameters can be introduced that take into account additional factors influencing the assessment of the situation in decision-makers (Szajowski (2009), Ferenstein and Krasnosielska (2010)). The classic, simplified selection model assumed that the individual observations do not have a specific, scalar value, the introduction of which in the Beardin’s model allowed to explain the tendency to end the observation period earlier than in the classic model of ending the observation period and moving to making final decisions. The ability to take into account such aspects may also allow benefits from the analyses carried out in the work of Angelovski and Güth (2020).

1.1. A more complete problem of the best choice.

The crucial assumptions of the considered decision process, called in the former consideration the best choice problem, are following (v. Gardner (1960a; 1960b), Dynkin (1963), Gilbert and Mosteller (1966), Freeman (1983), Ferguson (1989), Samuels (1991) and the monographs Березовский, Гнедин (1984)):

1. There is only one item needed.
2. The number of objects, N, is known in advance.
3. They are interviewed sequentially in a random order.
4. All the items can be ranked from the best to the worst without any ties. Moreover, the decision to accept or to reject an item under review must be based solely on the relative ranks of the viewed objects.
5. There is no recall to rejected items later.
6. DM is satisfied with nothing but the very best. In the case of choosing what he needs, the winning payoff is 1, otherwise 0.

The proposed mathematical model is based on suitable sequences of random variables and strategies, which are stopping times related to the observed sequences of relative ranks. The optimally means the maximization of the chance of realizing the plan of choosing the best option. It is well known
that the optimal selection time has the threshold form: at the beginning, we observe and register the relative ranks of the investigated objects. After reaching \( k^* \) item, you choose the first Relative Best. The strategy is appealing, and its simplicity was emphasized by extending it to the odds’ algorithm (cf. Bruss (2000)).

If the selector applies the theoretical solution, statistically the chance of success will be \( \frac{k^*-1}{N} \). It does not include all the final effects of the application of this strategy, which are reduced to three mutually exclusive events:

- \((\alpha)\) he is successful and chooses the best object;
- \((\beta)\) he fails because the object he chooses is not the best\(^1\);
- \((\gamma)\) the decision maker will not succeed because the strategy used will not lead to the selection of an object.

The described events are exclusive, their observation and interpretation after the completion of the selection is unambiguous. The selector can take into account each of these events to a varying degree, which can be differentiated by allocating proportional wins and penalties, denoted by \( \alpha, -\beta \) and \( -\gamma \), respectively, where \( \alpha, \beta, \gamma \in [0, 1] \)^2.

We want to show that if the decision-maker focuses not only on the main goal, but is also not indifferent to him whether he makes a mistake in choosing the wrong object or its actions will not lead to a choice, he will still use a threshold strategy, but it will be different from the one he uses when these factors are not taken into account. We assume that a conscious decision-maker attaches different importance to the potential effects of his decision. We evaluate the significance of each of the possible scenarios for the decision-maker on a scale from 0 to 1. The higher its value, the more important this aspect is for the decision-maker - adverse events will have a negative impact, and the desired - positive ones.

\(^1\)Perhaps it is worth considering the degree of failure resulting from the fact that even if we focus our attention on choosing the best object, we will accidentally choose an object with an absolute rank close to the best. The chances of this are high as shown by the results obtained by Quine and Law (1996). It is choice of a simple majority of positive and a simple minority of negative aspects hire.

\(^2\)It is worth emphasizing that the end of the selection process cannot be described using the cost per observation (cf. Bartoszyński and Govinderajulu (1978), Yeo (1998)) or discounting (v. Rasmussen and Pliska (1975/76)).
1.2. The results.

The aim of the presented research is to analytically show the impact of the above issue on the form of the optimal strategy (optimal stopping time) and the expected selection time. There is a close relationship between the profit-loss ratio in the problem of choosing the best item for the duration of the decision-making process. It is difficult to predict the exact relationship of these quantities without a detailed analysis. The research covers the problem of choosing the best object, taking into account the penalty for choosing the wrong observation and a different penalty for not choosing the right one. This problem is also addressed when the access to the desired observation is uncertain, but it is possible to retry subsequent observations.

The rest of the paper is structured as follows. Section 2.1 provides the formal model of the best item selection, when the decision maker is motivated and conditioned by the awareness of the decision made. These considerations are supported by the method of the optimal stopping for discrete-time Markov processes with a finite horizon, which are shortly recalled in Section A.1 of the Appendix. The solution has an analytical form which allows various applications. Section 3 describes an analysis of the expected time of the selection process. We close with a few concluding remarks in Section 4.

2. Sequential decision problems.

In this section we present the main results of the work. They concern the best object selection model (cf. Introduction in part 1.1). We study optimal selection strategies in a model situation in which we analyze the attitude to risks. The technical side of the research comes down to the analysis of optimal stopping problems (v. Section A.1 where we remind the formulation of this optimization task). Next, we will show the details of risk approach modeling and the analytical form of optimal strategies. We will discuss the impact of risk attitudes (the level of "fear and hope") on optimal strategies. In the last part of this section, we will conduct a similar analysis in the event that the effects of the selection strategy are uncertain - the observed state predicts our expectations but may not be available. This unavailability is an additional risk factor that we propose to include in the model. If the stream of available options is not exhausted, the search continues (v. Smith (1975)).
2.1. The attitude towards risk in the problems of choosing the best object.

One of the basic sequential selection models is the simple secretary problem described in Section 1.1. The decision maker interviews exactly \( N \) options which are sequentially presented in random order. He can make one choice without recall to past decision stages. The DM is rewarded by \( \alpha \) \((-\beta)\), if he accepts an option which is (is not) absolutely best. Doing so does not always lead to the selection of one of the available options. Since the selector’s task is to select an object with specific properties, if in the decision-making process it reaches the last possible option, and it is not desired, it means that the strategy used does not allow for the selection of a potential good solution.

With the sequential observation of the applicants, we connect natural probability space \((\Omega, \mathcal{F}, P)\). The elementary events \( \omega \in \Omega \) are the permutation \( \ell_1, \ell_2, \ldots, \ell_N \) of all applicants, and the probability measure \( P \) is the uniform distribution on \( \Omega \). For the sake of attention, let’s assume that \( \ell_j \) is the \( j \)-th applicant’s label, and \( \ell_i \neq \ell_j \) when \( i \neq j \). Applicants apply the permutation order. Let \( Z_k = \#\{1 \leq j \leq N : \ell_j \leq \ell_k\} \) be the absolute rank of the \( k \)-th applicant, and \( Y_k = \#\{1 \leq j \leq k : \ell_j \leq \ell_k\} \) its relative rank. The observable sequence of relative ranks \( Y_k, k = 1, 2, \ldots, N \) defines the sequence of the \( \sigma \)-fields \( \mathcal{F}_k = \sigma(Y_1, \ldots, Y_k), k = 1, 2, \ldots, N \). The random variables \( Y_k \) are independent and \( P(Y_k = i) = 1/k \) for \( i \in \{1, 2, \ldots, k\} \). Denote \( S^N \) the set of all Markov times \( \tau \) with respect to the \( \sigma \)-fields \( \{\mathcal{F}_k\}_{k=1}^N \) bounded by \( N \). We want to forecast, on the basis of relative ranks, the moment of the appearance of the object with the lowest absolute rank. The success is granted by \( \alpha \) and the failure is penalized by \( \beta \). The case of no choice gives the penalty \( \gamma \). This assumption should be taken into account by extending the state space \( \mathbb{E} = \{1, 2, \ldots, N\} \cup \{\partial\} \), where \( \partial \) is the absorbing state which concerns the situation when, while searching for the object with the lowest rank, we miss the moment of its appearance and no new candidate will appear during further search.

Therefore, taking into account the risk (omitting the last opportunity to pick the desired object or accept the one that is not the best) and purpose (choosing the best), the objective for DM is to maximize the expected payoff.

\(^3\)For wider references and history of the secretary problem the reader is referred to philosophical review paper by Ferguson (1989) and in the monograph by Березовский, Гнедин (1984).
It is an attitude towards risk in the problems of choosing the best object (v. Weber et al. (2002)). The task comes down to determining the value of the problem

\[
v = \sup_{\tau \in S^N} \left[ \alpha P\{\omega : Z_\tau = 1, \tau \leq N\} - \beta P\{\omega : Z_\tau \neq 1, \tau \leq N\} \right. \\
\left. - \gamma P\{\omega : Z_\tau \neq 1, \tau \geq N\} \right].
\]

and proving the existence of some strategy \(\tau^*\)

\[
[\alpha P\{\omega : Z_{\tau^*} = 1, \tau^* \leq N\} - \beta P\{\omega : Z_{\tau^*} \neq 1, \tau^* \leq N\} \\
- \gamma P\{\omega : Z_{\tau^*} \neq 1, \tau^* \geq N\} = v,
\]

which maximizes the probability of selecting the best facility and at the same time minimizes the risk of ending the procedure without selecting or selecting an unsatisfactory facility. If such a strategy exists, it should be defined and described so that it is understandable to the average decision maker. The event \(\{\omega : Z_{\tau^*} = 1, \tau^* \leq N\}\) will be called DM\(_{\text{win}}\).

The problem can be reduced to the optimal stopping problem for the homogeneous Markov chain (v. Dynkin and Yushkevich (1969), Szajowski (1982)) with suitable payoff functions. With the above-adopted method of defining the best object, the decision-maker should be interested in applicants with relative ranks 1. It will be called the candidate. We will therefore describe the moments when there is a chance for success for him. Let \(W_1 = 1\). Define \(W_t = \inf\{r > W_{t-1} : Y_r = 1\}, t > 1, (\inf \emptyset = \partial).\) \((W_t, F_t, P_t)_{t=1}^N, r \in \mathbb{E},\) is the homogeneous Markov chain with the state space \(\mathbb{E} = \{1, 2, ..., N\} \cup \{\partial\}, F_t = \sigma(W_1, W_2, ..., W_t)\) and the following one-step transition probabilities:

\[
p(r, s) = P\{W_{t+1} = s \mid W_t = r\} = \frac{r}{s(s-1)}
\]

if \(1 \leq r < s \leq N\), \(p(r, \partial) = 1 - \sum_{s=r+1}^N p(r, s)\), \(p(\partial, \partial) = 1\) and 0 otherwise. The transition probability \(p(r, s)\) is the chance that next candidate appears at moment \(s\) given that at current moment \(r\) is the relative 1 (i.e. \(Y_r = 1\)). When the DM reaches the state \(\partial\), the process automatically stops and should pay penalty \(\gamma\). Let \(f : \mathbb{E} \rightarrow \mathbb{R}\). The operator

\[
Tf(k) = E_k f(W_1) = \sum_{s \in \mathbb{E}} f(s)p(k, s) = \sum_{s=k+1}^N p(k|s)f(s) + f(\partial)p(k|\partial),
\]

where \(E_k f(\cdot)\) is the expected value with respect to transition probabilities. The option under consideration at the moment \(k\) which is the candidate for the winning choice should be the relative first. The process is called to be in the state \(k\), where \(1 \leq k \leq n\), if the decision maker has the \(k\)-th option to
be a candidate. Let us assume that no stop has been made until the state $k$. When choosing this option, the expected reward is equal

$$g(k) = \begin{cases} (\alpha + \beta) \frac{k}{N} - \beta & \text{if } k \in \{1, 2, \ldots, N\} \\ -\gamma & \text{otherwise.} \end{cases} \quad (3)$$

The classical secretary problem is the case when $\alpha = 1$ and $\beta = 0$ (cf. Sakaguchi (1984), Ferguson (2016)). The case of penalty equals $\beta = 1$ is also ibid (see also (Ribas, 2019, sec. 5.2)). The main objective to investigate is to check the player’s strategy behavior for their various values. The additional effect is the observation that the optimal strategy could be derived based on the odds-theorem (cf. Bruss and Paindaveine (2000), Bruss (2000), Dendievel (2013)).

Denote $V(k)$ the maximum expected payoff when the process $W_t$ is in the state $k$. The optimality principle of dynamic programming gives the equation:

$$V(k) = \max\{g(k), TV(k)\} = \max\{(\alpha + \beta) \frac{k}{N} - \beta, \sum_{j=k+1}^{N} \frac{k}{j(j-1)}(\gamma + V(j)) - \gamma\}, \quad (4)$$

$k = 1, 2, \ldots, N, V(N) = \alpha$.

It is worth emphasizing that the equation (4) is different from the analogous one in the classic BCP due to the different payout function. Thus, one can expect a different optimal strategy (optimal stopping time) and a chance to choose the best object when applying it. Let us define

$$H_{k,N} = \sum_{j=k}^{N-1} \frac{1}{j}, \quad (5)$$

where $\frac{k}{N}H_{k,N}$ is the chance that the next candidate appears at moment $j > k$ given that at the current moment $k$ is also the candidate.

**Theorem 2.1 (The value and the optimal threshold.)**. The solution of (4) is

$$V(k) = \begin{cases} \frac{k^*}{N}((\alpha + \beta)H_{k^*,N} + \beta - \gamma) - \beta & \text{for } k = 1, 2, \ldots, k^* - 1 \\ (\alpha + \beta) \frac{k}{N} - \beta & \text{for } k = k^*, \ldots, N, \end{cases} \quad (6)$$

where $k^*$ is the integer $k$ for which $H_{k-1,N} \geq \frac{\alpha + \gamma}{\alpha + \beta} > H_{k,N}$. 


Proof. The proof is based on the construction of the one-step look-ahead stopping region

\[ B = \{ k : g(k) \geq E_k g(W_1) \} \]

\[ = \{ k : (\alpha + \beta) \frac{k}{n} - \beta \geq \frac{k}{n} ((\alpha + \beta) H_{k,n} + \beta - \gamma) - \beta \} \]

\[ = \{ k : H_{k,n} \leq \frac{\alpha + \gamma}{\alpha + \beta} \}. \]

This is the optimal stopping region, since the conditions for the monotone case of Chow et al. (1971) (see also Shiryaev (2008)) are fulfilled. The asymptotic result is evident. □

Table 1: The optimal thresholds and the probability for choosing the best applicant when \( \alpha = 1 \) and some levels of penalty for each type of failure.

| \( \beta \) | \( \gamma \) | \( t^*(1, \beta, \gamma) \) | \( P(\text{DM}_{\text{win}}) \) |
|---|---|---|---|
| 1 | 0 | \( \exp(-.5) \approx 0.60653 \) | \( \frac{1}{2} \exp(-.5) \approx 0.30327 \) |
| 0.75 | 0.25 | \( \exp(-\frac{5}{7}) \approx 0.48954 \) | \( \frac{7}{2} \exp(-\frac{5}{7}) \approx 0.34967 \) |
| \( \beta_0 \) | \( \beta_0 \) | \( \exp(-1) \approx 0.36788 \) | \( \exp(-1) \approx 0.36788 \) |
| 0.25 | 0.75 | \( \exp(-\frac{7}{5}) \approx 0.24660 \) | \( \frac{7}{5} \exp(-\frac{7}{5}) \approx 0.34524 \) |
| 0 | 1 | \( \exp(-2) \approx 0.13534 \) | \( 2 \exp(-2) \approx 0.27067 \) |

Corollary 2.2. The optimal strategy of the decision maker is \( \tau^* = \inf \{ 1 \leq k \leq n : the \ first \ stage \ k \geq k^* - 1 \} \).

In other words, the optimal policy is to reject the first \( k^* - 1 \) options and then to accept the first candidate thereafter.

Corollary 2.3. When \( N \to \infty \) we have:

\[ t^* = t^*(\alpha, \beta, \gamma) = \lim_{N \to \infty} k^* \frac{k^*}{N} N = \exp \left( - \frac{\alpha + \gamma}{\alpha + \beta} \right) \]  

\[ V(0^+) = \lim_{N \to \infty} \frac{k^* - 1}{N} ((\alpha + \beta) H_{k^*,N} + \beta - \gamma) - \beta \]

\[ = (\alpha + \beta) \exp \left( - \frac{\alpha + \gamma}{\alpha + \beta} \right) - \beta \]

\[ P(\text{DM}_{\text{win}}) = \frac{\alpha + \gamma}{\alpha + \beta} \exp \left( - \frac{\alpha + \gamma}{\alpha + \beta} \right). \]
The proof of asymptotic dependency is based on the approximation of difference equations by differential equations (cf. Dynkin and Yushkevich (1969), Mucci (1973b), Mucci (1973a), Szajowski (1982)). The thresholds behavior as function of $\alpha$, $\beta$ and $\gamma$ according the formulae (7) is presented on Figures 1 and 2 (i.e. optimal thresholds of the problem (2)). The probability of success of the optimal strategy and optimal threshold for some levels of concern about choosing the wrong option or not being able to make a selection are presented in Table 1. Increasing the fear of being left without selection speeds up the acceptance of candidates, while the fear of getting the wrong option tends to delay one.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figures.png}
\caption{Thresholds behavior as function of $\alpha$, $\beta$ and $\gamma$ in the optimal Markov time of the problem (2).}
\end{figure}

\textbf{2.2. Penalize the wrong choice when an uncertain employment is possible.}

Let us consider the selection problem of Section 2.1 and assume that the solicited candidate can refuse the proposal with probability $1 - p$ (cf. Smith (1975)). Meeting with rejection, the selector has the right and obligation to further search. With each new candidate, the situation may repeat itself: the candidate to whom we propose may refuse, but there is also a risk that
the candidate (i.e., new and relatively first) will not appear. Then, there is an additional loss related to the lack of candidates. The availability of the candidate is modeled by a sequence of binary random variables. Choosing the option given availability, the expected reward is defined by (3). Denote $U(k)$ the maximum expected payoff when the process is in the state $k$. By assumption $U(\varnothing) = -\gamma$. The optimality principle of the dynamic programming gives the equation:

$$U(k) = \max \left\{ pg(k) + (1 - p)Tg(k), TU(k) \right\}$$

$$= \max \left\{ p[(\alpha + \beta)\frac{k}{N} - \beta] + (1 - p) \left[ \sum_{j=k+1}^{N} \frac{k}{j(j-1)}U(j) - \gamma \frac{k}{N} \right], \right.$$

$$\left. \left[ \sum_{j=k+1}^{N} \frac{k}{j(j-1)}U(j) - \gamma \frac{k}{N} \right] \right\};$$

$k = 1, 2, \ldots, N, U(N) = p(\alpha + \gamma) - \gamma$. The state $k$ belongs to the stopping region iff $g(k) \geq TU(k)$.

Note that (11) covers the case of the classic problem of choosing the best object when we put $\alpha = 1, \beta = \gamma = 0$. Let $v(t) = \lim_{N \to \infty}(TU(k) + \gamma \frac{k}{N})$ such that $\lim_{N \to \infty} \frac{k}{N} = t \in (0,1]$. On the left hand side a neighborhood of 1 on limit of (11) we can observe that

$$v(t) = \int_{t}^{1} \frac{1}{s^2} \left[ (\alpha + \beta)s - \beta \right] p + (1 - p) \left[ v(s) - \gamma s \right] ds,$$

with the boundary condition $v(1) = 0$.

**Lemma 2.4.** The equation (12) has a solution

$$v(t) = \frac{\alpha p + \beta - (1 - p)\gamma}{1 - p} (t^p - t) + \beta t - \beta.$$

The function $g(t)$ is increasing and it has one intersection with $v(t) - \gamma t$. The solution $t^*$ of the equation $g(t) = v(t)$ in $(0,1]$ is the optimal threshold for the strategy. The equation

$$(\alpha + \beta)t - \beta = \frac{\alpha p + \beta - (1 - p)\gamma}{1 - p} (t^p - t) + (\beta - \gamma)t - \beta$$
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can be reformulated to
\[ \frac{p\alpha + \beta - (1 - p)\gamma}{1 - p} t^p = \frac{\alpha + \beta}{1 - p} t. \]

This implies
\[ t^* = \left( \frac{p\alpha + \beta - (1 - p)\gamma}{\alpha + \beta} \right)^{\frac{1}{1-p}}. \]

Theorem 2.5 (BCP with uncertain emplyment.). The asymptotic solution of (11) is
\[
\begin{align*}
    u(t) &= \begin{cases} 
    p[(\alpha + \beta)t - \beta] + (1 - p)[v(t) - \gamma t] & \text{for } t \geq t^*, \\
   (\alpha + \beta)t^* - \beta & \text{for } t < t^*.
    \end{cases} 
\end{align*}
\]

for\)
\[ (\alpha + \beta)t^* - \beta \]
\[ \frac{p(\alpha + \beta) + (1 - p)(\beta - \gamma)}{1 - p} (tp - t) + (\beta - \gamma)t - \beta \] for \( t \geq t^*; \)
\[ (\alpha + \beta)t^* - \beta \] for \( t < t^*. \]
**Proof.** The proof is based on the limit in the construction of the one-step look ahead stopping region\(^4\). Based on the functional equation (11) the function \( \hat{u}(t) = \lim_{N \to \infty} TU(k) \) should fulfill the integral equation

\[
\hat{u}(t) = \int_t^1 \frac{s}{t^2} [p((\alpha + \beta)s - \beta) + (1 - p)(\hat{u}(s) - \gamma s)] ds, \tag{14}
\]

with the boundary condition \( \hat{u}(1) = \gamma \). The equivalent differential equation has the form

\[
\hat{u}'(t) = p \frac{\hat{u}(t)}{t} + p \frac{\beta}{t} - (p(\alpha + \beta) - (1 - p)\gamma) \text{ with } \hat{u}'(1) = -\gamma. \tag{15}
\]

The solution of the equation (15)

\[
\hat{u}(t) = \frac{p(\alpha + \beta) + (1 - p)(\beta - \gamma)}{1 - p} (t^p - t) + \beta t - \beta. \tag{16}
\]

The state \( k \approx Nt \) on the border of the one-step look ahead region fulfills the equation \( (\alpha + \beta)t - \beta = \hat{u}(t) - \gamma t \) and, by (15), \( \hat{u}(t) = \frac{p(\alpha + \beta) - (1 - p)\gamma}{1 - p} (t^p - t) + \beta t - \beta \). It implies the asymptotic stopping region

\[
B = \{ t \in (0, 1] : t \geq \left( \frac{p(\alpha + \beta) + (1 - p)(\beta - \gamma)}{\alpha + \beta} \right)^{\frac{1}{1 - p}} \}.
\]

This is the optimal stopping region, since the conditions for the monotone case of Chow et al. (1971) are fulfilled. These conclude the thesis. \( \square \)

**Corollary 2.6.** The optimal strategy for the best choice problem with uncertain employment and the penalties is to accept the relatively best until the chosen one accepts the proposal, starting from the moment

\[
t^*(\alpha, \beta, \gamma, p) = \left( \frac{p(\alpha + \beta) - (1 - p)\gamma}{\alpha + \beta} \right)^{\frac{1}{1 - p}}. \tag{17}
\]

Let us observe that \( \lim_{p \to 1} t^*(\alpha, \beta, \gamma, p) = \exp \left( -\frac{\alpha + \gamma}{\alpha + \beta} \right) \) as stated in Corollary (2.3) (v. formulae 7).

\(^4\)Stopping region when the current observation is better than the average of the next one.
Corollary 2.7. The asymptotic optimal strategy of the decision maker in the case of $\beta = \gamma$ is $\tau^* = \inf\{1 \leq k \leq N : \text{The first stage } k \geq k^* - 1\}$, where $k^* \approx [Np^{1/\gamma}] + 1$. Note that the stopping area does not depend on $\alpha$ and $\beta$!

The observation formulated in Corollary 2.7 is surprising. In the problem of choosing the best object, if there is additional uncertainty related to the availability of options (random factor), which the decision-maker is not able to control, his level of interest in winning and losing no longer matters. With $p \to 1$, i.e. when the probability of availability of the analyzed options is close to 1, both the threshold and the probability value of selecting the best object are equal to $\exp\{-1\}$, the solution of the classical no-information BCP.

3. Expected duration of sequential decision problems.

3.1. Duration for the one stop with the penalty cost.

When we start the task of sequential search for the best opportunity (possibilities, options), the problem is reformulated to the classic optimal stop model. The main objective is to optimize the criterion on a class of strategies, but there are other objectives. We do not know, a priori, when this optimization process will be completed and how long it will take. If the cost of observation is not included in the objective function, there is no reason why the desired decision moment should be minimal or maximal. It is known from the general theory of martingales that if the withdrawal process is martingale, then each stopping time is optimal in the optimal stopping problem. For any payoff process, determining the average time spent in the decision-making process is important information for the decision maker. Similarly, in tasks where the number of permissible decision moments is greater (such as with the uncertain employment model), we are interested in the time until all options are exhausted or the possibilities for further searching are exhausted. When counting the time spent implementing the optimal strategy, its effectiveness is not analyzed. It is irrelevant in this case whether there is a wanted state among the stopped states. A similar study can be found in the article by Stein et al. (2003), Mazalov and Peshkov (2003) and recently by Demers (2021), Ernst and Szajowski (2021) and Liu et al. (2021). The comparison of the average time of the decision-making process that we present contains new, interesting observations.
3.2. The mean time value of decision work with penalty for erroneous choice.

The optimal strategy in this case is constructed in Section 2.1 and is given explicitly in Theorem 2.1 and Corollary 2.2. The optimal strategy is the threshold one. For \( \tau^* \) given in the Corollary 2.2 we have \( P(\omega : \tau^* \leq N) = \frac{k^* - 1}{N} H_{k^*,N} \cong \frac{\alpha + \gamma}{\alpha + \beta} \exp\left\{ -\frac{\alpha + \gamma}{\alpha + \beta} \right\} < 1 \) (v. Formula (10)). To describe the decision-making time, we will modify this optimal Markov moment and create \( \tilde{\tau}^* \) which are equal to the optimal Markov moments in the set \( \{ \omega : \tau^* < N \} \), and on the complement of this event they are equal to \( N \). We can interpret \( \tilde{\tau}^* \) as the time to stop in one state or reach the last observation at \( N \). The entire decision-making process ends at \( \tilde{\tau}^* \) and we are interested in the mean of this random variable. Let us denote \( m(k) = \mathbb{E}(\tilde{\tau}^*|\mathcal{F}_k) \), \( k \leq N \).

\[
m(k) = \begin{cases} 
   \sum_{j=k+1}^{N} \frac{k}{j(j-1)} j + N(1 - \sum_{j=k+1}^{N} \frac{k}{j(j-1)}) & \text{if } k > k^*, \\
   \sum_{j=k^*+1}^{N} \frac{k^*}{j(j-1)} j + N(1 - \sum_{j=k^*+1}^{N} \frac{k^*}{j(j-1)}) & \text{if } k \leq k^*. 
\end{cases}
\]

\[
m(k) = \begin{cases} 
   kH_{k,N} + k & \text{if } k > k^*, \\
   k^* H_{k^*,N} + k^* & \text{if } k \leq k^*. 
\end{cases}
\]

Therefore, we can obtain the expected value of residence time in the decision-making process.

**Corollary 3.1.** When \( n \to \infty \) we have:

\[
\bar{m}(t) = \lim_{N \to \infty} \frac{m(k)}{N} = \begin{cases} 
   -t \ln(t) + t & \text{if } t > t^*, \\
   -t^* \ln(t^*) + t^* & \text{if } t \leq t^*.
\end{cases}
\]

\[
m(0^+) = [1 + \frac{\alpha + \gamma}{\alpha + \beta}] \exp\left( -\frac{\alpha + \gamma}{\alpha + \beta} \right).
\]

For \( \alpha = 1 \) and \( \beta = \gamma \) we have the result of Yeo (1997).
3.3. The mean processing time of hesitating candidates.

The optimal strategy in this case is constructed in Section 2.2, and is given explicitly in Theorem 2.5 and Corollary 2.6.

\[ m^*(k) = \begin{cases} 
\sum_{j=k+1}^{N} \frac{k}{j(j-1)} [pj + (1-p)m(j)] 
+ N(1 - \sum_{j=k+1}^{N} \frac{k}{j(j-1)}) & \text{if } k > k^*, \\
\sum_{j=k^*+1}^{N} \frac{k^*}{j(j-1)} [pj + (1-p)m(j)] 
+ N(1 - \sum_{j=k^*+1}^{N} \frac{k^*}{j(j-1)}) & \text{if } k \leq k^*.
\end{cases} \]

Asymptotic of the mean time when \( N \to \infty \) has the form:

\[
\hat{m}(t) = \lim_{N \to \infty} \frac{m(k)}{N} = \begin{cases} 
-pt \ln(t) + t + (1-p) \int_t^{1} \frac{t}{s^2} \hat{m}(s) ds & \text{if } t > t^*, \\
-p t^* \ln(t^*) + t^* + (1-p) \int_{t^*}^{1} \frac{t}{s^2} \hat{m}(s) ds & \text{if } t \leq t^*.
\end{cases}
\]

with the boundary condition \( m(1) = 1 \).

As in Section 3.2, it allows us to calculate the average time to complete the decision-making process.

**Lemma 3.2.** The solution of the integral equation with \( \hat{m}(1) = 1 \) has the following form:

\[
\hat{m}(t) = \begin{cases} 
-p t \ln(t) + t + (1-p) \int_t^{1} \frac{t}{s^2} \hat{m}(s) ds & \text{if } t > t^*, \\
-p t^* \ln(t^*) + t^* + (1-p) \int_{t^*}^{1} \frac{t}{s^2} \hat{m}(s) ds & \text{if } t \leq t^*.
\end{cases}
\]

with \( t^* \) depending on the parameters \( \alpha, \beta, \gamma \) and \( p \) (v. Formula (17))

\[
t^* = \left( \frac{p\alpha + \beta - (1-p)\gamma}{\alpha + \beta} \right)^{\frac{1}{1-p}}.
\]
In conclusion, the asymptotic average time to complete the decision-making process with hesitating candidates

\[
\hat{m}(0^+) = \frac{1}{1-p} \left[ \left( \frac{p\alpha + \beta - (1-p)\gamma}{\alpha + \beta} \right)^{\frac{1}{1-p}} - p \left( \frac{p\alpha + \beta - (1-p)\gamma}{\alpha + \beta} \right)^{\frac{1}{1-p}} \right].
\]

4. Final remarks.

The significance of the presented analyzes lies in linking the final effects of the strategy used with the visible effects for the decision maker. These, in turn, can affect the way you choose your behavior strategy. Behavioral strategies are often a consequence of habits rather than their rationalization (v. Aumann (2019)).

Observation of the impact of the strategy on the implementation of selected events is possible by determining the value of these events. Such parameterization of the model also allows the analysis of other properties of the solution: the value of the problem and the optimal strategy. An important feature of the solution is its implementation time, which can be used to indicate an additional desired feature of the solution, the objective function being not taken into account. Such a solution study plays a special role in the analysis of stopping games, where the number of alternative solutions is significant and players cannot communicate during the game. The author is convinced that the results obtained will allow a new approach to the analysis of behavior when making decisions on sequential issues.

In real problems, the mathematical model, which comes down to the choice of the moment, we also have a psychological aspect to be included in the model. Achieving the goal is usually a priority. However, a failure can also be perceived differently, and taking it into account has an impact on the choice or the option to solve the problem. Based on the analysis presented, we can see that measurable benefits and losses can significantly affect the results achieved, optimal behavior, and rational behavior. As already recalled in Section 1.1, this phenomenon is often raised in experimental and mathematical psychology research. Recently, this aspect has not been overlooked in the basic research of mathematical models (v. Liu et al. (2021); Crews et al. (2019)). They considered a model for finding the best candidate in the selection process, in which each attempt may end up asking the (Geni) prophet if the candidate indicated is right or not (cf. also Dotsenko and Marynych (2014); Skarupski (2019)). In the latter case, the search is resumed. The
order in which the candidates are presented to the interview is random. The draw follows the Mallows (1957) distribution. Further research is planned for more subtle sequential searches, such as, e.g., in the work by Sakaguchi (1978/79), Szajowski (1982), Rose (1982) and Vanderbei (2021). The author hopes that the observations presented in the article, due to the possibility of parameterize the behavior of the person conducting the trial, will be used for further empirical research and will allow the construction of diagnostic tools similar to those used by Grabiszewski and Horenstein (2020) and those used in psychiatric diagnostics (cf. Schützwohl et al. (2003))
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A. Appendix

A.1. The optimal stopping problems.

Let \((X_k, \mathcal{F}_k, P_x)\) be a homogeneous Markov chain defined in a probability space \((\Omega, \mathcal{F}, P)\) with a state space \((E, \mathcal{B})\), and let \(f : \mathbb{N} \times E \to \mathbb{R}\) be a sequence of real-valued \(\mathcal{B}\) measurable functions. Horizon \(N\) is finite. The Markov chain is observed and the “best realizations” according to the function \(f(\cdot, \cdot)\) are selected. Basically, the states of the process are related to the observations of random variables. We will also allow the possibility that there is \(k\) such that \(P_x\{X_k \in E\} \leq 1\). For consistency in notation, we will introduce the extended set of states \(\tilde{E} = E \cup \{\partial\}\).

Definition A.1. The random variable \(\tau : \Omega \to \mathbb{N}\) is called a Markov moment if \(\{\omega : \tau(\omega) = n\} \in \mathcal{F}_n\) for every \(n \in \mathbb{N}\). The stopping time is the finite Markov moment \(\tau\) a.e..

Following Shiryaev (2008) (cf. Chow et al. (1971), Peskir and Shiryaev (2006)), define \(S^N\) the set of Markov times with respect to \((\mathcal{F}_n)_{n=0}^N\). We admit that \(P_x(\tau \leq N) < 1\) for \(\tau \in S^N\) (i.e. there is a positive probability that the Markov chain will not be stopped). The elements of \(S^N\) are possible strategies in the optimal stopping problem. Denote \(S_n^N = \{\tau \in S^N : \tau \geq n\}\). Let

\[
v(n, x) = \sum_{\tau \in S_n^N} E[f(\tau, X_\tau)|X_n = x]. \tag{A.1}
\]
The function \( v(0, x) \) is the value of the optimal stopping problem.

**Definition A.2.** The optimal stopping problem for Markov sequences consists of determining the value function \( v(0, x) \) and determining the Markov time \( \tau^* \in \mathcal{S} \) such that \( v(0, x) = \mathbb{E}_x f(X_{\tau^*}) \) if it exists. If such Markov time exists, it is called an optimal Markov moment (an optimal stopping time if it is finite).

Let us be definite

\[
T f(n, x) = \mathbb{E}[f(n + 1, X_{n+1})|X_n = x] \quad \text{(the mean operator)}; \quad (A.2)
\]
\[
Q f(n, x) = \max\{f(n, x), T f(n, x)\} \quad \text{(the maximum operator).} \quad (A.3)
\]

**Theorem A.3.** The value function \( v(k, x) \) fulfills the equation.

\[
v(N, x) = f(N, x)
\]
\[
v(n, x) = \max\{f(n, x), T v(n, x)\} \quad \text{for } n \in \mathbb{N}.
\]

The Markov time \( \tau^* = \inf\{n \in \mathbb{N} : X_n \in A_n\} \), where \( A_n = \{x \in \mathcal{B} : f(n, x) \geq T v(n, x)\} \), is optimal.

**Remark A.1.** [An one-step look-a-head policy (OLA)] Let \( B_n = \{x \in \mathcal{B} : f(n, x) \geq T f(n, x)\} \) and \( \tau_{\text{OLA}} = \inf\{n \in \mathbb{N} : X_n \in B_n\} \). The strategy \( \tau_{\text{OLA}} \) is called One-step Look-a-head Policy (OLA).

**Abbreviations**

The following abbreviations are used in this article:

- \((\Omega, \mathcal{F}, P)\) the probability space (p. 19)
- \(Z_k, (Y_k)\) the absolute (relative) rank (p. 7)
- BCP Best Choice Problem (p. 3)
- DM (DM win) Decision-maker (the aim of the DM) (p. 8)
- \((X_n, \mathcal{F}_n, P_x)\) the Markov process (p. 19)
- \(\mathcal{F}_n\) the filtration (p. 19)
- \(T\) the mean operator of the Markov system (p. 20)
- \(Q\) the maximum operator (p. 20)
- \(v(k, x)\) the value of the stopping problem (p. 20)
- \(\tau, \sigma\) Markov moments, stopping times (p. 19)
- OLA policy the one step look ahead strategy (p. 20).
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