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ABSTRACT

FaaS (Function-as-a-Service) brought a fundamental shift into cloud computing: (persistent) virtual machines have been replaced with dynamically allocated resources, trading locality and statefulness for a pay-as-you-go model more suitable for varying and infrequent workloads. However, adapting services to function within the serverless paradigm while still fulfilling requirements is challenging. In this work, we introduce a design blueprint for creating complex serverless services and contribute a set of requirements for efficient and scalable FaaS computing. To showcase our approach, we focus on ZooKeeper, a centralized coordination service that offers a safe and wait-free consensus mechanism but requires a persistent allocation of computing resources that does not offer the flexibility needed to handle variable workloads. We design FaasKeeper, the first coordination service built on serverless functions and cloud-native services. FaasKeeper provides the same consistency guarantees and interface as ZooKeeper with a price model proportional to the activity in the system. In addition, we define synchronization primitives to extend the capabilities of scalable cloud storage services with consensus semantics needed for strong data consistency.

1 INTRODUCTION

In recent years, the cloud gained a new paradigm: Function-as-a-Service (FaaS) computing. FaaS combines elastic and on-demand resource allocation with an abstract programming model where stateless functions are invoked by the cloud provider, freeing the user from managing the software and hardware resources. The flexible resource management and a pay-as-you-go billing system of serverless functions are the next step in solving the problem of low server utilization caused by resource overprovisioning for the peak workload [1–3]. These improvements come at the cost of performance and reliability: functions are not designed for long computations, and they require storage support to backup state and communicate between invocations. Nevertheless, stateful and complex applications can benefit from serverless services [4], and storage services have started to adapt on-demand offerings to handle infrequent workloads more efficiently [5–7]. Just like the elasticity of databases was considered challenging due to increased configuration difficulty and performance overheads [8], consistency protocols and coordination services have not yet found a way to benefit from the serverless revolution.

Apache ZooKeeper [9] is a prime example of a system that has found its way into many cloud applications but is not available today as a serverless service. Zookeeper is used by distributed applications that depend on coordination services to control the shared state and guarantee data consistency and availability. In comparison to cloud-native key-value storage, ZooKeeper provides additional semantics of total order with linearizable writes, atomic updates, and ordered push notifications (Table 2, page 2). ZooKeeper consists of an ensemble of provisioned data replica servers with a single leader, and it has been used to implement distributed configuration, synchronization, and publish-subscribe services [9–14].

Modern services are expected to match the temporal and geographical variability of production workloads [15–17]. Workloads are often bursty and experience rapid changes as seen in systems utilizing the maximum can be multiple times higher than even the 99th percentile [15, 18]. However, the static ZooKeeper architecture and allocation of compute resources make the readjustment to the burst workload difficult, forcing users to overprovision resources for the peak. A serverless service with the same consistency guarantees would offer an opportunity to consolidate variable workloads, helping both users and cloud operators to increase their efficiency. Unfortunately, the path to serverless for stateful and distributed applications such as ZooKeeper is not clear due to the restricted and vendor-specific nature of FaaS computing.

In this paper, we present the blueprint for serverless applications to answer the challenges of designing complex serverless services that scale with workload variability. First, we establish design principles (Sec. 3). We follow the previously established conventions of decoupling system from application state and compute from storage tasks [19–21]. Then, we use ephemeral and fine-grained serverless functions to implement computing tasks in parallel and employ auto-scalable cloud storage to achieve the reliability of serverless processing. We formalize the types of serverless functions and introduce serverless synchronization primitives. Our serverless design should be cloud-native and deployable to clouds today. Thus, we consider only auto-scalable cloud services with the pay-as-you-go billing, freeing users from the responsibility of provisioning resources and managing self-hosted services. Our guidelines focus on the semantics of services and abstract way programming differences, helping design cloud-agnostic systems that are easily portable between clouds (Sec. 3.2). We complement the discussion with a list of serverless requirements (Table 1) for complex applications such as ZooKeeper. These future goals present features
that platforms must offer full to support many classes of stateful and distributed serverless applications (Sec. 8).

To showcase our design principles, we port the stateful and distributed ZooKeeper consensus service to a fully serverless model. We introduce FaaSKeeper, the first coordination service with serverless scaling and billing model, and demonstrate how our design principles help to map a complex application into commercial FaaS platforms. In FaaSKeeper, we combine the best of two worlds: the ordered transactions and active notifications of ZooKeeper with cloud storage’s elasticity and high reliability (Table 2). Standing on the shoulders of the ZooKeeper giant, we show how the consensus can be implemented as a FaaS application (Sec. 4) that offers fast data access and the pay-as-you-go cost model while upholding consistency and ordering properties (Sec. 6). To the best of our knowledge, we present the first complex serverless service that offers the same level of service as its IaaS counterpart and retains state without provisioned resources.

We implement a prototype of the provider-agnostic system on AWS, one of the major cloud providers (Section 4). We make the following contributions:

- A blueprint for serverless services that composes functions with cloud queue and storage services to support synchronization, message ordering, and event-based communication.
- The first fully serverless coordination service that benefits from elastic billing, with a provider-agnostic design and an open-source prototype implementation for AWS.
- A serverless implementation of ZooKeeper consistency model with a compatible interface, that achieves up to 37.5 times lower costs on infrequent workloads.

2 FUNCTION-AS-A-SERVICE (FaaS)

While serverless systems differ between cloud providers, they can be reasoned about with a simple and abstract platform model. Cloud storage is necessary for FaaS to retain state and implement reliable computing, but the various services have different performance, consistency, and cost. In the following, we will first provide an overview of FaaS systems, and then introduce a set of building blocks we envision as fundamental in the design of serverless services.

2.1 Background

Serverless functions complement the computing and storage solutions in the cloud by providing an elastic and dynamic execution engine for fine-grained tasks. Instead of persistent virtual machines and containers, users deploy stateless functions executed on dynamically allocated resources. The software and hardware stack management becomes the sole responsibility of the cloud provider, and the users are charged only for the time and resources consumed during the function execution (pay-as-you-go). In place of the cloud resource management and orchestration systems, functions offer various triggers to process internal cloud events and external POST requests (1). A function scheduler (2) selects the server responsible for the execution [22], and the function is processed within an isolated sandbox on a multi-tenant server (3). A cold invocation occurs when a new sandbox is allocated to handle the execution. The cloud scheduler aims to increase the performance by co-locating concurrent and consecutive invocations, as warm invocations in an existing sandbox are faster and can reuse cached resources.

The users adopt the FaaS computing model to benefit from improved efficiency on irregular workloads. The major cloud operators provide serverless platforms [23–26], as they benefit from increased resource utilization when running fine-grained functions on multi-tenant and oversubscribed servers. Nevertheless, serverless ain’t all sunshine and rainbows. The main issues reported are high-latency invocations, huge cold starts overheads, low data locality, variable and inconsistent performance and I/O bandwidth, and high costs on compute-intensive tasks [27–29]. Furthermore, due to the stateless nature of functions, message passing between invocations [30] and concurrent functions in distributed applications [31] requires a persistent data storage.

Cloud Storage. The cloud operators offer various storage solutions that differ in elasticity, costs, reliability, and performance.

Object. The persistent object storage is designed to store large amounts of data for a long time while providing high throughput and durability (1). Prime examples include AWS S3 [32], Azure Blob Storage [33], and Google Cloud Storage [34]. The cloud provider manages data replication across multiple instances in physically and geographically separated data centers. Modern object stores offer strong consistency on the read operations [35], guaranteeing that results of a successful write are immediately visible to other clients. The service offers high availability and data reliability, with usual annual SLAs of 2 and 11 9’s, respectively. The users are charged a linear fee for the amount of data stored and a fixed fee for operations performed, creating a genuinely elastic billing model.

Key-Value. The second type of cloud storage common in serverless applications is a nonrelational database (4). Key-value storage, such as AWS DynamoDB [36] and Azure CosmosDB [37], easily matches resource provisioning to the application’s expectation for throughput and availability. The service availability of two or three 9’s is usually guaranteed, and automatic backups can be used to ensure data durability. In addition to the strong consistency, the read operations can be executed with eventual consistency [38], where updates are guaranteed to be visible eventually. The weaker consistency of those operations is compensated by lower costs, latency, and higher availability. Furthermore, the storage can offer optimistic concurrency through conditional updates and modification requests that apply simple operations to existing attributes. In addition to provisioned database instances, the users can opt-in for a serverless billing model where the costs depend only on the stored data and operations performed.

Figure 1: A high-level overview of a FaaS platform.
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| Feature                  | ZooKeeper                  | Cloud Storage        | FaasKeeper           |
|--------------------------|----------------------------|----------------------|----------------------|
| Scaling                  | Semi-automatic, min. 3 VMs | Automatic            | Automatic            |
| Cost                     | Pay upfront, 24h           | Pay upfront, pay-as-you-go | Pay-as-you-go        |
| Consistency              | Linearized writes          | Strong or eventual consistency | Linearized writes   |
| High Availability and Reliability | Requires large deployment size. | Relies only on the provider's SLA and automatic replication. | Relies only on the provider's SLA and automatic replication. |
| Push Notifications       | Ordered watch events.      | None                 | Ordered watch events. |
| Concurrency              | Sequential nodes, conditional updates (version) | Conditional updates (simple expressions) | Sequential nodes, conditional updates (version). |
| Processing Units         | Not possible.              | Pay only storage fees | Pay only storage fees |
| Failure Handling         | Sessions with ephemeral nodes | None               | Sessions with ephemeral nodes |

Table 2: FaasKeeper vs ZooKeeper and cloud key-value storage: summary of features, requirements and limitations.

Other. Other cloud storage examples are in-memory caches, distributed file systems, and self-hosted data stores. A particular example in the serverless world is ephemeral storage [39, 40], designed to match serverless applications' high scalability and low latency requirements while supporting short-term storage and flexible billing policies. Faas applications can employ these storage systems, but they can require resource provisioning that significantly limits the flexibility of resource allocation and billing.

2.2 Serverless Components

We define serverless function models and propose synchronization primitives necessary for serverless services, including systems such as FaasKeeper. We do not limit ourselves to features currently available on commercial platforms. Instead, we propose characteristics and extensions that cloud providers could offer to enable building more efficient and robust serverless services.

Functions. We specify three distinct classes of functions that are necessary to implement a complex serverless service with multiple responsibilities. While each type provides the same elastic and abstract execution environments, the functions have divergent interfaces and fault-tolerance models and their semantics express different programming language constructs.

Free function. In a truly serverless fashion, this function is not bound to any cloud resource. It can be invoked synchronously anytime, by anyone, from any location, as long as the authorization succeeds and the constraints on concurrent invocations are satisfied. In practice, the most common invocation methods are API requests, and the result is returned as a response. Alternatively, functions can be invoked via RPC and RDMA connections [41]. Free functions express the semantics of remote procedure calls [42]: we interpret the application state in cloud storage as its address space and lift the restriction that the execution location must be known a priori to the caller. While the fault tolerance of non-idempotent remote calls is a difficult problem [43], we require the function to be neither side-effect-free nor idempotent, as it would put too many constraints on modern serverless functions with little transactional support. Thus, the caller is solely responsible for error handling.

Event function. The event-driven programming paradigm can be implemented by supplying functions to react to specific cloud events, such as new files, rows, and items in object storage, key-value database, and queue, respectively. Furthermore, a cloud service acting as a proxy allows preserving ordering and passing larger payloads to the function. From the client’s point of view, sending a message to a queue-triggered function replaces passing requests over a TCP connection to a server of a non-serverless service. The cloud service triggers function invocations, and we expect the concurrency and batching of invocations to be configurable by the user, as the correctness and performance of the applications depend on it. Semantically, we interpret those functions as remote asynchronous callbacks to events in the system. Function executions can be co-located with queue and storage services when their computational workload is negligible compared to the invocation latency [44].

Requirement #1: Low invocation overhead. Invocation overheads dominate the execution time of short-running functions [28] and prohibit Faas event processing with performance comparable to non-serverless applications. Thus, cloud operators should minimize the critical path of an invocation, and functions should be co-located with the source of the event as frequently as possible.

Scheduled function. Functions can be launched to perform regular routines such as garbage collection, fault detection, and discovery of clients that are no longer online. Such functions can be considered the serverless counterpart of a cron job in the family of Unix-based operating systems. This function class is necessary, as not every system change can be represented as a cloud event. In the event of an unexpected failure, the cloud should provide a default retry policy with a finite number of repetitions. Furthermore, if repeated failed invocations do not lead to a recovery, the cloud should report the problem to the user.

Requirement #2: Independent asynchronous invocations. The user cannot directly control asynchronous function invocations. We envision that this should be solved via user-defined exception handlers, allowing for unconstrained error handling.

Synchronization Primitives. Concurrent operations require fundamental synchronization operations to guarantee safe state modifications [45]. Serverless needs synchronization primitives that operate on the shared storage instead of the shared memory.

A timed lock prevents concurrent modifications of the same item by serverless workers. It acts like a regular lock except for a limited holding time, a necessary feature to prevent system-wide deadlock caused by a failure of an ephemeral function. To acquire a lock on an item, users submit a timestamp stored in the item afterward. The lock is acquired if no timestamp is present or the difference between existing and new timestamp is larger than a
user-defined maximum time, extended by 2 seconds to account for clock drift between functions. If the lock is not acquired, the operation returns immediately and can be repeated. When applying an update on a locked node, the stored timestamp is compared against user value to prevent accidental overwrite after losing the lock to another function. The lock *release* removes the timestamp.

An **atomic counter** supports atomic updates using standard arithmetic operations. Finally, an **atomic list** supports a single-step and safe expansion and truncation.

**Requirement #3: Synchronization primitives.** To become efficient for parallel applications, serverless needs concurrency and synchronization primitives - locks, atomic operations, monitors.

### 3 DESIGNING SERVERLESS SERVICES

In this section, we first provide a short overview of the Zookeeper service. We then identify the critical features and requirements and build a serverless service, FaaSKeeper, to fulfill these using the abstract serverless platform model (Sec. 2.1).

#### 3.1 ZooKeeper

ZooKeeper guarantees data persistence and high read performance by allocating replicas of the entire system on multiple servers [9, 10, 46]. Figure 2 presents a ZooKeeper ensemble consisting of servers with an elected leader, whose role is verification and processing of write requests with the help of an atomic broadcast protocol ZAB [47]. In practice, the rule of 2f + 1 servers is used: for three servers, two are required to accept change, and a failure of one server can be tolerated. While adding more servers increases the reliability of the service, it hurts write performance.

**Consistency Model.** ZooKeeper implements sequential consistency guarantees with four main requirements (E). All operations of a single client are executed **atomically** (Z), in FIFO order, and writes are **linearized** [48] (Z). The order of transactions is **total and global**. Thus, all clients have a **single system image** (Z), and they observe the same order of updates. Watch notifications guarantee that clients learn about a change before observing subsequent updates since notifications are **ordered** with read and write operations and other notifications (Z). A formalization of consistency requirements is provided in appendix A.

Originally, ZooKeeper included an entirely static configuration of the service. Adding more servers to handle application scaling involved rolling restarts, a manual and error-prone process [49]. The dynamic reconfiguration [50] has been adopted for the first time in the 3.5.5 release. However, adding servers still requires manual effort [49], and the reconfiguration causes significant performance degradation when deploying across geographical regions [16].

Clients access ZooKeeper through a session mechanism with a selected server that guarantees the first-in-first-out (FIFO) order of processing requests. User data is stored in *nodes* that create a tree structure with parents and children. The leader handles updates to nodes, manages the voting process, and propagates changes to other servers. Read requests are resolved using a local data replica. ZooKeeper defines the order of transactions with a monotonically increasing counter *zxid*. While the requests from a single client cannot be reordered, the order of operations between different sessions is not specified. Moreover, sessions control the status of the client-server connection, periodically exchanging heartbeat messages. Finally, ZooKeeper supports push notifications through the concept of *watches*. Clients register watches on a node and receive a notification when that node changes.

**Case Study.** Figure 3 presents a classic example of storing multi-parameter application configuration in ZooKeeper [50]. The configuration can consist of many parameter nodes `/cfg/param_1`. An update must be visible as a single step and clients must not observe partially changed configuration. Partially changed configuration. To that end, the `/cfg/valid` node is used - its existence guarantees that data is safe to read, and users set a watch on this node. When this node is updated, clients receive a push notification ordered with other operations and results. The configuration updater sends a pipeline of operations: removing the `valid` node, updating all parameters, and recreating the `valid` node. Thanks to the FIFO order of requests and notifications, clients will receive a watch notification from the deletion before seeing the new parameter data. Furthermore, application processes can select a leader among themselves to manage configuration. The `/leader` node is *ephemeral*, and it is automatically erased upon the termination of its owner’s
3.2 Design Principles

Figure 4 presents a general workflow that summarizes the steps involved in taking an IaaS service and creating a serverless version with the same functionality. We demonstrate the challenges and application of the workflow to building a serverless ZooKeeper.

ZooKeeper splits the responsibilities across the client library, servers, and the elected leader. Clients send requests to a server they select and wait for replies. Servers forward write requests to the leader, resolve the order of operations for each session, and control the connection status with a client. The leader resolves global ordering, manages the voting process, and propagates changes to its followers. In FaaSKeeper, we redistribute the responsibilities across various cloud services to accommodate its elastic design.

In the following paragraphs, we outline the key observations and design principles for a serverless coordination service.

**Disaggregated compute and storage.** Decoupling compute and storage is exploited in scalable cloud databases [20, 21], but the benefits of this approach have not been explored in ZooKeeper. Even though the servers manage connections and ordering, their primary responsibility is to provide low-latency read operations that can be replaced with cloud storage solutions. In a coordination system designed for high read-to-write ratios, the compute resources must be allocated more sparsely than data endpoints. In addition, the storage should distinguish between user data and the system data needed to control the ZooKeeper instance: the locality, cost, and consistency requirements of both types are wildly different.

**Elastic resource allocation.** Serverless computing is centered around the idea of elastic resource allocation, and its primary advantage is the ability to scale the costs down to zero when there is no incoming traffic to the system. To accommodate the temporal and spatial irregularity of workloads [15], FaaSKeeper attempts to scale the resource allocation linearly with the demand. In the case of a shutdown, the user should pay only for keeping the data in the cloud. Therefore, we employ a pay-as-you-go billing scheme for the storage and queue services, dependent only on the number of operations performed and not on the resources provisioned.

**Direct data access.** ZooKeeper servers are responsible for ordering results of reading operations and watch notifications. With cloud storage used as the backend, eliminating intermediaries and direct data access provides the lowest cost and overhead. Thus, FaaSKeeper implements extended timestamps and additional logic in the client library to order read results with notifications.

**Horizontal scaling.** Prior work attempted to increase the write throughput of ZooKeeper through automatic partitioning of the data tree [51, 52]. Instead, FaaSKeeper improves horizontal scaling by increasing the concurrency of functions handling the write process. While write functions must be serialized for a single client, different users can invoke them independently. Thanks to the locking primitives, FaaSKeeper can process write requests concurrently while guaranteeing safe and correct updates of nodes. Thus, the

---

**Figure 4: Workflow for designing serverless services.**

---

**Figure 5: Storage microbenchmarks in AWS.**

scalability of the process is bounded by the performance of cloud storage. Further performance increases are brought by processing batched write requests in a pipelined manner. Scalability of read operations is achieved using the auto-scaling of cloud storage.

**Efficient reading of user data.** The size of the user-defined tree node hierarchy can easily exceed a few gigabytes as each node can be up to 1 MB. User data is primarily read, and it requires strongly consistent operations to uphold ZooKeeper’s consistency properties. The cost-performance analysis reveals that object storage is more efficient than key-value storage (Fig. 5). Storing large user data is 4.37x cheaper, and updating nodes scales much better with their size. Furthermore, read operations in object storage are billed per access and in 4 KB increments in key-value storage, making it even more expensive for user nodes.

**Efficient modifications of control data.** The FaaSKeeper’s control data includes frequently modified watches, client and node status, and synchronized timestamps. The system must use atomic timestamps and locks when concurrent updates are allowed. The very high cost of frequent write operations (Fig. 5a) and the lack of synchronization primitives make object storage unsuitable for the control data. Thus, we use key-value storage instead.

**User data locality.** Cloud applications balance the resource allocation across geographical regions to support changing workloads [16, 53]. In addition, they aim to minimize the distance between the service and its users, as a cross-region network transmission adds significant performance and cost overheads (Fig. 5b). The automatic reconfiguration of ZooKeeper across regions causes temporal performance degradation, and the mitigation technique requires the live migration of a virtual machine [16]. In FaaSKeeper, we propose replicating data storage across a set of specified regions. Clients connect to the closest auto-scaling storage service in the same region, minimizing access latencies. Control data is placed in a pre-defined leader region only, as managing cross-regional modifications is non-trivial, and the replication of the control plane is not the priority in FaaSKeeper. The write requests are forwarded to the FaaSKeeper deployment in the leader region.
Data Storage
Node Timestamp Data  Children
/cfg ({0,0}, {0})  "42"   
/cfg/f  ... W3
Distributor
Distributor
Queue
Writer
λ
 Nodes
System
System Storage
W1
Watch λ
λ
N1
W2
Writer
Queue
System Storage
N2
Watch λ
N3
Watch

Figure 6: Read and write operations in FaaSKeeper. Queues and timestamps provide strong consistency guarantees.

Figure 7: Watch notification delivery and client status verification in FaaSKeeper.

Cross-regional replication. The updated contents of data nodes must be made available in all replicas after changes to the FaaSKeeper state. To that end, we could use the cross-region replication of cloud service. However, the latency of automatic replication in the object storage is in the order of minutes and even hours [54].

Cloud Agnosticity The vendor lock-in [55] is a serious limitation in serverless [56, 57], and dependency on queuing and storage services is of particular concern [58]. FaaS applications targeted for a specific cloud often include provider-specific solutions in their design, requiring a redesign and reevaluation of the architecture when porting to another cloud. In a cloud-agnostic design, we aim to abstract programming differences and allow moving between providers without a major system overhaul [59]. We define only the requirements on each used service and introduce new abstractions such as synchronization primitives to encapsulate cloud-specific solutions. We specify expectations on serverless services at the level of semantics and guarantees. This limits our exposure to vendor lock-in to the implementation layer. Later, we evaluate how available cloud services fulfill the design requirements and map components to compatible services offered by a selected cloud. While we present implementation for the AWS cloud (Sec. 4), FaaSKeeper’s design and logic are not affected by porting, and the reimplemention effort is limited to incorporating new cloud APIs (Sec. 8).

3.3 System

Figures 6 and 7 present the system design of FaaSKeeper. Following the design principles discussed above, we decouple ZooKeeper data to tailor storage solutions to different requirements and increase the user data locality. The compute tasks are now implemented entirely in a serverless fashion, and the system does not require any resource provisioning. We summarize the components of FaaSKeeper, before going into more detail about design and implementation challenges in the next Section. A detailed discussion on how FaaSKeeper provides the same consistency guarantees as Zookeeper can be found in Appendix B.

Storage. The system state is served by a single instance of key-value storage in the region of FaaSKeeper deployment. Thanks to the strong consistency requirement, parallel instances of writer functions can modify the contents without the risk of reading stale data later. On the other hand, the data storage is optimized to handle read requests in a scalable and cost-efficient manner.

Timestamps. To guarantee the consistency of updates, we need to define a total ordering on the “happened before” relation [60]. Atomic counters are used to implement this necessary feature.

Writer. The single-writer system has been replaced with parallel event writer functions invoked by client queue with new update requests (C2). The writer function obtains exclusive access to the selected node and modifies system storage (W1). The validated and confirmed changes of a writer are propagated through a FIFO queue to the event distributor function (W2), ensuring that the changes to the data storage are not reordered.

Distributor. When the change caused by a writer triggers a watch, the notification is distributed (N1) parallel to the replication of the updated node (W3), thanks to the extended timestamp system that prevents clients from reading updated data before observing all consequences of the update. The free function watch delivers the notification to clients (N2) who registered the given watch (N3). The separation of this functionality from the writer is motivated by performance concerns: hundreds of clients could register a single watch, and the delivery must parallelize efficiently. It is more efficient to invoke the watch function in each region instead of sending copies of the same message across regions.

Client. FaaSKeeper clients use an API similar to ZooKeeper. Read operations are served through the regional replica of data storage (C1). Write operations that modify data and start a new session are sent to a cloud queue (C2). Invocation of a single function instance at a time upholds the ordering of requests within a session. FaaSKeeper implements the same standard read and write operations as ZooKeeper, except for the sync operation. We implement the synchronous and asynchronous variants, and the results are delivered in the usual FIFO order.

Heartbeat. Validation of connection status within a session is necessary to keep ephemeral nodes alive and guarantee notification delivery. Therefore, we implement a scheduled heartbeat function to prune inactive sessions and notify clients that the system is online (H). A time trigger invokes the heartbeat function regularly. The trigger must support dynamic arming and disarming to handle the disconnection of the last and arrival of the first client. Therefore, we replace the heartbeat messages of ZooKeeper with periodically invoked heartbeat functions.

4 DESIGN AND IMPLEMENTATION OF FAA SKEEPER

In this Section, we detail both design and implementation choices made while creating FaaSKeeper, as the serverless design enables scalability and elasticity but comes with a set of new challenges that are not present in ZooKeeper. The parallel processing of updates by the writer function requires additional ordering in the distributor function to prevent clients from observing an incorrect order of updates. The decomposition of the system and user data storage and
direct data access by clients helps tailor storage solutions to different usage patterns. However, it requires extended timestamps to deliver notifications in the correct order. Finally, the heartbeat function conducts the verification of the client’s status.

We provide a FaaSKeeper implementation for the AWS cloud with the following mapping of the design concepts to cloud services: system storage with synchronization primitives to DynamoDB tables, user data storage to S3 buckets, and FIFO queues to the SQS. We implement the four FaaSKeeper functions in 1,350 lines of Python code in AWS Lambda. Our implementation is standalone and does not reuse the server-centric ZooKeeper codebase since that is written in Java, and would be affected by large cold startup overheads in FaaS [29, 61]. The implementation and testing required an equivalent of three man-months. Additionally, we implement 260 lines of Infrastructure-as-a-Code in the multi-cloud framework Serverless [62]. Furthermore, we provide a client library with 1,400 lines of Python code, where we implement all relevant methods of the API specified by ZooKeeper [9]. We offer a compatible interface for existing applications by modeling our API after kazoo [63], a Python client for ZooKeeper. Our implementation provides a high level of compatibility with ZooKeeper (Sec. 4.7).

4.1 Storage

System storage contains the current timestamp and all active sessions, with the clients’ addresses and a list of their ephemeral nodes. We use tables in the cloud-native key-value storage, and we store the list of all data nodes to allow lock operations by writer functions. We use only strongly consistent operations.

Data storage is indexed by node paths, each object corresponds to a single node, and updates to it are atomic. The object contains user node data, modification timestamps, and a list of node children. Eventually consistent reads neither guarantee read–your–write consistency [38], nor consider a dependency between different writes, breaking ZooKeeper guarantees (Linearized Writes [28]). Single System Image (SSI). Therefore, we require strong consistency, even though it can be more expensive.

Synchronization Primitives are implemented using condition and update expressions of DynamoDB system storage [64]. Each operation requires a single write to the storage, and the correctness is guaranteed because updates to a single item are always atomic. We cannot use DynamoDB transactions because they do not support mixing read and write operations.

Scalability. The scalability of system and data storage is handled automatically by the cloud provider.

Design goal. ZooKeeper achieves high availability with multiple replicas of the dataset. We achieve the same goal by using automatically replicated cloud storage with a flexible billing model.

4.2 Timestamps

To guarantee the consistency of updates, we need to define a total ordering of modifications in the system. The system state counter \( s \) is an integer representing the timestamp of each system change in FaaSKeeper. Each transaction modifies the state counter atomically, providing a total ordering of all processed modification requests. The epoch counter is associated with a state counter and includes the watch notifications pending while the transaction represented by the state counter was in progress. The epoch counter provides an ordering between notifications and changes in a system with decentralized processing of write and read requests.

**Algorithm 1** A pseudocode of the writer function.

```python
function Writer(updates)
    for each client, node, op, args in updates do
        oldData = Lock(node) ➀
        if not IsValid(op, args, oldData) then ➁
            NOTIFY(client, FAILURE)
        s' = TimestampIncrease ➂
        newData = CommitUnlock(node, op, args, s') ➃
        DistributorPush(client, node, newData, s')
```

4.3 Writer

FaaSKeeper replaces the single-leader design of ZooKeeper with concurrently operating writer functions to enhance the system’s reliability and performance.

Function. The writer function processes user requests in a FIFO order (Alg. 1). The function acquires a lock on the node (➀) to prevent concurrent updates, verifies the correctness of the operation (➁), e.g., checking that a newly created node does not exist and the conditional update can be applied. Finally, the system timestamp is increased \( s \leftarrow s + 1 \) (➂), the data is secured in the system storage (➃), and the results are propagated to the distributor queue to update user data storage. Data is not updated if the lock has expired.

Example. The timestamp is \( s = 5 \), and two writer instances accept updates simultaneously. They request new timestamps from the system, and depending on the order the transactions are processed, the possible timestamp assignments are 5, 6 and 6, 5.

Scalability. FaaSKeeper parallelizes the processing of write requests, as it requires multiple operations on the system storage and relies on optimistic concurrency. When ZooKeeper clients modify different nodes, FaaSKeeper can apply state modifications concurrently. Then, the throughput of write requests is limited by the scalability of cloud storage only and atomic timestamp increments. When clients apply changes to the same node, no parallelization is possible in ZooKeeper’s consistency model. FaaSKeeper prevents resource starvation in this scenario by applying exponential backoff to locking [45].

Queue. Clients send requests in parallel, and queue invoking functions provides the ordering for a single client. A function concurrency limit of one instance per queue gives an ideal batching opportunity while upholding ordering guarantees. Consecutive requests cannot be reordered, but the first stages of a request (➀, ➁) can be executed while its predecessor is committed to the storage (➂, ➃). Thus, the writer function is a sequence of operations on the system storage that can be pipelined, improving the system’s efficiency. The pipelining corresponds to ZooKeeper’s processing of subsequent requests while ensemble servers accept preceding
requests. Unfortunately, available serverless queues prevent functions from handling new requests before finishing the previous invocation, forcing draining of the pipeline.

**Implementation.** We select a cloud queue that fulfills the following requirements: (a) invokes functions on messages, (b) upholds FIFO order, (c) allows limiting the concurrency of functions to a single instance, (d) support batching of data items. The requirements guarantee that requests are not reordered (Z2), while (d) ensures efficient processing of frequent invocations in a busy system. We use the AWS SQS with batched Lambda invocations [65] because it performs better than DynamoDB Streams (Sec. 5.2).

**Design goal.** The concurrent writer functions and queues enable scaling up the processing to match the increasing number of clients in the system while upholding the FIFO order for a single client.

**Requirement #4: Queues.** Serverless functions require queues to support the ordering and reliability of invocations. However, queues that use discrete batches prevent efficient stream processing with serverless functions. Instead, functions should continuously poll for new items in the queue to keep the pipeline saturated.

### 4.4 Distributor

The **distributor** queue and function are responsible for updating user data storage and sending watch notifications. A distributor queue is necessary to ensure that changes to user data stores are not reordered since concurrent updates could violate consistency (Z2). FaaSKeeper uses the additional region-wide epoch counter to ensure that client’s consistent view of the data is not affected.

**Function.** The **distributor function** (Algorithm 2) delivers the updates to each regional data store (O). The function must ensure that updates are not reordered in a single storage unit, but the process can be parallelized across regions. Since parallel writers apply the updates independently, it could happen that two updates x, y processed by different writers are ordered such that x < y, but they are received in a reversed order by the distributor and cannot be applied directly (Z2). The unlikely interleaving is handled by sorting the updates (O) according to their timestamp. However, it can still happen that updates x, y are reordered and scheduled in subsequent batches, and the sorting does not solve the problem there. The “most recent data seen” MRD counter (O) catches delayed transactions in such a case (O), and their transaction counter s’ is updated such that s’ > MRD (O). Adjusting a timestamp is safe: the intra-session ordering is preserved, and the inter-session ordering is not specified and can be changed before the result is visible to the user (Z2). The node data in system storage is updated unless the writer has processed subsequent modifications. The consecutive updates from this writer are corrected thanks to the MRD counter, and the system timestamp is updated to propagate the timestamp shift to future requests. However, a state persists between serverless invocations to retain the value. The MRD value is stored in the storage, and the load operation is optimized away on a warm start.

**Example.** Writers w1, w2 push updates with s_{w1} = 5 and s_{w2} = 6. Later, w1 processes update s’_{w1} = 7. However, s_{w2} appears before s_{w1} in the distributor queue, and the latter is scheduled in the next function invocation. s_{w2} is committed with a timestamp 7 since s_{w1} < MRD = 6. The update with s’_{w1} = 7 will be readjusted to 8.

**Implementation.** When committing data to user storage, we attempt to update only changed data to avoid unnecessary network traffic. While DynamoDB offers this feature, the update operation of S3 requires the complete replacement of data. Thus, even if a change involves only node’s children, the distributor function needs to download user node data to conduct the update operation.

**Requirement #5: Statefulness.** Stateful functions are necessary for some use-cases, and FaaS systems should support efficient retrieval of a function’s state from storage.

**Requirement #6: Partial updates.** To increase efficiency of storage write operations, cloud storage could support partial updates by allowing writing data stream of a given size to specified object at the user-defined offset.

**Scalability.** The clients must not see new data before receiving notification preceding it (Ordered Notifications Z2), and stalling updates until all notifications are delivered would put severe performance limitations. Instead, we propose to use epoch counters to associate updates with active watches and help clients detect when the reordering of notifications and read operations occurs. Each watch is assigned a unique identifier, and multiple clients can be assigned to a single watch instance. The epoch counter is updated with identifiers of active watches (O), and it can be updated independently between regions since it does not determine the global order (Z2). After committing the update, an independent function is invoked to deliver notifications in parallel (O), and the counter is readjusted once all notifications are delivered (O).

**Design goal.** The distributor provides the final component to guarantee that writes and notifications offer strong consistency when the single writer is replaced with independent functions and the storage is split between data and system state. ZooKeeper does not have a corresponding entity, as the servers resolve the ordering.

### 4.5 Client

The elimination of the ZooKeeper server from the data access path provides lower operating costs, but it puts on the client the responsibility of ordering read and write operations with watch notifications. We propose to implement a client-side, queue-like data structure (Figure 8). A background thread receives notifications and replies

---

**Algorithm 2 A pseudocode of the distributor function.**

```
global epoch, MRD
function DISTRIBUTOR(state, updates)
    (epoch, MRD) = LOAD(state)
    Sort(updates)
    for each region in parallel do
        for each client, node, data, s’, writerID in updates do
            w = WATCHES(node)
            if s’ < MRD(region) then
                s’ = TIMESTAMPADJUST(node, s’, writerID)
            DATAUPDATE(region, data, s’, epoch)
            INVOKEWATCH(region, w, WATCHCALLBACK)
            epoch[region] = epoch[region] + w
            MRD[region] = s’
            if FINISHED(node) then
                NOTIFY(client, SUCCESS)
    WAITALL(WATCHCALLBACK)
    SAVE(state, (epoch, MRD))

function WATCHCALLBACK(echo, region, w)
    epoch[region] = epoch[region] - w
```

---
Figure 8: Client library: ordering requests and watch notifications according to the client FIFO and timestamp order.

4.7 Compatibility with ZooKeeper

While FaaSKeeper aims to provide full compatibility with ZooKeeper, we make minor adjustments due to the limitations of cloud services and the serverless model. The user data storage in S3 supports the ZooKeeper limit of 1 MB of user data in a node. However, DynamoDB and SQS have the size restriction of 400 and 256 kB, respectively, limiting the maximum size of data sent by users to the system. FaaSKeeper can support larger nodes by using temporary S3 objects to transmit write requests and splitting nodes in the system storage. Furthermore, Zookeeper nodes can have their permissions defined using access control lists (ACLs). In FaaSKeeper, write permissions are implemented in functions thanks to the protection boundary between caller and callee, and read permissions can be enforced with ACL of cloud storage. Finally, FaaSKeeper requires additional logic on the client side to handle concurrent write and read requests. We encapsulate it in the client library and allow users to switch to a more complex client at no additional cost and work. There, we provide the same ordering and consistency guarantees for multithreaded applications as ZooKeeper [10].

5 EVALUATION

The major design goal of FaaSKeeper is a flexible cost model with affordable performance overheads. In this section, we present a detailed evaluation of cloud-native serverless primitives and FaaSKeeper features, focusing on system latencies and cost models. We answer the following evaluation questions.

§ 5.1 Can synchronization primitives enable efficient processing?
§ 5.2 Do serverless queues provide cheap and fast invocations?
§ 5.3 How fast are cloud-native read requests in FaaSKeeper?
§ 5.4 How expensive is the processing of write requests?
§ 5.5 What are the cost savings in service monitoring?
§ 6 What is the cost break-even point for FaaSKeeper?

Evaluation Platform We deploy FaaSKeeper in the AWS region us-east-1. The deployment consists of four functions, AWS SQS queue, and three DynamoDB tables storing system state, a users list, and a watch list. Functions are allocated with 2048 MB of memory if not specified otherwise. Additionally, we use a DynamoDB table or an S3 bucket for user data storage. FaaSKeeper is implemented in Python with the help of standard library tooling for multithreading. Benchmarks are implemented using Python 3.8.10, and we run microbenchmarks and FaaSKeeper clients from a t3.medium virtual machine with Ubuntu 20.04 in the same cloud region. Furthermore, we deploy ZooKeeper 3.7.0 on a cluster of three t3.small EC2 virtual machines running Ubuntu 20.04.
5.1 Synchronization primitives

The serverless synchronization primitives are a fundamental building block for FaaSKeeper operations that allow concurrent and safe updates. Primitives are implemented using conditional update expressions of DynamoDB [64], and we evaluate the overheads and scalability on this datastore system.

Latency. We evaluate the latency of each operation by performing 1000 repetitions on warmed-up data and present results in Table 9a. Each timed lock operation requires adding 8 bytes to the timestamp. However, the operation time increases significantly with the item size, even though large data attributes are neither read nor written in this operation. This conditional and custom update adds 2.5 ms to the median time of a regular DynamoDB write, and large outliers further degrade the performance. This result further proves the need to disaggregate the frequently modified system storage from the user data store, where items can store hundreds of kilobytes of data. Then, we evaluate the atomic counter, and atomic list expansion by expanding the list with a varying number of new items, each one of 1 kB size. This operation allows users to efficiently add new watches by extending the list of watches in storage with a single operation. We observe the same outlier problem on both operations as with timed locks.

Throughput. Timed locks should allow FaaSKeeper users to conduct independent updates concurrently. We evaluate a pair of read and write operations and compare our locks with a standard version that does not permit safe parallelization. We measure the median throughput over a range of five seconds and vary the workload, as well as the number of processes sending requests. We use the c4.2xlarge VM as a client to support this multiproduct benchmark (Figure 9b). Even though locks increase the latency of the update operation, the locked version still achieves up to 84% efficiency when handling over 100 requests per second from ten clients concurrently. This result agrees with previous findings that DynamoDB scales up to thousands of transactions per second [66], and

| Primitive                | Size | Min | p50 | p95 | p99 | Max  |
|-------------------------|------|-----|-----|-----|-----|------|
| Regular                 | 1 kB | 3.95| 4.35| 4.79| 6.33| 60.26|
| DynamoDB write          | 64 kB| 6.54| 6.31| 7.08| 7.23| 121.64|
| Timed lock acquire      | 1 kB | 6.13| 6.8 | 8.13| 14.14| 65.32|
|                         | 64 kB| 7.82| 67.16| 71.71| 90.56| 177.92|
| Timed lock release      | 1 kB | 6.03| 6.62| 7.94| 12.52| 78.44|
|                         | 64 kB| 6.38| 65.2| 70.33| 92.15| 222.64|
| Atomic counter          | 1    | 5.14| 5.89| 5.0 | 10.71| 21.12|
| Atomic list append      | 1024 | 16.72| 76.01| 184.02| 187.47| 249.23|

(a) Latency of synchronization primitives for varying item size (lock) and list append length (atomic list).

(b) Throughput of standard and locked DynamoDB updates.

Figure 9: Synchronization primitives on AWS DynamoDB.

5.2 Serverless Queues

Queues improve performance by batching requests for the pipelined writing process are necessary to provide ordering (Sec. 4.4) AWS offers two cloud-native queues with pay-as-you-go billing and function invocation on new messages: SQS and DynamoDB Streams. For FaaSKeeper, we need to select a queue that adds minimal invocation overhead and allows users to achieve sufficient throughput. Queue. For SQS [68], we need to enable the FIFO property that comes with the restriction of a maximum batch size of 10. We compare against the standard version to estimate potential overheads of ordering on a queue with a small batch size. For AWS DynamoDB streams, we configure database sharding to guarantee that all new items are stored in a table are processed in order [69]. We restrict the function’s concurrency to permit only one instance at a time.

Latency. First, we measure the end-to-end latency triggering an empty function that only returns a dummy result to the user with a TCP connection. We consider the best-case scenario of warm invocations that use a cached TCP connection to the same client. The median round-trip latency to client was 864 μs. In addition to queues, we measure direct function invocations to estimate the effects of user-side batching without cloud proxies, and we present results in Table 10a. Surprisingly, the FIFO queue achieves the lowest latency and is significantly faster than a direct Lambda invocation. Thus, offloading FaaSKeeper requests using SQS-based invocation comes with approximately 20ms of overhead.

Throughput. Here, we verify how well queues perform with batching and high throughput loads. The queue triggers a function that establishes a connection to the client, and the client measures the median throughput across 10 seconds (Figure 10b). FIFO queues saturate at the level of a hundred requests per second. Meanwhile, DynamoDB and standard SQS experience huge variance, leading to message accumulation and bursts of large message batches. Thus, we cannot expect to achieve higher utilization in FaaSKeeper with

(b) Throughput of function invocations with 64B payload.

Figure 10: Function invocations with serverless queues.

The throughput of serverless operations on DynamoDB is limited by Lambda’s parallelism and not by storage scalability [67].

Takeaway. Our synchronization primitives introduce a few milliseconds of overhead per operation and allow for efficient parallel processing of FaaSKeeper writes up to 1200 requests per second.
5.3 Read Operations

ZooKeeper is a system designed for fast read operations, and our serverless FaaSKeeper must also offer efficient reads. We evaluate the get_data operation that retrieves a node from storage, timing the retrieval on the user side. In addition to the persistent S3 storage selected as the user data store, we evaluate DynamoDB and compare FaaSKeeper against ZooKeeper. We repeat the measurements 100 times for each node size and present results in Figure 11.

While using DynamoDB can be tempting to provide lower latency on small nodes, this NoSQL database is not designed to serve as a persistent and frequently read data store. Even though it is price efficient up to 4 kB of data, the cost grows quickly: reading 128 kB data is 20x more expensive than S3 since the latter costs only $0.4 for one million reads. ZooKeeper offers much lower latency as it serves data from memory over a warm TCP connection. FaaSKeeper could offer a microsecond-scale read latency by incorporating an in-memory database [39]: these are now only becoming available in a pay-as-you-go billing model [70].

Sorting results, handling watches, and deserializing data adds between 1.9 and 2.5% overhead in our Python implementation.

Takeaway. FaaSKeeper offers fast reads whose performance is bounded by the latency and throughput of the underlying cloud storage. The cost is stable and depends on users’ activity only.

5.4 Write Operations

We evaluate the performance of the set_data operation that replaces node contents. In addition to measuring total operation time as visible by the client, we measure the execution times of writer and distributor functions. We measure functions for varying memory allocations, and compare our framework against ZooKeeper. The results in Figure 12 show that while the distributor and writer functions run for less than 200 ms each, most of the time is spent on queueing, moving data, invoking functions.

ZooKeeper achieves lower write latency because of the overheads of queueing, invocations, and operations on DynamoDB. To locate the bottleneck of parallel processing in FaaSKeeper, we measure the relative time distribution of the writer function. While synchronization operations stay relatively constant, operations with large data dominate the runtime of functions due to pushing updated nodes to the distributor queue.

Takeaway. The performance of write operations is bounded by data transmission to the distributor queue. FaaSKeeper motivates the need for more efficient serverless queues.

5.5 Service Monitoring

An essential part of ZooKeeper is monitoring the status of clients. Automatic removal of non-responsive clients allows for reliable leader election and synchronization protocols. We estimate the time and resources needed for FaaSKeeper to periodically verify client’s status using the heartbeat function. We present results averaged from 100 invocations in Figure 13.

The execution time decreases significantly with the memory allocation, corresponding with previous findings on I/O in serverless [28, 29]. While we observe significant variance and long tail latency on the function with the largest memory allocation, this is not a concern for an operation that does not lie on the critical path.

We estimate the cost of monitoring over the entire day, with the highest available frequency on AWS Lambda of an execution every minute. The cost of the function is defined by the computation time and the cost of scanning a DynamoDB table storing the list of users. With the function taking less than 100ms for most configurations, the overall allocation time over 24 hours is less than 0.2% of the entire day. Thus, even for more frequent invocations and more clients, we offer status monitoring for a fraction of VM price.

Takeaway. The serverless heartbeat function replaces a persistent VM allocation and achieves the same goal of client monitoring while reducing the resource allocation time by a huge margin.
Break-even: 1M requests.

**FaaSKEEPER COST**

The final and most important evaluation is comparing the price of running an elastic FaaSKeeper instance compared to Zookeeper.

**FaaSKeeper Costs**

We present cost models for read and write operations of size of 5 kilobytes, as the daily monitoring costs are very low. Model parameters are summarized in the Table 4.

**Reading**

The cost of reading operation is limited to storage access, as all computing is performed by the client library.

\[
\text{Cost}_R = R_{S3}(s)
\]

**Writing**

The cost of writing is separated into computing and storage. There are two queue operations, synchronization in the writer, writing data to user store, and two function executions. For both functions, we use regression to estimate linear cost models using data from Sec. 5.4, with \( R^2 \) scores between 0.97 and 0.999.

\[
\text{Cost}_W = 2 \cdot Q(s) + 3 \cdot W_{DD}(1) + W_{S3}(s) + F_W + F_D
\]

**Storage**

The databases and queues do not generate any inactivity charges except for retaining data in the cloud. Storing user data in S3 with FaaSKeeper is 3.47x cheaper than storing the same data in block distribution of functions increases to 31%. Since many user nodes do not contain a large amount of data, FaaSKeeper can handle the daily traffic of hundreds of thousands of requests while providing lower costs than ZooKeeper. Contrary to the standard ZooKeeper instance, the serverless design allows us to shut down the processing components while not losing any data: the heartbeat function is suspended after the deregistration of the last client, and the only charges come from the durable storage of the system and user data.

**7 RELATED WORK**

**Serverless for Storage**

Wang et al. [71] use serverless functions as cheap and ephemeral in-memory storage for elastic cache systems. Functions have been used to build data analytics [72] and query engines [73] on top of cloud storage. Boki provides stateful computing on shared logs [74]. DynamoDB is used to build transactional workflows with locks in Beldi [67] and a fault-tolerance shim AFT [66].

**Elastic Storage**

Cloud-native storage solutions are known for elastic implementations that scale well with changes in workload [75]. Examples of reconfiguration controllers include a reactive model using CPU utilization as the primary metric for scaling of the Hadoop Distributed File System [76], a feedforward and feedback controller for key-value storage to resize the service and minimize SLO violations [77], a workload-aware heterogeneous reconfiguration engine for HBase [78], a workload predictor with cost-aware reconfiguration [79], latency monitoring and forecasting in database-agnostic replication techniques [8]. PolarDB is a recent example of a database with disaggregated CPU and memory allocations and a serverless billing model [21]. In contrast, ZooKeeper requires autoscaling procedures that integrate the state ordering guarantees. FaaSKeeper does not require a dedicated elasticity controller since our service scales up and down automatically thanks to the auto-provisioning of serverless functions and databases.

**ZooKeeper**

Other authors explored different ideas to improve the performance, availability, and reliability of ZooKeeper. Stewart et al. [80] replicated ZooKeeper contents on multiple nodes to provide predictable access latencies. Distler et al. [11] introduced pluggable extensions into ZooKeeper to increase the performance of coordination patterns by performing additional work atomically on the server. The performance of ZooKeeper’s atomic broadcast protocol has been increased with a direct hardware implementation: István et al. [81] presented an FPGA implementation, and Stalder [82] presented an implementation offloading to network interface card (NIC) with the help of PsPIN [83]. Shen et al. [16] proposed a system for live VM migration to improve the performance of geographical migration and reconfiguration of ZooKeeper nodes.

**8 DISCUSSION**

We now discuss how our requirements are supported in emerging platforms, how our blueprint can help design other applications, and how the cloud-agnostic design facilitates cloud portability.

**Can serverless systems support our requirements?**

We specify seven requirements to define features currently missing in the commercial FaaS systems that are necessary to support distributed, stateful, and scalable applications. The requirements align with the major serverless challenges [27, 84] and are supported in research FaaS platforms. Emerging systems provide microsecond-scale latency [41, 85]. New storage systems satisfy the latency, consistency, and flexibility requirements of functions [39, 40, 44, 86]. Furthermore, stateful serverless is becoming the new norm in_CODE Trophy --- Court Bank
FaasKeeper: a Blueprint for Serverless Services

How do our design principles generalize to other applications? The paper demonstrates how the blueprint allows us to design a fully serverless variant of ZooKeeper. This distributed service demonstrates many critical issues in FaaS, such as stateful functions, fast and flexible storage, and synchronization. However, the design requirements (Tab. 1, p. 1) and principles of decoupling state, computations, and communication (Fig. 4, p. 5) can also improve other FaaS applications. Serverless machine learning would benefit from decoupling training data and gradient exchange storage and mapping them to best fitting serverless storage layers. The serial gradient accumulation could be parallelized with our locking primitives. Porting microservices to FaaS [4] requires mapping function’s state and cross-function sharing to cloud storage layers and mapping function communication to serverless queues. Message queues are used already for communication and batching inputs for functions, and one-third of serverless applications need messaging and event-based programming, respectively. With the increase towards incorporating serverless computing into unmodified parallel applications, the pressure will increase on supporting efficient synchronization primitives that do not require dedicated, non-serverless storage.

How can FaasKeeper be ported to other clouds? The cloud-agnostic design makes it easy to port FaasKeeper to another cloud system. To that end, we need only to map functions, queue, storage, and synchronization primitives to available cloud services. We demonstrate it on the examples of Microsoft Azure and Google Cloud (GC). First, Azure Functions and GC Functions support pay-as-you-go billing and the three major trigger types. FIFO queues with function invocations are offered by GC Pub/Sub and Azure Service Bus, albeit the latter does include an upkeep fee with a granularity of one hour. Azure Blob Storage and GC Storage are strongly consistent user data stores. Finally, we need to find a service that satisfies the system’s storage latency and cost requirements while permitting the implementation of synchronization primitives. We can use Azure CosmosDB [37] with its optimistic concurrency control and GC Datastore [101] with read-write transactions. Alternatively, the synchronization primitives can be implemented as scripts and transactions in low-latency stores such as Redis [103] and Anna [104].

9 CONCLUSIONS

As the tools and mechanisms of cloud computing adapt to the needs of an ever-growing FaaS landscape, creating powerful, fast, and fairly priced serverless services is becoming possible. To facilitate the development of serverless services, we identified seven requirements that cloud providers must fulfill to ensure functionality and good performance. In this work, we have introduced a design blueprint for creating efficient serverless services and built FaasKeeper, a serverless coordination service offering the same consistency guarantees and interface as Zookeeper. FaasKeeper allows for elastic deployment that matches system activity, reducing the cost of some configurations by a factor of 37.5.

A ZOOKEEPER

Below we summarize the provided consistency requirements briefly, considering the case of $M$ clients $C_1, \ldots, C_M$ using a ZooKeeper instance consisting of $N$ servers $S_1, \ldots, S_N$.

Atomicity. Write requests never lead to partial results. They are accepted and persistently committed by ZooKeeper or they fail.

Linearized Writes. If a client $C_i$ sends update request $u$ before request $v$, and both are accepted, then it must hold that $u$ “happens before” $v$, i.e., $u < v$. The guarantee holds for a single session. When clients $C_i$ and $C_j$ send requests $u_1, u_2, \ldots$ and $v_1, v_2, \ldots$, respectively, the ordering between any $u_i$ and $v_j$ is not defined.

Single and Reliable System Image. The order of successful updates is visible as identical to every client: for any updates $u$ and $v$, if a client $C$ connected to a server $S$ observes that $u < v$, it must hold that $u < v$ for any client $C'$ connected to any server $S'$. Furthermore, if a client $C$ observes node $Z$ with version $V$, it cannot later see the node $Z$ with version $V'$ such that $V' < V$. Even if a session mechanism switched servers due to failure or network outage, each view of the system will become up-to-date after bounded time, or a disconnection notification will be delivered (timeliness). Accepted updates are never rolled back.

Ordered Notifications. Watch notifications are delivered in the order of updates that triggered them. Their ordering with respect to other notifications and writes must be preserved. If an update $u$ triggers a watch notification for a client $C$, the client must observe the notification before seeing any data touched by transaction $v$ such that $u < v$. In particular, if a client $C$ has a watch registered on any node $Z$ with version $V$, it will receive watch notification before seeing any data associated with node $Z$ with version $V'$ such that $V < V'$. The property outlined above is global, i.e., it affects all changes preceded by the notification, not only changes related to watches registered by the client.

B FAASKEEPER CONSISTENCY MODEL

Atomicity. The updates in the system storage are performed in a single operation on the key-value storage that is guaranteed to be atomic. The results of the operation are eventually propagated to all data replicas. Incorrect operations have no effect on the system.

Linearized Writes. Updates are processed in a FIFO order by the writer function. The queue guarantees that only a single writer instance can be active at a time, and the function is not allowed to reorder any two requests unless they come from a different session. Therefore, any two update requests $u, v$ in the same session cannot be assigned timestamp value such that $u \geq v$. The single distributor instance guarantees that clients reading from user data never observe $v$ before $u$. Different sessions can use different queues and see their respective requests be reordered, which conforms to ZooKeeper’s undefined ordering of requests between clients.

Single and Reliable System Image. Nodes are stored in a cloud storage with automatic replication and a strongly consistent read must always return the newest data. Thus, if a client $C$ observes updates $u, v$ such that $u < v$, all other clients must read either the
Ordered Notifications. FaaSKeeper guarantees that transactions with timestamp $\tau$ are not visible before receiving all notifications corresponding to updates $\nu'$ such that $\nu' < \tau$. When a read returns node with timestamp $\tau'$, it is first compared with the MRD value of the current session. If $\tau < \text{MRD}$, then by the transitive property of the total order, any pending watch notifications must be newer than $\tau$, and data is safe to read. Otherwise, the are two possible situations: (a) a watch notification relevant to the client was active but not yet delivered (in Alg. 2) before storing $\nu$ (there), and (b) no relevant watch notifications are being processed.

In the former case, if a transaction $\nu'$ triggers watch $\nu$, it is added to the $\text{epoch}$ counter (before committing $\nu$). Thus, for each transaction following $\nu'$, watch $\nu$ must be included in the $\text{epoch}$ unless the notification is delivered to each client (9). This prevents the client from seeing transaction $\nu$ unless notification of watch $\nu$ is delivered. In the latter case, the client library releases the data immediately because watch $\nu$ is not present in the $\text{epoch}$.
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REFERENCES

[1] Michael Armbrust, Armando Fox, Rex Grifith, Anthony D. Joseph, Randy Katz, Andrew Konwinski, Gunho Lee, David Patterson, Ariel Rabkin, Ion Stoica, and Matei Zaharia. 2010. A View of Cloud Computing. Commun. ACM 53, 4 (April 2010), 50–58. https://doi.org/10.1145/1721654.1721672

[2] James M. Kaplan, William Forrest, and Noah Kindler. 2008. Revolutionizing data center energy efficiency. McKinsey & Company (2008), 1–13.

[3] Robert Birke, Lydia Y. Chen, and Evgenia Smirni. 2012. Data Centers in the Cloud: A Large Scale Performance Study. In 2012 IEEE Fifth International Conference on Cloud Computing. 336–345. https://doi.org/10.1109/CLOUD.2012.87

[4] Zewen Jin, Yiming Zhu, Jiaan Zhu, Dongbo Yu, Cheng Li, Ruichuan Chen, and data is safe to read. Otherwise, the are two possible situations: (a) a watch notification relevant to the client was active but not yet delivered (in Alg. 2) before storing $\nu$ (there), and (b) no relevant watch notifications are being processed.

In the former case, if a transaction $\nu'$ triggers watch $\nu$, it is added to the $\text{epoch}$ counter (before committing $\nu$). Thus, for each transaction following $\nu'$, watch $\nu$ must be included in the $\text{epoch}$ unless the notification is delivered to each client (9). This prevents the client from seeing transaction $\nu$ unless notification of watch $\nu$ is delivered. In the latter case, the client library releases the data immediately because watch $\nu$ is not present in the $\text{epoch}$.

REFERENCES

[1] Michael Armbrust, Armando Fox, Rex Grifith, Anthony D. Joseph, Randy Katz, Andrew Konwinski, Gunho Lee, David Patterson, Ariel Rabkin, Ion Stoica, and Matei Zaharia. 2010. A View of Cloud Computing. Commun. ACM 53, 4 (April 2010), 50–58. https://doi.org/10.1145/1721654.1721672

[2] James M. Kaplan, William Forrest, and Noah Kindler. 2008. Revolutionizing data center energy efficiency. McKinsey & Company (2008), 1–13.

[3] Robert Birke, Lydia Y. Chen, and Evgenia Smirni. 2012. Data Centers in the Cloud: A Large Scale Performance Study. In 2012 IEEE Fifth International Conference on Cloud Computing. 336–345. https://doi.org/10.1109/CLOUD.2012.87

[4] Zewen Jin, Yiming Zhu, Jiaan Zhu, Dongbo Yu, Cheng Li, Ruichuan Chen, and data is safe to read. Otherwise, the are two possible situations: (a) a watch notification relevant to the client was active but not yet delivered (in Alg. 2) before storing $\nu$ (there), and (b) no relevant watch notifications are being processed.

In the former case, if a transaction $\nu'$ triggers watch $\nu$, it is added to the $\text{epoch}$ counter (before committing $\nu$). Thus, for each transaction following $\nu'$, watch $\nu$ must be included in the $\text{epoch}$ unless the notification is delivered to each client (9). This prevents the client from seeing transaction $\nu$ unless notification of watch $\nu$ is delivered. In the latter case, the client library releases the data immediately because watch $\nu$ is not present in the $\text{epoch}$.

REFERENCES

[1] Michael Armbrust, Armando Fox, Rex Grifith, Anthony D. Joseph, Randy Katz, Andrew Konwinski, Gunho Lee, David Patterson, Ariel Rabkin, Ion Stoica, and Matei Zaharia. 2010. A View of Cloud Computing. Commun. ACM 53, 4 (April 2010), 50–58. https://doi.org/10.1145/1721654.1721672

[2] James M. Kaplan, William Forrest, and Noah Kindler. 2008. Revolutionizing data center energy efficiency. McKinsey & Company (2008), 1–13.

[3] Robert Birke, Lydia Y. Chen, and Evgenia Smirni. 2012. Data Centers in the Cloud: A Large Scale Performance Study. In 2012 IEEE Fifth International Conference on Cloud Computing. 336–345. https://doi.org/10.1109/CLOUD.2012.87

[4] Zewen Jin, Yiming Zhu, Jiaan Zhu, Dongbo Yu, Cheng Li, Ruichuan Chen, and data is safe to read. Otherwise, the are two possible situations: (a) a watch notification relevant to the client was active but not yet delivered (in Alg. 2) before storing $\nu$ (there), and (b) no relevant watch notifications are being processed.

In the former case, if a transaction $\nu'$ triggers watch $\nu$, it is added to the $\text{epoch}$ counter (before committing $\nu$). Thus, for each transaction following $\nu'$, watch $\nu$ must be included in the $\text{epoch}$ unless the notification is delivered to each client (9). This prevents the client from seeing transaction $\nu$ unless notification of watch $\nu$ is delivered. In the latter case, the client library releases the data immediately because watch $\nu$ is not present in the $\text{epoch}$.
FaasKeeper: a Blueprint for Serverless Services

[32] 2006. AWS S3. https://aws.amazon.com/s3/. Accessed: 2022-01-30.
[33] 2008. Azure Blob Storage. https://azure.microsoft.com/en-us/services/storage/blob/. Accessed: 2022-01-30.
[34] 2010. Google Cloud Storage. https://cloud.google.com/storage. Accessed: 2022-01-30.
[35] 2011. AWS S3: Troubleshooting replication. https://docs.aws.amazon.com/AmazonS3/latest/userguide/replication-troubleshoot.html. Accessed: 2022-01-30.
[36] 2012. AWS SQS High Throughput Mode for SQS. https://aws.amazon.com/about-aws/solutions/systems/architecture-guide/high-throughput-mode-for-fifo-queues/. Accessed: 2022-01-30.
[37] 2021. AWS SQS High Throughput Mode for SQS. https://aws.amazon.com/about-aws/whats-new/2021/05/amazon-sqs-now-supports-a-high-throughput-mode-for-fifo-queues/. Accessed: 2022-01-30.
[38] 2020. Using AWS Lambda with Amazon DynamoDB. https://docs.amazonaws.cn/en_us/lambda/latest/dg/with-dynamodb.html. Accessed: 2022-01-30.
[39] 2021. Upstash: Serverless Database for Redis. https://upstash.com/. Accessed: 2022-01-30.
[40] 2018. AWS Lambda with Amazon SQS. https://aws.amazon.com/sqs/latest/dg/with-sqs.html. Accessed: 2022-01-30.
[41] 2019. Using Expressions in DynamoDB. https://docs.aws.amazon.com/amazondynamodb/latest/developerguide/Expressions.html. Accessed: 2022-01-30.
[42] 2021. Using AWS Lambda with Amazon SQS. https://aws.amazon.com/sqs/latest/dg/with-sqs.html. Accessed: 2022-01-30.
[43] 2020. Upstash: Serverless Database for Redis. https://upstash.com/. Accessed: 2022-01-30.
[44] 2019. AWS Lambda with Amazon DynamoDB. https://docs.aws.amazon.com/amazondynamodb/latest/developerguide/Expressions.html. Accessed: 2022-01-30.
[45] 2020. Upstash: Serverless Database for Redis. https://upstash.com/. Accessed: 2022-01-30.
[46] 2021. AWS Lambda with Amazon SQS. https://aws.amazon.com/sqs/latest/dg/with-sqs.html. Accessed: 2022-01-30.
[47] 2020. Using AWS Lambda with Amazon DynamoDB. https://docs.amazonaws.cn/en_us/lambda/latest/dg/with-dynamodb.html. Accessed: 2022-01-30.
[48] 2021. Upstash: Serverless Database for Redis. https://upstash.com/. Accessed: 2022-01-30.
[49] 2018. AWS Lambda with Amazon SQS. https://aws.amazon.com/sqs/latest/dg/with-sqs.html. Accessed: 2022-01-30.
[50] 2020. Using AWS Lambda with Amazon DynamoDB. https://docs.amazonaws.cn/en_us/lambda/latest/dg/with-dynamodb.html. Accessed: 2022-01-30.
[51] 2021. Upstash: Serverless Database for Redis. https://upstash.com/. Accessed: 2022-01-30.
[52] 2018. AWS Lambda with Amazon SQS. https://aws.amazon.com/sqs/latest/dg/with-sqs.html. Accessed: 2022-01-30.
[53] 2020. Using AWS Lambda with Amazon DynamoDB. https://docs.amazonaws.cn/en_us/lambda/latest/dg/with-dynamodb.html. Accessed: 2022-01-30.
[54] 2021. AWS S3: Troubleshooting replication. https://docs.aws.amazon.com/AmazonS3/latest/userguide/replication-troubleshoot.html. Accessed: 2022-01-30.
[55] 2018. AWS Lambda with Amazon SQS. https://aws.amazon.com/sqs/latest/dg/with-sqs.html. Accessed: 2022-01-30.
[56] 2020. Using AWS Lambda with Amazon DynamoDB. https://docs.amazonaws.cn/en_us/lambda/latest/dg/with-dynamodb.html. Accessed: 2022-01-30.
[57] 2021. Upstash: Serverless Database for Redis. https://upstash.com/. Accessed: 2022-01-30.
[58] 2018. AWS Lambda with Amazon SQS. https://aws.amazon.com/sqs/latest/dg/with-sqs.html. Accessed: 2022-01-30.
[59] 2020. Using AWS Lambda with Amazon DynamoDB. https://docs.amazonaws.cn/en_us/lambda/latest/dg/with-dynamodb.html. Accessed: 2022-01-30.
[60] 2018. AWS Lambda with Amazon SQS. https://aws.amazon.com/sqs/latest/dg/with-sqs.html. Accessed: 2022-01-30.
[61] 2020. Using AWS Lambda with Amazon DynamoDB. https://docs.amazonaws.cn/en_us/lambda/latest/dg/with-dynamodb.html. Accessed: 2022-01-30.
[62] 2021. Upstash: Serverless Database for Redis. https://upstash.com/. Accessed: 2022-01-30.
[63] 2020. Using AWS Lambda with Amazon SQS. https://aws.amazon.com/sqs/latest/dg/with-sqs.html. Accessed: 2022-01-30.
Ahmad Al-Shishtawy and Vladimir Vlassov. 2013. ElastMan: Elasticity Manager for Elastic Key-Value Stores in the Cloud. In Proceedings of the 2013 ACM Cloud and Autonomic Computing Conference (Miami, Florida, USA) (CAC ’13). Association for Computing Machinery, New York, NY, USA, Article 7, 10 pages. https://doi.org/10.1145/2465351.2465570

Ioannis Konstantinou, Evangelos Angelou, Christina Boumpouka, Dimitrios Wen Zhang, Vivian Fang, Aurojit Panda, and Scott Shenker. 2020. Kappa: Optimized Data Planes. ([n. d.]). https://spcl.inf.ethz.ch/Publications/.pdf/2020-0361525.3361535

Jiawei Jiang, Shaoduo Gan, Yue Liu, Fanlin Wang, Gustavo Alonso, Ana Klimovic, Joao Carreira, Pedro Fonseca, Alexey Tumanov, and Randy Katz. 2019. Cirrus: A Serverless Framework for End-to-End ML Workflows. In Proceedings of the 2019 ACM Conference on Cloud and Autonomic Computing (CAC ’19). Association for Computing Machinery, New York, NY, USA, 13–24. https://doi.org/10.1145/3357223.3362711

Zhipeng Jia and Emmett Witchel. 2021. Nightcore: Efficient and Scalable Serverless Computing. In Proceedings of the 11th ACM Symposium on Cloud Computing (Virtual Event, USA) (SoCC ’20). Association for Computing Machinery, New York, NY, USA, 328–343. https://doi.org/10.1145/3419111.3421277

Joseph M. Hellerstein, Jose M. Faleiro, Joseph E. Gonzalez, Johann Schleier-Smith, Vikram Sreekanti, Alexey Tumanov, and Chenggang Wu. 2018. Serverless Computing: One Step Forward, Two Steps Back. CoRR abs/1812.03651 (2018). arXiv:1812.03651 http://arxiv.org/abs/1812.03651

Marcin Copik, Alexandru Calotoiu, Konstantin Taranov, and Torsten Hoefler. 2020. Faasm: Lightweight Isolation for Efficient Stateful Serverless Computing. In 2020 USENIX Annual Technical Conference (USENIX ATC 20). USENIX Association, Salt Lake City, UT, USA, Article 413, 12 pages. https://doi.org/10.1109/MS.2020.3023302

2021. Azure Functions triggers and bindings concepts. https://docs.microsoft.com/en-us/azure/functions/functions-triggers-bindings. Accessed: 2022-01-30.

2020. Google Cloud Functions Events and Triggers. https://cloud.google.com/functions/docs/concepts/events-triggers. Accessed: 2022-01-30.

2021. Google Cloud: Using Pub/Sub to trigger a Cloud Function. https://cloud.google.com/scheduler/docs/tut-pub-sub. Accessed: 2022-01-30.

2021. Google Cloud Pub/Sub: Ordering messages. https://cloud.google.com/pubsub/docs/ordering. Accessed: 2022-01-30.

2021. Azure Service Bus: Message sessions. https://docs.microsoft.com/en-us/azure/service-bus-messaging/message-sessions. Accessed: 2022-01-30.

2021. Azure Cosmos DB: Transactions and optimistic concurrency control. https://docs.microsoft.com/en-us/azure/cosmos-db/sql/database-transactions-optimistic-concurrency. Accessed: 2022-01-30.

2013. Google Cloud Datastore. https://cloud.google.com/datastore. Accessed: 2022-01-30.

2021. Google Cloud Datastore: Transactions. https://cloud.google.com/datastore/docs/concepts/transactions. Accessed: 2022-01-30.

2013. Redis in Action: Scripting Redis with Lua. https://redis.com/ebook/part-one-next-steps/chapter-11-scripting-redis-with-lua/. Accessed: 2022-01-30.

Chenggang Wu, Jose Faleiro, Yihan Lin, and Joseph Hellerstein. 2018. Anna: A KVS for Any Scale. In 2018 IEEE 34th International Conference on Data Engineering (ICDE). 401–412. https://doi.org/10.1109/ICDE.2018.00044

Marcin Copik, Alexandru Calotoiu, Konstantin Taranov, and Torsten Hoefler. 2020. Kappa: A Programming Framework for Serverless Computing. In Proceedings of the 11th ACM Symposium on Cloud Computing (Virtual Event, USA) (SoCC ’20). Association for Computing Machinery, New York, NY, USA, 328–343. https://doi.org/10.1145/3419111.3421277

Joseph M. Hellerstein, Jose M. Faleiro, Joseph E. Gonzalez, Johann Schleier-Smith, Vikram Sreekanti, Alexey Tumanov, and Chenggang Wu. 2018. Serverless Computing: One Step Forward, Two Steps Back. CoRR abs/1812.03651 (2018). arXiv:1812.03651 http://arxiv.org/abs/1812.03651

Simon Eismann, Joel Schruener, Erwin van Eyle, Maximilian Schwenger, Johannes Grohmann, Nikolai Herbst, Cristina L. Abd, and Alexandru Iosup. 2021. Serverless Applications: Why, When, and How? IEEE Software 38, 1 (2021), 32–39. https://doi.org/10.1109/MSOFT.2020.3023302

2021. Azure Functions triggers and bindings concepts. https://docs.microsoft.com/en-us/azure/functions/functions-triggers-bindings. Accessed: 2022-01-30.

2020. Google Cloud Functions Events and Triggers. https://cloud.google.com/functions/docs/concepts/events-triggers. Accessed: 2022-01-30.

2021. Google Cloud: Using Pub/Sub to trigger a Cloud Function. https://cloud.google.com/scheduler/docs/tut-pub-sub. Accessed: 2022-01-30.

2021. Google Cloud Pub/Sub: Ordering messages. https://cloud.google.com/pubsub/docs/ordering. Accessed: 2022-01-30.

2021. Azure Service Bus: Message sessions. https://docs.microsoft.com/en-us/azure/service-bus-messaging/message-sessions. Accessed: 2022-01-30.

2021. Azure Cosmos DB: Transactions and optimistic concurrency control. https://docs.microsoft.com/en-us/azure/cosmos-db/sql/database-transactions-optimistic-concurrency. Accessed: 2022-01-30.

2013. Google Cloud Datastore. https://cloud.google.com/datastore. Accessed: 2022-01-30.

2021. Google Cloud Datastore: Transactions. https://cloud.google.com/datastore/docs/concepts/transactions. Accessed: 2022-01-30.

2013. Redis in Action: Scripting Redis with Lua. https://redis.com/ebook/part-one-next-steps/chapter-11-scripting-redis-with-lua/. Accessed: 2022-01-30.

Chenggang Wu, Jose Faleiro, Yihan Lin, and Joseph Hellerstein. 2018. Anna: A KVS for Any Scale. In 2018 IEEE 34th International Conference on Data Engineering (ICDE). 401–412. https://doi.org/10.1109/ICDE.2018.00044