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ABSTRACT

Vision-Language Pre-training (VLP) with large-scale image-text pairs has demonstrated superior performance in various fields. However, the image-text pairs co-occurrent on the Internet typically lack explicit alignment information, which is suboptimal for VLP. Existing methods proposed to adopt an off-the-shelf object detector to utilize additional image tag information. However, the object detector is time-consuming and can only identify the pre-defined object categories, limiting the model capacity. Inspired by the observation that the texts incorporate incomplete fine-grained image information, we introduce IDEA, which stands for increasing text diversity via online multi-label recognition for VLP. IDEA shows that multi-label learning with image tags extracted from the texts can be jointly optimized during VLP. Moreover, IDEA can identify valuable image tags online to provide more explicit textual supervision. Comprehensive experiments demonstrate that IDEA can significantly boost the performance on multiple downstream datasets with a small extra computational cost. Public code is available at: https://github.com/xinyu1205/IDEA-pytorch.

CCS CONCEPTS

• Computing methodologies → Computer vision tasks; Natural language processing.

Figure 1: Training vision-language models with image-text pairs co-occurrent on the Internet is suboptimal, as such supervision typically lacks explicit alignment information (the original text in upper row). We propose IDEA to provide more explicit supervision (including multiple valuable tags and texts composed by multiple tags). Our IDEA jointly trains multi-label recognition with tags from texts (shown in lower row) and identifies additional tags online (the identified tags online in upper row).

KEYWORDS

Vision-Language Pre-training; Multi-Label Recognition; Natural Language Supervision; Vision-Language Intelligence

ACM Reference Format:
Xinyu Huang, Youcai Zhang, Ying Cheng, Weiwei Tian, Ruiwei Zhao, Rui Feng, Yuejie Zhang, Yaqian Li, Yandong Guo, Xiaobo Zhang. 2022. IDEA: Increasing Text Diversity via Online Multi-Label Recognition for Vision-Language Pre-training. In Proceedings of the 30th ACM International Conference on Multimedia (MM ’22), October 10–14, 2022, Portugal, Lisbon. ACM, New York, NY, USA, 10 pages. https://doi.org/10.1145/3503161.3548108
1 INTRODUCTION

The two-stage training paradigm of “pre-training & fine-tuning” has gradually become a standard scheme in deep learning. Pre-training on large-scale datasets can significantly improve the performance and generalization of the model. Actually, large-scale data not only helps define an approximation to the target problem, but also is a necessary condition to ensure asymptotic convergence [25]. In the field of Vision-Language Pre-training (VLP), CLIP [39] and ALIGN [20] collected millions of image-text pairs for learning visual representation from natural language supervision, which has been proven to transfer to various downstream tasks, such as vision-and-language tasks [44], image tasks [18, 39, 40], and video tasks [16, 21, 35], etc. They directly align visual-linguistic features by the Image-Text Contrastive (ITC) loss and can scale up large-scale datasets benefiting from the high training efficiency. Although image-text pairs can be collected in large quantities from the Internet, the weakly textual supervision is suboptimal for VLP. The subjective texts generally cannot describe the objective image information comprehensively, which can only provide weakly supervised information. The example in Figure 1 (upper row) illustrates that the original text simply describes some abstract or implicit concepts (e.g., something, fascinating) of the image while lacking explicit alignment information (e.g., giraffe, zebra, window, etc.). We argue that the lack of textual supervision has been largely overlooked, while the attention is mainly drawn to the incredible performance by continuously scaling up the amount of data. Recently, BLIP [26] designed a dataset-bootstrapping method called CapFilt to produce more synthetic captions by pre-training the generation-based task with image-text pairs. BLIP found that more diverse captions yielded larger gains for VLP models. Besides, existing methods [29, 50] proposed that taking advantage of the visual spatial feature corresponding to the tag information could effectively improve the ability of VLP models. However, both of them rely on the off-the-shelf object detectors (e.g., Faster RCNN [41]) to extract tag information on the visual side. This can result in the following problems: (i) The ability of the object detectors has an upper limit, that is, identifying all of the pre-defined object categories; (ii) The imperfect object detectors generally remain frozen and cannot be optimized during VLP, which limits the model capacity; and (iii) The object detectors can be time-consuming, while training efficiency is crucial to scaling natural language supervision [39].

Inspired by the observation that the texts of the image-text pairs contain incomplete fine-grained image information (e.g., tags, phrases, etc.), we exploit this information to enrich supervised signals with textual information for improving visual representation learning. Concretely, we design a novel and effective VLP framework named IDEA, which stands for increasing text diversity via online multi-label recognition for vision-language pre-training. IDEA applies Image-Text Contrastive learning (ITC) with the global features obtained by image and text encoders to align the visual-linguistic features. Meanwhile, IDEA utilizes the visual spatial feature to accomplish Multi-label Recognition (MLR), which aims to identify multiple tags contained in an image. Compared with previous methods, IDEA mainly has the following advantages:

- IDEA directly utilizes image tags (including objects, scenes, attributes, actions, etc.) extracted from the texts for MLR training, so that no manual annotation is required and MLR can be jointly trained during VLP. MLR only requires an additional recognition head with a small extra computational cost without reducing the training efficiency.
- The combination of ITC with MLR can boost performance mutually, indicating that although they are two diverse vision tasks, both can essentially optimize the representation of the visual backbone.
- Moreover, IDEA can identify valuable image tags online to provide more explicit alignment information. As shown in Figure 1, the identified tags online (e.g., “giraffe,” “zebra”) can be converted into a new semantically rich textual description.

Comprehensive experiments demonstrate the effectiveness of IDEA. Specifically, IDEA significantly improves the performance on 7 out of 9 visual datasets when transferred to downstream tasks. With 213K and 3M data pre-trained, IDEA has 2.18% and 1.02% improvement on Imagenet-1k zero-shot top1 accuracy, respectively. Furthermore, the analysis experiment illustrates that the identified online image tags with high accuracy can provide practical and effective text supervision. IDEA shows that taking advantage of the fine-grained image information implied in the texts can further boost the latent capacity of the model.

2 RELATED WORK

2.1 Vision-Language Pre-training

The development of Vision-Language Pre-training (VLP) has seen a significant boost in the domain of vision-language intelligence, which aims to learn versatile visual-linguistic features. According to the modality interaction scheme, VLP can be divided into two categories [13]. (i) The fusion encoder models generally adopt a deep fusion encoder with co-attention [12, 27, 27, 34, 45] or merged attention [5, 19, 28, 29, 50] for modality interaction. The pre-training tasks of these models typically include Image-Text Matching (ITM), Masked Language Modeling (MLM), etc. (ii) The dual encoder models directly calculate cosine similarity between the modality features. Then the InfoNCE loss [47] is used to align matched image-text pairs as positive pairs, while other unmatched image-text pairs as negative pairs are pulled away. This pre-training task is called Image-Text Contrastive learning (ITC), whose representative works include CLIP [39], ALIGN [20], etc. The dual encoder models can scale up visual-linguistic representation learning with high training efficiency. The visual models supervised by natural language can be transferable to various downstream tasks, such as vision-language tasks [39, 44], image tasks [18, 39, 40] and video tasks [16, 21, 35], etc. In this paper, our work focuses on boosting the performance of the second category without reducing the training efficiency.

Since the co-occurrent texts generally cannot fully describe the images, they can only provide weakly supervised information. To address this issue, BLIP [26] proposed a dataset bootstrapping method called CapFilt to produce more synthetic captions and found more diverse captions yield larger gains for VLP models. In particular, the Captioner module in CapFilt required pre-training the generation-based task with image-text pairs first. Based on the discovery that Bag-of-Words (BoW) captions can also provide fabulous supervisory information [46], we consider enriching text diversity.
via valuable image tag information. OSCAR [29] and VinVL [50] utilized image tag information and demonstrated outstanding results in various vision-language tasks. However, these additional tags are obtained from the off-the-shelf object detectors, which can be time-consuming and only identify pre-defined object tags. Moreover, the object detectors generally remain frozen and cannot be optimized during VLP, limiting the model capacity. In this paper, we consider obtaining valuable image tag information (including objects, scenes, attributes, actions, etc.) via Multi-Label Recognition (MLR). To the best of our knowledge, our work is the first attempt that introduces MLR into VLP with tag information implied in the texts.

2.2 Multi-Label Recognition
Multi-Label Recognition (MLR) aims to identify multiple tags for a given image. On the one hand, since these tags tend to appear in different image positions, Query2Label [31] adopted the transformer decoder [48] as the recognition head to take full advantage of visual spatial feature. On this basis, ML-Decoder [42] developed the transformer decoder, which alleviated the problem of high computational complexity when the number of categories was large. On the other hand, owing to the difficulty of annotating all the ground-truth tags for an image, many attempts have been made to explore MLR learning with missing tags. Durand et al. [14] proposed a multi-stage training scheme to correct missing tags. Cole et al. [7] designed the network structure ROLE to correct missing tags by training jointly the image classifier and the label estimator. Zhang et al. [51] presented that the missing tags could be distinguished in the early training stage and proposed online Self-Spaced Loss Correction (SPLC) to improve model performance without increasing the procedure and complexity.

Most existing multi-label datasets are human-annotated (e.g., COCO [4], VOC [15]), which can be expensive for construction. Considering the large quantities of image-text pairs available on the Internet, we explore MLR learning by directly extracting image tag information from the corresponding text.

3 APPROACH
3.1 Framework
Figure 2 illustrates our IDEA pre-training paradigm. IDEA consists of an image encoder, a text encoder and a recognition head. With a standard ViT [11] as the image encoder, an image \( I \) is encoded into a sequence of embeddings \( \{v_{cls}, v_1, ..., v_N\} \), where \( v_{cls} \) is the class token indicating the visual global embedding while the rest are visual spatial embeddings. Similarly, the corresponding text \( T \) is encoded into the text encoder based on the Transformer structure to get the sequence embeddings \( \{w_{cls}, w_1, ..., w_N\} \). The visual global embedding is used to align visual-linguistic features with the text, and the visual spatial embeddings are used to recognize tags located in different areas of the image. We adopt the transformer decoder based on self-attention as the recognition head to fully use visual spatial embeddings. By leveraging the missing tag recognition loss, IDEA can identify missing tags online to provide additional textual information. The pseudo-code of IDEA training scheme is provided in Appendix A.2.

3.2 Multi-Label Recognition
**Extracting Tags from Texts.** We explore Multi-Label Recognition (MLR) by leveraging the large quantities of available image-text pairs. Concretely, the image tags are extracted directly from the corresponding text according to the tag list without manual annotation. The tag list can be expanded arbitrarily. In this paper, we construct it based on the multi-label recognition dataset of OpenImages [24], which contains 9,600 classes and covers a wide range of real-world concepts. We select the categories with higher frequency in texts different areas of the image. We adopt the transformer decoder based on self-attention as the recognition head to fully use visual spatial embeddings. By leveraging the missing tag recognition loss, IDEA can identify missing tags online to provide additional textual information. The pseudo-code of IDEA training scheme is provided in Appendix A.2.

For the obtained tag list containing \( C \) categories, there are noun tags (e.g., "dog") and compound noun tags (e.g., "hot dog"). For the former, we perform tokenization and lemmatization of sentences using the WordTokenizer and WordNetLemmatizer from the NLTK library [32], and then match the individual words with the noun
tags. For the latter, we only select the compound nouns without hyphens and match them with sentences directly. If the compound noun tag includes the noun tag, we only select the compound noun tag.

Recognition with Spatial Feature. The traditional single-label classification directly adopts the visual global feature $v_{cls}$ passing through the fully connected layer for classification. Unlike single-label classification, MLR aims to identify multiple labels with different contents in an image. Therefore, we apply ML-Decoder [42] based on the Transformer decoder [31, 48] as the recognition head to take advantage of visual spatial feature. As illustrated in Figure 3, the visual spatial embeddings $\{v_1, v_2, ..., v_N\}$ are put into the ML-Decoder as keys & values utilizing cross-attention with $N$ group queries $\{q_1, q_2, ..., q_N\}$. The $N$ group queries can be random fixed values that the learnable projection can transform them into any values [42]. Then the outputs are passed through feed-forward layers and group fully connected pooling, and finally converted to logits $\{x_1, x_2, ..., x_N\}$ corresponding to C tags, where $x_i$ denotes the logit for $i$-th category. Benefiting from the advancement on transformer decoder, the FLOPs of ML-Decoder recognition head are almost the same as Global Average Pooling, even if the categories number $C$ is huge.

Missing Tag Recognition Loss. Since MLR demands to select multiple target categories from $C$ candidate categories, it is generally decomposed into multiple binary classification. Specifically, the probability for each category $\{p_1, p_2, ..., p_C\}$ is obtained by normalizing the logits respectively with the sigmoid function as $p_i = \sigma(x_i) = \frac{1}{1 + e^{-x_i}}$. Then the binary classification loss is generally given by:

$$L_{mlr} = - \sum_{i=1}^{C} y_i L^+_i + (1 - y_i) L^-_i,$$

where $y_i$ denotes the ground-truth of the $i$-th class, $L^+_i$ denotes the positive sample loss, and $L^-_i$ denotes the negative sample loss. Due to the extremely long-tailed distribution of categories, we apply simple re-weighting to improve the performance of categories with few samples:

$$L_{mlr} = - \sum_{i=1}^{C} w_i y_i L^+_i + (1 - y_i) L^-_i,$$

where $w_i$ is inversely proportional to the square root of category frequency. For simplicity, we neglect the subscript $i$ in $L^+_i$ and $L^-_i$ to $L^+$ and $L^-$ in the subsequent formula. The most commonly used Binary Cross Entropy (BCE) loss in multi-label recognition is defined as:

$$\begin{align*}
L_{BCE}^+ &= \log(p), \\
L_{BCE}^- &= \log(1 - p),
\end{align*}$$

(3)

The image tags extracted from the co-occurrence texts are generally incomplete, leading to the presence of the missing tags. For instance, "car" and "building" in Figure 2, which exist in the image yet ground-truth $y_1 = 0$, will be treated as negative samples to optimize in the wrong direction.

Due to the symmetric design of BCE, positive and negative samples are treated equally. There exists severe imbalance between positives and negatives, especially when the number of categories $C$ is huge. In this case, most categories are negative for a given image. With the domination of negatives over positives, the model would preferentially optimize the negative sample loss. If a negative sample can still have a higher predicted probability in such situation, it has high precision of a missing tag. This characteristic enables the predicted probability to identify missing tags even in the early stage of training (e.g., after the 1st training epoch), which is called Self-Paced Loss Correction (SPLC):

$$\begin{align*}
L_{sp}^+ &= \log(p), \\
L_{sp}^- &= \log(1 - p) + \log(1 - (1 - p) \tau) \log(p),
\end{align*}$$

(4)

where $\tau$ is a threshold. When the predicted probability of a given negative sample $p > \tau$, a pseudo positive label would be generated to correct the direction of optimization.

3.3 Cross-Modal Learning

Converting Tags to Texts. The missing tags identified by SPLC (e.g., "car", "building" in Figure 2) cannot only help optimize multi-label recognition better, but also can be directly converted into a new text to increase the text diversity corresponding to the image. We merge the recognized missing tags and original tags $\{t_1, t_2, ..., t_M\}$ into a new text $T_{tag} = \{t_1, t_2, ..., t_M\}$ and $T_{tag}$ corresponding to the image $I$. Then both $T$ and $T_{tag}$ can provide textual supervision for image $I$. If there are no additionally identified missing tags, we set $T_{tag}$ as an empty string.

Image-Text Contrastive Learning. We adopt Image-Text Contrastive learning (ITC) to align the image and text features. For the global feature $v_{cls}$ of image $I$ and $w_{cls}$ of text $T'$ ($T'' = T \oplus T_{tag}$ and $\oplus$ denotes the concatenation function), the projector heads $g_v$ and $g_w$ are used to map them to the same dimension (e.g., 256-d), respectively.

Then the normalized features are used to calculate image-to-text similarity $s_{vit} = g_v(v_{cls})^T g_w(w_{cls})$ and text-to-image similarity $s_{tvi} = g_w(w_{cls})^T g_v(v_{cls})$, respectively. The softmax-normalized similarities are given by:

$$\begin{align*}
p_{vit} &= \frac{\exp(s_{vit}/\tau)}{\sum_{m=1}^{M} \exp(s_{vit,m}/\tau)}, \\
p_{tvi} &= \frac{\exp(s_{tvi}/\tau)}{\sum_{m=1}^{M} \exp(s_{tvi,m}/\tau)}.
\end{align*}$$

(5)
where $M$ is the batch size, and $\pi$ is a learnable temperature parameter. Since many images have additionally recognized texts $T_{tag}$, the similarity score cannot be regarded as an $n$ vs. 1 classification problem. We adopt the KL divergence loss to align the similarity matrix with the target values $y_{2i}$ and $y_{2i}$. Note that we set the target to 1 when the corresponding $T_{tag}$ is not an empty string. The image-text contrastive loss is defined as:

$$L_{ite} = \frac{1}{2} \left[ KL(p_{2i}, y_{2i}) + KL(p_{2i}, y_{2i}) \right]$$

(6)

The full pre-training objective of IDEA is:

$$L = L_{mir} + L_{ite}$$

(7)

4 EXPERIMENT

4.1 Pre-training Setup

Pre-training Datasets. Following [5, 19, 28, 45], we construct our pre-training data on two widely-used datasets, that is, COCO [4] and Visual Genome [22] (VG). Since there are multiple texts to describe each image on average, we randomly discard these texts to verify the superiority of IDEA adequately. Finally, each image of COCO&VG has one textual description, that is, COCO with (~113K) image-text pairs and VG with (~100K) image-text pairs. We also conduct experiments on an additional web dataset Conceptual Captions [43] with (~2.9M) image-text pairs (CC-3M). Unless illustrating pre-trained with CC-3M, the default experimental results are pre-trained with COCO&VG.

Tag List Construction. We build the tag list based on OpenImages (V6) [24] to extract image tags from the co-occurrence texts. OpenImages is a large-scale visual database that includes 9,600 trainable image-level classes (consisting of objects, scenes, attributes, actions, etc.) and 600 boxable classes (only consisting of objects). We use the complete list of 9,600 classes to extract tags from captions and select the category tags with more than 5 samples. We also remove top frequent tags since they can degrade the model performance even if they are correctly identified (see Section 4.4). The final tag list consists of 1,000/2,500 classes for COCO&VG/CC-3M. An overview of the most frequent classes in COCO&VG is shown in Figure 4.

Noting that some tags have polysemy, such as “coach”, while others have synonyms, such as “ocean” and “sea”. We consider further cleaning of the tag list can promote the performance. Owing to this requiring more manual overhead, we leave it as future work.

Implementation Details. We adopt ViT-B/16 [11] pre-trained on ImageNet [9] with 85.5M parameters as the image encoder and BERT base [10] with 123.7M parameters as the text encoder. We pre-train the model for 30 epochs by default with the batch size of 1,024 on 8 NVIDIA V100 GPUs. The input images are uniformly resized to 256 × 256, and the maximum length of the text is padded to 40. The optimizer is the AdamW with a weight decay of 0.02, and cosine schedule [33] is used with the max learning rate of 1e-4. Following [27], we also apply RandAugment [8] but remove color changes, since text and tags usually contain color information. The threshold $\tau$ is set to 0.6, and the changing epoch is set to 1st in SPLC.
Figure 5: Example results on COCO&VG (1st row) and CC-3M (2nd row). Text refers to the original co-occurrent texts with the image. Tags refer to the identified tags by IDEA, including objects, scenes, attributes, actions, etc. These image tags are entirely learned from the texts and recognized online.

Table 1: Evaluation of the proposed methods on different downstream datasets. IN1k Zero-Shot refers to the zero-shot accuracy on ImageNet-1k. Average Zero-Shot refers to the average zero-shot accuracy on 9 datasets. Multi-label performance refers to the performance of multi-label recognition on OpenImages using the recognition head. The default experimental results are pre-trained on COCO&VG and the results with (3M) are pre-trained on CC-3M.

| Method     | ITC | MLR | Tag2Text | IN1k Zero-Shot | Average Zero-Shot | Multi-Label Performance |
|------------|-----|-----|----------|----------------|--------------------|-------------------------|
| CLIP       | ✓   | ✓   |          | 14.54 31.18   | 18.95 35.61        | - - -                   |
| CLIP (3M)  | ✓   | ✓   |          | 35.30 57.87   | 34.13 54.21        | 33.10 66.56 14.09       |
| IDEA*      | ✓   | ✓   | ✓        | 15.30 31.43   | 18.91 36.60        | 34.90 65.48 19.60       |
| IDEA       | ✓   | ✓   | ✓        | 16.72 34.04   | 19.57 37.70        | 34.40 63.27 21.32       |
| IDEA (3M)  | ✓   | ✓   | ✓        | 36.32 58.66   | 34.76 55.02        | 34.00 65.48 19.60       |
Table 2: Detailed Top-1 zero-shot evaluation on 9 different downstream datasets.

| Method | CLS-40 | CLS-100 | Caltech101 | Flowers102 | Food101 | SUN397 | DTD | OxfordPets | ImageNet | Average |
|--------|--------|---------|------------|------------|---------|--------|-----|------------|----------|---------|
| CLIP   | 69.56  | 24.81   | 10.04      | 2.05       | 13.27   | 19.77  | 9.95| 5.60       | 14.54    | 18.95   |
| IDEA   | 68.53  | 27.62   | 11.05      | 2.19       | 13.90   | 20.28  | 8.71| 7.09       | 16.72    | 19.57   |
| CLIP (3M) | 84.80  | 54.97   | 15.94      | 13.34      | 19.63   | 42.06  | 22.87| 18.29      | 35.30    | 34.13   |
| IDEA (3M) | 84.94  | 56.91   | 16.00      | 16.09      | 18.49   | 42.20  | 22.08| 19.79      | 36.32    | 34.76   |

4.4 Additional Experimental Comparison

Detailed Zero-Shot Comparison. Table 2 shows the detailed zero-shot comparison between CLIP and IDEA, demonstrating the generalization of IDEA. When pre-training on COCO&VG dataset, IDEA has improvements on 7 out of 9 datasets, with an average increase of 0.62% on top-1 accuracy. In addition, IDEA also achieves 0.63% average top-1 accuracy improvement on 7 out of 9 datasets when pre-training on larger CC-3M dataset. We check the the categories of DTD and Food101 datasets which are fine-grained texture categories and food categories. We consider that the additional coarse-grained categories identified by IDEA negatively affect the performance on these datasets and increasing the fine-grained categories of the tag list can mitigate this effect.

Ablation Study. We study the impact of various improvements on MLR in Table 3. The recognition head with CLS refers to directly utilize visual global feature CLS followed by a fully connected layer like single-label classification. When the classification head and classification loss are developed to ML-Decoder and SPLC, both help improve performance.

Table 3: Ablation study on MLR. CLS: utilizes visual global feature CLS followed by a fully connected layer.

| Recognition Head | Recognition Loss | mAP |
|------------------|------------------|-----|
| ✓                | ✓                | 26.89 |
| ✓                | ✓                | 28.70 |
| ✓                | ✓                | 30.89 |

We study the effect of various operations on Tag2Text in Table 4. Directly adopting Tag2Text degrades the zero-shot performance as most recognized tags are high frequency categories (e.g., "people"). RmTopFreq deletes these categories in the tag list, which increases IN1k zero-shot top-1 accuracy by 2.30%. This phenomenon is consistent with [46] that removing the frequent words in BoW can make the ITC task harder and boost the model performance. Besides, we find that retaining the extracted tags from the original text, which are converted with the recognized tags to Tag2Text, can further improve the performance. We speculate that in addition to increasing the frequency of uncommon categories, it also makes the new text semantics more plausible.

Linear Probe Evaluation. Following [39], we make an additional ImageNet-1k linear probe evaluation, which is commonly used in the field of self-supervised learning to evaluate the image representation. Linear probe refers to the backbone of the image encoder being fixed, and only one additional classifier is trained. We follow the hyperparameters setting of DINO [3] for linear probe evaluation of the vision transformer. It is noteworthy that we train CLIP and IDEA from scratch without initializing the image encoder with ImageNet weights for fair comparison in this section.

Table 4: Ablation study on Tag2Text. RmTopFreq: removes top-t most frequent tags. Retain: retains the original tags into Tag2Text.

| Method | IN1k Zero-Shot Top-1 | Average Zero-Shot Top-1 |
|--------|----------------------|------------------------|
| ITC    | 14.54                | 31.18                  |
| +MLR   | 15.30                | 31.43                  |
| +Tag2Text | 13.96            | 30.41                  |
| +RmTopFreq | 16.26            | 33.30                  |
| +Retain | 16.72                | 34.04                  |

Table 5: Comparison results of ImageNet-1k zero-shot evaluation.

| Method | Top-1 Accuracy | Top-5 Accuracy |
|--------|----------------|----------------|
| CLIP   | 30.54          | 53.12          |
| IDEA*  | 31.63          | 54.32          |
| IDEA   | 31.41          | 54.41          |

Combination with BLIP. From the perspective of data, our IDEA does not conflict with BLIP [26] and can be combined with BLIP. We adopt the released CC-3M dataset with BLIP CapFilt augment. As shown in Table 6, BLIP can provide more high-quality sentences and more precise tags for Multi-Label Recognition in IDEA, which can further boost the performance.

Table 6: Comparison results of ImageNet-1k zero-shot evaluation with different pre-training datasets.

| Method | Dataset       | IN1k Zero-Shot |
|--------|---------------|----------------|
| CLIP   | CC-3M         | 35.30          |
| IDEA   | CC-3M         | 36.32          |
| CLIP   | CC-3M with BLIP augment | 37.40 |
| IDEA   | CC-3M with BLIP augment | 39.36 |

4.5 Further Analysis

Computational Cost. Simple algorithm, low complexity, and low manual annotation cost are the core of scaling up supervision. From the perspective of training efficiency, our work focuses on boosting the performance of fusion encoder VLP models (e.g., CLIP [39], ALGIN [20]) with a small extra computational cost, thus it can scale...
up large-scale datasets with high training efficiency. Compared with CLIP, IDEA only additionally adopts a recognition head to accomplish MLR in which FLOPs only increase by 3.88% (22.42 GFLOPs vs. 23.29 GFLOPs). According to an arbitrarily extended tag list, the image tag information is entirely extracted from the texts without manual annotation. As a comparison, the FLOPs of Faster RCNN-FPN is approximately 180 GFLOPs [2], and labeling bounding boxes can be expensive.

Performance Boost Analysis. To further analyze how IDEA improves the performance, we plot the IN1k zero-shot results and multi-label performance through different training epochs (see Figure 6). By adopting SPLC, IDEA can increasingly recognize missing tags online (gradually increasing recall) while ensuring high precision. As illustrated in Figure 6, IDEA obviously outperforms CLIP with more missing tags identified.

Categories Overlap. Since partial categories of downstream datasets overlap with the tag list, we analyze which part is mainly improved. We define the categories that overlap with the tag list as "seen" and the categories that do not overlap as "unseen". As shown in Figure 7(a), we examine all categories in the IN1k zero-shot evaluation promoted by IDEA and discover 57.50% of them are unseen. This illustrates that although unseen are not included in the tag list, they can be indirectly corrected by additional supervision provided by IDEA. Figure 7(b) shows the average performance comparison of seen and unseen categories in IN1k zero-shot evaluation promoted by IDEA. (b) The average performance comparison of seen and unseen categories in IN1k zero-shot evaluation.

Text vs. Tag2Text. We analyze whether Tag2Text with cluttered words can provide meaningful textual supervision information. The officially released CLIP model [39] is pre-trained on 400M image-text pairs, which has a strong ability to judge the matching degree of image-text pairs. Therefore, we compare the image-text similarity between the original co-occurrent text and Tag2Text by utilizing the official CLIP ViT-B/32 model (see Figure 8). On the one hand, since the words of Tag2Text are disordered, it is not easy to obtain extremely high image-text similarity. On the other hand, benefiting from the high accuracy of the identified tags, almost all Tag2Texts have a high image-text similarity, indicating that Tag2Text can provide practical and effective textual supervision.

5 CONCLUSION

This paper proposes IDEA to improve visual representation learning by enriching supervisory signals with textual information. IDEA can provide more explicit supervision online, including multiple valuable tags and texts composed by multiple tags. Extensive experiments have demonstrated IDEA can significantly boost performance with a small extra computational cost.

Some areas that we do not explore in depth are as follows: further cleaning the tag list to extract higher-quality tags, better utilization of identified tag information, extracting phrase information in addition to tag information, etc. IDEA shows exploiting the fine-grained image information implied in texts is a valuable prospect, and we hope to provide some inspiration for other works.
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A.2 IDEA Algorithm

We present the pseudo-code of IDEA training algorithm in Algorithm 1. IDEA jointly trains Image-Text Contrastive learning (ITC) with the text and Multi-Label Recognition (MLR) with the tags extracted from the text according to the tag list. The visual global embedding corresponds to the text and the visual spatial embeddings correspond to the tags. In addition, IDEA can identify the additional missing tags in an online manner by leveraging the simple missing tag recognition loss.

Algorithm 1: IDEA: PyTorch-like Pseudocode

```python
# fi, ft: image, text encoders
# hi, ht: image, text projectors
# tag: image tags extracted from text, (binary encoding)
# epoch: current training epoch
def forward(img, text, tag, epoch):
    # get image spital feature xs and global feature xg
    xs, xg = fi (img)
    # get text global feature yg
    yg = ft (text)
    # get text local feature text
    text = Cat (text, tag2text)
    # image text contrastive learning
    l_itc = itc (xg, yg, pseudo)
    # multi-label recognition
    l_mlr, tag, pseudo = mlr (xs, tag, epoch)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_itc = itc (xg, yg, pseudo)
    # multi-label recognition
    l_mlr, tag, pseudo = mlr (xs, tag, epoch)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
    # get text global feature yg
    yg = ft (text)
    # image text contrastive learning
    l_mlr = BinaryCrossEntropy (logit, target)
    # convert tag to text
    tag2text = Merge (tag)
    text = Cat (text, tag2text)
```
A.3 More Example Visualization Results

Figure 10: More example visualization results. Text refers to the original co-occurrent texts with the image. Tags refer to the identified tags by IDEA, including objects, scenes, attributes, actions, etc. These image tags are entirely learned from the texts and recognized online.