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Abstract

We introduce a new approach to capturing refraction in transparent media, which we call Light Field Background Oriented Schlieren Photography (LFBOS). By optically coding the locations and directions of light rays emerging from a light field probe, we can capture changes of the refractive index field between the probe and a camera or an observer. Rather than using complicated and expensive optical setups as in traditional Schlieren photography we employ commodity hardware; our prototype consists of a camera and a lenslet array. By carefully encoding the color and intensity variations of a 4D probe instead of a diffuse 2D background, we avoid expensive computational processing of the captured data, which is necessary for Background Oriented Schlieren imaging (BOS). We analyze the benefits and limitations of our approach and discuss application scenarios.

1. Introduction

The acquisition of refractive phenomena caused by natural objects has been of great interest to the computer graphics and vision community. Joint optical light modulation and computational processing can be used to reconstruct refractive solids, fluids, and gas flows [15], render complex objects with synthetic backgrounds [34], or validate flow simulations with measured data. Unfortunately, standard optical systems are not capable of recording non-linear trajectories that photons travel along in inhomogeneous media. In this paper, we present a new approach to revealing refractive phenomena by coding the colors and intensities of a light field probe. As illustrated in Figure 1, the probe is positioned behind an object of interest and the object and probe are photographed by a camera. Due to refractions caused by the medium, apparent colors and intensities of the probe change with the physical properties of the medium, thereby revealing them to the camera or a human observer.

The idea of optically transforming otherwise invisible physical quantities into observed colors and changes in intensity is not new. In fact it occurs in nature in the form of caustics. These types of phenomena are generally referred to as Shadowgraphs and reveal only limited information of the underlying physical processes [31]. More sophisticated techniques to visualizing and photographing gas and fluid flows, refractive solids, and shock waves were developed in the 1940s [30]. Some of the phenomena that were depicted for the first time include the shock waves created by jets breaking the sound barrier and bullets flying through the air, or the heat emerging from our bodies. As illustrated in Fig-
Figure 2. Illustration of optical setups and light field propagation for traditional Schlieren imaging (left) and Light Field Background Oriented Schlieren photography (right). Optical paths for forward light propagation to the camera are red, whereas backward propagation paths from a camera pixel are blue. Please note that the 4D light field probe illustrated on the right only codes the two angular dimensions in this case.

Figure 3. Overview of Light Field Background Oriented Schlieren photography compared to traditional and Background Oriented Schlieren photography (* see text).

We demonstrate successful acquisitions of refractions in fluids and solids, however, the employed off-the-shelf hardware in our current prototypes is a limiting factor for their precision. Slight angular deflections in gases and shock waves are therefore difficult to capture. We make the following contributions:

- introduction of the concept of computational light field probes for recording and processing new kinds of visual information with off-the-shelf cameras;
- presentation of a new type of Background Oriented Schlieren imaging that is portable, alleviates the problem of focus discrepancies, and allows spatial and angular information to be coded.
Furthermore, we discuss application specific optimality criteria for designing light field probes, compare our work with previous approaches, point out limitations of our technique, and present a variety of application scenarios.

2. Related Work

**Fluid Imaging** is a wide and active area of research. Generally, approaches to measure fluid flows can be categorized into optical and non-optical methods. Non-optical methods make velocity fields observable by inducing particles, dye, or smoke; alternatively, the surface shear, pressure forces, or thermal reactions can be measured on contact surfaces that are coated with special chemicals. Optical fluid imaging methods include Schlieren photography and holo-graphic interferometry, which are based on ray and wave models of light, respectively. LFBOS is an optical fluid imaging approach that uses a ray-based light model. An extensive overview of fluid imaging techniques can be found in the book by Merzkirch [22].

**Traditional Schlieren Photography** is a non-intrusive imaging method for dynamically changing refractive index fields. These techniques have been developed in the fluid imaging community over the past century, with substantial improvements in the 1940s by Scharadin and his colleagues [30]. A good overview of different optical setups and the historic evolution of Schlieren and Shadowgraph imaging can be found in the book by Settles [31]. Unfortunately, the optical setups require precisely registered high-quality mirrors and lenses, which are expensive, usually bulky, and difficult to calibrate. Our approach uses an inexpensive light field probe that encodes refractions in variation of color and intensity; our current prototype implements this concept with a lenslet array and a transparency.

In the last decade, **Background Oriented Schlieren Imaging** (BOS) [8, 29, 21, 9, 11] has been developed. Here, complicated optical apparatuses are replaced by optical flow calculations; an evaluation of these algorithms for BOS can be found in Atcheson et al. [2]. Because of the simplified setup, BOS makes it feasible to set up multiview Schlieren imaging systems that can be used for tomographic reconstruction of 3D distortion volumes [3]. Just like BOS, our approach uses a background probe, which is observed through the refractive medium. However, rather than estimating the distortion of a diffuse background with computationally expensive optical flow estimators, we optically encode spatial and angular light variation with our light field probe. The computational part of LFBOS is a pre-processing step that determines the colors and layout of the probe.

**Light Field Displays** have been used for a variety of different applications such as presenting 3D image content [27, 19], consistent illumination in augmented reality [7], passive 6D displays that are responsive to the environment illumination [10], new types of barcodes [24], and measuring the refractive errors of the human eye [28]. The work that is probably closest to ours is the light field microscope [20]. This device has an integrated light field illumination mechanism that can produce exotic lighting effects on the specimen. The light field microscope uses 4D illumination for reflective, microscopic objects; LFBOS on the other hand optically codes the background behind a transparent medium to visualize and quantify refractions caused by solids or liquids in macroscopic environments.

Unlike most techniques in **phase-contrast microscopy** [26], such as Zernike phase contrast and differential interference contrast (DIC), LFBOS does not require coherent illumination.

In **Computer Graphics and Vision**, scanning static transparent objects [5, 23, 25, 18, 33] as well as dynamic transparent media, such as liquids [14], flames [12, 16], and gas flows [3], has been of much interest in recent years. We do not aim at reconstructing three-dimensional objects or refractive index fields; although using LFBOS probes for these applications is an interesting avenue of future work.

3. Theory

3.1. Image Formation

The propagation of light in inhomogeneous refractive media is governed by the ray equation of geometric optics [6]:

\[ \frac{\partial}{\partial s} \left( n \frac{\partial x}{\partial s} \right) = \nabla n, \quad (1) \]

where \( x \) is the position of a photon on a trajectory in space, \( s \) is the differential path length along the trajectory, and \( n \) is the (spatially varying) refractive index field. The wavelength dependency of \( n \) is disregarded in this model. Equation 1 can be formulated as a coupled system of first-order ODEs [17, 3]:

\[ n \frac{\partial x}{\partial s} = d, \quad \frac{\partial d}{\partial s} = \nabla n, \quad (2) \]

with \( d \) being the local direction of propagation. Integrating Equation 2 leads to an expression for the global directional deformation within a refractive object [3]:

\[ d^n = d^i + \int_c^{x} \nabla n \, ds. \quad (3) \]

In our setup, the refractive index field is observed against a known light field background, as shown in Figure 2 (right). In order to understand the distortion of this known 4D probe, Equation 2 can be solved numerically, for instance with forward Euler schemes [17]. However, in our case it is more intuitive to trace the light field on the sensor plane back to the probe. Considering a pinhole camera, as
shown in Figure 2 (right), the light field probe \(l(x, y, \theta, \phi)\) is sampled in the following way:

\[
i(x_p) = l(\zeta(x_p, d_p), \varphi(d_p + \int_c \nabla n \, ds)). \tag{4}
\]

Here, \(i\) is the sensor image and \(d_p\) the normalized direction from a pixel \(x_p = (x_p^x, x_p^y)\) to the camera pinhole. The function \(\varphi(d)\) maps a direction \(d = (d^x, d^y, d^z)\) to the angular parameterization of the light field, i.e. \(\varphi_{\theta, \phi}(d) = \left(\tan^{-1}(d^x/d^y), \tan^{-1}(d^y/d^z)\right)\). The position and direction of a light ray incident on a pixel can be mapped to a position on the probe by the function \(\zeta\); this depends on the distances between camera and object, object and probe, and the ray displacement within the object. If the ray displacement is negligible, the refractive medium can be approximated as a thin element that causes a single refractive event, such as a thin lens. In our model we neglect intensity variations caused by the camera pinhole or the specific structure of the probe (e.g. lenslets).

Although pinhole cameras sample discrete rays of the refracted light field, in practice cameras usually have a finite aperture implying that each pixel integrates over a small range of light field directions on the probe. We assume that the distance between the light field probe and the camera is large compared to the size of the aperture and that the distance between the probe and the refractive object is small, which yields a good approximation of a pinhole camera.

### 3.2. Designing Light Field Probes

The goal of LFBOS is to encode the directions and locations of a 4D probe with color and intensity variations so that the former parameters can be inferred from the colors in a photograph. The immediate question that arises is how one can design a light field probe that encodes positions and directions in a meaningful way. To answer this question, we need to consider a number of application-specific parameters that are discussed in the following.

Although a pinhole camera is a reasonable approximation under the above mentioned assumptions, finite pixel sizes and small apertures along with strong distortions of the wavefront caused by refraction often amplify the integration area of each camera pixel in the space of the light field probe. In order to compensate for this effect, the distribution of color tones and intensities in the probe should be smooth in the 4D spatio-directional domain. This also implies graceful degradation of the captured colors in case the pinhole assumption breaks down.

If the absorption of light within the refractive medium is not negligible, the color distributions should ideally be independent of intensity changes. This can, for instance, be implemented by encoding the desired parameters only in hue and saturation, i.e. constant values in HSV color space. Doing so also ensures resilience to vignetting and other possible intensity changes caused by the lenslets of the probe.

Positions and directions of a background light field can either be encoded in the absolute 4D reference frame of the probe or relative to a fixed camera position. This is not necessary for orthographic cameras, but to compensate for the perspective of a non-orthographic camera.

### 4. Prototype and Experiments

#### 4.1. Prototypes

We have implemented prototypes of our light field probes using both lenticular sheets with cylindrical lenses and lenslet arrays with hexagonal grids of spherical lenses. These make a tradeoff between spatial and angular resolution. The specific lenslet arrays we have used in our experiments along with their spatial and angular resolution and fields-of-view are listed in Table 1. Alternative implementations of 4D probes include holograms (e.g. www.zebraimaging.com) or dynamic parallax barrier displays (e.g. [19]); these allow for probes with a very high spatial and angular resolution.

| Lenslet Type                | \(f [\text{mm}]\) | \(d [\text{mm}]\) | Angular Resolution \([\text{deg}]\) |
|----------------------------|------------------|-----------------|-------------------------------|
| MicroLens Asymmetric 100   | 0.10             | 0.10            | 1.00                          | 0.10             | 0.10            | 0.10             | 0.10             |
| MicroLenses 3D 20          | 0.10             | 0.08            | 29.8                          | 0.28             | 0.07            | 0.28             | 0.11             |
| FresnelTech Hexagonal 900  | 0.12             | 0.09            | 42.0                          | 0.27             | 0.17            | 0.27             | 0.09             |
| FresnelTech Hexagonal 310  | 1.00             | 0.04            | 51.0                          | 0.08             | 0.03            | 0.08             | 0.00             |

Table 1. Technical specifications of the lenslet arrays used in our experiments.

The lenslet arrays are mounted on a light box that provides a uniform background illumination. We print the probe codes at a resolution of 1200 dpi on transparencies that are manually aligned with the lenslet arrays before mounting them on the light box. For an increased contrast, multiple transparencies can be stacked. Care must be taken with the non-linear color transformations between specified digital images, the printer gamut, and the color gamut of the camera. We define our patterns within the device-specific CMYK color gamut of the employed printer (RGB and CMYK ICC profiles of printers are usually available from the manufacturer), then print them with device-internal color mappings disabled, and record camera images in sRGB space. This process allows us to transform the captured photographs to any desired color space as a post-processing step.

#### 4.2. Angular Filtering

Figures 4, 5, and 6 demonstrate a variety of different intensity and color filters encoded in the probes; these reveal angular variation caused by refraction. For the experiments discussed below, the encoded light field is pre-distorted to
account for the perspective of the camera. An undistorted view of the probe from the camera position therefore shows the center of a specific angular probe code.

**Intensity Gradients** correspond to knife edge filters in traditional Schlieren imaging. These filters usually sacrifice half of the background illumination by coding undistorted rays in gray; the magnitudes of light deflection in a particular direction are coded in increasing or decreasing intensity. An example of one-dimensional gradients is shown in Figure 4. Here, lenticular sheets are used as probes where the gradient under each cylindrical lens is equal except for a varying lens-to-lens pitch that corrects for the perspective of the camera. As an alternative to 1D gradients, a circular gradient under each circular lens of a hexagonal lenslet array can encode the magnitudes of deflected rays as seen in Figure 5 (center right).

**Annular Bright Field and Dark Field Filters** are inspired by microscopy [26, 20], where similar illumination patterns can be used to illuminate reflective or refractive specimen. The annular bright field probe code is a uniform circular pattern with a small black outline that does not effect undeflected rays or those that underwent only small amounts of refraction. Strong refractions, as seen on the object boundaries of the unicorn in Figure 5 (second from left), are completely blocked. The inverse of the annular bright field is the annular dark field, which only allows rays with strong refractions to reach the camera (see Figure 5, third from left).

**Directional Cutoffs** can be used to completely block ray deflections into a certain direction. An example of this filter type can be seen in the vertical-only and horizontal-only cutoff shown in Figure 5 (the two rightmost images).
Color Filters are popular in traditional Schlieren setups. Usually, these approaches are called Rainbow Schlieren [13] and allow the magnitude and the angle of ray deflection to be encoded in different color gradients. The HSV color wheel is a popular choice for the filter. Undelected rays are coded in white, whereas the deflection angle is coded in hue and the magnitude in saturation of the color wheel. Examples of these filters are shown in Figures 1 and 6.

4.3. Spatio-Angular Filtering

So far, we have only considered probes with purely angular filters. Light field probes, however, allow us to additionally encode the spatial locations on the probe. Following the probe design criteria discussed in Section 3.2, we experimented with light field probes that encode the 2D angular domain and one of the spatial dimensions in three color primary gradients.

Figure 7. A refractive object in front of a light field probe (upper left) that encodes vertical ray displacement (upper right) as well as vertical and horizontal ray deflection. The latter two quantities can be used to compute the gradient of the refractive index field as shown in the lower row.

The scene in Figure 7 (upper left) is photographed in front of a probe that codes horizontal and vertical angular ray deflections in red and blue color gradients, respectively, and the vertical position on the probe in a green gradient. The absolute color values are defined within the color gamut of the printer.

In addition to the spatio-angular color codes, we include fiducial markers on the probe (cropped from the image) that allow us to estimate the extrinsic camera parameters from a single photograph. Given the intrinsic and extrinsic camera parameters, we can easily compute the undistorted angle and position of each light ray emerging from a camera pixel on the probe background. The light field probe is registered with the markers, so that each ray that is emitted by the probe uniquely encodes its angle and location in colors.

Therefore, by taking a photograph of the probe without any refractive media in the optical path the expected ray locations and angles on the probe match the encoded colors. However, if variations in the refractive index field in between probe and camera cause changes in ray trajectories, these changes in ray angle and displacement are directly observable in the recorded colors as seen in Figure 7. By applying Equations 3 and 4 to the observed and expected light rays, we can compute a per-pixel refractive index gradient (Figure 7, lower row) and vertical ray displacement (Figure 7, upper right). Reconstructing refractive index fields of gases, fluid flows, and the shape of transparent solids using these quantities is an interesting avenue of future work.

5. Comparison to BOS

Background Oriented Schlieren setups usually require a high-frequency background to be located at a large distance to the object. In this way, the per-pixel displacement vectors estimated by optical flow are proportional to the angular ray deflections, which is related to the refractive index gradient (Eq. 3). The form factor of these setups is therefore usually large. Furthermore, the camera needs to be focused on the background pattern so that its distortion can be tracked by the optical flow algorithm. The total amount of light in BOS setups is often limited, which is why cameras typically need to use a large aperture for capture. Unfortunately, this places the object of interest out-of-focus as seen in Figure 8 (upper left).

Strong refractions, for instance caused by fluids or solids, often lead to extreme distortions of the background pattern. These distortions may prevent a reliable optical flow estimation as shown in Figure 8 (upper right). Although an optical flow algorithm for refractive objects has been proposed [1], this requires many frames of a video sequence to be analyzed and is not practical for dynamic media such as fluids.

In comparison, our approach requires only a single image and the light field background can be placed at close proximity to the object, which alleviates the focus mismatch problem (Figure 8, lower left). Furthermore, if the light field probe encodes smooth gradients, as discussed in Section 3.2, even a defocused refractive object will reveal the mean of colors and intensities in the integration manifold of the 4D probe space to a camera pixel (Figure 8, lower right).
Figure 8. Light Field Background Oriented Schlieren photography compared to a failure case of Background Oriented Schlieren imaging. Optical flow algorithms in BOS require the background to be focused, which places the object out-of-focus (upper left). In this case, the refractions are so strong that they blur out the background pattern and therefore prevent a reliable optical flow estimation (upper right). LFBOS works for in-focus (lower left) and out-of-focus settings (lower right).

6. Limitations

As in most Schlieren approaches, the size of the refractive volume is limited by the size of the employed optical elements, in our case the light field probe. An exception are traditional Schlieren setups that use the sun or other distant point lights as the source of the required collimated illumination and Natural-Background Oriented Schlieren techniques [11], which also work outdoors. Currently, both phase and amplitude of the medium caused by refraction and absorption, respectively, are captured. For faithful reconstruction of objects with non-negligible absorption, these effects need to be separated [4]. Furthermore, we assume that there is no scattering or emission within the medium and neglect any wavelength-dependency of refractive events.

One of the major limitations of our prototypes is the limited resolution and color gamut of the printer. All of the transparencies in our experiments were printed with off-the-shelf inkjet printers, usually with 1200dpi. Alternative processes are light valve technology, which exposes digital images with a high resolution, contrast, and color gamut onto film (www.bowhaus.com), or professional offset printing.

All of our current prototypes are implemented with lenslet arrays or lenticulars, which trade spatial and angular resolution. A very high spatial and angular resolution can be achieved with alternative technologies, such as holograms (www.zebraimaging.com) or dynamic parallax barrier displays [19]. When the camera is focused on a lenslet-based probe, the space between individual lenses usually appears darker. This problem could also be overcome with alternative probe implementations.

As the fields-of-view of the lenslets in our current prototypes are defined by the manufacturing process, refractions that exceed the field-of-view cannot be coded reliably. An example of such a failure case is shown in Figure 9. The same problem often occurs in parallax-barrier or lenslet-based auto-stereoscopic displays. For our application, the lenslets for a specific experiment should be chosen in accordance with the expected amount of refraction. While the lenslets in our experiments (Table 1) are successful in capturing moderate to strong refractive events caused by liquids and solids, the precision and sensitivity of our current probes, which are made from off-the-shelf hardware, is currently too low to faithfully acquire the slight angular deflections within gas flows or shock waves.

Figure 9. Failure case: the field-of-view of the lenslet array is too narrow to properly encode the strong refractions near the sides of the glass. To overcome this, the lenslets should be chosen according to the amount of refraction in the scene.

7. Discussion and Future Work

In summary, we have presented a new approach to capturing refractive phenomena using light field probes. Our approach presents a portable and inexpensive alternative to traditional and Background Oriented Schlieren imaging; it works well with strong refractions, which is often not the case for BOS, and also alleviates the focus mismatch between background and objects of interest. Inspired by Schlieren imaging and microscopy, we have shown how a variety of different filters for visualizing refractive events can be encoded in our light field probes and recorded with off-the-shelf cameras.

In the future, we would like to experiment with alternative technologies for 4D probes, which allow for a high spatial and angular resolution. We would also like to explore smaller probe designs using LED or OLED-based backlights instead of light boxes. Furthermore, we will investigate more sophisticated color coding schemes for the 4D light field probe space and reconstruct 3D refractive index fields from fluid and gas flows as well as surfaces of refractive solids.

In addition to measuring refraction, 4D light field probes could be useful for a variety of other applications including
BTDF and BRDF estimation, de-scattering, and separating local and global illumination.
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