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Abstract
Large-scale high-resolution three-dimensional (3D) maps play a vital role in the development of smart cities. In this work, a novel deep learning-based multi-view-stereo method is proposed for reconstructing the 3D maps in large-scale urban environments by exploiting a monocular camera. Compared with other existing works, the proposed method can perform 3D depth estimation more efficiently in terms of computational complexity and graphics processing unit memory usage. As a result, the proposed method can practically perform depth estimation for each pixel before generating 3D maps for even large-scale scenes. Extensive experiments on the well-known DTU dataset and real-life data collected on our campus confirm the good performance of the proposed method.
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1 Introduction

Recent advances in the field of three-dimensional (3D) reconstruction have inspired many emerging applications for the development of smart cities [1–5]. However, substantial research efforts are required to implement 3D
reconstruction in practice [6–9]. One of the most critical challenges is to reconstruct 3D models for outdoor large-scale scenes that incur formidable computational complexity [6, 10]. To cope with this problem, one conventional approach is to use map representations. Some of the most representative methods include the point cloud-assisted grid-based methods and volumetric methods. Despite their many advantages, these conventional methods suffer from many drawbacks. For instance, the point cloud-assisted methods require a large number of sample points to produce high-quality reconstruction, which may not be practical for applications with a smaller point cloud [11]. Furthermore, the sparse representation without meshing cannot satisfy the requirements for real-life applications such as path planning. In contrast, the volume representation can be directly applied to the path planning task by using an implicit function to represent 3D geometry as a regularly sampled 3D grid. However, the generation of the volume representation often incurs heavy memory usage [12], which makes these methods computationally infeasible.

In 3D reconstruction, depth, monocular and stereo cameras are commonly employed. In particular, the depth cameras are capable of providing high-quality depth measurements for indoor environments. However, their performance for outdoor environments is rather disappointing. Unfortunately, 3D map reconstruction for real-life cities is often conducted in complex outdoor environments, which presents major challenges to most existing 3D mapping algorithms. To overcome this problem, machine learning-based multi-view stereo (MVS) methods have been proposed to construct 3D cost volumes by exploiting 3D convolutional neural networks (CNN) to regularize and generate the depth information [13, 14]. Since 3D CNN is usually both time and memory-consuming, [15, 16] proposed to apply down-sampling during feature extraction to reduce the computational complexity. However, the resulting depth map is of low resolution, which fails to take full advantage of the original high-resolution pictures [17]. To alleviate the challenges incurred by heavy memory usage and time consumption, R-MVSNet proposed to first satisfy memory requirements and then cover full depth ranges in sequence at the cost of additional runtime penalty [18]. More specifically, the additional runtime is spent on cascading 3D features to predict the coarse and fine depth maps [19]. Motivated by the discussions aforementioned, this work proposes a novel MVS network structure to reduce memory consumption and high-resolution runtime by exploiting a cascade-based learning formulation. In particular, an iterative algorithm is developed to approximate the nearest neighbor calculation using the inherent spatial coherence of depth maps. The advantages of the proposed deep learning-based MVS method include low memory requirements, parallax range-independence and implicit smoothing effects. Our contributions are summarized as follows:

- An end-to-end trainable MVS framework based on deep learning is proposed by exploiting a coarse-to-fine approach to expedite the computation. The proposed learning-based method can greatly improve the model interpretability as compared to conventional methods;
- A feature pyramid network is adopted to enhance image feature extraction;
- Extensive experiments on the well-known DTU dataset and real-life data
collected on our campus are used to confirm the good performance of the proposed method.

2 Related work

In this section, some related works reported in the fields of stereo matching, depth estimation, and 3D reconstruction are first reviewed in Sect. 2.1 before conventional multi-view stereo (MVS) methods are discussed in Sect. 2.2. Furthermore, learning-based MVS methods are further elaborated and analyzed in Sect. 2.3. Finally, the related works on high-resolution images and 3D reconstruction for smart cities are highlighted in Sects. 2.4 and 2.5, respectively.

2.1 Three-dimensional (3D) reconstruction

Epipolar Geometry is a constraint on stereo vision modeling, describing the internal projective relationship between two views. By exploiting the epipolar geometry, the optimal solutions to the stereo matching or depth estimation problem are established. More specifically, the epipolar geometry is characterized by the camera internal parameters and the relative pose between two views, independent on the external scene. Thus, if the image point on the imaging plane of a real-world object under study is known, the image point of the object on another imaging plane that constitutes the epipolar plane must be on the epipolar line. As a result, it becomes more computationally efficient during the feature point matching process by exploiting the fact that all feature points should fall within certain straight lines, in lieu of the whole image.

Furthermore, the homography transformation is a projection method widely used in image transformation, projecting a point in one space into another. Given four point pairs in two images, the homography transformation relationship between the two images can be found by solving a system of linear equations. Built upon the homography transformation, the planning sweeping method models calibrated images captured by multiple cameras of objects in a scene by dividing the objects into a series of dense planes with equal spacing. If the parallel planes are sufficiently finely divided, any point on the surface of the object must be on a certain plane. Assuming that all objects have only diffuse reflection without taking in account the lighting transformation in the scene, the image pixel values recorded by all cameras at this point must be equal while the pixel values projected onto each camera are different for points on the surface of the object. By exploiting these observations, the plane scanning algorithm assumes that a point on the plane is likely to be a point on the surface of the object if its pixel value projected to each camera is identical.

Finally, stereo matching, also known as disparity estimation or binocular depth estimation, estimates the depth value corresponding to each pixel of the reference image through a pair of left and right views captured at the same moment and corrected by epipolar lines. The correlation between the pixel to be matched and the candidate pixel is calculated by the matching cost function. To reduce the required
computational complexity, the algorithm limits the disparity search range to a certain interval. For each pixel in the reference image, a three-dimensional matrix of dimension $W \times H \times D$ known as Disparity Space Image (DSI) is used to store the matching cost of each pixel within the disparity range. The disparity map obtained through disparity calculation can be further optimized by methods such as removing error errors, proper smoothing, and sub-pixel accuracy optimization. However, since DSI is computed based on local pixel information within a certain window size, it is susceptible to noise and illumination conditions, particularly when the image is in a repetitive or weak texture area. Thus, it is critical to optimize DSI by jointly exploiting local and global information.

2.2 Traditional multi-view stereo

Generally speaking, existing MVS methods can be classified into four categories, namely the point cloud-based methods, the voxel-based methods, the mesh-based methods and the depth map-based methods [20]. Point cloud-based methods usually start with a sparse set of matching feature points before expanding the initial matching to surrounding pixels and eliminating incorrect matches using visibility constraints [21]. This process is repeated for multiple times until dense reconstruction is achieved in low-texture regions. However, the performance of these point cloud-based methods is not satisfactory due to their demanding requirements on the quality of extracted feature points, particularly when the texture distribution is uneven. In contrast, the voxel-based methods first compute the bounding box containing the scene before discretizing the 3D space into an irregular grid to find voxels near the scene surface [22]. However, the memory consumption of the voxel-based methods increases with the voxel resolution that determines the reconstruction accuracy. Furthermore, the mesh-based methods initialize the surface evolution following iterative improvement on the multi-view photometric consistency [23]. Finally, the depth map-based methods such as Gipuma [24] and Colmap [25] first decompose the entire reconstruction into several single-view depths before fusing all the depth maps into the point cloud under one coordinate system. More specifically, PatchMatch is commonly employed to iteratively optimize the estimation of the depth map of each image. In addition, since the depth map-based methods utilize only one reference image and a small number of source images to estimate a single depth map, these methods are very computationally efficient. However, PatchMatch cannot take into account the efficiency of sampling propagation and the accuracy of view selection at the same time, which makes PatchMatch ineffective in handling weak-textured areas. To resolve this problem, [25] proposed a distributed method based on distributed motion average and global camera consensus. Furthermore, Gipuma proposed in [24] capitalizes on a red-black checkerboard pattern to streamline the message-passing process by exploiting a massive number of parallel multi-view stereos. In contrast, COLMAP proposed in [25] jointly estimates pixel-wise view selection, depth map and surface normal. In practice, Gipuma has higher computational efficiency as compared to the COLMAP algorithm. However, the COLMAP algorithm adopts a more complex view selection strategy based on
the Markov chain model, while the Gipuma algorithm lacks view selection. As a result, the performance of Gipuma is in general worse than that of the COLMAP algorithm.

Furthermore, the saliency of the texture information of an image varies at different scales. In order to better extract saliency information for ambiguous regions, researchers proposed a multi-scale geometric consistency guided framework to perceive salient information at different scales and convey through geometric consistency across multiple views. Finally, ACMM was proposed in [26] by exploiting adaptive checkerboard sampling, multi-hypothesis joint view selection and multi-scale geometric consistency guidance.

2.3 Multi-view stereo (MVS)

As 3D reconstruction requires key geometric information extracted from massive images and data, some pioneering methods based on data mining and machine learning have been proposed to extract image features, or to construct cost volumes. In particular, learning-based MVS methods have drawn considerable research interest due to their excellent performance. For instance, SurfaceNet [27] and DeepMVS [28] pre-warped multi-view images into 3D space before applying deep networks in regularization and aggregation. Furthermore, 3D cost-based MVS methods were proposed by exploiting warped 2D image features from multiple views as well as 3D CNN-based cost regularization and depth regression [29]. Since 3D CNN is graphics processing unit (GPU) memory-intensive, these 3D cost-based MVS methods usually use downsampled cost volumes. It should be emphasized that our proposed cascading cost volume can be easily integrated into these methods to achieve high-resolution cost volume and further improve their performance in terms of accuracy, computation speed and GPU memory efficiency.

2.4 High-resolution output in MVS

To cope with the memory-intensive problem incurred in high-resolution MVS, some innovative attempts have been made. For instance, Point MVSNet [30] reduces the required memory usage without voxel grids by generating coarse depth maps using a small amount of cost while employing a point-based iterative refinement network to output full-resolution depth. Furthermore, a 3D cost volume is built based on warped 2D image features from multiple views and 3D CNNs are applied for cost regularization and depth regression.

To reduce the intensive GPU memory usage required by the 3D CNNs, a common approach reported in the literature is to downsample the cost volume. As a result, cascade MVSNet can use less running time and GPU memory than Point MVSNet to output full-resolution depth with higher accuracy. The cascade cost volume can be easily integrated into these learning-based methods to enable high-resolution cost volumes.
2.5 3D reconstruction for smart cities

Highly accurate 3D city models are indispensable for the development of smart cities. As it is both costly and time-consuming to develop 3D city models, it is particularly important to explore and adopt new technologies to provide low-cost and computationally efficient 3D model reconstruction. Driven by the rapid advances in virtual reality and augmented reality, terrain 3D model data is widely employed in surveying, mapping and other areas. For instance, smart mines capitalize on terrain 3D models to provide panoramic visual management for mine managers while combining multiple tasks including automatic transportation, emergency rescue, mineral analysis, fire and explosion protection. Furthermore, in smart tourism, natural or cultural landscape is reconstructed through a 3D digital model before being integrated into the tourism industry’s attraction recommendation, journey routes, cultural exchanges, business consumption and so on. Finally, the game, film and television production industries use terrain 3D model data to provide rich and changeable scenes for large-scale interactive games and digital movies.

3 Methodology

In this section, we introduce the structure of the proposed network as illustrated in Fig. 1. It consists of multi-scale feature extraction, learning-based coarse-to-fine depth estimation, and a spatial refinement module.

![Fig. 1 Framework of the proposed network consisting of three components, namely multiscale feature extractors, learning-based depth estimation and depth refinement](image-url)
3.1 Feature pyramid network

In order to obtain high-resolution depth (or disparity) maps, previous works often generate a comparatively low-resolution depth (or disparity) map using the standard cost volume followed by upsampling and refining with 2D CNNs. The standard cost volume is constructed using the top-level feature maps of high-level semantic features without low-level finer representations. Here, we adopt the Feature Pyramid Network (FPN) proposed in [31] to generate feature maps with improved spatial resolutions and establish cost volumes of higher resolution. For instance, when applying cascade cost volume to MVSNet [32], we build three scale cost volumes from the FPN feature maps with spatial resolutions of \( \{1/16, 1/4, 1\} \) of the input image size, respectively. More specifically, given \( N \) input images of size \( W \times H \), we denote by \( I_0 \) and \( \{I_i\}_{i=1}^{N-1} \) reference and source images, respectively. We extract pixel features from input hierarchically at multiple resolutions, which allows us to progressively improve the depth map estimation in a coarse-to-fine manner, following a similar approach as proposed in [33].

3.2 Learning-based depth estimation

3.2.1 Hypothesis plane

We denote by \( R_k \) and \( I_k \) the depth range and the plane interval of the \( k \)-th stage for \( k = 1, 2, \ldots \), respectively. Assuming that \( R_1 \) covers the entire depth range of the input scene, the scope of the hypothesis in the current stage can be predicted based on the output of the previous stage as below:

\[
R_{k+1} = R_k \cdot w_k,
\]

where \( w_k < 1 \) is the reducing factor of the hypothetical range.

Furthermore, the initial hypothesis plane interval is comparatively larger to generate a coarse depth estimation as compared to the conventional single cost volume formulation. For latter stages, finer hypothesis plane intervals are applied to recover more detailed outputs. Thus, we have:

\[
I_{k+1} = I_k \cdot p_k,
\]

where \( p_k < 1 \) is the reducing factor of hypothesis plane interval.

3.2.2 Depth estimation

The proposed depth estimation module includes the following three main steps:

1. Initialization: Generate random hypotheses;
2. Propagation: Propagate the hypothesis to neighbors;
3. Evaluation: Calculate the matching cost of all hypotheses.
First, a random initialization step is performed to promote diversification. After that, the proposed depth estimation alternates between the propagation and evaluation steps until convergence is achieved [34]. The assumption of spatial consistency of depth values is generally valid only for pixels from the same physical surface [35]. Thus, propagation is performed in an adaptive manner, collecting hypotheses from the same surface [36]. Finally, the evaluation module completes differentiable warping, matching cost computation, adaptive spatial cost aggregation and depth regression. The detailed structure of depth estimation module is illustrated in Fig. 2.

Most learning-based MVS methods adopt the plane sweep stereo approach to establish front-to-parallel planes at sampled depth hypotheses and warp the feature maps of source images into the planes. We denote by \(\{ Q_i \}_{i=0}^{K} \) and \( [ R_{0,i} t_{0,i} ]_{i=1}^{K} \) the intrinsic matrices of image \( i \) and the relative transformations of reference view 0 and source view \( i \), respectively. Thus, the pixel \( p_{i,j} = p_{i} (d_j) \) in the source view for a pixel \( p \) in the reference view in homogeneous coordinates is given by:

\[
p_{i,j} = Q_i \cdot R_{0,i} \cdot Q_0^{-1} \cdot p \cdot d_j + t_{0,i},
\]

where \( d_j := d_j(p) \) is the depth hypothesis.

Finally, denoted by \( F_i (p_{i,j}) \), the warped source feature maps of view \( i \) and the \( j \)-th set of depth hypotheses are obtained through differentiable bilinear interpolation. It is worth noting that this step has to integrate information from an arbitrary number of source views into a single cost per pixel \( p \) and depth hypothesis \( d_j \) for MVS methods. To this end, we propose to compute the cost per hypothesis using group-wise

![Fig. 2 The depth estimation module of the system](image-url)
correlation before aggregating the views with a pixel-wise view weighting coefficient. By doing that, we can employ visibility information during cost aggregation to achieve better robust performance. Finally, the per-group costs are projected into a single number, per reference pixel and hypothesis, through a small network.

### 3.3 Loss function

The proposed loss function denoted by $L_{total}$ takes into account the losses among all the depth estimation and rendered ground truth with same resolution as follow:

$$L_{total} = \sum_{k=1}^{3} \sum_{i=1}^{n_k} L^k_i + L_{ref}^0,$$

where $L^k_i$ is the loss of the $i$-th iteration of estimation on the $k$-th stage whereas $L_{ref}^0$ stands for the loss for the final refined depth map. Furthermore, $n_k$ is the number of views on the $k$-th stage. We propose to adopt the smooth $l1$ loss for $L^k_i$.

### 3.4 MVS in 3D reconstruction

Figure 3 shows the 3D reconstruction step-by-step procedures. First, sparse point cloud, the camera’s intrinsic and extrinsic parameters are extracted from the input image through a structure-from-motion process such as COLMAP. However, since the point cloud is sparse, it is not sufficient to support accurate 3D reconstruction. Therefore, multi-view stereo is applied to the sparse point cloud to generate dense point cloud before mesh reconstruction is utilized to generate high-quality 3D reconstruction. Thus, it is apparent that the multi-view stereo step plays a critical role in the 3D reconstruction. In particular, the proposed method is able to create denser point cloud, which enables a simpler mesh reconstruction method without requiring tedious refinement and optimization.

### 4 Experiment

In this section, we evaluate our proposed network using the well-known DTU dataset as well as some building photos taken on the campus of the Chinese University of Hong Kong, Shenzhen (CUHKSZ). In the following, Sect. 4.1 first elaborates the DTU dataset and the CUHKSZ data collection process. After that, the software and hardware environment for conducting the experiments are detailed in Sect. 4.2 while the comparison and analysis of the reconstruction results are provided in Sect. 4.3.
The dataset DTU is a large MVS dataset consisting of 124 different scenes scanned in seven different lighting conditions at 49 or 64 positions [11]. In our experiments, we use the DTU training set to train our proposed network while testing the performance with the DTU evaluation set. For evaluation purposes, the dataset also contains the ground-truth point cloud for each scene. A sample of the dataset is shown in Fig. 4.

To verify the generalization capability of our proposed network, the trained network was tested on real-life data collected on the CUHKSZ campus. First, a drone was used to shoot some scenes on the campus. After extracting some frames from the video at certain intervals, we obtained a series of images without time series. Together with the pose information and similar frames derived, these images were used as the input to COLMAP.

More specifically, the dataset contains three types of information. First, the dataset provides photos of objects to be reconstructed. Second, the corresponding camera intrinsic and extrinsic parameters used to take those photos are also available in the dataset. Finally, the dataset contains matching pairs of neighbor frames. The DTU dataset provides these three types of information for training and testing whereas we used COLMAP to extract the corresponding information when reconstructing real scenes.

4.2 Implementation

Our simulation platform was implemented with PyTorch, running on Nvidia 3090 GPU. The detailed environment configuration is shown in Table 1.

We set the image resolution to 640 × 512 and the number of input images to \( N = 5 \). We set the iteration number of depth estimation module on stages 1, 2, 3 as 1, 2, 2, respectively. We trained our model with Adam for 16 epochs with a learning rate of...
0.001 and a batch size of four. After depth estimation, we reconstructed point clouds following an approach similar to Cascade-MVSNet [37].

### 4.3 Comparison and analysis of results

In the first experiment, we input images at their original size, i.e., 1600 1200, and set the number of views $N = 5$. We follow the evaluation metrics provided by the DTU dataset in our performance evaluation as shown in Table 2.

Inspection of Table 2 suggests that the proposed network outperforms the other two existing MVSNet methods in terms of completeness. As a high completeness implies a denser point cloud with finer details, the proposed network can achieve competitive performance in overall quality. The improved performance can be also observed in Fig. 5 where the boundaries and thin structures in the models reconstructed by our proposed network appear more visible than of that by Cascade MVSNet.

More reconstruction examples using the DTU dataset are shown in Figs. 6 and 7. All of these point clouds show good details and little white noise.

To quantitatively compare the performance attained by different methods, three performance indices, namely Accuracy ($Acc.$), Completeness ($Comp.$) and Overall score ($Overall$), are employed. Specifically, $Acc.$ computes the average distance between the reconstructed point cloud and the real point cloud, which represents the quality of the point cloud reconstructed by MVS. In addition, $Comp.$ calculates the difference between the real point cloud and the reconstructed point cloud, which represents the completeness of point clouds. $Overall$ averages the first two metrics. For all three metrics, a smaller score stands for better performance.

Table 3 provides the quantitative results derived from each method. Inspection of Table 3 suggests that the proposed method outperformed the MVSNet and
Fig. 5 Qualitative comparison using scan #1 of DTU [11]

Fig. 6 Point cloud results on DTU [11]
CasMVSNet in all indices, which implies that the proposed method can reconstruct more accurate points without artifacts.

Next, we proceed to compare the memory consumption and run-time of the proposed network and several state-of-the-art learning-based methods. These existing methods generally utilize a cascade formulation of 3D cost volumes and output depth maps at the same resolution as the input images.

Table 4 shows our experiment results on memory consumption and run-time comparison among different methods. First, we observe that memory consumption and run-time increased much slower for the proposed network. For instance, memory consumption for the resolution of 1152 864 is reduced by 45.7% as compared to Cascade MVSNet. It is worth pointing out that these existing methods cannot be fit into the memory of our GPU when higher-resolution images are used for evaluation. Inspection of Table 4 suggests that the proposed network is much more computationally efficient in terms of memory consumption and run-time while providing very competitive performance.

Finally, we collected some large-scale pictures on the CUHKSZ campus to test the generalization capability of the proposed network as shown in Fig. 8. It
is interesting to observe that the proposed method demonstrated good feature extraction performance over low-textured regions (such as glass) and areas with repeating texture (such as similar building structures).

5 Conclusion

In this work, a novel cascade formulation of learning-based MVSNet has been proposed by augmenting learned adaptive propagation and evaluation modules based on deep features. Unlike conventional learning based methods, the proposed network does not rely on 3D cost volume regularization, which makes the proposed network more computationally efficient in terms of memory consumption and runtime. Extensive experimental results on the DTU dataset and our own data collected on the CUHKSZ campus have confirmed the excellent performance of the proposed network. The proposed network is particularly attractive for devices with limited computing resources and time-critical applications. There are several extensions of this study that can be further explored. One possible drawback of the proposed network is that some noise is generated during the reconstruction of very large scenes. To cope with this problem, the attention mechanism can be adopted to constrain multiple views. In addition, novel feature extraction and regression methods should be devised for further performance improvement. Finally, the computational complexity of reconstruction increases with the number of points in the point cloud as it takes a longer time to synthesize these points. Thus, it is highly desirable to devise a computationally efficient method to handle dense point cloud.

| Table 3  | Quantitative results on DTU dataset |
|----------|-------------------------------------|
| Method   | Acc      | Comp    | Overall |
| Gipuma   | 0.283    | 0.873   | 0.578   |
| SurfaceNet | 0.450  | 1.040   | 0.745   |
| MVSNet   | 0.456    | 0.646   | 0.551   |
| CasMVSNet | 0.365  | 0.385   | 0.375   |
| Ours     | 0.350    | 0.374   | 0.362   |

| Table 4  | Quantitative results of different methods on DTU dataset (lower is better) |
|----------|------------------|
| Methods  | GPU   | Mem(MB) | Run-time(s) |
| R-MVSNet | 7577  | 1.28    |            |
| Point-MVSNet | 8731 | 3.35    |            |
| MVSNet   | 10,823| 1.210   |            |
| Cascade MVSNet | 5345 | 0.492   |            |
| Ours     | 2900  | 0.510   |            |
| Comp. with Cascade MVSNet | 45.7% | − 3.5%  |            |
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