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Abstract. This work is devoted to the design of boundary controls of physical systems that are described by semilinear hyperbolic balance laws. A computational framework is presented that yields sufficient conditions for a boundary control to steer the system towards a desired state. The presented approach is based on a Lyapunov stability analysis and a CWENO-type reconstruction.

Introduction. Systems of hyperbolic partial differential equations model fluid flow, chemotaxis and viscoplastic material dynamics [2,23,26,33]. Boundary stabilization of these problems has been studied intensively in the past years [2,5]. An underlying tool for the study of these problems are Lyapunov functions that yield upper bounds on the deviation from steady states in suitable norms. The virtue of this approach are control rules that do not require the solution of the whole system, but take only measurements at the boundaries into account. So-called dissipative boundary conditions [6–9] ensure exponential decay of a continuous Lyapunov function, which in turn guarantees that the solution converges exponentially fast to a desired steady state.

More precisely, a general theory for the stabilization of linear conservation laws with respect to the $L^2$-norm is available [2, Sec. 3]. For nonlinear systems, however, results are still partial. A problem is posed by the fact that Lyapunov’s indirect method [24] does not necessarily hold for hyperbolic systems. Furthermore, solutions to systems of conservation laws exist in the classical sense only for a finite time due to formation of shocks [30]. To this end, stability results are typically stated in terms of the Sobolev $H^2$-norm or in the $C^1$-norm [6, 7, 19, 21] and restrictive smoothness assumptions on the $H^2$-norm of the initial data may be needed [2, Sec. 4]. Furthermore, most analytical results are based on the assumption that the influence of the source term is small or in intuitive terms, the considered balance laws are viewed as perturbations of conservation laws [8]. On the other
hand, if the destabilizing effect of the source term is sufficiently large, the system may be not stabilizable [1,15,18].

Recently, interest has increased in studying the stabilizability of semilinear hyperbolic systems, when the advection part is linear, but the source term is nonlinear [3, Sec. 10]. In particular, analytical results are available for semilinear Euler equations [16–18]. Assumptions on initial data are typically imposed with respect to the $H^1$-Sobolev norm and, hence, are less restrictive than for general nonlinear systems. The assumption of a Lipschitz continuous source term even allows to establish estimates in terms of the $L^2$-norm [20, 34], which is desirable, since also discontinuous initial and boundary data can be treated. Analytical results for general semilinear systems, however, will always come along with restrictions on initial data. In particular, initial data must be sufficiently close to a steady state, where the distance is measured in a suitable norm, for instance in terms of the $L^2$- or $H^1$-norm in space. Otherwise, a blow up of the solution in finite time may occur [34, Sec. 2].

These restrictions motivate a computational approach. Indeed, the development and analysis of numerical schemes that preserve continuous stability results is an active field of research. In particular, first-order upwind discretizations of linear balance laws are used to construct discretized Lyapunov functions that decay exponentially fast [14, 28, 29, 31]. Moreover, a second-order scheme applied to scalar nonlinear conservation laws with dissipative feedback boundary conditions is analyzed in [12].

The main contribution of this work is a computational framework that is specifically tailored to semilinear boundary value problems without any smoothness assumptions on initial data. In contrast to most analytical results in the $H^1$-setting, we measure the distance to a desired state by the $L^2$-norm and use a Lyapunov function as upper bound, which allows to consider discontinuous solutions. Since no systematic procedure exists for deriving Lyapunov functions in this setting, we use a candidate Lyapunov function that is typically applied in the linear case [2, Sec. 3]. We parameterize it up to a constant $\hat{\mu} > 0$ that is computed numerically. Two approaches are presented and analyzed for determining an appropriate constant. Those are based on a weighted Rayleigh coefficient and eigenvalue estimates. The computational framework is consistent with existing theoretical results, but also allows to investigate numerically problems which are beyond the current state of research on analytical control rules. The proposed method is based on high-order CWENO reconstructions [10, 11, 25, 32] that are high-order accurate in smooth regions, but can resolve discontinuities in an essentially nonoscillatory (ENO) fashion. CWENO reconstructions consist of weighted combinations of local reconstructions on different stencils. Furthermore, they also allow reconstructing source terms and boundary conditions at high order, a crucial feature when solving semilinear boundary value problems for balance laws.

This paper is structured as follows. Section 1 reviews semilinear hyperbolic boundary value problems. Section 2 is devoted to their control. In particular, Lyapunov functions and their estimates as well as benchmark problems are introduced. Section 3 describes the computational framework which is based on high-order CWENO discretizations. Finally, numerical results are presented in Section 4.
1. Semilinear hyperbolic boundary value problems. We consider semilinear hyperbolic balance laws of the form
\[ \partial_t u(t, x) + A(x) \partial_x u(t, x) = -h(u(t, x); x) \] (1)
that are defined on a finite space interval \([0, L]\). We consider \(2 \times 2\) systems, where the advection part \(A(x) = T(x) \Lambda(x) T^{-1}(x)\) is diagonalizable with distinct eigenvalues
\[ \Lambda^-(x) < \Lambda^+(x) \quad \text{for all} \quad x \in [0, L] \quad \text{and} \quad \Lambda(x) = \text{diag}\{\Lambda^+(x), \Lambda^-(x)\}. \]
Under the assumptions \(A(x) \in C^2([0, L]; \mathbb{R}^{2 \times 2})\) and \(h \in C^2(\mathbb{R}^2 \times [0, L]; \mathbb{R}^2)\) the semilinear system (1) admits a classical smooth solution provided that initial data are differentiable \([2, 4]\). Hence, it can be equivalently written in Riemann invariants \(\bar{R}(t, x) := T^{-1}(x)u(t, x)\) satisfying
\[ \partial_t \bar{R}(t, x) + \Lambda(x) \partial_x \bar{R}(t, x) = -G(\bar{R}(t, x); x) \]
for \(G(\bar{R}(t, x); x) = T^{-1}(x)h(T(x)R(t, x); x) + T^{-1}(x)\Lambda(x)\partial_x T(x)R(t, x). \) (2)
The diagonalized system (2) is endowed with possibly nonlinear feedback boundary conditions \(B \in C^2(\mathbb{R}^2; \mathbb{R}^2)\). The initial boundary value problem (IBVP) with initial values \(I_R \in L^2((0, L); \mathbb{R}^2)\), which satisfy boundary conditions, reads as
\[ \partial_t R(t, x) + \Lambda(x) \partial_x R(t, x) = -G(R(t, x); x) \quad \text{for} \quad t \in (0, T), \ x \in (0, L), \] (3)
\[ \begin{pmatrix} R^+(t, 0) \\ R^-(t, 0) \end{pmatrix} = B \begin{pmatrix} R^+(t, L) \\ R^-(t, L) \end{pmatrix} \quad \text{for} \quad t \in [0, T), \] (4)
\[ R(0, x) = I_R(x) \quad \text{for} \quad x \in [0, L]. \] (5)
Riemann invariants that come along with positive speeds \(\lambda^+(x) > 0\) are denoted as \(R^+(t, x)\) and those with negative characteristic speeds as \(R^-(t, x)\), respectively. Typical examples, see e.g. [2, Sec. 1.11], are the Kac-Goldstein equations, which explain the spatial pattern formations in chemosensitive populations. The unknowns \(u = (\rho, q)^T\) are the density \(\rho = R^+ + R^-\) and the mass flux \(q = \gamma(R^+ - R^-)\) of right \((R^+)\) and left-moving \((R^-)\) cells, where the velocity of cell motion is described by the parameter \(\gamma > 0\) and \(\theta(R^+, R^-)\) is a turning function.

**Kac-Goldstein equations**
\[ \rho_t + q_x = 0, \]
\[ q_t + \gamma^2 \rho_x = 2\theta\left(\frac{\rho}{2} + \frac{q}{2\gamma^2} - \frac{q}{2\gamma}\right)q \]
\[ R^+_t + \gamma R^+_x = \theta(R^+, R^-)(R^+ - R^-), \]
\[ R^-_t - \gamma R^-_x = \theta(R^+, R^-)(R^- - R^+) \]

**Diagonalized form**
\[ \begin{pmatrix} R^+(t, 0) \\ R^-(t, 0) \end{pmatrix} \]
\[ \begin{pmatrix} R^+(t, L) \\ R^-(t, L) \end{pmatrix} \]
\[ \begin{pmatrix} \kappa \\ \kappa \end{pmatrix} \]
\[ \begin{pmatrix} R^+(t, 0) \\ R^-(t, 0) \end{pmatrix} \quad \text{for} \quad |\kappa| \in [0, 1]. \] (6)

**Steady states** are denoted by \(\bar{u} = (\bar{\rho}, \bar{q})^T, \ \bar{R} = (\bar{R}^+, \bar{R}^-)^T\). Those satisfy the conditions \(\partial_t \bar{u}(x) = \partial_t \bar{u}(x) = 0, \ \partial_\kappa \bar{R}(x) = \partial_\kappa \bar{R}(t, x) = 0\) and are typically space-dependent. In the special case of Kac-Goldstein equations, however, the steady states are constant and read as
\[ \bar{R}^\pm = \frac{1}{2} \int_0^L \rho(0, x) \, dx. \]

**Boundary conditions** are specified by
\[ \begin{pmatrix} R^+(t, 0) \\ R^-(t, 0) \end{pmatrix} = \begin{pmatrix} \kappa \\ \kappa \end{pmatrix} \begin{pmatrix} R^+(t, L) \\ R^-(t, L) \end{pmatrix} \quad \text{for} \quad |\kappa| \in [0, 1]. \]

In particular the choice \(\kappa = 1\) models the case, when cells are confined within the spatial domain, since it holds \(q(t, 0) = 0\) and \(q(t, L) = 0\).
According to [3, Th. 10.1], there exists the following wellposedness result. Provided that initial data are sufficiently smooth and close to a steady state, i.e. there exists $\delta > 0$ such that $\|u_0 - \bar{u}\|_{H^1((0,L);\mathbb{R}^2)} < \delta$, the IBVP (3) – (5) has a unique maximal classical solution satisfying
\[ u \in C^0([0,T];H^1((0,L);\mathbb{R}^2)). \]

Under the assumption (7), there are conditions available, see e.g. [3, Th. 10.2], that stabilize the dynamics at a steady state. This assumption, however, is relatively restrictive for hyperbolic systems, which may involve discontinuous solutions, e.g. in the case of time-dependent boundary controls and for initial perturbations that are away from a steady state. To this end, we consider in Section 2 stabilization concepts with respect to the $L^2$-norm, which are typically applied to linear systems [2, Sec. 5], and use them to establish a computational framework for semi-linear problems in Section 3.

2. Sufficient conditions for stability. We are interested in boundary controls that make the system converge exponentially fast to a steady state. As in [3, Ch. 10], we introduce the distance to this steady state by $R(t,x) := R(t,x) - \bar{R}(x)$. Then, the IBVP (3) – (5) reads as
\[ \partial_t R(t,x) + \Lambda(x) \partial_x R(t,x) = -G(R(t,x);x) \quad \text{for} \quad t \in (0,T), \ x \in (0,L), \]
\[ \left( \begin{array}{c} R^+(t,0) \\ R^-(t,L) \end{array} \right) = B \left( \begin{array}{c} R^+(t,L) \\ R^-(t,0) \end{array} \right) \quad \text{for} \quad t \in [0,T), \]
\[ R(0,x) = I_R(x) - \bar{R}(x) \quad \text{for} \quad x \in [0,L]. \]

The source term and the boundary conditions are defined by
\[ G(R;x) := G(R + \bar{R}(x);x) - G(\bar{R}(x);x), \]
\[ B \left( \begin{array}{c} R^+(t,L) \\ R^-(t,0) \end{array} \right) := B \left( \begin{array}{c} R^+(t,L) + \bar{R}^+(L) \\ R^-(t,0) + \bar{R}^-(0) \end{array} \right) - \left( \begin{array}{c} \bar{R}^+(0) \\ \bar{R}^-(L) \end{array} \right). \]

To specify boundary conditions, we introduce a Lyapunov function candidate
\[ L(t;\mu) := \int_0^L R(t,x)^T W(x;\mu) R(t,x) \, dx \]
with the weights $W(x;\mu) := \text{diag}\{W^+(x;\mu),W^-(x;\mu)\}$ that are defined by
\[ W^+(x;\mu) := \frac{1}{\Lambda^+(x)} \exp\left(-\mu \int_0^x \frac{1}{\Lambda^+(s)} \, ds\right), \]
\[ W^-(x;\mu) := \frac{1}{|\Lambda^-(x)|} \exp\left(\mu \int_x^L \frac{1}{\Lambda^-(s)} \, ds\right). \]

Remark 1. As described in [2, Sec. 3.5] and as illustrated in Figure 1, the $2 \times 2$ system (3) – (5) is extendable to a network with $n$ arcs by specifying appropriate coupling conditions. Then, the weights (12) must be replaced by those in [2, Th. 3.16]. In the sequel, this article is concerned with $2 \times 2$ systems.
We introduce the notations $W_b^\pm := W^\pm(b, \hat{\mu}), \Lambda_b^\pm := \Lambda^\pm(b), \Lambda_b := \text{diag}\{\Lambda^+_b, \Lambda^-_b\}$, $\tilde{W}_b := \text{diag}\{W^+_b, W^-_b\}, R_b^2(t) := \mathbb{R}^2(t, b)$ with $b \in \{0, L\}$ and, for now, we assume

$$\mathcal{R} \in C^1\left([0, \infty) \times [0, L]; \mathbb{R}^2\right).$$

(13)

According to [3, Sec. 10.2], there exists a matrix $\tilde{G}$ satisfying $\mathcal{G}(\mathcal{R}; x) = \tilde{G}(\mathcal{R}; x)\mathcal{R}$ and $\tilde{G}(0; x) = D_\mathcal{R}\mathcal{G}(\mathcal{R}; x)|_{\mathcal{R}=0}$. This allows to define the matrices

$$\mathcal{M}(\mathcal{R}; x, \hat{\mu}) := \hat{\mu} W(x; \hat{\mu}) + W(x; \hat{\mu})\tilde{G}(\mathcal{R}; x) + \tilde{G}(\mathcal{R}; x)^T W(x; \hat{\mu}),$$

$$\tilde{\mathcal{M}}(\mathcal{R}; x, \hat{\mu}) := W^{-\frac{1}{2}}(x, \hat{\mu})\mathcal{M}(\mathcal{R}; x, \hat{\mu}) W^{-\frac{1}{2}}(x, \hat{\mu}),$$

$$\mathcal{H}(R_L^+, R_0^-; \hat{\mu}) := \mathcal{B} \begin{pmatrix} R_L^+ \\ R_0^- \end{pmatrix}^T \begin{pmatrix} W_0^+(\hat{\mu})\Lambda_0^+ \\ W_0^-(\hat{\mu})\Lambda_0^- \end{pmatrix} \mathcal{B} \begin{pmatrix} R_L^+ \\ R_0^- \end{pmatrix}$$

$$- \begin{pmatrix} R_L^+ \\ R_0^- \end{pmatrix}^T \begin{pmatrix} W_L^+(\hat{\mu})\Lambda_L^+ \\ W_L^-(\hat{\mu})\Lambda_L^- \end{pmatrix} \begin{pmatrix} R_L^+ \\ R_0^- \end{pmatrix}.$$  

Then, the time derivative of the Lyapunov function is

$$\mathcal{L}'(t; \hat{\mu}) = 2 \int_0^L \mathcal{R}(t, x)^T W(x; \hat{\mu})\partial_x \mathcal{R}(t, x) \, dx$$

$$= -2 \int_0^L \mathcal{R}(t, x)^T W(x; \hat{\mu})\Lambda(x)\partial_x \mathcal{R}(t, x) + \mathcal{R}(t, x)^T W(x; \hat{\mu})\mathcal{G}(\mathcal{R}; x) \, dx$$

$$= \int_0^L \mathcal{R}(t, x)^T \left[\partial_x (W(x; \hat{\mu})\Lambda(x)) - 2 W(x; \hat{\mu})\tilde{G}(\mathcal{R}; x)\right] \mathcal{R}(t, x) \, dx$$

$$- \left[\mathcal{R}(t, L)^T W_L(\hat{\mu})\Lambda_L \mathcal{R}(t, L) - \mathcal{R}(t, 0)^T W_0(\hat{\mu})\Lambda_0 \mathcal{R}(t, 0)\right]$$

$$= - \int_0^L \mathcal{R}(t, x)^T \mathcal{M}(\mathcal{R}(t, x); x, \hat{\mu}) \mathcal{R}(t, x) \, dx + \mathcal{H}(R_L^+, R_0^-; \hat{\mu}).$$  

(14)

We observe from equation (14) that a sufficient, but not necessary condition to make the Lyapunov function decay exponentially fast is to choose boundary conditions and a parameter $\hat{\mu} \geq 0$ such that

the inequality $\mathcal{H}(R_L^+, R_0^-; \hat{\mu}) \leq 0$ holds and

the matrix $\mathcal{M}(\mathcal{R}; x, \hat{\mu})$ is strictly positive definite for all $x \in [0, L]$. 

(A1)

(A2)
Furthermore, we introduce the weighted Rayleigh quotient

$$Q[\mathcal{R}, \hat{\mu}](t) := \frac{\|\mathcal{R}(\hat{\mu})\|^2_{L^2}}{\langle \mathcal{M}(\mathcal{R}; \cdot, \hat{\mu})\mathcal{R}(\hat{\mu}) \rangle}$$

for

$$\mathcal{R}(\hat{\mu})(t, x) := W(x; \hat{\mu})^{1/2}\mathcal{R}(t, x)$$

where the $L^2$-norm satisfies $\|\mathcal{R}(\hat{\mu})\|^2_{L^2} := \|\mathcal{R}(\hat{\mu})\|^2_{L^2((0, L); \mathbb{R}^2)} = \mathcal{L}(t; \hat{\mu})$. Then, the time derivative (14) fulfills

$$\mathcal{L}'(t; \hat{\mu}) \leq -Q[\mathcal{R}, \hat{\mu}](t)\mathcal{L}(t; \hat{\mu})$$

provided that assumption (A1) holds. If the weighted Rayleigh quotient (15) remains strictly positive, i.e.

$$Q[\mathcal{R}, \hat{\mu}](t) > \mu > 0 \quad \text{for all} \quad t \geq 0,$$

the solution converges to the steady state exponentially fast. More precisely, the norm equivalence $\|\mathcal{R}(t, x)\|^2_{L^2} \sim \|\mathcal{R}(t, x)\|^2_{W(x)} := \mathcal{R}(t, x)^T W(x) \mathcal{R}(t, x)$ and the estimate $\mathcal{L}'(t) \leq -\mu\mathcal{L}(t)$ imply for a fixed parameter $\hat{\mu} \geq 0$ the bound

$$\|\mathcal{R}(t, \cdot)\|^2_{L^2} \lesssim e^{-\mu t}\|\mathcal{R}(0, \cdot)\|^2_{L^2} \quad \text{for all} \quad t \in \mathbb{R}^\dagger.$$

Remark 2. The conditions (A1) – (A3) are coupled by the parameter $\hat{\mu} \geq 0$, which enters the weights of the Lyapunov function. More precisely, it has been shown in [13, Th. 2.3.5] for linear boundary controls, imposed by a matrix $\bar{B} \in \mathbb{R}^{2n \times 2n}$, that the inequality (A1) is satisfied if the condition

$$\exp\left(\frac{\hat{\mu}L}{2\lambda_{\min}}\right)\|\bar{B}\|_{L^2} \leq 1 \quad \text{holds for} \quad \lambda_{\min} := \min_{x \in [0, L]} \left\{|\lambda^\pm(x)|\right\}.$$

Hence, a small value of $\hat{\mu} \geq 0$ is desirable. On the other hand, a large value may be necessary to make the conditions (A2) and (A3) hold. This ambiguity reflects the fact that some systems are not even stabilizable unless the length $L > 0$ is sufficiently small [1, 15].

Remark 3 (Stabilization of $H^1$-solutions according to [3, Th. 10.2]). Provided that initial data are sufficiently close to a steady state, i.e. condition (7) is satisfied, exponential stability holds with respect to the $H^1$-norm if the matrix

$$\hat{\mu} W(x; \hat{\mu}) + W(x; \hat{\mu})\bar{G}(x) + \bar{G}(x)^T W(x; \hat{\mu})$$

is strictly positive definite for all $x \in [0, L]$ and the matrix

$$\bar{B}^T \begin{pmatrix} W_0^+(\hat{\mu})\Lambda^+_0 \\ W_L^-(\hat{\mu})\Lambda^-_L \end{pmatrix} - \begin{pmatrix} W_0^+(\hat{\mu})\Lambda^+_0 \\ W_L^-(\hat{\mu})\Lambda^-_L \end{pmatrix}$$

is negative semidefinite, where $\bar{B} = D\mathcal{R}\mathcal{B}(\mathcal{R})|_{\mathcal{R}=0}$ and $\bar{G}(x) = \bar{G}(0; x)$ denote linearizations at steady state. Hence, assumptions (A1) and (A2) are more restrictive as they must be satisfied also apart from the steady state.

The stabilization concept with respect to the $L^2$-norm, which we follow in this work, does not serve as a general stability result. However, it comes along with a computational framework that allows for an efficient numerical verification of the conditions (A1) – (A3) and hence allows to investigate numerically problems where initial data may vary widely from steady states. It is justified analytically in the special cases considered in Section 2.1 and Section 2.2.
2.1. Linearized case. In the linear case, when the source term and the boundary conditions are given by matrices, i.e. \( \mathcal{G} \in \mathbb{R}^{2n \times 2n} \) and \( \mathcal{B} \in \mathbb{R}^{2n \times 2n} \), the Lyapunov function decays exponentially fast if the matrix \( \mathbf{M}(x, \tilde{\mu}) = \mathcal{M}(R; x, \tilde{\mu}) \) is strictly positive definite for all \( x \in [0, L] \) and the matrix

\[
H(\tilde{\mu}) := \mathcal{B} \left( W_0^+(\tilde{\mu}) \Lambda_0^+ \right. \left. - W_L^-(\tilde{\mu}) |\Lambda_L^-| \right) \mathcal{B} - \left( W_L^+(\tilde{\mu}) \Lambda_L^+ \right. \left. - W_L^-(\tilde{\mu}) |\Lambda_L^-| \right)
\]

is negative semidefinite. More precisely, the derivative (14) is estimated by

\[
\mathcal{L}'(t; \tilde{\mu}) \leq - \int_0^L \mathcal{R}(t, x)^T \mathbf{M}(x, \tilde{\mu}) \mathcal{R}(t, x) \, dx \leq -\mu \mathcal{L}(t; \tilde{\mu}) \quad \Leftrightarrow \quad \mathcal{L}(t) \leq e^{-\mu t} \mathcal{L}(0)
\]

with decay rate \( \mu := \min_{x \in [0, L]} \left\{ \sigma_{\min} \left\{ W^{-1/2}(x; \tilde{\mu}) \mathbf{M}(x; \tilde{\mu}) W^{-1/2}(x; \tilde{\mu}) \right\} \right\} > 0 \),

where \( \sigma_{\min} \) denotes the smallest eigenvalue of a matrix. An example, used in the following as a benchmark problem, is as follows:

**Proposition 1.** The linear boundary value problem

\[
\partial_t \begin{pmatrix} \mathcal{R}^+(t, x) \\ \mathcal{R}^-(t, x) \end{pmatrix} + \partial_x \begin{pmatrix} \mathcal{R}^+(t, x) \\ -\mathcal{R}^-(t, x) \end{pmatrix} = \frac{\theta(x)}{2} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \begin{pmatrix} \mathcal{R}^+(t, x) \\ \mathcal{R}^-(t, x) \end{pmatrix},
\]

\[
\begin{pmatrix} \mathcal{R}^+(t, 0) \\ \mathcal{R}^-(t, L) \end{pmatrix} = \begin{pmatrix} \kappa \\ \kappa \end{pmatrix} \begin{pmatrix} \mathcal{R}^+(t, L) \\ \mathcal{R}^-(t, 0) \end{pmatrix}
\]

is exponentially stable provided that the inequality

\[
|\kappa \ln |\kappa|| > \alpha L \quad \text{holds for} \quad \alpha := \max_{x \in [0, L]} \left\{ |\theta(x)| \right\} \quad \text{and} \quad |\kappa| \in (0, 1).
\]

Furthermore, there exists a value \( |\kappa| \in (0, 1) \) in the case \( \alpha L < 1/e \).

**Proof.** According to [13, Th. 2.3.5], the matrix (17) is negative semidefinite for

\[1 \geq \exp \left( \frac{\tilde{\mu} L}{2} \| \mathcal{B} \|_2 \right) = \exp \left( \frac{\tilde{\mu} L}{2} \| \mathcal{B} \|_2 \right) |\kappa| \quad \Leftrightarrow \quad \tilde{\mu} \leq \bar{\mu} := -\frac{2}{L} \ln |\kappa|, \quad |\kappa| \in (0, 1).
\]

The choice \( \tilde{\mu} = \bar{\mu} \) yields the weights

\[w^+(x; \bar{\mu}) = e^{-\bar{\mu} x} = \kappa^{\frac{x}{L}} \quad \text{and} \quad w^-(x; \bar{\mu}) = e^{-\bar{\mu} (L-x)} = \kappa^{\frac{L-x}{L}}.
\]

Furthermore, the maximum of the sum \( w^+(x; \bar{\mu})^p + w^-(x; \bar{\mu})^p \), \( p \in \mathbb{N} \) is obtained at \( x = L/2 \), which yields the upper bounds

\[w^+(x; \bar{\mu}) \leq 1, \quad w^+(x; \bar{\mu}) + w^-(x; \bar{\mu}) \leq 2 |\kappa| \quad \text{and} \quad w^+(x; \bar{\mu})^2 + w^-(x; \bar{\mu})^2 \leq 2 |\kappa|^2.
\]

This gives the eigenvalue estimate

\[\sigma_{\min} \left\{ \mathbf{M}(x; \bar{\mu}) \right\} \geq \bar{\mu} W(x; \bar{\mu}) - \sigma_{\max} \left\{ W(x; \bar{\mu}) \mathcal{G}(x) + \mathcal{G}(x)^T \mathbf{W}(x; \bar{\mu}) \right\}
\]

\[\geq \bar{\mu} W(x; \bar{\mu}) - \alpha \sqrt{\frac{w^+(x; \bar{\mu})^2 + w^-(x; \bar{\mu})^2}{2}} + \alpha \frac{w^+(x; \bar{\mu}) + w^-(x; \bar{\mu})}{2}
\]

\[\Rightarrow \min_{x \in [0, L]} \left\{ \sigma_{\min} \left\{ \mathbf{M}(x; \bar{\mu}) \right\} \right\} \geq -\frac{2}{L} \ln (|\kappa|)^2 - 2\alpha |\kappa|,
\]

where \( \sigma_{\max} \) denotes the spectral radius. The bound (19) is strictly positive if the condition (18) holds.

\[\Box\]
2.2. Semilinear case with Lipschitz continuous source term. Similarly to [20], we consider Lipschitz continuous source terms. Then, results of the linearized case can be partially extended as shown in the following proposition.

**Proposition 2.** The semilinear boundary value problem

\[
\partial_t \mathcal{R}(t, x) + \Lambda(x) \partial_x \mathcal{R}(t, x) = -\mathcal{G}(\mathcal{R}(t, x); x)
\]

\[
\begin{pmatrix}
\mathcal{R}^+(t, 0) \\
\mathcal{R}^-(t, L)
\end{pmatrix} = \begin{pmatrix}
\kappa \\
\kappa
\end{pmatrix}
\]

with Lipschitz continuous source term

\[\|\mathcal{G}(\mathcal{R}; x)\|_2 \leq C_G \|\mathcal{R}\|_2 \quad \text{for all} \quad x \in [0, L]\]

is exponentially stable provided that \(|\kappa \ln(|\kappa|)| > LC_G\) and \(|\kappa| \in (0, 1)\) holds.

**Proof.** As shown in Proposition 1, the boundary conditions (17) require the bound \(\bar{\mu} \leq \tilde{\mu} := -\frac{2}{L} \ln(|\kappa|)\). Hence, the weights read as \(w^\pm(x; \tilde{\mu}) = \kappa^\frac{|x|}{|\kappa|} \in [\kappa^2, 1]\) and the Lipschitz continuity of the source term implies

\[\|\mathcal{G}(\mathcal{R}(t, x); x)\|_{W(x)} \leq C_G \|\mathcal{R}(t, x)\|_{W(x)} \leq \frac{C_G}{|\kappa|} \|\mathcal{R}(t, x)\|_{W(x)}\]

Then, the claim follows from the assumption \(|\kappa \ln(|\kappa|)| > LC_G\) and the estimate

\[\mathcal{R}(t, x)^T \mathcal{M}(\mathcal{R}(t, x); x, \tilde{\mu}) \mathcal{R}(t, x) = \tilde{\mu} \|\mathcal{R}(t, x)\|_{W(x)}^2 + 2 \langle \mathcal{R}(t, x), \mathcal{G}(\mathcal{R}(t, x); x) \rangle_{W(x)} \geq \left[ \tilde{\mu} - \frac{2C_G}{|\kappa|} \right] \|\mathcal{R}(t, x)\|_{W(x)}^2 > 0 \quad \text{for} \quad \mathcal{R}(t, x) \neq 0.\]

\[\square\]

Finally, we remark that the regularity assumption (13), which has been used to deduce the previous results, can be stated in terms of \(L^2\)-solutions for general linear balance laws [2, Sec. 2.1.3] and for semilinear systems with locally Lipschitz continuous source term [34, Th. 1]. The following computational framework is based on these \(L^2\)-solutions, i.e. \(u \in C^0([0, T); L^2((0, L); \mathbb{R}^{2n}))\), which allow to consider discontinuities and initial data that may vary widely from steady states.

### 3. Computational framework

Since analytical results are in general not available for semilinear systems, we introduce a computational framework that is based on a central, weighted, essentially non-oscillatory (CWENO) reconstruction. The aim is to find a control law such that there exists a parameter \(\tilde{\mu} \geq 0\) that satisfies the conditions (A1), (A2) and (A3), respectively.

#### 3.1. High-order discretization inside the spatial domain

A desirable numerical scheme should approximate at high-order not only the semilinear system (8) with space-depending source term and the boundary conditions (9), but also the conditions (A1), (A2) and (A3). To this end, we use a finite-volume based CWENO reconstruction. The spatial domain \([0, L]\) is divided into \(N\) cells \(C_j := [x_{j-1/2}, x_{j+1/2}]\) for \(j = 1, \ldots, N\) by a space discretization \(\Delta x > 0\) satisfying \(\Delta x N = L\). The cell centers are \(x_j := (j - 1/2) \Delta x\) and the cell edges are \(x_{j+1/2} := j \Delta x\). The evolution of cell averages

\[\mathbf{R}_j(t) := \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} \mathcal{R}(t, x) \, dx\]
for a general balance law \( \mathcal{R}_t + \tilde{f}(\mathcal{R})_x = -\tilde{g}(\mathcal{R}; x) \) is described by the ordinary differential equation

\[
\frac{d}{dt} \bar{R}_j(t) = -\frac{1}{\Delta x} \left[ \tilde{f} \left( \mathcal{R}(t, x_{j+1/2}) \right) - \tilde{f} \left( \mathcal{R}(t, x_{j-1/2}) \right) \right] - \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} \tilde{g} \left( \mathcal{R}(t, x) ; x \right) dx.
\]

Here, the linear PDE (8) is written in conservative form by defining

\[
\tilde{f} \left( \mathcal{R}(t, x) \right) := \Lambda(x) \mathcal{R}(t, x) \quad \text{and} \quad \tilde{g} \left( \mathcal{R}(t, x) ; x \right) := \mathcal{G} \left( \mathcal{R}(t, x) ; x \right) - \partial_x \Lambda(x) \mathcal{R}(t, x).
\]

Furthermore, the central, weighted, essentially non-oscillatory (CWENO) reconstruction from [11] is applied for the interior cells \( j = 2, \ldots, N - 1 \). A third-order reconstruction is of the form

\[
\text{CWENO} : \left[ \bar{R}_{j-1}, \bar{R}_j, \bar{R}_{j+1} \right] \mapsto \mathcal{P}_j(x),
\]

where \( \mathcal{P}_j(x) \) denotes a reconstruction polynomial defined for \( x \in \mathcal{C}_j \). The reconstruction for the semi-discretization at the right (\( r \)) side of a cell interface is denoted by \( \bar{R}_{j+1/2}(t) := \mathcal{P}_j(x_{j+1/2}) \), at the left (\( l \)) side by \( \bar{R}_{j-1/2}(t) := \mathcal{P}_j(x_{j-1/2}) \) and at the cell center (\( c \)) by \( \bar{R}_j(t) := \mathcal{P}_j(x_j) \). The source term is discretized by the Gauss-Lobatto rule with three quadrature nodes. Then, the resulting semi-discretization of the balance law with the upwind flux \( \bar{F} \) reads as

\[
\frac{d}{dt} \bar{R}_j(t) = -\frac{1}{\Delta x} \left[ \bar{F} \left( \bar{R}_{j+1/2}(t), \bar{R}_{j+1/2}^r(t) \right) - \bar{F} \left( \bar{R}_{j-1/2}(t), \bar{R}_{j-1/2}^r(t) \right) \right] - \frac{1}{6} \left[ \mathcal{G} \left( \bar{R}_{j+1/2}(t) ; x_{j+1/2} \right) + 4 \mathcal{G} \left( \bar{R}_j(t) ; x_j \right) + \mathcal{G} \left( \bar{R}_{j-1/2}(t) ; x_{j-1/2} \right) \right] + \mathcal{O}(\Delta x^3).
\]

It is approximated in time with a strong stability preserving (SSP) Runge-Kutta method with three stages [22].

### Table

| verify (A2) or (A3) | verification of \( H(\bar{R}_0^+, \bar{R}_0^- ; \hat{\mu}^*(t)) \leq 0 \) | verify (A2) or (A3) |
|---------------------|-------------------------------------------------|---------------------|
| \( \mathcal{R}^+(t, x) \) | coupling conditions \( \left( \frac{\bar{R}_0^+}{\bar{R}_0^-} \right) = \mathcal{B}_t \left( \frac{\bar{R}_0^+}{\bar{R}_0^-} \right) \) | \( \mathcal{R}^+(t, x) \) |
| \( \mathcal{R}^-(t, x) \) | \( x = L \) | \( x = 0 \) |

**Figure 2.** Continuous setting for the computation of stabilizing boundary controls \( \mathcal{B}_t \).

### 3.2. High-order discretization at boundaries.

Figure 2 illustrates the continuous setting to obtain stabilizing boundary controls. As mentioned in Remark 2, the parameter \( \hat{\mu} \geq 0 \) should be chosen as small as possible, since a higher value...
restricts the choice of boundary conditions. To ensure a given decay rate $\mu > 0$ we define the possibly time-depending parameter $\hat{\mu}^* (t) \in \{ \hat{\mu}_M^*(t), \hat{\mu}_Q^*(t) \}$ by

$$
\hat{\mu}_M^*(t) := \inf \left\{ \hat{\mu} > 0 \middle| \sigma_{\min} \{ \mathcal{M}(\mathcal{R}(t,x); x; \hat{\mu}) \} \geq \mu > 0 \text{ for all } x \in [0, \pi] \right\},
$$

$$
\hat{\mu}_Q^*(t) := \inf \left\{ \hat{\mu} > 0 \middle| Q[\mathcal{R}, \hat{\mu}](t) \geq \mu > 0 \right\}.
$$

(21)

Since this parameter enters the weights $W(x; \hat{\mu}^*(t))$ of the Lyapunov function, the condition $\mathcal{H}(\mathcal{R}_R^+, \mathcal{R}_L^0; \hat{\mu}^*(t)) \leq 0$ is time-dependent as well. This may require also time-dependent coupling conditions $\mathcal{B}_t$.

**Figure 3.** Semi-discrete setting for the computation of stabilizing boundary controls $\mathcal{B}_t$.

Figure 3 illustrates the discretized setting. Therein, the reconstruction polynomials $\mathcal{P}_j(x)$ are black dotted. Since the CWENO reconstruction (20) requires the central stencil $\mathbb{C}_j-1, \ldots, \mathbb{C}_{j+1}$ to reconstruct the polynomial $\mathcal{P}_j(x)$ it can be only used for interior cells. The cells $\mathbb{C}_0, \mathbb{C}_N$, which are adjacent to the boundary, need a special treatment. Therein, reconstructions of the form

$$
\text{CWENO}^{[1]} : [\mathbb{R}_{N-2}, \mathbb{R}_{N-1}, \mathbb{R}_N] \rightarrow \mathcal{P}_N(x),
$$

$$
\text{CWENO}^{[2]} : [\mathbb{R}_1, \mathbb{R}_2, \mathbb{R}_3] \rightarrow \mathcal{P}_1(x)
$$

are applied that have been recently introduced by [32, Semplice, Travaglia, Puppo]. A crucial property of these reconstruction are polynomials that are defined within the whole cell. This allows to determine the expressions (21) at high order, i.e.

$$
\hat{\mu}_M^*(t) := \inf \left\{ \hat{\mu} > 0 \middle| \sigma_{\min} \{ \mathcal{M}(\mathcal{P}_j(x_k); x_k; \hat{\mu}) \} \geq \mu \right\}
$$

for all $j = 1, \ldots, N$, and $k \in \{ j \pm \frac{1}{2}, j \}$,

$$
\hat{\mu}_Q^*(t) := \inf \left\{ \hat{\mu} > 0 \middle| \sum_{j=1}^{N} Q^*[\mathcal{P}_j, \hat{\mu}](t) \geq \mu > 0 \right\},
$$

where $Q^*[\mathcal{P}_j, \hat{\mu}]$ denotes the discretized weighted Rayleigh quotient (15) that is obtained by the Gauss-Lobatto rule with the quadrature nodes $\mathcal{P}_j(x_{j \pm \frac{1}{2}})$ and $\mathcal{P}_j(x_j)$. Furthermore, the boundary values $\mathbb{R}^{+, \ell}_{N+1/2}$ and $\mathbb{R}^{-, r}_{1/2}$ are reconstructed at high order. This is crucial to verify the condition $\mathcal{H}(\mathbb{R}^{+, \ell}_{N+1/2}, \mathbb{R}^{-, r}_{1/2}; \hat{\mu}^*(t)) \leq 0$. The
inflow reconstructed values are given by the coupling conditions, i.e. $R_{i/2}^+ := R_0^+$ and $R_{N+1/2}^- := R_L^-$.

This framework guarantees parameters $\hat{\mu}^s(t)$ that satisfy the properties (A2), (A3) and specify the condition (A1), which ensures dissipative boundary controls. Those can be specified problem and time-dependent, which ensures stabilizing boundary conditions. However, we note that there do not necessarily exist boundary controls with the property (A1). Systems that are not stabilizable, see e.g. [1, 15, 18], serve as examples. Hence, only sufficient conditions are obtained, but not necessarily a control rule that steers the system exponentially fast to a desired state.

Remark 4. The presented computational framework is consistent with the previously mentioned theoretical state of research apart from the fact that the choices (21) lead to a numerical Lyapunov function whose parameters are time-dependent, in contrast to the analytical Lyapunov function (11). Therefore, the numerical Lyapunov function may be not strictly decreasing, but still leads to an exponential decay of perturbations. Analytical results are recovered by setting $\hat{\mu}^s(t) = \hat{\mu}$ for all $t \in \mathbb{R}_0^+$. 

Furthermore, the parameter $\hat{\mu}_Q^s(t)$, which is based on the weighted Rayleigh quotient, leads to a weaker estimate of the parameter $\hat{\mu}$ that enters the Lyapunov function, i.e. a smaller parameter $\hat{\mu}$ is obtained. Hence, the disadvantage of this choice is a control rule that may not be sufficient to establish exponential decay. On the other hand, perturbations from steady states are still damped and the computational cost is reduced significantly. Namely, the choice $\hat{\mu}_Q^s(t)$ requires to solve an optimization problem for each point in space, whereas the choice $\hat{\mu}_M^s(t)$ requires the solution of only one optimization problem.

4. Numerical results. The computational framework is applicable for general systems of semilinear hyperbolic balance laws and will be illustrated by means of the Kac-Goldstein equations for chemotaxis with boundary conditions (6). Since these systems are in general not stabilizable [1, 15, 18], we consider the benchmark problems derived in Section 2. More precisely, we consider the Kac-Goldstein equations with the following source terms:

Section 4.1: $G(R(t, x); x) = \frac{1}{2e} \left( \begin{array}{cc} 1 & -1 \\ -1 & 1 \end{array} \right) R(t, x)$

Section 4.2: $G(R(t, x); x) = \frac{1}{2e} \cos \left( R^+(t, x)^2 + R^-(t, x)^2 \right) \left( \begin{array}{cc} 1 & -1 \\ -1 & 1 \end{array} \right) R(t, x)$

Section 4.3: $G(R(t, x); x) = \frac{1}{2e} \left( \begin{array}{cc} R^-(t, x) & R^+(t, x) \\ R^+(t, x) & R^-(t, x) \end{array} \right) \left( \begin{array}{cc} 1 & -1 \\ -1 & 1 \end{array} \right) R(t, x)$

The nonlinear source term requires the computational approach of Section 3. It is a relevant practical example to model the alignment of animals and cells [27, Sec. 2]. Although a small value $|\kappa| \ll 1$ may damp perturbations faster, a large value is typically of interest. Namely, larger values can lead to a smaller net flux at the boundary, which in turn results in a more economical control. The discretizations $\Delta x = 2^{-5}$ and $\text{CFL} = 0.45$ for $L = 1$ are used in all simulations. Initial conditions read as $R^+(0, x) = \sin(\pi x)$ and $R^-(0, x) = \cos(\pi x)$. Furthermore, parameters for the CWENO reconstructions are chosen as $Z$-nonlinear weights as described in [32].
4.1. Linear source term. The linear source term is a special case of Proposition 1 for \( \theta(x) = \frac{1}{e} \). The largest parameter for the boundary conditions that is guaranteed in Proposition 1 is \( \kappa = \frac{1}{e} \), which is obtained for \( \hat{\mu} = -\frac{2}{L} \ln |\kappa| = 2 \).

Figure 4 shows the deviation \( \rho(t, x) - \bar{\rho} \) of the density for \( t \in [0, 10] \). If the time-dependent parameter \( \hat{\mu}^\ast_M(t) \) is used (left panels), the obtained boundary control is able to steer the system towards the equilibrium for both decay rates \( \mu = 0.1 \) and \( \mu = 1 \). In contrast, the parameter \( \hat{\mu}^\ast_Q(t) \), which is based on the weighted Rayleigh quotient only stabilizes the system provided that the larger desired decay rate \( \mu = 1 \) is used. Figure 5 shows the corresponding Lyapunov functions that yield upper bounds for the \( L^2 \)-norm of deviations. More precisely, the scaled Lyapunov function

\[
\tilde{\mathcal{L}}(t) := W^{-1}_{\min}(t) \mathcal{L}(t) \geq \| \mathcal{R} \|_{L^2} \quad \text{for} \quad W_{\min}(t) := \min_{x \in [0, L]} \left\{ \sigma_{\min} \left\{ W(x, \hat{\mu}^\ast(t)) \right\} \right\}
\] (22)

is shown as blue line and serves as upper bound for the \( L^2 \)-norm that is obtained by simulations with the parameter \( \hat{\mu}^\ast_M(t) \), which is shown in blue. They decay exponentially fast with a rate that is larger than the desired rate \( \mu = 0.1 \) (left panel) and \( \mu = 1 \) (right panel). The \( L^2 \)-norm for deviations that are based on the parameter \( \hat{\mu}^\ast_Q(t) \) is shown in red. Deviations even increase for the smaller desired decay rate and decrease for \( \mu = 1 \), however, with a lower rate.

**Figure 4.** Deviations of the density to the steady state. The upper panels show a simulation with desired decay rate \( \mu = 0.1 \) where the parameters \( \hat{\mu}^\ast_M(t) \) (left) and \( \hat{\mu}^\ast_Q(t) \) (right) are used. The lower panels show simulations for the decay rate \( \mu = 1 \), respectively.
Figure 5. The $L^2$-norm $\| \mathcal{R}(t, \cdot) \|_{L^2}^2$ and the scaled Lyapunov function (22) obtained by simulations with the parameter $\hat{\mu}_{\mathcal{M}(t)}$ are plotted in blue. Simulations that are based on the parameter $\hat{\mu}_{\mathcal{Q}(t)}$ are shown in red, respectively. The desired exponential decay is black dashed.

Figure 6. Left $y$-axis shows the obtained boundary control $\kappa^*(t)$ for the parameters $\hat{\mu}_{\mathcal{Q}(t)}^s$ and $\hat{\mu}_{\mathcal{M}(t)}^s$ which are plotted against the right $y$-axis as dashed line. The resulting control $\kappa^*(t)$ is shown with respect to the left $y$-axis. Namely, the control corresponding to the parameter $\hat{\mu}_{\mathcal{M}(t)}^s$ is plotted as blue line and that one corresponding to $\hat{\mu}_{\mathcal{Q}(t)}^s$ as red line, respectively. We observe that simulations that are based on the weighted Rayleigh quotient yield smaller values $\hat{\mu}_{\mathcal{Q}(t)}^s \leq \hat{\mu}_{\mathcal{M}(t)}^s$ which in turn result in a larger control parameter. Likewise, a smaller desired decay rate leads to larger control parameters. Furthermore, we note that the control based on the Rayleigh quotient, which does not steer the system to the steady state, still counteracts fluctuations. In particular, it actively reduces the control parameters when instabilities increase.
A zoom in the left panel of Figure 5 highlights the non-monotonic behaviour of the scaled Lyapunov function and the $L^2$-norm of deviations when the control parameter $\hat{\mu}_Q(t)$ is used. These oscillations arise from fluctuations of the control, which are illustrated in the left panel of Figure 5. In contrast, the control parameter $\hat{\mu}_M(t)$ is almost constant and the resulting Lyapunov function decays monotonically.

4.2. Lipschitz continuous source term. The distance to the equilibrium state is shown in Figure 7 for the boundary control that is obtained by the parameters $\hat{\mu}_M(t)$ (left panel) and $\hat{\mu}_Q(t)$ (right panel). As expected, the parameter $\hat{\mu}_M(t)$ leads to a boundary control that steers the system faster to the steady state.

**Figure 7.** Deviations of the density to the steady state with desired decay rate $\mu = 1$, where the parameter $\hat{\mu}_M(t)$ (left) and $\hat{\mu}_Q(t)$ (right) are used for the boundary control.

The decay is shown in the left panel of Figure 8. Therein, the $L^2$-norm of the distance to the steady state is shown as blue line for the parameter $\hat{\mu}_M(t)$ and in red for the control that is based on the weighted Rayleigh quotient. The
scaled Lyapunov function yields an upper bound on the $L^2$-norm and decays at least with the desired rate (black, dashed) if the parameter $\hat{\mu}_M(t)$ is used. The $L^2$-norm of deviations that are based on the weighted Rayleigh quotient decays more slowly, but still exponentially fast.

The right panel of Figure 8 shows the boundary control parameter in the scale of the left $y$-axis. The weighted Rayleigh quotient leads to a smaller time-dependent value $\hat{\mu}_Q(t) \leq \hat{\mu}_M(t)$ and hence to a larger control parameter. Furthermore, the control remains stable, while large changes in the control occur if the parameter $\hat{\mu}_M(t)$ is used.

4.3. General source term. Figure 9 shows the solution to the nonlinear source term for the decay rate $\mu = 0.1$ (left panel) and $\mu = 1$ (right panel), where the control based on the parameter $\hat{\mu}_M(t)$ is used. We observe that the control is able to stabilize the system. More precisely, Figure 10 shows the scaled Lyapunov function (22) and the $L^2$-norm of deviations. In this particular example, simulations for both $\hat{\mu}_M(t)$ and $\hat{\mu}_Q(t)$ only slightly differ and cannot be distinguished in the plot. We observe that the control steers the system to the equilibrium with the desired decay, which is black dashed. However, the Lyapunov function is not strictly decreasing.

Figure 11 considers discontinuous initial data $R(x) = 2 \text{sign}(x)$ and a control based on the weighted Rayleigh quotient, i.e. the parameter $\hat{\mu}_Q(t)$ is used. For comparison, a simulation without source term is included. The $L^2$-norm of deviations, described by the resulting conservation law, is shown as blue line. The scaled Lyapunov function (22) yields an upper bound that decays exponentially fast. The observed decay is within the desired rates $\mu = 0.1$ (left panel) and $\mu = 1$ (right panel), which are plotted as dashed, black lines. Deviations that result from the semilinear system are shown in red. The scaled Lyapunov function, which serves as upper bound for the $L^2$-norm, decreases over time and makes the $L^2$-norm decay with an asymptotic rate that is similar to the desired decay rate. However, the decay is non-monotone and deviations may be larger than desired.

Hence, observations from Figure 10 and Figure 11 reflect the fact that the computational framework is beyond the theoretical stabilization concept for $L^2$-solutions if it is applied to nonlinear source terms.

![Figure 9](image_url)

**Figure 9.** Deviations of the density from steady state for the nonlinear systems with the control based on the parameter $\hat{\mu}_M(t)$.
Figure 10. Deviations from steady state are stated in terms of the scaled Lyapunov function (22) as dashed line, which is an upper bound of the $L^2$-norm. Here, simulations for both parameters differ in a magnitude less than $\sim 10^{-5}$.

Figure 11. Discontinuous initial data $R^\pm(0,x) = 2\,\text{sign}(x)$ and feedback control based on the weighted Rayleigh quotient. Simulations for the conservation law without source term are shown in blue. The scaled Lyapunov function (22) yields an upper bound on the $L^2$-norm that decays at least with the desired rate $\mu = 0.1$ (left panel) and $\mu = 1$ (right panel). Simulations for the semilinear system are shown in red. The corresponding deviations decrease non-monotonically.

4.4. Conclusions from numerical experiments. The numerical results show that the computational framework is able to stabilize semilinear hyperbolic balance laws. The control that is based on the weighted Rayleigh quotient is computationally less expensive and leads to a larger control parameter. However, the obtained control may be not sufficient to establish exponential decay in general.

In contrast, the control that uses the parameter $\hat{\mu}_{\mathcal{M}(t)}$ is computationally more expensive and yields a smaller control parameter. However, this choice can ensure exponential decay to a desired state for problems where the control based on the weighted Rayleigh quotient only counteracts instabilities.
Finally, we recall that the numerical Lyapunov function is not necessarily strictly decreasing, since the involved parameters are time-dependent. Still, the presented framework is consistent with theoretical results when a fixed parameter $\hat{\mu}(t) = \hat{\mu}$ is used.

**Summary.** We have considered the numerical treatment of stabilization problems for semilinear hyperbolic boundary value problems. A Lyapunov function that yields an upper bound on the $L^2$-norm of the distance to a desired state is used as an analytical tool. It is defined up to a parameter that is calculated numerically by a high-order CWENO reconstruction. The computational framework gives sufficient conditions on a feedback control to steer the system to a desired state. Numerical experiments illustrate the applicability of the presented approach and its consistency to previous theoretical findings.
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