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Abstract. Applying Differentially Private Stochastic Gradient Descent (DPSGD) to training modern, large-scale neural networks such as transformer-based models is a challenging task, as the magnitude of noise added to the gradients at each iteration scales with model dimension, hindering the learning capability significantly. We propose a unified framework, LSG, that fully exploits the low-rank and sparse structure of neural networks to reduce the dimension of gradient updates, and hence alleviate the negative impacts of DPSGD. The gradient updates are first approximated with a pair of low-rank matrices. Then, a novel strategy is utilized to sparsify the gradients, resulting in low-dimensional, less noisy updates that are yet capable of retaining the performance of neural networks. Empirical evaluation on natural language processing and computer vision tasks shows that our method outperforms other state-of-the-art baselines.
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1 Introduction

It is ubiquitous nowadays for technology companies to collect user data to provide better services. Many of such modern services are empowered by sophisticated deep learning technologies, which excel at various tasks, sometimes outperforming human counterparts. However, there is a growing privacy concern around these technologies, as it has been shown that deep learning models are vulnerable to privacy attacks \cite{19}, and tend to memorize sensitive training data \cite{3}. As a result, training deep neural networks (NNs) with rigorous guarantees of privacy has attracted considerable attention lately.

Differential privacy (DP) is a paradigm that aims to expose minimal information about the presence of a particular data instance in a database \cite{6,5,7}. In deep learning, the common way of achieving DP is to update the NN parameters with noisy gradients, which is known as Differentially Private Stochastic Gradient Descent (DPSGD) \cite{1}. Empirically, NN models trained with DP are shown to be robust to membership inference \cite{18} and data reconstruction attacks \cite{10}.

While DPSGD is a generic and powerful technique capable of training various NN models, it suffers from utility loss with respect to the scale of NNs. This can be understood by the following two steps, which compose DPSGD.

...
Gradient clipping. DPSGD first clips the gradient of each sample (per-sample gradient) \( g \) in \( L_2 \) norm, i.e., \( g / \max(g, C) \), where \( C \) is the clipping norm. This is to fix the sensitivity of the gradients to be \( C \).

Gaussian mechanism. Then, the clipped gradients are summed, and isotropic Gaussian noise \( z \sim \mathcal{N}(0, C^2 \sigma^2) \) is added to each dimension of the gradients. Here, \( \sigma \) is the noise multiplier determined by the privacy budget \((\varepsilon, \delta)\), the number of training iteration \( s \), sampling rate \( q = B / N \) with \( B \) the batch size and \( N \) the total number of samples.

It can therefore be seen that DPSGD suffers from unfavorable clipping effects. Useful information from \( g \) is “clipped” away when fixing \( C \) while increasing the number of NN parameters, as the \( L_2 \) norm of \( g \) increases with it. Furthermore, the total amount of noise is proportional to the dimension of \( g \) (the number of NN parameters). The clipped and noisy updates make privately trained large-scale NNs low-utility in general.

In this work, we aim to alleviate the shortcomings of DPSGD when used to train large-scale NNs. To achieve this, we seek to reduce the number of training parameters using the fact that the NN weight matrices are intrinsically redundant. Our contributions are summarized as follows.

First, we show that applying either low-rank or sparse assumption of NNs independently as introduced in previous works to training NNs with DP results in sub-par performance [26,17].

Second, we instead propose a unified strategy, “LSG” that exploits Low-rank and Sparse properties of NNs’ Gradient updates. Initially, the gradient updates are approximated with a pair of low-rank matrices. Then, a novel strategy is utilized to sparsify the gradients of the low-rank matrices to minimize the negative impacts of DPSGD.

Lastly, a thorough empirical investigation of natural language processing (NLP) and computer vision (CV) tasks using large-scale neural networks is performed to confirm the efficacy of our proposal. Experimental results show that our method improves up to 40% compared with sparsification-only methods and 4% compared with low-rank-decomposition-only methods on various network architectures and learning approaches.

The rest of the paper is organized as follows. A review on DPSGD and related work is given in Section 2. Then, we give empirical observation motivating our approach in Section 3.1. Our strategy is described in Section 3.3 and the full procedure is given in Section 3.5. In Section 4, experimental details are provided. Before concluding, in Section 4.4, we also provide negative results that have not led to improvement in performance.

2 Preliminaries

In this section, we first give definitions and known theorems essential for understanding DPSGD and our proposal. Then, we give a short survey of works related to ours. We begin with the definition of DP.
**Definition 1 ((ε, δ)-Differential Privacy [7]).** Given privacy parameters ε ≥ 0 and δ satisfying 1 ≥ δ ≥ 0, a randomized mechanism, \( M : \mathcal{D} \rightarrow \mathcal{S} \) with domain \( \mathcal{D} \) and range \( \mathcal{S} \) satisfies (ε, δ)-differential privacy (DP) if for any two adjacent inputs \( D, D' \in \mathcal{D} \) and for any subset of outputs \( S \subseteq \mathcal{S} \), the following holds:

\[
\Pr[M(D) \in S] \leq e^\varepsilon \cdot \Pr[M(D') \in S] + \delta.
\]

(1)

Here, “adjacent” refers to \( D \) and \( D' \) differing in one element. As in DPSGD, Gaussian mechanism is applied by adding noises to the gradient updates to sanitize the model with DP:

**Definition 2 (Gaussian Mechanism [7]).** Let \( f : X \rightarrow \mathbb{R} \) be an arbitrary function with sensitivity \( \Delta_f \). The Gaussian Mechanism, \( M_\sigma \), parameterized by \( \sigma \), adds noise to the output of \( f \) as follows:

\[
M_\sigma(x) = f(x) + \mathcal{N}(0, \sigma^2 I).
\]

(2)

The following theorem ensures that DP-sanitized quantities can be reused without further spending privacy budgets:

**Theorem 1 (Post-processing Theorem [7]).** Let \( M : \mathcal{D} \rightarrow \mathcal{R} \) be (ε, δ)-DP and let \( f : \mathcal{R} \rightarrow \mathcal{R}' \) be an arbitrary function. Then, \( f \circ M : \mathcal{D} \rightarrow \mathcal{R}' \) is (ε, δ)-DP.

**Privacy accounting.** As NNs are typically updated for multiple iterations, one needs to account for the total privacy budget spent, as each iteration exposes some information of the data, inducing privacy losses. The original DPSGD work introduces moments accountant to take care of it [11]. We use the more recent numerical accountant for calculating the total privacy budget, as it leads to a much tighter privacy accounting [9].

**Notations.** Some commonly used notations are introduced here. In NNs, the output response of input \( x \) and output \( y \) of a fully connected layer is related to its weight matrix \( W \in \mathbb{R}^{m \times n} \) as follows:

\[
y = W^T x,
\]

where \( x \in \mathbb{R}^m \) is an \( m \)-dimensional input vector and \( y \in \mathbb{R}^n \) is an \( n \)-dimensional output vector. We use bold text to represent vectors or tensors. \( W_{ij} \) denotes the elements of \( W \) for \( i \in [m] \) and \( j \in [n] \). Slightly abusing notations, we use asterisk to indicate all elements of a certain set. That is, using the above example, \( W_{\cdot j} \) means \( W_{ij} \) for all \( j \in [n] \). \( r \) commonly refers to the rank of a matrix. When we say that we are performing \( p\% \) sparsification on a certain matrix, it means that elements other than the top largest \((100 - p)\% \) elements in value are made zero.

### 2.1 Related Work

**Beyond DPSGD.** Early successes of DPSGD were limited to training relatively simple convolutional NNs on small dataset such as MNIST [1]. Since then, various studies have been conducted to overcome the limitations of DPSGD with respect to large-scale NNs [25][17][26]. In particular, a method called reparametrized gradient perturbation (RGP) introduced recently utilizes the low-rank properties in the gradient updates to enhance
the performance of DPSGD \cite{26}. As will be shown later, our work builds on RGP by exploiting more thoroughly the redundant structure of the gradient updates.

**Network pruning.** Pruning techniques have been utilized to reduce computation and storage costs of NNs \cite{29,14,11,2}. Typically, NNs weights small in magnitude are pruned and empirically they do not affect the final performance much. Inspired by these works, \cite{17} proposes to freeze (stop updating) unimportant weights while training with DPSGD to reduce the total amount of noise injected to the updates. However, as will be elaborated in the next sections, the proposal’s performance is less-than-satisfactory. Instead, we demonstrate that our approach is more effective performance-wise.

In summary, previous works on improving DPSGD neglect either the low-rankness or the sparsity of NNs, compromising the performance of NNs. Our purpose is to seek a unified framework integrating these two features to gain further improvements.

### 3 Private Learning with Low-rank and Sparse Gradients (LSG)

In this section, we propose our method of training large-scale NNs with DP. Before doing so, we provide empirical observation that inspires our approach. Subsequently, the full procedure and algorithm are described in detail.

#### 3.1 Empirical Observations on the NN Weight Matrices

It is well known that neurons in a NN do not contribute equally and NNs are intrinsically overparametrized. Such redundant structure has been used to, e.g., compress NNs \cite{22,24,27,20}. To motivate our approach, let us, as an example, look at a layer of RoBERTa \cite{15}, a pretrained transformer model. We make a 2D plot of the absolute values of $|W_{ij}|$ as well as the corresponding gradients, $|\partial W_{ij}|$ in Figure 1.

Based on the figure, one can make two important empirical observations. First, the distribution is sparse: there exist only a limited number of gradient updates where the absolute values are significantly large. This indicates that it is enough to perform updates on only a portion of the parameters. Second, weights measured in the unit of neurons are dense, as can be observed from the contrastive horizontal/vertical lines in the figure. That is, for certain fixed $i$ ($j$) of $W_{ij}$, all $j \in [n]$ ($i \in [m]$) of $W_{ij}$ are dense. We will leverage these observations to craft our approach in the following.

#### 3.2 Redundant Structure of NNs

To enable the training of large-scale NNs with DP, we reduce the number of training parameters, which in turn mitigate the clipping effects and also reduce the total noises added to the gradients.

We attack the problem via two perspectives of redundancy in NNs: low-rank approximation and sparsification. Note that low-rank approximation is commonly performed using the singular value decomposition (SVD) method, which decomposes the matrix via a set of orthonormal bases. This may be thought as a sparse approximation at the “correct” bases of weight matrix. In this sense, low-rankness and sparsity are closely related and can be complementary to each other.
Low-rank approximation. Let us first give a quantitative description of the efficacy of low-rank approximations in reducing the number of training parameters. The weight matrix is approximated by a pair of matrix of rank $r$, $W \approx LR$ ($L \in \mathbb{R}^{m \times r}$, $R \in \mathbb{R}^{r \times n}$). $L$ and $R$ contain $r(m + n)$ parameters in total, in comparison with the number of parameters of $W$, which is $m \times n$. By choosing $r \ll \min(m, n)$, one is able to reduce the number of training parameters drastically: $r(m + n) \ll m \times n$. We use the terms approximation and decomposition interchangeably to describe the procedure of writing $W$ as $LR$.

Sparsification. Network pruning techniques commonly prune neurons with small absolute weights to reduce the size of NNs. For our purposes, instead of pruning, we freeze/mask out the corresponding gradient updates of these weights. This reduce the number of training parameters, and alleviate the clipping effects as well as reduce the total noise due to DPSGD. The straightforward way of sparsification is choosing the top $W_{ij}$ for $i \in [m], j \in [n]$ with respect to the magnitude of the matrix weights to perform updates ($p\%$ sparsification) [29]. This approach is also known to be effective even when grouped by structural units such as kernel [14] in convolutional layers and neural node [11,2].

We note that, instead of pruning the sparsified weights (as done in the network pruning literature), we retain the full network structure during inference to ensure minimal utility loss due to pruning (as it is not our main purpose to reduce the model size via pruning).

3.3 Exploiting the Redundant Structure of NNs with LSG

Here, we describe our proposal, LSG that combines the two orthogonal approaches of low-rank approximation and sparsification. As they cannot be simply applied together, in the following, we present our proposal that gets the best out of both worlds to achieve state-of-the-art results.
We first perform low-rank approximation on the NN weight matrices \( W = LR \) with a pair of matrices \( L, R \) of rank \( r \). Under this approximation, we update the parameters of \( L \) and \( R \). They are related to the gradient updates of the original matrix \( \partial W \) as follows [26]:

\[
\partial W = (\partial L)R + L(\partial R) - LL^T(\partial L)R
\] (3)

Note that the updates \( \partial L \) and \( \partial R \) are to be DP-sanitized with the Gaussian mechanism. Sanitizing \( L \) and \( R \) is not necessary as they are derived from \( W \), which is DP by post-processing theorem.

Updating with Equation 3 does not exploit the sparsity of NN weight matrices. To do so, as we are updating \( L \) and \( R \), we propose to freeze the unimportant gradients in \( \partial L \) and \( \partial R \). Note that this is nontrivial as we are working on \( \partial L \) and \( \partial R \) but not \( \partial W \); one could simply freeze unimportant \( W \) based on its absolute values if working directly on \( W \). How should we choose the unimportant components of \( \partial L \) and \( \partial R \)?

Let us first define the following importance metrics based on the observation of contrastive horizontal/vertical lines in Figure 1 to achieve sparsification [20]:

\[
I_i = \sum_{j=1}^{n} |W_{ij}|
\] (4)

\[
O_j = \sum_{i=1}^{m} |W_{ij}|
\] (5)

Recall that under low-rank approximation, \( W_{ij} = \sum_{l=1}^{r} L_{il}R_{lj} \). Hence, \( L_{i*} \) for \( i \) where \( I_i \) is large correspond to “important” \( L \)’s, or important \( W_{i*} \). The same applies to \( R_{*j} \).

Gaining insights from network pruning techniques that prune unimportant NN weights to save space, we propose to sparsify the gradients of \( L \) and \( R \) based on the importance metrics (Equation 4 and 5). More precisely, we perform the following sparsification:

\[
\forall j \in [r], \partial L = \begin{cases} 
\partial L_{ij} & \text{if } I_i \text{ in top-(100 - p)\%(I)} \\
0 & \text{otherwise}
\end{cases}
\]

\[
\forall i \in [r], \partial R = \begin{cases} 
\partial R_{ij} & \text{if } O_j \text{ in top-(100 - p)\%(O)} \\
0 & \text{otherwise}
\end{cases}
\]

As a result of this sparsification, the number of update parameters is further reduced to \((100 - p)r(m + n)/100 \leq r(m + n) \ll m \times n \).

Note from Equation 3 that \( \partial W_{ij} = 0 \) if and only if \( \partial L_{i*} = 0 \) and \( \partial R_{*j} = 0 \). That is, only the weights of which \( I_i \) and \( O_j \) are simultaneously small are frozen during update in our approach. This is sufficient empirically even though not all \( W \)’s will small absolute values are frozen (as we are updating the low-rank matrices), as the total noise is scaled down by dimension (number of parameters) reduction. Also note that our sparsification strategy works for any low-rank matrices independent of the underlying approximation method. An illustration of our proposal is shown in Figure 2.
3.4 Extension of LSG to Convolutional Layers

The description of our proposal in Section 3.3 applies in a straightforward way to fully connected and attention layers. To apply our proposal to convolutional layers, some extensions are required and will be described in the following. For an illustration, see Figure 3.

The convolutional kernel may be described by \( W \in \mathbb{R}^{n \times m \times k \times k} \) which maps an input feature \( x \in \mathbb{R}^{m \times w \times h} \) to an output feature \( h \in \mathbb{R}^{n \times w' \times h'} \). Fixing a coordinate in the second and third dimension of \( h \), i.e., \( h_{:,i,j} \), its value is related to a feature \( x \in \mathbb{R}^{m \times k \times k} \) and a weight \( \tilde{W} \in \mathbb{R}^{n \times mk^2} \) as follows: \( h_{:,i,j} = \tilde{W}^T \cdot x(i,j) \). Here, \( \tilde{W} \) is \( W \) but with the last three dimensions flattened into a single dimension. In this way, we can write the low-rank approximation as \( \tilde{W} = \tilde{L} \tilde{R} \) where \( \tilde{L}, \tilde{R} \) are the flattened versions of low-rank matrices \( L \in \mathbb{R}^{n \times r \times 1 \times 1}, R \in \mathbb{R}^{r \times m \times k \times k} \).

Based on this observation, we define the corresponding importance metrics at the kernel level:

\[
I_i = \sum_{j=1}^{n} \sum_{k_1=1}^{k} \sum_{k_2=1}^{k} |W_{ijk_1k_2}| \quad (6)
\]

\[
O_j = \sum_{i=1}^{m} \sum_{k_1=1}^{k} \sum_{k_2=1}^{k} |W_{ijk_1k_2}| \quad (7)
\]
Using these metrics, sparsification can then be performed analogously as follows:

\[
\forall j \in [r], \forall k_i \in [k], \forall k_j \in [k], \partial L = \begin{cases} 
\partial L_{ijk}, & \text{if } I_i \text{ in top-}(100 - p)\% (I) \\
0, & \text{otherwise}
\end{cases}
\]

\[
\forall i \in [r], \forall k_i \in [k], \forall k_j \in [k], \partial R = \begin{cases} 
\partial R_{ijk}, & \text{if } O_j \text{ in top-}(100 - p)\% (O) \\
0, & \text{otherwise}
\end{cases}
\]

Fig. 3: An illustration of sparsification of low-rank gradient matrices of convolutional layers by the weight matrix. Blacked-out elements in $\partial L$ and $\partial R$ means that they are frozen and will not be updated at time step $t$.

### 3.5 The Full Algorithm of LSG

Let us describe the full algorithm based on insights obtained above. The full procedure is described in Algorithm 1.

---

3Due to space constraint, we show only full algorithms applicable to fully connected and attention layers. They can be trivially extended to those applicable to the convolutional layer using arguments given in Section 3.4.
At the beginning of training, the NN weights are initialized randomly or pretrained with public data. Note that at the end of each iteration of the algorithm, the NN weights will have been DP-sanitized appropriately. Hence, we can manipulate (perform, e.g., low-rank approximation, sparsification) the weights at will without costing further privacy budget due to the post-processing theorem.

At each iteration, for each layer, we first calculate the importance metrics using Equations 4 and 5. Next, we low-rankly approximate the weight matrices. A single-step power method is used for low-rank approximation, which can be seen as a form of random projection followed by orthonomalization (Algorithm 2). According to our experimentations, this is more training cost-effective than the usual power method with multiple steps. Then, a random minibatch of data is sampled, and the sample gradients, $\partial L, \partial R$ are calculated from $\partial W$ using the following [26]:

$$\partial L = (\partial W) R^T, \quad \partial R = L^T (\partial W).$$

(8)

Subsequently, we perform sparsification on the gradient matrices as in lines 18 and 23 of Algorithm 1.

Finally, we clip the remaining non-zero gradients, sum them, and add Gaussian noises (only to non-sparse gradients) to achieve DP (Algorithm 3). We update the weights in the form of $W$ using Equation 3 and off-the-shelf optimizer (e.g., Adam). The numerical accountant [9] is used to track the total privacy budget spent. The above iteration is stopped once one achieves the desired level of privacy.

4 Empirical Evaluation

To test the efficacy of our proposal, we experiment with NLP tasks using a transformer-based [21] model (consisting of fully connected and attention layers), and a CV task with Resnet [12] (consisting mainly of convolutional layers).

4.1 Private Fine-tuning of Transformer-based Model

Recent advances in NLP show that transformer-based large language models (LLMs) pretrained with a large amount of public dataset are capable of reaching state-of-the-art results when fine-tuned to a task-specific dataset [4]. To leverage the advantage of public (non-private) data, we consider fine-tuning pretrained LLMs with private datasets.

The pretrained model used is RoBERTa-base [16], which contains approximately 1.25 million parameters. The General Language Understanding Evaluation (GLUE) benchmark [23], specifically the SST-2 (sentimental analysis), QNLI (question-answering natural language inference), QQP (semantic similarity of a pair of questions) and MNLI\(^4\) (multi-genre language inference) datasets are used for private fine-tuning.

**Baselines.** We compare our proposal (LSG) with several baselines. The first is the non-private SGD (N.P.). The second baseline is the vanilla DPSGD (DPSGD). The other two baselines are RGP (RGP) and Sparse DPSGD (Sparse DPSGD), corresponding to only performing low-rank approximation/sparsification respectively. Note also that

---

\(^4\)We report the average score of two test datasets.
\textbf{Algorithm 1} LSG at each step.

\textbf{Input:} Weights at previous step $W_{t-1}^{(l)} \in \mathbb{R}^{m \times n}$ for layers $l \in H$, current step $t$, variance $\sigma^2$, clipping threshold $C$, rank $r$, sparsity $p$, dataset $S$, probability $q$, external low-rank mechanism $\text{Decompose}$, DP mechanism $\text{DP}$, update mechanism $\text{Update}$, numerical accountant $[9]$

\textbf{Output:} Weights at step $t$ $W_t^{(l)}$

1: \textbf{foreach} $l \in H$ \textbf{do} \\
2: \hspace{1em} // $W_{t-1}^{(l)}$ is randomly initialized or pre-trained with public datasets or trained with private datasets by DP-SGD \\
3: \hspace{2em} \textbf{foreach} $i \in [m]$ \textbf{do} \\
4: \hspace{3em} $I_t^{(l)} \leftarrow \sum_{j=1}^n |W_{t-1,(i,j)}^{(l)}|$ \\
5: \hspace{2em} \textbf{end for} \\
6: \hspace{2em} \textbf{foreach} $j \in [n]$ \textbf{do} \\
7: \hspace{3em} $O_t^{(l)} \leftarrow \sum_{i=1}^m |W_{t-1,(i,j)}^{(l)}|$ \\
8: \hspace{2em} \textbf{end for} \\
9: \hspace{1em} Unimportant input units $I_t^{(l)} \leftarrow \text{top-(100} - p\text{)}\% (I_t^{(l)})$ \\
10: \hspace{1em} Unimportant output units $O_t^{(l)} \leftarrow \text{top-(100} - p\text{)}\% (O_t^{(l)})$ \\
11: $L_t^{(l)}, R_t^{(l)} \leftarrow \text{Decompose}(W_t^{(l)}, r)$ \hspace{1em} \# Use low-rankness (Alg. 2) \\
12: \textbf{end for} \\
13: \hspace{1em} Sample a minibatch $S_q = \{x_q\} \in S$ with probability $q$ \\
14: \hspace{1em} Calculate per-sample gradients with Eq 8 \\
15: \textbf{foreach} $l \in H$ \textbf{do} \\
16: \hspace{2em} \textbf{foreach} $i \in I_t^{(l)}$ \textbf{do} \\
17: \hspace{3em} \textbf{foreach} $j \in [r]$ \textbf{do} \\
18: \hspace{4em} $\partial L_{t,(i,j)}^{(l)} \leftarrow 0$ \hspace{1em} \# Use sparsity \\
19: \hspace{3em} \textbf{end for} \\
20: \hspace{2em} \textbf{end for} \\
21: \hspace{2em} \textbf{foreach} $j \in O_t^{(l)}$ \textbf{do} \\
22: \hspace{3em} \textbf{foreach} $i \in [r]$ \textbf{do} \\
23: \hspace{4em} $\partial R_{t,(i,j)}^{(l)} \leftarrow 0$ \hspace{1em} \# Use sparsity \\
24: \hspace{3em} \textbf{end for} \\
25: \hspace{2em} \textbf{end for} \\
26: \hspace{1em} $\tilde{L}_t^{(l)} \leftarrow \text{DP}(\{\partial L_{t,(i,j)}^{(l)}\}_{q \in S_q}, C, \sigma^2, I_t^{(l)})$ \hspace{1em} \# Clip and Add noise (Alg. 3) \\
27: \hspace{1em} $\tilde{R}_t^{(l)} \leftarrow \text{DP}(\{\partial R_{t,(i,j)}^{(l)}\}_{q \in S_q}, C, \sigma^2, O_t^{(l)})$ \hspace{1em} \# Clip and Add noise (Alg. 3) \\
28: \hspace{1em} $W_t^{(l)} \leftarrow \text{Update}(W_{t-1}^{(l)}, \tilde{L}_t^{(l)}, \tilde{R}_t^{(l)})$ \hspace{1em} \# Use off-the-shelf optimizer and Eq 3 \\
29: \textbf{end for} \\
30: \hspace{1em} Update numerical accountant \\
31: \textbf{return} $W_t$
Algorithm 2 Low-rank approximation.

**Input:** Weight $\Delta$, rank $r$

**Output:** Gradient matrices $L \in \mathbb{R}^{m \times r}$, $R \in \mathbb{R}^{r \times n}$

1: Initialize $R$ from standard Gaussian distribution $\mathcal{N}(0, 1)$.
2: $L \leftarrow \Delta R^T$
3: Orthonormalize the columns of $L$.
4: $R \leftarrow L^T \Delta$
5: Orthonormalize the rows of $R$.
6: Return $L, R$

Algorithm 3 Differentially private sanitization.

**Input:** Per-sample low-rank gradient matrices $\partial L(x_q) \in \mathbb{R}^{m \times r}$ or $\partial R(x_q) \in \mathbb{R}^{r \times n}$ with respect to a minibatch of data $\{x_q\}$, unimportant input or output units $\tilde{I}$ or $\tilde{O}$, variance $\sigma^2$, clipping size $C$

**Output:** DP sanitized gradient matrices $\tilde{\partial} L \in \mathbb{R}^{m \times r}$, $\tilde{\partial} R \in \mathbb{R}^{r \times n}$

1: Clip per-sample gradients with $L_2$ norm threshold $C$;
2: Sum per-sample gradients to obtain $\partial L$ or $\partial R$;
3: Perturb with noise $z$ sampled from $\mathcal{N}(0, \sigma^2 C^2)$ masked with $\tilde{I}$ or $\tilde{O}$:
   \[ \tilde{\partial} L \leftarrow \partial L + z \text{ or } \tilde{\partial} R \leftarrow \partial R + z; \]
4: Return $\tilde{\partial} L$ or $\tilde{\partial} R$

Sparse DPSGD may be seen as an extension of [17]. All baselines and our proposal utilize the same network architecture.

**Experimental details.** Our procedure of low-rank approximation and sparsification is applied to all fully connected and attention layers except the classification layer. The hyperparameters are set to the following, following [26]: Adam optimizer is used, clipping size 10; batch size 2,000; epoch 20; learning rate $10^{-3}$; the privacy parameter $\delta = 10^{-5}$ for SST-2/QNLI and $\delta = 10^{-6}$ for QQP/MNLI. The three parameters we are interested in are $\varepsilon$, rank $r$ and sparsity $p$. We scan over these parameters ($\varepsilon \in \{1.2, 1.6, 3.3, 6.5\}$ for SST-2/QNLI, $\varepsilon \in \{0.9, 1.7, 3.4, 6.7\}$ for QQP/MNLI, $r \in \{2, 4, 8\}$, and $p \in \{0, 0.1, 0.3, 0.5\}$) to compare the performances. Experiments are repeated 5 times with different random seeds and we report the average.

**4.2 Private Training of Convolutional Neural Network from Scratch**

We conduct a standard image classification task using a wide Resnet [28], WRN28-4 with 1.5 million parameters. In contrast to the NLP fine-tuning tasks, we train the network from scratch. The target dataset is CIFAR10 [13] containing 10 classes of real-world images.

\[5\] More precisely, we vary the noise multiplier $\sigma$ in the added Gaussian noise $z \sim \mathcal{N}(0, C^2 \sigma^2)$ and use the numerical accountant to obtain the final $\varepsilon$’s.
Baselines. We implement the same corresponding set of baselines described in Section 4.1 for the CV task: non-private SGD (N.P.), vanilla DPSGD (DPSGD), RGP (RGP), and Sparse DPSGD (Sparse DPSGD).

Experimental details. Our procedure of low-rank approximation and sparsification is applied to all convolutional layers. The hyperparameters are set to the following, following [26,28]: Momentum SGD optimizer is used, clipping size 1 for LSG/RGP and 5 for DPSGD/Sparse DPSGD; batch size 1,000 for LSG/RGP and 350 for DPSGD/Sparse DPSGD; epoch 200 for LSG/RGP and 100 for DPSGD/Sparse DPSGD; learning rate decayed from 0.5 to 4 \cdot 10^{-3}; the privacy parameter $\delta = 10^{-5}$.

The three parameters we are interested in are $\varepsilon$, $r$ and $p$. We scan over these parameters ($\varepsilon \in \{0.8, 1.7, 3.3, 6.8\}$, $r \in \{2, 4, 8, 16\}$, and $p \in \{0, 0.1, 0.3, 0.5\}$) to compare the performances. Experiments are repeated 5 times with different random seeds and we report the average.

4.3 Evaluation Results and Discussions

Results on NLP tasks. Figure 4 shows the overall results of DP fine-tuning, where plots of accuracy versus $\varepsilon$ for each NLP task and fine-tuning method are shown. Overall, LSG performs the best. As can be seen from the figure, there is almost always an improvement of up to 4% compared to RGP, the best performing baseline. While utilizing either of low-rank decomposition and sparsification for DP fine-tuning tends to improve the accuracy to a certain degree, combining both with LSG achieves the optimal performance. Our results also indicate that NN gradients inherently are low-rank and sparse; exploiting these properties helps mitigate the negative effects of clipping and noise.

Table 1 shows the impact of rank $r$ and sparsity $p$ on DP fine-tuning performance for selected tasks and fixed $\varepsilon$’s. The smaller (higher) the value of $r$ ($p$) is, the lower-rank (sparser) the gradients are. As before, the overall performance is improved by both low-rank decomposition and sparsification. On the other hand, reducing the number of training parameters excessively (choosing the smallest $r$ and largest $p$ simultaneously) leads to performance deterioration, so there is a trade-off between utility and training parameter reduction. It can also be observed that optimal performance is achieved only when both appropriate rank and sparsity are used. Simply choosing the best $r$ and $p$ independently (e.g., choose the best $r$ with $p = 0$, the best $p$ in the “full” column of Table 1) and using LSG with these parameters does not lead to the best result. This implies that there is certain interplay between low-rankness and sparsity, the two seemingly independent features of NN weights, that leads to a sweet spot of performance. This warrants further (possibly theoretical) investigation and can be an interesting future direction.

Results on CV tasks. Table 2 shows the results of DP training of models from scratch. For all $\varepsilon$’s, our method outperforms not only DPSGD but also Sparse DPSGD, which uses only sparsity, and RGP, which uses only low-rankness of NNs. This again indicates that we are unable to run the experiment with a batch size of 1,000 due to memory constraints; it requires more than 32GB of GPU memory.
Fig. 4: Accuracy (%) of RoBRETa’s downstream tasks with varying $\varepsilon$. N.P. is quoted from the original work [16].

Figures 5 shows the CIFAR10 learning curve of LSG over training epochs varying rank $r$ and sparsity $p$ (fixing $\varepsilon = 3.3$). It is observed that in the early stage of training (up to about 5 epochs), training with sparsity ($p > 0$) leads to sub-par performance. In later stages however, the accuracy improves and training with sparsity subsequently leads to better final performance. There are two reasons for this behavior. First, as we perform sparsification based on the NN weights’ importance, the initially randomized NN weights do not provide useful information for sparsification, and affect the training. Second, the learning rate is high in the early stage, further destabilizing the learning process. It is interesting to consider “switching on” sparsification only in the later stages of training to achieve better performance, which we leave for future work. Note that the abrupt change of accuracy at around the 160-th epoch is due to the fact that the learning rate is changed dynamically and discontinuously at that epoch; it is not caused by our low-rank approximation or sparsification procedure.
Table 1: Accuracy (%) of RoBERTa’s downstream tasks with varying rank $r$ and sparsity $p$. $p > 0$, $r \leq 8$ represents the proposal, LSG. $p = 0$, $r \leq 8$ represents the RGP baseline. The “full” column represents Sparse DPSGD. Highest scores are in bold.

|                | (a) SST-2, $\varepsilon = 3.3$ | (b) QQP, $\varepsilon = 3.4$ |
|----------------|-------------------------------|-------------------------------|
| **Rank**       | 2 4 8 full                    | 2 4 8 full                    |
| **Sparsity**   | 0.0 0.1 0.3 0.5               | 0.0 0.1 0.3 0.5               |
| **Accuracy**   |                                |                               |
| $r = 0$        | 85.4 87.9 88.3 81.0           | 82.8 82.8 83.1 71.1           |
| $r = 0.1$      | 87.3 88.6 89.0 80.9           | 83.3 83.3 83.3 71.2           |
| $r = 0.3$      | 88.3 89.6 89.9 80.5           | 83.9 83.7 83.8 71.7           |
| $r = 0.5$      | 89.4 89.8 90.4 80.3           | 83.8 83.6 83.6 71.5           |

Table 2: Accuracy (%) of WRN28-4 on CIFAR10 with varying $\varepsilon$. N.P. is quoted from the original work [26]. Highest scores for each $\varepsilon$, except for N.P., are in bold.

| Method        | $\varepsilon = 0.8$ | $\varepsilon = 1.7$ | $\varepsilon = 3.3$ | $\varepsilon = 6.8$ |
|---------------|---------------------|---------------------|---------------------|---------------------|
| LSG           | 42.2                | 50.9                | 58.1                | 62.5                |
| RGP           | 41.5                | 50.4                | 57.2                | 61.9                |
| Sparse DPSGD  | 23.4                | 35.2                | 48.4                | 60.2                |
| DPSGD         | 23.2                | 35.1                | 48.4                | 59.9                |
| N.P.          | 93.3                |                     |                     |                     |

4.4 What did not Work

We have also explored approaches exploiting the NN redundancy alternative to the one proposed above. Here, we report negative results that either have not fully utilized the redundant structure of NNs, or have not led to improvement in performance.

**Random sparsification.** Instead of performing sparsification by NN weights’ importance metrics, we have experimented with randomly sparsifying NN weights. In particular, we have tested with 1) randomly sparsifying the low-rank gradient matrices, 2) randomly sparsifying the original gradient matrices (without low-rank approximation). Both approaches did not improve the performance. One explanation for this is that one cannot simply “hit the lottery” [8] with random guessing (sparsification).

**Sparsification based on low-rank matrices.** Recall that our approach of performing sparsification on the low-rank matrices is based on the importance metrics of the original NN weights $W$. Another plausible way is performing sparsification on the low-rank matrices based on the importance of the low-rank matrices’ weights themselves. We did not find that this leads to performance improvement however.

**Direct sparsification.** Yet another option might be to sparsify $\partial W$ directly. That is, one first uses the low-rank gradient matrices (sanitized with DP) to calculate $\partial W$ with Equation 3 as performed in the first step of LSG. Then, one directly sparsifies the resulting $\partial W$. However, this approach does not lead to an overall improvement because it cannot influence the DP-sanitized $\partial L$ and $\partial R$, and cannot mitigate the effects of clipping and noise imbued with them.
Fig. 5: Accuracy (%) of WRN28-4 on CIFAR10 ($\varepsilon = 3.3$) until 200 epoch with varying rank $r$ and sparsity $p$. $p > 0$ represents LSG and $p = 0$ represents RGP. The same color is a group of the same rank $r$, the same line style is a group of the same sparsity $p$. The finer dash, the greater sparsity.

5 Conclusion

In this work, we have proposed a unified framework, named LSG, of training deep neural networks with differential privacy utilizing low-rankness and sparsity of neural networks. LSG allows us to enjoy efficient DP deep learning with various network architectures and learning approaches, as confirmed by our thorough experimental evaluation.
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