Abstract: The long-term sustainability of fractures within rocks determines whether it is reasonable to utilize such formations as potential EGS reservoirs. Representative for reservoirs in Variscan metamorphic rocks, three long-term (one month each) fracture permeability experiments on saw-cut slate core samples from the Hahnenklee well (Harz Mountains, Germany) were performed. The purpose was to investigate fracture permeability evolution at temperatures up to 90 °C using both deionized water (DI) and a 0.5 M NaCl solution as the pore fluid. Flow with DI resulted in a fracture permeability decline that is more pronounced at 90 °C, but permeability slightly increased with the NaCl fluid. Microstructural observations and analyses of the effluent composition suggest that fracture permeability evolution is governed by an interplay of free-face dissolution and pressure solution. It is concluded that newly introduced fractures may be subject to a certain permeability reduction due to pressure solution that is unlikely to be mitigated. However, long-term fracture permeability may be sustainable or even increase by free-face dissolution when the injection fluid possesses a certain (NaCl) salinity.
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1. Introduction

Geothermal energy is ubiquitous at a certain depth of the Earth’s crust and may provide great potential to meet the energy demand [1]. To utilize such hot formations for district heating or electricity generation, a sufficient amount of fluid needs to be injected and extracted into/from the reservoirs. Therefore, high hydraulic conductivity of the reservoir determines the success and economic efficiency of such utilization. However, often deep hot reservoirs are of low or no hydraulic conductivity, and thus need to be stimulated to increase their permeability by creating new fracture networks or by activating pre-existing fractures, denoted as Enhanced Geothermal Systems (EGS) [2]. Sustainable fractures, acting as the main pathways for fluid flow, are most important in this context.

Fracture permeability changes associated with, e.g., effective stress, fracture surface roughness, fracture offset/shear displacement, and the mechanical properties of the rock matrix have been widely investigated in experiments e.g., [3–11]. Such short-term experiments mainly focused on the stress-dependent permeability variation to shed light on the critical factors (e.g., shear displacement, surface roughness, mechanical properties of the...
reservoir rock) that determine the sustainability of fracture permeability. Most rock fractures, once created, are always conductive for fluid flow and difficult to close completely by mechanical loading [11,12], which is favorable for EGS. However, a decline in fracture permeability with time has been observed in the field and in laboratory experiments. For example, the productivity index of the geothermal reservoir in Groß Schönebeck, Germany, decreased by about one order of magnitude within two and a half years [13], which was believed to be induced by fluid–rock interactions [14]. Time-dependent fracture permeability reduction in core samples under constant pressure and temperature conditions was also documented in some previous studies e.g., [4,8,15–18], including various rock types, such as novaculite [15,17], granite [4,19–21], shale [21,22], limestone [16], dolomitic anhydrite [18], sandstone, and mudstone [23].

Typically, such permeability reduction occurs at the early stage of an experiment after pressure build-up and progressively towards a steady state with time. The mechanisms governing the fracture permeability evolution are expected to be an interplay of pressure solution, stress corrosion, and mineral dissolution/precipitation [15,17,20,24–29], which are often referred to as sealing/healing for macroscopic fracture strengthening or strength recovery [30]. Pressure solution and stress corrosion cracking are driven by the imposed (effective) stress on the fracture plane. The former is a three-step process that involves dissolution at the fracture contacts (i.e., asperities), diffusion along the contact interface, and precipitation within the unstressed fracture void space [31]. The latter mainly results in subcritical crack propagation due to fluid–rock interaction at the stressed crack tips [32–34]. Mineral dissolution/precipitation under hydrostatic pore fluid pressure is driven by chemical potential gradients and independent of the applied effective stress on the solid phases. All of the former processes imply a change in the fracture void space, i.e., the fracture aperture, available for fluid flow and thereby yield either a decrease (pressure solution, stress corrosion, and precipitation) or increase (free-face dissolution) in fracture permeability. In addition, fine particle migration-induced permeability reduction was commonly observed in porous media, where fines/clay particles attached to grain surfaces are susceptible to fluid flow [35]. Fines migration may also occur in (re-)activated rock fractures, where gouge material may lead to clogging of the main flow pathways, resulting in permeability reduction [5].

Depending on the dominating mechanisms, the overall process of fracture evolution, permeability may change differently. For example, for the dissolution/precipitation-dominated processes, open fractures can be sealed by mineral deposits within months to hours depending on temperature [29,36,37]. Supersaturated alkaline fluids result in permeability reduction in granite due to promoted precipitation of clay minerals, but under-saturated alkaline fluids can create cavities along the fractures by dissolution, generating sustainable and pressure-independent fracture permeability [38]. Reactive flow experiments with high and low flow rates show significant fracture permeability reduction and unchanged permeability over time, respectively, indicating that equilibrium of fluid–rock interaction processes is important [18]. By using an injection fluid close to chemical equilibrium with the rock matrix, precipitation-induced permeability reduction can be minimized [39]. In some cases, permeability can persist to hundreds of days at intermittent flow of deionized water (DI), where fluid–rock interactions tend to equilibrium during the stopped flow stages [23,24]. Even for substantial mineral precipitation in fractures, permeability can remain almost unchanged up to two months duration if the deposition is mainly located behind contact asperities with respect to the flow direction [30]. Interestingly, limestone permeability can even increase with time if flowing DI produces “wormholes” that develop due to dissolution and mass transfer [16]. These findings suggest that mineral dissolution/precipitation effects on fracture permeability evolution are closely related to the fluid/rock compositions, the reaction kinetics, and how the reactive components reshape the flow channel patterns [40–42].

In addition to pure chemical effects, stress-induced fracture deformation is also an important process leading to time-dependent permeability reduction. A high fracture closure rate occurs under high effective stress, indicating the contribution of pressure
solution [20,43]. The permeability reduction with time can be described by a power-law relation under constant differential stress conditions [21,22], which may result from decreasing normal stress acting on an increasing area of the contact asperities [17,19,44–46]. In the presence of stress, subcritical crack growth by stress corrosion may also contribute to the mechano-chemical processes that affect permeability evolution [28], but the effect on fluid chemistry is small [17].

In the aforementioned mechanisms, temperature plays an important role since it determines the reaction kinetics and the solubility of minerals [15,27,43,47]. Fracture permeability evolution, either increase or reduction, depends on the coupled process of mechano-chemical compaction and free mineral dissolution/precipitation under specific pressure and temperature conditions [48]. Therefore, the thermodynamic boundary conditions (pressure, temperature), fluid composition, and rock composition are important for predicting fracture permeability evolution with time.

This experimental study is part of the ‘MEET’ project (Multidisciplinary and multi-context demonstration of EGS exploration and Exploitation Techniques and potentials) within the framework of the European Union’s Horizon 2020. With the aim of evaluating the potential of Variscan metamorphic rocks for EGS in the future, this study focuses on slate material, which is one of the target rocks for a planned EGS at the Göttingen University campus, Germany. We investigated the time-dependent fracture permeability evolution in slates, considering the effects of flow operations (continuous or intermittent flow), fluid composition (deionized water (DI) or brine), and temperature (up to 90 °C as the expected upper bound fluid reinjection temperature after energetic use of the geothermal fluid).

2. Materials and Methods

2.1. Rock Samples

The samples were extracted from a drill core made up of dark grey to black Middle Devonian Wissenbach slate from the Hahnenklee well, Harz Mountains, Germany. The original drill core was taken about 40 years ago, is 80 mm in diameter and 320 mm in length, and originates from a well depth between 1156 and 1156.32 m. The core has no macroscopic veins (i.e., a distinct sheet-like body of crystallized minerals within a rock) or obvious fractures (i.e., separated voids in rocks). It should be noted that the choice of well analogue rocks may not fully represent the rock encountered in the reservoir to be accessed and used later for geothermal energy provision. However, in the absence of an exploration well at a particular site, this is the closest one can get and, consequently, has become a standard in experimental reservoir assessment. The sample material used in this study was carefully selected in this regard and originates from a well that is located in geologically close vicinity to the well to be drilled later at the Göttingen University campus, Germany. Regarding possible aging or alteration of the cores during storage in the repository, based on our experiences, there is no indication that this were the case to a degree that would impede any conclusions drawn on the corresponding behavior of the rock encountered in situ.

To prepare three cylindrical samples, SM1, SM2, and SM3, the drill core was first cut with a saw perpendicular to its longitudinal axis to create a macroscopic fracture. Subsequently, smaller cores with a diameter of 25 mm were drilled with maintaining the saw-cut fracture in its center. The two ends of each core were cut and polished to obtain a cylinder with a length of 50 mm. Finally, the saw-cut fracture surfaces were ground using rolling grains of a defined diameter to obtain closely identical surface roughness spectra and thereby ensure comparability between the samples. Some leftover material was used for X-ray powder diffraction (XRD) analysis at the University of Göttingen, Germany, to determine the mineral composition. The main constituents are quartz, muscovite, chlorite, and feldspar (Table 1). This table also evidences the excellent mineralogical homogeneity of the samples. As sample SM3 was located in the original drill core at a cm scale distance to both SM1 and SM2, there is no reason to believe that its composition should differ significantly and thereby impede any comparability. The matrix permeability of the sample
material is on the order of $10^{-19}$ m$^2$, determined by a gas permeameter at TU Darmstadt, Germany, using a fourth (neighboring) sample and argon gas and applying the Klinkenberg correction.

**Table 1.** Mineral composition of slate samples.

| Mineral Content (wt %) | Quartz | Muscovite | Chlorite | Plagioclase | Chalcocite | Ankerite | Pyrite |
|------------------------|--------|-----------|----------|-------------|------------|----------|--------|
| SM1                    | 36     | 33        | 12       | 8           | 5          | 5        | 1      |
| SM2                    | 36     | 35        | 11       | 8           | 5          | 4        | 1      |

2.2. Experimental Procedures

The two halves of the prepared specimens were assembled, jacketed with a heat-shrink tube (Figure 1a,b), and vacuum-saturated with DI in a desiccator for more than 24 h. The experiments were performed using three different flow-through apparatuses. For experiments with saline fluids, a device made of Hastelloy C-276 was used, while the other two devices made of stainless steel were used for tests with DI as the fluid medium. All apparatuses can apply pore fluid pressures up to $P_p = 50$ MPa at hydrostatic confining pressure up to $P_c = 100$ MPa and temperatures between room temperature and $T = 200 ^\circ$C (for details, see Milsch et al. [49]). Fracture permeability can be determined by monitoring the differential pressure (using a 0–0.6 MPa differential pressure transducer) between the sample’s ends at a constant flow rate. The upstream pump maintains a constant flow rate, while the downstream pump is set to a constant pressure to receive the fluid volume (Figure 1c). A relief valve is connected in parallel to the downstream side, allowing sampling of the effluents for chemistry analysis under constant pore pressure.

![Figure 1](image_url)  
**Figure 1.** Workflow for the long-term flow-through experiments, (a) two halves of prepared slate specimens, (b) the assembled sample jacketed with heat-shrink tubing, and (c) the flow-through apparatus.

Here, all experiments were conducted at constant effective pressure ($P_c = 10$ MPa and $P_p = 1$ MPa). Each experiment included three stages: (1) initially, continuous flow-through tests after pressurization at room temperature, (2) temperature cycles between room temperature and up to 70 or 90 °C, and (3) long-term permeability measurements with the intermittent flow at 70 or 90 °C. In two flow-through experiments (SM1 and SM2), DI was used as fluid medium, and in one test (SM3), a 0.5 M NaCl solution was used to investigate the effect of fluid type on fracture permeability evolution. The salinity was chosen since fluid inclusions within the slates contain mainly water with low salinity NaCl. Note, however, that in some cases, fluid inclusions also contain CaCl$_2$. Details about applied temperatures, flow rates, duration of each stage, experimental conditions, and
permeating fluid types for the three samples are listed in Table 2. The intention to divide each experiment into three different stages was the following:

1. The purpose of stage one was to investigate the potential transient fracture permeability degradation after pressure build-up, which exerts a force on the fracture surfaces. Such initial fracture permeability decline was widely observed at the first dozens to hundreds of hours of continuous fluid flow through fractured granitic rocks [4,21], shale [22], novaculite [15,17], limestone [16], and dolomitic anhydrite [18]. However, this time-dependent fracture permeability decay did not occur in some fractured sandstones and mudstones [23,24] with the intermittent flow (flow-stop-flow with a certain time interval). To monitor the influence of pressure on fracture permeability evolution in slates, we continuously measured permeability for several to dozens of hours, followed by stopping the flow for dozens of hours and measured fracture permeability again. This initial stage was performed at room temperature immediately after pressurization.

2. The second stage was to reveal thermal effects on fracture permeability evolution and to eliminate any irreversible fracture permeability changes upon thermal expansion of the rock matrix. The temperature was increased and decreased stepwise between room temperature and 70 °C for sample SM2 and between 25 °C and 90 °C for sample SM1 and SM3 (Table 2). Fracture permeability was measured after stabilization of temperature in each step.

3. In the last stage, the temperature was kept at the highest value (70 or 90 °C), and permeability was measured regularly after a time interval of 6 days. In between the time intervals, the valve of the upstream pump was closed, and the downstream pump maintained constant pressure so that the pore fluid could be considered as a semi-closed system. Before each permeability measurement, the effluent was sampled through the relief valve at a constant flow rate of $Q = 0.1 \text{ mL/min}$. Each time, seven to nine subsamples with a volume of $V = 1.0 \text{ mL}$ at constant pore fluid pressure of $P_p = 1 \text{ MPa}$ were collected (downstream side). Each sample was acidified by addition of 0.01 ml super-pure HNO$_3$ to minimize any potential precipitation or alteration of the fluid. The purpose of the chosen sampling strategy with collecting small-volume subsamples ($V = 1.0 \text{ mL}$) was to better specify the fluid composition within the fracture. Otherwise, a large volume of effluent would have mixed the fluid within the fracture with the fluid in the capillaries connected to the sample.

### Table 2. Experimental conditions.

| Sample | Temperature (°C) | Flow Rate a (mL/min) | Flow Type | Duration b (Days) | Permeant Fluid |
|--------|------------------|----------------------|-----------|------------------|----------------|
| SM1    | Room temperature 90 → 70 → 50 → 32 → 90 | 0.3–0.5 | Continuous | ~3 | DI |
|        |                  | 0.3–0.5 | Intermittent | 3 | |
|        |                  | 0.05–0.3 | Intermittent | 34 | |
| SM2    | Room temperature 70 → 50 → 32 → 70 | 0.3–0.5 | Continuous | <1 | DI |
|        |                  | 0.3–0.5 | Intermittent | 3 | |
|        |                  | 0.1–0.3 | Intermittent | 34 | |
| SM3    | Room temperature 90 → 70 → 50 → 32 → 90 | 0.02–0.3 | Continuous | ~3 | 0.5 M NaCl |
|        |                  | 0.02–0.1 | Intermittent | 3 | |
|        |                  | 0.1 | Intermittent | 34 | |

a Flow rate used for permeability measurements, the flow rate during effluent sampling is always $Q = 0.1 \text{ mL/min}$. b Elapsed time during the corresponding stages.

The experiments target the evaluation of a medium enthalpy EGS system with a reservoir or (fluid) production temperature of about 150 °C. After the heat exchanger, the fluid, typically, has a temperature of approximately 70 °C (lower bound experimental temperature), which increases to around 90 °C (upper bound experimental temperature) before being reinjected into the formation. Due to technical constraints, the temperature of the sample and the one of the fluid, when being injected into the sample, are identical (Figure 1c). The experiments thus replicate a reservoir scenario, where, when starting from the well-to-formation interface, rock and fluid are in thermal equilibrium. As fluid is
continuously injected and transported further into the reservoir, the volume where rock and fluid are in thermal equilibrium expands. This study thus investigates processes that may alter fracture permeability in the vicinity of an injection well, where the formation is at fluid injection temperature.

During fluid flow (i.e., fracture permeability measurements and effluent sampling), the differential pressure between the sample ends was limited to $\Delta p \leq 0.5$ MPa (i.e., the maximum upstream pore fluid pressure is below 1.5 MPa) to ensure to not exceed the measurable range of the differential pressure transducer and to avoid changing effective stress beyond critical values.

Sample permeability $k$ is calculated based on Darcy’s law assuming steady-state conditions as

$$Q = \frac{k \Delta p A}{\mu L}$$  \hspace{1cm} (1)

where $Q$ is the flow rate, $L$ is the sample length, $A = \pi r^2$ is the cross-sectional area of the cylindrical sample, $\Delta p$ is the differential pressure over the sample length $L$, and $\mu$ is the dynamic fluid viscosity, which depends on the fluid type, salinity, temperature, and pore pressure [50,51] and was adjusted according to tabulated values in the cited literature when calculating permeability. By ignoring fluid flow in the rock matrix because of the low matrix permeability ($k \sim 10^{-19} \text{ m}^2$), the “cubic law”, assuming laminar flow through a fracture between parallel plates, gives the expression of the separation distance, $b_h$, between the two smooth plates during flow-through tests as [52,53]

$$Q = \frac{b_h^3 W \Delta p}{12 \mu L}$$  \hspace{1cm} (2)

where $W$ is the width of the fracture (sample diameter). $b_h$ can be considered an equivalent aperture (hydraulic aperture) in case of rough fractures. Using this approximation and assuming that all fluid flow through the fracture ($A = W b_h$), fracture permeability, $k_f$, can be expressed by combining Equations (1) and (2) as

$$k_f = \frac{b_h^2}{12}$$  \hspace{1cm} (3)

2.3. Analytical Methods

2.3.1. Effluent Element Concentrations

Effluent element concentrations of Al, Ca, Fe, K, Mg, Na, Si, and Zn were determined by Inductively Coupled Plasma-Optical Emission Spectrometry (ICP-OES) analyses performed at the ElMiE Lab at the German Centre for Geosciences (GFZ, Potsdam, Germany) using a 5110 spectrometer (Agilent, Santa Clara, CA, USA). The analytical precision and reproducibility are generally better than 2%, regularly tested using certified reference material and in-house standards. Effluent samples were diluted with HNO$_3$.

2.3.2. Fracture Surface Topographies

The fracture surface topographies were measured before and after the experiments using white light interferometry (Keyence VR 3000). The resolution of the in-plane coordinates was 23.5 $\mu$m, and the vertical resolution was 1.0 $\mu$m. Statistical parameters, the peak height difference $R_p$, the mean $R_m$, and the root-mean-square $R_{rms}$, of fracture surfaces were used to compare the changes of surface roughness, expressed as

$$R_p = \max \{|z_i - z_a|\}$$  \hspace{1cm} (4)

$$R_m = \frac{1}{n} \sum_{i=1}^{n} |z_i - z_a|$$  \hspace{1cm} (5)
\[ R_{\text{rms}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (z_i - z_a)^2} \]  

where \( z_i \) is the height of the \( i \)th point, and \( z_a \) is the mean height of the elevation plane, which is discretized by \( n \) points.

### 2.3.3. SEM-EDX

After the experiments were conducted, the fracture surfaces were coated with carbon and observed by performing scanning electron microscopy (SEM) using both the backscattered electron (BSE) and the secondary electron (SE) mode. Combined energy dispersive X-ray analysis (EDX) was performed to identify the elemental composition of representative locations.

### 3. Results

Fracture permeability (Equation (3)) evolution was explored upon continuous fluid flow after pressurization at ambient temperature, heating–cooling cycles, and intermittent flow over a long-time duration (Section 3.1). Effluent element concentrations were used to qualitatively analyze potential mineral reactions in rock fractures (Section 3.2). We compared fracture surface topographies before and after the experiments (Section 3.3) and explored the mechanisms governing fracture permeability evolution using microstructural observations (Section 3.4).

#### 3.1. Variations of Fracture Permeability

##### 3.1.1. Initial Fracture Permeability Decline with Continuous Flow (Stage 1)

All samples exhibited a progressive fracture permeability decline with time during fluid flow, particularly pronounced for SM3 with NaCl solution as permeating fluid (Figure 2). Samples SM1 and SM2 showed nearly identical fracture permeability degradation, which slowly converged over time/reaching a minimum value. After the fluid flow was stopped for about 65 h, the fracture permeability of SM1 remained unchanged (i.e., \( k_f = 3.7 \times 10^{-12} \, \text{m}^2 \)). Fracture permeability of sample SM3 was first continuously measured for 41 hours and subsequently measured again after flow was stopped for about 28 h and 16 h (see two lower right panels in Figure 2). Compared to samples SM1 and SM2, fracture permeability was more strongly reduced in the first 2 hours and progressively converged from initial \( 3.5 \times 10^{-12} \, \text{m}^2 \) to \( 7 \times 10^{-13} \, \text{m}^2 \) at the end of continuous flow. Fracture permeability slightly declined further to \( 6.7 \times 10^{-13} \, \text{m}^2 \) and \( 6.6 \times 10^{-13} \, \text{m}^2 \) after interrupting fluid flow for 28 h and 16 h, respectively.

The evolution of fracture permeability with cumulative fluid flow volume is shown in Figure 3. Samples SM1 and SM2 presented almost similar permeability decay with flow volume, independent of flow rate. In contrast, the permeability of sample SM3 decreased more drastically with the same amount of NaCl solution. Again, the flow rate was adjusted during the flow tests to ensure that the differential pressure did not reach the maximum range of the transducer, but had no effect on permeability evolution. We expect that the total flow volume determines permeability variations by interaction with the fracture surface rather than flow dynamics.
justed during the flow tests to ensure that the differential pressure did not reach the maximum range of the transducer, but had no effect on permeability evolution. We expect that the total flow volume determines permeability variations by interaction with the fracture surface rather than flow dynamics.

**Figure 2.** Fracture permeability determined by continuous flow tests after pressure build-up (P_c: 10 MPa and P_p: 1 MPa) as a function of elapsed time at room temperature. The large fluctuation of SM3 permeability (blue line) between 13 and 27 h is because the upstream pump pressure reached a set limit, and the flow rate was automatically adjusted. Panels at the bottom show measurements after fluid flow was interrupted for certain time intervals.

**Figure 3.** Fracture permeability evolution in stage 1 after pressure build-up (P_c: 10 MPa and P_p: 1 MPa) versus cumulative flow volume. Temperature is 25 °C. Flow rates are indicated.

### 3.1.2. Temperature Effects (Stage 2)

Using DI as permeating fluid, increasing the temperature stepwise resulted in a slight fracture permeability reduction from $3.7 \times 10^{-12}$ m$^2$ (at 25 °C) to $3.4 \times 10^{-12}$ m$^2$ (at 85 °C) in sample SM1, and from $4.5 \times 10^{-12}$ m$^2$ (at 25 °C) to $3.8 \times 10^{-12}$ m$^2$ (at 70 °C) in SM2,
respectively (Figure 4). The permeability decline was not recovered after cooling to room temperature. After re-heating, the permeability of samples SM1 and SM2 was slightly reduced by about 3–6% at peak temperature (Figure 4, right-hand panels), indicating a time-dependent permeability reduction. A temperature increase from room temperature to 90 °C caused an irreversible permeability increase from $6.6 \times 10^{-13}$ m$^2$ to $1.3 \times 10^{-12}$ m$^2$ in sample SM3, in particular between 70 and 90°C (Figure 4). Opposite to the behaviors of the other two samples, the permeability of SM3 slightly increased after re-heating to 90 °C.

![Figure 4. Fracture permeability variations during the temperature cycles between room temperature and up to 90 °C (SM1 and SM3) and 70 °C (SM2) (left panel). The arrows indicate the heating and cooling sequences. All tests started at approximately 25 °C. Details of permeability variations at the respective target temperatures (grey boxes) after first and second heating are shown in the three panels on the right. Sample SM2 was measured twice (No. 1 and No. 2) at 70 °C after first heating within a time interval of 15 h, indicating a time-dependent permeability reduction at constant temperature. After second heating of this sample, the respective permeability value is therefore labelled No. 3. Error bars are in the range of ±2 $\times 10^{-14}$ m² and hence not visible on the logarithmic y-axis.](image)

3.1.3. Time Dependence of Permeability with Intermittent Flow (Stage 3)

For intermittent flow of DI through samples SM1 and SM2, fracture permeability progressively reduced over time, slightly more at $T = 90$ °C (SM1) than at $T = 70$ °C (SM2) (Figure 5). However, such time-dependent permeability reduction of both samples was likely to vanish or slowed down after cooling the sample to room temperature. For sample SM3 with a NaCl solution as permeating fluid, the permeability showed a 1.5-fold increase by over 34 days duration that remained constant after cooling down to 25 °C. In comparison to the initial permeability measured at room temperature in stage 1, all samples, subjected to the three test stages (i.e., the initial continuous flow, temperature cycles, and the intermittent flow), show at 25 °C fracture permeability reductions between 42 and 78% after a total test period of about 40 days (Table 3).
Figure 5. Time-dependent fracture permeability evolution with intermittent flow at 90 °C (SM1 and SM3) and 70 °C (SM2). Each symbol represents a steady-state permeability measurement. The open symbols indicate permeability measured at room temperature at the beginning and end of the experiments, respectively.

Table 3. Summary of experimental results.

| Sample | Max T (°C) | $k_f$ (Initial) (10^{-12} m^2) | $k_f$ (Final) (10^{-12} m^2) | Duration (Days) | Fluid |
|--------|------------|-------------------------------|-------------------------------|----------------|-------|
| SM1    | 90         | 4.76                          | 1.02                          | 40             | DI    |
| SM2    | 70         | 4.98                          | 2.66                          | 38             | DI    |
| SM3    | 90         | 3.49                          | 2.01                          | 40             | 0.5 M NaCl |

The initial and final permeability indicate the first permeability after pressure build-up and the end permeability at room temperature (see open symbols in Figure 5).

3.2. Fluid Chemistry Evolution

The element concentrations of Al and Zn in all effluent samples were negligible (<0.1 mg/L). Ca, Fe, K, Mg, Na, and Si concentration changed within a set of subsamples that were collected on day 7 after the first time interval of 6 days (Figure 6). This and each subsequent sampling sequence took approximately 1.5 h. It is implied that fluid–rock reactions occurred along the fracture and that dissolved matter diffused from the fracture aperture to the capillaries connected to the sample within the semi-closed pore fluid system. We interpret the subsample with peak element concentrations as the fluid representative of the composition in the fracture aperture during the 6-day interval. Because the fracture volume (on the order of ~0.01 mL) is significantly smaller than 1.0 mL (i.e., the volume of each effluent subsample), the absolute element concentrations of the fluid within the fracture aperture may be significantly larger than the measured peak values, depending on the dissolution and diffusion rates. Therefore, the measured element concentrations indicate the degree of fluid–rock reactions, but may represent a lower bound.
For samples SM1 and SM2 with DI, all element concentrations of SM1 are slightly higher than that of SM2, which is likely due to enhanced reaction rates at the higher temperature applied to sample SM1. Strikingly, the Na concentrations of both samples are about one order of magnitude higher than that of the other elements, revealing relatively strong reactions of Na-rich minerals in DI (e.g., plagioclase, c.f., Table 1). In sample SM3 with 0.5 M NaCl solution, the concentrations of Ca, K, and Mg are about one order of magnitude larger than those in SM1 and SM2 (Figure 6), and the Si concentration is ≈1.5–2 times higher than in SM1 and SM2. For sample SM3, the Fe concentration is negligible in all subsamples, possibly due to the dissolution limit of Fe-contained minerals or the lack of Fe-contained minerals (e.g., Ankerite and Chlorite) on the SM3 fracture surfaces.

By comparing all peak concentrations obtained after each time interval, we were able to evaluate the reaction rate evolution of the fluid–rock system under constant pressure and temperature conditions (Figure 7). For samples SM1 and SM2, the maximum concentrations occurred after the first time interval on day 7. Subsequently, all element concentrations progressively reduced with time, implying a reduction of fluid–rock interactions. In particular, Fe concentration reduced to nearly zero, which may manifest the reaction termination of Fe-containing minerals or the disappearance of such minerals after dissolution. In contrast, for sample SM3, the concentrations of all elements, except K, showed minor reduction after each week (Figure 7f), indicating that fluid–rock interactions in SM3 were relatively stable, although the dissolution reaction rates were faster than those in SM1 and SM2.
3.3. Fracture Surface Topography

Fracture surface topographies before and after the experiments are shown in Figures A1–A3 (in the Appendix A) for samples SM1, SM2, and SM3, respectively. The topography of both fracture surfaces changed due to fluid flow, particularly in areas close to the fluid injection side (i.e., dark areas in maps measured after testing), and in most cases resulted in a slightly wider height distribution compared to the initial surface (Figure 8). The removal of surface heights (dark areas in Figures A1–A3), where stresses are expected to be high (stress concentrations at the tips of the surface asperities), indicates that the mass loss is induced by pressure solution of contact asperities. However, the peak height difference $R_p$, the mean height $R_m$, and the root mean square height $R_{rms}$ of the whole surface before and after the experiments show that fracture surface roughness remains nearly unchanged or slightly increased (Table 4), which indicates that the global statistical values cannot easily reveal some localized solution/dissolution processes. It can be assumed that such fracture surface roughness changes may result from a combination of pressure solution and dissolution/precipitation reactions, which, in turn, might counteract each other to a certain degree.

Figure 7. Peak effluent element concentrations extracted from each set of subsamples of sample SM1 (a,b), SM2 (c,d), SM3 (e,f), after prescribed time intervals. The data on day zero present the element concentrations of the injected fluid and data on day 1 (for SM1 and SM2) indicate the effluent sampled right after increasing the temperature to the targets. Note the different scales of Na concentrations.
Figure 8. Comparison of fracture surface height distribution before and after the experiments, two surfaces (a,b) for sample SM1, (c,d) for sample SM2, (e,f) for sample SM3, respectively.

Table 4. Statistical parameters of fracture surface roughness before and after the flow-through experiments.

| Parameters | SM1_A      | SM1_B      | SM2_A      | SM2_B      | SM3_A      | SM3_B      | Stage          |
|------------|------------|------------|------------|------------|------------|------------|----------------|
| $R_p$ (µm) | 41.18      | 51.08      | 78.13      | 80.97      | 24.00      | 119.26     | Before         |
|            | 65.45      | 70.98      | 78.57      | 116.80     | 52.96      | 106.55     | After          |
| $R_m$ (µm) | 2.35       | 1.82       | 10.99      | 1.46       | 1.56       | 10.31      | Before         |
|            | 3.52       | 1.78       | 10.69      | 3.47       | 1.98       | 9.12       | After          |
| $R_{rms}$ (µm) | 3.00   | 2.41       | 14.31      | 2.16       | 2.05       | 17.94      | Before         |
|            | 4.33       | 2.44       | 13.69      | 4.93       | 2.60       | 16.27      | After          |
3.4. Microstructures

The post-experimental backscattered electron (BSE) micrograph and the EDX map of sample SM1 (Figure 9) taken as an example, indicate a complex mineral distribution, where pyrite and ankerite are normally located as a cluster, and other minerals are mixed without clear boundaries. Fracture surfaces are rough and attached with various particles (e.g., pyrite, plagioclase, muscovite) that are authigenic (Figure 10). The particle size is in general within 10 µm. Mineral dissolution and secondary mineral formation (precipitation) are hard to distinguish based on the micrographs. However, we observed some fiber-like texture at the edge of some crystals (Figure 10d) in sample SM3, which may imply strong reactions on the mineral surfaces.

Figure 9. (a) Backscattered electron (BSE) micrograph and (b) EDX map of the fracture surface of sample SM1 after experiments.

Figure 10. Scanning electron (SE) micrographs of the fracture surface of sample SM2 (a,b) and sample SM3 (c,d) after the experiments.
4. Discussion

The observed evolution of fracture permeability with time and temperature in addition to the associated change of the effluent chemistry may be explained by one or more of the following mechanisms: pressure solution, stress corrosion, free-face dissolution, and fines migration. We discuss if these mechanisms may have contributed to permeability evolution in the separated experimental stages.

4.1. Mechanism of Initial Permeability Decline under Constant Conditions

Time-dependent fracture permeability decrease was observed with DI flow under static stress conditions [15,17,21,22]. The degradation was explained by pressure solution, a continuous sealing process of the macroscopic fracture. Im et al. [21] found that fracture permeability decay during hold periods over dozens of hours in slide-hold-slide experiments can be well described by power-law compaction coupled with the “cubic law”. Power-law compaction was established in indentation experiments, where the time-dependent displacement of the indenter into the crystalline mineral matrix can be described by a power-law function, induced by pressure solution [54]. Because of indentation of the contact asperities into the matrix, it is assumed that the overall fracture closure ($\Delta b$, geometrical aperture changes) also follows a power law with respect to time as

$$\Delta b = \alpha t^n$$

where $n$ is the power-law exponent, $t$ is the elapsed time, and $\alpha$ is the aperture change when $t = 1$. Further, by substituting Equation (1) into Equation (2), sample permeability $k$ can be expressed with hydraulic aperture $b_h$ as,

$$k = \frac{b_h^3}{6\pi r}$$

Assuming equivalent hydraulic and geometrical aperture $b$, sample permeability evolution can be correlated to fracture closure $\Delta b$ [21,52,55] as

$$k = k_0 \left(1 - \frac{\Delta b}{b_0}\right)^3$$

where $k_0$ and $b_0$ are the initial permeability and aperture, respectively. Substituting Equation (7) into Equation (9) yields

$$k = k_0 \left(1 - \frac{\alpha}{b_0} t^n\right)^3$$

We used the measured permeability data during continuous flow (Figure 2) to parameterize $k_0$, $\alpha/b_0$, and $n$ by using the least-squares method. The resulting values, provided in Table 5, fit very well to the data (Figure 11). We observed a similar permeability degradation trend but with a larger range of power exponents in comparison to similar permeability measurements in granite with saw-cut fractures under effective pressure of 3 MPa ($n = 0.3$–$0.4$) described in [21]. The power exponent $n$ measured for sample SM3 is distinctly lower than of samples SM1 and SM2, which may imply that the permeability changes are not solely controlled by pressure solution. Because the indenter experiments indicate that pressure solution-controlled indenting displacement yields a power-law function with exponents normally larger than 0.3 [54]. Our results imply other processes (free-face dissolution) also play an important role in the overall fracture aperture variation, which will be discussed below. Evidently, when the flow was stopped for some time, measured permeability showed much less reduction than predicted for continuous flow (c.f., samples SM1 and SM3 in Figure 11). This suggests that a chemical equilibrium within the fracture aperture was attained during no flow periods leading to a high concentration.
of the pore fluid and less efficient pressure solution, resulting from limiting the diffusion from contacts to the pore fluids.

### Table 5. Fitting parameters.

| Sample  | $k_0$       | $\alpha/b_0$ | $n$  | Adjusted R$^2$ |
|---------|-------------|---------------|------|----------------|
| SM1     | $1.95 \times 10^{-15}$ | $7.3 \times 10^{-2}$ | 0.43 | 0.99           |
| SM2     | $2.0 \times 10^{-15}$  | $4.5 \times 10^{-2}$ | 0.61 | 0.99           |
| SM3     | $1.13 \times 10^{-14}$ | 0.6           | 0.072 | 0.98           |

**Figure 11.** Sample permeability (Equation (1)) variations with time under constant pressure ($P_c$: 10 MPa and $P_f$: 1 MPa) and room temperature conditions. Fitting curves (in green) are derived based on Equation (10).

Another possibility is fines migration-induced permeability decline, commonly occurring in porous media [35]. In our samples, fine particles are attached to the fracture surfaces (Figure 10), which may have been transported upon fluid flow, causing permeability to decrease. During no flow periods, particles may not migrate and clog the flow pathways, mitigating permeability reduction. The drag force $F_d$, causing the particle to move, is proportional to the fluid dynamic viscosity $\mu$, flow rate $U$, and particle radius $r_s$: $F_d \propto \mu r_s U$ [56, 57]. We found that permeability reduction is relatively independent of flow rates (Figure 3). For DI and the 0.5 M NaCl solution, the dynamic viscosities at room temperature are 889.9 and 928.6 $\mu$Pa·s, respectively [50, 51]. For particles of similar size, this would lead to a difference of drag forces between the two fluid compositions of about 4%, which is unlikely to explain the lower permeability obtained with NaCl compared to DI. In addition, high-salinity fluid would increase the stability of mobile particles due to the increase in the electrostatic force [35]. In this case, with the assumption of fines migration, permeability should present less reduction upon fluid flow with NaCl, which is opposite to our experimental results. Therefore, fines migration is expected to be not the dominant factor in flow-dependent permeability reduction.

Assuming that the initial fracture aperture $b_0$ is equivalent to the initial hydraulic aperture $b_{h0}$, $b_0$ can be expressed based on Equation (8) as

$$b_0 = \frac{3}{\sqrt{6\pi r_k}}$$  

Using fitted parameters, $k_0$ and $\alpha/b_0$ (Figure 11 and Table 5), we can determine the aperture change as a function of time, $\Delta b = a t^n$ (Figure 12a). We noticed that the initial aperture changes of sample SM3 were significantly larger than that of the other two samples.
However, the aperture closure rate $\Delta b = nat^{-1}$, of sample SM3 decreased much faster and was smaller than that of SM1 and SM2 after about 10 hours duration (Figure 12b). This implies that at the beginning of the experiments, the NaCl solution accelerated the pressure solution rate by increasing the dissolution kinetics of some minerals, e.g., quartz [58, 59] and calcite [60]. Due to an increasing rate of free-face dissolution, which has a contrasting (i.e., enlarging) effect on fracture aperture, the total aperture closure rate may significantly reduce if pressure solution rate slows down or terminate eventually due to the continuous increase in contact areas. Therefore, we expect that the initial permeability decline observed in stage 1 of our experiments was mainly governed by pressure solution with a relatively increasing contribution of free-face dissolution with increasing time.

Figure 12. Measured and calculated (with Equation (7)) aperture change with time in log-log plot (a), where all parameters are derived based on the fitting curves in Figure 11, and (b) fracture aperture change rate as a function of time.

4.2. Thermal Effects on Permeability

Thermally driven hydraulic aperture reduction is believed to be induced by thermal dilation, mechanical creep, and pressure solution [19, 43]. However, in our experiments, temperature cycles resulted in opposite irreversible permeability changes (i.e., decrease in sample SM1 and SM2 with DI and increase in sample SM3 with the NaCl solution) (Figure 4). Therefore, thermal dilation or thermal stress effects cannot solely control the process, otherwise similar permeability changes are expected. In addition, we observed time-dependent permeability changes at peak temperatures and after temperatures cycling (Figure 4).

In general, increasing temperature enhances fluid–rock reaction rates [17, 24, 61–64], leading to enhanced pore space or permeability changes. The continuous flow tests in stage 1 demonstrated an interplay of pressure solution and free-face dissolution, where the initial pressure solution rate in sample SM3 with the NaCl solution was much faster than that of the other two samples. Obviously, the rate-limiting process of pressure solution (dissolution, transport, or precipitation) was different for DI and NaCl solutions and strongly temperature-dependent between 70 and 90°C. Although we measured the amount of species diluted in the effluent, which strongly differed if using DI or NaCl solution as permeating fluid (Figure 7), we were not able to quantify the element concentrations. We expect that temperature-dependent solubilities and reaction rates, as well as time, control the permeability evolution, but cannot specify the relative contribution based on the available data. Nevertheless, the slight permeability reduction with time of samples SM1 and SM2 after temperature cycling, and the slight increase with time for sample
SM3 may be explained by the cross-over from dominantly pressure solution controlled to free-face dissolution-controlled permeability evolution (c.f., Figure 12).

4.3. Potential Fluid–Rock Interactions on Time-Dependent Permeability Changes

Figure 13 shows potential processes that cause permeability changes with time. They may occur solely or simultaneously depending on the pressure, temperature, fluid, and rock compositions [16,17,24]. Despite fluid chemistry, pressure solution and stress corrosion require normal stress acting on the solid contacts as the driving force. Thus, they occur predominantly at the early stage when the effective stress on the contacts is relatively high. In this case, fracture permeability reduction is always accompanied by obvious fracture deformation [22]. In addition, sufficient dissolved components can be detected in the effluents due to pressure solution-enhanced solubility [17,19,24,43]. For the other mechanisms, i.e., free-face dissolution, precipitation [25,61], and fines migration [35], no obvious deformation is required in conjunction with fracture permeability changes at a relatively small scale.

We were not able to identify if stress corrosion cracking played a role in our experiments, but fines migration appeared to terminate towards the end of stage 1 (Figure 2) and hence to play a subordinate role during stage 2 and stage 3. Since we did not measure strain data to evaluate which mechanisms contribute to the overall process, we relied on analyses of measured permeability changes and effluent concentration variations. The element concentrations in sample SM3 were significantly larger than those of the other two samples (Figure 6), supporting the hypothesis that the NaCl solution could increase mineral reaction rates in SM3. Sodium cations would accelerate the dissolution rate of, for example, quartz [58,59] and calcite [60]. The enhanced concentrations of Ca and K in sample SM3 are possibly due to the dissolution of plagioclase (NaAlSi2O8 to CaAl2Si2O8) and muscovite (KAl2(AlSi3O8)(OH)2). The large Fe concentrations in samples SM1 and SM2 may result from Ankerite (Ca(Fe2+, Mg)(CO3)2) dissolution.

The element concentrations of sample SM1 at 90 °C may be explained by the cross-over from dominantly pressure solution controlled to free-face dissolution-controlled permeability evolution (c.f., Figure 12).

| Deformation          | No obvious deformation |
|----------------------|------------------------|
| ![Image](image_url)  | ![Image](image_url)    |
| a) Stress corrosion cracking | b) Pressure solution |
| c) Dissolution       | d) Precipitation       |
| e) Fines migration   |                        |

Figure 13. Potential fluid—rock interactions occurring during the long-term experiments and their effects on fracture permeability and fracture deformation. (a) Stress corrosion cracking, (b) pressure solution, (c) dissolution, (d) precipitation, and (e) fines migration, in which both (b,c) involve dissolution of solid matter into a fluid phase, where the former is taking place within the contact area of stressed asperities and the latter occurs on the free faces of the mineral grains.
afterwards indicates that pressure solution was dominant at the early stage of long-term intermittent flow, but was progressively less effective in later stages when contact areas expanded. The changes in the effluent concentration (SM1 and SM2) are consistent with pressure solution evolution. Temperature-dependent kinetics is in line with our observation of stronger fracture permeability reduction with time at 90 °C compared to 70 °C (Figure 5). For sample SM3, the element concentrations (except Na) also increased after the first time interval, but remained relatively stable afterwards (Figure 7). This implies permeability changes are first mainly controlled by pressure solution and then by free-face dissolution, because the latter is directly correlated to the reactive surface areas that did not change dramatically. The increase in permeability with time for sample SM3 reveals the contribution of mass transfer forming voids.

We noticed that the stopped flow within the semi-closed pore fluid system mitigated permeability decline at room temperature (Figure 11), but the intermittent flow still led to substantial permeability changes at elevated temperatures (Figure 5). This discrepancy is likely also related to thermally enhanced fluid–rock interactions as permeability changes with the intermittent flow significantly slow down after cooling to room temperature.

In our experiments, the initial hydraulic aperture of saw-cut fractures was in the range of 6~7 µm (calculated from Equation (2)) under low-stress conditions (effective stress of 9 MPa), which is in the same order of magnitude as the fracture surface roughness (Table 4). This indicates that the fracture surface roughness is strongly correlated to the initial fracture aperture and thus represents a defining parameter with respect to fracture permeability. The surface height distributions remain unchanged or slightly rougher after the experiments (Figure 8), likely resulting in the dissolved mass on some localized areas (dark areas on the fracture surface topographies, Figures A1–A3). However, we were not able to quantify if such height reduction resulted from dissolution or pressuresolution, because both mechanisms led to local mass removal from the fracture surface. In addition, we expect that the effect of mass transfer (caused by pressure solution or mineral dissolution) in such narrow fracture apertures are drastic, whereas larger fractures with high surface roughness or fractures under high-stress conditions may lead to different evolutions of fracture aperture, which need to be further investigated.

4.4. Implications for EGS

The long-term sustainability of rock fracture permeability is crucial to guarantee the lifespan of a successful EGS. Our experimental results demonstrate that newly generated fractures in slates (e.g., artificially prepared, injection created, and sheared) may be subject to large and fast permeability reduction with time under constant effective stress conditions. Such time-dependent fracture permeability reduction was also observed in granite, shale, and novaculite [4,15,17,19,21,22]. Similarly, fracture permeability reduction can slow down at the late stage during fluid flow. Moreover, the governed mechanisms in our experiments are pressure solution and free-face dissolution, where the former may slow down and terminate at some point, and the latter plays a more important role in the late stage. In the sample with NaCl solutions as the permeating fluid, permeability showed a slight increase at the late stage, where we expect that pressure solution is nearly stopped because of the enlargement of contact areas, and mineral dissolution may increase the voids. This behavior was also found in a flow-through experiment of a fractured limestone with distilled water, where free-face dissolution overtakes pressure solution, generating a “wormhole” for fluid flow [16]. Therefore, we infer that the pre-existing fractures, if hydraulically conductive, may persist for a very long term, but newly generated fractures will yield a certain reduction with time due to the initial high-stress concentration on the self-propping contacts. For assessing the performance of geothermal reservoirs after stimulation, such time-dependent permeability reduction must be borne in mind.

To reach the economic utilization of geothermal reservoirs, some indicators, such as production temperature, injection temperature, and the flow rate, have to be set within a certain range. Our laboratory investigation found that elevated temperatures lead to en-
hanced fluid–rock interactions, causing fracture permeability to change drastically, but such high reaction rates may be conducive to permeability enhancement if mineral dissolution dominates. Slates containing fractures, subjected to time-dependent closure, can possibly be mitigated by controlling injected fluid compositions. On the other hand, precipitation was not observed in our experiments, either due to permanent fluid under-saturation or as a result of the pore fluid exchange during the last permeability measurement before final cooling. This, however, may not be true in the field [13, 14]. Dissolved minerals may increase the local permeability, where they dissolved, but may cause permeability reduction in far-field flow owing to precipitation at a large scale. Running an EGS in such metamorphic strata requires an understanding of the long-term evolution of the fractures in the host rocks, to which this study aimed to contribute. How to mitigate any fracture permeability reduction observed here, however, needs to be elucidated further.

5. Conclusions

To evaluate sustainability of fractures within slates, three long-term flow-through experiments with Wissenbach slate samples containing a macroscopic saw-cut fracture were conducted under constant pressures (i.e., $P_c = 10$ MPa and $P_p = 1$ MPa) and varying temperatures (room temperature up to 90 °C). Fracture permeability and effluent element concentrations were measured throughout the experiments. The results show that after applying effective pressure, the initial permeability reduction follows a power-law function during continuous flow, but this decrease slows down or terminates when flow is stopped. Temperature cycling causes an irreversible permeability decline when DI is used as the pore fluid, but permeability increases when the pore fluid is a 0.5 M NaCl solution. When fluid flow is intermittent, permeability shows a time-dependent reduction with DI as the permeating fluid, which is more pronounced at 90 °C compared to 70 °C. Again, permeability slightly increases when the sample is saturated with the NaCl solution. Ultimately, all samples yielded a certain and time-dependent permeability reduction. It is demonstrated that fracture permeability evolution in slates is controlled by pressure solution and free-face dissolution. Temperature cycles may affect fracture permeability by thermally enhanced fluid–rock interactions. NaCl accelerates the dissolution kinetics such that pressure solution is faster. However, pressure solution slows down drastically as the driving force (i.e., the normal stress on the contact asperities) decreases with time. The permeability degradation of fractured slates is similar to that of saw-cut granite fractures, which implies that slate reservoirs may be equally suitable for EGS as those in granites. However, for comparable effective pressures, the initial fracture aperture associated with the fracture surface roughness may determine how sensitive the aperture is to fluid–rock interactions in the long term.
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Appendix A

Fracture surface topographies before and after the entire experiments are shown below.

Figure A1. Fracture surface topographies and the central profiles of sample SM1 before (a,b) and after (c,d) the entire experiments, where the arrows indicate the flow direction.

Figure A2. Fracture surface topographies and the central profiles of sample SM2 before (a,b) and after (c,d) the entire experiments, where the arrows indicate the flow direction.
Figure A3. Fracture surface topographies and the central profiles of sample SM3 before (a,b) and after (c,d) the entire experiments, where the arrows indicate the flow direction.
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