Statistical analysis of blood characteristics of COVID-19 patients and their survival or death prediction using machine learning algorithms
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Abstract
This study’s main purpose is to provide helpful information using blood samples from COVID-19 patients as a non-medical approach for helping healthcare systems during the pandemic. Also, this paper aims to evaluate machine learning algorithms for predicting the survival or death of COVID-19 patients. We use a blood sample dataset of 306 infected patients in Wuhan, China, compiled by Tangji Hospital. The dataset consists of blood’s clinical indicators and information about whether patients are recovering or not. The used methods include K-nearest neighbor (KNN), decision tree (DT), logistic regression (LR), support vector machine (SVM), random forest (RF), stochastic gradient descent (SGD), bagging classifier (BC), and adaptive boosting (AdaBoost). We compare the performance of machine learning algorithms using statistical hypothesis testing. The results show that the most critical feature is age, and there is a high correlation between LD and CRP, and leukocytes and CRP. Furthermore, RF, SVM, DT, AdaBoost, DT, and KNN outperform other machine learning algorithms in predicting the survival or death of COVID-19 patients.
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1 Introduction
Animal-origin COVID-19 first appeared in Wuhan, China, in December 2019, and on December 31, 2019, the pandemic virus was reported to the World Health Organization (WHO) as a new threat to communities. The disease outbreak rate has increased dramatically. According to WHO, in 72 countries, 1,05,586 positive cases have been reported by March 8, 2020 (WHO 2020) [1]. As of August 31, 2020, more than 180,000 people died in the USA [2]. Due to the symptoms’ inconsistency in patients with COVID-19 and the diagnostic test mistakes, researchers face many challenges in this area [3].

The high cost, scarcity of diagnostic kits, and specialized laboratories in countries have led to more specialized tests being performed only on critically ill patients. In this situation, finding a way to reduce the number of tests that can provide a definitive answer to the medical staff can be very effective [4]. Each of the lactate dehydrogenase (LDH) level tests and the complete blood count (CBC) test, and others alone are no specific tests to measure a patient’s deterioration, but together they can provide good performance. These tests can also be used in conjunction with reverse transcription-polymerase chain reaction (rRT-PCR), which is the most common test to detect COVID-19 for greater accuracy [5].

Machine learning methods have solved problems in many scientific fields over the past decade. These
algorithms use historical data and predict events. Predicting confirmed cases, diagnosing a disease by CT scan of the lungs and coughing sound, predicting intubation for the patient, and predicting and influencing climate parameters on the spread of the disease are some of the machine learning applications during the epidemic [6].

This study uses a collection of blood samples from 306 patients with COVID-19 in Wuhan, China, approved by the ethics committee of Tangji Hospital [7]. LD, a highly sensitive C-reactive protein (hs-CRP), lymphocyte, leukocytes, percentage lymphocytes, and age are six biomarkers whose variations in blood levels can indicate COVID-19 infection and disease progression. We use these biomarkers to predict and analyze a patient’s likelihood of survival and death. Due to the data’s heterogeneity, we balanced the data using the available methods and analyzed the relationship and correlation of biomarkers. Then, predictions were made by support vector machine (SVM), decision tree (DT), random forest (RF), K-nearest neighbor (KNN), logistic regression (LR), stochastic gradient descent (SGD), bagging classifier (BC), and adaptive boosting (AdaBoost). Finally, the performance of machine learning algorithms was compared, and the best ones with the most accuracy were determined by conducting a statistical hypothesis test.

2 Literature review

Since the advent of COVID-19 disease, many studies have been conducted to analyze and detect patterns in datasets related to COVID-19 patients. Some of these studies focused on predicting the deterioration of patients with COVID-19. Assaf et al. [8] used three different machine learning algorithms to identify patients’ risk during hospitalization and predict the patients’ condition before they undergo critical condition. This will lead to the effective management of the hospitals’ intensive care sector. Arvind et al. [9] examined the clinical information of 4087 patients admitted to 5 hospitals. They used a machine-learning algorithm to provide a tool for better evaluation of patients who needed intubation and mechanical ventilation. Their proposed algorithm is significantly better than the ROX index for the risk of blockage and intubation. Several artificial intelligence (AI) methods were used to predict mortality in critically ill patients with COVID-19. For this purpose, Chaurasia and Pal [10] used data from the WHO, including information about the date, origin, country, and the latest COVID-19 updates over five months. Among the simple mean methods, moving means, naive, ARIMA method was introduced as the most appropriate method. Li et al. [11] applied machine learning algorithms to derive prognostic models for predicting patients’ mortality with COVID-19. Predicting patients’ recovery period with machine learning algorithms was done by Muhammad et al. [12]. They predicted the recovery of patients with COVID-19 using the epidemiological dataset of COVID-19 patients in South Korea and data mining models. They predicted the minimum and maximum number of days for the patient to recover, as well as patients who were unlikely to recover. They used DT algorithms, naive Bayes, SVM, LR, RF, and nearest neighbor directly on the dataset. They introduced the DT algorithm as the most effective way to predict patients’ recovery.

One of the most important studies that have been done is the diagnosis of positive cases of COVID-19. Brinati et al. [13] diagnosed COVID-19 by presenting two classification methods and hematochemical routine blood tests. Their proposed model can replace the polymerase chain reaction (PCR) test. Additionally, they demonstrated that between LR and RF, RF has better performance for blood test samples. The ability to predict the number of new cases for 5 consecutive days was provided by Khakharia et al. [14]. They have developed a prediction system for COVID-19 outbreaks in the top 10 highly and densely populated countries. The proposed prediction models forecast the number of new cases likely to arise for five successive days using 9 different machine learning algorithms. For example, the auto-regressive moving average (ARMA) performed best for Germany and India, and the XGB model performed better for China. One of the notable capabilities of machine learning algorithms in the field of pathology is a diagnosis by CT scan and visual clinical data. Hussain et al. [15] categorized lung images into four categories: COVID-19, bacterial pneumonia, non-COVID-viral pneumonia, and normal, using patient chest X-ray (CXR) imaging data and five different machine learning algorithms. Their proposed system distinguished the morphological features of CRV-19 pulmonary infection CRX from the rest of the data. A deep learning method called convolutional neural network (CNN) has been used to diagnose COVID-19 by lung scan of patients. For this purpose, Yasar and Ceylan [16] used lung scans of 1396 people and identified the patients. Sharma [17] classified CT scans of patients’ lungs into two categories: patients with pneumonia and patients with COVID-19 using machine learning techniques. This technique has been used in hospitals in China, Italy, Moscow, and India. Khanday et al. [18] used 212 clinical textual data provided by Johns Hopkins University and employed supervised machine learning techniques to classify the data into four disease categories. The results showed that LR and naïve Bayes classifier algorithms provided more accuracy. Identifying COVID-19 patients and predicting Acute Respiratory Distress Syndrome (ARDS) is a study conducted by Jiang [19]. They used historical data from two hospitals in Wenzhou and Zhejiang, China, and AI techniques. Vijayakumar and
Sneha [20] processed cough audio data using deep learning approaches. They recorded respiratory and non-respiratory patients’ data and used SVM with RBF kernel and LSTM technique, which is a neural network, to classify them accurately. Finally, they divided them into four categories pertussis, pneumonia, COVID, and normal hack. Planning is needed for hospitals’ capacity and the allocation of medical resources and supplies during the COVID-19 outbreak. Qian et al. [21] introduced the capacity planning and analysis system (CPAS) based on machine learning to plan hospital capacity on a national scale and successfully deployed this new system in various hospitals in the UK. CPAS is one of the first machine learning systems deployed nationwide to address COVID-19 in hospitals, helping manage and allocate medical resources in hospitals.

Estimating the prevalence of the disease nationwide will provide valuable assistance to the medical staff and anti-COVID-19 policies in countries. Sujath et al. [22] developed a machine learning-based prediction model to predict the prevalence of COVID-19 in India. They used linear regression, multilayer perceptron (MLP), and self-regression vector method to predict the disease’s epidemiological sample and its incidence. Comparing the predicted cases with the Johns Hopkins University data, they concluded that the MLP method offers better results than other methods.

Shrivasav and Jha [23] used a gradient-based machine learning method to investigate the relationship between the COVID-19 transfer rate in meteorological parameters in India. They were able to implement an efficient method of predictive modeling. Albahri et al. [24] studied COVID-19 prediction algorithms based on AI, data mining, and machine algorithms. They found the lack of real-world studies and the lack of access to large-scale updated data as a significant gap in the field. They called for the full cooperation of AI, data mining professionals, and the medical community. Shuja et al. [25] provided a comprehensive review of the COVID-19 open-source dataset and organized it by data type. Medical images, textual data, and spoken data are the main types of this category. They identified the main challenge in this area as the lack of information and research methods. In a study in Iran, Behnam and Jahanmahin [26] discussed the prediction process and mortality rate using machine learning algorithms compared to the global level. The Gaussian function was used to find the best model for estimating the peak and end times of the disease in the short and long term. A review of the most important machine learning forecasting models for COVID-19 and a brief analysis of related literature is presented by Rahimi et al. [27].

There have not been many studies on clinical blood indices in the existing literature. In contrast, further studies on clinical blood indices help a lot to analyze the recovery process and deterioration of patients with COVID-19. In this study, considering the blood indicators and age, important analyses have been performed about these indicators’ relationship. Also, the performance of the algorithms used is measured, and the best algorithm(s) is introduced.

### 3 Material and methods

This study pursues three main objectives. The first is analyzing every clinical indicator of patients’ blood and their impact on the survival or death of patients. The second is to predict the recovery or mortality of patients using machine learning algorithms. Finally, the accuracy of the results obtained from the algorithms will be analyzed. In the first step, the data are cleared and balanced, and then the relationship between each of the datasheet features is examined. The most important factors affecting the mortality rate are examined. In general, a statistical analysis is performed on all numerical and non-numerical variables to find a relationship with the patient’s deterioration, recovery, and mortality. The framework of this study is shown in Fig. 1.

#### 3.1 Data exploration

In this section, a pair plot is drawn to identify the dataset’s patterns and extract information from the dataset. The first row and column of the pair plot in Fig. 2 show that age distribution for both alive and deceased patients is close to normal distribution. In general, there are many ways to test the normality of data, so in this study, we used a graphical test (Probability Plot) in Minitab software to assess whether the sample data follows a normal distribution or not [28]. Using the probability plot, we have a more accurate analysis of how the data are scattered. In this visual test, placing the data during a straight line indicates a 100% fit with the normal distribution and a fit with the main regression line.

In Fig. 3, the discrepancy with the regression line indicates that the data distribution is not normal. For a more detailed examination, we assess the hypothesis that the data distribution is not significantly different than normal (H_0) versus the data are significantly different than normal (H_1). Obtained results illustrated in Fig. 3 indicate that the data do not follow normal distribution because they-values are less than the confidence level (z = 0.05), so the assumption is that the data are normal (H_0) is rejected.

Moreover, Fig. 2 indicates that mortality is more common in elderly patients with COVID-19 than in younger people. In the age–LD diagram, we see a direct relationship.
Fig. 1 The framework of this study

Fig. 2 Pair plot charts to show binary relationships of dataset’s features
between the increase in blood LD levels and age, which indicates the deterioration of older patients and damage to lung tissue. The age–CRP chart shows the effect of aging on the hs-CRP level of blood, which indicates an increase in infection and more tissue damage in older patients with COVID-19. Age–lymphocytes percentage chart shows the expected inverse relationship, and the decrease in percentage lymphocytes, which is a possible sign of disease and viral infection, is more common in older patients [29]. In the percentage lymphocytes–leukocytosis chart, we also see the effect of decreasing this clinical index on increasing mortality. Age–percentage lymphocytes show the inverse relationship between percentage lymphocytes and age.

According to Fig. 4, only the group of deceased women with a p-value of more than (0.05), (0.385) follows a normal distribution, and other groups in significance level of 0.05 do not follow the normal distribution.

Now, the correlation between the dataset’s features will be examined. For this purpose, Spearman correlation, which is nonparametric, will be used for two reasons; the dataset does not follow a normal distribution, and the dataset consists of both ordinal and continuous variables. According to Fig. 3, there is a patient with a high level of
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**Fig. 3** Probability plot of age regarding alive/deceased in respect of gender
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**Fig. 4** Probability plot of age
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| Survival/death | Alive | Deceased |
|----------------|-------|----------|
| Mean           | 60.05 | 74.31    |
| StdDev         | 15.43 | 9.287    |
| N              | 244   | 61       |
| AD             | 0.828 | 0.891    |
| P              | 0.032 | 0.021    |

---

**Alive, Female**
Mean: 59.91
StdDev: 16.98
N: 95
AD: 0.807
P-Value: 0.036

**Alive, Male**
Mean: 60.15
StdDev: 15.69
N: 149
AD: 0.864
P-Value: 0.026

**Deceased, Female**
Mean: 73.91
StdDev: 11.49
N: 22
AD: 0.374
P-Value: 0.385

**Deceased, Male**
Mean: 74.56
StdDev: 7.940
N: 39
AD: 1.162
P-Value: <0.005
leukocytes and lymphocytes, which might affect the correlation between variables. We have calculated correlation for the variables by excluding and including the outlier. As shown in Figs. 5 and 6, it does not affect the results significantly.

The results show that the number of leukocytes and CRP in patients’ blood tests with a correlation coefficient of 0.58 has a direct relationship. Each one can be used alone if the other one is not available because a high level of each of these two indicators indicates a high level of inflammation and infection with an increase in the number of white blood cells in the patient’s body. According to scientific findings, there is a direct relationship between the rate of lung infection and CRP levels [30]. A high positive correlation in the results confirms this statement. It should be noted that the CRP test cannot definitively confirm the patient with COVID-19. This is because the CRP test measures the level of inflammation and infection by any type of bacteria or virus [31]. Also, the correlation between CRP and LD confirms the presence of inflammation. In particular, relatively high levels of LD alone can play an important role in diagnosing most cases that require immediate medical attention [32].

The negative correlation between percentage lymphocytes and LD, CRP, and age is as expected, but the inverse relationship between CRP and percentage lymphocytes is more important. We found that these two variables act oppositely in the rate of improvements and deaths with a negative correlation. By decreasing CRP and increasing the level of percentage lymphocytes, the number of survived people increases. Also, the number of dead people increases by increasing CRP and consequently decreasing the percentage of lymphocytes. Proof of this claim with a (−0.62) correlation is evident in Fig. 5. Also, the negative correlation between CRP and lymphocytes (−0.32) confirms the increasingly opposite relationship between CRP index and lymphocyte’s index.

According to experts’ opinion from Masih Daneshvari hospital in Tehran, although these indicators alone are not enough to confirm COVID-19 infection, they can be useful together. Very small correlations such as LD and lymphocytes indicate that having more blood’s clinical indicators affected by COVID-19 is directly related to more accurate diagnosis and prediction of COVID-19.

According to Fig. 7, Tables 1, and 2, the CRP trend indicates that the CRP test with a range of (344–1) has an average of 83.26 in living people and an average of 122.6 in dead people. Also, the CRP level in women with an average of 74.28 is significantly lower than the average CRP in men with 101.6. This indicates a higher probability of mortality in men than women by comparing CRP levels. According to Table 3, the p-value is less than the confidence level (0.002 < 0.05), so the assumption of the equality of means is rejected and the existence of a significant difference in the amount of CRP index based on gender is confirmed.

LD levels in adults and the elderly typically range from 140 to 280 U/L [33]. In Fig. 8, the LD level has increased dramatically, and most of the data have taken values from
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**Fig. 5** Correlation matrix including the outlier.
300 to 400. The LD, CRP, and percentage lymphocytes data distributions are close to the normal distribution.

According to the results obtained from Fig. 8 and Table 4, the average LD in the deceased patients is higher than the average of the survived patients for both the survived and deceased groups.

**Table 1** Descriptive statistics of CRP

| Variable | Gender | N    | N*   | Mean   | SE_mean | StDev  | Minimum | Q1     | Median  | Q3     | Maximum |
|----------|--------|------|------|--------|---------|--------|---------|--------|---------|--------|---------|
| CRP      | Female | 117  | 0    | 74.28  | 6.08    | 65.80  | 1.00    | 30.50  | 57.00   | 105.50 | 312.00  |
|          | Male   | 188  | 0    | 101.61 | 5.97    | 81.92  | 2.00    | 37.00  | 81.50   | 141.50 | 344.00  |

**Table 2** Mean and median of CRP

| Variable | Survival/death | Mean  | Median |
|----------|----------------|-------|--------|
| CRP      | Alive          | 83.26 | 66.00  |
|          | Deceased       | 122.6 | 107.0  |
According to Table 5, the p-value is less than the confidence level of alpha (0.05), which indicates the rejection of the null hypothesis and the existence of a significant difference in the mean of dead and living people in terms of LD value. It can be concluded that a higher LD level in blood samples increases the risk of death.

High levels of protein C have been observed in 86% of COVID-19 patients. Also, due to the deterioration of the patient’s condition, a direct relationship was observed with the level of protein C [31]. In Fig. 8, we see an increase in
blood CRP levels in the patient’s blood. Normal CRP levels are generally less than 10 mg/L [34]. Also, in Fig. 8 the level of most data in this section is between 10 and 20%, which decreases the percentage of lymphocytes due to the presence of disease and the involvement of white blood cells. In adults, the approximate percentage of lymphocytes is generally 20 to 40% [35].

### 3.2 Preprocessing

The raw dataset consists of fifteen columns. First, in order to prepare the dataset for training machine learning models, five columns which were related to dates, such as “Date of Presentation Emergency Room,” “Date of Admission,” “Date of Discharge,” were removed for two reasons. First, a great number of rows had missing values (no data were recorded). Second, the main goal of this study is to predict patients’ survival or death with respect to their blood characteristics, age, gender, and admission to ICU and removed columns were not useful. Second, the “Survival or Death” column is selected as a label. Third, several categorical data columns such as Gender, Admission to ICU, and Survival or Death were converted to numerical data. Forth, the dataset is imbalanced and should be balanced because it could affect machine learning algorithms’ performance. Imbalanced data are a case where the dataset has a skewed proportion of each class. According to Fig. 9, the dataset is imbalanced, and even getting high accuracy is misleading because this accuracy stems from predicting the majority class correctly. Simultaneously, machine learning algorithms perform poorly in predicting the minority class; various methods tackle imbalanced data. This paper has implemented the synthetic minority oversampling technique for nominal and continuous (SMOTENC) method to balance the dataset because this technique has been successfully used in similar previous studies [36]. SMOTENC creates synthetic data for the minority class rather than oversampling with replacement [37]. Finally, dataset has been normalized since each column has a different range that might affect machine learning algorithms’ performance.

### 3.3 Training machine learning models

In similar previous studies, researchers have employed various machine learning algorithms to facilitate the decision-making process or extract useful information to provide better patient service in hospitals or clinics. Among machine learning algorithms, some are more popular and are widely used by researchers. In this paper, we use and compare the most adopted machine learning algorithms in the literature that proved to be suitable for datasets related to COVID-19 (e.g., [38–40]). We used algorithms such as KNN, DT, LR, SVM, RF, SGD, BC, and AdaBoost to find the best prediction model.

Here is a brief description of each model and a general comparison between them. KNN is one of the simplest supervised machine learning algorithms that rely on the hypothesis “things that look alike” [41]. KNN uses existing distance metrics to measure similarities between two data points. It also decides on a hypothetical observation based on the closest distance [42]. DT is generally drawn in reverse. An experiment is an internal node that occurs on a property, and the test result is called a branch. Finally, the tree leads to the leaf nodes that are the class tag [43]. LR uses some weights and coefficients on input values and combines them linearly to predict the output. [44]. The algorithm is used for classification to find out a single Boolean expression that predicts a binary outcome. In a regression, many Boolean expressions can be investigated and simultaneously embedded into a linear regression model [45].

The SVM finds the best superplane and separates the data points based on their superplane distance. A superplane with a maximum margin would be best [46]. RF and gradient boosting combine the results of a DT for better prediction. Also, gradient boosting is ensemble tree-based methods applying the principle of gradient descent [47]. The RF divides the data into some random subset and trains them in parallel, ultimately using the majority of votes for the final prediction. Gradient boosting works so that each model considers the previous model’s mistakes and learns to predict them better [48]. SGD uses a small randomly-selected subset of the training samples to approximate the objective function’s gradient [49]. It is a simple yet very efficient approach to fitting linear classifiers and regressors under convex loss functions such as (linear) SVM and LR [50].

Implementing machine learning models in python or other distributors like Jupyter and Spyder are almost the
same. Every machine learning model has one or several hyperparameters that should be adjusted. For this purpose, cross-validation with 10 folds is used. After tuning hyperparameters, the dataset is split, 0.8 for training and 0.2 for testing. Figure 10 is an illustration of both preprocessing and implementing machine learning algorithms.

4 Computational results

4.1 Accuracy, mean error, sensitivity, and specificity

After implementing machine learning algorithms, results will be examined in this part. The performance of machine learning algorithms is compared based on four metrics which are presented in Table 6. Mean absolute error (MAE) is a measure of errors between paired observations expressing the same phenomenon. Accuracy is the proximity of measurements to a specific value. It is also used as a statistical criterion to assess whether a binary classification test correctly identifies or removes a condition [51]; in other words, ability of a machine-learning algorithm to predict or classify positive and negative samples correctly. Specificity refers to classifying negative samples correctly, while classifying positive samples correctly is called sensitivity.

As shown in Table 6 and Fig. 11, the lowest error rate in all three calculated error categories is related to the AdaBoost model. Besides, all machine algorithms perform better in predicting recovered patients in comparison to predicting deceased patients. According to obtained results, it seems that DT, AdaBoost, RF, KNN, and SVM outperform other algorithms with respect to accuracy. However, this claim will be tested using statistical hypothesis tests in the next section.

| Algorithm | MAE   | Accuracy | Sensitivity | Specificity |
|-----------|-------|----------|-------------|-------------|
| DT        | 0.089082 | 0.9163   | 0.98        | 0.85        |
| AdaBoost  | 0.086118 | 0.9132   | 0.97        | 0.85        |
| RF        | 0.09338  | 0.9080   | 0.98        | 0.84        |
| KNN       | 0.092357 | 0.9078   | 0.97        | 0.84        |
| SVM       | 0.091612 | 0.9063   | 0.96        | 0.84        |
| BC        | 0.138188 | 0.8617   | 0.96        | 0.77        |
| LR        | 0.212655 | 0.7888   | 0.86        | 0.72        |
| SGD       | 0.230922 | 0.7697   | 0.82        | 0.72        |

Fig. 10 Graphical view of preprocessing and implementation of machine learning algorithms
4.2 Results and comparative study

The dataset should follow a normal distribution to use the parametric test, and communities should be independent [52]. For this purpose, we used the Kolmogorov–Smirnov (K–S) method to test the normality. The results of this test are well illustrated in Fig. 12.

The p-value obtained is less than the significance level of 0.05. Therefore, the distribution of these data does not follow the normal distribution, so using parametric tests such as ANOVA is not correct. Accordingly, we use non-parametric tests because they do not have any specific assumption about the probability distribution of data [53].

The Kruskal–Wallis test is a nonparametric test which is an extension of the Mann–Whitney U test [54]. It is used to compare the mean of two or more populations to understand the difference or equality between the mean of populations. The result of the Kruskal–Wallis test is displayed in Table7.
According to Table 7, the p-value is < 0.001, and the null hypothesis is rejected at a significance level of 0.05 which means that at least one machine learning algorithm’s performance is significantly different.

Kruskal–Wallis test indicated that there is a difference in at least one machine learning algorithms’ accuracy. Nevertheless, it does not specify which algorithms have different performances, so to identify algorithms differing from each other, we employed Dunn’s test, a nonparametric multiple comparison test developed by Charles Dunnett [55]. This test is used to find significant differences between independent groups. There are no assumptions about the type of distribution of the data and groups can be equal or unequal in size [56].

The results in Table 8 show that at the significance level of \( \alpha \) equal to 0.05, RF, SVM, DT, AdaBoost, and KNN algorithms have statistically the same performance.

Figure 13 shows the importance of the features in DT. According to Fig. 13, the most important factors in assessing and analyzing whether people with COVID-19 survived or deceased were age, LD, and leukocytosis, respectively. However, LR coefficients show completely different results. Based on Fig. 14, admission to ICU is a decisive factor in predicting whether patients stay alive or pass away.

For better analysis, the DT diagram was drawn in Python with a depth of 19 (Max depth = 19) to measure the importance of the variables involved in this evaluation from a decision tree perspective. Age has the greatest impact on the classification and was considered as the main branch (Fig. 15).

Based on previous studies, not only can predictive systems, based on machine learning algorithms, effectively answer many complex medical questions in the shortest possible time, but also, they lead to policy adoption and proper planning. In this study, eight machine learning algorithms that are used in similar studies are compared with each other. It was proved that RF, SVM, DT, KNN, and AdaBoost outperform other machine learning algorithms, so these algorithms can be used to predict whether a patient survives or passes away with several features.

By examining this dataset, it was found that the mortality rate due to COVID-19 is more common in older patients. Also, it was observed that LD and CRP have a higher rate in older patients than the younger ones. Since LD and CRP have a positive correlation with age, it could be the reason for the increase in lung infection and severity among older patients. Moreover, the average of LD level is significantly different for the deceased and recovered individuals. It was found that any increase in the percentage of lymphocytes is an important sign because a high percentage of lymphocytes was observed among deceased patients.

| Table 7 | Assumptions considered for hypothesis testing |
|---------|
| Null hypothesis | \( H_0: \text{Mean of accuracies are equal} \) |
| Alternative hypothesis | \( H_1: \text{At least one of the accuracies are significantly different} \) |
| Statistic | 5079.4627 |
| p-Value | \( p < 0.001 \) |

| Table 8 | Dunn’s test result |
|---------|
| Index | AdaBoost | RF | BC | KNN | LR | SGD | SVM | DT |
| AdaBoost | 1 | 0.837 | \( p < 0.001 \) | 0.0524 | \( p < 0.001 \) | \( p < 0.001 \) | 0.0697 | 1 |
| RF | 1 | \( p < 0.001 \) | 1 | \( p < 0.001 \) | \( p < 0.001 \) | 1 | 1 |
| BC | 1 | \( p < 0.001 \) | 1 | \( p < 0.001 \) | \( p < 0.001 \) | 1 | 1 |
| KNN | 1 | \( p < 0.001 \) | 1 | \( p < 0.001 \) | 1 | 1 |
| LR | 1 | 0.2316 | \( p < 0.001 \) | \( p < 0.001 \) | \( p < 0.001 \) | 1 |
| SGD | 1 | \( p < 0.001 \) | \( p < 0.001 \) | 1 | 1 |
| SVM | 1 | 1 | 1 | 1 |
| DT | 1 | 1 | 1 | 1 |
The existence of a high negative correlation between CRP and percentage lymphocytes showed that these two indicators work in opposite directions in recovered individuals; when CRP level decreases and percentage lymphocytes increase, there is a reduction in mortality rate. CRP in men and women was examined separately, and according to the statistical test, it is concluded that women have lower CRP levels than men.

5 Conclusion

The COVID-19 pandemic is the most crucial health disaster surrounding the world for the past two years. This study used a dataset of blood samples from 306 infected patients to analyze blood’s clinical indicators and to compare the performance of the eight machine learning algorithms. For this purpose, the clinical parameters of patients’ blood and their effect on patients’ survival or death were analyzed. The results showed that the number of lymphocytes and leukocytes in the blood test has a very high effect on each other, and age was also the most influential variable among other factors.
Eight commonly used machine learning algorithms such as KNN, DT, LR, SVM, RF, SGD, BC, and AdaBoost to predict survival or death of COVID-19 patients were implemented on the dataset. According to the statistical hypothesis tests, it turned out that RF, SVM, DT, KNN, and AdaBoost produce more accurate results. This study’s findings can be used to prioritize high-risk patients through the results of their blood data.
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