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Abstract

This paper studies a finite element discretization of the regularized Bingham equations that describe viscoplastic flow. Convergence analysis is provided, as we prove optimal convergence with respect to the spatial mesh width but depending inversely on the regularization parameter \(\epsilon\), and also suboptimal (by one order) convergence that is independent of the regularization parameter. An efficient nonlinear solver for the discrete model is then proposed and analyzed. The solver is based on Anderson acceleration (AA) applied to a Picard iteration, and we prove accelerated convergence of the method by applying AA theory (recently developed by authors) to the iteration, after showing sufficient smoothness properties of the associated fixed point operator.

Numerical tests of spatial convergence are provided, as are results of the model for 2D and 3D driven cavity simulations. For each numerical test, the proposed nonlinear solver is also tested and shown to be very effective and robust with respect to the regularization parameter as it goes to zero.
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1. Introduction

A Bingham plastic is a material that behaves as a solid at lower shear stress but flows with a constant viscosity when larger shear stress is applied \cite{5}. Fresh concrete, dough, blood in the capillaries, muds, toothpaste, and ketchup are a few examples of such materials \cite{8}. These applications motivate researchers from several fields and industries to study their behavior, their mathematical formulations and properties, and to develop software to perform simulations \cite{6}.

The governing equation of Bingham plastics is given by

\[
-\text{div} \tau + \nabla p = f
\]
\[
\nabla \cdot \mathbf{u} = 0
\]

in a bounded and connected domain \(\Omega \subset \mathbb{R}^d\), \(d = 2, 3\). Here, \(\mathbf{u}\) is the fluid velocity and \(p\) is the pressure.
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The change in the behavior of Bingham plastic occurs after the applied stress $\tau$ exceeds a certain threshold called the yield stress, which is denoted by $\tau_s$. The constitutive relation between stress and velocity is given by

$$ \begin{cases} \tau = 2\mu Du + \tau_s \frac{Du}{|Du|}, & \text{if } |Du| \neq 0, \\ \tau \leq \tau_s, & \text{if } |Du| = 0, \end{cases} $$

(1.2)

where $Du$ is strain rate tensor defined as a symmetric part of velocity gradient

$$ Du = \frac{\nabla u + \nabla u^T}{2}, $$

and $|Du| = \sqrt{Du : Du}$ is the Frobenius norm of $Du$. The plastic viscosity $\mu > 0$ and yield stress $\tau_s \geq 0$ are given problem dependent constants.

The plastic viscosity $\mu$ and yield stress $\tau_s$ are treated as problem dependent constants.

The domain of Bingham plastics can be split into two subdomains, determined by relation (1.2), and can be rewritten as

$$ Du = \begin{cases} 0 & \text{for } |\tau| \leq \tau_s \text{ (rigid region : } \Omega_r), \\ \left(1 - \frac{|\tau|}{\tau_s}\right) \frac{\tau_s}{\mu} & \text{for } |\tau| > \tau_s \text{ (fluid region : } \Omega_f). \end{cases} $$

In the fluid region $\Omega_f$, Bingham plastics behave like a fluid, and the equations (1.1) can be viewed as a generalization of the Stokes equations having a shear-dependent viscosity $\tilde{\mu} = 2\mu + \tau_s |Du|$. In the case of no yield stress, i.e. $\tau_s = 0$, (1.1) reduces exactly to Stokes equations with constant viscosity $\mu$. In the rigid (or plug) region $\Omega_r$, Bingham plastics behave like a solid.

There are two major difficulties associated with solving the Bingham equations: the interface between the rigid and fluid regions is not known a priori, and $\tilde{\mu}$ becomes singular in the rigid region since $|Du| = 0$. These difficulties are handled by introducing regularization for (1.2), which circumvents both issues but introduces a consistency error. The most common types of regularization are proposed by Papanastasiou [26] and Bercovier-Engelmann [4], but other types have been considered [23, 34].

We consider the Bercovier-Engelman regularization, in which $|Du| = \sqrt{Du : Du}$ is replaced by $|Du| = \sqrt{Du : Du + \epsilon^2}$ in the shear-dependent viscosity $\tilde{\mu}$, with $\epsilon$ denoting the regularization parameter. This regularized formulation provides one nonsingular system for entire the domain $\Omega$:

$$ -\text{div}\left(2\mu \frac{Du}{|Du|} + \frac{\tau_s}{|Du|} \right)Du + \nabla p = f, $$

$$ -\nabla \cdot u = 0. $$

(1.3)

With (1.3), the entire domain is treated computationally as a single region. The approximated plug region can be recovered by inspecting regions of high viscosity. However, there is an obvious drawback in that any regularization affects the accuracy of results due to physical inconsistency. As is known from [16], the regularized problem (1.3) provides an approximate solution for non-regularized Bingham problem (1.1) which satisfies

$$ ||D(u - u_{\text{nonreg}})|| \leq C \sqrt{\epsilon}. $$
where \( u \) is the solution of (1.3) and \( u_{\text{nonreg}} \) is the solution of (1.1). Thus not surprisingly, one must choose small \( \varepsilon \) for good accuracy [9, 32, 12]. Unfortunately, as we discuss below, small \( \varepsilon \) causes solvers to fail. The purpose of this paper is to propose a method that is both accurate and also robust for small \( \varepsilon \).

Nonlinear solvers used for solving the regularized Bingham model are typically iterative schemes of Newton or Picard type, however there are drawbacks with both of these approaches. The issue with the standard Picard iteration is that convergence is slow and may not be guaranteed, especially as \( \varepsilon \) gets small [4]. Convergence can be improved by introducing an auxiliary tensor variable as in [3], however this makes solving the linear systems at each iteration more difficult. Using a Newton iteration instead of Picard can provide quadratic convergence, but at the expense of more difficult linear system solves at each iteration. Moreover, Newton’s domain of convergence is not robust with respect to \( \varepsilon \) (see [9] and numerical results in [16, 17]).

One aim in this paper is to improve the Picard iteration for the regularized Bingham problem (1.3) considered in [3] by enhancing it with Anderson acceleration (AA), an extrapolation technique introduced in [2]. AA has recently been used to improve convergence and robustness of nonlinear solvers for a wide range of problems including various types of flow problems [22, 28, 29, 30], radiation diffusion and nuclear physics [1, 35], molecular interaction [33], and many others e.g. [37, 19, 21, 22, 13, 38]. Hence applying it in this setting seems a natural next step. Indeed we show herein both theoretically and in numerical tests that AA-enhanced Picard maintains the Picard iteration’s simplicity but provides it with much better efficiency and robustness, in particular for small \( \varepsilon \).

In addition to the study of nonlinear solvers, we will also consider the accuracy of finite element approximation of the regularized Bingham equations. While some results exist in the literature for related variational inequality formulations [10, 14] and particular low order stabilized elements [20, 11], there seems to be not much done directly for general mixed finite element approximations. Hence, for completeness, we include a spatial convergence analysis for mixed finite elements applied to the regularized Bingham equations. We find results consistent with those from stabilized elements and variational inequality formulations: optimal convergence can be obtained but is inversely dependent on \( \varepsilon \), while suboptimal convergence (by one order) can be obtained that is independent of \( \varepsilon \).

This paper is arranged as follows: Section 2 provides notation and mathematical preliminaries on the finite element discretization and AA. In section 3, we analyze the finite element discretization of the regularized Bingham equations. Section 4 presents the Picard iteration to solve the regularized Bingham equations and proves properties of the associated fixed point solution operator. Then, we give a convergence result of AA applied to a Picard iteration. In section 5, we provide the results of several numerical tests, which demonstrate a significant positive impact of AA on the convergence.

### 2. Mathematical Preliminaries

We consider a domain \( \Omega \subset \mathbb{R}^d \) (\( d = 2, 3 \)) which is polygonal for \( d = 2 \) or polyhedral for \( d = 3 \) (or \( \partial \Omega \in C^{1,1} \)). The notation \( \| \cdot \| \) and \( (\cdot, \cdot) \) will be used to denote the \( L^2(\Omega) \) norm and inner product. The \( H^k(\Omega) \) seminorm will be denoted by \( | \cdot |_k \). We use boldface letters for vector-valued functions.
The natural velocity and pressure spaces for the Bingham equations are given by

\[ \mathbf{X} := (H^1_0(\Omega))^d = \{ \mathbf{v} \in L^2(\Omega)^d : \nabla \mathbf{v} \in L^2(\Omega)^{d+d} \text{ and } \mathbf{v} = 0 \text{ on } \partial \Omega \}, \]

\[ \mathbf{Q} := L^2_0(\Omega) = \{ q \in L^2(\Omega) : \int_{\Omega} q \, d\mathbf{x} = 0 \}. \]

The Poincaré-Friedrichs’ inequality is known to hold in \( \mathbf{X} \): For every \( \mathbf{u} \in \mathbf{X} \),

\[ \| \mathbf{v} \| \leq C_F \| \nabla \mathbf{v} \|, \]

where \( C_F \) constant depending on the size of \( \Omega \). Also, we define the divergence-free vector function space by

\[ \mathbf{V} := \{ \mathbf{v} \in \mathbf{X} : (\nabla \cdot \mathbf{v}, q) = 0 \text{ } \forall q \in \mathbf{Q} \}. \]

From the vector identities

\[ 2 \text{divD} = \Delta + \nabla \nabla \cdot \text{ and } \nabla \nabla \cdot = \Delta + \nabla \times \nabla \times \nabla \]

applying integration by parts one gets the following Korn type inequalities

\[ \| \mathbf{Dv} \| \leq \| \nabla \mathbf{v} \| \leq \sqrt{2} \| \mathbf{Dv} \|, \]

for all \( \mathbf{v} \in \mathbf{X} \).

The weak formulation of (1.3) can be written as follows: find \( \mathbf{u} \in \mathbf{X} \) and \( p \in \mathbf{Q} \) such that

\[ 2 \mu (\mathbf{Du}, \mathbf{Dv}) + \tau_s \left( \frac{\mathbf{Du}}{\| \mathbf{Du} \|_e}, \mathbf{Dv} \right) - (p, \nabla \cdot \mathbf{v}) = (f, \mathbf{v}), \]

\[ (q, \nabla \cdot \mathbf{u}) = 0. \]

Existence and the uniqueness of solutions can be proven by the Browder–Minty method of strictly monotone operators [7], for any \( \varepsilon > 0 \) [3].

2.1. Discretization Preliminaries

For the discrete setting, we assume a regular conforming triangulation \( \tau_h(\Omega) \) with maximum element diameter \( h \). Let \( (\mathbf{X}_h, \mathbf{Q}_h) \subset (\mathbf{X}, \mathbf{Q}) \) be pair of discrete velocity-pressure spaces satisfying the LBB condition: there exists a constant \( \beta \), independent of \( h \) satisfying

\[ \inf_{q_h \in \mathbf{Q}_h} \sup_{\mathbf{v}_h \in \mathbf{X}_h} \frac{(\nabla \cdot \mathbf{v}_h, q_h)}{\| q_h \|_{\mathbf{Q}_h} \| \nabla \mathbf{v}_h \|} \geq \beta > 0. \]

For simplicity, we assume \( \mathbf{X}_h = \mathbf{X} \cap P_r(\tau_h) \) and \( \mathbf{Q}_h = \mathbf{Q} \cap P_r(\tau_h) \), however, the analysis that follows can be applied to any inf-sup stable pair with only minor modifications.

The space for discrete divergence free functions is

\[ \mathbf{V}_h := \{ \mathbf{v} \in \mathbf{X}_h : (\nabla \cdot \mathbf{v}_h, q_h) = 0 \text{ } \forall q_h \in \mathbf{Q}_h \}. \]

We assume the mesh is sufficiently regular for the inverse inequality to hold: there exists a constant \( C \) such that for all \( \mathbf{v}_h \in \mathbf{X}_h \),

\[ \| \nabla \mathbf{v}_h \| \leq Ch^{-1} \| \mathbf{v}_h \|. \]
and with this and the LBB assumption, we assume interpolation operator $I_h : H^1(\Omega) \rightarrow V_h$ satisfying for all $v \in V$,

$$\|v - I_h(v)\| \leq Ch^{s+1}\|v\|_{l+1},$$

$$\|\nabla (v - I_h(v))\| \leq Ch^l\|v\|_{l+1}.$$  

We recall the following discrete Sobolev inequality in $\Omega \subset \mathbb{R}^2$ (see [7]),

$$\|v_h\|_{L^\infty(\Omega)} \leq C(1 + |\ln h|)^{1/2}\|\nabla v_h\| \forall v \in X_h,  \tag{2.4}$$

and for $\Omega \subset \mathbb{R}^3$ and a quasi-uniform triangulation of $\Omega$, it follows from an Agmon’s inequality and a standard inverse estimate [7] that

$$\|v_h\|_{L^\infty(\Omega)} \leq Ch^{-1/2}\|\nabla v_h\| \forall v \in X_h,  \tag{2.5}$$

where $C$ is a positive constant and independent of $h$.

2.2. Anderson acceleration

Anderson acceleration (AA) is an extrapolation technique that is used to improve convergence of fixed-point iterations. Consider a fixed-point operator $g: Y \rightarrow Y$ where $Y$ is a normed vector space. The AA procedure is stated in the following algorithm: Denote $w_j = g(x_{j-1}) - x_{j-1}$ as the nonlinear residual, also sometimes referred to as the update step.

**Algorithm 2.1.** (Anderson acceleration with depth $m$ and damping factors $\beta_k$)

**Step 0:** Choose $x_0 \in Y$.

**Step 1:** Find $w_1 \in Y$ such that $w_1 = g(x_0) - x_0$. Set $x_1 = x_0 + w_1$. 

**Step k:** For $k = 2, 3, \ldots$ Set $m_k = \min\{k - 1, m\}$.

- [a.] Find $w_k = g(x_{k-1}) - x_{k-1}$.
- [b.] Solve the minimization problem for the Anderson coefficients $\{a^k_j\}_{j=m_k}^{k-1}$

$$\{a^k_j\}_{j=m_k}^{k-1} = \operatorname{argmin} \left\| \left( 1 - \sum_{j=m_k}^{k-1} a^k_j \right) w_k + \sum_{j=m_k}^{k-1} a^k_j w_j \right\|_{L^2} \tag{2.6}.$$  

- [c.] For damping factor $0 < \beta_k \leq 1$, set

$$x_j = (1 - \sum_{j=m_k}^{k-1} a^k_j) x_{j-1} + \sum_{j=m_k}^{k-1} a^k_j x_{j-1} + \beta_k \left( 1 - \sum_{j=m_k}^{k-1} a^k_j \right) w_k + \sum_{j=m_k}^{k-1} a^k_j w_j. \tag{2.7}$$

The $m = 0$ case is equivalent to the fixed point iteration without acceleration. To understand how AA improves convergence, define matrices $E_k$ and $F_k$, whose columns are the consecutive differences between iterates and residuals, respectively.

$$E_k := (e_{k-1} e_{k-2} \ldots e_{k-m_k}) \quad e_j = x_j - x_{j-1} \tag{2.8}$$

$$F_k := ((w_k - w_{k-1}) (w_{k-1} - w_{k-2}) \ldots (w_{k-m_k+1} - w_{k-m_k})). \tag{2.9}$$

Then defining $y^k = \operatorname{argmin}_{y \in \mathbb{R}^n} \|w_k - F_k y\|_r$, the update step (2.7) can be written as

$$x_k = x_{k-1} - \beta_k w_k - (E_k + \beta_k F_k) y^k = x_{k-1}^o + \beta_k w_k^o,$$
where \( w^q_k = w_k - F_k \gamma^k \) and \( x^q_{k-1} = x_{k-1} - E_{k-1} \gamma^k \) are the averages corresponding to the solution from the optimization problem. The optimization gain factor \( \theta_k \) may be defined by

\[
\|w^q_k\| = \theta_k \|w_k\|.
\]

As shown in the recent theory proposed in \([27, 28]\), the gain factor \( \theta_k \) is the key to acceleration.

The next two assumptions from \([27]\) provide sufficient conditions on the fixed point operator \( g \) for the convergence and acceleration results developed therein to hold.

**Assumption 2.1.** Assume \( g \in C^1(\mathcal{Y}) \) has a fixed point \( x^* \) in \( \mathcal{Y} \), and there are positive constants \( C_0 \) and \( C_1 \) with

1. \( \|g'(x)\|_Y \leq C_0 \) for all \( x \in \mathcal{Y} \), and
2. \( \|g'(x) - g'(y)\|_Y \leq C_1 \|x - y\|_Y \) for all \( x, y \in \mathcal{Y} \).

**Assumption 2.2.** Assume there is a constant \( \sigma > 0 \) for which the differences between consecutive residuals and iterates satisfy

\[
\|w_{k+1} - w_k\|_Y \geq \sigma \|x_k - x_{k-1}\|_Y, \quad k \geq 1.
\]

If \( g \) is contractive (i.e. \( C_0 < 1 \)), Assumption 2.2 is always satisfied with \( \sigma = 1 - C_0 \). Other cases in which the assumption is satisfied are discussed in \([27]\). Under Assumptions 2.1 and 2.2, the following result summarized from \([27]\), produces a one-step bound on the residual \( \|w_{k+1}\| \) in terms of the previous residual \( \|w_k\| \).

**Theorem 2.10** (Pollock et al., 2021). Let Assumptions 2.1 and 2.2 hold, and suppose the direction sines between each column \( i \) of \( F \) defined by (2.8) and the subspace spanned by the preceeding columns satisfy \( |\sin(f_{ji}, \text{span}\{f_{j1}, \ldots, f_{j(i-1)}\})| \geq c_s > 0 \), for \( j = k - m_1, \ldots, k - 1 \). Then the residual \( w_{k+1} = g(x_k) - x_k \) from Algorithm 2.7 (depth \( m \)) satisfies the following bound.

\[
\|w_{k+1}\| \leq \|w_k\| \left( \theta_k((1 - \beta_k) + C_0 \beta_k) + \frac{CC_1 \sqrt{1 - \theta_j^2}}{2} \left( \|w_k\| h(\theta_k) + 2 \sum_{n=k-m_1+1}^{k-1} (n - n) \|w_n\| h(\theta_n) + m_k \|w_{k-m_k}\| h(\theta_{k-m_k}) \right) \right),
\]

where each \( h(\theta_j) \leq C \sqrt{1 - \theta_j^2} + \beta_j \theta_j \) and \( C \) depends on \( c_s \) and the implied upper bound on the direction cosines.

In this estimate, \( \theta_k \) is the gain from the optimization problem, and it determines the relative scalings of the contributions from the lower and higher order terms. The lower order terms are multiplied by \( \theta_k \), and the higher-order terms are multiplied by \( \sqrt{1 - \theta_j^2} \).

**3. Convergence of the Finite Element Discretization**

In this section, we present and analyze a FEM scheme for regularized Bingham equations (1.3). First, we define the FEM scheme as follows: Find \( (u_h, q) \in (X_h, Q_h) \) such that

\[
2\mu(Du_h, Du_h) + \tau_h \left( \frac{Du_h}{|Du_h|_e}, Du_h \right) - (p_h, \nabla \cdot v_h) = (f, v_h),
\]

\[
(q_h, \nabla \cdot u_h) = 0,
\]

(3.1)}
for all \((v_h, q_h) \in (X_h, Q_h)\).

The scheme (3.1) restricted to discretely divergence-free function space \(V_h\) for velocity reads: Find \(u_h \in V_h\) such that for all \(v_h \in V_h\),

\[
a_e(u_h, v_h) = 2\mu(Du_h, Dv_h) + \tau_s \left( \frac{Du_h}{|Du_h|_{le}} , Dv_h \right) = (f, v_h).
\]

(3.2)

We note due to the assumed LBB condition that (3.1) and (3.2) are equivalent.

The well-posedness of scheme (3.2) follows the same as the well-posedness proof in (3) for the analogous variational formulation posed in \(V\) instead of \(V_h\). The key steps rely on monotonicity which can be shown as follows:

\[
a_e(u_h, u_h - v_h) - a_e(v_h, u_h - v_h) = \int_\Omega 2\mu(Du_h - Dv_h)^2 + \tau_s \left( \frac{Du_h}{|Du_h|_{le}} - \frac{Du_h}{|Du_h|_{le}} - \frac{1}{|Du_h|_{le}} - \frac{1}{|Du_h|_{le}} \right) : (Du_h - Dv_h)
\]

\[
= \int_\Omega 2\mu(Du_h - Dv_h)^2 + \tau_s \left[ |Du_h|_{le} - |Dv_h|_{le} \right] : (Du_h - Dv_h).
\]

(3.3)

\[
\geq \int_\Omega 2\mu(Du_h - Dv_h)^2 + \tau_s \left[ |Du_h|_{le} - |Dv_h|_{le} \right] : (Du_h - Dv_h).
\]

\[
\geq 2\mu\|Du_h - Dv_h\|^2,
\]

where \(\|Du_h\|_{le}^2 \leq 1\). The Browder-Minty theorem then guarantees existence and uniqueness of the solution.

The convergence analysis of the numerical solutions of Bingham equations by general mixed FEM does not appear well studied in the literature, and so we include here a convergence analysis for completeness. First, we establish convergence of the velocity solution of (3.1) to the velocity of (1.3).

**Theorem 3.4.** Let \((u, p)\) be the solution pair of the regularized Bingham problem (1.3). The error in the solution \(u_h\) to (3.2) satisfies

\[
\|D(u - u_h)\| \leq \mu^{-1} \sqrt{d} \inf_{q_h \in Q_h} \|p - q_h\| + \left( 3 + 3\tau_s^2 e^{-2} \mu^{-2} \right)^{1/2} \|D(u - I_h(u))\|.
\]

(3.5)

Furthermore, if \(h\) is small enough so that \(\|Du_h\|_{le}^2 \leq 1\), we also have the velocity error bound

\[
\|D(u - u_h)\| \leq \mu^{-1} \sqrt{d} \inf_{q_h \in Q_h} \|p - q_h\| + \sqrt{2}\|D(u - I_h(u))\| + \left( 2\mu^{-1}\tau_s \right)^{1/2} \|D(u - I_h(u))\|^{1/2}
\]

(3.6)

**Remark 3.7.** The velocity error bound (3.5) is optimal in \(h\) for common choices of mixed finite elements such as Taylor-Hood and Scott-Vogelius, however it depends inversely on \(\varepsilon\) which can be small. The bound (3.6) is independent of \(\varepsilon\) but suboptimal in \(h\), and it requires \(h\) small enough with respect to \(\varepsilon\) so that (3.5) can be invoked to produce \(\|Du_h\|_{le}^2 D(I_h(u) - u_h)\| \leq 1\). A sufficient condition on \(h\) to produce this bound is

\[
\mu^{-1} \sqrt{d} \inf_{q_h \in Q_h} \|p - q_h\| + \left( 3 + 3\tau_s^2 e^{-2} \mu^{-2} \right)^{1/2} \|D(u - I_h(u))\| \leq \varepsilon.
\]
If $\varepsilon \ll 1$, $\tau_1, \mu \sim O(1)$, $\inf_{q \in Q_h} \|p - q_h\| \sim h^s$, and $\|D(u - I_h(u))\| \sim h^s$, this reduces to $h \leq O(\varepsilon^{2/3})$. We note this is likely not a realizable condition in practice, however it is only a sufficient (and not necessary) condition that we believe pessimistic, and in our numerical tests we see no negative scaling with respect to $\varepsilon$.

**Corollary 3.8.** Let $(u, p)$ be the true solution of regularized Bingham problem satisfying $u \in H^2(\Omega) \cap V$ and $p \in H^2(\Omega) \cap Q$. Then if $(X_h, Q_h) = (P_2, P_1)$ Taylor-Hood elements are used and $h$ is sufficiently small (see Remark 3.7), the error in velocity satisfies

$$\|D(u - u_h)\| \leq \min \left\{O(h), O(h^2 \varepsilon^{-1}) \right\}. \quad (3.9)$$

If instead $u \in H^2(\Omega) \cap V$ and the $(P^0, P_1)$ mini element is used and $h$ is sufficiently small (see Remark 3.7), then the bound becomes

$$\|D(u - u_h)\| \leq \min \left\{O(h^{1/2}), O(h \varepsilon^{-1}) \right\}. \quad (3.10)$$

**Proof of Theorem 3.3** First we will prove the bound (3.5). The true solution $(u, p)$ of the regularized Bingham problem satisfies (2.1) with $u \in V$ and $v = v_h \in V_h$. Subtracting (3.2) from this provides

$$a_e(u, v_h) - a_e(u_h, v_h) - b(p - q_h, v_h) = 0, \quad (3.11)$$

which can be written as

$$2\mu(De, Dv_h) + \tau_s \left( \frac{Du}{|Du|_e} - \frac{Du_h}{|Du_h|_e}, Dv_h \right) - (p - q_h, \nabla \cdot v_h) = 0, \quad (3.12)$$

where the error $e = u - u_h$ is decomposed as $e = u - I_h(u) + I_h(u) - u_h = \eta + \phi_h$ with $I_h(u)$ the interpolation of $u$ in $V_h$. First, we utilize the monotonicity of bilinear form $a_e$ to establish the convergence.

Let’s choose $v_h = \phi_h$, and add and subtract $a_e(I_h(u), \phi_h)$ on right hand side. Then we get

$$a_e(I_h(u), \phi_h) - a_e(u_h, \phi_h) = b(p - q_h, \phi_h) + a_e(I_h(u), \phi_h) - a_e(u, \phi_h).$$

Then, the monotonicity of bilinear form $a_e$ provides

$$2\mu\|D\phi_h\|^2 \leq b(p - q_h, \phi_h) + a_e(I_h(u), \phi_h) - a_e(u, \phi_h). \quad (3.13)$$

Rewriting (3.13) by expanding the $b$ and $a_e$ forms gives

$$2\mu\|D\phi_h\|^2 \leq -2\mu(D\eta, D\phi_h) + \tau_s \left( \frac{D\eta}{|D\eta|_e} - \frac{Du}{|Du|_e}, D\phi_h \right). \quad (3.14)$$

The first term of (3.14) is bounded by Cauchy-Schwarz, Korn’s and Young’s inequalities.

$$(p - q_h, \nabla \cdot \phi_h) \leq \|p - q_h\| \|\nabla \cdot \phi_h\| \leq \sqrt{\varepsilon} \|p - q_h\| \|\nabla \phi_h\| \leq \sqrt{2\varepsilon} \|p - q_h\| \|D\phi_h\| \leq \frac{3\mu^{-1}d}{4} \|p - q_h\|^2 + \frac{\mu}{3} \|D\phi_h\|^2.$$

The second term is bounded by Cauchy-Schwarz and Young’s inequalities.

$$|2\mu(D\eta, D\phi_h)| \leq 2\mu\|D\eta\| \|D\phi_h\| \leq 3\mu\|D\eta\|^2 + \frac{\mu}{3} \|D\phi_h\|^2.$$
For the last term of (3.14), we first add and subtract \( \frac{\partial u}{\partial \xi} \), and then apply reverse triangle inequality, Hölder’s inequality (\( L^\infty - L^2 \)), the upper bound \( \|D : [\cdot]^{-1}\|_{L^\infty(\Omega)} \leq \varepsilon^{-1} \) and \( \|Du^{-1}D(u)\| \leq 1 \), and Young’s inequality to get

\[
\tau_s \left( \frac{Df_h(u)}{|Df_h(u)|_e} - \frac{Du}{|Du|_e}, D\phi_h \right) = \left| \tau_s \left( \frac{D\eta}{|Df_h(u)|_e} - \frac{1}{|Du|_e} \right) \right| + \left| \tau_s \left( \frac{1}{|Df_h(u)|_e} - \frac{1}{|Du|_e} \right) \right| D\eta, D\phi_h
\]

\[
\leq \tau_s \|Df_h(u)|^{-1}\|_{L^\infty(\Omega)} \|D\eta\| \|D\phi_h\| + \tau_s \int_{\Omega} \frac{|D\eta|}{|Df_h(u)|_e |Du|_e} |Du| |D\phi_h|
\]

\[
\leq 2\tau_s \varepsilon^{-1} \|D\eta\| \|D\phi_h\|
\]

\[
\leq 3\tau_s^2 \varepsilon^{-2} \mu^{-1} \|D\eta\|^2 + \frac{\mu}{3} \|D\phi_h\|^2.
\]

By combining the bounds on all three terms of (3.14), we obtain

\[ \mu \|D\phi_h\|^2 \leq \frac{3\mu^{-1} d}{4} \| \rho - q_h \|^2 + \left( 3\mu + 3\tau_s^2 \varepsilon^{-2} \mu^{-1} \right) \|D\eta\|^2. \]

Then, by taking the square root of each side and using the triangle inequality, the bound (3.5) is revealed.

Next we show the second bound, namely (3.6). Choose \( v_h = \phi_h \) in (3.12), and then add and subtract \( \frac{Du}{|Du|_e} \) from the second term to obtain

\[
2\mu \|D\phi_h\|^2 + \tau_s \|Du^{-1/2}D\phi_h\|^2
\]

\[
= 2\mu \langle D\eta, D\phi_h \rangle - \tau_s \left( \frac{D\eta}{|Du|_e} - \frac{1}{|Du|_e} \right) \left( \frac{D\eta}{|Du|_e} - \frac{1}{|Du|_e} \right) D\phi_h + \langle \rho - q_h, \nabla \cdot \phi_h \rangle. \quad (3.15)
\]

The first term on the right hand side of (3.15) is bounded using Cauchy-Schwarz and Young’s inequalities, by

\[
2\mu \langle D\eta, D\phi_h \rangle \leq 2\mu \|D\eta\| \|D\phi_h\| \leq 2\mu \|D\eta\|^2 + \frac{\mu}{2} \|D\phi_h\|^2.
\]

Under the assumption that \( h \) is sufficiently small so that \( \|Du^{-1}\| \|D\phi_h\| \leq 1 \), the second term of (3.15) satisfies the bound

\[ \tau_s \left( \frac{D\eta}{|Du|_e}, D\phi_h \right) \leq \tau_s \|D\eta\| \|D\phi_h\| \leq \tau_s \|D\eta\|. \]

To bound the third term of (3.15), let’s first consider

\[
\frac{1}{|Du|_e} - \frac{1}{|Du|_e} = \frac{|Du|_e^2 - |Du|_e^2}{|Du|_e^2 |Du|_e} = \frac{|Du|_e^2 - |Du|_e^2}{|Du|_e^2 |Du|_e + |Du|_e}
\]

\[
= \frac{|Du|_e^2 - |Du|_e^2}{|Du|_e^2 |Du|_e + |Du|_e}
\]

\[
= \frac{|Du|_e^2 |Du|_e + |Du|_e}{|Du|_e^2 |Du|_e + |Du|_e}.
\]
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So the third term of (3.15) satisfies

\[
\tau_s \left( \left( \frac{1}{|Du|_c} - \frac{1}{|Du|_c} \right) Du, D\phi_h \right) \leq \tau_s \left( \frac{D\phi_h(Du_h + Du)}{|Du|_c|Du|_c(|Du|_c + |Du|_c)} Du_h, D\phi_h \right) \\
+ \tau_s \left( \frac{D\eta(Du_h + Du)}{|Du|_c|Du|_c(|Du|_c + |Du|_c)} Du_h, D\phi_h \right) \\
\leq \tau_s \int_{\Omega} \frac{|D\phi||Du|_c}{|Du|_c(|Du|_c + |Du|_c)} |Du_h||D\phi_h| \\
+ \tau_s \int_{\Omega} \frac{|D\eta|}{|Du|_c(|Du|_c + |Du|_c)} |Du_h||D\phi_h| \\
\leq \tau_s \int_{\Omega} |D\phi_h|^2 + \tau_s \int_{\Omega} |D\eta| \cdot |D\phi_h| \\
\leq \tau_s |||Du||^{-1/2} D\phi_h||^2 + \tau_s ||D\eta||. 
\]

by the triangle inequality, using \(|||Du||^{-1}Du||_{L^2} \leq 1\), and assuming \(h\) is small enough so that \(|||Du||^{-1} D\phi_h|| \leq 1\).

The last term of (3.15) can be bounded by Cauchy-Schwarz, Korn's and Young's inequalities, by

\[
(p - q_h, \nabla \cdot \phi_h) \leq ||p - q_h||||\nabla \cdot \phi_h|| \leq \sqrt{d} ||p - q_h|| ||\nabla \phi_h|| \leq \sqrt{2d} ||p - q_h|| ||D\phi_h|| \\
\leq \mu^{-1} d ||p - q_h||^2 + \frac{\mu}{2} ||D\phi_h||^2.
\]

Putting together the bounds of each term of (3.15), we obtain

\[
||D\phi_h||^2 \leq 2||D\eta||^2 + 2\mu^{-1} \tau_s ||D\eta|| + \mu^{-2} d ||p - q_h||^2.
\]

Finally, taking square root of each sides and using triangle inequality gives (3.16).

\[
\square
\]

4. Acceleration of the regularized Bingham Picard iteration

In this section, we present some properties of the Picard iteration to solve (1.3) and its associated fixed point function. We then use these properties to apply convergence and acceleration theory for AA to this iteration. Given \(u^0 \in V_h\), for \(k = 1, 2, \ldots\), find \(u^k \in V_h\) such that

\[
2\mu(Du^k, Dv) + \tau_s \left( \frac{Du^k}{|Du^{k-1}|_c}, Dv \right) = (f, v), \quad \forall v \in V_h.
\]

(4.1)

The convergence analysis of this Picard iteration for (1.3) is given in [3].

4.1. Solution operator \(G\) corresponding to the Picard iteration

In this subsection, we study some properties of the solution operator of the linearized problem of the form of (4.1).

Let \(f \in H^{-1}(\Omega)\) and \(u \in V_h\) be given. Consider the problem of finding \(\hat{u} \in V_h\) such that

\[
2\mu(D\hat{u}, Dv) + \tau_s \left( \frac{D\hat{u}}{|Du|_c}, Dv \right) = (f, v), \quad \forall v \in V_h.
\]

(4.2)
In continuous case, well-posedness and convergence analysis of the solution of Picard iteration of \( f \) is presented in [3]. In discrete setting, well-posedness can be proven by following these same steps.

**Lemma 4.3.** For \( f \in H^{-1}(\Omega) \) and \( u \in V_h \), (4.2) is well-posed and the solution satisfies the bound
\[
\|\nabla \tilde{u}\| \leq \mu^{-1}\|f\|_{-1}. \tag{4.4}
\]

**Proof.** Assume a solution exists, and choose \( v = \tilde{u} \in V_h \). Then, using the dual norm on \( V_h \), we get
\[
\mu\|\nabla \tilde{u}\|^2 \leq 2\mu\|D\tilde{u}\|^2 \leq 2\mu\|D\tilde{u}\|^2 + \tau_s\|D\tilde{u}\|_{-1/2}D\tilde{u}\|^2 = (f, \tilde{u}) \leq ||f||_{-1}||\nabla \tilde{u}||,
\]
which shows (4.4). This bound is sufficient to imply uniqueness since the system is linear, and since it is also finite dimensional, existence follows from uniqueness. \( \Box \)

**Definition 4.5.** Define \( G : V_h \to V_h \) to be the solution operator of (4.2). That is, \( \tilde{u} = G(u) \).

By Lemma 4.3, (4.2) is well-posed, so \( G \) is well defined. Thus, the iteration (4.1) can now be written as
\[
u^{k+1} = G(u^k).
\]

### 4.2. Lipschitz continuity and differentiability of \( G \)

In this subsection, we prove properties of \( G \) which are used to show convergence of the AA Picard iteration for (3.2) via Theorem 2.10. First, to prove that \( G \) satisfies the first part of Assumptions 2.1, we show that \( G \) is Lipschitz continuous, \( G' \) exists and is the Fréchet derivative of \( G \). Then, by showing \( G \) is Lipschitz continuously differentiable, we prove that \( G \) satisfies the second part of Assumptions 2.1. The satisfaction of both properties allows us to establish convergence of the AA Picard iteration for (4.1). We begin with Lipschitz continuity of \( G \).

**Lemma 4.6.** For any \( u, w \in V_h \), we have
\[
\|DG(u) - DG(w)\| \leq C_G\|Dw - Du\|, \tag{4.7}
\]
where \( C_G = \left( \frac{\tau_s C_1 + \frac{1}{8} \|h_b\|_{-1}^2 \|\nabla e\|_{-1}^2}{8} \right)^{1/2} \) in 2D, and \( C_G = \left( \frac{\tau_s C_1 + \frac{1}{8} \|h_b\|_{-1}^2 \|\nabla e\|_{-1}^2}{8} \right)^{1/2} \) in 3D.

**Proof.** Let \( u, w \in V_h \) and \( G(u) = \tilde{u} \) and \( G(w) = \tilde{w} \). Then,
\[
2\mu(DG(u), Dv) + \tau_s \frac{DG(u)}{|Du|_e}, Dv) = (f, v). \tag{4.8}
\]
\[
2\mu(DG(w), Dv) + \tau_s \frac{DG(w)}{|Dw|_e}, Dv) = (f, v). \tag{4.9}
\]
Subtracting (4.9) from (4.8), then adding and subtracting \( DG(w) \) from the first argument in the second term, we get
\[
2\mu(DG(u) - DG(w), Dv) + \tau_s \left( \frac{1}{|Du|_e} (DG(u) - DG(w)), Dv \right) + \tau_s \left( \frac{1}{|Dw|_e} - \frac{1}{|Du|_e} \right) DG(w), Dv) = 0. \tag{4.10}
\]
Choosing \( v = G(u) - G(w) \) gives
\[
2\mu ||DG(u) - DG(w)||^2 + \tau_s ||Du||^{-1/2}(DG(u) - DG(w))||^2
\]
\[
= -\tau_s \left( \frac{1}{|Du|_\infty} - \frac{1}{|Dw|_\infty} \right) DG(w), DG(u) - DG(w),
\]
and then using reverse triangle and Hölder’s inequalities, noting that \( ||Du||^{-1} ||_{\mathcal{L}^\infty(\Omega)} \leq \varepsilon^{-1} \), exploiting discrete Sobolev and inverse inequalities, (4.4) and Young’s inequality, we obtain in 2D that
\[
-\tau_s \left( \frac{1}{|Du|_\infty} - \frac{1}{|Dw|_\infty} \right) DG(w), DG(u) - DG(w)
\]
\[
\leq \tau_s \int_{\Omega} |Dw - Du| |DG(w)||DG(u) - DG(w)|
\]
\[
\leq \tau_s \varepsilon^{-3/2} C(1 + |\ln h|)^{1/2} h^{-1} \mu^{-1} ||f||_{-1} ||Dw - Du|| ||Du||^{-1/2}(DG(u) - DG(w))||
\]
\[
\leq \tau_s \varepsilon^{-3/2} C(1 + |\ln h|)h^{-2/3} ||f||_{-1} ||Dw - Du||^2 + \tau_s ||Du||^{-1/2}(DG(u) - DG(w))||^2.
\]
So, combining the bound for left hand side term and dividing each sides by \( 2\mu \) give
\[
||DG(u) - DG(w)||^2 \leq \frac{\tau_s \varepsilon^{-3} C(1 + |\ln h|)h^{-2/3} ||f||_{-1}^2}{8} ||Dw - Du||^2.
\]

Then, by taking the square roots of both sides, we get (4.7). For the 3D case, we use inverse inequality (2.5) instead of (2.4) to obtain the result. \( \square \)

Next, we show that \( G \) is Lipschitz Fréchet differentiable. We begin by defining the operator \( G' \), and then show it is the Fréchet derivative operator of \( G \).

**Definition 4.12.** Given \( u \in V_h \), define an operator \( G'(u; \cdot) : V_h \to V_h \) by \( G'(u; h) \) satisfying for all \( h \in V_h \),
\[
2\mu(DG'(u; h), Dv) + \tau_s \left( \frac{DG'(u; h)}{|Du|_\infty}, Dv \right) = \tau_s \left( \frac{Du : Dh}{|Du|_\infty} DG(u), Dv \right).
\]

(4.13)

Now, we need to show \( G' \) is the Jacobian matrix of \( G \) at \( u \) by the following lemma. To show this, first we need to prove \( G' \) in definition (4.12) is well-defined.

**Lemma 4.14.** The operator \( G' \) in Definition (4.12) is well-defined for all \( u, h \in V_h \) such that
\[
||DG'(u; h)|| \leq C_G ||Dh||,
\]
(4.15)

where \( C_G = C_{G_o} \) on \( \Omega \subset \mathbb{R}^2 \), and \( C_G = C_{G_o} \) on \( \Omega \subset \mathbb{R}^3 \).

**Proof.** The proof of Lemma 4.14 can be done by following same steps as in the proof of Lemma 4.6. Since (4.13) is linear and finite dimensional, (4.15) is sufficient to say that the (4.13) is well-posed. Thus, \( G' \) is well-defined and uniformly bounded over \( V_h \), since the bound is independent of \( u \). \( \square \)
Next, we show that $G'$ is the Fréchet derivative operator of $G$. That is, given $u \in V_h$, there exists some constant $C$ such that for any $h \in V_h$

$$
\|DG(u + h) - G(u) - G'(u, h)\| \leq C\|h\|^2.
$$

**Lemma 4.16.** For arbitrary $u \in V_h$ and sufficiently small $h \in V_h$, the bound

$$
\|DG(u + h) - DG(u) - DG'(u; h)\| \leq \left(\tau_C(1 + |\ln h|)h^{-2}\varepsilon^{-3}(C^2 + \varepsilon^{-2}\mu^{-2})\right)^{1/2}\|h\|^2
$$

holds, which implies $G$ is Fréchet differentiable on $V_h$.

**Proof.** Set $\tilde{g} = G(u + h) - G(u) - G'(u, h)$ for notational ease. To construct the left hand side of the inequality above, we begin with the following equations: for any $u, h \in V_h$,

$$
2\mu(DG(u + h), Dv) + \tau_s \left(\frac{DG(u + h)}{|Du|_c} - \frac{DG(u)}{|Du|_c} - \frac{DG'(u; h)}{|Du|_c} + \frac{Du : Dh}{|Du|_c}DG(u), Dv\right) = (f, v).
$$

(4.18)

Subtracting (4.8) and (4.13) from (4.18), we obtain

$$
2\mu(D\tilde{g}, Dv) + \tau_s \left(\frac{DG(u + h)}{|Du|_c} - \frac{DG(u)}{|Du|_c} - \frac{DG(u + h)}{|Du|_c} + \frac{Du : Dh}{|Du|_c}DG(u), Dv\right) = 0.
$$

(4.19)

Adding and subtracting $\frac{DG(u + h)}{|Du|_c}$ from the first argument in the second term on the left hand side of (4.19) and then choosing $v = \tilde{g}$ gives

$$
2\mu\|D\tilde{g}\|^2 + \tau_s\|D(u)\|^2|\tilde{g}|^2 = -\tau_s \left(\frac{DG(u + h)}{|Du|_c} - \frac{DG(u + h)}{|Du|_c} + \frac{Du : Dh}{|Du|_c}DG(u), D\tilde{g}\right).
$$

Adding and subtracting $\frac{Du : Dh}{|Du|_c}DG(u + h)$ from the first argument of the term on right hand side of (4.19) and rearranging terms gives

$$
2\mu\|D\tilde{g}\|^2 + \tau_s\|D(u)\|^2|\tilde{g}|^2 = -\tau_s \left(\frac{1}{|Du|_c} - \frac{1}{|Du|_c} + \frac{Du : Dh}{|Du|_c}DG(u + h), D\tilde{g}\right).
$$

(4.20)

We now estimate the right hand side terms of (4.20). For the first one, we use Lemma 4.16 that $\|D(u)\|_{L^\infty(\Omega)} \leq \varepsilon^{-1}$ and $\|D(u)\|_{L^\infty(\Omega)} \leq 1$, and Hölder’s, discrete Sobolev, inverse and Young’s inequalities to obtain

\[
-\tau_s \left(\frac{Du : Dh}{|Du|_c}DG(u + h) - DG(u), D\tilde{g}\right) \\
\leq \tau_s \left|\frac{Du}{|Du|_c}DG(u + h) - DG(u)\right||D\tilde{g}| \\
\leq \tau_s\varepsilon^{-3/2}\|DG(u + h) - DG(u)\|\|D\tilde{g}\| \\
\leq \tau_s\varepsilon^{-3/2}C(1 + |\ln h|)h^{-1/2}\|DG(u + h) - DG(u)\|\|Dh\|\|Du\|^{-1/2}\|D\tilde{g}\| \\
\leq \tau_s\varepsilon^{-3/2}C(1 + |\ln h|)h^{-1/2}C_G\|Dh\|^2\|Du\|^{-1/2}\|D\tilde{g}\| \\
\leq \tau_s\varepsilon^{-3/2}C(1 + |\ln h|)h^{-2}C_G^2\|Dh\|^2 + \tau_s\|Du\|^{-1/2}\|D\tilde{g}\|^2.
\]
For the second term in (4.20), we proceed similar to the first term but utilize the Fréchet expansion

\[
\frac{1}{|D(u + h)|} = \frac{1}{|Du|} + \frac{D_u : Dh}{|Du|^2} + \frac{1}{2} \left( \frac{1}{|Du|^3} + \frac{3Du : Du}{|Du|^5} \right) |Dh|^2 + \text{h.o.t.}
\]
to get

\[
\left| -\tau_s \left( \frac{1}{|D(u + h)|} - \frac{1}{|Du|} - \frac{D_u : Dh}{|Du|^2} \right) DG(u + h), D\hat{g} \right| 
\leq \tau_s \int_\Omega \left| \frac{1}{|D(u + h)|} - \frac{1}{|Du|} - \frac{D_u : Dh}{|Du|^2} \right| |DG(u + h)||D\hat{g}|
\leq \tau_s \int_\Omega \frac{3}{4} \frac{1}{|Du|^2} + \frac{3|Du|^2}{|Du|^5} |Dh|^2 |DG(u + h)||D\hat{g}|
\leq 2\varepsilon^{-5/2}(1 + |\ln h|)^{1/2}h^{-1}[f],1||\hat{g}||Dh|^2 ||Du|^{-1/2}D\hat{g}|
\leq 2\tau_s\varepsilon^{-5}(1 + |\ln h|)h^{-2}[f]||\hat{g}||Dh|^2 + \frac{\tau_s}{2} ||Du|^{-1/2}D\hat{g}||^2,
\]
where in the third line in the above inequality string we account for higher order terms by increasing the \(\frac{1}{2}\) coefficient from the Fréchet expansion to be \(\frac{3}{2}\).

Combining the bounds above, we obtain

\[
||D\hat{g}||^2 \leq \tau_s C(1 + |\ln h|)h^{-2}\varepsilon^{-3} \left( C_G^2 + \varepsilon^{-2}\mu^{-2}[f]|^2 \right) ||Dh|^4.
\]
So, by taking the square roots of both sides and applying the definition of \(\hat{g}\), we get

\[
||DG(u + h) - DG(u) - DG'(u; h)|| \leq \left( \tau_s C(1 + |\ln h|)h^{-2}\varepsilon^{-3} \left( C_G^2 + \varepsilon^{-2}\mu^{-2}[f]|^2 \right) \right)^{1/2} ||Dh||^2,
\]
which shows Fréchet differentiability of \(G\) at \(u\). Since (4.21) holds for arbitrary \(u\), \(G\) is Fréchet differentiable on \(V_h\). In the case of \(\Omega \subset \mathbb{R}^3\), we apply inverse inequality (2.5) instead of (2.4), and the rest of the steps are identical.

We now show \(G'\) is Lipschitz continuous over \(V_h\).

**Lemma 4.22.** \(G\) is Lipschitz continuously differentiable on \(V_h\), such that for all \(u, s, h \in V_h\)

\[
||D(G'(u + h; s) - G'(u; s))|| \leq \tilde{C}_G ||Ds||||Dh||,
\]
where there exist a constant \(\tilde{C}_G = C\mu^{-1}\tau_s\varepsilon^{-2}(1 + |\ln h|)^{1/2}h^{-1} \left( C_G + \varepsilon^{-1}(1 + |\ln h|)^{1/2}h^{-1}\mu^{-1}[f]|_{-1} \right)\) in 2D and \(\tilde{C}_G = C\mu^{-1}\tau_s\varepsilon^{-3/2} \left( C_G + \varepsilon^{-1}h^{-3/2}\mu^{-1}[f]|_{-1} \right)\) in 3D, and \(C_G\) is defined in Lemma (4.6).

**Proof.** By the definition of \(G'\), the following equations hold

\[
2\mu(DG'(u; s), Dv) + \tau_s \left( \frac{DG'(u; s)}{|Du|}, Dv \right) + \tau_s \left( \frac{Du : Ds}{|Du|^2}DG(u), Dv \right) = 0,
\]

\[
(4.23)
\]
\[ 2\mu(DG'(u + h; s), Dv) + \tau_s \left( \frac{DG'(u + h; s)}{|D(u + h)|_e^2} Dv \right) + \tau_s \left( \frac{D(u + h) : Ds}{|D(u + h)|_e^3} DG(u + h), Dv \right) = 0, \]

for all \( u, s, h, v \in V_h \).

Set \( e = G'(u + h; s) - G'(u; s) \), and then by subtracting (4.23) from (4.24), we get
\[
2\mu(De, Dv) + \tau_s \left( \frac{DG'(u + h; s)}{|D(u + h)|_e} - \frac{DG'(u; s)}{|D(u)|_e} Dv \right)
+ \tau_s \left( \frac{D(u + h) : Ds}{|D(u + h)|_e^2} DG(u + h) - \frac{D(u) : Ds}{|D(u)|_e^2} DG(u), Dv \right) \equiv 0.
\]

By adding and subtracting \( \frac{DG'(u + h; s)}{|D(u + h)|_e} Dv \) from the first argument in second term on left hand side and choosing \( u = e \), we obtain
\[
2\mu||De||^2 \leq 2\mu||De||^2 + \tau_s||D(u + h)|_e^{1/2} De||^2
- \tau_s \left( \frac{D(u + h) : Ds}{|D(u + h)|_e^2} DG(u + h) - \frac{D(u) : Ds}{|D(u)|_e^2} DG(u), De \right)
- \tau_s \left( \frac{1}{|D(u + h)|_e} - \frac{1}{|D(u)|_e} \right) DG'(u; s), De \right).
\]

Noting that ||Du||_D|| \leq 1 and \( ||Du||^2_v \leq \varepsilon^{-1} \), applying Hölder’s, discrete Sobolev and inverse inequalities, (4.4) and (4.7), we get
\[
\left| -\tau_s \left( \frac{D(u + h) : Ds}{|D(u + h)|_e^2} DG(u + h) - \frac{D(u) : Ds}{|D(u)|_e^2} DG(u), De \right) \right|
\leq \tau_s \int_{\Omega} \frac{Du : Ds}{|D(u)|_e^2} DG(u) De + \frac{Du : Ds}{|D(u)|_e^2} DG(u) De
\leq \tau_s \int_{\Omega} \frac{Du : Ds}{|D(u)|_e^2} (DG(u + h) - DG(u)) De + \frac{Du : Ds}{|D(u)|_e^2} DG(u + h) De
\leq \tau_s \varepsilon^{-2} \left[ ||Ds||_{L^2(\Omega)} ||DG(u + h) - DG(u)|| ||De|| + \tau_s \varepsilon^{-2} \left( \frac{Du : Ds}{|D(u)|_e^2} DG'(u; s), De \right) \right]
\leq \tau_s \varepsilon^{-2} C(1 + ||Du||^2_v)L^2(\Omega) ||Ds||_{L^2(\Omega)} ||De|| + \tau_s \varepsilon^{-2} C(1 + ||Du||^2_v)L^2(\Omega) ||Ds||_{L^2(\Omega)} ||De||.
\]

Using reverse triangle and Hölder’s inequalities, noting that \( ||Du||^2_v \leq \varepsilon^{-1} \), exploiting discrete Sobolev and inverse inequalities, we obtain
\[
\left| -\tau_s \left( \frac{1}{|D(u)|_e} - \frac{1}{|D(u + h)|_e} \right) DG'(u; s), De \right|
\leq \tau_s \int_{\Omega} \frac{Dh}{|D(u)|_e|D(u + h)|_e^2} DG'(u; s), De
\leq \tau_s \varepsilon^{-2} \left( ||Dh||_{L^2(\Omega)} ||DG'(u; s)|| ||De|| \right)
\leq \tau_s \varepsilon^{-2} C_G C(1 + ||Du||^2_v)L^2(\Omega) ||Dh|| ||Ds|| ||De||.
\]

By combining the above bounds, we get
\[
||De|| \leq C\mu^{-1} C\varepsilon^{-2} \left(1 + ||Du||^2_vL^2(\Omega) ||Dh|| ||Ds|| \right) ||De|| \leq C_G ||Dh|| ||Ds||.
\]

In this way, \( G'(u; \cdot) \) is Lipschitz continuous with constant \( \hat{C}_G \). Since the bound holds for arbitrary \( u \), we have that \( G \) is Lipschitz continuously differentiable on \( V_h \) with constant \( \hat{C}_G \).
4.3. Anderson Accelerated Picard algorithm for regularized Bingham Equations

In previous subsection, we proved that the solution operator $G$ of Picard iteration (4.1) of regularized Bingham equation satisfies Assumption 2.1. To apply the one-step residual bound of [27], we need to satisfy Assumption 2.2; namely, there is a constant $\sigma > 0$ such that for any $u \in V$

$$\|F(u) - F(s)\| \geq \sigma \|u - s\|,$$  \hspace{1cm} (4.25)

where $F(u) := G(u) - u$.

**Remark 4.26.** If the problem data is such that $G$ is contractive, i.e., $C_G < 1$, then there exists a constant $\sigma = 1 - C_G > 0$ such that (4.25) holds for any $u \in V$.

Even if $G$ is not contractive, there are other ways for (4.25) with $\sigma$ bounded away from 0 to be satisfied, see [27]. Under these assumptions and with Lemmas 4.6, 4.14, 4.22 and 4.17, Theorem 2.10 shows the convergence of Algorithm 2.1 where $G$ is the solution operator of the Picard iteration for regularized Bingham equation.

**Theorem 4.27.** Suppose (4.25) holds for some $\sigma > 0$, and suppose the direction sines between each column $i$ of $F_j$ defined by (2.8) and the subspace spanned by the preceding columns satisfy $|\sin(f_j, \text{span}\{f_1, \ldots, f_{j-1}\})| \geq c_f > 0$, for $j = k - m_k, \ldots, k - 1$. Then, for any step $k > m$ the following bound holds for the AA Picard residual

$$\|w_{k+1}\| \leq \|w_k\| \left(\theta_k (1 - \beta_k + C_G \beta_k) + \frac{CC_G \sqrt{1 - \theta_k^2}}{2} (\|w_k\| h(\theta_k) + \sum_{n=k-m_k+1}^{k-1} (k - n) \|w_n\| h(\theta_n) + m_k \|w_{k-m_k}\| h(\theta_{k-m_k}))\right)$$ \hspace{1cm} (4.28)

for residual $w_k$, where $\theta_k$ is the gain from the optimization problem.

**Remark 4.29.** The direction sine condition in the hypotheses of Theorem 4.27 can be directly enforced by the method described in [27, Section 5.1].

5. Numerical Experiments

This section presents the results of three numerical tests that illustrate the theory above for the Anderson Accelerated Picard iteration for regularized Bingham equations. First, we show the predicted convergence rate and positive impact of AA on convergence by the flow between two parallel plates, which is one of the few analytical test cases for the Bingham equations. Then, we test Anderson Accelerated Picard iteration for regularized Bingham fluid flow on 2D and 3D driven cavity problems. Our results are in good agreement with those found in [24, 25]. In all numerical tests, AA provides significantly faster convergence than Picard without AA, especially with small $\varepsilon$. 
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5.1. Analytical Test

The flow between two parallel plates is one of the known analytical test cases for Bingham problem. In two dimensions, the analytical solutions of Stokes type Bingham equations are given by

\[
u_1 = \begin{cases} 
\frac{1}{8} \left[ (1 - 2\tau_s)^2 - (1 - 2\tau_s - 2y)^2 \right], & 0 \leq y < \frac{1}{2} - \tau_s \\
\frac{1}{8} (1 - 2\tau_s)^2, & \frac{1}{2} - \tau_s \leq y \leq \frac{1}{2} + \tau_s \\
\frac{1}{8} \left[ (1 - 2\tau_s)^2 - (2y - 2\tau_s - 1)^2 \right], & \frac{1}{2} + \tau_s < y \leq 1 
\end{cases}
\]

The rigid (or plug) region \( \{ y \in \Omega | \frac{1}{2} - \tau_s \leq y \leq \frac{1}{2} + \tau_s \} \) is the kernel moving at constant velocity. We choose \( \tau_s = 0.3 \). The discretization uses \((P_2, P_1)\) Taylor-Hood elements on a uniform triangular mesh. We take \( \mu = 1 \) and external force \( f = 0 \), and perform Anderson accelerated Picard iterations with depth \( m = 0 \) (no acceleration), 1, 2, 5 and 10, and will test both convergence rates for \((5.1)\) and efficiency of AA Picard solver.

We display the number of iterations that reduce the relative residual of the velocity by 10^{-8} for varying depths \( m \), mesh sizes \( h \) and regularization parameters \( \varepsilon \) in Table 1. When \( \varepsilon \to 0 \) and/or the mesh width decreases, the required number of iterations increases, as we expect from our analysis in the previous section. Also, AA provides better convergence results as we increase the depth. This improvement is more apparent in lower values of \( \varepsilon \), which is required to obtain an accurate solution. In the case of \( m = 0 \) (without AA), the numbers of iterations are substantially higher; however, with AA they decrease significantly. The fastest convergence is obtained with depths \( m = 5 \) and 10, as seen in Table 1.

Table 2 shows the convergence rates for different choices of \( h \) and \( \varepsilon \) by calculating numerical error in the \( H^1 \) norm for the final iterate. For both \( \varepsilon = 10^{-3} \) and \( \varepsilon = 10^{-6} \), we observe no clear convergence rate with respect to \( h \). For \( h \leq 1/64 \), the errors and rates are very similar for both choices of \( \varepsilon \), which is in agreement with the theory above that convergence can be independent of \( \varepsilon \). For smaller \( h \), the errors with \( \varepsilon = 10^{-3} \) essentially lock for \( h < 1/64 \), which is expected due to the consistency error introduced by the regularization. For smaller \( \varepsilon = 10^{-6} \), while there is no clear convergence rate with respect to \( h \), the average of the rates is around 1.4. This lack of optimal convergence is not unexpected since the true solution \((5.1)\) satisfies \( u \in H^2 \), but \( u \notin H^3 \), and the this profile of convergence is in good agreement with that in [3].

| \( h \) | \( \varepsilon \) | \( 10^{-1} \) | \( 10^{-2} \) | \( 10^{-3} \) | \( 10^{-4} \) | \( 10^{-5} \) |
|---|---|---|---|---|---|
| \( m = 0 \) | \( 1/8 \) | 10 | 34 | 42 | 88 | 101 |
| | \( 1/16 \) | 10 | 34 | 80 | 171 | 274 |
| | \( 1/32 \) | 11 | 27 | 98 | 258 | 296 |
| | \( 1/64 \) | 11 | 35 | 108 | 184 | 184 |
| | \( 1/128 \) | 11 | 35 | 106 | 306 | 408 |
| \( m = 5 \) | \( 1/8 \) | 7 | 14 | 16 | 22 | 26 |
| | \( 1/16 \) | 7 | 15 | 24 | 30 | 33 |
| | \( 1/32 \) | 8 | 16 | 29 | 36 | 41 |
| | \( 1/64 \) | 8 | 16 | 29 | 34 | 40 |
| | \( 1/128 \) | 8 | 16 | 29 | 48 | 50 |
| \( m = 10 \) | \( 1/8 \) | 7 | 14 | 16 | 22 | 26 |
| | \( 1/16 \) | 7 | 15 | 23 | 28 | 33 |
| | \( 1/32 \) | 8 | 15 | 25 | 32 | 34 |
| | \( 1/64 \) | 8 | 15 | 26 | 34 | 39 |
| | \( 1/128 \) | 8 | 15 | 26 | 39 | 51 |

Table 1: Number of Anderson accelerated Picard iterations required for reducing the residual by 10^{-8} with different depths for regularized Bingham equation when \( \tau_s = 0.3 \) and \( h \) and \( \varepsilon \) is changing in analytical test case.
5.2. 2D driven cavity

We next test Anderson accelerated Picard iteration for the regularized Bingham equations on a lid-driven cavity problem. The domain for the problem is the unit square \( \Omega = (0, 1)^2 \) and we impose Dirichlet boundary conditions by \( u_{|y=1} = (1,0)^T \) and \( u = 0 \) everywhere else. The discretization uses \((P_2, P_1)\) Taylor-Hood elements on a uniform mesh.

Figure 1 shows the number of iterations of the Anderson accelerated Picard iteration with varying depth \( \mu \) and regularization parameter \( \epsilon \), when \( h = 1/64 \) and yield stresses \( \tau_s = 2 \) and \( \tau_s = 5 \). Iterations were run until the relative \( L^2 \) velocity residual fell below \( 10^{-8} \). As \( \epsilon \) becomes smaller, the required number of iterations increases. As illustrated in figure 1, the original (unaccelerated) Picard method converges very slowly compared to the accelerated method. However, as the value of depth \( \mu \) is increased up to 10, the accelerated method converges much faster.

Figure 2 shows the growth of rigid region (white) as the value of yield stress \( \tau_s \) increases. When the rigid region enlarges, the yielded (fluid) region (shaded) remains close to the lid. These results agree well with those in [24, 25, 4].

| \( \epsilon \rightarrow \) | \( 10^{-4} \) | \( 10^{-8} \) |
|---|---|---|
| \( h \downarrow \) | \( \|D(u - u_k)\| \) Rates | \( \|D(u - u_k)\| \) Rates |
| \( 1/4 \) | 4.7326e-03 - | 4.7126e-03 - |
| \( 1/8 \) | 5.2061e-03 -0.14 | 5.3075e-03 -0.17 |
| \( 1/16 \) | 8.7186e-04 2.58 | 9.3267e-04 2.51 |
| \( 1/32 \) | 6.5649e-04 0.41 | 6.6056e-04 0.50 |
| \( 1/64 \) | 1.8945e-04 1.79 | 1.4539e-04 2.18 |
| \( 1/128 \) | 1.3906e-04 0.45 | 8.7903e-05 0.73 |
| \( 1/256 \) | 1.1311e-04 0.30 | 1.2947e-05 2.76 |

Table 2: \( H^1 \) Spatial Convergence Rates when \( \epsilon = 10^{-4}, 10^{-8} \).
5.3. 3D Driven Cavity

We now test the Anderson accelerated Picard iteration for regularized Bingham equations on the 3D lid-driven cavity. In this problem, the domain is the unit cube, there is no forcing ($f = 0$), and homogeneous Dirichlet boundary conditions are enforced on all walls and $u = (1, 0, 0)^T$ on the moving lid. We compute with ($P_2, P_1$) elements on Alfeld split tetrahedral meshes with 134,457 total degrees of freedom (dof) weighted towards the boundary using a Chebychev grid before tetrahedralizing. We test our scheme with varying $m$, regularization parameter $\varepsilon$, and yield stress $\tau_s$. Our stopping criteria is residual $\|D(u_k - G(u_k))\| \leq 10^{-5}$ or 500 iterations.

Figure 4 illustrates the positive impact of AA on convergence for different value of $\tau_s$ and $m$. As $\tau_s$ increases, number of iterations grows since the rigid zones become larger and may completely block the flow when $\tau_s$ is sufficiently large. For smaller values of $\varepsilon$, more iterations are required; however, using AA reduces the iteration counts significantly and enables convergence even with larger values of $\tau_s$.

In figure 5, we compare centerline x-velocities when $\varepsilon = 10^{-4}$ for varying $\tau_s = 1, 2, 5$ and 10 (i.e. growing rigid zones) and obtain good agreement with those found in [36] with P1/P1 stabilized elements and [25] with a finite difference method.

Figure 3: Shown above is the centerline x-velocity plots for the 3D driven cavity simulations for $\tau_s = 1, 2, 5$ and 10, using AA Picard iteration for regularized Bingham equation with $m = 10$ and $\varepsilon = 10^{-4}$, 134,457 dof.
6. Conclusion

We studied herein the acceleration of a Picard iteration to solve a finite element discretization of the regularized Bingham equations, and spatial convergence of the solution to the discrete nonlinear problem. We proved that the fixed point operator associated with the Picard iteration for the regularized Bingham equations satisfies regularity properties which allow the AA theory of [27] to be applied, and thus the iteration is accelerated through the scaling of its linear convergence rate by the gain factor of the AA optimization problem. We demonstrated numerically with three test problems that the Picard iteration alone may not be an effective solver for the regularized Bingham equations due to the large number of iterations required, but with AA (and in particular with $m \geq 5$), it can be an effective and efficient solver. For the spatial convergence of the finite element discretization, we showed that optimal convergence in $h$ can be achieved but that it depends inversely on $\varepsilon$. We further showed that for $h$ sufficiently small with respect to $\varepsilon$, suboptimal convergence in $h$ which is independent of $\varepsilon$ can also be achieved.
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