Loop equation in Lattice gauge theories and bootstrap methods

Peter Anderson\textsuperscript{1,2} and Martin Kruczenski\textsuperscript{1}.\textsuperscript{*}

\textsuperscript{1}Department of Physics and Astronomy, Purdue U.,
525 Northwestern Avenue, W. Lafayette, IN 47907-2036, USA.
\textsuperscript{2}Wigner Research Center for Physics of the HAS,
29–33 Konkoly–Thege Miklós Str. H-1121 Budapest, Hungary.

\textbf{Abstract.} In principle the loop equation provides a complete formulation of a gauge theory purely in terms of Wilson loops. In the case of lattice gauge theories the loop equation is a well defined equation for a discrete set of quantities and can be easily solved at strong coupling either numerically or by series expansion. At weak coupling, however, we argue that the equations are not well defined unless a certain set of positivity constraints is imposed. Using semi-definite programming we show numerically that, for a pure Yang Mills theory in two, three and four dimensions, these constraints lead to good results for the mean value of the energy at weak coupling. Further, the positivity constraints imply the existence of a positive definite matrix whose entries are expectation values of Wilson loops. This matrix allows us to define a certain entropy associated with the Wilson loops. We compute this entropy numerically and describe some of its properties. Finally we discuss some preliminary ideas for extending the results to supersymmetric $\mathcal{N} = 4$ SYM.

\section{Introduction}

The AdS/CFT correspondence [1–3] motivates the study of gauge theories purely in terms of gauge invariant operators. In particular, it should be possible to formulate gauge theories in terms of Wilson loops, without reference to the usual Yang-Mills action or any other quantity that is defined in terms of gauge fields or other gauge-dependent variables. One possibility is to have an effective action written purely in terms of Wilson loop expectation values. It is not known how to do this in a simple way (see [4, 5] however). The other possibility is to write equations of motion for Wilson loop expectation values. Those are relatively simple and known as the Migdal-Makeenko loop equations or simply loop equations. The simplest case where one can discuss this problem is in lattice gauge theories since the lattice provides a regularization, i.e. Wilson loops are finite and at the same time the set of Wilson loops is discrete. In the rest of the talk we concentrate in the large-N limit where only single loops, namely single trace operators, need to be considered.
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2 Lattice gauge theory

The lattice gauge theory we consider is a simple cubic lattice (see fig.1) with the standard Wilson action:

\[ S = \frac{N}{2\lambda} \sum P \text{Tr} U_P , \]

where the sum is over all plaquettes. The gauge group is \( SU(N) \) and, as mentioned, we are interested in the large-\( N \) limit \([6, 7]\) where \( N \to \infty, g_{YM} \to 0 \) keeping the ’t Hooft coupling \( \lambda = \frac{g_{YM}^2 N}{N} \) fixed.

![Figure 1. Simple cubic lattice with a plaquette (black) and a random Wilson loop (red) highlighted.](image1)

3 Loop equation

We are interested in computing the expectation value of Wilson loops. We start by making a list of loops as illustrated in fig.2. The expectation value of loop \( j \) is denoted as \( \mathcal{W}_j \). The loop equation is

![Figure 2. Up to symmetries, Wilson loops of various shapes can be listed as illustrated in the figure](image2)
an equation for the $W_j$'s derived as a type of Schwinger–Dyson equation in [8]. See also [9–11] for the lattice version that we use here. It has the form

$$K_{i \rightarrow j} W_j + 2 \lambda W_j + 2 \lambda C_{i \rightarrow jk} W_j W_k = \delta_{ij},$$  \hspace{1cm} (2)

where the matrix $K_{i \rightarrow j}$ is the so-called loop laplacian that is illustrated graphically in fig.3 and $C_{i \rightarrow jk}$ is the self intersection term whose action is described in the same figure 3. The problem with solving the loop equation is easy to understand. To define the problem correctly, either mathematically or numerically, we have to truncate the set of loops to a finite number and eventually let that number go to infinity. For example, we can consider loops of length up to a given $L_{\text{max}}$. However, the loop equation for a loop of length $L$ involves loops of length $L + 4$. Therefore we can then only impose the loop equation for loops of length up to $L_{\text{max}} - 4$, namely we have many more loops than equations implying that there is an infinite number of solutions. If we increase $L_{\text{max}}$ this problem persists and we cannot find a unique limit as $L_{\text{max}} \rightarrow \infty$. One possibility is to impose all equations up to length $L_{\text{max}}$ by making a guess for the missing loops of length $L_{\text{max}} + 2$ and $L_{\text{max}} + 4$, for example set them to zero but that only works at strong coupling. This was already checked in [12, 13]. The alternative procedure we propose [14] is to impose a set of positivity constraints, that we derive in the next section, and that put bounds on the possible solutions that are allowed. In particular we get upper and lower bounds on the expectation value of the plaquette that converge smoothly as we increase the length of the loops, since adding constraints can only lower the upper bound and increase the lower one. Related ideas were discussed previously in [15, 16] in the Hamiltonian approach to lattice gauge theory.

### 4 Positivity constraints

The positivity constraints [14] are derived by considering two points in the lattice and a set of open paths connecting them as in figure 4. For a given lattice configuration, to each open path $\ell$ we associate an $SU(N)$ matrix $U^{(\ell)}$ as the product of the matrices in each link in the path. Constructing the linear combination

$$A = \sum_{\ell} c_{\ell} U^{(\ell)}$$  \hspace{1cm} (3)

for arbitrary coefficients $c_{\ell}$ and using that

$$\text{Tr}(A^\dagger A) \geq 0 \Rightarrow \sum_{\ell \ell'} c_{\ell}^* c_{\ell'} \text{Tr} \left[ (U^{(\ell)})^\dagger U^{(\ell')} \right] \geq 0 \Rightarrow \sum_{\ell \ell'} c_{\ell}^* c_{\ell'} \langle \text{Tr} \left[ (U^{(\ell)})^\dagger U^{(\ell')} \right] \rangle \geq 0, \forall c_{\ell}$$  \hspace{1cm} (4)
we find that the matrix
\[ \rho_{\ell\ell'} = \langle \text{Tr} \left[ (U^{(\ell)})^\dagger U^{(\ell')} \right] \rangle \geq 0 \]  
(5)
is positive definite. Imposing the positivity of this matrix put bounds on the solutions of the loop equation we are allowed to consider. The more open loops we take, the stricter the bounds. Notice that all bounds are exact since we do not use an approximation for the bounds. The approximation is that we do not impose all constraints associated with all possible \( \rho \) matrices. The matrix \( \rho \) can be interpreted as a reduced density matrix where we trace over the color indices. The entropy associated with \( \rho \) determines how much information is lost in such tracing. It naively seems to depend on the choice of \( \rho \) namely the choice of initial and final points and on the set of open loops between them as in fig. 4. In figure 5 we show that this is not actually the case, in fact for very different \( \rho \) matrices, the entropy is the same up to a small error. We emphasize that this entropy is an entropy computed directly from the Wilson loops and can be defined off-shell, namely for arbitrary values of the Wilson loops, as long as the \( \rho \) matrix is positive definite.

![Figure 4](image)

**Figure 4.** To construct the \( \rho \) matrix one chooses two points in the lattice and a set of open loops connecting them.

![Figure 5](image)

**Figure 5.** Different choices of \( \rho \) matrices labeled by their final point (the initial point is always 0, give rise to the same entropy implying that the entropy is a well defined quantity related to the lattice theory.)
5 Examples

5.1 2D case

The 2D case was solved exactly by Gross, Witten[17] and Wadia [18]. Here it is just used as a check of the procedure. The results for the expectation value of the plaquette is

\[ W_1 = u = \begin{cases} 1 - \frac{4}{\lambda} & \lambda \leq 1 \\ \frac{1}{2\lambda} & \lambda \geq 1 \end{cases} \]  

(6)

Solving the loop equation and imposing the constraints gives rise to the upper and lower bounds shown in figure 6. The numbers \( L \) indicate that we keep loops up to length \( 4L \).

![Figure 6. Expectation value of the plaquette as a function of 't Hooft coupling. The exact solution and upper and lower bounds are displayed. The bounds bracket, and quickly converge to the exact solution.](image)

5.2 3D and 4D case

This case is computationally more challenging. The bounds are given in fig. 7. We see that, at small coupling, the expectation value for the plaquette agrees well with the upper bound allowed by the positivity constraints and the loop equations. The bounds are not as strict as in 2D since the largest length we consider is \( 4L \) with \( L = 5 \) instead of \( L = 8 \) as in 2D.

6 \( \mathcal{N} = 4 \), bosonic sector, fermions, BPS loops

The \( \mathcal{N} = 4 \) theory action can be written in terms of Wilson loops [19–24] and therefore the loop equation can be similarly derived. We tested the bosonic sector of the theory where the action is shown in fig. 8. The loop equation for the plaquette is given in fig. 9. Using a numerical simulation we checked the validity of the equations. When including fermions we checked the existence of BPS Wilson loops, namely loops invariant under supersymmetry whose expectation value is \( W = 1 \). They are constructed out of \( \bar{U} \) and \( \bar{U}^{-1} \) as illustrated in figure 10. Here \( U = e^{iA+\Phi} \) where \( A \) is the gauge field and \( \Phi \) the scalars of \( \mathcal{N} = 4 \). The proof that they are one is illustrated in the same figure. One considers certain loops with fermions and argues that the expectation value of the supersymmetric variation of such loops vanishes. This gives equations implying that all such loops are equal to one.
Figure 7. The same as the previous figure but for 3D and 4D. In this case the weak coupling solution clearly matches the upper bound showing that the correct solution saturates the bounds at weak coupling.

\[
S = \frac{N}{2\lambda_{\text{lat}}} \left[ \sum_{\mu} \left[ -2 -2 -2 + + + + - \right] + \sum_{\mu} \left[ - - - + + + + - \right] \right]
\]

Figure 8. Bosonic part of the action for $N = 4$ in terms of Wilson loops

\[
\frac{1}{2\lambda_{\text{lat}}} (-\mathcal{W}_2 - \mathcal{W}_1 - \mathcal{W}_1 - 6\mathcal{W}_6 + 6\mathcal{W}_5 - 6\mathcal{W}_4 + 6\mathcal{W}_4 + \mathcal{W}_6) - \mathcal{W}_1 = 0
\]

Figure 9. Loop equation for the plaquette in the bosonic sector of $N = 4$

Figure 10. BPS loops in lattice $N = 4$ where one supersymmetry $Q$ is unbroken
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