Combining Supervised and Un-supervised Learning for Automatic Citrus Segmentation
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Abstract—Citrus segmentation is a key step of automatic citrus picking. While most current image segmentation approaches achieve good segmentation results by pixel-wise segmentation, these supervised learning-based methods require a large amount of annotated data, and do not consider the continuous temporal changes of citrus position in real-world applications. In this paper, we first train a simple CNN with a small number of labelled citrus images in a supervised manner, which can roughly predict the citrus location from each frame. Then, we extend a state-of-the-art unsupervised learning approach to pre-learn the citrus's potential movements between frames from unlabelled citrus's videos. To take advantages of both networks, we employ the multimodal transformer to combine supervised learned static information and unsupervised learned movement information. The experimental results show that combining both network allows the prediction accuracy reached at 88.3\% IOU and 93.6\% precision, outperforming the original supervised baseline 1.2\% and 2.4\%. Compared with most of the existing citrus segmentation methods, our method uses a small amount of supervised data and a large number of unsupervised data, while learning the pixel level location information and the temporal information of citrus changes to enhance the segmentation effect.

Index Terms—citrus segmentation, convolutional neural network, transformer, attention, weakly supervised learning, temporal information modeling.

1 INTRODUCTION

Citrus segmentation\textsuperscript{[1]} aims to identify or position citrus from images or videos\textsuperscript{[2], [3]}. This technology is a preliminary step to a wide range of citrus-related applications such as automatic citrus picking\textsuperscript{[4]}, fine management and citrus orchards of prediction\textsuperscript{[5]}. While most methods detecting citrus based on the single image\textsuperscript{[6], [7]}. Real-world applications usually require to detect citrus from multiple frames (videos) continuously collected, for example, it is necessary to evaluate the high-resolution video frames and calculate the total number of citrus when constructing the citrus yield map\textsuperscript{[8]}. Since temporal information can provide objects’ dynamics, it is crucial to many video-based recognition/tracking/segmentation applications\textsuperscript{[9], [10], [11], [12]}. As a result, we also propose to model temporal Information for citrus segmentation.

While manually annotating citrus in videos is time-consuming and expensive, training a deep learning model for citrus segmentation usually needs a large number of training samples. Since the movement of citrus in a video is usually smooth and continuous, the locations of any citrus can be very similar in adjacent frames. Thus, we refer to a lot of unsupervised principles\textsuperscript{[13], [14], [15]} and design a video detection method. This method takes the time cycle as a round, initialize an image patch randomly, through the forward and backward tracking, the infinite self supervised representation is obtained by matching in deep space. We use this method to learn correspondence and temporal information from a lot of unsupervised data. Then,
we trained the supervised semantic segmentation model \cite{16, 17, 18, 19} to get the prediction chart. Finally, we can potentially learn the elements between different prediction results through attention. Specifically, we use point-to-point pixel segmentation and the correspondence learned in the video to fuse them through a converter formed by attention mechanism. In other words, this method only uses a small amount of labeled data and does not need expensive labeling cost. It combines supervised learning with unsupervised learning, and uses attention mechanism to get better segmentation results.

To evaluate the proposed approach, we specifically collected a citrus segmentation dataset and make it publicly available, which is another contribution of this paper. The dataset contains 1513 annotated citrus images and a large number of unlabelled citrus videos, we have compared our approach to existing supervised and unsupervised approaches. On this dataset, our approach generated the IOU result of 88.3% and the pixel accuracy of 93.6% by combining the unsupervised method with the supervised method based on UNet \cite{16}, as well as the IOU result of 85.3% and the pixel accuracy of 92.1% by combining the unsupervised method based on the PSPNet \cite{17}, which are clearly outperformed the results achieved by supervised baselines. Our segmentation example is shown in Figure 1.

The main contributions of our study can be summarized as follows: 1) We propose a weakly supervised learning method to combine the point-to-point pixel segmentation and temporal continuity provided by videos, it not only provides rich time information, but solves the problem of low utilization of a large number of unlabeled video data in real scenes; 2) We provide 1513 citrus images with annotation and 300 citrus videos dataset.

2 RELATED WORK

This section presents a comprehensive review on computer vision-based methods for conventional citrus object detection and its development in deep learning (from sect. 2.1 to sect. 2.2). This section gives a brief introduction to the methods used in this paper, like video detection, self-supervised learning (sect. 2.3 to sect. 2.4).

2.1 Traditional method

Early citrus recognition studies under natural conditions were mainly focused on traditional image processing algorithms. For example, Investigation by Hissin et al. \cite{29} showed that a effective method of circular Hough transform for target detection. Dorj et al. \cite{21} proposed different color features in images to predict the yield of citrus that converted RGB images to HSV images, then distinguish the color of citrus. These methods have high complexity and there are difficult to accurately identify the citrus under the condition of dense accumulation and leaves occlusion.

2.2 Deep learning method

Many existing deep learning methods also achieve good segmentation results in the field of citrus detection. Deng et al. \cite{22} use Mask R-CNN \cite{23} and optimizes the main convolution part and mask branch part to achieve efficient detection of dense small-scale citrus flowers in complex structure images. Bi et al \cite{7} used multiple segmentation method to improve the multi-scale image detection ability and real-time performance of citrus target recognition model, then complete the training of the citrus target recognition model based on transfer learning. Xiong et al \cite{6} referred to the residual network and dense connection network, which realizes the reuse and fusion of multi-layer features of the network, and enhances the robustness of small target and overlapping occlusion fruit recognition, with an accuracy rate of 97.67%. Hu et al \cite{24} proposed a method for segmentation and recognition of ripe citrus fruits with regional characteristics by using feature mapping to reduce the dimension based on color characteristics of images.

2.3 Video object segmentation

Video detection use temporal context information to enhance performance, focusing on temporal context information can eliminate problems such as motion blurring or occlusion and small object areas in some single frame images. On the other hand, the optical flow between two frames is an ideal feature for video, including the motion track of the target object, and it has also achieved good accuracy in video detection. With the idea of attention mechanism, Flow Guided Feature Aggregation \cite{25} calculates the cosine similarity of the difference between the current frame and following frames as adaptive weight, and learns the network model, which improves the feature quality and improves problem of motion blur in videos. Gan et al \cite{26} used the video captured by a thermal camera to capture the surface temperature of citrus canopy to detect whether citrus fruit are ripe or not, which provides a more novel method for fruit detection and tracking. Liu et al \cite{27} combined with depth subdivision, frames-to-frames tracking and 3D localization to accurately count the fruits in image sequence, used the full convolution network to segment the fruit pixel in the video frame, and tracked the fruit locus, which has high accuracy and robustness.

2.4 Self-supervised learning

Since natural objects’ movements are usually smooth and continuous, they are underlying relationships of the objects’ locations and gestures in adjacent frames. As a result, many previous studies \cite{10, 13, 14, 15, 28, 29, 50} have investigated to learning objects/human motions in un-supervised/self-supervised manners. Dwivedi et al \cite{14} designed a TCC network that provides a self-monitoring video detection model. Learning representation through the connection between parallel processes example, which can be applied to understand the fine-definition features of video. According to the motion dependence in video, Luo et al \cite{13} designed encoder-decoder network based on recursive neural network to predict the atomic 3D stream sequence of RGB-D modal computation, which reduces the complexity of learning framework and can capture the robust video features of long-term motion dependence and spatio-temporal relationship. Wang et al \cite{10} designed a temporal consistency to serve as a freely supervised signal to maintain the consistency of recognition by forward
tracking and backward tracking, and to be competitive with strongly supervised learning, which can encode objects’ dynamics. Ajabri et al. [15] treated multiple frames in a video as a sequence of spatio-temporal graphs, and shares directional edges in temporally adjacent nodes to learn representational features by random wandering and temporal consistency in the absence of data labels in the video.

3 The Proposed Method

The proposed approach consists of three modules: an encoder-decoder network trained with annotated static citrus images (Sect. 3.1), a temporal network that learns temporal correspondences between frames, which provides temporal constraints of the detected citrus between frames (Sect. 3.2) and a fusion network that takes advantages of both static frame-based citrus prediction and citrus’s temporal correspondence between frames (Sect. 3.3). Consequently, the learnt temporal network can provide extra temporal correspondence information helping the supervised learned network to better segment citrus. Importantly, this temporal network is trained in an unsupervised manner without requiring any labels.

3.1 Supervised learning of citrus segmentation network

In this section, we trains four popular generative network for the supervised learning-based citrus segmentation. In particular, we employ FCN [18], Unet [16], PSPNet [17], DeepLabv3 [19], as they have been widely applied to various image generation applications and achieved excellent performance. Among these networks, Unet has achieved the best results, it can combine high-level and low-level features to provide context semantic information in the process of segmentation, the semantics is simple and clear, and the model parameters are few, which is beneficial to the segmentation of citrus.

We annotate a small number of citrus images, use label to annotate, extract each citrus contour, fine tune them based on the pre-training weight, use the structure of encoder-decoder with ResNet-50 [31] as the feature extractor. We set the loss function as BCE with logits loss, use this model to roughly determine the position of each frame of citrus video.

3.2 Unsupervised temporal modeling of citrus in videos

In the practical application of citrus picking and positioning, the position of the detected citrus, the rotation degree and light conditions of the citrus can be changed between frames. However, the CNNs that trained with annotated static images can not capture such temporal information which are crucial to position and segment citrus. While manually annotate video frames is time-consuming and expensive, we propose to learn such information from a large number of unlabeled videos in an unsupervised manner.

Our model uses a self-monitoring method to learn the correspondence of virtual language, and uses the time cycle consistency as the free monitoring signal to complete the target segmentation. We cut 80 * 80 image blocks randomly from 256 * 256 video frames, use Resnet50 to extract features, take middle-level features of time context in video for block matching, calculate affinity matrix by L2 normalization and point multiplication, then add convolution layer for affine transformation, and self supervise learning embedded features of each frame. The model by tracking backward and then forward, and takes the inconsistency between the starting point and the ending point as the loss function. In order to minimize the loss and maintain the consistency of recognition, through cross frame recognition to learn and optimization, get the correspondence of citrus changes in practical application.

3.3 Citrus segmentation using static and temporal features

In order to segment and locate citrus more accurately, we propose a weakly supervised learning method, which uses the temporal constraints between consecutive frames provided by the unsupervised model to constrain the citrus prediction images obtained by the supervised learned encoder-decoder network. We uses converter to learn the relationship between the two prediction images, so as to focus on the concerns of citrus images, it makes the segmentation result more accurate.

Considering the different data distribution between different results, the cross model converter is used to construct the interaction information between different models. Through one-dimensional convolution dimension reduction, the two input features are mapped to the same dimension, and segmentation predictions of supervised learned model can be further enhanced by the such temporal constraints. After obtaining the temporal information, we add the location information to encode it, use the transformer structure based on self attention to model, and map and predict the structural features of the spliced transformer. The fusion network is optimized and iterated by supervised learning of prediction results and labels.

4 Experiments

In this section, we will describe the different types of data we collect. We show the training details of different models and report the performance of each model. Then summarize the ablations for other components of our method. For the sake of unified standards, the three model test sets we use are all the test sets of unsupervised models.

4.1 Databases

We evaluated supervised method on the citrus image dataset. The image database consists of 1513 citrus images and labels with a resolution of 1920*1080, it was collected at a distance of one meter from citrus fruit trees under natural light. Considering the corresponding relationship between labels and data and ensuring uniform distribution of database, we use 1200 citrus images as training set and 313 citrus images as verification set.

In order to get temporal information, we collected dataset containing citrus videos. The video database consists of recorded videos in which the citrus being picked and shaken. In normal light, we collected 300 videos, with an average of 30-40 seconds per video, the frame rate is 30
frames per second. We selected 60 videos, extracted one image every 5 frame, labeled them manually. And set 20 videos as the test set. We use the remaining 240 videos as the training data of the unsupervised model training.

For fusion networks, we use the prediction results generated by supervised model and unsupervised model, and take 30 video results as the training set and 10 videos as the verification set.

4.2 Implementation detail and metrics

Training. The training environment of all models is Ubuntu 18.04 and the processor is e5-2620 V4@2.10GHz, 8-core, 16GB ram, NVIDIA gefore RTX 2080ti. We train the following four supervised models (FCN [18], UNet [16], DeepLabv3 [19], PSPNet [17]) with batch size of 8, for 60 epochs. For unsupervised model, We first extract the video frames and adjust the resolution of each frame to 256 * 256. We use the basic feature to extract network resnet50, set the optimizer as SGD and the learning rate as 0.0002. When training the fusion model, we set batch size is 4, the learning rate as 0.003 and the optimizer is Adam.

Inference. At test time, we use the unsupervised network and give the initial label of the first frame to pass it into other frames of the video. At the same time, we make the trained supervised model get the segmentation results of the test set and put them into the fusion network for testing. We follow the standard metrics including precision (P) and intersection over union (IOU). P is defined as follows:

$$P = \frac{\text{num\_pixel}(\text{pred} = \text{gt})}{\text{num\_pixel}(\text{total})}$$ (1)

While $\text{num\_pixel}(\text{pred} = \text{gt})$ means predicted value equals the number of pixels in the real label, $\text{num\_pixel}(\text{total})$ is the number of pixels in the image, $\text{pred}$ and $\text{true}$ represent the predicted pixel value and the real label of citrus. IOU is be defined as:

$$\text{IOU} = \frac{\text{Area of Overlap}}{\text{Area of Union}} = \frac{A_{\text{pred}} \cap A_{\text{true}}}{A_{\text{pred}} \cup A_{\text{true}}}$$ (2)

While $A_{\text{pred}}$ means the predicted citrus region, $A_{\text{true}}$ means the real citrus region.

4.3 Comparison to existing approaches

Table 1. compares the proposed combination approach with several four supervised baselines and a unsupervised baseline. Firstly, it is clear that both supervised and unsupervised approaches can already provide good segmentation performance, where supervised models still clearly better than the unsupervised model. In addition, despite supervised trained UNet and PSPNet already achieved over 90% precision, the proposed approach uses the unsupervised-learned citrus movement information to bring extra benefit, allowing it achieving the best performance over all evaluated models, which demonstrated the capability of the proposed approach.

| supervised models | P    | IOU   |
|-------------------|------|-------|
| FCN [18]          | 0.873| 0.863 |
| PSPNet [17]       | 0.909| 0.840 |
| DeepLabv3 [19]    | 0.879| 0.854 |
| UNet [16]         | 0.912| 0.871 |
| Unsupervised model [10] | 0.789| 0.704 |
| Ours              | 0.936| 0.883 |

TABLE 1: We tested four supervised learning models and unsupervised learning citrus segmentation results under the same standard.

We use a video based unsupervised model to learn temporal information and correspondence, and provide test indicators, detailed in [32], results as seen in Table 2.
Fig. 3: We show the visualization effect of the following methods and manual annotation: four supervised learning models of citrus segmentation network, an unsupervised learning model to obtain temporal information from videos, and the model combines static and temporal information.

| J-mean | J-recall | J-decay | F-mean | F-recall | F-decay |
|--------|----------|---------|--------|----------|---------|
| 0.704  | 0.898    | 0.062   | 0.663  | 0.779    | 0.120   |

**TABLE 2**: We verified the effect of our citrus testset on the standard of video segmentation.

### 4.4 Ablation studies

In order to show the contribution from fusion model, we design four segmentation baselines to compare the results of our fusion network. In each fusion network, it is better than the baseline based method in the citrus test set. For example, compared with UNET, the fusion networks get P and IOU can reach 93.6% and 88.3% which are 2.4% and 1.2% higher than the original model. For FCN, our model a 2.8% increase in precision and 1.4% in IOU. Similarly, we do the same operation on DeepLabv3, which achieves the precision of 89.3% and IOU of 85.7%. We also tested our model on PSPNet, the indicators were improved by 1.2% point and 1.3% point, as shown in Figure 4, where the green histogram is our method, and the blue is the original baselines. These results show that our fusion model can get better segmentation effect than baseline.

In order to facilitate comparison, we use a simple weighted fusion method to stack the results of the supervised model and unsupervised model, then compare them with fusion model. We use the UNet model to compare it with the results shown in Table 3. We think that the common fusion method can not learn the characteristics of the two results, which proves the feasibility of using the fusion model again. We visualize our model in Figure 3.

**TABLE 3**: We used a simple image weighted average to compare our model.
5 Conclusion
We propose a cooperative citrus segmentation method for video of learning temporal information and pixel level generation at the same time. The architecture consists of three parts: (1) supervised baselines: we use several encoder-decoder baselines to roughly detect the position of citrus in each frame. (2) unsupervised model: we design an unsupervised video segmentation method to learn the change rule of Citrus between adjacent frames, and take it as a constraint. (3) Fusion model: we use the fusion network with attention mechanism to combine the correspondence and location information of citrus, improve the segmentation results. We evaluated the proposed method on the collected image/video citrus dataset, showing that it is better than all supervised learned baselines.

As explained above, the performance of add pixel position and temporal information is available, we try our best to reduce the trouble of manual annotation and achieve good results with a small amount of annotation. We hope that the method in this work can be helpful to the field of citrus segmentation.
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