The wisdom of the few: Predicting collective success from individual behavior
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Can we predict the future success of a product, service, or business by monitoring the behavior of a small set of individuals? A positive answer would have important implications for the science of success and managerial practices, yet recent works have supported diametrically opposite answers. To resolve this tension, we address this question in a unique, large-scale dataset that combines individuals' purchasing history with their social and mobility traits across an entire nation. Surprisingly, we find that the purchasing history alone enables the detection of small sets of “discoverers” whose early purchases consistently predict success. In contrast with the assumptions by most existing studies on word-of-mouth processes, the social hubs selected by network centrality are not consistently predictive of success. Our approach to detect key individuals has promise for applications in other research areas including science of science, technological forecasting, and behavioral finance.

Whenever we engage in daily activities, we leave traces of our actions. When we purchase in stores using a credit card, our payments are recorded in the credit card’s records. When calling our friends, several data (including our communication activity and our geographical location) are recorded in detailed logs by the telecommunication provider. Our increasing ability to collect and analyze human-generated data has fueled interdisciplinary efforts to quantify and predict socioeconomic and behavioral patterns at both the individual and the collective scale.1–5 A recent stream of studies—which can be grouped under the umbrella term science of success—with diverse as science,11 art,6 show business,7 and online social systems8–11, among others. Mostly rooted in complexity science, these studies have interpreted success as a collective phenomenon that results from a myriad of individuals’ actions, and they have examined success patterns of cultural products,11 individuals’ careers,2,11–13 and teams.11

Although these efforts have deepened our understanding of the collective dynamics of success, linking individual-level behavioral patterns and collective success remains elusive: In a complex socioeconomic system, are there key individuals whose actions are predictive of collective success? If rich individual-level data are available, how to best detect these individuals? If these key individuals exist and their behavior is persistent over time, organizations or policymakers might track them to make reliable success prediction of businesses, retailers, and products. However, the answers to these questions elude us because of two main challenges. First, it is usually hard to connect various sources of complex individual-level behavioral data and economic success data; many organizations and researchers usually have access to only one of these two kinds of data. Second, some studies attempted to link the behavior of social hubs (i.e., individuals with a disproportionate number of contacts) and the collective success of empirical or simulated diffusion processes in online social networks, but they led to opposite conclusions.11,12

Here, we overcome these challenges by rigorously measuring the predictive power of different sets of key individuals embedded in a large-scale socioeconomic system, and evaluating the predictive power of sets of individuals detected from three different kinds of individual-level behavioral data: purchasing, social, and mobility data. More specifically, we analyze an anonymized dataset16 that includes individuals’ time-stamped purchases in brick-and-mortar stores in an emerging country in America, and their social network based on mobile phone communication.11 We extract individuals’ purchases from a large-scale Credit Card Record (CCR) provided by a major bank (from June 2015 to May 2018); we extract individuals’ communication and mobility patterns from a massive Call Data Record (CDR) provided by a mobile phone operator (from January to December 2016) operating in the same country as the bank. Importantly, we can match a substantial number of individual11 in the CCR with the individuals in the CDR (see Supplementary Note S1). Differently from recent works on success prediction in science11 and online social systems,11 our unique anonymized dataset16 allows us to study the success prediction problem for (nameless) physical stores.

1 All the data analyzed in this article are anonymized. The subjects of the analysis (individuals and stores) are represented by meaningless hashes in the dataset. All individuals are non-identifiable, all stores are nameless, and all transactions are innominate.

2 Each individual in our dataset is non-identifiable, meaning that (s)he is represented by a meaningless hash in the dataset, and there is no way to reconstruct the individuals’ real identities.
We find that the early purchases by social hubs (detected as the most central nodes in the social network built from the Call Data Record) are not consistently predictive of success for the stores where they purchase. Motivated by this finding, differently from the vast body of literature on word-of-mouth diffusion and influential nodes in complex networks, we search for key individuals directly from the credit-card transaction time series, without using social-network information. Our analysis of the Credit Card Records reveals the existence of discoverers, a small set of individuals who repeatedly purchase in recently-opened stores that later become successful. We find that the early purchases (or lack thereof) by the discoverers are highly predictive about the eventual success of the stores where they purchase. The discoverers’ purchases have a stronger predictive power than those by social hubs, high-expenditure individuals, and explorative individuals detected through mobility-related trait and their number of visited stores.

While there is little overlap between the groups of discoverers for different store categories, the discoverers are characterized by socioeconomic traits that are consistent across categories. In particular, they exhibit above-median total expenditures, number of visited stores, network centrality (inferred from the analyzed mobile phone communication data), and mobility diversity. However, compared to the social hubs, they exhibit a significantly smaller number of contacts, and a larger mobility diversity and number of visited stores, suggesting that they play a substantially different role in the success dynamics. We also observe age and gender differences for the discoverers of different categories of stores.

Our findings support the wisdom of the few paradigm: in order to predict the future success of a recent agent in a large socioeconomic system, one can rely on the actions at the national level, and to connect it with the individuals’ purchasing, communication, and mobility patterns.

We report basic properties of the (nameless) eating places, food stores, and clothing stores found in the Credit Card Record (see Supplementary Note S1). The variables represent: the total number of first-time transactions in stores, \( T \); over the training period; the total number of stores that received transactions, \( S_{\text{tot}} \); the number of stores that received their first transaction within the training period (excluding the last two months), \( S_{\text{tr}} \); the average number of first-time customers per store, \( \langle c \rangle \), over the training period; the number of individuals who made purchases during the training period (excluding the last two months), \( I \); the average number of stores visited by the individual during the training period (excluding the last two months), \( \langle k \rangle \).

### RESULTS

#### Credit card record and call data record

We analyze a unique anonymized dataset that includes credit-card transactions of (non-identifiable) individual over a three-year temporal window (from June 2015 to May 2018). By recording only the first purchase of each individual in each nameless store and after pre-filtering the data (see Supplementary Note S1), the complete dataset includes more than 140 million of time-stamped transactions. In the following, whenever we will refer to an individual, this should be interpreted as a non-identifiable individual whose real identity is impossible to identify. Accordingly, whenever we will refer to a group of “detected” individuals, this should be interpreted as a group of individuals whose real identities cannot be identified. For the sake of better readability, when referring to the analyzed datasets and the individuals in the following, we shall omit the labels “anonymized” and “non-identifiable”.

The first observation is that the dataset is highly heterogeneous, encompassing categories as diverse as book stores, tech stores, and florists, among many others. To control for this heterogeneity, we restrict our analysis to three categories of stores that have a well-defined interpretation: eating places, clothing stores, and food stores. The stores that belong to each of the three categories are selected based on their Merchant Category Code (MCC) information present in our database – we refer to Supplementary Table S1 for details.

We split the dataset’s time span into three periods:

| Category     | \( T \) | \( S_{\text{tot}} \) | \( S_{\text{tr}} \) | \( S_{\text{out}} \) | \( \langle c \rangle \) | \( I \) | \( \langle k \rangle \) |
|--------------|--------|---------------------|----------------|----------------------|----------------|------|----------------|
| Eating places| 9,946,197 | 115,383 | 28,190 | 11,654 | 154.44 | 1,323,647 | 7.51 |
| Food stores  | 13,606,954 | 97,196 | 15,046 | 6,456 | 240.26 | 2,061,374 | 6.60 |
| Clothing stores | 3,967,272 | 66,753 | 12,809 | 3,822 | 32.80 | 1,166,701 | 5.40 |

TABLE I. Basic data properties. We report basic properties of the (nameless) eating places, food stores, and clothing stores found in the Credit Card Record (see Supplementary Note S1). The variables represent: the total number of first-time transactions in stores, \( T \); over the training period; the total number of stores that received transactions, \( S_{\text{tot}} \); the number of stores that received their first transaction within the training period (excluding the last two months), \( S_{\text{tr}} \); the average number of first-time customers per store, \( \langle c \rangle \), over the training period; the number of individuals who made purchases during the training period (excluding the last two months), \( I \); the average number of stores visited by the individual during the training period (excluding the last two months), \( \langle k \rangle \).
FIG. 1. **Individuals’ activity and discovery patterns for eating places.** (A) Distribution of the number of visited stores per individual. (B) Complementary cumulative distribution function of the number of first-time customers per store. (C) Same as (B) for each Merchant Category Code (see Table S1). (D) Number of discoveries vs. number of visited stores. The two variables are positively correlated, yet the trend deviates from the expected one under the null model, and some individuals collect significantly more discoveries than expected from their activity alone. The straight line represents the expectation under the null model, whereas the blue dots mark the top-1% individuals by surprisal. (E) Zipf plot of the individuals’ surprisal for the empirical data and the null model. The discrepancy between the two curves is significant, meaning that the surprisal values of most of the top-1% individuals by empirical surprisal (i.e., those at the left of the vertical dashed line) are significantly above the surprisal values expected for their ranking position. (F) Surprisal vs. number of visited stores. The two variables are only weakly correlated.

A 6-month pre-filtering period that is used to determine which stores appear for the first time in the training period that follows; a 18-month training period that ranges from December 2015 to May 2017, where we aim to detect groups of key individuals (described below); a 12-month validation period that is used to perform and validate success predictions. The main rationale behind our choice of the relative duration of training and validation period is that the validation period should be long enough to include a substantial number of new stores to validate our predictions, yet short enough to not exceedingly restrict the training period where we detect the key individuals.

Table I summarizes basic data properties. We denote as $k_i$ and $c_\alpha$ the number of stores visited by individual $i$ and the number of first-time customers of store $\alpha$, respectively. The individuals’ number of visited stores, $k$, is highly heterogeneous, with a small number of outliers with a large number of visited stores (Fig. E and Figs. S1-S2). Similarly, the number of first-time customers per store is highly heterogeneous (Figs. B) and dependent on the store category (Figs. C and Figs. S3-S4). The number of new stores per month (i.e., stores that receive their first transaction) shows a decreasing trend over time (Fig. S5). Besides the CCR, we analyze a CDR from the same market over a one-year period that overlaps with the CCR’s time span. For a subset of the population, we know both the social behavior (in terms of mobile phone communication) and the economic behavior (in terms of monetary purchases in stores) – see Supplementary Note S2 for details. From the CDR, we extract individual-level traits related to their centrality in the social network (time-averaged degree, collective influence, and social diversity), and mobility (radius of gyration and mobility diversity). We refer to Supplementary Note S3 for the details of the measured features.
Framing a success prediction problem

We consider the classification problem where we aim to predict whether a store introduced in the validation period will be among the top-10% shops by final number of first-time customers, among the stores with the same MCC that received their first transaction in the same month – if this is the case, we say that the store is successful. Our definition of success factors out two potential confounding factors in our measure of success: store age and category (see Fig. S4). To quantify the predictive power of a given group of individuals, $\mathcal{I}$, we measure the fraction of successful stores among those that featured an individual in $\mathcal{I}$ among the earliest $w$ first-time customers – we refer to this fraction as $\mathcal{I}$’s success rate. We divide this success rate by the baseline success rate given by the fraction of successful stores among those that received at least $w$ first-time customers by the end of the validation period, obtaining the fold increase of $\mathcal{I}$’s success rate with respect to the baseline expectation. For the sake of brevity, we refer to this ratio as $\mathcal{I}$’s success-rate fold increase. For each group $\mathcal{I}$ of individuals, we also measure alternative prediction evaluation metrics (recall, positive likelihood ratio, and Matthews’ correlation coefficient) – see Supplementary Note S4 for details.

Importantly, the above-defined problem allows us to quantify and compare the predictive power of the actions by different groups of individuals, offering the opportunity to clarify whether some groups of individuals exhibit a strong and consistent predictive power. The problem is fundamentally different from the influence maximization problem that has focused on the detection of vital nodes for the structure of and dynamics on a given network. Based on that stream of literature, it is natural to investigate whether sets of individuals that perform well in influence maximization problems (e.g., selected by degree or collective influence) make purchases that are predictive of success. The intuition would be the following: if social hubs have a disproportionate impact on diffusion processes, their purchases in recent stores might trigger large-scale word-of-mouth processes and, as a result, be predictive of success for the visited store. However, we find that this is not always the case.

The inconsistent predictive signal from the hubs’ purchases

We find that the social hubs (selected by appropriate time-averages of degree and collective influence, see Supplementary Note S3 for details) are not reliable predictors of success for the visited stores. For example, for eating places that received their first transaction within the validation period, the hubs’ success rate is 13.63% by considering the earliest 10 first-time customers, against the 11.38% baseline success rate, resulting in a 1.20-fold increase in success rate. The success-rate fold increase is even larger for social hubs selected by collective influence (1.27). These results indicate that the social hubs’ purchases are predictive of success for eating places and that, remarkably, the top-individuals by collective influence are better predictors of success than the top-individuals by degree. We observe a qualitatively similar result for food stores, but not for clothing stores: When considering the earliest 10 customers of a clothing store, the stores that received a purchase by a social hub (selected by degree) exhibit a success rate that is only marginally larger than the baseline (12.85% against 12.80%). The hubs’ success rate can be even smaller than the baseline for larger numbers of early customers included to make the prediction (see Fig. 2 and the related discussion below), and similar results are obtained with other prediction evaluation metrics (see Fig. S6). We conclude that in general, the early-purchases by the hubs are not reliable predictors of success for the visited store. The observed inconsistent performance of the social hubs aligns with the system-dependent conclusions on the role of social hubs for success prediction in online systems. Additional research is needed to uncover the reason why the social hubs are only predictive of success for specific store categories, which might reflect the different importance of word-of-mouth processes for the success of different categories of stores.

Discoverer detection

Motivated by our predictive problem and the inconsistent predictive signal from the social hubs, we adopt a statistical procedure that seeks to find individuals – referred to as discoverers, who are persistently able to discover stores with a high potential of becoming popular. To this end, we define a discovery as an early purchase in a store that later becomes successful. The discoverers are selected by a measure of statistical unexpectedness – called surprisal, a term coined in thermodynamics – that quantifies how unlikely the observed number of discoveries was under a null model that preserves the individuals’ level of activity (in terms of number of visited stores) and assumes that everyone has the same likelihood to collect a discovery – see for the details. In general, it is not guaranteed that there exists a sizeable set of individuals whose number of discoveries significantly deviate from the expectations from the null model, once we account for the possibility of achieving an unexpected number of discoveries by statistical fluctuations.

However, we find that while the number of discoveries per individual is positively correlated with the number of visited stores (Fig. 1D), the deviations from the trend are significant and cannot be explained by chance. To rule out the possibility that high values of surprisal are obtained through random fluctuations, we compare the empirical surprisal values of the detected discoverers with the top-surprisal values observed by resampling the individuals’ number of discoveries from the null-model distribution (see Material and ). We find that the largest empirical surprisal values are significantly larger than the
largest surprisal values obtained by resampling the individuals’ number of discoveries (Fig. 1). The surprisal values are little correlated with the individuals’ number of visited stores, indicating that activity alone is not a good proxy for the propensity of an individual to discover successful stores (Fig. 1). The results in Fig. 1 refer to eating places; results for other store categories are qualitatively similar (Figs. S1–S2). Taken together, these findings indicate that some individuals exhibit a clear propensity to purchase in recently-opened stores that later become successful, and it is highly unlikely that this pattern can be explained solely by the individuals’ level of activity.

Tracking detected individuals to predict store success

The previous analysis reveals that there exist individuals who repeatedly purchase in recent stores that later end up being successful. Yet, the detected individuals would have true predictive value only if they would be predictive of success over a time window that follows the training period. Is the discoverers’ tendency to collect discoveries persistent enough over time to allow us to track their actions for reliable out-of-sample success predictions? This is not obvious a priori, but if it would be the case, it would suggest that discovering successful stores is a persistent behavioral trait of the discoverers. Besides, are the predictions made by tracking the discoverers’ purchases more accurate than those obtained through other groups of top-individuals, selected by network centrality measures (hubs selected by degree\textsuperscript{10}, collective influence\textsuperscript{29}, and social diversity\textsuperscript{31}), total expenditures (high-expenditure\textsuperscript{32} individuals\textsuperscript{33}), number of visited stores (store explorers), and mobility-related features (explorers selected by mobility diversity\textsuperscript{33} and radius of gyration\textsuperscript{29})? We refer to the Supplementary Notes S2–S3 for all details on the detection of the groups of top-individuals included in the analysis. Driven by these questions, we study the predictive problem framed above, where the predictive power of top-individuals detected within the training period is evaluated for stores that received their first transaction within the validation period.

We find that the detected discoverers exhibit a consistent predictive signal across all three store categories (Fig. 2). In particular, for eating places and food stores, the discoverers exhibit the largest success-rate fold increase for all numbers of included early customers (Figs. 2A–B). For clothing stores, explorers selected by radius of gyration exhibit a similar success rate to the discoverers’ one (Figs. 2C). The early purchases by other classes of individuals might still be associated with larger-than-baseline success rates, yet none of the other groups of individuals is competitive across all three store categories. This is true not only for the social hubs (see the discussion above), but also for high-expenditure individuals and explorers – we refer to Fig. 2 for the full results.

Similar conclusions can be drawn from the results obtained with two more prediction evaluation metrics: the Matthews’ correlation coefficient and the positive likelihood ratio\textsuperscript{28} – we refer to Fig. S6 for the detailed results. The recall metric (namely, the fraction of successful stores that are classified as successful) exhibits a different trend compared to the success rate because by construction, it favors groups of individuals that purchased in many different stores. Because of this, store explorers exhibit the largest recall values across all three categories, followed by the discoverers and high-expenditure individuals (see Fig. S6). Our results are reasonably ro-

FIG. 2. Wisdom of the few: Success predictions based on groups of key individuals. Success-rate fold increase for stores visited early on by different groups of top-individuals, for eating places (A), food stores (B), and clothing stores (C) that received their first transaction within the validation period. The discoverers’ success rate is substantially larger than that of other groups for eating and food stores. The discoverers and the explorers selected by radius of gyration are similarly competitive for clothing stores, and they outperform the other groups. Compared to the discoverers, the performance by other groups of selected individuals is inconsistent or weaker. For example, the social hubs are associated with an above-baseline success rate for eating places and food stores, but not for clothing stores. The explorers (selected by radius of gyration) exhibit a success rate comparable to the discoverers’ one for clothing stores, but their predictive power is substantially weaker for eating places and food stores.
FIG. 3. Profiling key individuals: Discoverers, social hubs, and explorers. (A) The radar plot illustrates the profiling of a group of individuals (discoverers of eating places). We compare the individuals’ traits (represented by the radars’ axes) with the traits’ population medians (connected by the red polygon). (B) For each group of individuals (row), \( T \), and each trait (column), \( T_i \), we report the difference between \( T_i \)’s median for individuals in \( T \) and the population median, normalized by the population median. Some of the discoverers’ socioeconomic and mobility traits are consistent: regardless of store category, the typical discoverer exhibits above-median total expenditures, number of visited stores, collective influence, number of social contacts, and mobility diversity. By contrast, the discoverers’ demographic traits (age and gender) are category-dependent. The traits of social hubs and store explorers are also reported. Alongside the reported relative differences, single (‘’) or double (‘**’) stars mark significance levels below \( P < 0.05 \) and \( P < 0.01 \), respectively, under the binomial test for female ratio, and the Mood’s median test for all other features (see Material and ).

Beyond the classification problem, one can also investigate whether stores that received a discoverer among the earliest customers tend to receive a larger number of customers in the future. We find that this is the case across all three store categories. For example, among the eating places that received their first transaction in the validation period, those that had a discoverer among the earliest 10 customers tend to gain approximately 40.3% more first-time customers that the average store with the same age and category. Similar results are obtained for food and clothing stores, where the relative fold increases of the final number of customers associated with the presence of a discoverer among the earliest customers are 33.2% and 17.0%, respectively (see Fig. S15 for the detailed results as a function of the number of early customers included in the analysis). Taken together, our results indicate that early purchases by the discoverers are associated with increased odds of success and an increased number of customers with respect to the baseline.

Socioeconomic characterization of discoverers, social hubs, and explorers

Having detected the discoverers and measured their predictive power, it is inevitable to investigate which traits make them different from ordinary individuals and social hubs. This is relevant for companies in order to detect prospective discoverers in scenarios where transaction data for their customers are not available, and potentially nudge into behaving as discoverers individuals who exhibit appropriate combinations of traits. We start by observing that there is little overlap between pairs of groups of discoverers of different categories of stores: The largest overlap is 380 common discoverers among the discoverers of eating places and food stores (corresponding to the 2.8% of the discoverers of eating places and the 1.8% of the discoverers of food stores); the largest Jaccard similarity is 0.015 observed between the discoverers of eating places and clothing stores. This indicates that it is unlikely that a discoverer in one category is also a discoverer in another category of stores, suggesting that the discoverers are highly specialized.

Interesting demographic differences emerge across the groups of individuals (Fig. 5). The discoverers’ demographic traits are consistent with the store explorers’ ones for eating places (the members of both groups tend to be males whose age is below the population median) and for clothing stores (the members of both groups tend to be
female). A clear difference emerges for food stores: the store explorers tend to be males with below-median age, yet the discoverers tend to be female with above-median age. Hence, not only store explorers are not necessarily discoverers (Fig. 1F), but the two groups of individuals can also exhibit starkly different demographic traits.

As for socioeconomic traits, across all three store categories, the trait where the discoverers’ median deviates the most from the population median is the number of visited stores, followed by total expenditures, collective influence, and number of contacts (for all these differences, \( P < 0.01 \) according to the Mood's median test). The discoverers’ large expenditures and number of social contacts suggest that they have a higher socioeconomic status and degree of social connectedness than ordinary individuals. In this sense, they respect the traits of early adopters outlined in Rogers’ seminal work on the diffusion of innovations. Yet, the discoverers are not outstanding in any of these traits: for example, the social hubs selected by degree exhibit a substantially larger number of contacts, and store explorers purchase in a substantially larger number of stores. We also notice that the discoverers’ mobility diversity is slightly above the population median, with the smallest relative difference observed for the discoverers of food stores (+2.0%, \( P < 0.05 \)). Overall, these results support a scenario where the discoverers benefit from various socioeconomic traits, yet none of the investigated traits is predictive of the behavior of an individual as a discoverer. Further research is necessary to assess whether alternative socioeconomic traits, or some psychological traits, can be leveraged to accurately distinguish the discoverers from the rest of the population.

Intriguingly, we can compare the socioeconomic and demographic traits of the social hubs with results obtained by previous studies. We find that the social hubs (selected by degree and collective influence) exhibit above-median expenditures (\( P < 0.01 \)). This is in qualitative agreement with previous studies that reported that expenditures are a reliable proxy for monthly income and social hubs tend to have a higher economic status. The social hubs also exhibit an above-median number of visited stores, but not an above-median radius of gyration nor mobility diversity. In line with previous findings on online platforms, social hubs tend to be males. Compared to the discoverers, the social hubs exhibit a smaller radius of gyration and a smaller number of visited stores. Store explorers tend to be more central in the social network and to travel for a longer distance (as measured by their radius of gyration) than the discoverers.

**DISCUSSION**

This article focused on a data-rich scenario where we have access to individual-level purchasing history, communication activity, and mobility information. Our results support the *wisdom of the few* paradigm: only a small set of individuals act as reliable success predictors, and we can accurately detect them from the transaction history through a parsimonious and highly-scalable statistical procedure, without the need to integrate social and mobility information. This is highly non-trivial because of the several factors that can limit success predictability in complex socioeconomic systems, and the recent contrasting conclusions on the possibility to predict success based on key individuals. Our general approach to measure the predictive power of individuals has promise for applications in different social systems, and additional research is needed to establish the degree of universality of our results.

Most of the influencer-related literature aims to detect influential individuals from their position in a social network. However, our results reveal that early purchases by social hubs are only predictive of success for specific store categories, and their predictive signal is weaker than that observed for discoverers. By contrast, the discoverers are not among the most central individuals in the social network that we analyzed, yet their monetary transactions are predictive of the stores’ potential, without the need to explicitly consider the social network the discoverers are embedded in. Therefore, companies and organizations that have only access to transaction data would be able to use our approach to detect key individuals for success prediction.

This paper extends the recent stream of literature on success prediction by focusing on brick-and-mortar stores. In today’s world where online purchasing is disrupting traditional offline retailing, organizations, marketers and investors can benefit from understanding the factors that can drive a store to long-term success. This is relevant not only to traditional brick-and-mortar stores, but also to companies that aim to combine online and offline retailing activities to improve sales and customer experience. In line with the growing number of studies on popularity prediction in online systems and impact prediction in science, our definition of store success builds on a popularity-based metric: the number of first-time customers received by a store. This choice allowed us to ask a well-defined predictive question. On the other hand, alternative metrics (e.g., the number of regular or satisfied customers) may capture different and equally relevant dimensions of store success. Understanding how to best quantify and predict store success is a challenge for future research, and it may require a combination of popularity-based and monetary indicators.

To conclude, three limitations of our study need to be addressed in future studies. First, our study implicitly assumed that mobile-phone communication data provide us with sufficiently good estimates of the individuals’ centrality in the actual network of social contacts. On the other hand, with the rise of online social networks and instant messaging platforms, the phone communication network only provides us with a partial representation of the actual communication flows in society. Obtaining a complete representation of the social communication
patterns across an entire nation is clearly unattainable. Therefore, while the incompleteness of our social graph is a limitation of our work, it also mimics a real-world managerial scenario where an organization has only access to incomplete social information about its customers. Future studies need to generalize our results to online communities or virtual worlds where data on individuals’ social connections, communication, and behavior are (nearly) complete.

Second, as for the interpretability-accuracy tradeoff in success predictions[22], our simple classifiers based on the early purchases by selected groups of key individuals have the advantage of having a clear interpretation in terms of individuals’ behavioral patterns. At the same time, we did not attempt to maximize the predictive performance. Machine-learning algorithms that incorporate multiple, diverse features might achieve higher precision. In this direction, an exhaustive analysis of the predictability of store success based on many different features, in line with extensive studies carried out for virality prediction in online systems[23,24] is desirable. In future studies, our classifiers based on specific groups of key individuals can be used as baselines for future studies on early-stage success prediction in diverse kinds of socioeconomic systems.

Finally, based on our data, we cannot establish any causal connection between the discoverers’ purchases and the success of the stores. We have addressed the predictive question of whether the purchases by selected key individuals are consistent indicators of future success, but we did not address the question of whether the detected discoverers can accelerate the diffusion processes they participate in, similarly as the long-studied opinion leaders and influencers are assumed to [25,26,27]. Do the discoverers influence their peers through direct communication, or do they choose stores that have a high potential to gain many customers, without actively influencing their future popularity? Are they influential or susceptible members of their social network[28]? What would happen if the discoverers are chosen as seeds of a diffusion process[27], or prevented from adopting a recent innovation they are potentially interested in? Clarifying the role played by the discoverers in empirical diffusion processes through both observational data analysis and field experiments is an intriguing direction for future research.

I. MATERIALS AND METHODS

Discoverer detection

We aim to quantify individuals’ tendency to purchase in recent stores that later become successful. To this end, we define a *discovery* as an event where an individual purchases in a store no later than $\Delta$ days after the store received its first transaction, and the store turns out to be successful. A store is considered as successful if it is among the top-$z\%$ stores by final number of first-time customers (at the end of the training period), among the stores with the same Merchant Category Code that received their first transaction in the same month. Stores that received their first transaction within the last two months of the training period are excluded from the analysis; similarly, transactions in that period do not contribute to the individuals’ number of visited stores and discoveries, but only to the stores’ number of customers. In the following, we denote the individuals who made at least one transaction in a store included in the analysis as $i \in \{1, \ldots, I\}$, where $I$ is the total number of active individuals.

We determine individual $i$’s propensity to discover successful stores as the unexpectedness of $i$’s observed number of discoveries, $d_i^*$, in terms of the statistical surprisal
\[
s_i = -\log P_i(d \geq d_i^*),
\]
where $P_i(d \geq d_i^*)$ represents the probability that individual $i$ collected $d_i^*$ or more discoveries given its total number of visited stores, $k_i$. More specifically, the probability $P_i(d \geq d_i^*)$ is determined analytically as follows. We consider a process where each individual $i$ draws (without replacement) $k_i$ marbles out of an urn which contains $T$ marbles, $D$ of which are labelled as “discoveries”; $T$ and $D$ match the empirical number of first-time transactions and discoveries, respectively: $T = \sum_i k_i$, and $D = \sum_i d_i^*$. This choice of the null model aims to factor out individuals’ level of activity, $k_i$, from the surprisal measure. The probability that $i$ achieves $d$ discoveries follows the hypergeometric distribution with mean $\langle d_i \rangle = k_iD/T$:
\[
P_i(d|k_i) = \left(\begin{array}{c}D \\ d\end{array}\right) \left(\frac{T-D}{k_i-d}\right). \tag{1}
\]

Individual $i$’s surprisal is given by
\[
s_i = -\log P_i(d \geq d_i^*) = -\log \left(\sum_{d=d_i^*}^{\infty} P_i(d|k_i)\right). \tag{2}
\]
The discoverers are detected as the top-$\tau\%$ individuals by $s$. Results in the main text have been obtained with $z = 10\%$, $\Delta = 90$ days, $\tau = 1\%$; results for different values of $z$, $\Delta$, $\tau$ are reported in Figs. S7–S9.

The surprisal metric naturally rewards individuals whose observed number of discoveries $d_i^*$ far exceeds their expected number of discoveries under the null model. For example, for eating places, the top-individual by surprisal collected 20 discoveries out of 68 eating places where he purchased. His expected number of discoveries under the null model was 2.56, meaning that he collected roughly eight times more discoveries than expected by chance. The probability he achieved 20 discoveries under the null model is $4.7 \times 10^{-13}$, resulting in a large surprisal value ($s = 28.4$).

The bootstrap procedure

Even in a random sampling process, some individuals might still achieve a large value of surprisal due to
statistical fluctuations. To ascertain that the largest observed values of surprisal cannot be explained by chance, we perform a bootstrap analysis. In each realization of the bootstrap procedure, for each individual, we extract its number of discoveries from the hypergeometric distribution, and compute the surprisal value, associated with the extracted number of discoveries. For each bootstrap realization, we rank the individuals according to their surprisal, obtaining the Zipf’s plot for that realization. We then average the Zipf plot obtained over different realizations, and compare the resulting Zipf plot with the Zipf plot corresponding to the empirical surprisal values. The results show that for the highest ranking positions, the empirical surprisal values are significantly larger than the bootstrapped ones (Figs. S1–S2).

Groups of top individuals

We consider eight groups of top individuals, that can be broadly classified into four categories: Discoverers, social hubs, explorers, and high-expenditure individuals. We provide a brief description of the four categories: (1) The discoverers are selected by the surprisal defined in Eq. (2); (2) The social hubs (or briefly, hubs) are selected by appropriate time-averages of three centrality metrics extracted from the CDR: degree, collective influence, and social diversity; (3) The explorers are selected by three metrics: total number of visited stores (extracted from the CCR), time-average of mobility diversity and radius of gyration (extracted from the CCR); (4) The high-expenditure individuals selected by their time-averaged total expenditures. For each store category, we selected the top-τ% individuals for each trait as the top-individuals. This choice corresponds allows us to use the same number of top-individuals for all classifiers. All results in the manuscript have been obtained with τ% = 1%; results for more selective thresholds are shown in Fig. S10. We refer to the Supplementary Notes S2–S3 for all details on the detection of these groups of individuals.

Statistical analysis

The statistical significance of the differences between group and population median displayed in Fig. 3 have been obtained through the Binomial test and Mood’s median test for the female ratio and all the other traits, respectively. The binomial test allows us to test the null hypothesis that males and females are equally likely to occur in the detected group of individuals. The Mood’s median test allows us to test whether the group and population median were extracted from two populations with the same median.
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TABLE S1. Definition of the three store categories analyzed in this paper in terms of the Merchant Category Codes (MCCs) of the included stores.

SUPPLEMENTARY NOTE S1: DATA FILTERING AND NETWORKS CONSTRUCTION

Before describing the data, we point out that all the data analyzed in the article are anonymized. The subjects of the analysis (individuals and stores) are represented by meaningless hashes in the dataset. All individuals are non-identifiable, meaning that there is no way to reconstruct the individuals’ real identities; all stores are nameless, there is no way to reconstruct the stores’ real name; all transactions are innominate. For the sake of better readability, when referring to the analyzed datasets and the individuals in the following, we shall omit the labels “anonymized” and “non-identifiable”. Nevertheless, whenever we will refer to an individual, it should be interpreted as a non-identifiable individual whose real identity is impossible to identify. Whenever we will refer to a group of ”detected” individuals, it should be interpreted as a group of individuals whose real identities cannot be identified.

Credit Card Record (CDR)

We analyzed a Credit Card Record (CCR) from a large bank in an emerging country collected over a three-year period from June 2015 to June 2018. We filtered out stores with less than ten customers throughout the whole data time span. We consider three store categories: eating places, food stores, and clothing stores. The three categories have been selected according to the Merchant Category Codes (MCCs) that are available in the data, according to the classification scheme reported in Table S1. We study separately three temporal bipartite networks where individuals are connected to the stores they purchased in. The time-stamp of each link is determined by the time-stamp of the first purchase by the individual.

We split the three-year CCR into three non-overlapping periods, as explained below. The time periods reported below refer to the ones that were used for the analysis in the main text; in Supplementary Note S5, we tested the robustness of our results with respect to other choices for the data partitioning.

- **Pre-filtering period (June 2015 – November 2015)**. We used this period to assess whether a store that appears in the training period is a new store or a previously-existing one. If a store found in the training period is also found in the pre-filtering period, it is a pre-existing one and does not contribute to the customers’ number of discoveries, whereas it still contributes to their number of visited stores.

- **Training period (December 2015 – May 2017)**. We analyze separately the three categories of stores reported in Table S1. A potential issue is that the discoverer detection procedure requires us to estimate the success of the stores, which might be unreliable for stores that received their first transaction near the end of the
training period. For this reason, we filtered out from the analysis the stores introduced less than two months before the end of the training period. The total number of relevant stores is denoted as \( S \). The time \( t_{i\alpha} \) of each link \((i, \alpha)\) is determined by the first visit of individual \( i \) to store \( \alpha \). We denote as \( k_i \) and \( v_\alpha \) the number of stores visited by individual \( i \) within the training period (excluding the last two months of this period) and the number of first-time customers of store \( \alpha \), respectively. We denote as \( d_i \) the number of discoveries collected by individual \( i \) within the training period (excluding the last two months of this period). The reason for excluding the last two months when measuring \( k_i \) and \( d_i \) is that the estimation of success might be unreliable for the shops that appeared for the first time near the end of the training period.

- **Validation period (June 2017 – May 2018).** The transactions from June 2017 to May 2018 are used as validation period to assess the out-of-sample predictive signal for different groups of detected individuals. We focus on the stores that were opened within this period, and assess the relation between the presence/absence of different groups of individuals among the earliest customers and the future success of the store (see Supplementary Note S3 for the details). Again, a potential issue is that the prediction evaluation procedure requires us to estimate the future success of the stores, which might be unreliable for stores opened near to the end of the validation period. For this reason, we filtered out from the analysis the stores introduced less than two months before the end of the validation period. We denote by \( V \) the resulting number of relevant stores.

**Call Data Record (CDR) and its relation with the CCR**

We analyzed a Call Data Record (CDR) from a large mobile phone operator from the same country where the CCR was recorded. The CDR used in this study covers a one-year period from January 2016 to December 2016. Importantly, this period overlaps with the CCR’s time span, and it is possible to partially match the individuals in the CDR with the individuals in the CCR (see below). For each telco customer, the CDR contains all the calls she made to or received from both other telco customers and non-customers. This implies that for the telco customers, we can observe their complete mobile-phone communication activity, whereas for the non-customers, we can only see their communications with the telco customers. Besides, each individual may be telco customer only for specific months of the year, but not throughout the whole year.

In our work, we use the CDR to construct 12 snapshots of the social network. For each month, we only include the telco customers in the network. When computing the time-averaged centrality metrics of each individual in the social network, we only include the months when the target individual was a telco customer. The rationale is that the individuals’ centrality is largely underestimated in the months when they are not telco customers, because their calls from/to non-telco customers are not included. We refer to Supplementary Note S2 for a description of how the time-averaged centrality metrics were computed.

**SUPPLEMENTARY NOTE S2: INDIVIDUAL-LEVEL TRAITS EXTRACTED FROM THE CCR**

We describe here how we extracted the individual-level traits of interest from the available CCR.

- **Surprisal (Discoverers).**
  The individuals’ surprisal is defined by Eq. (2) in the main text. We refer to the main text for the details of its computation. The discoverers of a given category of stores are the top-\( \tau \)% individuals by the surprisal obtained by analyzing the respective category of stores.

- **Number of visited stores (Store explorers).**
  For each of the three categories of stores considered in our work, we count the number of visited stores per individual, \( k \), within the training period. The store explorers of a given category of stores are the top-\( \tau \)% individuals by number of visited stores within the training period.

- **Time-averaged total expenditure (High-expenditure individuals).**
  For each bank customer who made at least one purchase within the training period, we extract his/her total expenditures from each month between January and December 2016, and we average over this 12-month period. The high-expenditure individuals are the top-\( \tau \)% individuals by time-averaged total expenditure.
SUPPLEMENTARY NOTE S3: INDIVIDUAL-LEVEL TRAITS EXTRACTED FROM THE CDR

We describe here how we extracted the individual-level traits of interest from the available CDR. The extracted traits are used both to detect the top-individuals used to make predictions (as detailed below), and to characterize the groups of top-individuals in Fig. 4 of the main text.

Centrality and social hubs

We introduce here appropriate time averages of three different centrality metrics: degree, collective influence, social diversity.

• Time-averaged number of contacts (Social hubs by degree).

The number of contacts (or degree) of the individuals in the social network is probably the simplest metric to quantify individuals’ centrality\(^4\). Individuals with a large number of contacts – social hubs – have been first used for success prediction by Goldenberg et al.\(^8\). To detect the social hubs\(^8\), we measure the number of contacts per individual within each month, \(k_i(t)\). We denote by \(T(t)\) the set of telco customers in month \(t\). An individual may be telco customers only for some months within the CDR timespan. Motivated by the lines of reasoning in Supplementary Note S1, we define the time-averaged number of contacts for individual \(i\) as

\[
\overline{k}_i = \frac{\sum_t \delta(i \in T(t)) k_i(t)}{\sum_t \delta(i \in T(t))}.
\] (3)

From the definition, it follows that \(\overline{k}_i > 0\) only for those individuals who are telco customers for at least one month. Only the months when an individual is a telco customer are included in the average. The social hubs by degree are the top-\(\tau\)% individuals by \(\overline{k}_i\), among the individuals who are found in the CCR and made at least one purchase in stores of the analyzed category within the training period.

We note that if an individual is found in the CCR but she is not among the telco customers, she obtains \(\overline{k}_i = 0\) and cannot be detected as a social hub. This is a consequence of the incompleteness of our data: given a set of individuals who make transactions in the CDR, we do not know the communication activity for all of them and, as a result, we can only detect the top-individuals by centrality among those that are also telco customers. Similar remarks apply for all other individuals’ traits extracted from the CDR.

• Time-averaged Collective Influence (Social hubs by Collective Influence, CI).

While the degree is the simplest centrality metric in networks\(^4\), it neglects higher-order network effects that are potentially informative about the position of the nodes. As a more sophisticated metric of network centrality, we rely on the collective influence metric introduced by Morone and Makse\(^25\). The metric detects the minimal set of nodes that, once removed from the network, disrupt the network’s giant component. The detection of these nodes is typically referred to as the structural influence maximization problem\(^26\). Morone and Makse\(^25\) solved analytically the problem through the theory of optimal percolation on graphs, and showed that the collective influence metric provides a reliable approximation to the solution of the problem and, at the same time, can be computed rapidly on large datasets. By considering the network of telco customers in month \(t\), the collective influence \(\text{CI}_i(t)\) of a telco customer \(i\) in month \(t\) is given by\(^25\)

\[
\text{CI}_i^{(1)}(t) = (k_i(t) - 1) \sum_{j \in \partial B_l(i)} (k_j(t) - 1),
\] (4)

where \(B_l(i)\) denotes the ball of radius \(l\) centered in \(i\), and \(\partial B_l(i)\) denotes its frontier\(^25\). Here, we set \(l = 1\). As we did for the number of contacts, we define the time-averaged collective influence of individual \(i\) as

\[
\overline{\text{CI}_i^{(1)}} = \frac{\sum_t \delta(i \in T(t)) \text{CI}_i^{(1)}(t)}{\sum_t \delta(i \in T(t))}.
\] (5)

The social hubs by collective influence are the top-\(\tau\)% individuals by \(\overline{\text{CI}_i^{(1)}}\), among the individuals who are also found in the CCR and made at least one purchase in stores of the analyzed category within the training period.
• Time-averaged social diversity (Social hubs by social diversity)

We consider an alternative metric of social importance that has brought insights into regional socioeconomic development\(^21\). The social diversity metric quantifies whether a given individual tends to communicate repeatedly with a restricted set of contacts, or whether she contacts a diverse set of people. It is defined as the entropy\(^31\)

\[
S^S_i(t) = -\sum_j \left( \frac{w_{ij}(t)}{w_i(t)} \right) \log \left( \frac{w_{ij}(t)}{w_i(t)} \right)
\]

where \(w_i\) represents \(i\)'s total number of interactions within month \(t\), \(w_{ij}(t)\) the total number of interactions between \(i\) and \(j\) within month \(t\). If a person \(i\) has only one contact \(j\) over one month \(t\), then \(w_{ij}(t) = \delta_{ij}\) and, as a consequence, \(S^S_i(t) = 0\). As we did for the previous centralities, we define the time-averaged social diversity of individual \(i\) as

\[
\overline{S^S_i} = \frac{\sum_t \delta(i \in T(t)) S^S_i(t)}{\sum_t \delta(i \in T(t))}
\]

The social hubs by social diversity are the top-\(\tau\)% individuals by \(\overline{S^S_i}\), among the individuals who are also found in the CCR and made at least one purchase in stores of the analyzed category within the training period.

Mobility-related traits and explorers

• Time-averaged mobility diversity

The mobility diversity metric has been introduced to characterize the predictability of human mobility\(^22\). The idea is to understand whether a given individual uses a restricted number of antennas or a diverse set of antennas. The latter means that the individual has been in a diverse set of locations, which is a manifestation of high mobility. The mobility diversity of individual \(i\) is given by the following entropy\(^30\)

\[
S^M_i(t) = -\sum_a \left( \frac{c_{ia}(t)/c_i(t)}{\log(c_i(t))} \right)
\]

where \(c_{ia}(t)\) denotes the number of calls made/received by \(i\) through antenna \(a\) within month \(t\), and \(c_i\) denotes the total number of calls made/received by individual \(i\) within month \(t\). If \(i\) uses only one antenna within month \(t\), \(c_{ia}(t) = c_i(t)\) which results in \(S^M_i(t) = 0\). On the other hand, individuals who made/received calls from many different antenna are characterized by large values of \(S^M_i(t)\). As we did for the previous CDR-extracted traits, we define the time-averaged mobility diversity of individual \(i\) as

\[
\overline{S^M_i} = \frac{\sum_t \delta(i \in T(t)) S^M_i(t)}{\sum_t \delta(i \in T(t))}
\]

The explorers by mobility diversity are the top-\(\tau\)% individuals by \(\overline{S^M_i}\), among the individuals who are also found in the CCR and made at least one purchase in stores of the analyzed category within the training period.

• Time-averaged radius of gyration

The radius of gyration can be interpreted as the characteristic distance traveled by a given individual\(^29\). This metric has been used to distinguish explorative individuals from "returner" individuals who tend to only visit a small number of locations\(^33\). Individual \(i\)'s total radius of gyration \(r_g\) is defined as

\[
r_i = \sqrt{\frac{1}{N_i} \sum_{l \in L_i} n_{il} \left( r(l) - \overline{r_i}^{CM} \right)^2},
\]

where \(n_{il}\) denotes the number of times individual \(i\) uses antenna \(l\) within month \(t\), \(L_i\) denotes the set of antennas that individual \(i\) visited, \(N_i = \sum_{l \in L_i} n_{il}\), \(r(l)\) is a two-dimensional vector describing the geographic coordinates of location \(l\), \(\overline{r_i}^{CM}\) represents individual \(i\)'s center of mass. As we did for the previous CDR-extracted traits, we define the time-averaged radius of gyration of individual \(i\) as

\[
\overline{r_i} = \frac{\sum_t \delta(i \in T(t)) r_i(t)}{\sum_t \delta(i \in T(t))}
\]

The explorers by radius of gyration are the top-\(\tau\)% individuals by \(\overline{r}\), among the individuals who are also found in the CCR and made at least one purchase in stores of the analyzed category within the training period.
SUPPLEMENTARY NOTE S4: SUCCESS PREDICTION

We provide here all details on the formulation of the predictive problem, the Naive Bayes Classifiers used in the paper, and the prediction evaluation metrics.

Formulation of the predictive problem

In line with the literature on the prediction of popularity in online systems, we aim to address the following question: Can we use the behavioral and socioeconomic traits of stores’ early customers to predict the eventual popularity of the store? In other words, we peek into the stores’ early activity data, and we aim to use this information to predict the stores’ eventual success. Formulating the related predictive problem requires two design choices: (1) How much peeking into early activity in a store is allowed, and (2) which metric of store success we aim to predict.

As for (1), ideally, we would like to look at a period of early activity that is short enough that the eventual success of the store is not evident. Besides, we would like to exclude from the predictive problem stores that only received few customers and, for this reason, are unlikely to become successful in the future. Motivated by these considerations, we peek into the stores’ earliest w first-time customer, where we vary w from 5 to 30; when we consider the earliest w first-time customer, only stores that received at least w first-time customer are included in the analysis.

As for (2), a broad range of predictive problems emerges depending on the dimension of store success that we aim to predict. In this work, we focus on the stores’ popularity, v, defined by their total number of first-time customers (i.e., the total number of people who purchase in the store at least once). However, we cannot use directly v to define the group of successful stores, as v is strongly influenced by store age and MCC (see Supplementary Note S2). One faces an analogous issue when measuring the impact of scientific papers through citation-based indicators (which often results in metrics of impact that are biased by paper age and scientific field), or when attempting to compare the performance of different innovation diffusion processes that started at different points in time. To factor out these confounding effects, we define the group P of popular stores as the group of stores that are ranked among the top-s% stores by cumulative number of first-time customers, among stores with the same MCC that received their first transaction in the same month. The cumulative number of first-time customers is measured throughout the complete validation period. Assessing the popularity of each store only in relation to stores of the same MCC and age directly removes the bias of v without the need to know the distribution of v.

Putting together (1) and (2), we formulate a binary classification problem where we observe the earliest w first-time customers of a store within the validation period (excluding the last two months), and we aim to predict whether the store will end up in the group P of the popular stores. Importantly, to validate the predictions, we only consider stores that received their first purchase during the validation period (excluding the last two months), whereas the eight different classes of top-individuals defined in the main text and Supplementary Note S2 are detected within the training period.

Naive Bayes Classifiers (NBCs)

To quantify the predictive performance of different groups of individuals, we consider Naive Bayes Classifiers (NBCs). For each group I of relevant individuals (e.g., I can represent the set of discoverers), we consider the simplest possible classification rule: a store is classified as successful if at least one individual i ∈ I was among the earliest w customers, as non-successful otherwise. Such a simple classifier allows us to compare the predictive power of the eight groups of relevant individuals considered here. From a machine-learning standpoint, this classifier requires no model training: it only takes as input the list of individuals detected within the training period. It is useful to introduce a random classifier that provides us, for each prediction evaluation metric, with a baseline performance metric. Such a random classifier is simply a random guess: each store is classified as successful with probability 0.5, as non-successful with probability 0.5.

Beyond this simple classifier, we also consider “two-dimensional” NBCs that result from the joint presence of individuals from two groups of relevant individuals. For each pair (I_1, I_2) of relevant individuals (e.g., I_1 and I_2 may represent the set of discoverers and social hubs, respectively), we implement the following classification rule: a store is classified as successful if and only if at least one individual from I_1 and one individual from I_2 were among the earliest V first-time customer, as non-successful otherwise. Compared to the 1-dimensional NBCs, this rule is stricter, which results in a smaller number of stores classified as successful. As shown in Fig. 3 of the main text, this can result in precision improvements that range from marginal to large, depending on the pairs of considered individuals and store category.
Prediction evaluation metrics

The performance in the classification task is measured in terms of the four elements of the confusion matrix (also referred to as contingency table): number of True Positives ($T^+$), False Positives ($F^+$), True Negatives ($T^-$), False Negatives ($F^-$). We consider the following evaluation metrics:

• **Precision** or **success rate**\(^\text{[12]}\). Fraction of positive-classified stores that ended up in $\mathcal{P}$. In formulas, the precision $P$ is given by\(^\text{[13]}\)

\[
P = \frac{T^+}{T^+ + F^+}.
\]

Therefore, the ratio between the precision for the NBC of group $\mathcal{I}$ and the expected precision of the random classifier (or equivalently, the ratio between $\mathcal{I}$’s success rate and the baseline success rate) can be interpreted as the *fold increase in success rate*\(^\text{[4]}\) (see main text). Groups of individuals with success-rate fold increase substantially larger than one can be interpreted as predictors of success.

• **Recall**. The recall, $R$, is commonly used in information retrieval and it is typically considered as a complementary metric to the precision. It is defined as the fraction of successful items that are labeled as positive\(^\text{[13]}\)

\[
R = \frac{T^+}{T^+ + F^-}.
\]

In our study, the recall metric naturally favors groups of individuals who purchased in many different stores, because they are more likely to label a store as positive and, therefore, to label the successful ones as positive. However, the metric is still informative to have a full understanding of the predictions by the different groups of individuals: While in the main text we assessed whether stores that received an early purchase by a discoverer are more likely to be successful, the recall metric informs us about how many successful stores we can hope to detect by tracking the discoverers.

• **Positive likelihood ratio**. The positive likelihood ratio, $L$, is commonly used in medicine and diagnostic testing\(^\text{[50]}\). For our problem, it is defined as the probability that a positive-classified store does end up in $\mathcal{P}$ divided by the probability that a negative-classified store does end up in $\mathcal{P}$. It can be expressed in terms of recall and specificity:\(^\text{[13]}\)

\[
L = \frac{R}{1-S},
\]

where $R = T^+/(T^+ + F^-)$ denotes the recall (or true positive rate) and $S = T^-/(T^- + F^+)$ denotes the specificity (or true negative rate).

• **Matthews’ correlation coefficient** ($r$). As the number of popular stores, $|\mathcal{P}|$, is substantially smaller than the total number of stores, traditional prediction-evaluation metrics like accuracy and the F1-score become ineffective to evaluate classifiers’ predictive performance. It has been shown numerically\(^\text{[51]}\) that the Matthews’ correlation coefficient is substantially less sensitive to data imbalance than the accuracy and the F1-score and, therefore, it is preferable\(^\text{[52]}\). The Matthews’ correlation coefficient, $r$, is defined by the equation\(^\text{[52]}\)

\[
r = \frac{T^+ T^- - F^+ F^-}{\sqrt{(T^+ + F^+)(T^+ + F^-)(T^- + F^+)(T^- + F^-)}}.
\]

Differently from the accuracy and F1 score, $r$ is robust with respect to variations of relative class size\(^\text{[51]}\), which makes it suitable for our classification task that features imbalanced classes\(^\text{[53]}\).

\(^4\) The terminology “fold change” is typically used in biology. In our study, it is particularly convenient because it describes effectively the fact that the stores with individuals from a given group of individuals among their early customers may exhibit increased odds of success.
Results

The full results for the parameters adopted in the main text are reported in Fig. S6, and the results for different parameter settings are reported in Figs. S7–S13 and discussed in Supplementary Note S6. Here, we briefly discuss the results in Fig. S5. The results for the success-rate fold increase were already shown in Fig. 2 in the main text and discussed there. The positive likelihood ratio is in almost perfect agreement with the success-rate fold increase. The Matthews’ correlation coefficient is also in good agreement with the success-rate fold increase, although some evident deviations can be observed: for example, store explorers and high-expenditure individuals emerge clearly as the second best-performing group of individuals for eating places and food stores, respectively. The results for recall significantly differ, which reflects the fact that metric rewards highly-active individuals who purchase in many different stores. The store explorers emerge as the best-performing group, followed by the discoverers and the high-expenditure individuals.

In the main text, we focused on the simplest possible predictive classifier based on the early purchases by different groups of individuals. We report here that precision improvements are possible through combinations of these features. The two-dimensional classifiers introduced above tend indeed to outperform the one-dimensional classifier based on the discoverers (Fig. S7). For example, combining the discoverers with one of the three groups of explorers or high-expenditure individuals leads to a success-rate improvement for all three store categories. On the other hand, combining the discoverers with one of the three groups of social hubs leads to a success-rate improvement only for eating places and food stores, but not for clothing stores. This is unsurprising given the poor performance of the three groups of social hubs when considered independently (Fig. 2 in main text), and it suggests that combining pairs of groups of individuals can marginally improve the success rate, but only if both groups have an above-baseline success rate when considered alone.

SUPPLEMENTARY NOTE S5: ROBUSTNESS OF THE PREDICTIONS

Our predictive analysis has five main parameters. Two parameters are specific to the discoverers detection method ($\Delta, z$), and three parameters are related to the predictive problem design ($s, \tau, \Delta t_{id}$). We provide below a description of the parameter variations that we performed, and an overview of the results. We begin by the two parameters of the discovers detection method:

- The duration of the time window over which discoveries can be collected (time window for discoveries), $\Delta$. By definition, a discovery is indeed only achieved when an individual purchases in a store no more than $\Delta$ days after the store received its first transaction. In the main text, we set $\Delta = 90 \text{ dd}$. We subsequently tested $\Delta = 60, 120, \infty$ (see Fig. S7 for the results). Note that with $\Delta = \infty$, a successful store can be discovered throughout the whole training period, regardless of the time at which it receives its first transaction. The results (Fig. S8) indicate that for $\Delta > 90 \text{ dd}$, the predictive power is little sensitive to $\Delta$. On the other hand, a too narrow time window for discoveries ($\Delta = 60 \text{ dd}$) leads to suboptimal performance.

- The percentage of stores that are considered as successful in the discoverer detection procedure, $z\%$. In the main text, we set $z\% = 10\%$. We subsequently tested $z\% = 5, 20, 30, 100\%$ (see Fig. S8 for the results). Interestingly, the discoverers detected with $z\% = 100\%$ cannot be interpreted as discoverers of successful stores because with this value of $z\%$, all stores are candidates for discoveries. Therefore, the detected individuals are better interpreted as persistent early adopters. The results are mixed: For eating and food stores, a more restrictive definition of success in the training period ($z\% = 5\%$) can lead to a better out-of-sample performance in terms of precision, Matthews’ correlation, and positive likelihood ratio. On the other hand, for clothing stores, a looser filter for successful stores ($z = 20\%$) and even no filter at all ($z = 100\%$) can achieve a better performance than that by the discoverers used in the main text ($z = 10\%$). This is in qualitative agreement with the finding that explorative individuals perform well for clothing stores (see Fig. 2C).

We turn our attention to the three parameters related to the predictive problem design:

- The percentage of stores that are considered as successful in the prediction evaluation, $s\%$. In the main text, we set $s\% = 10\%$. We subsequently tested $s\% = 5\%, 20\%$ (see Figs. S9–S10 for the results). We make a conservative choice and always use the same parameters for the discoverer detection as in the main text ($z\% = 10\%$); in principle, better performance might be achieved by tuning the value of $z\%$ to match $s\%$. There is still a positive predictive signal for the discoverers across the three categories. We note that the discoverers’ signal weakens the most for clothing stores for a more selective success threshold ($s\% = 5\%$, Fig. S10); in this setting, the explorers by radius of gyration emerge as better predictors of success.
• The percentage of individuals selected as top-individuals by each metric, $\tau \%$. In the main text, we set $\tau \% = 1\%$. We subsequently tested a more selective threshold, $\tau \% = 0.5\%$ (see Fig. S11 for the results). The results are mostly consistent with those obtained in the main text.

• The relative duration of the training and validation period. By denoting with $\Delta t_{id}$ and $\Delta t_{val}$ the duration of the training and validation period, respectively, we started by performing all the analysis with $\Delta t_{id} = 18\ mm$ (from Dec. 2015 to May 2017) and $\Delta t_{val} = 12\ mm$ (from June 2017 to May 2018), as described in Supplementary Note S1. Subsequently, we repeated the analysis for a shorter training period ($\Delta t_{id} = 16\ mm, \Delta t_{val} = 14\ mm$, see Fig. S13) and a longer one ($\Delta t_{id} = 20\ mm, \Delta t_{val} = 10\ mm$, see Fig. S14). The results indicate that a longer validation period (and, correspondingly, a shorter training period) can lead to a stronger predictive power for the discoverers. In particular, in Fig. S13 and for less than 15 early customers included, the discoverers emerge as the top-performing individuals also for clothing stores. The discoverers’ predictive power becomes weaker for a shorter validation period (Fig. S14), yet the discoverers remain the top-performing individuals for eating places and food stores.

To summarize, in our analysis, we started by performing the complete analysis with a predefined set of parameters ($\Delta = 90\ dd, z\% = 10\%, s\% = 10\%, \tau \% = 1\%, \Delta t_{id} = 18\ mm$, results reported in Figs. 2-3 of the main text and Fig. S6), and subsequently assessed the robustness of our predictions against variations of the parameters (Figs. S8–S14). The results are robust with respect to reasonable variations of the parameters, yet some observed variations are highly informative of the role of the various parameters. In particular, compared to the predictive results reported in the main text, factors that can improve the discoverers’ predictive power are: calibrating the definition of success used in the discoverer detection (i.e., $z\%$); a longer validation period (and therefore, a larger number of stores used to validate the predictions); a more restrictive threshold ($\tau \%$) to select the top-individuals that are tracked to make the predictions.
**SUPPLEMENTARY FIGURES**

**Basic data properties**

**FIG. S1.** Individuals’ activity and discovery patterns for food stores. (A) Distribution of the number of visited stores per individual. (B) The number of discoveries and number of visited stores per individual are positively correlated, yet the trend deviates from the expected one under the null model, and some individuals collect significantly more discoveries than expected from their activity alone. (C) Zipf plot of the individuals’ surprisal for the empirical data and the null model. The discrepancy between the two curves is significant, meaning that the surprisal values of the top-1% individuals by empirical surprisal (i.e., those at the left of the vertical dashed line) are significantly above the surprisal values expected for their ranking position. (D) The individuals’ surprisal is only weakly correlated with the number of visited stores.
FIG. S2. **Individuals’ activity and discovery patterns for clothing stores.** (A) Distribution of the number of visited stores per individual. (B) The number of discoveries and number of visited stores per individual are positively correlated, yet the trend deviates from the expected one under the null model, and some individuals collect significantly more discoveries than expected from their activity alone. (C) Zipf plot of the individuals’ surprisal for the empirical data and the null model. The discrepancy between the two curves is significant, meaning that the surprisal values of the top-1% individuals by empirical surprisal (i.e., those at the left of the vertical dashed line) are significantly above the surprisal values expected for their ranking position. (D) The individuals’ surprisal is only weakly correlated with the number of visited stores.
FIG. S3. **Store popularity distributions.** Complementary Cumulative Distribution Function (CCDF) of the number of first-time customers per store, $c$, for stores that received their first transaction within the training period (top panels) and the validation period (bottom panels), respectively. As we filtered out stores with less than 10 customers over the whole dataset, we only show the distribution in the range $c \geq 10$.

FIG. S4. **Store popularity distributions for different Merchant Category Codes (MCCs).** Complementary Cumulative Distribution Function (CCDF) of the number of first-time customers per store, for stores that received their first transaction within the training period. We plot separately the distributions for stores that belong to different Merchant Category Codes (see Table S1). The results indicate that different MCCs exhibit different success distributions, which motivates our choice to compare only stores with the same MCC to detect the group of popular stores (see Material and Methods in the main text).
FIG. S5. **Number of new stores per month.** A store is counted for a given month if it receives its first transaction on that month.
FIG. S6. Prediction results with the parameters adopted in the main text: $\Delta = 90, z\% = 10\%, s\% = 10\%, \tau\% = 1\%$. 

Prediction results: additional metrics

- **eating places**
- **food stores**
- **clothing stores**

Graphs showing success-rate fold increase, early customers included, recall, Matthews correlation, and positive likelihood ratio for different categories and metrics.
FIG. S7. Success predictions based on pairs of groups of key individuals. Success-rate fold increase for stores that received an early purchase by individuals that belong to two different groups of top-individuals. We include the 30 earliest customers here. Stores that received an early purchase by both a discoverer and an individual from another group of top-individuals can exhibit a substantially larger success rate than stores that received an only purchase by a discoverer. For example, stores that received an early purchase by both a discoverer and a high-expenditures individual exhibit a success-rate fold increase of 1.34, 1.58, 1.13 for eating places, food stores, and clothing stores, respectively, representing improvements by 5.6%, 14.9%, 0.6% with respect to the respective discoverers’ success rates.
FIG. S8. Prediction results for different values of $\Delta$: $\Delta = 60, 90, \infty$ (with the other parameters being fixed as in the main text: $z\% = 10\%, s\% = 10\%, r\% = 1\%$).
FIG. S9. Prediction results for different values of 𝒯%: 𝒯% = 10% (main-text value), and 𝒯% = 5, 20, 30, 100% (with the other parameters being fixed as in the main text: ∆ = 90 dd, 𝒯% = 10%, 𝒯% = 1%).
FIG. S10. Prediction results for a more selective value of $s\%$: $\Delta = 90$, $z\% = 10\%$, $s\% = 5\%$, $\tau\% = 0.5\%$. 
FIG. S11. Prediction results for a less selective value of $s\%$: $\Delta = 90, z\% = 10, s\% = 20, \tau\% = 0.5\%$. 
Prediction results: varying $\tau\%$

![Graphs showing varying $\tau\%$](image)

FIG. S12. Prediction results for a more selective value of $\tau\%$: $\Delta = 90\%, s\% = 10\%, s\% = 10\%, \tau\% = 0.5\%$. 
FIG. S13. Prediction results for a shorter training period (from Dec. 2015 to Mar. 2017, 16 months) and a longer validation period (from Apr. 2017 to May 2018, 14 months) compared to those used in the main text. The other parameters of the analysis are the same as in the main text: $\Delta = 90, \% = 10\%, \% = 10\%, r = 1\%$. 

Prediction results: varying the relative duration of the training and validation period
FIG. S14. Prediction results for a longer training period (from Dec. 2015 to July 2017, 20 months) and a longer validation period (from Aug. 2017 to May 2018, 10 months) compared to those used in the main text. The other parameters of the analysis are the same as in the main text: $\Delta = 90, z\% = 10\%, s\% = 10\%, \tau\% = 1\%$. 

---

early customers included 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6
success-rate fold increase eating places, food stores, clothing stores

early customers included 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8
Pos. likelihood ratio eating places, food stores, clothing stores

Matthews correlation eating places, food stores, clothing stores

---

FIG. S14. Prediction results for a longer training period (from Dec. 2015 to July 2017, 20 months) and a longer validation period (from Aug. 2017 to May 2018, 10 months) compared to those used in the main text. The other parameters of the analysis are the same as in the main text: $\Delta = 90, z\% = 10\%, s\% = 10\%, \tau\% = 1\%$. 

---

early customers included 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6
success-rate fold increase eating places, food stores, clothing stores

early customers included 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8
Pos. likelihood ratio eating places, food stores, clothing stores

Matthews correlation eating places, food stores, clothing stores
FIG. S15. Fold increase of the number of customers associated with early purchases by different groups of individuals. For stores that received their first transaction within the validation period (excluding the last two months), we measure the ratio between their final number of first-time customers, \( v_i \), and the average number of first-time customers of stores with the same MCC introduced in the same month. We refer to this ratio as the rescaled number of customers, \( R(v) \). For each group of individuals, \( I \), we measure the average rescaled number of customers of stores that received an individual in \( I \) among the earliest \( w \) customers. This average can be interpreted as the fold increase of the number of customers associated with early purchases by individuals in \( I \), compared with stores of the same age and category. We find that the discoverers exhibit the largest fold increases for eating places and food stores, whereas explorers by radius of gyration exhibit the largest fold increase for clothing stores. The parameters for the discoverer training are the same used in the main text: \( \Delta = 90, z\% = 10\%, \tau\% = 1\% \).