LOCALIZATION FOR RANDOM BLOCK OPERATORS RELATED TO THE XY SPIN CHAIN
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Abstract. We study a class of random block operators which appear as effective one-particle Hamiltonians for the anisotropic XY quantum spin chain in an exterior magnetic field given by an array of i.i.d. random variables. For arbitrary non-trivial single-site distribution of the magnetic field, we prove dynamical localization of these operators at non-zero energy.

1. Introduction

It was first understood in the groundbreaking paper \cite{27} of Lieb, Schultz, and Mattis in 1961 that the XY spin chain provides one of very few exactly solvable models in the theory of interacting quantum many-body systems. Technically, this is due to the fact that the Jordan-Wigner transform maps the XY chain Hamiltonian to a free Fermion system, i.e. a Hamiltonian quadratic in a set of creation and annihilation operators satisfying canonical anti-commutation relations. This works for the isotropic as well as the anisotropic XY chain and also allows to include a transversal exterior magnetic field. It is not necessary that the strength of the spin-couplings and the field are constant along the chain. However, in the variable coefficient case the Jordan-Wigner transform does not lead to an exact solution (diagonalization) of the XY chain, but reduces it to the study of an effective one-particle Hamiltonian.

Consequentially, for the last half century the XY chain has become a prototypical model, often used as a starting point in attempts to understand phenomena in many-body quantum theory, before moving on to the investigation of more complicated (and more realistic) models. This is true, in particular, for attempts to understand the effect of disorder on many-body quantum systems. In this context a key issue is to learn how to characterize and prove many-body localization, a concept which is still under close scrutiny in the physics literature, e.g. \cite{1, 28, 35, 29}.

The work we present here was inspired by the paper \cite{19} which gave a rigorous proof of dynamical localization for the XY chain in random exterior field, using the concept of a zero-velocity Lieb-Robinson bound to characterize dynamical localization in quantum spin systems. The main result in \cite{19} is for the isotropic XY chain in random field, as in this case the effective one-particle Hamiltonian found via Jordan-Wigner is the Anderson model. Many-body dynamical localization for the disordered XY chain thus arises as a consequence of the strong one-particle dynamical localization bounds known for the Anderson model.

Here we will be concerned with the anisotropic XY chain in random field. As essentially already contained in \cite{27} (and briefly reviewed in Section \textsuperscript{2}), in this case the Jordan-Wigner transform leads to an effective one-particle Hamiltonian given by a 2×2-block operator. Including a random field leads to Anderson-type diagonal blocks, separate for positive and negative energies, coupled linearly in the anisotropy parameter by off-diagonal blocks.
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Random block operators of this type are less well studied than the Anderson model and, due to a lack of monotonicity properties, known properties of the Anderson model do not directly extend to random block operators. However, random block operators have recently found considerable interest, see [22, 14, 15, 13], with physical motivation also provided by the Bogoliubov-de Gennes equation in the mean-field approximation of BCS theory. We also mention that the model given by the anisotropic XY chain has been considered in the quantum information literature under the name Majorana chain, see [23] and [6]. In particular, [6] considers the effect of disorder in the Majorana chain on quantum memory, assuming that the underlying one-particle Hamiltonian satisfies a strong multi-point dynamical localization condition (for which there are currently no rigorous proofs).

The papers [14] and [15] have provided localization proofs for random block operators. The authors of [15], building on [22], use a Wegner estimate and a Lifshitz tail bound and adapt the bootstrap multiscale analysis of Germinet and Klein to prove spectral and dynamical localization at internal band edges for a class of random block operators. In [14] the fractional moment method is adapted to prove localization of the entire spectrum for a large class of random block operators (including those arising from the anisotropic XY chain) in the large disorder regime.

What drives our motivation here is that the random block operator arising from the XY spin chain is one-dimensional (the reduction to an effective one-particle Hamiltonian via Jordan-Wigner transform does not work for multi-dimensional XY systems). Thus, suggested by physics as well as past experience, one expects that the entire spectrum should be localized at arbitrary (in particular, small) disorder strength. A proof of this is our goal here.

We start in Section 2 with a brief review of the relation of the XY chain with effective one-particle Hamiltonians in the form of $2 \times 2$-block operators. After this we state Theorem 2.1, our main result, before outlining the contents of the rest of the paper at the end of Section 2.

The present work is based on the thesis [9] by the first named author. We will frequently refer to [9] for additional background and more details.

2. The XY chain, associated block operators, and the main result

The anisotropic XY spin chain, as introduced in [27] for the constant coefficient case, is given by the self-adjoint Hamiltonian

\begin{equation}
H_n = \sum_{j=1}^{n-1} \mu_j [(1 + \gamma_j)\sigma_j^x \sigma_{j+1}^x + (1 - \gamma_j)\sigma_j^y \sigma_{j+1}^y] + \sum_{j=1}^{n} \nu_j \sigma_j^z,
\end{equation}

which acts on the Hilbert space $\mathcal{H}_n = \bigotimes_{j=1}^{n} \mathbb{C}^2$. Here $\{\mu_j\}$, $\{\gamma_j\}$, and $\{\nu_j\}$ are three real-valued sequences, representing the coupling strength, the anisotropy, and the external magnetic field, respectively, and

\begin{equation}
\sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\end{equation}

are the Pauli matrices. For a $2 \times 2$ matrix $M$, we use the notation $M_j := I \otimes \cdots \otimes I \otimes M \otimes I \otimes \cdots \otimes I$, which acts non-trivially only in the $j$th component of $\mathcal{H}_n$.

We remark that the first sum in (2.1) models the interactions between neighboring spins, as governed by the $x$ and $y$ Pauli matrices. The second sum models an exterior magnetic field acting on the spin system. The anisotropic case is characterized by $\gamma_j \neq 0$. 
Define the raising and lowering operators
\begin{equation}
    a_j^* = \frac{1}{2}(\sigma_j^x + i\sigma_j^y), \quad a_j = \frac{1}{2}(\sigma_j^x - i\sigma_j^y), \quad j = 1, \ldots, n,
\end{equation}
and the Jordan-Wigner transform
\begin{equation}
    c_1 := a_1, \quad c_j := \sigma_1^z \cdots \sigma_j^z a_j, \quad j = 2, \ldots, n.
\end{equation}
It turns out that the latter satisfy the canonical anticommutation relations (CAR)
\begin{equation}
    \{c_j, c_k^*\} = \delta_{jk} I, \quad \{c_j, c_k\} = \{c_j^*, c_k^*\} = 0, \quad 1 \leq j, k \leq n.
\end{equation}
Referring to [19] for details and defining the formal vector
\begin{equation}
    \mathcal{C} = (c_1, \ldots, c_n, c_1^*, \ldots, c_n^*)^t,
\end{equation}
one is able to rewrite $H_n$ as
\begin{equation}
    H_n = \mathcal{C}^* \hat{M}_n \mathcal{C},
\end{equation}
where $\hat{M}_n$ is the $2 \times 2$ block matrix
\begin{equation}
    \hat{M}_n = \begin{pmatrix}
        A_n & B_n \\
        -B_n & -A_n
    \end{pmatrix}
\end{equation}
with Jacobi matrices
\begin{equation}
    A_n = \begin{pmatrix}
        \nu_1 & -\mu_1 \\
        -\mu_1 & \ddots \\
        \ddots & \ddots & \ddots & \ddots \\
        \ddots & \ddots & \ddots & \ddots & \ddots \\
        -\mu_{n-1} & \nu_n & \ddots & \ddots & \ddots & \ddots & \ddots \\
        \nu_{n-1} & -\mu_{n-1} & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    \end{pmatrix}
\end{equation}
and
\begin{equation}
    B_n = \begin{pmatrix}
        0 & -\mu_1 \gamma_1 \\
        \mu_1 \gamma_1 & \ddots \\
        \ddots & \ddots & \ddots & \ddots & \ddots \\
        \ddots & \ddots & \ddots & \ddots & \ddots \\
        -\mu_n \gamma_{n-1} & \mu_{n-1} \gamma_{n-1} & \nu_n & \ddots & \ddots & \ddots & \ddots \\
        \nu_{n-1} \gamma_{n-1} & -\mu_{n-1} \gamma_{n-1} & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    \end{pmatrix}.
\end{equation}
The spin Hamiltonian $H_n$ is quadratic in the fermionic creation and annihilations operators $c_j^*, c_k, 1 \leq j, k \leq n$. However, due to anisotropy and the resulting off-diagonal blocks in (2.8), it is not particle number preserving, i.e. the terms in (2.7) do not contain equal numbers of $c_j^*$’s and $c_k$’s.

Observe that $A_n^* = A_n^t = A_n$ and $B_n^* = B_n^t = -B_n$ so that we have $\hat{M}_n^* = \hat{M}_n^t = \hat{M}_n$. The self-adjoint block matrix $\hat{M}_n$ can be considered an effective one-particle Hamiltonian for the many-body spin Hamiltonian $H_n$. In particular, as observed in [19] and further discussed in Section 7 below, one-particle localization properties of $\hat{M}_n$ imply many-body localization for $H_n$. 
We will generally rewrite \( \hat{M}_n \) as a Jacobi matrix with \( 2 \times 2 \)-matrix-valued entries (formally obtained by the unitary equivalence under re-ordering the canonical basis \( (e_1, e_2, \ldots, e_{2n}) \) as \( (e_1, e_{n+1}, e_2, e_{n+2}, \ldots, e_n, e_{2n}) \)),

\[
M_n := \begin{pmatrix}
\nu_1 \sigma^z & -\mu_1 S(\gamma_1) \\
-\mu_1 S(\gamma_1)^t & \nu_2 \sigma^z \\
& \ddots & \ddots \\
& & -\mu_{n-1} S(\gamma_{n-1}) & -\mu_n S(\gamma_n) \\
& & & \nu_n \sigma^z
\end{pmatrix},
\]

with the Pauli matrix \( \sigma^z \) from (2.2) and

\[
S(\gamma) := \begin{pmatrix}
1 & \gamma \\
-\gamma & -1
\end{pmatrix}.
\]

In the following we will think of \( M_n \) as an operator on \( \ell^2([1, n]; \mathbb{C}^2) \), where \([1, n]\) denotes the discrete interval \( \{1, \ldots, n\} \). We may view \( M_n \) as a generalized tight-binding Hamiltonian with a (sign-indefinite) potential \( \nu_j \sigma^z \) and non-standard hopping terms \( -\mu_j S(\gamma_j) \). Mathematically, (2.11) provides the possibility to investigate spectral properties of \( \hat{M}_n \) by using a transfer matrix formalism, although of higher order than in the case of standard tri-diagonal Jacobi matrices.

To understand the effects of disorder on spin systems, we are particularly interested in the case where at least one of the sequences \( \{\mu_j\} \), \( \{\gamma_j\} \), and \( \{\nu_j\} \) is random. As the main application of our results below we choose the case of random exterior field (but see Section 6.4 for other cases). More precisely, let

\[
\mu_j = 1, \quad \gamma_j = \gamma \in (0, 1) \cup (1, \infty) \quad \text{for all} \; j \in \mathbb{N},
\]

and

\[
(\nu_j)_{j \in \mathbb{N}} \text{ are i.i.d. real random variables with non-trivial,} \\
\text{compactly supported distribution } \rho.
\]

Physically most interesting is the case of anisotropy parameter \( \gamma \in (0, 1) \), but our methods also work for \( \gamma > 1 \). We could also allow negative \( \gamma \), which merely changes the roles of the Pauli matrices \( \sigma^x \) and \( \sigma^y \) in (2.11). For the isotropic XY chain \( \gamma = 0 \), the off-diagonal blocks in (2.8) vanish, reducing \( \hat{M}_n \) to the Anderson model. This case was considered in [19], where known facts on dynamical localization for the Anderson model were used to establish dynamical localization for the isotropic XY chain in random field, see Section 7 below. For \( \gamma = 1 \) the XY chain (2.1) degenerates into the quantum Ising model. This can also be studied with our methods. In fact, in this case the structure of the underlying effective one-particle operator is simpler, to obtain more complete results, which will be the content of [10] (see also more discussion at the end of Section 7 below).

Let \( P_j : \ell^2([1, n]; \mathbb{C}^2) \to \mathbb{C}^2 \) be the projection defined by \( P_j u = u(j) \), and denote by \( \chi_J(M_n) \) the spectral projection corresponding to \( M_n \) onto \( J \subset \mathbb{R} \). The following result on dynamical localization for \( M_n \) may be considered as the main result of our paper.

**Theorem 2.1.** Assume that \( M_n \) is given by (2.11) with coefficients as in (2.13) and (2.14). For every compact interval \( J \subset \mathbb{R} \setminus \{0\} \) and every \( \zeta \in (0, 1) \) there exist constants \( C = C(J, \zeta) < \infty \) and \( \eta = \eta(J, \zeta) > 0 \) such that for all \( n \in \mathbb{N} \) and \( j, k \in [1, n] \),

\[
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \| P_j e^{-itM_n} \chi_J(M_n) P_k^* \| \right) \leq Ce^{-\eta|j-k|^{\zeta}}.
\]
Before proceeding we have several remarks. First, while we have chosen to state (2.15) as a result on dynamical localization, what will really be proven is the stronger bound

\[ E \left( \sup_{|y| \leq 1} \left\| P_j g(M_n) \chi_J(M_n) P_k^* \right\| \right) \leq C e^{-\eta |j-k|^{\zeta}}, \]

where \( g \) is an arbitrary function whose modulus is pointwise bounded by 1 (in the finite volume case considered here, one does not even need to assume measurability of \( g \)).

Second, the bounds (2.15) and (2.16) (for Borel functions \( g \)) hold under the same assumptions also for the infinite volume operators \( M_{\nu,\gamma} \) introduced in Section 3 below. One way to see this is by a limiting argument, using that the constants in the bound (2.16) do not depend on the size \( n \) of the finite system (see, e.g., the argument in Section 6 of [34]). It further follows that the infinite volume operator almost surely has pure point spectrum (see the discussion of the hierarchy of localization properties in [24]). Here it is not a problem that a vicinity of \( E = 0 \) has to be excluded in the proof of dynamical localization, as one can exhaust \( \mathbb{R} \setminus \{0\} \) by countably many compact intervals and the point \( E = 0 \) alone cannot carry any continuous spectrum.

What is less clear, however, is if the exclusion of zero energy in Theorem 2.1, i.e. the need for the projection \( \chi_J(M_n) \) in (2.15) and (2.16), can be removed. This is due to a singularity of the transfer matrices at \( E = 0 \). While the Lyapunov exponents will typically stay positive, the induced dynamical system loses its irreducibility. The exclusion of \( E = 0 \) in the dynamical localization bound for the single-particle Hamiltonian is the reason that we currently cannot deduce many-body dynamical localization for the general anisotropic XY chain from Theorem 2.1 similar to what was done in [19] for the isotropic chain. However, if the magnetic field \( (\nu_j) \) is sufficiently strong, then it will be easily seen that \( M_n \) has a spectral gap at \( E = 0 \), so that in this special case Theorem 2.1 will indeed lead to many-body dynamical localization for the anisotropic XY chain. We discuss this in more detail in our concluding Section 7, see in particular Theorem 7.2.

The other remaining sections are organized as follows:

In Section 3 we discuss some basic properties of the infinite volume operator corresponding to \( M_n \). While this is not needed for the proof of Theorem 2.1 it gives some insight into the consequences of indefiniteness of the diagonal terms in (2.11), in particular on the structure of the almost sure spectrum.

Sections 4 to 6 contain the proof of Theorem 2.1. We follow a strategy initially developed for the Anderson model on the strip in [25], meaning that the proof of localization is essentially reduced to showing Wegner and initial length estimates, from which bounds such as (2.16) follow by the bootstrap multiscale analysis of [16]. An advantage of this approach is that it allows to handle singular single-site distributions as in (2.14). However, this comes at the price of having to choose \( \zeta < 1 \) in (2.15) and (2.16). In this context we should mention the work [14], where dynamical localization for a class of random block operators is proven, which includes our model, but requires large disorder and smooth single-site distributions. This work uses an adaptation of the fractional moment (or Aizenman-Molchanov) method and works for \( \zeta = 1 \).

A key ingredient to deriving Wegner and initial length estimates is the Thouless formula, which we prove in Section 4 for block Jacobi matrices with general ergodic diagonal and off-diagonal terms. Previously, the Thouless formula for block Jacobi matrices has been shown
only for the case of the Anderson model on a strip, where the off-diagonal blocks are identity matrices (see Section 4 for more discussion of earlier works).

In Section 5 we state Theorem 5.1, a result on dynamical localization for block Jacobi matrices with i.i.d. diagonal and off-diagonal blocks, under the assumption that the Fürstenberg groups associated with the transfer matrices have suitable contraction and irreducibility properties. We discuss its proof, which is patterned after the approach of [25] for the Anderson model on strips.

The proof of Theorem 2.1 is completed in Section 6 by showing that for the model (2.11) the Fürstenberg group has the properties required in Theorem 5.1, using a criterion of Gol’dsheid and Margulis on Zariski-denseness of Fürstenberg groups in the symplectic group. Here we also show, in Section 6.3, that at zero-energy the Fürstenberg group is not Zariski-dense, while typically Lyapunov exponents are still positive. Without stating explicit results, we discuss in Section 6.4 what our methods yield if either the coupling constants \( \mu_j \) or the anisotropy parameters \( \gamma_j \) in (2.11) are chosen random while keeping the other two parameter sets constant.

3. The infinite volume operator and its basic properties

For applications to the finite XY chain (2.1) we need to look at the finite volume operators \( \hat{M}_n \) in (2.8) (for arbitrary \( n \)). But in the study of the latter it is natural to also consider the (bounded, self-adjoint) infinite volume operator

\[
\hat{M}_{\nu,\gamma} = \begin{pmatrix}
A_\nu & \gamma B \\
-\gamma B & -A_\nu
\end{pmatrix}
\]

on \( \ell^2(\mathbb{Z}) \oplus \ell^2(\mathbb{Z}) \). Here \( \nu = (\nu_j)_{j \in \mathbb{Z}} \) are i.i.d. random variables as in (2.14) and the operators \( A_\nu \) and \( B \) on \( \ell^2(\mathbb{Z}) \) are defined by

\[
\begin{align*}
(A_\nu u)(n) &= -u(n+1) - u(n-1) + \nu_n u(n) \\
(Bu)(n) &= u(n-1) - u(n+1)
\end{align*}
\]

for all \( n \in \mathbb{Z} \). This is unitarily equivalent to the random block Jacobi matrix

\[
M_{\nu,\gamma} := \begin{pmatrix}
\ddots & \ddots & \ddots & \ddots \\
\ddots & \nu_{-1} \sigma^z & -S(\gamma) & -S(\gamma) \\
-S(\gamma)^t & \nu_0 \sigma^z & -S(\gamma) & -S(\gamma) \\
-S(\gamma)^t & \nu_1 \sigma^z & \ddots & \ddots
\end{pmatrix}
\]

in \( \ell^2(\mathbb{Z}; \mathbb{C}^2) \).

We begin by mentioning some basic spectral properties of general block operators of the form (3.1). For this let \( \mathcal{H} \) be a Hilbert space, and let \( A \in B(\mathcal{H}) \) be self-adjoint and \( B \in B(\mathcal{H}) \) be skew-adjoint (i.e. \( B^* = -B \)). Then the block operator

\[
\hat{M} := \begin{pmatrix} A & B \\ -B & -A \end{pmatrix}
\]
is bounded and self-adjoint on the Hilbert space $\mathcal{H} \oplus \mathcal{H}$. It is easy to see that $\|\hat{M}\| \leq \|A\| + \|B\|$ and thus $\sigma(\hat{M}) \subset [-\|A\| - \|B\|, \|A\| + \|B\|]$. Also, with the unitary

$$U := \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}$$

one has $U^* \hat{M}U = -\hat{M}$, so that $\sigma(\hat{M}) = -\sigma(\hat{M})$. Finally, we have

**Proposition 3.1.** Let $\hat{M}$ be given by (3.4). If there exists a $\lambda > 0$ such that $A \geq \lambda$ or $-A \geq \lambda$, then

$$\sigma(\hat{M}) \cap (-\lambda, \lambda) = \emptyset.$$  

This is proven in Chapter 3 of [9] and adapted from a result in [22] for a similar class of block operators.

Returning to the random block operators $\hat{M}_{\nu, \gamma}$ and the unitarily equivalent random block Jacobi matrices $M_{\nu, \gamma}$, Proposition 3.1 and the remark preceding it establish symmetry of the spectrum about 0 and some basic spectral inclusions for every choice of the i.i.d. random parameters $\nu = (\nu_j)$. Moreover, as for every $\gamma \in \mathbb{R}$ the family $\{M_{\nu, \gamma}\}_{\nu=(\nu_j)}$ is ergodic with respect to shifts in $\ell^2(\mathbb{Z}; \mathbb{C}^2)$ (for a discussion of general ergodic block Jacobi matrices see Section 4 below), there exists a closed subset $\Sigma_\gamma$ of $\mathbb{R}$, called the almost sure spectrum, such that

$$\Sigma_\gamma = \sigma(M_{\nu, \gamma}) \text{ for almost every } \nu.$$  

For the Anderson model $A_\nu$ the almost sure spectrum is explicitly given by $[-2, 2] + \text{supp } \rho$, e.g. [8]. This can be understood as saying that the almost sure spectrum is generated as the union of all spectra where the potential takes a constant value in $\text{supp } \rho$.

The non-monotonicity of the block Jacobi matrix $M_{\nu, \gamma}$ in the random parameters $\nu_j$ makes the description of the almost sure spectrum $\Sigma_\gamma$ for $\gamma \neq 0$ more complicated. By extending well-known arguments (e.g. [20]) it is not hard to show that $M_{\nu, \gamma}$ satisfies a periodic support theorem. For this, denote

$$S_{\text{per}} := \{V : \mathbb{Z} \to \mathbb{R} : V \text{ periodic, } V(n) \in \text{supp } \rho \text{ for all } n \in \mathbb{Z}\}.$$  

**Theorem 3.2** (Periodic Support Theorem). We have

$$\Sigma_\gamma = \bigcup_{V \in S_{\text{per}}} \sigma(M_{V, \gamma}).$$

For a proof, using well-known arguments, we refer to Chapter 4 of [9]. It is not generally true that constant potentials, i.e. the operators $M_{c, \gamma}$ where $c$ is a constant in $\text{supp } \rho$, suffice to generate the entire almost sure spectrum. However, a positive result in this direction is the following.

**Theorem 3.3.** If $\gamma \in [0, 1]$, and $\text{supp } \rho = [a, b]$ with $2 \leq a < b$, then

$$\Sigma_\gamma = \bigcup_{c \in \text{supp } \rho} \sigma(M_{c, \gamma}).$$

We again refer to Chapter 4 of [9] for a full proof, where an important ingredient is that the assumption $2 \leq a < b$ means that the block operator is in the gapped case of Proposition 3.1 meaning that the spectra of the diagonal blocks do not overlap. If we remove the assumption
\(a \geq 2\), we can find examples where periodic potentials generate more spectrum than just the constant potentials. For example, if \(\gamma = 1/2\) and \(\text{supp } \rho = [-1, 1]\), it is shown in \([7]\) that
\[
(3.11) \bigcup_{c \in \text{supp } \rho} \sigma(M_{c,1/2}) = [-3, -\sqrt{2/3}] \cup \left[\sqrt{2/3}, 3\right] \subsetneq [-3, 3] = \Sigma_{1/2}.
\]

In fact, the periodic potential \(V = (\ldots, -1, 1, -1, 1, \ldots)\) fills the spectral gap \((-\sqrt{2/3}, \sqrt{2/3})\) left in (3.11), as \(\sigma(M_{V,1/2}) = [-\sqrt{5}, \sqrt{5}]\). Examples such as these lead to the question of whether one can prove that 2-periodic potentials are always enough, and if this characterizes the almost sure spectrum in cases other than the one covered in Theorem 3.3.

4. A Thouless formula

As explained at the end of Section 2, we prove dynamical localization for the random block Jacobi matrices (2.11) by adapting the strategy used in [25] to prove localization for the Anderson model on a strip. A core part of this strategy, allowing to deduce regularity of the integrated density of states from regularity of the Lyapunov exponents, is the Thouless formula.

For the strip case, two different proofs of the Thouless formula are in the literature, the original one by Craig and Simon in [11], and a later proof by Kotani and Simon in [26], where the Thouless formula arises quite naturally out of an extension of large parts of Kotani theory to the strip. In both of these works the off-diagonal blocks are chosen as identity operators, as is the case for the Anderson model on a strip. Here we need to discuss how to extend the Thouless formula to more general off-diagonal blocks. While a case could be made for following Kotani-Simon and extending their work to general block Jacobi matrices, we will follow the original approach of [11].

We do this for general ergodic block Jacobi matrices. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space, \(\ell \in \mathbb{N}\), and let \(f, g : \Omega \to \mathbb{R}^{\ell \times \ell}\) be measurable such that for a.e. \(\omega \in \Omega\), \(f(\omega)\) is symmetric and \(g(\omega)\) is invertible. Let us further assume that there exists \(D \in (0, \infty)\) such that
\[
(4.1) \quad \|f(\omega)\| + \|g(\omega)\| + \|g(\omega)^{-1}\| \leq D \quad \text{almost surely.}
\]

Let \(T : \Omega \to \Omega\) be an ergodic bijection. Then we define the random operator
\[
(4.2) \quad M = M(\omega) = \begin{pmatrix}
  \ddots & \ddots & \ddots & \ddots \\
  \ddots & V_{-1} & -S_{-1} & \ddots \\
  -S_{-1} & V_0 & -S_0 & \ddots \\
  -S_0 & V_1 & \ddots & \ddots \\
  \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix}
\]
on \(\ell^2(\mathbb{Z}; \mathbb{C}^\ell)\), where
\[
(4.3) \quad V_n(\omega) := f(T^n \omega) \quad \text{and} \quad S_n(\omega) := g(T^n \omega).
\]

In this way, we have
\[
(4.4) \quad M(T \omega) = UM(\omega)U^*,
\]
where
\[
(4.5) \quad (U \varphi)(j) = \varphi(j + 1), \quad \varphi \in \ell^2(\mathbb{Z}; \mathbb{C}^\ell)
\]
is the left-shift operator. The family \( \{ M(\omega) \}_{\omega \in \Omega} \) is what we call an \textit{ergodic block Jacobi matrix}. Note that by construction and (4.11), \( M \) is almost surely bounded and self-adjoint on \( \ell^2(\mathbb{Z}; \mathbb{C}) \).

Define the finite volume operator

\[
M_{[n_1, n_2]} := \begin{pmatrix}
V_{n_1} & -S_{n_1} \\
-S_{n_1}^t & V_{n_1+1} \\
& \ddots \\
& & -S_{n_2-1} \\
& & & V_{n_2}
\end{pmatrix},
\]

which is the restriction of \( M \) to \( \ell^2([n_1, n_2]; \mathbb{C}) \). For shorthand, we write \( M_n := M_{[1, n]} \).

Define the projection \( P_0 : \ell^2(\mathbb{Z}; \mathbb{C}) \to \mathbb{C}^\ell \) by \( P_0 u = u(0) \). Then on Borel sets \( A \subset \mathbb{R} \) the \textit{density of states measure}

\[
dN(A) = \mathbb{E}(\text{tr}(P_0 \chi_A(M) P_0^*)) = \lim_{n \to \infty} \frac{1}{n} \text{tr}(\chi_A(M_n)) \quad \text{almost surely}
\]

exists by the standard arguments (e.g. Chapter 5 of [21]), which hold also in this general ergodic setting. In fact, ignoring the limit, the quantity on the right-hand side defines an integrated density of states measure for \( M_n \) which converges weakly to \( dN \). We define the integrated density of states (IDS) to be the distribution function \( E \mapsto N(E) \) of the measure \( dN \). Its set of growth points is the almost sure spectrum \( \Sigma \) of \( M \).

We introduce the (modified) \( 2\ell \times 2\ell \) transfer matrices

\[
A_k^E := \begin{pmatrix}
0 & S_{k-1}^{-1} (V_k - E) S_{k-1}^{-1} \\
-S_{k-1}^{-1} & V_k
\end{pmatrix}, \quad E \in \mathbb{C}, \quad k = 1, \ldots, n
\]

and the \( k \)-step transfer matrices \( T_k^E := A_k^E \cdots A_1^E, \ k = 1, \ldots, n \). One can check that the properties

\[
\begin{pmatrix}
u(k) \\
S_k u(k+1)
\end{pmatrix} = A_k^E \begin{pmatrix}
u(k-1) \\
S_{k-1} u(k)
\end{pmatrix}, \quad k = 1, \ldots, n
\]

are equivalent to \( u : [0, n+1] \to \mathbb{C}^\ell \) solving the difference equation

\[
-S_{k-1}^t u(k-1) + V_k u(k) - S_k u(k+1) = Eu(k), \quad k = 1, \ldots, n.
\]

As our transfer matrices \( A_k \) are symplectic, i.e.

\[
A_k^t J A_k = J \quad \text{where} \quad J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix},
\]

there exist \( 2\ell \) Lyapunov exponents, defined inductively by

\[
\gamma_1(E) + \cdots + \gamma_p(E) = \lim_{n \to \infty} \frac{1}{n} \log \| \wedge^p T_n^E \| \quad \text{a.s.,} \quad p = 1, \ldots, 2\ell;
\]

see for example [S] for the definition of the exterior powers \( \wedge^p T_n^E \). The Lyapunov exponents come in symmetric pairs about 0,

\[
\gamma_1(E) \geq \cdots \geq \gamma_{\ell}(E) \geq 0 \geq -\gamma_{\ell+1}(E) = -\gamma_1(E) \geq \cdots \geq \gamma_{2\ell}(E) = -\gamma_1(E).
\]

For existence in the ergodic setting, we refer to Theorem IV.2.6 in [S], which holds also for complex energy.
The Thouless formula relates the IDS to the sum of the first $\ell$ Lyapunov exponents or, to stay with the convention in [11], the Lyapunov index

$$
\gamma(E) := \frac{1}{\ell} [\gamma_1(E) + \cdots + \gamma_\ell(E)].
$$

**Theorem 4.1** (Thouless Formula). Let $N(E)$ and $\gamma(E)$ be the IDS and Lyapunov index for an ergodic block Jacobi matrix as given by (4.1) to (4.3). Then, for all $E \in \mathbb{C}$,

$$
\gamma(E) = -\frac{1}{\ell} \mathbb{E}(\log |\det g|) + \int_\mathbb{R} \log |E - E'| dN(E').
$$

Recall from (4.3) that $S_n(\omega) = g(T^n \omega)$ and thus, due to ergodicity, $\mathbb{E}(\log |\det S_n|) = \mathbb{E}(\log |\det g|)$ for all $n$. This shows how (4.15) generalizes the Thouless formula for the Anderson model on a strip, where $g = I$ and thus the first term on the right-hand side of (4.16) vanishes, reducing the Thouless formula to its familiar form.

That non-standard hopping, i.e. $g \neq I$, leads to a modification of the Thouless formula is well known for the case $\ell = 1$, i.e. standard ergodic Jacobi matrices; see remarks on page 376 of [8] or page 274 of [30]. But for $\ell > 1$ our result seems to be new, see, however, a discussion of the Thouless formula in the context of general ergodic block Jacobi matrices in Section 4 of [32].

**Proof of Theorem 4.1.** We will outline the major steps of the proof, which extends the arguments of [11] to the more general case considered here. For further details, we refer to Chapter 6 of [9].

In the following, for technical convenience, whenever working with fixed $n$, we set $S_0 = S_n = I$. This does not affect the limit defining $\gamma(E)$ as only one factor in the product of transfer matrices is changed, and this factor satisfies uniform norm bounds due to assumption (4.1). It also does not affect the definition (4.7) of the density of states measure as the matrix $M_n$ only depends on $S_1, \ldots, S_{n-1}$.

**Step 1:** We claim that

$$
\langle e_{\ell+1} \wedge \cdots \wedge e_{2\ell}, \wedge'^n T_n^E (e_{\ell+1} \wedge \cdots \wedge e_{2\ell}) \rangle = \frac{(-1)^{\ell n}}{\prod_{j=1}^{n-1} \det S_j} \prod_{m=1}^{\ell n} (E - E_m),
$$

where $\{E_m\}_{m=1}^{\ell n}$ are the eigenvalues of $M_n$, each repeated according to multiplicity.

To see this, note that we can write

$$
T_n^E = \begin{pmatrix} Q^E(n) & P^E(n) \\ Q^E(n+1) & P^E(n+1) \end{pmatrix},
$$

where $Q^E$ and $P^E$ are the unique matrix-valued solutions of

$$
-S_{k-1}X(k-1) + V_kX(k) - S_kX(k+1) = EX(k), \quad k = 1, \ldots, n,
$$

satisfying $Q^E(0) = I$, $Q^E(1) = 0$, $P^E(0) = 0$, and $P^E(1) = I$.

By properties of exterior products, the matrix element in (4.16) is exactly $\det P^E(n+1)$, and Step 1 is complete after noticing that

$$
\det(M_n - E) = \left( \prod_{j=1}^{n-1} \det S_j \right) \det P^E(n+1),
$$
which may be proven by induction by performing appropriate elementary column transformations on $M_n - E$.

**Step 2:** For $E \in \mathbb{C} \setminus \mathbb{R}$, we have the first necessary inequality:

$$
\gamma(E) \geq -\frac{1}{\ell} \mathbb{E}(\log |\det g|) + \int_{\mathbb{R}} \log |E - E'| dN(E').
$$

This inequality follows immediately from Step 1 by estimating $\|\wedge^\ell T_n^E\|$ below by its matrix element given in (4.16), and using Birkhoff’s ergodic theorem and that $dN_n \xrightarrow{w} dN$, where $dN_n = \frac{1}{\ell n} \sum_{m=1}^{\ell n} \delta_{E_m}$ is the density of states measure of $M_n$.

**Step 3:** We have

(a) The set

$$
\left\{ \left( \begin{array}{c} e_1 \\ M e_1 \end{array} \right) \wedge \cdots \wedge \left( \begin{array}{c} e_\ell \\ M e_\ell \end{array} \right) : M \in \mathbb{R}^{\ell \times \ell} \right\}
$$

is total in $\wedge^\ell \mathbb{C}^{2\ell}$.

(b) The set

$$
\left\{ \left( \begin{array}{c} -e_1 \\ M' e_1 \end{array} \right) \wedge \cdots \wedge \left( \begin{array}{c} -e_\ell \\ M' e_\ell \end{array} \right) : M \in \mathbb{R}^{\ell \times \ell} \right\}
$$

is total in $\wedge^\ell \mathbb{C}^{2\ell}$.

This is proven by induction, which, while tedious, uses little more than multilinearity of exterior products.

**Step 4:** Let $d_\ell = \dim(\wedge^\ell \mathbb{C}^{2\ell}) = \binom{2\ell}{\ell}$. Then

(a) There exist matrices $M_{-j} \in \mathbb{R}^{\ell \times \ell}$, $j = 1, \ldots, 2d_\ell$, such that

$$
\left\{ \left( \begin{array}{c} e_1 \\ (M_{-j} - E) e_1 \end{array} \right) \wedge \cdots \wedge \left( \begin{array}{c} e_\ell \\ (M_{-j} - E) e_\ell \end{array} \right) : j = 1, \ldots, 2d_\ell \right\}
$$

is total in $\wedge^\ell \mathbb{C}^{2\ell}$ for all $E \in \mathbb{C}$.

(b) There exist matrices $M_{+k} \in \mathbb{R}^{\ell \times \ell}$, $k = 1, \ldots, 2d_\ell$, such that

$$
\left\{ \left( \begin{array}{c} -e_1 \\ (M'_{+k} - E) e_1 \end{array} \right) \wedge \cdots \wedge \left( \begin{array}{c} -e_\ell \\ (M'_{+k} - E) e_\ell \end{array} \right) : k = 1, \ldots, 2d_\ell \right\}
$$

is total in $\wedge^\ell \mathbb{C}^{2\ell}$ for all $E \in \mathbb{C}$.

Step 3 gives us matrices $M_1, \ldots, M_{d_\ell}$ that yield (4.21) and (4.22). The price we pay now in Step 4 for wanting such spanning properties for all $E \in \mathbb{C}$ is that we allow twice as many matrices as before. Notice that if we take $M_{-j} = M_j$, $j = 1, \ldots, d_\ell$, then there are finitely many $E$ such that the vectors in (4.23) do not span $\wedge^\ell \mathbb{C}^{2\ell}$, for if we form a matrix whose columns are the (coordinate representations of the) vectors in (4.23), $j = 1, \ldots, d_\ell$, the determinant of this matrix is a polynomial in $E$ with finitely many roots. We can then shift all of these matrices by $\lambda_0 I$, where $\lambda_0 \in \mathbb{R}$ is large enough so that we avoid these roots, and we let $M_{-j}$, $j = d_\ell + 1, \ldots, 2d_\ell$, be these shifts.
Step 5: For $j, k = 1, ..., 2d$, define the extended block Jacobi matrices

$$M_{n,j,k} = \begin{pmatrix} M_{-j} & -I & -S_1 & \cdots & \cdots & -S_{n-1} & -I \\ -I & V_1 & -S_1 & \cdots & \cdots & -S_{n-1} & -I \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ -S_1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ -S_{n-1} & V_n & -I \\ -I & M_{+,k} \end{pmatrix}.$$  

This extended operator $M_{n,j,k}$ shares the same transfer matrices $A_k, k = 1, ..., n$ as $M_n$ (given that we argued earlier that we may set $S_0 = S_n = I$). However, it possesses an additional transfer matrix at each end. These are

$$A_{0,j}^E = \begin{pmatrix} 0 & I \\ -I & M_{-j} - E \end{pmatrix} \quad \text{and} \quad A_{n+1,k}^E = \begin{pmatrix} 0 & I \\ -I & M_{+,k} - E \end{pmatrix},$$

which satisfy

$$\begin{pmatrix} u(0) \\ u(1) \end{pmatrix} = A_{0,j}^E \begin{pmatrix} u(-1) \\ u(0) \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} u(n+1) \\ u(n+2) \end{pmatrix} = A_{n+1,k}^E \begin{pmatrix} u(n) \\ u(n+1) \end{pmatrix}.$$  

Similar to Step 1, we have

$$\langle e_{\ell+1} \wedge \cdots \wedge e_{2d}, \wedge^\ell (A_{n+1,k}^E T_n^E A_{0,j}^E) (e_{\ell+1} \wedge \cdots \wedge e_{2d}) \rangle = \frac{(-1)^{tn}}{\prod_{j=1}^{n-1} \det S_j} \prod_{m=1}^{\ell(n+2)} (E - \tilde{E}_m),$$

where $\{\tilde{E}_m\}_{m=1}^{\ell(n+2)} \subset \mathbb{C}$ are the eigenvalues of $M_{n,j,k}$, which are no longer necessarily real if $M_{-j}$ or $M_{+,k}$ is not symmetric (meaning also that we now have to count according to algebraic multiplicity).

Step 6: If $V_1$ and $V_2$ are finite-dimensional inner product spaces with finite spanning sets $S_1$ and $S_2$, respectively, then there is a $c > 0$ such that for all linear transformations $A : V_1 \rightarrow V_2$, 

$$c \|A\| \leq \sup_{\varphi \in S_2, \psi \in S_1} |\langle \varphi, A\psi \rangle|.$$  

This is easy to see by equivalence of norms, since the right-hand side can be seen to be a norm.

Step 7: For $E \in \mathbb{C} \setminus \mathbb{R}$, we have the reverse inequality:

$$\gamma(E) \leq -\frac{1}{\ell} E (\log |\det g|) + \int_{\mathbb{R}} \log |E - E'| dN(E').$$

This is the more difficult inequality. We estimate $\| \wedge^\ell T_n^E \|$ via Step 6, using the spanning sets given in Step 4. One can then see how (4.28) arises, which allows us to finish the proof using Step 5 similar to how Step 2 was done using Step 1.

Step 8: The Thouless formula holds for all $E \in \mathbb{R}$ as well. By the arguments in [12], the left- and right-hand sides of (4.15) are subharmonic functions. Since we have shown (4.15) for $E \in \mathbb{C} \setminus \mathbb{R}$, which has full measure in $\mathbb{C}$, equality extends to all of $\mathbb{C}$. □
5. Dynamical Localization

While the Thouless formula in Section 4 only required ergodicity of the block Jacobi matrix (4.2), in order to get localization properties we now consider the case of i.i.d. random entries. More precisely, let \( \{V_n\} \) be i.i.d. with common distribution \( \mu^1 \) compactly supported in the real symmetric \( \ell \times \ell \)-matrices, and \( \{S_n\} \) i.i.d. with common distribution \( \mu^2 \) compactly supported in the real invertible \( \ell \times \ell \)-matrices. We also assume that the \( \{V_n\} \) and \( \{S_n\} \) are independent from each other. The boundedness assumption (4.1) then becomes

\[
\|V_0\| + \|S_0\| + \|S_0^{-1}\| \leq D < \infty \quad \text{almost surely.}
\]

Notice that \( M_{\nu,\gamma} \) from (3.3) is covered by this model when we choose \( \ell = 2, V_n = \nu_n \sigma_z \), and \( S_n = S(\gamma) \).

For this class of random block Jacobi matrices, we prove dynamical localization via the bootstrap multiscale analysis (MSA) of Germinet and Klein [16], under suitable contractivity and irreducibility assumptions on the Fürstenberg group. These assumptions may be checked, for example, by showing Zariski-denseness, a concept which we will discuss in more detail in Section 6. To apply the bootstrap MSA, it is sufficient (see, e.g., Klein’s survey [24]) to show an appropriate Wegner estimate and initial length scale estimate. To this end, we adapt the approach of Klein, Lacroix, and Speis [25], which proves such estimates for Anderson models on strips. Two important inputs into this argument are the Thouless formula (to prove regularity of the IDS) and a representation formula for the Green function (allowing to turn positivity of Lyapunov exponents into exponential Green function decay).

We will now discuss this in some more detail but heavily refer to earlier works.

Under the assumptions of this section the modified transfer matrices \( A^E_n \) in (4.8) are i.i.d. with common distribution \( \mu^E \) compactly supported in \( \text{Sp}_\ell(\mathbb{R}) \), the \( 2\ell \times 2\ell \)-symplectic matrices. We define the Fürstenberg group

\[
G_{\mu^E} := \langle \text{supp } \mu^E \rangle
\]
to be the smallest closed subgroup of \( \text{Sp}_\ell(\mathbb{R}) \) containing \( \text{supp } \mu^E \).

For \( \ell = 1 \), Fürstenberg’s theorem, e.g. [8], says that non-compactness and strong irreducibility of \( G_{\mu^E} \) imply positivity of the Lyapunov exponent at \( E \). For a higher-order analogue of Fürstenberg’s theorem one has to require that the Fürstenberg group is \( p \)-contractive and \( L_p \)-strongly irreducible for \( p = 1, \ldots, \ell \) (see [2] for definitions). Thus we will assume that

\[
G_{\mu^E} \text{ is } p \text{-contracting and } L_p \text{-strongly irreducible for every } p \in \{1, \ldots, \ell\} \text{ and } E \in I, \text{ where } I \subset \mathbb{R} \text{ is an open interval.}
\]

By Proposition IV.3.4 of [2], (5.3) implies \( \gamma_1(E) > \cdots > \gamma_{\ell}(E) > 0 \) for all \( E \in I \). But much more is true:

**Theorem 5.1** (Dynamical Localization). If (5.3) holds, then for every compact interval \( J \subset I \) and every \( \zeta \in (0, 1) \), there exist constants \( C < \infty \) and \( \eta > 0 \) such that for every \( L \in \mathbb{N} \) and \( j, k \in \Lambda_L \),

\[
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \| P_j \chi_J(M_{\Lambda_L}) e^{-itM_{\Lambda_L}} P_k^* \| \right) \leq C e^{-\eta |j-k| \zeta}.
\]

Here, \( P_j : \ell^2(\mathbb{Z}; \mathbb{C}^\ell) \to \mathbb{C}^\ell \) is the projection \( P_j u = u(j) \), and \( \Lambda_L := [-L, L] \).

In Section 6 below we will discuss applications of Theorem 5.1 by verifying in certain examples that assumption (5.3) holds. In particular, this will complete the proof of Theorem 2.1 on
dynamical localization for block operators associated with the XY chain in random exterior field.

In the remainder of this section, we sketch what goes into the proof of Theorem 5.1. We will not present every needed technical result for two reasons: A complete proof may be found in Chapter 7 of [9], and the approach is essentially the same as in [25], with some streamlining and slight modifications due to the non-standard hopping.

First, one uses [33] to conclude local Hölder continuity of the Lyapunov exponents on $I$ (see page 279 of [8]): For every $p \in \{1, \ldots, \ell\}$ and every compact interval $J \subset I$, there exist constants $C < \infty$ and $\alpha > 0$ such that

$$|\gamma_p(E) - \gamma_p(E')| \leq C |E - E'|^{\alpha} \quad \text{for all } E, E' \in J. \tag{5.5}$$

The Thouless formula, Theorem 4.1 along with properties of the Hilbert transform, is then used to transfer this Hölder continuity to the IDS: For every compact interval $J \subset I$ there exist constants $C < \infty$ and $\alpha > 0$ such that

$$|N(E) - N(E')| \leq C |E - E'|^{\alpha} \quad \text{for all } E, E' \in J. \tag{5.6}$$

The proof of (5.6) is essentially the same as that of Theorem A.1 in [7]. This Hölder continuity of the IDS is one of the key ingredients in the proof of a Wegner estimate, Theorem 5.2 below.

To prove a Wegner estimate, which can be thought of as a statement about the size of a resolvent, one needs to be able to express Green functions in terms of solutions of the associated difference equation. For standard Jacobi matrices this is a well-known classical formula. A block form of this formula which holds for discrete Schrödinger operators on strips can be found, for example, in Proposition III.5.6 of [8]. What we need here can be found in Section 2 of [33] and is a version of this formula which holds for general block Jacobi matrices, including non-standard hopping terms. To state it, we first define the (modified) Wronskian of two matrix-valued functions $U, V : [0, L + 1] \to \mathbb{C}^{\ell \times \ell}$ as

$$W(U, V)) (k) := (V(k))^t S_k U(k + 1) - (S_k V(k + 1))^t U(k), \quad k = 0, \ldots, L. \tag{5.7}$$

This is shown to be constant (in $k$) if $U$ and $V$ are solutions of the finite difference equation

$$-S_{k-1} X(k - 1) + V_k X(k) - S_k X(k + 1) = z X(k), \quad k = 0, \ldots, L. \tag{5.8}$$

If we let $U^z$ and $V^z$ be the unique solutions of (5.8) satisfying $U^z(0) = 0$, $U^z(1) = I$, $V^z(L) = I$, and $V^z(L + 1) = 0$, then $W(U^z, V^z)$ is invertible if and only if $z \notin \sigma(M_L)$. For such $z$ and for $j, k \in \{1, \ldots, L\}$, we can also define the block Green function $G_L(j, k; z) := P_j (M_L - z)^{-1} P_k^*$. For any $z \in \mathbb{C} \setminus \sigma(M_L)$, we have the Green function formula

$$G_L(j, k; z) = \begin{cases} U^z(j) W(U^z, V^z)^{-1} V^z(k)^t, & \text{if } j \leq k, \\ V^z(j) W(U^z, V^z)^{-1} U^z(k)^t, & \text{if } j \geq k. \end{cases} \tag{5.9}$$

In [33] the above facts are discussed within a derivation of Weyl theory for general block Jacobi matrices. Also see Appendix B of [9] for a proof of (5.9).

Choosing $(j, k) = (1, L)$ in (5.9) and $k = L$ in (5.7) yields the relation $G_L(1, L; z) = (S_L U^z(L + 1))^{-1}$, which provides a crucial link between growth properties of solutions of (5.8), e.g. Lyapunov exponents, and decay of Green’s function. In particular, this combined with Hölder continuity of the IDS (5.6) allows to adapt arguments of [25] to prove the following Wegner estimate. Again, we refer to Chapter 7 of [9] for a full proof.
Theorem 5.2 (Wegner Estimate). Suppose (5.3) holds. For any $\beta \in (0,1)$, $\sigma > 0$, and compact interval $J \subset I$, there exist $L_0 = L_0(J, \beta, \sigma)$ and $\tau = \tau(J, \beta, \sigma) > 0$ such that
\[ (5.10) \quad \mathbb{P}(d(E, \sigma(M_{\Lambda L})) \leq e^{-\sigma L^\beta}) \leq e^{-\tau L^\beta} \]
for all $E \in J$ and $L \geq L_0$.

Using Theorem 5.2 and some geometric resolvent identities, one proves the following initial length scale estimate, similarly to how it is done in [25], but accounting for the non-standard hopping terms by absorbing the upper bound (5.1) into various constants.

Theorem 5.3 (Initial Length Scale Estimate). Suppose (5.3) holds, and let $E_0 \in I$. For every $\varepsilon > 0$ and $\beta \in (0,1)$ there exist $L_1 = L_1(E_0, \varepsilon, \beta)$ and $\kappa = \kappa(E_0, \varepsilon, \beta) > 0$ such that
\[ (5.11) \quad \mathbb{P}(E_0 \notin \sigma(M_{\Lambda L}) \text{ and } \|G_{\Lambda L}(0,L;E_0)\| \leq e^{-(\gamma_0(E_0) - \varepsilon)L/16}) \geq 1 - e^{-\kappa L^\beta} \]
for all $L \geq L_1$.

As remarked earlier, the proof of dynamical localization now follows using the bootstrap multiscale analysis of Germinet and Klein [16], see also the survey [24] which stresses that a wide range of localization properties follow for a broad class of models once input assumptions such as provided above have been shown. Strictly speaking, the works [16] and [24] only discuss the infinite volume version of (5.2). The finite volume version stated above turns out to be equivalent by Theorem 6.1 of [17].

6. Applications

6.1. Checking contractivity and irreducibility. We showed in Theorem 5.1 that if a random block Jacobi matrix satisfies the assumption (5.3) on some open interval $I$, then it exhibits dynamical localization in the form (5.4). To apply Theorem 5.1 and, in particular, prove Theorem 2.1, we have to verify (5.3) in concrete examples. For this we will use the criterion of Zariski-denseness of the Fürstenberg group, which Gol’dsheid and Margulis used in [18] to show positivity of Lyapunov exponents for the Anderson model on strips. More recently, this criterion has also been used in the proof of localization properties for continuum Anderson-type models with matrix-valued potential, see [4] and references therein, and for a class of unitary random operators [5].

Let $\mathbb{R}^{2\ell \times 2\ell}$ denote the space of all $2\ell \times 2\ell$ real matrices, let us identify $\mathbb{R}^{2\ell \times 2\ell} \cong \mathbb{R}^{(2\ell)^2}$, and let $\mathbb{R}[x_1, ..., x_{(2\ell)^2}]$ denote the ring of all real-coefficient polynomials in the variables $x_1, ..., x_{(2\ell)^2}$. The Zariski topology on $\mathbb{R}^{2\ell \times 2\ell}$ is defined by declaring the following type of sets to be closed:
\[ (6.1) \quad V(S) := \{ x \in \mathbb{R}^{(2\ell)^2} : \forall P \in S, P(x) = 0 \}, \quad \text{for all } S \subset \mathbb{R}[x_1, ..., x_{(2\ell)^2}] . \]
Such a set $V(S)$ is called an algebraic variety and is the set of common zeros of all polynomials from $S$. Then the Zariski topology on $\text{Sp}_\ell(\mathbb{R})$ is just the topology induced by the Zariski topology on $\mathbb{R}^{2\ell \times 2\ell}$.

The Zariski closure $\text{Cl}_Z(G)$ of a subset $G$ of $\text{Sp}_\ell(\mathbb{R})$ is the smallest closed set in the Zariski topology that contains $G$, i.e. if $G \subset \text{Sp}_\ell(\mathbb{R})$, then $\text{Cl}_Z(G)$ is the set of zeros of polynomials vanishing on $G$. A subset $G' \subset G$ is said to be Zariski-dense in $G$ if $\text{Cl}_Z(G') = \text{Cl}_Z(G)$, i.e. each polynomial vanishing on $G'$ also vanishes on $G$.

Theorem 6.1 (Gol’dsheid-Margulis Criterion, [18]). Suppose $\{B_n\}_{n \in \mathbb{N}} \subset \text{Sp}_\ell(\mathbb{R})$ are i.i.d. random matrices with common distribution $\mu$, and $G_\mu := (\text{supp } \mu)$ is the Fürstenberg group.
If \( G_\mu \) is Zariski-dense in \( \text{Sp}_\ell(\mathbb{R}) \), and thus \( \text{Cl}_Z(G_\mu) = \text{Sp}_\ell(\mathbb{R}) \), then for every \( p \in \{1, \ldots, \ell\} \), \( G_\mu \) is \( p \)-contracting and \( L_p \)-strongly irreducible.

Showing that the Lie groups \( \text{Cl}_Z(G_\mu) \) and \( \text{Sp}_\ell(\mathbb{R}) \) are equal is equivalent to showing that the associated Lie algebras \( \mathfrak{g}_\ell \) and \( \mathfrak{sp}_\ell(\mathbb{R}) \) are equal. The latter has dimension \( \ell(2\ell + 1) \) on account of the characterization

\[
\mathfrak{sp}_\ell(\mathbb{R}) = \left\{ \begin{pmatrix} a & b_1 \\ b_2^{-1} & -a^t \end{pmatrix} : a \in \mathbb{R}^{\ell \times \ell}; \ b_1, b_2 \in \mathbb{R}^{\ell \times \ell} \text{ symmetric} \right\}.
\]

Thus, one can conclude Zariski-denseness of \( G_\mu \) in \( \text{Sp}_\ell(\mathbb{R}) \) if one can find \( \ell(2\ell + 1) \) linearly independent elements in \( \mathfrak{g}_\ell \).

Applications of Theorem 5.1 to random block Jacobi matrices are found by verifying the Gol’dsheid-Margulis criterion for the F"urstenberg groups \( G_{\mu E} \) from (5.2) for all \( E \in \mathcal{I} \). Naturally, for any given model, we will be interested in finding the largest open interval where this holds. For the Anderson model on a strip it was shown in [18] that one may choose \( I = \mathbb{R} \), i.e. the model is dynamically localized at all energies. The authors of [3] consider an explicit example with \( \ell = 2 \) (associated with a continuum Anderson-type model on two coupled strings), where they can verify Zariski-denseness for all \( E \) outside a discrete set of critical energies. For the model considered in Theorem 2.1 we can stay quite close to the arguments of [3] and see in the next subsection that one may choose \( I = \mathbb{R} \setminus \{0\} \). We will also see that \( E = 0 \) is indeed a critical energy at which the F"urstenberg group is not Zariski-dense.

### 6.2. Proof of Theorem 2.1

We now return to the example of a random block Jacobi matrix considered in Theorem 2.1. As explained above, Theorem 2.1 follows from Theorem 5.1 and

**Theorem 6.2.** Let \( M \) the random block Jacobi matrix of type (4.2) with \( \ell = 2 \), \( S_n = S(\gamma) \) for some \( \gamma \in (0,1) \cup (1, \infty) \), and \( V_n = \nu_n \sigma^z \), where \( (\nu_n) \) are i.i.d. random variables with non-trivial compactly supported distribution \( \rho \).

Then, for all \( E \neq 0 \), the F"urstenberg group \( G_{\mu E} \) is Zariski-dense in \( \text{Sp}_2(\mathbb{R}) \). In particular, \( \gamma_1(E) > \gamma_2(E) > 0 \) for all \( E \neq 0 \).

Before we prove Theorem 6.2, let us lay some foundations. In the special case considered here the transfer matrices (1.8) can be factored as

\[
A_n^E = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ \nu_n & 0 & 1 & 0 \\ 0 & -\nu_n & 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 0 & 1/1-\gamma^2 & \gamma/(1-\gamma^2) \\ 0 & 0 & -1/1-\gamma^2 & -\gamma/(1-\gamma^2) \\ -1 & \gamma & 1/1-\gamma^2 & \gamma/(1-\gamma^2) \\ -\gamma & 1 & 1/1-\gamma^2 & \gamma/(1-\gamma^2) \end{pmatrix},
\]

separating the random and energy parameters.

For any \( 2 \times 2 \) matrix \( Q \), if we define

\[
M(Q) := \begin{pmatrix} I & 0 \\ Q & I \end{pmatrix},
\]

then we may write the above factorization as

\[
A_n^E = M(\nu_n \sigma^z)A_0(E),
\]

where \( A_0(E) \) is defined as the second factor. Thus the F"urstenberg group is

\[
G_{\mu E} := \langle \text{supp } \mu_E \rangle = \langle M(\nu_0 \sigma^z)A_0(E) : \nu_0 \in \text{supp } \rho \rangle.
\]

For our proof, we will also need the following standard fact from Lie theory:
Lemma 6.3. If $G$ is a matrix Lie group, and $\mathfrak{g}$ is its Lie algebra, then we have
\begin{equation}
AXA^{-1} \in \mathfrak{g}
\end{equation}
whenever $X \in \mathfrak{g}$ and $A \in G$.

Proof of Theorem 6.2. As in Subsection 6.1, let $\mathfrak{g}_2(E)$ denote the Lie algebra of $\text{Cl}_Z(G_{\mu_E})$, and $\mathfrak{sp}_2(\mathbb{R})$ the Lie algebra of $\text{Sp}_2(\mathbb{R})$. As discussed there, it suffices to show that $\mathfrak{g}_2(E) = \mathfrak{sp}_2(\mathbb{R})$ for all $E \neq 0$. Let
\begin{equation}
U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}
\quad \text{and} \quad \mathbb{U} := \begin{pmatrix} U & 0 \\ 0 & U \end{pmatrix}.
\end{equation}

Because $U$ is symmetric and self-inverse, one easily checks that $\mathbb{U}$ is symplectic. As a consequence of Lemma 6.3 one can show that
\begin{equation}
\mathfrak{g}_2(E) = \mathfrak{sp}_2(\mathbb{R}) \quad \text{if and only if} \quad \tilde{\mathfrak{g}}_2(E) := \mathbb{U} \mathfrak{g}_2(E) \mathbb{U} = \mathfrak{sp}_2(\mathbb{R}).
\end{equation}

It thus suffices to construct 10 linearly independent elements belonging to $\tilde{\mathfrak{g}}_2(E) \subset \mathfrak{sp}_2(\mathbb{R})$. We will need the following tool that allows us to move back and forth between the Lie group and Lie algebra, see e.g. [3] for a proof.

Lemma 6.4. For $Q \in \mathbb{R}^{2 \times 2}$, we have
\begin{equation}
M(Q) \in \text{Cl}_Z(G_{\mu_E}) \quad \text{if and only if} \quad \begin{pmatrix} 0 & 0 \\ Q & 0 \end{pmatrix} \in \mathfrak{g}_2(E).
\end{equation}

We know that $M(\nu_0 \sigma^z)A_0(E) \in \text{Cl}_Z(G_{\mu_E})$ whenever $\nu_0 \in \text{supp} \rho$. Our first objective will be to show that $A_0(E) \in \text{Cl}_Z(G_{\mu_E})$.

As $\rho$ is non-trivial, let us take $a, b \in \text{supp} \rho$, $a \neq b$. Then $M(a \sigma^z)A_0(E) \in G_{\mu_E}$ and $M(b \sigma^z)A_0(E) \in G_{\mu_E}$. This implies that
\begin{equation}
M((a - b) \sigma^z) = M(a \sigma^z)A_0(E)[M(b \sigma^z)A_0(E)]^{-1} \in G_{\mu_E} \subset \text{Cl}_Z(G_{\mu_E}).
\end{equation}

Lemma 6.4 then implies
\begin{equation}
\begin{pmatrix} 0 \\ (a - b) \sigma^z & 0 \end{pmatrix} \in \mathfrak{g}_2(E),
\end{equation}

and being a Lie algebra, all scalar multiples also lie in $\mathfrak{g}_2(E)$. In particular,
\begin{equation}
\begin{pmatrix} 0 \\ c \sigma^z & 0 \end{pmatrix} \in \mathfrak{g}_2(E) \quad \text{for all} \quad c \in \mathbb{R}.
\end{equation}

Again by Lemma 6.4 we have $M(a \sigma^z) \in \text{Cl}_Z(G_{\mu_E})$ and thus
\begin{equation}
A_0(E) = M(a \sigma^z)^{-1}[M(a \sigma^z)A_0(E)] \in \text{Cl}_Z(G_{\mu_E}).
\end{equation}

We now construct the 10 linearly independent elements of $\tilde{\mathfrak{g}}_2(E)$, which will complete the proof. In the following, any matrix with a superscript “temp” will be replaced by a simpler matrix soon thereafter. We start with
\begin{equation}
A_1 := \mathbb{U} \begin{pmatrix} 0 & 0 \\ \sigma^z & 0 \end{pmatrix} \mathbb{U} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} \in \tilde{\mathfrak{g}}_2(E).
\end{equation}
Conjugating via Lemma 6.3 yields

\begin{equation}
A_2 := -(1 - \gamma^2)UA_0(E)^{-1} \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} A_0(E)U = \begin{pmatrix} 0 & E & 0 & 1 \\ E & 0 & 1 & 0 \\ 0 & -E^2 & 0 & -E \\ -E^2 & 0 & -E & 0 \end{pmatrix} \in \tilde{G}_2(E)
\end{equation}

and

\begin{equation}
A_3^{\text{temp}} := -(1 - \gamma^2)UA_0(E) \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} A_0(E)^{-1}U = \begin{pmatrix} 0 & E & 0 & 1 \\ E & 0 & 1 & 0 \\ 0 & -E^2 & 0 & -E \\ -E^2 & 0 & -E & 0 \end{pmatrix} \in \tilde{G}_2(E)
\end{equation}

By taking linear combinations of $A_1, A_2, A_3^{\text{temp}}$ and using that $E \neq 0$, it is clear we can produce

\begin{equation}
A_3 := \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \end{pmatrix} \in \tilde{G}_2(E).
\end{equation}

Furthermore, if we define $b_1 := E + \gamma + 1$, $b_2 := E - \gamma + 1$, $b_3 := E + \gamma - 1$, and $b_4 := E - \gamma - 1$, then

\begin{equation}
A_4^{\text{temp}} := -(1 - \gamma^2)^2UA_0(E)^2 \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} A_0(E)^{-2}U
\end{equation}

\begin{equation}
= \begin{pmatrix} 0 & E b_3 b_4 & 0 & E^2 \\ E b_1 b_4 & 0 & E^2 & 0 \\ 0 & -b_1 b_2 b_3 b_4 & 0 & -E b_1 b_4 \\ -b_1 b_2 b_3 b_4 & 0 & -E b_2 b_3 & 0 \end{pmatrix} \in \tilde{G}_2(E)
\end{equation}

Since $E \neq 0$ and $\gamma \neq 0$, one can see that $E b_1 b_4 \neq E b_2 b_3$. After separating into the five cases $b_1 = 0$, $b_2 = 0$, $b_3 = 0$, $b_4 = 0$, and all $b_j \neq 0$, it is not difficult to find a linear combination of $A_1, A_2, A_3, A_4^{\text{temp}}$ that yields

\begin{equation}
A_4 := \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \end{pmatrix} \in \tilde{G}_2(E).
\end{equation}

The matrices $A_1, A_2, A_3, A_4$ are linearly independent and span the following 4-dimensional subspace of $\mathfrak{sp}_2(\mathbb{R})$:

\begin{equation}
\left\{ \begin{pmatrix} 0 & a & 0 & d \\ b & 0 & d & 0 \\ 0 & c & 0 & -b \\ c & 0 & -a & 0 \end{pmatrix} : a, b, c, d \in \mathbb{R} \right\}.
\end{equation}
It turns out, and is easily checked by calculation, that the complementary 6-dimensional subspace
\[
(6.22)
\begin{pmatrix}
  a & 0 & d_1 & 0 \\
  0 & b & 0 & d_2 \\
  c_1 & 0 & -a & 0 \\
  0 & c_2 & 0 & -b
\end{pmatrix} : a, b, c_1, c_2, d_1, d_2 \in \mathbb{R}
\]
of $\text{sp}_2(\mathbb{R})$ is spanned by the six matrix commutators $[A_{j_1}, A_{j_2}], 1 \leq j_1 < j_2 \leq 4$, of the first four matrices. Here, the commutator $[A, B] := AB - BA$ is the Lie bracket of the Lie algebra $\mathfrak{g}_2(E)$. This completes the construction of 10 linearly independent elements of $\mathfrak{g}_2(E)$ and thus the proof of Theorem 6.2. \(\square\)

6.3. Critical energy $E = 0$. We have just shown that for all $E \neq 0$ the F"urstenberg group $G_{\mu_E}$ is Zariski-dense in $\text{Sp}_2(\mathbb{R})$ and thus, by the Gol’dsheid-Margulis criterion, $p$-contracting and $L_p$-strongly irreducible for $p = 1$ and $p = 2$. It is easy to see that at $E = 0$ the F"urstenberg group is not strongly irreducible in $\mathbb{R}^4$ (which is the same as saying that it is not $L_1$-strongly irreducible). Thus (5.34) does not hold for any interval $I$ containing 0.

However, we can still show by a direct argument, see part (ii) of the following result, that the leading Lyapunov exponent $\gamma_1(0)$ is strictly positive and distinct from $\gamma_2(0)$. After proving this we will discuss that typically $\gamma_2(0)$ is also positive, while there are exceptional cases where it may vanish.

**Theorem 6.5.** Under the conditions of Theorem 6.2,

(i) $G_{\mu_0}$ is not strongly irreducible in $\mathbb{R}^4$, and

(ii) $\gamma_1(0) > \gamma_2(0) \geq 0$.

**Proof.** (i) Since $G_{\mu_0}$ is the smallest closed subgroup of $\text{Sp}_2(\mathbb{R})$ containing the transfer matrices
\[
(6.23)
A_n^0 = \begin{pmatrix}
  0 & 0 & \frac{1}{1-\gamma} & \gamma \\
  0 & 0 & \frac{1}{1-\gamma} & \frac{1}{1-\gamma} \\
 -1 & \gamma & \frac{1}{1-\gamma} & \frac{1}{1-\gamma} \\
 -\gamma & 1 & \frac{1}{1-\gamma} & \frac{1}{1-\gamma}
\end{pmatrix}, \quad n \in \mathbb{N},
\]
it follows that $\tilde{G}_{\mu_0} := U G_{\mu_0} U$ (with $U$ from (6.26)) is the smallest closed subgroup of $\text{Sp}_2(\mathbb{R})$ containing the transformed transfer matrices
\[
(6.24)
B_n^0 := UA_n^0 U = \begin{pmatrix}
  0 & 0 & 0 & \frac{1}{1+\gamma} \\
  0 & 0 & \frac{1}{1-\gamma} & 0 \\
  0 & 0 & \frac{1}{1-\gamma} & \frac{1}{1+\gamma} \\
 -1 + \gamma & 0 & 0 & \frac{1}{1-\gamma}
\end{pmatrix}, \quad n \in \mathbb{N}.
\]

All of these matrices and, as a consequence, all elements of $\tilde{G}_{\mu_0}$ are of the form
\[
(6.25)
\begin{pmatrix}
  a_{11} & 0 & 0 & a_{14} \\
  0 & a_{22} & a_{23} & 0 \\
  0 & a_{32} & a_{33} & 0 \\
  a_{41} & 0 & 0 & a_{44}
\end{pmatrix}.
\]

Now it is obvious that $\tilde{G}_{\mu_0}$ (and thus $G_{\mu_0}$) has non-trivial invariant subspaces in $\mathbb{R}^4$ and therefore is not strongly irreducible.
(ii) The upshot of the above argument is that the transfer matrices $A_n^0$ are similar to direct sums of $2 \times 2$ transfer matrices, allowing to analyze them more directly with the classical Fürstenberg theorem. More precisely, if

\begin{equation}
(6.26) \quad P = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \end{pmatrix},
\end{equation}

then

\begin{equation}
(6.27) \quad C_n = P^{-1}B_n^0P = P^{-1}\bigcup A_n^0\bigcup P = \begin{pmatrix} 0 & 0 & 1 \gamma & 0 \\ 1 + \gamma & \nu & 0 & 0 \\ 0 & 0 & 0 & 1 + \gamma \\ 0 & 0 & -1 - \gamma & \nu \end{pmatrix} = \begin{pmatrix} D_n & 0 \\ 0 & F_n \end{pmatrix},
\end{equation}

where

\begin{equation}
(6.28) \quad D_n := \begin{pmatrix} 0 & 1 + \gamma \\ -1 + \gamma & \nu \end{pmatrix} \quad \text{and} \quad F_n := \begin{pmatrix} 0 & 1 \\ -1 - \gamma & \nu \end{pmatrix}.
\end{equation}

Due to symplecticity, the Lyapunov exponents of $\{A_n^0\}_{n \in \mathbb{N}}$ are of the form $\gamma_1(0) \geq \gamma_2(0) \geq 0 \geq -\gamma_2(0) \geq -\gamma_1(0)$.

For the proof of $\gamma_1(0) > \gamma_2(0)$ we will first consider the case $\gamma \in (0, 1)$. Let $\gamma_1^D$ and $\gamma_2^D$ be the Lyapunov exponents of $\{D_n\}_{n \in \mathbb{N}}$ and $\gamma_1^F$ and $\gamma_2^F$ the Lyapunov exponents of $\{F_n\}_{n \in \mathbb{N}}$ (whose existence follows by the argument below). Then we have

\begin{equation}
(6.29) \quad \{\gamma_1(0), \gamma_2(0), -\gamma_2(0), -\gamma_1(0)\} = \{\gamma_1^D, \gamma_2^D, \gamma_1^F, \gamma_2^F\}.
\end{equation}

Let us define new matrices

\begin{align}
(6.30) \quad \tilde{D}_n &:= \sqrt{\frac{1 + \gamma}{1 - \gamma}} D_n = \begin{pmatrix} 0 & 1 \\ -\sqrt{1 - \gamma^2} & \frac{\nu}{\sqrt{1 - \gamma^2}} \end{pmatrix}, \\
(6.31) \quad \tilde{F}_n &:= \sqrt{\frac{1 - \gamma}{1 + \gamma}} F_n = \begin{pmatrix} 0 & 1 \\ -\sqrt{1 - \gamma^2} & \frac{\nu}{\sqrt{1 - \gamma^2}} \end{pmatrix} = \tilde{D}_n.
\end{align}

Since $\tilde{D}_n$ is a constant multiple of $D_n$, the logarithm in the definition of the Lyapunov exponent turns this constant multiple into a shift, and (6.29) then becomes

\begin{equation}
(6.32) \quad \{\gamma_1(0), \gamma_2(0), -\gamma_2(0), -\gamma_1(0)\} = \left\{ \pm \gamma \tilde{D} \pm \frac{1}{2} \log \frac{1 + \gamma}{1 - \gamma} \right\}.
\end{equation}

We note that $\det \tilde{D}_n = \det \tilde{F}_n = 1$ and that the matrices $\tilde{D}_n$ are similar to

\begin{equation}
(6.33) \quad D_n' = \begin{pmatrix} 1 & 0 \\ \nu & 1 \end{pmatrix} \tilde{D}_n \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1 - \gamma^2} \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & \frac{\nu}{\sqrt{1 - \gamma^2}} \end{pmatrix},
\end{equation}

which are the transfer matrices of the standard Anderson model at $E = 0$, with disorder scaled by the constant $1/\sqrt{1 - \gamma^2}$. It is well known and follows from Fürstenberg’s theorem that $\gamma \tilde{D} > 0$. 

Noting that \((1 + \gamma)/(1 - \gamma) > 1\) and thus \(\log \frac{1 + \gamma}{1 - \gamma} > 0\), we conclude that 

\[(6.34) \quad \gamma_1(0) = \gamma \tilde{D} + \frac{1}{2} \log \frac{1 + \gamma}{1 - \gamma}, \quad \gamma_2(0) = \left| \gamma \tilde{D} - \frac{1}{2} \log \frac{1 + \gamma}{1 - \gamma} \right|,\]

and, in particular, \(\gamma_1(0) > \gamma_2(0)\).

In the case \(\gamma > 1\) the matrices \(D_n\) and \(F_n\) have negative determinant, which leads us to modifying the above argument by considering products of neighboring pairs of transfer matrices. Thus let

\[(6.35) \quad G_n := D_{2n}D_{2n-1} = \frac{\gamma - 1}{\gamma + 1} \tilde{G}_n,\]
\[(6.36) \quad H_n := F_{2n}F_{2n-1} = \frac{\gamma + 1}{\gamma - 1} \tilde{G}_n,\]

where

\[(6.37) \quad \tilde{G}_n = \begin{pmatrix} 1 & \frac{\nu_{2n-1}}{\gamma - 1} \\ \nu_{2n} & 1 + \frac{\nu_{2n-1} \nu_{2n}}{\gamma - 1} \end{pmatrix}.\]

The matrices \(\tilde{G}_n\) are i.i.d. with \(\det \tilde{G}_n = 1\).

Observe that

\[(6.38) \quad C_{2n}C_{2n-1} = \begin{pmatrix} G_n & 0 \\ 0 & H_n \end{pmatrix},\]

and thus

\[(6.39) \quad \{\gamma_1(0), \gamma_2(0), -\gamma_2(0), -\gamma_1(0)\} = \frac{1}{2} \left\{ \pm \gamma \tilde{G} \pm \frac{1}{2} \log \frac{\gamma + 1}{\gamma - 1} \right\}.\]

As above, we argue that

\[(6.40) \quad \gamma_1(0) = \frac{1}{2} \left( \gamma \tilde{G} + \frac{1}{2} \log \frac{\gamma + 1}{\gamma - 1} \right), \quad \gamma_2(0) = \frac{1}{2} \left| \gamma \tilde{G} - \frac{1}{2} \log \frac{\gamma + 1}{\gamma - 1} \right|\]

To conclude \(\gamma_1(0) > \gamma_2(0)\), it remains to show that \(\gamma \tilde{G} > 0\), which we accomplish by verifying the assumptions of Fürstenberg’s theorem.

Associated to (6.37), putting \(c := \gamma^2 - 1\), we define the Fürstenberg group

\[(6.41) \quad G = \left\{ G(x, y) := \begin{pmatrix} 1 & \frac{y}{\gamma - 1} \\ y & 1 + \frac{x \gamma}{\gamma - 1} \end{pmatrix} : x, y \in \text{supp} \rho \right\} \subset \text{SL}_2(\mathbb{R}).\]

Pick \(\{a, b\} \subset \text{supp} \rho\) with \(a \neq b\). Then a short calculation shows that

\[(6.42) \quad G(a, a)^{-1}G(b, a) = \begin{pmatrix} 1 & \frac{b-a}{c} \\ 0 & \frac{1}{c} \end{pmatrix} \in G.\]

Taking successive powers of this matrix causes the upper-right entry to grow, showing non-compactness of \(G\). One also proves strong irreducibility in much the same manner as it is done for the Anderson model (see, e.g., Proposition IV.4.25 in [8]):

Let \(v = (\alpha, \beta)^t \in \mathbb{R}^2 \setminus \{0\}\). If \(\beta \neq 0\), one checks that the three vectors

\[(6.43) \quad v, \quad \left( \begin{pmatrix} 1 & \frac{b-a}{c} \\ 0 & 1 \end{pmatrix} \right) v, \quad \left( \begin{pmatrix} 1 & \frac{b-a}{c} \\ 0 & 1 \end{pmatrix} \right)^2 v\]

are all non-parallel.
are pairwise non-collinear. For \((\alpha, \beta) = (1, 0)\) one takes \(y \in \{a, b\} \setminus \{0\}\), defines \(w = G(a, y)v = (1, y)^t\), and finds that the vectors

\[(6.44)\]

\[w, \left( \begin{array}{cc} 1 & b-a \\ 0 & c \end{array} \right) w, \left( \begin{array}{cc} 1 & b-a \\ 0 & c \end{array} \right)^2 w\]

are pairwise non-collinear. Thus, Fürstenberg’s theorem gives \(\gamma \tilde{G} > 0\), as desired. This completes the proof. \(\square\)

We now know that \(\gamma_1(0) > \gamma_2(0)\), but deciding if \(\gamma_2(0) > 0\) is more subtle and depends on the specific choice of parameters of the model. We will only discuss this for the case \(\gamma \in (0, 1)\), where we can cite known facts for the Anderson model, but similar reasoning should apply for \(\gamma > 1\).

If \(\gamma \in (0, 1)\), then we conclude from (6.34) that \(\gamma_2(0) > 0\) if and only if

\[(6.45)\]

\(\gamma \tilde{D} \neq \frac{1}{2} \log \frac{1 + \gamma}{1 - \gamma} \).

As we mentioned after (6.33), we know that \(\gamma \tilde{D} > 0\), but it depends on the specifics of the distribution \(\rho\) of \(\nu_n\) if \(\gamma \tilde{D}\) may happen to coincide with \(\frac{1}{2} \log \frac{1 + \gamma}{1 - \gamma}\).

To illustrate this further, introduce an extra disorder parameter \(\alpha\) and let \(\pm \Gamma_0(\gamma, \alpha)\) be the Lyapunov exponents of the i.i.d. matrices

\[(6.46)\]

\[D_n'(\alpha) = \left( \begin{array}{cc} 0 & 1 \\ -1 & \frac{\alpha \nu_n}{\sqrt{1 - \gamma}} \end{array} \right) .\]

We claim that

\[(6.47)\] \(\alpha \mapsto \Gamma_0(\gamma, \alpha)\) is continuous,

\[(6.48)\] \(\lim_{\alpha \to 0} \Gamma_0(\gamma, \alpha) = 0\),

\[(6.49)\] \(\lim_{\alpha \to \infty} \Gamma_0(\gamma, \alpha) = \infty\).

The first result is proven in the same way as showing continuity of the Lyapunov exponent as a function of energy, compare, e.g., Corollary V.4.8 of [8] and its proof. The second and third results follow from asymptotic relations of the Lyapunov exponent for the Anderson model. For this, we refer to Sections V.11 and VI.14 in [30].

Since \(\frac{1}{2} \log \frac{1 + \gamma}{1 - \gamma} > 0\), the Intermediate Value Theorem yields for any given non-trivial distribution \(\rho\) of \(\nu_n\) a choice of \(\alpha\) (and hence a re-scaled distribution \(\rho_\alpha = \rho(\cdot/\alpha)\)) such that \(\gamma_2(0) = 0\). We also get \(\gamma_2(0) > 0\) if \(\alpha\) is sufficiently large or sufficiently small. If \(\Gamma_0(\gamma, \alpha)\) were strictly monotone in \(\alpha\) (which we haven’t checked), then \(\gamma_2(0)\) would vanish for a unique critical value of \(\alpha\) and, in this sense, \(\gamma_2(0) > 0\) would be the generic case.

6.4. Other types of randomness. In Theorems 2.1 and 6.2 we have focused on the special case of the model (2.11) in which the magnetic field strength \(\nu_n\) is random. But, of course, the more general Theorem 5.1 together with the Gol’sheid-Margulis criterion can be applied to other types of randomness, as long as Zariski-denseness of the Fürstenberg groups can be verified for suitable energy intervals. Without stating detailed results, we discuss here what we found for the cases where in the model (2.11) either the coupling constants \(\mu_n\) or the anisotropy parameters \(\gamma_n\) are chosen to be random. This was done, in part, by using numerical help.

Note that cases with randomness in two or all three of the parameter sequences are easier, as this gives larger Fürstenberg groups which are more likely to be Zariski-dense.
First, note that the zero-energy singularity will persist for all these cases, as the reducibility of the transfer matrices observed in the proof of Theorem 6.5 holds in general for the transfer matrices $A^0_k$ from (4.8) with $V_k$ and $S_k$ as in (2.11).

In the case of random i.i.d. couplings $\mu_n$ taking at least two different values, keeping $\nu_n = \nu$ and $\gamma_n = \gamma \in (0,1)$ constant, we found, using a construction similar to the proof of Theorem 6.2, that the \textit{F\"{u}rstenberg group} is Zariski-dense for all $E \notin \{0, \pm \nu\}$. But we have not checked if the new critical energies $\pm \nu$ lead to interesting phenomena and if they might disappear if the support of the single-site distribution of the $\mu_n$ has more than two points.

In the case of random i.i.d. anisotropies $\gamma_n$ with support contained in $(0,1)$, keeping $\nu_n = \nu$ and $\mu_n = 1$ constant, the analysis is more complex. The standard canceling trick (6.11) no longer results in a matrix of the form $M(Q)$ but rather a diagonal matrix (with positive diagonal entries), so we may no longer use Lemma 6.4 to cleverly switch back and forth between the Lie algebra and Lie group. Instead, under the assumption that the single-site distribution takes two different values $a$ and $b$, ten elements in the Lie algebra were constructed by appropriately conjugating the logarithm of this diagonal matrix, which is known to lie in the Lie algebra. Numerically, for any non-zero $E$, a transcendental equation (arising as a $10 \times 10$-determinant for the ten constructed elements of the Lie algebra) has no more than two roots in $b$ for any fixed $a$. This would indicate that Zariski-denseness holds for all $E \neq 0$ if the single-site distribution of the $\gamma_n$ is supported on at least four points, as in this case for any value of the first point at least one of the three other values would yield non-zero determinant.

7. Dynamical localization for the XY chain

Our interest in proving dynamical localization for the random block operators $\hat{M}_n$ defined in (2.8) is largely motivated by the fact that, as proven in [19], this implies a many-body dynamical localization property for the disordered XY spin chain. In this concluding section we discuss this connection between one-body and many-body localization in more detail.

The identity (2.7), derived via the Jordan-Wigner transform, can be read as relating the many-body Hamiltonian $H_n$ to the effective one-particle Hamiltonian $\hat{M}_n$. In connection with the CAR (2.5) this leads to a relation between the Heisenberg dynamics of $H_n$ and the Schrödinger dynamics of $\hat{M}_n$,

\begin{equation}
\tau^n_t(c_j) = \sum_{k=1}^n \hat{M}_{n,j,k}(2t)c_k + \sum_{k=1}^n \hat{M}_{n,j,n+k}(2t)c_k^*, \quad j = 1, \ldots, n,
\end{equation}

see, e.g., [19] for a proof. Here $\tau^n_t(a) := e^{itH_n}ae^{-itH_n}$ is the Heisenberg dynamics for an operator $a$ on $\bigotimes^n \mathbb{C}^2$, and $\hat{M}_{n,j,k}(t) := (e^{-it\hat{M}_n})_{j,k}$ is the $(j,k)$-th matrix element of the time evolution of $\hat{M}_n$.

The identity (7.1) is the key fact which allows to turn results on dynamical localization for $\hat{M}_n$ into dynamical localization properties of $H_n$. More precisely, we have the following result. Here the notation $A_N$, for $N \subset [1,n]$, represents the class of tensor product operators on $\bigotimes^N \mathbb{C}^2$ which act trivially on sites outside $N$. For more background and precise definitions, including discussion of the interpretation of bounds of the form (7.3) below as zero-velocity Lieb-Robinson bounds for many-body systems, we refer to [19].
Theorem 7.1. Suppose there exist $\zeta \in (0, 1)$ and constants $C > 0$, $\eta > 0$ such that for all $n \in \mathbb{N}$ and $j, k \in [1, n]$,

$$
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \| P_j e^{-itM_n} P_k^* \| \right) \leq C e^{-\eta j - k\zeta}.
$$

(7.2)

Then for every $\varepsilon \in (0, \eta)$, there exists a constant $C' = C'(\eta, \varepsilon, \zeta) > 0$ such that

$$
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \| [\tau^n_t(A), B] \| \right) \leq C' \| A \| \| B \| e^{-(\eta - \varepsilon)(k-j)\zeta}
$$

(7.3)

for all $1 \leq j < k$, $n \geq k$, $A \in \mathcal{A}_j$ and $B \in \mathcal{A}_{[k,n]}$. Furthermore, if (7.2) holds with $\zeta = 1$, then (7.3) holds with $\varepsilon = 0$.

Proof. The last statement regarding $\zeta = 1$ and $\varepsilon = 0$ is exactly Theorem 3.2 of [19]. The proof of the result for $\zeta < 1$ requires a slight modification, and is presented in Chapter 2 of [9]. The proof with $\zeta = 1$ uses that the tail $\sum_{j=k}^\infty e^{-cj}$ of a geometric series of exponential terms is proportional to the first term $e^{-ck}$. For $\zeta \in (0, 1)$, one has to properly estimate the tail $\sum_{j=k}^\infty e^{-cj\zeta}$ in terms of the first term $e^{-ck\zeta}$, which is done via an integral comparison argument, leading to a slight loss of the decay rate in form of an $\varepsilon > 0$. Also note that [19] and [9] state their results with $\sup_t |M_{n,j,k}(t)| + \sup_t |\tilde{M}_{n,j,n+k}(t)|$ instead of $\sup_t \| P_j e^{-itM_n} P_k^* \|$ in (7.2), but these two terms are equivalent.

There are two regimes in which (7.2) has been verified previously, in both cases with $\zeta = 1$:

(i) For the isotropic XY chain, i.e. for $\gamma = 0$, the block operator $M_n$ reduces to the one-dimensional Anderson model, for which (7.2) with $\zeta = 1$ is well known (under the assumption (2.14) on the single-site distribution). The corresponding Lieb-Robinson bound

$$
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \| [\tau^n_t(A), B] \| \right) \leq C' \| A \| \| B \| e^{-\eta(k-j)},
$$

(7.4)

with $A$ and $B$ as above, was found in [19].

(ii) In the general anisotropic case $\gamma \neq 0$ the large disorder regime (replace $\nu_n$ with $\lambda \nu_n$ and $\lambda > 0$ sufficiently large) is covered by a special case of the results in [14], mentioned earlier in Section 2. There a dynamical localization bound of the form (7.2) with $\zeta = 1$ is proven for a much larger class of random block operators, also covering multi-dimensional block operators, but requiring large disorder as well as sufficiently smooth distribution of the random parameters. Again, via Theorem 7.1, this implies dynamical localization in the form (7.4).

The following new result on zero-velocity Lieb-Robinson bounds for the disordered XY chain can be found by combining Theorem 2.1 with Theorem 7.1. It allows for singular distributions of the $\nu_j$, but still requires that they are large in suitable sense (but not in the sense of large disorder as in [14]).

Theorem 7.2. Assume that the parameters in the XY chain Hamiltonian (2.1) satisfy (2.13) and (2.14) and, in addition, that $\text{supp} \rho$, the compact support of the distribution of the $\nu_j$, is contained either in $(2, \infty)$ or in $(-\infty, -2)$.

Then for every $\zeta \in (0, 1)$ there exists $C = C'(\zeta) < \infty$ such that

$$
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \| [\tau^n_t(A), B] \| \right) \leq C \| A \| \| B \| e^{-(k-j)\zeta}
$$

(7.5)

for all $1 \leq j \leq k \leq n$, $A \in \mathcal{A}_j$ and $B \in \mathcal{A}_{[k,n]}$. 

Proof. The crucial fact is that under the additional assumption $\text{supp } \rho \subset (2, \infty)$ or $\text{supp } \rho \subset (-\infty, -2)$ the operators $\hat{M}_n$ have a spectral gap at $E = 0$, allowing to remove the spectral projection $\chi_\gamma(\hat{M}_n)$ in (2.13). More precisely, choose

$$\lambda = \begin{cases} 
 a - 2, & \text{if } a = \min(\text{supp } \rho) > 2, \\
 -2 - b, & \text{if } b = \max(\text{supp } \rho) < -2.
\end{cases}$$

Then it is easily seen that the diagonal block $A_n$ of $\hat{M}_n$ in (2.8) almost surely satisfies $\sigma(A_n) \subset [\lambda, \infty)$ or $\sigma(A_n) \subset (-\infty, \lambda]$, respectively. By (a finite volume version) of Proposition 3.1 this implies $\sigma(\hat{M}_n) \cap (-\lambda, \lambda) = \emptyset$ for all $n$ and almost all $(\nu_j)$. Thus there are compact intervals $J_1 \subset (0, \infty)$ and $J_2 \subset (-\infty, 0)$ (in fact, $J_2 = -J_1$), such that $\sigma(\hat{M}_n) \subset J_1 \cup J_2$. Thus, by Theorem 2.1 for all $\zeta \in (0, 1)$ there are $C < \infty$ and $\eta > 0$ such that

$$\mathbb{E} \left( \sup_t \| P_j e^{-it\hat{M}_n} P_k^* \| \right) \leq \mathbb{E} \left( \sup_t \| P_j e^{-it\hat{M}_n} \chi_{J_1}(\hat{M}_n) P_k^* \| \right) + \mathbb{E} \left( \sup_t \| P_j e^{-it\hat{M}_n} \chi_{J_2}(\hat{M}_n) P_k^* \| \right) \leq C e^{-\eta|j-k|^\xi}$$

for all $1 \leq j \leq k \leq n$. Now Theorem 2.1 implies (7.5), where $\eta - \varepsilon$ in (7.3) can be absorbed into the constant $C$ by slightly reducing $\zeta$. \(\square\)

Removing $\chi_\gamma(\hat{M}_n)$ in (2.15) in situations where $E = 0$ does not lie in a spectral gap (and thus removing the extra assumption on $\text{supp } \rho$ in Theorem 7.2) is a more challenging problem.

Our discussion in Section 6.3 is meant to be a first step towards understanding this, at least for generic single-site distributions $\rho$. We have shown there that, despite the lack of irreducibility of the Furstenberg group $G_{\mu_0}$, one can still show in many cases that $\gamma_1(0) > \gamma_2(0) > 0$. However, this alone is not enough to show that $\hat{M}_n$ is dynamically localized at all energies, including near zero. Irreducibility of the Furstenberg groups $G_{\mu_k}$ enters the proof of Theorem 2.1 one more time, namely in the proof of Hölder continuity (5.5) of the Lyapunov exponents. The argument in [8] which we have referred to in this context relies strongly on the uniqueness of invariant measures associated with the transfer matrices in (4.12), which in turn depends on irreducibility.

It is thus a non-trivial and interesting question if Hölder continuity of the Lyapunov exponents can be shown near the critical energy $E = 0$, at which the Furstenberg group becomes reducible.

We plan to address questions of this type in [10], where we will first consider the case of the Ising model, i.e. $\gamma = 1$ in the XY chain. The reason that this was excluded in the present work is that in this case the matrices $S(\gamma)$ in (2.12) are not invertible. It turns out, however, that in this case the block Jacobi matrices $M_n$ can be reduced, via reducing $S(1)$ to Jordan form, to standard Jacobi matrices (a fact well known in the physics literature since [31]). For the latter one can show dynamical localization at non-zero energies with similar (in fact simpler) methods than were used here, see [9]. But $E = 0$ is once again a critical energy at which the transfer matrices become reducible (in fact, diagonal). In [10] we will provide an explicit argument that, under suitable assumptions on the single-site distribution $\rho$, the Lyapunov exponents are Lipschitz continuous in a neighborhood of zero, thus allowing to conclude a dynamical localization bound of the form (7.3) for the Ising model in random transversal field (and not requiring that $E = 0$ lies in a spectral gap of the effective one-particle Hamiltonian).
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