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Abstract. A long-standing open conjecture in combinatorics asserts that a Gorenstein lattice polytope with the integer decomposition property (IDP) has a unimodal (Ehrhart) h*-polynomial. This conjecture can be viewed as a strengthening of a previously disproved conjecture which stated that any Gorenstein lattice polytope has a unimodal h*-polynomial. The first counterexamples to unimodality for Gorenstein lattice polytopes were given in even dimensions greater than five by Mustaţă and Payne, and this was extended to all dimensions greater than five by Payne. While there exist numerous examples in support of the conjecture that IDP reflexives are h*-unimodal, its validity has not yet been considered for families of reflexive lattice simplices that closely generalize Payne’s counterexamples. The main purpose of this work is to prove that the former conjecture does indeed hold for a natural generalization of Payne’s examples. The second purpose of this work is to extend this investigation to a broader class of lattice simplices, for which we present new results and open problems.

1. Introduction

Two well-studied properties of the coefficients of polynomials with non-negative integer coefficients are symmetry and unimodality. A polynomial \( a_0 + a_1 z + \cdots + a_d z^d \) is called symmetric (with respect to \( d \)) if \( a_i = a_{d-i} \) for all \( i \in [d] \). A polynomial \( a_0 + a_1 z + \cdots + a_d z^d \) is called unimodal if there exists an index \( j \) such that \( a_i \leq a_{i+1} \) for all \( i < j \) and \( a_i \geq a_{i+1} \) for all \( i \geq j \).

Given a finitely generated \( \mathbb{C} \)-algebra \( A = \oplus_{i=0}^{\infty} A_i \), we say \( A \) is standard if \( A \) is generated by \( A_1 \) and semistandard if \( A \) is integral over the subalgebra generated by \( A_1 \). The Hilbert series of a graded algebra \( A \) is the generating function

\[
H(A; z) := \sum_{i=0}^{\infty} \dim_{\mathbb{C}}(A_i) z^i = \frac{\sum_{j} h_j z^j}{(1 - z)^{\dim(A)}}.
\]

The polynomial \( h(A; z) := \sum_{j} h_j z^j \) is called the h-polynomial of \( A \). When \( A \) is Cohen-Macaulay, each \( h_j \in \mathbb{Z}_{\geq 0} \). An active topic of research is developing combinatorial interpretations of the h-polynomial coefficients and their distribution. It is known that the h-polynomial of \( A \) is symmetric when \( A \) is Gorenstein, but the unimodality property is more subtle. A long-standing open problem is the following conjecture posed by Brenti [5, Conjecture 5.1], inspired by a conjecture of Stanley [18]. It also appears in [10, Conjecture 1.5].

Conjecture 1.1 (Brenti, [5]). For a standard graded Gorenstein integral domain \( A \), \( h(A; z) \) is unimodal.

A subset \( P \subset \mathbb{R}^n \) is a \( d \)-dimensional convex lattice polytope if \( P \) arises as the convex hull of finitely many points in \( \mathbb{Z}^n \) that together span an affine \( d \)-flat in \( \mathbb{R}^n \). The Ehrhart function of \( P \) is the lattice point enumerator \( i(P; t) := |tP \cap \mathbb{Z}^n| \), where \( tP := \{ tp : p \in P \} \) denotes the \( t \)-th dilate of the polytope \( P \). It is well-known [3] that \( i(P; t) \) is a polynomial in \( t \) of degree \( d \), and the corresponding Ehrhart series of \( P \) is the rational function

\[
\text{Ehr}_P(z) := \sum_{t \geq 0} i(P; t) z^t = \frac{h_0^* + h_1^* z + \cdots + h_d^* z^d}{(1 - z)^{d+1}},
\]
where the coefficients \( h_0^*, h_1^*, \ldots, h_d^* \) are all nonnegative integers \([17]\). The polynomial \( h^*(P; z) := h_0^* + h_1^* z + \cdots + h_d^* z^d \) is called the (Ehrhart) \( h^* \)-polynomial of \( P \). Analogously, the coefficient vector \( h^*(P) := (h_0^*, h_1^*, \ldots, h_d^*) \) is called the (Ehrhart) \( h^* \)-vector of \( P \). We will often say \( P \) is \( h^* \)-unimodal whenever \( h^*(P; z) \) is unimodal. Since \( h^*(P; z) \) arises via the enumeration of combinatorial data and has only nonnegative integer coefficients, researchers have studied combinatorial interpretations of the \( h^* \)-coefficients and their distribution. A current challenge in Ehrhart theory is to understand the geometric properties of a polytope that are necessary and/or sufficient for \( h^*(P; z) \) to be simultaneously symmetric and unimodal \([3]\).

While Ehrhart series arise from a combinatorial context in polyhedral geometry, there is a well-known connection to commutative algebra. The cone over \( P \) is

\[
\text{cone} \ (P) := \text{span}_{\mathbb{R}_{\geq 0}} \{(1,p) : p \in P\} \subset \mathbb{R} \times \mathbb{R}^n,
\]

where we consider the new variable to be indexed at 0, i.e. \( w \in \mathbb{R} \times \mathbb{R}^n = \mathbb{R}^{1+n} \) is written \( w = (w_0, w_1, \ldots, w_n) \). Given a lattice polytope \( P \) in \( \mathbb{R}^n \), the semigroup algebra associated to \( P \) is \( \mathbb{C}[P] := \mathbb{C}[x^w : w \in \text{cone}(P) \cap \mathbb{Z}^{1+n}] \). We grade \( \mathbb{C}[P] \) by \( \deg(x^{w_0} \cdots x^{w_n}) = w_0 \). With this grading, \( \mathbb{C}[P] \) is a semistandard semigroup algebra, where the algebra generated by \( \mathbb{C}[P]_1 \) is \( \mathbb{C}[x^w : w \in (1, P) \cap \mathbb{Z}^{1+n}] \); i.e., the semigroup algebra generated by integer points in \((1, P)\). Given this, Conjecture 1.1 manifests itself in the setting of polytopes that have symmetric \( h^* \)-polynomials and the integer decomposition property, which is defined as follows.

**Definition 1.2.** A polytope \( P \) has the integer decomposition property, or is IDP, if for every positive integer \( m \) and each \( w \in mP \cap \mathbb{Z}^n \), there exist \( m \) points \( x_1, \ldots, x_m \in P \cap \mathbb{Z}^n \) for which \( w = \sum x_i \).

It is straightforward to verify that a lattice polytope \( P \) is IDP if and only if \( \mathbb{C}[P] \) is standard. Regarding symmetry, a lattice polytope \( P \subseteq \mathbb{R}^n \) containing 0 in its interior is called reflexive if its polar \( P^* := \{y \in \mathbb{R}^n : x^T y \leq 1 \text{ for all } x \in P\} \) is also a lattice polytope. In \([12]\), it is shown that a lattice polytope \( P \subseteq \mathbb{R}^n \) is reflexive if and only if \( P \) is full-dimensional (i.e. \( d = n \)), the origin is in its interior, and \( h^*(P; z) \) is symmetric. Reflexive polytopes are a special case of the full-dimensional polytopes \( P \subseteq \mathbb{R}^n \) for which \( h^*(P; z) \) is symmetric, known as Gorenstein polytopes. In this setting, Conjecture 1.3 manifests itself in the following statement, which is often attributed to Hibi and Ohsugi \([15]\).

**Conjecture 1.3.** If \( P \) is Gorenstein and IDP, then \( h^*(P; z) \) is unimodal.

As in the case of graded Cohen-Macaulay algebras, unimodality of \( h^*(P; z) \) has proven to be a more elusive property to characterize than symmetry when using only the geometry of \( P \). Since the symmetry property of \( h^*(P; z) \) reduces the number of inequalities to be verified by one-half, there has been much research into when \( h^*(P; z) \) is both symmetric and unimodal \([3]\). It was shown by Mustaţă and Payne \([13]\) that there exist reflexive polytopes whose \( h^* \)-polynomials are not unimodal. These results were then extended to reflexive simplices in every dimension greater than five by Payne \([16]\). This disproved the following (earlier) conjecture of Hibi \([11]\).

**(Disproved) Conjecture 1.4** (Hibi, \([11]\)). If \( P \) is Gorenstein then \( h^*(P; z) \) is unimodal.

Thus, Conjecture \([13]\) is a reasonable strengthening of Conjecture \([14]\) to consider in light of the counterexamples presented by Payne \([16]\) and its previous proposal in the algebraic context by Brenti (Conjecture \([11]\)). Indeed, one may show that none of the counterexamples provided by Mustaţă and Payne are IDP. While the literature is ripe with examples of lattice polytopes supporting Conjecture \([13]\) surprisingly, there has been little investigation as to whether or not the conjecture holds for reflexive lattice simplices that closely generalize the counterexamples constructed by Payne. The purpose of the present paper is to carefully identify a natural generalization of Payne’s examples, and prove that Conjecture \([14]\) does indeed hold for this family of reflexive lattice simplices. The generalization of Payne’s examples that we will consider here is a subcollection \( Q \) of the reflexive lattice simplices whose associated toric varieties are weighted projective spaces. Consequently, each simplex \( \Delta \in Q \) can be associated to an integer partition \( q(\Delta) \) by using a classification system for reflexive simplices.
developed by Conrads [7]. The collection $\mathcal{Q}$ can be stratified by the number of parts used in the integer partitions $q(\Delta)$. We will see that $q(\Delta)$ for Payne’s examples have only two distinct parts, making the family of all $\Delta$ where $q(\Delta)$ has only two distinct parts a close generalization of Payne’s counterexamples. Our main result is to show that Conjecture 1.3 holds for this family.

The remainder of this paper is outlined as follows: In Subsection 2.1, we recall the counterexamples to Conjecture 1.4 presented by Payne in [16], and we present the generalizing family $\mathcal{Q}$. In Subsections 2.2 and 2.3, we present a formula for the $h^*$-polynomial and a characterization of IDP for all simplices in $\mathcal{Q}$, respectively. In Section 3, we prove some general results on IDP and $h^*$-unimodality for simplices in $\mathcal{Q}$ whose associated integer partitions $q(\Delta)$ have a fixed set of parts. In Section 4, we prove Conjecture 1.3 for our closest generalization of Payne’s examples; i.e., for all simplices $\Delta \in \mathcal{Q}$ whose associated partitions $q(\Delta)$ have two parts. We then end with a discussion of future directions in Section 5.

2. IDP and Ehrhart Theory for the Reflexive Simplices $\Delta_{(1,q)}$

2.1. The reflexive simplices $\Delta_{(1,q)}$. Given a polytope $P \subseteq \mathbb{R}^n$ with vertices $v_0, \ldots, v_k$, the height of a point $w \in \text{cone}(P)$ is its zero-th coordinate $w_0$. If $P$ is a lattice simplex with vertices $v_0, v_1, \ldots, v_n$, the fundamental parallelepiped of cone $(P)$ is

$$\Pi P := \left\{ \sum_{i=0}^n \lambda_i (1, v_i) : 0 \leq \lambda_i < 1 \right\}.$$ 

The fundamental parallelepiped tiles cone $(P)$ through nonnegative integer combinations of $\{(1, v_i)\}_{i=0}^n$. Consequently, if $P$ is a lattice simplex then

$$h^*(P; z) = \sum_{w \in \Pi P \cap \mathbb{Z}^n} z^{w_0}.$$ 

In this paper, we will focus on a family of reflexive simplices $\mathcal{Q}$ that can be defined as follows. Let $q = (q_1, q_2, \ldots, q_n)$ be a weakly increasing sequence of positive integers satisfying the condition

$$q_j \mid (1 + \sum_{i \neq j} q_i)$$

for all $j = 1, \ldots, n$. For such a vector, the simplex

$$\Delta_{(1,q)} := \text{conv} \left\{ e_1, e_2, \ldots, e_n, -\sum_{i=1}^n q_i e_i \right\},$$

where $e_i \in \mathbb{R}^n$ is the $i$-th standard basis vector, is reflexive. When the $q$-vector is understood, we will often label the vertices of $\Delta_{(1,q)}$ as $v_i := e_i$ and $v_0 := -\sum_{i=1}^n q_i e_i$. The collection of simplices $\mathcal{Q}$ is important in algebra and geometry since it is contained in the family of simplices whose associated toric varieties are weighted projective spaces [2]. Combinatorially, they are significant since they contain the counterexamples to Conjecture 1.4 developed by Payne [16]. In particular, Payne showed that for integers $r \geq 0$, $s \geq 3$, and $k \geq r + 2$ the reflexive simplex $\Delta_{(1,q)}$ for

$$q = (1, 1, \ldots, 1, s, s, \ldots, s)$$

is not $h^*$-unimodal.

It follows from [15] that the normalized volume of $\Delta_{(1,q)}$ (i.e., the value $h^*(\Delta_{(1,q)}; 1) = n! \text{Vol}(\Delta_{(1,q)})$) is equal to $1 + q_1 + \cdots + q_n$ [14] Proposition 4.4]. Consequently, the simplices $\Delta_{(1,q)}$ are naturally stratified via their normalized volume by way of integer partitions; i.e., for every $\Delta_{(1,q)}$ there exists a partition of the integer $n! \text{Vol}(\Delta_{(1,q)}) - 1$ with parts $r_1 < r_2 < \cdots < r_k$ such that

$$q = (r_1^{x_1}, r_2^{x_2}, \ldots, r_k^{x_k}) := (r_1, r_1, \ldots, r_1, r_2, r_2, \ldots, r_2, \ldots, r_k, r_k, \ldots, r_k),$$

$x_1$ times $x_2$ times $x_k$ times

So as to speak formally from this perspective, we make the following definition.
**Definition 2.1.** We say that both \( q \) and \( \Delta_{(1,q)} \) are **supported** by the vector \( r = (r_1, \ldots, r_k) \) (or the integers therein) if there exist positive integers \( r_1 < r_2 < \cdots < r_k \) and \( x_1, \ldots, x_k \) such that

\[
q = (q_1, \ldots, q_n) = (r_1^{x_1}, r_2^{x_2}, \ldots, r_k^{x_k}).
\]

An \( r \)-vector is any vector of positive integers \( r = (r_1, \ldots, r_k) \) in which \( r_1 < r_2 < \cdots < r_k \).

It follows that the natural generalization of Payne’s examples are those \( \Delta_{(1,q)} \) supported by two integers. In Section 3, we will prove Conjecture 1.3 for this generalization of Payne’s examples. In Section 3, we will prove some results about \( q \)-vectors with a fixed support \( r \).

### 2.2. The \( h^* \)-polynomials for \( \Delta_{(1,q)} \)

In this subsection, we establish basic properties of \( \Delta_{(1,q)} \) with respect to \( h^* \)-polynomials. We begin with a formula for \( h^*(\Delta_{(1,q)}; z) \) in terms of the entries of the vector \( q \).

**Theorem 2.2.** The \( h^* \)-polynomial of \( \Delta_{(1,q)} \) is

\[
h^*(\Delta_{(1,q)}; z) = \sum_{b=0}^{q_1 + \cdots + q_n} z^{w(b)}
\]

where

\[
w(b) := b - \sum_{i=1}^{n} \left( \frac{q_i b}{1 + q_1 + \cdots + q_n} \right).
\]

**Proof.** Let \((1,v_1),(1,v_2),\ldots,(1,v_n)\), and \((1,v_0)\) denote, respectively, the columns of

\[
\begin{bmatrix}
1 & 1 & 1 & \cdots & 1 & 1 \\
1 & 0 & 0 & \cdots & 0 & -q_1 \\
0 & 1 & 0 & \cdots & 0 & -q_2 \\
0 & 0 & 1 & \cdots & 0 & -q_2 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -q_n
\end{bmatrix}.
\]

By \([14, \text{Proposition 4.4}]\) and Cramer’s rule, every point in \( \Pi_{\Delta_{(1,q)}} \) is of the form

\[
p := \sum_{i=0}^{n} \lambda_i (1,v_i)
\]

where \( 0 \leq \lambda_i < 1 \) for all \( i \) and \( \lambda_i = \frac{b_i}{1 + q_1 + \cdots + q_n} \) for some \( b_i = 0, 1, \ldots, q_1 + \cdots + q_n \). If \( p \in \mathbb{Z}^{1+n} \), then it must follow that for \( i \geq 1 \)

\[
\lambda_i = q_i \lambda_0 - \lfloor q_i \lambda_0 \rfloor.
\]

Hence, the choice of \( \lambda_0 \) determines the point \( p \), and we write

\[
\lambda_0 := \frac{b}{1 + q_1 + \cdots + q_n}.
\]

The height of the point corresponding to a given value of \( b \) is the first coordinate, which is easily computed to be

\[
b - \sum_{i=1}^{n} \left( \frac{q_i b}{1 + q_1 + \cdots + q_n} \right).
\]

Recalling equation \([11]\) completes the proof. \( \square \)
2.3. The Integer Decomposition Property and $\Delta_{(1,q)}$. The following theorem (Theorem 2.3) provides a characterization of IDP reflexive $\Delta_{(1,q)}$ in terms of the vector $q$. Our main tool for investigating $\Delta_{(1,q)}$ is given by Corollary 2.4 below, a necessary but not sufficient relaxation of Theorem 2.3.

**Theorem 2.3.** The reflexive simplex $\Delta_{(1,q)}$ is IDP if and only if for every $j = 1, \ldots, n$, for all $b = 1, \ldots, q_j - 1$ satisfying

\[
(b) \left(1 + \sum_{i \neq j} q_i \right) - \sum_{i \neq j} \left\lceil \frac{b q_i}{q_j} \right\rceil \geq 2
\]

there exists a positive integer $c < b$ satisfying the following equations, where the first is considered for all $1 \leq i \leq n$ with $i \neq j$:

\[
\frac{b q_i}{q_j} - \left\lfloor \frac{c q_i}{q_j} \right\rfloor = \left\lceil \frac{(b - c) q_i}{q_j} \right\rceil, \quad \text{and}
\]

\[
c \left(1 + \sum_{i \neq j} q_i \right) - \sum_{i \neq j} \left\lfloor \frac{c q_i}{q_j} \right\rfloor = 1.
\]

**Proof.** Recall that IDP for a lattice simplex $P$ is equivalent to the property that every lattice point in $\Pi_P$ arises as a sum of lattice points in $(1, P)$. Let $g \in \Pi_{\Delta_{(1,q)}}$. Since $\Delta_{(1,q)}$ is reflexive, we may subtract $(1, 0, 0, \ldots, 0)$ from $g$ until we reach a lattice point $p$ on the boundary of cone $(\Delta_{(1,q)})$. This point $p$ must lie in the fundamental parallelepiped for a face of $\Delta_{(1,q)}$. Hence, $\Delta_{(1,q)}$ is IDP if and only if every facet of $\Delta_{(1,q)}$ is IDP.

Observe that the facet with vertices $\{e_1, \ldots, e_n\}$ is unimodular, and thus it is IDP. The remaining facets are of the form

\[
F_j := \text{conv} \left\{ e_1, \ldots, e_{j-1}, e_{j+1}, \ldots, e_n, -n \sum_{i=1}^n q_i e_i \right\}
\]

for $j = 1, \ldots, n$. Thus we are looking for necessary and sufficient conditions for $F_j$ to be IDP. For $i \in [n] \setminus \{j\}$, set $v_i := e_i$, and set $v_0 := -n \sum_{i=1}^n q_i e_i$. Every lattice point in $\Pi_{F_j}$ is of the form

\[
r = \sum_{0 \leq i \leq n \atop i \neq j} \lambda_i (1, v_i).
\]

Since the vector $(1, e_j)$ is not a summand for $r$, and since $r$ is a lattice point, $\lambda_0 \cdot (-q_j)$ must be an integer. Hence, $\lambda_0 = b/q_j$ for some $b$ in $\{0, 1, 2, \ldots, q_j - 1\}$. Note that if $b = 0$, $r$ is in the fundamental parallelepiped for the facet with vertices $\{e_1, \ldots, e_j, \ldots, e_n\}$, and hence equal to the zero vector.

We next show that for every choice of $b$ between 1 and $q_j - 1$, setting $\lambda_0 = b/q_j$ yields a unique lattice point of $\Pi_{F_j}$. Since every entry of $r$ is integral and $0 \leq \lambda_i < 1$, it follows that

\[
\lambda_i = \frac{b q_i}{q_j} - \left\lceil \frac{b q_i}{q_j} \right\rceil.
\]

Thus, as in the proof of Theorem 2.2 the value of $\lambda_0$ determines the remaining $\lambda_i$’s. When $\lambda_0 = b/q_j$, the height of the resulting point is

\[
\frac{b}{q_j} + \sum_{1 \leq i \leq n \atop i \neq j} \left( \frac{b q_i}{q_j} - \left\lceil \frac{b q_i}{q_j} \right\rceil \right),
\]

which is an integer if and only if

\[
\frac{b}{q_j} + \sum_{1 \leq i \leq n \atop i \neq j} \frac{b q_i}{q_j} = b \left(1 + \sum_{1 \leq i \leq n \atop i \neq j} \frac{q_i}{q_j} \right)
\]
is an integer. Since \( \Delta_{(1,q)} \) is reflexive, we know that \( q_j \) divides \( 1 + \sum_{0 \leq i \leq n, i \neq j} q_i \), and thus this height is an integer.

Hence, for every choice of \( b \) above, \( r \) is a lattice point given by

\[
\begin{bmatrix}
    b \left( \frac{1 + \sum_{i \neq j} q_i}{q_j} \right) - \sum_{i \neq j} \left( \frac{b q_i}{q_j} \right) \\
    - \frac{b q_i}{q_j} \\
    \vdots \\
    - \frac{b q_{i-1}}{q_j} \\
    -b \\
    \vdots \\
    - \frac{b q_n}{q_j}
\end{bmatrix}.
\]

The simplex \( F_j \) is IDP if and only if for every \( r_b \) at height greater than or equal to two, there exists an \( r_c \in \Pi F_j \) at height one and an \( r_d \in \Pi F_j \) such that \( r_b - r_c = r_d \). Given \( b \) and considering this vector equation entry-by-entry, this is equivalent to solving the following system with integers \( c \) and \( d \) between 1 and \( q_j - 1 \):

\[
-1 + \left( b \left( \frac{1 + \sum_{i \neq j} q_i}{q_j} \right) - \sum_{i \neq j} \left( \frac{b q_i}{q_j} \right) \right) = d \left( \frac{1 + \sum_{i \neq j} q_i}{q_j} \right) - \sum_{i \neq j} \left( \frac{d q_i}{q_j} \right),
\]

\[
\frac{b q_i}{q_j} - \frac{c q_i}{q_j} = \frac{d q_i}{q_j}, \quad i \neq j, \text{ and}
\]

\[
c \left( \frac{1 + \sum_{i \neq j} q_i}{q_j} \right) - \sum_{i \neq j} \left( \frac{c q_i}{q_j} \right) = 1.
\]

Substituting \( \lfloor \frac{a}{b} \rfloor \) for the “1” on the left-hand side of (6), and substituting \( \lfloor \frac{a}{b} \rfloor \) for each of the “1 \( \left( \frac{d q_i}{q_j} \right) \)” on the right-hand side of (6), yields \( b - c = d \). Thus, we can reduce this system of equations to an equivalent system of equations:

\[
\frac{b q_i}{q_j} - \frac{c q_i}{q_j} = \left( \frac{(b-c) q_i}{q_j} \right), \quad i \neq j, \text{ and}
\]

\[
c \left( \frac{1 + \sum_{i \neq j} q_i}{q_j} \right) - \sum_{i \neq j} \left( \frac{c q_i}{q_j} \right) = 1.
\]

Hence, \( \Delta_{(1,q)} \) is IDP if and only if each of its facets is IDP, and this occurs if and only if for every \( j = 1, \ldots, n \), for all \( b = 1, \ldots, q_j - 1 \) corresponding to a lattice point at height at least two there exists a positive integer \( c \) solving (9) and (10). \( \square \)

At this point, we will frequently write \( \{ \frac{a}{b} \} \) to denote the fractional part of \( a/b \).

**Corollary 2.4.** Let \( \Delta_{(1,q)} \) be reflexive. If \( \Delta_{(1,q)} \) is IDP then for all \( j = 1, 2, \ldots, n \)

\[
\frac{1}{q_j} + \sum_{i \neq j} \left\{ \frac{q_i}{q_j} \right\} = 1.
\]

For any vector \( q \) of increasing positive integers that satisfies these equations for all \( j = 1, 2, \ldots, n \), the simplex \( \Delta_{(1,q)} \) is reflexive. However, this condition is necessary but not sufficient for \( \Delta_{(1,q)} \) to be IDP.
Proof. By Theorem 2.3, if \( b = 1 \) satisfies (3) then trivially no \( c \) exists satisfying \( 0 < c < b \) and equations (4) and (5), meaning \( \Delta_{(1,q)} \) cannot be IDP. Thus, whenever \( \Delta_{(1,q)} \) is IDP, \( b = 1 \) must satisfy (5), which is equivalent to

\[
\frac{1}{q_j} + \sum_{i \neq j} \left\{ \frac{q_i}{q_j} \right\} = 1.
\]

Since this equation implies that the divisibility condition \( q_j \mid (1 + \sum_{i \neq j} q_i) \) holds, reflexivity of \( \Delta_{(1,q)} \) follows.

To show that this condition is not sufficient to establish IDP, consider the vector \( q = (2, 2, 15, 20, 20) \). It is straightforward to compute that the lattice points in \( \Delta_{(1,q)} \) are the columns of the following matrix.

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & -1 \\
0 & 1 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & -1 \\
0 & 0 & 1 & 0 & -15 & 0 & 0 & -1 & -1 & -2 & -3 & -7 & -8 & -9 \\
0 & 0 & 0 & 1 & -20 & 0 & -1 & -1 & -2 & -3 & -4 & -10 & -11 & -12 \\
0 & 0 & 0 & 0 & 1 & -20 & 0 & -1 & -1 & -2 & -3 & -4 & -10 & -11 & -12
\end{bmatrix}.
\]

Further, the point

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & -2 \\
0 & 1 & 0 & 0 & -2 \\
0 & 0 & 1 & 0 & -15 \\
0 & 0 & 0 & 1 & -20 \\
0 & 0 & 0 & 0 & 1 -20
\end{bmatrix}
\begin{bmatrix}
1/15 \\
1/15 \\
0 \\
2/3 \\
8/15
\end{bmatrix} = \begin{bmatrix}
-1 \\
-1 \\
-8 \\
-10 \\
-10
\end{bmatrix} \in 2\Delta_{(1,2,2,15,20,20)}.
\]

It is straightforward to verify that this point is not in the sum of exactly two lattice points in \( \Delta_{(1,2,2,15,20,20)} \), and thus this simplex is not IDP. However, \( (2, 2, 15, 20, 20) \) satisfies our linear system. \( \square \)

Remark 2.5. An equivalent formulation of Corollary 2.4 is that if \( q \) corresponds to a reflexive IDP simplex, then for each \( j = 1, \ldots, n \) the sum

\[
1 + \sum_{i \neq j} (q_i \mod q_j)
\]

must be equal to \( q_j \). In order for the reflexive condition to be satisfied, this sum must be equal to a multiple of \( q_j \). Thus, this necessary condition for IDP reflexive is a strengthening of the divisibility condition characterizing reflexivity.

Remark 2.6. Corollary 2.4 implies that for IDP \( \Delta_{(1,q)} \) and \( b = 2, 3, \ldots, q_j - 1 \) the choice of \( c = 1 \) is always a potential solution to (4), as it satisfies equation (5).

Example 2.7 (Revisiting Payne’s simplices). Recall that Payne presented the simplices \( \Delta_{(1,q)} \) with \( q \) as defined in equation (2) as counterexamples to Conjecture 1.4. Using Proposition 2.2, we see that

\[
h^*(\Delta_{(1,q)}; z) = \sum_{b=0}^{s(k+r+1)-1} z^{b-(r+1)(s/b (s(k+r+1))}
\]

from which it is straightforward to compute that

\[
h^*(\Delta_{(1,q)}; z) = (1 + z^k + z^{2k} + \cdots + z^{(s-1)k})(1 + z + z^2 + \cdots + z^{k+r}).
\]

Non-unimodality for most of these simplices follows immediately from the conditions on \( r, b, \) and \( s \). One can verify that \( \Delta_{(1,q)} \) is not IDP using the property that \( h^*_1 = 1 \). Since this implies that the only lattice points in \( \Delta_{(1,q)} \) are the vertices and the unique interior point of \( \Delta_{(1,q)} \). Hence, the vector \( (1, 0, 0, \ldots, 0) \) is the only vector in \( \Pi\Delta_{(1,q)} \) at height 1. This prevents the existence of the “\( c \)” value required in Theorems 2.3.
3. \(q\)-Vectors With Fixed Support

In Subsection 2.1, we established a stratification of the simplices \(\Delta_{(1,q)}\) in terms of their support vectors \(r\). In this section, we present some first results on the IDP and \(h^*\)-unimodality conditions for \(\Delta_{(1,q)}\) from this perspective. Our observations in this section center around the interplay between \(\Delta_{(1,q)}\) admitting an affine free sum decomposition into lower-dimensional \(\Delta_{(1,q)}\) and exhibiting IDP and/or \(h^*\)-unimodality. As described below, admitting the former property allows one to recursively detect the latter properties. In this section, we will show that only finitely many reflexive IDP \(\Delta_{(1,q)}\) with support vector \(r\) fail to admit such a free sum decomposition. This suggests that the stratification of \(\Delta_{(1,q)}\) by their support vectors is a desirable perspective from which to analyze Conjecture 1.3 for reflexive \(\Delta_{(1,q)}\).

Our first two results in this section establish that there are infinitely many reflexive simplices supported by each \(r\)-vector, and that the \(r\)-vector and multiplicity vector \((x_1, \ldots, x_k)\) can be used to test our necessary condition for IDP.

**Proposition 3.1.** Fix an \(r\)-vector \(r = (r_1, \ldots, r_k)\) with \(\gcd(r_1, \ldots, r_k) = 1\). There are infinitely many reflexive \(\Delta_{(1,q)}\) supported by \(r\).

**Proof.** By the positive solution to the Frobenius coin exchange problem [2, Chapter 1], there exists a positive integer \(M\) such that for all \(m \geq M\), there exist positive integers \(x_1, \ldots, x_k\) such that \(m = 1 + \sum_{i=1}^{k} x_i r_i\). Thus, there exists a positive integer \(L\) such that for all \(\ell \geq L\), there exist positive integers \(x_1, \ldots, x_k\) such that \(\ell \cdot \text{lcm}(r_1, \ldots, r_k) = 1 + \sum_{i=1}^{k} x_i r_i\). For any such \(\ell\), for all \(i = 1, \ldots, k\) we have that

\[
r_i \mid \ell \cdot \text{lcm}(r_1, \ldots, r_k) = 1 + \sum_{j=1}^{k} x_j r_j.
\]

Hence, there are infinitely many \(q = (r_1^{x_1}, r_2^{x_2}, \ldots, r_k^{x_k})\) such that the divisibility condition for reflexivity of \(\Delta_{(1,q)}\) is satisfied.

As a simple example, we consider when \(q\) is supported by only one integer.

**Theorem 3.2.** If \(\Delta_{(1,q)}\) is reflexive where \(q\) is supported by \(r = (r_1)\), then \(r_1 = 1\). For each \(q\)-vector of the form \(q = (1, 1, \ldots, 1)\), we have \(\Delta_{(1,q)}\) is IDP, reflexive, and \(h^*\)-unimodal.

**Proof.** If \(q = (r_1, \ldots, r_1)\) with \(r_1 > 1\), then \(q\) fails the necessary divisibility condition to be reflexive. Hence, we must have \(r_1 = 1\). In this case, since \(q_j = 1\) for all \(j\), reflexivity is immediate by the divisibility condition. It is straightforward to verify that the \(h^*\)-vector in this case is \((1, 1, \ldots, 1)\). Finally, since every facet of \(\Delta_{(1,q)}\) is a unimodular simplex, it follows that \(\Delta_{(1,q)}\) is IDP.

The following lemma is equivalent to Corollary 2.3.

**Lemma 3.3.** If the \(r\)-vector \(r = (r_1, \ldots, r_k)\) supports a reflexive IDP simplex \(\Delta_{(1,q)}\) then there exists a vector of positive integers \(x = (x_1, \ldots, x_k)\) satisfying the \(k \times k\) system of linear equations \(Rx = b\) where

\[
b_i := r_i - 1,
\]

and

\[
R_{j,i} := \begin{cases} 
0 & \text{if } i = j, \\
r_i & \text{if } i < j, \\
r_1 \mod r_j & \text{if } i > j.
\end{cases}
\]

If a solution to this system of equations consisting of positive integers exists, then it corresponds to a reflexive \(\Delta_{(1,q)}\). However, this condition is necessary but not sufficient to establish IDP.

**Proof.** This lemma is a restatement of Corollary 2.3 using the notation \((r_1^{x_1}, r_2^{x_2}, \ldots, r_k^{x_k})\).
It is important to observe that some reflexive IDP $\Delta_{(1,q)}$’s admit decompositions into reflexive IDP $\Delta_{(1,q)}$’s of smaller dimension, in the following sense. Let $P, Q \subset \mathbb{R}^n$ be two lattice polytopes. We say that $P \oplus Q := \text{conv} \{ P \cup Q \}$ is an affine free sum if, up to unimodular equivalence, $P \cap Q = \{0\}$ and the affine span of $P$ and $Q$ are orthogonal coordinate subspaces of $\mathbb{R}^n$. Suppose further that $P \subset \mathbb{R}^n$ and $Q \subset \mathbb{R}^m$ are reflexive polytopes with $0 \in P$ and the vertices of $Q$ labeled as $v_0, v_1, \ldots, v_r$. For every $i = 0, 1, \ldots, m$, we define the polytope

$$P *_i Q := \text{conv} \{(P \times 0^m) \cup (0^n \times Q - v_i)\} \subset \mathbb{R}^{n+m}.$$ 

The following theorem indicates that affine free sum decompositions can be detected from the $q$-vector defining $\Delta_{(1,q)}$.

**Theorem 3.4** (Braun, Davis [4]). If $\Delta_{(1,p)}$ and $\Delta_{(1,q)}$ are full-dimensional reflexive simplices with $p = (p_1, \ldots, p_n)$ and $q = (q_1, \ldots, q_m)$, respectively, then $\Delta_{(1,p)} *_0 \Delta_{(1,q)}$ is a reflexive simplex $\Delta_{(1,y)}$ with $y = (p_1, \ldots, p_s, sq_1, \ldots, sq_m)$ where $s = 1 + \sum_{j=1}^n p_j$. Moreover, if $\Delta_{(1,y)}$ arises in this form, then it decomposes as a free sum. Further, if $\Delta_{(1,p)}$ and $\Delta_{(1,q)}$ are reflexive, IDP and $h^*$-unimodal, then so is $\Delta_{(1,y)}$.

**Remark 3.5.** If $P$ and $Q$ are lattice polytopes, then $P \times \{0\}$ will always be a facet of the affine free sum $P *_i Q$ for any $i$. Now, if a polytope is IDP, then all of its facets are IDP. Thus, if $P *_i Q$ is IDP, then $P$ must also be IDP. However, it is possible to have two non-IDP, non-$h^*$-unimodal reflexive simplices produce a unimodal free sum through the $*_i$ operation: $\Delta_{(1,q)}$ with $q = (1, 1, 1, 1, 1, 3)$ is not IDP and has a non-unimodal $h^*$-polynomial, but $\Delta_{(1,q)} *_0 \Delta_{(1,q)}$ has $q$-vector $(1, 1, 1, 1, 1, 3, 9, 9, 9, 9, 27)$ and $h^*$-vector $(1, 2, 3, 6, 10, 10, 13, 10, 6, 5, 2, 1)$. Moreover, the ordinary free sum of $\Delta_{(1,q)}$ with itself yields the same $h^*$-vector.

Theorem 3.4 shows that many reflexive, IDP, $h^*$-unimodal $\Delta_{(1,q)}$’s have these properties because they arise as affine free sums. If a reflexive IDP $\Delta_{(1,q)}$ is an affine free sum of two reflexive IDP $\Delta_{(1,q)}$’s of smaller dimension, then in order to infer $h^*$-unimodality of the sum, this property of the summands must be separately verified. Nonetheless, it is reasonable to focus attention on those reflexive IDP $\Delta_{(1,q)}$’s that do not arise as affine free sums, as these are fundamental examples that must be dealt with in any proof of Conjecture [13]. Fortunately, as the following two results indicate, for each $r$-vector there are at most finitely many such reflexive IDP simplices to consider.

**Proposition 3.6.** Fix an $r$-vector $r = (r_1, \ldots, r_k)$ for which $r_i \mid r_k$ for all $i \in \{1, \ldots, k-1\}$. If $q = (r_1^{x_1}, \ldots, r_k^{x_k})$ corresponds to a reflexive IDP simplex, then $\Delta_{(1,q)}$ is an affine free sum of the simplices defined by the $q$-vectors $(r_1^{x_1}, \ldots, r_{k-1}^{x_{k-1}})$ and $(1^{x_k})$. Further, the simplices defined by the $q$-vectors $(r_1^{x_1}, \ldots, r_{k-1}^{x_{k-1}})$ and $(1^{x_k})$ are both IDP reflexive simplices.

**Proof.** Using the notation of Lemma 3.3 observe that after canceling denominators in $Rx = b$ our matrix equation has the form

$$
\begin{bmatrix}
0 & r_2 \mod r_1 & r_3 \mod r_1 & \cdots & r_{k-1} \mod r_1 & 0 \\
1 & 0 & r_3 \mod r_2 & \cdots & r_{k-1} \mod r_2 & \vdots \\
r_1 & r_2 & 0 & \ddots & \vdots & \vdots \\
r_1 & r_2 & \ddots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & r_{k-1} \mod r_{k-2} & \vdots \\
r_1 & r_2 & r_3 & \cdots & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
\vdots \\
x_k
\end{bmatrix}
= \begin{bmatrix}
r_1 - 1 \\
r_2 - 1 \\
r_3 - 1 \\
\vdots \\
r_{k-1} - 1
\end{bmatrix}.
$$

Notice that the upper-left block of this matrix and the first $k-1$ entries of the right-hand vector form the system from Lemma 3.3 for the values $r_1 < r_2 < \cdots < r_{k-1}$. Thus, the existence of a positive integer solution $(x_1, \ldots, x_k)$ to our matrix equation above implies that $(x_1, \ldots, x_{k-1})$ are the multiplicities of a $q$-vector supported by $(r_1, r_2, \ldots, r_{k-1})$. Further, the final row of the matrix equation above implies that $r_k =
1 + \sum_{i=1}^{k-1} x_i r_i$, from which it follows that \( q = (r_1^x, \ldots, r_k^x) \) arises from the free sum of \( p = (r_1^{x_1}, \ldots, r_k^{x_{k-1}}) \) and \( q = (1^{x_k}) \) by Theorem 3.4. Since each \( r_i | r_k \), this also implies reflexivity for \( p = (r_1^{x_1}, \ldots, r_k^{x_{k-1}}) \).

Theorem 3.2 implies that the simplex defined by \( (1^{x}) \) is always reflexive and IDP. It only remains to check that the simplex given by \( (r_1^{x_1}, \ldots, r_k^{x_{k-1}}) \) is IDP. We know that \( \Delta_{(1,q)} = \Delta_{(1,p)} * \Delta_{(1,h)} \) where we set \( p := (r_1^{x_1}, \ldots, r_k^{x_{k-1}}) \) and \( h := (1^{x_k}) \). By the definition of affine free sums, we know the free sum \( \Delta_{(1,p)} * \Delta_{(1,h)} \) is structured so that \( \Delta_{(1,p)} \) is a face of \( \Delta_{(1,q)} \). We know that \( \Delta_{(1,q)} = \Delta_{(1,p)} * \Delta_{(1,h)} \) is IDP, and so each of its faces must also be IDP.

The final result in this section shows that for an \( r \)-vector such that \( r_i \nmid r_k \) for some \( i \), there are at most finitely many such IDP reflexive simplices supported on that vector. Each of these simplices may or may not be decomposable as an affine free sum.

**Theorem 3.7.** For a fixed support vector \( r \), there exist only finitely many reflexive and IDP \( \Delta_{(1,q)} \) supported by \( r \) that do not admit a free sum decomposition into lower dimensional \( \Delta_{(1,q)} \).

**Proof.** Fix a support vector \( r = (r_1, \ldots, r_k) \). By Proposition 3.6 we know that if \( r_i \nmid r_k \) for all \( i \in \{1, \ldots, k-1\} \), then any \( \Delta_{(1,q)} \) supported by \( r \) is an affine free sum of lower-dimensional \( \Delta_{(1,q)} \). Thus, it remains to show that if \( r_i \nmid r_k \) for at least one \( i \in \{1, \ldots, k-1\} \), then there are at most finitely many reflexive and IDP \( \Delta_{(1,q)} \) such that \( q \) is supported by \( r = (r_1, \ldots, r_k) \). To see this, notice that if \( \Delta_{(1,q)} \) is reflexive and IDP and supported by \( r \), then using the notation from Lemma 3.3 there is a positive integer vector \( x \) that satisfies \( Rx = b \). The set of \( \Delta_{(1,q)} \) that are reflexive and IDP and supported by \( r \) corresponds to the integer points in \( \mathbb{R}^k_{>0} \cap (x + \ker(R)) \). Since \( \ker(R) \) is orthogonal to the image of \( R^T \), it follows from \( r_i \nmid r_k \) for some \( i \) that there exists a strictly positive vector \( a \in \text{im}(R^T) \) orthogonal to \( \ker(R) \), namely the vector \( a \) obtained as the sum of the transpose of the \( k \)-th row of \( R \) and the transpose of the \( i \)-th row of \( R \). Hence, \( \mathbb{R}^k_{>0} \cap (x + \ker(R)) \) is bounded, and therefore contains at most a finite number of integer points. \( \square \)

4. \( q \)-Vectors With Support on Two Integers

Using the results established in Sections 2 and 3 we are now able to prove that all IDP and reflexive \( \Delta_{(1,q)} \) supported on two integers are \( h^* \)-unimodal. Let \( q = (r_1^{x_1}, r_2^{x_2}) \) denote a \( q \)-vector supported on two vectors. By Lemma 3.3 in order to capture all IDP and reflexive simplices supported on two integers we will have two cases given by the possible divisibility relations between \( r_1 = r \) and \( r_2 = s \), as indicated in the following theorem.

**Theorem 4.1.** Let \( r < s \) be positive integers and let

\[
q = \left( r, r, \ldots, r, s, s, \ldots, s \right) = \left( r^m, s^x \right).
\]

Then \( \Delta_{(1,q)} \) is reflexive if and only if \( r \mid (1 + sx) \) and \( s \mid (1 + rm) \). Further, \( \Delta_{(1,q)} \) is IDP and reflexive if and only if either

1. \( r \neq 1 \) with \( s = 1 + rm \) and \( x = r - 1 \), or
2. \( r = 1 \) with \( s = 1 + m \) and \( x \) arbitrary.

**Proof.** The claim regarding reflexivity follows immediately from the condition that \( \Delta_{(1,q)} \) is reflexive if and only if \( q_j \mid (1 + q_1 + \cdots + q_m) \) for all \( j \). To show that \( \Delta_{(1,q)} \) being reflexive IDP implies \( s = 1 + rm \) and \( x = r - 1 \) when \( r \neq 1 \), we apply Corollary 2.4. First, applying the corollary with \( q_j = s \) we see that

\[
\frac{1}{s} + m \left\{ \frac{r}{s} \right\} + (x - 1) \left\{ \frac{s}{s} \right\} = \frac{1 + mr}{s} = 1,
\]

and thus we have \( 1 + mr = s \). Second, setting \( q_j = r \) and applying the corollary yields

\[
\frac{1}{r} + (m - 1) \left\{ \frac{r}{r} \right\} + x \left\{ \frac{s}{r} \right\} = \frac{1}{r} + x \left\{ \frac{1 + mr}{r} \right\} = \frac{1 + x}{r} = 1,
\]

from which it follows that \( x = r - 1 \). A similar argument shows that if \( r = 1 \), then \( 1 + m = s \) and \( x \) can be an arbitrary positive integer.
To show the converse, first observe that Theorem 3.2 and Proposition 3.6 tell us that if \( q = (1^n, (1+m)^r) \) for any positive integer \( x \), then \( \Delta_{(1,q)} \) is reflexive IDP. Thus, we are left with the case that \( r \neq 1 \) and \( s = 1 + nr \) with \( x = r - 1 \). Corollary 2.4 guarantees reflexivity; to verify that \( \Delta_{(1,q)} \) is IDP in this case, we will directly apply Theorem 2.3.

First, consider the case where \( q_j = r \), hence \( b = 1, \ldots, r - 1 \). Since \( 1 \leq b < r \), it follows that the left-hand side of (3) reduces to
\[
hrm - m + 1 - (r - 1) \left\lfloor \frac{brm + b}{r} \right\rfloor = hrm - m + 1 - (r - 1)bm = b.
\]
Thus, our only option for the \( c \) value in equations (11) and (15) is \( c = 1 \). We need to check that (11) holds when \( q_i = r + m + 1 \), \( c = 1 \), and \( b = 2, 3, \ldots, r - 1 \), which follows since
\[
m + (b - 1)m = bm
\]
if and only if
\[
m + \left( \left\lfloor \frac{(b - 1)mr + (b - 1)}{r} \right\rfloor \right) = \left\lfloor \frac{brm + b}{r} \right\rfloor
\]
if and only if
\[
\left\lfloor \frac{rm + 1}{r} \right\rfloor + \left\lfloor \frac{(b - 1)(mr + 1)}{r} \right\rfloor = \left\lfloor \frac{brm + b}{r} \right\rfloor.
\]
Thus, our only option for the \( c \) value in equations (11) and (15) is \( c = 1 \). We need to check that (11) holds when \( q_i = r + m + 1 \), \( c = 1 \), and \( b = 2, 3, \ldots, r - 1 \), which follows since
\[
m + (b - 1)m = bm
\]
if and only if
\[
m + \left( \left\lfloor \frac{(b - 1)mr + (b - 1)}{r} \right\rfloor \right) = \left\lfloor \frac{brm + b}{r} \right\rfloor
\]
if and only if
\[
\left\lfloor \frac{rm + 1}{r} \right\rfloor + \left\lfloor \frac{(b - 1)(mr + 1)}{r} \right\rfloor = \left\lfloor \frac{brm + b}{r} \right\rfloor.
\]
Second, consider the case where \( q_j = r + m + 1 \), hence \( b = 1, 2, \ldots, rm \). For this value of \( q_j \), the left-hand side of (3) reduces to the following expression, which we denote by \( h(b) \):
\[
h(b) := b - m \left\lfloor \frac{br}{mr + 1} \right\rfloor
\]
Writing \( b = km + \ell \) where \( k, \ell \in \mathbb{Z} \), \( 0 < \ell \leq m \), and \( 0 < k < r \), we have
\[
\left\lfloor \frac{br}{mr + 1} \right\rfloor = \left\lfloor \frac{(km + \ell)r}{mr + 1} \right\rfloor = k + \left\lfloor \frac{r\ell - k}{mr + 1} \right\rfloor = k.
\]
Thus, \( h(b) = h(km + \ell) = \ell \).

Thus, the viable candidates for \( c \)-values in (11) and (15) are
\[
c = 1, m + 1, 2m + 1, \ldots, (r - 1)m + 1.
\]
To complete our proof, we observe that (11) holds for all \( b = mk + \ell \) with \( 2 \leq \ell \leq m \) whenever \( c = k'm + 1 \) for \( k' \leq k \), since (12) implies
\[
\left\lfloor \frac{(km + \ell)r}{mr + 1} \right\rfloor - \left\lfloor \frac{(k'm + 1)r}{mr + 1} \right\rfloor = \ell - 1 = \left\lfloor \frac{(k' - k)m + \ell - 1)r}{mr + 1} \right\rfloor.
\]

It remains to be shown that all IDP reflexive \( \Delta_{(1,q)} \) supported on two integers are \( h^* \)-unimodal.

**Theorem 4.2.** Let \( \Delta_{(1,q)} \) be a reflexive simplex supported on two integers. If \( \Delta_{(1,q)} \) is IDP then it is \( h^* \)-unimodal.

**Proof.** By Theorem 4.1 we know that \( \Delta_{(1,q)} \) with \( q = (r^m, s^x) \) is reflexive and IDP if and only if either \( r \neq 1 \) with \( s = 1 + rm \) and \( x = r - 1 \) or \( r = 1 \) with \( s = 1 + m \) and \( x \) arbitrary. In the latter case, \( \Delta_{(1,q)} \) is the affine free sum \( \Delta_{(1,q_1)} \ast_0 \Delta_{(1,q_2)} \), where \( q_1 = (1^m) \) and \( q_2 = (1^x) \). By Theorem 3.2 and Theorem 3.3 it follows that \( \Delta_{(1,q)} \) is \( h^* \)-unimodal. Thus, it only remains to prove \( h^* \)-unimodality for the former case.

For the sake of clarity, in the following we will let \( \Delta_r \) denote the simplex \( \Delta_{(1,q)} \), where \( q = (r^m, (1 + rm)^{-1}) \) with \( r \neq 1 \). Recall that the formula given in Theorem 2.2 reduces to
\[
h^*(\Delta_{r,m}; z) = \sum_{b=0}^{r(m+1)\cdot 1} z^{\omega(b)},
\]
where
\[ \omega(b) = b - m \left\lfloor \frac{b}{rm + 1} \right\rfloor - (r - 1) \left\lfloor \frac{b}{r} \right\rfloor. \]

To compute \( h^*(\Delta_{r,m}; z) \) as to reveal its unimodality, we first consider the sequence
\[ W := \left( b - (r - 1) \left\lfloor \frac{b}{r} \right\rfloor \right)_{b=0}^{r(rm+1)-1}. \]

We will now group the terms in the sequence \( W \) into subsequences of length \( r \) and collect these into blocks of \( m \) subsequences, since this will help make the desired unimodality of \( h^*(\Delta_{r,m}; z) \) more apparent. The grouping of terms into subsequences of length \( r \) corresponds to mapping each term of \( W \)
\[ b - (r - 1) \left\lfloor \frac{b}{r} \right\rfloor \mapsto (i, j), \]
where \( i \) and \( j \) are the unique nonnegative integers satisfying \( b = ir + j \) and \( 0 \leq j < r \). This partitions \( W \) into subsequences given by
\[ W = \left( \left( (pm + q + j)_{j=0}^{r-1} \right)_{q=0}^{m-1}, \right. \]
\[ \left. (rm + j)_{j=0}^{r-1} \right)_{i=0}^{rm}, \]
where \( p = \left\lfloor \frac{b}{rm} \right\rfloor \). That is, for each \( i \) we will write \( i = pm + q \) for integers \( 0 \leq p < r \) and \( 0 \leq q < m \). This lets us further decompose \( W \) as
\[ W = \left( \left( \left( (pm + q + j)_{j=0}^{r-1} \right)_{q=0}^{m-1}, \right. \right. \]
\[ \left. \left. (rm + j)_{j=0}^{r-1} \right)_{i=0}^{rm} \right), \]
To compute the powers \( z^{\omega(b)} \) from these terms, we must subtract the value \( m \left\lfloor \frac{b}{rm + 1} \right\rfloor \) from each term in \( W \). Doing so, we will write the corresponding sequence as
\[ W' := \left( b - (r - 1) \left\lfloor \frac{b}{r} \right\rfloor - m \left\lfloor \frac{b}{rm + 1} \right\rfloor \right)_{b=0}^{r(rm+1)-1}. \]
Notice that, since \( b = (pm + q)r + j \), we also have
\[ \left\lfloor \frac{b}{rm + 1} \right\rfloor = \left\lfloor \frac{p(rm + 1) + qr + j - p}{rm + 1} \right\rfloor, \]
\[ = p + \left\lfloor \frac{qr + j - p}{rm + 1} \right\rfloor, \]
\[ = \begin{cases} p - 1 & \text{if } q = 0 \text{ and } j < p, \\ p & \text{otherwise}. \end{cases} \]
Thus, applying this fact together with the expression for \( W \) given in equation (13), we have that
\[ W' = \left( \left( (q + j)_{j=0}^{r-1} \right)_{q=1}^{m-1}, \left( (m + j)_{j=0}^{p-1} \right)_{j=q}^{r-1}, \left( (q + j)_{j=0}^{r-1} \right)_{q=0}^{m-1}, \left( (m + j)_{j=0}^{r-1} \right) \right). \]
Further, for which divisibility patterns in the $r$th vector, specifically $(\Delta_{r,m}; z)$ is unimodal? Second, suppose $q(z)$ does have internal zeros. This forces $q_{r-1} = r$ while $q_r = 0$. However, we know that $r + p_{r-1} \leq p_r$. Since $q(z)$ is symmetric with respect to degree $r + m - 1$, we have that $h^*(\Delta_{r,m}; z)$ is again unimodal. This completes the proof.

5. Future Directions

The results of this paper set the stage for a detailed investigation of Conjecture [1,3] in the special case of the reflexive simplices of the form $\Delta_{(1,q)}$. As such, these results provide some natural directions for future work in discrete geometry as outlined by the following questions.

First, the vector $q = (3, 20, 24, 24, 24, 24)$ satisfies Lemma [3,3] yet is non-IDP and has a non-unimodal $h^*$-vector, specifically

$$h^*(\Delta_{(1,q)}; z) = z^6 + 16z^5 + 29z^4 + 28z^3 + 29z^2 + 16z + 1.$$ 

However, it is not clear in general what role Lemma [3,3] plays regarding $h^*$-unimodality and the structure of Hilbert bases for $\Delta_{(1,q)}$, leading to the following question.

**Question 5.1.** Suppose $r = (r_1, \ldots, r_k)$ supports a reflexive simplex $\Delta_{(1,q)}$ with $q$-vector satisfying Lemma [3,3]. What constraints on the Hilbert basis of cone $(\Delta_{(1,q)}^*)$, if any, are implied by the linear system in Lemma [3,3]? Further, for which divisibility patterns in the $r$-vector, if any, is Lemma [3,3] sufficient to imply $h^*$-unimodality for $\Delta_{(1,q)}$? Which families of $q$-vectors, if any, both satisfy Lemma [3,3] and fail to be $h^*$-unimodal?
Second, in Section 4, \( h^* \)-unimodality for some, but not all, of the cases studied follows from an affine free sum decomposition of the simplices. Given this, it is natural to ask when the free sum construction underlies \( h^* \)-unimodality in the context of Section 3.

**Question 5.2.** For each fixed dimension \( d \), what fraction of reflexive IDP simplices of the form \( \Delta_{(1,q)} \) arise via affine free sums?

Third, the reflexive simplices satisfying the necessary condition of Lemma 3.3 correspond to positive integral solutions to multivariate systems of algebraic equations. A full understanding of these simplices may require tools from algebraic geometry and algebraic number theory.

**Question 5.3.** What are the integral solutions to the multivariate system of algebraic equations arising from Lemma 3.3?

Fourth, as far as the authors know, in all published proofs that a family of polytopes is both IDP and \( h^* \)-unimodal, IDP and \( h^* \)-unimodality are established separately. Thus, the IDP has only been observed to correlate with \( h^* \)-unimodality; no proofs have shown a causal link between the two properties. For example, in well-known work of Bruns and Römer [6], the IDP condition is a consequence of the existence of a regular unimodular triangulation, while \( h^* \)-unimodality is established by using that triangulation to induce an application of the \( g \)-theorem. Thus, there is a need for proofs that demonstrate explicitly how the IDP condition might be used to prove \( h^* \)-unimodality directly. The following question is a step in this direction.

**Question 5.4.** Do there exist \( q \)-vectors for which \( h^* \)-unimodality of \( \Delta_{(1,q)} \) can be established using only the conditions of Theorem 2.3?

As a final remark, the results of this paper offer new avenues by which to search for counterexamples to Conjecture 1.3. In the special case of the simplices \( \Delta_{(1,q)} \), the expression of the \( h^* \)-polynomial arising from Theorem 2.2 provides a direct link between the structure of a \( q \)-vector and the behavior of the associated \( h^* \)-polynomial. A deeper study of general polynomials of the form given in Theorem 2.2 might provide insight leading to a counterexample, if one exists. Another possible direction in which to search for counterexamples is suggested by Question 5.1 through the identification of broad families of \( q \)-vectors that simultaneously satisfy Lemma 3.3 and fail to be \( h^* \)-unimodal. Even if a counterexample is found to the general conjecture, improved explanations of the broadly-observed \( h^* \)-unimodality for reflexive polytopes, including in the special case of \( \Delta_{(1,q)} \), is needed.
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