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We investigate trapped resonant fermions with unequal populations within the local density approximation above the superfluid transition temperature. By tuning the attractive interaction between fermions via Feshbach resonance, the system evolves from weakly interacting fermi gas to strongly interacting fermi gas, and finally becomes bose-fermi mixture. The density profiles of fermions are examined and compared with experiments. We also point out the simple relationships between the local density, the axial density, and the gas pressure within the local density approximation.

PACS numbers: 03.75.Ss, 05.30.Fk, 34.90.+q

The experimental investigation of the crossover from the Bardeen-Cooper-Schrieffer (BCS) state to the Bose-Einstein Condensation (BEC) state induced by Feshbach resonance for trapped fermionic atomic gases with equal \[1, 2, 3, 4, 5\] and unequal populations \[6, 7, 8\] has attracted lots of interests from the physics community. For equal populations, the ground state of the system evolves from weak-coupling BCS to strong-coupling BEC as the effective attraction between two species of fermions becomes strong \[9, 10, 11, 12, 13, 14\]. In the case of unequal populations of the two fermion species, the system evolves from a normal state, through a spatially inhomogeneous state(s) (like Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state and/or phase separation) to a strongly interacting fermi mixture in the strong-coupling regime \[15, 16, 17, 18, 19, 20, 21, 22, 23\].

Although mean-field treatments can provide a qualitative picture, inclusion of fluctuations \[9\] around the mean-field solution is necessary to give results with more quantitative agreement with experiments. For example, thermodynamics \[24, 25\] and density profiles \[13, 14\] at finite temperature can be properly accounted for only when pair fluctuations are included. Including these fluctuations \[26, 27\] can also give a reasonable value for the zero-temperature universal parameter \(\beta\) at resonance, though it does not match exactly with the Quantum Monte-Carlo results \[12, 30, 31\].

Till now, most of the studies are below the superfluid transition temperature. However, above the transition temperature, the normal fermion gas can still be strongly interacting and becomes a mixture of bose and fermi gases in the strong coupling regime. The system provides a good testing ground for strongly interacting many-body theories.

On the other hand, the thermometry of strongly interacting fermi gas is also important and difficult in experiments \[24\]. In the case of non-interacting fermions, the temperature can be simply measured by fitting the density profile of trapped fermions with the Thomas-Fermi distribution. Thermometry of strongly interacting fermions with equal populations requires non-trivial fitting procedure on the theoretically generated density profiles \[25\]. In the case of unequal populations of two species of fermions, the wing of the majority component (excess fermion) becomes non-interacting due to the absence of the minority component, and thus can be served as a good thermometer \[8\].

In this paper, the Nozieres-Schmitt-Rink (NSR) formalism \[9\] is adopted since it is the simplest theory that can continuously bring both the BCS and BEC regimes respectively for weak and strong coupling limits together at finite temperatures, and also gives a good estimate of the universal parameter in the unitarity limit as stated above. The harmonic trapping potential is considered within the local density approximation (LDA).

We found that the Hartree-Fock approximation is recovered in the weak-coupling regime, but it is qualitatively different from the NSR treatment if the system evolves into a strongly interacting fermi gas. In the strong coupling limit, the system becomes a bose-fermi mixture. An effective repulsion between the bosonic molecules and fermions emerges from the NSR theory. Not so surprisingly, a similar repulsive effect also exists in the intermediate coupling regime from the NSR theory although no bound pair is formed. The density profiles are obtained, comparison and implication to the recent experiment are then discussed.

We adopted the implementation of the NSR formalism by the functional integral method \[10\]. The action of our system is written as

\[
S = \int d\tau d\vec{r} \left\{ \sum_{\sigma} \overline{\psi}_{\sigma}(\partial_{\tau} - \nabla^2/2m - \mu_{\sigma} + V(\vec{r}))\psi_{\sigma} + g\overline{\psi}_{\uparrow}\overline{\psi}_{\downarrow}\psi_{\uparrow}\right\}
\]

with attractive coupling constant \(g < 0\). \(\sigma\) runs over up and down spin species, and \(\psi_{\sigma} \equiv \psi_{\sigma}(\vec{r}, \tau)\) are the fermionic fields. Two chemical potentials \(\mu_{\sigma}\) fix the fermion number densities inside the trapping potential \(V(\vec{r})\).

By introducing the Hubbard-Stratonovich field \(\Delta(\vec{r}, \tau)\) coupled to the pairing field \(\overline{\psi}_{\uparrow}\overline{\psi}_{\downarrow}\), and then integrating
out the fermion fields \( \psi_\sigma \), we get the effective action in terms of \( \Delta(\vec{r}, \tau) \). Above the superfluid transition temperature with vanishing saddle point \( \Delta_0 = 0 \), we expand the effective action around the saddle point up to the Gaussian level in \( \Delta(\vec{q}, \vec{p}_n) \), which gives

\[
S_{\text{eff}} = S_0 + \sum_{\vec{q}, \vec{p}_n} \Gamma^{-1}(\vec{q}, \vec{p}_n) | \Delta(\vec{q}, \vec{p}_n) |^2
\]

where

\[
\Gamma^{-1}(\vec{q}, \vec{p}_n) = \frac{1}{L^3} \sum_{\vec{k}} \left( \frac{1 - n_F(\xi_{\vec{k}/2\vec{k}, \uparrow} + \xi_{\vec{k}/2\vec{k}, \downarrow})}{\vec{p}_n - \xi_{\vec{k}/2\vec{k}, \uparrow} - \xi_{\vec{k}/2\vec{k}, \downarrow}} \right) \frac{m}{2\epsilon_{\vec{k}}} - \frac{m}{4\pi a}
\]

with \( \epsilon_{\vec{k}} = k^2/2m, \xi_{\vec{k}, \sigma} \equiv \epsilon_{\vec{k}} - \mu_\sigma + V(\vec{r}) \), and \( n_F \) is the Fermi distribution function. The free fermions and \( n_F \) is the Bose distribution function.

The number equations are given by

\[
n_\sigma(\vec{r}) = n^0_\sigma(\vec{r}) + \frac{1}{L^3} \sum_{\vec{q}} \int_{-\infty}^{+\infty} \frac{d\omega}{\pi} n_B(\omega) \partial(\vec{q}, \omega)
\]

in terms of the phase shift \( \delta(\vec{q}, \omega) \) defined by \( \Gamma(\vec{q}, \omega + i0^+) = |\Gamma(\vec{q}, \omega)| \exp(i\delta(\vec{q}, \omega)) \). \( F_0 \) is the free energy of free fermions and \( n_F \) is the Bose distribution function.

The expression is equivalent to the first-order Hartree-Fock (HF) approximation to the original Hamiltonian in Eq. (1) with the effective coupling constant \( 4\pi a/m \) instead of the bare \( g \).

In Fig. 1, we plot both the density profiles of the NSR and HF theories. At extremely small \( k_F|a| \), as shown in Fig. (c), two theories coincide with each other. As the interaction parameter increases, \( \Re \Gamma^{-1} \approx -m/4\pi a \) due to the contribution from the first term in Eq. (3). The HF approximation overestimates the effective attractive interaction. As shown in Fig. (b), the HF results for the minority component lies above our fluctuation theory results near the trap center. The deviations between these two theories are larger for the minority than the majority component, since the minority component actually feels a larger change in effective particle energy (see the argument of the function \( n_F \) in Eq. (3)).

Upon further increase in \( k_F|a| \), the NSR theory shows even qualitative disagreement with the HF results. It can be seen that the majority profile from NSR theory lies above the HF results near the trap center. The reason of the disagreement will be discussed further below.

In the strong coupling limit where \( a > 0 \), the two-particle vertex function \( \Gamma(\vec{q}, \omega) \) acquires a discrete pole \( \omega = \omega_b(\vec{q}) \) representing the bound state of fermion-pair. Around the pole, we can write

\[
\Gamma(\vec{q}, \omega) = \frac{R}{\omega - \omega_b(\vec{q})}
\]

with small \( \vec{q} \), and the dispersion \( \omega_b(\vec{q}) = c_0 + c_1 q^2 \). Eq. (9) can also be written as

\[
\omega_b(\vec{q}) - \omega = R \Gamma^{-1}(\vec{q}, \omega)
\]
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With equal population, the chemical potential of the bound state \( \mu_\uparrow = \mu_\downarrow < 0 \), the second term of the L.H.S. of Eq.(12) vanishes at temperature \( k_B T \ll |\mu_\uparrow| \). There we can obtain \( c_0 = c_0 - \mu_\uparrow - \mu_\downarrow + 2V(\vec{r}) \), with the binding energy \( e_b = -1/ma^2 < 0 \). In our case of unequal populations, the chemical potential of excess (unpaired) fermions \( \mu_\uparrow > 0 \) and that of the bound state \( \mu_\downarrow < 0 \). For temperatures \( k_B T \ll |e_b| \), we can substitute the above \( c_0 \) of equal population into the second term of the L.H.S. of Eq.(12), ignore \( \epsilon_{\vec{r}} \) in the denominator, and obtain for this term \( -ma^2 \delta n_\uparrow^0(\vec{r}) \), where \( \delta n_\uparrow^0(\vec{r}) \equiv L^{-3} \sum_{\vec{k}} n_F(\xi_{\vec{k},\uparrow}) \) can be interpreted as the occupation due to bare excess fermion. Eq.(12) then gives

\[
\frac{1}{L^3} \sum_{\vec{k}} \left( \frac{1}{(c_0 + \mu_\uparrow + \mu_\downarrow - 2V(\vec{r})) - 2\epsilon_{\vec{k}}^c} + \frac{1}{2\epsilon_{\vec{k}}^c} \right) = \frac{m}{4\pi a} - ma^2 \delta n_\uparrow^0(\vec{r})
\]

hence we get

\[
c_0 = -\frac{1}{ma^2}(1 - 4\pi a^3 \delta n_\uparrow^0(\vec{r}))^2 - \mu_\uparrow - \mu_\downarrow + 2V(\vec{r})
\]

\[
\simeq c_0 + g_{bb} \delta n_\uparrow^0(\vec{r}) - \mu_\uparrow - \mu_\downarrow + 2V(\vec{r})
\]

with \( g_{bb} = 8\pi a/m \).

Similarly, \( R \) can be determined by putting \( \vec{q} = 0 \) and taking the limit \( \omega \to c_0 \) in Eq. (10),

\[
R^{-1} = \lim_{\omega \to c_0} \frac{1}{c_0 - \omega} \frac{1}{1 - n_F(\xi_{\vec{k},\uparrow}) - n_F(\xi_{\vec{k},\downarrow})} = \frac{1}{L^3} \sum_{\vec{k}} \frac{1}{(c_0 + g_{bb} \delta n_\uparrow^0(\vec{r}) - 2\epsilon_{\vec{k}})^2}
\]

\[
\simeq \frac{m^2 a}{8\pi} \left( 1 - 4\pi a^3 \delta n_\uparrow^0(\vec{r}) \right)
\]

By noticing that, in the denominator of the first term in Eq. (3), the \( q^2 \)-term can be combined with \( \psi_n \), we found \( \Gamma^{-1}(\vec{q},\omega) = \Gamma^{-1}(0,\omega - q^2/2m) + O(q^4) \). Therefore \( c_1 = 1/4m \).

In the strong coupling regime, the low-energy effective action can then be written as

\[
S_{\text{eff}} = S_0 + \sum_{\vec{q},\vec{p}_n} \left( -\bar{\psi}_n + \omega_b(\vec{q}) \phi(\vec{q},\vec{p}_n) \phi(\vec{q},\vec{p}_n) \right)
\]

where we identify the boson field \( \phi(\vec{q},\vec{p}_n) \equiv R^{-1/2} \Delta(\vec{q},\vec{p}_n) \) and \( \omega_b(\vec{q}) \equiv \epsilon_b + g_{bb} \delta n_\uparrow^0(\vec{r}) - \mu_\uparrow - \mu_\downarrow + 2V(\vec{r}) + q^2/4m \). The phase shift across the pole \( \omega = \omega_b(\vec{q}) \) jumps from 0 to \( \pi \), i.e., \( \delta(\vec{q},\omega) = \pi \theta(\omega_b(\vec{q}) - \omega) \). Noticing that

\[
\frac{\partial}{\partial \mu_\uparrow} \delta(\vec{q},\omega) = \pi \delta(\omega - \omega_b(\vec{q})) \left( 1 - g_{bb} \frac{\partial}{\partial \mu_\uparrow} \delta n_\uparrow^0(\vec{r}) \right)
\]

\[
\frac{\partial}{\partial \mu_\downarrow} \delta(\vec{q},\omega) = \pi \delta(\omega - \omega_b(\vec{q}))
\]

and then the number equation in Eq.(3) gives

\[
n_\uparrow(\vec{r}) = \delta n_\uparrow^0(\vec{r}) + \left( n_b(\vec{r}) - g_{bb} \frac{\partial}{\partial \mu_\uparrow} \delta n_\uparrow^0(\vec{r}) \right)
\]

\[
\simeq \delta n_\uparrow(\vec{r}) + n_b(\vec{r})
\]

and

\[
n_\downarrow(\vec{r}) = n_b(\vec{r})
\]

with \( \delta n_\uparrow(\vec{r}) = L^{-3} \sum_{\vec{k}} n_F(\xi_{\vec{k},\uparrow} + g_{bb} n_b(\vec{r})) \) and \( n_b(\vec{r}) = L^{-3} \sum_{\vec{k}} n_F(\omega_b(\vec{q})) \). Eqs. (19)-(20) are the number equations in strong coupling limit. The effective interaction characterized by \( g_{bb} \) between the bound pairs and residue fermions are already captured in the Gaussian level. The same results were also obtained by a low density zero-temperature expansion by one of the authors \cite{32} and self-consistent Bogoliubov-de-Gennes equations by Pieri and Strinati \cite{19}, but this interaction was missing in the treatment of Liu and Hu \cite{20}. Note also that, in NSR formalism, \( n_b(\vec{r}) \) and \( \delta n_\uparrow(\vec{r}) \) are not determined self-consistently. Instead, \( n_b(\vec{r}) \) relies (via \( \omega_b(\vec{q}) \)) only on the bare \( \delta n_\uparrow^0(\vec{r}) \), and \( \delta n_\uparrow(\vec{r}) \) depends then on \( n_b(\vec{r}) \).

With the LDA, the density profile of an anisotropic harmonic trap can be mapped to a corresponding isotropic one by rescaling the radial distances for the different axes. In the following, we consider only the isotropic case.

The density profiles of fermions of up and down-spin for different interaction parameter \( -1/k_F a \) are shown in Fig. (2) The total populations of the majority species is \( 1.5 \times 10^7 \) with the population imbalances 50%, \( T/T_F = 0.2 \) in the weak-coupling regimes of Fig. (2b)-(e). These parameters are chosen to be close to those in an experiment of MIT \cite{8}. As the interaction parameter becomes stronger, the two species of fermions are strongly interacting with each other and the local density at the trap center rises. The excess fermions defined by the difference between the local densities of up and down-spin fermions are repelled from the trap center. Thomas-Fermi fit to the wing of the majority profile are insensitive to the interaction parameter although the fermions density profile
can be strongly deformed. It is an evidence to the reliability of the thermometry from the excess fermions. Because of the attractive interaction from down-spin fermion, the profile of the Thomas-Fermi fit always lies below that of up-spin fermion. When we increase $k_F a$ further close to the unitarity limit (Fig. 2(b)), there is a dramatic change in density profiles. The bound pairs are close to being bose-condensed. It explains why both species strongly peak near the trap center and the density profiles behave qualitatively differently from that of the non-interacting profile. We found that, even above the transition temperature as it is here, the difference between the majority and minority particles actually lies on both. Experimentally, the density profile of the majority fermions are always lie above the non-interacting one near the center.

Near the resonance, the NSR theory may break down due to the unphysical (non-positive definite) susceptibility matrix $\partial n_\sigma / \partial \mu_\sigma$. We checked that the susceptibility matrix is positive definite with the same parameters used in Fig. 2. The NSR theory does not break down at this point in our problem.

To compare our result more directly with experiments (see Fig. 1 in Ref. [8]), the column densities are shown in Fig. 3. The density profile of the Thomas-Fermi fit always lies below that of the non-interacting profile. Because of strong attraction around the trap center, the interacting profiles can be strongly deformed. It is an evidence to the reliability of the thermometry from the excess fermions. Because of the attractive interaction from down-spin fermion, the profile of the Thomas-Fermi fit always lies below that of up-spin fermion. When we increase $k_F a$ further close to the unitarity limit (Fig. 2(b)), there is a dramatic change in density profiles. The bound pairs are close to being bose-condensed. It explains why both species strongly peak near the trap center and the density profiles behave qualitatively differently from that of the non-interacting profile. We found that, even above the transition temperature as it is here, the difference between the majority and minority particles actually lies on both. Experimentally, the density profile of the majority fermions are always lie above the non-interacting one near the center.

For the minority component, our density profile shows strong effects of the effective attractive interaction, so that it peaks much more strongly near the trap center than a corresponding non-interacting distribution as seen in Fig. 3 (whereas experimentally it can be fitted well by the non-interacting profile). We found that, even above the transition temperature as it is here, the difference between the majority and minority components (i.e., the excess fermion density) seems to decrease when $1/k_F a$ increases. This trend already exists in the HF results (see Fig. 1 and discussions above). It can also be understood as an effective repulsive interaction between the bosons on the excess fermions, so that the latter are pushed out from the trap center (c.f. Fig. 2 especially (a) and (b)), though this effect is not so evident in the column density profile due to the integration.

In the following, we want to point out that, for a harmonic trap within the local density approximation, the axial density (from integration of the local density) directly provides us the local gas pressure $P$, and the original local density can be easily read out from the slope of axial density profile. Thus the axial density directly gives us the equation of state ($P$ as a function of $n$) at the given temperature. At a given temperature, general thermodynamic relation gives $dP(r) = n(r)d\mu(r)$ where $\mu(r) \equiv (\mu_\uparrow(r) + \mu_\downarrow(r))/2$ (Note that $\mu_\uparrow(r) - \mu_\downarrow(r)$ is independent of $r$). Within the LDA, we can view the position $r$ as a parameter and thus write $dP(r) = n(r)d\mu(r)$. Since the effective chemical potential is $\mu(r) = \mu_0 - V(r)$, we obtain

$$dP(r) = -n(r)dV(r)$$ (22)

This relation can also be obtained by balancing the forces due to the pressure and trap potential acting on a shell of atoms between $r$ and $r + dr$. For a harmonic trap, $V(r) = (\alpha/2)r^2$, we therefore get $dP(r) = -n(r)\alpha dr$ and by integration

$$P(r) = \alpha \int_r^\infty dr' r'n(r')$$ (23)

On the other hand, the axial density at $z$ is defined by

$$n_{axi}(z) = \int_0^\infty 2\pi pdpn(r)$$ (24)

where $\rho^2 = x^2 + y^2 = r^2 - z^2$. This can be re-written as

$$n_{axi}(z) = 2\pi \int_z^\infty drrn(r)$$ (25)

Comparing Eqs. (23) - (25) gives

$$P(z) = \frac{\alpha}{2\pi} n_{axi}(z)$$ (26)

The axial density is thus a direct measure of the gas pressure. Also, by taking the derivative of Eq. (25) with
respect to \( z \), we get

\[
\frac{d}{dz} n_{axi}(z) = -2\pi z n(z) .
\]  

(27)

Hence (see also Ref. [18])

\[
n(z) = \frac{1}{2\pi z} \frac{d}{dz} n_{axi}(z)
\]  

(28)

The axial density thus also gives us the original local density profile.

Thus the axial density alone gives us the relation between the gas pressure and density at a given temperature. For completeness, we show also the corresponding axial density profiles in Fig. 4.

For an axially symmetric trap with potential \( V(\vec{r}) = \frac{1}{2} (\alpha_2 z^2 + \alpha \rho^2) \), the corresponding relations are:

\[
P(z) = \frac{\pi z}{\alpha_2} n_{axi}(z) \\
n(0, 0, z) = - \frac{1}{2\pi z} \frac{d}{dz} n_{axi}(z)
\]

To conclude, we have studied a two-component interacting Fermi gas with interaction induced by a Feshbach resonance above the transition temperature. The density profiles show strong modifications due to the effect of this interaction.
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FIG. 1: (Color online) Comparison between density profiles of NSR fluctuation theory and that of Hartree-Fock approximation at weak coupling regime. Labels of horizontal and vertical axes are respectively dimensionless \( r / \ell \) and \( n(r) \ell^3 \). Up-spin and down-spin profiles calculated from fluctuation theory are represented by up-triangle and down-triangle, respectively. The dashed and dotted lines show the Hartree-Fock approximation to the up-spin and down-spin fermion profiles, respectively. The parameter range is chosen as \( N^\uparrow = 1.5 \times 10^7 \), \( N^\downarrow = 5 \times 10^6 \), and \( T / T_F = 0.2 \). The interaction parameters \(-1/k_F a\) are respectively (a) 0.5 (b) 1.0 (c) 10.0.
FIG. 2: (Color online) Density profiles of fermions of spin up and down. Labels of horizontal and vertical axes are respectively dimensionless $r/\ell$ and $n(r)/\ell^3$. Up-spin, down-spin, and excess fermion are represented by up-triangle, down-triangle, and solid line, respectively. The dashed lines shows the trapped non-interacting fermion fit to the wing of up-spin fermion profile. The dimensionless trap length $k_F\ell = 28$, and the temperature $T/T_F = 0.2$. The total populations of up-spin fermions $N^\uparrow = 1.5 \times 10^7$. In strong coupling regime (a), the interaction parameters $-1/k_F a = -2.0$, the total population of down-spin fermions $N^\downarrow = 5 \times 10^5$ with the population imbalance $\delta = 93\%$. In weak coupling regime, $-1/k_F a$ are respectively (b) 0.1 (c) 0.5 (d) 1.0 (e) 2.0 , $N^\downarrow = 5 \times 10^6$ with $\delta = 50\%$. 


FIG. 3: (Color online) Column density profiles of fermions of spin up and down. Labels of horizontal and vertical axes are respectively dimensionless $\rho/\ell$ and $n_{\text{col}}(\rho \ell)^2$. Up-spin, down-spin, and excess fermion are represented by up-triangle, down-triangle, and solid line (lower panels) respectively. The dashed line shows the trapped non-interacting fermion fit to the wing of spin-up fermion profile. The dotted line is the non-interacting down-spin fermion profile at the same temperature, total fermion numbers and trap length. Parameters are the same as in Fig 2.
FIG. 4: (Color online) Axial density profiles of fermions of spin up and down. Labels of horizontal and vertical axes are respectively dimensionless $z/\ell$ and $n_{axi}(z)/\ell$. Up-spin, down-spin, and excess fermion are represented by up-triangle, down-triangle, and solid line, respectively. The dashed line shows the trapped non-interacting fermion fit to the wing of spin-up fermion profile. Parameters are the same as in Figs 2 and 3.