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Abstract

A word $u$ is a subsequence of another word $w$ if $u$ can be obtained from $w$ by deleting some of its letters. The word $w$ with $\text{alph}(w) = \Sigma$ is called $k$-subsequence universal if the set of subsequences of length $k$ of $w$ contains all possible words of length $k$ over $\Sigma$. We propose a series of efficient algorithms computing the minimal number of edit operations (insertion, deletion, substitution) one needs to apply to a given word in order to reach the set of $k$-subsequence universal words.
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1 Introduction

A word $v$ is a subsequence (also called scattered factor or subword) of a word $w$ if there exist (possibly empty) words $x_1, \ldots, x_{\ell+1}$ and $v_1, \ldots, v_\ell$ such that $v = v_1 \ldots v_\ell$ and $w = x_1v_1 \ldots x_{\ell}v_\ell x_{\ell+1}$. That is, $v$ is obtained from $w$ by removing some of its letters.

The study of the relationship between words and their subsequences is a central topic in combinatorics on words and string algorithms, as well as in language and automata theory (see, e.g., the chapter Subwords by J. Sakarovitch and I. Simon in [53, Chapter 6] for an overview of the fundamental aspects of this topic). The concept of subsequence and its generalisations play an important role in various areas of theoretical computer science. For instance, in logic of automata theory, subsequences are used in the context of piecewise testability [57, 58], in particular to the height of piecewise testable languages [34, 36], subword order [26, 40, 41], or downward closures [62]. In combinatorics on words, many concepts were developed around the idea of counting the occurrences of particular subsequences of a word, such as the $k$-binomial equivalence [19, 42, 43, 52], subword histories [56], and Parikh matrices [48, 54]. In the area of algorithms, subsequences appear, e.g., in classical problems such as the longest common subsequence [2, 5, 7], the shortest common supersequence [45], or the string-to-string correction [61]. From a practical point of view, subsequences are useful in bioinformatics-related scenarios, as well as in other areas where they model corrupted or lossy representations of an original string, see [55].

A major area of research related to subsequences is the study of the set of all subsequences of bounded length of a word, initiated by Simon in his PhD thesis [57]. In particular, Simon defined and studied (see [53, 58]) the relation $\sim_k$ (called now Simon’s congruence) between words having exactly the same set of subsequences of length at most $k$. The surveys [49, 50]
While we do not solve their general form, we investigate one of their particular cases which seems interesting, meaningful, and well motivated. We follow the line of research of [3, 13, 34, 35] and focus on a special \( \sim_k \)-class of words. A word \( w \) is \( k \)-subsequence universal (for short \( k \)-universal) with respect to an alphabet \( \Sigma \) if its set of subsequences of length \( k \) equals \( \Sigma^k \). In the problems we consider, \( \Sigma \) will be the set \( \text{alph}(w) \) of letters occurring in the input \( w \) (to this end, see the discussion in [A]). The maximum \( k \) for which a word \( w \) is \( k \)-universal is the universality index of \( w \). In this context, we consider the problem of computing for a given word \( w \) and an integer \( k \) the minimal number of edit operations we need to perform on \( w \) in order to obtain a \( k \)-universal word. That is, we are interested in the edit distance from the input word \( w \) to the set of \( k \)-universal words w.r.t. \( \text{alph}(w) \).

Before presenting our results, we briefly discuss the motivation of considering \( k \)-subsequence universal words. Firstly, using the name universal in this context is not unusual. The classical universality problem (see, e.g., [31]) is whether a given language \( L \) (over an alphabet \( \Sigma \), and specified by an automaton or grammar) is equal to \( \Sigma^* \). The works [24, 39, 51] and the references therein discuss many variants of and results on the universality problem for various language generating and accepting formalisms. The universality problem was considered for words [14, 46] and partial words [8, 25] w.r.t. their factors. More precisely, one is interested in finding, for a given \( \ell \), a word \( w \) over an alphabet \( \Sigma \), such that each word of length \( \ell \) over \( \Sigma \) occurs exactly once as a contiguous factor of \( w \). De Bruijn sequences [14] fulfill this property and have many applications in computer science or combinatorics, see [8, 25] and the references therein. In [33, 39] the authors define the notion of \( k \)-rich words in relation to the height of piecewise testable languages, a class of simple regular languages with applications in learning theory, databases
theory, or linguistics (see [36] and the references therein). The class of $k$-rich words coincides with that of $k$-subsequence universal words. The study of $k$-subsequence universal words was continued, from a combinatorial point of view, in [3][13]. So, it seems that investigating this class also from an algorithmic perspective is motivated by, fits in, and even enriches this well-developed and classical line of research.

**Our results.** Firstly, we note that when we want to increase the universality of a word by edit operations, it is enough to use only insertions. Similarly, when we want to decrease the universality of a word, it is enough to consider deletions. So, to measure the edit distance to the class of $k$-subsequence universal words, for a given $k$, it is enough to consider either insertions or deletions. However, changing the universality of a word by substitutions (both increasing and decreasing it) is interesting in itself as one can see the minimal number of substitutions needed to transform a word $w$ into a $k$-universal word as the Hamming distance [27] between $w$ and the set of $k$-universal words. Thus, we consider all these operations independently and propose efficient algorithms computing the minimal number of insertions, deletions, and substitutions, respectively, needed to apply to a given word $w$ in order to reach the class of $k$-universal words (w.r.t. the alphabet of $w$), for a given $k$. The time needed to compute these numbers is $O(nk)$ in the case of deletions and substitutions, as well as in the case of insertions if $k \in O(c^n)$ for some constant $c$ (for even larger values of $k$ we need to add roughly the time complexity of multiplying $n$ and $k$). The respective algorithms are presented in Section 4.

Our algorithms are based, like most edit distance algorithms, on a dynamic programming approach. However, implementing such an approach within the time complexities stated above does not seem to follow directly from the known results on the word-to-word or word-to-language edit distance. In particular, we do not explicitly construct any $k$-universal word nor any representation (e.g., automaton or grammar) of the set of $k$-universal words, when computing the distance from the input word $w$ to this set. Rather, we can compute the $k$-universal word which is closest w.r.t. edit distance to $w$ as a byproduct of our algorithms. In our approach, we first develop (Subsection 3.1) several efficient data structures (most notably Lemma 7). Then, for each of the considered operations, we make several combinatorial observations, allowing us to restrict the search space of our algorithms, and creating a framework where our data structures can be used efficiently.

2 Preliminaries

Let $N$ be the set of natural numbers and $N_0 = N \cup \{0\}$. Define for $i, j \in N_0$ with $i < j$ the interval $[i : j]$ as $\{i, i + 1, \ldots, j - 1, j\}$. An alphabet $\Sigma$ is a nonempty finite set of symbols called letters. A word is a finite sequence of letters from $\Sigma$, thus an element of the free monoid $\Sigma^*$. Let $\Sigma^* = \Sigma^* \setminus \{\varepsilon\}$, where $\varepsilon$ is the empty word. The length of a word $w \in \Sigma^*$ is denoted by $|w|$. Let $\Sigma^k$ be the set of all words from $\Sigma^*$ of length exactly $k$. A word $u \in \Sigma^*$ is a factor of $w \in \Sigma^*$ if $w = xy$ for some $x, y \in \Sigma^*$. If $x = \varepsilon$ (resp. $y = \varepsilon$), $u$ is called a prefix (resp. suffix) of $w$. The $i^{\text{th}}$ letter of $w \in \Sigma^*$ is denoted by $w[i]$ for $i \in [1 : |w|]$. Set $w[i : j] = w[i]w[i + 1] \cdots w[j]$ for $1 \leq i \leq j \leq |w|$, $|w|_a = |\{i \in [1 : |w|] | w[i] = a\}|$, and $\text{alph}(w) = \{a \in \Sigma | |w|_a > 0\}$ for $w \in \Sigma^*$. We can now introduce the notion of subsequence.

**Definition 1.** A word $v = v_1 \cdots v_l \in \Sigma^*$ is called a subsequence (or scattered factor) of $w \in \Sigma^*$ if there exist $x_1, \ldots, x_{l+1} \in \Sigma^*$ such that $w = x_1v_1 \cdots x_lv_lx_{l+1}$. Let Subseq($w$) be the set of all subsequences of $w$ and define $\text{Subseq}_k(w) = \text{Subseq}(w) \cap \Sigma^k$, the set of all subsequences of $w$ of length $k \in \mathbb{N}$.

For $k \in N_0$, $\text{Subseq}_k(w)$ is called the $k$-spectrum of $w$. Simon [58] defined the congruence $\sim_k$ in which $u, v \in \Sigma^*$ are congruent if they have the same $k$-spectrum. As introduced in [3] the
notion of \(k\)-universality of a word over \(\Sigma\) denotes its property of having \(\Sigma^k\) as \(k\)-spectrum.

**Definition 2.** A word \(w \in \Sigma^*\) is called \(k\)-universal (w.r.t. \(\Sigma\)), for \(k \in \mathbb{N}\), if \(\text{Subseq}_k(w) = \Sigma^k\). We abbreviate 1-universal by universal. The universality-index \(\iota(w)\) of \(w \in \Sigma^*\) is the largest \(k\) such that \(w\) is \(k\)-universal.

**Remark 1.** If \(\iota(w) = k\) then \(w\) is \(\ell\)-universal for all \(\ell \leq k\). Notice that \(k\)-universality is always w.r.t. a given alphabet \(\Sigma\): the word \(\text{abcba}\) is universal for \(\Sigma = \{a, b, c\}\) but it is not universal for \(\Sigma \cup \{d\}\). In each algorithm presented in this paper, whenever we discuss about the universality index of some word (factor of the input word, or obtained from the input word via edit operations), we compute it with respect to the alphabet of the input word \(w\).

The notion of \(\ell\)-universality coincides to that of \(\ell\)-richness introduced in \[35,36\]. We use the name \(\ell\)-universality rather than \(\ell\)-richness, as richness of words is also used with other meanings, see, e.g., \[11,17\]. We recall the arch factorisation, introduced by Hebrard \[29\].

**Definition 3** \([29]\). For \(w \in \Sigma^*\) the arch factorisation of \(w\) is \(w = \text{ar}_w(1) \cdots \text{ar}_w(k)r(w)\) for some \(k \in \mathbb{N}_0\) where \(\text{ar}_w(i)\) is universal, the last letter of \(\text{ar}_w(i)\), namely \(\text{ar}_w(i)[\text{alp}(\text{ar}_w(i))];\) does not occur in \(\text{ar}_w(i)(1 : |\text{ar}_w(i)| - 1)\) for all \(i \in [1 : k]\), and \(\text{alp}(r(w)) \subseteq \Sigma\). The words \(\text{ar}_w(i)\) are called arches of \(w\), \(r(w)\) is called the rest.

If the arch factorisation of \(w\) contains \(k \in \mathbb{N}_0\) arches, then \(\iota(w) = k\). The following immediate theorem based on the work of Simion \[58\] completely characterises the set of \(k\)-subsequence universal words, based on Hebrard’s arch factorisation.

**Theorem 1.** The word \(w \in \Sigma^*\) is \(k\)-universal if and only if there exist the words \(v_i\), with \(i \in [1 : k]\), such that \(v_1 \cdots v_k = w\) and \(\text{alp}(v_i) = \Sigma\) for all \(i \in [1 : k]\).

The further preliminary results regard algorithms. We first introduce our framework.

**General algorithmic framework:** The computational model we use is the standard unit-cost RAM with logarithmic word size: for an input of size \(n\), each memory word can hold \(\log n\) bits. In all the problems, we assume that we are given a word \(w\), with \(|w| = n\), over an alphabet \(\Sigma = \{1, 2, \ldots, \sigma\}\), with \(|\Sigma| = \sigma \leq n\). This is a common assumption in string algorithms: the input alphabet is said to be an integer alphabet. For a more detailed general discussion on this model see, e.g., \[11\] or Appendix \[C\]. We also assume that our input words contain at least two distinct letters, otherwise all the problems we consider become trivial.

The following theorem was proven in \[3\] and shows that the universality index and the arches can be obtained in linear time w.r.t. the word length.

**Theorem 2.** Let \(w\) be a word, with \(|w| = n\), \(\text{alp}(w) = \Sigma\), and \(\Sigma = \{1, 2, \ldots, \sigma\}\). We can compute in linear time \(O(n)\) the arch factorisation of \(w\), and, as such, \(\iota(w)\).

More precisely, one computes greedily, in linear time, the following decomposition of \(w\) into arches \(w = u_1 \cdots u_k\) as follows:

- **if** \(u_1 \cdots u_i = w[1 : t]\), for some \(i \in [1 : k]\) and \(t \in [1 : n]\), we compute \(u_{i+1}\) as the shortest prefix of \(w[t + 1 : n]\) with \(\text{alp}(u_{i+1}) = \Sigma\), or \(u_{i+1} = w[t + 1 : n]\) if there is no such prefix.

We will now present two efficient data structures we use in our results. First, the interval union-find data structure \([20,22]\).
Definition 4 (Interval union-find). Let \( V = [1 : n] \) and \( S \) a set with \( S \subseteq V \). The elements of \( S = \{ s_1, \ldots, s_p \} \) are called borders and are ordered \( 0 = s_0 < s_1 < \cdots < s_p < s_{p+1} = n + 1 \) where \( s_0 \) and \( s_{p+1} \) are generic borders. For each border \( s_i \), we define \( V(s_i) = [s_{i-1} + 1 : s_i] \) as an induced interval. Now, \( P(S) := \{ V(s_i) \mid s_i \in S \} \) gives an ordered partition of the set \( V \). The *interval union-find structure* maintains the partition \( P(S) \) under the operations:

- For \( u \in V \), \textbf{find}(u) \) returns \( s_i \in S \cup \{ n + 1 \} \) such that \( u \in V(s_i) \).
- For \( u, v \in S \), \textbf{union}(u) \) updates the partition \( P(S) \) to \( P(S \setminus \{ u \}) \). That is, if \( u = s_i \), then we replace the intervals \( V(s_i) \) and \( V(s_{i+1}) \) by the single interval \( [s_{i-1} + 1 : s_{i+1}] \) and update the partition so that further \textbf{find} \) and \textbf{union} \) operations can be performed.

When using the data structure from Definition 4, we employ a less technical language: we describe the intervals stored initially in the structure, and then the unions are made between adjacent intervals. We can enhance the data structures so that the \textbf{find} \) operation returns both borders of the interval containing the searched value, as well as some other satellite data we decide to associate to that interval. The following lemma was shown in [20, 32].

Lemma 1. One can implement the interval union-find data structure, such that, the initialisation of the structures followed by a sequence of \( m \in O(n) \) union and find operations can be executed in \( O(n) \) time and space.

Finally, we recall the *Range Minimum Query* problem, and the main result on it [4].

Definition 5 (RMQ). Let \( A \) be an array with \( n \) elements from a well-ordered set. We define *range minimum queries* \( \text{RMQ}_A \) for the array of \( A \): \( \text{RMQ}_A(i, j) = \arg \min \{ A[t] \mid t \in [i : j] \} \), for \( i, j \in [1 : n] \). That is, \( \text{RMQ}_A(i, j) \) is the position of the smallest element in the subarray \( A[i : j] \); if there are multiple positions containing this smallest element, \( \text{RMQ}_A(i, j) \) is the leftmost of them. (When it is clear from the context, we drop the subscript \( A \)).

Lemma 2. Let \( A \) be an array with \( n \) integer elements. One can preprocess \( A \) in \( O(n) \) time and produce data structures allowing to answer in constant time range minimum queries \( \text{RMQ}_A(i, j) \), for any \( i, j \in [1 : n] \).

## 3 Toolbox

In this section, we present data structures which will be decisive in obtaining efficient solutions for the approached problems. Our running example for Subsection 3.1 will be the word \( w = \text{bananaban} \), on which we illustrate some of the notions we define here. Detailed examples are given in Subsection 3.2.

### 3.1 The Tools

For a word \( w \) over an alphabet \( \Sigma \), a position \( j \) of \( w \), and a letter \( a \in \Sigma \) which occurs in \( w[1 : j] \), let \( \text{last}_j[a] = \max \{ i \leq j \mid w[i] = a \} \), the last position where \( a \) occurs before \( j \); if \( a \) does not occur in \( w[1 : j] \) or for \( j = 0 \), then, by convention, \( \text{last}_j[a] = |w| + 1 \). Let \( S_j = \{ \text{last}_j[a] \mid a \in \text{alph}(w[1 : j]) \} \). If \( i, j \) are two positions of \( w \), let \( \Delta(i, j) \) be the number of distinct letters occurring in \( w[i : j] \), i.e., \( \Delta(i, j) = |\text{alph}(w[i : j])| \); if \( i > j \), then \( \Delta(i, j) = 0 \). For a position \( i \) of \( w \), and a letter \( a \in \Sigma \), let \( d_i[a] = \Delta(\text{last}_i[a], i) \).

Lemma 3. Let \( w \) be a word, with \( |w| = n \), \( \text{alph}(w) = \Sigma \), and \( \Sigma = \{ 1, 2, \ldots, \sigma \} \). We can compute in \( O(n) \) the values \( \Delta(1, \ell) \), for all \( \ell \in [1 : n] \).
Proof. The pseudocode for this algorithm is given in Algorithm 1.
We define an array \( C[1 : \sigma] \), whose elements are initialised with 0 and \( f = 0 \). Now, we will traverse the positions of the word left to right. When we reach position \( \ell \), we do the following. If \( C[w[\ell]] = 0 \), then we set \( C[w[\ell]] = 1 \) and we increment \( f \) by 1. We set \( \Delta(1, \ell) = f \).

Algorithm 1: Calculation of \( \Delta(1, i) \) for all \( i \in [1 : n] \)

| Input | : word \( w \), alphabet \( \Sigma \) |
|-------|---------------------------------|
| Output: | \( \Delta(i - \sigma + 1, i) \) for all \( i \in [\sigma : n] \) |

// initialization
1 int \( f \leftarrow 0 \); int \( n \leftarrow |w| \); int \( \sigma \leftarrow |\Sigma| \);
2 int \( C[1 : \sigma] = 0 \);
3 for \( int i \leftarrow 1 \) to \( n \) do
4     if \( C[w[i]] = 0 \) then
5         \( f \leftarrow f + 1 \);
6         \( C[w[i]] \leftarrow C[w[i]] + 1 \);
7         \( \Delta(1, i) \leftarrow f \);

\[ \square \]

Lemma 4. Let \( w \) be a word, with \( |w| = n \), \( \text{alph}(w) = \Sigma \), and \( \Sigma = \{1, 2, \ldots, \sigma\} \). We can compute in \( O(n) \) time the values \( \Delta(i - \sigma + 1, i) \), for all \( i \in [\sigma : n] \).

Proof. The pseudocode for this algorithm is given in Algorithm 2.
We define an array \( C[1 : \sigma] \), whose elements are initialised with 0 and \( f = 0 \). Now, we will traverse the positions of the word left to right as shown in Algorithm 2.

When we reach position \( i \), we do the following. If \( C[w[i]] = 0 \), we increment \( f \) by 1 since we saw a new letter. Then, \( C[w[i]] \) is incremented by 1. When \( i = \sigma \), we set \( \Delta(1, i) = f \). When \( i > \sigma \), we decrement \( C[w[i - \sigma]] \) by one, and if the value of \( C[w[i - \sigma]] \) is now 0, meaning that it does not occur in \( w[i - \sigma + 1 : i] \), we decrement \( f \) by 1. Finally, \( \Delta(i - \sigma + 1, i) \) is set to \( f \).

\[ \square \]

Lemma 5. Let \( w \) be a word, with \( |w| = n \), \( \text{alph}(w) = \Sigma \), and \( \Sigma = \{1, 2, \ldots, \sigma\} \). We can compute in \( O(n) \) time \( \text{last}_{j+1}[a] \) and \( \text{d}_{j+1}[a] \), for all \( a \in \Sigma \) and all integers \( j \leq (n - 1)/\sigma \).

Proof. The pseudocode for this algorithm is given in Algorithm 3.
We define an array \( C[1 : \sigma] \), whose elements are initialised with \( \infty \), a variable \( f = 0 \), as well as a doubly linked list \( R \), which will have at most \( \sigma \) elements from \( [1 : \sigma] \), and is empty at the beginning, and an array \( P[1 : \sigma] \) of pointers to the elements of \( R \) (initially they are all set to an undefined value \( \infty \)).

Now, we will traverse the positions of the word \( w \) left to right. So, we consider each position \( i \) of \( w \), for \( i \) from 1 to \( \lceil \frac{n - 1}{\sigma} \rceil + 1 \) (the largest number of the form \( j\sigma + 1 \), smaller or equal to \( n \)).

For position \( i \), we do the following three steps.

1. If \( C[w[i]] = \infty \) then we increment \( f \) by 1. Both when \( C[w[i]] = \infty \) or \( C[w[i]] \neq \infty \) we set \( C[w[i]] = i \). Now, \( C[a] \) is the last occurrence of the letter \( a \in \Sigma \) in the word \( w[1 : i] \), for all \( a \in \Sigma \) (or \( \infty \) if \( a \) does not occur in \( w[1 : i] \)). Also, \( f \) is the number of elements of \( C \) which are not equal to \( \infty \), so the number of distinct letters we have seen in \( w[1 : i] \).
Algorithm 2: Calculation of $\Delta(i - \sigma + 1, i)$ for all $i \in [\sigma : n]$

**Input**: word $w$, alphabet $\Sigma$

**Output**: $\Delta(i - \sigma + 1, i)$ for $i \in [\sigma : n]$

// initialization
1. int $f \leftarrow 0$; int $n \leftarrow |w|$; int $\sigma \leftarrow |\Sigma|$;
2. int $C[1 : \sigma] = 0$;
3. for int $i \leftarrow 1$ to $n$ do
   4. if $C[w[i]] = 0$ then
      5. $f \leftarrow f + 1$;
      6. $C[w[i]] \leftarrow C[w[i]] + 1$;
   7. if $i = \sigma$ then
      8. $\Delta(1, i) \leftarrow f$;
   else if $i > \sigma$ then
      9. $C[w[i - \sigma]] \leftarrow C[w[i - \sigma]] - 1$;
     10. if $C[w[i - \sigma]] = 0$ then
         11. $f \leftarrow f - 1$;
     12. $\Delta(i - \sigma + 1, i) \leftarrow f$;

2. If $w[i]$ does not occur in $R$ (tested by checking if $P[w[i]] = \infty$ or not), insert $w[i]$ at the end of $R$ (and set $P[w[i]]$ to point at the node where $w[i]$ occurs, which we have just created). If $w[i]$ occurs in $R$, remove $w[i]$ from $R$ (the place where $w[i]$ is stored in $R$ is $P[w[i]]$), insert $w[i]$ at the end of $R$, and update $P[w[i]]$ to point to this node of $R$. Now $R$ contains in order (from the front to the end) the $f$ distinct letters occurring in $w[1 : i]$ ordered increasingly by the position of their last occurrence, and for each letter $a$ occurring in $w[1 : i]$, $P[a]$ is a pointer to the node containing $a$ of $R$.

3. If $i = j\sigma + 1$ for some $j$, we need to run the following two special steps. Firstly, we define the array $\text{last}_{j\sigma + 1}$, by setting $\text{last}_{j\sigma + 1}[a] = C[a]$ for all $a \in \Sigma$. Secondly, we set $g = f$; then, for each element $e$ in $R$, in the order in which these elements occur when traversing $R$ left to right, we set $d_{j\sigma + 1}[e] = g$ and decrement $g$ by 1.

It is not hard to see that the arrays $\text{last}_{j\sigma + 1}$ and $d_{j\sigma + 1}$ are correctly computed for all $j \leq (n-1)/\sigma$. The overall time needed to maintain the array $C$ is linear, while computing each of the arrays $\text{last}_{j\sigma + 1}[1 : \sigma]$ and $d_{j\sigma + 1}[1 : \sigma]$, for $j \leq n/\sigma$, takes $O(\sigma)$ time. However, as we only need to compute such arrays $O(n/\sigma)$ times, the overall time needed to compute them is $O(n)$. So, the statement holds.

For $w = \text{bananaban}$, we have $|w| = 9$ and $\sigma = 3$. In Lemma 3 we compute $\Delta(1, 1) = 1$, $\Delta(1, 2) = 2$, and $\Delta(1, \ell) = 3$ for $\ell \in [3 : 9]$. In Lemma 4 we compute $\Delta(1, 3) = 3$, $\Delta(2, 4) = \Delta(3, 5) = \Delta(4, 6) = 2$, $\Delta(5, 7) = 3$, $\Delta(6, 8) = 2$, and $\Delta(7, 9) = 3$. In Lemma 5 we compute the arrays $\text{last}_{4}$ and $\text{last}_{7}$. We get: $\text{last}_{4}[a] = 4$, $\text{last}_{4}[b] = 1$, $\text{last}_{4}[n] = 3$, and $\text{last}_{7}[a] = 6$, $\text{last}_{7}[b] = 7$, $\text{last}_{7}[n] = 5$. Therefore, $S_{4} = \{1, 3, 4\}$, $S_{7} = \{5, 6, 7\}$, and $d_{4}[a] = 1$, $d_{4}[b] = 3$, $d_{4}[n] = 2$, $d_{7}[a] = 2$, $d_{7}[b] = 1$, $d_{7}[n] = 3$.

For a word $w$ and a position $i$ of $w$, let $\text{univ}[i] = \max\{j \mid w[j : i] \text{ is universal}\}$. That is, for the position $i$ we compute the shortest universal word ending on that position. If there is no
Algorithm 3: Calculation of last$_{j+1}$, $d_j$ for $j \leq (n - 1)/\sigma$

**Input**: word $w$, alphabet $\Sigma$

**Output**: last$_{j+1}$, $d_j$ for $j \leq (n - 1)/\sigma$

// initialization
1 int $f = 0$; int $n \leftarrow |w|$; int $\sigma \leftarrow |\Sigma|$;
2 int $C[1 : \sigma] = \infty$; doubly linked list $R$; pointer array $P[1 : n]$;
3 for $i = 1$ to $\left\lfloor \frac{n - 1}{\sigma} \right\rfloor \sigma + 1$
    // step one
4 if $C[w[i]] == \infty$ then
5     $f \leftarrow f + 1$;
6     $C[w[i]] \leftarrow i$;
7 // step two
8 if $P[w[i]] \neq \text{null}$ then
9     remove the element in $R$ at pointer $P[w[i]]$;
10 $P[w[i]] \leftarrow$ adress of $R[w[i]]$;
// step three
11 if $i \mod \sigma = 1$ then
12     $j \leftarrow (i - 1)/\sigma$;
13 foreach $a \in \Sigma$
14     last$_{j+1}[a] \leftarrow C[a]$;
15     $g \leftarrow f$;
16 foreach $e \in R$
17     $d_{j+1}[e] = g$;
18     $g \leftarrow g - 1$;

universal word ending on position $i$ we set $\text{univ}[i] = 0$.

Further, if $n = |w|$, let $V_w = \{ \text{univ}[i] \mid 1 \leq i \leq n \}$. In $V_w$ we collect the starting positions of the shortest universal words ending at each position of the word $w$. Now, for $j \in V_w$, let $L_j = \{ i \mid \text{univ}[i] = j \}$; in other words, we group together the positions $i$ of $w$ for which the shortest universal word ending on $i$ starts on some position $j$. Note that $L_0 = \{ i \mid w[1 : i] \}$ is not universal}, i.e., the positions of $w$ where no universal word ends (see Figure 1).

Several observations are immediate: for $i \in L_j$, $i' \in L_j'$, we have $i \leq i'$ if and only if $j \leq j'$. As each position $i$ of $w$ belongs to a set $L_j$, for some $j \in V_w$, we get that $\{ L_j \mid j \in V_w \}$ is a partition of $[1 : n]$ into intervals. Furthermore, $w[i] \neq w[j]$ for all $i \in L_j$ and $j \neq 0$: if $w[i]$ would be the same as $w[j]$ then $w[j + 1 : i]$ would also be a universal word, so $i$ would not be in $L_j$. Also, if $i = \max(L_j)$ for some $j > 0$ then $w[i + 1] = w[j]$. Indeed, there exists $j' \in [j + 1 : i]$ such that $w[j' : i + 1]$ is universal. But $w[j]$ does not occur in $w[j' : i]$, so $w[j] = w[i + 1]$ must hold.

Further, we define for all positions $i$ of $w$ the value $\text{freq}[i] = |w[1 : i]|_{w[i]}$, the number of occurrences of $w[i]$ in $w[1 : i]$. Also, let $T[i] = \min(|w[i + 1 : n]|_{a} \mid a \in \Sigma}$, for $i \in [0, n - 1]$, be the least number of occurrences of a letter in $w[i + 1 : n]$; set $T[n] = 0$.

**Lemma 6.** Let $w$ be a word, with $|w| = n$, $\text{alph}(w) = \Sigma$, and $\Sigma = \{1, 2, \ldots, \sigma\}$. We can compute in $O(n)$ time the following data structures: 1. the array $\text{univ}[\cdot]$; 2. the set $V_w$ and the
lists $L_j$, for all $j \in V_w \setminus \{ 0 \}$; 3. the array $\text{freq}[\cdot]$; 4. the array $\text{T}[\cdot]$; 5. the values $\text{last}_{j-1}[w[i]]$, for all $j \in V_w$ and all $i \in L_j$; 6. the values $\text{last}_{i-1}[w[i]]$, for all $i \in [2 : n]$.

Proof. We present first an algorithm for items 1 and 2, then an algorithm for items 3 and 4, and finally an algorithm for items 5 and 6.

Algorithm for 1,2. (pseudocode: Algorithm 4) To compute $\text{univ}$, $V_w$, and the lists $L_j$ we will use a two pointer-strategy. That is, we go through the positions of $w$ from $n$ to 1 with two pointers $a$ and $b$. Initially, $a = n$ and $b = n + 1$. We also define an array $C$ with $\sigma$ elements, all initially set to 0, and a variable $f$, initialised with 0. The elements of the array $\text{univ}$ are initialised with 0.

Now we repeat the following three-step procedure until $b$ is 0.

In the first step, we execute the following loop. While $b > 1$ and $f < \sigma$, we do the following: decrement $b$ by 1, increment $C[w[b]]$ by 1 and if $C[w[b]] = 1$ then increment $f$ by 1, too.

In the second step, when the loop finished, if $f < \sigma$ and $b = 1$, then set $b = 0$. If $f = \sigma$, then we add $b$ to $V_w$.

In the third step, while $f = \sigma$, we do the following steps. First, set $\text{univ}[a] = b$ and store $a$ in $L_b$. Decrement $C[w[a]]$ by 1. Now, if $C[w[a]] = 0$, then decrement $f$ by 1, too. Finally, decrement $a$ by 1.

The idea is relatively simple: we start with the factor $w[a]$ and then try to extend it to the left (i.e., produce the factors $w[b : a]$ with $b \leq a$) while keeping track in $f$ how many different letters of $\Sigma$ we met (i.e., $f = \Delta[b : a]$), and their respective counts in the array $C[\cdot]$. As soon as we have seen all letters (i.e., $f = \sigma$), we know that $w[b : a]$ is the shortest universal word ending on $a$. Thus, we can store $b$ in $V_w$, and set $\text{univ}[a] = b$. Now, we try to identify all the universal words starting on $b$, ending to the left of $a$ (their respective ending positions and $a$ are exactly the elements of $L_b$). This is done similarly: we move the pointer $a$ now to the left one position at a time, and see which letters of $\Sigma$ are removed from the word $w[b : a]$, using the array $C$ where we counted the letter-occurrences. As soon as we have a letter that occurs 0 times in $w[b : a]$ we stop, as $w[b : a]$ is no longer universal. We then repeat the procedure: move $b$ to the left first till we again have that $w[b : a]$ is universal, then move $a$ to the left till $w[b : a]$ is no longer universal, and so on. By the observations we made on the structure of the lists $L_j$, this approach is clearly correct.

The complexity is linear, as each pointer visits each position of $w$ once.

Algorithm for 3,4. (pseudocode: Algorithm 5) To compute $\text{freq}[\cdot]$ we use a straightforward strategy. We use an array $C[\cdot]$ with $\sigma$ elements, initially set to 0. Then, for $i$ from 1 to $n$ we increment $C[w[i]]$ by 1 and set $\text{freq}[i] = C[w[i]]$. This clearly takes linear time. At the end of this traversal of the word, $C[a]$ is the number of occurrences of $a$ in $w$. We will show now how the array $T$ is computed. Let $x$ be the letter of $\Sigma$ such that $C[x]$ is the smallest value.
Algorithm 4: Calculation of \( \text{univ} \), \( V_w \), \( L_j \)

**Input**: word \( w \), alphabet \( \Sigma \)

**Output**: \( \text{univ} \), \( V_w \), \( L_j \) for \( j \leq \sigma \)

// initialization
1. int \( f \leftarrow 0 \); int \( a \leftarrow n \); int \( b \leftarrow n + 1 \); int \( n \leftarrow |w| \); int \( \sigma \leftarrow |\Sigma| \);
2. int \( C[1: \sigma] = 0 \), \( \text{univ}[1:n] = 0 \);

3. while \( b > 0 \) do
   // step one
   4. while \( f < \sigma \) and \( b > 1 \) do
      5. \( b \leftarrow b - 1 \);
      6. if \( C[w[b]] = 0 \) then
         7. \( f \leftarrow f + 1 \);
         8. \( C[w[b]] \leftarrow C[w[b]] + 1 \);
   // step two
   9. if \( f = \sigma \) then
      10. \( V_w{: \text{add}}(b) \);
   else if \( f < \sigma \) and \( b = 1 \) then
      11. \( b \leftarrow 0 \);
   // step three
   12. while \( f = \sigma \) do
      13. \( \text{univ}[a] = b \);
      14. \( L_b{: \text{add}}(a) \);
      15. \( C[w[a]] \leftarrow C[w[a]] - 1 \);
      16. if \( C[w[a]] = 0 \) then
         17. \( f \leftarrow f - 1 \);
      18. \( a \leftarrow a - 1 \);

of \( C \) and \( m = C[x] \). We set \( T[0] = m \). Now, for \( i \) from 1 to \( n - 1 \) we do the following three steps. Firstly, we decrement \( C[w[i]] \) by 1. Secondly, if \( C[w[i]] < m \) then we set \( m = C[w[i]] \) and \( x = w[i] \). Thirdly, we set \( T[i] = m \). It is immediate that \( T \) is correctly computed and that the computation takes linear time.

Algorithm for 5, 6. (pseudocode: Algorithm 6) For the computation of all the values last\(_{j-1}[w[i]]\), for all \( j \in V_w \) and all \( i \in L_j \), and the values last\(_{i-1}[w[i]]\), for all \( i \in [2 : n] \), we do the following. We use an array \( L[i] \) with \( \sigma \) elements, initially set to \( n + 1 \). Then, for \( i \) from 0 to \( n \) we do the following two steps. If \( i > 0 \), set last\(_{i-1}[w[i]] = L[w[i]] \) and \( L[w[i]] = i \). If \( i + 1 \in V_w \), then we go through the elements \( e \) of list \( L_{i+1} \) and set last\(_{i}[w[e]] = L[w[e]] \). This takes linear time, as the time needed to execute the iteration of the loop for some \( i \) is either \( O(1) \) if \( i + 1 \notin V_w \) or \( 1 + O(|L_{i+1}|) \) if \( i + 1 \in V_w \). This adds up to \( O(\sum_{j \in V_w} |L_j|) = O(n) \).

It is important to note here that each last\(_{i}[:\] \) is implemented as a list (implemented statically) with exactly one element if \( i + 1 \notin V_w \) (i.e., last\(_{i}[w[i+1]] \)) and exactly \(|L_{i+1} \cup \{w[i+1]\}| \) elements (i.e., last\(_{i}[w[i+1]] \) and last\(_{i}[w[j]] \) with \( j \in L_{i+1} \)). In the second case, the list is implemented as an array, indexed by the the letters in \( L_{i+1} \cup \{w[i+1]\} \).

This concludes our proof. \( \square \)

Consider again \( w = \text{bananaban} \). In Lemma 6 we compute the following values. Firstly,
Algorithm 5: Calculation of \textit{freq} and \textit{T}

\textbf{Input} : word \textit{w}, alphabet \textit{\Sigma}

\textbf{Output} : \textit{freq}, \textit{T}

// initialization
1 int \( n \leftarrow |w| \); int \( \sigma \leftarrow |\Sigma| \);
2 int \( C[1: \sigma] = 0 \); int \( \text{freq}[n] \); int \( \text{T}[n] \);
3 for \( i \leftarrow 1 \) to \( n \) do
4 \( C[w[i]] \leftarrow C[w[i]] + 1 \);
5 \( \text{freq}[i] = C[w[i]] \);
6 int \( x \);
7 int \( m \leftarrow n + 1 \);
8 for \( i \leftarrow 1 \) to \( \sigma \) do
9 if \( C[w[i]] < m \) then
10 \( m \leftarrow C[w[i]] \);
11 \( x \leftarrow w[i] \);
12 \( \text{T}[0] \leftarrow m \);
13 for \( i \leftarrow 1 \) to \( n - 1 \) do
14 // step one
15 \( C[w[i]] \leftarrow C[w[i]] - 1 \);
16 // step two
17 if \( C[w[i]] < m \) then
18 \( m \leftarrow C[w[i]] \);
19 \( x \leftarrow w[i] \);
20 // step three
21 \( \text{T}[i] \leftarrow m \);

Algorithm 6: Calculation of last\(_i[w[j]]\) for \( i + 1 \in V_w \) and \( j \in L_{i+1} \), and last\(_i[w[i + 1]]\) for \( i \leq n \).

\textbf{Input} : word \textit{w}, alphabet \textit{\Sigma}, \textit{V}_w, lists \textit{L}_j for \( j \in \textit{V}_w \)

\textbf{Output} : values last\(_{j-1}[w[i]]\) for all \( j \in \textit{V}_w \) and \( i \in \textit{L}_j \), values last\(_{i-1}[w[i]]\) for all \( i \leq n \)

// initialization
1 int \( n \leftarrow |w| \); int \( \sigma \leftarrow |\Sigma| \);
2 int \( L[1: \sigma] = n + 1 \);
3 for \( i \leftarrow 0 \) to \( n - 1 \) do
4 if \( i + 1 \in V_w \) then
5 \foreach \( e \in L_{i+1} \) do
6 \( \text{last}_i[w[e]] \leftarrow L[w[e]] \);
7 if \( i < n \) then
8 \( \text{last}_i[w[i + 1]] \leftarrow L[w[i + 1]] \);
9 \( L[w[i + 1]] \leftarrow i + 1 \);
Lemma 7. Let $A$ be a list with $\sigma$ elements (natural numbers) and let $m = \sigma$. We can execute (in order) the sequence of $\sigma$ operations $a_1, \ldots, a_\sigma$ on $A$ in overall $O(\sigma)$ time, where $a_i$ consists of the following three steps, for $i \in [1 : m]$:

1. Return $e = \arg \min \{A[i] \mid i \in [1 : m]\}$ and $A[e]$.

2. For some $j_i \in [1 : m]$, decrement all elements $A[j_i], A[j_i + 1], \ldots, A[m]$ by 1.

3. For some natural number $x_i$, append the element $x_i$ to $A$ (i.e., set $A[m + 1]$ to $x_i$), and increment $m$ by 1 (i.e., set $m$ to $m + 1$).

Proof. Firstly, we will run a preprocessing of $A$.

We begin by defining recursively a finite sequence of positions as follows:

- $a_1$ is the rightmost position of $A$ on which $\min \{A[i] \mid i \in [1 : \sigma]\}$ occurs;

- for $i \geq 2$, if $a_{i-1} < \sigma$, then $a_i$ is the rightmost position on which $\min \{A[i] \mid i \in [a_{i-1} + 1 : \sigma]\}$ occurs;

- for $i \geq 2$, if $a_{i-1} = \sigma$, then we can stop, our sequence will have $i - 1$ elements.

Let $p$ be the number of elements in the sequence defined above, i.e., our sequence is $a_1, \ldots, a_p$.

For convenience, let $a_0 = 0$. Then the sequence $a_1, \ldots, a_p$ fulfills the following properties:

- $a_p = \sigma$ and $a_i > a_{i-1}$, for all $i \in [1 : p]$;

- $A[a_i] > A[a_{i-1}]$ for all $i \in [2 : p]$;

- for all $i \in [1 : p]$, we have $A[a_i] < A[t]$, for all $t \in [a_i + 1 : \sigma]$;
for all $i \in [1 : p]$, we have $A[a_i] \leq A[t]$, for all $t \in [a_{i-1} + 1 : a_i]$.

By definition, for $i \in [1 : p]$ we have $A[a_i] = \min\{A[t] \mid t \in [a_{i-1} + 1 : a_i]\}$, $A[a_i] < \min\{A[t] \mid t \in [a_i + 1 : \sigma]\}$, and $a_1 = \min\{A[t] \mid i \in [1 : \sigma]\}$. Clearly, we have $a_p = \sigma$.

The positions $a_1, \ldots, a_p$ can be computed in linear time $O(\sigma)$, in reversed order. As we do not know from the beginning the value of $p$, we will compute a sequence $b_1, b_2, \ldots$ of positions as follows. We start with $b_1 = \sigma$, $t = \sigma - 1$, and $i = 2$. Then, while $t \geq 1$ we do the following case analysis. If $A[t] < b_{i-1}$, then set $b_i = t$, increment $i$ by 1, and decrement $t$ by 1. Otherwise, if $A[t] \geq b_{i-1}$, just decrement $t$ by 1. It is straightforward that this process takes $O(\sigma)$ time, and, when we have finished it, the number $i$ is exactly the number $p$, and $a_i = b_{p-i+1}$.

Another observation is that, for $a_0 = 0$, the intervals $[a_{i-1} + 1 : a_i]$, for $i \in [1, p]$, define a partition of the interval $[1 : \sigma]$ into $p$ intervals. Therefore, we can define a partition of the interval $[1 : 2\sigma]$ into the intervals $[a_{i-1} + 1 : a_i]$, for $i \in [1, p]$, and $[t : t]$, for $t \in [\sigma + 1 : 2\sigma]$. Thus, we construct in linear time, according to Definition 4, an interval union-find data structure for the interval $[1 : 2\sigma]$, as induced by the intervals $[1 : a_1], [a_1 + 1 : a_2], \ldots, [a_{p-1} : a_p], [\sigma + 1 : \sigma + 1], [\sigma + 2 : \sigma + 2], \ldots, [2\sigma : 2\sigma]$.

Let us now take $m = \sigma$ (and assume the convention $A[0] = 0$). We associate as satellite data to each interval $[x : y]$ with $y \leq m$ from our interval union-find data structure the value $A[y] - A[x - 1]$.

This entire preprocessing takes clearly $O(\sigma)$ time.

In order to explain how the operations are implemented, we assume as invariant that the following properties are fulfilled before $o_i$ is executed, for $i \in [1 : \sigma]$:

- $A$ contains $m$ elements;
- all intervals $[x : y]$ with $y > m$ from our interval union-find data structure are singletons (i.e., $x = y$);
- for each interval $[x : y]$ with $y \leq m$, we have the associated satellite data $A[y] - A[x - 1]$;
- for each interval $[x : y]$ with $y \leq m$, we have that $A[y] \leq A[t]$ for $t \in [x : m]$ and $A[y] < A[t]$ for $t \in [y + 1 : m]$;
- we have stored in a variable $\ell$ the value $A[m]$.

This clearly holds after the preprocessing step, so before executing $o_1$.

Let us now explain how the operation $o_i$ is executed.

The first step of $o_i$ is to return $e = \min\{A[i] \mid i \in [1 : m]\}$ and $i_e$ the rightmost position of the list $A$ such that $A[i_e] = e$. We execute $\text{find}(1)$ to return the first interval $[1 : i_e]$ stored in our interval union-find data structure; $A[i_e]$ is the satellite data associated to this interval (by convention, $A[i_e] - A[1 - 1] = A[i_e] - A[0] = A[i_e]$). The fact that the invariant property holds shows that $i_e$ is correctly computed.

The second step of $o_i$ is to decrement all elements $A[j_1], A[j_1 + 1], \ldots, A[m]$ by 1, for some $j_i \in [1 : m]$. We will make no actual change to the elements of the list $A$, as this would be too inefficient, but we might have to change the state of the union-find data structure, as well as the satellite data associated to some intervals of this structure.

So, let $[x : y]$ be the interval containing $j_i$, returned by $\text{find}(j_i)$, and assume first that $x \neq 1$.

According to the invariant, $A[j_1] \geq A[y]$ and $A[y] > A[x - 1]$. After decrementing the elements $A[j_1], A[j_1 + 1], \ldots, A[m]$ by 1, the difference $A[t] - A[t']$ is exactly the same as before, for all $t, t' \in [j_i : m]$. In consequence, the relative order between the elements of the suffix $A[j_i : m]$ of the list $A$ is preserved. Also, for all $t \in [x : j_i - 1]$, we have now $A[t] > A[y]$ (before decrementing $A[y]$ we had only $A[t] \geq A[y]$). However, the difference $A[y] - A[x - 1]$ is now
decreased by 1. If it stays strictly positive, we just update the satellite data
of the respective interval (by decrementing it accordingly by 1). If \( A[y] - A[x - 1] = 0 \), then we make the union of the interval \([z : x - 1]\) (returned by \texttt{find}(x - 1)) and \([x : y]\) to obtain the new interval \([z : y]\).

Its satellite data is \( A[y] - A[z - 1] = A[x - 1] - A[z - 1] \), so the same as the satellite data that was before associated to \([z : x - 1]\). The invariant is clearly preserved, as, even after decrementing it, \( A[y] \) (which is now equal to \( A[x - 1] \)) is strictly greater than \( A[z - 1] \), strictly smaller than \( A[t] \), for \( t \in [y + 1 : m] \), and smaller than or equal to \( A[t] \), for \( t \in [z : y] \).

If the interval containing \( j_i \) is \([1 : y]\), then we just update the satellite data of the respective interval by decrementing it by 1.

The third step of \( o_i \) is to append the element \( x_i \) to \( A \) (i.e., set \( A[m + 1] = x_i \)), for some natural number \( x_i \), and increment \( m \) by 1.

We implement this as follows. Let \( t = m \) and \( q = A[m] \) (this value is stored and maintained using the variable \( \ell \)). While \( t \geq 1 \) do the following. Let \([z, t]\) be the interval returned by \texttt{find}(\( t \)); we have \( q = A[t] \). If \( q \geq x_i \), make the union of \([z : t]\) and \([t + 1 : m + 1]\); update \( q = q - (A[t] - A[z - 1]) = A[z - 1] \) (using the satellite data \( A[t] - A[z - 1] \) associated to \([z, t]\)), update \( t = z - 1 \), and reiterate the loop. If \( q < x_i \), exit the loop. After this, we set \( m \) to \( m + 1 \) and \( \ell = x_i \).

It is not hard to see that after running this third step, so before executing operation \( o_{i+1} \), the invariant is preserved.

Performing operation \( o_i \) takes an amount of time proportional to the sum of the number of union and the number of find operations executed during its three steps. By Lemma \ref{lem:time} this means that executing all operations \( o_1, \ldots, o_\sigma \) takes in total at most \( O(\sigma) \) time. \hfill \( \square \)

### 3.2 Examples

These examples are based on (and supposed to be a companion in understanding) the algorithms and proofs in Subsection 3.1.

Most of the algorithms which we exemplify in this section use a temporary array \( C \) to keep track of the letters occurring in \( w \), but in slightly different ways. We will explain in each case what is the semantic of the elements in the array \( C[w] \).

For convenience, we assume \( \Sigma = \{a, b, n\} \) for the examples instead of \( \Sigma = \{1, 2, 3\} \). Let \( w = \texttt{bananaban} \) and thus \( n = 9 \) and \( \sigma = 3 \).

In Lemma \ref{lem:example1} we want to compute \( \Delta(1, 1), \ldots, \Delta(1, 9) \). Therefore, we traverse the word from left to right, i.e. from \( \ell = 1 \) to \( \ell = 9 \) and we maintain an array \( C \) of length 3 as well as a counter \( f \). In this lemma, when reaching position \( i \) of the word, \( C[a] = 1 \) if and only if \( |w[i : i]|a \neq 0 \), for \( a \in \{a, b, n\} \). This results in the following computation:

\[
\begin{array}{c|cccccccc}
\ell & b & a & n & a & n & a & b & a & n \\
\hline
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
C[a] & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
C[b] & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
C[n] & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
\hline
f & 1 & 2 & 3 & 3 & 3 & 3 & 3 & 3 \\
\Delta(1, \ell) & 1 & 2 & 3 & 3 & 3 & 3 & 3 & 3 \\
\end{array}
\]

Notice that we have \( \sigma = 3 \). Hence for Lemma \ref{lem:example2} we only consider \( i \in \{3 : 9\} \) and we want to compute \( \Delta(1, 3), \Delta(2, 4), \Delta(3, 5), \Delta(4, 6), \Delta(5, 7), \Delta(6, 8), \) and \( \Delta(7, 9) \). In this case, when processing position \( i \), \( C[a] = |w[i : i-\sigma+1]|a \), for \( a \in \{a, b, n\} \).
In Lemma 5 we determine for all \( j \leq \frac{w}{\sigma} = \frac{5}{3} \) the values \( \text{last}_{j\sigma+1}[a] \) and \( d_{j\sigma+1}[a] \) for all \( a \in \Sigma \). The way the array \( C[\cdot] \) is used in this case is a bit different: when processing position \( i \), \( C[a] \) is the position of the last occurrence of \( a \) in \( w[1 : i] \), for \( a \in \{a,b,n\} \).

In the table above, \( P[a] \) is a pointer to the position of the list \( R \) where \( a \in \{a,b,n\} \) is stored.

Finally we have a look at the algorithms for Lemma 6. For the first algorithm [Algorithm 4], we get the following table. We show the state of the arrays \( C \) after each iteration of the while-loop from step one. In this case, after each iteration of the while-loop from step one, \( C[x] \) stores the number of occurrences of \( x \) in \( w[b : a] \), for \( x \in \{a,b,n\} \). With \( k \) we simply count how many times the while-loop from step one was executed:

The while-loop in step three is now used and we will obtain \( \text{univ}[5] = \text{univ}[4] = \text{univ}[3] = 1 \), and \( 5,4,3 \) are all added in \( L_1 \). So \( L_1 = \{3,4,5,6\} \). The rest of the values in the univ array are left as initialized, namely 0, and \( L_0 = \{1,2\} \).

For the second algorithm [Algorithm 5], when reaching position \( i \) of the word, \( C[a] = |w[1 : i]|_a \), for \( a \in \{a,b,n\} \). Thus, we compute:
For the computation of $T$ set $x = b$ and $m = 2$ (as determined by the fact that $C[b]$ is the minimum in $C$). This implies $T[0] = 2$. Thus, we get for the computation of $T$:

For the last algorithm (Algorithm 6) we get, with $V_{bananaban} = \{7, 5, 1\}$, $L_1 = \{3, 4, 5, 6\}$ and $w[3] = n$, $w[4] = a$, $w[5] = n$, $w[6] = a$, $L_5 = \{7, 8\}$ and $w[7] = b$ and $w[8] = a$, $L_7 = \{9\}$ and $w[9] = n$:

In the table above, last$_i[\cdot]$ = (last$_i[a]$, last$_i[b]$, last$_i[n]$). This representation is chosen for the ease of understanding. However, note that each last$_i[\cdot]$ is implemented as a list with exactly one element if $i + 1 \notin V_w$ (i.e., last$_i[w[i + 1]]$) and exactly $\min(\{|\Sigma|, |L_{i+1}| + 1\}$ elements (i.e., last$_i[w[i + 1]]$ and last$_i[w[j]]$ for $j \in L_{i+1}$) if $i + 1 \in V_w$.

4 Edit Distance

We are interested in computing the minimal number of edit operations we need to apply to a word $w$, with $|w| = n$, alph($w$) = $\Sigma$, with universality index $\nu(w)$, so that it is transformed into a word with universality index $k$, w.r.t. the same alphabet $\Sigma$. The edit operations considered are the usual ones (insertion, deletion, substitution), and the number we want to compute can be seen as the edit distance between $w$ and the set of $k$-universal words over $\Sigma$.

However, when we want to obtain a $k$-universal word with $k > \nu(w)$, then it is enough to consider only insertions. Indeed, deleting a letter of a word can only restrict the set of subsequences of the respective word, while in this case we are interested in enriching it. Substituting a letter might make sense, but it can be simulated by an insertion: assume one wants to substitute the letter $a$ on position $i$ of a word $w$ by a $b$. It is enough to insert a $b$ next to position $i$, and the set of subsequences of $w$ is enriched with all the words that could have appeared as subsequences of the word where $a$ was actually replaced by $b$. We might have some extra words in the set of subsequences, which would have been eliminated through the substitution, but it does not
affect our goal of reaching \( k \)-universality. So, to increase the universality index of a word it is enough to use insertions.

When we want to obtain a word with universality index \( k \), for \( k < \iota(w) \leq n/\sigma \), then it is enough to consider only deletions. Assume that we have a sequence of edit operations that transforms the word \( w \) into a word \( w' \) with universality index \( k \). Now, remove all the insertions of letters from that sequence. The word \( w'' \) we obtain by executing this new sequence of operations clearly fulfills \( \iota(w'') \leq \iota(w') \). Further, in the new sequence, replace all substitutions with deletions. We obtain a word \( w''' \) with a set of subsequences strictly included in the one of \( w'' \), so with \( \iota(w''') \leq \iota(w'') \). As each deletion changes the universality index by at most 1, it is clear that (a prefix of) this new sequence of deletion operations witnesses a shorter sequence of edit operations which transforms \( w \) into a word of universality index \( k \). Thus, to decrease the universality index of a word it is enough to use deletions.

Finally, in a third case, one might be interested in what happens if we only use substitutions. In this way, we can both decrease and increase the universality index of a word. Moreover, one can see the minimal number of substitutions needed to transform \( w \) into a \( k \)-universal word as the Hamming distance between \( w \) and the set of \( k \)-universal words.

We will discuss each of these cases separately.

### 4.1 Insertions

**Theorem 3.** Let \( w \) be a word, with \( |w| = n \), \( \text{alph}(w) = \Sigma \), and \( \Sigma = \{1, 2, \ldots , \sigma \} \). Let \( k \geq \iota(w) \) be an integer. We can compute the minimal number of insertions needed to apply to \( w \) to obtain a \( k \)-universal word. Let \( M \) be the number of insertions needed to transform \( w \) into a \( k \)-universal word (w.r.t. \( \Sigma \)) in \( O(nk) \) time if \( k \leq n \) and \( O(n^2 + T(n, \sigma, k)) \) time otherwise, where \( T(n, \sigma, k) \) is the time needed to compute \((k-n)\sigma\).

**Proof.** Case 1. Let us assume first that \( k \leq n \). We structured our proof in such a way that the idea of the solution, as well as the actual computation steps, and the arguments supporting their correctness are clearly marked. See also Algorithm 7.

**General approach.** We want to transform the word \( w \) into a \( k \)-universal word with a minimal number of insertions. Assume that the word we obtain this way is \( w' \), and \( |w'| = m \). Thus, \( w' \) has a prefix \( w'[1 : m'] \) which is \( k \)-universal, but \( w'[1 : m' - 1] \) is not \( k \)-universal. Moreover, \( w'[1 : m'] \) is obtained from a prefix \( w[1 : \ell] \) of \( w \), and \( w'[m' + 1 : m] = w[\ell + 1 : n] \). Indeed, any insertion done to obtain \( w'[m' + 1 : m] \) can be simply omitted and still obtain a \( k \)-universal word from \( w \), with a lower number of insertions.

Consequently, it is natural to compute the minimal number of insertions needed to transform \( w[1 : \ell] \) into a \( t \)-universal word, for all \( \ell \leq n \) and \( t \leq k \). Let \( M[\ell][t] \) denote this number. By the same reasoning as above, transforming (with insertions) \( w[1 : \ell] \) into a \( t \)-universal word means that there exists a prefix \( w[1 : \ell'] \) of \( w[1 : \ell] \) which is transformed into a \((t-1)\)-universal word and \( w[\ell' + 1 : \ell] \) is transformed into a 1-universal word. Clearly, the number of insertions needed to transform \( w[\ell' + 1 : \ell] \) into a 1-universal word is \( \sigma - \Delta(\ell' + 1, \ell) \), i.e., the number of distinct letters not occurring in \( w[\ell' + 1 : \ell] \). As we are interested in the minimal number of insertions needed to transform \( w[1 : \ell] \) into a \( t \)-universal word, we need to find a position \( \ell' \) such that the total number of insertions needed to transform \( w[1 : \ell'] \) into a \((t-1)\)-universal word and \( w[\ell' + 1 : \ell] \) into a 1-universal word is minimal.

**Algorithm - initial idea.** So, for \( \ell \in [1 : n] \) and \( t \in [1 : k] \), \( M[\ell][t] \) is the minimal number of insertions needed to make \( w[1 : \ell] \) \( t \)-universal. By the explanations above, we get the following recurrence \( M[\ell][t] = \min\{M[\ell'][t] + (\sigma - \Delta(\ell' + 1, \ell)) \mid \ell' \leq \ell \} \). Clearly, \( M[\ell'][1] = \sigma - \Delta(1, \ell') \). Also, it is immediate to note that \( M[\ell'][t] \geq M[\ell'''][t] \) for all \( \ell \leq \ell' \). Indeed, transforming a word into a \( t \)-universal word can always be done with at most as many insertions as those used in transforming any of its prefixes into a \( t \)-universal word.
Algorithm 7: The efficient algorithm from Case 1 of Theorem 3 (on insertions).

Input: word $w$, alphabet $\Sigma$, int $k$
Output: minimal number of insertions

// initialization
1 int $n \leftarrow |w|; \text{int} \ d \leftarrow 0; \text{int} \ M[n][k];$

// initialise first column of $M$
3 for $l = 1$ to $n$ do
4 $M[l][1] \leftarrow \sigma - \Delta(1,l);$

// efficient variant
5 for $t = 2$ to $k$ do
6 // $\leq \frac{(n-1)}{\sigma}$ phases
7 for $j = 0$ to $\left\lfloor \frac{(n-1)}{\sigma} \right\rfloor$ do
8 int $A[\sigma][3]$ (list of triples including satellite data); int pos[$\sigma$];
9 for $a = 1$ to $\sigma$ do
10 if $d_{j+1}[a] > 0$ then
11 int $i \leftarrow \sigma - d_{j+1}[a]; \ d \leftarrow d + 1;$
12 $A[i+1][1] \leftarrow M[\text{last}_{j+1}[a] - 1][t - 1] + i;$
13 pos[a] $\leftarrow i + 1;$
14 if $d_{j+1}[a] = 0$ and $\text{last}_{j+1}[a] = n + 1$ then
15 pos[a] $\leftarrow 0;$
16 // exactly $d$ letters of $\Sigma$, occur in $w[1:j+1]$
17 // (ordered increasingly by their last occurrence):
18 // $A[\sigma - d + 1][3], A[\sigma - d + 2][3], \ldots, A[\sigma - 1][3], A[\sigma - 1][3].$
19 set all elements in $A[1: \sigma - d]$ to $\infty$ (they cannot be changed);
20 $m = \sigma;$
21 // apply sequence of operations as in Lemma 7
22 for $i = 1$ to $\sigma$ do
23 $q \leftarrow \text{minimum of} \ A;$
24 $M[j+1][t] \leftarrow \min\{q, M[j+1][t - 1] + \sigma\};$
25 $a = w[j+1] + i + 1;$
26 decrement positions pos[$a$] $+ 1, \text{pos}[a] + 2, \ldots, m$ by $1;$
27 append $M[j+1][t - 1] + (\sigma - 1)$ to $A$ (i.e., set $A[m+1][1]$ to this value);
28 // and add satellite data
29 $A[m+1][2] \leftarrow j + 1;$
30 $A[m+1][3] \leftarrow a;$
31 $m \leftarrow m + 1;$
32 pos[a] $\leftarrow m;$
33
34 return $M[n][k];$
We now want to compute the elements of matrix $M$. Before this, we produce the data structures of Lemma 5 (and we use the notations from its framework). That is, we compute in $O(n)$ time $\text{last}_{j,\sigma+1}[a]$ and $d_{j,\sigma+1}[a] = \Delta(\text{last}_{j,\sigma+1}[a], j, \sigma + 1)$, for all $a \in \Sigma$ and all $j \leq \frac{n - 1}{\sigma}$.

By Lemma 3 we can compute the values $M[\ell][1]$, for all $\ell \in [1:n]$ in $O(n)$ time. However, a direct computation of the values $M[\ell][t]$, for $t > 1$, according to the recurrence above would not be efficient. So we will analyse this recurrence further.

§ A useful observation. Assume that to transform $w[1 : \ell']$ into a $t$-universal word we transform $w[1 : \ell']$ into a $(t - 1)$-universal word and $w[\ell' + 1 : \ell]$ into a 1-universal word. The number of insertions needed to do this is $M[\ell'][\ell' - 1] + (\sigma - \Delta(\ell' + 1, \ell))$. If $w[\ell' + 1]$ occurs twice in $w[\ell' + 1 : \ell]$, then $M[\ell'][\ell' - 1] + (\sigma - \Delta(\ell' + 1, \ell)) \geq M[\ell' + 1][\ell' - 1] + (\sigma - \Delta(\ell' + 2, \ell))$.

Thus, we can rewrite our recurrence in the following way, using the framework of Lemma 5 (and we use the notations from its framework). That is, we compute in $O(n)$ time last$_{\ell,\sigma+1}[a]$ and transform twice in $w[1 : \ell']$ to define the list $M[\ell][t]$, for $t > 1$, according to the recurrence above would not be efficient. So we will analyse this recurrence further.

§ Algorithm - the efficient variant. Using the observation above, together with Lemma 7, we can compute the elements of the matrix $M$ efficiently using dynamic programming.

So, let us consider a value $t \geq 2$. Assume that we have computed the values $M[\ell][\ell - 1]$, for all $\ell \in [1 : n]$. We now want to compute the values $M[\ell][t]$, for all $\ell \in [1 : n]$. The main idea in doing this efficiently is to split the computation of the elements on column $M[\cdot][t]$ of the matrix $M$ in phases. In phase $j$ we compute the values $M[j,\sigma + 1][t], M[j,\sigma + 2][t], \ldots, M[(j + 1)\sigma][t]$, for $j \leq (n - 1)/\sigma$.

We now consider some $j$, with $0 \leq j \leq (n - 1)/\sigma$. We want to apply Lemma 7 so we need to define the list $A$ of size $\sigma$. This is done as follows.

We will keep an auxiliary array $\text{pos}[\cdot]$ with $\sigma$ elements. Moreover, the element on each position $i$ of $A$, namely $A[i]$, will be accompanied by two satellite data: a position of $w$ and the letter on that position. For $a$ from 1 to $\sigma$, if $d_{j,\sigma+1}[a] = \sigma - i$ for some $i < \sigma$ then we set $A[i + 1] = M[\text{last}_{j,\sigma+1}[a] - 1][\ell - 1] + i$ and $\text{pos}[a] = i + 1$; the satellite data of $A[i + 1]$ is the pair $(\text{last}_{j,\sigma+1}[a], a)$. If, for some letter $a$, $\text{last}_{j,\sigma+1}[a] = n + 1$ and $d_{j,\sigma+1}[a] = 0$ (i.e., $a$ does not occur in $w[1 : j,\sigma + 1]$) we simply set $\text{pos}[a] = 0$. Intuitively, one can see the elements contained now in $A$ as triples: $(A[e], \text{last}_{j,\sigma+1}[a], a)$ where $A[e] = M[\text{last}_{j,\sigma+1}[a] - 1][\ell - 1] + e - 1$, with $e \in [1 : \sigma]$ and $a \in \Sigma$.  
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Let \( a_d, a_{d-1}, \ldots, a_1 \) be the letters of \( \Sigma \) that occur in \( w[1 : j\sigma + 1] \), ordered such that \( \text{last}_{j\sigma + 1}[a_e] < \text{last}_{j\sigma + 1}[a_f] \) if and only if \( e > f \). At this point, we have defined only the last \( d \) elements of \( A \) and, for \( i \in [1 : d] \), the element on position \( \sigma - i + 1 \) is \( A[\sigma - i + 1] = M[\text{last}_{j\sigma + 1}[a_i] - 1][t - 1] + (\sigma - i) \) and has the satellite data \( \text{last}_{j\sigma + 1}[a_i], a_i \). Also, \( \text{pos}[a_i] = \sigma - i + 1 \). The first \( \sigma - d \) elements of \( A \) are set to \( \infty \); as convention, applying arithmetic operations to \( \infty \) leaves it unchanged. We also set \( m \) to \( \sigma \).

We can now define and apply a sequence of operations \( o_1, \ldots, o_\sigma \) as in Lemma 7.

**An invariant:** We want to ensure that the list \( A \) fulfils the following invariant properties before the execution of each operation \( o_i \).

- For \( e \in [1 : d] \), the triple on position \( \sigma - e + 1 \) of \( A \) is:
  \[
  (M[\text{last}_{j\sigma + 1}[a_e] - 1][t - 1] + (\sigma - \Delta(\text{last}_{j\sigma + 1}[a_e], j\sigma + i)), \text{last}_{j\sigma + 1}[a_e], a_e).
  \]
  That is, \( A[\sigma - e + 1] = M[\text{last}_{j\sigma + 1}[a_e] - 1][t - 1] + (\sigma - \Delta(\text{last}_{j\sigma + 1}[a_e], j\sigma + i)). \)

- For \( g \in [1 : i - 1] \), the triple on position \( \sigma + g \) of \( A \) is:
  \[
  (M[j\sigma + g][t - 1] + (\sigma - \Delta(j\sigma + g + 1, j\sigma + i)), j\sigma + g + 1, w[j\sigma + g + 1]). \]
  That is \( A[\sigma + g] = M[j\sigma + g][t - 1] + (\sigma - \Delta(j\sigma + g + 1, j\sigma + i)). \)

- \( \text{pos}[a] \) is the position of the rightmost position \( i \) storing a triple \((A[i], \ell, a)\). That is, the list \( A \) contains all the values \( M[\ell][t - 1] + (\sigma - \Delta(\ell + 1, j\sigma + i)) \), for \( \ell + 1 \in S_{j\sigma + 1} \cup \{j\sigma + 2, \ldots, j\sigma + 1\} \), and \( \text{pos}[a] \) indicates the rightmost position of the list \( A \) where we store a value \( M[\ell][t - 1] + (\sigma - \Delta(\ell + 1, j\sigma + i)) \) with \( w[\ell + 1] = a \). A consequence of this is that \( A[\text{pos}[a]] = M[\text{last}_{j\sigma + i}[a] - 1][t - 1] + (\sigma - \Delta(\text{last}_{j\sigma + i}[a], j\sigma + i)). \)

The invariant clearly holds for \( i = 1 \).

\[ \text{Algorithm - application of Lemma 4.} \]

In \( o_i \), we extract the minimum \( q \) of \( A \). Then set \( M[j\sigma + i][t] = \min\{q, M[j\sigma + i][t - 1] + \sigma\} \). We decrement by 1 all elements of \( A \) on the positions \( \text{pos}[a] + 1, \text{pos}[a] + 2, \ldots, m \), where \( a = w[j\sigma + i + 1] \). Then, we append to \( A \) the element \( M[j\sigma + i][t - 1] + (\sigma - 1) \), with the satellite data \( (j\sigma + i + 1, a) \), which implicitly increments \( m \) by 1, and set \( \text{pos}[a] = m \).

**Claim 1.** The invariant holds after operation \( o_i \).

**Proof of Claim 1.** We now need to show that the invariant is preserved after this step. If \( a = w[j\sigma + i + 1] \) then the number of distinct letters occurring after each position \( g > \text{last}_{j\sigma + i}[a] \) in \( w[1 : j\sigma + i] \) is exactly one smaller than the number of distinct letters occurring after \( g \) in \( w[1 : j\sigma + i + 1] \). This means that \( M[g][t - 1] + (\sigma - \Delta(g, j\sigma + i)) \) is one smaller than \( M[g][t - 1] + (\sigma - \Delta(g, j\sigma + i)) \). Consequently, all values occurring on positions greater than \( \text{pos}[a] \) in the list \( A \), which stored some values \( M[g][t - 1] + (\sigma - \Delta(g, j\sigma + i)) \) with \( g > \text{last}_{j\sigma + i}[a] \), should be decremented by 1. Also, the number of distinct letters occurring after each position \( g \leq \text{last}_{j\sigma + i}[a] \) in \( w[1 : j\sigma + i] \) is exactly the same as number of distinct letters occurring after \( g \) in \( w[1 : j\sigma + i + 1] \). Thus, all values occurring on positions smaller or equal to \( \text{pos}[a] \) in the list \( A \), which stored some values \( M[g][t - 1] + (\sigma - \Delta(g, j\sigma + i)) \) with \( g \leq \text{last}_{j\sigma + i}[a] \), should stay the same. So, the invariant holds for the first \( \sigma + i - 1 \) positions of \( A \). After appending \( M[j\sigma + i][t - 1] + (\sigma - 1) \) to \( A \) and incrementing \( m \), then the invariant holds for the position \( \sigma + i \) (which is also the last position) of \( A \) too, so the invariant still holds for all positions of \( A \).

Furthermore, the only position of the \( \text{pos} \) array that needs to be updated after operation \( o_i \) is \( \text{pos}[a] \), and it needs to be set to the new value of \( m \). This is exactly what we do. \[ \square \]

**Claim 2.** \( M[j\sigma + i][t] \) is correctly computed, for all \( i \in [1 : \sigma] \).

**Proof of Claim 2.** According to the invariant, before executing operation \( o_i \), \( A \) contains the values \( M[\ell][t - 1] + (\sigma - \Delta(\ell + 1, j\sigma + i)) \), for \( \ell + 1 \in S_{j\sigma + 1} \), and \( M[j\sigma + g][t - 1] + (\sigma - \Delta(\ell + 1, j\sigma + i)) \) for \( \ell + 1 \in S_{j\sigma + 1} \). Thus, all values occurring on positions smaller or equal to \( \text{pos}[a] \) in the list \( A \), which stored some values \( M[g][t - 1] + (\sigma - \Delta(g, j\sigma + i)) \) with \( g \leq \text{last}_{j\sigma + i}[a] \), should stay the same. So, the invariant holds for the first \( \sigma + i - 1 \) positions of \( A \). After appending \( M[j\sigma + i][t - 1] + (\sigma - 1) \) to \( A \) and incrementing \( m \), then the invariant holds for the position \( \sigma + i \) (which is also the last position) of \( A \) too, so the invariant still holds for all positions of \( A \).
\[ \Delta(j\sigma + g + 1, j\sigma + i), \text{ for } g \in [1 : i - 1]. \] As \( S_{j\sigma+1} = S_{j\sigma+1} \cup \{j\sigma + g + 1 \mid g \in [1 : i - 1]\} \) is a superset of size at most \( 2\sigma \) of \( S_{j\sigma+1} \), we obtain that \( M[j\sigma + i][t] \) is correctly computed as the minimum between the smallest value in \( A \) and \( M[j\sigma + i][t - 1] + \sigma \).

§ Algorithm - the result of applying Lemma 7. After executing the \( \sigma \) operations \( a_1, \ldots, a_\sigma \), we have computed the values \( M[j\sigma + 1][t], M[j\sigma + 2][t], \ldots, M[(j + 1)\sigma][t] \) correctly. We can move on to phase \( j + 1 \) and repeat this process.

§ The result and complexity. The minimal number of insertions needed to make \( w \) \( k \)-universal is, according to the observations we made, correctly computed as \( M[n][k] \).

By Lemma 7, computing \( M[j\sigma + 1][t], M[j\sigma + 2][t], \ldots, M[(j + 1)\sigma][t] \) takes \( O(\sigma) \) for each \( j \). Overall, computing the entire column \( M[\cdot][t] \) takes \( O(n) \) time. We do this for all \( t \leq k \), so we use \( O(nk) \) time in total to compute all elements of \( M \). This concludes Case 1.

Case 2. Assume \( k > n \). This case can also be solved using the algorithm from Case 1.

§ The reduction. Let \( w' \) be a \( k \)-universal word obtained from \( w \) by a minimal number of insertions, then, by Theorem 1 there exist the 1-universal words \( w_1', \ldots, w_k' \), and the word \( w_{k+1}' \) such that \( w' = w_1' \cdots w_k'w_{k+1}' \) and \( \text{alph}(w_{k+1}') \) is a strict subset of \( \Sigma \). That is, \( w_1', \ldots, w_k' \) are the arcs of \( w \). As \( k > n \), there will be at most \( n \) arcs \( w_{i_1}', \ldots, w_{i_n}' \), with \( i_j \in [1 : k] \) and \( i_j < i_{j+1} \) for all \( j \), which contain original letters of \( w \) (i.e., all other letters of \( w' \) were inserted). That is, \( w \) is a subsequence of \( w'' = w_{i_1}' \cdots w_{i_n}' \), and \( w'' \) is an \( n \)-universal word obtained from \( w \) by a minimal number of insertions. So, to compute the minimal number of insertions needed to transform \( w \) into a \( k \)-universal word we can first compute the minimal number of insertions needed to transform \( w \) into an \( n \)-universal word \( w'' \), and then add \( (k - n)\sigma \), the minimal number of insertions needed to transform \( w'' \) into \( w' \) (i.e., the length of the missing 1-universal factors \( w'_i \) from the decomposition of \( w' \)). Using the algorithm described in the case \( k \leq n \), we can compute in \( O(n^2) \) time the minimal number of insertions needed to transform \( w \) into an \( n \)-universal word (which is clearly at most \( n\sigma \)), and then we can compute in \( T(n, \sigma, k) \) time the value \( (k - n)\sigma \). By this, Case 2 is now complete. This also concludes the proof of the theorem.

Remark 2. If \( k \) is in \( O(c^n) \), for some constant \( c \), then \( T(n, \sigma, k) \in O(n^2) \) so the algorithm from Case 2 of Theorem 3 will run in \( O(n^2) \) time.

4.2 Deletions

Theorem 4. Let \( w \) be a word, with \( |w| = n \), \( \text{alph}(w) = \Sigma \), and \( \Sigma = \{1, 2, \ldots, \sigma\} \). Let \( k \) be an integer with \( k \leq \iota(w) \leq n/\sigma \). We can compute in \( O(nk) \) time the minimal number of deletions needed to obtain a word of universality index \( k \) (w.r.t. \( \Sigma \)) from \( w \).

Proof. The proof is again structured in such a way that the idea of the solution, as well as the actual computation steps, and the arguments supporting their correctness are clearly marked. See also Algorithm 8.

§ General approach. The case \( k = 0 \) is trivial. We just need to count how many times each letter occurs and then remove the letter that occurs the least number of times. This takes \( O(n) \) time. So let us assume that \( k > 0 \). To simplify the presentation, we will call a word \( u \) a weak-\( p \)-universal word if \( u \) is \( p \)-universal and by deleting the last letter of \( u \) we obtain a word of universality index \( p - 1 \).

Assume that \( w' \) is a \( k \)-universal word that can be obtained by applying the sequence of deletions of minimal length to \( w \). Clearly, \( w' \) is a subsequence of \( w \), and, by the decomposition defined in the context of Theorem 2, there exist the arcs \( w_1', \ldots, w_k' \), all of universality index exactly 1, and \( w_{k+1}' \), of universality index 0, such that \( w' = w_1' \cdots w_k'w_{k+1}' \). Moreover, each arch \( w_i' \), with \( i \in [1 : k] \), is a weak-1-universal word.
It follows that actually each of the words $w'_i$ is a subsequence of $w$ too. So we will try to identify the factors $w[i_{j-1} + 1 : i_j]$, with $j \in [1 : k+1]$ and $i_0 = 0$, from which $w'_j$ is obtained by deletions, with the important condition that the last letter of $w[i_{j-1} + 1 : i_j]$ is not deleted (so the last letters of $w'_j$ and $w[i_{j-1} + 1 : i_j]$ coincide).

Note that, to obtain the word $w'_1 \cdots w'_k w'_{k+1}$ from $w$ with a minimal number of deletions, we need to find a position $i_k$ of $w$ such that $w'_1 \cdots w'_k$ is obtained from $w[1 : i_k]$ and $w'_{k+1}$ from $w[i_k + 1 : n]$, with the restrictions that $w[i_k]$ is not deleted and the overall number of deletions made in this process is the smallest (over all possible choices of the position $i_k$). If we now have $i_k$, we can then search for $i_{k-1}$: we need to find a position of $w$ such that $w'_1 \cdots w'_{k-1}$ is obtained from $w[1 : i_{k-1}]$ and $w'_k$ from $w[i_{k-1} + 1 : i_k]$, with the similar restrictions that $w[i_{k-1}]$ is not deleted and the overall number of deletions made in this process is the smallest (over all possible choices of the position $i_{k-1}$). And then we continue with $i_{k-2}, i_{k-3}$, and so on.

Thus, it seems natural to consider and solve the following type of subproblems: what is the minimal number of deletions we need to apply to transform a prefix $w[1 : i]$ into a weak-$p$-universal word $v$, without deleting $w[i]$.

§ Algorithm - initial idea. We first compute all the data structures defined in Lemma 6.

We define the $n \times k$ matrix $N$, where $N[i][p]$ is the minimal number of deletions we need to apply to $w[1 : i]$, without deleting $w[i]$, to obtain a weak-$p$-universal word $v$ from it (for $1 \leq i \leq n$ and $1 \leq p \leq k$). If $w[1 : i]$ is not $p$-universal, $N[i][p]$ will be set to $\infty$.

To compute this matrix, we note that if $N[i][1] \neq \infty$, then $N[i][1] = \freq[i] - 1$. Indeed, in order to produce from $w[1 : i]$ a weak 1-universal word, which fulfills the conditions stated above, we have to delete all occurrences of the letter $w[i]$ except for the one on position $i$.

In general, the minimal number of deletions needed to transform a factor $w[i : j]$ of universality index at least 1 (so with $i \leq \text{univ}[j]$) into a weak-1-universal word $v$, such that $w[j]$ is not deleted, is $|w[i : j]|_{w[j]} - 1$.

Accordingly, we can define the elements of the matrix $N$ as $N[i][p] = \min\{N[v'][p-1] + |w[v' + 1 : i]|_{w[i]} | v' \in [1 : \text{univ}[i] - 1]\}$, for $i \in [1 : n], p \in [2 : k]$.

A straightforward implementation of the above formula is not efficient, so we will explore alternative and more efficient ways to compute $N[i][p]$.

§ Algorithm - an efficient implementation. We will show how the elements of the column $N[i][p]$ can be computed efficiently for a given $p \geq 2$, assuming that we have computed them for $N[i][p-1]$.

Firstly, we define the data structures of Lemma 2 allowing us to answer range minimum queries for the column $N[\cdot][p-1]$ of $N$, denoted by $\text{RMQ}_{p-1}$ in the following. Note that the query $\text{RMQ}_{p-1}(j, i)$ returns, for some $j < i$, the position $k$ with $k \in [j : i]$, such that $w[1 : k]$ is the prefix of $w$, ending between $j$ and $i$, which can be transformed into a weak-$(p-1)$-universal word with the least number of deletions (among all other prefixes ending between $i$ and $j$), such that its last letter $w[k]$ is not deleted.

We define an auxiliary array $M'[\cdot]$ with $n$ elements, where if $i \geq (p-1)\sigma$, we have $M'[i] = \min\{N[j][p-1] + |w[j + 1 : i]|_{w[i]} | j < i\}$, and if $i < (p-1)\sigma$, we have $M'[i] = \infty$ (that is, a large enough value).

Intuitively, $M'[i]$ is the minimal number of deletions we need to make in $w[1 : i]$ in order to obtain a word $v'v''$, where $v'$ is a weak-$(p-1)$-universal word and $v''$ is a word with universality index 0 which contains no occurrence of $w[i]$.

We observe that the values $M'[i]$ can be computed as follows. Firstly, we set $M'[i] = \infty$ if $i < (p-1)\sigma$. Then, for $i \geq (p-1)\sigma$, let $\ell = \text{last}_i(w[i])$.

Claim 1. We claim that $M'[i] = 1 + \min\{M'[\ell], N[\text{RMQ}_{p-1}(\ell + 1, i - 1)][p-1]\}$, if last$_i(w[i]) \neq n + 1$, or $M'[i] = \infty$ otherwise.
**Algorithm 8:** The efficient algorithm from Theorem 4 (on deletions).

**Input:** word $w$, alphabet $\Sigma$, int $k$  
**Output:** minimal number of deletions

// initialization
1 int $n \leftarrow |w|$; int $\sigma \leftarrow |\Sigma|$;  
2 int $N[n][k] = \infty$;

// initialise first column of $N$
3 for $i = 1$ to $n$ do
4 if $\Delta(1,i) = \sigma$ (i.e., $w[1:i]$ is 1-universal) then
5 $N[i][1] \leftarrow \text{freq}[i] - 1$;

// efficient variant
6 for $p = 2$ to $k$ do
7 int $M'[n]$;
8 for $i = 1$ to $(p-1)\sigma$ do
9 $M'[i] \leftarrow \infty$;
10 for $i = (p-1)\sigma$ to $n$ do
11 int $l \leftarrow \text{last}_{i-1}[w[i]]$;
12 if $l = n + 1$ then
13 $M'[i] \leftarrow \infty$;
14 else
15 int $r \leftarrow \text{RMQ}_{p-1}(l+1,i-1)$;
16 $M'[i] \leftarrow 1 + \text{min}\{M'[l], N[r][p-1]\}$;

// compute $N[\cdot][p]$ using $M'$
17 for $i = 1$ to $n$ do
18 int $j \leftarrow \text{univ}[i]$;
19 if $j = 0$ then
20 $N[i][p] \leftarrow \infty$;
21 else
22 int $t \leftarrow \text{last}_{j-1}[w[i]]$;
23 if $t = n + 1$ then
24 $N[i][p] \leftarrow \infty$;
25 else
26 int $r \leftarrow \text{RMQ}_{p-1}(t+1,j-1)$;
27 $N[i][p] \leftarrow \text{min}\{M'[t] + \text{freq}[i] - \text{freq}[t] - 1, N[r][p-1] + \text{freq}[i] - \text{freq}[t] - 1\}$;

28 return $\text{min}\{N[i][k] + T[i] \mid 1 \leq i \leq n\}$;

**Proof of Claim 1.** The case when $w[i]$ does not occur in $w[1:i-1]$ is trivial. The first part of the claim holds because the minimal number of deletions we need to make in $w[1:i]$ in order to obtain a word $v'v''$, where $v'$ is a weak-$(p-1)$-universal word and $v''$ is a word with universality index 0 which contains no occurrence of $w[i]$ is:

- either the minimal number of deletions we need to apply to $w[1:\ell]$ in order to obtain a word $v'_0v''_0$, where $v'_0$ is a weak-$(p-1)$-universal word and $v''_0$ is a word with universality index 0 which contains no occurrence of $w[\ell] = w[i]$, and then remove the last occurrence
of $w[i]$ from $w[1 : i]$,

- or the minimal number of deletions we need to apply to $w[1 : i]$ in order to obtain a word $v'v''$, where $v'$ is a weak-$(p - 1)$-universal word obtained from a prefix $w[1 : j]$, with $j > \ell$, by deleting some letters, but not $w[j]$, and $v''$ is a word with universality index 0 which contains no occurrence of $w[i]$, obtained from $w[j + 1 : i]$ by the single deletion of $w[i]$

This concludes the proof of Claim 1.

Computing $M'$ takes linear time. Now, we can use the array $M'$ to compute the values stored in $N$. Assume that we want to compute $N[i][p]$.

Let $j = \text{univ}[i]$. If $j = 0$, then set $N[i][p] = \infty$. Assume in the following that $j \neq 0$. Clearly, $i \in L_j$. Therefore, the structures we computed with Lemma 6 provide the value $t = \text{last}_j[w[i]]$. If $t = n + 1$ (i.e., $w[i]$ does not occur in $w[1 : j - 1]$), and because $p \geq 2$, we set $N[i][p] = \infty$ (we cannot transform the word $w[1 : i]$ into a $p$-universal word by deletions when it only contains one occurrence of $w[i]$). If $t < n + 1$, let $r = \text{RMQ}_{p-1}(t + 1, j - 1)$.

Claim 2. We claim that the following holds $N[i][p] = \min\{M'[t] + |w[t + 1 : i]|w[i] - 1, N[r][p - 1] + |w[r + 1 : i]|w[i] - 1\}$.

Proof of Claim 2. Indeed, this is true because in order to transform (with a minimal number of deletions) $w[1 : i]$ into a weak-$p$-universal word without deleting $w[i]$ we can

- either transform (with a minimal number of deletions) a prefix $w[1 : t']$ of $w[1 : t]$ into a weak-$(p - 1)$-universal word and remove all the occurrences of $w[i]$ from $w[t' + 1 : t]$, and, then, all occurrences of $w[i]$ from $w[t + 1 : i]$, except $w[i]$,

- or we transform (again with a minimal number of deletions) a prefix $w[1 : t']$ of $w[1 : j]$, with $t' > t$ and $j = \text{univ}(i)$, into a weak-$p - 1$-universal word, and then remove all the occurrences of $w[i]$ from $w[t' + 1 : i]$, except $w[i]$.

This concludes the proof of Claim 2.

Let us now note that $M'[t] + |w[t + 1 : i]|w[i] - 1 = M'[t] + \text{freq}[i] - \text{freq}[t] - 1$ (because $w[i] = w[t]$). Also, $N[r][p - 1] + |w[r + 1 : i]|w[i] - 1 = N[r][p - 1] + \text{freq}[i] - \text{freq}[t] - 1$ because $w[i]$ does not occur in $w[t + 1 : r]$ (as $w[i]$ does not occur between $w[t + 1 : j - 1]$).

This gives us a way to compute each $N[i][p]$ in constant time (once $M'[\cdot]$ was computed).

Thus, computing the entire column $N[\cdot][p]$ takes overall linear time $O(n)$ (including here the computation of the array $M'$).

Consequently, in total, we can compute the elements of the matrix $N$ in $O(nk)$ time.

§ Collecting the results. We are not done yet, as it is not clear which is the minimal number of deletions we need in order to transform $w$ into a $k$-universal word.

Recall that Lemma 6 also computes the array $T[\cdot]$ with $T[i] = \min\{|w[i + 1 : n]|a \mid a \in \Sigma\}$, for $i \in [0 : n]$.

Now, the minimal number of deletions we need in order to transform $w$ into a $k$-universal word is clearly $\min\{N[i][k] + T[i] \mid 1 \leq i \leq n\}$: we check which is the minimal number of deletions we need in order to both transform a prefix $w[1 : i]$ into a weak-$p$-universal word, without deleting $w[i]$, and the word $w[i + 1 : n]$ into a word with universality index 0.

§ Complexity. According to the above, the answer returned by our algorithm can be computed in $O(n)$ time, after the matrix $N$ was computed. So, overall, the time complexity of the algorithm is $O(nk)$.

The correctness of this approach follows from the observations we made during the explanation of the algorithm. So, the statement follows.\[\square\]
4.3 Substitutions

Theorem 5. Let $w$ be a word, with $|w| = n$, $\text{alph}(w) = \Sigma$, and $\Sigma = \{1, 2, \ldots, \sigma\}$. Let $k$ be an integer $0 \leq k \leq \left\lfloor \frac{n}{\sigma} \right\rfloor$. We can compute the minimal number of substitutions needed to apply to $w$ in order to obtain a $k$-universal word (w.r.t. $\Sigma$) in $O(nk)$ time.

Proof. Recall that $\iota(w)$ is the initial universality index of $w$. We will distinguish between the cases $\iota(w) < k$ and $\iota(w) > k$. While the former allows for an argumentation similar to Theorem 3 for insertions, the latter will fall back to the Theorem 4 for deletions.

Case 1. Let us assume first that $\iota(w) < k$.

§ General approach. At a high level, the algorithm and data structures we use here are similar to those used in the case of changing the universality of a word by insertions, described in Theorem 3 (the finer details are, however, different). As in the respective algorithm, we will compute $M[\ell][t]$ the minimal number of substitutions one needs to apply to $w[1: \ell]$ in order to make it $t$-universal, for all $\ell \in [1 : n]$ and all $t \in [1 : k]$. Clearly, to edit $w[1 : \ell]$ into a $t$-universal word using substitutions, we first create a $(t - 1)$-universal word from a prefix $w[1 : \ell^\prime]$ of $w[1 : \ell]$, and then a 1-universal word from $w[\ell^\prime + 1 : \ell]$. As in the case of insertions, the number of substitutions used in this process has to be minimal among all the numbers we obtain when choosing $\ell^\prime$ in all possible ways. The main differences are that, in the case of substitutions, we need to have that $|w|\ell^\prime + 1 : \ell| \geq \sigma$, or we would not be able to obtain a 1-universal word from $w[\ell^\prime + 1 : \ell]$, and $|w[1 : \ell^\prime]| \geq (t - 1)\sigma$. For the first case of this proof see also Algorithm 9.

![Figure 4: Illustration of the formula developed for the computation of $M[\ell][t]$.](image)

§ Algorithm - initial idea. As described informally above, we compute the $n \times k$ matrix $M[\cdot][\cdot]$, where $M[\ell][t]$ denotes the minimal number of substitution needed to transform $w[1 : \ell]$ into a $t$-universal word, for all $\ell \in [1 : n]$ and $t \in [1 : k]$. We will achieve this using dynamic programming. By the remarks we made above, it is not hard to see that:

$$M[\ell][t] = \min\{M[\ell'][t - 1] + (\sigma - \Delta(\ell^\prime + 1, \ell)) \mid \sigma(t - 1) < \ell^\prime + 1 \leq \ell - \sigma + 1\}.$$

In order to compute $M$ efficiently, we will run the algorithms from Lemmas 3 and 5. These will provide us with the data structures last$_{\sigma+1}[\cdot]$, and $d_{\sigma+1}[\cdot]$, for all $j$, as well as all $M[\cdot][1]$ in $O(n)$ time. More precisely, $M[\ell][1] = \sigma - \Delta(1, \ell)$, if $\ell \geq \sigma$, and $M[\ell][1] = \infty$, if $\ell < \sigma$. As in the case of insertions, the direct computation of $M[\ell][t]$ would be too costly. Therefore, we will need further observations.

§ Observations. Assume that the letter on position $\ell^\prime + 1 < \ell - \sigma + 1$ in $w$, namely $w[\ell^\prime + 1]$, occurs at least twice in $w[\ell^\prime + 1 : \ell]$. Then $(\sigma - \Delta(\ell^\prime + 1, \ell)) = (\sigma - \Delta(\ell^\prime + 2, \ell))$. Thus, it clearly follows that $M[\ell][t - 1] + (\sigma - \Delta(\ell^\prime + 1, \ell)) \geq M[\ell + 1][t - 1] + (\sigma - \Delta(\ell^\prime + 2, \ell))$. So, once more, we only need to consider in our recurrence that $\ell^\prime + 1$ is the rightmost occurrence of some letter inside the factor $w[1 : \ell]$. The observation made above does not include the case when $\ell^\prime + 1 = \ell - \sigma + 1$, so we will just add this position in the set of the relevant positions for our recurrence too.

As we did in the proof of Theorem 3, we can now rewrite our recurrence in a way that will enable us to apply Lemma 3. For $\mathcal{S}_\ell = (S_\ell \cap [(t - 1)\sigma : \ell - \sigma]) \cup \{\ell - \sigma + 1 : M[\ell][t] = \min\{M[\ell'][t - 1] + (\sigma - \Delta(\ell^\prime + 1, \ell)) \mid \ell^\prime + 1 \in \mathcal{S}_\ell\}.$
Figure 5: Illustration of $\mathcal{S}_t$ and how it is used to compute $M[\ell][t]$. Here we only select from $S_t = \{\text{last}_\ell[a] \mid a \in \text{alph}(w[1 : t])\}$ the elements which are in $[(t-1)\sigma : t-\sigma]$. To obtain $\mathcal{S}_t$ we also have to consider the position $t-\sigma+1$. The elements of $\mathcal{S}_t$ are depicted with grey in the figure.

§ Algorithm - the efficient variant. Using these observations in combination with Lemma 7, we can compute the elements of the matrix $M$ efficiently. The algorithm is similar to the one from Case 1 of Theorem 3. Firstly, by Lemma 4, we can compute the values $\Delta(i-\sigma+1,i)$, for all $i$, in $O(n)$ time.

So, let us consider a value $t \geq 2$. Assume that we have computed the values $M[\ell][t-1]$, for all $\ell \in [1 : n]$. We now want to compute the values $M[\ell][t]$, for all $\ell \in [1 : n]$. The main idea in doing this efficiently is to split the computation of the elements on column $M[\ell][t]$ of the matrix $M$ in phases. In phase $j$ we compute the values $M[j\sigma+1][t]$, $M[j\sigma+2][t]$, $\ldots$, $M[(j+1)\sigma][t]$, for $j \leq (n-1)/\sigma$.

Now we consider some $j$, with $0 \leq j \leq (n-1)/\sigma$. We want to apply Lemma 7, so we need to define the list $A$ of size $\sigma$. This is done as follows.

We will keep an auxiliary array $\text{pos}[\cdot]$ with $\sigma$ elements. Moreover, the element on each position $i$ of $A$, namely $A[i]$, will be accompanied by two satellite data: a position of $w$ and the letter on that position. Now, for a such that $\text{last}_{j\sigma+1}[a] \in \mathcal{S}_{j\sigma+1} \setminus \{(j-1)\sigma + 2\}$, we have that $d_{j\sigma+1}[a] = \sigma - i$ for some $i \in [0 : \sigma - 2]$ (as $w[\text{last}_{j\sigma+1}[a] : j\sigma + 1]$ contains at least $a$ and $w[(j-1)\sigma+2]$). We set $A[i+1] = M[\text{last}_{j\sigma+1}[a] - 1][t-1] + i$ and $\text{pos}[a] = i + 1$; the satellite data of $A$ is the pair $(\text{last}_{j\sigma+1}[a], a)$. We also set $A[\sigma] = M[(j-1)\sigma + 1][t-1] + (\sigma - \Delta((j-1)\sigma + 2, j\sigma + 1))$ and $\text{pos}[w[(j-1)\sigma + 2]] = \sigma$; the satellite data of $A$ is the pair $((j-1)\sigma + 2, w[(j-1)\sigma + 2])$. If, for some letter $a$, $\text{last}_{j\sigma+1}[a] = n + 1$ (i.e., $a$ does not occur in $w[1 : j\sigma + 1]$), we simply set $\text{pos}[a] = 0$.

The elements of $A$ which are not defined above will store $\infty$ (i.e., a large enough value, at least $(k+1)\sigma + 1$); for simplicity, if we apply any arithmetic operation to $\infty$, we get $\infty$. We also set $m$ to $\sigma$. Now we are in the position of defining and applying a sequence of operations $a_1, \ldots, a_n$ from Lemma 7.

§ Algorithm - application of Lemma 7. In $a_i$, we extract the minimum $q$ of $A$. Then set $M[j\sigma+i][t] = q$. We decrement by $1$ all elements of $A$ on the positions $\text{pos}[a]+1$, $\text{pos}[a]+2$, $\ldots$, $m$, where $a = w[(j-1)\sigma + i + 2]$. Then, we append to $A$ the element $M[(j-1)\sigma + i + 1][t-1] + (\sigma - \Delta((j-1)\sigma + i + 2, j\sigma + i + 1))$, with the satellite data $(j\sigma + i + 2, a)$ (and implicitly increment $m$ by $1$), and set $\text{pos}[a] = m$.

§ Algorithm - the result of applying Lemma 7. One can show exactly as in the case of Theorem 3 that after executing the $\sigma$ operations $a_1, \ldots, a_n$, we have computed the values $M[j\sigma + 1][t]$, $M[j\sigma + 2][t]$, $\ldots$, $M[(j+1)\sigma][t]$ correctly. We can move on to phase $j + 1$ and repeat this process.

§ The result. The minimal number of substitutions needed to make $w$ $k$-universal is correctly computed as $M[n][k]$.

§ Complexity. By Lemma 7, computing $M[j\sigma + 1][t]$, $M[j\sigma + 2][t]$, $\ldots$, $M[(j+1)\sigma][t]$ takes $O(\sigma)$ for each $j$. Overall, computing the entire column $M[\cdot][t]$ takes $O(n)$ time. We do this for all $t \leq k$, and we obtain $O(nk)$ time in total to compute all elements of the matrix $M$. 
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Algorithm 9: The efficient algorithm from Case 1 of Theorem 5 (on substitutions).

**Input:** word \( w \), alphabet \( \Sigma \), int \( k \)

**Output:** minimal number of substitutions

// initialisation
1. \( n \leftarrow |w|; \) int \( \sigma \leftarrow |\Sigma|; \)
2. \( M[n][k] = \infty; \)

// initialise first column of \( M \)
3. for \( l = \sigma \) to \( n \) do
4. \( M[l][1] \leftarrow \sigma - \Delta(1, l); \)

// efficient variant
5. for \( t = 2 \) to \( k \) do
6. // \( \leq \frac{(n-1)}{\sigma} \) phases
7. for \( j = 0 \) to \( \frac{(n-1)}{\sigma} \) do
8. \( \text{int } A[\sigma][3] \text{ (list of triples including satellite data); int pos}[\sigma]; \)
9. for \( a = 1 \) to \( \sigma \) do
10. // \( S_\ell = \{\text{last}_\ell[a] \mid a \in \text{alph}(w[1 : \ell])\} \)
11. // \( \mathcal{S}_\ell = \{S_\ell \cap ((t-1)\sigma : \ell - \sigma) \cup \{(\ell - \sigma + 1)\} \)
12. if \( a \in \mathcal{S}_{j\sigma+1} \setminus \{(j-1)\sigma + 2\} \) then
13. \( \text{int } i \leftarrow \sigma - d_{j\sigma+1}[a]; \)
14. \( A[i+1][1] \leftarrow M[\text{last}_{j\sigma+1}[a] - 1][t - 1] + i; \)
15. \( \text{pos}[a] \leftarrow i + 1; \)
16. // satellite data for \( A[i+1] \)
17. \( A[i+1][2] \leftarrow \text{last}_{j\sigma+1}[a]; \)
18. \( A[i+1][3] \leftarrow a; \)
19. \( A[\sigma][1] \leftarrow M[(j-1)\sigma + 1][t - 1] + (\sigma - \Delta((j-1)\sigma + 2, j\sigma + 1)); \)
20. \( \text{pos}[w[(j-1)\sigma + 2]] \leftarrow \sigma; \)
21. // satellite data for \( A[\sigma] \)
22. \( A[\sigma][2] \leftarrow (j-1)\sigma + 2; \)
23. \( A[\sigma][3] \leftarrow w[(j-1)\sigma + 2]; \)
24. if \( \text{last}_{j\sigma+1}[a] = n + 1 \) then
25. \( \text{pos}[a] = 0; \)
26. // apply sequence of operations as in Lemma 7
27. for \( i = 1 \) to \( \sigma \) do
28. \( q \leftarrow \text{minimum of } A; \)
29. \( M[j\sigma + i][t] \leftarrow q; \)
30. \( a = w[(j-1)\sigma + i + 2]; \)
31. \( \text{decrement positions } \text{pos}[a] + 1, \text{pos}[a] + 2, \ldots, m \text{ by 1}; \)
32. append \( M[(j-1)\sigma + i + 1][t - 1] + (\sigma - \Delta((j-1)\sigma + i + 2, j\sigma + i + 1)) \) to \( A \)
33. (that is, set \( A[m+1][1]\) to that value);
34. // and add satellite data
35. \( A[m+1][2] \leftarrow j\sigma + i + 2; \)
36. \( A[m+1][3] \leftarrow a; \)
37. \( m \leftarrow m + 1; \)
38. \( \text{pos}[a] \leftarrow m; \)
39. return \( M[n][k]; \)
Case 2. Now let us assume that \( i(w) > k \).

§ General approach. We will show that the minimal number of substitutions needed to obtain a \( k \)-universal word from \( w \) equals the minimal number of deletions needed to obtain a \( k \)-universal word from \( w \), and then use the algorithm from Theorem 4 to compute it.

§ The proof. First of all, the comments made in the opening of Section 4 explain why the minimal number of substitutions needed to obtain a \( k \)-universal word from \( w \) is lower bounded by the minimal number of deletions needed to obtain a \( k \)-universal word from \( w \). Indeed, in a transformation of \( w \), of universality index \( i(w) \), into a word \( w' \), of universality index \( k \), using \( s \) substitutions, we can replace all these substitutions by deletions and get a word \( w'' \) that has universality index lower or equal to \( k \). Thus reaching a \( k \)-universal word from \( w \) requires \( s \) deletions or less.

To see that, in fact, the minimal number of substitutions needed to obtain a \( k \)-universal word from \( w \) equals the minimal number of deletions needed to obtain a \( k \)-universal word from \( w \), we proceed as follows.

Let \( ar_w(1) \cdots ar_w(i(w))r_w \) be the arch factorisation of \( w \). Let \( w' \) be a \( k \)-universal word that is obtained from \( w \) using a minimal number of deletions, and let \( w' = ar'_w(1) \cdots ar'_w(k)r_{w'} \) be its arch factorisation. Clearly, \( w' \) is a subsequence of \( w \), so we can identify the list of deleted positions of \( w \), as well as the position \( i_j \) of \( w \) which corresponds to the last symbol of \( ar'_w(j) \) for \( j \in [1 : k] \); that is, \( ar'_w(1) \cdots ar'_w(j) \) is obtained using the respective deletions from \( w[1 : i_j] \). Let \( i_0 = 0 \). Now, we can associate the deleted positions to the arches of \( w' \) in the following way: if \( i \) is a position of \( w \) such that \( w[i] \) was deleted and \( i \in [i_{j-1} + 1 : i_j] \), then \( i \) is associated to \( ar_{w'}(j) \).

Now, in the case of substitutions, instead of deleting letters of \( w \), we will replace any deleted letter \( w[i] \) of \( w \) by a letter different from the last letter of \( ar_w(j) \), namely \( ar_w(j)[| ar_w(j)|] \), where \( ar_w(j) \) is the arch of \( w' \) associated to position \( i \). Let \( w'' \) be the word obtained in this way. By Definition 3 \( w'' \) has an arch factorisation with exactly \( k \) arches (the \( j^\text{th} \) arch of this factorisation ends with the letters \( ar_{w'}(j)[| ar_{w'}(j)|] \) from the corresponding arch of \( w' \)).

This shows that the minimal number of substitutions needed to obtain a \( k \)-universal word from \( w \) is lower or equal to the minimal number of deletions needed to obtain a \( k \)-universal word from \( w \), and, as we have also shown the opposing inequality, these numbers must be equal.

With this, the analysis of both cases is finished, and it follows that the statement of the theorem holds.

Remark 3. While substitutions and deletions can be used similarly to decrease the universality index of a word, we always need at least as many substitutions as insertions to increase it. To see that this inequality can also be strict, note that one insertion is enough to make \texttt{aabb} 2-universal, but we need two substitutions to achieve the same result.

5 Extensions, Conclusions and Future Work

In this paper, we presented a series of algorithms computing the minimal number of edit operations one needs to apply to a word \( w \) in order to reach \( k \)-subsequence universality. In fact (see Theorem 6 [3]), one can extend our algorithms and, using additional \( O(k|\text{alph}(w)|) \) time, we can effectively construct a \( k \)-universal word which is closest to \( w \), with respect to the edit distance. All our algorithms can be implemented in linear space (see Remark 4 and Theorem 6 [3] using a technique called Hirschberg’s trick [30].

The algorithms we presented work in a general setting: the processed words are over an integer alphabet. It seems natural to ask whether we can devise faster solutions for inputs over a binary alphabet. To this end, we can show (using a greedy strategy) that the result of
Theorem 3 can be improved: we can compute in $O(|w|)$ time the minimal number of insertions needed to obtain a $k$-universal word from a given binary word $w$ (Theorem 7, B). It is open whether this holds for substitutions or deletions. Moreover, it is open whether we can extend this result to the case of constant size input alphabets, and obtain that we can compute in $O(nf(\sigma))$ time the minimal number of insertions (substitutions, or, respectively, deletions) needed to apply to $w$ to obtain a $k$-universal word, where $\sigma = |\text{alph}(w)|$ and $f$ is some function. Note that the time complexities of our algorithms from Section 4 do not depend on $\sigma$, so probably a new approach would be needed.

The main open direction of research remains computing the edit distance from a given word $w$ to the set of words whose $k$-spectrum equals (or includes) a given set $S$. Depending on how $S$ is specified (e.g., as the $k$-spectrum of some word, or represented in other compact form), it is expected that novel techniques will need to be developed to solve such problems.
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A Appendix: Universality Alphabet

Our restriction that we want to obtain from the input word \(w\) a new word with universality index \(k\) with respect to the alphabet \(\text{alph}(w)\) is crucial for our approach and results. If we drop this restriction, and instead we want to obtain a word \(w'\) from \(w\) whose universality index is still \(k\) but, this time, with respect to \(\text{alph}(w')\), then the opening remarks made in Section 4 do not hold anymore. For instance the word \(\text{bananan}\) can be transformed into a 3-universal word w.r.t. \(\{b,a,n\}\) (e.g., \(\text{banbanb}\)) with 2 insertions, but also with only one deletion, e.g., into the word \(\text{anan}\) which is 3-universal w.r.t. \(\{a,n\}\). Investigating how the edit-distance to \(k\)-universality can be computed in this setting seems a possible extension of this work to us. However, it seems more natural to define the alphabet used as reference for universality as the alphabet of the input, rather than computing dynamically it during the algorithm.

B Appendix: Additional Results and Proofs

Remark 4. Assume \(k \leq n\). In the proofs of Theorems 3 and 5 and, respectively, in the proof of Theorem 4 the main part is computing the matrices \(M\) and respectively \(N\). This requires \(O(nk)\) time and space. However, as computing the columns \(M[]\)[p] and \(N[]\)[p] only requires knowing the values on columns \(M[]\)[p − 1] and, respectively, \(N[]\)[p − 1], we can reduce the space consumption to \(O(n)\). So, if we are only interested in computing the minimal number of insertions, deletions, or substitutions required to transform \(w\) into a \(k\)-universal word, \(O(n)\) space and \(O(nk)\) time are enough.

The case \(k > n\) is only relevant when we want to compute the minimal number of insertions required to transform \(w\) into a \(k\)-universal word. As explained in the proof of Theorem 3, this can be computed in \(O(n^2)\) time to which we add the time needed to compute \(\sigma(k−n)\). Similarly, by the observations made above, we can compute the minimal number of insertions required to transform \(w\) into a \(k\)-universal word in \(O(n)\) space (the computation of the matrix \(M\)) to which we add the space needed to compute \(\sigma(k−n)\). □

Theorem 6. Let \(w\) be a word, with \(|w| = n\), \(\text{alph}(w) = \Sigma\), and \(\Sigma = \{1, 2, \ldots, \sigma\}\). Let \(k \neq \iota(w)\) be an integer. We can construct one of the \(k\)-universal words which are closest to \(w\) w.r.t. edit distance in \(O(kn)\) time, if \(k \leq n\), and \(O(n^2 + k\sigma)\) time, otherwise. The space needed for this construction is \(O(n + k\sigma)\).

Proof. § The initial algorithm. We first explain how one of the \(k\)-universal words which are closest to \(w\) w.r.t. edit distance can be constructed in \(O(kn)\) time, without fulfilling the space complexity restriction. We will split the discussion in two cases.

Case 1. \(k > \iota(w)\). In this case, we only need insertions to produce one of the \(k\)-universal words which are closest to \(w\) w.r.t. edit distance. So we will use the algorithm in Theorem 3 to construct this word. We assume that we use the same notations as in the proof of the respective theorem. In the referenced algorithm we compute, for each position \(\ell\) of \(w\) and each \(t \leq \min\{n, k\}\) a value \(j_\ell\) such that

\[
M[\ell][t] = M[j_\ell][t − 1] + (\sigma − \Delta(j_\ell + 1, \ell)) = \min\{M[\ell'][t − 1] + (\sigma − \Delta(\ell' + 1, \ell)) | \ell' \leq \ell\}.
\]

We define \(\text{Sol}[\ell][t] \leftarrow j_\ell\).

Let us assume first \(k \leq n\). Define the sequence \(i_{k−1} = \text{Sol}[n][k]\) and, for \(j \in [2, k − 1]\), \(i_{j−1} = \text{Sol}[i_j][j]\). Let \(i_0 = 0\) and \(i_k = n\). It is not hard to see that for the decomposition \(w = v_1 \cdots v_k\), where, for \(j \in [1 : k − 1]\), \(v_j = w[i_{j−1} + 1 : i_j]\), the following holds: \(\sum_{j\in[1:k]}(\sigma − \Delta(i_{j−1} + 1, i_j)) = M[n][k]\). In other words, if we insert the minimal number of letters in each
of the words \(v_1, \ldots, v_k\) such that they become universal, then we obtain one of the \(k\)-universal words which are closest to \(w\) w.r.t. the edit distance.

Clearly, the sequence of words \(v_1 = [1 : i_1], v_2 = [i_1 + 1 : i_2], \ldots, v_k = [i_{k-1} + 1 : i_k]\) can be computed in linear time \(O(n)\) once we have the matrix \(\text{Sol}\).

Now, to compute a \(k\)-universal word obtained from \(w\) by making each of the words \(v_1, \ldots, v_k\) universal with a minimal number of insertions, we do the following. For each \(i \in [1 : k]\), by traversing the word \(v_i\) left to right we can identify in \(O(|v_i| + \sigma)\) the subset \(V_i\) of \(\Sigma\) containing the letters which do not occur in \(v_i\) (e.g., using a counting vector like in the proof of Lemma 3). We produce a word \(u_i\) from \(v_i\) by appending the letters from \(V_i\) at the end of \(v_i\); this takes \(O(|v_i| + \sigma)\) time. Then we concatenate the words \(u_1, \ldots, u_k\) and obtain a word \(u\) which is \(k\)-universal and the number of insertions needed to obtain \(u\) from \(w\) is \(M[n][k]\). The total time needed to produce \(u\) is \(O(k\sigma)\).

Let us now assume that \(k > n\). Just like above, we obtain an \(n\)-universal word \(u\) from \(w\). Then we concatenate at the end of \(u\) the word \((1 \cdot 2 \cdot \cdots \cdot \sigma)^{k-n}\). In this way, we obtain a word \(u'\) which is \(k\)-universal and the number of insertions needed to obtain \(u\) from \(w\) is minimal, i.e., \(M[n][k] + (k-n)\sigma\). The total time needed to produce \(u'\) is \(O(n^2 + k\sigma)\).

This concludes the analysis of Case 1.

**Case 2.** \(k < \iota(w)\). In this case, we only need deletions to produce one of the \(k\)-universal words which are closest to \(w\) w.r.t. edit distance. So we will use the algorithm in Theorem 4 to construct this word. We assume that we use the same notations as in the proof of the respective theorem. In the algorithm described in the proof of Theorem 4 we compute, for \(i \in [1 : n], p \in [2 : k]\), a value \(j_i\) such that

\[
N[i][p] = N[j_i][p-1] + |w[j_i + 1 : i]|_{w_i} = \min\{N[i'][p-1] + |w[i' + 1 : i]|_{w_i} \mid i' \in [1 : \text{univ}[i] - 1]\}.
\]

We define \(\text{Sol}[i][p] \leftarrow j_i\). We have \(\text{Sol}[i][1] = 0\).

Finally, to return the minimal number of deletions needed to transform \(w\) into a \(k\)-universal word, we compute \(m = \arg \min\{N[i][k] + T[i] \mid 1 \leq i \leq n\}\).

We now define the sequence \(i_k = m, i_{j-1} = \text{Sol}[i_j][j]\), with \(j \geq 2\), and \(i_0 = 1\). Let \(i_{k+1} = n\). It is not hard to see that for the decomposition \(w = v_1 \cdot v_2 \cdot v_k \cdot v_{k+1}\), where, for \(j \in [1 : k + 1]\) and \(v_j = w[i_{j-1} + 1 : i_j]\), the following holds: \(\sum_{i \in [1 : k]}(|v_i|_{v_i[i]} + 1) + |v_k|_{w[m]} = \min\{N[i][k] + T[i] \mid 1 \leq i \leq n\}\).

Clearly, the sequence of words \(v_1, \ldots, v_k, v_{k+1}\) can be computed in linear time \(O(n)\) once we have the matrix \(\text{Sol}\). To compute a \(k\)-universal word obtained from \(w\) by making each of the words \(v_1, \ldots, v_k\) universal with a minimal number of deletions, we just remove from \(v_i\) all the occurrences of their last letter (i.e., \(v_i[|v_i|]\)), except the rightmost one. This takes \(O(n)\) time, and we can output the word obtained by this procedure as one of the \(k\)-universal words which are closest w.r.t. edit distance to \(w\).

§ A space efficient implementation. We will only discuss in detail how the case when \(n \geq k > \iota(w)\) is implemented, as all the other cases can be approached in exactly the same manner.

We know by Remark 4 that the matrix \(M\) can be computed in linear space \(O(n)\). However, it is unclear how we can compute the sequence \(i_0, i_1, \ldots, i_k\) in linear space. In particular, in the approach described above we explicitly need to compute and store all the elements in the matrix.

Fortunately, there exists a standard way to deal with this problem (known as Hirschberg’s trick [30]).

We will need to define more formally the problem that we want to solve in this framework.

We want to solve the problem \(P(w)\) which requires, for the input word \(w\) of length \(n\), to compute the smallest number \(m\) of insertions needed to transform \(w\) into a \(k\)-universal word.
To solve $P$ Thus, solving $P$ words $w$ we will compute the value $M[w]$.

The universality index of a word $w$ is upper-bounded by $dn$ space (which is reused space). Finally, we solve $P$ space (which is once more, reused space). Thus, $S(n, k)$ is upper bounded by $dn$.

This concludes our proof, and shows the statement of the theorem for the case of increasing the universality index of a word $w$ by insertions to a value $k$ with $k \leq |w|$. 36
We immediately get that in the case of increasing the universality index of a word \( w \) by insertions to a value \( k \) with \( k > |w| \) we need \( O(n) \) space to reach \( n \)-universality, and the rest of the construction can be done trivially in \( O(k\sigma) \) space (we just need to write down the output).

The case of decreasing the universality index of a word \( w \) by deletions to a value \( k < \iota(w) \) can be treated in an identical way (using the same divide-and-conquer trick).

**Theorem 7.** Let \( w \) be a word, with \( |w| = n \) and \( \text{alph}(w) = \{a, b\} \). Let \( k \geq \iota(w) \) be a positive integer. We can compute in \( O(|w|) \) time the minimal number of insertions needed to obtain a \( k \)-universal word from a given binary word \( w \).

**Proof.** We show that, if \( \ell \) is the universality index of \( w \), we have that the number \( i \) of insertions, that we want to compute, is \( i = 0 \) if \( k \leq \ell \), \( i = k - \ell \) if \( \ell < k \leq n - 2\ell \), and \( i = 2k - n \) if \( n - 2\ell < k \).

Define the mapping \( \tau: \Sigma \to \Sigma \) by \( \overline{a} = b \) and \( b = a \). The claim holds immediately for \( k \leq \ell \) by [Theorem 1]. Assume \( k > \ell \). Since \( \{ab, ba\} \subseteq \text{Subseq}_2(w) \) there exists \( w_1, \ldots, w_\ell \in \{ab, ba\} \) and \( r_1, \ldots, r_\ell \in [n] \) with \( w[r_j, r_j + 1] = w_j \) for all \( j \in [\ell - 1] \). Notice that by the choice of \( \ell \) we have \( r_\ell + 1 < r_{\ell + 1} \). Set \( u_1 = w[1 ; r_1 - 1] \), \( u_{\ell + 1} = w[r_\ell + 2 : n] \), and \( u_j = w[r_{j - 1} + 2 : r_j - 1] \) with \( u_\ell = \varepsilon \) if the first index is strictly greater than the second, for \( 2 \leq j \leq \ell \) and \( s \in [\ell] \). This implies \( w = u_1 w_1 u_2 \ldots u_{\ell} w_{\ell} u_{\ell + 1} \) and \( w = u_1 \ldots u_{\ell + 1} \) is of length \( n - 2\ell \). If \( n - 2\ell \geq k > \ell \) set

\[
u' = u_1[1] u_1[2] u_2[2] \ldots u_{k-\ell} u_{k-\ell}[k-\ell] u[k-\ell + 1] \ldots u[n-2\ell]
\]

and \( u'_s \) accordingly for \( s \in [\ell + 1] \). Then \( w' = u'_1 w_1 u'_2 \ldots u'_\ell w_{\ell} u'_{\ell + 1} \) is obtained from \( w \) by \( k - \ell \) insertions and by the definition of \( u' \) we have \( \{ab, ba\} \subseteq \text{Subseq}_{2k}(w') \). This implies that \( w' \) is \( k \)-universal. If \( k > n - 2\ell \) set

\[
u' = u_1[1] u_1[2] u_2[2] \ldots u_{k-\ell} u_{k-\ell}[k-\ell] u[k-\ell + 1] \ldots u[n-2\ell] u[n-2\ell]
\]

and \( u'_s \) accordingly for \( s \in [\ell + 1] \). Then \( w' = u'_1 w_1 u'_2 \ldots u'_\ell w_{\ell} u'_k \) is obtained from \( w \) by \( n - 2\ell + 2(k - n + \ell) = 2k - n \) insertions. By definition of \( u' \) and the appended \( (ab)^{k-n+\ell} \) we get \( \{ab, ba\}^{k-2\ell+k-n+\ell} \subseteq \text{Subseq}_k(w') \) and by [Theorem 1] \( w' \) is \( k \)-universal. This proves that with \( i \) insertions a \( k \)-universal word can be obtained from \( w \).

We prove now that \( i \) is minimal. Suppose that \( i \) is not minimal and let \( i' < i \) be the minimal number of insertions such that the obtained word \( w' \) is \( k \)-universal. By [Theorem 1] we have \( \{ab, ba\}^k \subseteq \text{Subseq}_{2k}(w') \) and there exists \( w_1, \ldots, w_k \in \{ab, ba\} \) such that \( w_1 \ldots w_k \) is a subsequence of \( w' \). Let \( j' \) be the number of \( w_s \) which were inserted completely and \( j' \) be the number of \( w_s \) in which one letter was already in \( w \) and one is inserted, i.e. \( i' = j' + 2j'' \). This implies \( k \leq \ell + j' + j'' \). By the first part of the proof we have \( k = i + \ell \). If \( \ell < k \leq n - 2\ell \) we get \( \ell + j' < \ell + k = \ell + j' + j'' \) and thus \( i' < j' + j'' \) which contradicts \( i' = j' + 2j'' \). If \( k > n - 2\ell \) we get with \( n + i' \geq 2\ell + 2j'' + j' \) (for \( w' \)’s length)

\[
2(\ell + j' + j'') \leq n + i' < n + i = 2k = 2(\ell + j' + j'').
\]

Hence, \( i \) is minimal.

By [Theorem 2] the decomposition into \( w_1, \ldots, w_\ell \) can be found in run-time \( O(n) \). The word \( u'_s \) for \( s \in [\ell + 1] \) can be constructed by going once one left to right while inserting after each letter \( x \) the opposite letter \( \overline{x} \) until \( k - \ell \) insertions are reached. If \( k > n - 2\ell \) for each letter a new one is inserted and the remaining \( (ab)^{k-n+\ell} \) letter are simply appended. \qed
C Appendix: The computational model

General algorithmic framework: Our results are of algorithmic nature. The computational model we use is the standard unit-cost RAM with logarithmic word size: for an input of size \( n \), each memory word can hold \( \log n \) bits. Arithmetic and bitwise operations with numbers in \([1 : n]\) are, thus, assumed to take \( O(1) \) time. Numbers larger than \( n \), with \( \ell \) bits, are represented in \( O(\ell / \log n) \) memory words, and working with them takes time proportional to the number of memory words on which they are represented. In all the problems, we assume that we are given a word \( w \), with \( |w| = n \), over an alphabet \( \Sigma = \{1, 2, \ldots, \sigma\} \), with \( |\Sigma| = \sigma \leq n \). That is, we assume that the processed words are sequences of integers (called letters or symbols, each fitting in \( O(1) \) memory words). This is a common assumption in string algorithms: the input alphabet is said to be an integer alphabet. For a more detailed general discussion on this model see, e.g., [11], and for its use in the particular case of algorithms related to subsequences see [23].

It is interesting to see whether we can extend our results for more general input alphabets, so when we drop the assumption that if the input word is \( w \), then \( w \) is over the alphabet \( \Sigma = \{1, \ldots, \sigma\} \) with \( \sigma \leq |w| \). In the next paragraph we will follow the similar discussion made in [23].

A computational model used in string algorithms assumes that the input is over general ordered alphabets (see [22,37,38] and the references therein). More precisely, the input is a sequence of elements from a totally ordered set \( U \) (i.e., string over \( U \)). The operations allowed in this model are those of the standard Word RAM model, with one important restriction: the elements of the input cannot be directly accessed nor stored in the memory used by the algorithms; instead, we are only allowed to compare (w.r.t. the order in \( U \)) any two elements of the input, and the answer to such a comparison-query is retrieved in \( O(1) \) time. In this model, it holds that sorting the elements of an input sequence requires at least \( \Omega(n \log n) \) comparisons. An implementation of our algorithms, where we first sort the letters of the input word, map them to words over \( \{1, \ldots, n\} \), and then use the same strategies as the ones described for the case of integer alphabets, would require some additional \( O(n \log n) \) computational time, due to the sorting.

In fact, one cannot hope to go under \( \Omega(n \log n) \) comparisons in the respective model of computation. Indeed, in this framework, it also holds that testing the equality of two sets of size \( O(n) \) requires \( \Omega(n \log n) \) comparisons [10]. We can show the following lower bounds.

**Theorem 8.** Let \( w \) be a word, with \( |w| = n \), \( \text{alph}(w) = \Sigma \), and universality index \( \iota(w) \). Let \( k \) be an integer with \( n \geq k \). Computing the minimal number of insertions (respectively, deletions, or substitutions) needed to transform \( w \) into a \( k \)-universal word requires \( \Omega(n \log n) \) comparisons (so \( \Omega(n \log n) \) time as well).

**Proof.** Let \( S = \{s_1, \ldots, s_n\} \) and \( T = \{t_1, \ldots, t_m\} \) two sets, with \( m \leq n \). We define the alphabet \( \Sigma = S \cup T \cup \{|$, $#\} \), where the letters $ and # do not occur in \( S \). We define the word

\[
w = |s_1 \cdots s_n| $t_1 \cdots t_m| #.
\]

We want to show that \( S = T \) if and only if the number of insertions needed to transform \( w \) into a 2-universal word is 0.

The left to right implication is trivial. The right to left implication is also easy to show. If \( w \) is 2-universal, then it has two arches. These arches must be \( |s_1 \cdots s_n| # \) and \( |t_1 \cdots t_m| # \) (otherwise one would need to insert one of the separators). This means that the letters \( s_1, \ldots, s_n \) are the same as \( t_1, \ldots, t_m \). So \( S = T \).

Thus, to check the equality \( S = T \) we can compute the minimal number of insertions needed to make \( w \) 2-universal. Thus, this requires at least \( \Omega(|w| \log |w|) \) comparisons. As \( |w| = n + m + 4 \in O(n) \), the statement follows.
We can similarly show that $S = T$ if and only if the minimal number of substitutions needed to transform $w$ into a 2-universal word is 0. Similarly to the case of insertions, the lower bound is easily obtained now.

Finally, we can show that $S \neq T$ if and only if the minimal number of deletions needed to transform $w' = s_1 \cdots s_n t_1 \cdots t_m$ into a 0-universal word (w.r.t. alph($w'$)) is exactly 1. Indeed, each element $s_i$ occurs exactly once in $S$ and each element $t_j$ occurs exactly once in $T$. So, each letter $s_i$ (respectively, $t_j$) may occur at most twice in $w'$ (if it is contained in both $S$ and $T$). Clearly, if there is a letter that occurs exactly once, then the minimal number of deletions needed to transform $w' = s_1 \cdots s_n t_1 \cdots t_n$ into a 0-universal word is 1, but also this letter occurs only in $S$ or only in $T$. So $T \neq S$. If all letters occur twice, then the minimal number of deletions needed to transform $w' = s_1 \cdots s_n t_1 \cdots t_n$ into a 0-universal word is 2, and $T = S$.

Thus, to check the equality $S = T$ we can compute the minimal number of deletions needed to make $w'$ 0-universal. Thus, this requires at least $\Omega(|w| \log |w|)$ comparisons as well. As $|w| = n + m \in O(n)$, the statement follows.

So, having faster algorithms in this model of computation requires finding better methods than the dynamic programming approach we used.

In an intermediate model, we can assume that the input is a sequence of elements from a totally ordered set $\mathcal{U}$ (i.e., string over $\mathcal{U}$) whose elements can be stored in a constant number of memory words. The operations allowed in this model are those of the standard Word RAM model. So, in other words, the letters are from $[1 : n^d]$ for some constant $d$, if the input word has length $n$. An implementation of our algorithms, where we first sort the letters of the input word, map them to words over $\{1, \ldots, n\}$, and then use the same strategies as the ones described for the case of integer alphabets, runs in exactly the same complexity as stated in the main part of the paper, as a set of $n$ numbers from $[1 : n^d]$, where $d$ is a constant, can be sorted in $O(n)$ time using Radix-sort.