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Abstract

Efficient reinforcement learning (RL) involves a trade-off between “exploitative” actions that maximise expected reward and “explorative” ones that sample unvisited states. To encourage exploration, recent approaches proposed adding stochasticity to actions, separating exploration and exploitation phases, or equating reduction in uncertainty with reward. However, these techniques do not necessarily offer entirely systematic approaches making this trade-off. Here we introduce SElective Reinforcement Exploration Network (SEREN) that poses the exploration-exploitation trade-off as a game between an RL agent—Exploiter, which purely exploits known rewards, and another RL agent—Switcher, which chooses at which states to activate a pure exploration policy that is trained to minimise system uncertainty and override Exploiter. Using a form of policies known as impulse control, Switcher is able to determine the best set of states to switch to the exploration policy while Exploiter is free to execute its actions everywhere else. We prove that SEREN converges quickly and induces a natural schedule towards pure exploitation. Through extensive empirical studies in both discrete (MiniGrid) and continuous (MuJoCo) control benchmarks, we show that SEREN can be readily combined with existing RL algorithms to yield significant improvement in performance relative to state-of-the-art algorithms.

1 Introduction

Reinforcement learning (RL) is a framework that enables autonomous agents to learn complex behaviours without human intervention [38]. RL has had notable successes in a number of practical domains such as robotics and video games [10, 29]. During the training phase, an RL agent learns about the value for each state using a trial-and-error approach to determine the best actions across the state space. For the agent to obtain a sufficient coverage of the state space for finding the globally optimal policy, actions must include stochasticity as well as “greed” (i.e. maximizing current expected reward) [38]. However, randomly perturbing actions is sample inefficient since the it does not take into account the environment information previous experiences. In practice, this procedure exacerbates the sample complexity of the agent’s problem, leading to many samples being needed for learning its optimal policy, despite theoretically grounded asymptotic convergence.

In this paper, we tackle the challenge of performing systematic and efficient exploration in RL. We propose a novel two-agent framework that disentangles the exploration and exploitation for more efficient independent learning. We propose SElective Reinforcement Exploration Network (SEREN), which entails an interdependent interaction between an RL agent, Exploiter, whose goal is to maximise the current estimate of future rewards (either model-free or model-based) and an additional RL agent, Switcher, whose goal is to explore so as to reduce uncertainty in the Exploiter.
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Furthermore, Switcher has the power to override the Exploiter and assume control of the system to apply an exploratory action. The individual goals of completing the task set by the environment and exploration are decoupled and each delegated to an individual agent.

Why use a Two-Agent Framework?

Selective exploration. Key to SEREN is the introduction of another agent which learns the best set of states to perform exploration given the current measure of uncertainty. Moreover, as we formally prove in Sec 5, a schedule of exploration naturally emerges from SEREN which does not require heuristic exploration scheduling (see Prop. 2). Additionally, techniques such as $\epsilon$-greedy policies can be readily seen to be a degenerate case of our framework.

Decoupled objectives & exploration planning. The tasks of maximising the environmental reward and minimising uncertainty about unexplored states are fully decoupled. This means Exploiter pursues its task of maximising its objective without the necessity of trading-off exploratory actions for environmental rewards.

Plug & play. SEREN is a general framework that can be instantiated with different RL base learner, and can flexibly accommodate different exploration objective. We empirically show this in Sec. 6.

Neuroscience/behavioural correspondence. A well-established hypothesis of animal decision making is that animals exhibit information-seeking behaviour to reduce internal estimate of the uncertainty of the environment [12]. Experimental evidence indicates the orthogonal encoding of information value and primary reward value in primate orbitofrontal cortex (OFC) for curiosity-based decision making [3], which coheres nicely with SEREN’s framework of dual system for independent learning of exploitative and exploratory behaviours. See further discussion in Section 7.

2 Related Work

Exploration-Exploitation Tradeoff is a fundamental question in RL research, i.e. trading off finding higher reward states and exploiting known rewards. A simple but prevalent approach is directly injecting pure noise or certain parametric stochasticity into action choices during learning, such as $\epsilon$-greedy algorithm [38]; adding noise parametrised by Ornstein–Uhlenbeck processes [20]; using stochastic controllers regularised by the maximum entropy principle [13], etc. Despite the simplicity, this method does not account for system uncertainty or known rewards and therefore lacks both efficiency and interpretability. Among more systematic approaches that originate in the multi-armed bandits literature, is exploration according to ‘Optimism in the Face of Uncertainty’ (OFU). Some popular algorithms under the OFU framework include the Upper Confidence Bound (UCB) algorithm Auer [1] that achieves theoretically justified regret bounds and active inference algorithms that relate exploration with free energy maximisation under the variational inference principle [35].

Reward free exploration [17], also known as the task-agnostic or reward-agnostic setting [41] is a closely related method. In this setting, the agent goes through a two-stage process. In the exploration phase the agent interacts with the environment without the guidance of any reward information, and in the planning phase the reward information is revealed and the agent computes a policy based on the transition information collected in the exploration phase and the reward information revealed in the planning phase. We also separate the tasks of exploration from exploitation using two processes, however we note that here the two processes are performed concurrently and actions are chosen based on either process interchangeably, hence achieving a more self-contingent tradeoff between exploration and exploitation.

Curiosity-driven Exploration is another popular framework for exploration, in which a prediction model is employed to measure agent’s knowledge about the environment. The discrepancy between the internal estimate and the ground-truth observation is treated as intrinsic reward, which is combined with extrinsic reward to guide policy learning. Stadie et al. [37] considers the difference between prediction of a forward dynamics model and observed state as the intrinsic reward. Pathak et al. [28] proposed to generate the intrinsic curiosity-based reward using an inverse dynamics model, and is able generate reward signals only correlated with the controllable aspects of the environment. However, existing methods couple the exploration and exploitation, and so may cause learning inefficiency for the exploiter.

Uncertainty quantification in exploration is an active field of research in RL. It is common practice to use the disagreement of the predictions over an ensemble of neural networks as the epistemic uncertainty to guide exploration [27, 15, 36, 19]. Connections between ensemble disagreement
and information theory have been drawn such that choosing actions that maximise the expected ensemble disagreement would maximally increase the information gain, improving the efficiency of exploration [36, 26]. Other popular alternatives involve the prediction error of a discriminative dynamics model [33, 28] and the predictive uncertainty given a generative dynamics model [31, 16].

3 Preliminaries

Reinforcement Learning (RL). In RL, an agent sequentially selects actions to maximise its expected returns. The underlying problem is typically formalised as an MDP \( \langle S, A, P, R, \gamma \rangle \) where \( S \subset \mathbb{R}^p \) is the set of states, \( A \subset \mathbb{R}^k \) is the set of actions, \( P : S \times A \times S \rightarrow [0, 1] \) is a transition probability function describing the system’s dynamics, \( R : S \times A \rightarrow \mathbb{R} \) is the reward function measuring the agent’s performance and the factor \( \gamma \in [0, 1] \) specifies the degree to which the agent’s rewards are discounted over time [38]. At time \( t \in \{0, 1, \ldots\} \), the system is in state \( s_t \in S \) and the agent must choose an action \( a_t \in A \) which transitions the system to a new state \( s_{t+1} \sim P(\cdot | s_t, a_t) \) and produces a reward \( R(s_t, a_t) \). A policy \( \pi : S \times A \rightarrow [0, 1] \) is a probability distribution over state-action pairs where \( \pi(a|s) \) represents the probability of selecting action \( a \in A \) in state \( s \in S \). The goal of an RL agent is to find a policy \( \hat{\pi} \in \Pi \) that maximises its expected returns given by the value function:

\[
V^\pi(s) = \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) | a_t \sim \pi(\cdot|s_t)\right]
\]

where \( \Pi \) is the agent’s policy set.

4 SEREN: Dual System Framework for Exploration-Exploitation Tradeoff

Our framework, SEREN consists of an RL agent, Exploiter and an impulse control agent Switcher. The Switcher has the ability to transfer control of the system to the exploration policy and does so at a set of states it chooses. As we later describe in detail, the Switcher uses a type of policy known as impulse control [22] which enables the Switcher to determine the best set of states to transfer control to the exploration policy. This means that exploration is performed only at states and conditions in which exploratory actions sufficiently reduce the system uncertainty while the Exploiter is free to exploit everywhere else.

Unlike standard RL in which the goal of exploration and exploitation are housed within one objective, the goal of minimising uncertainty about unexplored states and exploiting known rewards are now decoupled.

Formally, our framework is defined by a tuple \( \mathcal{G} = \langle \mathcal{N}, S, A, A^{xplr}, P, R, R^{xplr} \rangle \) where the new elements are the set of agents \( \mathcal{N} = \{\text{Exploiter, Switcher}\} \), \( A \) and \( A^{xplr} \subset A \) are the exploitation (for Exploiter) and exploration (for Switcher) action sets, respectively, and the functions \( R, R^{xplr} : S \times A \times A^{xplr} \rightarrow \mathbb{R} \) are the one-step rewards. The transition probability \( P : S \times A \times A^{xplr} \times S \rightarrow [0, 1] \) takes the state and action of both agents as inputs. The Exploiter agent has a Markov policy \( \pi : \mathcal{N} \rightarrow A \), which is contained in the set \( \Pi \subseteq \Pi \). The Switcher agent has two components a Markov policy \( \pi^{xplr} : S \rightarrow A^{xplr} \) from \( \Pi^{xplr} \subseteq \Pi \), which determines the exploration action based on a measure of uncertainty, and a (categorical) policy \( g : S \rightarrow \{0, 1\} \), which determines when to activate exploration. At each state the Switcher makes a binary decision to decide whether to transfer control of the system to the exploration policy \( \pi^{xplr} \). We denote by \( \{\tau_k\}_{k \geq 0} \) the points at which the Switcher chooses to switch to exploration at state \( s_0 \) and return to state \( s_0 \), then \( \tau_1 = 6 \) and \( \tau_2 = 8 \). The intervention times obey the expression \( \tau_k = \inf\{t > \tau_{k-1} | s_t \in S, g(s_t) = 1\} \) and are therefore rules that depend on the state. Hence, by learning an optimal \( g \), Switcher learns the best states to activate exploration. As we later explain, these intervention times are determined by a condition on the state which is easy to evaluate (see Prop. 2). We assume that all the policies \( \pi, \pi^{xplr} \) and \( g \) are computed using value function based or actor-critic based frameworks.

\footnote{Our setup is related to stochastic differential games with impulse control [23, 9]. However, our Markov Game (MG) differs markedly since it is nonzero-sum, an agent assumes control and is a discrete-time treatment.}
The Exploiter Objective

The goal of Exploiter is to (greedily) maximise its expected cumulative reward set by the environment. The objective that Exploiter seeks to maximise is:

\[
u^\pi_E(s_t) = \mathbb{E} \left[ \sum_{t \geq 0} \gamma_t R(s_t, a_t, s_{t+1}) \mid s_0 = s \right],
\]

where \( a_t \sim \pi(s_t) \) is Exploiter’s action and \( s_{t+1} \sim \pi_{xplr}(s_t, a_t) \) is an action chosen according to the exploration policy, the reward function is defined by \( R(s_t, a_t, s_{t+1}) = R(s_t, a_t)(1 - \mathbf{1}_{A^{xplr}}(a_t)) + R(s_t, a_t)\mathbf{1}_{A^{xplr}}(a_t) \) and \( \mathbf{1}_Y(y) \) is the indicator function which is 1 whenever \( y \in Y \) and 0 otherwise. Therefore, the reward received by Exploiter is \( R(s_t, a_t) \) when \( t = \tau_k \), \( k = 1, 2, \ldots \) i.e. whenever the Switcher activates the exploration policy and \( R(s_t, a_t) \) otherwise.

Whenever Switcher decides to transfer control to the exploration policy, the exploration policy overrides the Exploiter and the transition dynamics are affected by only the exploration policy (while Exploiter influences the dynamics at all other times). The transition dynamics are therefore given by \( P(s_{t+1}, a_t, s_t) := P(s_{t+1}, a_t, s_t) \left(1 - \mathbf{1}_{A^{xplr}}(a_t)\right) + P(s_{t+1}, a_t)\mathbf{1}_{A^{xplr}}(a_t) \).

Therefore, the transition function is \( P(s_{t+1}, a_t, s_t) \) when \( t = \tau_k \), \( k = 1, 2, \ldots \) i.e. whenever the Switch activates the exploration policy and \( P(s_{t+1}, a_t, s_t) \) otherwise.

The Exploration Policy

The actions selected by the exploration policy \( \pi_{xplr} \) are chosen so as to maximise the following:

\[
\pi_{xplr}^*(s_t) = \mathbb{E} \left[ \sum_{t \geq 0} \gamma_t R^{xplr}(s_t, a_t, s_{t+1}) \mid s_0 = s \right],
\]

where \( R^{xplr}(s_t, a_t, a_t) := -\left(L(s_t, a_t) - L(s_t, a_t)\mathbf{1}_{A^{xplr}}(a_t)\right) \) and \( L \) is the measure of uncertainty which we specify in detail shortly which is chosen to satisfy the property that as the system uncertainty decreases. Analogous to the reward function for the Exploiter, the function \( R^{xplr} \) is defined so that the received reward is \(-L(s_t, a_t)\) when \( t = \tau_k \), \( k = 0, 1, \ldots \) i.e. whenever the Switcher activates the exploration policy and \(-L(s_t, a_t)\) otherwise. As the learning process progresses, the uncertainty inevitably decreases making the process of learning the exploration policy non-stationary. In order to counteract the negative impacts brought by the non-stationarity of the reward structure of Switcher, the discounting factor \( \gamma_2 \) is set to be small such that the agent avoids taking the rewards of distant future states into consideration, where large degree of mismatch between the cached and current uncertainty estimation exists.

In general, SEREN accommodates various measures of uncertainty, for instance, in the model-based case we can use epistemic uncertainty based on the ensemble of dynamical models [8] (see Appendix 10). In the current setting, we focus on the model-free version of the method of uncertainty measurement. In this case, we assume that the Exploiter uses an ensemble of neural networks as its critic (value function) estimate. We quantify the uncertainty over the state space using a non-parametric estimate based on ensemble modelling of the value function of the Exploiter. As with value-based methods [27], we quantify the uncertainty using the epistemic uncertainty across the ensemble networks. In particular, for an ensemble of \( E \) critic estimates of \( \{Q_1, \ldots, Q_E\} \), we have the following measure of uncertainty for any \( a \in \mathcal{A} \) and for any \( s \in \mathcal{S} \):

\[
L(s, a) = \frac{1}{E-1} \sum_{e} (Q_e(s, a) - \mu(s, a))^2,
\]

where \( \mu(s, a) := \frac{1}{E} \sum_e Q_e(s, a) \) is the empirical mean of the ensemble predictions.

The Switcher Mechanism

We now describe the Switcher’s objective. The goal of the Switcher is to minimise uncertainty about unexplored states. To induce Switcher to selectively choose when to switch on exploration, each switch activation incurs a fixed cost for Switcher. These costs are quantified by the indicator function which is 1 whenever an exploratory action is performed and 0 otherwise.
this cost ensures that the gain for Exploration for performing an exploratory action to arrive at a given set of states is sufficiently high to merit forgoing rewards from exploitative actions. Therefore to maximise its objective, the Switcher must determine the sequence of points \( \{ \tau_k \} \) at which the benefit of performing a precise action overcomes the cost of doing so. Accordingly at time \( t \in 0, 1, \ldots \), the Switcher seeks to maximise the following quantity:

\[
\pi_2^{\pi, (\pi^{xplr}, \theta)}(s) = \mathbb{E} \left[ \sum_{t \geq 0} \gamma^t \left( R^{xplr}(s_t, a_t, a^{xplr}_t) - \beta \cdot 1_{A^{xplr}}(a^{xplr}_t) \right) \right],
\]

where \( \beta \) is some pre-specified scalar intervention cost. Therefore to maximise its objective, the Switcher must determine the best set of states to perform exploration, that is the set of states that reduce system uncertainty. Note that since \( R^{xplr} \) depends on the uncertainty measure \( L \), it has the property that \( R^{xplr} \to 0 \) as system uncertainty decreases. With low level of uncertainty \( L \), the cost of switching dominates so that Switcher does not intervene leaving Exploiter to take actions that deliver high rewards. This effectively pushes Switcher out of the game as systemic uncertainty is reduced. This is precisely the behaviour that we seek as more about the system becomes known. We later formally prove this property of our framework in Sec. 5 (see Prop. 2). Note that both agents use deterministic policies so that the system naturally evolves towards full exploitation with no exploratory actions.

**Switcher Learns Faster than Exploiter**

The impulse control mechanism results in a framework in which the problem facing Switcher has a decision space of \( S \times \{ 0, 1 \} \) i.e at each state it makes a binary decision (this differs from Exploiter though both agents share the same experiences). Consequently, the learning process for \( g \) is relative quick (and unlike Exploiter’s who must optimise over a decision space which is \( |S| \cdot |A| \), choosing an action from its action space at every state). This results in the Switcher rapidly learning its optimal policy, enabling it to efficiently guide exploration during training.

**Relation to Other Exploratory Mechanisms**

Many existing exploration models can be viewed as some degenerate form of SEREN. For instance, the classical \( \epsilon \)-greedy exploration can be interpreted as SEREN with a random switching mechanism and uniform exploration policy. If we consider the case in which Switcher has an identical objective to Exploiter, then the model is equivalent to exploration with intrinsic bonus [32, 28, 6]. We hope the framework of a dual system for exploration-exploitation tradeoff proposed in the current paper could inspire more systematic exploration methods currently unthought of.

**Training**

As we show in Section 5, the learning processes for both agents converge to a stable solution. Note that since \( A^{xplr} = A \), Exploiter is trained off-policy using the data generated by the Switcher policy. Depending on the nature of the action space of the environment we can choose to implement SEREN with different baseline algorithms (e.g., value-based methods in discrete domains and policy gradient methods in continuous domains). Since we predominantly work with environments with continuous action spaces in Section 6, in Algorithm 1 we show the learning process of SEREN when we choose to implement Switcher based on Soft Actor-Critic [13], a state-of-the-art off-policy policy gradient algorithms. Both Exploiter and Switcher are trained without exploration while Switcher’s interventions are determined according to the condition in Prop. 2.

**Other Learning Aspects**

- The intervention criterion is determined by the ‘obstacle’ switching condition (5) of Prop. 1. In order to execute interventions that closely adhere to the condition (5), we use methods that ensure that the obstacle condition in Prop. 1. is accurate. For this, Q learning is a good candidate (and not critic methods with non-linear function approximator) for Switcher.
- Our switch is according to the deterministic rule, Prop. 1.

**5 Convergence & Optimality of SEREN**

A key aspect of our framework is the presence of two RL agents that each adapt their play according to the other’s behaviour. This produces two concurrent learning processes each designed to fulfill
We begin by stating a key result:

We now show $G_0$ which can be evaluated online. Moreover, the number of switch activations tends to

Algorithm 1

Algorithm 1: SElective Reinforcement Exploration Network (SEREN)

1: Given reward objective function for Switcher, uncertainty objective function $L(\cdot, \cdot)$, initialise Replay Buffer $B$, Switcher intervention cost $\beta$,
2: for $N_{\text{episodes}}$ do
3: Reset state $s_0$
4: for $t = 0, 1, \ldots$ do
5: Exploiter sample $a_t \sim \pi(\cdot|s_t)$
6: Explorer action $a_t^{\text{expl}} = \pi^{\text{expl}}(s_t)$
7: sample $g$ from $g(s_t)$
8: if $g = 0$ then
9: Apply $a_t$ so $s_{t+1} \sim P(\cdot|a_t, s_t)$,
10: Receive rewards $r_t = R(s_t, a_t)$ and $r_t^{\text{expl}} = -L(s_t, a_t)$.
11: Store $(s_t, a_t, s_{t+1}, r_t, r_t^{\text{expl}})$ in $B$
12: else
13: Apply $a_t^{\text{expl}}$ so $s_{t+1} \sim P(\cdot|a_t^{\text{expl}}, s_t)$
14: Receive rewards $r_t = R(s_t, a_t^{\text{expl}})$ and $r_t^{\text{expl}} = -L(s_t, a_t^{\text{expl}}) - \beta \cdot 1_{A^{\text{expl}}}(a_t^{\text{expl}})$ (Eq. 4).
15: Store $(s_t, a_t^{\text{expl}}, s_{t+1}, r_t, r_t^{\text{expl}})$ in $B$
16: end if
17: end for
18: // Learn the individual policies
19: Sample a batch of $|B|$ transitions $B = \{(s_t, a_t, s_{t+1}, r_t, r_t^{\text{expl}})\}_b$ from $B$
20: Update Switcher’s policy using $B$
21: Update Exploiter’s policy using $B$
22: end for

distinct objectives. At a stable point of the learning processes the Switcher minimises uncertainty about unexplored states while Exploiter maximises the environment reward. However, introducing simultaneous learners occasions issues that generally prevent convergence to the stable point [42].

We now show $G$ admits a stable point and that our method converges to it. In particular, we show that the joint system converges in its value functions for each agent. Additionally, we show that SEREN induces a natural schedule in which as the environment is explored, Switcher’s interventions (to perform exploration) tend to 0. We solve these challenges with the following scheme of results:

[A] Given any Exploiter policy, the Switcher’s learning process converges.

[B] The switch activations performed by Switcher can be characterised by a ‘single obstacle condition’ which can be evaluated online. Moreover, the number of switch activations tends to 0 as the system uncertainty decreases.

[C] The system of two joint learners (SEREN) converges, moreover, SEREN converges to an approximate solution using function approximators for the critic.

We begin by stating a key result:

**Theorem 1** SEREN converges to a stable solution in the agents’ value functions.

Theorem 1 is established by proving a series of results; firstly that for a given Exploiter policy, Switcher’s learning process converges (to its optimal value function). Secondly, we show that the system of the two learners Exploiter and Switcher jointly converges to their optimal value functions.

Our first result proves that the Switcher’s optimal value function can be obtained as a limit point of a sequence of Bellman operations. We then prove that its convergence extends to the case with function approximators. To begin, first define a projection $\Pi$ by: $\Pi \Lambda := \arg\min_{\Lambda \in \{\Phi r : r \in \mathbb{R}^p\}} \|\Lambda - \Lambda\|$ for any function $\Lambda$.

**Proposition 1** For a given Exploiter policy $\pi \in \Pi$, the Switcher’s learning process converges, moreover given a set of linearly independent basis functions $\Phi = \{\phi_1, \ldots, \phi_p\}$ where $\phi_1 \leq \kappa \leq p \in L_2.$
We firstly demonstrate SEREN in combination with a standard DQN [25]. It is well known that DQN usually performs poorly in sparse-reward settings [27, 28]. To this end, we choose the MiniGrid environments [7], where all transitions to non-goal states leads to zero reward. As we observe in Figure 2(b), SEREN-DQN quickly learns to consistently navigate towards the goal state within 100 training episodes, whereas the standard DQN with ε-greedy has failed to acquire a sensible policy over the 150 episodes. Hence we conclude that SEREN can be readily plugged into DQNs to deal with sparse-reward and/or goal-directed tasks.

6.1 MiniGrid Environments

We first demonstrate SEREN in combination with a standard DQN [25]. It is well known that DQN usually performs poorly in sparse-reward settings [27, 28]. To this end, we choose the MiniGrid environments [7], where all transitions to non-goal states lead to zero reward. As we observe in Figure 2(b), SEREN-DQN quickly learns to consistently navigate towards the goal state within 100 training episodes, whereas the standard DQN with ε-greedy has failed to acquire a sensible policy over the 150 episodes. Hence we conclude that SEREN can be readily plugged into DQNs to deal with sparse-reward and/or goal-directed tasks.

6.2 MuJoCo Environments

We performed a series of experiments which demonstrate that SEREN’s multi-player framework is able to improve the tradeoff between exploration and exploitation leading to marked improvement of the underlying RL methods (further experimental details can be found in Appendix 11).

Specifically, we wish to address the following questions. 1. Does SEREN learn to improve performance of an underlying base RL learner by more efficiently locating higher reward states under a) discrete b) continuous MDPs with different base learners (e.g., value-based and actor-critic)? 2. Does the non-stationary reward structure negatively impact the overall learning? 3. To what extent is SEREN agnostic with respect to the choice of the exploration bonus (Eq. 44).
We next evaluate SEREN on the continuous control benchmarks from the MuJoCo suite [39] (Figure 3(a); Todorov et al. [39]) to show that SEREN yields an exploration strategy that enables more efficient acquisition of the optimal policy. We choose to implement SEREN on the Soft Actor-Critic 2 (SAC; Haarnoja et al. [13]). SAC is an off-policy policy gradient algorithm where the policy is trained under the maximum entropy principle, and it achieves state-of-the-art performance across a number of continuous control benchmarks.

From Figure 3(b), we observe that in 6 out of the 8 selected tasks, SEREN-SAC outperforms or is comparable with the baseline agents (SAC [13], PPO [34], SUNRISE [19]) in terms of sample efficiency over the first $2 \times 10^5$ training steps. Specifically, we observe significant improvement over baseline SAC on 4 tasks (Ant, Hopper, Humanoid, Walker2d). The gain may be attributed to the effective exploration by the Switcher, especially during the early phase of training, which facilitates the diversity of the off-policy replay buffer, hence enabling the identifying of better solutions. We show the comparison of asymptotic performance at $10^6$ training steps in Appendix 12.

In order to empirically evaluate the utility of the impulse switching mechanism over intrinsic exploration, where the exploration bonus is combined with the extrinsic reward signal to guide exploration [32, 28], we implement SAC-ensemble (green curves in Figure 3(b)), that resembles the standard SAC with the critic function parameterised by an ensemble of neural networks, and the reward is augmented with the disagreement of the critic ensemble predictions (i.e., the same exploration objective as SEREN-SAC, Eq. 3). We see that SEREN-SAC outperforms or is comparable with SAC-Ensemble on 7 out of the 8 tasks, hence demonstrating that including the impulse switching control enables more targeted exploration than naive combination of the extrinsic reward and the exploration bonus.

We further demonstrate the flexibility of SEREN to accommodate different base learners in Appendix 12, where we show that the combination of SEREN with another state-of-the-art off-policy RL algorithm, TD3 [11] also enables significant improvement in sample efficiency, illustrating the agnostic nature of SEREN with respect to the base learners.

### 6.3 Ablation Studies

**Explorer Discount Factor and Non-Stationary Reward Structure of Switcher.** As discussed in Sec. 4, the discounting factor for the Explorer needs to be set small so that the agent is myopic with respect to rewards in distant states to mitigate the effects of a non-stationarity reward. However, naively setting the discounting factor to 0 would not yield good performance either, where the resulting agent takes exploratory actions only dependent on the epistemic uncertainty of the current state instead of a value estimate that guides targeted exploration. Here we empirically justify our hypothesis by performing an ablation study on the effect of the value of the discounting factor for the learning of the Explorer. In Figure 4(a), we observe that by setting $\gamma_2 = 0.05$ (which we adopted in all experiments shown in Figure 3(b)), there are noticeable performance improvement over other settings (including setting $\gamma_2 = 0.0$). Hence the empirical evidence confirms our hypothesis that the non-stationary reward (epistemic uncertainty) structure of the Explorer learning can be ameliorated by setting the discounting factor appropriately small.

**Different Exploration Objectives.** Different exploration objective leads to different behaviours. Here we wish to evaluate to what extent SEREN is agnostic to change the exploration objective. From Figure 4(b) we observe that SEREN-SAC$_{RND}$ is outperformed by standard SEREN-SAC with epistemic uncertainty bonus on both shown tasks, but still reaches comparable or better performance than the baselines (SAC and SUNRISE). Hence despite not being perfectly agnostic with respect

--

2Our implementation is based on Stable-Baselines3 library [30], https://github.com/DLR-RM/stable-baselines3
where the variables to code subjective value, they found that OFC neurons tend to encode the two signals in primary reward structure and intrinsic estimate of information value.

behaviourally, animals tend to sacrifice short-term rewards to obtain information gain in uncertain environments [5, 12]. Blanchard et al. [3] demonstrated that the OFC neurons are the neural correlates encoding for both information value and primary value signals. Instead of integrating these variables to code subjective value, they found that OFC neurons tend to encode the two signals in an orthogonal manner. Hence despite being behaviourally similar, the dual system of independent value representation and learning in SEREN may provides a more biologically plausible framework for exploration-exploitation tradeoff than intrinsic exploration based on the combination of extrinsic primary reward structure and intrinsic estimate of information value.

Figure 3: Evaluation of SEREN with the baseline SAC and TD3 algorithms on the MuJoCo tasks [39]. (a) Graphical demonstration of the selected MuJoCo environments; (b) Average evaluation returns (over 5 random seeds) of SEREN-SAC over the 2 × 10³ training steps.

to the exploration objective, the phenomenon that SEREN improves upon the base learner is not affected by the choice of the exploration bonus.

Figure 4: Ablations studies on SEREN-SAC with respect to the effect of (a) discounting factor of Explorer learning; (b) different exploration objective function.

7 Discussion

We introduced SEREN, an easy-to-plug & play method that seeks to learn the optimal exploration-exploitation trade-off using an impulse control mechanism. SEREN can be readily combined with many existing value-based and policy gradient algorithms, such as DQN, SAC, TD3 (appendix 12), etc. We formulate the problem of exploration-exploitation trade-off under a Markov game framework, where the Exploiter seeks to only maximise the cumulative return and the Explorer seeks to minimise the epistemic uncertainty of the Exploiter’s value estimate over the state space. We provide theoretical justification for the convergence of SEREN to the optimal achievable value estimates with linear function approximator. We demonstrate the utility of SEREN through extensive experimental studies on continuous control benchmarks. When implemented with state-of-the-art policy gradient algorithms (SAC), we show that the SEREN-augmented agents consistently yield improvement in terms of sample efficiency and asymptotic performance with respect to the baseline agents. We also showed that SEREN can be combined with value-based algorithms such as DQN, and yield significant improvement on sparse-reward environments, where standard DQNs usually fail to solve.
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8 Notation & Assumptions

We assume that $\mathcal{S}$ is defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and any $s \in \mathcal{S}$ is measurable with respect to the Borel $\sigma$-algebra associated with $\mathbb{R}^p$. We denote the $\sigma$-algebra of events generated by $\{s_t\}_{t \geq 0}$ by $\mathcal{F}_t \subset \mathcal{F}$. In what follows, we denote by $(\mathcal{V}, \|\|)$ any finite normed vector space and by $\mathcal{H}$ the set of all measurable functions.

The results of the paper are built under the following assumptions which are standard within RL and stochastic approximation methods:

**Assumption 1** The stochastic process governing the system dynamics is ergodic, that is the process is stationary and every invariant random variable of $\{s_t\}_{t \geq 0}$ is equal to a constant with probability 1.

**Assumption 2** The constituent functions of the players’ objectives $R$ and $L$ are in $L_2$ (square-integrable functions).

**Assumption 3** For any positive scalar $c$, there exists a scalar $\mu_c$ such that for all $s \in \mathcal{S}$ and for any $t \in \mathbb{N}$ we have: $\mathbb{E}[1 + \|s_t\|^c | s_0 = s] \leq \mu_c (1 + \|s\|^c)$.

**Assumption 4** There exists scalars $C_1$ and $c_1$ such that for any function $J$ satisfying $|J(s)| \leq C_2 (1 + \|s\|^c_2)$ for some scalars $c_2$ and $C_2$ we have that: $\sum_{t=0}^{\infty} \mathbb{E}[|J(s_t)| | s_0 = s] - \mathbb{E}[|J(s_0)|] \leq C_1 C_2 (1 + \|s\|^c_2)$.

**Assumption 5** There exists scalars $c$ and $C$ such that for any $s \in \mathcal{S}$ we have that: $|J(z, \cdot)| \leq C (1 + \|z\|^c)$ for $J \in \{R, L\}$.

We also make the following finiteness assumption on set of switching control policies for Switcher:

**Assumption 6** For any policy $g$, the total number of interventions is given by $K < \infty$.

In what follows, we denote by $\mathcal{A} := \mathcal{A} \times \mathcal{A}^{\text{expl}}$ and by $\Pi := \Pi \times \Pi^{\text{expl}} \times G$ where $G$ is the policy set of the Switcher’s policy $g$.

9 Proof of Technical Results

We begin the analysis with some preliminary lemmata and definitions which are useful for proving the main results.

**Definition 1** A1. An operator $T : \mathcal{V} \rightarrow \mathcal{V}$ is said to be a contraction w.r.t a norm $\|\|$ if there exists a constant $c \in [0, 1]$ such that for any $V_1, V_2 \in \mathcal{V}$ we have that:

$$\|TV_1 - TV_2\| \leq c\|V_1 - V_2\|. \quad (6)$$

**Definition 2** A2. An operator $T : \mathcal{V} \rightarrow \mathcal{V}$ is non-expansive if $\forall V_1, V_2 \in \mathcal{V}$ we have:

$$\|TV_1 - TV_2\| \leq \|V_1 - V_2\|. \quad (7)$$

**Lemma 1** For any $f : \mathcal{V} \rightarrow \mathbb{R}, \mathcal{V} \rightarrow \mathbb{R}$, we have that:

$$\left\| \max_{a \in \mathcal{V}} f(a) - \max_{a \in \mathcal{V}} g(a) \right\| \leq \max_{a \in \mathcal{V}} \| f(a) - g(a) \|. \quad (8)$$

**Proof 1** We restate the proof given in [24]:

$$f(a) \leq \|f(a) - g(a)\| + g(a) \quad (9)$$

$$\Rightarrow \max_{a \in \mathcal{V}} f(a) \leq \max_{a \in \mathcal{V}} \{\|f(a) - g(a)\| + g(a)\} \leq \max_{a \in \mathcal{V}} \|f(a) - g(a)\| + \max_{a \in \mathcal{V}} g(a). \quad (10)$$

Deducting $\max_{a \in \mathcal{V}} g(a)$ from both sides of (10) yields:

$$\max_{a \in \mathcal{V}} f(a) - \max_{a \in \mathcal{V}} g(a) \leq \max_{a \in \mathcal{V}} \|f(a) - g(a)\|. \quad (11)$$

After reversing the roles of $f$ and $g$ and redoing steps (9) - (10), we deduce the desired result since the RHS of (11) is unchanged.
Lemma 2 A.4 The probability transition kernel $P$ is non-expansive, that is:
\[ \|PV_1 - PV_2\| \leq \|V_1 - V_2\|. \] (12)

Proof 2 The result is well-known e.g. [40]. We give a proof using the Tonelli-Fubini theorem and the iterated law of expectations, we have that:
\[ \|PJ\|^2 = \mathbb{E}[(PJ)^2]\|s_0\| = \mathbb{E}\left[\mathbb{E}[J|s_1]|s_0\right]^2 \leq \mathbb{E}\left[\mathbb{E}[J^2|s_1]\right] = \mathbb{E}\left[J^2|s_1\right] = \|J\|^2, \]
where we have used Jensen’s inequality to generate the inequality. This completes the proof.

Proof of Theorem 1

We begin by proving the following result:

Proposition 3 Define by $R^{xplr}(s_t, a_t, a^{xplr}_t) := R^{xplr}(s_t, a_t, a^{xplr}_t) - \beta \cdot 1_{A^{xplr}}(a^{xplr}_t)$ and consider the following $Q$ learning variant:
\[ Q_{2,t+1}(s_t, a_t, a^{xplr}_t) = Q_{2,t}(s_t, a_t, a^{xplr}_t) \]
\[ + \alpha_t(s_t, a^{xplr}_t) \max \left\{ M^{\pi,\theta} Q_{2,t}(s_t, a_t, a^{xplr}_t), R(s_t, a_t, a^{xplr}_t) + \gamma \max_{a' \in A} Q_{2,t+1}(s_{t+1}, a', a^{xplr}_t) - Q_{2,t}(s_t, a_t, a^{xplr}_t) \right\}, \]

then for a fixed the Exploiter policy $\pi$ and for a fixed $L$, $Q_{2,t}(s)$ converges to $Q^*_s$ with probability 1, where $s_t, s_{t+1} \in S$ and $a_t \sim \pi(\cdot|s_t)$ is Exploiter’s action.

Proof 3 We begin by defining some objects which are central to the analysis. For any $\pi \in \Pi$ and $\pi^{xplr} \in \Pi^{xplr}$, given the value function $v^{\pi,\pi^{xplr}}_2 : S \to \mathbb{R}$, we define the intervention operator $M^{\pi,\pi^{xplr}}$ by
\[ M^{\pi,\pi^{xplr}} v^{\pi,\pi^{xplr},\theta}_2(s_{\tau_k}) := R(s_{\tau_k}, a^{xplr}_{\tau_k}) - \beta 1_{A^{xplr}}(a^{xplr}_{\tau_k}) + \gamma \sum_{s' \in S} P(s'; a^{xplr}_{\tau_k}, s_{\tau_k}) v^{\pi,\pi^{xplr},\theta}_2(s') \] (13)
for any $s_{\tau_k} \in S$ and $\forall \tau_k$ where $a^{xplr}_{\tau_k} \sim \pi^{xplr}(\cdot|s_{\tau_k})$.

Next, let us define the Bellman operator $T$ of acting on the value function $v^{\pi,\pi^{xplr}}_2 : S \to \mathbb{R}$ by
\[ T\Lambda(s_{\tau_k}) := \max \left\{ M^{\pi,\pi^{xplr}} \Lambda(s_{\tau_k}), \left[ R^{xplr}(s_{\tau_k}, a) + \gamma \max_{a' \in A} \sum_{s' \in S} P(s'; a, s_{\tau_k}) \Lambda(s') \right] \right\} \] (14)

Our first result proves that the operator $T$ is a contraction operator. First let us recall that the switching time $\tau_k$ is defined recursively $\tau_k = \inf\{t > \tau_{k-1}|s_t \in A, \tau_k \in F_t\}$ where $A = \{s \in S|g(s) = 1\}$. To this end, we show that the following bounds holds:

Lemma 3 The Bellman operator $T$ is a contraction, that is the following bound holds:
\[ \|T\psi - T\psi'\| \leq \gamma \|\psi - \psi'\|. \]

In what follows, and for the remainder of the script, we employ the following shorthands:
\[ \mathcal{P}_{ss'}^{\pi} = \sum_{a \in A} P(s'; a, s), \quad \mathcal{P}_{ss'}^{\pi^{xplr}} = \sum_{a \in A} \pi(a|s) \mathcal{P}_{ss'}^{\pi} \]

To prove that $T$ is a contraction, we consider the three cases produced by (14), that is to say we prove the following statements:

i) $\|R^{xplr}(s_{\tau_k}, a) + \gamma \max_{a \in A} \mathcal{P}_{s_{\tau_k} s'}^{\pi}(s', \cdot) - \left( R^{xplr}(s_{\tau_k}, a) + \gamma \max_{a \in A} \mathcal{P}_{s_{\tau_k} s'}^{\pi}(s', \cdot) \right) \| \leq \gamma \|\psi - \psi'\|$
ii) \[ \|M\pi\psi - M\pi\psi'\| \leq \gamma \|\psi - \psi'\| , \] (and hence \( M \) is a contraction).

iii) \[ \|M\pi\psi - \left[ R^{\text{explr}}(\cdot, a) + \gamma \max_{a \in A} P^a \psi' \right] \| \leq \gamma \|\psi - \psi'\| . \]

We begin by proving i).

Indeed, for any \( a \in A \) and \( \forall s_t \in S, \forall s' \in S \) we have that

\[
\left| R^{\text{explr}}(s_\tau, a) + \gamma P^s_{s't} \psi(s', \cdot) - \left[ R^{\text{explr}}(s_\tau, a) + \gamma \max_{a \in A} P^a s't \psi'(s', \cdot) \right] \right| \\
\leq \max_{a \in A} \left| \gamma P^a_{s't} \psi(s', \cdot) - \gamma P^a_{s't} \psi'(s', \cdot) \right| \\
\leq \gamma \|P\psi - P\psi'\| \\
\leq \gamma \|\psi - \psi'\| ,
\]

again using the fact that \( P \) is non-expansive and Lemma 1.

We now prove ii).

For any \( \tau \in \mathcal{F} \), define by \( \tau' = \inf\{ t > \tau | s_t \in A, \tau \in \mathcal{F} \} \). Now using the definition of \( M \) we have that for any \( s_\tau \in S \)

\[
\left| (M\pi\psi - M\pi\psi')(s_\tau) \right| \\
\leq \max_{a \in A} \left| R^{\text{explr}}(s_\tau, a_\tau) - \beta 1_{A^{\text{explr}}}(a_\tau) + \gamma P^s \psi(s_\tau) - \left( R^{\text{explr}}(s_\tau, a_\tau) - \beta 1_{A^{\text{explr}}}(a_\tau) + \gamma P^s \psi'(s_\tau) \right) \right| \\
= \gamma \left| P^s_{s't} \psi(s_\tau) - P^s_{s't} \psi'(s_\tau) \right| \\
\leq \gamma \|P\psi - P\psi'\| \\
\leq \gamma \|\psi - \psi'\| ,
\]

using the fact that \( P \) is non-expansive. The result can then be deduced easily by applying \( \max \) on both sides.

We now prove iii). We split the proof of the statement into two cases:

Case 1: \[ M\pi\psi(s_\tau) - \left( R^{\text{explr}}(s_\tau, a_\tau) + \gamma \max_{a \in A} P^a s't \psi'(s', \cdot) \right) < 0. \] (15)
We now make use of the following result:
\[ \mathcal{M}^\pi \psi(s_\tau) - R^{\text{expl}}(s_\tau, a_\tau) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \]
\[ \leq \max \left\{ R^{\text{expl}}(s_\tau, a_\tau) + \gamma \mathcal{P}^\pi_{s_\tau, s_\tau'} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s'), \mathcal{M}^\pi \psi(s_\tau) \right\} - R^{\text{expl}}(s_\tau, a_\tau) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \]
\[ \leq \max \left\{ R^{\text{expl}}(s_\tau, a_\tau) + \gamma \mathcal{P}^\pi_{s_\tau, s_\tau'} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s'), \mathcal{M}^\pi \psi(s_\tau) \right\} - R^{\text{expl}}(s_\tau, a_\tau) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \]
\[ + \max \left\{ R^{\text{expl}}(s_\tau, a_\tau) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s'), \mathcal{M}^\pi \psi(s_\tau) \right\} - R^{\text{expl}}(s_\tau, a_\tau) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \]
\[ \leq \gamma \max_{a \in \mathcal{A}} \mathcal{P}^\pi_{s_\tau, s_\tau'} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') - \mathcal{P}^\pi_{s_\tau, s_\tau'} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \]
\[ \quad + \max \left\{ 0, \mathcal{M}^\pi \psi(s_\tau) - \left( R^{\text{expl}}(s_\tau, a_\tau) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \right) \right\} \]
\[ \leq \gamma \| P \psi - \mathcal{P} \psi' \| \]
\[ \leq \gamma \| \psi - \psi' \|, \]
where we have used the fact that for any scalars \( a, b, c \) we have that \( |\max\{a, b\} - \max\{b, c\}| \leq |a - c| \) and the non-expansiveness of \( P \).

**Case 2:**
\[ \mathcal{M}^\pi \psi(s_\tau) - \left( R^{\text{expl}}(s_\tau, a_\tau) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \right) \geq 0. \]

For this case, we have that
\[ \mathcal{M}^\pi \psi(s_\tau) - \left( R^{\text{expl}}(s_\tau, a_\tau) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \right) \]
\[ \leq \mathcal{M}^\pi \psi(s_\tau) - \left( R^{\text{expl}}(s_\tau, a_\tau) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \right) + \beta 1_{\mathcal{A}^{\text{expl}}} (a_\tau^{\text{expl}}) \]
\[ \leq R^{\text{expl}}(s_\tau, a_\tau) - \beta 1_{\mathcal{A}^{\text{expl}}} (a_\tau^{\text{expl}}) + \gamma \mathcal{P}^\pi_{s_\tau, s_\tau'} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \]
\[ - \left( R^{\text{expl}}(s_\tau, a_\tau) - \beta 1_{\mathcal{A}^{\text{expl}}} (a_\tau^{\text{expl}}) + \gamma \max_{a \in \mathcal{A}} \mathcal{P}^a_{s_\tau, s_\tau'} \psi'(s') \right) \]
\[ \leq \gamma \max_{a \in \mathcal{A}} \mathcal{P}^\pi_{s_\tau, s_\tau'} \mathcal{P}^a_{s_\tau, s_\tau'} (\psi'(s') - \psi'(s')) \]
\[ \leq \gamma |\psi'(s') - \psi'(s')| \]
\[ \leq \gamma \| \psi - \psi' \|, \]
again using the fact that \( P \) is non-expansive. Hence we have succeeded in showing that for any \( \Lambda \in L_2 \) we have that
\[ \left\| \mathcal{M}^\pi \Lambda - \max_{a \in \mathcal{A}} [\psi(\cdot, a) + \gamma \mathcal{P}^a \Lambda'] \right\| \leq \gamma \| \Lambda - \Lambda' \|. \] (16)

Gathering the results of the three cases gives the desired result.

We now make use of the following result:

**Theorem 2 (Theorem 1, pg 4 in [14])** Let \( \Xi(s) \) be a random process that takes values in \( \mathbb{R}^n \) and given by the following:
\[ \Xi_{2t+1}(s) = (1 - \alpha_t(s)) \Xi_{2t}(s) \alpha_t(s) L_t(s), \] (17)
then \( \Xi(s) \) converges to 0 with probability 1 under the following conditions:
We now observe that 
\[ Q_{2,t}(s_t, a_t) = Q_{2,t+1}(s_{t+1}, a_{t+1}) + \alpha_t(s_t, a_t) \left[ \max \left\{ M^\pi Q_{2,t}(s_{t+1}, a_{t+1}), R_{t+1}(s_{t+1}, a_{t+1}) + \gamma \max_{a' \in A} Q_{2,t}(s_{t+1}, a') \right\} - Q_{2,t}(s_t, a_t) \right]. \]

After subtracting \( Q^*_2(s_t, a_t) \) from both sides and some manipulation we obtain that:
\[ \Xi_{2,t+1}(s_t, a_t) = (1 - \alpha_t(s_t, a_t)) \Xi_{2,t}(s_t, a_t) + \alpha_t(s_t, a_t) \left[ \max \left\{ M^\pi Q_{2,t}(s_{t+1}, a_{t+1}), R_{t+1}(s_{t+1}, a_{t+1}) + \gamma \max_{a' \in A} Q_{2,t}(s_{t+1}, a') \right\} - Q^*_2(s_t, a_t) \right]. \]

Then
\[ \Xi_{2,t+1}(s_t, a_t) = (1 - \alpha_t(s_t, a_t)) \Xi_{2,t}(s_t, a_t) + \alpha_t(s_t, a_t) [\Xi_t(s_{t+1}, a)]. \] (18)

We now observe that
\[ \mathbb{E}[\Xi_t(s_{t+1}, a)|F_t] = \sum_{s' \in S} P(s'; a, s_t) \max \left\{ M^\pi Q_t(s_{t+1}, a), R_{t+1}(s_{t+1}, a) + \gamma \max_{a' \in A} Q_{2,t}(s_{t+1}, a') \right\} - Q^*_2(s_t, a) \]
\[ = TQ_{2,t}(s, a) - Q^*_2(s, a). \] (19)

Now, using the fixed point property that implies \( Q^*_2 = TQ^*_2 \), we find that
\[ \mathbb{E}[\Xi_t(s_{t+1}, a)|F_t] = TQ_{2,t}(s, a) - TQ^*_2(s, a) \]
\[ \leq \|TQ_{2,t} - TQ^*_2\| \]
\[ \leq \gamma \|Q_{2,t} - Q^*_2\|_{\infty} = \gamma \|\Xi_t\|_{\infty}. \] (20)

using the contraction property of \( T \) established in Lemma 3. This proves (ii).

We now prove (iii), that is
\[ \text{Var}[L_t|F_t] \leq c(1 + \|\Xi_t\|^2). \] (21)

Now by (19) we have that
\[ \text{Var}[L_t|F_t] = \mathbb{E} \left[ \max \left\{ M^\pi Q_t(s_{t+1}, a), R_{t+1}(s_{t+1}, a) + \gamma \max_{a' \in A} Q_{2,t}(s_{t+1}, a') \right\} - Q^*_2(s_t, a) \right]^2 
\]
\[ = \mathbb{E} \left[ \left( \max \left\{ M^\pi Q_t(s_{t+1}, a), R_{t+1}(s_{t+1}, a) + \gamma \max_{a' \in A} Q_{2,t}(s_{t+1}, a') \right\} - TQ_{2,t}(s, a) \right)^2 \right] \]
\[ = \text{Var} \left[ \max \left\{ M^\pi Q_t(s_{t+1}, a), R_{t+1}(s_{t+1}, a) + \gamma \max_{a' \in A} Q_{2,t}(s_{t+1}, a') \right\} - TQ_{2,t}(s, a) \right]^2 \]
\[ \leq c(1 + \|\Xi_t\|^2), \]
for some \( c > 0 \) where the last line follows due to the boundedness of \( Q_2 \) (which follows from Assumptions 2 and 4).

This concludes the proof of Prop. 3.
Proof of Proposition 2

Proof 5 (Proof of Prop. 2) The proof is given by establishing a contradiction. Therefore suppose that $\mathcal{M}^{\pi, xplir}_2 v_2^{\pi, xplir}(s_{\tau_k}) \leq v_2^{\tau, xplir}_2(\pi_{\tau_k})$ and suppose that the intervention time $\tau'_1 > \tau_1$ is an optimal intervention time. Construct the policy $\pi_{xplir} \in \Pi_{xplir}$ and $\tilde{\pi}_{xplir}$ policy switching times by $(\tau'_0, \tau'_1, \ldots)$ and $\pi_{xplir} \in \Pi_{xplir}$ policy switching times by $(\tau_0, \tau_1, \ldots)$ respectively. Define by $l = \inf \{ t > 0; \mathcal{M}^{\pi, xplir}_2 v_2^{\tau, xplir}_2(s_t) = v_2^{\pi, xplir}_2(s_t) \}$ and $m = \sup \{ t; t < \tau'_1 \}$. By construction we have that

$$v_2^{\pi, xplir}_2(s) = \mathbb{E} \left[ -L(s_0, a_0) + \mathbb{E} \left[ \ldots + \gamma^{l-1} \mathbb{E} \left[ -L(s_{\tau_l-1}, a_{\tau_l-1}) + \ldots + \gamma^{m-l-1} \mathbb{E} \left[ -L(s_{\tau'_m-1}, a_{\tau'_m-1}) + \gamma \mathcal{M}^{\pi, xplir}_2 v_2^{\tau, xplir}_2(\tau'_m) \right] \right] \right] \right]$$

We now use the following observation $\mathbb{E} \left[ -L(s_{\tau_l-1}, a_{\tau_l-1}) + \gamma \mathcal{M}^{\pi, xplir}_2 v_2^{\tau, xplir}_2(s_{\tau_l}) \right] \leq \max \left\{ \mathcal{M}^{\pi, xplir}_2 v_2^{\tau, xplir}_2(s_{\tau_l}), \max_{a_{\tau_l} \in A} \left[ -L(s_{\tau_l}, a_{\tau_l}) + \gamma \sum_{s' \in S} P(s'; a_{\tau_l}, s_{\tau_l}) v_2^{\tau, xplir}_2(s') \right] \right\}$. Using this we deduce that

$$v_2^{\pi, xplir}_2(s) \leq \mathbb{E} \left[ -L(s_0, a_0) + \mathbb{E} \left[ \ldots + \gamma^{l-1} \mathbb{E} \left[ -L(s_{\tau_l-1}, a_{\tau_l-1}) + \gamma \max \left\{ \mathcal{M}^{\pi, xplir}_2 v_2^{\tau, xplir}_2(s_{\tau_l}), \max_{a_{\tau_l} \in A} \left[ -L(s_{\tau_l}, a_{\tau_l}) + \gamma \sum_{s' \in S} P(s'; a_{\tau_l}, s_{\tau_l}) v_2^{\pi, xplir}_2(s') \right] \right\} \right] \right] \right]$$

where the first inequality is true by assumption on $\mathcal{M}$. This is a contradiction since $\pi_{xplir}$ is an optimal policy for Player 2. Using analogous reasoning, we deduce the same result for $\tau'_k < \tau_k$ after which deduce the result. Moreover, by invoking the same reasoning, we can conclude that it must be the case that $(\tau_0, \tau_1, \ldots, \tau_{k-1}, \tau_k, \tau_{k+1}, \ldots)$ are the optimal switching times, this completes the proof of part (i).

We now prove part (ii). First, we note that it is easy to see that $v_2^{\pi, xplir}_2$ is bounded above, indeed using the above we have that

$$v_2^{\pi, xplir}_2(s) = \mathbb{E} \left[ \sum_{t \geq 0} \gamma^t \left( R_{xplir}^{xplir} \left( s_t, a_t^{xplir}, a_t^{xplir} \right) - 1_{\mathcal{A}_{xplir}}(a_t^{xplir}) \right) \right]$$

$$= \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t \left( -L(s_t, a_t^{xplir}) 1_{\mathcal{A}_{xplir}}(a_t^{xplir}) + L(s_t, a_t) (1 - 1_{\mathcal{A}_{xplir}}(a_t^{xplir})) - 1_{\mathcal{A}_{xplir}}(a_t^{xplir}) \right) \right]$$

$$\leq \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t \left( 2 \| L \| + K \right) \right]$$

$$\leq \frac{1}{1 - \gamma} \left( 2 \| L \| + K \right),$$
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using the triangle inequality, the (upper-)boundedness of $L$ (Assumption 5). We now note that by the dominated convergence theorem we have that $\forall (s_0) \in S \times \{0, 1\}$

$$
\lim_{l \to 0} v_2^{\pi,(\pi^{xplr},g)}(s) = \lim_{l \to 0} E \left[ \sum_{t=0}^{\infty} \gamma^t \left( R^{xplr}(s_t, a_t, a_t^{xplr}) - 1_{A^{xplr}}(a_t^{xplr}) \right) \right] 
= \lim_{l \to 0} E \left[ \sum_{t=0}^{\infty} \gamma^t \left( -L(s_t, a_t^{xplr})1_{A^{xplr}}(a_t^{xplr}) - L(s_t, a_t)(1 - 1_{A^{xplr}}(a_t^{xplr})) - 1_{A^{xplr}}(a_t^{xplr}) \right) \right] 
= E \lim_{l \to 0} \left[ \sum_{t=0}^{\infty} \gamma^t \left( -L(s_t, a_t^{xplr})1_{A^{xplr}}(a_t^{xplr}) - L(s_t, a_t)(1 - 1_{A^{xplr}}(a_t^{xplr})) - 1_{A^{xplr}}(a_t^{xplr}) \right) \right] 
= -E \left[ \sum_{t=0}^{\infty} \gamma^t 1_{A^{xplr}}(a_t^{xplr}) \right],
$$

(27)

(28)

(29)

(30)

using Assumption 6 in the last step, after which we deduce (ii) since (30) is maximised when $1_{A^{xplr}}(a_t^{xplr}) = 0$ for all $t = 0, 1, \ldots$ which is achieved only when $\mu_l(g) = 0$. Additionally, by part (i) we have that

$$
\tau_k = \inf \left\{ \tau > \tau_{k-1} | M^1^{xplr} v_2^1 \Pi^{xplr} = v_2^1 \Pi^{xplr} \right\}.
$$

(31)

It is easy to see that given (30) and the definition of $M$ (c.f. (13)), condition (31) can never be satisfied which implies that Switcher performs no interventions.

This completes the proof of Prop. 2.

To complete the proof of Theorem 1, we prove the following result:

**Lemma 4** The Explorer learns to solve the MDP $\langle S, A, P, R, \gamma \rangle$ and its value function converges.

**Proof 6** We first deduce the boundedness of the Exploiter objective $v_1^{\pi,(\pi^{xplr},g)}$:

$$
v_1^{\pi,(\pi^{xplr},g)}(s) = E \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t^{xplr}) \right] 
= E \left[ \sum_{t=0}^{\infty} \gamma^t \left( R(s_t, a_t)(1 - \beta 1_{A^{xplr}}(a_t^{xplr})) + R(s, a_t^{xplr}) \beta 1_{A^{xplr}}(a_t^{xplr}) \right) \right] 
\leq E \left[ \sum_{t=0}^{\infty} \gamma^t \left( R(s_t, a_t) + R(s, a_t^{xplr}) \right) \right] 
\leq \frac{2}{1 - \gamma_1} \|R\|
$$

therefore the Explorer’s objective is bounded above by some finite quantity.

Using the kronecker-delta function, the Exploiter objective as:

$$
v_1^{\pi,(\pi^{xplr},g)}(s) = E \left[ \sum_{t=0}^{\infty} \sum_{k=0}^{\mu_l(g)} \gamma^t R(s_t, a_t)(1 - \delta_{\tau_k}) + R(s, a_t^{xplr}) \delta_{\tau_k} \right].
$$

(32)

Recall that $\mu_l(g)$ denotes the number of switch activations performed by the Switcher. Denote by $g_0$ the Explorer intervention policy that performs no interventions. By Prop. 2 and by the dominated
convergence theorem, we have that \( \forall s \in S \)
\[
\lim_{l \to 0} v^\pi_1(s) = \lim_{l \to 0} E_{P,\pi}(\pi, x_{plr}, g)(s) = \lim_{l \to 0} E_{P,\pi, (\pi, x_{plr}, g)} \left[ \sum_{t \geq 0} \gamma^t R(s_t, a_t) (1 - \delta^t) + R(s, a^\text{plr}_t) \delta^t \right]
\]
using the fact that \( \lim_{l \to 0} \mu_l = 0 \) and by Fubini’s theorem in the penultimate step. Therefore, in the limit \( l \to 0 \), the Exploiter solves the MDP \( \langle S, A, P, R, \gamma \rangle \) which converges to a stable point.

**Corollary 1** After combining Lemma 4, Prop. 2 and Prop. 3 we deduce the result of Theorem 1.

**Proof of Convergence with Function Approximation**

First let us recall the statement of the theorem:

**Theorem 3** SEREN converges to a limit point \( r^\star \) which is the unique solution to the equation:
\[
\Pi \Xi(\Phi^\star r) = \Phi^\star r, \quad \text{a.e.} \tag{33}
\]
where we recall that for any test function \( \Lambda \in \mathcal{V} \), the operator \( \Xi \) is defined by \( \Xi \Lambda := \Theta + \gamma P \max \{ M \Lambda, \Lambda \} \).

Moreover, \( r^\star \) satisfies the following:
\[
\| \Phi^\star r - Q^2 \| \leq c \| \Pi Q^2 - Q^2 \|. \tag{34}
\]
The theorem is proven using a set of results that we now establish. To this end, we first wish to prove the following bound:

**Lemma 5** For any \( Q \in \mathcal{V} \) we have that
\[
\| \Xi Q^2 - Q^2 \| \leq \gamma \| Q^2 - Q^2 \|, \tag{35}
\]
so that the operator \( \Xi \) is a contraction.

**Proof 7** Recall, for any test function \( \psi \), a projection operator \( \Pi \) acting \( \Lambda \) is defined by the following
\[
\Pi \Lambda := \arg \min_{\Lambda \in \{ \Phi^\star r | r \in \mathbb{R} \}} \| \Lambda - \Lambda \|. \tag{36}
\]
Now, we first note that in the proof of Lemma 3, we deduced that for any \( \Lambda \in L_2 \) we have that
\[
\| \mathcal{M}^\pi \Lambda - \left[ \psi(\cdot, a) + \gamma \max_{a \in A} \mathcal{D}^a \Lambda \right] \| \leq \gamma \| \Lambda - \Lambda \|, (c.f. Lemma 3).
\]
Setting \( \Lambda = Q_2 \) and \( \psi = R \), it can be straightforwardly deduced that for any \( Q_2, \hat{Q}_2 \in L_2 \):
\[
\| \mathcal{M}^\pi Q_2 - \hat{Q}_2 \| \leq \gamma \| Q_2 - \hat{Q}_2 \|. \quad \text{Hence, using the contraction property of \( \mathcal{M} \), we readily deduce the following bound:}
\]
\[
\max \left\{ \| \mathcal{M}^\pi Q_2 - \hat{Q}_2 \|, \| \mathcal{M}^\pi Q_2 - \mathcal{M} \hat{Q}_2 \| \right\} \leq \gamma \| Q_2 - \hat{Q}_2 \|, \tag{36}
\]
We next show that the following two bounds hold:

For any $\tilde{\mathcal{F}}Q_2, \bar{Q}_2' \in L_2$ we have that:

$$
\|\tilde{\mathcal{F}}Q_2 - \tilde{\mathcal{F}}Q_2'\| = \|\Theta + \gamma P \max\{\mathcal{M}^\pi Q_2, Q_2\} - (\Theta + \gamma P \max\{\mathcal{M}^\pi Q_2', Q_2'\})\|
\leq \|\max\{\mathcal{M}^\pi Q_2, Q_2\} - \max\{\mathcal{M}^\pi Q_2', Q_2'\}\|
\leq \|\max\{\mathcal{M}^\pi Q_2 - \mathcal{M}^\pi Q_2', Q_2 - \mathcal{M}^\pi Q_2', \mathcal{M}^\pi Q_2 - Q_2', Q_2 - Q_2'\}\|
\leq \gamma \max\{|\mathcal{M}^\pi Q_2 - \mathcal{M}^\pi Q_2'|, |Q_2 - \mathcal{M}^\pi Q_2'|, |\mathcal{M}^\pi Q_2 - Q_2'|, |Q_2 - Q_2'|\}
= \gamma \|Q_2 - \bar{Q}_2'\|
$$

using (36) and again using the non-expansiveness of $P$.

We next show that the following two bounds hold:

**Lemma 6** For any $Q_2 \in \mathcal{V}$ we have that

i) $\|\Pi \tilde{\mathcal{F}}Q_2 - \Pi \tilde{\mathcal{F}}\bar{Q}_2\| \leq \gamma \|Q_2 - \bar{Q}_2\|.$

ii) $\|\Phi r^* - Q_2\| \leq \frac{1}{\sqrt{1 - \gamma^2}} \|\Pi Q_2 - Q_2\|.$

**Proof 8** The first result is straightforward since as $\Pi$ is a projection it is non-expansive and hence:

$$
\|\Pi \tilde{\mathcal{F}}Q_2 - \Pi \tilde{\mathcal{F}}\bar{Q}_2\| \leq \|\tilde{\mathcal{F}}Q_2 - \tilde{\mathcal{F}}\bar{Q}_2\| \leq \gamma \|Q_2 - \bar{Q}_2\|
$$

using the contraction property of $\tilde{\mathcal{F}}$. This proves i). For ii), we note that by the orthogonality property of projections we have that $\langle \Phi r^* - \Pi Q_2^*, \Phi r^* - \Pi Q_2^*\rangle$, hence we observe that:

$$
\|\Phi r^* - Q_2\|^2 = \|\Phi r^* - \Pi Q_2\|^2 + \|\Phi r^* - \Pi Q_2\|^2
\leq \|\tilde{\mathcal{F}}\Phi r^* - \tilde{\mathcal{F}}Q_2\|^2 + \|\Phi r^* - \Pi Q_2\|^2
\leq \|\Phi r^* - \tilde{\mathcal{F}}Q_2\|^2 + \|\Phi r^* - \Pi Q_2\|^2
\leq \gamma^2 \|\Phi r^* - Q_2^*\|^2 + \|\Phi r^* - \Pi Q_2^*\|^2
$$

after which we readily deduce the desired result.

**Lemma 7** Define the operator $H$ by the following: $HQ_2(z) = \begin{cases} 
\mathcal{M}^\pi Q_2(z), & \text{if } \mathcal{M}^\pi Q_2(s) > \Phi r^*, \\
Q_2(z), & \text{otherwise},
\end{cases}$

and $\tilde{\mathcal{F}}$ by: $\tilde{\mathcal{F}}Q_2 := \mathcal{R} + \gamma PHQ_2$.

For any $Q_2, \bar{Q}_2 \in L_2$ we have that

$$
\|\tilde{\mathcal{F}}Q_2 - \tilde{\mathcal{F}}\bar{Q}_2\| \leq \gamma \|Q_2 - \bar{Q}_2\|
$$

(37)

and hence $\tilde{\mathcal{F}}$ is a contraction mapping.

**Proof 9** Using (36), we now observe that

$$
\|\tilde{\mathcal{F}}Q_2 - \tilde{\mathcal{F}}\bar{Q}_2\| = \|Q_2 - \mathcal{R} + \gamma PHQ_2 - (Q_2 - \mathcal{R} + \gamma PHQ_2)\|
\leq \gamma \|HQ_2 - H\bar{Q}_2\|
\leq \gamma \|\max\{\mathcal{M}^\pi Q_2 - \mathcal{M}Q_2, Q_2 - \bar{Q}_2, \mathcal{M}^\pi Q_2 - \bar{Q}_2, \mathcal{M}Q_2 - \bar{Q}_2\}\|
\leq \gamma \max\{|\mathcal{M}^\pi Q_2 - \mathcal{M}Q_2|, |Q_2 - \bar{Q}_2|, |\mathcal{M}^\pi Q_2 - Q_2|, |\mathcal{M}Q_2 - Q_2|\}
\leq \gamma \max\{|\mathcal{M}^\pi Q_2 - Q_2|, |Q_2 - Q_2|, |\mathcal{M}^\pi Q_2 - Q_2|, |\mathcal{M}Q_2 - Q_2|\}
= \gamma \|Q_2 - \bar{Q}_2\|
$$

again using the non-expansive property of $P$.  
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Lemma 8 Define by $\tilde{Q}_2 := R^{\exp} + \gamma P v^* R$ where

$$v^* R (s) := R(s, a) + \gamma \max_{a' \in A} \sum_{s' \in S} P(s'; a, s) \Phi R (s'), \quad (38)$$

then $\tilde{Q}_2$ is a fixed point of $\tilde{D} \tilde{Q}_2$, that is $\tilde{D} \tilde{Q}_2 = \tilde{Q}_2$.

Proof 10 We begin by observing that

$$H \tilde{Q}_2 (z) = H \left( L(z) + \gamma P v^* \right) = \begin{cases} M^\pi Q_2 (z), & \text{if } M^\pi Q_2 (z) > \Phi R, \\ Q_2 (z), & \text{otherwise}, \end{cases}$$

$$= \begin{cases} M^\pi Q_2 (z), & \text{if } M^\pi Q_2 (z) > \Phi R, \\ L(z) + \gamma P v^*, & \text{otherwise}, \end{cases}$$

$$= \tilde{v}^* R (s).$$

Hence,

$$\tilde{D} \tilde{Q}_2 = R + \gamma PH \tilde{Q}_2 = R + \gamma P v^* = \tilde{Q}_2,$$

which proves the result.

Lemma 9 The following bound holds:

$$E \left[ v^* R (s_0) \right] - E \left[ v^* R (s_0) \right] \leq 2 \left[ (1 - \gamma) \sqrt{(1 - \gamma^2)} \right]^{-1} \| Q^*_2 - Q^*_2 \|. \quad (40)$$

Proof 11 By definitions of $v^* R$ and $v^* R$ (c.f. (38)) and using Jensen’s inequality and the stationarity property we have that,

$$E \left[ v^* R (s_0) \right] - E \left[ v^* R (s_0) \right] = E \left[ P v^* R (s_0) \right] - E \left[ P v^* R (s_0) \right]$$

$$\leq \left| E \left[ P v^* R (s_0) \right] - E \left[ P v^* R (s_0) \right] \right|$$

$$\leq \left\| P v^* R - P v^* R \right\|. \quad (41)$$

Now recall that $\tilde{Q}_2 := R + \gamma P v^* R$ and $Q^*_2 := R + \gamma P v^* R$, using these expressions in (41) we find that

$$E \left[ v^* R (s_0) \right] - E \left[ v^* R (s_0) \right] \leq \frac{1}{\gamma} \left\| \tilde{Q}_2 - Q^*_2 \right\|. $$

Moreover, by the triangle inequality and using the fact that $\tilde{D} (\Phi R) = \tilde{D} (\Phi R)$ and that $\tilde{D} Q^*_2 = Q^*_2$ and $\tilde{D} \tilde{Q}_2 = \tilde{Q}_2$ (c.f. (40)) we have that

$$\left\| \tilde{Q}_2 - Q^*_2 \right\| \leq \left\| \tilde{Q}_2 - \tilde{D} (\Phi R) \right\| + \left\| Q^*_2 - \tilde{D} (\Phi R) \right\|$$

$$\leq \gamma \left\| \tilde{Q}_2 - \Phi R \right\| + \gamma \left\| Q^*_2 - \Phi R \right\|$$

$$\leq 2 \gamma \left\| \tilde{Q}_2 - \Phi R \right\| + \gamma \left\| Q^*_2 - \tilde{Q}_2 \right\|,$$

which gives the following bound:

$$\left\| \tilde{Q}_2 - Q^*_2 \right\| \leq 2 (1 - \gamma)^{-1} \left\| \tilde{Q}_2 - \Phi R \right\|,$$

from which, using Lemma 6, we deduce that $\left\| \tilde{Q}_2 - Q^*_2 \right\| \leq 2 \left( (1 - \gamma) \sqrt{(1 - \gamma^2)} \right)^{-1} \left\| \tilde{Q}_2 - \Phi R \right\|,$

after which by (42), we finally obtain

$$E \left[ v^* R (s_0) \right] - E \left[ v^* R (s_0) \right] \leq 2 \left( (1 - \gamma) \sqrt{(1 - \gamma^2)} \right)^{-1} \left\| \tilde{Q}_2 - \Phi R \right\|,$$

as required.
Let us rewrite the update in the following way:

\[ r_{t+1} = r_t + \gamma_t \Xi_2(w_t, r_t), \]

where the function \( \Xi_2 : \mathbb{R}^{2d} \times \mathbb{R}^p \to \mathbb{R}^p \) is given by:

\[ \Xi_2(w, r) := \phi(z) \left( L(z) + \gamma \max \left\{ \langle (\Phi r)(z'), M(\Phi r)(z') \rangle - (\Phi r)(s) \right\} \right), \]

for any \( w = (z, z') \in (\mathbb{N} \times \mathcal{S})^2 \) where \( z = (t, s) \in \mathbb{N} \times \mathcal{S} \) and \( z' = (t', s') \in \mathbb{N} \times \mathcal{S} \) and for any \( r \in \mathbb{R}^p \). Let us also define the function \( \Xi_2 : \mathbb{R}^p \to \mathbb{R}^p \) by the following:

\[ \Xi_2(r) := E_{w_0 \sim (p, P)} \left[ \Xi_2(w_0, r) \right]; w_0 := (z_0, z_1). \]

**Lemma 10** The following statements hold for all \( z \in \{0, 1\} \times \mathcal{S} \):

i) \( (r - r^*) \Xi_{2,k}(r) < 0, \quad \forall r \neq r^* \),

ii) \( \Xi_{2,k}(r^*) = 0 \).

**Proof 12** To prove the statement, we first note that each component of \( \Xi_{2,k}(r) \) admits a representation as an inner product, indeed:

\[
\Xi_{2,k}(r) = E \left[ \phi_k(z_0)(L(z_0) + \gamma \max \{ \Phi r(z_1), M^\pi \Phi r(z_1) \} - (\Phi r)(z_0) \right] \\
= E \left[ \phi_k(z_0) L(z_0) + \gamma E \left[ \max \{ \Phi r(z_1), M^\pi \Phi r(z_1) \} \right| z_0 \right] - (\Phi r)(z_0) \\
= E \left[ \phi_k(z_0) L(z_0) + \gamma P \max \{ \Phi r, M^\pi \Phi r \} \right| z_0 \right] - (\Phi r)(z_0) \\
= \langle \phi_k, \Phi r - \Phi r \rangle,
\]

using the iterated law of expectations and the definitions of \( P \) and \( \mathcal{F} \).

We now are in position to prove i). Indeed, we now observe the following:

\[
(r - r^*) \Xi_{2,k}(r) = \sum_{l=1} \langle r(l) - r^*(l), \phi_l, \Phi r - \Phi r \rangle \\
= \langle \Phi r - \Phi r^*, \Phi r - \Phi r \rangle \\
= \langle \Phi r - \Phi r^*, (1 - \Pi) \Phi r + \Pi \Phi r - \Phi r \rangle \\
= \langle \Phi r - \Phi r^*, \Pi \Phi r - \Phi r \rangle,
\]

where in the last step we used the orthogonality of \( (1 - \Pi) \). We now recall that \( \Pi \Phi r^* = \Phi r^* \) since \( \Phi r^* \) is a fixed point of \( \Pi \mathcal{F} \). Additionally, using Lemma 6 we observe that \( \| \Pi \Phi r - \Phi r^* \| \leq \gamma \| \Phi r - \Phi r^* \| \). With this we now find that

\[
\langle \Phi r - \Phi r^*, \Pi \Phi r - \Phi r \rangle \\
= \langle \Phi r - \Phi r^*, (\Pi \Phi r - \Phi r^*) + \Phi r^* - \Phi r \rangle \\
\leq \| \Phi r - \Phi r^* \| \| \Pi \Phi r - \Phi r^* \| - \| \Phi r^* - \Phi r \|^2 \\
\leq (\gamma - 1) \| \Phi r^* - \Phi r \|^2,
\]

which is negative since \( \gamma < 1 \) which completes the proof of part i).

The proof of part ii) is straightforward since we readily observe that

\[
\Xi_{2,k}(r^*) = \langle \phi_l, \Phi r^* - \Phi r \rangle = \langle \phi_l, \Pi \Phi r^* - \Phi r \rangle = 0,
\]

as required and from which we deduce the result.

To prove the theorem, we make use of a special case of the following result:

**Theorem 3 (Th. 17, p. 239 in [2])** Consider a stochastic process \( r_t : \mathbb{R} \times \{\infty\} \times \Omega \to \mathbb{R}^k \) which takes an initial value \( r_0 \) and evolves according to the following:

\[
r_{t+1} = r_t + \alpha \Xi_2(s_t, r_t),
\]

for some function \( s : \mathbb{R}^{2d} \times \mathbb{R}^k \to \mathbb{R}^k \) and where the following statements hold:
1. \( \{ s_t \} |_{t=0,1,\ldots} \) is a stationary, ergodic Markov process taking values in \( \mathbb{R}^{2d} \).

2. For any positive scalar \( q \), there exists a scalar \( \mu_q \) such that \( \mathbb{E} [ 1 + \| s_t \|^q ] \leq \mu_q (1 + \| s \|^q) \).

3. The step size sequence satisfies the Robbins-Monro conditions, that is \( \sum_{t=0}^{\infty} \alpha_t = \infty \) and \( \sum_{t=0}^{\infty} \alpha_t^2 < \infty \).

4. There exists scalars \( c \) and \( q \) such that \( \| \mathcal{E}_2(w, r) \| \leq c (1 + \| w \|^q) (1 + \| r \|) \).

5. There exists scalars \( c \) and \( q \) such that \( \sum_{t=0}^{\infty} \| \mathbb{E} [ \mathcal{E}_2(w_t, r) ] - \mathbb{E} [ \mathcal{E}_2(w_0, r) ] \| \leq c (1 + \| w \|^q) (1 + \| r \|) \).

6. There exists a scalar \( c > 0 \) such that \( \| \mathbb{E} [ \mathcal{E}_2(w, r) ] - \mathbb{E} [ \mathcal{E}_2(w_0, \bar{r}) ] \| \leq c \| r - \bar{r} \| \).

7. There exists scalars \( c > 0 \) and \( q > 0 \) such that \( \sum_{t=0}^{\infty} \| \mathbb{E} [ \mathcal{E}_2(w_t, r) ] |_{w_0 = w} - \mathbb{E} [ \mathcal{E}_2(w_0, \bar{r}) ] \| \leq c \| r - \bar{r} \| (1 + \| w \|^q) \).

8. There exists some \( r^* \in \mathbb{R}^k \) such that \( \mathcal{E}_2(r)(r - r^*) < 0 \) for all \( r \neq r^* \) and \( \bar{s}(r^*) = 0 \).

Then \( r_t \) converges to \( r^* \) almost surely.

In order to apply the Theorem 3, we show that conditions 1 - 7 are satisfied.

Conditions 1-2 are true by assumption while condition 3 can be made true by choice of the learning rates. Therefore it remains to verify conditions 4-7 are met.

To prove 4, we observe that
\[
\| \mathcal{E}_2(w, r) \| \overset{\gamma}{=} \| \phi(s)(L(z) + \gamma \max \{(\Phi r)(z'), M^\pi \Phi(z')\} - (\Phi r)(z)) \|
\leq \| \phi(z) \| \| L(z) + \gamma (\| \phi(z') \| \| r \| + M^\pi \Phi(z')) \| + \| \phi(z) \| \| r \|
\leq \| \phi(z) \| (\| L(z) \| + \gamma \| M^\pi \Phi(z') \|) + \| \phi(z) \| (\| \phi(z') \| + \| \phi(z) \|) \| r \|.
\]

Now using the definition of \( M \), we readily observe that \( \| M^\pi \Phi(z') \| \leq \| R \| + \gamma \| P^\pi_{z,s} \Phi \| \leq \| R \| + \gamma \| \Phi \| \), using the non-expansiveness of \( P \).

Hence, we lastly deduce that
\[
\| \mathcal{E}_2(w, r) \| \leq \| \phi(z) \| (\| L(z) \| + \gamma \| M^\pi \Phi(z') \|) + \| \phi(z) \| (\| \phi(z') \| + \| \phi(z) \|) \| r \|
\leq \| \phi(z) \| (\| L(z) \| + \gamma \| R \| + \gamma \| \psi \|) + \| \phi(z) \| (\| \phi(z') \| + \| \phi(z) \|) \| r \|,
\]
we then easily deduce the result using the boundedness of \( \phi, R \) and \( \psi \).

Now we observe the following Lipschitz condition on \( \mathcal{E}_2 \):
\[
\| \mathcal{E}_2(w, r) - \mathcal{E}_2(w, \bar{r}) \|
\overset{\gamma}{=} \| \phi(z) (\gamma \max \{(\Phi r)(z'), M^\pi \Phi(z')\} - \gamma \max \{(\Phi r)(z'), M^\pi \Phi(z')\} - (\Phi r)(z)) \|
\leq \gamma \| \phi(z) \| \| max \{ \phi'(z') r, M^\pi \Phi'(z') \} - max \{ \phi'(z') \bar{r}, M^\pi \Phi'(z') \} \| + \| \phi(z) \| \| \phi'(z') \| - \| \phi(z) \| \| r - \bar{r} \|
\leq \gamma \| \phi(z) \| \| \phi'(z') \| \| r - \bar{r} \| + \| \phi(z) \| \| \phi'(z) \| - \| \phi(z) \| \| \phi'(z') \| \| r - \bar{r} \|
\leq \gamma \| \phi(z) \| (\| \phi(z) \| + \gamma \| \phi(z) \| \| \phi'(z') - \phi'(z') \|) \| r - \bar{r} \|
\leq c \| r - \bar{r} \|,
\]
using Cauchy-Schwarz inequality and that for any scalars \( a, b, c \) we have that \( |\max\{a, b\} - \max\{b, c\}| \leq |a - c| \).

Using Assumptions 3 and 4, we therefore deduce that
\[
\sum_{t=0}^{\infty} \| \mathbb{E} [ \mathcal{E}_2(w_t, r) - \mathcal{E}_2(w_0, \bar{r}) ] |_{w_0 = w} - \mathbb{E} [ \mathcal{E}_2(w_0, r) - \mathcal{E}_2(w_0, \bar{r}) ] \| \leq c \| r - \bar{r} \| (1 + \| w \|^q).
\]

(43)

Part 2 is assured by Lemma 6 while Part 4 is assured by Lemma 9 and lastly Part 8 is assured by Lemma 10.

To complete the proof of Theorem 1, we make use of Theorem 1.1. in [4] in which case we readily verify that with the appropriate choices of timesteps the Theorem is readily satisfied.
10 Alternative uncertainty measures

- **Model-Based Ensemble Disagreement.** By employing an ensemble of dynamics models, \( \{M_1, \ldots, M_E\} \), where each \( M_e \in F \) for \( e = 1, \ldots, E \). Model training entails independent training of each of the model in the ensemble with the identical objectives (e.g., minimising the L2 distance between the predicted and the ground-truth next states). The uncertainty about a state-action pair \((s, a)\), can be quantified as the predictive ensemble disagreement:

\[
L(s, a) = \frac{1}{E-1} \sum_e (M_e(s, a) - \mu(s, a))
\]  

(44)

where \( \mu(s, a) = \frac{1}{E} \sum_e M_e(s, a) \) is the empirical mean of the ensemble predictions. This approach has an information-theoretic interpretation such that through training, the mutual information between the dynamics model parameters and next-state is maximised, hence relating the epistemic uncertainty with the information-theoretic framework.

- **Integrating control into dynamics modelling with LSSM.** Consider we embed the dynamics modelling problem into a sequential modelling problem using latent state-space models (LSSM), using amortised inference, we are able to achieve fast inference and learning of the probabilistic graphical model. We could additionally incorporate action into the LSSM as a global factor that (potentially) influences both the latent and observable codes. For instance, the generative process could be modelled as:

\[
p(x_{1:T}, z_{1:T}, a_{1:T-1}) = p(z_1)p(x_1|z_1) \cdot \prod_{t=2}^{T} p(z_t|z_{t-1}, a_{t-1})p(x_t|z_t)p(a_{t-1}|z_{t-1}, x_{t-1}).
\]

We could easily train an LSSM by maximising the variational lower bound utilising amortised inference. In the meantime, we could quantify the model uncertainty about the state-action pair \((z_t, a_t)\) in terms of the variance of the latent predictive distributions. By random trajectory-sampling (multiple particles), we target regions of the action space that maximises the predictive variance (assuming Gaussian for now). This could be achieved by importance-weighting on the computation of the marginal variance. Hence in this case we use the following uncertainty instantiation:

\[
L(s, a) = \mathbb{V}(s'|s, a).
\]  

(45)

We could consider (45) as a parametric generalisation of (44) (despite the fact that in the model-ensemble method, the action is taken as an external input instead of a random variable as in the LSSM method).

11 Implementation Details

For all implemented deep RL agents (SEREN-DQN, SEREN-SAC, SEREN-TD3), we use MLPs as the function approximator, with Adam optimiser [18]. We show the implementation details of the SEREN-SAC agent in Table 1 that are used in all studied MuJoCo environments. The implementation of SEREN-TD3 agent is mostly similar to that of SEREN-SAC, and only differs in the learning rates \((5 \times 10^{-4} \text{ for Exploiter, Explorer and Switcher, and intervention cost } \beta)\) is changed from being 10 to being 50).

12 Further Experimental Results

We proposed SEREN as a general framework that can be readily combined with any reinforcement learning agent to promote optimal balancing between exploration and exploitation. In Figure 5 we show the performance of SEREN-TD3, and the comparison with standard TD3 on selected MuJoCo tasks [11]. We observe that SEREN-TD3 outperforms or achieves similar performance as standard TD3 on 3 out of the 4 presented tasks.
Table 1: Implementation specifications for SEREN-SAC for all MuJoCo environments considered.

| Component     | Attribute                              | Value         |
|---------------|----------------------------------------|---------------|
| **Exploiter** | Critic MLP hidden layer dimensions     | [256, 256]    |
|               | Critic MLP activation function         | ReLU          |
|               | Actor MLP hidden layer dimensions      | [256, 256]    |
|               | Actor MLP activation function          | ReLU          |
|               | Learning rate                          | $5 \times 10^{-4}$ |
|               | Replay buffer size                     | $2 \times 10^5$ |
|               | Batch size                             | 256           |
|               | Number of critic ensemble              | 5             |
|               | Discounting factor                     | 0.99          |
| **Explorer**  | Critic MLP hidden layer dimensions     | [256, 256]    |
|               | Critic MLP activation function         | ReLU          |
|               | Actor MLP hidden layer dimensions      | [256, 256]    |
|               | Actor MLP activation function          | ReLU          |
|               | Learning rate                          | $3 \times 10^{-4}$ |
|               | Replay buffer size                     | $2 \times 10^5$ |
|               | Discounting factor                     | 0.05          |
| **Switcher**  | Critic MLP hidden layer dimensions     | [64, 64]      |
|               | Critic MLP activation function         | ReLU          |
|               | Actor MLP hidden layer dimensions      | [64, 64]      |
|               | Actor MLP activation function          | ReLU          |
|               | Learning rate                          | $3 \times 10^{-4}$ |
|               | Replay buffer size                     | $2 \times 10^5$ |
| **SEREN**     | Switcher intervention cost             | 10.0          |
|               | Number of initial exploration steps    | 10000         |
|               | Frequency of training Exploiter        | 8             |
|               | Frequency of training Exploiter and Switcher | 4         |
|               | Proportion of batch data for training ensemble components | 0.8 |

Figure 5: SEREN-TD3 on selected MuJoCo environments.