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Abstract

The problem of quickest change detection (QCD) under transient dynamics is studied, where the change from the initial distribution to the final persistent distribution does not happen instantaneously, but after a series of transient phases. The observations within the different phases are generated by different distributions. The objective is to detect the change as quickly as possible, while controlling the average run length (ARL) to false alarm, when the durations of the transient phases are completely unknown. Two algorithms are considered, the dynamic Cumulative Sum (CuSum) algorithm, proposed in earlier work, and a newly constructed weighted dynamic CuSum algorithm. Both algorithms admit recursions that facilitate their practical implementation, and they are adaptive to the unknown transient durations. Specifically, their asymptotic optimality is established with respect to both Lorden’s and Pollak’s criteria as the ARL to false alarm and the durations of the transient phases go to infinity at any relative rate. Numerical results are provided to demonstrate the adaptivity of the proposed algorithms, and to validate the theoretical results.

1 Introduction

In the problem of quickest change detection (QCD), a decision maker obtains observations sequentially, and at some unknown time (change-point), an event occurs and causes the distribution of the subsequent observations to undergo a change. The objective of the decision maker is to find a stopping rule that detects the change as quickly as possible, subject to a constraint on the false alarm rate. In classical QCD formulations [2-7], the statistical behavior of the samples is characterized by the pre-change distribution and one post-change distribution, which generate the samples before and after the change-point, respectively. However, there are many practical applications with more involved statistical behavior after the change-point. For example, when a line outage occurs in a power system, the system goes through multiple transient phases before entering a persistent phase [8].

Motivated by this type of applications, in this work we study the problem of QCD under transient post-change dynamics, in which the pre-change distribution does not change to the persistent
distribution instantaneously, but after a number of transient phases. Within the transient and persistent phases, the observations are generated by distributions different from the initial one, and the problem is to detect the change as soon as possible either during a transient phase or during the persistent phase.

1.1 Related Work

We first stress that the QCD problem under transient post-change dynamics that we study in this work is different from the problem of detecting transient changes, studied in [9] and [10], in which the system goes back to its pre-change mode after a single transient phase, and where it is only possible to detect the change within the transient phase. Moreover, the setup in this paper is fundamentally different from the model selection setup in [11, 12], where the minimum description length (MDL) principle is used to estimate the number of transient phases and the location of the change-points, with a fixed number of observations. Here, we consider the case where the observations are collected sequentially, and we are only interested in detecting in real time whether the distributions no longer follow the pre-change distribution.

The QCD problem under transient dynamics was studied in [13] when there is only one transient phase that lasts for a single observation, where a generalization of Page’s Cumulative Sum (CuSum) algorithm [14] is proposed and shown to be optimal under Lorden’s criterion [15]. A Bayesian formulation is proposed in [16], in which it is assumed that there is an arbitrary, yet known, number of transient phases, whose durations are geometrically distributed. The proposed algorithm in [16] is a generalization of the Shiryaev-Roberts rule [17, 18]. A non-Bayesian formulation is considered in [8], where it is assumed that the durations are deterministic and completely unknown. The proposed algorithm in [8] is a generalization of Page’s CuSum test, called the dynamic CuSum (D-CuSum) algorithm. The algorithms in [8] and [16] are shown to admit a recursive structure, but are not supported by any theoretical performance analysis.

To be more precise, the D-CuSum algorithm was derived in [8] by reformulating the QCD problem as a dynamic composite hypothesis testing problem, where a hypothesis test is conducted at each time instant \( k \) until a stopping criterion is met. At each time \( k \), the null hypothesis corresponds to the case that the change from the pre-change distribution has not occurred yet, and the alternative hypothesis corresponds to the case that the change has already occurred. Under the null hypothesis, all samples are distributed according to the pre-change distribution; under the alternative hypothesis, the distribution of the samples up to time \( k \) depends on the unknown change-point and the unknown durations of the transient phases, and is thus composite. The test statistic at time \( k \) is the generalized likelihood ratio between the two hypotheses, and the corresponding stopping rule is obtained by comparing the test statistic against a pre-specified threshold. We stress that the implementation of this algorithm does not require knowledge of the transient durations, which are considered to be deterministic and completely unknown.

Since the post-change distribution in our formulation is determined by the unknown durations of the transient phases, the proposed problem falls into the framework of QCD with a composite post-change distribution [19, 21]. Our work differs from this literature in three major ways. First, thanks to the special structure of our problem, the proposed detection statistics enjoy recursions, a very important feature for practical implementation that is typically absent in [19, 21]. Second, our asymptotic analysis is novel and challenging due to the fact that it requires not only the ARL to false alarm, but also the parameters of the post-change distribution (transient durations) to go to
infinity. Third, the distribution of the samples within each phase can be arbitrary (may not belong to an exponential family), and the parameters of the post-change distribution (transient durations) are discrete and do not belong to a compact parameter space.

1.2 Main Contributions

The first contribution of this work is that, under a certain condition on the pre/post-change distributions, we obtain a lower bound on the ARL to false alarm of the D-CuSum algorithm, which can be used for an explicit selection of the threshold.

The second contribution of this paper is that we propose an alternative algorithm, to which we refer as weighted D-CuSum (WD-CuSum) algorithm, which also admits a recursive structure and for which we derive a universal lower bound on the ARL. This algorithm is a modification of the D-CuSum algorithm, where the test statistic at time $k$ is a weighted generalized likelihood ratio between the two hypotheses described above. The key idea is that instead of taking a maximum likelihood approach with respect to the composite alternative hypothesis as in the D-CuSum algorithm, we take a mixture approach and then replace the sum in the mixture with a max in order to obtain a recursive structure for the resulting algorithm.

The third contribution of this work is that we conduct an asymptotic analysis for the performance of D-CuSum and WD-CUSUM, which demonstrates the statistical efficiency and adaptivity of both algorithms to the unknown transient durations. For this analysis, we adopt a worst-case scenario for the unknown change-point, and the performance metrics of interest that we consider are the worst-case average detection delays (WADD) as defined by Lorden \cite{Lorden} and Pollak \cite{Pollak}. As mentioned earlier, the exact minimizer of Lorden’s WADD has been derived only in the special case of a single transient phase that lasts for a single observation \cite{Lorden}. As the proposed algorithms do not make any assumptions regarding the (deterministic) durations of the transient phases, our goal is to show that they have “good” performance under any possible transient durations. In order to do so, we obtain an asymptotic lower bound of the WADD as the durations of the transient phases and the ARL go to infinity at any relative rate, and we show that this lower bound is achieved by the WD-CuSum algorithm. We stress that this asymptotic optimality is achieved for any divergence rate of the transient phases, implying the adaptivity of the algorithm to the unknown transient durations. Similar asymptotic optimality results are also obtained for the D-CuSum algorithm.

In order to demonstrate the performance of the proposed algorithms, we conduct a simulation study which illustrates how both the D-CuSum and the WD-CuSum algorithms are adaptive to the unknown transient durations and have similar performances for any practical purposes. Moreover, we propose a heuristic approach for the selection of the weights of the WD-CuSum algorithm in the finite regime, which balances the performance within the transient and persistent phases.

1.3 Paper Organization

The remainder of this paper is organized as follows. In Section 2, we formulate the problem mathematically. In Section 3, we introduce the D-CuSum and the WD-CuSum algorithms. In Section 4, we establish lower bounds on the ARL to false alarm for both algorithms. In Section 5, we demonstrate the asymptotic optimality of both algorithms. In Section 6, we present the numerical results and propose a heuristic approach of choosing weights for the WD-CuSum algorithm. Finally, in Section 7, we provide some concluding remarks.
2 Problem Model

Consider a sequence of independent random variables \( \{X_k\}_{k=1}^{\infty} \), observed sequentially by a decision maker. At an unknown change-point \( v_1 \), an event occurs and \( \{X_k\}_{k=v_1}^{\infty} \) undergoes a change in distribution from the initial distribution, \( f_0 \). It is assumed that this change goes through \( L - 1 \) transient phases before entering a persistent phase. Each phase \( i \) begins at an unknown starting point \( v_i \), and the observations within this phase are generated by a known distribution \( f_i \), for \( 1 \leq i \leq L \). The duration of \( i \)-th transient phase is denoted by \( d_i = v_{i+1} - v_i \), for \( 1 \leq i \leq L - 1 \). More specifically, the observations are distributed as follows:

\[
X_k \sim f_i, \quad \text{if} \quad v_i \leq k < v_{i+1},
\]

for \( 0 \leq i \leq L \), where \( v_0 = 1, \ v_1 \leq v_2 \leq \cdots \leq v_L, \) and \( v_{L+1} = \infty \). We assume that \( L \) is known in advance and so are the densities \( f_i, \ 0 \leq i \leq L \). On the other hand, the change point \( v_1 \) and the vector of transient durations \( d = \{d_i, 1 \leq i \leq L - 1\} \) are assumed to be deterministic and completely unknown.

The goal is to detect the change reliably and quickly based on the sequentially acquired observations. That is, if \( \mathcal{F}_k \) is the \( \sigma \)-algebra generated by the first \( k \) observations, i.e., \( \mathcal{F}_k = \sigma(X_1, \ldots, X_k) \), where \( k = 1, 2, \ldots, \) we want to find a \( \{\mathcal{F}_k\}_{k \in \mathbb{N}} \)-stopping time that achieves “small” detection delay, while controlling the rate of false alarms.

To be more specific, we denote by \( \mathbb{P}_\infty \) and \( \mathbb{E}_\infty \) the probability measure and the corresponding expectation when \( v_1 = \infty \), i.e., when there is no change, and for any stopping time \( \tau \) we define the ARL to false alarm as follows:

\[
\text{ARL}(\tau) = \mathbb{E}_\infty[\tau].
\]

The first requirement for a stopping rule is to control the expected time to false alarm above a user-specified level, \( \gamma > 1 \), i.e., to belong to \( C_\gamma = \{\tau : \text{ARL}(\tau) \geq \gamma\} \).

In order to quantify the performance of a stopping rule, we denote by \( \mathbb{P}_{v_1}^d \) the probability measure with the change-point at \( v_1 \) and the vector of transient durations \( d \), and we denote by \( \mathbb{E}_{v_1}^{d} \) the corresponding expectation. Then, for a given vector of transient durations \( d \), the worst-case average detection delay of a stopping time \( \tau \) under Pollak’s criterion \( [22] \) is

\[
J_P^d(\tau) = \sup_{v_1 \geq 1} \mathbb{E}_{v_1}^{d}[\tau - v_1 | \tau \geq v_1],
\]

and under Lorden’s criterion \( [15] \)

\[
J_L^d(\tau) = \sup_{v_1 \geq 1} \text{ess sup} \mathbb{E}_{v_1}^{d}[(\tau - v_1)^+ | X_1, \ldots, X_{v_1 - 1}],
\]

where \( (\tau - v_1)^+ = \max\{\tau - v_1, 0\} \). Thus, for any given vector of transient durations \( d \), we have the following two optimization problems:

\[
\inf_{\tau \in C_\gamma} J_P^d(\tau), \quad (5)
\]

\[
\inf_{\tau \in C_\gamma} J_L^d(\tau). \quad (6)
\]

An exact solution to (5) has been obtained for any given \( \gamma \) only when \( L = 1 \) and \( d_1 = 1 \) \([13]\). To the best of our knowledge, problem (5) has not been solved for any value of \( L \) and \( d \). However, our
interest in this work is on the case that the vector of transient durations \( d \) is completely unknown, thus, our goal is not on solving (3) or (5) for a particular choice of \( d \). Instead, our goal is to obtain algorithms that (i) control the ARL to false alarm and (ii) have a small WADD for any value of \( d \). Specifically, we will introduce two stopping rules (Section 3), show how to design them in order to belong to \( C_\gamma \) for any user-specified \( \gamma > 1 \) (Section 4), and also show that they attain (5) and (6) up to a first-order approximation as \( \gamma \to \infty \) and \( d \to \infty \) (Section 5).

2.1 Notation

For \( i = 1, \ldots, L \), we denote by
\[
I_i = \int f_i \log \frac{df_i}{df_0}
\]
the Kullback-Leibler (KL) divergence between \( f_i \) and \( f_0 \), which we assume to be positive and finite. For \( i = 1, \ldots, L \), we set
\[
Z_i(X_k) = \log \frac{f_i(X_k)}{f_0(X_k)},
\]
i.e., \( Z_i(X_k) \) the log-likelihood ratio between \( f_i \) and \( f_0 \) for sample \( X_k \), \( i = 1, \ldots, L \), \( k = 1, 2, \ldots \).

Moreover, we set
\[
\Lambda_i[k_1, k_2] = \prod_{j=k_1}^{k_2} \frac{f_i(X_j)}{f_0(X_j)}, \quad \Lambda_i[k_1, k_2] = \prod_{j=k_1}^{k_2-1} \frac{f_i(X_j)}{f_0(X_j)}.
\]

We denote the largest integer that is smaller than \( x \) as \( \lfloor x \rfloor \), and the smallest integer that is larger than \( x \) as \( \lceil x \rceil \). We define \( \sum_{j=n_1}^{n_2} X_j = 0 \) and \( \prod_{j=n_1}^{n_2} X_j = 1 \) if \( n_1 > n_2 \). We denote \( x = o(1) \), as \( c \to c_0 \) if \( \forall \epsilon > 0, \exists \delta > 0, \text{s.t., } |x| \leq \epsilon \text{ if } |c - c_0| < \delta \). We denote \( g(c) \sim h(c) \) as \( c \to c_0 \), if
\[
\lim_{c \to c_0} \frac{g(c)}{h(c)} = 1.
\]

3 The Algorithms

In this section, we introduce the proposed algorithms, we show that they admit simple recursive structures. In order to do so, we reformulate the QCD problem as a dynamic composite hypothesis testing problem, as in [8], where which at each time instant \( k \) we distinguish the following two hypotheses
\[
\mathcal{H}_0^k : k < v_1,
\]
\[
\mathcal{H}_1^k : k \geq v_1.
\]
The process stops once a decision in favor of the alternative hypothesis is reached; otherwise, a new sample is taken. Under \( \mathcal{H}_0^k \), the samples \( X_1, \ldots, X_k \) are distributed according to \( f_0 \). The alternative hypothesis \( \mathcal{H}_1^k \) is composite, since it depends on \( v_1, d \), which are unknown.

Let \( \Gamma(k, v_1, d) \) denote the likelihood ratio of the first \( k \) observations, \( X_1, \ldots, X_k \), for fixed \( v_1, d \), i.e.,
\[
\Gamma(k, v_1, d) = \frac{p_d^{v_1}(X_1, \ldots, X_k)}{p_\infty(X_1, \ldots, X_k)}.
\]
When \( v_i \leq k < v_{i+1} \) for some \( 1 \leq i \leq L \),
\[
\Gamma(k, v_1, d) = \Lambda_i[v_i, k] \prod_{j=1}^{i-1} \Lambda_j[v_j, v_{j+1}).
\] (11)

For the special case with \( L = 2 \),
\[
\Gamma(k, v_1, d_1) = \begin{cases} 
\Lambda_1[v_1, k], & \text{if } v_1 + d_1 > k, \\
\Lambda_1[v_1, v_1 + d_1] \Lambda_2[v_1 + d_1, k], & \text{if } v_1 + d_1 \leq k.
\end{cases}
\] (12)

We note that \( \nu_1 \) can be equal to \( \nu_2 \), i.e., \( d_1 \) can be equal to 0. This implies that for a given pair of \((v_1, k)\), \( k \geq \nu_1 \), depending on the time that the second change takes place, there are \( k - v_1 + 2 \) possible values of \( \Gamma(k, v_1, d) \). In general, when \( L \geq 2 \), for a given pair of \((k, v_1)\), \( k \geq \nu_1 \), depending on the time that the second to the \( L \)-th changes take place, there are also finitely many possible values of \( \Gamma(k, v_1, d) \).

### 3.1 D-CuSum

The D-CuSum [8] detection statistic at time \( k \) is the generalized log-likelihood ratio with respect to both \( v_1 \) and \( d \), for the above hypothesis testing problem:
\[
\hat{W}[k] = \max_{1 \leq v_1 \leq k} \max_{d \in \mathbb{N}^{L-1}} \log \Gamma(k, v_1, d).
\] (13)

As we explained above, there are finitely many subhypotheses under \( \mathcal{H}_1^k \), which implies that \( \Gamma(k, v_1, d) \) has finitely many values, and the maximization in (13) is over finitely many terms. More specifically, equation (13) is equivalent to the one which takes maximization over
\[
\{(v_1, \ldots, v_L) : 1 \leq v_1 \leq k, v_1 \leq v_2 \leq \cdots \leq v_L \leq k + 1\},
\] (14)
in which, each tuple of \((v_1, \ldots, v_L)\) corresponds to a distinct value of \( \Gamma(k, v_1, d) \).

The corresponding stopping time is given by comparing \( \hat{W}[k] \) against a pre-determined positive threshold:
\[
\hat{\tau}(b) = \inf \{ k \geq 1 : \hat{W}[k] > b \}.
\] (15)

Since \( b > 0 \), without loss of generality we can adopt the positive part of \( \hat{W}[k] \) as the detection statistic. It can be shown that
\[
(\hat{W}[k])^+ = \max_{1 \leq v_1 \leq \cdots \leq v_L \leq k+1} \log \frac{\prod_{i=1}^{L} \left( \prod_{j=v_i}^{\min\{v_{i+1}-1, k\}} f_j(X_j) \right)}{\prod_{j=v_1}^{k} f_0(X_j)}
= \max_{1 \leq v_1 \leq \cdots \leq v_L \leq k} \sum_{j=v_1}^{\min\{v_2-1, k\}} Z_1(X_j) + \cdots + \sum_{j=v_L}^{k} Z_L(X_j).
\] (16)
It is shown in [8, Appendix] that $\hat{W}[k]^+$ has a recursive structure:

$$(\hat{W}[k])^+ = \max \left\{ \hat{\Omega}^{(1)}[k], \hat{\Omega}^{(2)}[k], \ldots, \hat{\Omega}^{(L)}[k], 0 \right\},$$  \hspace{1cm} (17)

where for $1 \leq i \leq L$, we set $\hat{\Omega}^{(i)}[0] = 0$ and

$$\hat{\Omega}^{(i)}[k] = \max \left\{ 0, \hat{\Omega}^{(1)}[k - 1], \ldots, \hat{\Omega}^{(i)}[k - 1] \right\} + Z_i(X_k).$$  \hspace{1cm} (18)

**Remark 1.** The $L$-dimensional random vector $\{\hat{\Omega}^{(1)}[k], \ldots, \hat{\Omega}^{(L)}[k]\}$ depends on $X_1, \ldots, X_{k-1}$ only through $\{\hat{\Omega}^{(1)}[k - 1], \ldots, \hat{\Omega}^{(L)}[k - 1]\}$; thus, it is a Markov process. When all of its components are simultaneously non-positive, or equivalently when $(\hat{W}[k])^+$ equals 0 at some $k$, then $(\hat{W}[k])^+$ forgets all previous observations and restarts from zero, i.e., it regenerates.

### 3.2 WD-CuSum

If we take a mixture approach with respect to $d$, combined with a maximum likelihood approach with respect to $v_1$, this suggests the following stopping rule:

$$\tau'(b) = \inf \{ k \geq 1 : W'[k] \geq b \},$$  \hspace{1cm} (19)

where $b$ is a positive threshold and the detection statistic is

$$W'[k] = \max_{1 \leq v_1 \leq k} \log \left( \sum_{d \in \mathbb{N}^{L-1}} \Gamma(k, v_1, d) g(d) \right),$$  \hspace{1cm} (20)

and $g$ is a pmf on $\mathbb{N}^{L-1}$. Recall that for a given pair of $(k, v_1)$, $k \geq v_1$, there are finitely many possible values of $\Gamma(k, v_1, d)$. Therefore, this mixture in (20) is equivalent to a sum over finitely many terms. Here, we denote the total number of all possible values of $\Gamma(k, v_1, d)$ by $n(k, v_1)$, and denote each distinct value of $\Gamma(k, v_1, d)$ by $\lambda(k, v_1, j)$, $1 \leq j \leq n(k, v_1)$. Then,

$$W'[k] = \max_{1 \leq v_1 \leq k} \log \left( \sum_{j=1}^{n(k, v_1)} \lambda(k, v_1, j) g_j \right),$$  \hspace{1cm} (21)

where

$$g_j = \sum_{d : \Gamma(k, v_1, d) = \lambda(k, v_1, j)} g(d).$$  \hspace{1cm} (22)

Replacing the sum with a maximum, we obtain

$$\hat{W}[k] = \max_{1 \leq v_1 \leq k} \max_{1 \leq j \leq n(k, v_1)} \log (\lambda(k, v_1, j) g_j),$$  \hspace{1cm} (23)

which leads to the following stopping rule:

$$\tilde{\tau}(b) = \inf \{ k \geq 1 : \hat{W}[k] \geq b \}. $$  \hspace{1cm} (24)

We refer to this stopping rule in (24) as the WD-CuSum algorithm. We note that the reason we replace the sum with a maximum is that with a particular choice of $g$, the resulting algorithm has a recursive structure, which can be updated efficiently.
In the following, we focus on $\tilde{\tau}$ for a particular choice of $g$, which yields a recursive structure for $\tilde{W}$. In particular, if we choose
\[
g(d) = \prod_{i=1}^{L-1} \rho_i (1 - \rho_i)^d_i,
\]
for some $\rho_i \in (0, 1)$, $1 \leq i \leq L - 1$, and consider the positive part of $\tilde{W}[k]$ (since $b > 0$), then
\[
(\tilde{W}[k])^+ = \max_{1 \leq v_1 \leq \ldots \leq v_L \leq k+1} \log \left( \frac{\prod_{i=1}^{L-1} B_i}{\prod_{j=v_1}^{k} f_0(X_j)} \right),
\]
where for $i = 1, \ldots, L$,
\[
B_i = \left( \min_{\nu_i+1 \leq k} \prod_{j=v_i}^{k} f_i(X_j)(1 - \rho_i) \right)^{\mathbf{1}_{\{k \geq v_i+1\}}} \rho_i^{\mathbf{1}_{\{k \geq v_i+1\}}},
\]
with $v_{L+1} = \infty$ and $\rho_L = 0$.

Following steps similar to those in [8, Appendix], it can be shown that
\[
(\tilde{W}[k])^+ = \max \left\{ \tilde{\Omega}^{(1)}[k], \ldots, \tilde{\Omega}^{(L)}[k], 0 \right\},
\]
where for $1 \leq i \leq L$,
\[
\tilde{\Omega}^{(i)}[k] = \max_{0 \leq j \leq i} \left( \tilde{\Omega}^{(j)}[k-1] + \sum_{\ell=j}^{i-1} \log \rho_\ell \right) + Z_i(X_k) + \log(1 - \rho_i),
\]
with $\tilde{\Omega}^{(0)}[k] = 0$, for all $k$, and $\rho_0 = 1$.

**Example 1.** When $L = 2$, setting $G(x) = \sum_{k>x} g(k)$, we have
\[
W'[k] = \max_{1 \leq v_1 \leq k} \log \left\{ \sum_{d_1=0}^{k-v_1} g(d_1) \Lambda_1[v_1, v_2] \Lambda_2[v_2, k] 
+ G(k - v_1) \Lambda_1[v_1, k] \right\},
\]
\[
\tilde{W}[k] = \max_{1 \leq v_1 \leq k} \log \left\{ \max_{0 \leq d_1 \leq k-v_1} \max_{0 \leq d_2 \leq k-v_1} g(d_1) \Lambda_1[v_1, v_2] \right\} \times \Lambda_2[v_2, k] \times G(k - v_1) \Lambda_1[v_1, k],
\]

\[\Box\]

4 Lower Bounds on the ARL

In this section, we obtain non-asymptotic lower bounds on the ARL to false alarm for the D-CuSum algorithm and the WD-CuSum algorithm.
4.1 D-CuSum

It is interesting to point out that unlike the classical CuSum statistic, which we recover by setting $L = 1$, $\{\widehat{\Omega}^{(1)}[k], \ldots, \widehat{\Omega}^{(L)}[k]\}$ does not always regenerate under $P^\infty$ for $L \geq 2$. Denote by $Y$ the first regeneration time, i.e.,

$$Y = \inf\{k \geq 1 : (\widehat{W}[k])^+ = 0\}. \quad (31)$$

The following example shows that $Y$ is not always finite.

**Example 2.** Suppose that $L = 2$ and $f_0, f_1, f_2$ are chosen such that

$$f_0(x) = 0.5 \times \mathbb{1}_{\{x \in [0, 2]\}},$$

$$f_1(x) = 0.8 \times \mathbb{1}_{\{x \in [0, 1]\}} + 0.2 \times \mathbb{1}_{\{x \in (1, 2]\}},$$

$$f_2(x) = 0.2 \times \mathbb{1}_{\{x \in [0, 1]\}} + 0.8 \times \mathbb{1}_{\{x \in (1, 2]\}}. \quad (32)$$

Then, $\max \{Z_1(x), Z_2(x)\} > 0, \forall x \in [0, 2]$, which implies that for all $k \geq 1$, we have pathwise

$$(\widehat{W}[k])^+ = \max \left\{\widehat{\Omega}^{(1)}[k], \widehat{\Omega}^{(2)}[k], 0\right\} > 0. \quad (33)$$

If we assume that the pre- and post-change distributions satisfy the following condition:

$$P^\infty(Y > m) \leq e^{-\alpha m}, \quad \forall m \geq 1, \quad (34)$$

where $\alpha > 0$ is a constant, then $Y$ is finite with probability one. In other words, the probability that $(\widehat{W}[k])^+$ regenerates within finite time is one. Moreover, the expectation of the regeneration time $Y$ is upper bounded by a finite constant:

$$E^\infty[Y] \leq 1 + \sum_{m=1}^{\infty} e^{-\alpha m} \leq 1 + \frac{1}{\alpha} < \infty. \quad (35)$$

Therefore, $(\widehat{W}[k])^+$ is regenerative, and the ARL of the D-CuSum algorithm is lower bounded as in the following proposition. See Appendix C for an example of sufficient conditions for (34) to hold.

**Proposition 1.** Consider the QCD problem under transient dynamics described in Section 2. Assume that the pre- and post-change distributions satisfy condition (34). If the D-CuSum algorithm is applied with a threshold $b$, then the ARL is lower bounded as follows:

$$E^\infty[\hat{\tau}(b)] \geq \frac{e^b}{1 + (b/\alpha)^{L+1}}. \quad (36)$$

**Proof.** See Appendix A.

**Corollary 1.** Assume that the pre- and post-change distributions satisfy condition (34). To guarantee $E^\infty[\hat{\tau}(b)] \geq \gamma$, it suffices to choose $b$ such that

$$\frac{e^b}{(b/\alpha)^{L+1} + 1} = \gamma,$$

and $b \sim \log \gamma$.

**Proof.** The result follows from Proposition 1.
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4.2 WD-CuSum

**Theorem 1.** Consider the QCD problem under transient dynamics described in Section 2. Assume that the WD-CuSum algorithm in (24) is applied with threshold $b$ and any $\rho_i \in (0, 1), 1 \leq i \leq L-1$. Then, the ARL of the WD-CuSum algorithm is lower bounded as follows:

$$E_\infty[\tilde{\tau}(b)] \geq \frac{1}{2} e^b.$$ (37)

*Proof.* See Appendix B.

**Remark 2.** The lower bound can be further tightened to $e^b$ by using Doob’s optional sampling theorem [23] instead of the submartingale inequality. However, this does not provide order-level improvement.

**Corollary 2.** To guarantee $E_\infty[\tilde{\tau}(b)] \geq \gamma$, it suffices to choose

$$b = \log \gamma + \log 2 \sim \log \gamma.$$ (38)

*Proof.* The result follows from Theorem 1.

5 Asymptotic Analysis

In this section we study the asymptotic performance of the proposed algorithms and demonstrate their asymptotic optimality. For our asymptotic analysis to be non-trivial, we let not only the prescribed lower bound on the ARL, $\gamma$, go to infinity, but also the transient durations. Indeed, if the latter are fixed as $\gamma$ goes to infinity, then the CuSum algorithm that detects the change from $f_0$ to $f_L$, completely ignoring the transient phases, can be shown to be asymptotically optimal using the techniques in [19]. Therefore, in order to perform a general and relevant asymptotic analysis, we let $d_1, \ldots, d_{L-1}$ go to infinity with $\gamma$. Without loss of generality, we assume that there are constants $c_i \in [0, \infty], i = 1, \ldots, L-1$ so that

$$d_i \sim c_i \frac{\log \gamma}{I_i},$$ (39)

where $c_L = \infty$. Note that if $d_i = o(\log \gamma)$, then $c_i = 0$, whereas if $\log \gamma = o(d_i)$, then $c_i = \infty$. We stress that $\{c_i, i = 1, \ldots, L-1\}$ are unknown, since the transient durations are unknown, and are not utilized in the design of the proposed rules. However the optimal asymptotic performance will turn out to be a function of these constants.

We start with the case of a single transient phase ($L = 2$), since it captures the essential features of the analysis, and then present the generalization to $L > 2$.

5.1 Asymptotic Universal Lower Bound on the WADD

Consider the case with $L = 2$, for which $d = d_1$. As will be shown in the following, the optimal asymptotic performance depends on whether $c_1 \geq 1$ or $c_1 < 1$. This dichotomy can be seen in the following asymptotic universal lower bound on the WADD.
Theorem 2. Consider the QCD problem under transient dynamics described in Section 2 with $L = 2$. Suppose that (39) holds, i.e., $d_1 \sim c_1 \log \gamma / I_1$.

(i) If $c_1 \geq 1$, then as $\gamma \to \infty$,
\[
\inf_{\tau \in C_{\gamma}} J_{L}^{d_1}(\tau) \geq \inf_{\tau \in C_{\gamma}} J_{P}^{d_1}(\tau) \geq \frac{\log \gamma}{I_1} (1 - o(1));
\]
(ii) if $c_1 < 1$, then as $\gamma \to \infty$,
\[
\inf_{\tau \in C_{\gamma}} J_{L}^{d_1}(\tau) \geq \inf_{\tau \in C_{\gamma}} J_{P}^{d_1}(\tau) \geq \log \left( \frac{1 - c_1}{I_2} + \frac{c_1}{I_1} \right) (1 - o(1)).
\]

Proof. See Appendix E.

Theorem 2 suggests that to meet the asymptotic universal lower bound on the WADD, an algorithm should be adaptive to the unknown $d_1$.

The proof of the asymptotic universal lower bound is based on a change-of-measure argument and the Weak Law of Large Numbers for log-likelihood ratio statistics, similarly to [19]. However, a major difference is that when changing measures, the post-change statistic is more complicated, due to the cascading of the transient and persistent distributions. In the proof, a decomposition of the sum of the log-likelihood of the samples is necessary before the application of the Weak Law of Large Numbers.

5.2 Asymptotic Upper Bounds on the WADD

We now establish asymptotic upper bounds on the WADD of the proposed algorithms for a threshold $b$. Again, we start with the case case of a single transient phase ($L = 2$), in which the WD-CuSum algorithm depends only on the parameter $\rho_1$. Specifically,
\[
(\tilde{W}[k])^+ = \max\{\tilde{\Omega}^{(1)}[k], \tilde{\Omega}^{(2)}[k], 0\},
\]
where
\[
\tilde{\Omega}^{(1)}[k] = \left( \tilde{\Omega}^{(1)}[k - 1] \right)^+ + Z_1(X_k) + \log(1 - \rho_1),
\]
\[
\tilde{\Omega}^{(2)}[k] = \max \left\{ \log \rho_1, \tilde{\Omega}^{(1)}[k - 1] + \log \rho_1, \tilde{\Omega}^{(2)}[k - 1] \right\} + Z_2(X_k).
\]
As we can observe from (43), the “drift” of the WD-CuSum algorithm for the samples within the transient phase is $I_1 + \log(1 - \rho_1)$, and there is a negative constant $\log \rho_1$ added to $\tilde{\Omega}^{(2)}[k]$. To meet the asymptotic universal lower bound on the WADD, which does not depend on $\rho_1$, we need to mitigate the effect of $\rho_1$ on the performance. If we choose $\rho_1$ such that as $b \to \infty$,
\[
\rho_1 \to 0 \text{ and } \frac{\log \rho_1}{b} \to 0,
\]
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e.g., \( \rho_1 = 1/b \), then the “effective drift” within the transient phase is \( I_1(1 - o(1)) \), and the “effective threshold” is \( b(1 + o(1)) \), asymptotically. In this way, the effect of the weights on the upper bound is asymptotically negligible.

Furthermore, suppose that there is a constant \( c'_1 \in [0, \infty] \), such that

\[
d_1 \sim c'_1 \frac{b}{I_1}.
\] (45)

If we choose \( b \sim \log \gamma \), then \( c_1 = c'_1 \), where \( c_1 \) is defined in (39).

The following theorem characterizes asymptotic upper bounds on the WADD for the WD-CuSum and D-CuSum algorithms.

**Theorem 3.** Consider the QCD problem under transient dynamics described in Section 2 with \( L = 2 \). Suppose that (44) and (45) hold. Consider the WD-CuSum algorithm in (24), and the D-CuSum algorithm in (15).

(i) If \( c'_1 > 1 \), then as \( b \to \infty \),

\[
J_{L}^{d_1}(\tilde{\tau}(b)) = J_{P}^{d_1}(\tilde{\tau}(b)) \leq \frac{b}{I_1}(1 + o(1)),
\] (46)

\[
J_{L}^{d_1}(\hat{\tau}(b)) = J_{P}^{d_1}(\hat{\tau}(b)) \leq \frac{b}{I_1}(1 + o(1));
\] (47)

(ii) if \( c'_1 \leq 1 \), then as \( b \to \infty \),

\[
J_{L}^{d_1}(\tilde{\tau}(b)) = J_{P}^{d_1}(\tilde{\tau}(b)) \leq b \left( \frac{c'_1}{I_1} + \frac{1 - c'_1}{I_2} \right) (1 + o(1)),
\] (48)

\[
J_{L}^{d_1}(\hat{\tau}(b)) = J_{P}^{d_1}(\hat{\tau}(b)) \leq b \left( \frac{c'_1}{I_1} + \frac{1 - c'_1}{I_2} \right) (1 + o(1)).
\] (49)

**Proof.** By Remark \( \square \) it follows that for the D-CuSum the worse-case scenario for the observations up to the change-point \( v_1 \) is when \( \hat{W}[v_1] = 0 \), and consequently for every \( b > 0 \) and \( d \) we have

\[
J_{L}^{d}(\tilde{\tau}(b)) = J_{P}^{d}(\tilde{\tau}(b)) = \mathbb{E}_{1}^{d}[\tilde{\tau}(b)].
\] (50)

Similarly we can argue that

\[
J_{L}^{d}(\hat{\tau}(b)) = J_{P}^{d}(\hat{\tau}(b)) = \mathbb{E}_{1}^{d}[\hat{\tau}(b)].
\] (51)

Thus, the WADD for the D-CuSum and the WD-CuSum algorithms is achieved when \( v_1 = 1 \) under both Lorden’s and Pollak’s criteria. Moreover, by the construction of the D-CuSum and the WD-CuSum algorithms in (15) and (24), for any \( k \geq 1 \) we have

\[
\hat{W}[k] \leq \hat{W}[k],
\] (52)

which is due to the fact that the weights in the WD-CuSum algorithm are less than one. Therefore, with the same threshold \( b \), the WD-CuSum algorithm will always stop later than the D-CuSum algorithm, thus

\[
\mathbb{E}_{1}^{d_1}[\tilde{\tau}(b)] \leq \mathbb{E}_{1}^{d_1}[\hat{\tau}(b)],
\] (53)

and it suffices to upper bound \( \mathbb{E}_{1}^{d_1}[\hat{\tau}(b)] \), which is done in Appendix \( \square \)
The proof of the asymptotic upper bounds on WADD is based on an argument of partitioning the samples into independent blocks and the Law of Large Numbers for log-likelihood ratio statistics similar to those in [19, Theorem 4]. The major difficulty is due to the more complicated post-change statistic, which is a cascading of the transient and persistent distributions. In the proof, a novel approach of partitioning samples is needed to guarantee large probability of crossing the threshold within each block. Moreover, a decomposition of the sum of log-likelihood of the samples from \( f_1 \) and \( f_2 \), respectively, is also necessary before the application of the Law of Large Numbers.

The WADD is upper bounded differently in two regimes, depending on \( c_1' \), which determines the scaling behavior between \( d_1 \) and \( b \). If \( d_1 \) is “large”, then the WD-CuSum algorithm stops within the transient phase with high probability, such that the asymptotic upper bound only depends on \( I_1 \); if \( d_1 \) is “small”, then the WD-CuSum algorithm stops within the persistent phase with high probability, such that the asymptotic upper bound depends on a mixture of \( I_1 \) and \( I_2 \). This is consistent with the insights gained from the asymptotic universal lower bound in Theorem 2.

5.3 Asymptotic Optimality

We are now ready to establish the asymptotic optimality of the proposed rules with respect to both Lorden’s and Pollak’s criteria under every possible post-change regime.

**Theorem 4.** Consider the QCD problem under transient dynamics described in Section 2 with \( L = 2 \). Suppose that \( d_1, \gamma \to \infty \) according to (39).

(i) If \( b \) can be selected so that \( \hat{\tau}(b) \in C_\gamma \) and \( b \sim \log \gamma \) as \( \gamma \to \infty \), then

\[
J^{d_1}_L(\hat{\tau}(b)) \sim \inf_{\tau \in C_\gamma} J^{d_1}_L(\tau) \sim J^{d_1}_P(\hat{\tau}(b)) \sim \inf_{\tau \in C_\gamma} J^{d_1}_P(\tau)
\]

\[
\sim \begin{cases} 
\frac{\log \gamma}{I_1}, & \text{if } c_1 > 1, \\
\log \gamma \left( \frac{c_1}{I_1} + \frac{1 - c_1}{I_2} \right), & \text{if } c_1 \leq 1.
\end{cases}
\]  

(ii) Suppose that \( b \) is selected so that \( E_\infty[\hat{\tau}(b)] \geq \gamma \) and \( b \sim \log \gamma \) as \( \gamma \to \infty \). If \( \rho_1 \to 0 \) according to (41), then

\[
J^{d_1}_L(\hat{\tau}(b)) \sim \inf_{\tau \in C_\gamma} J^{d_1}_L(\tau) \sim J^{d_1}_P(\hat{\tau}(b)) \sim \inf_{\tau \in C_\gamma} J^{d_1}_P(\tau)
\]

\[
\sim \begin{cases} 
\frac{\log \gamma}{I_1}, & \text{if } c_1 > 1, \\
\log \gamma \left( \frac{c_1}{I_1} + \frac{1 - c_1}{I_2} \right), & \text{if } c_1 \leq 1.
\end{cases}
\]

**Proof.** The results follow from Proposition 1 and Theorems 1, 2, and 3. \( \square \)

A heuristic explanation for the dichotomy in Theorem 4 is as follows (see also Fig. 1). If we wish to detect a change from \( f_0 \) to \( f_1 \) with ARL \( \gamma \), we have WADD \( \sim \log \gamma / I_1 \) (see, e.g., Theorem 1 in [19]). However, we only have \( d_1 \) samples from \( f_1 \) within the transient phase. If \( d_1 \geq \log \gamma / I_1 \),
Figure 1: A heuristic explanation for the dichotomy in Theorem 4.

i.e., $c_1 \geq 1$, then the problem is similar to one of testing the change from $f_0$ to $f_1$, and WADD increases when $\log \gamma$ increases with slope $1/I_1$, i.e.,

$$WADD \sim \frac{\log \gamma}{I_1}. \quad (56)$$

If $d_1 < \log \gamma/I_1$, i.e., $c_1 < 1$, we then need further information from $f_2$, and WADD increases when $\log \gamma$ increases with slope $1/I_2$. To obtain the overall slope, it then follows that

$$d_1 I_1 + (WADD - d_1) I_2 \approx \log \gamma, \quad (57)$$

which implies that

$$WADD \approx d_1 + \frac{\log \gamma - d_1 I_1}{I_2} \sim \log \gamma \left( \frac{1 - c_1}{I_2} + \frac{c_1}{I_1} \right). \quad (58)$$

5.4 Generalization to Arbitrary $L$

The asymptotic universal lower bound on the WADD can be extended to the case with arbitrary $L$. 
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Theorem 5. Consider the QCD problem under transient dynamics described in Section 2 with an arbitrary $L \geq 2$. Suppose that (39) holds. If $h = \min\{1 \leq j \leq L : \sum_{i=1}^{j} c_i \geq 1\}$, then as $\gamma \to \infty$

$$\inf_{\tau \in \mathcal{C}_\gamma} J^d_L(\tau) \geq \inf_{\tau \in \mathcal{C}_\gamma} J^d_P(\tau) \geq \log \gamma \left( \sum_{i=1}^{h-1} \frac{c_i}{I_i} + \frac{1 - \sum_{i=1}^{h-1} c_i}{I_h} \right) \left(1 - o(1)\right).$$

(59)

Proof. The proof is a cumbersome but straightforward generalization of the proof of Theorem 2 and is omitted. 

We further assume that there is a constant $c'_i \in [0, \infty]$ such that

$$d_i \sim c'_i \frac{b}{I_i},$$

(60)

for $1 \leq i \leq L - 1$. If we choose $b \sim \log \gamma$, then $c_i = c'_i$, $1 \leq i \leq L - 1$.

As in the case with $L = 2$, we need to design the weights $\{\rho_i, 1 \leq i \leq L - 1\}$ in the WD-CuSum algorithm so that their effect is asymptotically negligible. Similarly to (44), we choose $\rho_i$ such that

$$\rho_i \to 0, \text{ and } \frac{-\log \rho_i}{b} \to 0,$$

(61)

for $i = 1, \ldots, L - 1$. We then obtain the following asymptotic upper bounds on the WADD of the D-CuSum and the WD-CuSum algorithms.

Theorem 6. Consider the QCD problem under transient dynamics described in Section 2 with an arbitrary $L \geq 2$. Suppose (39) and (60) hold. Let $h = \min\{1 \leq j \leq L : \sum_{i=1}^{j} c'_i \geq 1\}$, then as $\gamma \to \infty$

$$J^d_L(\hat{\tau}(b)) = J^d_P(\hat{\tau}(b)) \leq J^d_L(\hat{\tau}(b)) = J^d_P(\hat{\tau}(b)) \leq b \left( \sum_{i=1}^{h-1} \frac{c'_i}{I_i} + \frac{1 - \sum_{i=1}^{h-1} c'_i}{I_h} \right) \left(1 + o(1)\right).$$

(62)

Proof. The proof is a cumbersome but straightforward generalization of the proof of Theorem 3 and is omitted.

We are then ready to establish the asymptotic optimality of the proposed algorithms with respect to both Lorden’s and Pollak’s criteria under every possible post-change regime for $L \geq 2$.

Theorem 7. Consider the QCD problem under transient dynamics described in Section 2 with $L \geq 2$. Assume that (39) is satisfied, as $\gamma, d \to \infty$. Let $h = \min\{1 \leq j \leq L : \sum_{i=1}^{j} c_i \geq 1\}$.

(i) If $\exists b \sim \log \gamma$ such that $E_{\infty}[\hat{\tau}(b)] \geq \gamma$. Then, as $\gamma \to \infty$,

$$J^d_L(\hat{\tau}(b)) \sim \inf_{\tau \in \mathcal{C}_\gamma} J^d_L(\tau) \sim J^d_P(\hat{\tau}(b)) \sim \inf_{\tau \in \mathcal{C}_\gamma} J^d_P(\tau) \sim \log \gamma \left( \sum_{i=1}^{h-1} \frac{c_i}{I_i} + \frac{1 - \sum_{i=1}^{h-1} c_i}{I_h} \right).$$

(63)
(ii) Choose $\rho_i$ for $1 \leq i \leq L - 1$ such that (61) is satisfied and $b \sim \log \gamma$ such that $E_\infty[\tau(b)] \geq \gamma$. Then, as $\gamma \to \infty$,

$$J^d_L(\tau(b)) \sim \inf_{\tau \in \mathcal{C}_\gamma} J^d_L(\tau) \sim J^d_P(\tau(b)) \sim \inf_{\tau \in \mathcal{C}_\gamma} J^d_P(\tau),$$

$$\sim \log \gamma \left( \sum_{i=1}^{h-1} \frac{c_i}{I_i} + \frac{1 - \sum_{i=1}^{h-1} c_i}{I_h} \right).$$

Proof. The results follow from Proposition 1 and Theorems 1, 5 and 6. □

A heuristic explanation for the *polychotomy* for the general case with arbitrary $L$ in Theorem 7 is as follows (see also Fig. 2). If we wish to test a change from $f_0$ to $f_1$ with ARL $\gamma$, we have $\text{WADD} \sim \log \gamma / I_1$. If $d_1 < \log \gamma / I_1$, we further need samples from $f_2$. If $d_1 I_1 + d_2 I_2$ is still less than $\log \gamma$, we then use samples from $f_3$. Up to the $h$-th transient phase, we have collected sufficient number of samples such that

$$\sum_{i=1}^{h} d_i I_i > \log \gamma. \quad (64)$$

To obtain the overall slope, it then follows that

$$\sum_{i=1}^{h-1} d_i I_i + \left( \text{WADD} - \sum_{i=1}^{h-1} d_i \right) I_h \approx \log \gamma, \quad (65)$$

which implies that

$$\text{WADD} \approx \frac{\log \gamma - \sum_{i=1}^{h-1} d_i I_i}{I_h} + \sum_{i=1}^{h-1} d_i$$

$$\sim \log \gamma \left( \frac{1 - \sum_{i=1}^{h-1} c_i}{I_h} + \sum_{i=1}^{h-1} \frac{c_i}{I_i} \right). \quad (66)$$

### 6 Numerical Studies

In this section, we present some numerical results. We focus on the case with $L = 2$ to illustrate the performance of the algorithms and demonstrate our theoretical assertions. Together with the insights gained from the theoretical results, we also propose a heuristic approach to assign the weights for the WD-CuSum algorithm.

In Fig. 3, we plot the evolution paths of the WD-CuSum and D-CuSum algorithms. We choose $f_0 = \mathcal{N}(0, 1)$, $f_1 = \mathcal{N}(3, 1)$ and $f_2 = \mathcal{N}(1, 1)$. We assume that the change happens at $v_1 = 20$ and the persistent phase starts at $v_2 = 40$. We choose $\rho_1 = 1/1000$ for the WD-CuSum algorithm, which is small enough compared to $I_1$. It can be seen that the values of both the WD-CuSum and D-CuSum algorithms stay close to zero before the change-point $v_1$ and grow after the change-point $v_1$. 
with different drifts in the transient and persistent phases. Both algorithms are seen to be adaptive to the unknown transient duration $d_1$. Furthermore, within the transient phase, the WD-CuSum and D-CuSum algorithms have close evolution paths. After $v_2$, there is a gap of roughly $|\log \rho_1|$ between the two evolution paths. These observations reflect the difference between the WD-CuSum and D-CuSum algorithms. For the D-CuSum algorithm, the drift is $I_1$ within the transient phase, and $I_2$ within the persistent phase. Recall that for the WD-CuSum algorithm, the drift within the transient phase is reduced from $I_1$ by $|\log(1 - \rho_1)|$. Since $\rho_1$ is chosen to be small compared to $I_1$, the change of drift is not significant in the figure. Furthermore, the value of the WD-CuSum statistic is reduced by $|\log \rho_1|$ within the persistent phase. Therefore, the difference between the values of the D-CuSum and the WD-CuSum statistics is roughly $|\log \rho_1|$, as shown in the figure.

We next compare the performance of the WD-CuSum algorithms with different $\rho_1$ and the D-CuSum algorithm. The goal is to check how different choices of $\rho_1$ affect the performance of the WD-CuSum algorithm relative to the D-CuSum algorithm. We choose $f_0 = N(0, 1)$, $f_1 = N(0.3, 1)$ and $f_2 = N(-0.3, 1)$. For the WD-CuSum algorithm, we consider three different choices of $\rho_1$, i.e., $\rho_1 = 0.01, 0.02$ and 0.04. We choose $d_1 = 40$ and $d_1 = \infty$, and plot the WADD versus the ARL in Fig. 4 and Fig. 5, respectively. Fig. 4 and Fig. 5 show that if the algorithms stop within the transient phase, i.e., $\text{WADD} \leq d_1$, the WD-CuSum algorithm has a better performance than the D-CuSum algorithm. Fig. 4 also shows that if the algorithms stop within the persistent phase, i.e., $\text{WADD} > d_1$, the D-CuSum and the WD-CuSum algorithms have similar performance.

In Fig. 4 when the algorithms stop within the persistent phase, i.e., $\text{WADD} > d_1$, the WD-CuSum algorithm has a better performance if $\rho_1$ is larger. This is due to the fact that the value of the WD-CuSum statistic is reduced by $|\log \rho_1|$ in the persistent phase, which slows down the detection. With a larger $\rho_1$, this effect is mitigated, which results in better performance for the WD-CuSum algorithm in the persistent phase.
In Fig. 4 and more clearly in Fig 5 when the algorithms stop within the transient phase, i.e., WADD ≤ d₁, the WD-CuSum algorithm has a better performance if ρ₁ is smaller. This is due to the fact that the drift of the WD-CuSum algorithm is reduced by |log(1 − ρ₁)| in the transient phase, which also slows down the detection. With a smaller ρ₁, this effect is reduced, which results in better performance for the WD-CuSum algorithm in the transient phase.

As can be observed in Fig. 4 and Fig. 5, the performance of the WD-CuSum algorithm depends on the choice of ρ₁, but not monotonically. A smaller ρ₁ yields a better performance for the WD-CuSum algorithm in the transient phase, and a larger ρ₁ yields a better performance for the WD-CuSum algorithm in the persistent phase. However, since d₁ is not known in advance, it is not clear in which regime the WD-CuSum algorithm will stop. Therefore, we propose a moderate way to choose ρ₁ that balances the performance within the transient and persistent phases.

Since the lower bound on the ARL in Theorem 1 does not depend on ρ₁, we choose b ∼ log γ. We choose ρ₁ to be small but not too small such that the WD-CuSum algorithm is robust to the unknown d₁, i.e., the WD-CuSum algorithm has a good performance in both the transient and persistent phases. Recall that the drift within the transient phase is reduced from I₁ by |log(1 − ρ₁)|. From our asymptotic analysis, we would like to have

\[ \frac{-\log(1 - \rho_1)}{I_1} \to 0, \text{ as } b \to \infty. \]  

Therefore, we let

\[ -\log(1 - \rho_1) \leq \delta_1 I_1, \]  

for some δ₁ ∈ (0, 1), such that the drift is reduced by a small fraction of I₁. Furthermore, within the persistent phase the value of the WD-CuSum statistic is reduced by |log ρ₁|. From our asymptotic
Figure 4: WADD versus ARL for the WD-CuSum and D-CuSum algorithms with $d_1 = 40$.

analysis, we would like to have

$$\frac{-\log \rho_1}{b} \to 0, \text{ as } b \to \infty.$$  \hspace{1cm} (69)

Therefore, we let

$$-\log \rho_1 \leq \delta_2 b,$$  \hspace{1cm} (70)

for some $\delta_2 \in (0, 1)$, such that $|\log \rho_1|$ is a small perturbation compared to $b$. Therefore, $\rho_1$ is chosen such that

$$e^{-\delta_2 b} < \rho_1 < 1 - e^{-\delta_1 I_1}.$$  \hspace{1cm} (71)

For example, we let $\delta_1 = \delta_2 = 0.3$. Assume that $I_1 = 0.045$ (as in Fig. 4 and Fig. 5) and the required ARL is $10^7$. Then we can choose $b = \log(10^7)$ and $\rho_1 \in [0.008, 0.134]$.

7 Conclusions

In this paper, we studied a variant of the QCD problem that arises in a number of engineering applications. Our problem formulation captures the scenarios with transient dynamics after a change. We studied two algorithms for this formulation, the D-CuSum and the WD-CuSum algorithms. We established bounds on the ARL to false alarm for these algorithms that can be used to set the thresholds of these algorithms in application settings. We also established the asymptotic optimality of the D-CuSum and the WD-CuSum algorithms up to a first-order asymptotic
approximation. Both algorithms admit recursions that facilitate implementation and are adaptive to unknown transient dynamics.

We have shown that the asymptotic optimal performance follows a polychotomy as illustrated in Fig. 2. In particular, for the case with only one transient phase, the asymptotic optimal performance follows a dichotomy: if the duration of the transient phase is “large”, then the WADD only depends on the distribution associated with the transient phase; otherwise, the WADD depends on the distributions associated with both the transient and the persistent phases.

We note that in this paper, our asymptotic analysis is up to a first-order approximation. When the threshold or the transient durations are small, such an approximation may not be precise enough. It is therefore of interest to develop more accurate approximations for the delay and false alarm rate of the algorithms.

A possible extension of the problem formulation studied in this paper is a generalization to the case where the observations within each transient phase are not i.i.d., as in the observation model studied by Lai [19]. Another extension is the scenario in which prior statistical knowledge of the change-point and durations of the transients is available. In this case, such prior knowledge should be incorporated into the design of algorithms to improve performance, while taking into account computational efficiency. We also note that the generalization to the case in which the distribution within each transient phase is composite is also of interest in practice, an example of which is the sequentially detection of a propagating event with an unknown propagation pattern in sensor networks [24].

Appendix
A  Proof of Proposition [1]

Under (34), \( \{ (\hat{W}[k])^+ \}_{k \geq 1} \) is regenerative. Define the following regenerative times:

\[
\sigma_1 = \inf \left\{ k : (\hat{W}[k])^+ = 0 \right\}, (\inf \emptyset = \infty) \tag{72}
\]

and

\[
\sigma_{n+1} = \inf \left\{ k > \sigma_n : (\hat{W}[k])^+ = 0 \right\}, \tag{73}
\]

for \( n \geq 1 \). Let

\[
N = \inf \left\{ n \geq 0 : \sigma_n \leq \infty \text{ and } (\hat{W}[k])^+ \geq b \right\}
\]

for some \( \sigma_n < k \leq \sigma_{n+1} \) \( \tag{74} \)

denote the index of the cycle in which \( (\hat{W}[k])^+ \) crosses \( b \). Then

\[
\mathbb{E}_\infty[\hat{\tau}(b)] \geq \mathbb{E}_\infty[N] = \sum_{n=0}^{\infty} \mathbb{P}_\infty(N \geq n). \tag{75}
\]

For any \( m \geq 1 \),

\[
\mathbb{P}_\infty(\hat{\tau}(b) < Y)
\]

\[
= \mathbb{P}_\infty(\hat{\tau}(b) < Y, Y \leq m) + \mathbb{P}_\infty(\hat{\tau}(b) < Y, Y > m)
\]

\[
\leq \mathbb{P}_\infty(\hat{\tau}(b) < m) + \mathbb{P}_\infty(Y > m)
\]

\[
\leq m^{L+1}e^{-b} + e^{-\alpha m}, \tag{76}
\]

where the last inequality is due to condition (34) and the following fact:

\[
\mathbb{P}_\infty(\hat{\tau}(b) < m)
\]

\[
= \mathbb{P}_\infty \left( \max_{1 \leq k < m} \hat{W}[k] > b \right)
\]

\[
= \mathbb{P}_\infty \left( \max_{1 \leq k < m} \max_{1 \leq v_1 \leq k} \max_{1 \leq v_2 \leq v_1 \leq \cdots \leq v_{L} \leq k} \Gamma(k, v_1, d) > e^b \right)
\]

\[
\leq^{(a)} \sum_{1 \leq k < m} \sum_{1 \leq v_1 \leq k} \sum_{v_1 \leq v_2 \leq \cdots \leq v_{L} \leq k+1} \mathbb{P}_\infty \left( \Gamma(k, v_1, d) > e^b \right)
\]

\[
\leq^{(b)} m^{L+1}e^{-b}, \tag{77}
\]

and \((a)\) is due to the Boole’s inequality [25] and \((b)\) is due to Markov’s inequality [26] and the fact that \( \mathbb{E}_\infty[\Gamma(k, v_1, d)] = 1 \). By choosing \( m = b/\alpha \), it follows that

\[
\mathbb{P}_\infty(\hat{\tau}(b) < Y) \leq e^{-b} \left( \frac{b}{\alpha} \right)^{L+1} + 1. \tag{78}
\]
Next,
\begin{align*}
\mathbb{P}_\infty(N \geq n) \\
= \mathbb{P}_\infty((\hat{W}[k])^+ < b, \forall k \leq \sigma_n) \\
= \mathbb{P}_\infty((\hat{W}[k])^+ < b, \forall \sigma_{m-1} \leq k \leq \sigma_m, \forall 1 \leq m \leq n) \\
= \prod_{m=1}^{n} \mathbb{P}_\infty((\hat{W}[k])^+ < b, \forall \sigma_{m-1} \leq k \leq \sigma_m) \\
\geq \left(1 - e^{-b \left((b/\alpha)^{L+1} + 1\right)}\right)^n,
\end{align*}
(79)
where the last equality is due to the independence among the cycles [27, Chapter 6.4]. Hence, combining (75) and (79), it follows that
\begin{align*}
\mathbb{E}_\infty[\hat{\tau}(b)] &\geq \sum_{n=0}^{\infty} \left(1 - e^{-b \left((b/\alpha)^{L+1} + 1\right)}\right)^n \\
&= \frac{e^b}{1 + (b/\alpha)^{L+1}},
\end{align*}
(80)
where the last step is due to the fact that for large \( b \), \( e^{-b \left((b/\alpha)^{L+1} + 1\right)} < 1 \). This concludes the proof.

B Proof of Theorem 1

For every \( k \in \mathbb{N} \) we have
\begin{align*}
\hat{W}[k] &\leq W'[k] \\
= \max_{1 \leq v_1 \leq k} \log \left( \sum_{d \in \mathbb{N}^{k-1}} \Gamma(k, v_1, d)g(d) \right) \\
&\leq \log \left( \sum_{v_1=1}^{k} \sum_{d \in \mathbb{N}^{k-1}} \Gamma(k, v_1, d)g(d) \right) \\
&\equiv \log R[k],
\end{align*}
(81)
where \( W'[k] \) is as in (24), and the first inequality follows by the construction of the detection statistics. Note that \( R[k] \) is a mixture Shiryaev-Roberts statistics, and therefore \( \{R[k] - k\}_{k \geq 1} \) is a martingale under \( \mathbb{P}_\infty \) [28]. Thus, for every \( b > 0 \) and \( k \in \mathbb{N} \) we have by Doob’s submartingale inequality [25] that
\begin{align*}
\mathbb{P}_\infty(\hat{\tau}(b) \leq k) \\
= \mathbb{P}_\infty \left( \max_{1 \leq s \leq k} \hat{W}[s] \geq b \right) \\
\leq \mathbb{P}_\infty \left( \max_{1 \leq s \leq k} R[s] \geq e^b \right) \\
\leq ke^{-b},
\end{align*}
(82)
which implies that
\[
\mathbb{E}_\infty[\bar{\tau}(b)] = \sum_{k=0}^{\infty} \mathbb{P}_\infty(\bar{\tau}(b) > k) \\
\geq \sum_{k=0}^{\infty} (1 - ke^{-b})^+ \\
= \sum_{k=0}^{e^b} \left( 1 - ke^{-b} \right) \\
\geq \frac{e^b}{2}.
\] (83)

C A Sufficient Condition for (34)

Let
\[
\Phi(X_j) = \log \left( \frac{\max_{1 \leq i \leq L} f_i(X_j)}{f_0(X_j)} \right). \tag{84}
\]

For any \((v_1, d, k)\), it follows from (10) and (84) that
\[
\log \Gamma(k, v_1, d) \leq \sum_{j=v_1}^{k} \Phi(X_j). \tag{85}
\]

This further implies that
\[
\hat{W}[k] \leq \max_{1 \leq v_1 \leq k} \sum_{j=v_1}^{k} \Phi(X_j). \tag{86}
\]

Let \(Y' = \inf \left\{ k \geq 1 : \max_{1 \leq v_1 \leq k} \sum_{j=v_1}^{k} \Phi(X_j) \leq 0 \right\}\). Then by (86), \(Y' \geq Y\). It then follows that
\[
\mathbb{P}_\infty(Y > m) \\
\leq \mathbb{P}_\infty(Y' > m) \\
= \mathbb{P}_\infty \left( \max_{1 \leq v_1 \leq k} \sum_{j=v_1}^{k} \Phi(X_j) > 0, \forall 1 \leq k \leq m \right) \\
\overset{(a)}{=} \mathbb{P}_\infty \left( \sum_{j=1}^{k} \Phi(X_j) > 0, \forall 1 \leq k \leq m \right) \\
\leq \mathbb{P}_\infty \left( \sum_{j=1}^{m} \Phi(X_j) > 0 \right) \\
= \mathbb{P}_\infty \left( \sum_{j=1}^{m} \left( \Phi(X_j) - \mathbb{E}_\infty[\Phi(X_j)] \right) > -m\mathbb{E}_\infty[\Phi(X_j)] \right), \tag{87}
\]
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where (a) is by applying the following argument recursively:

\[
\mathbb{P}_\infty \left( \Phi(X_1) > 0 \cap \left( \Phi(X_2) > 0 \cup \Phi(X_1) + \Phi(X_2) > 0 \right) \right)
\]

\[
= \mathbb{P}_\infty \left( \Phi(X_1) > 0 \cap \Phi(X_2) > 0 \right) \cup \mathbb{P}_\infty \left( \Phi(X_1) > 0 \cap \Phi(X_1) + \Phi(X_2) > 0 \right)
\]

\[
= \mathbb{P}_\infty \left( \Phi(X_1) > 0 \cap \Phi(X_1) + \Phi(X_2) > 0 \right).
\] (88)

If \( E_{f_0}[\Phi(X_j)] < 0 \), and

\[
-\alpha = \inf_{t \geq 0} (\theta(t) + tE_{f_0}[\Phi(X_j)]) < 0,
\]

where

\[
\theta(t) = \log E_{f_0} \left[ \exp \left( t(\Phi(X_j) - E_{f_0}[\Phi(X_j)]) \right) \right],
\] (89)

then by the Chernoff bound [29], (34) holds.

D A Useful Lemma

We first recall the following useful corollary of the Strong Law of Large Numbers, which will be used extensively.

**Lemma 1.** [30, Lemma A.1] Suppose random variables \( Y_1, Y_2, \ldots, Y_k \) are i.i.d. on \((\Omega, \mathcal{F}, \mathbb{P})\) with \( E[Y_i] = \mu > 0 \), and denote \( S_k = \sum_{i=1}^k Y_i \), then for any \( \epsilon > 0 \), as \( n \to \infty \),

\[
\mathbb{P} \left( \max_{1 \leq k \leq n} \frac{S_k}{n} - \mu > \epsilon \right) \to 0.
\] (90)

E Proof of Theorem [2]

Recall from [39] that \( d_1 \sim \frac{c_1 \log \gamma}{I_1} \) for some \( c_1 \in [0, \infty] \). We define \( K_\gamma \) as follows:

\[
K_\gamma = \begin{cases} 
\frac{\log \gamma}{I_1}, & c_1 \in [1, \infty]; \\
\left( 1 - c_1 \frac{c_1}{I_2} + \frac{c_1}{I_1} \right) \log \gamma, & c_1 \in [0, 1).
\end{cases}
\] (91)

Fix any small enough \( \epsilon > 0 \). By Markov’s inequality, we have

\[
E_{v_1}^d[\tau - v_1 | \tau \geq v_1] \\
\geq E_{v_1}^d(\tau - v_1 \geq (1 - \epsilon)K_\gamma | \tau \geq v_1)(1 - \epsilon)K_\gamma.
\] (92)
It then suffices to show
\[
\sup_{\tau \in C_\gamma} \mathbb{P}^d_{v_1}(\tau - v_1 < (1 - \epsilon)K_\gamma | \tau \geq v_1) \to 0 \text{ as } \gamma \to \infty. \tag{93}
\]

We will consider two cases depending on $c_1 \geq 1$ or $c_1 < 1$.

**Case 1:** Consider $c_1 \geq 1$. Then $(1 - \epsilon)K_\gamma < d_1$ for large $\gamma$. We first have for every $a > 0$,
\[
\begin{align*}
\mathbb{P}^d_{v_1}(v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma | \tau \geq v_1) & = \mathbb{P}^d_{v_1}(v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma, \log \Lambda_1[v_1, \tau] \geq a | \tau \geq v_1) \\
& \leq \mathbb{P}^d_{v_1} \left( \max_{0 \leq j < (1 - \epsilon)K_\gamma} \log \Lambda_1[v_1, v_1 + j] \geq a | \tau \geq v_1 \right) \\
& \leq \mathbb{P}^d_{v_1} \left( v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma, \log \Lambda_1[v_1, \tau] < e^a | \tau \geq v_1 \right) \\
& \leq \mathbb{P}^d_{v_1} \left( v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma, \log \Lambda_1[v_1, v_1 + j] \geq a | \tau \geq v_1 \right), \tag{94}
\end{align*}
\]
where $(a)$ is due to the fact that $\log \Lambda_1[v_1, v_1 + j]$ is independent of $X_1, \ldots, X_{v_1 - 1}$, $\forall 0 \leq j < (1 - \epsilon)K_\gamma$, and the fact that the event $\{\tau \geq v_1\}$ only depends on the random variables $X_1, X_2, \ldots, X_{v_1 - 1}$.

By changing the measure $\mathbb{P}^d_{v_1}$ to $\mathbb{P}_\infty$ [Proof of Theorem 7.1.3], it follows that
\[
\begin{align*}
\mathbb{P}^d_{v_1}(v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma, \Lambda_1[v_1, \tau] \leq e^a) & \leq e^a \mathbb{P}^d_{v_1} \left( \frac{1}{\Lambda_1[v_1, \tau]} \mathbb{1}_{\{v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma, \Lambda_1[v_1, \tau] \leq e^a\}} \right) \\
& \leq e^a \mathbb{P}^d_{v_1} \left( \frac{1}{\Lambda_1[v_1, \tau]} \mathbb{1}_{\{v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma, \Lambda_1[v_1, \tau] \leq e^a\}} \right) \\
& = e^a \mathbb{P}_\infty \left( \mathbb{1}_{\{v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma, \Lambda_1[v_1, \tau] \leq e^a\}} \right) \\
& = e^a \mathbb{P}_\infty(v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma). \tag{95}
\end{align*}
\]
The event $\{\tau \geq v_1\}$ only depends on the random variables $X_1, X_2, \ldots, X_{v_1 - 1}$ that follow the same distribution $f_0$ under both $\mathbb{P}_\infty$ and $\mathbb{P}^d_{v_1}$. This implies that
\[
\mathbb{P}^d_{v_1}(\tau \geq v_1) = \mathbb{P}_\infty(\tau \geq v_1). \tag{96}
\]
It then follows from (95) that
\[
\begin{align*}
\mathbb{P}^d_{v_1}(v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma, \Lambda_1[v_1, \tau] \leq e^a | \tau \geq v_1) & \leq e^a \mathbb{P}_\infty(v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma | \tau \geq v_1). \tag{97}
\end{align*}
\]
Combining (94) and (97) yields that
\[
\begin{align*}
\mathbb{P}^d_{v_1}(v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma | \tau \geq v_1) & \leq e^a \mathbb{P}_\infty(v_1 \leq \tau < v_1 + (1 - \epsilon)K_\gamma | \tau \geq v_1) \\
& + \mathbb{P}^d_{v_1} \left( \max_{0 \leq j < (1 - \epsilon)K_\gamma} \log \Lambda_1[v_1, v_1 + j] \geq a \right). \tag{98}
\end{align*}
\]
Since \( \mathbb{E}_\infty[\tau] \geq \gamma \), then for each \( m < \gamma \), there exists some \( v_1 \geq 1 \), such that
\[
\mathbb{P}_\infty(\tau \geq v_1) > 0 \quad \text{and} \quad \mathbb{P}_\infty(\tau < v_1 + m | \tau \geq v_1) \leq \frac{m}{\gamma},
\]
(99)
which can be shown by contradiction as in [19, Theorem 1]. Hence, for \( m = (1 - \epsilon) K_\gamma \), there exists \( v_1 \) such that
\[
\mathbb{P}_\infty(v_1 \leq \tau < v_1 + (1 - \epsilon) K_\gamma | \tau \geq v_1) \leq \frac{(1 - \epsilon) K_\gamma}{\gamma}.
\]
(100)
Set \( a = (1 - \epsilon^2) \log \gamma \), then
\[
e^{a} \mathbb{P}_\infty(v_1 \leq \tau < v_1 + (1 - \epsilon) K_\gamma | \tau \geq v_1)
\leq \gamma^{1-\epsilon} \frac{(1 - \epsilon) \log \gamma}{I_1} \to 0, \quad \text{as} \quad \gamma \to \infty.
\]
(101)
We next show that the second term in (98) converges to zero as \( \gamma \to \infty \). Because \( c_1 \geq 1 \), for large \( \gamma \), \( d_1 > (1 - \epsilon) K_\gamma \), such that \( X_j \), for \( v_1 \leq j < v_1 + (1 - \epsilon) K_\gamma \), are i.i.d. generated by \( f_1 \). Therefore, \( Z_1(X_j) \), for \( v_1 \leq j < v_1 + (1 - \epsilon) K_\gamma \), are also i.i.d. with expectation \( I_1 \). Rewrite
\[
a = (1 - \epsilon^2) \log \gamma = (1 - \epsilon) K_\gamma I_1 (1 + \epsilon),
\]
then
\[
\mathbb{P}_{v_1}^{d_1} \left( \max_{0 \leq k < (1 - \epsilon) K_\gamma} \log \Lambda_1[v_1, v_1 + k] \geq a \right)
= \mathbb{P}_{v_1}^{d_1} \left( \max_{0 \leq k < (1 - \epsilon) K_\gamma} \sum_{j=v_1}^{v_1+k} Z_1(X_j) \geq a \right)
= \mathbb{P}_{v_1}^{d_1} \left( \max_{0 \leq k < (1 - \epsilon) K_\gamma} \frac{\sum_{j=v_1}^{v_1+k} Z_1(X_j)}{(1 - \epsilon) K_\gamma} - I_1 \geq I_1 \epsilon \right)
\to 0, \quad \text{as} \quad \gamma \to \infty,
\]
(102)
where the last step is by Lemma 1 and the fact that \( Z_1(X_j) \), for \( v_1 \leq j < v_1 + (1 - \epsilon) K_\gamma \), are i.i.d. with expectation \( I_1 \).

Combining (98), (101) and (102) yields
\[
\mathbb{P}_{v_1}^{d_1}(\tau - v_1 < (1 - \epsilon) K_\gamma | \tau \geq v_1) \to 0, \quad \text{as} \quad \gamma \to \infty.
\]
(103)

Case 2: Consider \( c_1 < 1 \). Note that for any \( c_1 < 1 \), we have a small enough \( \epsilon \) such that
\[
(1 - \epsilon) \left( \frac{c_1}{I_1} + \frac{1 - c_1}{I_2} \right) > \frac{c_1}{I_1},
\]
(104)
It then follows that \( (1 - \epsilon) K_\gamma - d_1 \to \infty \) as \( \gamma \to \infty \).

By a change-of-measure argument similar to case 1, we obtain for any \( a' > 0 \),
\[
\mathbb{P}_{v_1}^{d_1}(\tau < v_1 + (1 - \epsilon) K_\gamma | \tau \geq v_1)
\leq e^{a'} \mathbb{P}_\infty(\tau < v_1 + (1 - \epsilon) K_\gamma | \tau \geq v_1)
+ \mathbb{P}_{v_1}^{d_1} \left( \max_{0 \leq j < (1 - \epsilon) K_\gamma} \log \Gamma(v_1 + j, v_1, d_1) > a' \right).
\]
(105)
Set
\[ a' = (1 - \epsilon_1) \log \gamma, \]  
(106)

where \( \epsilon_1 = \frac{(1 - \epsilon) \kappa}{2} \), and let \( m = \left( \frac{1}{I_2} + \frac{1}{I_1} \right) (1 - \epsilon) \log \gamma \) in (99). Then, there exists \( v_1 \), such that as \( \gamma \to \infty \)

\[ e^{a'} P_\infty (T < v_1 + (1 - \epsilon) K_\gamma | T \geq v_1) \leq \frac{(1 - \epsilon) K_\gamma}{\gamma^{\epsilon_1}} \to 0. \]  
(107)

We next show that the second term in (105) converges to zero as \( \gamma \to \infty \). It can be shown that

\[
\begin{align*}
\max_{0 \leq j < (1 - \epsilon) K_\gamma} \log \Gamma(v_1 + j, v_1, d_1) \\
= \max_{0 \leq j < (1 - \epsilon) K_\gamma} \left( v_1 + \min\{d_1 - 1, j\} \sum_{k=v_1}^{v_1 + j} Z_1(X_k) + \sum_{k=v_1 + d_1}^{v_1 + j} Z_2(X_k) \right) \\
\leq \max_{0 \leq j < (1 - \epsilon) K_\gamma} \sum_{k=v_1}^{v_1 + \min\{d_1 - 1, j\}} Z_1(X_k) \\
+ \max_{0 \leq j < (1 - \epsilon) K_\gamma} \sum_{k=v_1 + d_1}^{v_1 + j} Z_2(X_k) \\
\overset{(a)}{=} \max_{0 \leq j \leq d_1 - 1} \sum_{k=v_1}^{v_1 + j} Z_1(X_k) + \max_{d_1 - 1 < j < (1 - \epsilon) K_\gamma} \sum_{k=v_1 + d_1}^{v_1 + j} Z_2(X_k) \\
= \max_{0 \leq j \leq d_1 - 1} \sum_{k=v_1}^{v_1 + j} Z_1(X_k) \\
+ \max_{0 \leq j < (1 - \epsilon) K_\gamma - d_1 + 1} \sum_{k=v_1 + d_1}^{v_1 + d_1 + j - 1} Z_2(X_k),
\end{align*}
\]  
(108)

where \((a)\) is due to the fact that if \( j > d_1 - 1 \), \( \min\{d_1 - 1, j\} = d_1 - 1 \), and the fact that if \( j < d_1 \), \( \sum_{k=v_1 + d_1}^{v_1 + j} Z_2(X_k) = 0 \). By definition of \( a' \) in (106),

\[ a' = (1 - \epsilon_1) \log \gamma \geq E_1 + E_2, \]  
(109)

where

\[
\begin{align*}
E_1 &= (1 + \epsilon_1) c_1 \log \gamma \\
&\sim (1 + \epsilon_1) d_1 I_1, \\
E_2 &= \left( (1 - \epsilon) \left( \frac{c_1}{I_1} + \frac{1 - c_1}{I_2} \right) - \frac{c_1}{I_1} \right) I_2 \log \gamma (1 + \epsilon_1) \\
&\sim (1 + \epsilon_1)((1 - \epsilon) K_\gamma - d_1) I_2.
\end{align*}
\]  
(110)
Then,
\[
\mathbb{P}_{v_1}^{d_1}\left( \max_{0 \leq j < (1-\epsilon)K_\gamma} \log \Gamma(v_1 + j, v_1, d_1) > a' \right)
\leq \mathbb{P}_{v_1}^{d_1}\left( \max_{1 \leq j \leq d_1} \sum_{k=v_1}^{v_1+j-1} Z_1(X_k) + \max_{0 \leq j < (1-\epsilon)K_\gamma - d_1 + 1} \sum_{k=v_1+d_1}^{v_1+d_1+j-1} Z_2(X_k) > a' \right)
\leq \mathbb{P}_{v_1}^{d_1}\left( \max_{1 \leq j \leq d_1} \sum_{k=v_1}^{v_1+j-1} Z_1(X_k) + \max_{0 \leq j < (1-\epsilon)K_\gamma - d_1 + 1} \sum_{k=v_1+d_1}^{v_1+d_1+j-1} Z_2(X_k) > E_1 + E_2 \right)
\leq \mathbb{P}_{v_1}^{d_1}\left( \max_{1 \leq j \leq d_1} \sum_{k=v_1}^{v_1+j-1} Z_1(X_k) > E_1 \right)
+ \mathbb{P}_{v_1}^{d_1}\left( \max_{0 \leq j < (1-\epsilon)K_\gamma - d_1 + 1} \sum_{k=v_1+d_1}^{v_1+d_1+j-1} Z_2(X_k) > E_2 \right)
\rightarrow 0, \text{ as } \gamma \rightarrow \infty,
\]

where (a) is due to the fact that \(\mathbb{P}(Y_1 + Y_2 > y_1 + y_2) \leq \mathbb{P}(Y_1 > y_1) + \mathbb{P}(Y_2 > y_2)\) for any random variables \(Y_1, Y_2\) and constants \(y_1, y_2\), and (b) is due to Lemma \([\text{1}]\). This completes the proof.

\[
w[k_1, k_2, v_2] = \begin{cases} 
\log \left( \prod_{j=k_1}^{\min\{v_2-1, k_2\}} f_1(X_j)(1-\rho_1) \right) \rho_1^{\mathbb{1}(k_2 \geq v_2)} \prod_{j=v_2}^{k_2} f_2(X_j) \\
\prod_{j=k_1}^{k_2} f_0(X_j) 
\end{cases}, \text{ if } k_1 \leq v_2,
\]
\[
\log \left( \prod_{j=k_1}^{k_2} f_2(X_j) \right) \prod_{j=k_1}^{k_2} f_0(X_j), \text{ if } k_1 > v_2,
\]

(111)

F Proof of Theorem \([\text{3}]\)

We first show the asymptotic upper bound on the WADD for the WD-CuSum algorithm. Then the results for the D-CuSum algorithm naturally follows from \([\text{53}]\).

For notational convenience, define \(w[k_1, k_2, v_2]\) as in \([\text{112}]\), i.e., \(w[k_1, k_2, v_2]\) is the logarithm of the weighted likelihood ratio of the samples \(X_{k_1}, \ldots, X_{k_2}\) with the change-point \(v_1 = 1\) and the starting point of the persistent phase being \(v_2\).

We further note that the test statistic in \([\text{26}]\) is equivalent to
\[
(W[k])^+ = \max_{1 \leq k_1 \leq v_2 \leq k+1} w[k_1, k, v_2].
\]

(113)
Due to the Markov property and the recursive structure of \( \{\tilde{\Omega}^{(1)}[k], \tilde{\Omega}^{(2)}[k]\}_{k \geq 1} \), it is clear that the WADD is achieved when \( v_1 = 1 \), i.e.,

\[
J_{L^d_1}(\tilde{\tau}(b)) = J_{P^d_1}(\tilde{\tau}(b)) = \mathbb{E}_{1}^{d_1}[\tilde{\tau}(b)].
\]  

(114)

It then suffices to upper bound \( \mathbb{E}_{1}^{d_1}[\tilde{\tau}(b)] \). When \( \rho_1 \to 0 \) and \( \frac{\log \rho_1}{b} \to 0 \) as \( b \to \infty \) and by the fact that \( d_1 \sim c'_1 b / I_1 \), we have

\[
d_1 \sim c'_1 \frac{b}{I_1 + \log(1 - \rho_1)}.
\]  

(115)

Depending on the value of \( c'_1 \), we bound \( \mathbb{E}_{1}^{d_1}[\tilde{\tau}(b)] \) in the following two cases.

**Case 1:** Consider \( c'_1 > 1 \). Our goal is to show that as \( b \to \infty \),

\[
\mathbb{E}_{1}^{d_1}[\tilde{\tau}(b)] \leq \frac{b}{I_1}(1 + o(1)).
\]  

(116)

In the following, we choose \( \epsilon > 0 \) such that \( 1 < \frac{1 + \epsilon}{1 - \epsilon} \leq c'_1 \), i.e., \( c'_1 (1 - \epsilon) \leq \frac{1}{1 + \epsilon} \geq 1 \), and denote

\[
n_b = \frac{b(1 + \epsilon)}{I_1 + \log(1 - \rho_1)},
\]  

(117)

\[
c_\epsilon = \left\lfloor c'_1 \frac{(1 - \epsilon)}{1 + \epsilon} \right\rfloor.
\]  

(118)

We first have

\[
\mathbb{E}_{1}^{d_1}\left[\frac{\tilde{\tau}(b)}{n_b}\right] = \int_0^\infty \mathbb{P}_{1}^{d_1}\left(\frac{\tilde{\tau}(b)}{n_b} > x\right) dx \\
\leq \sum_{i=0}^\infty \mathbb{P}_{1}^{d_1}(\tilde{\tau}(b) > n_b i) \\
= 1 + \sum_{i=1}^{c_\epsilon} \mathbb{P}_{1}^{d_1}(\tilde{\tau}(b) > n_b i) + \sum_{i=c_\epsilon+1}^{\infty} \mathbb{P}_{1}^{d_1}(\tilde{\tau}(b) > n_b i).
\]  

(119)

It then suffices to bound \( \mathbb{P}_{1}^{d_1}(\tilde{\tau}(b) > n_b i) \) for the two regimes, \( i \leq c_\epsilon \) and \( i > c_\epsilon \). We note that the event \( \{\tilde{\tau}(b) > n_b i\} \) only depends on the samples \( X_1, \ldots, X_{n_b i} \).
For $1 \leq i \leq c_\epsilon$, $X_1, \ldots, X_{n_b^i}$ are i.i.d. generated from $f_1$ under $P_{d_1}^1$. Therefore,

$$P_{d_1}^1(\tau(b) > n_b^i) = P_{d_1}^1\left(\max_{1 \leq k \leq n_b^i} (\tilde{W}[k])^+ \leq b\right) \leq P_{d_1}^1\left(w([u-1]n_b + 1, un_b, d_1 + 1) \leq b, \forall 1 \leq u \leq i\right) = P_{d_1}^1\left(\sum_{j=(u-1)n_b+1}^{un_b} Z_1(X_j) + \log(1 - \rho_1) \leq b, \forall 1 \leq u \leq i\right).$$

$$= \prod_{u=1}^{i} P_{d_1}^1\left(1 - \sum_{j=(u-1)n_b+1}^{un_b} Z_1(X_j) + \log(1 - \rho_1) \leq b\right) \leq \delta^i,$$

where $\delta$ can be arbitrarily small for large $b$, (a) is due to the fact that $\{X_1+u'(u-1)n_b, \ldots, X_u'(u-1)n_b\}$ are independent from $\{X_1+(u-1)n_b, \ldots, X_u'n_b\}$ for any $u \neq u'$, and (b) is by the Weak Law of Large Numbers.

For $i > c_\epsilon$, $n_b^i > d_1$ for large $b$, then the samples $X_1, \ldots, X_{n_b^i}$ are generated from different distributions, either $f_1$ or $f_2$. We then define

$$t = \left\lceil \frac{I_1}{\min\{I_1, I_2\}} \right\rceil + 1.$$

We note that $t$ is a constant that only depends on $I_1$ and $I_2$.

Figure 6: Illustration of partitioning of samples into blocks. Here $c_\epsilon + t \leq i < c_\epsilon + 2t$. We partition the samples up to $in_b$ into $c_\epsilon$ blocks with size $n_b$, and one block with size $tn_b$. Then, the probability that the sum of log-likelihood of the samples within each block is less than $b$ is asymptotically small by the Weak Law of Large Numbers. The choice of block size $tn_b$ for the samples after $c_\epsilon n_b$ is due to the fact that the samples are generated from $f_1$ and $f_2$, and the need to guarantee an asymptotically small probability that the sum of log-likelihood of the samples within this block is less than $b$.

Consider any $i$ such that $c_\epsilon + (\ell - 1)t \leq i \leq c_\epsilon + \ell t - 1$, for any $\ell \geq 1$, then

$$P_{d_1}^1(\tau(b) > n_b^i) = P_{d_1}^1\left(\max_{1 \leq k \leq n_b^i} (\tilde{W}[k])^+ \leq b\right) \leq P_{d_1}^1(A \cap B) = P_{d_1}^1(A) P_{d_1}^1(B),$$

where $\delta$ can be arbitrarily small for large $b$. (a) is due to the fact that $\{X_1+(u-1)n_b, \ldots, X_u'n_b\}$ are independent from $\{X_1+(u-1)n_b, \ldots, X_u'n_b\}$ for any $u \neq u'$, and (b) is by the Weak Law of Large Numbers.
where
\[A = \{w \left[1 + (u - 1)n_b, un_b, d_1 + 1 \right] \leq b, \forall 1 \leq u \leq c_r\}, \quad (123)\]
\[B = \{w \left[(c_r + (u - 1)t)n_b + 1, (c_r + ut)n_b, d_1 + 1 \right] \leq b, \quad \forall 1 \leq u \leq \ell - 1\}, \quad (124)\]
and the last equality is due to the fact that the events \(A\) and \(B\) are independent. See Fig. 6 for an illustration of partitioning the samples up to \(n_b\) into blocks with different sizes.

Similarly to (120), we obtain that
\[\mathbb{P}^{d_1}(A) \leq \delta^{c_r}. \quad (125)\]
Furthermore, by the Weak Law of Large Numbers, \(\forall 1 \leq u \leq \ell - 1\), we have that as \(b \to \infty\),
\[\frac{w \left[(c_r + (u - 1)t)n_b + 1, (c_r + ut)n_b, d_1 + 1 \right]}{tn_b} \xrightarrow{p} I_2. \quad (126)\]
As \(b \to \infty\),
\[\frac{w \left[(c_r + (u - 1)t)n_b + 1, (c_r + ut)n_b, d_1 + 1 \right]}{b} \xrightarrow{p} \frac{I_2 t(1 + \epsilon)}{I_1} \geq 1 + \epsilon. \quad (127)\]
Thus,
\[\mathbb{P}^{d_1}(w \left[(c_r + (u - 1)t)n_b + 1, (c_r + ut)n_b, d_1 + 1 \right] \leq b) \leq \delta, \quad (128)\]
where \(\delta\) can be arbitrarily small for large \(b\). Then, it follows from similar arguments of independence that
\[\mathbb{P}^{d_1}(B) \leq \delta^{\ell - 1}. \quad (129)\]
Combining (125) and (129) further implies that
\[\mathbb{P}^{d_1}(\tilde{\tau}(b) > n_b) \leq \delta^{c_r + \ell - 1}. \quad (130)\]
Hence, by (119), (120) and (130), we have
\[\mathbb{E}^{d_1}_1 \left[\frac{\tilde{\tau}(b)}{n_b} \right] \leq \sum_{i=0}^{c_r} \delta^i + \sum_{t=1}^{\infty} t\delta^{c_r + \ell - 1}
= \frac{1}{1 - \delta} + t\delta^{c_r} + (t - 1)\delta^{c_r + 1} \frac{1}{1 - \delta}
\overset{\Delta}{=} 1 + \delta', \quad (131)\]
where \(\delta'\) can be arbitrarily small for large \(b\) due to the facts that \(c_r \geq 1\) and \(\delta\) can be arbitrarily small for large \(b\). Therefore, as \(b \to \infty\),
\[\mathbb{E}^{d_1}_1 [\tilde{\tau}(b)] \leq \frac{b}{I_1} (1 + o(1)). \quad (132)\]
Case 2: If \( c'_1 \leq 1 \), our goal is to show that as \( b \to \infty \),

\[
\mathbb{E}_{d_1}^{d_1}[\tilde{\tau}(b)] \leq b \left( \frac{c'_1}{I_1} + \frac{1 - c'_1}{I_2} \right) (1 + o(1)). \tag{133}
\]

Let

\[
n'_b = \left( d_1 + \frac{b - \log \rho_1 - d_1(I_1 + \log(1 - \rho_1))}{I_2} \right) (1 + \epsilon),
\]

\[
\sim b \left( \frac{c'_1}{I_1} + \frac{1 - c'_1}{I_2} \right) (1 + \epsilon). \tag{134}
\]

Then, we have

\[
\lim_{b \to \infty} \frac{n'_b}{d_1} = \left( 1 + \left( \frac{1}{c'_1} - 1 \right) \frac{I_1}{I_2} \right) (1 + \epsilon) > 1, \tag{135}
\]

which implies that for large \( b \), \( n'_b > d_1 \), and \( n'_b - d_1 \to \infty \) as \( b \to \infty \).

To bound \( \mathbb{E}_{d_1}^{d_1}[\tilde{\tau}(b)] \), we first obtain

\[
\mathbb{E}_{d_1}^{d_1} \left[ \frac{\tilde{\tau}(b)}{n'_b} \right] \leq \sum_{i=0}^{\infty} \mathbb{P}_{d_1}^{d_1} \left( \tilde{\tau}(b) > n'_b i \right)
\]

\[
= 1 + \sum_{i=1}^{\infty} \mathbb{P}_{d_1}^{d_1} \left( \tilde{\tau}(b) > n'_b i \right). \tag{136}
\]
If $i = 1$,
\[
\mathbb{P}_{d_1}^i \left( \tau(b) > n'_b \right) = \mathbb{P}_{d_1}^i \left( \max_{1 \leq k \leq n'_b} (\hat{W}_b[k]^+) \leq b \right)
\leq \mathbb{P}_{d_1}^i \left( w[1, n'_b, d_1 + 1] \leq b \right)
= \mathbb{P}_{d_1}^i \left( \sum_{j=1}^{d_1} \left( Z_1(X_j) + \log(1 - \rho_1) \right) + \log \rho_1 \right.
+ \sum_{j=d_1+1}^{n'_b} Z_2(X_j) \leq b \right)
= \mathbb{P}_{d_1}^i \left( \sum_{j=1}^{d_1} \left( Z_1(X_j) + \log(1 - \rho_1) \right) \right.
+ \sum_{j=d_1+1}^{n'_b} Z_2(X_j) \leq b \right)
\leq d_1(I_1 + \log(1 - \rho_1)) + (n'_b - d_1)I_2 - \epsilon C
\leq \delta, 
\]
(137)

where $C = d_1I_2 + b - d_1(I_1 + \log(1 - \rho_1)) - \log \rho_1$, $\delta$ can be arbitrarily small for large $b$, (a) is due to the fact that for any random variables $X, Y$ and constants $x, y$, $\mathbb{P}(X + Y \leq x + y) \leq \mathbb{P}(X \leq x) + \mathbb{P}(Y \leq y)$, and (b) is due to the Weak Law of Large Numbers.

Define
\[
t' = \left\lfloor \frac{1}{\left( \frac{c_1'}{I_1} + \frac{1 - c_1'}{I_2} \right) \min\{I_1, I_2\}} \right\rfloor + 1,
\]
(138)

which only depends on $c_1'$, $I_1$ and $I_2$. Following arguments similar to those in (122)-(129), we can show that if $(\ell - 1)t + 1 \leq i \leq \ell t$, for any $\ell \geq 1$,
\[
\mathbb{P}_{d_1}^i \left( \tau(b) > n'_b i \right) \leq t' \delta^\ell.
\]
(139)
Combining (137) with (139) implies that

\[
\mathbb{E}_1^{d_1}\left[\tilde{\tau}(b)\right] \leq 1 + \delta + \sum_{j=2}^{\infty} t'\delta^{j-1} = \frac{1}{1-\delta} + t'\delta + (t'-1)\frac{\delta^2}{1-\delta} \leq 1 + \delta'' ,
\]

where \(\delta''\) can be arbitrarily small for large \(b\). Therefore, as \(b \to \infty\)

\[
\mathbb{E}_1^{d_1}[\tilde{\tau}(b)] \leq b \left(\frac{c_1}{l_1} + \frac{1-c_1}{l_2}\right) (1 + o(1)).
\]
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