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Fig. 1. We present a new weakly-supervised approach for CAD model retrieval to objects detected in RGB-D scans. Given an input RGB-D scan of a scene and its object detections as oriented bounding boxes, along with a CAD database, we learn a joint embedding space of scan and CAD objects guided only by proxy geometric and perceptual similarities, without requiring any CAD-scan associations or annotations. Our weakly-supervised training through differentiable retrieval enables robust CAD retrieval, even for unseen class categories. Using the alignment from the oriented bounding box detections, we can create a CAD-based reconstruction of the scanned scene.

Abstract. CAD model retrieval to real-world scene observations has shown strong promise as a basis for 3D perception of objects and a clean, lightweight mesh-based scene representation; however, current approaches to retrieve CAD models to a query scan rely on expensive manual annotations of 1:1 associations of CAD-scan objects, which typically contain strong lower-level geometric differences. We thus propose a new weakly-supervised approach to retrieve semantically and structurally similar CAD models to a query 3D scanned scene without requiring any CAD-scan associations, and only object detection information as oriented bounding boxes. Our approach leverages a fully-differentiable top-$k$ retrieval layer, enabling end-to-end training guided by geometric and perceptual similarity of the top retrieved CAD models to the scan queries. We demonstrate that our weakly-supervised approach can outperform fully-supervised retrieval methods on challenging real-world ScanNet scans, and maintain robustness for unseen class categories, achieving significantly improved performance over fully-supervised state of the art in zero-shot CAD retrieval.
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1 Introduction

The proliferation of commodity depth-sensing devices (e.g., Microsoft Kinect, Intel RealSense, recent iPhones) in recent years has driven remarkable advances in 3D capture and reconstruction of real-world environments. RGB-D reconstruction and tracking have enabled robust real-time capture in many real-world scenarios \cite{11, 21, 30, 45}. Unfortunately, the resulting reconstructed 3D models support only limited use in downstream applications, as they lack sharp details and remain incomplete, making them unsuitable for many tasks such as content creation or real-time robotics, in particular in comparison with clean, complete artist-created 3D models.

In contrast, digitizing real-world reconstructions to 3D CAD representations of the observed objects enables a lightweight 3D mesh representation that can directly be consumed by downstream application pipelines as well as creating insights towards bridging a synthetic-real domain gap under limited 3D data scenarios. This remains a challenging problem due to the strong lower-level geometric differences between synthetic CAD models and real-scanned objects, posing notable difficulties for handcrafted feature correspondence. With recent advances in data-driven machine learning, the simultaneous availability of large-scale synthetic 3D CAD data \cite{5, 12} along with real-world RGB-D scans of scenes \cite{4, 10} has paved the way towards learning to transform real-world observations to clean, compact CAD-based representations of the observed objects in a scene. Thus, several recent works have established manual CAD retrieval and alignment annotations to real-world RGB-D scans \cite{19} to develop data-driven learning methods for CAD retrieval and alignment to real-world RGB-D scans and even single RGB images \cite{24, 25, 28}. While these methods show a strong promise in CAD-based 3D perception, they all rely on supervision from an expensive manual annotation process to retrieve and align CAD models to real observations where exact synthetic-real matches cannot be expected to exist in a database.

Thus, we propose to instead learn to retrieve similar CAD models to real-world scanned objects in an weakly-supervised, end-to-end fashion. From an input RGB-D scan with oriented bounding box object detections, we retrieve for each detected object the most similar CAD model from a database, allowing for complete and compact object-based 3D reconstruction of scenes from noisy and incomplete scans. To this end, we propose a differentiable top-\(k\) search for similar CAD models to real object scans. Based on predicted geometric and perceptual similarity between CAD and scan objects, we learn a structured space where similar CAD and scan objects lie together regardless of the source domain, trained end-to-end without requiring any manual CAD-scan annotations. At test time, we can thus retrieve similar CAD models for detected 3D scan objects via a nearest neighbor search in our learned embedding space. Furthermore, our weakly-supervised training paradigm enables robust CAD retrieval even on new class categories.
In summary, our contributions are:

- We present a new, weakly-supervised approach for CAD model retrieval to real-world scans that avoids requiring expensive CAD model annotation to real observations.
- We propose a differentiable top-k approach to enable robust CAD retrieval to geometrically and perceptually match query 3D scans of objects.
- Our weakly-supervised approach, given only predicted object box detections in a scanned scene, achieves a relative improvement of 12% in top-1 CAD retrieval accuracy over the fully supervised state of the art on challenging real-world ScanNet data and demonstrates large improvements on unseen classes, retrieving the correct object 175% more often than existing methods.

2 Related work

3D Shape Descriptors Shape analysis with descriptors has seen a long history in geometry understanding, with many applications towards correspondence-finding, matching, and retrieval. Many shape descriptors have been developed as hand-crafted features based on a suite of local geometric characteristics such as normals, curvature, distances [13,31,33,39,42] as well as some higher-level features such as topology [16,41]. Recent advances in deep learning on 3D volumes [35,50] and points [34,36] have enabled training neural networks for correspondence-finding and classification tasks to provide feature descriptors for 3D shapes. For such shape descriptors, the CAD retrieval task remains a significant challenge due to the strong low-level geometric differences between noisy, incomplete real scans and clean, uncluttered CAD models.

3D Reconstruction with CAD Model Retrieval With the introduction of large-scale synthetic 3D shape datasets such as ShapeNet [5], various approaches have been proposed to retrieve and align CAD models from a database to produce an object-based reconstruction from real-world RGB-D observations. Earlier approaches employed hand-crafted features to ground learning or correspondence finding between template or CAD models and scanned observations [23,26,29]. Following the introduction of large-scale real-world scan datasets [4,10], Avetisyan et al. introduced an annotated dataset of CAD retrieval and alignment to RGB-D scans [1], along with a deep network to establish correspondences across the domains to solve for pose alignment of CAD models [2]. Several recent approaches have also tackled CAD model retrieval and alignment to image observations by retrieving rendered views of CAD models based on learned feature similarities [19,22,24,25]. Deformation-based approaches following CAD retrieval have also been proposed to allow database models to better fit to observed input geometry [20,43]. Our approach is inspired by the success of CAD model retrieval and alignment to real-world observations, but we focus on effective CAD retrieval to scans without requiring any CAD-scan correspondence association, as has been used in these previous methods.
Learned 3D Representations with Multi-modal Data Several works have proposed to learn representations across different data modalities to establish ties between 3D geometry and images \cite{17,27} and also language \cite{15,46}. Recent works have also employed constrastive learning \cite{32} to construct joint embedding spaces between 3D CAD models and real-world RGB or RGB-D image observations to enable CAD retrieval to image queries \cite{24,25,51}, using supervised CAD-scan correspondence information to inform positive correspondences. Similar to our setting, Dahnert et al. \cite{9} recently proposed to learn a joint embedding space between 3D CAD models and scan objects, constructed with a triplet loss formulation based on supervised CAD-scan association annotations. In contrast to these approaches that leverage correspondence annotations of CAD models to real-world observations, we propose to learn a weakly-supervised fully differentiable retrieval without requiring any expensive CAD-scan association annotations.

Differentiable Top-K Many retrieval systems characterize retrieval as a nearest-neighbor lookup into an embedding space from a query embedding vector. The standard nearest neighbor selection process is not differentiable; thus many approaches instead construct differentiable surrogate learning objectives such as a triplet loss that do not directly represent inference behavior performance. Recently, several methods to construct differentiable top-k operations were proposed, most notably optimal transport-based methods \cite{8}, Sinkhorn operators \cite{48} and an extension of the Gumbel-Softmax trick \cite{47}. In this work, we employ a formulation based on perturbed optimizers \cite{3} that was first proposed for image patch selection for a classification task \cite{6}.

3 Method

3.1 Overview

Our method learns to map together detected real-world scanned objects and synthetic CAD models into a shared embedding space, such that for a given scan object, similarly structured CAD models lie near the scan, regardless of lower-level geometric differences like noise, incompleteness, and background clutter. This then enables finding the most similar CAD model for a query detected scan object by nearest neighbor retrieval. Crucially, we aim to learn this embedding space without requiring any knowledge of scan-CAD associations, as such data annotations require an expensive manual process. Instead, we consider during training only a CAD model database along with a set of RGB-D scanned scenes that have object box annotations available for object detection supervision (much cheaper annotations than CAD model retrieval to scans, which requires annotator search through the large database to find the most perceptually similar model). At test time, for each detected object in a new RGB-D scan, we can use its embedding feature to retrieve the most similar CAD model from the database to represent that object.
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Fig. 2. Detected scan objects and CAD models are encoded with a siamese 3D CNN to map to 128-dimensional normalized embeddings \( \{f^s_i\} \) and \( \{f^c_i\} \). The similarity of each pair of scan and CAD objects \( S \) is then computed as the cosine similarities of their embedding features. These similarities are employed in our differentiable top-\( k \) retrieval layer across the scan rows to obtain for each scan \( k \) soft indicator vectors over the CAD models that sum to 1. In the absence of ground truth scan-CAD associations, we guide the indicator estimation by perceptual and geometric similarity of each potential CAD model in reconstructing the scan query.

An overview of our weakly-supervised embedding learning is shown in Figure 2. Detected scan objects and CAD models are both represented as volumetric occupancy grids and encoded into the joint embedding space with a siamese 3D convolutional neural network. We then propose a differentiable retrieval, guided by the geometric and perceptual similarity of the scan and CAD objects. This enables robust CAD retrieval to new scan objects at test time, without requiring any knowledge of 1:1 scan-CAD correspondences.

3.2 Scan and CAD Encoding

Scan and CAD objects \( \{s_i\} \) and \( \{c_i\} \), respectively, are encoded by a 3D convolutional neural network with residual connections that takes as input a \( 32^3 \) occupancy grid and produces a 128-dimensional embedding, resulting in normalized encodings \( \{f^s_i\} \) and \( \{f^c_i\} \). The encodings of \( \{s_i\} \) and \( \{c_i\} \) are constructed in siamese fashion with the same 3D CNN weights. Since the \( 32^3 \) occupancy grid object representation lacks the objects’ scale, we additionally pass the 3-dimensional scale to our model by concatenating it to the feature vector before the final fully connected layer.

From the encodings \( \{f^s_i\} \) and \( \{f^c_i\} \), we construct a pairwise cosine similarity matrix \( S \) describing scan-CAD similarities as \( S_{ij} = f^s_i \cdot f^c_j \). A differentiable top-\( k \) retrieval layer then guides the construction of the embedding space by enabling gradient propagation through the selection of the top-\( k \) most similar CAD models.
3.3 Differentiable Top-\(k\) Retrieval

To learn an effective CAD-scan embedding space, we formulate a differentiable top-\(k\) retrieval for CAD models to scan object queries. The top-\(k\) operator accepts the pairwise cosine similarity scores \(S\) of scan and CAD encodings and produces indicator vectors \(Y\) to the top-\(k\) items in each row of \(S\) (see Figure 2). At test time, \(Y\) can be computed with a hard top-\(k\) operator to select the \(k\) most similar CAD models to each scan.

Our top-\(k\) formulation is inspired by Cordonnier et al. \([6]\) who proposed a differentiable image patch selection for classification tasks based on the perturbed maximum method \([3]\). The perturbed maximum method can make any linear program of the form

\[
\arg\max_{Y \in C} \langle Y, S \rangle
\]

(1)
differentiable, with convex polytope constraint set \(C\), variables to be optimized \(Y\) and inputs \(S\). Given a linear program of this form, the differentiable forward pass is computed by taking the expectation over multiple perturbed inputs \(S\):

\[
Y_\sigma = \mathbb{E}_Z \left[ \arg\max_{Y \in C} \langle Y, S + \sigma Z \rangle \right] \quad \text{where} \quad Z \sim \mathcal{N}(0, 1),
\]

(2)

where \(\sigma\) and the number of samples \(n\) over which to compute the expectation are hyper-parameters. We use \(\sigma = 0.05\) and \(n = 1000\) for all experiments unless specified otherwise. For Gaussian noise \(Z\) the backward pass is given as:

\[
J_S Y_\sigma = \mathbb{E}_Z \left[ \arg\max_{Y \in C} \langle Y, S + \sigma Z \rangle Z^\top / \sigma \right].
\]

(3)

The top-\(k\) operation can be cast as a linear program that conforms to Eq. 1:

\[
\max_{Y \in C} \langle Y, S 1^\top \rangle.
\]

(4)

with the constraint set

\[
C = Y \in \mathbb{R}^{N \times K} : Y_{n,k} \leq 0, 1^\top Y = 1, Y 1 \leq 1, \sum_{i \in [N]} i Y_{i,k} < \sum_{j \in [N]} j Y_{j,k} \quad \forall k < k'
\]

(5)

The four constraints are responsible for ensuring that \(Y\) is a valid distribution with each column having a total weight of 1. The final condition ensures that all indices are sorted. Since the inputs to our top-\(k\) are the intra-batch embedding cosine similarities, they are already normalized into the range \([0, 1]\), however in principle any score values could be used as the input without normalization.

**Loss formulation.** We thus consider the task of retrieving the top \(k\) CAD models \(R\) with the highest similarity to the query scan \(Q\), in an end-to-end fashion:

\[
\arg\max_R \text{Score}(Q, R) = \frac{1}{K} \sum_{k=1}^{K} \text{Similarity}(Q, R_k)
\]

(6)
By employing the differentiable top-k layer, we can differentiate through this function during training. Given the predicted pairwise similarity scores $S$, we obtain a set of $k$ (nearly) one-hot indicator vectors $Y_i = \text{DiffTopK}(S_i)$, which are the indices of the retrievals $R$ for the $i^{th}$ scan. Without ground truth CAD correspondences for scanned objects, we instead estimate the geometric and perceptual similarity of potential CAD models as reconstructions of each scan query, computed by $P_{ij}$ between scan query $i$ and CAD object $j$; see Sec. 3.3 for a full description. We then aim to minimize the loss:

$$\text{Loss}(S_i, P_i) = -\frac{1}{K} \sum_{j=1}^{N_{cads}} \sum_{k=1}^{K} Y_{ijk} \cdot P_{ij}$$

(7)

Note that Eq. 6 is maximized when Eq. 7 is minimized.

**Ordered top-k retrieval.** This formulation, however, does not impose an ordering on the top-k retrievals, whereas in the CAD retrieval scenario we would like to return an ordered top-k set of nearest neighbor retrievals for a query. We thus multiply $P$ with soft top-k indicators, such that the top-k-th retrieval focuses on the k-th most similar target. The soft top-k operator is derived from the differentiable top-k layer, however we only require the forward pass and set $\sigma = 0.005$.

$$\hat{P} = \text{SoftTopK}(P) \cdot P$$

Our final loss function for one batch compares the predicted similarity matrix $S$ with the estimated proxy retrieved CAD-scan similarity $P$ as follows:

$$\text{Loss}(S, P) = -\frac{1}{N_{scans}} \cdot \frac{1}{K} \sum_{i=1}^{N_{scans}} \sum_{j=1}^{N_{cads}} \sum_{k=1}^{K} Y_{ijk} \cdot \hat{P}_{ijk},$$

where $Y_i = \text{DiffTopK}(S_i)$ and $\hat{P} = \text{SoftTopK}(P) \cdot P$.

### 3.4 Geometric- and Perceptually-Guided CAD Retrieval

In the absence of any scan-CAD association information, we instead look to guide the similarity prediction by the geometric and perceptual quality of a retrieved CAD as a reconstruction of a scan query. Since scan and CAD objects share higher-level similarities in semantics and structure, but differ noticeably in lower-level geometric characteristics, we characterize perceptual reconstruction similarity by rendering object views of scan and CAD and evaluate their similarity $F_{\text{percep}}$ based on the cosine similarity of their VGG-19 [40] feature maps. To perceptually compare a potential retrieved CAD model to a scan query, we render the depth and normals as $128 \times 128$ images that are composited together to form $I_{sk}$ and $I_{ck}$ for scan and CAD, respectively. For a detailed description of the compositing procedure, we refer to the appendix. We then estimate the perceptual similarity of $I_{sk}$ and $I_{ck}$ as the cosine similarity of their VGG-19 [40] feature maps after the penultimate max-pooling layer.
For each potential retrieved CAD for a scan query, we render $N_{\text{view}}$ different views, and average the cosine similarities over all views, weighted by the proportion of pixels that are occupied by the scan object (as the scan is often incomplete whereas CAD models are always complete).

To additionally capture global geometric similarity, we consider the masked intersection-over-union $F_{\text{geo}}$ between a potential retrieved CAD for its scan query, which computes IoU only for regions in the scan that have been observed by a camera (so as to not penalize for scan incompleteness). Before computing $F_{\text{geo}}$, we anisotropically re-scale the CAD models to fit the aspect ratio of the detected box of the scan query to achieve better overlap.

We thus finally use $P_{ij} = w_{\text{percep}} F_{\text{percep}}(S_i, C_j) + w_{\text{geo}} F_{\text{geo}}(S_i, C_j)$.

3.5 Implementation details

We train our system end-to-end using the Adam optimizer with batch size 64. We use a constant learning rate of 0.0003 and train for 50 epochs until convergence. Our perceptual and geometric similarity estimates (c.f. Section 3.4) are combined to measure CAD-scan similarity using weights $w_{\text{percep}} = 0.7$ and $w_{\text{geo}} = 0.3$. For each batch, we randomly select 64 scan objects and their top-1 matching CAD object as judged by the proxy metric; no further sampling strategy is used. To estimate perceptual similarity, we render 5 views of each object using a fast renderer [38], such that the entire object is visible in the image. For additional details on view selection for rendering, we refer to the appendix.

All scan and CAD object geometry are represented as $32^3$ binary voxel occupancy grids. We additionally add 2 voxels of padding to each side to account for potential small errors in object detection. For evaluation on predicted oriented bounding boxes we employ CanonicalVoting [49]. The visibility information used for the geometric masked IoU measure is determined by volumetric fusion [7] of depth frames in the scan to create a signed distance function; positive values indicate observed space, while negative values represent unobserved space.

4 Results

We evaluate our weakly-supervised, differentiable shape retrieval for CAD model retrieval to scan object queries from detected objects in ScanNet [10] scans. Our approach enables a robust understanding of scan-CAD object similarities, enabling effective CAD retrieval on both seen and unseen class categories.

Data For scan queries, we consider scanned objects from ScanNet [10] scans, with ShapeNet [5] models as our CAD database. All database CAD models are centered and normalized such that the bounding box diagonal has length 1. We evaluate retrieval to scan objects detected with both ground truth bounding boxes as well as from predicted oriented bounding boxes from CanonicalVoting [49]. We then employ two datasets for evaluation on seen and unseen classes, respectively:
– *Scan-CAD Object Similarity Dataset (seen classes)*: has been established by Dahnert et al. [9] as a benchmark for fine-grained CAD retrieval, with detailed scan-CAD rankings for 5,102 scan queries. Due to this limited number of annotations, with various uncommon categories having only single-digit number of annotations and thus of unreliable statistical significance, we adopt the original dataset splits and inference setting proposed by Dahnert et al. [9], thus evaluating on classes that have all been seen during training.

– *Scan2CAD (unseen classes)*: [1] contains 14,225 annotated CAD models to scanned scenes but without any detailed ranking annotations. The much larger set of annotations enables robust evaluation on rare and unseen classes. We train on 8 categories and evaluate on 5 unseen categories, which produces 9564/2750/1077 train/val/test scan queries. Our CAD database at test time contains the 3049 ShapeNet models from Scan2CAD.

For additional dataset details and class category breakdowns, we refer to the appendix.

**Evaluation Metrics** To evaluate our CAD retrieval method, we evaluate both retrieval and ranking quality as well as geometric similarity of the retrieved CAD to the ground truth CAD annotation. We thus consider:

– *Top-1 retrieval accuracy (Top-1)*: measures whether the top-1 retrieved model is in the set of annotated matching CAD models to the scan (which can be up to 3 CADs in the Scan-CAD Object Similarity Dataset).

– *Top-5 retrieval accuracy (Top-5)*: measures whether the ground truth CAD model is in the top 5 retrieved models.

– *IoU (Top-1)*: evaluates the IoU of the 323 geometric occupancy of the top-1 retrieved CAD model with the ground truth CAD annotation, which gives a measure of geometric similarity independent of the binary accuracy of retrieval correctness.

– *IoU (Top-5)*: evaluates the average IoU of the top-5 retrieved CAD models with the ground truth CAD annotation.

– *Category accuracy (Cat)*: is a coarse evaluation measure that follows prior retrieval works [18,35] to consider whether the top-1 retrieval has the same class as the scan object query.

– *Ranking quality (RQ)*: measures the proportion of model retrievals that are retrieved with the correct rank; we evaluate this only when ranking annotations are available.

– *Mean reciprocal rank (MRR)*: is a metric commonly used in retrieval and recommender systems, and is defined as the average reciprocal rank of the ground truth CAD annotation [37,44].

For each metric, we report the average over all instances; per-class performance evaluation is included in the appendix.
Comparison to state of the art. We evaluate our approach on the Scan-CAD Object Similarity Dataset [9]. We compare with state-of-the-art hand-crafted shape descriptors FPFH [39] and SHOT [42], learned shape descriptors from PointNet [34] and the 3D CNN of [35], and the approach of [9] for CAD retrieval which constructs a triplet-driven joint embedding space. Note that all of the learned baselines require scan-CAD association supervision, which is thus provided to them during training; our method does not use any scan-CAD association information.

For both FPFH and SHOT, we evaluate the descriptors on 1024 uniformly sampled points from the object surfaces. PointNet [34] and the 3D CNN [35] are trained for object classification on 1024 sampled surface points and 32^3 occupancy grids, respectively. We extract the feature vectors before the classification layer, yielding features of dimension 256 and 512, respectively. We follow the training procedure described for the JointEmbedding approach [9] for CAD retrieval, providing scan-CAD supervision information. For additional baseline evaluation setup, we refer to the appendix. Note that our method does not require any scan-CAD association information, and can be simply applied to detected object boxes in a scene.

Table 1 evaluates the task of CAD retrieval to a scan queries for seen and unseen category evaluation scenarios from [9, 2], respectively, using ground truth
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| Method               | seen classes |                      |                      |                      |                      |                      |                      |                      |                      |                      |
|----------------------|--------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
|                      | Top1 Cat IoU | Top1 Cat IoU | Top1 Cat IoU | Top1 Cat IoU | Top1 Cat IoU | Top1 Cat IoU | Top1 Cat IoU | Top1 Cat IoU | Top1 Cat IoU | Top1 Cat IoU |
| Random               |              | 0.02 0.04 0.13 0.12 0.01 | 0.00 0.00 0.01 0.13 0.14 0.00 |                      |                      |                      |                      |                      |                      |
| SHOT [42]            |              | 0.02 0.04 0.12 0.13 0.01 | 0.00 0.00 0.01 0.13 0.13 0.00 |                      |                      |                      |                      |                      |                      |
| FPFH [39]            |              | 0.07 0.13 0.15 0.16 0.03 | 0.00 0.00 0.03 0.13 0.13 0.00 |                      |                      |                      |                      |                      |                      |
| 3DCNN (class.)* [35] |              | 0.35 0.58 0.45 0.48 0.17 | 0.04 0.09 0.39 0.32 0.32 0.07 |                      |                      |                      |                      |                      |                      |
| PointNet* [34]       |              | 0.35 0.60 0.48 0.46 0.17 | 0.03 0.11 0.47 0.32 0.33 0.09 |                      |                      |                      |                      |                      |                      |
| JointEmbedding* [9]  |              | 0.43 0.68 - - 0.18 | - - - - - - |                      |                      |                      |                      |                      |                      |
| JointEmbedding*† [9] |              | 0.42 0.62 0.50 0.47 0.19 | 0.02 0.05 0.15 0.31 0.31 0.03 |                      |                      |                      |                      |                      |                      |
| Ours                 |              | 0.48 0.66 0.54 0.53 0.23 | 0.11 0.28 0.57 0.46 0.43 0.19 |                      |                      |                      |                      |                      |                      |

Table 1. CAD retrieval to scan objects in seen and unseen category evaluation settings using [9] and [1], respectively. Our differentiable retrieval achieves comparable and even improved performance without using any scan-CAD association annotations. Methods with a * require scan-CAD association supervision. † indicates reproduced results.

box detections. Our end-to-end differentiable weakly-supervised approach even outperforms supervised retrieval methods across all metrics except category accuracy, which provides only a coarse reflection of retrieval performance. We show sample retrievals in Fig. 3.

We further evaluate our approach compared with state of the art given predicted oriented bounding boxes from a state-of-the-art 3D object detector [49]. Table 2 shows that all methods’ performance degrade somewhat from imperfect detections; however, our approach maintains more robust performance across all evaluation metrics.

Robustness to unseen class categories. We also evaluate CAD retrieval for scan queries of classes that were not seen during training in Table 1 on Scan2CAD [1] data, demonstrating that our approach can generalize to new categories without requiring any re-training. In this challenging scenario, all methods’ performance decrease in retrieving for unseen classes, particularly in precise retrieval measures, though our method maintains good geometric IoU approximations from retrieved objects while outperforming state of the art on all measures. Overall, our differentiable retrieval enables significantly more robustness to unseen classes than state of the art. Figure 5 shows sample retrievals on unseen classes from Scan2CAD.

Embedding space construction based on estimated soft similarities. Our approach guides the scan-CAD embedding space construction based on estimated geometric and perceptual similarity measure between sampled scanned objects and CADs. Table 3 shows that this approach improves notably over the alternative of using estimated positives and negatives with a triplet loss as well as the alternative of a direct loss on the embedding space. For the triplet loss, we employ positive and negative association based on the highest similarity CAD being a positive and the rest negative, which we empirically found to perform the

We further evaluate our approach compared with state of the art given predicted oriented bounding boxes from a state-of-the-art 3D object detector [49]. Table 2 shows that all methods’ performance degrade somewhat from imperfect detections; however, our approach maintains more robust performance across all evaluation metrics.

Robustness to unseen class categories. We also evaluate CAD retrieval for scan queries of classes that were not seen during training in Table 1 on Scan2CAD [1] data, demonstrating that our approach can generalize to new categories without requiring any re-training. In this challenging scenario, all methods’ performance decrease in retrieving for unseen classes, particularly in precise retrieval measures, though our method maintains good geometric IoU approximations from retrieved objects while outperforming state of the art on all measures. Overall, our differentiable retrieval enables significantly more robustness to unseen classes than state of the art. Figure 5 shows sample retrievals on unseen classes from Scan2CAD.

Embedding space construction based on estimated soft similarities. Our approach guides the scan-CAD embedding space construction based on estimated geometric and perceptual similarity measure between sampled scanned objects and CADs. Table 3 shows that this approach improves notably over the alternative of using estimated positives and negatives with a triplet loss as well as the alternative of a direct loss on the embedding space. For the triplet loss, we employ positive and negative association based on the highest similarity CAD being a positive and the rest negative, which we empirically found to perform the
Fig. 4. Qualitative illustration of full-scene reconstructions using our weakly-supervised method for CAD retrieval to scan objects detected with predicted OBBs from CanonicalVoting [49] on ScanNet data. Our weakly-supervised approach can outperform the fully-supervised JointEmbedding [9] for CAD retrieval, with more representative CAD models retrieved for the sofa and cabinet (top) as well as chair (bottom).

| Method               | seen classes |            |            |            |            |           |          |            |            |            |            |            |          |          |          |          |          |            |            |            |            |            |            |
|----------------------|--------------|------------|------------|------------|------------|-----------|----------|------------|------------|------------|------------|------------|----------|----------|----------|----------|----------|------------|------------|------------|------------|------------|------------|
|                      | Top1         | Cat        | IoU₃       | IoU₅       | RQ         | Top1      | Top5     | Cat        | IoU₃       | IoU₅       | MRR        | Top1      | Top5     | Cat      | IoU₃     | IoU₅     | MRR       | Top1      | Top5      | Cat      | IoU₃     | IoU₅     |
| 3DCNN* [35]          | 0.26         | 0.48       | 0.37       | 0.37       | 0.13       | 0.00      | 0.01    | 0.09       | 0.22       | 0.21       | 0.01       | 0.13      | 0.25     | 0.26     | 0.24     | 0.06      | 0.01      | 0.03     | 0.20     | 0.21     | 0.21     | 0.02     |
| PointNet* [31]       | 0.15         | 0.29       | 0.31       | 0.24       | 0.07       | 0.01      | 0.03    | 0.20       | 0.21       | 0.21       | 0.02       | 0.13      | 0.25     | 0.26     | 0.24     | 0.06      | 0.01      | 0.04     | 0.31     | 0.29     | 0.28     | 0.04     |
| JointEmbedding* [9]  | 0.13         | 0.25       | 0.26       | 0.24       | 0.06       | 0.01      | 0.04    | 0.31       | 0.29       | 0.28       | 0.04       | 0.35      | 0.56     | 0.46     | 0.45     | 0.17      | 0.05      | 0.12     | 0.43     | 0.39     | 0.38     | 0.09     |
| Ours                 |              |            |            |            |            |          |         |            |            |            |            | 0.35      | 0.56     | 0.46     | 0.45     | 0.17      | 0.05      | 0.12     | 0.43     | 0.39     | 0.38     | 0.09     |

Table 2. CAD retrieval with predicted oriented bounding boxes from CanonicalVoting [49]. Our weakly-supervised approach maintains improved performance in comparison with state-of-the-art learned methods requiring full scan-CAD association supervision (denoted by *).

best among a variety of positive/negative mining strategies (see the appendix for more detail). The embedding loss uses $\text{MSE}(\mathbf{S}, \mathbf{P})$ to encourage the predicted cosine similarity of a scan and CAD embedding $\mathbf{S}$ to be close to the “real” similarity as judged by the proxy metric $\mathbf{P}$. Our soft-similarity-based embedding construction outperforms these alternatives across both geometric and retrieval metrics.

**What is the impact of differentiable retrieval?** We additionally compare our embedding learning in the embedding space with an end-to-end differentiable approach using differentiable top-$k$ in lines 2 and 3 of Table 3. We use the loss formulation specified in Section 3.3 and keep the underlying similarity metric the same. We see significant improvements across all metrics on unseen classes. On known classes, performance remains approximately the same.
Weakly-Supervised End-to-End CAD Retrieval to Scan Objects

Fig. 5. CAD retrieval shown for randomly selected scans of unseen classes from Scan2CAD [1]. In comparison with state of the art, our weakly-supervised approach retrieves the correct object class and instance much more reliably than the hand-crafted features of FPFH [39], as well as the fully-supervised learned methods PointNet [34], 3DCNN [35], and JointEmbedding [9].

What is the impact of differentiable top-1 vs. top-\(k\)? We also investigate the impact of the number of \(k\) retrievals from the top-\(k\) layer during training. Table 3 shows that with larger values of \(k\) (\(k = 5\)) we achieve improved results; for higher values (\(k > 5\)) we found diminishing gains.

How much does proxy metric selection matter? We estimate proxy similarity based on geometric and perceptual measures, and analyze the effect of each in the last three rows of Table 3. Both signals are complementary, providing the best performance together, but with more information given by the perceptual proxy metric. We refer to the appendix for a detailed analysis of retrieval
by directly using proxy metrics for retrieval; under this scenario we found that
our approach maintains a performance improvement but importantly, the com-
putational cost across a large CAD database is enormous (e.g., the perceptual
comparison alone requires a comparison of $5 \times 8 \times 8 \times 512 = 163,840$ dimensions).
In contrast, for the given database of 3049 CAD objects, a query takes about
one second using the combined proxy metric, while our method can embed and
retrieve 250 objects per second on a Nvidia GTX 1080 Ti, which is more than
two orders of magnitude faster.

| Method                        | Proxy Metric | Top1 | Cat | IoU | IoU (Top 5) | RQ  |
|-------------------------------|--------------|------|-----|-----|------------|-----|
| Triplet Loss                  | perceptual   | 0.34 | 0.56| 0.47| 0.45       | 0.17|
| Embedding MSE                  | perceptual   | 0.43 | 0.62| 0.51| 0.48       | 0.21|
| Top-K training (k=1)          | perceptual   | 0.44 | 0.58| 0.51| 0.50       | 0.22|
| Top-K training (k=5)          | geometric    | 0.40 | 0.59| 0.50| 0.48       | 0.19|
| Top-K training (k=5)          | perceptual   | 0.46 | 0.63| 0.52| 0.51       | 0.22|
| Ours, Top-K training (k=5)    | combined     | 0.48 | 0.66| 0.54| 0.53       | 0.23|

Table 3. Ablation study on the Scan-CAD Object Similarity Dataset [9] (seen classes).

Limitations. While our method provides a promising step towards mapping to-
gether real scans and synthetic CAD objects without full supervision, several
notable limitations remain. For instance, our method relies on annotations for
oriented bounding boxes of objects in the scanned scenes, whereas a differen-
tiable alignment optimization incorporating ideas from fully-supervised align-
ment methods [2,14] could potentially allow for both retrieval and alignment
estimation in the absence of any supervision. Additionally, similarities in fine
detail are not effectively captured at coarse voxel resolutions, where sparse or
implicit representations could additionally inform finer-scale deformations fol-
lowing CAD retrieval to better fit to real-world scan observations. Further work
could make use of the RGB-color information that is recorded by most scanning
devices. Finally, our method is limited to the use of a fixed set of CAD models.
A more general approach could employ parametric deformation of CAD models
to better fit the scan objects.

5 Conclusion

We have presented a weakly-supervised approach that learns CAD model re-
trieval to noisy and incomplete real-world scans without requiring any expensive
1:1 CAD model to scan object annotations. Our approach to estimate perceptual-
and geometrically-guided differentiable top-$k$ retrieval learns robust CAD model
retrieval in an end-to-end fashion, outperforming fully-supervised state of the art
methods. We demonstrate notable improvements for seen and in particular for
unseen class categories. We believe this provides a first step towards CAD-based
3D perception in the wild.
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Appendix

In this appendix, we show class-level evaluations corresponding to the main paper in Sec. A, additional quantitative analysis in Sec. B, network architecture details in Sec. C, dataset class composition in Sec. D, additional evaluation details in Sec. E, our differentiable top-k layer in Sec. F, and additional details about the perceptual proxy metric in Sec. G.

A Class-level Evaluation

Table 1 and Table 2 show a per-class evaluation of our method and baselines on seen classes using the top-1 retrieval accuracy and IoU metrics, respectively. Table 3 and 4 include per-class results using the same metrics on unseen classes. We demonstrate improved performance in terms of class average and on most individual class categories.

| Method          | chair | table | cabinet | ashcan | bookshelf | display | bathtub | sofa | bed | file | washer | class avg |
|-----------------|-------|-------|---------|--------|-----------|---------|---------|------|-----|------|--------|-----------|
| SHOT            | 0.03  | 0.02  | 0.00    | 0.03   | 0.03      | 0.00    | 0.07    | 0.04 | 0.00| 0.00 | 0.00   | 0.03      | 0.02      |
| FPFH            | 0.12  | 0.03  | 0.00    | 0.07   | 0.00      | 0.08    | 0.20    | 0.09 | 0.00| 0.17 | 0.00   | 0.07      |
| 3D CNN          | 0.44  | 0.26  | 0.16    | 0.23   | 0.51      | 0.37    | 0.53    | 0.17 | 0.06| 0.5  | 0.51   | 0.34      |
| PointNet        | 0.39  | 0.33  | 0.25    | 0.59   | 0.49      | 0.30    | 0.20    | 0.35 | 0.48| 0.33 | 0.17   | 0.35      |
| JointEmbedding  | 0.52  | 0.21  | 0.21    | 0.47   | 0.29      | 0.45    | 0.40    | 0.26 | 0.52| 0.33 | 0.29   | 0.39      |

Ours, Top-K training (k=5) **0.60** **0.51** **0.25** **0.49** **0.29** **0.67** **0.37** **0.45** **0.33** **0.51** **0.44**

Table 4. Per-class top-1 retrieval accuracy on the Scan-CAD Object Similarity Dataset [9] (seen classes).

| Method          | bed   | file  | bag   | lamp  | printer | class avg |
|-----------------|-------|-------|-------|-------|---------|-----------|
| SHOT            | 0.00  | 0.00  | 0.00  | 0.00  | 0.00    | 0.00      |
| FPFH            | 0.00  | 0.00  | 0.00  | 0.00  | 0.00    | 0.00      |
| 3D CNN          | 0.03  | 0.04  | 0.01  | 0.03  | 0.04    | 0.03      |
| PointNet        | 0.04  | 0.00  | 0.02  | 0.01  | 0.00    | 0.01      |
| JointEmbedding  | 0.01  | 0.01  | 0.01  | 0.00  | 0.02    | 0.01      |

Ours, Top-K training (k=5) **0.11** **0.05** **0.10** **0.26** **0.12** **0.12**

Table 5. Per-class IoU scores on the Scan-CAD Object Similarity Dataset [9] (seen classes).

| Method          | bed   | file  | bag   | lamp  | printer | class avg |
|-----------------|-------|-------|-------|-------|---------|-----------|
| SHOT            | 0.09  | 0.15  | 0.19  | 0.07  | 0.14    | 0.13      |
| FPFH            | 0.09  | 0.16  | 0.15  | 0.09  | 0.16    | 0.13      |
| 3D CNN          | 0.17  | 0.47  | 0.36  | 0.25  | 0.40    | 0.33      |
| PointNet        | 0.24  | 0.27  | 0.27  | 0.16  | 0.23    | 0.24      |
| JointEmbedding  | 0.23  | 0.46  | 0.35  | 0.13  | 0.38    | -0.31     |

Ours, Top-K training (k=5) **0.40** **0.52** **0.51** **0.43** **0.49** **0.47**

Table 6. Per-class top-1 retrieval accuracy on the Scan2CAD Dataset [1] (unseen classes).

| Method          | bed   | file  | bag   | lamp  | printer | class avg |
|-----------------|-------|-------|-------|-------|---------|-----------|
| SHOT            | 0.09  | 0.15  | 0.19  | 0.07  | 0.14    | 0.13      |
| FPFH            | 0.09  | 0.16  | 0.15  | 0.09  | 0.16    | 0.13      |
| 3D CNN          | 0.17  | 0.47  | 0.36  | 0.25  | 0.40    | 0.33      |
| PointNet        | 0.24  | 0.27  | 0.27  | 0.16  | 0.23    | 0.24      |
| JointEmbedding  | 0.23  | 0.46  | 0.35  | 0.13  | 0.38    | -0.31     |

Ours, Top-K training (k=5) **0.40** **0.52** **0.51** **0.43** **0.49** **0.47**

Table 7. Per-class IoU scores on the Scan2CAD Dataset [1] (unseen classes).
B Additional Quantitative Analysis

We show results of our ablation study on unseen classes (for seen classes, see Table 3 of the main paper). For completeness, we evaluate our method on the val set of Scan2CAD which contains seen classes to further validate the performance of our method. Finally, Table 7 shows the performance of our proxy similarity metrics if they were applied directly to the retrieval problem. As detailed in Sec. 4 of the main paper, this is impractical in most settings since the memory and compute requirements for the proxy metrics are prohibitively large.

| Metric                  | Proxy Metric | Top1  | Top5  | Cat   | IoU   | IoU (Top-5) | MRR  |
|------------------------|--------------|-------|-------|-------|-------|-------------|------|
| Triplet                | perceptual   | 0.05  | 0.16  | 0.49  | 0.40  | 0.37        | 0.12 |
| Embedding MSE          | perceptual   | 0.06  | 0.18  | 0.46  | 0.35  | 0.34        | 0.13 |
| Top-K training (k=1)  | perceptual   | 0.08  | 0.21  | 0.50  | 0.42  | 0.39        | 0.15 |
| Top-K training (k=5)  | geometric    | 0.06  | 0.19  | 0.46  | 0.40  | 0.39        | 0.13 |
| Top-K training (k=5)  | perceptual   | 0.08  | 0.24  | 0.53  | 0.41  | 0.39        | 0.17 |
| Ours, Top-K training (k=5) combined | | **0.11** | **0.28** | **0.57** | **0.46** | **0.43** | **0.19** |

Table 8. Ablation study for the Scan2CAD dataset (unseen classes).

| Method                  | Top1  | Top5  | Cat   | IoU1  | IoU5  | MRR  |
|------------------------|-------|-------|-------|-------|-------|------|
| SHOT [42]              | 0.00  | 0.00  | 0.21  | 0.11  | 0.11  | 0.00 |
| FPFH [39]              | 0.00  | 0.00  | 0.25  | 0.11  | 0.11  | 0.01 |
| 3DCNN (class.)* [35]  | 0.02  | 0.06  | 0.75  | 0.24  | 0.25  | 0.05 |
| PointNet* [34]         | 0.01  | 0.04  | **0.81** | 0.22  | 0.22  | 0.04 |
| JointEmbedding*        | 0.02  | 0.06  | 0.73  | 0.28  | 0.26  | 0.05 |
| Ours                   | **0.09** | **0.23** | **0.79** | **0.37** | **0.34** | **0.16** |

Table 9. CAD retrieval to scan objects on seen classes from the validation set of Scan2CAD [1]. Our differentiable retrieval achieves comparable and even improved performance without using any scan-CAD association annotations. Methods with a * require scan-CAD association supervision.

| Metric                  | Top1  | Top5  | Cat   | IoU   | IoU (Top-5) | MRR  |
|------------------------|-------|-------|-------|-------|-------------|------|
| geometric              | 0.10  | 0.24  | 0.53  | 0.48  | 0.42        | 0.17 |
| VGG-Perceptual         | 0.14  | **0.37** | **0.62** | 0.49  | 0.44        | 0.25 |
| combined               | **0.16** | 0.35  | **0.62** | **0.52** | **0.45** | **0.26** |

Table 10. Comparison of the different proxy metrics on the Scan2CAD dataset (unseen classes).
C Architecture Details

Figure 6 details the architecture of our 3D CNN encoder of scan and CAD objects.

Fig. 6. An overview of our siamese 3D-CNN based encoder. A CNN-block is shown as \( c \times (k, s, p) \) where \( c \) is the number of output channels, \( k \) is the kernel size, \( s \) is stride and \( p \) is padding. Each downscale-block (yellow) consists of a convolutional layer followed by Batchnorm and a ReLU activation. Each residual-block (green) consists of a ResNet-style residual block. We concatenate the object scale to the flattened CNN feature vector before the final fully connected layer which outputs a 128-dimensional embedding vector for each object.

D Dataset Class Composition

The dataset splits contain more than 5 instances of the following classes. Note that the classes from Scan2CAD’s test split are disjoint from those used during training. In contrast, the Scan-CAD Object Similarity Dataset test classes are all found in the corresponding training set as well.

- **Scan-CAD Object Similarity Dataset (seen classes):**
  - Train: \{chair, table, cabinet, ashcan, bookshelf, display, bathtub, sofa, bed, file, lamp, printer, microwave, stove, washer, basket, pot\}
  - Val: \{chair, table, cabinet, ashcan, bookshelf, display, bathtub, sofa, bed, file\}
  - Test: \{chair, table, cabinet, ashcan, bookshelf, display, bathtub, sofa, bed, file, washer\}

- **Scan2CAD (unseen classes):**
  - Train: \{chair, table, cabinet, ashcan, bookshelf, display, bathtub, sofa\}
  - Val: \{chair, table, cabinet, ashcan, bookshelf, display, bathtub, sofa\}
  - Test: \{bed, file, bag, lamp, printer\}
E Additional Evaluation Details

E.1 Baseline Evaluation Setup

Embedding construction ablation. We compare a heavily optimized contrastive baseline that employs a triplet loss and positive/negative mining with a model that aims to predict soft similarities via a loss that operates on the embedding. To select the optimal example mining strategy and triplet matches we explore multiple options via a hyperparameter search. For example mining, we search over all valid combinations of none, easy, semihard, hard. We try to select positives/negatives either via instance association (the matched CAD model is a positive match, all others are negatives), or via class association (the matched CAD is positive match, all models that are from a different class than the match are negatives). The best performing configuration for our setting selects positives/negatives via the instance association procedure and uses hard positive and negative mining. We note that the hyperparameter configuration space is large and necessitates a time-consuming hyperparameter search to find configurations with decent performance. To find the matched CAD model in the weakly-supervised setting, we simply select the most similar model to the scan as judged by the proxy metric.
As described in Section 3.3 of the main paper, we use an implementation of the differentiable top-\(k\) operator that was first proposed by Cordonnier et al. [6]. The paper contained an incorrect reference implementation, which made training impossible for our setting. In particular, the gradients computed during the backwards pass did not consider the off-diagonal elements of the Jacobian. For completeness, we provide a corrected version of the algorithm here. We emphasize that this is simply an implementation detail, not a contribution to the core ideas behind the algorithm.

```python
import torch
import torch.nn as nn

class PerturbedTopK(nn.Module):
    def __init__(self, k: int, num_samples: int = 1000, sigma: float = 0.05):
        super(PerturbedTopK, self).__init__()
        self.num_samples = num_samples
        self.sigma = sigma
        self.k = k

    def __call__(self, x):
        return PerturbedTopKFunction.apply(x, self.k, self.num_samples, self.sigma)

class PerturbedTopKFunction(torch.autograd.Function):
    @staticmethod
    def forward(ctx, x, k: int, num_samples: int = 1000, sigma: float = 0.05):
        b, d = x.shape
        noise = torch.normal(mean=0.0, std=1.0, size=(b, num_samples, d)).to(x.device)
        perturbed_x = x[:, None, :] + noise * sigma # b, nS, d
        topk_results = torch.topk(perturbed_x, k=k, dim=-1, sorted=False)
        indices = topk_results.indices # b, nS, k
        indices = torch.sort(indices, dim=-1).values # b, nS, k
        # b, nS, k, d
        perturbed_output = torch.nn.functional.one_hot(indices, num_classes=d).float()
        indicators = perturbed_output.mean(dim=1) # b, k, d
        ctx.k = k
        ctx.num_samples = num_samples
        ctx.sigma = sigma
        # tensors for backward
        ctx.perturbed_output = perturbed_output
        ctx.noise = noise
        return indicators

    @staticmethod
    def backward(ctx, grad_output):
        if grad_output is None:
            return tuple([None] * 5)
        grad_expected = torch.einsum("bnkd,bne->bkde", ctx.perturbed_output, ctx.noise)
        grad_input = torch.einsum("bkde,bke->bd", grad_expected, grad_output)
        return (grad_input,) + tuple([None] * 5)

Listing 1.1. PyTorch code for the Differentiable top-k layer
G Perceptual Proxy Metric

G.1 Image compositing

The input to the perceptual proxy metric is a composite image that consists of a normal map and a depth map for each view. We normalize the normal map such that every RGB-pixel lies in $[\frac{2}{6}, \frac{4}{6}] \times [\frac{2}{6}, \frac{4}{6}] \times [\frac{2}{6}, \frac{4}{6}]$. Finally, both images are blended together as follows $(1 - \text{Depth}) \times \text{Normals} = \text{Out}$.

| Azimuth | 180 | 180 | 90 | 225 | 135 |
|---------|-----|-----|----|-----|-----|
| Elevation | 45 | -25 | 45 | 0 | -45 |

Table 11. Viewpoint coordinates used to compute the perceptual proxy metric. Using a greedy search, we selected the five best performing values from the search space Azimuth $\in [0, 45, 90, 135, 180, 225, 270, 315]$ Elevation $\in [-90, -67.5, -45, -22.5, 0, 22.5, 45, 67.5, 90]$.

G.2 Sample Retrievals

Fig. 7 shows example CAD retrievals directly using the combined proxy metric for retrieval. As mentioned in Sec. B, this is impractical for most applications due to the compute and memory requirements.

Fig. 7. Qualitative illustration of the performance of our combined proxy similarity metric. Top: Query scans and retrievals from the test-set of the scan-CAD-object similarity dataset. Bottom: Retrievals from the Scan2CAD validation set.