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Abstract

Various new scheduling problems have been arising from practical production processes and spawning new research areas in the scheduling field. We study the parallel multi-stage open shops problem, which generalizes the classic open shop scheduling and parallel machine scheduling problems. Given \(m\) identical \(k\)-stage open shops and a set of \(n\) jobs, we aim to process all jobs on these open shops with the minimum makespan, i.e., the completion time of the last job, under the constraint that job preemption is not allowed. We present an efficient polynomial-time approximation scheme (EPTAS) for the case when both \(m\) and \(k\) are constant. The main idea for our EPTAS is the combination of several categorization, scaling, and linear programming rounding techniques. Jobs and/or operations are first scaled and then categorized carefully into multiple types so that different types of jobs and/or operations are scheduled appropriately without increasing the makespan too much.
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1. Introduction

Scheduling plays a crucial role in manufacturing and service industries. Incorporating new features that reflect modern industrial processes to classic models has been receiving considerable attentions from researchers. Open shop scheduling \(^{12}\) is one of the main branches of scheduling problems. An open shop consists of multiple machines (or processors), each of which processes a different operation (or task) of every job, and every job has to go through all machines without ordering restrictions on which operation should be processed first. Considering the situation
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where multiple identical open shops are serving in production processes, we investigate \textit{m-parallel k-stage open shops} problem.

Formally, we are given \( m \) identical \( k \)-stage open shops \( \{S_1, S_2, \ldots, S_m\} \) and a set of \( n \) jobs \( J = \{J_1, J_2, \ldots, J_n\} \). Each \( k \)-stage open shop consists of \( k \) machines. Denote the open shop \( S_i \) by its \( k \) machines, i.e., \( S_i = \{M_{i,1}, M_{i,2}, \ldots, M_{i,k}\} \). Every job \( J_i \) contains \( k \) operations \( \{O_{i,1}, O_{i,2}, \ldots, O_{i,k}\} \) and the operation \( O_{i,j} \) needs to be processed by the machine \( M_{i,j} \) if \( J_i \) is assigned to the open shop \( S_i \). Without loss of generality, assume \( O_{i,j} \) requires to occupy a \( j \)-th stage machine \( p_{i,j} \) time non-preemptively, \( \forall \ i \in [n], j \in [k] \). Here \( [x] \) denotes the number set \( \{1, 2, \ldots, x\} \) for any positive integer \( x \). Then we represent each job \( J_i \) as a \( k \)-tuple \((p_{i,1}, p_{i,2}, \ldots, p_{i,k})\). Once a job is assigned to an open shop, it has to stay on this open shop until the job is completed. The goal is to minimize the \textit{makespan}, i.e., the completion time of the last job. Following the standard 3-field notation \( \alpha | \beta | \gamma \) introduced by Graham et al. \cite{Graham1969}, where \( \alpha \) describes the machine environment, \( \beta \) refers to job characteristics, and \( \gamma \) indicates objectives or optimality criteria, the \textit{m-parallel k-stage open shops} problem is represented as \( P_m(O_k) \parallel C_{\text{max}} \) when both \( m \) and \( k \) are constant.

For a minimization optimization problem \( \Pi \), a polynomial-time algorithm \( \mathcal{A} \) has an approximation ratio \( \alpha \) where \( \alpha = \min_{I \in \mathcal{I}} \{\mathcal{A}(I)/\text{OPT}(I)\} \), where \( \mathcal{I} \) is the set of all instances. If there is a family of algorithms \( \{\mathcal{A}_\epsilon, \epsilon > 0\} \) such that each algorithm \( \mathcal{A}_\epsilon \) has an approximation ratio of \( 1 + \epsilon \) for any \( \epsilon > 0 \) and its time complexity is \( O(n^{f(1/\epsilon)}) \) for the instance size \( n \) and some polynomial-time computable function \( f \), then the minimization problem \( \Pi \) admits a \textit{polynomial-time approximation scheme} (PTAS). We say a PTAS is an \textit{efficient polynomial-time approximation scheme} (EPTAS) if the running time of \( \mathcal{A}_\epsilon \) is in the form of \( f(1/\epsilon) \cdot n^{O(1)} \). A \textit{fully polynomial-time approximation scheme} (FPTAS) is a PTAS with its running time in form of \( (1/\epsilon)^{O(1)} \cdot n^{O(1)} \), i.e., a polynomial in \( 1/\epsilon \) and \( n \).

Previously, only the case when \( k = 2 \) was investigated for \( P_m(O_k) \parallel C_{\text{max}} \). Chen et al. \cite{Chen2009} introduced the parallel open shops problem \( P_m(O_2) \parallel C_{\text{max}} \) for the first time. Inspired by the observation found by Gonzalez and Sahni \cite{Gonzalez1976} that the optimal makespan of \( O_2 \parallel C_{\text{max}} \) is either determined by a single job or determined by the total running time on one machine of the open shop, Chen et al. \cite{Chen2009} proposed a 3/2-approximation algorithm for \( P_2(O_2) \parallel C_{\text{max}} \) and a 2-approximation algorithm for \( P_m(O_2) \parallel C_{\text{max}} \) for any \( m \) even when \( m \) is part of the input. Both these two approximation algorithms run in \( O(n \log n) \) time. Later, Dong et al. \cite{Dong2015} presented a pseudo-polynomial time dynamic programming algorithm and adopted a standard scaling technique to develop an FPTAS for \( P_m(O_2) \parallel C_{\text{max}} \) when the number of open shops is any fixed constant. Dong et al.’s algorithm was inspired by Gonzalez and Sahni \cite{Gonzalez1976}’s linear-time optimal algorithm for \( O_2 \parallel C_{\text{max}} \) the two-stage open flowshop scheduling with makespan minimization. Because \( O_2 \parallel C_{\text{max}} \) can be solved optimally, Dong et al. \cite{Dong2015} defined an important concept so-called \textit{critical-job} to help determining the makespan on one two-stage open shop quantitatively. When \( k \geq 3 \), the multi-stage open flowshop scheduling with makespan minimization (or \( O_k \parallel C_{\text{max}} \)) becomes (weakly) NP-hard \cite{Gonzalez1976}, which makes the problem \( O_k \parallel C_{\text{max}} \) loss good properties related to \textit{critical-job}. Thus, Dong et al.’s idea for FPTAS \cite{Dong2015} cannot be extended to the general
$P_m(O_k) \parallel C_{\text{max}}$ even when both $m$ and $k$ are constants.

Our main contribution is an EPTAS for $P_m(O_k) \parallel C_{\text{max}}$. We combine several categorization, scaling, and linear programming rounding techniques, some of which are inspired by the PTAS for the open shop problem $O_k \parallel C_{\text{max}}$ [29] and the PTAS for the flow shop problem $F_k \parallel C_{\text{max}}$ [18]. First, the processing time of each job is scaled in a way such that we only need to consider the schedules with makespan at most 1. Then the job set is categorized into a set of big jobs and a set of small jobs. This categorization makes sure the number of big jobs is a constant, which enables to enumerate all possible schedules of big jobs in constant time. Next, the operations of small jobs are categorized carefully into different types, which will be scheduled in different phases. Roughly, the operation of a small job is either simply scheduled to the end of the current schedule or “densely” fitted into the “gaps” or idle time intervals introduced by the schedule of big jobs. The above scaling and categorization steps aim to define an abstract representative for each feasible schedule. Instead of inspecting an exponential number of all feasible schedules, our EPTAS only checks a polynomial number of abstract representatives and converts each abstract representative into a near-optimal feasible schedule within the represented group of schedules. To obtain the smallest possible makespan without increasing the time complexity too much, each step of our EPTAS is well-designed and the overall analysis is involved. More details can be found in Section 4.

The remaining context is organized as follows. In Section 2, we review most related works. Section 3 introduces necessary terminologies, concepts, and preprocessing steps. The details of our EPTAS and its analysis are provided in Section 4. Finally, we make a conclusion in Section 5.

2. Related Work

It is easy to observe that $P_m(O_k) \parallel C_{\text{max}}$ reduces to the $k$-stage open shop scheduling problem (denoted as $O_k \parallel C_{\text{max}}$) [12] when $m = 1$ and to the $m$-parallel identical machine scheduling problem (denoted as $P_m \parallel C_{\text{max}}$) [11] when $k = 1$. Both have been explored extensively in the literature.

For $O_k \parallel C_{\text{max}}$, it admits a linear-time optimal algorithm when $k = 2$ but becomes weakly NP-hard when $k \geq 3$ [12]. It is still an open question whether $O_k \parallel C_{\text{max}}$ with $k \geq 3$ is strongly NP-hard [34]. Sevastianov and Woeginger [29] presented a PTAS for the case when $k \geq 3$ is a constant. This problem is denoted as $O \parallel C_{\text{max}}$ when $k$ is part of the input. Williamson et al. [33] showed its strong NP-hardness and an inapproximability of 1.25. For other results on the open shop problem, we refer the readers to the survey by Ellur and Ramasamy [3].

For $P_m \parallel C_{\text{max}}$, Graham [13] proposed the famous LIST-SCHEDULING algorithm with an approximation ratio $2 - 1/m$, for arbitrary $m$. When $m \geq 2$ is a constant, Garey and Johnson [11] proved $P_m \parallel C_{\text{max}}$ is weakly NP-hard and designed a pseudo-polynomial time exact algorithm. Sahni [26] presented an FPTAS. Hochbaum and Shmoys [20] studied the case when $m$ is part of the input, denoted as $P \parallel C_{\text{max}}$. They proved its strong NP-hardness and proposed a PTAS.
3. Preliminary

Recall that each operation \( O_{i,j}, i \in [n], j \in [k], \) has a processing time \( p_{i,j}. \) Define \( P_i = \sum_{j=1}^{k} p_{i,j} \) to be the total processing time of job \( J_i \) on an open shop and \( P = \sum_{i=1}^{n} P_i \) to be the total processing time of all jobs. Suppose a \( P_m(O_k) || C_{\text{max}} \) instance is denoted by its job set \( J. \) Given any instance \( J, \) let \( \pi(J) \) denote a (feasible) schedule and \( C_{\text{max}}^*(J) \) be its makespan. Similarly, we define \( \pi^*(J) \) and \( C_{\text{max}}^{\pi^*}(J) \) as the optimum schedule and its makespan respectively. \( J \) will be omitted if there is no confusion in the context.

Because every job needs to go through all machines of a \( k \)-stage open shop, we have \( C_{\text{max}}^{\pi^*} \geq \max_{1 \leq i \leq n} P_i. \) As the average workload is \( \frac{P}{mk}, \) \( C_{\text{max}}^{\pi^*} \geq \frac{P}{mk}. \) On the other hand, an instance of the

Please refer to the survey \[24\] for more results.

Chen and Strusevich \[6\] introduced the multiprocessor open shop problem, which generalizes \( O_k || C_{\text{max}} \) and \( P_m || C_{\text{max}} \) in another way. Instead of allowing multiple identical open shops in \( P_m(O_k) || C_{\text{max}} \), the multiprocessor open shop problem considers only one open shop and allows each stage to have multiple identical machines. The multiprocessor open shop problem is also studied under the names flexible open shop, multi-machine open shop, or open shop with parallel machines. Under the standard 3-field notation, the multiprocessor open shop problem can be denoted as \( O_k(P) || C_{\text{max}}. \) Chen and Strusevich \[6\] designed a \((2-2/\text{m}^2)\)-approximation algorithm for \( O_2(P) || C_{\text{max}}, \) where \( \text{m} \) is the upper bound of the number of machines in each stage. For the case when \( k \) is part of input, Chen and Strusevich \[6\] presented a \((2 + \epsilon)\)-approximation algorithm. These two approximation ratios were improved to \( 3/2 + \epsilon \) and \( 2 \) respectively by Woeginger \[27\]. When \( k \) is a constant and the number of machines in each stage is part of input, Jansen and Sviridenko \[22\] designed a PTAS. For more results on the multiprocessor open shop problem and its variants, we would like to refer readers to a recent survey by Adak et al. \[1\].

Changing the open shop environment to flow shop environment in \( P_m(O_k) || C_{\text{max}} \) and \( O_k(P) || C_{\text{max}} \) results in two more variants, i.e. the \( m\)-parallel \( k\)-stage flow shops problem and the multiprocessor flow shop problem denoted as \( P_m(F_k) || C_{\text{max}} \) and \( F_k(P) || C_{\text{max}} \) respectively under the 3-field notation. It has attracted quite a few attentions \[23, 19, 31, 2, 39, 10, 9, 30, 36, 35, 37, 38\]. For the case \( k = 2 \), FPTASes were designed independently by Kovalyov \[23\], Dong et al. \[10\], and Wu et al. \[36\] when \( m \) is a fixed constant; and Dong et al. \[9\] presented a PTAS when \( m \) is part of the input. For the case \( k \geq 3 \), Tong et al. \[30\] proposed a PTAS when both \( m \) and \( k \) are constant. All the mentioned FPTASes and PTASes are best possible approximability result as the \( m\)-parallel \( k\)-stage flow shops problem is weakly NP-hard when \( m \geq 2 \) and becomes strongly NP-hard if \( m \) is part of the input or \( k \geq 3 \) \[9\]. \( F_k(P) || C_{\text{max}} \) and its special cases also attracted considerable attentions from researchers, including but not limited to \[12, 17, 6, 21, 16, 18, 28, 32, 25\]. In particular, Hall \[18\] claimed a PTAS for \( F_k(P) || C_{\text{max}} \) when \( k \) is constant and the number of machines in each stage is also constant. Ruiz and Vázquez-Rodríguez \[25\] surveyed plenty of heuristics for the general \( F_k(P) || C_{\text{max}} \) problem.
The parallel machine scheduling problem can be constructed by adding a constraint that every open shop must complete a job before starting processing another job. Then the famous List-Scheduling algorithm \[13\] produces a schedule with makespan at most \[\frac{P}{m} + (1 - \frac{1}{m}) \max_{1 \leq i \leq n} P_i \leq \frac{P}{m} + \max_{1 \leq i \leq n} P_i.\] To wrap up, \(C^\pi_{\text{max}}\) for parallel open shops can be bounded in Lemma 1.

**Lemma 1.** For the \(P_m(O_k)||C_{\text{max}}\) problem, we have the following bounds for the minimum makespan \(C^\pi_{\text{max}}\):

\[
\max \left\{ \frac{P}{mk}, \max_{1 \leq i \leq n} P_i \right\} \leq C^\pi_{\text{max}} \leq \frac{P}{m} + \max_{1 \leq i \leq n} P_i
\]  

(1)

We scale the processing time of each operation by dividing \(2 \cdot \max \left\{ \frac{P}{mk}, \max_{1 \leq i \leq n} P_i \right\}\). Then the optimal makespan \(C^*_{\text{max}}\) can be normalized as

\[
\frac{1}{2k} \leq C^*_{\text{max}} \leq 1.
\]

(2)

In the sequel, we consider only those feasible schedules having a makespan less than or equal to 1.

Using a parameter \(\gamma\), which will be determined later in Algorithm Reduce, we categorize the job set \(J\) into two sets, named as big job set \(B^\gamma\) and small job set \(S^\gamma\), respectively. If \(\gamma\) is clear from the context, we may leave out the superscript for simplicity.

\[
B^\gamma = \{ J_i \in J \mid \exists j \in [k], p_{i,j} \geq \gamma \},
\]

\[
S^\gamma = J - B^\gamma.
\]

As there are \(mk\) machines in total and each machine has a load at most 1, the total processing time of all jobs is at most \(mk\). Each big job contains at least one operation with processing time greater than \(\gamma\). Thus, the number of big jobs is at most \(mk/\gamma\), which is summarized in Lemma 2.

**Lemma 2.** Given \(\gamma\), there are at most \(mk/\gamma\) big jobs.

### 4. Algorithm description and analysis

In this section, an EPTAS for the \(P_m(O_k)||C_{\text{max}}\) problem is presented. We name it as Reduce-Assign-Dense-Greedy, because it mainly consists of four procedures: a reduction procedure to massage the given instance into a more structured one; an assignment procedure to generate a “rough” and possibly infeasible schedule (named as assignment) for most jobs; a dense scheduling procedure to turn the assignment into a feasible schedule for those jobs; a greedy procedure to greedily process the unassigned jobs and/or operations. Roughly, the main purpose of the first two procedures is to categorize the feasible schedules into groups and extract an abstract representative for each group of schedules. The last two procedures recover a feasible schedule from the abstract representative such that the makespan is near-optimal with respect
to the represented group of schedules. Detailed description and analysis for each procedure is presented in Sections 4.1, 4.2, 4.3, and 4.4 respectively.

4.1. Description and Analysis for REDUCE

Recall that any operation of a small job can be processed within $\gamma$ time by definition. We further categorize the operations of small jobs into two types. More specifically, we call an operation $\gamma^2$-small if its processing time is less than $\gamma^2$, or $\gamma^2$-big otherwise.

Algorithm REDUCE identifies a specific value of $\gamma$ to categorize the job set. Then, it converts any $P_m(O_k)||C_{\max}$ instance $J$ into another instance $J'$ such that (1) every operation of small jobs in $J'$ has a processing time less than than $\gamma^2$; (2) the processing time of every operation of big jobs in $J'$ is a multiple of $\gamma^2$; (3) the optimal makespan is increased by a little amount.

Consider a sequence of candidates for $\gamma$

$$\gamma_x = \delta^{2^x}, \quad \delta = \frac{\epsilon}{14mk^3}, \quad x \in \mathbb{Z}_{\geq 0}. \quad (3)$$

We will search for an $x$ and assign $\gamma_x$ to $\gamma$. We choose the value of $\epsilon$ such that $1/\epsilon$ is an integer, which implies both $mk/\delta$ and $mk/\gamma_x$ are integers as well. Given a $\gamma_x$, we first categorize jobs into $B^{\gamma_x}$ and $S^{\gamma_x}$ and then define $\gamma^2_x$-big and $\gamma^2_x$-small operations for jobs in $S^{\gamma_x}$.

---

**REDUCE**

**Input:** a general $P_m(O_k)||C_{\max}$ instance $J$, parameter $\epsilon$;

**Output:** parameter $\gamma$, $\gamma^2$-big operation set $O$, a special $P_m(O_k)||C_{\max}$ instance $J'$ with (1) $p_{i,j} \leq \gamma^2$ for $\forall j \in [k]$, $J_i \in S^{\gamma}$; (2) $p_{i,j}$ is a multiple of $\gamma^2$ for $\forall j \in [k]$, $J_i \in B^{\gamma}$.

```latex
1: Set $\delta = \frac{\epsilon}{14mk^3}$;
2: Define a sequence of real numbers $\gamma_x = \delta^{2^x}, x \in \mathbb{Z}_{\geq 0}$;
3: for $x \in \{0, 1, \ldots, \frac{mk}{\delta}\}$ do
4: \hspace{1em} Categorize $J$ into $B^{\gamma_x}$ and $S^{\gamma_x}$;
5: \hspace{1em} Let $O$ denote the set of all $\gamma^2$-big operations;
6: \hspace{1em} Let $L(\gamma_x)$ denote the total processing time of all operations in $O_x$;
7: \hspace{1em} if $L(\gamma_x) \leq \delta$ then
8: \hspace{2em} $\gamma \leftarrow \gamma_x$
9: \hspace{2em} for $O_{i,j} \in O$ do
10: \hspace{3em} $p_{i,j} \leftarrow 0$;
11: \hspace{2em} end for
12: \hspace{2em} for $J_i \in B^{\gamma}$ and $O_{i,j} \in J_i$ do
13: \hspace{3em} $p_{i,j} \leftarrow \lceil p_{i,j}/\gamma^2 \rceil \cdot \gamma^2$; \hspace{1em} \textcircled{Round $p_{i,j}$ up to the nearest multiple of $\gamma^2$}
14: \hspace{2em} end for
15: $J' \leftarrow B^{\gamma} \cup S^{\gamma}$;
16: return $\gamma$, $O$, and the new job set $J'$.
17: end if
18: end for
```

**Lemma 3.** Each operation in any job is $\gamma^2_x$-big for at most one index $x$.  
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Proof. Consider any job $J_i$ and follow the introduced rules for job categorization and operation categorization, if there is any operation of $J_i$ is $\gamma_x^2$-big for an index $x$, $J_i$ must be categorized as a small job by $\gamma_x$. That is, $\forall j \in [k], \ p_{i,j} < \gamma_x$ and $\exists j' \in [k], p_{i,j'} \geq \gamma_x^2$. We argue that any operation of $J_i$ cannot be $\gamma_y^2$-big for any $y \neq x$. Recall that $\gamma_x = \delta_2 x$ and $\delta = \frac{\epsilon}{14mk} < 1$.

For any index $y > x$, the job $J_i$ is categorized as a big job with respect to $\gamma_y$ as $\exists j' \in [k], p_{i,j'} \geq \gamma_x^2 = \gamma_x + 1 \geq \gamma_y$. Therefore, $J_i$ has no $\gamma_y^2$-big operations.

For any index $y < x$, the job $J_i$ is categorized as a small job with respect to $\gamma_y$ but every operation of $J_i$ has a processing time less than $\gamma_x = \gamma_x^2 - 1 \leq \gamma_y^2$, which implies $J_i$ has no $\gamma_y^2$-big operations.

This completes the proof.

Lemma 4. Algorithm Reduce terminates in $O(n/\epsilon)$ time and generates a special instance $J'$ with its optimal makespan bounded by

$$C^\pi_{\max}(J') \leq C^\pi_{\max}(J) + mk^2 \gamma.$$

Proof. We first analyze the time complexity of Reduce. Let $L(\gamma_x)$ denote the total processing time of all $\gamma_x^2$-big operations. Assume $L(\gamma_x) > \delta$ holds for all $x \in \{0, 1, \ldots, \frac{mk}{\gamma}\}$. By Lemma 4, the total processing time of all operations will be greater than $\sum_{x=0}^{\frac{mk}{\gamma}} \delta > mk$, which contradicts to the fact that the total processing time of all operations is at most $mk$. Therefore, there exists one $x < \frac{mk}{\delta}$ such that $L(\gamma_x) \leq \delta$. Considering $\delta = \frac{\epsilon}{14mk}$, it takes $O(1/\epsilon)$ iterations to find such a special index $x$. Since each iteration of the first for-loop takes $O(n)$ to compute $L(\cdot)$, the first for-loop takes $O(n/\epsilon)$ time. It is easy to observe that the second and third for-loops take $O(n)$ time in total. Therefore, the time complexity of Reduce is $O(n/\epsilon)$.

Now we show the upper bound of the optimal makespan of the constructed instance $J'$. Turning the processing time of each $\gamma^2$-big operation to zero does not increase the makespan. Consider an optimal schedule $\pi^*(J)$ and assume jobs are scheduled according to $\pi^*(J)$. Starting from time 0, we scan through the operations on each open shop. For every operation of big jobs, delaying the remaining schedule by less than $\gamma^2$ will generate enough space to process the rounded operation. By Lemma 2, there are $mk/\gamma$ big jobs and we delay the (partial) schedule on one open shop at most $mk^2/\gamma$ times, one delay for each operation of big jobs. This results a feasible schedule for $J'$ and increases the makespan by at most $mk^2 \gamma$.

This completes the proof.

4.2. Description and Analysis for Dense

In this section, we introduce several essential concepts, including restricted schedule and assignment of jobs. The main idea is to enumerate all possible restricted schedules for big jobs and then use the “gaps”, formed on each machine between two consecutively scheduled operations, to fit small jobs “densely”.
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4.2.1. Restricted Schedule and Assignment

Define a right half-open interval of length $\gamma^2$ as a $\gamma^2$-interval. The time interval $[0, 2)$ can be partitioned into $2/\gamma^2$ consecutive $\gamma^2$-intervals $[(t - 1) \cdot \gamma^2, t \cdot \gamma^2), t \in [2/\gamma^2]$. We say a feasible schedule is restricted if every operation of big operations starts processing at the beginning of some $\gamma^2$-interval.

**Lemma 5.** For any special $P_m(O_k)||C_{\max}$ instance $J'$, the minimum makespan of restricted schedules is bounded above by

$$C_{\max}^{\pi^*(J')} + mk^2\gamma.$$

**Proof.** The argument is similar to the proof for the upper bound in Lemma 4. Starting from time 0, we scan through the operations following the schedule $\pi^*(J')$ on each open shop. For every operation of big jobs, we delay the remaining schedule by less than $\gamma^2$ such that the operation starts processing at the beginning of some $\gamma^2$-interval. As there are at most $mk^2/\gamma$ times of delays, the makespan is increased by at most $mk^2\gamma$. $\square$

By Eq. (2), Lemma 4, Lemma 5, and the definition of $\gamma$, we consider special $P_m(O_k)||C_{\max}$ instances and restricted schedules with makespan at most 2 by default in the following context.

Given a feasible restricted schedule $\pi$, for each big job $J_i \in B$, its assignment is defined as $X_i = (\ell, \tau_1, \ldots, \tau_k)$, where $\ell$ is the index of the open shop to which the job $J_i$ assigned in $\pi$, and $\tau_j$ is the index of the $\gamma^2$-interval in which the $j$-th operation $O_{i,j}$ of $J_i$ starts processing.

Then the multi-set of assignments for jobs in $B$, denoted by $X_B = \{X_i | J_i \in B\}$, is called an assignment for $B$. We say $X_B$ is associated with a feasible schedule $\pi$ if $X_B$ can be defined from $\pi$.

**Lemma 6.** There are at most $m^{mk/\gamma} \cdot (2/\gamma^2)^{mk^2/\gamma}$ distinct assignments for $B$.

**Proof.** For each big job, there are at most $m(2/\gamma^2)^k$ distinct assignments. From Lemma 2, the number of big jobs is at most $mk/\gamma$. Therefore, the number of all possible assignments for $B$ is no greater than $m^{mk/\gamma} \cdot (2/\gamma^2)^{mk^2/\gamma}$. $\square$

We make a guess of $C_{\max}^{\pi^*(J')}$, denoted by $C$, which is used to define the assignment for small jobs. Given an assignment for $B$, we schedule the big jobs on open shops accordingly with each operation starting processing at the beginning of some $\gamma^2$-interval. Every machine, say $M_{\ell,j}$, may contain idle intervals, each formed between a pair of consecutively scheduled operations. There may be two more intervals, one between the time 0 and the time starting processing the first operation on $M_{\ell,j}$, the other one between completing the last operation and the guessed makespan $C$ on $M_{\ell,j}$. Define such an idle interval as a gap. By Lemma 2, there are at most $mk/\gamma + 1$ gaps. Let $G_{g,\ell,j} = [s_{g,\ell,j}, e_{g,\ell,j}]$ denote the $g$-th gap on the machine $M_{\ell,j}$, where $s_{g,\ell,j}$ and $e_{g,\ell,j}$ are the starting and ending time of this gap respectively.

Given a feasible restricted schedule $\pi$, an associated assignment for $B$, and an estimate $C$ of the makespan of $\pi$, we define the assignment for each small job $J_i \in S$ as $X_i = (\ell, \tau_1, \ldots, \tau_k)$ similar to the assignment for a big job. The difference is that $\tau_j$ records the index of the gap
instead of the $\gamma^2$-interval. Let $X_S = \{X_i \mid J_i \in S\}$ denote the assignment for small jobs. Obviously, there may be an exponential number of distinct assignments for small jobs, as $|S|$ may be linear in $n$. We say $X_S$ is associated with $X_B$ and $C$ if $X_S$ can be defined from $X_B$ and $C$.

$X_B$ is said to be feasible if it is associated with a feasible schedule. $X_S$ is said to be feasible if every gap introduced by the associated $X_B$ and $C$ provides enough space for the operations of jobs $S$ that are assigned to this gap, i.e.,

$$e_{g,\ell,j} - s_{g,\ell,j} \geq \sum_{J_i \in S, X_i = (\ell, r_1, \ldots, r_\ell = g, \ldots, k)} p_{i,j}.$$  

(4)

As $C_{\max}^{\pi^*(J')} \pi^*(J') \max C^\pi(J') \pi^*(J')$ is unknown, it is possible the guess $C$ is not correct. As long as $C \geq C_{\max}^{\pi^*(J')} \pi^*(J')$, there must be a feasible assignment for small jobs. When the guess $C$ is too small, say $C < C_{\max}^{\pi^*(J')} \pi^*(J')$, the defined $X_S$ may be not feasible. We will argue later in Algorithm Assign to search for an accurate enough guess such that $C \leq C_{\max}^{\pi^*(J')} \pi^*(J') + \epsilon$ and a feasible assignment exists for most small jobs.

4.2.2. Algorithm Dense

Suppose $X_B$ is associated with a feasible schedule $\pi$. Assume $X_S$ is also feasible and associated with $X_B$ and $C$, where $C$ is an estimate of the makespan of $\pi$. Let $O_{g,\ell,j}$ denote the set of operations assigned to start processing in the gap $G_{g,\ell,j}$, $g \in [mk/\gamma + 1], \ell \in [m], j \in [k]$. Requiring the operations in $O_{g,\ell,j}$ either scheduled in the gap $G_{g,\ell,j}$ or left unscheduled, we will generate a dense schedule for almost all operations in every gap. In a dense schedule, any machine becomes idle only because there is no operation that is ready to be processed on the machine. Note that the leftover operations from each set $O_{g,\ell,j}$ will be processed later greedily in a post-processing stage.

Dense schedules operations while scanning through the gaps. We mark a gap $G_{g,\ell,j}$ as “scanned” once Dense cannot find an operation in $O_{g,\ell,j}$ to fit in the gap $G_{g,\ell,j}$. Let $G_{\text{scanned}}$ record the scanned gaps and $O_{\text{remaining}}$ collect the leftover operations from the set $O_{g,\ell,j}$ after finishing scanning each gap $G_{g,\ell,j}$. Both $G_{\text{scanned}}$ and $O_{\text{remaining}}$ are initialized by empty sets.

Dense (Lines 5-20) repeats the following steps until all gaps have been scanned. Every time some machine, say $M_{\ell,j}$, becomes idle at the earliest while ignoring the scanned gaps. We update $T$ as this moment. Note that in the case when multiple machines becomes idle at the same time, we pick on machine arbitrarily and $T$ may stay the same for multiple iterations. Suppose $T \in [s_{g,\ell,j}, e_{g,\ell,j}]$ for some $g$ without loss of generality. We check whether there exists an unprocessed operation $O_{i,j} \in O_{g,\ell,j}$ such that no other operation of the corresponding job $J_i$ is currently being processed on some other machine of $S_\ell$. If at least one such operations exists, we pick one arbitrarily, start processing it at time $T$, and remove it from $O_{g,\ell,j}$. Otherwise, $G_{g,\ell,j}$ and $O_{g,\ell,j}$ are added to $G_{\text{scanned}}$ and $O_{\text{remaining}}$, respectively. If $O_{g,\ell,j}$ becomes empty, $G_{g,\ell,j}$ is also added to $G_{\text{scanned}}$.

After all gaps has been scanned, the remaining operations in $O_{\text{remaining}}$ will be processed
after the time $C$ sequentially such that for each open shop only one machine is actively processing operations at any moment. Refer to Algorithm DENSE for the detailed description. We will argue in Lemma 8 that for each gap most assigned operations will be scheduled in this gap.

**Algorithm DENSE**

**Input:** $C$, feasible $X_B$, feasible $X_S$;

**Output:** a feasible schedule $\pi'$ with makespan at most $C + mk^2\gamma + k\gamma^2$.

1: $G_{\text{scanned}} = \emptyset$;
2: $O_{\text{remaining}} = \emptyset$;
3: Let $\pi'$ denote the initial partial feasible schedule formed by $X_B$;
4: Let $T$ be the earliest idle time over all machines;
5: while $T < C$ do
6: Suppose $M_{\ell,j}$ is the earliest idle machine at $T$ without loss of generality;
7: Suppose $T \in [s_{g,\ell,j}, e_{g,\ell,j}]$;
8: if $\exists O_{i,j} \in O_{g,\ell,j}$ such that $p_{i,j} \leq e_{g,\ell,j} - T$ and no other operations of $J_i$ is currently being processed on $S_{\ell}$ then
9: Start processing $O_{i,j}$ at time $T$;
10: $O_{g,\ell,j} \leftarrow O_{g,\ell,j} - O_{i,j}$;
11: Update $\pi'$ accordingly;
12: else $\triangleright$ Leave the remaining operations to the post-processing stage
13: $G_{\text{scanned}} \leftarrow G_{\text{scanned}} + G_{g,\ell,j}$;
14: $O_{\text{remaining}} \leftarrow O_{\text{remaining}} + O_{g,\ell,j}$ $\triangleright$ $O_{g,\ell,j}$ may be empty
15: end if
16: Update $T$ as the earliest idle time over all machines while skipping all scanned gaps;
17: end while
18: $T = C$ $\triangleright$ Start the post-processing stage to schedule $O_{\text{remaining}}$
19: while $O_{\text{remaining}} \neq \emptyset$ do
20: Pick arbitrarily $O_{g,\ell,j} \in O_{\text{remaining}}$;
21: Start processing all operations $O_{g,\ell,j}$ in any order at time $T$ on $M_{\ell,j}$;
22: $T \leftarrow T + \sum_{O_{i,j} \in O_{g,\ell,j}} p_{i,j}$;
23: $O_{\text{remaining}} \leftarrow O_{\text{remaining}} - O_{g,\ell,j}$;
24: Update $\pi'$ accordingly;
25: end while
26: return a feasible schedule $\pi'$.

**Lemma 7.** For any gap, there are less than $k$ leftover operations after the first While-loop of DENSE.

**Proof.** A gap, say $G_{g,\ell,j}$, is added to $G_{\text{scanned}}$ when DENSE cannot find available operations to fit in this gap and all the remaining operations $O_{g,\ell,j}$, which may be empty, will be delayed to be scheduled at the post-processing stage. Therefore, there is at most one idle interval inside each gap after the first While-loop of DENSE.

For any gap $G_{g,\ell,j}$, if it has at least one operation remained after DENSE scans through the time range $[0, C]$, suppose the idle interval formed inside $[s_{g,\ell,j}, e_{g,\ell,j}]$ after the execution of
DENSE is \([T_{g,\ell,j}, e_{g,\ell,j}]\). Because both \(X_B\) and \(X_S\) are feasible. By Eq. (4), every gap has enough space to process all operations assigned to this gap. Every leftover operation from \(O_{g,\ell,j}\) cannot start processing at the time point \(T_{g,\ell,j}\) because another operation \(O_{i,j'}\) belonging to the same job \(J_i\) is being processed on another machine of the same open shop.

Assume there are at least \(k\) remaining operations in \(O_{g,\ell,j}\) after the first While-loop of DENSE. Each of these operations belongs to a different small job. At the time point \(T_{g,\ell,j}\), at most \(k - 1\) other machines of the open shop \(S_{\ell}\) are busy. This implies there is at least one of the leftover operations can be scheduled at \(T_{g,\ell,j}\), which is a contradiction.

This proves the lemma.

Lemma 8. Suppose \(X_B\) is associated with a feasible restricted schedule \(\pi\) and \(X_S\) is feasible and associated with \(X_B\) and \(C\). Algorithm DENSE takes \(O(1/\gamma^2 + n^2)\) time and returns another feasible schedule \(\pi'\) (which may be the same as \(\pi\)) such that

\[C_{\max}^{\pi'(B\cup S)} \leq C + mk^3\gamma + k^2\gamma^2.\]

Proof. By Lemma 7, for any gap, there are less than \(k\) leftover operations after the first While-loop of DENSE. DENSE simply processes these leftover operations in any order after time \(C\) on \(M_{\ell,j}\), which increases the makespan by at most \((k - 1)\gamma^2 < k\gamma^2\). Considering each open shops contains \(k\) machines and each machine has at most \(mk/\gamma + 1\) gaps, the makespan of \(\pi'\) is upper bounded by \((mk/\gamma + 1) \cdot k \cdot k\gamma^2 = mk^3\gamma + k^2\gamma^2\).

Now we analyze the time complexity of DENSE. The first While-loop scans through the gaps and tries to fit every gap densely while maintaining the feasibility of the current schedule. The first While-loop starts a new iteration after either one operation is assigned to some gap or a gap completes scanning. As there are at most \(n\) small jobs and at most \((mk/\gamma + 1)\cdot mk = m^2k^2/\gamma + mk\) gaps, the first While-loop has at most \(nk + m^2k^2/\gamma + mk\) iterations. Since each iteration needs \(O(1/\gamma + n)\) time, the first While-loop takes \(O(1/\gamma^2 + n^2)\) time. The second While-loop simply processes the unprocessed operations from previous gaps sequentially after the time \(C\) such that for each open shop at most one machine is working at any moment, which obviously takes linear time \(O(n)\) and maintains the feasibility of the current schedule. Therefore, the returned restricted schedule \(\pi'\) is feasible and the overall time complexity is \(O(1/\gamma^2 + n^2)\).

4.3. Description and Analysis for Assign

DENSE is based on the given feasible assignments for big jobs and small jobs. Nevertheless, there may be an exponential number of distinct assignments for small jobs. In this section, given only \(X_B\) associated with a feasible schedule \(\pi\), we first search for an estimate \(C\) of the makespan of \(\pi\) such that \(C \leq C_{\max}^{\pi(J')} + \epsilon/2\) and then obtain a feasible assignment for most small jobs by solving a linear program. The detailed procedure is described in Algorithm Assign.
**Assign**

**Input:** parameter $\epsilon$, $J'$, $X_B$, which is associated with a feasible schedule $\pi$;

**Output:**
- an estimate $C$ of the makespan of $\pi$ such that $C \leq C_{\max}^{\pi(J')} + \epsilon/2$;
- integrally assigned small jobs, denoted by $S^{\text{one}}$;
- fractionally assigned small jobs, denoted by $S^{\text{fractional}}$;
- feasible assignment for $S^{\text{one}}$ associated with $X_B$ and $C$, denoted by $X_{S^{\text{one}}}$.

1: Binary search for a $C$ value in the range $(0, 2)$ such that the constructed LP has a basic feasible solution and $C \leq C_{\pi(J')}^{\max} + \epsilon/2$;

2: Let $y$ be a basic feasible solution to the constructed LP with the chosen $C$ value;

3: $S^{\text{one}} = \{ J_i \in S \mid \exists y_i, X = 1 \}$;

4: $X_{S^{\text{one}}} = \{ X \mid \forall J_i \in S^{\text{one}}, \exists y_i, X = 1 \}$;

5: $S^{\text{fractional}} = S \setminus S^{\text{one}}$;

6: return $C, S^{\text{one}}, S^{\text{fractional}}, X_{S^{\text{one}}}$.

Define the binary variable $y_i, X$ to indicate whether the job $J_i \in S$ has an assignment $X$ in the gaps formed by $X_B$ and $C$. We construct a linear program, denoted by LP. The first set of constraints in LP makes sure every small job is assigned and the second set of constraints in LP guarantees there is enough space to process all operations assigned to each gap. In the constructed LP, the number of non-trivial constraints is only $|S| + m^2k^2/\gamma + km$ while the number of variables $(mk/\gamma + 1)^k m|S|$ is considerably larger. Then, any basic feasible solution to LP has at most $|S| + m^2k^2/\gamma + km$ positive values.

(LP)

$$\sum_X y_i, X = 1, \quad \forall J_i \in S;$$
$$\sum_{J_i \in S, X = (\ell, \tau_1, \ldots, \tau_j = g, \ldots, s_k)} p_{ij} y_i, X \leq e_{g, \ell, j} - s_{g, \ell, j}, \quad \forall (g, \ell, j) \in [mk/\gamma + 1] \times [m] \times [k];$$
$$y \geq 0.$$

Given a basic feasible solution to LP, let $S^{\text{one}}$ and $S^{\text{fractional}}$ be the set of small jobs that are assigned integrally and fractionally, respectively. From the definition, we have $|S^{\text{one}}| + |S^{\text{fractional}}| = |S|$. For each fractionally assigned small job, it corresponds to at least two positive variables. The number of variables with positive values is at least $|S^{\text{one}}| + 2|S^{\text{fractional}}|$. Therefore, $|S| + m^2k^2/\gamma + km \geq |S^{\text{one}}| + 2|S^{\text{fractional}}| = |S| + |S^{\text{fractional}}|$, which implies

$$|S^{\text{fractional}}| \leq m^2k^2/\gamma + km.$$

**Lemma 9.** Suppose $B$ is the big job set of $J'$ and $X_B$ is associated with a feasible schedule $\pi$. Algorithm Assign takes $n^{O(1)} \cdot (1/\gamma)^{O(1)}$ time to return
- an estimate $C$ of the makespan of $\pi$ such that $C \leq C_{\max}^{\pi(J')} + \epsilon/2$;
- integrally assigned small jobs $S^{\text{one}}$ and its feasible assignment $X_{S^{\text{one}}}$ associated with $X_B$ and $C$;
- fractionally assigned small jobs $S^{\text{fractional}}$ with $|B^{\text{fractional}}| \leq m^2k^2/\gamma + km$.

**Proof.** We only need to argue for the time complexity and how to estimate $C$ accurately, as the other parts of this lemma follows immediately from the previous discussions.

Given $X_B$ and a $C$ value, the constructed LP contains $|S| + m^2k^2/\gamma + km$ non-trivial constraints and $(mk/\gamma + 1)^m|S|$ variables. It takes polynomial time in $n$ and $1/\gamma$, denoted by $n^{O(1)} \cdot (1/\gamma)^{O(1)}$, to solve this LP.

Whenever LP has a basic feasible solution, the conclusions regarding $S^{\text{one}}$ and $S^{\text{fractional}}$ hold. That is, most small jobs can be assigned integrally. Due to the second set of constraints of LP, the assignment for $S^{\text{one}}$ is feasible. Whether LP has a feasible solution can be used to tell whether the input $C$ value is able to generate a feasible assignment for $S^{\text{one}}$. On the other hand, when $C \geq C^{\pi(\mathcal{J}^{'})}_{\max}$, a feasible solution to LP can be easily constructed from the feasible schedule $\pi$ and thus a feasible assignment for $S^{\text{one}}$ can be guaranteed. Therefore, binary searching a value for $C$ in the range $(0, 2)$ gives us a desired precision of $C$ after $\log 1/\epsilon$ guesses. The overall time complexity of Assign is $n^{O(1)} \cdot (1/\gamma)^{O(1)}$.

4.4. **Description and Analysis for Our EPTAS**

**REDUCE-ASSIGN-DENSE-GREEDY**

**Input:** a $P_m(O_k)||C_{\max}$ instance $\mathcal{J}$, parameter $\epsilon$;

**Output:** a feasible schedule $\pi$ with makespan at most $(1 + \epsilon) \cdot C^{\pi^{*}(\mathcal{J})}_{\max}$.

1. $\gamma$, $\gamma^2$-big operations $\mathcal{O}$, a special instance $\mathcal{J}' \leftarrow \text{REDUCE}(\mathcal{J}, \epsilon)$;
2. $\pi$ is initialized by None;
3. Set $C_{\max} = \infty$;
4. for any assignment $X_B$ for big jobs do
5. $C$, $S^{\text{one}}$, $S^{\text{fractional}}$, $X_{S^{\text{one}}} \leftarrow \text{ASSIGN}(\epsilon, X_B, \mathcal{J}^{'})$;
6. a feasible restricted schedule $\pi'$ for $B \cup S^{\text{one}} \leftarrow \text{DENSE}(X_B, X_{S^{\text{one}}}, C)$;
7. Divide $S^{\text{fractional}}$ evenly into $m$ partitions;
8. Schedule each partition at the end of one open shop “sequentially”;
9. if $C_{\max} > C^{\pi'}_{\max}$ then
10. $\pi \leftarrow \pi'$;
11. $C_{\max} \leftarrow C^{\pi}_{\max}$;
12. end if
13. end for
14. Schedule the $\gamma^2$-big operations $\mathcal{O}$ at the end of open shops “sequentially”;
15. Update $\pi$ accordingly
16. **return** the final schedule $\pi$

Now we are ready to provide a detailed description and analysis for our EPTAS. **REDUCE-DENSE-ASSIGN-GREEDY** takes in any $P_m(O_k)||C_{\max}$ instance $\mathcal{J}$ and any small number $\epsilon \in (0, 1)$. First, **REDUCE** is invoked to find an appropriate value of $\gamma$, categorize jobs $\mathcal{J}$ into a set $B$ of big jobs and a set $S$ of small jobs, obtain a set $\mathcal{O}$ of $\gamma^2$-big operations from small jobs, and construct a special instance $\mathcal{J}^{'}$. 
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Then, enumerating all possible assignments of big jobs and we repeat the following procedure for each assignment $X_B$ to find a feasible restricted schedule $\pi$ with the minimum makespan. For each assignment $X_B$, Assign guesses an estimate $C$ of the makespan of an associated feasible schedule and generates (integral) assignments for most small jobs via solving a linear program. $S^{one}$ and $S^{fractional}$ denote the integrally and fractionally assigned small jobs. As the (integral) assignments for jobs in $X_B \cup S^{one}$ are known, Dense is called to return a feasible restricted schedule for $X_B \cup S^{one}$. The fractionally assigned small jobs $S^{fractional}$ is then partitioned evenly into $m$ subsets, each of which is greedily scheduled to the end of one open shop in a sequential manner such that the open shop is dedicated to process only one job at any moment.

Finally, using the previously obtained feasible restricted schedule $\pi$ for the special instance $J'$, we construct a feasible schedule for the original instance $J$. We simply schedule each $\gamma^2$-big operation with its original processing time to the end of the open shop, to which its associated job is assigned, such that the open shop is dedicated to process only one operation at any moment.

**Theorem 1.** Algorithm Reduce-Assign-Dense-Greedy is an EPTAS.

**Proof.** We first analyze the time complexity for Reduce-Assign-Dense-Greedy. By Lemma 4, Reduce takes $O(n/\epsilon)$ time. Lemma 6 states there are at most $m^{\frac{mk}{\gamma}} \cdot \frac{2}{\gamma^2} \frac{mk^2}{\gamma}$ distinct assignments for $B$, which bounds the number of iterations of the For-loop. Each iteration calls both Assign and Dense, taking $n^{O(1)}(1/\gamma)^{O(1)}$ and $O(1/\gamma^2 + n^2)$ time respectively. Greedily scheduling the jobs in $S^{fractional}$ or the $\gamma^2$-big operations $O$ takes constant time. Therefore, the overall time complexity of Reduce-Assign-Dense-Greedy is $n^{O(1)}(1/\gamma)^{O(1/\gamma)}$, where the term $(1/\gamma)^{O(1/\gamma)}$ is a function of $\epsilon$ by the definition of $\gamma$.

When we greedily schedule the jobs in $S^{fractional}$ or the $\gamma^2$-big operations $O$ to the end of open shops, only one machine is active on every open shop and therefore the feasibility of the constructed schedule is maintained. Then the feasibility of the returned schedule follows from Lemma 8 and Lemma 9. Next, we estimate the quality of the returned schedule or the makespan.

By Lemma 4 and Lemma 5, the optimal restricted schedule for the constructed special instance $J'$ has a makespan bounded by

$$C_{\pi^*(J')} = C_{\pi^*(J)} + 2mk^2\gamma. \quad (5)$$

Enumerating all possible assignments for big jobs, including the one associated with the optimal restricted schedule $\pi^*(J')$, Reduce-Assign-Dense-Greedy chooses the feasible schedule with the minimum makespan. Without loss of generality, we assume $X_B$ is associated with $\pi^*(J')$ in the sequel. From Lemma 8 and Lemma 9, the makespan of $\pi$ when scheduling only $B \cup S^{one}$ is at most

$$C_{\pi(B \cup S^{one})} = C + mk^3\gamma + k^2\gamma^2 \leq C_{\max} + \epsilon/2 + mk^3\gamma + k^2\gamma^2. \quad (6)$$

By Lemma 9, $|B^{fractional}| \leq m^2k^2/\gamma + km$ and therefore at most $mk^2/\gamma + k$ small jobs are assigned to each open shop. We greedily schedule these small jobs at the end of the current
schedule \(\pi(B \cup S^{one})\) in a sequential manner such that at most one machine is active on every open shop at any moment. As the total processing time of a small job is at most \(k \gamma^2\), the makespan increases by at most \((mk^2/\gamma + k) \cdot k \gamma^2\). That is,

\[
C^\pi_{\text{max}}(J) \leq C^\pi_{\text{max}}(B \cup S^{one}) + (mk^2/\gamma + k) \cdot k \gamma^2.
\] (7)

To obtain a feasible schedule for the original instance \(J\), we schedule the \(\gamma^2\)-big operations \(O\) at the end of \(\pi(J')\) sequentially. As the total processing time of operations in \(O\) is at most \(\delta\), the makespan increases by at most \(\delta\). That is,

\[
C^\pi_{\text{max}}(J) \leq C^\pi_{\text{max}}(J') + \delta.
\] (8)

Combining Eq.(5), Eq.(6), Eq.(7), and Eq.(8), the makespan of the returned schedule can be estimated as follows.

\[
C^\pi_{\text{max}}(J) \leq C^\pi_{\text{max}}(J) + 2mk^2 \gamma + \epsilon/2 + mk^3 \gamma + k^2 \gamma^2 + (mk^2/\gamma + k) \cdot k \gamma^2 + \delta
\]

\[
\leq C^\pi_{\text{max}}(J) + \epsilon/2 + 7mk^3 \delta
\]

\[
\leq C^\pi_{\text{max}}(J) + \epsilon,
\]

where the last two inequalities are because of \(\gamma = \delta^2 \leq \delta = \frac{\epsilon}{14mk^3} < 1\).

This completes the proof.

\[\square\]

5. Conclusion

We investigate the parallel multi-stage open shops (denoted by \(P_m(O_k) || C_{\text{max}}\)) problem, a meaningful hybrid of the classic open shop scheduling and parallel machine scheduling, which takes in multiple identical open shops and schedules jobs to achieve the minimum makespan. Note that shifting a job between open shops and preemptive processing an operation are not allowed. As \(P_m(O_k) || C_{\text{max}}\) can be treated as the parallelized version of the classic open shop scheduling problem, it inherits the computational complexity directly from the latter problem and thus it is NP-hard in the weak sense when \(k \geq 3\) is a constant. When both \(m\) and \(k\) are constant, we design an efficient polynomial-time approximation scheme (EPTAS) for \(P_m(O_k) || C_{\text{max}}\).

There are two interesting open questions that worth further exploration in the future.

1. Because the classic open shop scheduling problem is strongly NP-hard when \(k \geq 3\) has been open since the 1970s \[34\]. As a generalized variant, whether \(P_m(O_k) || C_{\text{max}}\) is strongly NP-hard is also unknown. On the other hand, \(P_m || C_{\text{max}}\) is only weakly NP-hard when \(m\) is fixed \[11\]. It is worth investigating whether \(P_m(O_k) || C_{\text{max}}\) is NP-hard in a strong sense for constant \(m\) and \(k \geq 3\). If it is not strongly NP-hard, can we design an FPTAS?

2. When \(m\) is part of the input, \(P(O_k) || C_{\text{max}}\) generalizes the parallel machine scheduling
\( P \parallel C_{\text{max}} \) and thus inherits the strong NP-hardness. It would be interesting to investigate whether a PTAS exists for \( P(O_k) \parallel C_{\text{max}} \). Perhaps we can approach the problem starting from the special case when \( k = 2 \).
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