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Abstract

The amplitude of solar p-mode oscillations is governed by stochastic excitation and mode damping, both of which take place in the surface convection zone. However, the time-dependent, turbulent nature of convection makes it difficult to self-consistently study excitation and damping processes through the use of traditional one-dimensional (1D) hydrostatic models. To this end, we carried out \emph{ab initio} three-dimensional (3D), hydrodynamical numerical simulations of the solar atmosphere to investigate how p-modes are driven and dissipated in the Sun. The description of surface convection in the simulations is free from the tunable parameters typically adopted in traditional 1D models. Mode excitation and damping rates are computed based on analytical expressions whose ingredients are evaluated directly from the 3D model. With excitation and damping rates both available, we estimate the theoretical oscillation amplitude and frequency of maximum power, $\nu_{\text{max}}$, for the Sun. We compare our numerical results with helioseismic observations, finding encouraging agreement between the two. The numerical method presented here provides a novel way to investigate the physical processes responsible for mode driving and damping, and should be valid for all solar-type oscillating stars.
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1. Introduction

Asteroseismology, the study of stellar oscillations, opens a unique window into various properties of stars. The analysis of the power spectra of stellar oscillations allows us to infer the structure of stellar interiors as well as the fundamental parameters of stars (Basu \textit{et al.} 2009; Kjeldsen \& Bedding 1995). In some cases, it is possible to determine the evolutionary stages (Mosser \textit{et al.} 2012), size of surface/core convection zone (Basu \& Antia 1997; Deheuvels \textit{et al.} 2016), or rotation rates (Beck \textit{et al.} 2012) of stars from their oscillation frequencies. Among the many applications, the asteroseismic determination of fundamental stellar parameters such as masses and radii is of great significance not only to stellar physics but to astronomy in general. For instance, stellar radii are used to derive exoplanet radii from the analysis of exoplanet transit light curves. Stellar masses can be related to stellar ages, which play a fundamental role in Galactic archeology.

Over the past decade, oscillations in thousands of solar-type stars have been detected by the \textit{CoRoT} (Michel \textit{et al.} 2008) and \textit{Kepler} (Borucki \textit{et al.} 2010) satellites, their number being destined to grow thanks to the current \textit{TESS} (Ricker \textit{et al.} 2015) mission. These space-borne telescopes have paved the way to a new epoch of ensemble asteroseismology. In this context, the asteroseismic determination of stellar parameters from special empirical seismic scaling relations (Brown \textit{et al.} 1991; Kjeldsen \& Bedding 1995) has proven to be very effective. The seismic scaling relations link key seismic observables—large frequency separation $\Delta \nu$ and frequency of maximum oscillation power $\nu_{\text{max}}$—to stellar mass, radius, and effective temperature, relative to the Sun.

The widespread application of the seismic scaling relations to stellar parameter determinations calls for a deeper investigation of the underlying physical processes behind the emergence of $\Delta \nu$ and $\nu_{\text{max}}$. On the one hand, $\Delta \nu$, a comparatively well understood quantity, is a proxy for the mean density of star (Ulrich 1986). On the other hand, $\nu_{\text{max}}$, which is determined from oscillation amplitudes, has a tight connection with the driving and damping mechanisms of oscillations but its exact origin is still poorly understood. Although noticeable progress has been made toward a theoretical understanding of $\nu_{\text{max}}$ (Belkacem \textit{et al.} 2011), a complete solution to this issue still requires a thorough explanation of how modes are excited and damped in solar-type oscillators.

Previous investigations have provided insights into the physics of both mode excitation and damping. Goldreich \& Keeley (1977) first proposed that oscillations in the Sun are driven by turbulent convection. From this premise, Goldreich \textit{et al.} (1994) and Samadi \& Goupil (2001) developed theoretical formulations to model the stochastic excitation of oscillations by stellar surface convective motions, assuming a one-dimensional (1D) description of convection based on mixing-length theory. Based on these theoretical prescriptions, Goldreich \textit{et al.} (1994) and Belkacem \textit{et al.} (2010) computed numerically the excitation rates for the Sun, finding a satisfactory match to observationally inferred values. In addition, Samadi \textit{et al.} (2008) showed that the same theoretical framework for mode excitation is also applicable to other solar-like oscillators such as $\alpha$ Centauri A. On the other side, it is natural to analyze the stability of these stochastically driven modes, and, if stable, the rate of their energy dissipation. The first question was examined in detail by Balmforth (1992) and the conclusion was that all solar p-modes are stable. The second question was answered by Houdek \textit{et al.} (1999) and Chaplin \textit{et al.} (2005), who computed damping rates for solar p-modes using a non-local mixing-length model, finding good agreement with observed line widths (see Houdek \& Dupret 2015 for a review of the model).

There is no doubt that the aforementioned studies have greatly enriched our understanding toward the nature of p-mode oscillations in solar-type stars. However, due to the
lack of highly realistic analytical description of convection and turbulence, theoretical models adopted in these works are unavoidably simplified to some extent. In particular, the dynamic and chaotic nature of turbulence is embedded in free parameters that have to be calibrated either from other theoretical models or from observational data. A promising approach to overcoming this difficulty is to simulate excitation and damping of modes from first principle using three-dimensional (3D) hydrodynamical numerical simulations. A notable breakthrough in this direction has already been made by Nordlund & Stein (2001) and Stein & Nordlund (2001). In their pioneering work, the excitation rates of solar radial modes are extracted directly from 3D simulations of near-surface layers of the solar convective region. Their results involve no free parameters and fall in line with observation. In this paper, we expand their idea and further explore the possibility of modeling both mode excitation (Section 3) and damping (Section 4) using 3D simulation. Knowledge of how modes are driven and dissipated enables us to estimate their amplitude, from which a theoretical $\nu_{\text{max}}$ value can be deduced (Section 5). The results of these ab initio parameter-free numerical calculations are compared with helioseismic observations. As a first attempt on this topic, we focus on the Sun and limit our discussion to radial modes only.

2. Three-dimensional Solar Atmosphere Model

In this section, we briefly describe the 3D hydrodynamical model solar atmosphere used in this work. The model is computed with the STAGGER code (Nordlund & Galsgaard 1995; Collet et al. 2018), a state-of-the-art, radiative-magnetohydrodynamics code that solves the equations of mass, momentum, and energy conservation, and magnetic-field induction equation in 3D. Radiative energy transport is modeled by solving the 3D equation of radiative transfer at every time step of the simulation along different inclined rays in space. For the present solar simulation, nine directions are used, including the vertical and eight inclined directions (a combination of two polar $\theta$-angles and four azimuthal $\phi$-angles). The code also adopts realistic microphysics. It uses a modified version of the Mihalas et al. (1988) equation of state (Trampedach et al. 2013) that accounts for the 17 most abundant elements in the Sun as well as the H$_2$ and H$_3^+$ molecules (see Trampedach et al. 2013 Section 2.1). A comprehensive collection of relevant continuous absorption and scattering is included (Hayek et al. 2010). Line opacities are treated using opacity binning (Nordlund 1982; Magic et al. 2013), with 12 opacity bins divided in both wavelength and strength of opacity.

Our STAGGER model stellar atmosphere simulates a small part of the Sun near the photosphere. It assumes a constant gravitational acceleration and ignores magnetic field. The simulation domain covers a 6 Mm $\times$ 6 Mm area horizontally, and 3.8 Mm in the vertical (radial) direction—approximately 1 Mm above the base of the photosphere and 2.8 Mm below it. The domain is discretized on a 3D Cartesian grid, with spatial resolution 240$^3$, which is sufficient for studying mode excitation. Scalars, such as densities and internal energies, are evaluated at cell center, while vectors such as momentum densities, are staggered at cell faces (hence the meaning of “Stagger”). The simulation domain is small but nevertheless representative, because it resides in the region where 3D effects, such as fluctuations in the horizontal plane caused by the up and down flows of fluid and the presence of strong turbulence, are most prominent. We note also that the spherical effect in our model is negligible because the vertical scale is small compared to the total radius of the Sun. Temporally, our model spans 24 hours solar time, with one snapshot stored every 30 s. This sampling interval is adequately short, since doubling it will not influence our excitation and damping results (see in Section 3 and 4) significantly.

The global parameters of our solar model are very close to actual solar values. The mean effective temperature over 24 hours solar time is 5772.7 K, almost the same as the nominal solar value (5772.0 K, Prša et al. 2016); gravitational acceleration is set to 2.74 $\times$ 10$^4$ g cm$^{-2}$, taken from Prša et al. (2016); for element abundances we adopt the Asplund et al. (2009) solar composition.

P-mode oscillations are natural phenomena in our model. Radial p-modes can be identified by looking at the power spectrum of horizontally averaged vertical velocity:

$$PS[\overline{v}_s](\omega) = \frac{1}{N} \left| \sum_{n=0}^{N-1} \overline{v}_s(t_n)e^{i\omega \Delta \tau} \right|^2. \quad (1)$$

Here $\overline{v}_s$ is the horizontally averaged vertical velocity of snapshot $s$, $\omega$ is angular frequency, $\Delta \tau$ is the time interval between two consecutive snapshots, and $N$ is the total snapshot number ($N=2880$ in our case). The power spectrum of $\overline{v}_s$ around the photosphere is shown in Figure 1; the peaks represent radial p-modes that naturally emerged in the simulation box. In total, three simulation modes with frequencies 2.148, 3.307, 4.668 mHz are identifiable from Figure 1; no obvious oscillation signature is found below 1.5 mHz or above 5 mHz. Two of them have frequencies that are close to the p-mode frequencies measured in the Sun. The simulation mode with the lowest frequency deviates with the observed quantity. This reflects the finite extent of the 3D simulation, as lower-frequency modes have greater amplitudes at depth than higher-frequency modes, as seen in Figure 4. Had the 3D model been extended to deeper interior of the Sun, the expectation is that this discrepancy would be reduced.

Although the properties of simulation modes are affected by the finite spatial dimension of the simulation box (hence also called “box modes”), we clarify that “box modes” are natural phenomena in 3D simulation rather than numerical noise. We further clarify that the peaks in Figure 1 represent radial modes rather than the radial component of low-degree non-radial modes, although their oscillation frequencies can be close to each other. The degree $l$ of a mode indicates the number of its surface nodes (fixed point from the north pole, along the surface of the sphere, to the south pole). The horizontal wavelength $\lambda_h$ and the degree of a mode are related by

$$\frac{\lambda_h}{2} \approx \frac{\pi R}{l}. \quad (2)$$

where $R$ is the stellar radius. In order to resolve a non-radial mode in the simulation, the horizontal wavelength of this mode

---

3 As discussed in Samadi et al. (2007), the differences between excitation rates computed based on 253 $\times$ 253 $\times$ 163 and 125 $\times$ 125 $\times$ 82 solar simulations are small, implying our adopted spatial resolution is sufficient for this problem.

4 The properties of simulation modes, as well as $\overline{v}_s$, will not enter into the subsequent computation of excitation rates, because the main effect of p-mode oscillations in the simulation is filtered out by mapping physical quantities into a pseudo-Lagrangian frame (see Section 3.2).
In this section, we will specify how to extract excitation rates by rewriting them to horizontal-averaged perturbed fluid equations. Vertical velocity power spectrum computed from 3D solar simulation, from which three simulation modes with cyclic frequencies 2.148, 3.307, and 4.668 mHz are recognizable. Measured solar radial p-mode frequencies (degree \( l = 0 \), vertical gray dashed lines) are shown in the background. \( n \) denotes mode radial order. The observed frequency values are from global oscillations at low frequency (García et al. 2001; Gelly et al. 2002).

\[ \Delta \left( E_{\omega} \right)_{\text{ens}} \]

should be shorter than the horizontal domain of the simulation. Therefore, in our case, non-radial oscillations can be identified only if its horizontal wavelength \( \lambda_h \leq 6 \) Mm, which corresponds to \( l \geq 729 \). In other words, non-radial low-degree (i.e., \( l = 1, 2, 3... \)) p-modes cannot be detected because of the limited simulation domain.

Stein & Nordlund (1998) demonstrated that the granulation pattern from 3D simulations of the solar atmosphere strongly resembles what is observed on the Sun, after considering telescope and atmosphere seeing. The distribution of granule size from the simulations is in agreement with solar observations as well (Stein & Nordlund 1998). Asplund et al. (2000) and Pereira et al. (2013) also reported an excellent match when comparing the detailed spectral lines predicted from 3D solar simulations with observations.

These facts lead us to believe that such a 3D solar atmosphere model is a highly realistic representation of the physical processes taking place near the solar surface region. Our 3D STAGGER solar model will be applied to the subsequent calculation of excitation rates.

### 3. Excitation Rates

In the Sun, the observed p-mode oscillations are driven by near-surface convection. The driving process is quantified by the (mode) excitation rate, which describes how fast energy is supplied from stochastic convection to coherent fluid motion. In this section, we will specify how to extract excitation rates from 3D stellar atmosphere model (Sections 3.1 and 3.2), and present numerical results for the Sun (Section 3.3). Here we confine the discussion to radial oscillations.

#### 3.1. Theoretical Formulation

The expression of excitation rate for radial modes was originally derived in pioneering works by Goldreich et al. (1994), Samadi & Goupil (2001), and Nordlund & Stein (2001, abbreviated NS01 hereinafter). We follow the formulation developed in NS01, since it is more suitable for direct numerical evaluation. NS01 started with basic fluid equations in 3D and rewrote them to horizontal-averaged perturbed fluid equations.

From the (1D) perturbed equations they obtained the expression of work integral (defined below) with proper approximation, then arrived at the change in mode kinetic energy per unit area over certain time intervals \( \Delta t \) (i.e., excitation rate per unit area, NS01 Equations (65), (66), and (71)).

\[
\frac{\Delta \langle E_{\omega} \rangle_{\text{ens}}}{\Delta t} = \frac{1}{4\Delta t} \left\langle \Re \left\{ \int_{\Delta t} \int_{\Delta r} \delta P_{\text{nad}}(r, t) \frac{1}{E_{0}^{1/2}} \frac{\partial (\delta r)}{\partial r} dr dt \right\} \right\rangle_{\text{ens}} ,
\]

with \( E_0 \) being the mode kinetic energy per unit surface area (NS01 Equation (63)).

\[
E_0 = \frac{\omega^2}{2} \int_r \rho \xi^2(r) \left( \frac{r}{R_{\text{phot}}} \right)^2 dr.
\]

The integral over radius \( r \) in Equation (3) is the so-called “work integral,” \( \rho \) is density, \( R_{\text{phot}} \) is photosphere radius, and \( \delta P_{\text{nad}} \) is the horizontally averaged non-adiabatic pressure fluctuation that arises from non-adiabatic effects including entropy fluctuation and convective turbulence. The \( \langle \ldots \rangle_{\text{ens}} \) bracket stands for the ensemble average over all phases (NS01 Section 3.2); it is necessary because the phase differences between coherent waves and chaotic convective processes are completely random. The canonical form of mode displacement vector \( \delta r \) is written as (we refer the readers to Aerts et al. 2010 Section 3.3.1 for a thorough introduction)

\[
\delta r = \Re \left\{ \xi_r(r) Y_{lm}(\theta, \phi) e_r + \xi_\phi(r) \left[ \frac{\partial}{\partial \theta} Y_{lm}(\theta, \phi) e_\theta \right] + \frac{\sin \theta}{\sqrt{\sin \pi R}} \left[ \frac{\partial}{\partial \phi} Y_{lm}(\theta, \phi) e_\phi \right] e^{i(\omega t + \varphi)} \right\} ,
\]

where \( \xi_r \) and \( \xi_\phi \) are the amplitude functions (also named mode eigenfunctions from numerical point of view), and \( Y_{lm}(\theta, \phi) \) are the spherical harmonic functions with \( l, m \) being the angular quantum numbers.\(^5\)

Note that \( \varphi \) is an arbitrary phase factor, however, in our context, it is the phase difference between non-adiabatic pressure fluctuation and oscillation mode. As we are considering radial modes only, Equation (5) simplifies into

\[
\delta r = \Re \{ \xi_r(r) e^{i(\omega t + \varphi)} \} .
\]

In Equation (3), the coupling between \( \delta P_{\text{nad}} \) and \( \delta r \) reflects the interaction between convection and pulsation, which is responsible for mode excitation. Substituting Equation (6) into Equation (3),

\[
\frac{\Delta \langle E_{\omega} \rangle_{\text{ens}}}{\Delta t} = \frac{1}{4\Delta t} \left\langle \Re \left\{ \int_{\Delta t} \left( -i\omega \right) e^{-i\omega t} \frac{1}{E_{0}^{1/2}} \frac{\partial \xi_r}{\partial r} \right. \right.
\]

\[
\times \left. \int_{\Delta r} \delta P_{\text{nad}}(r, t) e^{-i\omega t} dt dr \right\} \right\rangle_{\text{ens}} .
\]

\(^5\) \( \Re \{ f \} \) (\( \Im \{ f \} \)) means the real (imaginary) part of complex function \( f \).
The time integral in Equation (7) is equivalent to the Fourier transform of non-adiabatic pressure fluctuation. Expanding Equation (7) gives

\[
\frac{\Delta \langle E_{\omega} \rangle_{\text{ens}}}{\Delta t} = \frac{\omega^2}{4\Delta t} \left\{ \sin^2 \varphi \left( \int r \frac{1}{E_0^{1/2}} \frac{\partial \xi_r}{\partial r} \Re \{ \mathcal{F} \delta P_{\text{nad}} \} \, dr \right)^2 \right\}_{\text{ens}}
\]

\[
- \frac{\omega^2}{4\Delta t} \left\{ 2 \sin \varphi \cos \varphi \left( \int r \frac{1}{E_0^{1/2}} \frac{\partial \xi_r}{\partial r} \Re \{ \mathcal{F} \delta P_{\text{nad}} \} \, dr \right) \times \left( \int r \frac{1}{E_0^{1/2}} \frac{\partial \xi_r}{\partial r} \Im \{ \mathcal{F} \delta P_{\text{nad}} \} \, dr \right) \right\}_{\text{ens}}
\]

\[
+ \frac{\omega^2}{4\Delta t} \left\{ \cos^2 \varphi \left( \int r \frac{1}{E_0^{1/2}} \frac{\partial \xi_r}{\partial r} \Im \{ \mathcal{F} \delta P_{\text{nad}} \} \, dr \right)^2 \right\}_{\text{ens}}.
\]

The ensemble average over all phases is calculated as

\[
\langle f \rangle_{\text{ens}} = \frac{1}{2\pi} \int_0^{2\pi} f(\varphi) \, d\varphi.
\]

Therefore, \langle \sin^2 \varphi \rangle_{\text{ens}} = 1/2, \langle \cos^2 \varphi \rangle_{\text{ens}} = 1/2, \langle 2 \sin \varphi \cos \varphi \rangle_{\text{ens}} = 0, and Equation (8) simplifies into

\[
\frac{\Delta \langle E_{\omega} \rangle_{\text{ens}}}{\Delta t} = \frac{\omega^2}{8\Delta t} \left[ \left( \int r \frac{1}{E_0^{1/2}} \frac{\partial \xi_r}{\partial r} \Re \{ \mathcal{F} \delta P_{\text{nad}} \} \, dr \right)^2 \right.
\]

\[
+ \left. \left( \int r \frac{1}{E_0^{1/2}} \frac{\partial \xi_r}{\partial r} \Im \{ \mathcal{F} \delta P_{\text{nad}} \} \, dr \right)^2 \right].
\]

where \( \mathcal{F} \) represents a Fourier transform from time to frequency domain. Equation (10) is essentially equivalent to Equation (5) in Stein & Nordlund (2001, SN01), we will use (10) to calculate excitation rates.

3.2. Numerical Evaluation

Two key ingredients in Equation (10) are non-adiabatic pressure fluctuation \( \delta P_{\text{nad}} \) and amplitude function \( \xi_r \), representing the dynamics of convection and oscillation, respectively. In this subsection, we explain how they are computed numerically. The time-dependent nature of the 3D model allows the direct evaluation of \( \delta P_{\text{nad}} \), which is the difference between total and adiabatic pressure fluctuation (SN01 Equation (3)),

\[
\delta P_{\text{nad}} = \delta P - \delta P_{\text{ad}} = (\delta \ln \bar{P} - \Gamma_1 \delta \ln \bar{\rho}) \bar{P},
\]

where \( \delta \) stands for Lagrangian perturbation, \( P \) and \( \Gamma_1 \) are total pressure and first adiabatic index, respectively. As before, the bar symbol denotes horizontal averaging. In 3D hydrodynamical stellar atmosphere simulations, the change of physical quantities around their mean value mainly consists of two contributions: (a) perturbations from radiative and convective processes (b) collective fluid motions in the simulation domain (i.e., p-mode oscillations). Because (b) is approximately adiabatic, it is important to isolate (a) from (b) in order to calculate \( \delta P_{\text{nad}} \). This is achieved by mapping variables from the original Cartesian frame to a frame that is comoving with collective fluid motion. The latter is often called pseudo-Lagrangian frame, which is characterized by horizontal- and time-averaged column mass density at each geometric depth,

\[
\sigma(y) = \left( \int_{y_{\text{top}}}^{y_{\text{top}} - s} \bar{\rho}(y', t) \, dy' \right)_t,
\]

which filters out the main effect of radial p-modes (Rosenthal et al. 1999; Trampedach et al. 2014). Here, (...)\( t \) means time average (that is, average over all snapshots), \( y_{\text{top}} \) is the geometric depth at the top of simulation domain, and the \( s \) index refers to the snapshot number. In a pseudo-Lagrangian frame, the Lagrangian perturbation changes into Eulerian perturbation, hence Equation (11) can be simplified into

\[
\delta P_{\text{nad}}(t) = [(\ln \bar{P}_L(t) - \ln \bar{P}_{0,L}) - \bar{\Gamma}_{1,L}(\ln \bar{P}_L(t) - \ln \bar{\rho}_{0,L})] \bar{P}_L.
\]

Here quantities defined in the pseudo-Lagrangian frame are marked with subscript “L,” while the subscript “0” stands for the equilibrium state. Numerically, the equilibrium state is calculated by taking the temporal average over all simulation snapshots.

Non-adiabatic pressure fluctuation is computed via (13); its power spectrum density,

\[
\text{PSD}[\delta P_{\text{nad}}](\omega) = \frac{\Delta \tau}{N} \left( \sum_{s=0}^{N-1} [\delta P_{\text{nad}}(t_s)] e^{i \omega \Delta \tau} \right)^2,
\]

is depicted in Figure 2. No obvious peak is observed in the figure, which suggests non-adiabatic pressure fluctuation is associated with turbulent convection, with no preference over any specific frequency. This is in accordance with the conclusion in SN01.

We now turn to the other component of Equation (10), \( \xi_r \), a quantity that is solely relevant to oscillation. In the case of radial mode, \( \xi_r \) describes the mode amplitude distribution in the star. Contrary to \( \delta P_{\text{nad}} \), we choose to compute \( \xi_r \) with the patched 1D model rather than extract it from the simulation. The reason is that, first, only three modes are clearly identifiable in the 3D model, much less than the number of radial modes detected for the Sun. Second, although the oscillation amplitude of radial modes is largest in the near-surface region covered by the simulation, they actually propagate throughout the entire star.

\[\text{Figure 2.} \delta P_{\text{nad}} \text{ power spectrum density at } 100 \text{ km below the photosphere, as computed via Equation (14).}\]
The patched 1D model is obtained by combining 1D interior model with horizontal- and time-averaged 3D model. Therefore, it extends from the stellar center to the upper boundary of 3D model. Another advantage of the patched model is that it reduces the “surface effect,” thereby bringing theoretical p-mode frequencies closer to measured values.

In this work, we adopt the standard solar model (also called model S, Christensen-Dalsgaard et al. 1996) as the 1D interior model. Model S is widely used as a reference model for helioseismic analysis. The model-predicted sound speed and density profile are both in good agreement with corresponding helioseismic-inferred values (see Basu et al. 1997 Figures 6 and 10).

To combine the horizontal- and time-averaged 3D atmosphere model with model S, we first select a matching point in the atmosphere model that is located slightly above the bottom of the simulation domain (although not exactly at the bottom layer, to avoid artificial boundary effects) for the purposes of minimizing horizontal fluctuations in physical quantities. The matching point in model S is then determined by requiring the pressure to be identical to the average one at the matching point in the simulation, that is

$$\langle P_{3D}(\psi_m) \rangle_t = P_{1D}(r_{im}),$$

where $\psi_m$ is the geometric depth of matching point in the 3D model (“am” stands for atmosphere matching point) and $r_{im}$ is the radius of the matching point in the 1D model (“im” stands for interior matching point). The matching procedure ensures a continuous transition in pressure between the averaged 3D and 1D models, and provides a unified depth scale (radius) between the two. We caution that due to 3D effects and different microphysics between the 3D and 1D models, there might be discontinuities for other quantities, for instance, density, at the matching point. Nevertheless, the discontinuities are found to be small (Figure 3) and hence not likely to affect our results significantly. Finally, we trim the atmosphere and interior model by discarding all points below the atmosphere matching point in the averaged 3D model, and all points above the interior matching point in the 1D model, then put them together to get the patched solar model.

We use the Aarhus adiabatic oscillation package (ADIPS, Christensen-Dalsgaard 2008) to compute theoretical p-mode frequencies and eigenfunctions, as well as mode kinetic energy $E_0$, with the patched solar model as input. Numerical results are depicted in Figure 4 for four example p-modes. Our main focuses are high-order ($n > 10$) radial ($l = 0$) p-modes with cyclic frequency below the acoustic cutoff frequency (~5 mHz for the Sun). Here, we emphasize that eigenfunctions obtained from ADIPS are normalized by their surface value, thus their absolute value has no physical meaning. To facilitate comparison between eigenfunctions, we eliminate the dependence on the normalization condition by dividing by their kinetic energy $\sqrt{E_0}$. As an example, the squared normalized eigenfunction gradients, $(\partial \psi / \partial r)^2 / E_0$, of two example radial

$$\Delta (E_0)/\Delta t = \omega^2 \left[ \int_{r_{3D\text{bot}}}^{r_{surf}} \frac{1}{E_0^{1/2}} \frac{\partial \psi}{\partial r} \text{Re} \{ \mathcal{F} \delta P_{3D} \} \, dr \right]^2$$

3.3. Results

Now that two key quantities appearing in Equation (10) have been computed, we proceed with the evaluation of the excitation rates. As $\delta P_{3D}$ is accessible in practice only through the 3D simulation, the lower integration limit in Equation (10) is the corresponding radius at the bottom of the simulation domain, $r_{3D\text{bot}}$. On the other side, the work integral is terminated at the uppermost point $r_{surf}$ of the patched model. Therefore Equation (10) finally becomes

$$\Delta (E_0)/\Delta t = \omega^2 \left[ \int_{r_{3D\text{bot}}}^{r_{surf}} \frac{1}{E_0^{1/2}} \frac{\partial \psi}{\partial r} \text{Re} \{ \mathcal{F} \delta P_{3D} \} \, dr \right]^2 + \left[ \int_{r_{3D\text{bot}}}^{r_{surf}} \frac{1}{E_0^{1/2}} \frac{\partial \psi}{\partial r} \text{Im} \{ \mathcal{F} \delta P_{3D} \} \, dr \right]^2,$$

(16)
with kinetic energy integrated from stellar center to surface:

\[ E_0 = \frac{\omega^2}{2} \int_0^{\rho_{\text{nad}}} \left( \frac{r}{R_{\text{phot}}} \right)^2 dr. \]  

Equation (16) is evaluated at different angular frequencies. For frequency values not equal to mode eigenfrequencies, the eigenfunction is not directly available, so we linearly interpolate \( \partial \xi / \partial r \) to our target frequency value (see also the Appendix in SN01). Recall that \( \Delta \langle E_\omega \rangle_{\text{ens}} / \Delta t \) is the excitation rate per unit area; to get the global excitation rate we multiply \( \Delta \langle E_\omega \rangle_{\text{ens}} / \Delta t \) by the horizontal area of the simulation, that is, 36 Mm².

Global excitation rates from the simulation (both original and smoothed data) are displayed in Figure 6, together with excitation rates extracted from observations (Chaplin et al. 1998). Broadly speaking, excitation rates predicted from simulation agree well with observations. The simulation result demonstrates a strong fluctuation with frequency, which stems from non-adiabatic pressure fluctuation (Figure 2). Its overall trend is also clear from the smoothed curve—excitation rate is small at lower frequencies, increases rapidly with increasing frequency, reaches a plateau that ranges from \( \approx 2.5 \) mHz to \( \approx 4 \) mHz, then starts to decline at higher frequencies. The trend observed in Figure 6 can be explained by analyzing the behavior of two key ingredients in Equation (16), namely \( (\partial \xi / \partial r)^2 E_0 \) and \( \delta P_{\text{nad}} \).

The normalized eigenfunction gradient \( (\partial \xi / \partial r)^2 / E_0 \) quantifies the fluid’s compression associated with oscillations: the larger the value of the gradient is, the stronger the compression locally. An extreme case is \( \partial \xi / \partial r = 0 \), where the oscillation amplitude does not vary locally to first order and fluid elements move in sync and no compression occurs anywhere. As shown in Figure 5, for the lower-frequency mode, compression is weak throughout the simulation domain, while for the higher-frequency one, strong compression occurs around and above the photosphere. The reason for this is, as mentioned in Section 2 and demonstrated in Figure 4, lower-frequency p-modes have greater amplitude in the deep interior of a star.

\( ^8 \) Not by the total surface area of the Sun \( 4\pi R_{\text{sun}}^2 \); the underlying reason is explained in SN01 Section 3.3 and Stein et al. (2004) Section 5.

where density is significantly higher. As a result, if two modes have the same kinetic energy, the lower-frequency mode will show smaller amplitude and smaller compression compared to the higher-frequency one because of its large “mode inertia” (a mode’s tendency to remain unchanged, analogous to the inertia of normal matter). On the other hand, there are two obvious features for \( \delta P_{\text{nad}} \). First, the magnitude of (non-adiabatic) pressure fluctuations decreases with increasing frequency, which is in line with what is shown in Figure 2. Second, for both frequencies in Figure 5, pressure fluctuations diminish drastically in the photospheric layers, where energy balance is controlled primarily by radiative processes and convective turbulence is comparatively small.

Putting the two aspects together allows us to investigate the value of the work integral (also referred to as “\( PdV \) work,” where “\( P \)” stands for the pressure fluctuation and “\( dV \)” is the compression of fluid caused by oscillations) throughout the simulation domain. For lower-frequency oscillations, weak compression is coupled with strong pressure fluctuations, while for higher-frequency oscillations, major contributions to the \( PdV \) work come from a small region around the photosphere, below which the compression of fluid is small and above which pressure fluctuations are small.

In summary, energy transfer from convective motions to oscillations is carried out by non-adiabatic effects such as convective turbulence and entropy fluctuations. The amount and rate of energy injection into the modes is governed by two main aspects, the magnitude of pressure fluctuation and the strength of local compression to fluid. The former is strong at low frequencies, and decays with increasing frequency (Figure 2), while the latter exhibits the opposite trend (Figure 5). As a result, excitation rates at low and high frequencies are limited by oscillations (local compression) and convection (pressure fluctuations), respectively. Finally, we note that the numerical results and main conclusions in this section are qualitatively in agreement with SN01 in general, although our solar model differs from theirs.
4. Damping Rates

The stochastic excitation mechanism discussed in Section 3 is responsible for the driving of p-mode oscillations. However, the amplitude of an excited mode cannot grow infinitely large because it is limited by another effect called mode damping, the dissipation of mode kinetic energy to surroundings. Therefore, the final equilibrium oscillation amplitude results from the balance between stochastic excitation (energy gain) and mode damping (energy loss). The energy dissipation process is quantified by the damping rate \( \eta \), which describes the speed of the \( e \)-folding (decay by a factor of \( e \)) of mode energy. In this section, we outline how damping rates at different frequencies are computed from first principles, and present our results for radial oscillations of the Sun.

The (linear) damping rate can be derived from first-order perturbation theory, with non-adiabatic effects as small perturbation (see Aerts et al. 2010 Section 3.7),

\[
\eta = \frac{\omega}{4m_{\text{mode}}\nabla_{\text{y}}(R_{\text{phot}})} \int_{y_{\text{bro}}}^{y_{\text{top}}} \mathcal{I}(\delta\tilde{\rho}/\rho_0) \delta P_{\text{nad}} \, dy,
\]

where the star symbol represents the complex conjugate, \( m_{\text{mode}} \) and \( \nabla_{\text{y}} \) are mode mass per unit area and vertical velocity amplitude, respectively, and are connected to mode kinetic energy (per unit surface area) by \( m_{\text{mode}}\nabla_{\text{y}}(R_{\text{phot}})^2 = E_0 \) (NS01 Equation (63)). The integral at the numerator is the work integral, which depends on (non-adiabatic) pressure and density fluctuation as well as the phase difference between them. The density fluctuation \( \delta\tilde{\rho} \) quantifies the extent of local compression; it is related to the mode displacement vector by the perturbed fluid continuity equation:

\[
\nabla \cdot \delta\mathbf{r} = -\frac{\delta\tilde{\rho}}{\rho_0}.
\]

Furthermore, the sign of \( \eta \) is a criterion of mode stability: positive \( \eta \) implies a stable mode whose amplitude decays exponentially with time if no energy is supplied from, for instance, convection; negative \( \eta \) also called growth rate in this scenario, suggests that a mode with finite amplitude will continue to drain energy from surrounding until the amplification is halted by nonlinear effects. Solar radial modes studied in this work are believed to be stable (Houdek & Dupret 2015 Section 6.3).

It is worth noting that while the mode displacement vector (or equivalently, the eigenfunction) and density fluctuation is related through (19), the adiabatic eigenfunction \( \xi_c \) obtained from ADIPLS cannot be applied to the calculation of non-adiabatic pressure fluctuation. To this end, all components in Equation (18), except for \( m_{\text{mode}} \), must be extracted directly from simulation. Nevertheless, as first proposed by Nordlund & Stein (1998), it is challenging to separate coherent fluid motion from the turbulent convective processes in simulations. More specifically, ideally, density fluctuations should only contain the contribution from collective fluid motions (i.e., oscillations). But in reality, owing to the complexity of physical processes occurring in the simulation domain, the \( \delta\tilde{\rho}/\rho_0 \) computed from simulation consists not only of pulsation signals but also the signature of "convective noises." This effect is particularly evident for modes that do not naturally emerge in simulations (i.e., radial modes other than the three simulation modes shown in Figure 1). In order to obtain a \( \delta\tilde{\rho}/\rho_0 \) that cleanly reflects the contribution from mode eigenfunction, in other words, a coherent density fluctuation, we conduct numerical experiments that artificially drive radial mode at a particular frequency to large amplitude. The target mode will be prominent in the simulation box and distinguishable from "convective noise."

The artificial driving is achieved by modifying the boundary condition of the simulation. Namely, we impose a small time-dependent perturbation to thermal (gas plus radiation) pressure at the bottom boundary while keeping the entropy constant (in first order) at the same time to ensure no extra energy is injected to the system. The applied thermal pressure perturbation varies sinusoidally with time and remains uniform over horizontal plane, as radial modes are the focus here.

The perturbation at the bottom boundary will generate coherent fluid motion with the same frequency as the driving frequency, and amplify vertical velocity, density, and pressure fluctuation to unrealistically large magnitudes. Nevertheless, we claim that such artificial driving would not compromise the reliability of our damping rate result because the rates of \( \delta\tilde{\rho} \), \( \delta P_{\text{nad}} \), and \( \tilde{\nu} \) enhancement are similar to each other, and therefore, the artificial effect from "mode driving" largely cancels out between \( \delta\tilde{\rho}/\rho_0 \delta P_{\text{nad}} \) and \( \tilde{\nu}(R_{\text{phot}})^2 \) when we compute damping rate at the driving frequency using Equation (18).

Such a numerical experiment is repeated at different driving frequencies in order to obtain theoretical damping rates as a function of cyclic frequency. In Figure 7(a) we separate the contribution to \( \eta \) due to thermal pressure fluctuation,

\[
\delta P_{\text{ther}}(t) = P_{\text{ther},L}(t) - P_{\text{ther},0,L}.
\]

\( \delta P_{\text{ther}} \) stems from the divergence of radiative and convective fluxes (Stein & Nordlund 1991 Section 3), which is most prominent near the photosphere where the transition between radiative and convective heat transport occurs. For frequencies spanning from \( \sim 2 \) to \( \sim 4 \) mHz, thermal pressure fluctuation is responsible for destabilizing modes, qualitatively in line with what found in Houdek et al. (1999). On the other hand, another major contribution to mode damping is convective turbulence. The positive-definite \( \eta - \eta_{\text{ther}} \) indicate that turbulence tends to dissipate mode energy at all frequencies. That is to say, solar radial modes excited by turbulent convection are actually damped by the same effect, in accordance with the assertion in Houdek & Dupret (2015 Section 6.3).

Also, in Figure 7(b), our numerical results are compared with line widths\(^9\) of \( l = 0 \) modes collected by BiSON (Chaplin et al. 1998). Good agreements are found at high and intermediate frequencies. The observed damping rate plateau around 2.8 mHz is also well predicted. However, as can be seen from Figure 7(b), the accuracy of our results at low frequency (\( \nu \lesssim 2.5 \) mHz) is restricted by the depth of the simulation domain. As shown in Figure 4, low-frequency radial modes have considerable oscillation amplitudes in the solar interior. Because the work integral is truncated at the bottom of the simulation box in practice, contributions from deeper layers are omitted, hence the final damping rates are systematically lower than the observed values at low frequencies.

\(^9\) When the observing time is much greater than the mode \( e \)-folding time, damping rate is related to line width \( \Gamma \) by \( \Gamma = \eta / \pi \) (Chaplin et al. 2005).
5. Estimate Velocity Amplitude and $\nu_{\text{max}}$ from Simulation

The observed oscillation amplitudes result from the balance between stochastic excitation and mode damping. With both of them available from the simulation, we are able to evaluate (theoretical) oscillation amplitude, then estimate the frequency of maximum oscillation power $\nu_{\text{max}}$.

For an observed mode in equilibrium state (in other word, constant amplitude), its energy gain and loss must be equal, that is

$$\mathcal{P}_{\text{exc}} + \frac{dE_{\text{osc}}}{dt} = 0. \quad (21)$$

Here $\mathcal{P}_{\text{exc}}$ is the excitation rate of this mode, and $E_{\text{osc}}$ is its kinetic energy whose canonical form is (Aerts et al. 2010 Equation (3.141))

$$E_{\text{osc}} = \frac{1}{2} M_{\text{mode}} V_{\text{rms}}^2, \quad (22)$$

where $M_{\text{mode}}$ is mode mass (not to be confused with mode mass per unit area $m_{\text{mode}}$) and $V_{\text{rms}}$ is the root-mean-square (rms) velocity at photosphere. The evolution of kinetic energy for a damped oscillator follows $E_{\text{osc}} \propto \exp(-2\eta t)$, therefore

$$E_{\text{osc}} = \frac{\mathcal{P}_{\text{exc}}}{2\eta}. \quad (23)$$

Combining Equations (22) and (23) gives the expression of the rms velocity:

$$V_{\text{rms}} = \sqrt{\frac{\mathcal{P}_{\text{exc}}}{M_{\text{mode}} \eta}}. \quad (24)$$

The mean kinematic velocity amplitude at the photosphere due to one oscillation mode is then

$$V = \sqrt{2} V_{\text{rms}} = \sqrt{\frac{2\mathcal{P}_{\text{exc}}}{M_{\text{mode}} \eta}}. \quad (25)$$

Note that $V$ is not an asteroseismic observable, hence it cannot be compared with observations directly. What is obtained from analyzing the Doppler shift of spectral lines (spectroscopic measurement of stellar oscillation) is the radial velocity. The source of this radial velocity is indeed the kinematic velocity of the fluid, whereas the quantity one measures is also affected by limb darkening and other geometric effects (Aerts et al. 2010). These two kinds of velocities are connected by projection factor $S_{nlm}$ (also called the spatial response function) that accounts for these effects (Christensen-Dalsgaard & Gough 1982 Equation (4.1)),

$$V_{nlm} = S_{nlm} V_{alm}, \quad (26)$$

where $V_{nlm}$ is the observed mean radial velocity amplitude of the p-mode with quantum number $(n, l, m)$. Christensen-Dalsgaard (1989) has shown that the projection factor for $l = 0$ modes of the Sun is 0.724. Equations (25) and (26) therefore enable comparison between the predicted velocity amplitude and the observed mean radial velocity amplitude.

The theoretical $V$ is computed based on Equation (25), with smoothed excitation and damping rates evaluated in Section 3.3 and 4, respectively. Smoothed instead of raw simulation data are applied to calculate $V$ in order to avoid strong random fluctuation in the latter and to make $V$ comparable with observations. The power spectrum of the observed radial velocity is also smoothed. Mode mass is calculated from the 1D patched solar model (see Section 3.2) using ADIPLS. The thus computed velocity amplitude is shown in Figure 8, together with the observed radial velocity spectrum taken from Kjeldsen et al. (2008).

Moderate agreement between simulations and observations is found: velocity amplitude predicted from simulation is in the same order of magnitude as the observationally inferred value, and the overall shape of $V - \nu$ curve also resembles observation. In the mean time, we do notice that there are mismatches between the two, especially within $3 \lesssim \nu \lesssim 3.5$ mHz. In this frequency interval we underestimated excitation rates (Figure 6) and overestimated damping rates (Figure 7). Errors on both aspects overlay then propagate into $V$ results.

In spite of the discrepancy between simulations and observations in the absolute magnitude of the velocity amplitude, we are still able to provide an estimate for $\nu_{\text{max}}$ from the simulation. In the context of spectroscopic measurement of stellar oscillation, the frequency of maximum power is the corresponding frequency where the mean observed radial velocity reaches its maximum. This criterion is adopted in Kjeldsen et al. (2008), where they obtain $\nu_{\text{max}} = 3.1$ mHz for
the Sun. As an analogy, the maximum of theoretical $V$ then predicts a theoretical solar $v_{\text{max}}$, which from Figure 8, is $\sim 3.0$ mHz. We note that the exact theoretical $v_{\text{max}}$ value from the 3D solar simulation is somewhat ambiguous because it depends on how exactly the smoothing is performed (Figure 8).

Finally, we clarify why photosphere velocity should be computed via Equation (25). On the surface it seems photosphere velocities are directly available from 3D simulation (Figure 1); why, then, should we calculate it semi-analytically? Here we emphasize that neither the photosphere velocity adopted from “normal” 3D simulations nor from the artificial mode driving experiment is comparable with $V$. The reason for the latter is obvious—artificial driving will amplify oscillation at a particular frequency to unrealistically large amplitude, therefore the absolute value of photosphere velocity in such a numerical experiment has no physical meaning. (Damping rate value, however, is reliable because of the cancellation between $(\delta p^*/p_0)\partial R_{\text{had}}$ and $|\vec{v}_{\text{osc}}(R_{\text{phot}})|^2$, as discussed in Section 4.)

Using the photosphere velocity directly from a “normal” 3D simulation is also inappropriate. From Figure 1 it is clear that the vertical velocity of the intermediate-frequency simulation mode is on the order of 1 km s$^{-1}$, which is much larger than the observed velocity amplitude of an individual p-mode, which is on the order of 1 m s$^{-1}$ (Figure 8). The mismatch between simulated and observed velocity results from the limited volume of the simulation domain. As demonstrated in previous sections, the 3D solar simulation is able to predict realistic mode excitation and damping rates with their absolute values similar to what is deduced from helioseismic observations. Because mode kinetic energy $E_{\text{osc}}$ is dictated by excitation and damping processes (Equation (23)), $E_{\text{osc}}$ from the simulation is comparable to the actual kinetic energy of solar radial modes. However, in simulations, oscillations are confined in the simulation domain, whereas for the Sun, radial modes oscillate throughout the entire solar surface and interior. Given the similarity in kinetic energy and the difference in cavity volume, it is apparent that the finite sizes of simulations will lead to larger oscillation amplitudes. The velocity directly from the simulation is not a realistic representation of solar mode amplitude unless proper scaling is performed, as also discussed in Belkacem et al. (2019).

6. Conclusions

In this paper, we investigated how radial oscillations in the Sun are excited and damped based on 3D hydrodynamical simulations of the solar near-surface region. Our simulation provides a realistic model of fluid motions and heat transport around the photosphere. Its ab initio nature also allows us to compute mode excitation and damping rates in an essentially parameter-free manner.

For the excitation rate, we adopted the theoretical framework developed by NS01 and SN01. Ingredients in the expression of excitation rate are calculated directly from simulation. Our numerical results demonstrate that mode excitation is weak at low frequencies, it increases rapidly with frequency and reaches its maximum between 2.5 and 4 mHz, then starts to decline at higher frequencies. It is also verified that mode excitation stems from the coupling between convection-induced pressure fluctuation and pulsation-induced fluid compression. Excitation rates computed in the current work are consistent with previous theoretical investigations (e.g., SN01) and corresponding solar observations.

A novel numerical technique is applied to extract (linear) damping rates from 3D convection simulations. In order to separate the fluctuation caused by pulsation from convective effects, we artificially drive a target radial oscillation to large amplitude, then compute the damping rate from the 3D simulation using analytical formula (18). Broad agreement is achieved between simulations and observations, especially for higher-frequency modes. The damping rate “plateau” around 2.8 mHz is also observed. Furthermore, by analyzing different factors that contribute to mode damping, we found thermal processes tend to destabilize radial modes with frequency between 2 and 4 mHz, while convective turbulence, which is responsible for mode driving, is also the main effect that dissipates them. This conclusion is in agreement with the findings by Houdek et al. (1999), although they calculated mode damping in a radically different way.

With both mode excitation and damping rates extracted from the model, it is possible to produce a prediction for the theoretical velocity spectrum, from which $v_{\text{max}}$ can be estimated. The velocity amplitude is obtained by assuming an exact balance between energy gain from stochastic excitation and energy loss by linear damping. Based on the synthetic velocity amplitude, we report, to our knowledge, the first pure theoretical $v_{\text{max}}$ estimation for the Sun. Theoretical velocity amplitude and $v_{\text{max}}$ are compared with observationally inferred values from Kjeldsen et al. (2008) with an encouraging agreement.

The major highlight of the current work is that all results are based on first principles. Given the 3D simulation of solar convection introduced in Section 2, the formulation we present does not depend on any free parameter that needs to be calibrated from observation or other theoretical models. In addition, our method enables a detailed analysis of the interaction between convection and pulsations. From the simulation it is also possible to isolate from each other the different factors contributing to mode excitation or damping. In short, 3D numerical simulations provide full information about physical processes that happened in the solar near-surface region; some of them, such as the work integral, are difficult to probe by observation or traditional 1D models.

Conversely, results from observations can be used to assess how well p-mode oscillations are modeled by 3D simulations, given that these two methods are completely independent. As mentioned in earlier sections, excitation and damping rates, as
well as velocity amplitude evaluated from 3D simulation agree with corresponding observation in general, which indicates solar oscillations are overall properly simulated in this work. However, we caution that discrepancies between numerical results and solar observations do exist in both excitation and damping rates. The differences then propagate into synthetic velocity amplitude and theoretical damping rates. Among them, the most notable one is the spatial size and time span of simulation. The finite depth in the 3D model actually truncates the work integral, limiting it in the simulation domain. Thus, additional contributions from outside the simulation box are neglected. Temporally, although the 3D simulation used in this work is extremely long (compared to the 3D solar model generated for other purposes such as spectra synthesis, which normally cover approximately only one hour of solar time (Magic et al. 2013)) in time, the time sequence is still far from enough to resolve all radial modes excited in the Sun. Modeling of excitation and damping of modes would benefit from having a model that is more extended in depth and has a longer duration. Nevertheless, the main restriction in this respect remains computational time. Apart from the size of simulation, we also note that our analysis is strictly restricted to radial modes. In reality, the frequency of maximum oscillation power is determined from the full solar velocity spectrum, which also contains non-radial p-modes. Hence, extracting $\nu_{\text{max}}$ from radial modes only is a simplified approach. Nonetheless, we claim that this simplification might not be a significant flaw, because solar oscillation spectra are dominated by p-modes with degree $l \approx 0 - 3$ (Aerts et al. 2010 Section 7.1.3), which are all radial or near-radial oscillations. Our formulation therefore should also hold approximately for these low-degree p-modes.
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