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Abstract

Multilingual Neural Machine Translation architectures mainly differ in the amount of sharing modules and parameters among languages. In this paper, and from an algorithmic perspective, we explore if the chosen architecture, when trained with the same data, influences the gender bias accuracy. Experiments in four language pairs show that Language-Specific encoders-decoders exhibit less bias than the Shared encoder-decoder architecture. Further interpretability analysis of source embeddings and the attention shows that, in the Language-Specific case, the embeddings encode more gender information, and its attention is more diverted. Both behaviors help in mitigating gender bias.

1 Introduction

Machine translation has been shown to exhibit gender bias (Prates et al., 2020), and several solutions have already been proposed to mitigate it (Kuczynski and Johnson, 2018; Font and Costa-jussà, 2019; Costa-jussà and de Jorge, 2020). The general gender bias in Natural Language Processing (NLP) has been mainly attributed to data (Costa-jussà, 2019). Several studies show the pervasiveness of stereotypes in book collections (Madaan et al., 2018b), or Bollywood films (Madaan et al., 2018a), among many others. As a consequence, our systems trained on this data exhibit biases. Among other strategies, several studies have proposed to work in data augmentation to balance data (Zmigrod et al., 2019) or forcing gender-balanced datasets (Webster et al., 2018; Costa-jussà et al., 2020). In parallel, other initiatives focus on documenting our datasets (Gebru et al., 2018) to prioritize transparency.

However, data is not the only reason for biases, and recent studies show that our models can be trained in a robust way to reduce the effects of data correlations (e.g., stereotypes, among others). In (Webster et al., 2020), the authors explored available mitigations and by increasing dropout, which resulted in improving how the models reasoned about different stereotypes in WinoGender examples (Rudinger et al., 2018).

The purpose of the current paper is to explore if the Multilingual Neural Machine Translation (MNMT) architecture can impact the amount of gender bias. To answer this question, we compare MNMT architectures trained with the same data and quantify their amount of gender bias with the standard WinoMT evaluation benchmark (Stanovsky et al., 2019). Results show that the Language-Specific encoders-decoders (Escolano et al., 2020) exhibit less bias than the Shared encoder-decoder (Johnson et al., 2017). Then, we analyze and visualize why the MNMT architecture impacts mitigating or amplifying this bias by studying its internal workings. We study the amount of gender information that the source embeddings encode, and we see that Language-Specific surpasses Shared in these terms, allowing for a better prediction of gender.

Additionally, and taking advantage that both Shared and Language-Specific are based on the Transformer (Vaswani et al., 2017), we study the coefficient of variation in the attention (Kobayashi et al., 2020), which shows that the attention span is narrower for the Shared system than for the Language-Specific one. Therefore, the context taken into account is smaller for the Shared system, which causes a higher gender bias.

Finally, we also do a manual analysis to investigate which biases have a linguistic explanation.

2 Background: Multilingual Architectures

In this section, we briefly describe the MNMT architectures that we are exploring. While most NMT architectures are based on the encoder-decoder architecture, behind this architecture we can have ei-
ther LSTMs (Sutskever et al., 2014), Transformers (Vaswani et al., 2017) or a mixture of both (Chen et al., 2018). The NMT is then extended to many-to-many multilingual languages using a shared encoder-decoder, or having one encoder and decoder for each language.

**Transformer.** In the encoder-decoder approach, the source sentence is encoded into hidden state vectors, whereas the decoder predicts the target sentence using the last representation of the encoder. The Transformer utilizes multi-head attention in different manners: encoder self-attention, decoder self-attention, and decoder-encoder attention. Positional embeddings are applied to both the encoder and decoder. This substitutes the recurrent operations in LSTM, and no sequential processing is needed.

**Shared Encoder-Decoder.** Johnson et al. (2017) train a single encoder and decoder with multiple input and output languages. Given a language set, a shared architecture has a universal encoder and decoder fed with all initial language pairs at once. The model shares vocabulary and parameters among languages to ensure that no additional ambiguity is introduced in the representation. By sharing a single model across all languages, the system can represent all languages in a single space. This allows translation between language pairs never seen during the training process, which is known as zero-shot translation.

**Language-Specific Encoders-Decoders.** Architectures in this category may vary between sharing some layers (Firat et al., 2017; Lu et al., 2018) or no sharing at all (Escolano et al., 2020). This paper uses the latter since it is the most contrastive to the shared encoder-decoder. The Language-Specific (with no sharing) approach consists of training independent encoders and decoders for each language. Different from the standard pairwise training is that, in this case, there is only one encoder and one decoder for each language. Since parameters are not shared, this joint training enables new languages without the need to retrain the existing modules, which is a clear advantage to previously shared encoder-decoder.

3 Experimental Framework

In this section, we report the details of the experiments that we are running.

### 3.1 Data and Parameters

Experiments are performed on the EuroParl data (Koehn, 2005) on English, German, Spanish and French, with parallel sentences among all combinations of these four languages, with approximately 2 million sentences per language pair. For English-Russian, we used 1 million training sentences from the Yandex corpus \(^1\). We build two sets of MNMT systems: excluding or including Russian. We do our experiments with two sets to measure how these models react to a new language that is not related to any of the previous ones written using a different set of characters. When excluding Russian, systems are trained with English, German, Spanish, and French with parallel sentences among all four languages. When including Russian, systems are trained with previous data plus the English-Russian pair. As contrastive systems, we also built the pairwise Bilingual systems (based on the Transformer) on the corresponding language pair data. As validation and test set, we used newstest2012 and newstest2013 from WMT\(^2\). All data were preprocessed using standard Moses scripts (Koehn et al., 2007).

Experiments were done using the implementation provided by Fairseq\(^3\). We used 6 layers, each with 8 attention heads, an embedding size of 512 dimensions, and a vocabulary size of 32k subword tokens with Byte Pair Encoding (Sennrich et al., 2016) (per pair). Dropout was 0.3 and trained with an effective batch size of 32k tokens for approximately 200k updates, using the validation loss for early stopping. In all cases, we used Adam (Kingma and Ba, 2014) as the optimizer, with a learning rate of 0.001 and 4000 warmup steps. All experiments were performed on an NVIDIA Titan X GPU with 12 GB of memory.

### 3.2 WinoMT: Gender Bias Evaluation

WinoMT (Stanovsky et al., 2019) is the first challenge test set for evaluating gender bias in MT systems. This test set consists of 3888 sentences. On the one side, the test set is distributed with 1826 male sentences, 1822 female sentences and 240 neutral sentences. On the other side, the test set is distributed with 1584 anti-stereotyped sentences, 1584 pro-stereotyped sentences, and 720 neutral sentences. Each sentence contains two personal

\(^1\)https://translate.yandex.ru/corpus?lang=en

\(^2\)http://www.statmt.org

\(^3\)Release v0.6.0 available at https://github.com/pytorch/fairseq
entities, where one of them is a co-referent to a pronoun and a golden gender is specified for this entity. An example of the anti-stereotyped sentences is:

'The developer argued with the designer because she did not like the design.'

where she refers to the developer. developer is considered the golden entity with feminine as the gender. The same sentence would be pro-stereotyped if she was replaced with he, referring to the developer as masculine word.

The evaluation depends on comparing the translated entity with the specified gender of the golden entity to correctly gendered translation. Three metrics were used for assessment: accuracy (Acc.), $\Delta G$ and $\Delta S$. The accuracy is the correctly inflected entities compared to their original golden gender. $\Delta G$ is the difference between the correctly inflected masculine and feminine entities. $\Delta S$ is the difference between the inflected genders of the pro-stereotypical entities and the anti-stereotypical entities. We report the three parameters for each system for the four languages, German, Spanish, French, and Russian. These four languages are gendered concerning the English, as they have gender mark for the nouns, adjectives, and articles. Consequently, we examine which languages are more challenging to have correct translations when translating from a non-gendered language like English.

4 Results

Table 1 reports the results in terms of BLEU and gender accuracy for the architectures described in section 2. This table reports results in two different language sets: without or with Russian.

**Bilingual vs Multilingual.** Coherently with previous studies (Johnson et al., 2017), multilingual systems improve bilingual systems in terms of translation quality. However, and depending on the multilingual architecture that we are using, we can not conclude the same in terms of gender accuracy. For the case study without Russian, the Bilingual architecture improves the Shared one in two out of the three language pairs, only in one out of the three language pairs the multilingual Language-Specific architecture. For the case study with Russian, the Language-Specific architecture improves in all pairs, except for Russian. Regarding $\Delta G$, the Bilingual system tends to be better only for the language set without Russian. This does not hold for the language set with Russian, where Language-Specific is better. Finally, regarding $\Delta S$ we observe that best systems tend to be Bilingual or Shared depending on the language pair.

**Shared vs Language-Specific.** When comparing these two architectures, we observe that the Language-Specific architecture shows consistent gains in terms of BLEU, around 0.2-3.6%. The only exception where the Shared system outperforms the Language-Specific one is English-German (trained with Russian). Such superiority of the Language-Specific system becomes higher in terms of gender accuracy, where improvements surpass 13% for German and Spanish (trained with Russian). Differences are smaller in training without Russian, but still better for the Language-Specific architecture for all languages.

When comparing $\Delta G$, conclusions are similar, with the Language-Specific system showing gains up to 29%. Note that since WinoMT is divided into 46.97% male, 46.86% female and 6.17% neutral (see section 3.2), 46% accuracy can be easily achieved by predicting most of the time the same gender. For the Shared architecture, we observe that the high $\Delta G$ is explained by having a strong preference for predicting male gender. In both cases, the big exception is gender bias accuracy for Russian, where the Shared system slightly improves over the Language-Specific system. Still, in this case, performance for all systems is close to random.

Finally, regarding $\Delta S$, results tend to be better for the Shared architecture. These differences in $\Delta S$ are because accuracy in Shared, for both pro and anti-stereotypical occupations, is much lower than for Language-Specific, which derives from having lower differences. Overall, we can conclude that gender accuracy is much better for Language-Specific.

We observe that while training with the same data, the gender bias accuracy that we get is significantly different when using different architectures, with clear outperformance of the Language-Specific over the Shared one. To bring some light to these results, we are providing a deep interpretability and manual analysis in the following sections.
Table 1: Results in terms of BLEU and Gender Accuracy for the 3 compared systems: Bilingual (bil), Shared (shared) and Language-Specific (lang-spec) and two language sets (without and with Russian).

| Language Set | en,de,es,fr | en,de,es,fr,ru |
|--------------|-------------|---------------|
| Language     | System      | BLEU↑ Acc↑ ΔG↓ ∆S↓ | BLEU↑ Acc↑ ΔG↓ ∆S↓ |
| en,de,es     | bil         | 21.61 64.10 5.7 8.30 | 21.61 64.10 5.7 8.30 |
|              | shared      | 21.39 53.86 23.59 8.33 | 22.11 51.65 28.48 6.82 |
|              | lang-spec   | 22.01 56.28 17.45 7.83 | 22.06 65.48 8.62 8.09 |
| en,es        | bil         | 25.82 46.00 22.90 2.40 | 25.82 46.00 22.90 2.40 |
|              | shared      | 28.08 51.67 24.77 5.49 | 29.78 44.78 43.35 6.82 |
|              | lang-spec   | 29.53 54.19 20.73 7.64 | 29.97 57.90 14.60 21.47 |
| en,fr        | bil         | 26.73 42.18 21.59 14.16 | 26.73 42.18 21.59 14.16 |
|              | shared      | 28.43 45.55 24.99 0.06 | 29.63 43.67 36.86 2.34 |
|              | lang-spec   | 29.74 45.81 28.45 5.64 | 29.92 49.10 21.51 11.43 |
| en,ru        | bil         | -        | 22.98 35.50 36.70 4.1  |
|              | shared      | -        | 20.3 35.44 33.00 6.32 |
|              | lang-spec   | -        | 23.94 32.07 36.01 11.62 |

5 Interpretability of the Results: Source Embeddings and Attention Analysis

This section aims to measure gender bias on different multilingual architectures to understand their difference when encoding source sentences and decoding target ones. We will focus on the two main components of the Transformer architecture that can be the origin of such biases, the contextual representation of the source tokens created by the encoder, and the encoder-decoder attention. We perform the same experiments on Shared and Language-Specific architectures, trained on the same data, and Bilingual systems, trained on the same data using only one of the language pairs.

5.1 Source Embeddings

Goal. We want to study how source contextual embeddings codify gender information. Previous works (Basta et al., 2019) used a classification approach to verify that contextual embeddings contain gender information in English neutral occupations. While in (Basta et al., 2019) means that contextual embeddings are biased, in our case, encoding information of gender in the source embeddings will help to predict the gender appropriately.

Classification Approach. We choose two word-types for this classification using the provided information by WinoMT (see an example of a sentence in section 3.2): determiners (The) and occupations, to measure how gender information is reflected at their contextual embeddings. The first category is initially neutral as it is equally employed in all categories. Therefore all gender information present in these embeddings must come from the context of the sentence. For each system and word-type, we train an SVM (Cortes and Vapnik, 1995) classifier with Radial Basis Function kernel on 1000 randomly selected sentences from WinoMT and tested on the remaining 2888 sentences from the set. Words are represented as their first subword in case they are split in the vocabulary. We performed 10 independent experiments to guarantee the randomization of token representations. Obtaining a higher accuracy in the classification results means that more information on gender is encoded in the source embeddings.

Results. Figure 1 shows the results for this classification for all the bilingual and multilingual systems (from left-to-right) for both determiners and occupations. Similarly to the previous section, we compare multilingual architecture in excluding Russian (shared, lang-spec) or including it (shared_ru, lang-spec_ru).

Bilingual Comparison. Bilingual systems show that target language substantially impacts the amount of gender information encoded in the contextual representations. While the translation results are similar between all language pairs, the English-German outperforms by a significant margin (30%) all other pairs even when trained on the same domain and using similar training set sizes. These results correlate with the gender accuracy in Table 1 showing that the systems that encode more gender information on their contextual representa-
Shared vs. Language-Specific. When comparing multilingual systems, we see that the Language-Specific approach outperforms the Shared method on both determiners and occupations, showing to include more gender information. In contrast, the Shared architecture focuses more on the occupations, which is associated with stereotypes. In this case, we observe the same correlation between contextual representation and gender accuracy in translation, being the Language-Specific architecture only outperformed by the Bilingual English-German.

Languages Set (without or with Russian). The amount and type of languages that are used to train MNMT models have a shallow impact on the amount of gender information encoded by the contextual vectors. When adding Russian, experiments show that both Shared and Language-Specific show a slight variation (from 1% gain to 3% loss).

5.2 Attention

Goal. We want to study the degree of softness of the distribution of the attention scores to possibly interpret the results in gender accuracy from Table 1. For this, we use attention vector norms and a coefficient of variation to measure how much diverted the attention is in each system.

Attention Vector Norms. Since both Shared and Language-specific models use the Transformer, we can compare their behaviors using the same interpretability method. Previous works have studied the relationship between the attention mechanism and the model output (Clark et al., 2019; Kovaleva et al., 2019; Reif et al., 2019; Lin et al., 2019; Mareček and Rosa, 2019; Htut et al., 2019; Raganato and Tiedemann, 2018; Tang et al., 2018).

The encoder-decoder attention mechanism computes a vector representation \( \text{attn}_t \) based on the source sequence’s encoder output representations \( \text{encoder}_{out} \), as keys and values, and the previous module output \( \text{attn}_{t+} \) as query. These inputs are linearly transformed by matrices \( W^K \), \( W^V \) and \( W^Q \) respectively, getting \( K, V \) and \( q_t \). Attention weights \( \alpha_t \) are computed by means of a score function (dot product) measuring the similarity between \( q_t \) and every \( k \) in \( K \). \( z_t \) is then obtained by multiplying each attention weight by \( v \) in \( V \).

Figure 2 shows this attention module. Note that, for the sake of simplicity, we only show one head computation.

The operations done in the attention module can be reformulated (Kobayashi et al., 2020) by moving the linear projection \( W^O \) before the \( z_t \) calculation. In this way, \( \text{attn}_t \) can be expressed as:

\[
\text{attn}_t = \left[ \sum_{i=0}^{\text{src_len}} \alpha_{t,i} (\text{values}_i(W^V + b^V)) \right] W^O
\]

Renaming \( (\text{values}_i(W^V + b^V))W^O \) as \( f(\text{values}_i) \) we get:

\[
\text{attn}_t = \sum_{i=0}^{\text{src_len}} \alpha_{t,i} f(\text{values}_i)
\]

Essentially, \( \text{attn}_t \) can be understood as a weighted sum of the transformed vectors. (see Figure 3). Then, \( ||\alpha_{t,i} f(\text{values}_i)|| \) is used as a measure of the degree of contribution to \( \text{attn}_t \), hence as the amount of attention given to token at position \( i \).

By seeing how much attention is given to each of the input sequence tokens, we can derive conclusions about the decoder’s decision-making process. Attention weights, together with vector norms analysis, have been demonstrated to be a successful technique to measure the degree of contribution of each input token when predicting a target word. Taking the input word with the maximum contribution is used in the word alignment task performing similar to specialized word aligners such as fast_align (Dyer et al., 2013), and GIZA++ (Och and Ney, 2003).

Coefficient of Variation. We are interested in the distribution differences of attention between models, i.e. differences between the variability of \( ||\alpha_{t,i} f(\text{values}_i)||^{\text{shared}} \) and \( ||\alpha_{t,i} f(\text{values}_i)||^{\text{lang-spec}} \). However, the total amount of attention given to the whole input sequence is different in each model. That is:

\[
\sum_{i=0}^{\text{src_len}} \alpha_{t,i} ||f(\text{values}_i)||^{\text{shared}} \neq \sum_{i=0}^{\text{src_len}} \alpha_{t,i} ||f(\text{values}_i)||^{\text{lang-spec}}
\]

Therefore, we cannot compare the variances of each distribution directly without previously normalizing to the same scale. Accordingly, we opt to use the coefficient of variation of each model:

\[
c_v = \frac{\sigma(\alpha_t ||f(\text{values}_i)||)}{\mu(\alpha_t ||f(\text{values}_i)||)}
\]
Bilingual, Shared, Language-Specific Comparison. Following (Kobayashi et al., 2020) results, we focus on the first two decoder layers as the ones that give more reliable information about source-target words relationships (word alignment information).

For the first layer, Bilingual and Language-Specific have a more uniform attention distribution (see Figure 5), which helps transfer information from the context to extract gender information. The Shared model concentrates its attention much more in all pairs, except for English-Russian, where it approaches the other models.

For the second layer, the behavior changes depending on the language pair. For English-German, the Bilingual model has more concentrated attention (see Figure 5) followed by the Shared model. In particular, we see an example in Figure 4 that shows the differences in the attention spread throughout the input sequence between the different models. We see the attention heatmaps at the top and, at the bottom, the attention distribution when predicting the determiner. There is a higher dependency on the source determiner, especially for the Bilingual model. Considering that for this Bilingual model, the determiner embedding has shown to encode a significant amount of gender information (see Figure 1), concentrating the attention helps predict the translated gender correctly. On the other hand, the Shared does not benefit from this concentration because its determiner’s embedding encodes fewer gender information. The Language-Specific continues to be evenly distributed, paying more attention to the determiner and occupation (as shown in the heatmap).
and benefiting from the large amount of gender information that these two words encode in their embeddings (see Figure 1). For the rest of language pairs, the Bilingual model diverts its attention by a big amount, which explains the drop in performance in gender accuracy for this model. For English-Russian, the Language-Specific diverts its attention by a small amount and the Shared model slightly concentrates it. Note that the differences in the coefficient of variation are much smaller for this pair, which is coherent with results in Table 1.

**Language Set (without or with Russian).** We observe that the coefficient of variation increases when adding Russian both in the Shared and Language-Specific system in the first layer. The attention shifts towards the source determiner. This shift is significantly moderated in the Language-Specific case, but it is still beneficial because its source determiners encode gender information (see Figure 1). Whereas, for the Shared system, this shift is much higher and detrimental. It gives less importance to the context, for the benefit of attending its source determiners, the embeddings of which have low gender information. This explains why there is a significant variation in gender accuracy in Table 1.

It is essential to notice that the Language-Specific attention behavior is much more robust to adding new languages (especially in the first layer) than the Shared attention.

### 6 Manual Analysis

In this section, we perform a manual analysis of the occupation errors across languages. From previous works (Lewis and Lupyan, 2020), it is demonstrated that culture highly impacts the forms of career-gender terms, where older populations tend to have a stronger association between career and gender. Such impact affects the male/female representations in data (Madaan et al., 2018b), where some occupations are represented with the masculine form only, or a higher proportion to males is dedicated. Our study covers the occupations that are mispredicted 35% of the sentences containing.

*This was a trade-off between the percentage of errors and number of sentences enabling us for a manual analysis.
Figure 5: \( c_v \) when predicting the target determiner for the first 100 sentences in Winomt: from top to bottom, English-German, English-Spanish, English-French, English-Russian; on the left, Layer 1, on the right, Layer 2.
Figure 6: Misclassified occupations in terms of gender. Common words in German, Spanish and French in bold, common words in Spanish and French underlined, common words in Spanish, French and Russian in light grey.

taining them and at the same time in Bilingual, Shared and Language-Specific systems (the latter two when including Russian). Figure 6 shows that mistranslated occupations vary from one language to another. More occupations are mispredicted and translated to have masculine forms than feminine ones, whereas few (in italics) are mistranslated to the feminine form. This conclusion is coherent to previous studies (Stanovsky et al., 2019). We observe that from the 23 different enlisted words, all of them appear in the top-20 list of errors performed by the Bilingual, Shared and/or Language-Specific (the latter two with Russian) classifiers in section 5.1, see Table 2 and 3 in the appendix. Therefore, the gender information encoded in the source embedding impacts the translation’s final gender errors. As follows, we offer a non-exhaustive explanation covering a right proportion of the errors enlisted in Figure 6.

Regarding the German errors, nurse tends to be assigned the feminine form (Krankenschwester = sick + sister), which is mostly used in everyday language. The masculine form is Pfleger/Krankenpfleger, which presents a barely used feminine form Pflegerin/Krankenpflegerin.

When comparing Romance languages (Spanish and French), standard errors in occupations rise. Because the default gender in Spanish and French was masculine in the past (Frank et al., 2004), such errors relate to linguistics and culture together. In the French culture, masculine forms are predominantly used as gender-neutral, and only the article may vary for some occupations, like président/président (CEO), even in the cases where the feminine form exists. Thus, it is common to say e.g., madame LE président, even if the feminine version madame LA présidente could be construed as more "politically" correct. This can help us explain some of the errors occurring, like the translation of the word (clerk), as the clerk’s role was dedicated historically to males. Consequently, both languages have only the masculine form, although suitable feminine/masculine translations would be possible. Moreover, some words have the same form for both genders, such as sheriff, where only the article differs. An interesting example of a feminine mistranslation is the word guard. In Spanish it exists the guard (la guardia), which has feminine morphological gender but it refers generally to police.

Regarding the Russian errors, e.g. driver (водительница), although a Russian feminine form exists and understandable for Russian speakers, it is barely used. Other words like ceo, physician, lawyer and sheriff (генеральный директор, доктор, юрист/адвокат and шериф, respectively) do not present a feminine form, being some of them loanwords. Finally, the word mechanic may be assigned to female because of being wrongly translated and associated with механика, which is the field of physics.

7 Conclusions

This paper shows that the MNMT architecture by itself has an impact on gender accuracy. Language-Specific outperforms Shared in two different language sets: English, German, Spanish, French and English, German, Spanish, French, and Russian. We observe that the difference in gender accuracy is higher in the language set including Russian.

Further interpretability analysis of the results shows that source embeddings in the Language-Specific architecture retain higher information on gender. Moreover, this architecture also keeps enough diversion in the attention, especially when including Russian. Both elements help in better
inferring the correct gender.

Finally, a manual analysis shows that most of the errors are made assuming a masculine occupation instead of a feminine one. In contrast, the inverse error tends to come when there is a feminine version of that word with another meaning.
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A Classification Error List

Table 2 and 3 report the top-20 error word list from classification models trained in section 5.1.
| #  | Bil_ende | Bil_enes | Bil_enfr | Bil_enru | Shared | Shared_ru | LangSpec | LangSpec_ru |
|----|----------|----------|----------|----------|--------|-----------|----------|-------------|
| 1  | carpenter | someone  | someone  | someone  | someone | someone  | someone  | carpenter   |
| 2  | cleaner   | physician | carpenter | janitor  | janitor | janitor  | janitor  | nurse       |
| 3  | librarian | janitor  | janitor  | janitor  | teacher | janitor  | teacher  | hairdresser |
| 4  | CEO       | janitor  | janitor  | janitor  | teacher | janitor  | teacher  | carpenter   |
| 5  | mechanic  | manager  | manager  | manager  | janitor | janitor  | janitor  | cleaner     |
| 6  | someone   | librarian | physician | physician | janitor | janitor  | janitor  | carpenter   |
| 7  | cook      | nurse    | accountant | accountant | janitor | janitor  | janitor  | cleaner     |
| 8  | baker      | accountant | nurse | nurse | accountant | janitor  | janitor  | cook        |
| 9  | clerk      | teacher  | librarian | janitor  | janitor | janitor  | janitor  | cook        |
| 10 | Someone   | cleaner  | receptionist | cleaner | janitor  | janitor  | janitor  | cook        |
| 11 | guard      | cleaner  | receptionist | cleaner | janitor  | janitor  | janitor  | cook        |
| 12 | housekeeper | cleaner  | receptionist | cleaner | janitor  | janitor  | janitor  | cook        |
| 13 | tailor     | receptionist | cleaner | cleaner | janitor  | janitor  | janitor  | cook        |
| 14 | janitor    | writer   | cleaner  | cleaner | janitor  | janitor  | janitor  | cook        |
| 15 | customer   | mechanic | cleaner  | cleaner | janitor  | janitor  | janitor  | cook        |
| 16 | nurse      | cleaner  | cleaner  | cleaner | janitor  | janitor  | janitor  | cook        |
| 17 | patient    | cleaner  | cleaner  | cleaner | janitor  | janitor  | janitor  | cook        |
| 18 | child      | hairdresser | cleaner | cleaner | janitor  | janitor  | janitor  | cook        |
| 19 | physician  | CEO      | mechanic | cleaner | janitor  | janitor  | janitor  | cook        |
| 20 | manager    | supervisor | mechanic | cleaner | janitor  | janitor  | janitor  | cook        |

Table 2: List of the 20 most common misclassified occupations by the SVM models trained with determiners

| #  | Bil_ende | Bil_enes | Bil_enfr | Bil_enru | Shared | Shared_ru | LangSpec | LangSpec_ru |
|----|----------|----------|----------|----------|--------|-----------|----------|-------------|
| 1  | someone  | CEO      | housekeeper | janitor  | janitor | janitor  | janitor  | carpenter   |
| 2  | carpenter | writer   | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 3  | clerk     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 4  | cook      | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 5  | cleaner   | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 6  | librarian | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 7  | nurse     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 8  | guard     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 9  | chief     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 10 | Someone   | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 11 | mechanism | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 12 | mechanic  | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 13 | motor     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 14 | Thief     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 15 | Thief     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 16 | Thief     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 17 | Thief     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 18 | Thief     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 19 | Thief     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |
| 20 | Thief     | cleaner  | cleaner  | cleaner  | janitor  | janitor  | janitor  | carpenter   |

Table 3: List of the 20 most common misclassified occupations by the SVM models trained with occupations.