Finite element methods based on two families of novel second-order numerical formulas for the fractional Cable model
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Abstract We apply two families of novel fractional θ-methods, the FBT-θ and FBN-θ methods developed by the authors in previous work, to the fractional Cable model, in which the time direction is approximated by the fractional θ-methods, and the space direction is approximated by the finite element method. Some positivity properties of the coefficients for both of these methods are derived, which are crucial for the proof of the stability estimates. We analyse the stability of the scheme and derive an optimal convergence result with $O(\tau^2 + h^{r+1})$, where $\tau$ is the time mesh size and $h$ is the spatial mesh size. Some numerical experiments with smooth and nonsmooth solutions are conducted to confirm our theoretical analysis. To overcome the singularity at initial value, the starting part is added to restore the second-order convergence rate in time.

Keywords FBT-θ method · FBN-θ method · fractional Cable model · finite element method

1 Introduction

In recent years, the fractional differential equations (FDEs) have attracted much attention for its faithfully reflecting the phenomena in science and engineering, such as in biology, physics, control system and ecology, see [1, 9, 10].
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Among these FDEs, the fractional Cable equations introduced by Henry and Langlands \cite{5} are to model electrodiffusion of ions in nerve cells. The finite domain solutions of the linear fractional Cable equation were derived by Langlands et al. \cite{3} with the generalized Mittag-Leffler function. Nonetheless, efficient numerical algorithms are needed to effectively derive the approximate solutions since the expression of the analytic ones is complicated. Liu et al. \cite{17} proposed two implicit numerical algorithms for numerically solving the fractional Cable problem within the finite difference framework. In \cite{18–23}, some authors developed the finite element method considering different ideas for the fractional Cable model, and gave the detailed numerical analysis on convergence. Lin et al. \cite{24} developed spectral methods for the fractional Cable model. Yang et al. \cite{26} applied the time-space spectral Legendre tau method to the direct problem. The element free Galerkin technique was also developed by Dehghan and Abbaszadeh \cite{28} for the fractional Cable model with a Dirichlet boundary condition. Zheng and Zhao \cite{29} analyzed the fractional Cable equation by the discontinuous Galerkin finite element method.

From the methods above one can see that the key point of efficiently deriving the numerical solutions is developing novel methods to discretize the fractional derivative of the equation, and theoretically showing that the resulted scheme is stable with a high-order convergence rate. To this end, some high-order approximation formulas were developed for the fractional calculus, see \cite{2,9,12–14,16,27,35–38,40}. As is well known that the solutions of fractional PDEs show some singularity at initial value, some methods or techniques were developed to cope with such difficulty, see \cite{2,32,33}. In this paper, we apply two families of novel fractional $\theta$-methods, i.e., the fractional BT-$\theta$ (FBT-$\theta$) method and fractional BN-$\theta$ (FBN-$\theta$) method (see the generating functions for both of these two methods defined by (6)), developed by authors in \cite{3}, to the fractional Cable model,

\begin{equation}
\begin{cases}
    u_t = RL D_{0,t}^{\gamma} \Delta u - \mu^2 RL D_{0,t}^{\kappa} u + f(z, t), & (z, t) \in \Omega \times [0, T], \\
    u(z, t) = 0, & (z, t) \in \partial \Omega \times [0, T], \\
    u(z, 0) = u_0(z), & z \in \Omega,
\end{cases}
\end{equation}

where $T > 0$, $\gamma$, $\kappa$ $\in$ $(0, 1)$, $\Omega$ $\subset$ $\mathbb{R}^d$ is bounded spatial interval (when $d = 1$) or convex polygonal spatial domain (when $d = 2$), respectively, and $RL D_{0,t}^\alpha$ denotes the Riemann-Liouville fractional derivative in time of order $\alpha$ defined by

\begin{equation}
    RL D_{0,t}^\alpha \psi = \frac{1}{\Gamma(1-\alpha)} \frac{\partial}{\partial t} \int_0^t \frac{\psi(s)}{(t-s)^{\alpha}} ds, \quad \alpha \in (0, 1),
\end{equation}

where $\Gamma(z)$ denotes the Gamma function.

Our contributions in this paper mainly focus on two aspects:

- Some positivity properties \cite{20} of the coefficients of the fractional $\theta$-methods are derived which are crucial for the analysis of the stability of the numerical scheme and error analysis. Further, we develop the estimate \cite{21} with the tool of generating functions.
• Solutions with weak regularity are tested for the model \( (1) \) when applying the fractional \( \theta \)-methods with a starting part. The optimal second-order convergence rate in time is obtained.

The outline of the rest of the paper is as follows: In section 2, we state the novel fractional-\( \theta \) methods from the aspect of generating functions and give some recursive formulas to efficiently get the convolution weights. Based on the finite element method in space direction, the fully discrete scheme of \( (1) \) is derived. In section 3, we first prove some positivity properties of the coefficients of the fractional-\( \theta \) methods and then derive the stable estimates of our schemes. Section 4 mainly focus on the analysis of the error estimates, and the optimal convergence result \( O(\tau^2 + h^{r+1}) \) is obtained. In section 5, we implement some numerical experiments to further confirm our theoretical analysis. For the one-dimensional example solutions with weak regularity are tested with some correction terms added. For the two-dimensional example, we assume the solution is sufficiently smooth such that only the convolution part is needed to approximate the derivatives in the equation. Finally, we make some conclusions in section 6 and discuss some techniques maybe useful for the fractional \( \theta \)-methods when applied to other type of fractional PDEs.

Throughout the article, we denote by \( \| \cdot \| \) the norm in \( L^2(\Omega) \) space, and define \( \| \cdot \|_m \) with \( m \in \mathbb{Z} \) as the \( H^2(\Omega) \) space norm. Hence we have \( \| \cdot \|_0 = \| \cdot \| \) by the definition of \( \| \cdot \|_m \). The generic constants \( C > 0 \) may be different at different occurrence, independent of time mesh \( \tau \) and spatial mesh \( h \).

2 Numerical schemes

To derive the numerical schemes of the fractional Cable model \( (1) \), we first divide the temporal interval \([0, T] \) into equally separated intervals: \( 0 = t_0 < t_1 < \cdots < t_N = T \) with \( t_n = n\tau \) where \( \tau := T/N \). For brevity, denote \( u(t_n) \) by \( u^n \). For a sequence \( \{\omega_k\}_{k=0}^{\infty} \) we identify it with its generating power series \( \omega(\xi) = \sum_{k=0}^{\infty} \omega_k \xi^k \), and vice versa. Under proper conditions, \( \omega(\xi) \) actually defines a function of \( \xi \), i.e., the generating function \( \omega(\xi) \).

Define the discrete fractional operator \( D^\alpha_{\tau, \omega} \) as:

\[
D^\alpha_{\tau, \omega} \phi^n := \tau^{-\alpha} \sum_{k=0}^{N} \omega^{(\alpha)}_{n-k} \phi^n + \tau^{-\alpha} \sum_{j=1}^{N} \omega^{(\alpha)}_{n,j} \phi^n,
\]

(3)

where the convolution weights \( \omega^{(\alpha)}_k \) in the convolution part \( \tau^{-\alpha} \sum_{k=0}^{N} \omega^{(\alpha)}_{n-k} \phi^n \) are the coefficients defined by some generating functions. The starting weights \( \{\omega^{(\alpha)}_{n,j}\}_{j=1}^{N} \) in the starting part \( \tau^{-\alpha} \sum_{j=1}^{N} \omega^{(\alpha)}_{n,j} \phi^n \) are derived by letting

\[
RL D^\alpha_{0, \tau, \omega} \phi^n |_{t=t_n} = D^\alpha_{\tau, \omega} \phi^n_{t_n},
\]

(4)
exactly hold for $i = 1, \cdots, s$ (see [2] and [3]), where we have assumed that the solution of (1) can be expanded at initial time with the expression

$$u(t) - u(0) = u^{(1)}(t) + u^{(2)}(t), \quad u^{(1)} = \sum_{l=1}^{r} c_l t^{\sigma_l}, \quad u^{(2)} = c_{r+1} t^{\sigma_{r+1}} + \zeta(t) t^{\sigma_{r+2}},$$

and $\sigma_l$’s satisfy $1 < \sigma_1 < \sigma_2 < \cdots < \sigma_r < \sigma_{r+1} < \sigma_{r+2}$, $\zeta(t)$ is a smooth function over $[0, T]$. We note that for sufficiently smooth solutions, i.e., with $\sigma_1 \geq 3$, we can omit the starting part in the approximation formula (3) (see Example two in section 5). However, for solutions with weak regularity at initial value, the starting part is crucial to recovering a second-order convergence rate (see Example one in section 5).

In the following discussions we mainly analyse two families of novel fractional $\theta$-methods applied to the equation (1), which, from the aspect of generating function, can be stated as (see [3]),

FBT-$\theta$ method:

$$\omega^{(\alpha)}(\xi) = (1 - \theta + \theta \xi)^{-\alpha}[(3/2 - \theta) - (2 - 2\theta)\xi + (1/2 - \theta)\xi^2]^{\alpha},$$

FBN-$\theta$ method:

$$\omega^{(\alpha)}(\xi) = (1 + \alpha \theta - \alpha \theta \xi)[(3/2 - \theta) - (2 - 2\theta)\xi + (1/2 - \theta)\xi^2]^{\alpha},$$

with $\theta \in (-\infty, \frac{1}{2})$ and $\theta \in [-\frac{1}{2\alpha}, 1]$, respectively.

We note that when taking $\alpha = 1$ and $\theta = 0$, both of the methods reduce to the approximation for the first derivative by the BDF2. And for $\theta = 0$, both of the methods coincide with the fractional BDF2; for $\theta = \frac{1}{2}$, the FBN-$\theta$ method becomes the generalized Newton-Gregory formula. Several papers examined the special cases mentioned above, for example, see [25, 30, 31].

According to the appendix in [3], we can obtain the convolution weights $\{\omega_{k\alpha}\}_{k=0}^{N}$ by a recursive formula whose algorithm complexity is of $O(N)$. We state the algorithm in the following lemmas.

Lemma 1 (See [3]) The convolution weights $\omega_k$ which are defined as the coefficients of the generating function for the FBT-$\theta$ method can be derived by the recursive formula

$$\omega_0 = \left(\frac{3 - 2\theta}{2 - 2\theta}\right)^{\alpha}, \quad \omega_1 = \frac{\phi_0 \omega_0}{\psi_0}, \quad \omega_2 = \frac{1}{2\psi_0}([\phi_0 - \psi_0]\omega_1 + \phi_1 \omega_0),$$

$$\omega_k = \frac{1}{k\psi_0} \sum_{j=1}^{k-1} (\phi_{j-1} - (k-j)\psi_j) \omega_{k-j}, \quad k \geq 3,$$

where

$$\phi_0 = \frac{\alpha}{2}(2\theta^2 - 5\theta + 4), \quad \phi_1 = -\alpha(2\theta - 1)(1 - \theta), \quad \phi_2 = -\frac{\alpha\theta}{2}(2\theta - 1),$$

(8)
Lemma 2 (See [3]) The convolution weights $\omega_k$ which are defined as the coefficients of the generating function for the FBN-$\theta$ method can be derived by the recursive formula

$$
\omega_0 = 2^{-\alpha}(1 + \alpha \theta)(3 - 2 \theta)^\alpha, \quad \omega_1 = \frac{\phi_0 \omega_0}{\psi_0}, \quad \omega_2 = \frac{1}{2 \psi_0}[(\phi_0 - \psi_1)\omega_1 + \phi_1 \omega_0], \\
\omega_k = \frac{1}{k \psi_0} \sum_{j=1}^{3} [\phi_{j-1} - (k - j) \psi_j] \omega_{k-j}, \quad k \geq 3,
$$

where,

$$
\phi_0 = 2 \alpha (\theta - 1)(\alpha \theta + 1) + \alpha \theta (\theta - \frac{3}{2}), \\
\phi_1 = - \alpha (2 \theta^2 - 3 \alpha \theta + 4 \alpha \theta^2 - 1), \\
\phi_2 = - \alpha \theta (\theta - 1) - 2 \alpha \theta (\theta - 1).
$$

With the analysis in [3] we have the estimate that, if $\varphi(t) = t^\beta$ with $\beta > 0$, then

$$
_{RL}D_{0,t}^\alpha \varphi(t_n) = D_{\tau,\omega}^\alpha \varphi^n + E^n, \quad \text{for } \alpha \in (0, 1],
$$

where $E^n = O(\tau^2)$. Note that when $\alpha = 1$, the operator $_{RL}D_{0,t}^\alpha$ is defined as the traditional first derivative. We take the convolution weights $\omega_k^{(1)}$ with the assumption $\theta = 0$, i.e., $u_t$ is approximated by traditional BDF2.

Considering $u_0 \neq 0$, we take $v = u - u_0$ in which case equation (11) can be formulated as

$$
v_t = _{RL}D_{0,t}^{1-\gamma} \Delta v - \mu^2 _{RL}D_{0,t}^{1-\kappa} v + F(z, t),
$$

where $F(z, t) = f(z, t) + \Delta u_0 \frac{\gamma - 1}{\Gamma(\gamma)} - \mu^2 u_0 \frac{\kappa - 1}{\Gamma(\kappa)}$. With the relation (13), we can get

$$
D_{\tau,\omega}^1 v^n = D_{\tau,\omega}^{1-\gamma} \Delta v^n - \mu^2 D_{\tau,\omega}^{1-\kappa} v^n + F^n + E^n,
$$

where $F^n = F(z, t_n)$. 

and

$$
\psi_0 = \frac{1}{2}(3 - 2 \theta)(1 - \theta), \quad \psi_1 = \frac{1}{2}(1 - 2 \theta)(3 \theta - 4), \\
\psi_2 = \frac{1}{2}(1 - \theta)(1 - 6 \theta), \quad \psi_3 = \frac{1}{2} \theta(1 - 2 \theta).
$$
To derive the fully discrete scheme, we define \( X_h \) as the subspace of \( H_0^1(\Omega) \) as follows

\[
X_h = \{ \chi \in H_0^1(\Omega) : \chi|_e \in P_r(z) \},
\]

where \( P_r(z) \) is the set of linear polynomials of \( z \) with the degree no greater than \( r (r \in \mathbb{Z}^+) \) in one variable. Denote \( T_h \) as a shape-regular and quasi-uniform triangulation of \( \Omega \), and denote by \( h \) the mesh size of \( T_h \). Then the fully discrete scheme of equation (14) is to find \( V^n : [0, T] \rightarrow X_h \), such that

\[
D_{\tau, \omega}^1 (V^n, \chi_h) + D_{\tau, \omega}^{1-\gamma} (\nabla V^n, \nabla \chi_h) + \mu^2 D_{\tau, \omega}^{1-\kappa} (V^n, \chi_h) = (F^n, \chi_h),
\]

holds for any \( \chi_h \in X_h \).

3 Stability analysis

In this section we derive the stability estimate for the fully discrete scheme (17). Considering the starting part does not affect the stability, we next mainly analyse the following scheme, after omitting the starting part from (17).

\[
\tau^{-1} \sum_{k=1}^{n} \omega_{n-k}^{(1)} (V^k, \chi_h) + \tau \gamma^{-1} \sum_{k=1}^{n} \omega_{n-k}^{(1-\gamma)} (\nabla V^k, \nabla \chi_h) + \mu^2 \tau \kappa^{-1} \sum_{k=1}^{n} \omega_{n-k}^{(1-\kappa)} (V^k, \chi_h) = (F^n, \chi_h),
\]

(18)

for any \( \chi_h \in X_h \). The index \( k \) starts from 1 is due to the fact that \( V^0 = 0 \).

First, we introduce some lemmas about the fractional \( \theta \)-methods which are crucial for the stability analysis.

**Lemma 3 (Szegő’s theorem)** (See [7, 8]) If the generating function \( G(x) = \sum_{k=-\infty}^{\infty} c_k e^{ikx} \) of a Toeplitz matrix \( D_n \) is a (almost everywhere existing) derivative of a real monotonically nondecreasing function, then

\[
\lim_{n \to \infty} \frac{\det(D_n)}{\det(D_{n-1})} = \exp \left( \frac{1}{2\pi} \int_0^{2\pi} \ln G(x) dx \right),
\]

(19)

where \( D_n \) is defined as

\[
D_n = \begin{pmatrix}
    c_0 & c_1 & c_2 & \cdots & c_n \\
    c_{-1} & c_0 & c_1 & \cdots & c_{n-1} \\
    c_{-2} & c_{-1} & c_0 & \cdots & c_{n-2} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    c_{-n} & c_{-(n-1)} & c_{-(n-2)} & \cdots & c_0
\end{pmatrix}, \quad \text{with} \quad c_{-k} = c_k,
\]

and the limit in (19) is approached from above.
Lemma 4 Assume $\alpha \in (0,1]$, and the sequence $\{\omega_k^{(\alpha)}\}$ is generated by (2) for the FBT-$\theta$ or FBN-$\theta$ method. For any vector $(v^0, \cdots, v^{n-1}) \in \mathbb{R}^n$ with $n \geq 1$, we have the following estimate

$$\sum_{j=0}^{n-1} v^j \sum_{k=0}^j \omega_{j-k}^{(\alpha)} v^k \geq 0. \tag{20}$$

Furthermore, when $\alpha = 1$, the inequality (20) can be strengthened as

$$\sum_{j=0}^{n-1} v^j \sum_{k=0}^j \omega_{j-k}^{(1)} v^k \geq \varepsilon_0 (n^{n-1} - 1), \tag{21}$$

where the constant $\varepsilon_0$ is positive and independent of $n$ and the vector $(v^0, \cdots, v^{n-1})$.

Proof. Let $c_0 = \omega_0^{(\alpha)}$ and $c_{-k} = \omega_k^{(\alpha)}/2 (k = 1, 2, \cdots)$. The left hand side of (20) can be formulated as $\sum c_{j-k} v^j (j, k = 0, 1, \cdots, n - 1)$, which is the Toeplitz form (see [8]) associated with the generating function

$$f_{\alpha}(x) = \sum_{k=-\infty}^{\infty} c_k e^{ikx} = \omega_0^{(\alpha)} + \frac{1}{2} \sum_{k=1}^{\infty} \omega_k^{(\alpha)} e^{ikx} + \frac{1}{2} \sum_{k=1}^{\infty} \omega_k^{(\alpha)} e^{-ikx} = \frac{1}{2} \omega^{(\alpha)}(e^{ix}) + \frac{1}{2} \omega^{(\alpha)}(e^{-ix}), \quad x \in [0, 2\pi]. \tag{22}$$

Considering the theorem on p.19 [8] and the fact that $f_{\alpha}(x)$ is symmetric with respect to $x = \pi$, the inequality (20) holds provided $f_{\alpha}(x)$ is nonnegative for $x \in [0, \pi]$ with fixed $\alpha \in (0, 1]$. Actually, for the FBT-$\theta$ method, we have

$$\omega^{(\alpha)}(\xi) = \left(\frac{3 - 2\theta}{2 - 2\theta}\right)^{\alpha} (1 - \xi)^{\alpha} (1 - \lambda_1 \xi)^{-\alpha} (1 - \lambda_2 \xi)^{\alpha}, \tag{23}$$

where $\lambda_1 = \frac{\theta}{\theta - 1}$ and $\lambda_2 = \frac{2 - \theta}{\theta - 1}$. Note that $\lambda_1 \in (-1, 1)$ and $\lambda_2 \in (0, 1)$ since $\theta \in (-\infty, \frac{1}{2})$. With the help of the equalities (see theorem 9 on p.78, [11])

$$1 - e^{\pm ix\alpha} = (2 \sin(x/2))^\alpha e^{\pm \frac{ix}{2}(x - \pi)}, \quad (x - y)^\alpha = (x^2 + y^2)^{\frac{\alpha}{2}} e^{i\alpha \phi}, \quad \phi = -\arctan \frac{y}{x}, \tag{24}$$

combining (22), we can get

$$f_{\alpha}(x) = \left(\frac{3 - 2\theta}{2 - 2\theta}\right)^{\alpha} \left(2 \sin \frac{x}{2}\right)^\alpha \left(1 + \lambda_2^2 - 2\lambda_2 \cos x\right)^{\frac{\alpha}{2}} g_{\alpha, \theta}(x), \tag{25}$$

where $g_{\alpha, \theta}(x) = \cos \alpha \left(\frac{x}{2} - \frac{\pi}{2} + \phi_2 - \phi_1\right)$, and $\phi_i (i = 1, 2)$ are defined as the following

$$\phi_1 = \arctan \frac{\lambda_1 \cos x - 1}{\lambda_1 \sin x}, \quad \phi_2 = \arctan \frac{\lambda_2 \sin x}{\lambda_2 \cos x - 1}. \tag{26}$$
Let \( h_\theta(x) := \frac{x}{2} - \frac{\pi}{2} + \phi_2 - \phi_1 \). Next we show that \( h_\theta(x) \in [\frac{\pi}{2}, 0] \) for any \( x \in [0, \pi] \) with fixed \( \theta \in (-\infty, \frac{1}{2}) \). Take the first derivative of \( h_\theta(x) \) to derive that

\[
h'_\theta(x) = \frac{A_\theta(\cos x)}{2(\lambda_1^2 - 2\lambda_1 \cos x + 1)(\lambda_2^2 - 2\lambda_2 \cos x + 1)},
\]

where \( A_\theta(t) = 4\lambda_1 \lambda_2 t^2 - 4\lambda_2 (1 + \lambda_1 \lambda_2) t + 3\lambda_2^2 - \lambda_1^2 + \lambda_1^2 \lambda_2^2 + 1 \). Careful examination shows that the minimum of \( A_\theta(t) \) for \( t \in [-1, 1] \) can be taken only at the end points of the interval \([-1, 1]\). It is easy to check that \( A_\theta(1) > 0 \) and \( A_\theta(1) > 0 \) and we omit the proof here. Hence, \( h_\theta(x) \) is a monotone nondecreasing function, and \( h_\theta(x) \in [-\frac{\pi}{2}, 0] \), in which case \( g_{\alpha, \theta}(x) \geq 0 \) and \( f_\alpha(x) \geq 0 \).

For the FBT-\( \theta \)-method, we have

\[
\omega^{(\alpha)}(\xi) = \frac{3}{2} - \theta)^{\alpha}(1 + \alpha \theta)(1 - \xi)^{\alpha}(1 - \lambda'_1 \xi)(1 - \lambda'_2 \xi)^{\alpha},
\]

where \( \lambda'_1 = \frac{\alpha \theta}{1 + \alpha \theta} \) and \( \lambda'_2 = \frac{1 - 2\alpha \theta}{2\alpha} \). Similar to the analysis of the FBT-\( \theta \)-method, we have

\[
f_\alpha(x) = \left( \frac{3}{2} - \theta \right)^{\alpha}(1 + \alpha \theta)(2 \sin \frac{x}{2})^{\alpha}(1 + \lambda'_2 \cos x)^{\alpha} \cdot g_{\alpha, \theta}(x),
\]

where \( g_{\alpha, \theta}(x) = \cos \left( \frac{\pi}{2}(x - \pi) + \phi_2 + \alpha \phi_1 \right) \) and \( \phi_1 \) \((i = 1, 2)\) are defined in (26) with \( \lambda_i \) replaced by \( \lambda'_i \). To analytically prove that \( g_{\alpha, \theta}(x) \) is nonnegative is a tedious work, hence, here we merely numerically demonstrate \( g_{\alpha, \theta}(x) \geq 0 \) for \( x, \alpha, \theta \in [0, \pi] \times \{ (\alpha, \theta) : 0 < \alpha \leq 1, -\frac{1}{2\theta} \leq \theta \leq \frac{1}{2\theta} \} \). To this end, define the function \( H(\alpha, \theta) := \min_{0 \leq \xi \leq \pi} g_{\alpha, \theta}(\xi) \). From Fig. 1, one can easily check that \( H(\alpha, \theta) \) is nonnegative, which means the function \( g_{\alpha, \theta}(x) \) as well as \( f_\alpha(x) \) is nonnegative.

Moreover, by careful examination of the contours of \( H(\alpha, \theta) \), one may find that for fixed \( \alpha \in (0, 1] \), the value of \( H(\alpha, \theta) \) is not affected by \( \theta \) so long as \( \theta \) is far away from the curve depicted by the function \( \theta = -\frac{1}{2\theta} \).

To prove the inequality (21), we just need to prove that the matrix \( D_n - \varepsilon_0 E_n \) is positive semi-definite for any \( n \geq 1 \), where the entries \( e_{ij} \) of \( E_n \) are zeros except for \( e_{nn} = 1 \), and \( D_n \) is a Toeplitz matrix defined as

\[
D_n = \begin{pmatrix}
c_{0} & c_{1} & c_{2} & \cdots & c_{n} \\
c_{-1} & c_{0} & c_{1} & \cdots & c_{n-1} \\
c_{-2} & c_{-1} & c_{0} & \cdots & c_{n-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
c_{-n} & c_{-(n-1)} & c_{-(n-2)} & \cdots & c_{0}
\end{pmatrix},
\]

with \( c_0 = \omega^{(\alpha)}_0, \quad c_{-k} = c_k = \frac{\omega^{(\alpha)}_k}{2} \).

Note that \( \det(D_n - \varepsilon_0 E_n) = \det(D_n) - \varepsilon_0 \det(D_{n-1}) \) and that a matrix is positive semi-definite if and only if all its principal minors are nonnegative, by lemma (3) we take \( \varepsilon_0 \) satisfying

\[
\varepsilon_0 = \lim_{n \to \infty} \frac{\det(D_n)}{\det(D_{n-1})} = \exp \left( \frac{1}{2\pi} \int_{0}^{2\pi} \ln f_\alpha(x)dx \right),
\]

(30)
where \( f_\alpha(x) = f_1(x) = \sqrt{10 - 6 \cos x \sin \frac{x}{2} \sin(\frac{x}{2} + \arctan \frac{\sin x}{\cos x - 3})} = 4(\sin \frac{x}{2})^4 \) by letting \( \theta = 0 \). Considering the integral equality
\[
\int_0^{2\pi} \ln \sin \frac{x}{2} \, dx = -2\pi \ln 2,
\]
we can easily derive that \( \epsilon_0 = \frac{1}{4} \), which completes the proof of the lemma.

**Remark 1** We remark that for the inequality (21) similar result has been derived by Gao et al. [12], however, the proof of (21) in this paper is based on the theory of Toeplitz forms in which the generating function plays a crucial role. The most important thing is that there always exists a positive constant \( \epsilon_0 \) provided the generating function \( f_\alpha(x) \) is the (almost everywhere existing) derivative of a real monotonically nondecreasing function and the integrand \( \ln f_\alpha(x) \) is Lebesgue integrable (see theorem 1 on p.336, [7]).

**Theorem 1** Suppose the solution \( u(\cdot, t) \) is of the form (5) and is sufficiently smooth, i.e., with \( \sigma_1 \geq 3 \). Let \( V^n \) be the numerical solution of (14), and define \( U^n := V^n + u_{0h} \) where \( u_{0h} \in X_h \) is a proper approximation to \( u_0 \). Then for sufficiently small \( \tau \), the scheme (17) is unconditionally stable with the following estimate
\[
\|U^n\| \leq C \left( \tau \sum_{j=1}^{n} \|f'\| + \|\Delta u_0\| + \|u_0\| + \|u_{0h}\| \right),
\]
where \( C \) is independent of \( n, h \) and \( \tau \).
Proof. We multiply both sides of (18) by $\tau$, replace $n$ with $j$, take $\chi_h$ as $V^j$ and sum the index $j$ from 1 to $n$ to formulate

$$
\sum_{j=1}^{n} \sum_{k=1}^{j} \omega_j^{(1)}(V^k, V^j) + \tau^2 \sum_{j=1}^{n} \sum_{k=1}^{j} \omega_j^{(1-\gamma)}(\nabla V^k, \nabla V^j) + \mu^2 \tau \sum_{j=1}^{n} \sum_{k=1}^{j} \omega_j^{(1-\kappa)}(V^k, V^j) = \tau \sum_{j=1}^{n} (F^j, V^j).
$$

(33)

Then by lemma 3, Cauchy-Schwarz inequality and Young inequality, we have

$$
\varepsilon_0 ||V^n||^2 \leq \varepsilon \max_{1 \leq j \leq n} ||V^j||^2 + \frac{1}{4\varepsilon} \left( \tau \sum_{j=1}^{n} ||F^j|| \right)^2.
$$

(34)

For the second term on right hand side of (34), we have the estimate that

$$
\frac{1}{4\varepsilon} \left( \tau \sum_{j=1}^{n} ||F^j|| \right)^2 \leq \frac{1}{4\varepsilon} \left( \tau \sum_{j=1}^{n} ||f^j|| + ||\Delta u_0|| \tau \sum_{j=1}^{n} \frac{T^{-1}}{T(\gamma)} + \mu^2 ||u_0|| \tau \sum_{j=1}^{n} \frac{T^{-1}}{T(\kappa)} \right)^2
$$

$$
\leq \frac{1}{4\varepsilon} \left( \tau \sum_{j=1}^{n} ||f^j|| + \frac{T\gamma}{T(\gamma+1)} ||\Delta u_0|| + \frac{\mu^2 T\gamma}{T(\gamma+1)} ||u_0|| \right)^2
$$

$$
\leq C \left( \tau \sum_{j=1}^{n} ||f^j|| \right)^2 + \varepsilon \sum_{j=1}^{n} ||f^j||^2 + C ||u_0||^2.
$$

(35)

If we take $\varepsilon < \varepsilon_0$, considering (34) and (35), we can get

$$
||V^n||^2 \leq C \left( \tau \sum_{j=1}^{n} ||f^j|| \right)^2 + \varepsilon \sum_{j=1}^{n} ||f^j||^2 + C ||u_0||^2.
$$

(36)

Replacing $V^n$ by $U^n - u_0h$ in (35) and combining the triangle inequality, the proof of the theorem is completed.

4 Error analysis

In this section, we derive the optimal error estimate of the numerical scheme. Note that in our theoretical analysis, the starting part is omitted by assuming the solution is sufficiently smooth. We first define the projection operator $R_h : H^1_0 \rightarrow X_h$ such that for given $u \in H^1_0(\Omega)$, it holds that

$$
(\nabla R_h u, \nabla \chi) = (\nabla u, \nabla \chi), \quad \forall \chi \in X_h.
$$

(37)

For the operator $R_h$, we assume the following estimate

$$
||R_h u - u|| + h||\nabla R_h u - \nabla u|| \leq Ch^{r+1}||u||_{r+1}, \quad \text{for } u \in H^{r+1} \cap H^1_0,
$$

(38)

where $C$ is independent of $h$ and $u$. 
Theorem 2 Let $u$ be the solution of the equation (1) of the form (2), $v^n = u^n - u_0$ be the solution of (14) and $V^n$ be the solution of (17). Define $U^n := V^n + u_0$ with $U^0 = u_0 = R_u u_0$, then $U^n$ is the approximation of $u^n$. Suppose $u \in C([0,T];H^{r+1}(\Omega) \cap H^1_0(\Omega)) \cap C^3([0,T];L^2(\Omega))$, then we have the error estimate

$$
\|U^n - u(t_n)\| \leq C(\tau^2 + h^{r+1})
$$

uniformly for $n = 1, 2, \cdots, N$, where the constant $C$ is independent of $h$ and $\tau$.

Proof. Let $V^n - v(t_n) = (V^n - R_u v^n) + (R_u v^n - v^n) =: \eta^n + \rho^n$. By integrating both sides of (15) with $\chi_h$ on $\Omega$ and combining with the fully discrete scheme (17) as well as (37), we have

$$
D_1^{\omega}(\eta^n, \chi_h) + D_1^{\omega - \gamma}(\nabla \eta^n, \nabla \chi_h) + \mu^2 D_1^{\omega - \kappa}(\eta^n, \chi_h) = - (E^n, \chi_h) - D_1^{\omega}(\rho^n, \chi_h) - \mu^2 D_1^{\omega - \kappa}(\rho^n, \chi_h).
$$

Quite similar to the analysis in theorem 2, we multiply both sides of (40) by $\tau$, replace $n$ with $j$, take $\chi_h$ as $\eta^j$ and sum the index $j$ from 1 to $n$ to obtain

$$
\sum_{j=1}^{n} \sum_{k=1}^{j} \omega_{j-k}^{(1)}(\eta^k, \eta^j) + \tau \sum_{j=1}^{n} \sum_{k=1}^{j} \omega_{j-k}^{(1-\gamma)}(\nabla \eta^k, \nabla \eta^j) + \mu^2 \tau \sum_{j=1}^{n} \sum_{k=1}^{j} \omega_{j-k}^{(1-\kappa)}(\eta^k, \eta^j)
$$

$$
= - \tau \sum_{j=1}^{n} (E^j, \eta^j) - \tau \sum_{j=1}^{n} (D_1^{\omega, \rho^j}, \eta^j) - \mu^2 \tau \sum_{j=1}^{n} (D_1^{\omega - \kappa, \rho^j}, \eta^j).
$$

The estimates for the right hand side of (41) are stated in the following.

$$
\tau \sum_{j=1}^{n} (E^j, \eta^j) \leq \frac{T}{4 \varepsilon} \max_{1 \leq j \leq n} \|E^j\|^2 + T \varepsilon \max_{1 \leq j \leq n} \|\eta^j\|^2,
$$

(42)
\begin{align*}
\tau \sum_{j=1}^{n} (D_{\tau,\omega}^{1} \rho^{j}, \eta^{j}) + \mu^{2} \tau \sum_{j=1}^{n} (D_{\tau,\omega}^{1-\kappa} \rho^{j}, \eta^{j}) \\
&\leq \tau \sum_{j=1}^{n} \|D_{\tau,\omega}^{1} \rho^{j}\| \|\eta^{j}\| + \mu^{2} \tau \sum_{j=1}^{n} \|D_{\tau,\omega}^{1-\kappa} \rho^{j}\| \|\eta^{j}\| \\
&\leq \max_{1 \leq j \leq n} \|\eta^{j}\| \left( \tau \sum_{j=1}^{n} \|D_{\tau,\omega}^{1} \rho^{j} - \rho_{t}(t_{j})\| + \tau \sum_{j=1}^{n} \|\rho_{t}(t_{j})\| \right) \\
&\quad + \mu^{2} \max_{1 \leq j \leq n} \|\eta^{j}\| \left( \tau \sum_{j=1}^{n} \|D_{\tau,\omega}^{1-\kappa} \rho^{j} - RL D_{0,t}^{1-\kappa} \rho(t_{j})\| + \tau \sum_{j=1}^{n} \|RL D_{0,t}^{1-\kappa} \rho(t_{j})\| \right) \\
&\leq \varepsilon (1 + \mu^{2}) \max_{1 \leq j \leq n} \|\eta^{j}\|^{2} + \frac{CT^{2} (1 + \mu^{2})}{2\varepsilon} \tau^{4} \\
&\quad + \frac{C (1 + \mu^{2})}{2\varepsilon} \left( \int_{0}^{T} \|v\|_{r+1} dt \right)^{2} + \left( \int_{0}^{T} \|RL D_{0,t}^{1-\kappa} v\|_{r+1} dt \right)^{2} h^{2r+2}.
\end{align*}

(43)

Considering lemma 4 and taking \( \varepsilon < \varepsilon_{0} \min \{1, \frac{1}{2r+1}, \frac{1}{2(1+\mu^{2})} \} \), we combine the estimates (41)-(43) to get

\[ \|\eta^{n}\| \leq C(\tau^{2} + h^{r+1}). \]

(44)

Finally, by (35) and \( \|U^{n} - u(t_{n})\| \leq \|V^{n} - v(t_{n})\| + \|R_{h}u_{0} - u_{0}\| \), we complete the proof of the theorem.

5 Numerical tests

In this section we conduct some numerical experiments to further confirm our theoretical analysis. The error \( E(\tau, h) = \max_{0 \leq n \leq N} \|u^{n} - U^{n}\| \) is recorded and the convergence rate are derived by the formulas

\[ \text{temporal order} = \log_{2} \frac{E(2\tau, h)}{E(\tau, h)}, \quad \text{spatial order} = \log_{2} \frac{E(\tau, 2h)}{E(\tau, h)} \]

(45)

For both of the experiments we set \( \mu = 1 \). To overcome the singularity at initial value for solutions with weak regularity, we take the approximation formula (3) with the starting part, and compare the results with those obtained without the starting part. Hence, for clarity, we denote by \( E_{e}(\tau, h) \) the error derived by the fractional \( \theta \)-methods with the starting part; and by \( E_{a}(\tau, h) \) the error derived without the starting part. Note that there exist two fractional derivatives in equation (11), and we choose different parameter \( \theta \) which are subscripted as \( \theta_{\gamma} \) and \( \theta_{\kappa} \) for the fractional \( \theta \)-methods to approximate the two fractional derivatives \( RL D_{0,t}^{1-\gamma} \) and \( RL D_{0,t}^{1-\kappa} \), respectively.
5.1 Example of one-dimensional space

For the example of one-dimensional space, we take \( \Omega = (0, 1) \) and \( T = 1 \). The interval \( \Omega \) is divided into a uniform partition as \( 0 = x_0 < x_1 < \cdots < x_{N_s} = 1 \) with \( N_s > 0 \). Let \( h = 1/N_s \). Define by \( X_h \) the space of piecewise linear polynomials. The exact solution is taken as \( u(x,t) = (1 + t^{1+\gamma} + t^{1+\kappa} + t^3) \sin(2\pi x) \) which is of weak singularity at initial value. The term \( f \) can be derived by substituting the \( u(x,t) \) into the equation (1) and the expression is omitted here.

In Table 1, we choose different pairs of \((\gamma,\kappa)\) and for each pair we take different FBT-\(\theta\)-formulas by varying \( \theta \) to approximate the fractional derivatives of the equation (1) under fixed fine space mesh \( h = \frac{1}{5000} \). With the time mesh taken as \( \tau = \frac{1}{10}, \frac{1}{20}, \frac{1}{40}, \frac{1}{80}, \) respectively, one can see that the error \( E_c(\tau,h) \) is generally smaller than \( E_o(\tau,h) \) and the rate of \( E_c(\tau,h) \) is of 2 compared with that of \( E_o(\tau,h) \), which is much smaller than the optimal convergence rate in time. Note that for the FBT-\(\theta\) method, we choose \( \theta \) satisfying \( \theta < \frac{1}{2} \). A phenomenon is that the closer the pair \((\theta_\gamma,\theta_\kappa)\) is to \((\frac{1}{2},\frac{1}{2})\), the better convergence rate in time we can get.

In Table 2, we collect the errors and convergence rates in time of the experiment when using the FBN-\(\theta\)-method. Note that \((\theta_\gamma,\theta_\kappa)\) for this method satisfies \( \theta_\gamma \in [-\frac{1}{2(1-\gamma)},1] \) and \( \theta_\kappa \in [-\frac{1}{2(1-\kappa)},1] \). The fine space mesh is set as \( h = \frac{1}{5000} \) and the time mesh is taken as \( \tau = \frac{1}{10}, \frac{1}{20}, \frac{1}{40}, \frac{1}{80}, \) respectively. One can easily find out that the convergence rate in time is 2 provided the starting part is added.

By a further examination of the error \(|u - U|\) on the space-time plane, we find that with the starting part in our approximation formula, the error concentrates at the last time level (Fig. 2), in contrast to the case with the starting part omitted, where the error mainly focuses on the several initial time levels (Fig. 3). To eliminate the effect of the space direction, we depict the error \( \|u^n - U^n\| \) at each time level in Fig. 4 and Fig. 5 for the approximation formulas with and without the starting part, respectively. A direct conclusion is that \( E_c(\tau,h) \) is taken at the final time level, i.e., \( \|u^n - U^n\| \), in contrast to \( E_o(\tau,h) \) which is taken near initial time level.

In Table 3 and Table 4, we calculate the convergence order in space for both of the fractional \(\theta\)-methods with different pairs \((\theta_\gamma,\theta_\kappa)\). With the fixed fine time mesh \( \tau = \frac{1}{1000} \), we choose space meshes as \( h = \frac{1}{10}, \frac{1}{20}, \frac{1}{40}, \frac{1}{80}, \) respectively, and record the errors \( E_c(\tau,h) \). One can see that the optimal second-order convergence rate is obtained, which confirms our theoretical results.

5.2 Example of two-dimensional space

For the example of two-dimensional space, we take \( \Omega = (0, 1) \times (0, 1) \) and \( T = 1 \). The triangulation \( T_h \) of \( \Omega \) is as in Fig. 6. The elements of finite element space \( X_h \) are chosen as the piecewise bilinear elements with the shape function \( u = a_0 xy + a_1 x + a_2 y + a_3 \). Take the exact solution of (1) as \( u(x,y,t) = \)
The error $||u_n-U_n||$ and the source term $f$ can be obtained directly which is

$$f(x, y, t) = \left[ 9t^2 + \frac{8t^{\gamma-1}\pi^2(\gamma^3 + 3\gamma^2 + 2\gamma + 18t^3)}{\Gamma(\gamma + 3)} \right. $$

$$\left. + \frac{\mu^2t^{\kappa-1}(\kappa^3 + 3\kappa^2 + 2\kappa + 18t^3)}{\Gamma(\kappa + 3)} \right] \sin(2\pi x) \sin(2\pi y).$$

In Table 5 and Table 6, we test the convergence rate in time with fixed fine space mesh $h = \sqrt[4]{\frac{2}{400}}$ for the FBT-$\theta$ and FBN-$\theta$ method, respectively. Since the solution is sufficiently smooth for this example, we approximate the fractional derivative by the convolution part merely. From the results of the tables, one can see that despite the different choices of fractional derivative orders ($\gamma, \kappa$) and parameters ($\theta_\gamma, \theta_\kappa$), the optimal second-order convergence rate is obtained. To examine the spatial convergence rate, we fix the time step size $\tau = \frac{1}{200}$ in Table 7 and Table 8, and take $h = \sqrt[3]{\frac{2}{9}}, \sqrt[3]{\frac{2}{20}}, \sqrt[3]{\frac{2}{40}}, \sqrt[3]{\frac{2}{50}}, \sqrt[3]{\frac{2}{60}}$, respectively. The results of second-order convergence in space are in line with our theoretical analysis. To intuitively compare the numerical solution with the exact one, we

\[\text{Fig. 2} \quad h = \frac{1}{5000}, \quad \tau = \frac{1}{20}, \quad \gamma = 0.1, \quad \kappa = 0.9, \quad \theta_\gamma = 0, \quad \theta_\kappa = 0.49.\]

\[\text{Fig. 3} \quad h = \frac{1}{5000}, \quad \tau = \frac{1}{20}, \quad \gamma = 0.1, \quad \kappa = 0.9, \quad \theta_\gamma = 0, \quad \theta_\kappa = 0.49.\]

\[\text{Fig. 4} \quad h = \frac{1}{5000}, \quad \tau = \frac{1}{20}, \quad \gamma = 0.1, \quad \kappa = 0.9, \quad \theta_\gamma = 0, \quad \theta_\kappa = 0.49.\]

\[\text{Fig. 5} \quad h = \frac{1}{5000}, \quad \tau = \frac{1}{20}, \quad \gamma = 0.1, \quad \kappa = 0.9, \quad \theta_\gamma = 0, \quad \theta_\kappa = 0.49.\]
Fig. 6 The space grid mesh with $h = \sqrt{2}/10$. Fig. 7 $h = \sqrt{2}/40$, $\tau = 1/200$.

depict in Fig. 8 and Fig. 9 the numerical solutions at $t = T$ obtained by the FBT-$\theta$ and FBN-$\theta$ methods, respectively. The space-time mesh is chosen as $h = \sqrt{2}/40$, $\tau = 1/200$. One can see that both of the FBT-$\theta$ and FBN-$\theta$ methods approximate the fractional derivative well by the comparison with the exact solution in Fig. 7 which is based on the same space-time mesh.

**Fig. 8** $h = \sqrt{2}/40$, $\tau = 1/200$, $\gamma = 0.4$, $\kappa = 0.6$, $\theta_\gamma = 0$, $\theta_\kappa = 0.45$.

**Fig. 9** $h = \sqrt{2}/40$, $\tau = 1/200$, $\gamma = 0.4$, $\kappa = 0.3$, $\theta_\gamma = -0.8$, $\theta_\kappa = 1$.

6 Conclusion

Two families of novel fractional $\theta$-methods are applied to approximate the fractional derivatives in the fractional Cable model. With the help of the positivity properties of the coefficients of the methods, stability estimates and
optimal convergence rate are derived. For the case with solutions of weak regularity, the starting part is added to restore the second-order convergence rate in time.

Nonetheless, the stability analysis and error estimates for the resulted scheme by the fractional \( \theta \)-methods are difficult for PDEs without the first derivative. Authors think one reason is that to devise effective rules for the fractional \( \theta \)-methods with arbitrary parameter \( \theta \) is extremely difficult. Systematic approach for the analysis of the fractional \( \theta \)-methods when applied to PDEs without first derivative is our future work.

Acknowledgements The authors are grateful to Professor Buyang Li for his valuable suggestions which improve the presentation of this work. The work of the second author was supported in part by the NSFC grant 11761053, the NSF of Inner Mongolia 2017MS0107, and the program for Young Talents of Science and Technology in Universities of Inner Mongolia Autonomous Region NJYT-17-A07. The work of the fourth author was supported in part by grants NSFC 11871092 and U1930402.

Conflict of interest

The authors declare that they have no conflict of interest.

References

1. R. Metzler, J. Klafter, The random walk’s guide to anomalous diffusion: a fractional dynamics approach, Physics reports, 339(1), 1-77 (2000).
2. C. Lubich, Discretized fractional calculus, SIAM J. Math. Anal., 17(3), 704-719 (1986).
3. B.L. Yin, Y. Liu, H. Li, Z.M. Zhang, Two families of novel second-order fractional numerical formulas and their applications to fractional differential equations, arXiv preprint arXiv:1906.01229v2 (2019).
4. K. Diethelm, N.J. Ford, A.D. Freed, Detailed error analysis for a fractional Adams method, Numer. Algor., 36(1), 31-52 (2004).
5. B.I. Henry, T.A.M. Langlands, Fractional cable models for spiny neuronal dendrites, Phys. Rev. Lett., 100, 128103 (2008).
6. T. A. M. Langlands, B. I. Henry; S. L. Wearne, Fractional cable equation models for anomalous electrodiffusion in nerve cells: finite domain solutions, SIAM J. Appl. Math., 71(4), 1168-1203 (2011).
7. M.E. Fisher, E.H. Robert, Toeplitz determinants: some applications, theorems, and conjectures, Advances in Chemical Physics: Stochastic processes in chemical physics, 333-353 (1969).
8. U. Grenander, G. Siegö, Toeplitz forms and their applications. Univ of California Press, 1984.
9. Y.B. Yan, K. Pal, N.J. Ford, Higher order numerical methods for solving fractional differential equations, BIT Numer. Math., 54(2), 555-584 (2014).
10. H. Hassani, Z. Avazzadeh, J.A.T. Machado, Solving two-dimensional variable-order fractional optimal control problems with transcendental Bernstein series, J. Comput. Nonlinear Dyn., 14(6), 061001 (2019).
11. C.P. Li, F.H. Zeng, Numerical methods for fractional calculus. Chapman and Hall/CRC, 2015.
12. G.H. Gao, H.W. Sun, Z.Z. Sun, Stability and convergence of finite difference schemes for a class of time-fractional sub-diffusion equations based on certain superconvergence, J. Comput. Phys., 280, 510-528 (2015).
13. A.A. Alikhanov, A new difference scheme for the time fractional diffusion equation, J. Comput. Phys., 280, 424-438 (2015).
14. W. McLean, K. Mustapha, A second-order accurate numerical method for a fractional wave equation, Numer. Math., 105, 481-510 (2007).
15. P. Gatto, J.S. Hesthaven, Numerical approximation of the fractional laplacian via hp-finite elements, with an application to image denoising, J. Sci. Comput., 65(1), 249-270 (2015).
16. H.F. Ding, C.P. Li, Q. Yi, A new second-order midpoint approximation formula for Riemann-Liouville derivative: algorithm and its application, IMA Journal of Applied Mathematics, 82(5), 909-944 (2017).
17. F.W. Liu, Q.Q. Yang, I. Turner, Two new implicit numerical methods for the fractional Cable equation, J. Comput. Nonlinear Dyn., 6(1), 011009 (2011).
18. D.F. Li, J.W. Zhang, Z.M. Zhang, Unconditionally optimal error estimates of a linearized galerkin method for nonlinear time fractional reaction-subdiffusion equations, J. Sci. Comput., 76(2), 848-866 (2018).
19. Y. Liu, Y.W. Du, H. Li, J.F. Wang, A two-grid finite element approximation for a nonlinear time-fractional Cable equation, Nonlinear Dyn., 85, 2535-2548 (2016).
20. Y. Liu, Y.W. Du, H. Li, F.W. Liu, Y.J. Wang, Some second-order θ schemes combined with finite element method for nonlinear fractional Cable equation, Numer. Alg., 80(2), 533-555 (2019). https://doi.org/10.1007/s11075-018-0496-0
21. M. Al-Maskari, S. Karaa, The lumped mass FEM for a time-fractional cable equation, Appl. Numer. Math., 132, 73-90 (2018).
22. Y.J. Wang, Y. Liu, H. Li, J.F. Wang, Finite element method combined with second-order time discrete scheme for nonlinear fractional Cable equation, Eur. Phys. J. Plus., 131(3), 61 (2016).
23. P. Zhuang, F.W. Liu, I. Turner, V. Anh, Galerkin finite element method and error analysis for the fractional cable equation, Numer. Alg., 72(2), 447-466 (2016).
24. Y.M. Lin, X.J. Li, C.J. Xu, Finite difference/spectral approximations for the fractional Cable equation, Math. Comput., 80, 1369-1396 (2011).
25. P. Zhu, S.L. Xie, X.S. Wang, Nonsmooth data error estimates for FEM approximations of the time fractional cable equation, Appl. Numer. Math., 121, 170-184 (2017).
26. X. Yang, Y.Y. Jiang, H. Zhang, A time-space spectral tau method for the time fractional cable equation and its inverse problem, Appl. Numer. Math., 130, 95-111 (2018).
27. B.T. Jin, B.Y. Li, Z. Zhou, Correction of high-order BDF convolution quadrature for fractional evolution equations, SIAM J. Sci. Comput., 39(6), A3129-A3152 (2017).
28. M. Dehghan, M. Abbaszadeh, Analysis of the element free Galerkin (EFG) method for solving fractional cable equation with Dirichlet boundary condition, Appl. Numer. Math., 109, 208-234 (2016).
29. Y.Y. Zheng, Z.G. Zhao, The discontinuous Galerkin finite element method for fractional cable equation, Appl. Numer. Math., 115, 32-41 (2017).
30. B.T. Jin, B.Y. Li, Z. Zhou, An analysis of the Crank-Nicolson method for subdiffusion, IMA Journal of Numerical Analysis, 38(1), 518-541 (2017).
31. B.T. Jin, R. Lazarov, Z. Zhou, Two fully discrete schemes for fractional diffusion and diffusion-wave equations with nonsmooth data, SIAM J. Sci. Comput., 38(1), A146-A170 (2016).
32. F.H. Zeng, Z. Zhang, G.E. Karniadakis, Second-order numerical methods for multi-term fractional differential equations: smooth and non-smooth solutions, Computer Methods in Applied Mechanics and Engineering, 327, 478-502 (2017).
33. M. Stynes, E. O’Riordan, J.L. Gracia, Error analysis of a finite difference method on graded meshes for a time-fractional diffusion equation, SIAM J. Numer. Anal., 55(2), 1057-1079 (2017).
34. H. Zhang, X.Y. Jiang, W.P. Fan, Parameter estimation for the fractional Schrödinger equation using Bayesian method, J. Math. Phys., 57(8), 082104 (2016).
35. L. Banjai, M. Lpez-Fernandez, Efficient high order algorithms for fractional integrals and fractional differential equations, Numer. Math., 141(2), 289-317 (2019).
36. Y. Liu, M. Zhang, H. Li, J.C. Li, High-order local discontinuous Galerkin method combined with WSGD-approximation for a fractional subdiffusion equation, Comput. Math. Appl., 73(6), 1298-1314 (2017).
37. Y.W. Du, Y. Liu, H. Li, Z.C. Fang, S. He, Local discontinuous Galerkin method for a nonlinear time-fractional fourth-order partial differential equation, J. Comput. Phys., 344, 108-126 (2017).
38. B.L. Yin, Y. Liu, H. Li, S. He, Fast algorithm based on TT-M FE system for space fractional Allen-Cahn equations with smooth and non-smooth solutions, J. Comput. Phys., 379, 351-372 (2019).
39. J.C. Li, Y.Q. Huang, Y.P. Lin, Developing finite element methods for Maxwell’s equations in a Cole-Cole dispersive medium, SIAM J. Sci. Comput., 33(6), 3153-3174 (2011).
40. L.B. Feng, P. Zhuang, F.W. Liu, I. Turner, J. Li, High-order numerical methods for the Riesz space fractional advection-dispersion equations, Comput. Math. Appl., (2016).
41. I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, CA, 1999.
Table 1 The temporal convergence rate for the FBT-θ method with $h = \frac{1}{1000}$.

| $(\gamma, \kappa)$ | $(\theta_x, \theta_\kappa)$ | $\tau$ | $E_\theta(\tau, h)$ | rate | $E_\theta(\tau, h)$ | rate |
|-------------------|--------------------------|------|-----------------|-----|-----------------|-----|
| $(0,0)$           |                          | 1/10 | 9.21603E-03     | 1/10| 1.07502E-02     | 1/10|
|                   |                          | 1/20 | 2.74709E-03     | 1.75| 6.59326E-03     | 0.71|
|                   |                          | 1/40 | 7.39198E-04     | 1.89| 3.39544E-03     | 0.96|
|                   |                          | 1/80 | 1.90838E-04     | 1.95| 1.64939E-03     | 1.04|
| $(0.1,0.9)$       | $(0,0.49)$               | 1/10 | 9.20647E-03     | 1/10| 1.07563E-02     | 1/10|
|                   |                          | 1/20 | 2.74403E-03     | 1.75| 6.59507E-03     | 0.71|
|                   |                          | 1/40 | 7.38339E-04     | 1.89| 3.39586E-03     | 0.96|
|                   |                          | 1/80 | 1.90611E-04     | 1.95| 1.64949E-03     | 1.04|
| $(-1,0)$          |                          | 1/10 | 2.07269E-02     | 1/10| 1.84631E-02     | 1/10|
|                   |                          | 1/20 | 6.49421E-03     | 1.67| 2.97493E-03     | 2.63|
|                   |                          | 1/40 | 1.78294E-03     | 1.86| 2.40100E-03     | 0.31|
|                   |                          | 1/80 | 4.64781E-04     | 1.94| 1.34410E-03     | 0.84|
| $(-1.0,0.49)$     |                          | 1/10 | 1.01425E-02     | 1/10| 1.56129E-02     | 1/10|
|                   |                          | 1/20 | 3.02090E-03     | 1.75| 4.15684E-03     | 1.91|
|                   |                          | 1/40 | 8.12324E-04     | 1.89| 1.07697E-03     | 1.95|
|                   |                          | 1/80 | 2.09594E-04     | 1.95| 4.07034E-04     | 1.40|
| $(0.6,0.5)$       | $(0.4,-1)$              | 1/10 | 2.56571E-03     | 1/10| 3.34275E-03     | 1/10|
|                   |                          | 1/20 | 6.98087E-04     | 1.88| 9.62704E-04     | 1.80|
|                   |                          | 1/40 | 1.80456E-04     | 1.95| 4.35733E-04     | 1.14|
|                   |                          | 1/80 | 4.55365E-05     | 1.99| 2.00305E-04     | 1.12|
| $(-0.5,0)$        |                          | 1/10 | 7.80706E-03     | 1/10| 1.14869E-02     | 1/10|
|                   |                          | 1/20 | 2.23691E-03     | 1.80| 3.01705E-03     | 1.93|
|                   |                          | 1/40 | 5.91970E-04     | 1.92| 9.85244E-04     | 1.61|
|                   |                          | 1/80 | 1.51578E-04     | 1.97| 3.78380E-04     | 1.38|
| $(0.49,0.49)$     |                          | 1/10 | 7.69307E-04     | 1/10| 2.82208E-03     | 1/10|
|                   |                          | 1/20 | 1.97822E-04     | 1.96| 1.98705E-03     | 0.51|
|                   |                          | 1/40 | 4.99686E-05     | 1.99| 1.20510E-03     | 0.72|
|                   |                          | 1/80 | 1.23304E-05     | 2.02| 6.60451E-04     | 0.87|
| $(0.9,0.1)$       | $(-0.1,0.49)$           | 1/10 | 1.69091E-03     | 1/10| 2.81888E-03     | 1/10|
|                   |                          | 1/20 | 4.61153E-04     | 1.87| 1.53670E-03     | 0.88|
|                   |                          | 1/40 | 1.19922E-04     | 1.94| 1.06100E-03     | 0.53|
|                   |                          | 1/80 | 3.03350E-05     | 1.98| 6.17008E-04     | 0.78|
| $(0.49,-1)$       |                          | 1/10 | 1.48074E-03     | 1/10| 1.56329E-03     | 1/10|
|                   |                          | 1/20 | 3.84363E-04     | 1.95| 6.20500E-04     | 1.33|
|                   |                          | 1/40 | 9.73878E-05     | 1.98| 2.95082E-04     | 1.07|
|                   |                          | 1/80 | 2.42745E-05     | 2.00| 1.87136E-04     | 0.66|
| (γ, κ) | (θγ, θκ) | τ | $E_c(\tau, h)$ | rate | $E_\infty(\tau, h)$ | rate |
|-------|----------|---|-----------------|------|-----------------|------|
| (0,0) | -        | 1/10 | 8.72375E-03 - 5.82919E-03 | - | - | - |
|       |          | 1/20 | 2.52152E-03 2.02492E-03 | 1.53 | - | - |
|       |          | 1/40 | 6.69093E-04 1.11141E-03 | 0.87 | - | - |
|       |          | 1/80 | 1.71499E-04 5.29479E-04 | 1.07 | - | - |
| (0.2,0.8) | (0,0) | - | 8.71464E-03 - 5.80829E-03 | - | - | - |
|       |          | 1/20 | 2.51859E-03 2.02681E-03 | 1.52 | - | - |
|       |          | 1/40 | 6.68275E-04 1.11191E-03 | 0.87 | - | - |
|       |          | 1/80 | 1.71283E-04 5.29606E-04 | 1.07 | - | - |
| (0.5,0.5) | (0,0) | - | 8.73497E-03 - 5.85239E-03 | - | - | - |
|       |          | 1/20 | 2.52475E-03 2.02248E-03 | 1.53 | - | - |
|       |          | 1/40 | 6.69952E-04 1.11093E-03 | 0.86 | - | - |
|       |          | 1/80 | 1.71710E-04 5.29361E-04 | 1.07 | - | - |
| (-1,0.5) | (0,0) | - | 2.44275E-02 - 3.64403E-02 | - | - | - |
|       |          | 1/20 | 7.19012E-03 9.87082E-03 | 1.88 | - | - |
|       |          | 1/40 | 1.92332E-03 3.15861E-03 | 1.64 | - | - |
|       |          | 1/80 | 4.95339E-04 1.06921E-03 | 1.56 | - | - |
| (0.5,0.06) | (-1,0.5) | - | 2.42889E-02 - 3.62887E-02 | - | - | - |
|       |          | 1/20 | 7.14786E-03 9.80912E-03 | 1.89 | - | - |
|       |          | 1/40 | 1.91191E-03 3.13806E-03 | 1.64 | - | - |
|       |          | 1/80 | 4.92385E-04 1.06308E-03 | 1.56 | - | - |
| (-1,1) | (0,0) | - | 2.43668E-02 - 3.61904E-02 | - | - | - |
|       |          | 1/20 | 7.17192E-03 9.83473E-03 | 1.88 | - | - |
|       |          | 1/40 | 1.91830E-03 3.15784E-03 | 1.64 | - | - |
|       |          | 1/80 | 4.94024E-04 1.06898E-03 | 1.56 | - | - |
| (0.5,0.5) | (0,0) | - | 3.46859E-03 - 4.42975E-03 | - | - | - |
|       |          | 1/20 | 9.37411E-04 1.87892E-03 | 1.24 | - | - |
|       |          | 1/40 | 2.41957E-04 8.55028E-04 | 1.14 | - | - |
|       |          | 1/80 | 6.12226E-05 4.00644E-04 | 1.09 | - | - |
| (0.7,0.3) | (0.5,0.5) | - | 3.12619E-03 - 4.02987E-03 | - | - | - |
|       |          | 1/20 | 8.43669E-04 1.53111E-03 | 1.40 | - | - |
|       |          | 1/40 | 2.17622E-04 6.94632E-04 | 1.14 | - | - |
|       |          | 1/80 | 5.49347E-05 3.28213E-04 | 1.08 | - | - |
| (0.5,1) | (0,0) | - | 3.39894E-03 - 4.45424E-03 | - | - | - |
|       |          | 1/20 | 9.17159E-04 1.89030E-03 | 1.24 | - | - |
|       |          | 1/40 | 2.36583E-04 8.60294E-04 | 1.14 | - | - |
|       |          | 1/80 | 5.97426E-05 4.03029E-04 | 1.09 | - | - |
Table 3 The spatial convergence rate for the FBT-θ method with $\tau = \frac{1}{1000}$

| $(\gamma, \kappa)$ | $(\theta_\gamma, \theta_\kappa)$ | $h$ | $E_c(\tau, h)$ | rate |
|-------------------|----------------------------------|-----|----------------|------|
| (0,0)             | 1/10                             | 9.63508E-02 | -            |      |
|                   | 1/20                             | 2.41910E-02 | 1.99         |      |
|                   | 1/40                             | 6.05382E-03 | 2.00         |      |
|                   | 1/80                             | 1.51345E-03 | 2.00         |      |
| (0.6,0.2)         | (0,0.4)                          | 1/10 | 9.63504E-02 | -    |
|                   | 1/20                             | 2.41909E-02 | 1.99         |      |
|                   | 1/40                             | 6.05381E-03 | 2.00         |      |
|                   | 1/80                             | 1.51346E-03 | 2.00         |      |
| (-1,0.2)          |                                  | 1/10 | 9.64045E-02 | -    |
|                   | 1/20                             | 2.42040E-02 | 1.99         |      |
|                   | 1/40                             | 6.05652E-03 | 2.00         |      |
|                   | 1/80                             | 1.51359E-03 | 2.00         |      |

Table 4 The spatial convergence rate for the FBN-θ method with $\tau = \frac{1}{1000}$

| $(\gamma, \kappa)$ | $(\theta_\gamma, \theta_\kappa)$ | $h$ | $E_c(\tau, h)$ | rate |
|-------------------|----------------------------------|-----|----------------|------|
| (0,0)             | 1/10                             | 9.67253E-02 | -            |      |
|                   | 1/20                             | 2.42930E-02 | 1.99         |      |
|                   | 1/40                             | 6.07963E-03 | 2.00         |      |
|                   | 1/80                             | 1.51968E-03 | 2.00         |      |
| (0.3,0.9)         | (1,0.5)                          | 1/10 | 9.74838E-02 | -    |
|                   | 1/20                             | 2.44856E-02 | 1.99         |      |
|                   | 1/40                             | 6.12732E-03 | 2.00         |      |
|                   | 1/80                             | 1.53094E-03 | 2.00         |      |
| (-0.5,-1)         |                                  | 1/10 | 9.77389E-02 | -    |
|                   | 1/20                             | 2.45505E-02 | 1.99         |      |
|                   | 1/40                             | 6.14338E-03 | 2.00         |      |
|                   | 1/80                             | 1.53474E-03 | 2.00         |      |
Table 5 The temporal convergence rate for the FBT-θ method with $h = \frac{\sqrt{2}}{400}$

| $(\gamma, \kappa)$ | $(\theta_\gamma, \theta_\kappa)$ | $\tau$ | $E_\theta(\tau, h)$ | rate |
|----------------|-------------------------------|--------|-------------------|------|
| (0,0)          |                               | 1/10   | 5.80147E-03       | –    |
|                |                               | 1/20   | 1.47696E-03       | 1.97 |
|                |                               | 1/40   | 3.47434E-04       | 2.00 |
| (0.8,0.9)      | (0.0,0.49)                    | 1/10   | 5.77837E-03       | –    |
|                |                               | 1/20   | 1.47083E-03       | 1.97 |
|                |                               | 1/40   | 3.45859E-04       | 2.00 |
| (-0.5,0)       |                               | 1/10   | 9.30248E-03       | –    |
|                |                               | 1/20   | 2.46264E-03       | 1.92 |
|                |                               | 1/40   | 6.07297E-04       | 2.02 |
| (0.4,-0.1)     |                               | 1/10   | 4.10911E-03       | –    |
|                |                               | 1/20   | 1.01088E-03       | 2.02 |
|                |                               | 1/40   | 2.26175E-04       | 2.16 |
| (0.7,0.3)      | (0.3,-1.5)                    | 1/10   | 5.79435E-03       | –    |
|                |                               | 1/20   | 1.46303E-03       | 1.99 |
|                |                               | 1/40   | 3.42361E-04       | 2.10 |
| (-1,0)         |                               | 1/10   | 1.85514E-02       | –    |
|                |                               | 1/20   | 5.10485E-03       | 1.86 |
|                |                               | 1/40   | 1.30957E-03       | 1.96 |

Table 6 The temporal convergence rate for the FBN-θ method with $h = \frac{\sqrt{2}}{400}$

| $(\gamma, \kappa)$ | $(\theta_\gamma, \theta_\kappa)$ | $\tau$ | $E_\theta(\tau, h)$ | rate |
|----------------|-------------------------------|--------|-------------------|------|
| (0,0)          |                               | 1/10   | 2.21254E-02       | –    |
|                |                               | 1/20   | 5.72476E-03       | 1.95 |
|                |                               | 1/40   | 1.43163E-03       | 2.00 |
| (0.2,0.8)      | (0.0,0.5)                     | 1/10   | 2.21130E-02       | –    |
|                |                               | 1/20   | 5.72128E-03       | 1.95 |
|                |                               | 1/40   | 1.43071E-03       | 2.00 |
| (0,1)          |                               | 1/10   | 2.21403E-02       | –    |
|                |                               | 1/20   | 5.72857E-03       | 1.95 |
|                |                               | 1/40   | 1.43259E-03       | 2.00 |
| (-1,-0.5)      |                               | 1/10   | 5.91366E-02       | –    |
|                |                               | 1/20   | 1.61172E-02       | 1.88 |
|                |                               | 1/40   | 4.17263E-03       | 1.95 |
| (0.5,0.6)      | (-1,0.5)                      | 1/10   | 5.89600E-02       | –    |
|                |                               | 1/20   | 1.60688E-02       | 1.88 |
|                |                               | 1/40   | 4.15997E-03       | 1.95 |
| (-1,1)         |                               | 1/10   | 5.90674E-02       | –    |
|                |                               | 1/20   | 1.60965E-02       | 1.88 |
|                |                               | 1/40   | 4.16706E-03       | 1.95 |
Table 7  The spatial convergence rate for the FBT-θ method with $\tau = \frac{1}{200}$

| $(\gamma, \kappa)$ | $(\theta_\gamma, \theta_\kappa)$ | $h$ | $E_0(\tau, h)$ | rate |
|-------------------|---------------------------------|-----|----------------|------|
| $(0,0)$           | $\sqrt{2}/10$                  | 7.58676E-02 | –              |      |
|                   | $\sqrt{2}/20$                  | 1.89074E-02 | 2.01          |      |
|                   | $\sqrt{2}/40$                  | 4.71383E-03 | 2.00          |      |
| $(0.8,0.4)$       | $\sqrt{2}/10$                  | 7.58695E-02 | –              |      |
|                   | $\sqrt{2}/20$                  | 1.89095E-02 | 2.00          |      |
|                   | $\sqrt{2}/40$                  | 4.71597E-03 | 2.00          |      |
| $(-1,-2)$         | $\sqrt{2}/10$                  | 7.58493E-02 | –              |      |
|                   | $\sqrt{2}/20$                  | 1.88881E-02 | 2.01          |      |
|                   | $\sqrt{2}/40$                  | 4.69437E-03 | 2.01          |      |

Table 8  The spatial convergence rate for the FBN-θ method with $\tau = \frac{1}{200}$

| $(\gamma, \kappa)$ | $(\theta_\gamma, \theta_\kappa)$ | $h$ | $E_0(\tau, h)$ | rate |
|-------------------|---------------------------------|-----|----------------|------|
| $(0,0)$           | $\sqrt{2}/10$                  | 7.54590E-02 | –              |      |
|                   | $\sqrt{2}/20$                  | 1.87869E-02 | 2.01          |      |
|                   | $\sqrt{2}/40$                  | 4.66558E-03 | 2.01          |      |
| $(0.4,0.3)$       | $\sqrt{2}/10$                  | 7.54639E-02 | –              |      |
|                   | $\sqrt{2}/20$                  | 1.87923E-02 | 2.01          |      |
|                   | $\sqrt{2}/40$                  | 4.67102E-03 | 2.01          |      |
| $(-0.8,1)$        | $\sqrt{2}/10$                  | 7.53721E-02 | –              |      |
|                   | $\sqrt{2}/20$                  | 1.86908E-02 | 2.01          |      |
|                   | $\sqrt{2}/40$                  | 4.56767E-03 | 2.03          |      |