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Abstract

The proximal point algorithm is a widely used tool for solving a variety of convex optimization problems such as finding zeros of maximally monotone operators, fixed points of nonexpansive mappings, as well as minimizing convex functions. The algorithm works by applying successively so-called “resolvent” mappings associated to the original object that one aims to optimize. In this paper we abstract from the corresponding resolvents employed in these problems the natural notion of jointly firmly nonexpansive families of mappings. This leads to a streamlined method of proving weak convergence of this class of algorithms in the context of complete CAT(0) spaces (and hence also in Hilbert spaces). In addition, we consider the notion of uniform firm nonexpansivity in order to similarly provide a unified presentation of a case where the algorithm converges strongly. Methods which stem from proof mining, an applied subfield of logic, yield in this situation computable and low-complexity rates of convergence.
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1 Introduction

The first instance of what came later to be known as the proximal point algorithm can be found in a short communication from 1970 of Martinet [44]. He considered (among others) the issue of solving the minimization problem

$$\arg\min_{x \in C} f(x),$$
where $C$ is a closed convex subset of a Hilbert space $H$ and $f$ is a (real-valued) lower semicontinuous convex function defined on $C$, that further has the property that for all $a \in \mathbb{R}$, the set

$$\{x \in C \mid f(x) \leq a\}$$

is bounded. One then starts from an arbitrary point $x_0 \in C$ and afterwards iteratively builds a sequence $(x_n)$ by the implicit (though uniquely determining) recurrence relation

$$f(x_{n+1}) = \min_{y \in C} (f(y) + \|x_n - y\|^2).$$

Martinet’s Théorème 3 then asserts that any weak cluster point of this sequence is a solution to the given minimization problem.

In 1976, Rockafellar [47] took up the more general problem of finding a zero of a maximally monotone multi-valued operator $A : H \to 2^H$, i.e. a point $x$ such that $0 \in A(x)$ (single-valued monotone operators had already been considered by Martinet). This contains the previous case since the subdifferential $\partial f$ of a function $f$ having the properties considered above is a maximally monotone operator whose zeros coincide with the minimizers of $f$. The method used in this case in order to approach the desired solution was called the “proximal point algorithm” and generates starting from a point $x_0 \in C$ a sequence using another implicit recurrence, namely

$$x_n \in (id_H + \gamma_n A)(x_{n+1}),$$

where $(\gamma_n)$ is a sequence of positive real numbers. When $A = \partial f$, the relation reduces to the previous one if $(\gamma_n)$ is the sequence constantly equal to $1/2$. Theorem 1 of [47] shows that if

$$\inf_{n \in \mathbb{N}} \gamma_n > 0,$$

then $(x_n)$ weakly converges to a zero of $A$. Strong convergence is proved under some additional uniformity assumptions (such as $A^{-1}$ being Lipschitz continuous at 0), but it does not generally hold, as Güler [21, Corollary 5.1] later put forward a counterexample in this sense. Two years after Rockafellar’s paper, Brézis and Lions [12] studied more general conditions one could impose on $(\gamma_n)$ that still yield weak convergence of the sequence $(x_n)$, there regarded as the “infinite product” of the resolvent operators

$$J_{\gamma_n A} := (id_H + \gamma_n A)^{-1}.$$ 

Those conditions continue to be the state of the art – e.g. for an arbitrary maximally monotone operator one may assume ([12, Proposition 8])

$$\sum_{n=0}^{\infty} \gamma_n^2 = \infty.$$ 

The proximal point algorithm has grown to become a versatile tool of convex optimization, being used, in addition to the applications already expounded upon, to solve a plethora of problems such as variational inequalities, minimax or equilibrium problems (some of these may already be found in the papers cited above). The book of Bauschke and Combettes [9] may serve as an introduction to the field in the context of Hilbert spaces.

Outside Hilbert spaces, a natural generalization of the resolvent operator was given in the 1990s by Jost [25] and Mayer [45] in the context of complete CAT(0) spaces, which can be regarded as the proper nonlinear analogue of Hilbert spaces. Using this definition and an appropriate notion of weak convergence introduced by Lim [43], called $\Delta$-convergence, Bačák [3] extended in 2013 Théorème 9 of Brézis and Lions [12] in this context. More precisely, he proved the $\Delta$-convergence of the sequence generated by the proximal point algorithm when $f$ is a proper, convex and lower semicontinuous function that attains its minimum.

A separate strand of development came from fixed point theory. In the 1960s, Browder [15] and Halpern [22] studied the existence and computation of fixed points of nonexpansive mappings
$T : C \to C$ (where $C$ is a closed convex bounded subset of a Hilbert space). They considered the notion of a resolvent of order $\gamma$ of $T$ – that is, a mapping satisfying, for all $x \in C$,

$$R_\gamma x = \frac{1}{1 + \gamma} x + \frac{\gamma}{1 + \gamma} TR_\gamma x.$$  

In the above, we reparametrized their construction in order to obtain a better fit with the objects considered here. Their main result states that by letting $\gamma \to \infty$, $R_\gamma x$ tends to the fixed point of $T$ which is the closest to $x$. Halpern’s particularly simple argument was later generalized to the Hilbert ball in [20] and to complete CAT(0) spaces in [27]. A proof in the latter setting that starts from minimal boundedness assumptions may be found in a 2014 paper of Bačák and Reich [6]. Note that [6] also contains a variant of the proximal point algorithm which constructs, by iterating the resolvents of $T$, a sequence that $\Delta$-converges to a fixed point of $T$.

As one may notice, every iterative sequence that was considered above under the name of “proximal point algorithm” follows a pattern: we have a mathematical object that we seek to optimize in some way, we construct associated “resolvent” operators, we take an initial arbitrary point $x$ and finally we iterate those operators starting from $x$. One may ask whether there are some very general hypotheses which yield the convergence of the resulting sequence without explicitly considering the particular details of the optimization problem at hand. Our first main goal is to answer this question in the affirmative in the framework of CAT(0) spaces (and therefore also for Hilbert spaces) by deriving some conditions related to firm nonexpansivity that are satisfied by all the above types of families of resolvents. We give these conditions in weaker and stronger forms, and show that while the strongest one is generally satisfied, the weakest one suffices to obtain appropriate convergence results. We should mention here that it was known for a long time that individual resolvents are in particular firmly nonexpansive, and some abstract results in the same spirit were previously obtained by Ariza-Ruiz, the first author and López-Acedo in [1]. The present paper may be regarded as a natural continuation of the study initiated there (see also [2]).

Section 2 introduces general notions and properties regarding geodesic metric spaces and mappings that are used in the sequel. Section 3 starts with some very general hypotheses for a sequence generated by a family of firmly nonexpansive mappings that yield its weak or $\Delta$-convergence. In the process, we derive some lemmas that characterize various asymptotic aspects of the proximal point algorithm. Then we define two conditions that one may impose on a family $(T_n)$ with respect to a sequence $(\gamma_n)$. These conditions generalize the property of a mapping being firmly nonexpansive to a relation between two possibly different mappings which is then applied to each possible pair from the countable family. We claim that these definitions capture the residual property used in convergence proofs that corresponds to the way a family of resolvents $(J_{\gamma_n})$ behaves with respect to the sequence of step-sizes $(\gamma_n)$. We consider then “jointly firmly nonexpansive families” and a somewhat weaker notion, “jointly $(P_2)$ families” from which the general conditions can be obtained. In particular, the families of mappings involved in the problems discussed before (i.e. minimization of convex functions, finding fixed points of nonexpansive mappings and finding zeros of maximally monotone operators) satisfy these conditions.

The second main goal of this paper is to find quantitative variants of some convergence results for the proximal point algorithm. This falls within the purview of proof mining, an applied subfield of logic. Proof mining primarily concerns itself with the application of tools from proof theory to obtain computational content for theorems in ordinary mathematics with proofs that are not necessarily fully constructive. The project was first suggested in the 1950s by Kreisel under the name of “unwinding of proofs”, but it gained considerable momentum after its extensive development in the 1990s and 2000s by Kohlenbach and his collaborators, culminating with the publication of general logical metatheorems, developed by Kohlenbach [30] and by Gerhardy and Kohlenbach [19], that tell us when a proof of a theorem proven in classical logic may be analyzed in order to obtain (“extract”) its hidden quantitative information. A comprehensive reference for the major developments of the field up to 2008 is the monograph of Kohlenbach [31], while surveys of recent results are [32, 33]. So far, proof mining has been successfully applied to obtain quantitative versions of celebrated results in various areas of mathematics such as approximation...
theory, nonlinear analysis, metric fixed point theory, ergodic theory, or topological dynamics. Recently, its methods have begun to be applied to convex optimization, for more details see [5, 34, 35, 36, 38, 41, 42].

Let us discuss the sort of quantitative results that we obtain. If \( (x_n) \) is a sequence in a metric space \( X \) and \( x \in X \), then \( \lim_{n \to \infty} x_n = x \) if and only if

\[
\forall k \in \mathbb{N} \exists N \in \mathbb{N} \forall n \geq N \quad \left( d(x_n, x) \leq \frac{1}{k+1} \right).
\]

A quantitative version of the above would be a rate of convergence for the sequence: a formula showing how to compute the \( N \) in terms of the \( k \). However, very simple real-valued sequences have been shown by methods of mathematical logic to lack a computable rate of convergence. We recall, though, from the discussion above, that strong convergence of the proximal point algorithm could only be obtained under some extra uniformity assumptions. Fortunately, some of these conditions yield the uniqueness of the needed optimizing point (minimizer, fixed point or zero). This uniqueness was shown by the work of Kohlenbach [29], Kohlenbach and Oliva [37, Section 4.1] and Briseid [14] to guarantee the extraction of a rate of convergence, relative to some other piece of quantitative information. In Section 4, therefore, we define a general notion of uniformity applicable to our families of mappings (extending the similar notion given in [8] in the context of Hilbert spaces). One then shows that the concrete algorithms have corresponding “uniform” cases that are subsumed into this definition, e.g. finding zeros of uniformly monotone mappings or minimizing uniformly convex functions.

Section 5 then shows that this definition suffices: a quantitative variant of the asymptotic lemmas from Section 3 fits in as the relevant piece of information that is then used, as per the above discussion, to obtain a highly uniform rate of convergence for this special case of the proximal point algorithm. As a byproduct, we obtain an alternate proof for the classical qualitative results of strong convergence.

Proximal methods are not limited to the classical problems of convex optimization. Therefore, a question that arises is to what extent a natural and abstract approach of the type provided here could be employed to capture other such variants, which are used, for example, in global (non-convex) optimization [26, 23], where the necessity of the existence of iterates requires one to assume weak forms of monotonicity. Another direction consists in considering multi-valued resolvent-type operators instead of single-valued ones. In this case the algorithm becomes nondeterministic (i.e. given a current iterate, the following one is not uniquely determined). Such a development would allow one to cover e.g. vector-valued optimization problems [11, 16].

## 2 Preliminaries

We start by briefly recalling some notions and properties about geodesic spaces needed in the sequel. More details on geodesic spaces can be found, for example, in [46, 13, 4]. Let \( (X,d) \) be a metric space. A geodesic in \( X \) is a mapping \( \gamma : [a,b] \to X \) (where \( a,b \in \mathbb{R} \)) such that for all \( s, t \in [a,b] \),

\[
d(\gamma(s), \gamma(t)) = |s - t|.
\]

We say that \( X \) is a geodesic space if for all \( x, y \in X \), there is a geodesic \( \gamma : [a,b] \to X \) satisfying \( \gamma(a) = x \) and \( \gamma(b) = y \).

A geodesic space \( (X,d) \) is called a CAT(0) space if for all \( z \in X \), all geodesics \( \gamma : [a,b] \to X \) and all \( t \in [0,1] \) we have that

\[
d^2(z, \gamma((1-t)a + tb)) \leq (1-t)d^2(z, \gamma(a)) + td^2(z, \gamma(b)) - t(1-t)d^2(\gamma(a), \gamma(b)). \tag{1}
\]

It easily follows that every CAT(0) space is uniquely geodesic – that is, for any \( x, y \) in such a space \( X \) there is a unique geodesic \( \gamma : [0, d(x,y)] \to X \) such that \( \gamma(0) = x \) and \( \gamma(d(x,y)) = y \) – and in
this framework we shall denote, for any \( t \in [0,1] \), the point \( \gamma(td(x,y)) \) by \((1-t)x + ty\). Note that every CAT(0) space \( X \) is Busemann convex – i.e., for any \( x,y,u,v \in X \) and \( t \in [0,1] \), \[
d((1-t)x+ty,(1-t)u+tv) \leq (1-t)d(x,u) + td(y,v). \tag{2}
\]

We will also make use of the quasi-linearization function \( \langle \cdot, \cdot \rangle : X^2 \times X^2 \to \mathbb{R} \) introduced by Berg and Nikolaev in [10], which is defined, for any \( x,y,u,v \in X \), by the following (where an ordered pair of points \((w,w') \in X^2\) is denoted by \(ww'\)):

\[
\langle \bar{x}y, \bar{u}v \rangle := \frac{1}{2}(d^2(x,v) + d^2(y,u) - d^2(x,u) - d^2(y,v)).
\]

**Proposition 2.1** ([10, Proposition 14]). In any metric space \((X,d)\), the mapping \( \langle \cdot, \cdot \rangle \) is the unique one that satisfies, for any \( x,y,u,v,w \in X \), the following properties:

(i) \( \langle \bar{x}y, \bar{x}y \rangle = d^2(x,y) \);

(ii) \( \langle \bar{x}y, \bar{u}v \rangle = \langle \bar{u}v, \bar{x}y \rangle \);

(iii) \( \langle \bar{u}v, \bar{u}v \rangle = -\langle \bar{x}y, \bar{x}y \rangle \);

(iv) \( \langle \bar{x}y, \bar{u}v \rangle + \langle \bar{x}y, \bar{v}u \rangle = \langle \bar{x}y, \bar{u}v \rangle \).

In particular, if \( X \) is a real Hilbert space with inner product \( \langle \cdot, \cdot \rangle \), then

\[
\langle \bar{x}y, \bar{u}v \rangle = \langle x-y, u-v \rangle = \langle y-x, v-u \rangle,
\]

for all \( x,y,u,v \in X \). This justifies the notation.

The main result of [10], Theorem 1, gives a characterization of CAT(0) spaces in terms of the “Cauchy-Schwarz” inequality for \( \langle \cdot, \cdot \rangle \). More precisely, a geodesic space \((X,d)\) is CAT(0) if and only if

\[
\langle \bar{x}y, \bar{u}v \rangle \leq d(x,y)d(u,v),
\]

for all \( x,y,u,v \in X \). Furthermore, by [10, Theorem 6], a related condition for a geodesic space \((X,d)\) to be CAT(0) is the following inequality

\[
d^2(x,v) + d^2(y,u) \leq d^2(x,u) + d^2(y,v) + d^2(x,y) + d^2(u,v),
\]

which is to be satisfied for all \( x,y,u,v \in X \).

For the rest of the section, \((X,d)\) is a geodesic space, unless stated otherwise. If \( T : X \to X \) is a mapping, we denote by \( Fix(T) \) the set of its fixed points.

The following generalization of firmly nonexpansive mappings to geodesic spaces was introduced in [1].

**Definition 2.2.** A mapping \( T : X \to X \) is called firmly nonexpansive if for any \( x,y \in X \) and any \( t \in [0,1] \) we have that

\[
d(Tx,Ty) \leq d((1-t)x + tTx, (1-t)y + tTy).
\]

As mentioned in [2] (see also [36]), if \( X \) is a CAT(0) space, every firmly nonexpansive mapping \( T : X \to X \) satisfies the so-called property \((P_2)\). Namely,

\[
2d^2(Tx,Ty) \leq d^2(x,Ty) + d^2(y,Tx) - d^2(x,Tx) - d^2(y,Ty),
\]

for all \( x,y \in X \). In other words,

\[
d^2(Tx,Ty) \leq \langle \bar{Ty}T^\gamma x, \bar{y}x \rangle,
\]

for all \( x,y \in X \). If \( X \) is a Hilbert space, property \((P_2)\) is sufficient for firm nonexpansivity as \((7)\) and \((4)\) yield \( \|Tx - Ty\|^2 \leq \langle Tx - Ty, x - y \rangle \), which is, in turn, equivalent to Definition 2.2 (see, e.g., [9, Proposition 4.2] for a proof). Moreover, from \((7)\) and \((5)\) one immediately obtains the following result.
Lemma 2.3. If $X$ is a CAT(0) space and $T : X \to X$ satisfies property (P2), then $T$ is nonexpansive.

Let $(x_n)$ be a bounded sequence in $X$ and $F \subseteq X$ be nonempty. For any $y \in X$, define

$$r(y, (x_n)) := \limsup_{n \to \infty} d(y, x_n), \quad r(F, (x_n)) := \inf \{ r(y, (x_n)) \mid y \in F \}.$$  

Furthermore, $A(F, (x_n)) := \{ y \in F \mid r(y, (x_n)) = r(F, (x_n)) \}$ and elements of $A(F, (x_n))$ are called asymptotic centers of $(x_n)$ with respect to $F$. We shall denote $A(X, (x_n))$ by $A((x_n))$ and call its elements asymptotic centers of $(x_n)$.

The next results will be used in the subsequent sections.

Lemma 2.4 ([40, Lemma 3.2]). Let $(x_n)$ be a bounded sequence in $X$ with $A((x_n)) = \{ c \}$ and $(\alpha_n), (\beta_n)$ be real sequences such that $\alpha_n \geq 0$ for all $n \in \mathbb{N}$, $\limsup_{n \to \infty} \alpha_n \leq 1$ and $\limsup_{n \to \infty} \beta_n \leq 0$.

Assume that $y \in X$ is such that there exist $p, N \in \mathbb{N}$ satisfying, for all $n \geq N$,

$$d(y, x_{n+p}) \leq \alpha_n d(c, x_n) + \beta_n.$$  

Then $y = c$.

Proposition 2.5 ([17, Proposition 7]). Every bounded sequence $(x_n)$ in a complete CAT(0) space $X$ has a unique asymptotic center with respect to any nonempty closed convex subset of $X$.

In order to state our main results, we need to introduce the notion of $\Delta$-convergence which was defined by Lim [43] in metric spaces. We refer to [39, 24, 18] for equivalent notions in the setting of complete CAT(0) spaces, where $\Delta$-convergence can be seen as a generalization of the weak convergence in Banach spaces (see [28]). In fact, in Hilbert spaces, $\Delta$-convergence coincides with weak convergence (see [4, Exercise 3.1]).

Definition 2.6. A bounded sequence $(x_n)$ $\Delta$-converges to a point $x \in X$ if for any subsequence $(u_n)$ of $(x_n)$ we have that $A((u_n)) = \{ x \}$.

The notion of Fejér monotonicity will also play an important role in this work. Let $(x_n)$ be a sequence in $X$ and $F \subseteq X$ be nonempty.

Definition 2.7. We say that $(x_n)$ is Fejér monotone with respect to $F$ if for all $p \in F$ and all $n \in \mathbb{N}$, we have that

$$d(x_{n+1}, p) \leq d(x_n, p).$$  

It is obvious that if $(x_n)$ is Fejér monotone with respect to $F$, then $(d(x_n, p))$ converges for every $p \in F$ and, furthermore, $(x_n)$ is bounded.

Finally, we recall the following well-known result (see, for example, [7, Proposition 3.3.(iii)]), which turns out to be very useful in obtaining $\Delta$-convergence results.

Proposition 2.8. Let $X$ be a complete CAT(0) space and $(x_n)$ be Fejér monotone with respect to $F$. Assume that the asymptotic center of every subsequence of $(x_n)$ is in $F$. Then $(x_n)$ $\Delta$-converges to some $x \in F$.

3 An abstract Proximal Point Algorithm

We now begin the process of modularizing the proof(s) that guarantee the weak convergence of common instances of the proximal point algorithm. Theorem 3.5 is the first stage in this sense and provides some highly general conditions under which the iteration constructed by applying countably many mappings converges weakly. In proving it, we shall also show some fundamental properties of that iterative sequence, such as Fejér monotonicity and a form of asymptotic regularity.
In the following, $X$ is a complete CAT(0) space and $(T_n)_{n \in \mathbb{N}}$ is a family of self-mappings of $X$ satisfying property $(P_2)$ and having common fixed points. Set

$$F := \bigcap_{n \in \mathbb{N}} \text{Fix}(T_n) \neq \emptyset.$$ 

For $x \in X$, we define the following iteration starting with $x$:

$$x_0 := x, \quad x_{n+1} := T_n x_n \text{ for all } n \in \mathbb{N}. \quad (8)$$

Let $(\gamma_n)$ be a sequence of positive real numbers such that $\sum_{n=0}^{\infty} \gamma_n^2 = \infty$.

The following conditions will also be considered in the sequel:

(C1) for all $m, n \in \mathbb{N}$ and $w \in X$, $d(T_n w, T_m w) \leq \frac{|\gamma_n - \gamma_m|}{\gamma_n} d(w, T_n w)$;

(C2) the sequence $\left(\frac{d(x_n, x_{n+1})}{\gamma_n}\right)_{n \in \mathbb{N}}$ is nonincreasing.

We include below a series of preliminary results.

**Lemma 3.1.** Suppose that (C1) holds. Then $\text{Fix}(T_n) = F$ for every $n \in \mathbb{N}$.

**Proof.** It follows immediately.

**Lemma 3.2.** For all $p \in F$ and all $n \in \mathbb{N}$, we have that

$$d^2(x_{n+1}, p) \leq d^2(x_n, p) - d^2(x_n, x_{n+1}).$$

In particular, $(x_n)$ is Fejér monotone with respect to $F$.

**Proof.** Let $p \in F$ and $n \in \mathbb{N}$. Since $T_n$ satisfies property $(P_2)$ and $p \in \text{Fix}(T_n)$, we have that

$$2d^2(T_n x_n, p) \leq d^2(T_n x_n, p) + d^2(T_n x_n, p) - d^2(x_n, T_n x_n).$$

It follows that $d^2(T_n x_n, p) \leq d^2(x_n, p) - d^2(x_n, T_n x_n)$, hence the conclusion.

**Lemma 3.3.** Assume that (C2) is satisfied. Then

$$\lim_{n \to \infty} d(x_n, x_{n+1}) = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{d(x_n, x_{n+1})}{\gamma_n} = 0.$$

**Proof.** Since $F \neq \emptyset$, there exists $p \in F$. Let $b > 0$ be such that $d(x, p) \leq b$. For every $n \in \mathbb{N}$, we have, by Lemma 3.2, that

$$\sum_{k=0}^{n} d^2(x_k, x_{k+1}) \leq \sum_{k=0}^{n} (d^2(x_k, p) - d^2(x_{k+1}, p)) = d^2(x, p) - d^2(x_{n+1}, p) \leq b^2.$$ 

It follows that the series $\sum_{n=0}^{\infty} d^2(x_n, x_{n+1})$ converges, so $\lim_{n \to \infty} d(x_n, x_{n+1}) = 0$.

We prove now that $\lim_{n \to \infty} \frac{d(x_n, x_{n+1})}{\gamma_n} = 0$. Let $\varepsilon > 0$. Since $\sum_{n=0}^{\infty} \gamma_n^2 = \infty$, there exists $N \in \mathbb{N}$ such that $\sum_{k=0}^{N} \gamma_k^2 \geq b^2/\varepsilon^2$. If for all $k \in \{0, \ldots, N\}$ one has that $\frac{d(x_k, x_{k+1})}{\gamma_k} > \varepsilon$, we get that

$$\sum_{k=0}^{N} d^2(x_k, x_{k+1}) > \sum_{k=0}^{N} \gamma_k^2 \varepsilon^2 \geq b^2,$$

a contradiction. Hence, there exists $M \in \{0, \ldots, N\}$ such that $\frac{d(x_M, x_{M+1})}{\gamma_M} \leq \varepsilon$. Since, by (C2), the sequence $\left(\frac{d(x_n, x_{n+1})}{\gamma_n}\right)$ is nonincreasing, we get that $\frac{d(x_{n+1})}{\gamma_n} \leq \varepsilon$ for all $n \geq M$. 

\[\square\]
Proposition 3.4. Assume that (C1) and (C2) are satisfied. Then for all \( m \in \mathbb{N} \),

\[
\lim_{n \to \infty} d(x_n, T_n x_n) = 0.
\]

Proof. Let \( m \in \mathbb{N} \). We get that for all \( n \in \mathbb{N} \),

\[
d(x_n, T_m x_n) \leq d(x_n, x_{n+1}) + d(x_{n+1}, T_m x_n) = d(x_n, x_{n+1}) + d(T_n x_n, T_m x_n)
\]

\[
\leq d(x_n, x_{n+1}) + \frac{|\gamma_n - \gamma_m|}{\gamma_n} d(x_n, T_n x_n) \quad \text{by (C1)}
\]

\[
\leq 2d(x_n, x_{n+1}) + \gamma_m \cdot \frac{d(x_n, x_{n+1})}{\gamma_n}.
\]

Our conclusion follows by applying Lemma 3.3. \(\blacksquare\)

We can prove now the main result of this section.

Theorem 3.5 (Abstract Proximal Point Algorithm). Let \( X \) be a complete CAT(0) space and \( (T_n) \) be a family of self-mappings of \( X \) satisfying property (P2) and having common fixed points. Set \( F := \bigcap_{n \in \mathbb{N}} \text{Fix}(T_n) \neq \emptyset \). For \( x \in X \), let \( (x_n) \) be defined by (8). Let \( (\gamma_n) \) be a sequence of positive real numbers such that \( \sum_{n=0}^{\infty} \gamma_n^2 = \infty \). Assume that (C1) and (C2) hold.

Then \( (x_n) \) \(\Delta\)-converges to a point in \( F \).

Proof. Note first that by Lemma 3.2, \( (x_n) \) is Fejér monotone with respect to \( F \), hence bounded. Let \( (u_n) \) be an arbitrary subsequence of \( (x_n) \). By Proposition 2.5, \( (u_n) \) has a unique asymptotic center \( u \). We shall prove that \( u \in F \), so let \( m \in \mathbb{N} \) be arbitrary. Note that

\[
d(T_m u, u_n) \leq d(T_m u, T_m u_n) + d(u_n, T_m u_n) \leq d(u, u_n) + d(u_n, T_m u_n).
\]

Applying Lemma 2.4 with \( \alpha_n = 1, \beta_n = d(u_n, T_m u_n), \ p = N = 0 \) and using the fact that \( \lim_{n \to \infty} d(u_n, T_m u_n) = 0 \) (by Proposition 3.4), we get that \( T_m u = u \).

Finally, Proposition 2.8 yields that \( (x_n) \) \(\Delta\)-converges to a point in \( F \). \(\blacksquare\)

3.1 Jointly firmly nonexpansive families of mappings

We shall now proceed to the second stage of our abstraction – that is, giving a natural condition for a family \( (T_n) \) and a sequence \( (\gamma_n) \) of positive numbers such that the previous general conditions are satisfied. This can be regarded as an extension of the project initiated in [1] with the definition and the asymptotic behaviour of a firmly nonexpansive mapping to the case of a countable family of mappings. Recall that the notion of a firmly nonexpansive mapping in a Hilbert space has two analogues when considered within the more general setting of CAT(0) spaces. In the same spirit, we shall present here two definitions that apply to families of mappings which coincide when restricted to Hilbert spaces.

In the sequel, \( X \) is a CAT(0) space, \( T_n : X \to X \) for every \( n \in \mathbb{N} \) and \( (\gamma_n) \) is a sequence of positive real numbers.

Definition 3.6. The family \( (T_n) \) is said to be jointly firmly nonexpansive with respect to \( (\gamma_n) \) if for all \( n, m \in \mathbb{N}, x, y \in X \) and all \( \alpha, \beta \in [0, 1] \) such that \( (1 - \alpha)\gamma_n = (1 - \beta)\gamma_m \),

\[
d(T_n x, T_m y) \leq d((1 - \alpha)x + \alpha T_n x, (1 - \beta)y + \beta T_m y).
\]

(9)

Definition 3.7. We say that the family \( (T_n) \) is jointly (P2) with respect to \( (\gamma_n) \) if for all \( n, m \in \mathbb{N} \) and all \( x, y \in X \),

\[
\frac{1}{\gamma_m} (d^2(T_n x, T_m y) + d^2(y, T_m y) - d^2(y, T_n x)) \leq \frac{1}{\gamma_n} (d^2(x, T_m y) - d^2(x, T_n x) - d^2(T_n x, T_m y)).
\]

(10)

Lemma 3.8. If \( (T_n) \) is jointly firmly nonexpansive (resp. jointly (P2)) with respect to \( (\gamma_n) \), then each \( T_n \) is firmly nonexpansive (resp. satisfies property (P2)).
Proof. Apply (9) (resp. (10)) for \( m = n \). In the first case, remark that given \( t \in [0, 1] \), we take \( \alpha = \beta = t \).

**Proposition 3.9.** If \((T_n)\) is jointly firmly nonexpansive with respect to \((\gamma_n)\), then \((T_n)\) is jointly \((P_2)\) with respect to \((\gamma_n)\).

**Proof.** Let \( m, n \in \mathbb{N} \) and \( x, y \in X \). We choose arbitrarily \( \alpha \in (1 - \min \{\gamma_m/\gamma_n, 1\}, 1) \) and set

\[
\beta := 1 - (1 - \alpha)\frac{\gamma_n}{\gamma_m}.
\]

Then \( \beta \in (0, 1) \) and \( (1 - \alpha)\gamma_n = (1 - \beta)\gamma_m \). Hence, applying the fact that \((T_n)\) is jointly firmly nonexpansive and the inequality (1) twice, we get that

\[
d^2(T_n x, T_m y) \leq d^2((1 - \alpha)x + \alpha T_n x, (1 - \beta)y + \beta T_m y)
\]

\[
\leq (1 - \alpha)d^2(x, (1 - \beta)y + \beta T_m y) + \alpha d^2(T_n x, (1 - \beta)y + \beta T_m y) - (1 - \alpha)d^2(x, T_n x)
\]

\[
\leq (1 - \alpha)(1 - \beta)d^2(x, y) + (1 - \alpha)(1 - \alpha)\beta d^2(x, T_n x) - (1 - \alpha)\beta (1 - \beta)d^2(y, T_m y) + \alpha(1 - \beta)d^2(T_n x, y) + \alpha\beta d^2(T_n x, T_m y) - \alpha(1 - \alpha)d^2(x, T_n x)
\]

\[
= (1 - \alpha)(1 - \beta)d^2(x, y) + (1 - \alpha)\beta d^2(x, T_m y) - \alpha(1 - \alpha)d^2(x, T_n x) - \beta(1 - \beta)d^2(y, T_m y),
\]

so

\[
(1 - \alpha)\beta d^2(T_n x, T_m y) \leq (1 - \alpha)(1 - \beta)d^2(x, y) + (1 - \alpha)\beta d^2(x, T_m y) - \alpha(1 - \alpha)d^2(x, T_n x) - \beta(1 - \beta)d^2(y, T_m y).
\]

Dividing now the above inequality by \( 1 - \alpha > 0 \), we obtain that

\[
\frac{1 - \alpha \beta}{1 - \alpha} d^2(T_n x, T_m y) \leq (1 - \beta)d^2(x, y) + \frac{(1 - \beta)\alpha}{1 - \alpha} d^2(T_n x, y) + \beta d^2(x, T_m y) - \alpha d^2(x, T_n x) - \frac{\beta(1 - \beta)}{1 - \alpha} d^2(y, T_m y).
\]

By easy computations, one can see that

\[
\frac{1 - \alpha \beta}{1 - \alpha} = 1 + \frac{\gamma_n}{\gamma_m}, \quad \frac{(1 - \beta)\alpha}{1 - \alpha} = \frac{\gamma_n}{\gamma_m} \quad \text{and} \quad \frac{\beta(1 - \beta)}{1 - \alpha} = \left(1 - \frac{\gamma_n}{\gamma_m}\right) \frac{\gamma_n}{\gamma_m}.
\]

Therefore, we have that

\[
\left(1 + \frac{\gamma_n}{\gamma_m}\right) d^2(T_n x, T_m y) \leq (1 - \alpha)\frac{\gamma_n}{\gamma_m} d^2(x, y) + \frac{\gamma_n}{\gamma_m} d^2(T_n x, y) + \frac{\gamma_n}{\gamma_m} d^2(T_n x, T_m y) - \alpha d^2(x, T_n x) - \frac{\gamma_n}{\gamma_m} d^2(y, T_m y).
\]

Letting \( \alpha \to 1 \), we get that

\[
\left(1 + \frac{\gamma_n}{\gamma_m}\right) d^2(T_n x, T_m y) \leq \frac{\gamma_n}{\gamma_m} d^2(T_n x, y) + d^2(T_n x, T_m y) - d^2(x, T_n x) - \frac{\gamma_n}{\gamma_m} d^2(y, T_m y),
\]

so

\[
\frac{\gamma_n}{\gamma_m} (d^2(T_n x, T_m y) + d^2(y, T_m y) - d^2(T_n x, y)) \leq d^2(T_n x, T_m y) - d^2(x, T_n x) - d^2(T_n x, T_m y).
\]

Divide by \( \gamma_n \) to obtain (10), our required inequality. \( \square \)
Using the quasi-linearization function defined by (3), the joint \((P_2)\) condition can equivalently be expressed as:

\[
\frac{1}{\gamma_m} \langle T_n x T_n \overrightarrow{y}, y T_n \overrightarrow{y} \rangle \leq \frac{1}{\gamma_n} \langle T_n x T_n \overrightarrow{y}, x T_n \overrightarrow{x} \rangle,
\]

for all \(n, m \in \mathbb{N}\).

**Proposition 3.10.** Suppose that \((T_n)\) is jointly \((P_2)\) with respect to \((\gamma_n)\). Then for all \(m, n \in \mathbb{N}\) and all \(w \in X\),

\[
d(T_n w, T_m w) \leq \frac{\gamma_n - \gamma_m}{\gamma_n} d(w, T_n w).
\]

**Proof.** Let \(m, n \in \mathbb{N}\). We shall denote, for simplicity, \(T := T_n, U := T_m, \lambda := \gamma_n, \mu := \gamma_m\).

We want to show that for all \(w \in X\),

\[
d(Tw, Uw) \leq \frac{\lambda - \mu}{\lambda} d(w, Tw).
\]

If \(Tw = Uw\), the statement is trivially true. Let \(w \in X\) be such that \(Tw \neq Uw\).

**Claim:** \((\lambda + \mu)d^2(Tw, Uw) \leq (\lambda - \mu)(d^2(w, Tw) - d^2(w, Uw))\).

**Proof of claim:** We have that

\[
\frac{1}{\mu} \langle TwUw, Uww \rangle \leq \frac{1}{\lambda} \langle TwUw, wTw \rangle,
\]

and, by multiplying with \((-\lambda)\), we get that

\[
\langle TwUw, Tww \rangle \leq \frac{\lambda}{\mu} \langle TwUw, Uww \rangle.
\]

A simple expansion of \(\langle \cdot, \cdot \rangle\) shows that

\[
d^2(Tw, Uw) = d^2(w, Uw) - d^2(w, Tw) + 2 \langle TwUw, Tww \rangle.
\]

By exchanging the roles of \(T\) and \(U\) in the above equation, we obtain that

\[
d^2(Uw, Tw) = d^2(w, Tw) - d^2(w, Uw) + 2 \langle UwTw, Uww \rangle.
\]

Applying (12) and (13) and multiplying (14) by \(\frac{\lambda}{\mu}\), we get that

\[
\frac{\lambda}{\mu} d^2(Uw, Tw) = \frac{\lambda}{\mu} d^2(w, Tw) - \frac{\lambda}{\mu} d^2(w, Uw) + \frac{2\lambda}{\mu} \langle UwTw, Uww \rangle.
\]

As a consequence, it follows that

\[
\left(1 + \frac{\lambda}{\mu}\right) d^2(Tw, Uw) \leq \left(\frac{\lambda}{\mu} - 1\right) (d^2(w, Tw) - d^2(w, Uw)).
\]

Multiply by \(\mu\) to get the claim. \(\blacksquare\)

We distinguish now two cases, according to the sign of \(\lambda - \mu\).

When \(\lambda - \mu\) is negative, we obtain, using the claim, that

\[
(\lambda + \mu)d^2(Tw, Uw) \leq (\lambda - \mu)(d^2(w, Tw) - d^2(w, Uw))
\]

\[
= (\mu - \lambda)(d^2(w, Tw) - d^2(w, Uw))
\]

\[
\leq (\mu - \lambda)((d(w, Tw) + d(Tw, Uw))^2 - d^2(w, Tw))
\]

\[
= (\mu - \lambda)d(Tw, Uw)(d(Tw, Uw) + 2d(w, Tw)).
\]
Dividing by \( d(Tw, Uw) \neq 0 \), we have that
\[
(\lambda + \mu)d(Tw, Uw) \leq 2(\mu - \lambda)d(w, Tw) + (\mu - \lambda)d(Tw, Uw),
\]
so
\[
2\lambda d(Tw, Uw) \leq 2(\mu - \lambda)d(w, Tw).
\]
Thus,
\[
d(Tw, Uw) \leq \frac{\mu - \lambda}{\lambda}d(w, Tw) = \frac{|\lambda - \mu|}{\lambda}d(w, Tw),
\]
as required.

Now, when \( \lambda - \mu \) is positive, we proceed as follows. By the reverse triangle inequality for metric spaces, we have that
\[
d^2(w, Uw) \geq |d(Tw, Uw) - d(w, Tw)|^2 = d^2(Tw, Uw) - 2d(w, Tw)d(Tw, Uw) + d^2(w, Tw).
\]
Applying the claim, we obtain that
\[
(\lambda + \mu)d^2(Tw, Uw) \leq (\lambda - \mu)(d^2(w, Tw) - d^2(w, Uw))
\]
\[
\leq (\lambda - \mu)(2d(w, Tw)d(Tw, Uw) - d^2(Tw, Uw))
\]
\[
= (\lambda - \mu)d(Tw, Uw)(2d(w, Tw) - d(Tw, Uw)).
\]
As above, one gets that
\[
d(Tw, Uw) \leq \frac{\lambda - \mu}{\lambda}d(w, Tw) = \frac{|\lambda - \mu|}{\lambda}d(w, Tw).
\]

**Corollary 3.11.** Suppose that \( (T_n) \) is jointly \( (P_2) \) with respect to \( (\gamma_n) \). Then any two mappings of the family have the same set of fixed points.

*Proof.* It follows from Proposition 3.10 and Lemma 3.1. \( \square \)

**Proposition 3.12.** Assume that \( (T_n) \) is jointly \( (P_2) \) with respect to \( (\gamma_n) \). Let \( x \in X \) and \( (x_n) \) be given by (8). Then the sequence \( \left( \frac{d(x_n, x_{n+1})}{\gamma_n} \right) \) is nonincreasing.

*Proof.* Let \( n \in \mathbb{N} \). By (11),
\[
\frac{1}{\gamma_{n+1}}\langle T_n x_n T_{n+1} x_{n+1}, x_{n+1} T_{n+1} x_{n+2} \rangle \leq \frac{1}{\gamma_n} \langle T_n x_n T_{n+1} x_{n+1}, T_n x_{n+2} \rangle,
\]
that is
\[
\frac{1}{\gamma_{n+1}}\langle x_{n+1} x_{n+2}, x_{n+1} x_{n+2} \rangle \leq \frac{1}{\gamma_n}\langle x_{n+1} x_{n+2}, x_{n+1} x_{n+2} \rangle.
\]
Thus,
\[
0 \leq \frac{1}{\gamma_n} \langle x_{n+1} x_{n+2}, x_{n+1} x_{n+1} \rangle - \frac{d^2(x_{n+1}, x_{n+2})}{\gamma_{n+1}}
\]
\[
= \gamma_{n+1} \left( \frac{1}{\gamma_n} \langle x_{n+1} x_{n+2}, x_{n+1} x_{n+1} \rangle - \frac{d^2(x_{n+1}, x_{n+2})}{\gamma_{n+1}} \right)
\]
\[
\leq \gamma_{n+1} \left( \frac{d(x_n, x_{n+1})}{\gamma_n} + \frac{d(x_{n+1}, x_{n+2})}{\gamma_{n+1}} - \frac{d^2(x_{n+1}, x_{n+2})}{\gamma_{n+1}} \right) \text{ by (5)}
\]
\[
= \gamma_{n+1} \frac{d(x_{n+1}, x_{n+2})}{\gamma_{n+1}} \left( \frac{d(x_n, x_{n+1})}{\gamma_n} - \frac{d(x_{n+1}, x_{n+2})}{\gamma_{n+1}} \right).
\]
It follows that \( \frac{d(x_{n+1}, x_{n+2})}{\gamma_{n+1}} \leq \frac{d(x_n, x_{n+1})}{\gamma_n} \). \( \square \)
We give now another abstract version of the Proximal Point Algorithm.

**Theorem 3.13.** Let \( X \) be a complete CAT(0) space, \( T_n : X \to X \) for every \( n \in \mathbb{N} \) and \( (\gamma_n) \) be a sequence of positive real numbers satisfying \( \sum_{n=0}^{\infty} \gamma_n^2 = \infty \). Assume that the family \( (T_n) \) is jointly \((P_2)\) with respect to \( (\gamma_n) \) (in particular, \( (T_n) \) may be jointly firmly nonexpansive) and that \( F := \bigcap_{n \in \mathbb{N}} \text{Fix}(T_n) \neq \emptyset \). Let \( x \in X \) and \((x_n)\) be given by (8).

Then \((x_n)\) \(\Delta\)-converges to a point in \(F\).

**Proof.** By Lemma 3.8, each \(T_n\) satisfies property \((P_2)\). We can now apply Theorem 3.5, as conditions \((C1)\) and \((C2)\) follow from Propositions 3.10 and 3.12, respectively. \(\Box\)

### 3.1.1 The case of Hilbert spaces

Assume now that \(H\) is a Hilbert space with inner product \(\langle \cdot, \cdot \rangle\). We show next that joint firm nonexpansivity coincides with the joint \((P_2)\) condition.

**Proposition 3.14.** Let \( (T_n) \) be a family of self-mappings of \(H\) and \( (\gamma_n) \) be a sequence of positive real numbers. Then \( (T_n) \) is jointly \((P_2)\) with respect to \( (\gamma_n) \) if and only if \( (T_n) \) is jointly firmly nonexpansive with respect to \( (\gamma_n) \).

**Proof.** “\(\Rightarrow\)” By Proposition 3.9.

“\(\Leftarrow\)” Let \( m, n \in \mathbb{N}, x, y \in H \) and \( \alpha, \beta \in [0,1] \) be such that \((1 - \alpha)\gamma_n = (1 - \beta)\gamma_m =: \delta \). A simple computation yields the following two identities

\[
(1 - \alpha)x + \alpha T_n x = T_n x + \frac{\delta}{\gamma_n} (x - T_n x) \quad \text{and} \quad (1 - \beta)y + \beta T_m y = T_m y + \frac{\delta}{\gamma_m} (y - T_m y)
\]

It follows that

\[
\|(1 - \alpha)x + \alpha T_n x) - ((1 - \beta)y + \beta T_m y)\|^2 = \left\| (T_n x - T_m y) + \left( \frac{\delta}{\gamma_n} (x - T_n x) - \frac{\delta}{\gamma_m} (y - T_m y) \right) \right\|^2
= \|T_n x - T_m y\|^2 + \delta^2 \left\| \frac{1}{\gamma_n} (x - T_n x) - \frac{1}{\gamma_m} (y - T_m y) \right\|^2
+ 2\delta \left( \langle T_n x - T_m y, \frac{1}{\gamma_n} (x - T_n x) - \frac{1}{\gamma_m} (y - T_m y) \rangle \right).
\]

In order to show that the right-hand side is greater than or equal to \(\|T_n x - T_m y\|^2\), which is what we are aiming to prove here, it is sufficient to show that

\[
D := \left\langle T_n x - T_m y, \frac{1}{\gamma_n} (x - T_n x) - \frac{1}{\gamma_m} (y - T_m y) \right\rangle \geq 0.
\]

Remark that

\[
D = \frac{1}{\gamma_n} \langle T_n x - T_m y, x - T_n x \rangle - \frac{1}{\gamma_m} \langle T_n x - T_m y, y - T_m y \rangle
= \frac{1}{\gamma_n} \langle T_n x T_m \rightarrow y, T_n x \rangle - \frac{1}{\gamma_m} \langle T_n x T_m \rightarrow y T_m y \rangle \quad \text{by (4)}
\geq 0 \quad \text{by (11)}.
\]

Thus, \( (T_n) \) is jointly firmly nonexpansive with respect to \( (\gamma_n) \). \(\Box\)

Since \(\Delta\)-convergence coincides with weak convergence in Hilbert spaces, we get, as an immediate consequence of Theorem 3.13, the following abstract version of the Proximal Point Algorithm.

**Theorem 3.15.** Let \(H\) be a Hilbert space, \( T_n : H \to H \) for every \( n \in \mathbb{N} \) and \( (\gamma_n) \) be a sequence of positive real numbers satisfying \( \sum_{n=0}^{\infty} \gamma_n^2 = \infty \). Assume that the family \( (T_n) \) is jointly firmly nonexpansive with respect to \( (\gamma_n) \) and that \( F := \bigcap_{n \in \mathbb{N}} \text{Fix}(T_n) \neq \emptyset \). Let \( x \in H \) and \((x_n)\) be given by (8).

Then \((x_n)\) converges weakly to a point in \(F\).
We are now in a position to prove that specific instances of the proximal point algorithm satisfy the stronger requirement that their associated families of resolvents are jointly firmly nonexpansive, thus justifying our choice of definitions. Three concrete problems – minimizing convex functions, finding fixed points of nonexpansive mappings and finding zeros of maximally monotone operators – are used to illustrate this fact. We may then apply Theorems 3.13 and 3.15 in order to obtain classical weak convergence results for these iterations.

3.2 Minimizers of convex proper lsc functions

In the sequel, $X$ is a complete CAT(0) space and $f : X \to (-\infty, \infty]$ is a convex, proper, lower semicontinuous (lsc) function. A point $x \in X$ is said to be a minimizer of $f$ if $f(x) = \inf_{y \in X} f(y)$. The set of minimizers of $f$ is denoted by $\text{Argmin}(f)$.

For any $\gamma > 0$, let us denote, following [3],

$$J_{\gamma} : X \to X, \quad J_{\gamma}(x) := \arg\min_{y \in X} \left[f(y) + \frac{1}{2\gamma} d^2(x, y)\right].$$

The mapping $J_{\gamma}$, defined in the context of CAT(0) spaces by Jost [25], is called the (Moreau-Yosida) resolvent or the proximal mapping of $f$ of order $\gamma$.

We recall in the following proposition some well-known properties proven in [25].

**Proposition 3.16.** Let $\gamma > 0$. Then

(i) $\text{Fix}(J_{\gamma}) = \text{Argmin}(f)$.

(ii) $J_{\gamma}$ is nonexpansive.

(iii) For all $x \in X$ and all $t \in [0, 1]$, the following holds:

$$J_{(1-t)\gamma}((1-t)x + tJ_{\gamma}(x)) = J_{\gamma}(x).$$

**Proposition 3.17.** Let $(\gamma_n)$ be a sequence of positive real numbers. Then the family $(J_{\gamma_n})$ is jointly firmly nonexpansive with respect to $(\gamma_n)$.

**Proof.** Let $m, n \in \mathbb{N}$, $x, y \in X$ and $\alpha, \beta \in [0, 1]$ be such that $(1-\alpha)\gamma_n = (1-\beta)\gamma_m =: \delta$. Applying Proposition 3.16, we get that

$$d(J_{\gamma_n}x, J_{\gamma_m}y) = d(J_{(1-\alpha)\gamma_n}((1-\alpha)x + \alpha J_{\gamma_n}x), J_{(1-\beta)\gamma_m}((1-\beta)y + \beta J_{\gamma_m}y))$$

$$= d(J_{\delta}((1-\alpha)x + \alpha J_{\gamma_n}x), J_{\delta}((1-\beta)y + \beta J_{\gamma_m}y))$$

$$\leq d((1-\alpha)x + \alpha J_{\gamma_n}x, (1-\beta)y + \beta J_{\gamma_m}y).$$

\[\square\]

As a consequence of Theorem 3.13, we get the following $\Delta$-convergence result.

**Theorem 3.18.** Assume that $\text{Argmin}(f) \neq \emptyset$ and let $(\gamma_n)$ be a sequence of positive real numbers such that $\sum_{n=0}^{\infty} \gamma_n^2 = \infty$. For any $x \in X$, define the sequence $(x_n)$, starting with $x$, by

$$x_0 := x, \quad x_{n+1} := J_{\gamma_n}x_n$$

for all $n \in \mathbb{N}$. (15)

Then $(x_n)$ $\Delta$-converges to a minimizer of $f$.

**Proof.** For all $n \in \mathbb{N}$, put $T_n := J_{\gamma_n}$. By Proposition 3.16(i), $\text{Fix}(T_n) = \text{Argmin}(f)$ for all $n \in \mathbb{N}$. Furthermore, by Proposition 3.17, the family $(T_n)$ is jointly firmly nonexpansive with respect to $(\gamma_n)$. Hence, we may apply Theorem 3.13 to derive our conclusion. \[\square\]

The above theorem is a slightly weaker variant (with a completely different proof) of a result due to Bačák [3, Theorem 1.4], since one uses here the stronger assumption $\sum_{n=0}^{\infty} \gamma_n^2 = \infty$ instead of $\sum_{n=0}^{\infty} \gamma_n = \infty$. We point out that an analysis of Bačák’s original statement from the point of view of proof mining was previously carried out in [41, 42].
3.3 Fixed points of nonexpansive mappings

We proceed now to give another application. Let $X$ be a complete CAT(0) space and $T : X \to X$ be a nonexpansive mapping.

For $x \in X$ and $\gamma > 0$ we define

$$G_{T,x,\gamma} : X \to X, \quad G_{T,x,\gamma}(y) := \frac{1}{1 + \gamma} x + \frac{\gamma}{1 + \gamma} Ty.$$ 

It is easy to see that this mapping is Lipschitz with constant $\frac{\gamma}{1 + \gamma} \in (0, 1)$. Therefore it admits a unique fixed point, which we shall denote by $R_{T,\gamma}x$. We have thus defined a mapping $R_{T,\gamma} : X \to X$, called the resolvent of order $\gamma$ of $T$, which satisfies, for any $x \in X$,

$$R_{T,\gamma}x = \frac{1}{1 + \gamma} x + \frac{\gamma}{1 + \gamma} TR_{T,\gamma}x. \quad (16)$$

We immediately obtain that $\text{Fix}(R_{T,\gamma}) = \text{Fix}(T)$ for all $\gamma > 0$.

**Proposition 3.19.** Let $(\gamma_n)$ be a sequence of positive real numbers. Then the family $(R_{T,\gamma_n})$ is jointly firmly nonexpansive with respect to $(\gamma_n)$.

**Proof.** Let $m, n \in \mathbb{N}$, $x, y \in X$ and $\alpha, \beta \in [0, 1]$ be such that $(1 - \alpha)\gamma_n = (1 - \beta)\gamma_m =: \delta$. Denote

$$u := (1 - \alpha)x + \alpha R_{T,\gamma_n}x, \quad v := (1 - \beta)y + \beta R_{T,\gamma_m}y.$$ 

Then we have to show that

$$d(R_{T,\gamma_n}x, R_{T,\gamma_m}y) \leq d(u, v). \quad (17)$$

Using (16) and the definition of $u$, we may apply [1, Lemma 2.4.(iii)] to obtain that

$$R_{T,\gamma_n}x = (1 - \nu)u + \nu TR_{T,\gamma_n}x,$$

where

$$\nu := \frac{(1 - \alpha)\gamma_n}{1 + \gamma_n} = \frac{\delta}{1 + \delta}.$$ 

We remark that $\nu \neq 1$. Also note that, while the statement of [1, Lemma 2.4.(iii)] requires the four points to be pairwise distinct, its conclusion is trivial to show in the case of some of them are equal. We show similarly that

$$R_{T,\gamma_m}y = (1 - \nu)v + \nu TR_{T,\gamma_m}y.$$ 

Applying (2) and the nonexpansivity of $T$, we get that

$$d(R_{T,\gamma_n}x, R_{T,\gamma_m}y) = d((1 - \nu)u + \nu TR_{T,\gamma_n}x, (1 - \nu)v + \nu TR_{T,\gamma_m}y)$$

$$\leq (1 - \nu)d(u, v) + \nu d(TM_{T,\gamma_n}x, TR_{T,\gamma_m}y)$$

$$\leq (1 - \nu)d(u, v) + \nu d(R_{T,\gamma_n}x, R_{T,\gamma_m}y).$$

It follows immediately that (17) holds.

As an immediate application of Theorem 3.13, we get

**Theorem 3.20.** Assume that $\text{Fix}(T) \neq \emptyset$ and let $(\gamma_n)$ be a sequence of positive real numbers such that $\sum_{n=0}^{\infty} \gamma_n^2 = \infty$. For any $x \in X$, define the sequence $(x_n)$ by

$$x_0 := x, \quad x_{n+1} := R_{T,\gamma_n}x_n \text{ for all } n \in \mathbb{N}.$$ 

Then $(x_n)$ $\Delta$-converges to a fixed point of $T$.

We have therefore obtained a new proof of [6, Proposition 1.5].
3.4 Zeros of maximally monotone operators

In the following, $H$ is a Hilbert space with inner product $(\cdot, \cdot)$ and $A : H \to 2^H$ is a maximally monotone operator. We denote by $\text{zer}(A)$ the set of zeros of $A$. Given $\gamma > 0$, the resolvent $J_{\gamma A}$ of order $\gamma$ of $A$ is defined by

$$J_{\gamma A} = (id_H + \gamma A)^{-1}.$$ 

It is well-known (see, e.g., [9]) that, for every $\gamma > 0$, $J_{\gamma A} : H \to H$ is a single-valued firmly nonexpansive mapping satisfying $\text{Fix}(J_{\gamma A}) = \text{zer}(A)$.

**Proposition 3.21.** Let $(\gamma_n)$ be a sequence of positive real numbers. Then the family $(J_{\gamma_n A})$ is jointly firmly nonexpansive with respect to $(\gamma_n)$.

**Proof.** By Proposition 3.14, we can prove, equivalently, that the family $(J_{\gamma_n A})$ is jointly $(P_2)$ with respect to $(\gamma_n)$. Let $n, m \in \mathbb{N}$ and $x, y \in H$. It is easy to see that

$$\frac{1}{\gamma_n} (x - J_{\gamma_n A} x) \in A(J_{\gamma_n A} x) \quad \text{and} \quad \frac{1}{\gamma_m} (y - J_{\gamma_m A} y) \in A(J_{\gamma_m A} y).$$

By the monotonicity of $A$ we obtain that

$$\left( J_{\gamma_n A} x - J_{\gamma_m A} y, \frac{1}{\gamma_n} (x - J_{\gamma_n A} x) - \frac{1}{\gamma_m} (y - J_{\gamma_m A} y) \right) \geq 0,$$

therefore

$$\frac{1}{\gamma_m} (J_{\gamma_n A} x - J_{\gamma_m A} y, y - J_{\gamma_m A} y) \leq \frac{1}{\gamma_n} (J_{\gamma_n A} x - J_{\gamma_m A} y, x - J_{\gamma_n A} x).$$

\[\square\]

As a consequence of Theorem 3.15 we derive the following well-known weak convergence result (see, e.g., [9, Theorem 23.41.(i)]).

**Theorem 3.22.** Assume that $\text{zer}(A) \neq \emptyset$ and let $(\gamma_n)$ be a sequence of positive real numbers such that $\sum_{n=0}^{\infty} \gamma_n^2 = \infty$. For any $x \in H$, define the sequence $(x_n)$ by

$$x_0 := x, \quad x_{n+1} := J_{\gamma_n A} x_n \quad \text{for all } n \in \mathbb{N}. \quad (18)$$

Then $(x_n)$ converges weakly to a zero of $A$.

4 Uniformly firmly nonexpansive and uniformly $(P_2)$ mappings

As mentioned in the Introduction, if one wants to obtain strong convergence for the proximal point algorithm, one usually imposes a uniformity condition on the object that is being optimized. The aim of this section is to give such a condition in the abstract setting from the previous section. For a single mapping defined on a Hilbert space, this condition was also considered in [8, Section 3.4], under the name of uniform firm nonexpansivity with a given modulus. We will now generalize this notion to CAT(0) spaces and show how it may be applied for the families of mappings that arise from two of the concrete problems just discussed.

Let $X$ be a CAT(0) space, $T : X \to X$, $C \subseteq X$ be a nonempty subset of $X$ and $\varphi : [0, \infty) \to [0, \infty)$ be an increasing function which vanishes only at 0.

**Definition 4.1.** We say that $T$ is

(i) uniformly firmly nonexpansive on $C$ with modulus $\varphi$ if $T(C) \subseteq C$ and, for all $x, y \in C$ and all $t \in [0, 1]$, the following holds:

$$d^2(Tx, Ty) \leq d^2((1-t)x + tTx, (1-t)y + tTy) - 2(1-t)\varphi(d(Tx, Ty)). \quad (19)$$
(ii) uniformly \((P_2)\) on \(C\) with modulus \(\varphi\) if \(T(C) \subseteq C\) and, for any \(x, y \in C\),
\[
2d^2(Tx, Ty) \leq d^2(x, Ty) + d^2(y, Tx) - d^2(x, Tx) - d^2(y, Ty) - 2\varphi(d(Tx, Ty)). \tag{20}
\]

Obviously, if \(T\) is uniformly firmly nonexpansive (resp. \((P_2)\)) on \(C\), then its restriction \(T|_C: C \to C\) is firmly nonexpansive (resp. \((P_2)\)). We remark also that the uniform \((P_2)\) condition may be expressed using the quasi-linearization function as follows:
\[
\langle TxTy, yTy \rangle \leq \langle Tx, xTy \rangle - \varphi(d(Tx, Ty)). \tag{21}
\]

**Proposition 4.2.** Suppose that \(T\) is uniformly firmly nonexpansive on \(C\) with modulus \(\varphi\). Then \(T\) is uniformly \((P_2)\) on \(C\) with the same modulus \(\varphi\).

**Proof.** Let \(x, y \in C\) and \(t \in (0, 1)\). As in the proof of Proposition 3.9, we apply the uniform firm nonexpansivity condition and (1) twice to get that
\[
d^2(Tx, Ty) \leq (1 - t)^2d^2(x, y) + t(1 - t)d^2(Tx, y) + (1 - t)d^2(x, Ty) + t^2d^2(Tx, Ty) - t(1 - t)d^2(x, Tx) - (1 - t)d^2(y, Ty) - 2(1 - t)\varphi(d(Tx, Ty)).
\]
Divide now by \(1 - t \neq 0\) to obtain that
\[
(1 + t)d^2(Tx, Ty) \leq (1 - t)d^2(x, y) + td^2(Tx, y) + td^2(x, Ty) - td^2(x, Tx) - td^2(y, Ty) - 2\varphi(d(Tx, Ty)),
\]
By taking \(t \to 1\) we get what is needed. \(\square\)

As in the non-uniform case, for Hilbert spaces, the two notions coincide.

**Proposition 4.3.** Assume that \(X\) is a Hilbert space and that \(T\) is uniformly \((P_2)\) on \(C\) with modulus \(\varphi\). Then \(T\) is uniformly firmly nonexpansive on \(C\) with the same modulus \(\varphi\).

**Proof.** Let \(x, y \in C\) and \(t \in [0, 1]\). By the hypothesis, (21) and (4), we immediately get that
\[
\langle TxTy, (x - Ty) - (y - Ty) \rangle \geq \varphi(||Tx - Ty||).
\]
Consequently,
\[
||((1 - t)x + tTx) - ((1 - t)y + tTy)||^2 = ||Tx - Ty||^2 + (1 - t)||x - Tx - (y - Ty)||^2
\]
\[
= ||Tx - Ty||^2 + (1 - t)^2||x - Tx - (y - Ty)||^2 + 2(1 - t)\varphi(||Tx - Ty||)
\]
\[
\geq ||Tx - Ty||^2 + 2(1 - t)\varphi(||Tx - Ty||).
\]
\(\square\)

The following properties will be useful in the proof of our main quantitative result, Theorem 5.1.

**Lemma 4.4.** Let \(T\) be uniformly \((P_2)\) on \(C\) with modulus \(\varphi\). Then
\[
\varphi(d(Tx, z)) \leq d(x, Tx)d(Tx, z),
\]
for all \(x \in C\) and all \(z \in C \cap Fix(T)\).

**Proof.** Applying (20) for \(y := z\), we get that
\[
d^2(Tx, z) \leq d^2(x, z) - d^2(x, Tx) - 2\varphi(d(Tx, z)).
\]
It follows that
\[
2\varphi(d(Tx, z)) \leq d^2(x, z) - d^2(x, Tx) - d^2(Tx, z)
\]
\[
\leq (d(x, Tx) + d(Tx, z))^2 - d^2(x, Tx) - d^2(Tx, z)
\]
\[
= 2d(x, Tx)d(Tx, z).
\]
\(\square\)
As an immediate consequence, we obtain

**Corollary 4.5.** If $T$ is uniformly $(P_2)$ on $C$ with modulus $\varphi$, the set $C \cap \text{Fix}(T)$ is at most a singleton.

**Proof.** Let $x, z \in C \cap \text{Fix}(T)$. Applying Lemma 4.4, we obtain that $\varphi(d(x, z)) = 0$. Since $\varphi$ vanishes only at 0, we must have that $x = z$. □

We shall now check that the conditions introduced above are indeed satisfied by nontrivial particular cases in the concrete instances that we have presented.

### 4.1 Uniformly convex functions

Let $X$ be a complete CAT(0) space and $f : X \to (-\infty, \infty]$ be a proper, convex, lsc function. We use the notation from Subsection 3.2.

Let $\psi : [0, \infty) \to [0, \infty)$ be an increasing function which vanishes only at 0 and $C \subseteq X$ be nonempty. Recall that $f$ is said to be uniformly convex on $C$ with modulus $\psi$ if for all $x, y \in C$ and all $t \in [0, 1]$, the following holds:

$$ f((1-t)x + ty) \leq (1-t)f(x) + tf(y) - t(1-t)\psi(d(x, y)). \quad (22) $$

**Lemma 4.6.** Assume that $f$ is uniformly convex on $C$ with modulus $\psi$. Let $\gamma > 0$ be such that $J_\gamma(C) \subseteq C$. Then:

(i) for all $u, v \in C$,

$$ d^2(J_\gamma u, v) \leq d^2(u, v) - d^2(u, J_\gamma u) - 2\gamma(f(J_\gamma u) - f(v)) - 2\gamma\psi(d(v, J_\gamma u)). \quad (23) $$

(ii) for all $x, y \in C$,

$$ d^2(J_\gamma x, J_\gamma y) \leq d^2(x, y) - 4\gamma\psi(d(J_\gamma x, J_\gamma y)). \quad (24) $$

**Proof.** (i) By the definition of $J_\gamma$, we have that for all $p \in X$,

$$ f(J_\gamma u) + \frac{1}{2\gamma} d^2(u, J_\gamma u) \leq f(p) + \frac{1}{2\gamma} d^2(u, p). $$

Let $t \in (0, 1)$ be arbitrary. Note that, by (1),

$$ d^2(u, (1-t)v + tJ_\gamma u) \leq (1-t)d^2(u, v) + td^2(u, J_\gamma u) - t(1-t)d^2(v, J_\gamma u). \quad (25) $$

Applying the first inequality (multiplied by $\gamma$) for $p := (1-t)v + tJ_\gamma u$, (25) and the uniform convexity of $f$ on $C$ (since $v, J_\gamma u \in C$), we get that

$$ \gamma f(J_\gamma u) + \frac{1}{2\gamma} d^2(u, J_\gamma u) \leq \gamma((1-t)f(v) + tf(J_\gamma u) - t(1-t)\psi(d(v, J_\gamma u))) $$
$$ + \frac{1}{2}(1-t)d^2(u, v) + td^2(u, J_\gamma u) - t(1-t)d^2(v, J_\gamma u)), $$

hence

$$ \gamma(1-t)(f(J_\gamma u) - f(v)) \leq \frac{1}{2}(1-t)(d^2(u, v) - d^2(u, J_\gamma u) - td^2(v, J_\gamma u) - 2\gamma\psi(d(v, J_\gamma u))). $$

Divide by $1 - t \neq 0$ and let $t \to 1$ to obtain that

$$ \gamma(f(J_\gamma u) - f(v)) \leq \frac{1}{2}(d^2(u, v) - d^2(u, J_\gamma u) - d^2(v, J_\gamma u) - 2\gamma\psi(d(v, J_\gamma u))), $$

hence (23).
(ii) Applying (23) with \( u := x, v := J_x y \) and then with \( u := y, v := J_y x \), we get that
\[
\begin{align*}
d^2(J_x y, J_y y) & \leq d^2(x, J_x y) - d^2(x, J_x x) - 2\gamma(f(J_x x) - f(J_x y)) - 2\gamma\psi(d(J_x x, J_y y)), \\
d^2(J_y y, J_y x) & \leq d^2(y, J_y x) - d^2(y, J_y y) - 2\gamma(f(J_y y) - f(J_y x)) - 2\gamma\psi(d(J_y y, J_y x)).
\end{align*}
\]

Summing up, we obtain
\[
2d^2(J_x y, J_y y) + d^2(x, J_y x) + d^2(y, J_y y) \leq d^2(x, J_y y) + d^2(y, J_y x) - 4\gamma\psi(d(J_y y, J_y x)).
\]

By (6), we have that
\[
\begin{align*}
d^2(x, J_y y) + d^2(y, J_y x) & \leq d^2(x, J_y x) + d^2(J_y y, J_y y) + d^2(x, J_y y) + d^2(y, J_y y),
\end{align*}
\]
from where we get our conclusion. \( \square \)

**Proposition 4.7.** Suppose that \( f \) is uniformly convex on \( C \) with modulus \( \psi \). Let \( \gamma > 0 \) be such that \( J_\gamma(C) \subseteq C \). Then \( J_\gamma \) is uniformly firmly nonexpansive on \( C \) with modulus \( 2\gamma\psi \).

**Proof.** Let \( x, y \in C \) and \( t \in [0, 1] \). Denote \( u := (1-t)x + t J_x x \) and \( v := (1-t)y + t J_y y \).

By Proposition 3.16.(iii), we have that \( J_{(1-t)\gamma}(u) = J_x x \) and \( J_{(1-t)\gamma}(v) = J_y y \). We get that
\[
\begin{align*}
d^2(J_x y, J_y y) & = d^2(J_{(1-t)\gamma}(u), J_{(1-t)\gamma}(v)) \\
& \leq d^2(u, v) - 4(1-t)\gamma\psi(d(J_{(1-t)\gamma}(u), J_{(1-t)\gamma}(v))) \text{ by (24)} \\
& = d^2(u, v) - 4(1-t)\gamma\psi(d(J_x x, J_y y)).
\end{align*}
\]
\( \square \)

### 4.2 Uniformly monotone operators

Fix now a Hilbert space \( H \) and \( C \subseteq H \) a nonempty subset. Let \( A : H \to 2^H \) be a multi-valued operator and \( \varphi : [0, \infty) \to [0, \infty) \) be an increasing function which vanishes only at 0.

Then \( A \) is said to be uniformly monotone on \( C \) with modulus \( \varphi \) (see, e.g. [9, Definition 22.1]) if for all \( x, y \in C \) and \( u, v \in H \) with \( u \in A(x) \) and \( v \in A(y) \) we have that
\[
\langle x - y, u - v \rangle \geq \varphi(\|x - y\|).
\]

**Proposition 4.8.** Assume that \( A \) is a maximally monotone operator which is uniformly monotone on \( C \) with modulus \( \varphi \). Let \( \gamma > 0 \) be such that \( J_{\gamma A}(C) \subseteq C \). Then \( J_{\gamma A} \) is uniformly firmly nonexpansive on \( C \) with modulus \( \gamma\varphi \).

**Proof.** Let \( x, y \in C \). As in the proof of Proposition 3.21, we get that
\[
\langle J_{\gamma A} x - J_{\gamma A} y, x - J_{\gamma A} x \rangle \geq \langle J_{\gamma A} x - J_{\gamma A} y, y - J_{\gamma A} y \rangle + \gamma\varphi(\|J_{\gamma A} x - J_{\gamma A} y\|).
\]
Thus, \( J_{\gamma A} \) is uniformly \( (P_2) \) on \( C \) with modulus \( \gamma\varphi \). Apply now Proposition 4.3. \( \square \)

### 5 A rate of convergence for the uniform case

We shall now show that in the presence of the uniformity constraint described in the previous section, one indeed gets strong convergence of the proximal point algorithm in its most abstract form, given by Theorem 3.5. Moreover, as announced in the Introduction, we use the tools of proof mining to derive that result from a stronger one which is highly uniform and also quantitative – i.e. also yields a rate of convergence for the sequence.
Let us recall that if \((a_n)_{n \in \mathbb{N}}\) is a convergent sequence in a metric space \((X, d)\) with \(\lim_{n \to \infty} a_n = a\), then a rate of convergence of \((a_n)\) is a function \(\Phi : \mathbb{N} \to \mathbb{N}\) such that for all \(k \in \mathbb{N}\) and all \(n \geq \Phi(k)\),
\[
d(a_n, a) \leq \frac{1}{k+1}.
\]

Another needed quantitative notion will be that of a rate of divergence for a given diverging series \(\sum_{n=0}^{\infty} b_n = \infty\), which is a function \(\theta : \mathbb{N} \to \mathbb{N}\) such that for all \(K \in \mathbb{N}\) we have that \(\sum_{n=0}^{\theta(K)} b_n \geq K\).

In this section, \(X\) is a complete CAT(0) space and \(T_n : X \to X\) for every \(n \in \mathbb{N}\). We assume that the family \((T_n)\) has common fixed points and set
\[
F := \bigcap_{n \in \mathbb{N}} \text{Fix}(T_n) \neq \emptyset.
\]
Furthermore, \(\varphi : [0, \infty) \to [0, \infty)\) is an increasing function which vanishes only at 0 and \((\gamma_n)\) is a sequence in \((0, \infty)\) such that \(\sum_{n=0}^{\infty} \gamma_n^2 = \infty\) with rate of divergence \(\theta\).

We can state now the main result of this section.

**Theorem 5.1.** Let \(b \in \mathbb{N}, p \in F\) and \(C\) be the closed ball of center \(p\) and radius \(b\). Assume that, for all \(n \in \mathbb{N}, T_n\) is uniformly \((P_2)\) on \(C\) with modulus \(\gamma_n\varphi\).

For every \(x \in C\), let \((x_n)\) be defined by
\[
x_0 := x, \quad x_{n+1} := T_n x_n \quad \text{for all } n \in \mathbb{N}.
\]
Suppose that \((C2)\) holds, that is, the sequence \(\left(\frac{d(x_n, x_{n+1})}{\gamma_n}\right)\) is nonincreasing.

Then \(C \cap F = \{p\}\) and \((x_n)\) converges strongly to \(p\) with rate of convergence \(\Psi_{b,\theta,\varphi}\), given by
\[
\Psi_{b,\theta,\varphi}(k) := \Sigma_{b,\theta} \left(\frac{2b}{\varphi\left(\frac{1}{k+1}\right)}\right) + 1, \tag{27}
\]
with \(\Sigma_{b,\theta}(k) := \theta(b^2(k+1)^2)\).

Before proving the theorem, let us give some consequences.

**Proposition 5.2.** Assume that \(H\) is a Hilbert space and \(A : H \to 2^H\) is a maximally monotone operator with \(\text{zer}(A) \neq \emptyset\). Let \(b \in \mathbb{N}, p \in \text{zer}(A)\) and \(C\) be the closed ball of center \(p\) and radius \(b\). Suppose that \(A\) is uniformly monotone on \(C\) with modulus \(\varphi\). For any \(x \in C\), let \((x_n)\) be defined by \((18)\).

Then \(p\) is the unique zero of \(A\) in \(C\) and \((x_n)\) converges strongly to \(p\) with rate of convergence \(\Psi_{b,\theta,\varphi}\), given by \((27)\).

**Proof.** We use the notation from Subsection 3.4. Since, for every \(n \in \mathbb{N}\), \(\text{Fix}(J_{\gamma_n A}) = \text{zer}(A) \neq \emptyset\) and \(J_{\gamma_n A}\) is nonexpansive, it is obvious that \(J_{\gamma_n A}(C) \subseteq C\). Thus, by Proposition 4.8, every \(J_{\gamma_n A}\) is uniformly firmly nonexpansive on \(C\) with modulus \(\gamma_n\varphi\). Furthermore, \((C2)\) is satisfied, by Propositions 3.21 and 3.12. An application of Theorem 5.1 for the family \((J_{\gamma_n A})\) yields the result. \(\Box\)

The above proposition is a quantitative uniform version of Theorem 3.22. If we forget about the quantitative features, we get immediately the following well-known result (see, e.g., [9, Theorem 23.41.(ii)]).

**Corollary 5.3.** Assume that \(H\) is a Hilbert space and \(A : H \to 2^H\) is a maximally monotone operator with \(\text{zer}(A) \neq \emptyset\). Let \((\gamma_n)\) be a sequence of positive real numbers such that \(\sum_{n=0}^{\infty} \gamma_n^2 = \infty\), \(x \in X\) and \((x_n)\) be defined by \((18)\). Suppose that \(A\) is uniformly monotone on every bounded subset of \(H\).

Then \((x_n)\) converges strongly to the unique zero of \(A\).
The following result is a quantitative uniform version of Theorem 3.18.

**Proposition 5.4.** Assume that $X$ is a complete CAT(0) space and $f : X \to (-\infty, \infty)$ is a convex, proper, lsc function that attains its minimum. Let $b \in \mathbb{N}, p \in \text{Argmin}(f)$ and $C$ be the closed ball of center $p$ and radius $b$. Suppose that $f$ is uniformly convex on $C$ with modulus $\psi$. For any $x \in C$, let $(x_n)$ be defined by (15).

Then $p$ is the unique minimizer of $f$ in $C$ and $(x_n)$ converges strongly to $p$ with rate of convergence $\Omega_{b,\theta,\psi} := \Psi_{b,\theta,2\psi}$.

**Proof.** By Proposition 3.16, $\text{Fix}(J_{\gamma_n}) = \text{Argmin}(f) \neq \emptyset$ and $J_{\gamma_n}$ is nonexpansive, hence $J_{\gamma_n}(C) \subseteq C$ for all $n$. Use now Proposition 4.7 to get that every $J_{\gamma_n}$ is uniformly firmly nonexpansive on $C$ with modulus $2\gamma_n\psi$. Since (C2) is satisfied (by Propositions 3.17 and 3.12), we can apply Theorem 5.1 for the family $(J_{\gamma_n})$ to get the result. \qed

## 5.1 Proof of Theorem 5.1

Apply the fact that $C \cap F \neq \emptyset$ and Corollary 4.5 to conclude that $C \cap F = \{p\}$. Since, by Lemma 3.2, $(x_n)$ is Fejér monotone with respect to $F$, we have that $d(x_n, p) \leq b$ for all $n \in \mathbb{N}$.

**Claim:** $\Sigma_{b,\theta}$ is a rate of convergence of the sequence $(\frac{d(x_n-x_{n+1})}{\gamma_n})$ towards 0.

**Proof of claim:** We reason as in the proof of [34, Lemma 8.3.(ii)]. Let $k \in \mathbb{N}$. By the proof of Lemma 3.3,

$$
\sum_{n=0}^{\infty} d^2(x_n, x_{n+1}) \leq b^2. \quad (28)
$$

Assume that for all $n \in \{0, \ldots, \Sigma_{b,\theta}(k)\}$ we have that $\frac{d(x_n-x_{n+1})}{\gamma_n} > \frac{1}{k+1}$. It follows that

$$
\sum_{n=0}^{\Sigma_{b,\theta}(k)} d^2(x_n, x_{n+1}) > \sum_{n=0}^{\Sigma_{b,\theta}(k)} \frac{\gamma_n^2}{(k+1)^2} = \frac{1}{(k+1)^2} \sum_{k=0}^{\infty} \gamma_n^2 \geq b^2.
$$

We get a contradiction with (28). Thus, there exists $N \leq \Sigma_{b,\theta}(k)$ such that $\frac{d(x_N-x_{N+1})}{\gamma_n} \leq \frac{1}{k+1}$. By (C2), the claim follows. \qed

Let $k \in \mathbb{N}$ and $n \geq \Psi_{b,\theta,\varphi}(k)$. Set $n' := n - 1$. Then $n' \geq \Sigma_{b,\theta}\left(\frac{2b}{\varphi(\frac{1}{k+1})}\right)$, hence, by the claim,

$$
d\left(x_{n'}, x_{n'+1}\right) \leq \frac{1}{\varphi\left(\frac{2b}{\varphi(\frac{1}{k+1})}\right)} + 1 \leq \frac{1}{\varphi\left(\frac{2b}{\varphi(\frac{1}{k+1})}\right)} = \frac{1}{2b} \cdot \varphi\left(\frac{1}{k+1}\right).
$$

Applying Lemma 4.4 for $x := x_{n'}, z := p, T := T_{n'}$ (and hence $\varphi$ becomes $\gamma_{n'} \varphi$), we get that

$$
\gamma_{n'} \varphi(d(T_{n'}x_{n'}, p)) \leq d(x_{n'}, T_{n'}x_{n'})d(T_{n'}x_{n'}, p).
$$

Since $x_{n'+1} = T_{n'}x_{n'}$, it follows that

$$
\varphi(d(x_{n'+1}, p)) \leq \frac{d(x_{n'}, x_{n'+1})}{\gamma_{n'}} \cdot d(x_{n'+1}, p) \leq \frac{1}{2b} \cdot \varphi\left(\frac{1}{k+1}\right) \cdot b = \frac{1}{2} \varphi\left(\frac{1}{k+1}\right).
$$

If $d(x_{n'+1}, p) > \frac{1}{k+1}$, then $\varphi(d(x_{n'+1}, p)) \geq \varphi\left(\frac{1}{k+1}\right) > \frac{1}{2} \varphi\left(\frac{1}{k+1}\right)$, since $\varphi$ is increasing and $\varphi\left(\frac{1}{k+1}\right) \neq 0$. We have got a contradiction. Thus, we must have

$$
d(x_{n'+1}, p) \leq \frac{1}{k+1}.
$$
which is what we wanted to show, since \( n = n' + 1 \).
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