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Abstract—With the proliferation of IoT and edge devices, we are observing a lot of consumer electronics becoming yet another IoT and edge devices. Unlike traditional smart devices, such as smart phones, consumer electronics, in general, have significant diversities with fewer number of devices per product model. With such high diversities, the proliferation of edge devices requires frequent and seamless updates of consumer electronics, which makes the manufacturers prone to regressions because the manufacturers have less resource per an instance of software release; i.e., they need to repeat releases by the number of product models times the number of updates. Continuous Integration (CI) systems can help prevent regression bugs from actively developing software packages including the frequently updated device software platforms. The proposed CI system provides a portable and modular software platform automatically inspecting potential issues of incoming changes with the enabled modules: code format and style, performance regressions, static checks on the source code, build and packaging tests, and dynamic checks with the built binary before deploying a platform image on the IoT and edge devices. Besides, our proposed approach is lightweight enough to be hosted in normal desktop computers even for dozens of developers. As a result, it can be easily applied to a lot of various source code repositories. Evaluation results demonstrate that the proposed method drastically improves plugins execution time and memory consumption, compared with methods in previous studies.

Index Terms—continuous integration, continuous test, software regression, platform build, code review

I. INTRODUCTION

Recently, the computing environment has evolved from cloud computing to edge computing. In edge computing, Internet-of-Things (IoT) devices store the collected data on the cloud computer in real time. Many existing devices are equipped with connectivity such as the internet. As a result, various IoT devices with different hardware structures have been increasing exponentially.

Such IoT devices usually operate continuously 24/7. To guarantee uninterrupted service, such devices have to be updated frequently and automatically—we cannot afford manually updating IoT devices or delaying updates for a long time—to help prevent potential security defect, performance deterioration, or behavioral issues in run time.

The complexity of software is becoming higher even for lightweight IoT devices. With such a complexity, a software update incurred by a code commit is required to be integrated to deployed system [1] in real time in order to reduce the latencies, which is critical to the security and overall system robustness: we may want every node to share the same recent versions. Therefore, the software integration [2] and deployment latency from the code commit is emerging as a key pain point for software platform deployment.

Especially, users continuously require new features of the software and there are large software packages with more than hundreds of actively participating developers in a single software package such as Caffe, and Tensorflow in case of Edge Artificial Intelligence (AI). The more software size gets bigger and complicated, the more we need to inspect the code and prevent errors from new code commits before deployment especially if we have a lot of devices deployed with diversities in their architectures and hardware configurations; more devices mean more potential failures. [3] Therefore, both the integration and deployment latencies [4] and the error prevention capabilities of CI systems [2] are critical.

The reminder of the paper is organized as follows. The build time of modern software is described in Section II. Section III addresses the design and implementation of the proposed techniques in detail. Section IV shows the evaluation results, and related work is described in Section V. Finally, Section VI concludes the paper.

II. BUILD TIME OF MODERN SOFTWARE

Software becomes sophisticated due to its growing functionality and code complexity. As a result, build and integration latency [5] are increasing as well. Figure 1 shows the time cost of building [6] a well-known deep-learning frameworks, Caffe and Tensorflow. Compile latency of Tensorflow accounts for 67% (34 minutes) of the total 51 minutes. Compile latency of Caffe accounts for 60% (6 minutes) of the total 10 minutes. Over the half of build time is consumed by compilation and incorrect source codes might cause the longer build time. Therefore providing correct code is more important to save resources.

To filter out many code commits that may incur errors and failures before actually building them in the build server, another operation must be designed to check the correctness of the given code commit [7] without actually building it. We should also check the format of the given code commit [8] if it
Fig. 1. Breakdown of build operation

complies with the given rules. It is critical to secure a software code management system technology that checks whether the built code is valid in short time.

Note that building a software package in a build system—not in a workstation of an individual developer—of a CI system cannot utilize the benefit of incremental build in general. The depending libraries and toolchains keep being updated continuously; i.e., several times a day in large development project.

Besides, for the integrity of resulting binaries guaranteeing that the binaries are bit-to-bit the same if the code set is identical regardless of which server is used to build or which OS is used to host the build tasks, providing clean VMs or environments for each and every build task is recommended: e.g., GBS (Tizen), Open Build Service (openSUSE), and pbuilder/pdebuild (Ubuntu/Debian).

In addition, we need to inspect the overall integrity before the resulting binary packages from the new source code is actually integrated into a system so that the updated platform binary image can be deployed quickly to various IoT devices without disrupting the devices. The following section defines elements that impede the ongoing integration [9] of software code. Besides, we depict our proposed techniques to minimize a hurdle of continuous integration.

III. DESIGN AND IMPLEMENTATION

In this section, we describes how to minimize the nonproductive situations that reviewers should repeatedly check to ensure that source code is well written. In addition, the proposed system performs (1) the format checker (before the build) and (2) the audit checker (after the build) by separating the source code. We suggest a novel system that be reassembled with lots of user-defined check modules to improve the integration speed of source code.

Software updates have to be applied to the edge computing environment in real time. Software packages that are created by tens or hundreds of developers must continuously integrate the source code. Especially, a code reviewer finds repeatedly software defects from the submitted source code. [9], [10] Our proposed system, TAOS-CI, automatically checks internal defects in the software and reports a result to the developers.

Figure 2 shows the overall flow of TAOS-CI. It consists of two blocks to control a source code repository such as GitHub: (1) the Core Engine to conduct CI processes and (2) Extensible Modules to maintain base, good, and staging group. [11], [12], [13]

A. Webhook Handler

Whenever a developer submits a source code to the collaborative management repository in the cloud environment, the repository sends a webhook event message to the specified development server. The webhook handler interprets the received event message and performs an operation to handle the event. Each time a developer submits a source code to a development server, the webhook handler receives a standardized webhook event message from code management server. Then, the webhook handler delivers the event message to the Inspector via the Modulator.

B. Platform Package Builder

The source code must be merged into a buildable state. The proposed system selectively supports package build of software platforms such as Ubuntu [14], Yocto [15], and Tizen [16]. It is activated when developers write a packaging script for their software platform. It provides the scalability of platform build by allowing developers to add their build modules if they need to append another software platform.

- **Environment Isolator**: Using virtualization technology to build two or more source codes in an isolated environment at the same time, consumes big hardware resources. Therefore, our proposed system recognizes a folder as a root folder designated to be able to build multiple source codes separately. Then Commit Scheduler prepares the necessary dependency packages, and then combines the source code into the package to establish the structure for building and testing.
- **Commit Scheduler**: [7] The platform package builder uses two queues such as a wait queue and a run queue to control merge requests of source code. First, the wait
queue is designed with the First-in First-Out (FIFO) structure that executes first the job that a first merge request entered the queue. When a job needs to be replaced in the front of the wait queue, it is selected for removal. Next, the run queue contains priority values for each merge request, which will be used by the commit scheduler. At this time, it is possible to perform the build in parallel until the number of run queues. Administrator has to configure an appropriate number of a maximum run queue. When the job is successfully finished, the first request jobs waiting in the wait queue are moved to the run queue in order. When a user places duplicated request jobs in the run queue, a victim maker automatically kills the oldest jobs from the run queue.

C. Modulator

It supports a plugin structure that allows developers to add and delete extensible facilities if the generated source code is a valid code. At this time, the supported plug-in facilities are classified into the following three types and operate sequentially.

- **Plugins-base**: Base modules that are maintained via plug-in and plug-out, but which are mandatorily required to be performed, belong to this group.
- **Plugins-good**: Validated source code, well-defined functions, and modules that have passed high stability tests are located into this group.
- **Plugins-staging**: Modules that do not have enough stability and functionality to complete but have good feature are in this group. It means modules that can be moved into Plugins-good group when the review process and the aging test are completed.

D. Inspector

Basically, the source code files should be independent of the CPU architecture. The source code before compilation should be able to be checked by the Inspector. When the developer submits their source code to the configuration management server, the inspect checks the source code level. Also, it checks for binary files that have been compiled. By dividing the work into two steps before and after compilation, unnecessary resource waste of the continuous integration server [17] can be prevented.

- **Format**: Run before the Platform Package Builder begins to compile the source. If the source code does not pass the Format step, stop without running the Platform Package Builder. And the developer gets the report on errors in the source code.
- **Audit**: When all of the Format modules are successfully completed for source code, the source codes enter the Audit phase. The Audit inspector validates the binary code generated after the source code is built.

IV. EVALUATION

We have experimented with a normal desktop computer to show how our proposed system can run in common personal computers. The testbed is established with the hardware resources that consists of Intel Core i7-5820K Processor (6 Cores with 12 Threads, 3.3GHz, 15MB Cache), Samsung DDR3 16GB, SSD 850 PRO 512GB (MZ-7KE512), Intel 1 Gbps Ethernet Controller. The operating system is installed with Ubuntu 16.04 LTS, Linux 4.4, and 1:1 Linux thread model (NPTL). The CPU policy is set as performance mode to reduce the effects of power management mechanisms. The Intel Ethernet Controller supports a theoretical maximum bandwidth of 1 Gbps. Then, we have installed Jenkins (the existing popular system) and TAOS-CI (the proposed system) to verify the effectiveness of the proposed system.

A. Memory Consumption

Figure 3 shows that the memory consumption is significantly reduced with the proposed system compared to the existing system, Jenkins. The x-axis describes four items as following:

- **VIRT**: It means a virtual set size as the total amount of virtual memory used by the task. It includes all code, data and shared libraries plus pages that have been swapped out and pages that have been mapped but not used.
- **RES**: It means a resident set size. It is the non-swapped physical memory a task has used.
- **SHR**: It means a shared memory size as the amount of shared memory used by a task. It simply reflects memory that could be potentially shared with other processes.
- **Threads**: It is the number of Linux threads.

Jenkins has JAVA-based system architecture because it focuses on server-based scalable software architecture. The Java virtual machine based execution structure drastically increases memory usage. From our analysis, the result shows that the existing system, Jenkins, is executing too many functions, even though those are not used actually. However, note that the proposed system has almost the same degree of portability compared to that of Jenkins. The proposed system consists of BASH scripts and PHP scripts, which are available in equally many operating systems.
B. Execution speed of Plug-in Modules

Figure 4 compares the execution latencies when we try to combine different inspection modules. We compared the compile latencies of Caffe, one of the popular deep learning frameworks. There are a lot of duplicated code routines in the existing system, Jenkins, because there is no unit to manage the modules integrated. In addition, because the most of the modules are not unified, there are lots of duplicated operations among the modules; it is very difficult to work with common and shared operations due to the existing naive design structure. Moreover, the execution speed of the existing system at compile time was directly dependent on the performance of the multicore hardware.

In the existing system, the execution speed of the entire modules can be improved when the number of CPUs can be allocated as many as the number of modules. At this time it has to be executed in parallel. However, the execution speed gradually grows late because the number of increased modules results in I/O cost.

From our analysis, the I/O bottleneck occurs from the point where the number of modules is 6. As a result of that, we could figure out that a naive system design tackles the high performance of Solid-State Drive (SSD) storage. The proposed system provides a modulator that consistently controls the functions that modules share and use commonly. The modulator helps developers developing new modules by simplifying the implementations of new functionalities. Therefore, the developers can focus on the features to develop.

C. Enabling and Disabling Modules

Table I shows the results when our proposed system is executed with the modulator compared to the existing system. As a test scenario, we activated the existing 12 modules at first. Then, we executed an addition (+number) and removal (-number) of modules in consecutive order in the existing system. Also, we have tested plug-in and plug-out facilities by setting configuration file to add and remove the modules in due order in our state-of-the-art system.

From our experiment, the existing system does not provide any safety equipment [18] in case that developers have to disable or enable their inspection modules. As result of that, it frequently generates code errors, duplicated codes, unnecessary maintenance cost of source code, and difficult handling of the modules due to no configuration setting. However, our system supports a configuration file to avoid the situation that administrator has to know internal operations of the source code in.

| Step | Activity | Without modulator (Jenkins) | With modulator (TAOS-CI) |
|------|----------|-----------------------------|--------------------------|
| 1    | +12      | add                         | plug-in                  |
| 2    | -2       | remove                      | plug-out                 |
| 3    | +1       | add                         | plug-in                  |
| 4    | -1       | remove                      | plug-out                 |
| 5    | -1       | remove                      | plug-out                 |
| 6    | -1       | remove                      | plug-out                 |
| 7    | +2       | add                         | plug-in                  |
| 8    | -1       | remove                      | plug-out                 |
| 9    | -1       | remove                      | plug-out                 |
| 10   | -1       | remove                      | plug-out                 |
| 11   | +1       | add                         | plug-in                  |
| 12   | -1       | remove                      | plug-out                 |

V. RELATED WORK

Zhao et al. [5] suggest a more nuanced picture of how GitHub teams are adapting to, and benefiting from, continuous integration technology than suggested by prior work. Also, he empirically studied the impact of adopting TRAVIS CI [2] on development practices in a collection of GitHub [19] projects, and surveyed the developers responsible for introducing TRAVIS in those projects. However, this paper does not handle how to accelerate an integration speed of increased Pull Requests.

Wait For It [8] describes on a quantitative study that tries to resolve which factors affect pull request [20] evaluation latency in GitHub. Their preliminary models show that pull request review latency [21] is complex, and depends on many predictors. They only concentrate on the regression modeling to fine reasons of the pull request evaluation latency in GitHub.

Wang et al. [22] depict a novel approach to assist triagers in detecting duplicate bug reports. In his approach, when a new bug report [23] arrives, its natural language information and execution information are compared with those of the existing bug reports. The triagers mean people with the Developer role on the issue tracker. The triagers examine the suggested bug reports [24] to determine whether the new bug report duplicates an existing bug report. However, this paper needs to develop more-suitable evaluation techniques with practical situations.

Pham et al. [3] present insights about the contribution process on GitHub [25], [26] and shows how project owners
assess pull requests with regard to testing. This paper is an exploratory first step to get an understanding of the testing norms, challenges, and strategies on social coding sites. Their research identified current challenges and solutions that are used in commercial and open source software development. However, they do not handle an advanced GitHub system architecture to improve the contribution process on GitHub.

VI. CONCLUSION

As the complexity of the software gets worse, the software source code is repeatedly lagging and delayed. Especially, this problem causes a delay in firmware update of IoT devices in the edge computing environment. The existing systems are focused on the infrastructure for continuous integration. However, the proposed system focuses on the functionality of the source code management techniques rather than the scalability of the infrastructure for the fast continuous integration. The functionality research is very important to minimize problems that impede continuous integration of software platform.

We also propose a system mechanism that can reuse source code inspectors in most of the projects hosted on a source code management server with only the modification of the configuration setting. Also, if necessary, additional checking functions can be modularly developed. Moreover, we introduce the code coordination system that source code can be lightly and quickly re-assembled and managed.

ACKNOWLEDGMENT

We would like to thank the anonymous reviewers for their valuable feedback on earlier drafts of this paper. We gratefully acknowledge Hong Seok Kim and Gary Geunbae Lee for their feedback and comments, which helped to improve the content of this paper.

REFERENCES

[1] H. E. Chandler and W. Giesecke, “Technical writer’s handbook,” IEEE Transactions on Professional Communication, vol. PC-26, no. 2, pp. 90–90, June 1983.
[2] M. Meyer, “Continuous integration and its tools,” IEEE Software, vol. 31, no. 3, pp. 14–16, May 2014.
[3] R. Pham, L. Singer, O. Liskin, F. F. Filho, and K. Schneider, “Creating a shared understanding of testing culture on a social coding site,” in 2013 35th International Conference on Software Engineering (ICSE), May 2013, pp. 112–121.
[4] J. Waller, N. C. Ehmke, and W. Hasselbring, “Including performance benchmarks into continuous integration to enable devops,” SIGSOFT Softw. Eng. Notes, vol. 40, no. 2, pp. 1–4, Apr. 2015. [Online]. Available: http://doi.acm.org/10.1145/2735399.2735416
[5] Y. Zhao, A. Serebrenik, Y. Zhou, V. Filkov, and B. Vasilescu, “The impact of continuous integration on other software development practices: A large-scale empirical study,” in 2017 22nd IEEE/ACM International Conference on Automated Software Engineering (ASE), Oct 2017, pp. 60–71.
[6] S. Mcconnell, “Daily build and smoke test,” IEEE Softw., vol. 13, no. 4, pp. 144–, Jul. 1996. [Online]. Available: http://dl.acm.org/citation.cfm?id=624614.625626
[7] Y. Yu, G. Yin, T. Wang, C. Yang, and H. Wang, “Determinants of pull-based development in the context of continuous integration,” Science China Information Sciences, vol. 59, no. 8, p. 080104, Jul 2016. [Online]. Available: https://doi.org/10.1007/s11432-016-5595-8
[8] Y. Yu, H. Wang, V. Filkov, P. Devanbu, and B. Vasilescu, “Wait for it: Determinants of pull request evaluation latency on github,” in 2015 IEEE/ACM 12th Working Conference on Mining Software Repositories, May 2015, pp. 367–371.
[9] A. Deshpande and D. Richle, “Continuous integration in open source software development,” in Open Source Development, Communities and Quality, B. Russo, E. Damiani, S. Hissam, B. Lundell, and G. Succi, Eds. Boston, MA: Springer US, 2008, pp. 273–280.
[10] T. Rausch, W. Hummer, P. Leitner, and S. Schulte, “An empirical analysis of build failures in the continuous integration workflows of java-based open-source software,” in 2017 IEEE/ACM 14th International Conference on Mining Software Repositories (MSR), May 2017, pp. 345–355.
[11] B. Vasilescu, S. van Schuylenburg, J. Waldms, A. Serebrenik, and M. G. J. van den Brand, “Continuous integration in a social-coding world: Empirical evidence from github,” in 2014 IEEE International Conference on Software Maintenance and Evolution, Sept 2014, pp. 401–405.
[12] G. Gousios and D. Spinellis, “Ghtorrent: Github’s data from a firehose,” in 2012 9th IEEE Working Conference on Mining Software Repositories (MSR), June 2012, pp. 12–21.
[13] H. M. Yuksel, E. Tuzun, G. Teli, B. Baykal, and E. Yiikik, “Using continuous integration and automated test techniques for a robust c4isr system,” in 2009 24th International Symposium on Computer and Information Sciences, Sept 2009, pp. 743–748.
[14] K. Thomas, Beginning ubuntu linux: From novice to professional, Apress, 2006.
[15] O. Salvador and D. Angolini, Embedded Linux Development with Yocto Project. Packt Publishing Ltd, 2014.
[16] H. Jaygarl, C. Luo, Y. Kim, E. Choi, K. Bradwick et al., Professional Tizen Application Development. John Wiley & Sons, 2014.
[17] A. Miller, “A hundred days of continuous integration,” in Agile 2008 Conference, Aug 2008, pp. 289–293.
[18] S. Vost and S. Wagner, “Keeping continuous deliveries safe,” in 2017 IEEE/ACM 39th International Conference on Software Engineering Companion (ICSE-C), May 2017, pp. 259–261.
[19] B. Vasilescu, Y. Yu, H. Wang, P. Devanbu, and V. Filkov, “Quality and productivity outcomes relating to continuous integration in github,” in Proceedings of the 2015 10th Joint Meeting on Foundations of Software Engineering, ser. ESEC/FSE 2015. New York, NY, USA: ACM, 2015, pp. 805–816. [Online]. Available: http://doi.acm.org/10.1145/2786805.2786850
[20] G. Gousios, A. Zaidman, M. Storey, and A. v. Deursen, “Work practices and challenges in pull-based development: The integrator's perspective,” in 2015 IEEE/ACM 37th IEEE International Conference on Software Engineering, vol. 1, May 2015, pp. 358–368.
[21] Y. Yu, H. Wang, G. Yin, and C. X. Ling, “Reviewer recommender of pull-requests in github,” in 2014 IEEE International Conference on Software Maintenance and Evolution, Sept 2014, pp. 609–612.
[22] X. Wang, A. Zhang, T. Xie, J. Anvik, and J. Sun, “An approach to detecting duplicate bug reports using natural language and execution information,” in 2008 ACM/IEEE 30th International Conference on Software Engineering, May 2008, pp. 461–470.
[23] T. Zimmermann, R. Premraj, N. Bettenburg, S. Just, A. Schrotter, and C. Weiss, “What makes a good bug report?” IEEE Transactions on Software Engineering, vol. 36, no. 5, pp. 618–643, Sept 2010.
[24] L. Dabbish, C. Stuart, J. Tsay, and J. Herbsleb, “Social coding in github: Transparency and collaboration in an open software repository,” in Proceedings of the ACM 2012 Conference on Computer Supported Cooperative Work, ser. CSCW ’12. New York, NY, USA: ACM, 2012, pp. 1277–1286. [Online]. Available: http://doi.acm.org/10.1145/2145204.2145396
[25] N. Nagappan, B. Murphy, and V. Basili, “The influence of organizational structure on software quality: An empirical case study,” in Proceedings of the 30th International Conference on Software Engineering, ser. ICSE ’08. New York, NY, USA: ACM, 2008, pp. 521–530. [Online]. Available: http://doi.acm.org/10.1145/1360808.1368160
[26] J. Tsay, L. Dabbish, and J. Herbsleb, “Let’s talk about it: Evaluating contributions through discussion in github,” in Proceedings of the 22Nd ACM SIGSOFT International Symposium on Foundations of Software Engineering, ser. FSE 2014. New York, NY, USA: ACM, 2014, pp. 144–154. [Online]. Available: http://doi.acm.org/10.1145/2635868.2635882