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Abstract

Electropulse treatments employ a series of high-voltage discharges to break rock into small fragments. As these methods are particularly suited to fracturing hard brittle rocks, electropulse treatments can serve to enhance or substitute for more traditional mechanical approaches to drilling and processing of these materials. Nevertheless, while these treatments have the potential to improve hard-rock operations, the coupled electro-mechanical processes responsible for damaging the rock are poorly described. The lack of accurate models for these processes increases the difficulty of designing, controlling and optimizing tools that employ electropulse treatments and limits their range of application.

This paper describes a new modeling method for studying electropulse treatments in geotechnical operations. The multiphysics model simulates the passage of the pulse, electrical breakdown in the rock, and the mechanical response at the grain-scale. It also accounts for the contributions from different minerals and porosities, allowing the effect of material composition to be considered. In so doing, it provides a means to investigate the different physical and operational factors influencing electropulse treatments.
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1. Introduction

Hard rocks are commonly encountered in many mineral and energy operations: metalliferous mining; geothermal drilling; deep-borehole disposal of nuclear waste; and basaltic carbon sequestration – to name but a few. While conventional drilling and cutting techniques based on mechanical means are effective in low- to mid-strength rocks (*e.g.* sandstones and shales), they are less efficient in hard rock (granites, basalts and quartzites). The increased tool wear and lower penetration rates associated with hard rock operations can have significant detrimental economic impacts. For example, drilling may account for up to 80% of upfront costs in geothermal operations [1].

Electropulse treatments employing high-voltage discharges can act to enhance or substitute for more traditional mechanical approaches to processing hard rock. Pulsed electric power can reduce specific energy consumption, and thereby decrease overall costs [2, 3]. Moreover, such treatments are capable of enabling new hard-rock processing methodologies: improving mining efficiencies by allowing faster, more precise cutting operations in-place of slower drill & blast mining; and providing remediation for geothermal wells via slotting and cavity formation. As a result, high voltage pulses have also been used for drilling and mining applications [4, 5, 6, 7, 8], and in civil engineering demolition and recycling operations [9, 3, 10]. The effect of high voltages on rock is also of interest in the study of fulgurites – rock formations produced as a result of lightning strikes [11].

The high voltage pulses employed in electropulse methods fragment or disintegrate the rock mass when electric breakdown occurs within the solid [4, 12, 13, 14]. The pulses are transferred to the rock mass with a tool head consisting of an arrangement of electrodes. A liquid dielectric is commonly used (*e.g.* drilling mud) to prevent breakdown occurring in the fluid between the electrodes – rather than through the rock mass as desired. The tool head is submerged in the liquid dielectric, which also serves to transport broken material away from the rock surface. It is important to note the dependence of breakdown voltage on the voltage ramp rise time, as the breakdown field strength of the liquid is only lower than rock if the voltage rise is below a certain threshold (around 500 ns or less for water, for example [3]). The disintegration of the rock mass is a function of the onset and duration of the voltage pulses, insitu stresses and the electro-chemical properties of the rock matrix.

Drilling and cutting with electric pulses requires less energy compared
with conventional techniques as the rock fails in tension. This yields estimated energy rates of 100 to 200 J/m$^3$ in contrast to 600 to 950 J/m$^3$ for rotary drilling [2]. Moreover, as no mechanical force is exerted by the tool onto the rock, it results in less wear, tool damage and time lost to replace damaged parts [15]. Additionally, the process enables more complex drill patterns, such as perpendicular drilling and cutting, that are notoriously difficult to achieve with conventional rotary-head drilling [16].

Several studies have conducted drilling operations with electropulse methods [17, 16, 15], or performed separate investigations of the mechanisms underlying disintegration of the solid material [4, 12, 9]. Budenstein [12] performed experiments indicating the development of a gaseous channel through the solid material during breakdown. Once a conductive channel is created, streamer formation occurs, and subsequent enlargement of a conductive path further increases electrical conductivity and permittivity [5]. Disintegration of the solid material itself is induced by the expansion of the gas channels and minerals due to high temperature and pressure. From the solid’s perspective, the rapid expansion of streamer channels causes stress perturbations that exceed the tensile strength of the material [5, 17, 18, 16]. Lisitsyn et al. [9] describe the rock disintegration process as expansion of vapor-gas cavities in the solid material during breakdown, which then leads to a pressure wave through the solid material.

Nevertheless, the description of the pulse behaviour and its effect on the rock remains largely empirical [19, 20]. Design of tool-head configurations and selection of pulse size and duration is challenging without a quantitative model, and prediction of tool behaviour difficult under extreme circumstances (for example, under the pressures and temperatures encountered at depth).

In this paper, we outline an approach to simulate the coupled processes involved in electropulse stimulation of hard rocks. The model simulates the passage of the pulse through the rock microstructure and captures the subsequent electric breakdown. Subsequent heating and damage to the rock mass is represented by tracking the mechanical behaviour of the rock following the pulse discharge. The new model can be used to interrogate the effects of different grain sizes and material compositions on the electropulse stimulation, allowing tool designers to optimize their operation under a range of real world conditions. In the following sections, we present the components of the model and give examples illustrating the effect of different conditions on the passage of the pulse.
2. Model description

Here, we describe the components used to model electropulse stimulation (as illustrated in Figure 1). The goal of the simulation is to represent the path of the high voltage current through the granitic rock, and its subsequent effect on the rock matrix. The numerical model is simulated with the multiphysics finite element solver MOOSE, developed by Idaho National Laboratory [21]. MOOSE’s open source platform provides a convenient framework in which to couple the competing physical processes. In this section, we outline the components of the numerical model and the method used to generate the rock microstructure.

The electropulse simulation involves a series of coupled processes: i) the electrical discharge and accompanying resistive heating of the rock; followed by ii) conduction of heat away from the discharge path and the mechanical response of the sample to the induced thermal load. While all four processes are coupled, they act on different timescales, which allows the simulation to be divided into two separate calculations.

The first part of the calculation models the passage of the electric pulse through the rock body. As in other high voltage studies [22, 23, 24], we assume that the electrical discharge can be modeled as a quasi-static process where the current per unit area, $J_i$, is related to the electric field $E_i$ by Ohm’s law:

$$J_i = \Lambda_{ij} E_j = \Lambda_{ij} \phi_{,j}$$

in which $\Lambda_{ij}$ is the electrical conductivity, and $\phi$ is the electrical potential.
field. Here Einstein summation is used, in which summation is implied over repeated indices and a comma is used to represent a gradient along the associated axis, e.g. $\phi_i = \frac{\partial \phi}{\partial x_i}$.

Conduction of electricity through a mineral component gives rise to resistive dissipation, described by

$$\frac{\partial q_D}{\partial t} = \Lambda_{ij} \phi_i \phi_j$$

(2)

where $q_D$ is the amount of energy transferred to the component. The dissipated energy increases the temperature of the rock according to

$$\Delta \theta = \frac{q_D}{(c_p \rho)}$$

(3)

where $\Delta \theta$ is the temperature increase, $c_p$ is the specific heat capacity and $\rho$ is the density. Here, we assume that all dissipated energy is converted into thermal energy, though in practice additional energy is dissipated as sound or light.

Heating changes a material’s electrical conductivity. The relationship between temperature and conductivity is a complex function of the material composition and molecular structure. Nevertheless, for solid materials it is often represented using empirical functions of the form:

$$\Lambda = A \exp\left(-\frac{B}{k_b \theta}\right)$$

(4)

or

$$\Lambda \theta = A \exp\left(-\frac{B}{k_b \theta}\right)$$

(5)

where $A$ and $B$ are empirical constants, $\theta$ is the temperature in Kelvin, $-E$, $k_b$ is Boltzmann’s constant $(8.618e-5 \text{ eV/K})$[25]. The values of the empirical parameters used in these simulations are given in Table 1 and plots of the functions are given in Figure 2.

At low temperatures, a rock’s electrical conductivity is dominated by the water in micropores and fractures. We model the electrical conductivity of the pore fluid with a combination of empirical models. Sinnedo and Keppler [27] give the following empirical expression for NaCl solutions:

$$\log_{10} \Lambda_{\text{Brine}} = -1.7060 - 93.78/\theta + 0.8075 \log_{10} c + 3.0781 \log_{10} \rho + \log_{10}(\lambda_0(\rho, \theta))$$

(6)
Table 1: Parameters used in Conductivity/Temperature models for different grain types.

| Mineral      | Conductivity model | log(A) [log(S/m)] | B [eV] | Source |
|--------------|--------------------|-------------------|--------|--------|
| Quartz       | Equation 5         | 6.3               | 0.82   | [25]   |
| Plageoclase  | Equation 4         | 0.041             | 0.85   | [25]   |
| K-Feldspar   | Equation 4         | 0.11              | 0.85   | [25]   |
| Biotite      | Equation 4         | -13.8             | 0      | [26]   |

where $\theta$ is the temperature in Kelvin, $\rho$ is the density in $g/cm^3$, $c$ is the weight % concentration of NaCl, and $\lambda_0$ is the molar conductivity of NaCl in water at infinite dilution, approximated by

$$\lambda_0 = 1573 - 1212\rho + 537062/\theta - 208122721/\theta^2.$$  

(7)

However, Equation 6 is invalid for temperatures below 100°C. Nevertheless, up to 200°C electrical conductivity is well approximated by Arps law [28, 29]. Accordingly, we use Arps law [28] to calculate the electrical conductivity for temperatures below 150°C:

$$\Lambda_\theta = \Lambda_{\theta_{\text{ref}}} \frac{\theta - 251.65}{\theta_{\text{ref}} - 251.65}$$

(8)

where $\Lambda_{\theta_{\text{ref}}}$ is the electrical conductivity at the reference temperature $\theta_{\text{ref}}$ in Kelvin. For the simulations shown in this paper, we set $\theta_{\text{ref}}$ to 150°C. The offset of 251.65K used in Equation 8 is based on the value given in [30].

To capture the effect of the pore fluid fraction on the bulk conductivity, we introduce the following two-component-mixture model based on Glover’s extension to Archie’s law [31, 32],

$$\Lambda_{\text{mix}} = \Lambda_s(1 - \varphi_f)^p + \Lambda_f \varphi_f^m,$$

(9)

where $\Lambda_{\text{mix}}$ is the conductivity of the composite body, $\Lambda_s$ the conductivity of the solid phase, and $\Lambda_f$ is the conductivity of the fluid; $\varphi_f$ is the fluid volume fraction, $m$ is Archie’s exponent, and $p = \log(1 - \varphi_f^m)/\log(1 - \varphi_f)$. For the granitic rock, we assume a value of 1.5 for Archie’s exponent ($m$) based on measured values quoted in [33].

Glover’s mixture model assumes that each component effectively acts as a separate conducting pathway, i.e. each component can be approximated as
conducting the electrical charge in parallel. For this model, we also assume that during the rapid pulse discharge the heat generated in the two phases acts in the same manner. Thus, during the discharge we calculate the resistive heating of the fluid and solid phases from:

\[
\frac{\partial q_f}{\partial t} = \varphi_f^m \Lambda_f \delta_{ij} \phi_i \phi_j,
\]

\[
\frac{\partial q_s}{\partial t} = (1 - \varphi_f)^p \Lambda_s \delta_{ij} \phi_i \phi_j,
\]

where \( q_f \) is the dissipative heat transferred to the fluid, \( q_s \) is the dissipative heat transferred to the solid. The resulting change in the individual component temperatures is governed by:

\[
\Delta \theta_f = \frac{q_f}{c^f_p \rho_f \varphi_f},
\]

\[
\Delta \theta_s = \frac{q_s}{c^s_p \rho_s (1 - \varphi_f)}.
\]

Microporosity is not evenly distributed throughout rock. Studies by [34], for example, noted a propensity for micropores to concentrate in plagioclase grains. For the purpose of this study we assume the initial micro-porosity is distributed according to Table 2, which contains values are based on measured microporosities in granite from Montgomery [34].

For small pores in granite the conductivity is enhanced by surface conduction effects - this decreases the apparent resistivity to around 2 \( \Omega/m \) [35] even for pores with dilute solutions. For pores containing higher salinity fluid the surface effect is reduced leaving the effective conductivity unchanged. For these simulations, we assume that the pore fluid has an effective salinity of 3 wt% [36].

Feedback between the path of the electrical pulse and subsequent changes in conductivity may result in channeling of the current through the sample, resulting in further heating and the breakdown of its dielectric properties [37,
Figure 2: Conductivity-temperature relationships employed for the minerals considered in the simulations.

Table 2: Microporosity in quartz, K-feldspar, plagioclase and biotite minerals [34].

|            | Quartz | Plagioclase | K-Feldspar | Biotite |
|------------|--------|-------------|------------|---------|
| Microporosity [%] | 0.9    | 1.8         | 0.9        | 0.9     |
This is simulated in the model as thermal breakdown, caused by feedback between the flow of current and increasing conductivity with temperature in the rock. It should be noted that there are several competing theories as to the precise nature of breakdown phenomena [see, for example, discussions in 39, 38]. Some researchers postulate that breakdown on small timescales is purely electrical in nature, while others have theorized that thermal or mechanical effects must ultimately still play a role. Moreover, in many cases these theories have been proposed to describe phenomena either on atomic scales too small for the present simulation or on larger scales more applicable to insulators than the present grain-scale of interest. In the absence of an established rule, we employ a model of thermal breakdown to describe the breakdown process, and assume that the thermal breakdown is sufficient to establish the path, if not the exact mechanism of breakdown within the rock body. This approach and underlying assumptions are similar to those employed elsewhere to simulate of lightning strikes on composite materials in aircraft and wind generators [e.g. 40, 41].

Once the pulse has been simulated, we represent its effect on the rock by simulating the resulting thermomechanical behaviour. This second stage of the simulation involves resolving the conduction of heat through the rock and any subsequent changes in the stress field due to thermally induced stresses.

Transmission of heat in the sample is governed by thermal diffusion:

\[ c_p \rho \frac{\partial \theta}{\partial t} = (\kappa \theta)_{,i} \]

where \( \kappa \) is the thermal conductivity.

The mechanical response to the heating is represented in the simulation by a linear thermal strain of the form:

\[ \epsilon_{ij}^{\text{thermal}} = \alpha (\theta - \theta_{\text{ref}}) \delta_{ij} , \]

where \( \theta_{\text{ref}} \) is a reference temperature and \( \alpha \) is the thermal expansion coefficient, and \( \delta_{ij} \) is the Kronecker delta tensor. Thermal stresses, \( \sigma^{\text{thermal}} \), are calculated from:

\[ \sigma_{ij}^{\text{thermal}} = C_{ijkl} \epsilon_{kl}^{\text{thermal}} . \]

where \( C_{ijkl} \) is the stiffness tensor.

2.1. Failure criteria

This study uses a failure criteria to determine the onset and type of damage. The damage model was originally proposed by Diederichs et al.
to model the onset of rock surface damage in the form of spalling. The model was then tested against experimental data of hard rocks on both the laboratory and field scale [42, 44].

The damage model distinguishes Hoek-Brown failure (originally developed for intact rock specimens), spalling failure (formulated for pre-damaged rock masses) and tensile failure [45, 46]. Hoek-Brown failure indicates failure of intact rock specimen under confinement, and can be expressed as:

$$\sigma'_1 = \sigma'_3 + \sigma_c \left( m \frac{\sigma'_3}{\sigma_c} + s \right)^a,$$

with maximum and minimum principal stresses $\sigma'_1$ and $\sigma'_3$, the standard uniaxial compressive strength (UCS) $\sigma_c$, the slope constant of the Hoek-Brown criterion $m$, and rock mass specific constants $s$ and $a$. Conversely, spalling failure does not assume an intact rock mass, and denotes a strength limit lower than the Hoek-Brown envelope. This holds true for brittle failure and crack propagation in pre-damaged and jointed rock masses. Spalling failure specifically occurs near free surfaces (i.e. low confinement) where the rock mass may yield at lower thresholds than expected for an intact rock mass under confinement [42, 44]. This is further supported by the respective stress-strain history that excavated rock is exposed to, in contrast to intact rock specimens commonly used for laboratory testing [44]. It should be noted that failure at the spalling limit depends on the state of the rock mass, local heterogeneities or weaker minerals causing strain localization and tensile stresses [47, 48, 42] and pre-existing damage.

When distinguishing tensile and compressive minimum principal stresses for Hoek-Brown and spalling failure, this yields the following five damage modes: 1) Tensile failure; 2) Spalling failure under tension; 3) Spalling failure under compression; 4) Failure by surpassing the long-term strength of lab specimen under tension; and 5) Failure by surpassing the long-term strength of lab specimen under compression [42, 43, 44, 49]. If rock is predicted to fail under these failure modes, the respective regions indicate the creation of local flaws, which then serve as nucleation sites for the propagation of larger cracks which then lead to the removal of flakes from the rock mass.

The following model parameters are assumed for this study: $s$ is 1; $a$ is 0.5; $\sigma_c$ is 122 MPa; the Hoek-Brown value, $m$, is 25 MPa; the tensile strength $\sigma_t$ is 10 MPa and the spalling limit ($\sigma_1/\sigma_3$) is assumed to be 8 (denoting the lower spalling limit of previous studies) [50, 47, 44, 51, 52].
2.2. Material composition

The material microstructure used in the simulations considered here has a rock composition and grain-size distribution typical of granite [53] (Table 3). Granitic rock is representative of hard rocks, which are notoriously costly to process with mechanical means, and have also been frequently used to study novel drilling and cutting techniques [54, 47, 55, 56, 57, 58].

A Voronoi tessellation is used to generate the rock microstructure, with the Voronoi cells representing individual mineral grains (Figure 3). To obtain the desired volumetric percentage and grain size of each of the mineral types, initially randomly distributed cell volumes were iteratively relaxed until the desired material composition was achieved [59, 60, 61]. The rock composition properties are shown in Table 3, and the generated material microstructure is shown in Figure 3.

| Rock type | K-Feldspar vol% | K-Feldspar size [mm] | Plagioclase vol% | Plagioclase size [mm] | Quartz vol% | Quartz size [mm] | Biotite vol% | Biotite size [mm] | Source |
|-----------|-----------------|----------------------|-----------------|----------------------|-------------|-----------------|-------------|-----------------|--------|
| Granite   | 45              | 3.7                  | 20              | 3.1                  | 30          | 1.8             | 5           | 0.9             | [53]   |

3. Results

For these simulations a single pulse is applied between two electrodes on either side of a sample with 2 cm thickness and 10 cm width, as illustrated
in Figure 1. The sample is clamped at each end ($x = 0$ and $x = 100$mm). The 600 kV pulse is applied across the center of the sample ($x = 50$mm) for a duration of 2 microseconds. The pulse durations and voltages are representative of experimental ranges described in [13, 14, 19, 15]. They provide a test to see whether the heat dissipated into the rock is sufficient to generate the rock failure observed in experiments.

The applied pulse generates an electric potential $\phi$ across the center of the sample (Figure 4). The associated electric field $E_i = \phi_j$ shows preferential paths through minerals and on throats of connecting minerals (Figure 5c). The electrical conductivity of the mixed material is derived with the mixing rule described in Eq. 14 and represents both increases in electrical conductivity of the fluid and solid. The electric current per unit area $J_i$ (equation 1) can then be determined by multiplying the electrical conductivity in the minerals $\lambda_m$ and $\phi_j$ (Figure 5b-d). \(^1\)

Preferential channels can readily be observed for the electric current per unit area $J_i$ (Figure 5d), with two main channels in the center of the sample, and preferential channeling to the left and right of the electrode on the bottom of the sample. To understand the processes which yield preferential currents in the rock mass shown in Figure 5d, one has to consider the material parameters which differentiate the different minerals. Most notably, in these simulations plagioclase is given a higher volumetric pore fluid content, which can result in higher electrical conductivities if the pore fluid is sufficiently conductive. At the same time, the plagioclase itself has the lowest electrical conductivity in the solid for the starting temperature, and would therefore need to be heated up significantly for the solid domain to become more conductive than the solid phases of the other minerals. As can be seen in Figures 5d and 6a-b, however, electrical conductivity of the fluid dominates overall conductivity for the initial temperature in the rock mass (Figure 6a-b, left column). Even for early time steps, when the material has not been heated sufficiently (Figure 6c, left) which means that electrical conductivities have not undergone significant temperature related changes, the electrical conductivity of the material mix $\lambda_m$ shows higher conductivity in the plagioclase.

\(^1\)It should be noted that the current is a byproduct of the voltage drop applied across the sample, which in reality would itself depend on the discharge from the electropulse device. Here, as we are primarily interested in modelling the passage of the discharge through the rock we have not explicitly modelled the device response - assuming a constant voltage drop for the pulse duration.
mineral phase (Figure 6b, left). This causes smaller electrical resistance and therefore lower gradients of the electrical field \( \phi_{j} \) (Figure 6d, left), as well as the characteristic higher fluxes observed through plagioclase minerals (Figure 6e, left).

As electrical conductivity in the other minerals is low in the beginning, but plagioclase does not offer a connected path between the two electrodes, current has to flow through other minerals with a higher resistivity, thereby heating those regions by dissipating energy. With the electric current predominantly conducted through the fluid phase, the increasing temperature in those regions increases the electrical conductivity in the fluid phase \( \lambda_{f} \) (Figure 6a, c, middle and right). While this increase in \( \lambda_{f} \) occurs more rapidly in non-plagioclase minerals (Figure 6a, middle and right), the electrical conductivity in the mixed material \( \lambda_{m} \) is still higher in plagioclase, since the mixing rule for \( \lambda_{m} \) accounts for the significantly higher volumetric pore fluid content of plagioclase.

For the drilling process to work, the material needs to fail through the above mentioned processes, which can occur by increases in temperature that lead to sample deformation and increased stresses. These stresses can be used to estimate regions where damage will be initiated in the rock mass, once the strength of the material is exceeded. The temperature increases caused by energy dissipation can be seen in electricity conduction (Figure 5c). Here, the regions around the electrodes see a significant increase in temperature, which can be explained with the steep gradient of the electric field in this region (see Figure 5f). While the material is heated up significantly in the rock mass between the electrodes, only the immediate region around the electrodes sees temperature increases of more that 200 K. Under the conditions applied in this study, a single pulse is sufficient to generate a localized pathway through the rock, heating it and causing it to fracture. As shown in Figure 5g, the damage produced by the pulse is concentrated in the region around the two electrodes.

Specifically, the dominant damage mechanisms (see Section 2.1) observed around the electrodes are tensile failure (damage mode 1), spalling failure under tension and compression (damage modes 2 and 3), and failure by surpassing the long-term strength of lab specimen under tension (damage mode 4). As would be expected, spalling failure occurs near the surfaces, where it can lead to the rapid removal or larger "spalls" or disk shaped fragments of the rock. Further into the rock mass, larger regions of tensile failure damage mode are observed. While the rock layer on the surface is
expanding due to heating, this causes regions of tensile stress near the surface, with regions of larger tensile stresses subsequently yielding to tensile failure. Damage region of tensile long-term laboratory specimen failure occur the deepest in the rock mass, but are locally clustered.

Regardless of the material composition, the regions near the electrodes experience the largest gradients in the electric field, which results in larger electric currents and energy dissipation. The energy dissipation ultimately heats the material, which causes thermal strains and finally material failure. The larger damage regions on the bottom of the domain are caused by the different mineralogy near the electrodes (Figure 5a and g). At the top of the domain, the electrode touches a plagioclase grain, while the electrode on the bottom of the domain touches a K-feldspar grain. This results in a higher electric conductivity near the top electrode (Figure 6b, left) and therefore less energy dissipation and temperature increase (Figure 5f), which consequently results in smaller thermal strains and ultimately smaller damage regions.

The presented approach indicates regions that will or (in the case of spalling) are most likely to fail. Once individual flaws occur in the material, the dominating mechanism can change to that of a propagating crack, which ultimately results in the removal of rock mass required for successful drilling operation. Failure in this study is confined to the onset of damage, since crack propagation from multiple, interacting cracks in regions of damage is beyond the scope of this paper. However, the results in Figure 5g show that the presented approach indicates whether the applied electric field will cause failure for the rock mass investigated.

4. Conclusion

In this paper, we have demonstrated a new approach to modelling electropulse stimulation of rock. The new model explicitly accounts for the
Figure 5: a) Subregion shown in the plotted graphs marked in red; b) Electrical conductivity of the material $\lambda_m$; c) Electric field $|\phi_j|$; d) Current; e) Temperature of the fluid $T_f$; f) Temperature of the material $T_m$; and g) Damaged regions, superposed on the system domain.
Figure 6: Time series for 0.4, 1.2 and 2.0 µs for: a) Electrical conductivity of the fluid $\lambda_f$; b) Electrical conductivity of the material mix $\lambda_m$; c) Temperature of the fluid $T_f$; d) Electric Field $|\phi|$; and e) Electric current $J_i$. 
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material microstructure and the influence of both minerals and micropores on the electrical conductivity. It couples the discharge of the high voltage electrical current with the subsequent mechanical response of the rock by dividing the calculation into two stages.

In the first stage, the dielectric breakdown of the rock is modelled by tracking the feedback between resistive heating and the increase in electrical conductivity. Due to the large disparity in conductivity between the minerals and the fluid within micropores, the rock is simulated as a “dual-conductivity” material. As a result the fluid temperature increases more rapidly during the initial discharge, and the microporosity distribution dominates the electrical discharge during initial breakdown.

In the second stage of the simulation the effect of the heating on the rock is simulated by tracking the thermomechanical response of the sample. The simulations successfully replicate the onset of fragmentation under similar conditions to those observed in experiments. As a result of the local heating, the rock is fractured under a combination of tensile load and spalling failure in the immediate vicinity of the electrode. Results from the model were compared with those from experimental studies and shown to predict breakdown and damage under similar operating conditions. The new numerical model enables the investigation of the effects of mineral composition, applied voltage and insitu stresses on the performance of electropulse drilling operations.
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