In recent years, the process of industrial modernization has intensified, traditional industrial control has been improved and rapidly developed, industrial automation and intelligent unmanned production lines have become a new development trend, and the Internet of Things has become the basic direction of industrial development. In order to improve the effect of safe transmission and industrial IoT traffic detection, this study uses a neural network to improve the industrial IoT traffic detection algorithm. In order to improve the visualization effect of monitoring, this study uses computer vision technology to construct a traffic detection system of secure transmission industrial Internet of Things and builds an intelligent detection model. Finally, this study combines experimental research to verify the performance of the system. From the statistical point of view, it can be seen that the system’s security detection and traffic detection effects are very good.

1. Introduction

In an industrial production environment, IoT sensor devices are often used to capture data to monitor and adjust the production operation process. The data generated by these devices are collected and organized in different ways and used for various purposes [1]. The transmission speed of IoT sensors is very fast, and the application of a large number of sensor devices will definitely lead to a substantial increase in the output of industrial data. The Internet of Things and big data are closely linked, and the data generated by sensors can also be processed by the big data platform [2]. Industrial Internet of Things and big data are different from internet big data. In addition to the general characteristics of big data, they also have strong relevance and timing. Therefore, traditional Internet big data processing methods are not fully applicable, and new solutions need to be designed specifically to properly analyze IoT data and extract more important information from IoT monitoring equipment. The proposal of “Industry 4.0” [3] has promoted the rapid development of global industries toward intelligence. In order to comply with the intelligent development of the new generation of industries, the number of IoT devices used in industrial production environments is also increasing. Moreover, the amount of data collected by sensors is exponentially increasing [4], so it is necessary to find more effective processing methods for these large-scale industrial data.

Usually, data analysis needs to move a subset of data to a data warehouse, and the speed of data analysis in Hadoop is very slow. However, with the development of SQL query engines, big data technology can already be used in business analysis scenarios. By building a data model in Hadoop or other databases, the original data are turned into meaningful indicators, and the large-scale historical data accumulated and stored for a long time are used in the big data processing system for information mining. The main purpose of adopting a distributed query strategy and using a memory-based computing method is to quickly query information in massive data, give timely feedback to users, and improve query efficiency.

Based on the above analysis, this study combines computer vision to conduct research on safe transmission and industrial Internet of Things traffic detection methods to further improve industrial production safety and enhance the application effect of the Internet of Things in the industry.
2. Related Work

Led by the transformation and upgradation of the manufacturing industry, a new round of industrial revolution has started around the world [5]. The application of industrial big data will greatly promote and optimize industrial production efficiency and management. In order to provide better services to users, industrial production should save and mine these data. For industrial information with high data volume and updated speed characteristics, data acquisition and analysis will face certain difficulties. In the processing of industrial IoT big data, various application frameworks have been mentioned in many documents. The literature [6] proposed an industrial big data ingestion and analysis platform (IBDP), which integrates HDFS, Spark, Hive, HBase, Flume, Sqoop, OpenStack, etc., and is suitable for industrial data ingestion and analysis. The literature [7] proposed and developed a smart city system based on the Internet of Things using Hadoop ecosystem use and big data analysis technology and combined with Spark over Hadoop to achieve the efficiency of big data processing. The literature [8] proposed the use of the Hadoop software environment, including data collection, data storage, data normalization and analysis, and data visualization components to realize the parallel processing of large heterogeneous data for IoT network security monitoring. The value of industrial big data has been globally recognized. Therefore, how to combine big data processing technology to store, manage, and analyze industrial big data is a topic of widespread concern for domestic and foreign researchers. In the development of big data in the industrial Internet of Things, China still has shortcomings in terms of format specification, platform technology integration, informatization strategy, and security. In order to better promote the development of industrial big data, it is necessary to realize the unification of data standardization, big data collection, multisource data processing, and information mining analysis and realize the visualization of data in the industrial production process and increase the usability of industrial data. There are many unknown possibilities for the integration between the Industrial Internet of Things and big data technologies, and the corresponding platform framework and technical support are not unique. Through more scientific and in-depth research, and constantly changing needs, the industrial IoT big data operating platform will also be continuously improved due to technological progress [9].

As products have higher and higher requirements for production equipment and processes, making production equipment and production lines more and more complex, remote intelligent control and supervisory analysis become more and more important [10]. The Internet of Things remote data transmission system can automatically upload equipment operating data to the Internet, finally, collect, process, and store in the database in the Internet data service center, then transform and disassemble the data information, and finally use intuitive graphs and line graphs, Pie charts, and tables, etc., so that engineering supervisors can quickly obtain data transmission information and accurately control the production and operation of machinery and equipment. Engineering monitoring personnel can view the status of production equipment through the remote data transmission system of the Internet of Things. In addition, the system can set functions such as abnormal prompts, fault alarms, and preliminary cause investigation [11]. The modern industrial Internet of Things remote data transmission system is mainly composed of a remote monitoring center, a mobile device data transmission terminal, a wireless transmission module, and an intelligent collection terminal. Each module is connected through the Internet, mobile communication base stations, GPRS networks, local wireless transmission equipment, and sensors and connected and communicated with smart collection terminals [12].

However, in dealing with the problems of multivariate and big data in the industry, many data quality problems are often encountered, which will greatly affect the effect of analysis and processing. Traditional machine learning methods are often at a loss for this. In comparison, the application of ensemble learning in this area highlights a huge advantage. Gradient boosting decision tree [13] (GBDT) is a decision tree algorithm based on iterative construction in integrated learning. It has an excellent performance in the practice of processing industrial data. Literature [14] studies the gradient boosting decision tree algorithm, using a large amount of collected power load data for model training, generating a new decision tree above the negative direction of the loss function gradient, and optimizing the prediction accuracy of short-period negative power load. XGBoost (Extreme Gradient Boosting) is based on the optimization of the GBDT algorithm [15]. It can make full use of the CPU’s multithreading to perform parallel calculations and, at the same time, optimize and improve the algorithm to a certain extent, which improves the accuracy of the model. XGBoost combines many single decision tree models with low classification accuracy to form a tree model with relatively high classification accuracy. Each time a single weak learner is trained, the weight of the last residual is first increased, then the learning of the current learner is performed, then the previous residual is adjusted by adding a new weak learner, finally, the weight of multiple learners is calculated, and the final result is predicted. Literature [16] uses the XGBoost algorithm to improve the accuracy of rolling bearing fault diagnosis; literature [17] applies the algorithm to the quality inspection stage of the manufacturing industry to achieve the purpose of accurately predicting product quality.

3. Traffic Detection of Secure Transmission

Industrial Internet of Things

In the case of unsupervised and undesired output, the self-organizing competitive network is a neural network based on unsupervised learning. It is mainly through observing, analyzing, and comparing the characteristics of objective things, prompting the inner law by itself, and classifying according to the similarity of this characteristic. This kind of network is similar to the learning mode of the biological neural network in the human brain, which both accurately discover the type of sample through the extraction of
features and adjust the network parameters through the corresponding learning algorithm.

Competitive networks are generally divided into the input layer and the competition layer. Its network structure is shown as in Figure 1.

We assume that the input layer and the competition layer of the network each have I and C neurons, the link weight between the two layers of nodes is $\omega_{ij}$ ($i = 1, 2, 3, \ldots, I$; $j = 1, 2, 3, \ldots, C$), and the arithmetic sum of the ownership values is 1, that is, $\sum_{i=1}^{I} \omega_{ij} = 1$.

The input samples of the competitive network are all binary vectors (0 or 1). Only one neuron in each input sample wins and assigns its corresponding label. Different competing layer neurons represent different classifications. The calculation method of the competitive layer neuron $j$ is as follows:

$$S_j = \sum_{i=1}^{N} \omega_{ij} x_i. \quad (1)$$

When a neuron in the competition layer has the largest weight value, the neuron wins. According to the corresponding strategy, the input of the winning neuron is 1, and the rest are 0. As shown in the formula,

$$a_k = \begin{cases} 1, & S_k > S_j, \forall j, k \neq j, \\ 0, & \text{else}. \end{cases} \quad (2)$$

The neuron that wins the competition will be trained and learned according to the input vector. For all the input layer neuron $i$, there is the following formula:

$$\omega_{ij} = \omega_{ij} + a \left( \frac{x_i}{m} - \omega_{ij} \right). \quad (3)$$

In the formula, $a$ is the learning rate, which generally satisfies $0 < a < 1$, and $m$ is the total number of neurons whose output is 1 in the input layer and satisfies $m = \sum_{i=1}^{N} x_i$. This formula shows that if $x_i$ is active, its corresponding $i$-th weight will increase; otherwise, it will decrease [19].

The self-organizing feature map model SOM (self-organizing feature map) makes nearby neurons compete with each other to solve the problem of external information forming concepts in the self-organization of the human brain. For a system, it is to solve the corresponding expression of internal self-organization when a system accepts external roles. This is expressed as the adjustment of the weight coefficient in the artificial neural network.

The SOM network can be multidimensional. For the convenience of description, a two-dimensional planar competition layer array is taken as an example. The $n$ neurons in the input layer are fully connected with the axb neurons in the competition layer. Additionally, axb neurons in the competition layer are also directly or indirectly connected, and neurons in adjacent areas inhibit each other. Its network structure is shown in Figure 2.

The data that enter the SOM network through the input layer will be selectively given the corresponding response by the network through the corresponding strategy. The specific steps are as follows.

3.1. Network Initialization. The weight is randomly assigned to the initial value of the weight, which is usually small. $S_l$ is a group of $J$-neighboring neurons, that is, the number of adjacent neurons continues to decrease.

3.2. Calculating the Euclidean Distance between the Weight Vector of the Mapping Layer and the Input Vector. In the competition layer, the algorithm calculates the Euclidean distance between the weight vector of each neuron and the input vector. The distance between the $j$ neuron and the input vector is as follows:

$$d_j = \|X - W_j\| = \sqrt{\sum_{t=1}^{m} (x_i(t) - \omega_{ij}(t))^2}. \quad (4)$$

The algorithm takes the neuron with the smallest distance obtained as the winning neuron and records it as $j^*$. For any competitive layer neuron $j$, there is a specific $k$ that satisfies $d_k = \min(d_j)$.

3.3. Learning of Weights. According to the input vector, the algorithm trains the weights of $j^*$ and its neighboring neurons as follows:
\[
\Delta t_{ij} = t_{ij}(t) - t_{ij}(t-1)
\]

Among them, the value of \( \eta \) is \( 0 < \eta < 1 \). As time increases, its value gradually approaches 0.

3.4. Calculating Output \( O_k \)

\[
O_k = f\left( \min_{j} \| X - W_j \| \right).
\]

Among them, \( f(*) \) is a linear function.

3.5. If the Expected Setting Is Not Reached, the Algorithm Returns to Step (2). The data collected by the model in this study are stored in a sliding queue-based buffer set by the cluster head node, as shown in Figure 3. In the entire interactive cycle, feature sampling is performed on the interactive data stream, and the length of the sliding queue \( n \) is determined by the two factors discussed above. Once the queue length is exceeded, the element at the head of the queue is taken out of the queue. Figure 3 details this process.

The algorithm evaluates the collected feature values, including repetition rate evaluation, time regularity evaluation, and abnormal data change ratio evaluation.

3.5.1. Evaluation of Data Repetition Rate. In general, normal nodes will not continuously send data with a higher repetition rate. The higher the data repetition rate (rep), the smaller the evaluation will be with the increase in rep, and the rate of change should rise. That is, when the rep is getting closer and closer to the critical value of 0, its evaluation is getting lower and lower. This changing trend can be expressed by an exponential function with a base greater than 1, as shown in the following formula [20]:

\[
R_1 = \begin{cases} 
2 - \beta^\text{rep}, & \text{rep} < \theta, \\
0, & \text{rep} \geq \theta.
\end{cases}
\]

Among them, \( 2 - \beta^\text{rep} > 0 \), and the critical value 0 is determined by the specific network.

3.5.2. Time Regularity Evaluation. The regularity of time is evaluated here. \( t_i \) represents the i-th time interval and normalizes each time interval. This study considers the dispersion of time intervals. The greater the dispersion, the less regularity, and the lower the possibility of it being a malicious node. The smaller the dispersion, the stronger the regularity of the time interval, and it may be a malicious node. The formula is as follows:

\[
R_2 = \frac{\sum_{i=1}^{n-1} (t_i - \mu)^2}{n-1}
\]

When \( n=1 \), there is only one interval, which means there is no regularity; then, \( R_2 = 1 \).

3.5.3. Evaluation of Abnormal Data Parameter Change Ratio. Without loss of generality, the abnormal data parameter here can be a variety of parameters, including the number of streams corresponding to the stream, the number of packets, the number of bytes, and other parameters. According to different application scenarios or network conditions, it can set one or more parameters to participate in the evaluation. We assume that the parameter at this time uses the number of bytes sent. If a DoS attack is sent during node interaction, a relatively large change will inevitably occur in the amount of data. DoS attacks must continue to attack to achieve results. However, the current DoS attack methods are endless. In order to conceal the attack behavior, it will mix the attack data stream with the normal data stream, which is difficult to be found. The data change rate \( X \) is its ratio to the previous data change. It is calculated as follows:

\[
X = \frac{|m - \overline{m}|}{m_{\text{var}}}
\]

We assume that \( m \) is the feature parameter of the new queue node. There are \( k \) historical records in front of it, \( \overline{m} \) is the expectation of the previous \( k \) historical data, and \( m_{\text{var}} \) represents the average value of the previous \( k \) data changes. It is calculated as follows [21]:

\[
m_{\text{var}} = \sum_{i=1}^{k} |m_i - \overline{m}| / k
\]

The algorithm determines the interval of the parameter under normal conditions according to specific application scenarios and normal interaction data and sets the critical value \( \sigma \). The algorithm calculates the number of \( n \) data parameters that does not exceed \( \sigma \) and uses its proportion as an evaluation of the change ratio of abnormal data parameters.

\[
R_3 = 1 - \frac{X}{n}
\]

On the basis of obtaining the above evaluation indicators, the algorithm performs weighted aggregation on them. The algorithm uses weighting coefficients \( W_1, W_2, W_3, \) and \( W_1 + W_2 + W_3 = 1 \). At this point, the node behavior evaluation is as follows:

\[
R = W_1R_1 + W_2R_2 + W_3R_3
\]

When the core layer information management center of the Internet of Things network receives the service request sent by the user, it sends the request data to the subordinate management node, and the subordinate agent node has individual requirements for the type of service. To select and authorize the sensor layer nodes, for the trust management module studied in this study, the basis of authorization is the evaluation of trust. It includes two types of trust factor-historical statistical trust value and recommended trust value. The algorithm calculates the static trust degree of this interaction through the weighted synthesis of two types of trust factors and decides whether to authorize or not according to the security policy by comparing with the threshold.
Step 1. The algorithm reads the historical trust sequence $H_{all}$ locally stored in the cluster head. We assume that $Q_b$ is the trust history record of the target node B. That is, $H_b = \{q_1, q_2, q_3, \ldots, q_{dn}\}$, and $n$ is the number of historical interactions. Among them, any element $q_i (i > n)$ contains information such as flag, time, comprehensive trust, behavior evaluation value, and the address of the interactive node.

Step 2. The algorithm checks whether the flag of $q$ is 0. If it is 0, it means that the trust management center has not processed the abnormal node and directly discards the node. If it is not 0, the algorithm continues.

Step 3. The algorithm performs attenuation synthesis for each record. The degree of attenuation is represented by the time function $\theta(t) = Q_i + e^{-N_i(t-t)}$. Among them, $Q_i$ and $N_i$ are both parameters greater than 0, and they are mainly determined according to the requirements of specific applications. $t$ is the current time, and $t_i$ is the time when $h_i$ occurred.

In summary, the historical comprehensive trust of node A to node B is

$$T_{hist}^A \rightarrow B = \sum_{i=1}^{n} \frac{\theta(t_i)}{\sum_{j=1}^{n} \theta(t_j)} \left[ \text{hist}_i + (1 - \lambda)R_i \right], \quad n > 0, \ 0 < \lambda < 1. \tag{13}$$

(1) The recommended trust in the cluster is as follows: the subject node and the target node belong to the same cluster, but the subject node A recorded in the cluster head did not interact with the target node B many times or even had no interaction. At this time, the cluster head node selects nodes with a higher reputation value to form the sequence $H_{rec} = \{h_1, h_2, h_3, \ldots, h_{m0}\}$, and $H_{rec}$ meets the condition and has multiple interaction records with the target node B. The algorithm takes the trust record in the $H$ sequence as the recommended trust data as $T_{rec} (A \rightarrow B)$.

(2) The recommended trust between clusters is as follows: the subject node and the target node are in different clusters. Nodes in different clusters need to pass through the cluster head node to interact. Therefore, compared with the recommendation trust relationship within the cluster, the recommendation trust relationship between clusters is transformed into an indirect relationship, that is, the mutual evaluation between the cluster heads of the two clusters.

The key to recommendation trust calculation is to obtain the trust degree of the main node for the recommendation data. The calculation steps of recommended trust are as follows:

Step 4. The cluster head node selects the recommended node from the cluster, and the recommended node C satisfies the following conditions: it has interacted with the main node A, has a high degree of trust, and also has an interaction record with the target node B.

Step 5. The algorithm first judges whether the target node B and the subject node A are in the same cluster. If it gets a positive response, the algorithm skips this step and continues to step 3. If it is a different cluster node, the algorithm adds the trust value between clusters as the data for the recommended trust calculation. The trust transfer method
between clusters takes the cluster head as the main node where the main node is located as the new main node and the cluster head of the cluster where the target node is located as the recommended node. Then, we substitute the corresponding data into the recommendation trust calculation formula, namely, formula (2) in step 3.

Step 6. The algorithm selects the recommended node set \( H_{rec} = \{h_1, h_2, h_3, \ldots, h_n\} \) according to the record, and the recommended trust degree sequence \( H_{\alpha} = \{m_1, m_2, m_3, \ldots, m_n\} \) for the target node B. \( m_i \) is the recommended trust degree of the corresponding recommended node to the target node, and \( 0 < i < r_m \). Taking the recommended node C in the cluster as an example, the calculation formula of \( m_i \) corresponding to the recommended node C is as follows:

\[
m_i = T_{hist}^{(i)}(A \rightarrow C) \times T_{hist}^{(i)}(C \rightarrow B), \quad 0 < i < r_m.
\]

Step 7. The algorithm weights and aggregates the recommended trust value provided by each recommended node to obtain the recommended trust value. Considering that malicious nodes deliberately uplift or downgrade the target node to form cooperative deception, the model in this study uses the dispersion of the expected and actual value of the recommended trust degree as the weight to reduce the influence of outliers on the trust evaluation. The reason is that it is almost impossible that most of the recommended nodes are malicious nodes. The formula is as follows:

\[
T_{hist}^{(i)}(A \rightarrow B) = \sum_{i=1}^{r_m} \omega_i \times m_i, \quad 1 < i < r_m.
\]

Among them, \( \omega_i \) is the dispersion degree between the recommendation trust degrees provided by the i-th recommendation node and the overall recommendation trust degree expectation, and it is used as the weight coefficient in formula (3). It can reduce the weight of outlier data in recommendation trust degrees provided by the i-th recommendation node.

\[
\omega_i = \frac{1 - |E_r(m_i) - m_i|}{\sum_{i=1}^{r_m} (1 - |E_r(m_i) - m_i|)}, \quad 0 < i \leq r_m,
\]

where \( E_r(m_i) \) is the mathematical expectation of overall recommendation trust.

\[
E_r(m) = \frac{m_1 + m_2 + \cdots + m_{r_m}}{r_m}
\]

The historical statistical trust value \( T_{hist} \) and the recommended trust value \( T_{rec} \) obtained by the above calculation and their weighted combination can get the authorized trust value \( T_{out} \). By comparing it with the preset threshold, we arrive at a decision and grant corresponding permissions based on specific network security policies. For nodes with hierarchical authorization, higher-level nodes can be allowed to access and use more resources, and lower-level nodes cannot be accessed beyond authority.

\[
T_{out} = \alpha T_{hist} + (1 - \alpha) T_{rec}.
\]

Among them, \( \alpha \) represents the historical statistical trust weight, which is obtained by the following formula:

\[
\xi = \frac{(1/D_{hist}(\alpha))}{\left(\frac{1}{D_{hist}(\alpha)} + \frac{1}{D_{rec}(\alpha)}\right)} = \frac{D_{rec}(\alpha)}{D_{hist}(\alpha) + D_{rec}(\alpha)}
\]

\[
D(x) = \text{variance function, which is used to represent the dispersion of the data. For the weight } \alpha, \text{ the general trust model is often determined by means of expert experience and simulation experiment results. Moreover, the result of doing so often lacks science, flexibility, and adaptability.}
\]

4. Computer Vision-Based Traffic Detection Method of Secure Transmission Industrial Internet of Things

The Internet of Things system comprehensively uses diversified data sensors, radio frequency identification technology, laser scanning equipment, and other tools to collect information on monitored objects, uses the network as a connection to realize data sharing and analysis, and intelligently manages things. This study uses computer vision technology to construct a traffic detection system for the secure transmission of the industrial Internet of Things. The overall layout is shown in Figure 4.

The data service backend, more formally called “middleware,” is located between sensing devices and applications. It is the center of providing services for devices and users and is also the core part of our entire IoT remote monitoring system. Its characteristics are shown in Figure 5.

In order to ensure the reliability of transmission, this system adopts TCP-based socket data transmission technology. By analyzing the performance of the transmission framework, a two-tier socket framework is designed, and JSON is used as the message transmission format. Finally, this system uses RSA encryption and integrity verification to achieve reliability and security during data transmission. A detailed explanation of the socket communication process is shown in Figure 6.

It uses a two-layer frame design, as shown in Figure 7. The first layer is N receiving threads to receive client data. The second layer corresponds to \( n \) worker threads (processing threads), which process the data received in the receiving threads.

This study adopts a sliding window serial method of abnormal traffic detection with mixed dimensions of time and space. That is, this study first uses the sliding window method based on the time dimension to extract the features of the dataset. After forming several window instances and marking them, this study uses machine learning algorithms for preliminary screening and classification. The purpose of preliminary screening is mainly to locate and find windows with malicious traffic and screen out benign windows. In the second step, this study uses a sliding window method based on spatial dimensions to perform a second accurate detection of the traffic of the malicious window classified for the first time. Moreover, this study re-extracts the features and
Figure 4: The overall layout of the traffic detection system of secure transmission industrial Internet of Things.

Figure 5: Features of middleware.
marks the flow of this type of window and uses the neural network detection algorithm for fine screening. Figure 8 shows the specific architecture.

Figure 9 shows the overall architecture of the program. The detection scheme is mainly divided into a flow acquisition module, a sliding window abnormal flow detection module based on the time dimension, and a sliding window abnormal flow detection module based on the space dimension.

After constructing the above model, the performance of the model is verified. Under the condition of ensuring that it is not interfered with by other external factors, this study constructs a simulation system of the industrial Internet of Things, performs security detection and flow detection on the system, and uses multiple sets of data to detect and calculate the test results, as shown in Table 1.

It can be seen from the above research that the effects of security detection and traffic detection are very good, so the traffic detection method of computer vision-based secure transmission industrial Internet of Things proposed in this study is very effective.
Figure 8: Abnormal traffic detection architecture.

Figure 9: Overall structure diagram.
5. Conclusions

Currently, the application of big data processing and analysis technology is mostly focused on the Internet field, but there is a lack of rational use of massive industrial data in industrial production scenarios. Therefore, it is necessary to use the existing big data technology to design a better data processing platform suitable for industrial IoT big data. In order to improve the analysis efficiency of industrial Internet of Things data, it is necessary to implement a low-latency query system based on a Hadoop data warehouse, which can handle a large number of concurrent query requests and a single query can return results faster, thereby improving the efficiency of data processing and analysis. This study combines computer vision to conduct research on safe transmission and industrial Internet of Things traffic detection methods to further improve industrial production safety. Moreover, this study constructs an intelligent model to verify the performance of the system combined with experimental research. From the data statistics point of view, the model’s security detection and flow detection effects are very good, so the computer vision-based security transmission industrial Internet of Things flow detection method proposed in this study is very effective.
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