Cache-aware algorithm for multidimensional correlations
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Abstract. In the paper discusses a speed of a convolution or correlation functions in case of a big size of input data. When a data volume exceeds a cache size, a significant part of an execution time is spent on a loading data into the cache. A performance of correlation is explored an example of receiving a long radio signal by the use of comparison with a big number of patterns. To decrease this spending a method of reordering calculation and memory operations and is proposed. The method uses cache aware approach to construct cache friendly algorithms. A decreasing of execution time (in some case) achieves up to 44%
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1. Introduction
A convolution is an important mathematical formula, which base correlation, filter and other operations of digital signal processing. An efficient computation of the convolution is a popular subject of a science research and is interested a software and hardware developers.

A fast implementation of the convolution is required an applying of a mathematical algorithm with a low quantity of an arithmetic operations and an optimization of a program code with an accounting of a hardware. In the paper, we pay attention to the second requirement.

Two main directions of the hardware optimization are an effective using of a CPU executive units and a utilization of a memory bandwidth. The first direction assumes an increasing of a load of the CPU units and using commands that execute several arithmetic operations (primarily, SIMD instructions). The second direction helps to avoid an idle of CPU by providing a data on time. Its main idea consists in a usage of a calculation order that minimizes a data transfer between the memory and the CPU and between the CPU and its cache.

In the paper, we present a method of a decreasing of a correlation calculation time by an improving of a pattern of a CPU cache usage. This method can be useful for multidimensional correlations and convolutions that have an input data size exceeding the CPU cache size. An idea of the method consists in to find a calculation scheme that minimizes a transfer data between the cache and memory. The method is so called "cache-aware", because it needs information about the cache size. A "cache-oblivious" variant of the method is possible, but it requires some additional memory operations and less effective.

2. Related work
The patterns of a CPU cache usage are special cases for patterns of an access to a hierarchical memory. For an analysis of the access to a hierarchical memory is usually used a Hierarchical Memory Model (HMM), which was introduced in a publication [1]. In that publication determined...
levels of a computer system memory hierarchy: fast memory (registers of the CPU), several levels of cache, main memory, extended and external storages. This determination is completely actual nowadays. In [1] reconsidered matrix multiplication, FFT and sorting algorithms for HMM and gave an estimation of theirs time complexity bounds.

Early researches were concentrated on a problem of main memory small size and external storage latency [2]. A strong motivation of those researches is a high degradation of calculation performance when a data volume exceeds the main memory size. A review of external memory algorithms can be found in [3] and later works of the same author.

A significant increasing of CPU clock frequency relative the main memory revealed problems of main memory latency and a cache size limitation. A mainstream solution of those problems is cache friendly block algorithms. The block algorithms are most effective for case of matrix operations [4]. They change a calculation order from processing a whole row or columns to manipulating blocks of matrixes that fit entirely in cache. Methods for a finding of the cache friendly calculation order for other algorithm types are a little more complicated and a less universal. For example, cache friendly sorting was researched in a publication [5].

The next step in the researches of the cache friendly algorithms is an invention of cache-oblivious algorithms [6] (latest review – [7]). A first cache-oblivious algorithm was proposed for fast Fourier transform. An idea concludes in a recursive union the small size blocks of the processing data in bigger size ones. At some level of recursion the block size fits the cache size and one cache load is required for its calculation. This idea has been successfully applied to various algorithms and data structures [8-10].

A common modern review of the algorithms of the convolution can be found in a publication [11]. Despite of the long studies there are opportunities for improving its algorithmic complexity [12]. In the practical terms hardware optimization, including through the use the cache friendly algorithm, is more important than the algorithmic complexity of the convolution [13]. Current research of this issue primarily focuses on multiple processor architectures [14, 15].

3. Practical goal

There are enough software libraries, allowing to calculate the various type correlation and convolution, including free and open source ones. In most cases they work very well. However, exploring a performance of big multidimensional correlation, we revealed an extra degradation of an execution time when convolution size exceeds some level. Situation analysis showed that, the extra degradation arises from insufficient the cache size.

We were using the big multidimensional correlation to receive a radio signal that had a power much less a noise power. This task is often applied in secret and secure transmission systems [16]. To detect the signal, its duration was about a few second and the sampled signal had thousands of samples. To receive the signal, a computer had to compare it with hundreds of patterns those differ a frequency of a signal spectrum, a start time and a transmitted symbol.

A measured a correlation execution time is presented in figure 1. The measurements were made on Intel i7 processor, with a frequency 2 GHz and 6 GB RAM. The processor has L1 cache 2*32 KB for data and instruction, L2 cache 2*256 KB (for two cores) and 4MB L3 cache. The correlation was calculated by NumPy library of Python language that was provided by an Anaconda package manager.

In figure 1 on x axis is a number of the samples in the patterns, on y axis is an average execution time in milliseconds. Different lines in the figure correspond to different lengths of the received signal. The time values are the average time of correlation calculation for 100 experiments.
Figure 1. A measured a convolution execution time.

All lines in the figure have surges at a point about 2000 samples. An analysis of the situation suggests that this point matches a pattern length at which the data size of all patterns no more than the L3 cache size.

Presume that the surges of the execution time can be deleted by changing the calculation order.

4. Results

A key idea of cache friendly correlation is to split the data into several parts which data sizes fit cache size. The development of such an algorithm for multidimensional correlation requires answers to two questions: what dimension to use for splitting and how many parts to divide it.

Splitting data into large parts increases a quantity of intermediate data, but makes the algorithm friendly to a small size cache. A selecting the dimensionality to split also affects the amount of the intermediate data, the amount of which proportional to the size of non-splitting dimensionalities.

In our case, the cached data can be pictured as it presented on figure 2, where “symbol” is number of transmitted symbol, “harmonic” is number of using frequency and “sample” is number of samples in pattern. In cache friendly calculation scheme the sample dimension is splitted into $n$ parts, where $n$ estimated by:

$$ n = \frac{N_{\text{Sym}}N_{\text{Sam}}N_{\text{harm}}V_1}{V_c} $$

where $N_{\text{Sym}}$ is the number of symbols, $N_{\text{Sam}}$ is number of samples, $N_{\text{harm}}$ is number of harmonics, $V_1$ is size of one variable of an using data type and $V_c$ is volume of cache.
A studies of a various ways of splitting correlation reveal that the best performance is obtained by splitting a samples dimensionality on parts, that size no more than 2000 samples. The final version of the correlation function that provides the best performance by changing the calculation order is present in figure 3.

**Figure 2.** A cached data.
A measured cache aware correlation execution time is presented in figure 4.
Figure 4. A measured a cache aware correlation execution time.

As seen in figure 3, the cache aware correlation does not have the surges of the execution time. The little larger execution time at the beginning of the lines compared to the direct correlation is due mainly to a non-optimized program code in the high-level language. The increasing of speed at the pattern size 2000 samples in comparison with the direct correlation was up to 44%.

Similar results were obtained when testing these functions on other computers. Involved processors have the various volumes of L3 cache, consequently there were surges of the direct correlation performance at various pattern sizes.

5. Discuss

In the paper was proposed and analyzed the method to the speed improving of the correlation function on the desktop processor. This method simplifies the modern cache-obvious methods and can be applied to wide range algorithms, which work with big volumes of data.

The implementation of this method successfully solves a problem that described in "practical goal" section. It can be applied to find the big size convolution and correlation. The performance improvement up to 44% is achieved using a high-level language and can be increased through a software optimization.

L2 cache size of modern widely used processors lies in narrow range from 2 to 8 MBytes. A cache obvious approach in this case is not needed because we can use 2MBytes as maximum size of subcorrelation for all modern processors without a meaningful performance lost.

A promising area of further research is a bringing together the cache aware method and well-known method "divide and conquer" for decreasing of arithmetic complexity.
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