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Abstract—Distributed data processing platforms (e.g., Hadoop, Spark, and Flink) are widely used to distribute the storage and processing of data among computing nodes of a cloud. The centralization of cloud resources has given birth to edge computing, which enables the processing of data closer to the data source instead of sending to the cloud. However, due to resource constraints such as energy limitations, edge computing cannot be used for deploying all kinds of applications. Therefore, tasks are offloaded from an edge device to the more resourceful cloud. Previous research has evaluated the energy consumption of the distributed data processing platforms in isolated cloud and edge environments. However, there is a paucity of research on evaluating the energy consumption of these platforms in an integrated edge-cloud environment, where tasks are offloaded from a resource-constraint device to a resource-rich device.

Therefore, in this paper, we first present a framework for the energy-aware evaluation of the distributed data processing platforms. We then leverage the proposed framework to evaluate the energy consumption of the three most widely used platforms (i.e., Hadoop, Spark, and Flink) in an integrated edge-cloud environment consisting of Raspberry Pi, edge node, edge server node, private cloud, and public cloud. Our evaluation reveals that (i) Flink is most energy-efficient followed by Spark and Hadoop is found least energy-efficient (ii) offloading tasks from resource-constraint to resource-rich devices reduces energy consumption by 55.2%, and (iii) bandwidth and distance between client and server are found key factors impacting the energy consumption.

Index Terms—Edge computing, Cloud computing, Energy Consumption, Task Offloading, Hadoop, Spark, Flink.

I. INTRODUCTION

The centralization of computing nodes in a cloud introduces significant delay especially for data-intensive tasks [1]. This is because data needs to be transmitted from data source to a centralized cloud via Wide Area Network (WAN) with a limited bandwidth and high latency. Moreover, transmitting data from a data source located at a distance from a cloud may lead to network congestion. The downsides of the centralized cloud have given birth to a new paradigm, edge computing, which stores and processes data closer to a data source instead of sending it to a resource-rich cloud [2]. As a result, the response time improves and the bandwidth consumption reduces. However, edge computing faces its own set of challenges. First, edge devices such as sensors have limited storage and computation capability. Second, with heavy load, the energy consumption of an edge device increases, which leads to quicker depletion of the limited battery life of edge device.

To cater the shortcomings of pure cloud computing and edge computing, the concept of task offloading is coined, where a task is offloaded from the resource-constrained edge device to the resource-rich cloud in an integrated edge-cloud environment [3]. However, not all tasks can always be offloaded as it will nullify the main concept of edge computing that warrants to execute tasks at the edge. Hence, a question arises “Where, what, how, and when to offload?”.

In order to answer ‘Where to offload’ (the focus of this paper), there are several options such as edge node, adjacent server, or cloud. The answer to this question primarily depends upon the type of task and the network layout of the edge-cloud environment. The key types of tasks include data processing and data storage. Data processing in a distributed environment is carried out using distributed data processing platforms (hereafter referred as data platforms), which distribute the storage and processing of data among computing nodes. The most commonly used platforms include Apache Hadoop, Apache Spark, and Apache Flink [4]. These platforms differ from each other in several ways. For example, Hadoop is a disk-based framework while Spark and Flink are memory-based frameworks. Also, Hadoop is designed for batch processing whereas Spark and Flink are designed both for batch and stream processing. Such differences with respect to the architecture and features directly impact their response time, scalability, and energy consumption.

A plethora of research exists on the evaluation of these platforms in cloud as well as edge environment [2], [4], [5]. However, none of the existing studies have evaluated these platforms in an integrated edge-cloud environment, where data processing tasks are offloaded from a resource-constraint device to a resource-rich device. Moreover, these platforms are often evaluated in terms of response time and scalability [6], [7]. While response time and scalability are important metrics in cloud computing, they alone are not enough in the context of edge-cloud environment. This is because in addition to response time and scalability, energy consumption also becomes a key metric in edge-cloud environment. The reason for this is that edge devices, such as mobile sensors, have limited battery life. Applications running on edge devices that consume too much energy deplete the battery quickly. Consequently, a user has to recharge the edge device on...
frequent basis, which results in poor user experience. Hence, it is important to answer the question - How energy-efficient are various distributed data processing platforms in an edge-cloud environment?

In this paper, we answer this question by first presenting a framework for the energy-aware evaluation of the data platforms in an edge-cloud environment. We then use the proposed framework to evaluate the energy consumption of the three widely used platforms (i.e., Hadoop, Spark, and Flink) during task offloading from resource-constraint to resource-rich devices. According to our evaluation framework, we have designed different usage scenarios based on client and server nodes on which these data platforms are deployed. In our setup, client node offloads a task and server node executes the offloaded task. Our experimental infrastructure consists of five types of computing nodes - Raspberry Pi (RPI), laptop (hereafter termed as edge node), high-performance server (hereafter referred as edge sever node), private cloud (OpenStack), and public cloud (Google). We have considered nine offloading scenarios i.e., RPI → (edge node, edge server node, private cloud, public cloud), edge node → (edge server node, private cloud, public cloud), and edge server node → (private cloud, public cloud). The node on the left of the arrow specifies the client node that offloads tasks while the node on the right of the arrow specifies the server node that executes the offloaded task.\(^1\) In addition to these scenarios, for the sake of comparison, we have also considered baseline/non-offloading scenarios, where the node offloading a task is the same as the node executing the task i.e., the task is executed locally. We measure and compare the energy consumption of these computing nodes during various stages such as data generation, data transmission, and data processing. In a nutshell, we make the following contributions in this paper.

- We propose a framework for the energy-aware evaluation of the distributed data processing platforms in an integrated edge-cloud environment.
- We demonstrate the use of the proposed framework to evaluate the energy consumption of the three most widely used distributed data processing platforms (Hadoop, Spark, and Flink) during several task-offloading and baseline/non-offloading scenarios.

The rest of the paper is structured as follows. Section II introduces the three platforms and delineates the related work. Section III presents our evaluation framework, which is followed by Section IV that presents the evaluation results. Section V concludes the paper.

II. BACKGROUND AND RELATED WORK

In this section, we first briefly introduce the data platforms and present the related work.

A. Distributed Data Processing Platforms

Distributed data processing platforms are employed in a system for distributing the storage and processing of data across a cluster of nodes. In this study, we have selected the following three data platforms based on their widespread usage in industry and academia [1], [8], [9].

Hadoop is one of the earliest and widely adopted data platform. This is a batch processing platform, which follows the functional programming model of MapReduce [10]. Hadoop offers an open-source Java implementation of MapReduce. It is composed of two layers - a data storage layer called Hadoop Distributed File System (HDFS) and a data processing layer - Hadoop MapReduce Framework [10]. Spark is a novel data platform, which is designed to overcome the shortcomings of Hadoop (e.g., lack of user interface and programming language barriers) [11], [12]. Spark does not have its own distributed file system; therefore, it uses HDFS as its input source and output destination. Unlike Hadoop, Spark is a memory-based platform. Before an operation, the user driver program launches multiple workers. Then, these workers read data from a distributed file system and cache them in their memory as partitions of Resilient Distributed Dataset (RDD). This feature enables Spark to avoid reloading data at every iteration, which helps in boosting the data processing speed. Also, Spark uses RDDs to rebuild information (lost due to potential failures) from ancestor RDDs. Flink is relatively a new open-source platform suitable for both batch and stream processing [13]. Flink uses a high throughput streaming engine that is written in Java and Scala. Similar to Hadoop and Spark, Flink follows a master-slave architecture, where a master node manages the distribution of data processing among worker nodes and worker nodes perform the actual data processing. Flink does not provide its own storage; therefore, we have to use it in combination with another platform such as HDFS. Like Spark, Flink is a memory-based framework. However, unlike Spark that implements iterations as for loops, Flink executes iterations as cyclic data flows. The iterative process in Flink can significantly speedup certain algorithms as Flink reduces the required work in each subsequent iteration.

B. Related Work

We categorize the related work into the following three sections to position the novelty of our work with respect to the related works.

1) Energy consumption of data platforms in cloud: Several studies explored the energy consumption of data platforms in a cloud environment. Leverich et al. [14] proposed an approach for optimizing the energy consumption of Hadoop. The proposed approach shifts data processing tasks from low-power nodes to high-power nodes. Hence, some nodes can be shutdown to reduce energy consumption. The authors show that such approach saves 9 - 50% energy consumption. Feller et al. [15] studied the energy consumption of two Hadoop clusters. In the first cluster, data resides on the same node that is supposed to process the data while in the second cluster data resides on a different node than the one that is supposed to process the data. It was found that energy consumption significantly decreases if data is placed on the same node that processes the data. Kaushik and Bhandarkar [16] proposed
GreenHDFS - a variant of Hadoop that places the data in hot and cold zones in a way that the data in cold zone is rarely accessed. Hence, the servers hosting the cold zone largely remain idle, which results in saving 26% energy. Maroulis et al. [17] presented a tuning approach for Spark to reduce energy consumption with minimal impact on the execution time. The approach tunes the allocation of the number of CPU cores and CPU frequency to save energy. Experimental evaluation revealed 61 - 75% energy saving. In [18], the authors proposed ExpRESs - a scheduler that executes Spark applications in a way to minimize energy consumption. This scheduler orchestrates the execution workflow of Spark jobs based on energy predictions obtained from regression analysis. Chatterjee and Morin [19] contrasted the energy consumption of Flink with Storm and Heron in an 8-node cluster. It was observed that Flink outclasses both Storm and Heron in terms of energy consumption in a cloud environment. Veiga et al. [20] compared the energy consumption of Hadoop, Spark, and Flink deployed on a 16-node cluster. It was found that Hadoop is more energy-efficient for batch workloads while Spark and Flink were found to be more energy-efficient for iterative workloads. All these existing works study the energy consumption of data platforms in a pure cloud environment with no task-offloading. Differently, our work explores the energy consumption of data platforms during task-offloading in an integrated edge-cloud environment.

2) Data platforms in edge computing: Several studies have explored the use of data platforms in edge computing. For instance, to reduce transmission energy, Dong et al. [21] proposed a graph-based approach for computation offloading that determines which tasks to process locally on an edge device and which tasks to offload to a cloud server. Spark was installed on both edge and cloud devices. Experimental results show significant reduction in energy consumption during computation offloading. Unlike [21] which focuses on what task to offload, our work explores where to offload. Focusing on the use of Spark for edge computing, Hajji and Tso et al. [22] evaluated the execution time, CPU usage, and energy consumption of Spark deployed on a single RPI and a cluster of 12 RPI’s. It was observed that the energy consumption largely depends upon the workload i.e., more intensive the workload, higher is the energy consumption. In [22], the focus is on a standalone RPI or RPI cluster unlike our work where we focus on task offloading. Scolati et al. [23] contrasted the performance of Hadoop and Spark in edge environment, however, on a containerized cluster of RPI’s. In this study, the authors measured CPU and RAM usage to report the limitations of RPI for the deployment of Hadoop and Spark. Komninos et al. [5] investigated the use of RPI cluster in an edge computing scenario for performing machine learning tasks. The authors used Spark for running a machine learning job on a distributed set of RPI nodes (Raspberry Pi Model 4). The results show that the cluster took 50 - 650 seconds to train the model and 0.1 - 280 seconds to test the model. Our work differs from the above works in terms of evaluation metrics, infrastructure model, and data platforms.

3) Energy consumption in task offloading: A plethora of research exists on exploring energy consumption during task offloading [1]. Xu et al. [2] proposed a multi-objective optimization method with an aim to optimize execution time and energy consumption of the mobile devices during offloading tasks from a mobile device to a cloud. Mansouri et al. [24] studied the energy consumption of distributed databases (i.e., Cassandra, MongoDB, Redis, and MySQL) in hybrid clouds and edge environment. For this purpose, the authors deployed the databases on hybrid cloud (consisting of OpenStack and Azure) and various edge nodes such as RPI and RPI cluster. In [25], the authors studied whether it is feasible in terms of energy consumption and bandwidth to offload tasks from smartphones to Amazon EC2 public cloud. The Android smartphones were running various Android applications and connected to the cloud via WiFi, 2G, or 3G network. In [26] and [27], the authors proposed techniques for energy-aware task offloading in edge-cloud environment. The technique proposed in [26] uses estimation functions to estimate energy and execution time while the one in [27] uses machine learning for predicting energy consumption. Based on the estimation, it is decided whether or not to offload tasks. Unlike the previous works, our work focuses on the energy consumption of data platforms in various scenarios to determine where to offload. Hence, our work differs from the previous works in terms of objective, applications, and infrastructure model.

III. THE PROPOSED EVALUATION FRAMEWORK

In this section, we propose our framework for the energy-aware evaluation of the data platforms. The framework consists of seven dimensions, which are reported in the following sub-sections. In this section, we also report on how we leveraged the proposed framework for the energy-aware evaluation of Hadoop, Spark, and Flink in an edge-cloud environment.

A. Evaluation Goal

Evaluation goal underlines the key reason or motivation behind undertaking an evaluation study. The evaluation goal is defined by the researchers or practitioners. Examples of goals include comparison of the energy consumption of different platforms, selection of the appropriate hardware devices keeping in view the energy constraints, and assessing the energy consumption of new software/hardware solutions. For this study, our goal is to compare the energy consumption of the three data platforms in various task offloading and non-offloading scenarios.

B. System Architecture

System architecture visualizes the different elements of the entire infrastructure used for the evaluation. These elements include edge devices, different types of clouds, measurements probes, and software applications. The architecture used in our case study is presented in Fig. 1 which is divided into four components. The bottom component is the hardware layer that hosts the following five studied devices - RPI, edge node (laptop), resource-rich server (edge server node), private
cloud (OpenStack), and public cloud (Google). These devices are connected with each other via wireless connections. The application component underpins the type of job/task to be executed using the platforms deployed on the hardware devices. Some of the popular tasks include machine learning, searching, and sorting. For the sake of rigorous evaluation, we considered several types of tasks in our study, which are described in Section III-D. The data platforms part specifies the platforms considered for evaluation. These platforms are deployed on the devices in the hardware layer. Whilst several platforms are available in the market, we considered the evaluation of Hadoop, Spark, and Flink in this study based on their widespread use and support from the well-known cloud providers such as Google, AWS, and Azure. The measurements component specifies the key evaluation metrics which include but are not limited to energy consumption, time consumed in the execution of application workload, and resources (e.g., CPU and RAM) utilized during job execution. Our study primarily focuses on energy consumption, however, also measures other metrics as discussed in Section III-E.

C. Environmental Parameters

Several parameters in experimental test-bed directly impact the energy consumption. Therefore, these parameters need to be considered during the interpretation of the results. Examples of such parameters include but are not limited to network speed, storage type (e.g., HDD or SSD), and VM flavours. We paid special attention to the network speed as our study involves transferring data from one device to another using network connection. Therefore, we used a networking tool, IPerf3, to measure the bandwidth between different devices considered in our study. We installed Iperf3 on each device and ran it for 10 minutes to measure the bandwidth shown in Fig. 2. The bandwidth shown in Fig. 2 is the average of the bandwidth measured in each second during 10 min. The highest bandwidth is observed between edge server node and private cloud while the lowest is observed between RPI and edge node. Given that we did not consider task offloading from private to public cloud (see Section III-F for details), we did not measure the bandwidth between private and public cloud.

Fig. 1: Edge-cloud architecture used in this study.

Fig. 2: Mean bandwidth (in Megabytes/sec) between the five nodes in our infrastructure.

D. Evaluation Workloads

As described in Section III-B, the application layer in Fig. 1 specifies various tasks/workloads to be executed using the platforms. These workloads directly impact the energy consumption, therefore, the selected workloads should be representative of the real-world scenarios. We selected two types of workloads – batch and iterative. Batch workload implements one-pass processing, where the input is processed exactly once. Iterative workload implements loop-caching, where the same input is processed multiple times, however, not necessarily in a streaming fashion. That is why, all four workloads (two of each type) used in this paper are applicable for Hadoop, Spark, and Flink.

In the batch category, we chose word count and grep, which are common in end-user applications such as google search [28], [29]. In the iterative category, we selected K-means and PageRank, which are also frequently used in applications such as machine learning and graph processing [28], [29]. These workloads are also most popular among researchers for evaluation purposes [30], [31]. We generated 3 GB data for each workload. Grep is a workload that implements a command for searching plain text generated using Wikipedia text files [11]. WordCount counts the number of times a word appears in a text file. It can reasonably assess the aggregation capability of distributed data processing platforms. K-means is the well-known K-means algorithm for clustering data, which is a good choice for assessing the ML feature of a data platform [29]. This workload receives input from a random data generator. PageRank is a graph algorithm, which ranks a set of elements according to their references [11]. This workload is representative of search indexing. As input, this workload uses Wikipedia page-to-page link database.

E. Evaluation Metrics

In the context of energy-aware evaluation, the most important metric is the consumed energy measured in the unit of Joules. However, to understand underlying reasons behind energy consumption, it is important to also measure the execution time and utilization of resources such as CPU, RAM, and disk. The measurement of energy consumption depends upon the hardware and software tools used. For our study, we measured the energy consumption of RPI using USB Power Meter (UPM). UPM provides the required energy readings both in the form of displaying it on the built-in screen as well writing them to a file. For measuring the energy consumption of edge
node and edge server node, we leveraged Running Average Power Limit (RAPL), which is a powerful tool offered by Intel for accurate energy readings [32]. For accurate measurement, we made sure that no other process is running on the devices except our evaluation workloads. We did not measure the energy consumed by private or public cloud. This is because (i) it is quite challenging to accurately measure the energy consumed by an individual task running on a cloud that offers multi-tenant services [33], and (ii) unlike cloud resources, the energy consumption of edge devices is crucial as these devices have limited battery life that depletes quicker with high energy consumption. We measured execution time using the time keyword in our Linux bash scripts, which measures the time consumed in the execution of each phase such as data generation and data processing. Finally, we used Dstat[3] for measuring the consumption of resources - CPU, RAM, disk read, and disk write.

F. Evaluation Scenarios

In an edge-cloud environment, tasks are either executed locally on the edge device or offloaded to a resource-rich cloud or nearby server. Given the possibility of several scenarios, it is crucial to clearly define the evaluation scenarios with respect to the evaluation goal. In our study, we considered 12 experimental scenarios, which are illustrated in Table I. These scenarios differ from each other in terms of client (node offloading the task) and server (node receiving the task). The tasks are offloaded from resource-constrained device to resource-rich device. Additionally, we also considered executing the task on the client node itself. We term such scenarios as non-offloading, which are treated as baseline for comparison with the offloading scenarios. As shown in Fig. 3 for the evaluation of offloading scenarios, the client node receives the server node IP and workload as input from the user. Once input is received, all probes for the measurement of the evaluation metrics are activated. Immediately after, the client node generates the dataset for the specified workload and offloads it to the provided server node. Evaluation metrics are continuously measured during the time the server node processes the data. Once the server completes the data processing job, the results are sent back to the client and the measurement process stops. Finally, the measurements are written to a file. In case of non-offloading scenarios, the client node itself executes the workload and measures the evaluation metrics.

G. Hardware Infrastructure

The energy evaluation results directly depend upon the hardware used during the evaluation. For instance, the energy consumed during the execution of a task by RPI model 4 maybe different from that of RPI model 3. Hence, the hardware infrastructure should be clearly specified to help others understand and replicate the evaluation study. The hardware infrastructure used in our study consists of five types of nodes as described in Table II.

| Scenario# | Client | Server | Concept |
|-----------|--------|--------|---------|
| Scenario 1 | RPI | RPI | Non-offloading |
| Scenario 2 | RPI | Edge node | Offloading |
| Scenario 3 | RPI | Edge server node | Offloading |
| Scenario 4 | RPI | Private cloud | Offloading |
| Scenario 5 | RPI | Public cloud | Offloading |
| Scenario 6 | Edge node | Edge node | Non-offloading |
| Scenario 7 | Edge node | Edge server node | Offloading |
| Scenario 8 | Edge node | Private cloud | Offloading |
| Scenario 9 | Edge node | Public cloud | Offloading |
| Scenario 10 | Edge server node | Edge server node | Non-offloading |
| Scenario 11 | Edge server node | Private cloud | Offloading |
| Scenario 12 | Edge server node | Public cloud | Offloading |

In this section, we present and compare the energy consumption of Hadoop, Spark, and FLink deployed on RPI, edge node, and edge server node.

A. Energy Consumption of RPI

Fig. 4 presents the energy consumed by the RPI during the execution of the workload either on-premise using RPI or offloading the execution to one of the four destinations - edge node, edge server node, private cloud, or public cloud. For all platforms and workloads, we observe that as compared to the offloading scenarios, the energy consumption is significantly higher in the non-offloading scenario where the workload is executed using the RPI. This is because in the non-offloading
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scenario, the data is processed by the RPI itself where the RPI uses its own resources such as CPU and RAM. Fig. 5 shows the CPU usage of RPI executing k-means using Hadoop for non-offloading and offloading scenarios. Since the CPU usage in offloading scenarios is quite low (1 - 4%), the difference in CPU usage among various offloading scenarios is not clearly visible in Fig. 5. We observe that in non-offloading scenario the mean CPU utilization of the RPI is around 34.2%. On the other hand, in the offloading scenarios, the data is processed by the node/cluster at the destination during which time the RPI is idle and waiting. That is why the CPU usage of RPI in offloading scenarios is merely 1-4%. This implies that in order to save energy, it is feasible to offload tasks to one of the destinations.

As compared to non-offloading scenario, offloading task from RPI reduces the mean energy consumption of RPI by 51.6%. Offloading the task to edge node, edge server node, private cloud, and public cloud reduces mean energy by 44.7%, 49.6%, 56.6%, and 54.5%, respectively. The reduction in case of offloading to edge server node as compared to edge node is sligher higher due to the difference in the energy consumed during data transmission and data processing phase. Since the bandwidth (4.1MB/s) between RPI and edge server node is higher than the bandwidth (2.7MB/s) between RPI and edge node as shown in Fig. 2, it takes lower time and energy to transmit data to edge server node. Edge server node has higher RAM and CPU power as compared to edge node as reported in Table II, therefore, edge server node process the data quickly. As a result, RPI receives the result quicker which directly translates into lower energy consumption. Although both private and public clouds are equipped with similar resources such as RAM and CPU, the energy consumption during task offloading to private cloud is 2.2% lower than the public cloud. This difference mainly stems from the difference in the energy consumption during data transmission phase. In our experimental setup, the distance between RPI and private cloud (in Adelaide) is around 107 meters while the distance between RPI and public cloud (in Sydney) is around 1374 KM. Hence, it takes longer time to transmit data to public cloud, which directly results in higher consumption of energy as illustrated in Fig. 6. Offloading to public or private cloud

Fig. 4: Energy consumption during task offloading from RPI to various destinations as specified on x-axis.

Fig. 5: CPU Usage of RPI during data generation, data copying, and data processing for Scenarios 1 - 5 (Table I).

Fig. 6: Time and energy consumed in transferring data from RPI to private and public cloud.

Fig. 7: CPU Usage of RPI baseline/non-offloading scenario.

Fig. 8: Disk read and write for Hadoop, Spark, and Flink executing K-means on RPI during non-offloading scenario.
as compared to edge server nodes saves more energy. This is a direct determinant of the higher bandwidth (5.8 - 6.2MB/s) between RPI and cloud as compared to 4.1MB/s bandwidth between RPI and edge server node.

With respect to workloads, it is evident from Fig. 4 that iterative workloads (k-means and page rank) consume quite high energy as compared to batch workloads - grep and word count. This is because the execution of batch workloads requires processing the data only once while iterative workloads require multiple iterations of data processing in order to produce the final output. The energy consumed in data generation, data transmission, and copy to HDFS is almost similar across all workloads. The main difference occurs during the data processing phase where the batch workloads consumes around 79.6% less energy as compared to the iterative workloads. Furthermore, as presented in Fig. 7 we also observe a lower CPU usage during the execution of batch workloads as compared to iterative workloads i.e., 28.1% vs 34.2% for Hadoop, 29.8% vs 48.2% for Spark, and 31.3% vs 61.5% for Flink. Higher usage of CPU also contributes to the higher consumption of energy as observed for iterative workloads.

Table III: Data processing time (in seconds) for Hadoop, Spark, and Flink deployed on edge node

| Workload | Grep | Word Count | K-means | Page Rank |
|----------|------|------------|---------|-----------|
| Hadoop   | 47   | 109        | 260     | 600       |
| Spark    | 40   | 75         | 201     | 502       |
| Flink    | 18   | 72         | 62      | 421       |

B. Energy Consumption of Edge Node

Fig. 9 presents the energy consumption for the edge node. It is evident that in comparison to offloading scenarios, the energy consumption is quite high in the non-offloading scenarios where the task is executed on the edge node. This is because the edge node remains idle during data processing stage in offloading scenarios as the task is executed on the destination node such as edge server node or cloud. In the non-offloading scenario, similar to RPI, the edge node uses its own CPU and RAM to process the data. During data processing stage, we observe that the mean CPU utilization of the edge node reduces from 59.4% in non-offloading scenario to 2.6% in offloading scenarios (figure not included due to space limitation).

In non-offloading scenario, on average, 85.3% energy is consumed in data processing. In offloading scenarios, the energy distribution significantly differs between batch and iterative workloads. For batch workloads (grep and word count), on average, 65.7% energy is consumed in data generation, 16.2% in data transmission, 7.5% in copying data to HDFS, and 10.8% in data processing. For iterative workloads (k-means and page rank) that are compute-heavy, the distribution of mean energy consumption is as follows - 51.8% data
generation, 7.8% data transmission, 3.8% copying data to HDFS, and 36.4% data processing. In terms of saving energy, the best option for edge node is to offload the task to the edge server node as least amount of energy is consumed when tasks are offloaded to the edge server node. Whilst the data generation is same for offloading to edge server node and private/public cloud, the difference is created by the energy consumed during data transmission. We observe that the energy consumed in data transmission is directly proportional to the distance between client and server. For instance, the edge node is located at a distance of around 107 meters from our private cloud and around 1375 KM from the public cloud. Thereby, the data transmission energy is lower for transferring data to the private cloud as compared to the public cloud as illustrated in Fig. 10. Fig. 10 shows that energy consumed by edge node to transmit data to public cloud is 9.9% more energy as compared to private cloud. Comparing Fig. 9a and Fig. 9b for batch workloads with Fig. 9c and Fig. 9d for iterative workloads shows that iterative workloads consumes far more energy than batch workloads on edge node as was the case for RPI too.

C. Energy Consumption of Edge Server Node

Fig. 11 shows the energy consumed by edge server node as it offloads tasks to various computing options or execute the task itself. Similar to RPI and edge node, the energy consumed in the non-offloading scenarios is quite high as compared to offloading scenarios for word count, k-means, and page rank. However, this is not true for grep with Spark and Flink due to two reasons. First, grep is a light-weight workload so the energy consumed during the data processing stage using edge server node and using resourceful private or public cloud is not too much different. Furthermore, the data transmission energy contributes significantly to the energy consumed in offloading workload to the public or private cloud. In comparison to Spark and Flink, executing grep using Hadoop on edge server node consumes more energy as compared to offloading scenarios. This is because Hadoop consumes far more energy during data processing, which cannot be dominated by the data transmission energy.

Fig. 12 shows the energy consumed in the execution of various phases of data processing for baseline scenario. On average, the initialization of the platform consumes only 0.68%, 2.72%, and 0.94% of the total energy for Hadoop, Spark, and Flink, respectively. Hence, it can be asserted that the initialization phase does not dominate the actual processing stages in our study. Spark consumes higher energy in initialization because when Spark job starts, it creates SparkContext, which is a slow process. Hadoop consumes comparatively higher energy in shuffle stage.
to the synchronization barrier (each thread waiting for the antecedent thread to finish writing) that Hadoop faces while writing intermediate data to the disk during shuffle stage.

The mean energy consumed by the edge server node in task offloading to the public cloud is 5.56% higher than the energy consumed in offloading to private cloud. The key difference is in energy consumed during data transmission. Since private cloud is located closer (107 meters) to the edge server node as as compared to public cloud (1375 KM), it takes more energy to transfer data to the public cloud. Except grep, offloading tasks from edge server node to the cloud on average saves 74.1% energy for Hadoop, 62.9% for Spark, and 55.5% for Flink. Hence, it can be concluded that offloading computationally-heavy tasks to the cloud from edge server nodes leads to saving significant amount of energy. Copying data to HDFS at the destination nodes consumes around 107-153 Joules, however, this proportion of energy is not visible in Fig. 11c and Fig. 11d due to the large chunk of energy consumed in data processing.

D. Energy Efficiency - RPI vs Edge Node vs Edge Server Node

Fig. 14 compares the energy consumption of client nodes including RPI, edge node, and edge server node for non-offloading and offloading scenarios. In non-offloading scenario, RPI consumes the least amount of energy while edge server node consumes the most amount of energy. This trend is directly linked with the resources available with each device as presented in Table II, RPI being the device with limited resources consumes less energy while edge server node having more resources (CPU and RAM) consumes most energy.

Whilst RPI consumes least energy, it takes the longest time to complete the job as depicted in Fig. 15. In other words, RPI is energy-efficient while edge server node is time-efficient. Hence, we observe a trade-off situation where the device consuming least energy takes longest execution time and vice versa. Moreover, we also observe that around 95.4% energy is consumed during data processing in non-offloading scenario.

With regards to offloading scenarios, edge node consumes 26.2% less energy than RPI during task offloading to edge server node. This difference comes from data transmission energy, where edge node consumes only 60 joules as compared to 445 joules consumed by RPI. This difference in data transmission energy is a result of the difference in the bandwidths (4.1 MB/s between RPI and edge server node vs 8.6 MB/s between edge node and edge server node) as shown in Fig. 2. Same goes true between RPI and edge node energy consumption for task offloading to private and public cloud, where the energy consumed by RPI is higher than edge node. During task offloading to private and public cloud, the energy consumed by edge node is the lowest while the energy consumed by edge server node is the highest. The key difference stems from the energy consumed in data processing phase where edge server node consumes 5 times more energy than edge node. While both nodes wait for the destination node to execute the task during these phases, wait by edge server node is more costly in terms of energy as compared to edge node.
node. Such is illustrated in Fig. [13] where it can be observed that both CPU and RAM of edge server node consumes higher energy as compared to the CPU and RAM of the edge node. This is because edge server node is equipped with higher CPU and RAM capacity as compared to the edge node (Table II).

V. CONCLUSION

In this paper, we proposed a framework for evaluating the energy consumption of distributed data processing platforms deployed in an integrated edge-cloud environment. We then used the proposed framework to evaluate the energy consumption of the three most widely used platforms (i.e., Hadoop, Spark, and Flink) using 12 scenarios. Our results reveal that (i) Flink is most energy-efficient followed by Spark, and Hadoop is found to be the least energy-efficient (ii) offloading data processing tasks from resource-constraint to resource-rich device reduces mean energy consumption by 55.2% (iii) the bandwidth, distance between client and server, and their computational powers are key factors to be considered during energy assessment of the distributed data processing platforms. These findings should not be taken as the final word on the energy consumption of these platforms. This is because our study only uses a few workloads and very specific infrastructure during evaluation. As the workloads or infrastructure (e.g., connection type and hardware devices) change, we expect the energy consumption will change accordingly. Therefore, the key takeaway from this work is how to evaluate the energy consumption of the distributed data processing platforms in edge cloud environment so that researchers and practitioners can identify and exploit areas for reducing energy consumption. In future, we plan to extend and leverage the proposed framework for investigating the impact of tuning parameters (e.g., replication factor, memory allocation, and data compression) on the energy consumption of the distributed data processing platforms.

REFERENCES

[1] B. Wang, C. Wang, W. Huang, Y. Song, and X. Qin, “A survey and taxonomy on task offloading for edge-cloud computing,” IEEE Access, vol. 8, pp. 186,080–186,101, 2020.
[2] X. Xu, Q. Liu, Y. Luo, K. Peng, X. Zhang, S. Meng, and L. Qi, “A computation offloading method over big data for iot-enabled cloud-edge computing,” Future Generation Computer Systems, vol. 95, 2019.
[3] C. Jiang, X. Cheng, H. Gao, X. Zhou, and J. Wan, “Toward computation offloading in edge computing: A survey,” IEEE Access, 2019.
[4] W. Inoubl, S. Aridhi, H. Mezni, M. Maddouri, and E. M. Nguifo, “An experimental survey on big data frameworks,” Future Generation Computer Systems, vol. 86, pp. 546–564, 2018.
[5] A. Komninos, I. Simou, N. Gkorgkolis, and J. D. Garofalakis, “Performance of raspberry pi microclusters for edge machine learning in tourism,” in Amd (Workshops/Posters), 2019, pp. 8–18.
[6] D. Singh and C. K. Reddy, “A survey on platforms for big data analytics,” International Journal of Integrated Engineering, vol. 11, no. 6, pp. 138–150, 2019.
[7] A. H. Ali, “A survey on vertical and horizontal scaling platforms for big data analytics,” International Journal of Integrated Engineering, vol. 11, no. 1, pp. 1–20, 2015.
[8] D. Singh and C. K. Reddy, “A survey on platforms for big data analytics,” Journal of big data, vol. 2, no. 1, pp. 8, 2015.
[9] H. Ahmed, M. A. Ismail, M. F. Hyder, S. M. Sheraq, and N. Fouq, “Performance comparison of spark clusters configured conventionally and a cloud server,” Procedia Computer Science, vol. 82, 2016.