The Machine Learning Model for Distinguishing Pathological Subtypes of Non-Small Cell Lung Cancer
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Purpose: Machine learning models were developed and validated to identify lung adenocarcinoma (LUAD) and lung squamous cell carcinoma (LUSC) using clinical factors, laboratory metrics, and 2-deoxy-2-[¹⁸F]fluoro-D-glucose ([¹⁸F]F-FDG) positron emission tomography (PET)/computed tomography (CT) radiomic features.

Methods: One hundred and twenty non-small cell lung cancer (NSCLC) patients (62 LUAD and 58 LUSC) were analyzed retrospectively and randomized into a training group (n = 85) and validation group (n = 35). A total of 99 feature parameters—four clinical factors, four laboratory indicators, and 91 [¹⁸F]F-FDG PET/CT radiomic features—were used for data analysis and model construction. The Boruta algorithm was used to screen the features. The retained minimum optimal feature subset was input into ten machine learning to construct a classifier for distinguishing between LUAD and LUSC. Univariate and multivariate analyses were used to identify the independent risk factors of the NSCLC subtype and constructed the Clinical model. Finally, the area under the receiver operating characteristic curve (AUC) values, sensitivity, specificity, and accuracy (ACC) was used to validate the machine learning model with the best performance effect and Clinical model in the validation group, and the DeLong test was used to compare the model performance.

Results: Boruta algorithm selected the optimal subset consisting of 13 features, including two clinical features, two laboratory indicators, and nine PEF/CT radiomic features. The Random Forest (RF) model and Support Vector Machine (SVM) model in the training group showed the best performance. Gender (P=0.018) and smoking status (P=0.011) construct the Clinical model. Finally, the area under the receiver operating characteristic curve (AUC) values, sensitivity, specificity, and accuracy (ACC) was used to validate the machine learning model with the best performance effect and Clinical model in the validation group, and the DeLong test was used to compare the model performance.
INTRODUCTION

In 2020, about 1.8 million people died of lung cancer, accounting for one-fifth of cancer-related deaths (1). Of these, 80%–85% were cases of non-small cell lung cancer (NSCLC), of which lung adenocarcinoma (LUAD, ~50%) and lung squamous cell carcinoma (LUSC, ~40%) are the most common subtypes (2, 3). Due to the different histologic and biological characteristics of LUAD and LUSC, there are significant differences in their treatment regimen, prognosis, and relapse rates (4, 5). For example, targeted drugs can significantly improve the prognosis of patients with LUAD in genetic mutations such as epidermal growth factor receptor or anaplastic lymphoma kinase. By contrast, treatment options for advanced LUSC have limited first-line and relapsed/refractory settings (6). Additionally, a concurrent chemotherapy regimen combined with pemetrexed and cisplatin/carboplatin can be adopted after NSCLC surgery (7). Scagliotti et al. found that pemetrexed significantly prolonged the overall and progression-free survival of LUAD patients but reported the opposite effects for LUSC patients (8). Accordingly, distinguishing between these two NSCLC subtypes before treatment is critical for clinical decisions. In current clinical practice, bronchoscopy and computed tomography (CT)-guided biopsies are the gold standards for recognizing lung cancer subtypes. Unfortunately, as an invasive examination, contraindications and complications of manipulation are unavoidable. Moreover, a repuncture biopsy is more difficult when less pathological tissue is obtained from the first puncture and does not meet the requirements for accurate diagnosis (9). Of note, tumor heterogeneity can also have an impact on biopsy results. It is wise to explore non-invasive tools that can assist NSCLC subtype judgment.

Although clinicians can distinguish NSCLC subtypes based on different imaging characteristics and clinical manifestations, experience-based judgment is complex as an accurate and quantitative means of measurement. Some reports testify that indicators such as 2-deoxy-2\textsuperscript{18}F-fluoro-D-glucose ([\textsuperscript{18}F]F-FDG) positron emission tomography (PET)/CT radiomic features (4, 10–14) can all provide quantitative biomarkers for distinguishing NSCLC subtypes. These promising preliminary results motivated further studies to develop noninvasive detection methods to identify NSCLC subtypes for the purpose of early diagnosis and treatment. Radiomics, in particular, is called a virtual biopsy (15). This technique enables a noninvasive and comprehensive quantification of tumor phenotypes by converting medical images into diggable high-dimensional quantitative data (16). Deep mining of radiomic features using machine learning techniques proved effective in accurately distinguishing LUAD from LUSC (4, 10–14). As mentioned above, however, tumors are heterogeneous, and a single factor is often insufficient for a complete description of the overall situation of the tumor lesion. Clinical factors and laboratory indicators are critical in distinguishing LUAD from LUSC in different ways (10, 11). Ren et al. attempted to evaluate the value of combining clinical factors, laboratory indicators and radiomics features in identifying NSCLC subtypes. Their results showed that combining clinical factors and laboratory indicators could further improve the prediction effect of radiomic features (10). However, this is a preliminary study and the model is simple. There are many machine learning algorithms available, and only a few experiments have explored which model is more suitable for the classification task of NSCLC (11, 12). Multiple factors and multiple models can facilitate comprehensive evaluations of tumors and promote the construction of more accurate models.

As such, this study mainly wants to solve two problems. The first is to identify machine learning algorithms suitable for the classification task of identifying NSCLC. The second is to develop a precise machine learning model that combines clinical factors, laboratory indicators, and radiomic features to assist in identifying NSCLC pathological subtypes.

MATERIALS AND METHODS

Patients

The retrospective investigation consisted of 210 lung cancer patients treated at the First Affiliated Hospital of Harbin Medical University (Harbin, China) between January 2016 and December 2020. The inclusion criteria were as follows (1): patients were pathologically diagnosed as LUAD or LUSC (2); no anti-tumor treatment was performed before performing the [\textsuperscript{18}F]F-FDG PET/CT scan; and (3) no history of other malignancies. The exclusion criteria were as follows (1): the size of the primary tumor lesion was not enough for texture analysis (LIFEx software only calculates the texture features of lesions with ≥64 voxels) (2); the primary lesion or its boundaries could not be identified by the PET image (3); clinical data, including gender, age, smoking status, and family history, and/or laboratory indicators, including carcinoembryonic antigen (CEA), squamous cell carcinoma antigen (SCCA), cytokeratin 19 fragment antigen21-1 (CA211), and neuron-specific enolase (NSE), were absent.

A total of 120 NSCLC patients were included in the study: 62 patients with LUAD and 58 patients with LUSC. The patients were first divided into a training group (n = 85) and a validation group (n = 35), and the R package “createDataPartition” function with “caret” was used to divide the dataset completely randomly.
by positive and negative sample ratios. The proportion of positive and negative samples in the training and validation groups was roughly the same as the complete dataset. The training group data were used for model training adjustment, and validation group data were used to evaluate the generalization ability of the model. This study was approved by the ethics review board of the First Affiliated Hospital of Harbin Medical University, and the informed consent was waived because of the study’s retrospective properties.

**PET/CT Image Acquisition**

All patients were required to fast for 6–8 hours, and venous blood glucose levels were controlled to less than 8.0 mmol/L. In the patient’s dorsal or elbow vein, 3.7–7.4 MBq/kg of $[^{18}F]$F-FDG isotope (HM-12, Sumitomo Heavy Industries Ltd., Tokyo, Japan, radiochemical purity > 95%) was intravenously injected. After urinating in quiet, light-avoidance conditions (60 ± 5 min), the PET/CT images were acquired using a 16-slice Gemini GXL PET/CT scanner (Philips Medical System). A low-dose CT scan (tube voltage: 120 kV, tube current: 50 mAs, slice thickness: 5.0 mm, pitch: 1.0) was acquired for attenuation correction, and then the PET images were acquired (1.5 min per bed position, 6–7 PET bed positions). According to the agency’s standard clinical protocols, the scan range was from the head to the mid-thigh. The line of response reconstruction algorithm was used to reconstruct the image without post-reconstruction filtering after automatic random and scattering correction.

**Radiomic Feature Extraction and Evaluation**

The lung cancer lesions in the PET images were analyzed slice by slice by two independent nuclear medicine physicians (Reader 1 and Reader 2) using LIFEx software (version 7.0.0, http://www.lifexsoft.org) (17), and the volume of the area of interest (VOI) was automatically delineated at a threshold of 40% of the maximum standardized uptake value (SUV). Absolute resampling was used for spatial resampling. VOI voxels were resampled to 4.0 × 4.0 × 4.0 mm, the range of the SUV was set at 0.0–20.0, and the number of grey levels was set to 64.0 bins (bin width: 0.3125). The same VOI was used for the extraction of the CT feature parameters. During the extraction of CT feature parameters, voxels within the VOI were resampled to 2.0 × 2.0 × 2.0 mm, the range of CT values was set to −1000.0–3000.0 HU, and the number of grey levels was set to 400.0 bins (bin width: 1.0). Finally, 47 PET feature parameters (six conventional indices, nine first-order features, and 32 second-order features) and 45 CT feature parameters (four conventional indices, nine first-order features, and 32 second-order features) were extracted. The formulation of the feature parameters is available at http://www.lifexsoft.org.

Reader 1 completed VOI segmentation in all patients. After 14 days apart, 20 patients (10 LUAD patients and 10 LUSC patients) were randomly selected. Reader 1 and Reader 2 each segmented regions of interest for delineation and feature extraction. The two observers were blinded to each other and blinded to the histopathological diagnosis. Inter-observer and intra-observer agreement of tumor segmentation was assessed by inter-and intra-class correlation coefficients (ICCs). When the inter-observer and intra-observer ICCs were > 0.75, the feature was considered good reproducibility and was retained. The ICCs between the two observers reached 0.982 ± 0.036, ranging from 0.741–1.000. The ICCs within the same observer reached 0.986 ± 0.036, with a range from 0.725–1.000. Only one feature (grey-level zone-length matrix (GLZLM)_Long-zone low grey-level emphasis (LZLGE)$_\text{PET}$) was deleted due to poor reproducibility (intra-observer ICCs = 0.725; inter-observer ICCs = 0.741). Thus, 91 PET/CT radiomic features were used for the subsequent experiments. A heatmap of the radiomic features in the training and validation groups is shown in Figure 1.
**Feature Selection**
In the training group cohort, 99 characteristic parameters were screened: four clinical characteristics (gender, age, smoking status, and family history), four laboratory indicators (CEA, SCCA, NSE, and CA211), and 91 PET/CT radiomic features. All features but three classification features (gender, smoking status, and family history) were processed by z-score standardization. This increased the classification accuracy, as the more extensive numerical range had more minor effects on the prediction. Then, the Boruta algorithm was performed to further feature screening (18), which belongs to a wrapper algorithm. This algorithm adds randomness to a given dataset by creating shadow features. It then iterates to check if a natural feature is more important than the best shadow feature and continually removes features it deems very unimportant. Finally, the algorithm outputs a minimum and optimal subset of features.

**Model Building and Validation**
The filtered features were brought into ten machine learning classifiers, including Logistic Regression (LR), Linear Discriminant Analysis (LDA), Naive Bayes (NB), K-Nearest Neighbor (KNN), Support Vector Machine (SVM) with radial basis function kernel, Decision Tree (DT), Random Forest (RF), eXtreme Gradient Boosting (XGBoost), AdaBoost and Artificial Neural Network (ANN). The best-performing model was selected by comparing the area under the receiver operating characteristic curve (AUC) and accuracy (ACC) values. The control parameters of the best model were further optimized by grid search and ten-fold cross-validation.

Then, the Clinical model was constructed. First, a univariate analysis of clinical factors and laboratory indicators was performed to obtain statistically different distribution variables between the LUAD and LUSC groups. The variance inflation factor (VIF) of these different distribution variables was calculated to ensure no collinearity between variables. The differential variables were input into forwarding stepwise regression for obtaining the independent risk factors distinguishing LUAD and LUSC. The regression equation was listed to construct the Clinical model.

Subsequently, the model’s effect was validated in the validation group cohort (n = 35) using AUC, sensitivity (SEN), specificity (SPE), and ACC. The DeLong test was used to compare the performance of the models.

**Statistical Analysis**
Data analyses were performed using SPSS software version 25.0 (SPSS, Chicago, IL, USA). Continuous data are presented as the mean ± standard deviation, and categorical variables are offered as rates or percentages. Differences in the clinical data distribution in the training and validation groups were compared using the t-test or chi-squared test. Univariate analysis was performed by t-test/Mann-Whitney U test and chi-squared test. Drawing and machine learning models were performed using R language (version 3.6.3, http://www.r-project.org) packages: "irr", "caret", " Boruta\), "e1071\), " glm\), " stepLDA\), " nb\), " knn\), " svmRadial\), " rpart\), " ranger\), " xgbTree\), " ada\), " nnet\), " gglot2\), " pROC\), " reportROC\), etc. A two-tailed P value < 0.05 was considered statistically significant.

**RESULTS**

1. **Demographic and Clinical Characteristics of the Patients**
A total of 120 NSCLC patient samples were collected in this study: 62 patients with LUAD (51.7%), the mean age of 60.92 ± 10.38 years, 82 men (66.7%); 55 patients with smoking history (46.7%), and 11 patients with family history (8.9%). Then, 70% of the total sample was chosen using hierarchical random sampling to train the model, and the remaining 30% was used as a validation group to evaluate the model performance. The training group contained 85 patients (44 patients with LUAD, 58 men and 27 women, with a mean age of 61.33 ± 10.79 years), and the validation group included 35 patients (18 patients with LUAD, 24 men and 11 women, with a mean age of 59.94 ± 9.39 years).

There was no statistically significant difference (P > 0.05) between the training and validation groups. Details of the demographic and clinical characteristics of the training and validation cohorts are presented in Table 1.

2. **Feature Selection Results**
The Boruta algorithm was used to filter 99 features in the training cohort. Boruta algorithm determines the threshold by creating shadow features. It divided the input features into 12 confirmed important features, 13 tentative features, and 74 confirmed unimportant features. The iterative results of the feature screening process are shown in Figure 2. Eventually, an optimal subset of 13 essential features, including two clinical characteristics (gender and smoking status), two laboratory indicators (CEA and SCCA), and nine radiomic features (Grey-level run-length matrix (GLRLM)_Short-run high grey-level emphasis (SRHGE)\(^{\text{PET}}\), Neighbourhood grey-level different matrix (NGLDM)_Busyness\(^{\text{PET}}\), GLZLM_Short-zone low grey-level emphasis (SZLGE)\(^{\text{PET}}\), CONVENTIONAL_HUmean\(^{\text{CT}}\), DISCRETIZED_AUC_CSH\(^{\text{CT}}\), Grey-level co-occurrence matrix

| Characteristic | Training group (n=85) | Validation group (n=35) | P value |
|---------------|------------------------|-------------------------|---------|
| Subtype (%)   |                        |                         | 0.973\(^a\) |
| LUAD          | 44 (51.8)              | 18 (51.4)               |         |
| LUSC          | 41 (48.2)              | 17 (48.6)               |         |
| Gender (%)    |                        |                         | 0.971\(^a\) |
| Men           | 58 (68.2)              | 24 (68.8)               |         |
| Women         | 27 (31.8)              | 11 (31.4)               |         |
| Age (years, mean±SD) | 61.33±10.79           | 59.94±9.39              | 0.508\(^b\) |
| Smoking status (%) |                     |                         |         |
| yes           | 39 (45.9)              | 16 (45.7)               | 0.987\(^a\) |
| no            | 46 (54.1)              | 19 (54.3)               |         |
| Family history |                        |                         | 0.304\(^a\) |
| yes           | 22 (25.9)              | 6 (17.1)                |         |
| no            | 63 (74.1)              | 29 (82.9)               |         |

There is no statistically significant difference (P > 0.05) between the training and validation groups.

\(^a\)Chi-square test.
\(^b\)Student’s t-test.
Lung adenocarcinoma, LUAD; Lung squamous cell carcinoma, LUSC; Standard deviation (SD).
GLCM) correlation^CT, Grey-level run-length matrix (GLRLM) - High grey-level run emphasis (HGRE)^CT, GLZLM_ Grey-level non-uniformity for the zone (GLNU)^CT, GLZLM_ Zone length non-uniformity (ZLNU)^CT) were output to construct the machine learning models.

3. Development of the Machine Learning Model

In this study, 10 machine learning models all showed good predictive performance, and the evaluation indexes of model performance are shown in Figure 3. RF (AUC: 0.904, ACC: 0.837) and SVM (AUC: 0.899, ACC: 0.844) models showed the best prediction performance. DT (AUC: 0.764, ACC: 0.731) and LDA (AUC: 0.765, ACC: 0.766) models performed the worst. The rest of the LR (AUC: 0.864, ACC: 0.794), NB (AUC:0.875, ACC: 0.832), KNN (AUC: 0.867, ACC: 0.825), XGBoost (AUC: 0.873, ACC: 0.821), AdaBoost (AUC: 0.892, ACC: 0.892) and ANN (AUC:0.881, ACC: 0.804) classification models have medium performance. Considering the two indicators comprehensively, the parameters of RF and SVM models were further optimized and adjusted by using ten-fold cross-validation and grid search techniques based on AUC value. The parameter tuning results are shown in Figures 4A, B. The AUC value of RF model (mtry = 1, splitrule = “gini”, min.node.size = 5) after parameter tuning was 0.906, and the AUC value of SVM model (sigma = 0.03, C = 0.7) after parameter tuning was 0.910.

4. Clinical Model

Thirty-eight men with LUSC (92.7%) and three women with LUSC (7.3%). Thirty patients with a smoking history had LUSC (73.2%), and 11 patients without a smoking history had LUSC (26.8%). Pearson’s Chi-square test showed that the risk of LUSC was significantly higher in men with smoking history than in women without smoking history (all P < 0.001). The median of CEA was 3.040ng/ml in LUSC patients and 7.370 ng/ml in LUAD patients. The median of SCCA was 1.300ng/ml in LUSC patients and 0.900ng/ml in LUAD patients. Mann-Whitney U test showed that CEA and SCCA were significantly different in LUSC and LUAD groups (P =0.001 and 0.004, respectively). There were no significant differences in age (P=0.788), family history (P=0.424), NSE(P=0.327), and CA211 (P=0.342) between LUSC and LUAD groups. The VIF of gender (VIF= 1.079), smoking status (VIF=1.111), CEA (VIF=1.159), and SCCA (VIF=1.146) were all less than 10. Therefore, the differential variables were input into forwarding stepwise regression for evaluating the effects on NSCLC subtypes. The risk of LUSC was 8.119 times higher in men than in women and 5.753 times higher in patients with a smoking history than in those without a smoking history. In addition, the risk of LUSC increased by 0.913-fold for each 1-unit increase in CEA and 1.801-fold for each 1-unit increase in SCCA. Among the four variables, gender (P=0.018) and smoking history (P=0.011) could be used as independent risk factors to distinguish NSCLC subtypes, and the results of stepwise regression are shown in Figure 5. The Clinical model (y=2.182*Gender+1.885*Smoking status-2.560) (Gender: women=0, men=1; Smoking status: no=0, yes=1) included gender and smoking history.

5. Predictive Performance of the Model

Two machine learning models and a clinical model were validated in the validation cohort. The SVM (AUC: 0.876, ACC: 0.800, SEN: 0.667, SPE: 0.941) and RF (AUC: 0.863, ACC: 0.800, SEN: 0.667, SPE: 0.941) models performed well.
FIGURE 3 | Scatter diagram of machine learning classifiers prediction performance. The horizontal axis represents ACC, the vertical axis represents AUC. AUC, The area under the receiver operating characteristic curve; ACC, Accuracy; LR, Logistic Regression; LDA, Linear Discriminant Analysis; NB, Naive Bayes; KNN, K-Nearest Neighbor; SVM, Support Vector Machine; DT, Decision Tree; RF, Random Forest; XGBoost, eXtreme Gradient Boosting; ANN, Artificial Neural Network.

FIGURE 4 | The tuning parameter grid of SVM (A) and RF (B) machine learning classifier. The gallery can be used to examine the relationship between the estimates of performance and the tuning parameters. The closer the square color is to blue, the higher the AUC is, while the closer the square color is to red, the lower the AUC value is. AUC, The area under the receiver operating characteristic curve; SVM, Support Vector Machine; RF, Random Forest.
and correctly distinguished between LUAD and LUSC. The Clinical model had moderate predictive performance (AUC: 0.712, ACC: 0.686, SEN: 0.882, SPE: 0.500). The predicted performance of the model is shown in Table 2. The receiver operating characteristic (ROC) curves of the models are shown in Figure 6. The DeLong test was used to compare the performance of the three models. There was no significant difference between the SVM model and the RF model (P=0.825), but the SVM model was significantly better than the Clinical model (P=0.037). The difference between the RF model and Clinical model was not statistically significant (P=0.144). The model comparison results are shown in Table 3.

DISCUSSION

Convenient and low-risk methods of distinguishing between LUAD and LUSC have significant clinical significance, as the two differ in terms of their biological characteristics, clinical characteristics, and prognosis. In this study, we have completed two main works. First, we constructed 10 machine learning classifiers and determined that SVM (AUC: 0.876, ACC: 0.800, SEN: 0.667, SPE: 0.941) and RF (AUC: 0.863, ACC: 0.800, SEN: 0.667, SPE: 0.941) models were more suitable classifiers for the classification task of NSCLC. Secondly, we tried to combine clinical factors-laboratory metrics-radiomic features to construct prediction models and compared them with the Clinical model. The results showed that the input of multiple factors could help the classifier better characterize the tumor to some extent. Importantly, we proposed a noninvasive method for differentiating NSCLC subtypes that can assist in the clinical identification of different pathological subtypes of NSCLC, particularly in cases where patients are unsuitable for biopsy or where biopsy fails.

Recently, radiomics has been combined with machine learning to distinguish NSCLC subtypes. Alvarez-Jimenez et al. constructed an SVM with a linear kernel based on the radiomic features of CT images to classify LUAD and LUSC. Their method had an AUC of 0.72 ± 0.01 (95% CI: 0.65–0.77) and accuracy of 0.69 ± 0.01 (95% CI: 0.61–0.74) (19). Zhu et al. found that a radiomic signature computed using five CT radiomic features correctly distinguished between the LUAD and LUSC, with AUCs of 0.905 and 0.893 in the training and validation cohorts, respectively (20). Different machine learning models may perform differently for the task of classification of NSCLC, so the choice of the classifier is helpful to explore the

**TABLE 2** Comprehensive performance of prediction models for predicting NSCLC subtypes in the validation group.

| Model          | AUC (95%CI) | ACC (95%CI) | SEN (95%CI) | SPE (95%CI) |
|----------------|------------|------------|-------------|-------------|
| SVM            | 0.876 (0.761-0.990) | 0.800 (0.791-0.809) | 0.667 (0.449-0.884) | 0.941 (0.829-1.053) |
| RF             | 0.863 (0.742-0.983) | 0.800 (0.791-0.809) | 0.667 (0.449-0.884) | 0.941 (0.829-1.053) |
| Clinical model | 0.712 (0.547-0.878) | 0.686 (0.674-0.698) | 0.882 (0.729-1.036) | 0.500 (0.269-0.731) |

The area under the receiver operating characteristic curve, AUC; Sensitivity, SEN; Specificity, SPE; Accuracy, ACC; Support Vector Machine, SVM; Random Forest, RF.
optimal solution to this problem, which has been preliminarily explored in a previous study (12). Considering that most previous studies only explored one model, we further determined the best algorithm for this binary classification task in this experiment by comparing 10 common machine learning models to determine the best classifier (SVM and RF) for the classification of NSCLC. After optimizing the parameters of the models, we further verify the validity of the model in the validation cohort. Although the SVM model was significantly superior to the Clinical model, the difference between the RF model and the Clinical model was not statistically significant. However, it is hopeful that the RF model proposed by us could improve the performance compared with the Clinical model. The reason for no significant difference is that limited by small data sets; it is not possible to determine statistically whether the machine learning model is superior to the Clinical model (21). For both machine learning models and Clinical models, the calculated AUC indicated that the machine learning classifiers had high diagnostic accuracy.

Most traditional feature selection algorithms follow a minimal optimization method that relies on a small subset of features and produces minimal errors in selection classification. We use the Boruta algorithm to filter features. Boruta follows all the relevant feature selection methods, and it can capture all the features related to the result variable. In this study, the Boruta algorithm returned 3 PET radiomic features and 6 CT radiomic features in the dominant feature subset. Since all tumor scales (macro, physiological, micro, and genetic) are heterogeneous, structural and metabolic heterogeneity (22, 23). This study extracted the radiomic features from PET and CT images. As a multimodal image, PET/CT explores the internal tumor heterogeneity in terms of both anatomy and function. Although the signal-to-noise ratio and resolution of PET images are poor, radiomic features extracted based on PET images can reveal tumor metabolic heterogeneity, which is an informative supplement to CT radiomic features that can only respond to anatomical heterogeneity. This was demonstrated by Koyasu et al., who obtained PET/CT images of a group of lung cancer patients (156 LUAD and 32 LUSC) from a public database (13). Through Bayesian optimization, a gradient tree boosting model was constructed with optimal radiomic features consisting of metabolic indices in PET, histograms of CT, histograms of PET, and local binary patterns of CT. The accuracy of their model reached 0.830 when distinguishing LUAD from LUSC (13). Han et al. built an LDA model using 50 PET/CT radiomic features. They achieved optimal predictive performance (AUC of 0.863 and accuracy of 0.794), further confirming the value of the PET/CT radiomic features combined with machine learning to distinguish LUAD from LUSC (12).

In addition, the Boruta algorithm and univariate analysis showed that clinical factors and laboratory indicators were also helpful in differentiating NSCLC subtypes. This is because men with a smoking history are at higher risk of LUSC (24, 25). Serum tumor markers levels are susceptible in the diagnosis of non-small cell lung cancer (26). SCCA in lung SCC patients is significantly higher than that in lung ADC patients, while CEA is at a low level (10, 27). Recent reports have further demonstrated the positive role of clinical factors and laboratory indicators (10, 11). In a retrospective analysis involving 315 NSCLC patients, the authors used a least absolute shrinkage and selection operator regression model with two clinical factors, two tumor markers, seven PET radiomic, and three CT radiomic features to predict NSCLC subtypes (10). They confirmed that the combined multi-factor constructed model performed better than using them alone (10). While the linear model is simple, more complex models may provide more accurate tools for clinical practice. Therefore, Hyun et al. constructed 5 machine learning models with these two clinical factors (gender and age) and 13 PET radiomic features (11). Their results showed that the LR model had the best predictive performance, with an AUC value of 0.859 and an ACC of 0.769 (11). Unfortunately, this study only considered clinical factors and PET radiomic factors.

Inspired by previous studies, we, for the first time attempted to combine clinical factors, laboratory indicators, PET and CT radiomic features to construct prediction models, and identified the most suitable prediction model for the subtypes of NSCLC. In other words, we have a better description of the tumor, and this study is a further supplement to the previous research results. We note that Han et al. explored the value of the VGG16 deep learning model in differentiating NSCLC subtypes based on PET/CT images, and the predictive performance of the VGG16 deep learning model was superior to that of traditional machine learning models (12). This is an exciting result, but comparing with traditional machine learning models, deep learning models require a larger sample size for training (12). In addition, the training cost of the deep learning model also needs to be solved. Although the results from different study cohorts cannot be directly compared, the SVM and RF models proposed by our study are accurate and convenient. SVM model has the advantages of being suitable for small sample machine learning data and strong generalization ability, and this algorithm is very convenient for binary classification tasks (28). RF model is an integration algorithm based on the DT model. One of the significant advantages of the RF model is that it can maintain model accuracy even if there is missing data (29, 30), which is very suitable for clinical application scenarios because it is not always possible to ensure that all clinical information of patients is complete in clinical practice. As a result, RF and SVM models constructed in this study are significant for the clinical identification of NSCLC subtypes.

In addition, the replication and validity of the radiomic feature extraction process are essential for translating potential applications into clinical practice (31, 32). Semi-automatic segmentation seems more conducive to the realization of this goal. Although manual segmentation was used in this study, we assessed the segmentation reproducibility inter-and intra-class and excluded one feature with poor reproducibility. Strict reproducibility detection increased the generalizability of the results of this experiment.

Our experimental results are encouraging, but several limitations in our study should be noted. First, additional testing should be performed for the generalization of the model. Because the sample
size was small and came from a single medical institution, the model may not be robust. Second, although as many characteristic parameters as possible were included in our study, a proportion of patients lacked clinical factors and laboratory indicators. As such, other characteristics might further enhance the performance of the model. Third, the ratio of LUAD and LUSC in the sample data was different from real cases. To ensure the performance of radiomic features, primary lesions in some LUAD patients were excluded because they showed weak $^{18}$F-FDG uptake or small tumor volume. This led to the proximity of LUAD to LUSC patients in the experiment. Thus, further evaluation is needed to determine whether other samples affect our model.

**CONCLUSION**

The proposed machine learning models constructed with clinical factors, laboratory indicators, and $^{18}$F-FDG PET/CT radiomic features can assist with the clinical identification of LUAD and LUSC. The model is convenient, noninvasive, and accurate, and it is especially suitable in cases where patients are unsuitable for biopsy or where biopsy fails.

**DATA AVAILABILITY STATEMENT**

The original contributions presented in the study are included in the article/Supplementary Material. Further inquiries can be directed to the corresponding author.

**ETHICS STATEMENT**

The studies involving human participants were reviewed and approved by The Ethics Review Board of The First Affiliated Hospital of Harbin Medical University. Written informed consent for participation was not required for this study in accordance with the national legislation and the institutional requirements.

**REFERENCES**

1. Sung H, Ferlay J, Siegel RL, Laversanne M, Soerjomataram I, Jemal A, et al. Global Cancer Statistics 2020: GLOBOCAN Estimates of Incidence and Mortality Worldwide for 36 Cancers in 185 Countries. *CA Cancer J Clin* (2021) 71(3):209–49. doi: 10.3322/caac.21660

2. Dearden S, Stevens J, Wu YL, Blowers D. Mutation Incidence and Coincidence in non Small-Cell Lung Cancer: Meta-Analyses by Ethnicity and Histology (Mutmap). *Ann Oncol* (2013) 24(9):2371–6. doi: 10.1093/annonc/mdt205

3. Liu XY, Guo ZT, Chen ZD, Zhang YF, Zhou JL, Jiang Y, et al. Aliflutinib (AST2818), Primarily Metabolized by CYP3A4, Is a Potent CYP3A4 Inducer. *Acta Pharmacol Sin* (2020) 41(10):1366–76. doi: 10.1038/s41401-020-0389-3

4. Ma Y, Feng W, Wu Z, Liu M, Zhang F, Liang Z, et al. Intra-Tumoural Heterogeneity Characterization Through Texture and Colour Analysis for Differentiation of Non-Small-Cell Lung Cancer Subtypes. *Phys Med Biol* (2018) 63(16):165018. doi: 10.1088/1361-6560/aad648

5. Fukui T, Taniguchi T, Kagawachi K, Fukumoto K, Nakamura S, Sakao Y, et al. Comparisons of the Clinicopathological Features and Survival Outcomes Between Lung Cancer Patients With Adenocarcinoma and Squamous Cell Carcinoma. *Gen Thoric Cardiovasc Surg* (2015) 63(9):507–13. doi: 10.1007/s11748-015-0564-5

6. Tan YC, Srivastava S, Won BM, Kanteti R, Arif Q, Husain AN, et al. EPHA2 Mutations With Oncogenic Characteristics in Squamous Cell Lung Cancer and Malignant Pleural Mesothelioma. *Oncogenesis* (2019) 8(9):49. doi: 10.1038/s41389-019-0159-6

7. Govindan R, Bogart J, Stinchcombe T, Wang X, Hodgson L, Kratzke R, et al. Randomized Phase II Study of Pemetrexed, Carboplatin, and Thoracic Radiation With or Without Cetuximab in Patients With Locally Advanced Unresectable Non-Small-Cell Lung Cancer: Cancer and Leukemia Group B Trial 30407. *J Clin Oncol* (2011) 29(23):3120–5. doi: 10.1200/JCO.2010.33.4979

8. Scagliotti G, Hanna N, Fossella F, Sugarman K, Blatter J, Peterson P, et al. The Differential Efficacy of Pemetrexed According to NSCLC Histology: A Review of Two Phase III Studies. *Oncologist* (2009) 14(3):253–63. doi: 10.1634/theoncol.2008-0232

9. Osmani L, Askin F, Gabrielson E, Li QK. Current WHO Guidelines and the Critical Role of Immunohistochemical Markers in the Subclassification of non-Small Cell Lung Carcinoma (NSCLC): Moving From Targeted Therapy to Immunotherapy. *Semin Cancer Biol* (2018) 52(Pt 1):103–9. doi: 10.1016/j.semcancer.2017.11.019

10. Ren C, Zhang J, Qi M, Zhang J, Zhang Y, Song S, et al. Machine Learning Based on Clinico-Biological Features Integrated $^{18}$F-FDG PET/CT Radiomics for Distinguishing Squamous Cell Carcinoma From Adenocarcinoma of Lung. *Eur J Nucl Med Mol Imaging* (2021) 48(5):1538–49. doi: 10.1007/s00259-020-05065-6
Hyun SH, Ahn MS, Koh YW, Lee SJ. A Machine-Learning Approach Using Pet-Based Radiomics to Predict the Histological Subtypes of Lung Cancer. Clin Nucl Med (2020) 44(12):956–60. doi: 10.1097/RNU.0000000000002810
11. Han Y, Ma Y, Wu Z, Zhang F, Zheng D, Liu X, et al. Histologic Subtype Classification of Non-Small Cell Lung Cancer Using PET/CT Images. Eur J Nucl Med Mol Imaging (2021) 48(2):350–60. doi: 10.1007/s00259-020-04771-5
12. Koyasu S, Nishio M, Isoda H, Nakamoto Y, Togashi K. Usefulness of Gradient Tree Boosting for Predicting Histological Subtype and EGFR Mutation Status of Non-Small Cell Lung Cancer On $^{18}$F FDG-PET/CT. Ann Nucl Med (2020) 34(1):49–57. doi: 10.1007/s12149-019-01414-0
13. Bianconi F, Palumbo I, Fravolini ML, Chiari R, Minestrini M, Brunese L. Texture Analysis on $^{18}$F FDG PET/CT in Non-Small-Cell Lung Cancer: Correlations Between Pet Features, Ct Features, and Histological Types. Mol Imaging Biol (2019) 21(6):1200–9. doi: 10.1007/s11307-019-01336-3
14. Lamini P, Leijenaar RTH, Deist TM, Peerlings J, de Jong EEC, van Timmeren J, et al. Radiomics: The Bridge Between Medical Imaging and Personalized Medicine. Nat Rev Clin Oncol (2017) 14(12):749–62. doi: 10.1038/nrclinonc.2017.141
15. Avanzo M, Stancanelli J, Pirrone G, Sartor G. Radiomics and Deep Learning in Lung Cancer. Strahlenther Onkol (2020) 196(10):879–87. doi: 10.1007/s00259-020-01625-9
16. Nioche C, Orlhac F, Boughdad S, Reuze A, Lebas M, et al. Lifex: A Freeware for Radiomic Feature Calculation in Multimodality Imaging to Accelerate Advances in the Characterization of Tumor Heterogeneity. Cancer Res (2018) 78(16):4786–9. doi: 10.1158/0008-5472.CAN-18-0125
17. Taralli S, Scolozzi V, Boldrini L, Lenkowicz J, Pelliccioni A, Lorusso M, et al. Application of Artificial Neural Network to Preoperative $^{18}$F-FDG PET/CT for Predicting Pathological Nodal Involvement in Non-small-cell Lung Cancer Patients. Front Med (Lausanne) (2021) 8:664529. doi: 10.3389/fmed.2021.664529
18. Alvarez-Jimenez C, Sandino AA, Prasanna P, Gupta A, Viswanath SE, Romero E. Identifying Cross-Scale Associations Between Radiomic and Pathomic Signatures of Non-Small Cell Lung Cancer Subtypes: Preliminary Results. Cancers (Basel) (2020) 12(12):3663. doi: 10.3390/cancers12123663
19. Zhu X, Dong D, Chen Z, Fang M, Zhang L, Song J, et al. Radiomic Signature as a Diagnostic Factor for Histologic Subtype Classification of Non-Small Cell Lung Cancer. Eur Radiol (2018) 28(7):2772–8. doi: 10.1007/s00330-017-5221-1
20. Nair IKR, Saeed UA, McDougall CC, Sabri A, Kovacina B, Raidu BVS, et al. Radiogenomic Models Using Machine Learning Techniques to Predict Egfr Mutations in Non-Small Cell Lung Cancer. Can Assoc Radiol J (2021) 72(1):109–19. doi: 10.1177/0846537119899526
21. Gerlinger M, Rowan AJ, Horswell S, Math M, Larkin J, Endesfelder D, et al. Intratumor Heterogeneity and Branched Evolution Revealed by Multiregion Sequencing. N Engl J Med (2012) 366(10):883–92. doi: 10.1056/NEJMoa113205
22. Cheng NM, Fang YH, Yen TC. The Promise and Limits of PET Texture Analysis. Ann Nucl Med (2013) 27(9):867–9. doi: 10.1007/s12149-013-0759-8
23. Kenmotsu H, Serizawa M, Koh Y, Isaka M, Takahashi T, Taira T, et al. Prospective Genetic Profiling of Squamous Cell Lung Cancer and Adenocarcinoma in Japanese Patients by Multitarget Assays. BMC Cancer (2014) 14:786. doi: 10.1186/1471-2407-14-786
24. Kuo YS, Zheng MY, Huang MF, Miao CC, Yang LH, Huang TW, et al. Association of Divergent Carcinomembryonic Antigen Patterns and Lung Cancer Progression. Sci Rep (2020) 10(1):2066. doi: 10.1038/s41598-020-59031-1
25. Ruiz-Blanco YB, Agüero-Chapin G, García-Hernández E, Álvarez O, Antunes A, Green J. Exploring General-Purpose Protein Features for Distinguishing Enzymes and Non-Enzymes Within the Twilight Zone. BMC Bioinf (2017) 18(1):349. doi: 10.1186/s12859-017-1758-x
26. Hyde RM, Down PM, Bradley AJ, Breen JE, Hudson C, Leach KA, et al. Automated Prediction of Mastitis Infection Patterns in Dairy Herds Using Machine Learning. Sci Rep (2020) 10(1):4289. doi: 10.1038/s41598-020-61126-8
27. Li YM, Li ZL, Chen F, Liu Q, Peng Y, Chen M. A LASSO-derived Risk Model for Long-Term Mortality in Chinese Patients With Acute Coronary Syndrome. J Transl Med (2020) 18(1):157. doi: 10.1186/s12967-020-02319-7
28. Zwanenburg A. Radiomics in Nuclear Medicine: Robustness, Reproducibility, Standardization, and How to Avoid Data Analysis Traps and Replication Crisis. Eur J Nucl Mol Imaging (2019) 46(13):2638–55. doi: 10.1007/s00259-019-04391-8