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ABSTRACT
The work deals with the study of the roots of the characteristic polynomial derived from the Leonardo sequence, using the Newton fractal to perform a root search. Thus, Google Colab is used as a computational tool to facilitate this process. Initially, we conducted a study of the Leonardo sequence, addressing its fundamental recurrence, characteristic polynomial, and its relationship to the Fibonacci sequence. Following this study, the concept of fractal and Newton’s method is approached, so that it can then use the computational tool as a way of visualizing this technique. Finally, a code is developed in the Python programming language to generate Newton’s fractal, ending the research with the discussion and visual analysis of this figure. The study of this subject has been developed in the context of teacher education in Brazil.
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INTRODUCTION
Interest in the study of homogeneous, linear, and recurrent sequences is becoming more and more widespread in the scientific literature. Therefore, the Fibonacci sequence is the best known and studied in works found in the literature, such as Oliveira and Alves (2019), Alves and Catarino (2019). In these works, we can see an investigation and exploration of the Fibonacci sequence and the complexification of its mathematical model and the generalizations that result from it. However, new sequences are being introduced, thus having a few papers published in international journals. As an example of this, we have recently introduced Leonardo sequence in the literature, still with a considerable shortage of works in pure mathematics and mathematics teaching.

However, based on the work of Catarino and Borges (2019, in press), we will conduct a study of these Leonardo numbers, investigating and discussing the study of the roots of their respective characteristic polynomial. There are many mathematical and numerical methods to perform these calculations, so in this work the Newton method will be used as a way to obtain a search and determination of the roots of this recurring sequence, still working on the analysis of its generated fractal. For this, it is necessary to use some computational resources, and therefore, Google Colab was selected as a tool that facilitates the teaching process for this research for free and that allows us to explore the visualization.

Google Colab, also known as Collaboratory, is increasingly being used in education and education, as this project aims to disseminate machine learning education and research (Randles Pasquetto, Golshan, & Borgman, 2017). In this feature, you can add notebooks, and you can then comment out the code as if it were a kind of Google Docs (Google text editing tool). Besides, users are allowed to collaborate and share these blocks and assist in the development of code developed in the Python programming language.
Finally, the following sections will be discussed in the recurring Leonardo sequence, Newton’s method, and then fractal theory involving an application of Google Colab as a computational resource for plotting Newton’s fractal of these numbers, and their corresponding visualization.

THE LEONARDO SEQUENCE

Leonardo’s recurring non-homogeneous sequence, which we shall denote by \( (L_e)_n \in \mathbb{N} \) is a linear and recurrent sequence, having its characteristic recurrence formula defined as:

\[
L_e_n = L_e_{n-1} + L_e_{n-2} + 1, \quad n \geq 2
\]

with \( L_e_n \) the \( n \)th term of the Leonardo sequence and the initial terms indicated by \( L_e_0 = L_e_1 = 1 \).

Therefore, we have the first numerical terms of this sequence as: 1,1,3,5,9,15,25,41,67,109, 177.

Immediately, according to the work of Catarino & Borges (2019, in press), We thus verify that all the terms of this sequence are odd. The authors also performed algebraic manipulations on this recurrence, obtaining a new homogeneous recurrence. Thus, from the recurrence relationship seen in equation 1, we can substitute, resulting in:

\[
L_e_{n+1} = L_e_n + L_e_{n-1} + 1
\]

Now by subtracting the expressions indicated in (1) – (2), we have:

\[
\begin{align*}
L_e_n - L_e_{n+1} &= L_e_{n-1} + L_e_{n-2} + 1 - (L_e_n + L_e_{n-1} + 1) \\
L_e_n - L_e_{n+1} &= L_e_{n-2} - L_e_n \\
L_e_{n+1} &= 2L_e_n - L_e_{n-2}, n \geq 2.
\end{align*}
\]

Leonardo’s numbers also have a relation with the emblematic sequence of Fibonacci, thus existing a recurrence relation with characteristics of these two sequences. Thus, remembering the formula for obtaining Fibonacci numbers \( F_n = F_{n-1} + F_{n-2}, n \geq 2 \), with the initial values defined by \( F_0 = F_1 = 1 \), obtaining the following numerical elements: 1,1,2,3,5,8,13,21,34,55.

Proposition 1. For every positive integer \( n \geq 0 \), we have that the relation of Leonardo numbers with Fibonacci numbers is given by (Catarino & Borges, 2019 in press):

\[
L_e_n = 2F_{n+1} - 1, \quad n \geq 0.
\]

Proof. Using the principle of mathematical induction, we immediately have that:

To initial value \( n = 0 \), we can determine that

\[ 1 = L_e_0 = 1 = 2 \cdot 1 - 1 = 2 \cdot F_1 - 1. \]

So let’s assume the property is valid for every positive integer \( n = k, k \in \mathbb{N} \).

\[
\begin{align*}
L_e_k &= L_e_{k-1} + L_e_{k-2} + 1 \\
L_e_k &= (2F_k - 1) + (2F_{k-1} - 1) + 1 \\
L_e_k &= 2(F_k + F_{k-1}) - 1 \\
L_e_k &= 2F_{k+1} - 1
\end{align*}
\]

Performing the suitable substitutions and using the inducement hypothesis, it follows that \( n = k + 1 \).

\[
\begin{align*}
L_e_{k+1} &= L_e_k + L_e_{k-1} + 1 \\
L_e_{k+1} &= (2F_k + (2F_k - 1) + 1 \\
L_e_{k+1} &= 2(F_{k+1} + F_k) - 1 \\
L_e_{k+1} &= 2F_{k+2} - 1
\end{align*}
\]

Henceforth we will establish the characteristic polynomial of the Leonardo sequence from the fundamental recurrence \( L_e_n = 2L_e_{n-1} - L_e_{n-2} \). With this, we will have the following quotients:

\[
\begin{align*}
L_e_n &= 2L_e_{n-1} - L_e_{n-2} \\
L_e_{n+1} &= 2L_e_n - L_e_{n-2} \\
L_e_{n+1} &= 2L_e_{n-2} \cdot L_e_{n-1} \\
L_e_n &= 2L_e_{n-2} \cdot L_e_{n-1}
\end{align*}
\]

Studying the relationship of convergence between this sequence and the behavior of the quotient of Leonardo numbers \( \frac{L_e_{n+1}}{L_e_n} \), we can then establish a subsequence given by dividing a Leonardo term by its
successor, converging to the real value 1.61. This number is known from the scientific literature as the gold number (see Table 1). It is noteworthy that this relationship is the same as that for the Fibonacci sequence.

Thus, we have the following limit indicated by

\[ \lim_{n \to \infty} \frac{L_{n+1}}{L_n} = \phi \in \mathbb{R} \]

Therefore, returning to the previous equation, we will make the appropriate substitutions as follows:

\[ \frac{L_{n+1}}{L_n} = 2 \frac{L_n - L_{n-2}L_{n-1}}{L_n L_{n-1}} \]

\[ \phi = 2 - \frac{L_{n-1}}{L_n} \frac{L_n}{L_{n-1}} \]

\[ \phi^3 - 2\phi^2 + 1 = 0 \]

Given this, we establish the following characteristic polynomial of the Leonardo sequence having three roots, whose behavior will be analyzed in the following sections according to numerical methods and with the help of a collaborative computational tool easily accessible on the internet.

### Table 1. Convergence analysis between Leonardo’s neighboring terms. Prepared by the authors

| n   | Le\(_n\) | Le\(_{n+1}\) | Le\(_n\) |
|-----|----------|--------------|----------|
| 0   | 0        |              |          |
| 1   | 1        | 1            |          |
| 2   | 1        | 3            |          |
| 3   | 3        | 1.66         |          |
| 4   | 5        | 1.8          |          |
| 5   | 9        | 1.66         |          |
| 6   | 15       | 1.66         |          |
| 7   | 25       | 1.64         |          |
| 8   | 41       | 1.63         |          |
| 9   | 67       | 1.62         |          |
| 10  | 109      | 1.62         |          |
| 11  | 177      | 1.62         |          |
| 12  | 287      | 1.62         |          |
| 13  | 465      | 1.61         |          |
| 14  | 753      | 1.61         |          |
| 15  | 1219     | 1.61         |          |

Thus, we have the following limit indicated by \( \lim_{n \to \infty} \frac{L_{n+1}}{L_n} = \phi \in \mathbb{R} \). Therefore, returning to the previous equation, we will make the appropriate substitutions as follows:

\[ \frac{L_{n+1}}{L_n} = \phi \]

\[ \phi = 2 - \frac{1}{\phi^2} \]

\[ \phi^3 - 2\phi^2 + 1 = 0 \]

Given this, we establish the following characteristic polynomial of the Leonardo sequence \( \phi^3 - 2\phi^2 + 1 = 0 \) having three roots, whose behavior will be analyzed in the following sections according to numerical methods and with the help of a collaborative computational tool easily accessible on the internet.

### THE NEWTON’S FRACTAL WITH THE GOOGLE COLAB

There are many methods for obtaining the roots of a mathematical equation, varying according to their degree, so the best known is the classic Baskhara method. For equations of higher-order to the fourth order, Niels Henrik Abel (1802 - 1829) proved that it is not possible to obtain the roots analytically through formulas and coefficient combinations (Cláudio & Martins, 2000). Thus, numerical methods and computational resources are used to obtain these roots from a rough and/or qualitative approach.

A well-known method that will be used in this work is Newton’s method, which performs the calculation of successive approximations of polynomial zeros, and can quickly and qualitatively investigate the iterations beginning near the desired root. However, there are cases in which the iteration starts far from the desired root, being careful to avoid systematic errors in the use of this method (Teodoro & Aguilar, 2015).

According to Lima (1976), a linear and recurrent sequence has a recurrence formula and carries infinite and enumerable values of terms. Moreover, every sequence of this type still has a characteristic polynomial, varying according to its order, and therefore recurring from the analytical formula \( x_{n+3} + rx_{n+2} + px_{n+1} + qx_n = 0 \), where \( r, p, q \in \mathbb{Z} \) and \( q \neq 0 \) or \( p \neq 0 \). For the particular case \( q = 0 \) or \( p = 0 \) the sequence will be first or second order (Zierler, 1959).

Thus, it is necessary to know the roots of its characteristic polynomial, also called the characteristic equation of the sequence. Therefore, one of the ways to obtain these roots is through the Newton method.
where this equation is transformed into a function, and thus a search is made for its roots and its corresponding graph is constructed.

This method was developed by Isaac Newton and Joseph Raphson to estimate the roots of a function by approximations, using the formula $N(x_{n+1}) = x_n - \frac{f(x_n)}{f'(x_n)}$ where $x_0$ is the initial approximation, the $n$th iteration of the method $f'(x_n)$ and the derivative of the function $f(x_n)$ (Macleiod, 1984). Later this method will be used to obtain the roots of the Leonardo sequence, analyzing and discussing them by visualizing certain properties.

In the late nineteenth century, many mathematicians were concerned with applications of the classical methods of mathematical functions, because when they were not regular, this function was ignored. However, this attitude changed with the discovery of non-soft objects, providing a representation of many natural phenomena than the figures of classical geometry. According to Macedo (2015):

> Fractal objects have a very complex structure to be studied by the classical methods of analytical geometry and calculus, to study them requires the definition of new concepts, such as Hausdorff’s dimension, and the use of new areas of mathematics. Among these new areas are fractional calculus and deformed derivatives, in recent years there has been a very large growth in the use of fractional calculus and deformed derivatives for the study of functions and problems defined in fractal domains (Macedo, 2015, p. 11).

A fractal is generated from an iteratively applied, dynamically applied mathematical formula producing fascinating results corresponding to certain phenomena. Fractals can, in turn, take on a multitude of shapes and thus present difficult conclusions or forms of systematic analysis, derived from the regularity of identification, for example, of 2D or 3D geometric patterns.

According to Carreira and Andrade (1999) fractals are characterized by having at least one of the following properties: i) self-similarity: presenting a piece of the fractal similar to the rest of the figure; ii) infinite complexity: presents an infinite number of interactions in the fractal; iii) fractal dimension: the dimension can be fractional.

These fractals can be applied and analyzed according to the modeling of their objects, making a comparison with their fractal geometry, besides considering several approximation factors (Burton, 2009). Being applied in several areas of knowledge, including engineering and science, we highlight its application in the area of mathematics, being possible to analyze and study the roots of the characteristic polynomials of linear and recurrent sequences.

Newton’s fractal, therefore, is nothing more than the junction of Newton’s method and fractal theory, transforming mathematical functions into media, which can be figures, music and dynamic animations. Google Colab, in turn, is a free Google-hosted tool running in the cloud. Using a programming language in Phyton, ease of configuration and some libraries already installed, this feature was then selected for this work as a way of teaching the recurring sequence of Leonardo.

In the next section, Newton’s fractal of the Leonardo sequence is then generated through Google Colab, thus teaching these numbers and analyzing the roots of their characteristic polynomial.

**THE FRACTAL STUDY ABOUT THE LEONARDO SEQUENCE AND THE VISUALIZATION**

The characteristic polynomials of a linear sequence is important in determining some properties, such as obtaining the Binet formula among others. Thus, given the characteristic equation of the Leonardo sequence that we indicated in the previous section ($\phi^2 - 2\phi^2 + 1 = 0$), obtained in the section above, we have the existence of three roots, denoted by $\alpha, \beta, \gamma$. Using Newton’s method, we can then graph the function; it is possible to observe in **Figure 1** the existence of three real roots $\alpha, \beta, \gamma \in \mathbb{R}$. Therefore, one is equal to 1 ($\alpha = 1$), one negative in the range [-1.0] and the other positive in the range [1.5,2]. Remember that this interval is important for the initial kick of the numerical method that will be applied. Keeping in mind that the closer to the root the initial value, the fewer iterations there will be, the faster the exact root value of the function will be. However, it is important to analyze the 2D graph so that this value is then set, starting the root search.
Following the application of Newton’s method, we have the function $f(\phi) = \phi^3 - 2\phi^2 + 1$. Therefore, using the formula, we further verify that:

$$
N(\phi_{n+1}) = \phi_n - \left( \frac{\phi_n^3 - 2\phi_n^2 + 1}{3\phi_n^2 - 4\phi_n} \right)
$$

From the fourth iteration a great precision of the decimal places is noted, thus obtaining the negative root $\beta = -0.6180$. Finally, looking for the other positive real root ($\gamma$) of the equation $\phi^3 - 2\phi^2 + 1 = 0$, we will assume the initial value $\gamma_0 = 1.5$. In the next step, we determined that:

$$
\gamma_0 = 1.5 \\
\gamma_1 = 1.66666666666666 \\
\gamma_2 = 1.62222222222222 \\
\gamma_3 = 1.61806970300121 \\
\gamma_4 = 1.61803399139900113 \\
\gamma_5 = 1.61803399874989947
$$

From the fourth iteration a great precision of the decimal places is noted, thus obtaining the negative root $\beta = -0.6180$. Finally, looking for the other positive real root ($\gamma$) of the equation $\phi^3 - 2\phi^2 + 1 = 0$, we will assume the initial value $\gamma_0 = 1.5$. In the next step, we determined that:

$$
\gamma_0 = 1.5 \\
\gamma_1 = 1.66666666666666 \\
\gamma_2 = 1.62222222222222 \\
\gamma_3 = 1.61806970300121 \\
\gamma_4 = 1.61803399139900113 \\
\gamma_5 = 1.61803399874989947
$$

It is easy to see also for this case the great amount of precision in the fourth iteration, thus finding known $\gamma = 1.6180$ as the gold number, or simply by symbology $\phi$. It is noteworthy that, except for the root equal to 1, the remaining whole roots of the equation (-0.6180 and 1.6180) are the same roots as the Fibonacci sequence, further establishing a similarity or numerical pattern of this sequence with the Fibonacci numbers.

Applying Newton’s fractal with Google Colab, we have the root search shown in Figure 2.

Drawing a horizontal line in the previous figure, representing the x-axis of the plane, shows that all lobes are located on it, diagnosing that the three roots are real. On the vertical line, y-axis, as noted by the absence of the lobes, it is shown that there are no complex roots for this Newton fractal. It is then noticed that the central lobe represents the root equal to 1, the larger lobe located on the left represents the negative root with a value of -0.61, and the right lobe represents the positive root called the gold number. The orange color in the central part of each lobe represents the exact value of the root, and the other colors around the lobes represent the number of iterations. Thus, the farther from the orange lobe, the farther it is from the root value of the function $f(\phi) = \phi^3 - 2\phi^2 + 1$.
According to Newton’s method previously performed, we can see that five interactions were performed to find the roots. Thus, looking at Figure 2, we can see that there are eight color variations in each lobe, which is the maximum amount of iterations that exist until you find the root value that is located in the orange lobe.

The four traits shown in Figure 2 further show the root discontinuity, limiting which root will tend or approach depending on the choice of the initial numerical value. It is also important to highlight that the interval inserted in Phyton code to plot Newton’s fractal was [-10,10], thus searching for the roots of the function that we indicate by: \( f(\phi) = \phi^3 - 2\phi^2 + 1 \).

A 3D computational visualization for the Leonardo’s Newton fractal is shown next in Figure 3, highlighting that the three roots are now represented by the mountains, where the higher up, the closer to the root value, and the more in the base, farther from the root value. The adjacent scale shows the proximity to the root, where the closer to the orange color, the closer it is to the root value.
Given a more detailed visual analysis of Newton’s fractal by zooming in, we can navigate with the mouse over the mountains, so the values are shown on the screen as shown in Figure 4.

From this perspective, we can see the existence of three axes, where the x and y axes show the values of the iterations to obtain the root. In the figure we have the value \( x = -0.6066536 \) and \( y = -0.05870841 \), where the value of \( y \) is very close to zero, with no imaginary part, whereas the real value of \( x \) is given by approximately -0.61, validating the calculations shown for obtaining root previously.

In turn, the z-axis represents the proximity to the exact root value, wherein Figure 4 we have the value \( z = 194.9805 \), where according to the scale shown in Figure 3, values above 190 are closer to the lobe orange, therefore closer to the correct numerical value.

Establishing a visual and geometrical relationship with objects found in nature, we notice a similarity of this Newton fractal of the Leonardo sequence, for example, with a bird (see Figure 5) at the moment of its flight, where its open arms are represented by the central lobe. Its head represented by the lobe of positive value referring to the number of another, and its lower limb as the root lobe of negative value.

There is also the “perfect photo” of a bird where an alcyon touches the water mirror with its beak, as shown in Figure 6. We note than another resemblance to Newton’s fractal of this sequence of the 2D image seen by a other viewing angle.

**Figure 4.** Visual analysis of Newton’s fractal in 3D. Prepared by the authors

**Figure 5.** Bird in flight position and visual relations with a Fractal object. Source: Site SuperBichos
CONCLUSION

Leonardo’s recurring sequence has recently been introduced in the scientific literature. We observe that the numbers derived from the set \( \{L_n\}_{n \in \mathbb{N}} \) are closely related to the Fibonacci sequence. Thus, having recurrence, we show its characteristic polynomial. Thus, it was possible to obtain the characteristic polynomial of the Leonardo sequence from its recurrence formula, to study and analyze its roots through the Newton method and Newton’s fractal using Google Colab. This tool, being easy to handle, allowed to plot and visualize the fractals showing their visualization in the types discussed, so that the roots of this equation are then analyzed in a practical way.

Through the characteristic polynomial, it is possible to generalize these numbers to the integer field, as done in Santos and Alves (2017), expanding the research to future ones. It is also possible to extend this sequence, as done for Padovan numbers, for example, by finding some unexpected mathematical identities, as shown in Vieira and Alves (2019).

For future work, the development of Leonardo’s quaternions and octonions is encouraged, as well as for Fibonacci in the work of Alves (2018). As done in this research, in which a similarity of Leonardo’s Newton fractal generated with an object of nature was shown, this shows the connection of mathematics to other areas. Fractal-related studies are progressing more and more in health, especially for heartbeat investigations, so it is noticeable to realize the importance of analyzing fractals not only in mathematics, but also in several other areas (Felgueiras, 1996), thus stressing the importance of studying other methods applied to these fractals.
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