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ABSTRACT

In this study we present a new experimental design using clustering-based redshift inference to measure the evolving galaxy luminosity function (GLF) spanning 5.5 decades from $L \sim 10^{11.5}$ to $10^6 \, L_\odot$. We use data from the Galaxy And Mass Assembly (GAMA) survey and the Kilo-Degree Survey (KiDS). We derive redshift distributions in bins of apparent magnitude to the limits of the GAMA-KiDS photometric catalogue: $m_r \lesssim 23$; more than a decade in luminosity beyond the limits of the GAMA spectroscopic redshift sample via clustering-based redshift inference. This technique uses spatial cross-correlation statistics for a reference set with known redshifts (in our case, the main GAMA sample) to derive the redshift distribution for the target ensemble. For the calibration of the redshift distribution we use a simple parametrisation with an adaptive normalisation factor over the interval $0.005 < z < 0.48$ to derive the clustering redshift results. We find that the GLF has a relatively constant power-law slope $\alpha \approx -1.2$ for $-17 \lesssim M_r \lesssim -13$, and then appears to steepen sharply for $-13 \lesssim M_r \lesssim -10$. This upturn appears to be where Globular Clusters (GCs) take over to dominate the source counts as a function of luminosity. Thus we have mapped the GLF across the full range of the $z \sim 0$ field galaxy population from the most luminous galaxies down to the GC scale.
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1 INTRODUCTION

The galaxy luminosity function (GLF) is a basic descriptor of the galaxy population and its evolution though the history of the Universe. GLF measurements (e.g. Sandage et al. 1985; Driver & Phillipps 1996; Trentham & Tully 2002) play a key role in calibrating and validating theoretical models of galaxy formation and evolution. For example, energetic feedback by Active Galactic Nuclei (AGN) (Croton et al. 2006; Bower et al. 2012) has been invoked to explain the exponen-
tial drop-off at the bright end of the GLF. At the faint end, the slope of the GLF is usually understood to be determined by the efficiency of gas accretion onto low mass halos (e.g. White & Rees 1978; Kauffmann et al. 1993; Cole et al. 1994) and by self-regulated star formation (e.g. through supernova feedback; Dekel & Silk 1986).

One approach to measuring the GLF down to very faint luminosities has been to target particular structures or environments, including the Local Group (e.g. Trentham et al. 2005; Koposov et al. 2008), for selected groups (e.g. Trentham & Tully 2002; Chiboucas et al. 2009; Mao et al. 2021), and in clusters (e.g. Driver et al. 1994; Popesso et al. 2005). In contrast to the Local Group the GLF of the Coma Cluster (Yamanoi et al. 2012) and multiple Hickson Compact Groups (Yamanoi et al. 2020) show a significant upturn of the GLF at $M_r > -12$. Yamanoi et al. (2012) argue that, in clusters, the faint end of the GLF consists of galaxy populations with different origins and that the contribution of Globular Clusters (GC) has to be considered as unresolved low-luminosity galaxies whose angular sizes are similar to the seeing size cannot be distinguished from bright GCs.

Obtaining robust measurements of the field (i.e. cosmic average) GLF at very low luminosities (e.g. Zucca et al. 1997; Loveday 1997; Marzke et al. 1998; Blanton et al. 2005) remains an observational challenge, as it requires very deep data (to probe the faintest luminosities) over very wide areas (to probe significant volumes at low redshifts), as well as good redshift information (to map observed to intrinsic properties, and to distinguish nearby and distant galaxy populations). Early attempts based on spectroscopic redshift surveys suffered from strong surface-brightness (SB) selection effects (e.g. Phillipps & Disney 1986; McGaugh 1996; Cross & Driver 2002). While the first measurement of the impact of low surface brightness galaxies was performed by Sprayberry et al. (1997), Cross et al. (2001) showed that the bias in surface brightness can lead to an underestimation of the GLF, and therefore the luminosity density, by $\sim 35\%$. Most recently, the Galaxy And Mass Assembly (GAMA) survey has obtained spectroscopic redshifts with near total completeness for $m_r < 19.8$ over $\sim 220$ sq. deg., and has measured the GLF down to $10^{-7}$ $M_\odot$ with minimal corrections required to account for SB selection effects (Loveday et al. 2015; Wright et al. 2017).

The primary aim of this study is to measure the field GLF down to the faintest possible limits. We do this through a process we call clustering redshift inference, or cluster-zs. This process exploits the fact that galaxies are strongly clustered (rather than randomly distributed) to derive redshift information for our target sample, using only their observed positions on the sky.

That galaxies are strongly clustered, both in real space and projected on the sky, is an essential fact of cosmology (e.g. Peebles 1980; Cole et al. 2005; Eisenstein et al. 2005). The idea of using angular cross-correlations to trace physical correlations has been used for a few decades (e.g. Seldner & Peebles 1979; Phillipps 1985; Phillipps & Shanks 1987; Loveday 1997). The approach to clustering redshift inference was described in greater detail by Schneider et al. (2006); Newman (2008); Matthews & Newman (2010) and Matthews & Newman (2012) with a more generalized formalisation presented by Schmidt et al. (2013) and Ménard et al. (2013) including validation with numerical simulations. These techniques have been applied to observations as well as simulations by several studies (e.g. McQuinn & White 2013; Rahman et al. 2015; Choi et al. 2016; Rahman et al. 2016a,b; Scott et al. 2016; Johnson et al. 2017; van den Bosch et al. 2020). By testing multiple clustering-based methods, Gatti et al. (2018) showed that the systematic error induced by neglecting the redshift evolution of the galaxy bias is the main systematic error associated with this method.

The measurement of luminosity functions from clustering-based redshifts for mock galaxy samples is presented by van Daalen & White (2018) and Bates et al. (2019). van Daalen & White (2018) has used clustering-based redshifts to map the $0.2 < z < 0.8$ evolution of the GLF in small bins of color and magnitude to $m_r < 21$, and used the results to determine redshift-dependent incompleteness corrections for the BOSS survey (Dawson et al. 2013). In this study we aim to probe for the faint end of the $z \sim 0$ GLF.

Our objective is to use clustering-based redshift inference to measure the $z \sim 0$ GLF down to the faintest possible limits, beyond the reach of spectroscopic and photometric redshift surveys. The rest of this paper is structured as follows. In Sec. 2 we describe the imaging, photometry, and spectroscopic redshift catalogues that we use for our cluster-z analysis and GLF measurements. The methodology to derive and normalise the clustering-based redshift estimates of a data set with unknown redshift information is described in Sec. 3, including verification/validation of our cluster-z results in Sec. 3.0. Sec. 4 describes our descriptive model for the evolving GLF, which is a critical step for normalising the cluster-z results. In Sec. 5 we present the results of our study as well as the measured $z < 0.1$ luminosity functions to $M_r < -10$. Finally in Sec. 6 and Sec. 7 we discuss and summarize the results of our study. Throughout our paper we use a flat $\Lambda$CDM cosmology with $\Omega_M = 0.3$, $\Omega_\Lambda = 0.7$ and a Hubble parameter $H_0 = 100 h$ km Mpc$^{-1}$ s$^{-1}$ where $h = 0.7$. All photometry has been corrected for foreground Galactic extinction using the Planck EBV map (Planck Collaboration et al. 2013).

2 DATA AND SAMPLE SELECTION

The data requirements for our study are as follows. Firstly, we rely on high quality photometry from deep optical imaging to map the apparent fluxes of the evolving galaxy population. We use positions and total $r$-band magnitudes from a GAMA reanalysis of VST imaging from the KiDS survey, described in Sec. 2.1 to define our target sample as described in Sec. 2.2. The relevant selection effects limiting our analysis are discussed in Sec. 2.3.

2.1 Positions and Total Photometry for the Target Sample

The Kilo-Degree Survey (KiDS; Kuijken et al. 2013) is a deep, wide-field optical imaging survey using ESO’s VLT Survey Telescope (VST) with the primary motivation of weak lensing science (e.g. Hildebrandt et al. 2016). KiDS has obtained $ugri$ imaging with sub-arcsecond seeing and nearly uniform depth over $\sim 1350$ square degrees. For the $r$-band data, which is the focus of this study, the median seeing is $< 0.6^\prime\prime$ FHWM and the $5\sigma$ point source magnitude limit is 25.2 mag. The fourth KiDS Data Release (Kuijken et al. 2015).
2.2 Sample Definition

We follow the basic quality control measures necessary for the GAMA photometric catalogues (see Bellstedt et al. 2020, Driver et al. 2021) for details), including the removal of duplicates and use of the catalogue’s class diagnostic to exclude artefacts, including ghosting and reflections. We adopt the GAMA survey footprint, as defined by the combination of the mask and starmask flags. The first of these flags defines the GAMA survey region; the second excludes areas where source detection and/or photometry may be badly affected by bright stars. With these selections the effective survey area is 54.93, 57.44, and 56.93 square degrees for G09, G12, and G15, respectively, and 169.31 square degrees in total (Bellstedt et al. 2020).

GAMA uses a combination of $r$ magnitude versus ($J-K_s$) colour and $r$ magnitude versus effective size diagnostics to classify detections into categories of artefact, star, galaxy, or ambiguous (where the two star/galaxy diagnostics suggest conflicting classifications). Driver et al. (2021) suggests this ambiguous population is mostly but not entirely made of up stars, and will include unresolved sources with non-stellar colours as well as, e.g., binary stars, and with increasing photometric scatter for the faintest magnitudes. As shown in Appendix B our analysis is robust to the presence of stars, quasars, or any other real or artificial source population that do not follow the large-scale structure as traced by the reference sample: our results and conclusions do not change significantly if we include artefacts and stars. We therefore use the GAMA class to exclude artefacts and stars, to limit their potential to slightly increase the statistical errors in our main analysis. We choose to retain ambiguous sources, however, to minimise any selection effects against small/unresolved galaxies.

2.3 Magnitude and Surface Brightness Selection Limits

Fig. 1 shows the joint $r$-band magnitude-surface brightness distribution, with points colour-coded according to their photometric class. We also highlight the GAMA spectroscopic reference sample. These points are not sharply bounded to the original $m_r < 19.8$ selection limits because their magnitudes have been updated by the improved data and photometry (see Bellstedt et al. 2020). In this diagnostic plot, point sources fall along the linear track as traced by the stars, with the turnover at very bright magnitudes showing the saturation limit in the KiDS imaging. The ambiguous population can be seen to be largely, but not exclusively, extending the stellar population to fainter magnitudes. It is also clear, however, that there is an increasing number of ambiguous sources that coincide with the galaxy population.

Given our focus on the faintest galaxies at low redshift, our analysis will be limited by the depth of the photometric parent catalogues. The faint magnitude limit of the catalogue can be gauged by considering the point where the number counts start to plateau and fall away at $m_r \approx 23$. That this is considerably brighter than the 5σ limit for point sources reflects the dominance of extended sources at these faint magnitudes.

It is challenging to meaningfully quantify the limiting surface brightness, which depends on the peak surface brightness averaged over the PSF-scale, modulo details of the ProFound detection algorithm and parameters. What we can see from this diagnostic is that bulk of the our target population is seen with effective surface brightness $\mu_{e,eff} \lesssim 26$. To gauge where surface brightness selection effects start to significantly bias our otherwise magnitude-limited sample, we have considered how various percentile points of the SB distribution for galaxies vary as a function of magnitude. What we see is that the median and 95th percentiles track roughly linearly down to $m_r \approx 23$, after which point the distribution can be seen to taper towards fainter magnitudes. This also coincides with a mild flattening of the median point of the SB distribution. Both the tapering of the observed distribution and the levelling off of the median are indicators that the low surface brightness tail of the distribution is being missed. We do see some narrowing between the 95th and 99th percentiles over the range $21 \lesssim m_r \lesssim 23$ (not shown), which might be taken to indicate incompleteness at the level of a few percent at these magnitudes.

With these considerations, we limit our analysis to $m_r < 22.55$, as the point where SB selection effects are minimal: not more than a few percent. Beyond this, we make no attempt to correct or account for SB selection effects, noting that any incompleteness will mean that our results are an underestimate of the true population. Our limits show that we are even sensitive to very low surface brightness objects as ultra-diffuse galaxies (UDGs) (see van Dokkum et al. 2015). In total $\sim 3 \times 10^6$ target sources are within our study.
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2.4 Spectroscopic Redshifts for the Reference Sample

The method of clustering redshift inference requires having a reference set with known redshifts/distances to trace the large-scale structure across the target area. We use the GAMA spectroscopic redshift survey for this purpose. GAMA was a multi-year campaign with the 3.9m Anglo Australian Telescope (AAT). At survey end, GAMA had achieved > 99% redshift completeness to the original $m_r < 19.8$ selection limit over each of G09, G12, and G15, with no discernible bias as a function of pair separation (Liske et al. 2015). As discussed above, Bellstedt et al. (2020) and Driver et al. (2021) have described updates to the GAMA photometric catalogues, including re-linking spectra and redshifts to photometric objects. With the updated photometry, which recovers additional flux beyond Source Extractor’s AUTO aperture, the 95% redshift completeness limit dropped to $m_r \sim 19.65$.

As a reference sample for clustering redshift inference, the most pertinent aspects of the GAMA sample are the source density and the redshift interval (0 < $z$ ≤ 0.5 with median redshift ≈ 0.22). After basic quality control to ensure robust redshift measurements ($nQ > 2$), we have ~170,000 spec-z measurements. We note that, just as our clustering redshift analysis is robust to ‘interlopers’ in the target sample, the analysis is virtually insensitive to redshift blunders. We also note that, for the purposes of redshift inference itself, it is not necessary or even desirable for the reference sample to be complete or representative. As will be discussed in Sec. 4.3, we also use the GAMA spectroscopic redshift sample to constrain the overall normalisation of our clustering redshift measurements, via the value of the characteristic density, $\phi_C$. Here the completeness of the magnitude-limited GAMA sample is very valuable.

3 Redshift Information from Clustering

Clustering-based redshift inferences (cluster-zs) provide an avenue to statistical redshift information for an ensemble of target objects, based only on positional information. Cluster-zs work by cross-correlating the positions of the target sample with the positions of a reference sample for which redshifts are known. By computing the relative strength of the 2D angular cross-correlation for sub-samples of the reference set binned by redshift with the target ensemble, it is possible to infer the target redshift distribution. Unlike spectroscopic redshift measurements (spec-zs) or photometric redshift estimates (photo-zs), cluster-zs do not give redshift information for individual objects, but instead a redshift distribution and source galaxy bias for an ensemble.

Since the only requirement for this method is positional information, it is applicable in regimes where spec-z and photo-z approaches are impractical or even impossible (especially for faint and/or nearby sources, where photo-z er-
errors become comparable to the redshift values themselves. At fainter magnitudes, where conventional object-by-object approaches are more expensive and less reliable, the cluster-zs becoming increasingly useful as the number of sources (and so the statistical significance of the clustering signal) grows rapidly.

For this method we need three datasets (see Sec. 2). Firstly the target dataset: it consists of objects for which the cluster-zs are calculated solely using their angular positions on the sky (ra, dec).

Secondly a reference dataset, mapping the cosmic skeleton, is needed. This set has to consist of objects with accurate measurements of their full 3D position (ra, dec and z). The objects in the reference set are not required to be of the same type, magnitude, colour, etc. as the target galaxies. The only additional requirement for the reference sample is that it overlaps the region of the target sample. The redshift range of the resulting cluster-zs is solely limited by the reference sample and its density. The statistical power is limited by the number of reference objects and the number of targets, which leads to generally better constraints for fainter magnitudes due to larger number counts.

In addition to the two samples mentioned above, an unclustered random sample, which covers the same area and the same angular distribution of the reference sample, has to be generated during the calculation. It is used to measure the auto-correlation function of the reference sample in order to estimate its galaxy bias (see next section for more details). In order to reduce noise, we use more than 100 times as many random data points as reference points.

The overall process of deriving cluster-zs is illustrated for three redshift slices for each of the three GAMA regions in Fig. 2. In the left three panels the target data-points overlay the reference data-points of three different redshift slices. Secondly the corresponding cross- ($w_{tr}$) and auto-correlation ($w_{rr}$) functions are calculated based on the datasets in the first panel. The resulting functions are shown in the middle panels within the separation ranges. By summing $w_{tr}$ and $w_{rr}$ within a certain clustering range the final cluster-$z$ amplitude at each redshift slice is calculated. If this value is calculated for all redshift slices, the final cluster-$z$ distribution can be constructed. The details of this process are explained in the following sub-sections.

### 3.1 Cluster-$z$s formalism

As described in detail by e.g. Ménard et al. (2013), clustering-based redshift inference works by considering the parameter $\bar{w}_t$, called the clustering amplitude. $\bar{w}_t$ is obtained as an integral of the angular cross-correlation function of the target and reference samples over a certain angular range $\theta$ limiting the measurement to certain physical scales:

$$\bar{w}_t(z) = \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} d\theta W(\theta) w_t(\theta, z)$$

The usual choice of weight $W(\theta) \propto \theta^{-1}$ maximises the signal-to-noise ratio assuming measurements are Poisson-noise limited. For a fair comparison between sources as a function of redshift, the integration should be done over a fixed projected separation range $r_c$, rather than a fixed angular range. The lower limit of the integration should be large enough to exclude self-correlations of individual sources, avoid fibre collision, ensure that a deterministic galaxy bias model applies (Swanson et al. 2008) and not too large that genuine associations are missed. The upper limit should be large enough to capture the LSS, but not so large that statistical noise is added due to uncorrelated background galaxies. The optimal integration limits of $r_c$ depend on the particular target and reference samples. As we are probing the correlation of galaxies on small scales we choose $1 \text{kpc}/h < r_c < 250 \text{kpc}/h$. While this choice is important our results are not particularly sensitive to the exact values, and we have tested that none of our results or conclusions change significantly with the integration limits.

As derived in Ménard et al. (2013), the clustering amplitude as defined in Eq. 1 can be related to the underlying clustering bias and redshift distribution as:

$$\bar{w}_{tr}(z) \propto \frac{dP}{dz}(z) \bar{b}_t(z) \bar{w}_m(z) .$$

In words: the spatial cross-correlation of the target data with the reference data is the product of: the galaxy bias factors of the reference and the target sample, $\bar{b}_t(z)$ and $\bar{b}_r(z)$, respectively; the dark matter clustering amplitude $\bar{w}_m(z)$; and the shape of the redshift probability distribution $\frac{dP}{dz}(z)$. The bars above each variable represent that they have been integrated within the range $r_c$ as shown in Eq. 1. Likewise, $\bar{w}_{rr}(r_c, z)$ can be determined from the auto-correlation function of the reference sample. Assuming that the variation of galaxy bias within the clustering range is negligible, $\bar{w}_{tr}(r_c, z)$ can be expressed as:

$$\bar{w}_{tr}(r_c, z) = \bar{b}_t(z) \bar{w}_m(z)/\Delta z .$$

If within the redshift range $\Delta z$ the relative variation of $\frac{dP}{dz}(z)$ dominates over $\bar{b}_t(z)$, we approach the regime where $\frac{dP}{dz}(z) \rightarrow P(z)\delta_D(z - z_0)$ (Ménard et al. 2013). Hereby the redshift probability distribution of the target sample can be obtained up to an unknown normalisation which depends in detail on the unknown, and in general evolving, bias of the target sample:

$$P_{m,z} \propto \frac{\bar{w}_{tr}}{\bar{w}_{tr} \Delta z} \times \frac{1}{\bar{b}_t(z) \sqrt{\bar{w}_m(z)}} .$$

### 3.2 Observables

The quantities that appear in Eq. 4 cannot be measured directly; instead, pair counts are used to estimate the correlation functions. The estimator for the cross-correlation clustering amplitude is given by Peebles & Hauser (1974),

$$\bar{w}_{tr}(r_c, z) = \frac{N_{tr}}{N_{Dr}} \times \frac{D_t D_r}{R_t R_r} - 1$$

and the estimator for the auto-correlation of the reference sample by Landy & Szalay (1993),

$$\bar{w}_{rr}(r_c, z) = \frac{N_{r}^2}{N_{Dr}} \times \frac{D_t D_r}{R_t R_r} - 2 \times \frac{N_{r}^2}{N_{Dr}} \times \frac{D_t D_r}{R_t R_r} + 1$$

The notation XY represents the angular cross-pair count across the two datasets X and Y, and XX represents the angular auto-pair count within the dataset X. The normalisation $N_X$ and $N_Y$ corresponds to the number of points in the datasets X and Y. In our case the target dataset is represented as $D_t$, the reference set as $D_r$ and the random data as $R_r$. The normalisation factors are labeled accordingly. For
the measurement of the angular pair-counts needed in both estimators we use the python package corrfunc (Sinha & Garrison 2017).

In order to get an estimate of the uncertainty in the measurement, errors are calculated via bootstrapping of 30 samples of the reference dataset. For each sample the clustering redshift estimate is calculated in the same way as the measurement itself. After considering and testing multiple approaches, we applied the normalised median absolute deviation (NMAD) as our final technique to calculate the standard deviation in each redshift bin. We inspected the bootstrapped distributions to check that the assumption of Gaussianity is reasonable.

3.3 Redshift inference

The quantities described in the previous sections can be evaluated for the whole sample or any subset. By performing this calculation in redshift bins for different subsets of the reference sample, we are able to build the full redshift distribution $P_\chi$. If the target sample in addition is split into subsets by magnitude, we can obtain the information needed to measure the GLF.

The magnitude and redshift bins should be as small as possible for the best resolution, but large enough to ensure a statistically significant measurement for each redshift/magnitude cell. For our sample, $\Delta z = 0.02$ and $\Delta m = 0.25$ is a good compromise between these two considerations.

3.4 The need for the normalisation factor $A_m$

The output of the cluster-zs measurement is only proportional to the redshift distribution, $N(z)$. A normalisation is therefore needed to compare the output to the data, or to derive the GLF. The difficulty at this point is that a simple normalisation by the number of target data points is not reliable because, first, it is unknown if all target objects are truly galaxies, and any additional contribution from, e.g. stars or quasars, would result in an overestimation of the final $N(z)$. The second aspect is that a certain fraction of objects in the target dataset might reside beyond the limits of the reference set. This would again result in an overestimation of the $N(z)$. Therefore an important challenge is how to tackle the derivation of the normalisation factors, despite these uncertainties.

Mathematically speaking, the output of the cluster-zs process $P_{m,z}$ is proportional to the true number counts $N_{m,z}$. A normalisation parameter $A_m = P_{m,z}/N_{m,z}$ is therefore necessary to transform the cluster-zs into proper number counts $N_{m,z}$, and vice versa. Given an expectation of the true $N_{m,z}$ we are able to find the best-fitting value of $A_m$ that is consistent with both $N_{m,z}$ and our clustering measurements $P_{m,z}$. In this situation, the least squares or maximum likelihood estimate for $A_m$ is analytic:

$$
\chi^2 = \sum \frac{(A \times \Phi(z) - P_z)^2}{\sigma_{P_z}^2}
$$

(7)

$$
\frac{\partial \chi^2}{\partial A} = 0
$$

(8)

$$
A = \frac{\sum \Phi(z) \times P_z / \sigma_{P_z}^2}{\sum \Phi(z) / \Phi(z)/\sigma_{P_z}^2}
$$

(9)

$A_m$ is therefore the maximum-likelihood solution for the normalisation given the model and the data, where $\Phi$ is the expected $N_{m,z}$ from a model calculated for a certain set of parameters or binned spec-zs data, $P_z$ is the unnormalised data, e.g. the cluster-zs, and $\sigma$ is the corresponding standard deviation of the data.

3.5 Bias evolution

The main limitation of the cluster-zs approach is the unknown bias evolution of the target sample, which is degenerate with the inferred redshift distribution. A constant factor, assuming an evolution of the target sample galaxy bias over redshift in a way which cancels out the growth of the dark matter structure, is of no concern as it can be absorbed into the normalisation scalar. A larger concern would be variations in the mean target bias over redshift.

Eq. (4) shows how the effect of a varying $b(z)$ changes the shape of the inferred redshift distribution: i.e., $P(z) \propto b(z)^{-1}$. One way to mitigate this issue is to preselect target samples over narrow redshift intervals (e.g. using photo-zs) to minimise any differential bias across each sample. We have chosen to assume a model where the growth factor in combination with the unknown bias is constant $b(z)\sqrt{w_m(z)} = \text{const}$. This choice is based onto the assumption that the unknown bias $b(z)$ is increasing with redshift, whereas $\sqrt{w_m(z)}$ decreases with redshift. The unknown bias evolution remains our main systematic error and limitation.

To mitigate its impact on our results, we focus on the low-z GLF.

3.6 Validation of the cluster-zs

In order to validate the cluster-zs process, we tested our ability to recover the known redshift distribution in bins of apparent magnitude of the GAMA sample for each region. While this test uses the same dataset for both the target and reference samples, we stress that this test is not circular. Firstly, for the calculation of the $P_{m,z}$, all points within a magnitude bin (target objects) are correlated to all points within a redshift bin (reference data).

In Fig. 3 it can be seen that the resulting redshift probability distribution is in general in good agreement with the GAMA spec-zs for redshifts $z < 0.3$. The cluster-zs follow the spec-z distribution and even reproduce some of the large-scale structure features unique to each GAMA region. Given the fluctuations between each region, we use all three regions for our study in order to reduce the errors due to field-to-field variance.

At redshifts $z > 0.3$ the cluster-zs tend to overestimate the spec-z distribution. It is conceivable that this reflects some incompleteness in the spectroscopic redshift catalogues that preferentially acts against higher redshift galaxies; e.g. surface brightness effects, blending/confusion in the input catalogues, etc. The other alternative is that this reflects the evolving differential bias between the redshift-binned reference sample and the magnitude-binned target sample. One way to test this is by correcting the resulting cluster-zs using the auto-correlation function for the target data similar to the correction of the reference bias, which does improve the correspondence between spec-z and cluster-z results.

$z = z_0 + \Delta z$
also fit for a bias correction of the form $b(z) = (1 + z)^\beta$ by requiring that the spec-z and cluster-z distributions agree: we find $\beta \approx 1$. This shows the impact of differential bias as the dominant source of systematic error, especially for $z \gtrsim 0.3$, but unfortunately all these corrections are only possible for the brighter magnitude bins, where spec-z are available, but as our main focus is the low-z GLF we remain with our constant assumption. We return to this issue in Sec. 6.4.

The errors in the cluster-z measurement, derived from bootstrapping, can be seen to increase with redshift. This behaviour follows the redshift distribution of the reference dataset and the larger uncertainties are a result of the decreasing number counts at higher redshift. In addition it can be seen that at brighter magnitudes the cluster-z can produce negative values at high redshifts. These negative correlation amplitudes, originating from statistical noise and systematic effects, highlight the point that the output of the clustering methodology is only similar to a normalised probability function, but not the same.

4 MODELLING AND MEASURING THE GLF WITH CLUSTER-ZS

The goal of this paper is to use the clustering redshift measurements described in Sec. 3 to determine the luminosity function for $z \sim 0$ galaxies to the faintest possible limits. In principle, the evolving luminosity function $\Phi(m|z)$ can be directly inferred from the observed bivariate distribution $N_{m,z}$ plus cosmology. The main obstacle is that clustering redshift inference yields only the shape of the redshift distribution: our clustering redshift results are only proportional to the true redshift distribution up to an unknown normalisation scalar; i.e. $P_{m,z} = A_m \times N_{m,z}$. In this section we describe our process for determining these normalisation factors, $A_m$, that relate our cluster-z measurements to the underlying redshift distribution, and hence to the true galaxy luminosity function.

Our solution is to use a parametric model for the evolving luminosity function, as described in Sec. 4.1 to describe the shape of the redshift distributions, $N_{m,z}$. The parameters of this model are constrained by our cluster-z results, as described in Sec. 4.3. For any choice or trial set of model parameters, the maximum likelihood estimate of the factors $A_m$ is analytic. The one complication is that we need an external constraint on the global normalisation of the model, which is otherwise degenerate with the $A_m$s. Sec. 4.4 describes how we use the GAMA spectroscopic sample to break this degeneracy. Since the values for $A_m$ can be computed for any specified choice of parameter values, the same likelihood analysis can be used to give the posterior probability distribution functions (PDF) for the model parameters and also for the set of scalar $A_m$s.

4.1 A simple model for the evolving GLF

The characteristics of the observed GLF are a power law slope for fainter magnitudes with an exponential drop-off at bright magnitudes, which are usually described using a
Schechter (1976) function:
\[
S(M|M^*, \alpha, \phi^*) = 0.4 \ln 10 \phi^* \left[ 10^{0.4(M^*-M)} \right]^{\alpha+1} \times \exp \left[ -10^{0.4(M^*-M)} \right] dM
\]
where \(\phi^*\) is the characteristic number density, \(M^*\) the characteristic magnitude cut-off and \(\alpha\) defines the faint-end slope of the function. Recent studies have shown that a single Schechter function does not provide a good description of the GLF across a broad range of magnitudes on its own, and instead use the sum of two Schechter functions (e.g. Baldry et al. 2008; Moffett et al. 2016) is necessary. There are theoretical arguments to understand this double Schechter form for the GLF in terms of the relative efficiency of mass- and environment-dependent feedback processes (e.g. White & Rees 1978; Kauffmann et al. 1993; Cole et al. 1994; Peng et al. 2010).

For the redshift evolution we use the parametrisation by Lin et al. (1999) (see also Loveday et al. 2012, 2015) for describing a linear evolution of the logarithmetic galaxy density \(\log(\phi^*_i)\) and characteristic magnitude \(M^*_i\) using the parameters \(Q\) and \(P\). The slope \(\alpha\) is kept constant in this parametrisation.

\[
M^*_i(z) = M^*_i - Q \times z
\]
\[
\phi^*_i(z) = \phi^*_0 \times 10^{0.4 \times P \times z}
\]
\[
\alpha(z) = \alpha
\]

This simple parametrisation relies on the assumption that the shape of the luminosity function is not evolving and the function is only shifted horizontally in absolute magnitude by \(Q\) and vertically in density by \(P\). As we are not explicitly considering k-corrections, we rely on \(Q\) to absorb their effects and our results should always be understood in terms of the observer-frame r-band. Given our focus on the low-z GLF, k-corrections are of minor importance in our study. The final double Schechter function \(S_d\) is therefore given by:

\[
\Phi(M; M^*_i, \alpha_i, \phi^*_i, Q_i, P_i)
\]

\[
= S_1(M; M^*_1, \alpha_1, \phi^*_1, Q_1, P_1)
\]

\[
+ S_2(M; M^*_2, \alpha_2, \phi^*_2, Q_2, P_2)
\]

We distinguish between the two Schechter functions by requiring \(\alpha_1 < \alpha_2\). The model describes \(\Phi(M, z)\), while our observation is \(N(m, z)\). The two are related via \(N(m, z) = \Phi(M, z) dV\), with \(M = m + DM\), and where cosmology enters via the comoving volume element, \(dV\), and the distance modulus, \(DM\). In Appendix A we show that the double Schechter form provides a good description of our data, and also that our main results and conclusions are not particularly sensitive to this choice of parameterisation.

### 4.2 Cluster-zs likelihood function

The model provides a prediction for \(N(m, z)\) integrated within the grid cell based on a particular choice or trial set of parameter values. This predicted \(N(m, z)\) should match our cluster-z measurements up to an unknown normalisation. For a particular model, the MLE for \(A_m\) is computed using Eq. A and the log-likelihood \(\ln(L_i)\) associated with this parameter combination follows. Assuming Poisson statistics, so that the statistical uncertainties are normally distributed, and using the \(A_{m,i}\) as described, the logarithmic likelihood function for the data \(P_{m,i}\) given the model \(\Phi\) for each individual GAMA region \(i\) yields:

\[
\ln(L_i) = \frac{1}{2} \sum_{m,z} \left( P_{m,i} - A_{m,i} \times \Phi(M^*(z), \phi^*(z), \alpha, \beta) \right)^2
\]

The errors are derived from bootstrap resampling of 30 realisations of the data as described in Sec. 3.2. In principle it is possible to use the MCMC sampler to sample the probability distribution of the \(A_{m,i}\) as nuisance parameters, but this is unnecessary as the calculation of the \(A_{m,i}\) from any specific model is analytic and it is therefore faster and easier to parcel this out of the MCMC process.

By modeling the regions simultaneously with their field-specific \(A_m\), we account for field-to-field variations. The overall likelihood is then obtained from the product of the individual likelihoods.

\[
\ln(L_1) = \ln(L_{G99}) + \ln(L_{G12}) + \ln(L_{G15})
\]

From Eq. 9 and 15 it can be seen that there is a degeneracy
between the values of the normalisation factor $A_m$ and the characteristic densities $\phi^*$, while this does not impact our ability to constrain the GLF shape using cluster-zs, some outside information is therefore required to constrain the overall $z \sim 0$ normalisation of the GLF.

4.3 The need for a spectroscopic sample to constrain $\phi^*$

We use the GAMA spec-z sample to constrain the overall normalisation of the GLF, and so break the degeneracies mentioned above. The simple idea is that the model should explain both the spec-z and the cluster-z results.

While the cluster-z results can only be derived in bins, the spec-z data counts discrete objects. We could bin the spec-z data, but that is not necessary and throws away information. The appropriately normalised model describes the likelihood of observing a data-point at any given point in $(m,z)$ space, thus we are able to evaluate the point-wise likelihood function.

For the fitting of the spec-zs we use a point-based likelihood function as described by Marshall et al. (1983). In this approach the magnitude and redshift plane is split into tiny cells of $dM,dz$ which can only contain one or zero objects. The mean number of objects expected in one cell is

$$\lambda = \Phi(M,z) \frac{dV(z)}{dz} dz dM S(M,z)$$

where $\Phi$ is the double Schechter luminosity function and $S(M,z)$ is the selection probability, which yields one if an object could be found given the selection boundaries and zero if not. The overall probability, given all galaxies are independent, is the product of the possibilities of having one or zero objects in a bin. Using Poisson statistics this leads to:

$$L_2 = \left[ \prod_i \phi(M_i,z_i) \frac{dV(z_i)}{dz} dz dM \right] \left[ \prod_i e^{-\phi(M_i,z_i)} \frac{dV(z_i)}{dz} S_i dz dM \right]$$

and therefore the log-likelihood of the spec-zs becomes

$$\ln(L_2) = \sum_i \ln[\phi(M_i,z_i)] - \int dz dM \phi(M,z) \frac{dV(z)}{dz}$$

where the second term enforces the integral constraint on the likelihood function, such that a data point must be observed somewhere within the observational window. In this approach we neglect the sample variance contribution to the likelihood function and therefore our errors do not represent field-to-field variations.

4.4 Using MCMC to condition the model and infer $A_m$

In the previous three sections we have defined our model for the evolving GLF and the ln($L$) function. We now use the MCMC utility emcee (Foreman-Mackey et al. 2019), with uniform priors ($\ln(L) = \ln(L_1) + \ln(L_2) + \text{prior}$) on our model parameters, to sample the parameter space subject to the observational constraints. The chains themselves represent the joint PDF for the parameters that define our model for the GLF. To check the convergence of the sampler, the integrated autocorrelation time $\tau$ is calculated as described by Goodman & Weare (2010) and the fit is resumed until the estimated autocorrelation time is less than $\tau = N_{\text{samples}}/50$.

We recall that each evaluation of the model involves a ML solution for the values of $A_m$, which we record at every step of the chain. These chains represent the joint PDF, incorporating and marginalising over all possible models which are consistent with the data.

4.5 Obtaining the GLF measurements

To obtain the GLF measurements, two final steps have to be undertaken after the fit: firstly the cluster-zs have to be normalised using the $A_m$s and the best-fitting model. Secondly, we weight the resulting number counts by the cosmological volumes of the corresponding redshift bin and apply the distance modulus to derive the GLF measurements.

Our analysis can thus be understood from two complementary angles. One interpretation would be to emphasise the parametric fits as ‘the’ description of the evolving luminosity function. From this perspective, the set of $A_m$s can be viewed as nuisance parameters, which are a necessary part of the model-to-data comparison, to be marginalised away. Alternatively, a more data-minded approach would view the model as a means of deriving a self-consistent set of values for the critical normalisation factors, $A_m$, from which both $N_{m,z}$ and $\Phi(m,z)$ follow. In this way of thinking, the particular parameter values for the model are less important: what matters most is simply whether the model provides a good description of the underlying data. We defer further discussion of this issue to Sec. 6.

5 RESULTS

The full process proceeding from the cluster-zs in bins of magnitude to measurements of the GLF is illustrated in Fig. 4. In the first panel, the combined raw cluster-zs measurements $P(z|m)$ of all three regions are shown. At fixed magnitude, the cluster-z measurements are approximately integral normalised to unity. At bright magnitudes, the cluster-z measurements are approximately integral normalised to unity. At bright magnitudes, the relatively narrow distribution of redshifts shows as a relatively strong peak; at fainter magnitudes, the broader redshift distribution is seen as more diffuse in this visualisation. The progression of peak of the distribution shows how the mode of the redshift distribution shifts from bright to faint magnitudes. Besides this tail in the $(m,z)$ plane, there are two regions of interest. Firstly, the amplitudes at higher redshift and bright magnitudes appear noisy. At these magnitudes the number of target sample data-points is small, which lead this area to be noise-dominated. In contrast to that, the region at fainter magnitudes and low $z$ appears almost flat, as at these redshifts the clustering amplitude is small due to accurate clustering-based redshift estimates, and only small numbers of galaxies with the corresponding magnitude are residing at low redshifts.

The cluster-zs are transformed into an $N(z)$ using the $A_m$s. In the second panel of Fig. 4, the derivation of the $A_m$s from the best-fitting model and its application to the cluster-zs can be seen. The contour lines of the different galaxy populations extend with increasing redshift, as more and more volume is covered. In the third panel, and as the last step towards obtaining the GLF, the distance modulus
Table 1. Best-fit parameters of the double Schechter function fit.

|       | $M^*$   | $\alpha$ | $\log_{10}(\phi^*)$ | $Q$   | $P$   |
|-------|---------|----------|----------------------|-------|-------|
| $S_1$ | $-21.74 \pm 0.11$ | $-1.48 \pm 0.01$ | $-2.97 \pm 0.04$ | $0.49 \pm 0.30$ | $-4.63 \pm 0.14$ |
| $S_2$ | $-21.47 \pm 0.03$ | $-0.64 \pm 0.02$ | $-2.35 \pm 0.01$ | $-1.74 \pm 0.05$ | $0.07 \pm 0.08$ |

is added to the galaxy distribution. Here the full extent of our study can be seen clearly. We observe how the number of galaxies at higher redshift increases, which is already an indication that there is no flattening of the GLF at the faint end. In the third panel, the jagged model lines result from the pixelisation of the rectangular grid.

The final step of weighting the resulting distribution by the cosmological volumes, and obtaining the GLF, is described in the next section.

5.1 Parametric description of the evolving GLF

The resulting posterior probability distributions of the fitted model parameters using the KiDS data within $m_r < 22.55$ is shown in Fig. 5. It shows the marginalised and joint constraints on the parameters from our MCMC chains. As defined by the parameterisation, there are partial degeneracies between the parameters $M^*$ and $Q$, as well as between $\log \phi^*$ and $P$. This is evident for both Schechter functions. The resulting probability distributions display the same shape and covariance for both Schechter functions. In addition it can be seen in the central 5x5 cells of the plot that the two Schechter functions are not significantly correlated. The resulting best-fit parameters are displayed in Table 1 along with the uncertainties derived from the sampler.

We note that it is common in the literature to fit models including a coupled $M^*$ (e.g. Baldry et al. 2012; Wright et al. 2017) rather than a decoupled $M^*$ (e.g. Kelvin et al. 2014). We decided to adopt a decoupled $M^*$ as it is more general. With our results we find that the $M^*$’s are similar, but not equal. In addition we find that $|\alpha_1 - \alpha_2| = 0.84 \pm 0.03$ which is close to $\Delta \alpha \sim 1$, which previous studies have measured between early and late type galaxies (e.g. Loveday et al. 2012). In addition the empirical mass-quenching approach by Peng et al. (2010) produces a Schechter function with common $M^*$ for early and late type galaxies as well as an $\Delta \alpha \sim 1$. Here is it perhaps significant that the first component evolves more strongly in magnitude ($P_1 = -4.6 \pm 0.4$) than density ($Q_1 = 0.5 \pm 0.3$), suggesting continued star formation/assembly. In contrast, the second component is growing in density ($Q_2 = -1.74 \pm 0.05$) but not magnitude ($P_2 = 0.07 \pm 0.08$) suggesting a increasing number of only passively evolving galaxies. Based on these considerations, it is perhaps tempting to identify our first and second Schechter components as pertaining to the blue/star forming and red/quiescent populations, respectively, even though we have not used any colour or stellar population information in this analysis.

Each point in Fig. 5 represents a different realisation of the model and shows its corresponding $A_m$. It therefore displays the allowed variation in $A_m$ that is consistent with good but imperfect knowledge of the evolving LF. The $A_m$s incorporate the normalisation due to the increasing number of galaxies (LSS) as well as the magnitude-dependent bias evolution. In order to visualise the effect of the $A_m$s without the different number of objects in each magnitude bin, we display the $A_m$s multiplied by the number of galaxies for each magnitude bin in Fig. 6. This scales as the mean bias multiplied by the variations in LSS for each region in each magnitude bin. The scatter between the points represents the field-to-field variations. At the bright end, where completeness is high and the number of galaxies is low, field-to-field variations are strong. With fainter magnitudes, field-to-field variations become less important. Here it can be seen that the $A_m$s of all three regions follow a linear relationship. The errors of each measurement are underestimated as the sample variance error contribution is neglected.

5.2 Recovery of the number distribution

Having explored the effect of the $A_m$s, we can now examine the resulting redshift distributions $N_{z,m}$ and compare the normalised cluster-zs with the GAMA spec-z distribution. In Fig. 7 the resulting $N_{z,m}$ is shown in separate magnitude bins. As the number of GAMA spec-zs are significantly dwindling at magnitudes larger than their completeness limit $m_r = 19.65$, they are not shown in the diagram for these faint magnitudes. By comparing the GAMA spec-zs, shown as bars, with the continuous model lines as well the cluster-zs (error bars), a few results can be noted.

Firstly the model with its best fit parameters from Tab. 1 is in good agreement with the spec-zs. This model is the basis for the normalisation of the cluster-zs. The normalised cluster-zs are in general a good approximation for the GAMA spec-zs where available. The cluster-zs themselves overestimate the true distribution at higher redshifts, as has already been seen in Fig. 5 which is due to the unknown target galaxy bias evolution discussed in Sec. 3. In contrast to the error in the model, which is rather small especially at brighter magnitudes, the scatter of the cluster-zs is always larger, which is emphasising that we are limited by the errors in the cluster-zs and not by the scatter in the model or the $A_m$s.

Spectroscopic redshifts dominate at bright magnitudes, at fainter magnitudes objects with redshifts have cluster-zs, but the number counts are dominated increasingly by objects beyond our redshift range. For these magnitudes only a part of their redshift distribution can be traced, due to the unavailability of reference points at higher redshifts.

Having investigated the individual bins, we are now in the position to combine the data in order to determine the shape of the complete magnitude functions. In Fig. 8 it can be seen the extent to which the A-factor normalised cluster-zs are in agreement with the GAMA measurements at $m_r < 19.65$. At $m_r = 19.65$ the total number counts of the model and our results summed over all redshift bins is flattening in contrast to the KiDS number counts. This gap between the models/results and the total number counts is explained by the increasing proportion of $z > 0.48$ population. Here no cluster-zs can be derived, due to the limitations of the reference sample. In Fig. 8 a series of redshift shells is also displayed, and the model as well as the cluster-zs in the corresponding redshift shell is shown. The shape of the GLFs consistently displays the characteristic upturn of the Schechter function at bright magnitudes, followed by a flattening in the slope. In the low-z shells the slope is stable and almost linear over the whole range of magnitudes. For the
highest redshift shells only the bright end of the GLF can be shown, and any information about the faint end is beyond the redshift range of this study. In summary, in all redshift shells the behaviour of the GLF is similar, and the number of galaxies continues to increase with fainter magnitudes, with slightly increasing slope.

5.3 Measurement of the faint end GLF

We now focus on the low-z \((z < 0.1)\) GLF itself, which is shown in Fig. 8. We note that measurements of the GLF without the cluster-zs would only be possible up to \(M_r = -13.5\); \(L \sim 10^7 L_\odot\) (assuming \(M_\odot = 4.65\)). The cluster-zs provide almost 3 additional magnitudes of information reaching down to \(M_r = -10.7\) or \(L \sim 10^6 L_\odot\). The GLF can hence be constructed over a total range of almost 14 magnitudes.

In Fig. 9 it can be seen how the combination of the different redshift slices at \(z < 0.1\) are contributing and collectively building the GLF. The overlap of the cluster-zs, shown as lines with error bars, and the dots representing the spec-zs, are always in good agreement. Also the model is in agreement with the spec-zs and the cluster-zs. The shape of the GLF at the brightest magnitudes of \(M_r \lesssim -20\) represents the characteristic cut-off of the GLF. Due to small volumes, this cut-off is only visible at redshifts \(z > 0.06\). With fainter magnitudes the GLF is extended successively by measurements of lower redshift bins, until it is unfolded over its full range. After the steep increase, the GLF flattens around \(M_r \sim -20\) for a limited range. At fainter magnitudes the contribution of the second Schechter function becomes dominant, resulting in a slight increase in slope from \(M_r \gtrsim -17\). This behaviour is not only true for the GAMA spec-zs, but also for the cluster-zs. As this trend remains unbroken until the limits of our study at \(M_r = -10.7\), we conclude that the integral of the GLF (i.e. the number of galaxies in the Universe) remains divergent.

6 DISCUSSION

6.1 Modelling versus Measurement

In this study we have derived results in two forms: firstly the best fit parametric model, which has been conditioned on both the spectroscopic and cluster-z measurements, and secondly the observed GLF as derived from the model-normalised cluster-z redshift distributions. As it can be seen in Fig. 9 the modelled and the derived GLF measurements diverge for the faintest magnitudes, as the slope of the measurements is steeper than the best-fitting model. The question arises as to how to understand the nature of this discrepancy, and which determination ought to be preferred.

Since the model results necessarily depend on the choice of model parameterisation, this is an obvious first concern. Many different parameterisations are used in the literature, and we have no strong astrophysical justification for our particular choice. We explore the impact of model choice in Appendix A where we use a simpler single Schechter model for the evolving GLF. Unsurprisingly, the resultant fit is quite different at the faint end, which is generally less well constrained by the data than around \(M^*\).

What is more surprising is that although the model is rather different, the model-derived values for the normalisation constants \(A_m\) are very robust. As shown in Fig. A1 the derived GLF measurements are hardly changed when we use this much simpler model. In light of this fact, we prefer to view the parametric model mainly as a tool to derive the critical normalisation factors, by providing a self-consistent description of the full cluster-z dataset, and we choose to focus instead on the model-normalised cluster-z results as providing the more robust measurements of the evolving GLF.
6.2 The steepening slope of the galaxy luminosity function at \( z \sim 0 \)

One primary motivation for this study was to measure the shape of the GLF at the very faintest luminosities. In Fig. 10 we compare our GLF measurements to selected literature results. To directly compare the inferred shape of the GLF as observed by different studies, in Fig. 11 we also show the effective GLF slope, averaging over bins of width 2 mag.

For \(-20 \lesssim M_r \lesssim -13\), we see good agreement between our measurements, \cite{Loveday2015, Trentham2005} and the GLF model, with a nearly constant slope \( \alpha_{\text{eff}} \approx -1.2 \). At fainter magnitudes we see a significant upturn in the cluster-zs measurements for \( \log(L/L_{\odot}) \lesssim 6.5 \), which is not captured by our parametric model for the GLF.

While \cite{Trentham2005} does not see a similar upturn for field galaxies, a similarly steep upturn has been measured over the same magnitude range by \cite{Yamanoi2012} in the Coma Cluster. For Coma, \cite{Yamanoi2012} concluded that at \( M_r > -12 \) GCs make up as much as 15% of the total population.

One possible explanation is thus that we are seeing glob-
6.3 What doesn’t matter: errors/uncertainties that have little to no impact on our results.

In Sec. 5.1 we have already addressed the insensitivity of our results to the choice of parameterisation for the GLF model. Below we briefly describe several other tests we have performed to demonstrate the robustness of our analysis and results.

One potential concern is that the inclusion of stars, false detections or other ‘bad’ data will propagate through to bias the clustering-based redshift inferences. As described in Sec. 2, we have excluded all entries in the photometric catalogue that are classified as either stars or artefacts, and only considered those classified as galaxies or ambiguous. However, the exclusion of stars and point-like objects such as higher-z galaxies (including QSOs) and even false detections is not necessary for deriving the cluster-zs. This is because stars do not cluster in the same way as galaxies, and so do not contribute to the cross-correlation function that is used to derive the cluster-zs. The same is true for artefacts, QSOs, and any other source population that does not follow the same large scale structure, as traced by the reference sample. The only effect would be a general dilution of the resulting clustering amplitude, which is accounted for by the $A_m$s and so do not influence the resulting GLF measurement.

Another possible concern stems from our use of the spec-z sample to constrain the overall normalisation of the GLF via the characteristic density, $\phi^*$. How do we know that our results are not being driven by the spec-z constraints rather than the cluster-zs? We have addressed this concern by only using a bright ($m_r < 17.8$) subset of the spec-z sample for our GLF model fitting, and verifying that we obtained similar results.

An additional potential source of error is field-to-field variations. By calculating the cluster-zs for each field individually, and treating each of them equally during the fit, we are able to minimize the error as the $A_m$s account for variations between the three regions. These variations can be seen in Fig. 6. Using this approach we are able to obtain the best results by combining the resulting measurements of each region into our final GLF.

The primary source of incompleteness is likely to be tied to low surface brightness, which will translate directly into an underestimate of the cluster-z derived $P(z)$. What matters is what proportion of the population we are missing. In light of the fact that apparent SB diminishes as $(1+z)^4$, it is an open question as to whether SB incompleteness will be a bigger issue for intrinsically fainter galaxies at low redshift, or for much more numerous higher redshift galaxies.

If it is the former, then this will lead us to underestimate the GLF for the faintest galaxies at $z \sim 0$, and our measurements should be taken as a lower limit. In Sec. 2.3 we describe how we have limited our analysis to $m_r < 22.55$ to minimise the impact of SB selection effects, and particularly incompleteness for low SB galaxies. Based on Fig. 6 we can estimate an approximate SB selection limit around $\mu \sim 26$ mag/arcsec$^2$: that is, faint enough to capture even the extreme population of Ultra Diffuse Galaxies (UDGs) found by van Dokkum et al. (2015) to redshifts less than $z \sim 0.1$.

If surface brightness selection effects become increasingly important for higher redshifts, then the impact on our...
Figure 7. The resulting redshift distributions $N_{z,m}$ from normalising the cluster-$z$s by the $A_m$s (blue lines with error bars) for all magnitude bins is compared to the GAMA spec-$z$ distribution (orange bars) as well as the best-fit model (solid line and shaded errors). The $N_{z,m}$ can be seen to increase with fainter magnitude and to follow the GAMA spec-$z$ distribution, where available. At fainter magnitudes, only a part of the redshift distribution can be traced due to the limitations of the reference set.
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results is less clear. What will happen is that our measured $P(z)$s will be systematically low for the highest redshifts and faintest magnitudes. In principle, this might lead to an overestimate of the $A_{\text{m}}$ normalisation factors for the faintest magnitudes, and so lead to a steepening of the observed GLF slopes at all redshifts. What makes this difficult to predict is not knowing how the modelling might respond to this systematic change in the data. While we cannot exclude this possibility, we do see good agreement in the cluster-$z$ derived GLF measurements across different $z$ ranges (see Fig. 9), which suggests that the impact of this kind of effect is small.

With these considerations, we can conclude that our approach is insensitive to many difficulties in deriving the GLF.

6.4 What does matter: bias evolution is the limiting source of error/uncertainty

The main source of systematic uncertainty in our study is tied to the unknown differential galaxy bias evolution $\bar{b}(m,z)$ of the target dataset. In general the form of the bias can be measured where spec-$z$s are available, and the corresponding bias of the reference dataset is accounted for by calculating the auto-correlation function in each redshift bin (see van den Busch et al. 2020). However, this is impossible for the target dataset. We therefore have to address any effects due to the magnitude and redshift dependence of the target galaxy bias.

Any magnitude-dependent bias would result in a degeneracy with the density evolution of $\phi^*$ and therefore the shape of the GLF. As we are working in apparent magnitude bins, galaxies across a broad redshift range, as well as with different luminosities, are included in one bin. As the bias should be larger for brighter galaxies and smaller at higher redshift, these effects might cancel out to some extent.

Bias dependence with magnitude is also partially accounted for by the A-factors, as any change of normalisation of the cluster-$z$s in each magnitude would impact the $A_{\text{m}}$s, but not the final measurements. Even under the assumption of a constant $A \times N$, by which the cluster-$z$s are normalised only based onto the number of objects in each magnitude bin and hence ignoring the bias completely, we get a sensible faint end slope of $\alpha \sim -1.6$, which shows that the magnitude evolution of the unknown bias is rather small.

The bias evolution in redshift is of larger concern. In contrast to the magnitude bias, the effect of the redshift-dependent bias is not to change the shape of the GLF, but its evolution. The impact of the redshift bias can be seen in Fig. 8 and Fig. 7. Corrections to the linear bias of the form $\delta b/\delta z = 1$ are suggested by Rahman et al. (2015) and Bates et al. (2019). In an approach by van Daalen & White

![Figure 8. Number counts of the calculated model (solid lines) compared with the A-factor normalised cluster-$z$s (line with error bars) and the measured GAMA values (solid points), highlighting a series of redshift shells with corresponding normalised cluster-$z$s. The build-up of the total galaxy population and its agreement with the GAMA specs-$z$s where available can be seen. The decrease of the slope at fainter magnitudes results from our lack of information at redshifts $z > 0.48$.](image)
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Figure 9. Density distribution of the luminosity function at $z < 0.1$. Here the resulting model (solid line) is compared to the A-factor normalised cluster-zs (line with error bars) and the measured GAMA values (solid points). The area in grey shows points which are potentially incomplete. An additional steepening of the GLF at the faint end is observed.

In this paper, we have demonstrated a novel experimental design for using clustering redshifts to measure the evolving GLF, and especially the GLF shape at $z \sim 0$, to the faintest luminosities, beyond the limits of spec-zs and notably beyond the useful limits of photometric redshifts.

Our GLF final measurements are based on a sample of $\sim 3 \times 10^6$ sources to $m_r < 22.5$ (i.e. $\sim 3$ magnitudes beyond the GAMA spectroscopic redshift limit), using the three GAMA equatorial fields. Our experiment considers only position and total $r$-band magnitude for this sample. The information is taken from the GAMA produced photometric catalogues (Bellstedt et al. 2020), which are derived from KiDS $r$-band imaging (Kuijken et al. 2019).

As discussed in Sec. 2.3 we have limited our analysis to $m_r < 22.5$ to minimise the impact of SB selection effects on our results (see Fig. 1).

As illustrated in Fig. 2, our clustering redshift inferences are based on the cross-correlation between the target sample and a reference sample with known redshifts, where the size of the reference sample limits the statistical precision of our experiment, and also the maximum redshift interval that we can probe. We use the main GAMA spectroscopic redshift sample ($m_r < 19.65; z \lesssim 0.5; N \sim 170.000$) for this purpose.

In Sec. 5.2 we have demonstrated that we can use clustering redshift inference to recover $N(z_{\text{spec}}|m)$ — the spectroscopic redshift distribution in bins of apparent magnitude — for the GAMA sample (see Fig. 7).

The main technical challenge in our experiment arises from the fact that output of the process of clustering redshift inference is proportional to the redshift distribution for the target sample, up to some unknown scalar (see Sec. 3.3). Our strategy is to use a simple parametric model for the
Figure 10. Comparison of the resulting GLF measurements (orange) with the literature and the GLF and GCLF models (black). The values for the Coma Cluster are scaled by eye and the values $M_r > -10.7$ (grey area) are below our magnitude limits and potentially incomplete. At magnitudes $M_r \gtrsim -11.5$ the GCLF is resulting in larger values than the GLF.

Figure 11. Effective slope measured by fitting a power-law within overlapping bins of $\Delta \text{mag} = 2$. We compare the slope of the cluster-zs (orange) to the GLF and GCLF models (blue) as well as studies by Trentham et al. (2005) (grey) and Yamanoi et al. (2012) (red). The measured effective slope is diverging from the GLF slope at fainter magnitudes towards the GCLF slope and is settling in between the predicted slopes of the GLF and GCLF at the faint end.

The derived GLF measurements shown in this article are available in the article and in its online supplementary material.
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APPENDIX A: CHOICE OF MODEL

The choice of parameterised GLF model is one possible limitation in our results, as the measurements depend somewhat on the parametrisation used. As we stated in the text we do not consider the best-fitting LF model as our results, but rather the inferred GLF measurements using the cluster-zs. In order to demonstrate that these measurements are insensitive to changes in the model parametrisation, we re-ran our analysis using a single Schechter function, rather than a double Schechter function, knowing that this is a poor choice of model. In Fig. A1 the resulting A-factor normalised cluster-zs are displayed with their corresponding best-fitting models. It can be seen that the difference in the resulting values of the A-factor normalised cluster-zs is less than one standard deviation, while their corresponding models differ significantly. Hence we conclude that the results are robust to changes in the model parametrisation. In addition it can be seen how the single Schechter formalism is a poor description of the data, as it is not able to describe the data well, and the double Schechter function model performs better at this task. This agrees with the literature results regarding the shape of the GLF.

APPENDIX B: SENSITIVITY TO STARS AND OTHER OBJECTS

In Sec. 2 we explained how we excluded data flagged as stars within our target dataset. In order to demonstrate the effect of the stellar population on the resulting $P_{m,z}$, we recalculated the cluster-zs using all objects of the target dataset instead. By comparing the resulting $P_{m,z}$ with the original $P_{m,z}$, as can be seen in Fig. B1 the inclusion of the additional 30% of data points, mainly consisting of stars, only has a limited impact on the shape of the cluster-zs. Even such a large contamination of the data only produces a small impact on the results because, as mentioned in the text, the clustering amplitude only changes by a normalisation factor. For comparison we have normalised the resulting cluster-zs in Fig. B1 such that their maximum equals 1. The different amplitude is of no concern, as the $A_m$ factor accounts for any global changes of the amplitude. We can hence conclude that our technique is insensitive to stellar contamination.
Figure B1. Comparison of the resulting $P_{m,z}$ using a target data set with mainly galaxies (blue) and one including all objects (red). The maximum value of all the $P_{m,z}$s are set to 1 for comparison.