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Abstract
For a graph $G = (V,E)$ and a fixed natural number $k$, a subset $D_k$ of $V$ is called a $k$-hop connected dominating set of $G$ if every node $a \in V$ is within $k$-steps from at least one vertex $b \in D_k$, i.e., $d(a,b) \leq k$, and the subgraph of $G$ induced by $D_k$ is connected. A dominating set $D_k$ is known to be minimal if there does not exist any $H \subset D_k$ such that $H$ is a dominating set of $G$. A dominating set $D_k$ is said to be minimum $k$-hop connected dominating set, if it is minimal as well as it is $k$-hop connected dominating set. In this paper, we propose an optimal algorithm to obtain a minimum $k$-hop connected dominating set of connected interval graphs having $n$ nodes that runs in $O(n)$ time.
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1. Introduction

Interval graphs are more complex than a tree but simpler than a general graph. This graph is one of the most useful mathematical structures for modeling real life problems in graph theory. This graph is a subclass of intersection graph, chordal graph and perfect graph and superclass of permutation, circular-arc and trapezoid graph. Suppose $I = \{I_1, I_2, \ldots, I_n\}$, where $I_j = [a_j, b_j], r = 1, 2, \ldots, n$, be a family of intervals on a real line, where $a_j$ and $b_j$ represent respectively the left and right endpoints of the interval $I_j$. Also, an interval graph can be considered as an intersection graph of $I$. Interval graph has lots of applications in archeology, protein sequencing [13], molecular biology, file organization [5], sociology, circuit routine, genetics, job scheduling [5], traffic planning, VLSI design, circuit routing, transportation etc. A deep study on interval graphs is available in [9].

We represent a graph by the algebraic structure $G = (V,E)$, where $V$ and $E$ represent respectively the node/vertex set with cardinality $n$ and edge set with cardinality $m$. A subset $B \subseteq V$ is called a dominating set of a graph $G$ if each node in $V$ is either in $B$ or adjacent with at least one node in $B$. A dominating set with minimum cardinality is known as minimal dominating set. A dominating set $B$ of $G$ is known to be a connected dominating set if the subgraph made by $B$ is connected. In graph theory, Domination problems has several variations like connected domination, secure domination, edge domination, roman domination, weighted domination, independent domination, perfect domination, locating domination, paired-domination, $k$-tuple domination and $k$-hop domination [8, 14, 21], etc.
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graphs are found in [2, 15, 21]. A dominating set \( D_k \) is said to be minimum \( k \)-hop connected dominating set (in short \( MHCDS \)), if it is minimal as well as it is \( kHDS \) and the subgraph of \( G \) induced by \( D_k \) is connected.

Hop domination has several elegant applications in the real life like facility location problems, land surveying, kernels of games and communication networks, ad hoc networks [16, 23].

Domination is an important problem in graph theory. Claude Berge first introduce the concept of the domination number of a graph. A book on the topic of domination [10] lists over 1,200 papers related to domination in graphs. Many researchers have been studied domination and its variations for its versatile applications in real life.

Among the variations of domination, the \( k \)-hop domination has been briefly discussed in the literature, see [2, 15]. This problem is NP-complete in general graphs and some special subclass of graphs [4, 11, 12, 16, 23]. Demaine et al. [8] proposed an \( O(n^4) \)-time algorithm to compute \( k\)HDS of planar graphs, where \( n \) is the number of nodes. Furthermore, Ayyaswamy et al. [2] discussed about Bounds on the hop domination number of a tree. Also, Rana et al. [19] have planed an efficient algorithm to solve the distance \( k \)-domination problem on permutation graphs. Kundu et al. [14] have designed an \( O(n) \) time algorithm for computing an optimal \( k\)HDS of a tree. Barman et al. [3] have designed an \( O(n) \) time algorithm to compute minimum \( k\)HDS of interval graphs. Recently Adhya et al. [1] have designed an algorithm for computing minimum \( k \)-hop connected dominating set of permutation graphs in \( O(n) \) time.

In this paper, we propose an optimal algorithm to compute a minimum \( k \)-hop connected dominating set of the simple, undirected and connected interval graph in \( O(n) \) time, where \( n \) is the number of nodes of the interval graph. This problem is similar with the problem of computing a connected dominating set, but dissimilar in terms of number of hops required to reach all the nodes. We have generalized the problem as \( k \)-hop connected dominating set problem on interval graphs.

2. Preliminaries

An interval graph can be displayed by an interval representation where intervals are drawn in a real line. Without affecting the generality, we presume that each interval consist of both of its extremities/endpoint and that no two intervals share a common extremity/endpoint. If in some particular cases the intervals share common endpoints then we apply the algorithm CONVERT (see [18]) to convert the intervals of \( I \) into intervals with distinct endpoints. We also presume that the graph \( G \) is simple, connected & the sorted endpoints list is given. We have labeled the intervals in \( I \) according to the increasing right end points, that is \( b_1 < b_2 < \ldots < b_n \). This indexing is called interval graph (IG) ordering. An interval graph and its interval representation are displayed in Figure 1. For arbitrary interval graph \( G = (V, E) \), we recall a very important result presented in below.

Lemma 2.1. [17] In interval graph ordering, if the nodes \( x, y, z \in V \) are such that \( x \) is adjacent to \( z \) and \( x < y < z \), then \( y \) must be adjacent to \( z \). But \( y \) is not necessarily adjacent to \( x \).
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Figure 1. An interval graph and its interval representation on real line.

3. Formation of BFS-tree & main path

In graph theory, there exist several important graph BFS is an important graph traveling technique. Among them BFS is very useful and popular graph traveling process. Using this process we can form a BFS-tree on arbitrary graphs. The BFS-tree can be formed on general graphs in \( O(n+m) \) time, where \( n \) and \( m \) indicate respectively the number of nodes and number of edges [22]. Recently, Barman et al. [3] have designed an Algorithm IBFS to construct a BFS tree \( T^*(1) \), with root as 1 of interval graphs in \( O(n) \) time, where \( n \) is the number of vertices. The BFS tree \( T^*(1) \) rooted at 1 of the interval graph of Figure 1 is shown in Figure 2. The level of each node on BFS-tree \( T^*(1) \) can be assigned by the BFS algorithm of Chen and Das [6].

Lemma 3.1. [6] The level of each node of the BFS tree \( T^*(1) \) can be computed, using BFS, in \( O(n) \) time.

In BFS tree \( T^*(1) \) with root as 1, let \( u_{last} \) be any vertex at level \( h \), where \( h \) is the height of tree \( T^*(1) \). Also we assume that the shortest path between 1 and \( u_{last} \) which is \( u_{last} \rightarrow parent(u_{last}) \rightarrow parent(parent(u_{last})) \rightarrow \cdots \rightarrow 1 \) as the main
path between 1 and \(u_{last}\).

Also, we assume that the vertex whose distance from 1 is \(r\) along the main path, is denoted by \(u_r^*\).

Now, we are going to present some notations that are needed through the paper.

\(u_r^*\): The node lying on the main path of \(T^*(1)\) at level \(r\).

\(N(z) = N(z) = \{i : (i, z) \in E\} \cup \{z\}\). Hence, the result.

\(N(z) = N(z) = \{i : (i, z) \in E\} \cup \{z\}\).

\(N_i\): The set of nodes at level \(r\) on \(T^*(1)\).

\(h\): The height of the BFS-tree \(T^*(1)\).

\(k\): A fixed natural number.

### 4. Main Results

Here we present some important results relating to MkHCDS of interval graphs.

**Lemma 4.1.** Each member of \(N_1\) is adjacent to other members of \(N_1\).

*Proof.* To prove this lemma we construct Figure 3. Let \(i\) and \(j\) be any two members of \(N_1\). Obviously, parent\((i) = parent(j) = 1\). So, \(a_i, a_j < b_1, b_i, b_j\). Hence, interval \(i\) intersects interval \(j\) in interval representation. So, \(i, j\) are adjacent. Therefore, each member of \(N_1\) is adjacent to other members of \(N_1\).

\[
\begin{array}{c}
  a_i \quad a_j \quad b_j \\
  \hline
  a_i \quad a_j \quad b_j \\
  \hline
  b_i
\end{array}
\]

**Figure 3.** A part of an interval representation on real line.

**Lemma 4.2.** If \(h \leq k\), then the subset \(D_k\) contains only one arbitrary node of \(V\) is a MkHCDS of interval graph \(G = (V, E)\).

*Proof.* Since \(h\) is the height of the BFS tree \(T^*(1)\) of the interval graph \(G = (V, E)\), \(h\) is the diameter of \(G\) Also, \(h \leq k\). So, \(d(u, v) \leq h \leq k\), for all \(u, v \in V\). Therefore, the subset \(D_k\) which contains only one node of \(V\) is a MkHCDS of \(G\). Hence, the result.

**Lemma 4.3.** If \(h \leq 2k\), then \(D_k = \{u_h^*\}\) is a MkHCDS of interval graph \(G = (V, E)\).

*Proof.* Let \(x_i\) be any member of \(X_i\) for \(r = 0, 1, 2, \ldots, h\). Now, we know by Lemma 3, that \(d(u_r^*, x_i) = 1\). So, \(d(u_r^*, x_i) \leq k\) (as \(u_r^* \rightarrow u_{r+1}^* \rightarrow \cdots \rightarrow u_i^* \rightarrow x_i\) or \(u_r^* \rightarrow u_{r+1}^* \rightarrow \cdots \rightarrow u_{r+k}^* \rightarrow \cdots \rightarrow u_i^* \rightarrow x_i\)). Also, \(d(u_r^*, x_i) \leq k + 2\) (as \(u_r^* \rightarrow u_{r+1}^* \rightarrow \cdots \rightarrow u_i^* \rightarrow x_i\) or \(u_r^* \rightarrow u_{r+1}^* \rightarrow \cdots \rightarrow u_{r+k}^* \rightarrow \cdots \rightarrow u_i^* \rightarrow x_i\), for \(i = 2, 3, 4, \ldots, (k - 1)\)). Again, \(d(u_r^*, u_h^*) = k\) (as \(u_r^* \rightarrow u_{r+k}^* \rightarrow \cdots \rightarrow u_h^*\)). Also, \(d(u_r^*, x_i) \leq 2\) (as \(u_r^* \rightarrow u_{r+k}^* \rightarrow x_i\) or \(u_k^* \rightarrow u_h^* \rightarrow x_i\)). Hence, \(d(u_r^*, x_i) \leq k\), for all \(x_i \in U_{i=0}^{h}N_i\). Again, we know that parent\((x) = u_{r-1}^*\), for all \(x_i \in N_i\), \(i = 1, 2, \ldots, h\). So, \(d(u_r^*, x_i) \leq h - k \leq k\), for all \(x_i \in U_{i=0}^{h}N_i\). Therefore, \(d(u_r^*, x_i) \leq k\), for all \(x_i \in U_{i=0}^{h}N_i\). Hence, \(D_k = \{u_h^*\}\) is a MkHCDS of interval graph \(G = (V, E)\).

**Lemma 4.4.** If \(h \geq 2k\), then \(d(u_r^*, x_i) \leq k\) for all \(x_i \in U_{i=0}^{h}N_i\).

*Proof.* Let \(x_i\) be any member of \(X_i\) for \(r \geq 1, 2, \ldots, h\). Now, \(d(u_r^*, x_i) = k\) (as \(u_0^* \rightarrow u_1^* \rightarrow u_2^* \rightarrow \cdots \rightarrow u_k^*\)). Also, we know that \(x_i \in U_{i=0}^{h}N_i\) for all \(x_i \in X_i\) (by Lemma 4.1), so, \(d(u_r^*, x_i) \leq k\) (as \(x_i \rightarrow u_0^* \rightarrow u_1^* \rightarrow u_2^* \rightarrow \cdots \rightarrow u_k^*\)). Furthermore, \(d(u_r^*, x_i) \leq k + 2\) (as \(x_i \rightarrow u_0^* \rightarrow u_1^* \rightarrow u_2^* \rightarrow \cdots \rightarrow u_k^*\) or \(x_i \rightarrow u_0^* \rightarrow u_1^* \rightarrow u_2^* \rightarrow \cdots \rightarrow u_k^*\) or \(x_i \rightarrow u_0^* \rightarrow u_1^* \rightarrow u_2^* \rightarrow \cdots \rightarrow u_k^*\) for \(i = 2, 3, \ldots, (k - 1)\). Again, \(d(u_r^*, x_i) \leq 2\) (as \(x_i \rightarrow u_k^* \rightarrow u_{k-1}^*\) or \(x_i \rightarrow u_k^* \rightarrow u_{k-1}^*\)). Therefore, \(d(u_r^*, x_i) \leq k\) for all \(x_i \in U_{i=0}^{h}N_i\).

Also from the above result one may conclude another result which is stated below.

**Corollary 4.5.** If \(h \geq 2k\), then \(u_h^*\) is a possible member of MkHCDS.

**Lemma 4.6.** If \(u_h^*\) is selected as a member of \(D_k\) and \(h > 2k\), then \(u_{h-k}^*\) is a possible member of \(D_k\).

*Proof.* From the Lemma 4.4, it is clear that \(d(u_r^*, x_i) \leq k\) for all \(x_i \in U_{i=0}^{h}N_i\). But, \(h > 2k\), so, the vertices of the set \(U_{i=0}^{h}N_i\) are not within \(k\) steps from \(u_r^*\). Therefore, we have to select one or more other vertices (excluding \(u_r^*\)) of \(V\) to find \(D_k\). Let us assume that \(x_i\) is any member of \(N_i\) for \(i = 1, 2, \ldots, h\). Now, we know that parent\((x_i) = u_{r-1}^*\) for \(i = 1, 2, \ldots, h\). So, \(d(u_r^*, x_i) \leq k\) (as \(u_r^* \rightarrow u_{r+k}^* \rightarrow \cdots \rightarrow u_h^* \rightarrow \cdots \rightarrow u_h^* \rightarrow x_i\) for \(i = 1, 2, \ldots, k\). Therefore, the vertices of \(N_h\) are within \(k\) steps from \(u_{r-k}^*\). Also, \(d(u_r^*, x_i) \leq k\) for all \(x_i \in U_{i=0}^{h}N_i\). So, if \(h > 2k\), then \(u_{r-k}^*\) is a possible member of \(D_k\).

**Lemma 4.7.** If \(h > 2k\), then \(D_k = \{u_r^*, u_{r+1}^*, u_{r+2}^*, \ldots, u_{r-k}^*\}\) is a \(h\)-hop connected dominating set of the interval graph \(G = (V, E)\).

*Proof.* We know by Lemma 4.3, that if \(h \leq 2k\) then \(D_k = \{u_r^*\}\) is a minimum \(h\)-hop connected dominating set of interval graph \(G = (V, E)\). Again, by Corollary 4.5, if \(h \geq 2k\), then \(u_r^*\) is a possible member of \(D_k\). Also, by Lemma 4.6, it is clear that if \(h < 2k\), then \(u_{r-k}^*\) is a possible member of \(D_k\). So, to compute a minimum \(h\)-hop dominating set \(D_k\), we have to select other vertices of \(V\) in such a way that the subgraph of the interval graph \(G\) is induced by \(D_k\) is connected. Now, it is obvious that \(u_r^* \rightarrow u_{r+k}^* \rightarrow \cdots \rightarrow u_{r-k}^*\) is a shortest path between \(u_r^*\) and \(u_{r-k}^*\). So, if we select \(u_r^*, u_{r+1}^*, u_{r+2}^*, \ldots, u_{r-k}^*\) as the member of \(D_k\), then all the vertices of \(V\) are within \(k\)
steps from at least one vertex of $D_k$. Also, the subgraph of the interval graph $G$ is induced by $D_k$ is connected. Hence, $D_k = \{u_k^*, u_{k+1}^*, u_{k+2}^*, \ldots, u_{n-k}^*\}$ is a $k$-hop connected dominating set of $G$. □

5. Algorithm and its Complexity

From the results discussed in Section 4, it is observed that if $h \geq k$, then $u_k^*$ is selected as a member of $D_k$. Also, we observed that we can take the vertex $u_{h-k}^*$ as a member of $D_k$. All possible cases for selection of the members of $D_k$ are already presented in terms of lemmas. Now, we are ready to present the complete algorithm to find a M\&HCDS $D_k$ of interval graphs.

Algorithm MINKHCDS

Input: Interval representation of an interval graph $G$.

Output: Minimum $k$-hop connected dominating set $D_k$ of the interval graph $G$.

Initially $D_k = \emptyset$ (empty set) and $u_0^* = 1$, the root of the BFS-tree $T^*(1)$.

Step 1: Construct the BFS-tree $T^*(1)$.

Step 2: Compute the nodes on the main path of the BFS-tree $T^*(1)$ and let them be $u_r^*, r = 0, 1, 2, \ldots, h$.

Step 3: Compute the sets $N_i, i = 0, 1, 2, \ldots, h$.

Step 4: If $h \leq k$ then $D_k = D_k \cup \{z\}$, where $z$ is only one arbitrary node of $V$. (by Lemma 4.2)

else if $h \leq 2k$ then $D_k = D_k \cup \{u_k^*\}$, (by Lemma 4.3)

else $D_k = D_k \cup \{u_k^*, u_{k+1}^*, \ldots, u_{n-k}^*\}$. (by Lemma 4.7)

end MINKHCDS.

Applying the Algorithm MINKHCDS, we obtain a minimum $3$-hop dominating set $D_k = \{8, 10, 11\}$ of the interval graph of Figure 1.

Lemma 5.1. The set $D_k$ is a minimum $k$-hop connected dominating set.

Proof. In Algorithm MINKHCDS, we find $D_k = \{x\}$, where $x$ is any member of $V$, when $h \leq k$. So, in that case, $D_k$ is a M\&HCDS of $G$. Again, if $h \leq 2k$ then we compute $D_k = \{u_k^*\}$, which also a M\&HCDS of $G$. Furthermore, when $h > 2k$, then, we find $D_k = \{u_k^*, u_{k+1}^*, u_{k+2}^*, \ldots, u_{n-k}^*\}$. In that case, we first select $u_k^*$ as a first member of $D_k$ in such a way that maximum number of nodes (union $\bigcup_{i=0}^{h} N_i$) are within $k$-steps from $u_k^*$ (by Lemma 4.4). Again, we select $u_{h-k}^*$ as a last member of $D_k$ because $d(u_{h-k}^*, z) = k$, for all $z \in N_h$. Now, we select the other vertices of $D_k$ (excluding $u_k^*$ or $u_{k-1}^*$ and $u_{h-k}^*$) in such a way that each vertex of $V$ is within $k$ steps from at least one vertex of $D_k$ and the subgraph of $G$ induced by $D_k$ is connected. Therefore, $D_k$ is a minimum $k$-hop connected dominating set. □

Theorem 5.2. The time complexity to compute a minimum $k$-hop connected dominating set $D_k$ of an undirected and connected interval graph is $O(n)$, where $n$ is the cardinality of vertex set of interval graph.

Proof. In Step 1, the BFS-tree $T^*(1)$ can be constructed in $O(n)$ time [3]). Since the main path contains only $h + 1$ vertices, so the main path (in Step 2) can be marked in $O(n)$ time. Step 3, i.e., the sets $N_i, i = 0, 1, 2, \ldots, h$ can be computed in $O(n)$ time as $N_i, i = 0, 1, 2, \ldots, h$ are mutually exclusive. Time complexity is needed to execute Step 4 is $O(n)$ as the vertices of $D$ are some vertices of the main path. Hence, overall time complexity is $O(n)$.

6. Conclusion

Domination plays an important role in graph theory. Among the variations of dominations, connected domination has many real life applications. Now a days, minimum $k$-hop connected domination problem is an important research topic in graphs theory because it has applications in communication networks like, wireless mobile networks. In this paper, we proposed an $O(n)$ time algorithm to obtain a M\&HCDS of undirected and connected interval graphs. We feel that it would be interesting to design an $O(n)$ time algorithm to find a minimum $k$-hop connected dominating set of weighted interval graphs or trapezoid graphs or social network graphs or other intersection graphs.
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