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We address the problem of distributing approximation errors in large-scale quantum programs. It has been known for some time that when compiling quantum algorithms for a fault-tolerant architecture, some operations must be approximated as they cannot be implemented with arbitrary accuracy by the underlying gate set. This leads to approximation errors which often can be grouped along subroutines that the given quantum algorithm is composed of. Typically, choices can be made as to how to distribute approximation errors so that the overall error is kept beneath a user- or application-defined threshold. These choices impact the resource footprint of the fault-tolerant implementation. We develop an automatic approximation error management module to tackle the resulting optimization problems. The module is based on annealing and can be integrated into any quantum software framework. Using the benchmark of simulating an Ising model with transverse field, we provide numerical results to quantify the benefits and trade-offs involved in our approach.

I. INTRODUCTION

Quantum computing promises to solve certain problems much faster than classical devices. These problems include factoring large numbers, which is possible using Shor’s algorithm [12], unstructured search problems [4], and simulation of quantum mechanical systems. The latter area is where the idea of quantum computing originally emerged [3]. While only few quantum algorithms are known that offer super-polynomial speedups over their classical counterparts, many polynomial speedups have been found over the recent years. However, most of these algorithmic advances take place at a high level of abstraction and often do not take into account constants that may not be explicit in asymptotic analyses. Therefore, while desirable, actual practical resource estimates of complex, large-scale quantum algorithms remain scarce, although they could be used in various ways: to determine the first practical applications of quantum computers, to identify and remedy bottlenecks in existing quantum algorithms, to determine cross-over points (i.e., the smallest problem size for which it is beneficial to use quantum computers), and for hardware/software co-design in general.

In order to estimate the required resources of a given quantum algorithm, the high-level representation of the algorithm must be translated to a universal low-level set of operations that can be realized in practice. One of the standard gate sets that is often considered is the so-called Clifford+$T$ gate set, which can be generated from a few single-qubit operations and the CNOT (controlled-\textsc{not}) gate. In particular, arbitrary single-qubit rotations must be translated to this discrete gate set employing a rotation synthesis algorithm, where the resulting gate sequences get longer as the desired accuracy is increased. Therefore, besides the problem of compiling abstract high-level functions to the native gate set, the resulting approximation errors need to be managed in a way that ensures that the resulting code performs the desired overall operation within a certain (user-specified) tolerance. We address this problem by introducing a method capable of handling these errors automatically.

The need for approximation. While it is not possible to perform error correction over a continuous set of quantum operations (gates), this can be achieved over a discrete gate set such as the aforementioned Clifford+$T$ gate set. As a consequence, certain operations must be approximated using gates from this discrete set. An example is the operation which achieves a rotation around the z-axis,

\[ R_\theta = \begin{pmatrix} e^{-i\theta/2} & 0 \\
0 & e^{i\theta/2} \end{pmatrix}. \]

To implement such a gate over Clifford+$T$, synthesis algorithms such as the ones in Refs. [7, 11] can be used. Given the angle $\theta$ of this gate, such a rotation synthesis algorithm will produce a sequence of $O(\log \varepsilon_R^{-1})$ Clifford+$T$ gates which approximate $R_\theta$ up to a given tolerance $\varepsilon_R$. We measure approximation error $\varepsilon_R$ with respect to distance in operator norm. As we focus on unitary channels this is equivalent to diamond distance, i.e., approximation errors can be composed safely.

In most error correction protocols, the $T$-gate is the most expensive operation to realize, as it cannot be executed natively but requires a distillation protocol to distill many noisy magic states into one good state, which can then be used to apply the gate. As a consequence, it is crucial to reduce the number of these $T$-gates as much
as possible in order to allow executing a certain quantum computation.

Compilation of quantum programs. The job of a quantum program compiler is to translate a high-level description of a given quantum program to hardware-specific machine-level instructions. As in classical computing, such compilation frameworks can be implemented in a hardware-agnostic fashion by introducing backend-independent intermediate representations of the quantum code [6].

During the compilation process, it is crucial to optimize as much as possible in order to reduce the overall depth of the resulting circuit to keep the overhead of the required quantum error correction schemes manageable. Optimizations include quantum versions of constant-folding (such as merging consecutive rotation gates, or even additions by constants) and recognition of compute/action/uncompute sections to reduce the number of controlled gates [6]. To allow such optimizations, it is important to introduce multiple layers of abstractions instead of compiling directly down to low-level machine instructions [6, 13], which would make it impossible to recognize, e.g., two consecutive additions by constants. Even canceling a gate followed by its inverse becomes recognize, e.g., two consecutive additions by constants.

To translate an intermediate representation to the next lower level of abstraction, a set of decomposition rules is used, some of which introduce additional errors which can be made arbitrarily small at the cost of an increasing circuit size or depth, which in turn implies a larger overhead when applying quantum error correction. Therefore, it is important to choose these error tolerances such that the computation succeeds with high probability given the available resources (number and quality of qubits). See Fig. 1 for an abstract depiction of the compilation process of a quantum phase estimation on a given unitary $U$. At each level of abstraction, the compiler introduces additional accuracy parameters (in the figure denoted by $\varepsilon_i$) which must be chosen such that

1) the overall error lies within the specifications of the algorithm and

2) the implementation cost is as low as possible while 1) is satisfied.

As mentioned above, it is important to measure approximation errors in a way that is composable to avoid potential issues in underreporting actual approximation errors [5, 8] which could be devastating when composing complex quantum algorithms. This leads to a diamond distance as the preferred way to measure closeness to the target operation as it composes. As unraveling a complex quantum algorithm eventually leads to primitive gates that are unitary—such as the mentioned $R_{z\theta}$ rotations which are implemented on subsystems of a constant number of qubits—bounding the approximation error in operator norm implies error in diamond norm, i.e., estimates of approximation error can be composed.

II. ERROR-PROPAGATION IN QUANTUM CIRCUITS

The time-evolution of a closed quantum system can be described by a unitary operator. As a consequence, each time-step of our quantum computer can be described by a unitary matrix of dimension $2^n \times 2^n$ (excluding measurement), where $n$ denotes the number of quantum bits (qubits). When decomposing such a quantum operation $U$ into a sequence of lower-level operations $U_M \cdots U_1$, the resulting total error can be estimated from the individual errors $\varepsilon_i$ of the lower-level gates as follows:

**Lemma II.1.** Given a unitary decomposition of $U$ such that $U = U_M \cdot U_{M-1} \cdots U_1$ and unitaries $V_i$ which approximate the unitary operators $U_i$ such that $\|V_i - U_i\| < \varepsilon_i \quad \forall i$, the total error can be bounded as follows:

$$\|U - V_M \cdots V_1\| \leq \sum_{i=1}^{M} \varepsilon_i.$$  

This lemma can be shown straightforwardly from the 'hybrid argument' [1] based on triangle inequality and submultiplicativity of $\|\cdot\|$ with $\|U\| \leq 1$.

Note that using only this Lemma in the compilation process to automatically optimize the individual $\varepsilon_i$ would make the resulting optimization problem infeasibly large. What is even worse is that the number of parameters to optimize would vary throughout the optimization process since the number of lower-level gates changes when implementing a higher-level operation at a different accuracy, which in turn changes the number of distinct $\varepsilon_i$.

To address these two issues, we introduce Theorem II.2 which generalizes Lemma II.1. First, however, we require a few definitions.

**Definition II.1.1.** Let $V_{M(\varepsilon)} \cdots V_1$ be an approximate decomposition of the target unitary $U$ such that $\|V_{M(\varepsilon)} \cdots V_1\| \leq \varepsilon$. A set of subroutine sets $S(U, \varepsilon) = \{S_1, ..., S_K\}$ is a partitioning of subroutines of $U$ if $\forall i \exists k : V_i \in S_k$ and we denote by $S(V)$ the function which returns the subroutine set $S$ such that $V \in S$.

Such a partitioning will be used to assign to each $V_i$ the accuracy $\varepsilon_{S(V_i)} = \varepsilon_{S_k}$ with which all $V_i \in S_k$ are implemented. In order to decompose the cost of $U$, however, we also need the notion of a cost-respecting partitioning of subroutines of $U$ and the costs of its subsets:

**Definition II.1.2.** Let $S(U, \varepsilon) = \{S_1, ..., S_K\}$ be a set of subroutine sets. $S(U, \varepsilon)$ is a cost-respecting partitioning of subroutines of $U$ w.r.t. a given cost measure $C(U, \varepsilon)$ if $\forall \varepsilon, i, j, k : (V_i \in S_k \land V_j \in S_k \Rightarrow C(V_i, \varepsilon) = C(V_j, \varepsilon))$. The cost of a subroutine set $S$ is then well-defined and given by $C(S, \varepsilon) := C(V, \varepsilon)$ for any $V \in S$. 

\[\text{CIRCUITS}\]
With these definitions in place, we are now ready to generalize Lemma II.1.

**Theorem II.2.** Let \( S(U, \varepsilon) = \{ S_1, ..., S_K \} \) be a cost-respecting partitioning of subroutines for a given decomposition of \( U \) w.r.t. the cost measure \( C(U, \varepsilon) \) denoting the number of elementary gates required to implement \( U \). Then the cost of \( U \) can be expressed in terms of the costs of all subroutine sets \( S \in S(U, \varepsilon_U) \) as follows

\[
C(U, \varepsilon) = \sum_{S \in S(U, \varepsilon_U)} C(S, \varepsilon_S) f_S(\varepsilon_U)
\]

where \( f_S(\varepsilon_U) \) gives the number of subroutines in the decomposition of \( U \) that are in \( S \), given that the decomposition of \( U \) would introduce error \( \varepsilon_U \) if all subroutines were to be implemented exactly and \( \varepsilon_S \) denotes the error in implementing subroutines that are in \( S \).

**Proof.** It is easy to see that the cost \( C(U, \varepsilon) \) can be decomposed into a sum of the costs of all subroutines \( V_i \). Furthermore, since \( \varepsilon_V = \varepsilon_S \forall V \in S \),

\[
C(U, \varepsilon) = \sum_i C(V_i, \varepsilon_{V_i}) = \sum_i C(V_i, \varepsilon_{S(V_i)}) = \sum_i |\{i : V_i \in S\}| C(S, \varepsilon_S)
\]

and \( f_S(\varepsilon_U) := |\{i : V_i \in S\}| \forall S \in S(U, \varepsilon_U) \).

To prove that the overall error remains bounded by \( \varepsilon \), let \( \tilde{U} \) denote the unitary which is obtained by applying the decomposition rule for \( U \) with accuracy \( \varepsilon_U \), i.e., \( \|U - \tilde{U}\| \leq \varepsilon_U \) (where all subroutines are implemented exactly). Furthermore, let \( V \) denote the unitary which will ultimately be executed by the quantum computer, i.e., the unitary which is obtained after all decomposition rules and approximations have been applied. By the triangle inequality and Lemma II.1,

\[
\|U - V\| \leq \|U - \tilde{U}\| + \|	ilde{U} - V\| \leq \varepsilon_U + \sum_{S \in S(U, \varepsilon_U)} \varepsilon_S f_S(\varepsilon_U) \leq \varepsilon
\]

\( \Box \)

In Fig. 1, for example, the left-most \( ^cU \) box gets \( \varepsilon_1 \) as its error budget. Depending on the implementation details of \(^cU\), some of this budget may already be used to decompose \(^cU\) into its subroutines, even assuming that all subroutines of \(^cU\) are implemented exactly. The remaining error budget is then distributed among its subroutines, which is exactly the statement of the above theorem.

The decomposition of the cost can be performed at different levels of granularity. This translates into, e.g., having a larger set \( S(U, \varepsilon) \) and more functions \( f_S(\varepsilon_U) \) that are equal to 1. The two extreme cases are

1. \( f_S(\varepsilon) = 1 \forall S \in S(U, \varepsilon) \) and more functions \( f_S(\varepsilon_U) \)
   
   A different \( \varepsilon_U \) for each gate

2. \( f_S(\varepsilon) = \# \) gates needed to implement \( U \) \( \forall S \in S(U, \varepsilon) \) and more functions \( f_S(\varepsilon_U) \)
   
   The same \( \varepsilon_U \) for all gates
Therefore, this solves the first issue of Lemma II.1. In a practical implementation, the size of the set \( S(U, \varepsilon) \) can be adaptively chosen such that the resulting optimization problem which is of the form

\[
(\varepsilon_{S_1}^*, \ldots, \varepsilon_{S_N}^*) \in \arg \min \ C_{\text{Program}}(\varepsilon_{S_1}, \ldots, \varepsilon_{S_N})
\]

such that

\[
\varepsilon_{\text{Program}}(\varepsilon_{S_1}^*, \ldots, \varepsilon_{S_N}^*) \leq \varepsilon
\]

for a user- or application-defined over-all tolerance \( \varepsilon \), can be solved using a reasonable amount of resources. Moreover, the costs of optimization can be reduced by initializing the initial trial parameters \( \varepsilon_{S_k} \) to the corresponding solution accuracies of a lower-dimensional optimization problem where \( S(U, \varepsilon) \) had fewer distinct subroutines. This approach is similar to multi-grid schemes which are used to solve partial differential equations.

The second issue with a direct application of Lemma II.1 is the varying number of optimization parameters, which is also resolved by Theorem II.2. Of course one can simply make \( S(U, \varepsilon) \) tremendously large such that most of the corresponding \( f_S(\varepsilon) \) are zero. This, however, is a rather inefficient solution which would also be possible when using Lemma II.1 directly. A better approach is to inspect \( S(U, \varepsilon) \) for different \( \varepsilon \) and to then choose \( A \) auxiliary subroutine sets \( S_1^a, \ldots, S_A^a \) such that each additional subroutine \( V_k^a \) which appears when changing \( \varepsilon \) (but is not a member of any \( S \) of the original \( S(U, \varepsilon) \)) falls into exactly one of these sets. The original set \( S(U, \varepsilon) \) can then be extended by these auxiliary sets before running the optimization procedure. Again, the level of granularity of these auxiliary sets and thus the number of such sets \( A \) can be tuned according to the resources that are available to solve the resulting optimization problem.

### III. Example Application

As an example application, we consider the simulation of a quantum mechanical system called the transverse-field Ising model (TFIM), which is governed by the Hamiltonian

\[
\hat{H} = -\sum_{(i,j)} J_{ij} \sigma_i^x \sigma_j^z - \sum_i \Gamma_i \sigma_i^z,
\]

where \( J_{ij} \) are coupling constants and \( \Gamma_i \) denotes the strength of the transverse field at location \( i \). \( \sigma_i^x \) and \( \sigma_i^z \) are the Pauli matrices, i.e.,

\[
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

acting on the \( i \)-th spin. The sum over \( (i,j) \) loops over all pairs of sites \( (i,j) \) which are connected. In our example, this corresponds to nearest-neighbor sites on a one-dimensional spin chain (with periodic boundary conditions) of length \( N \). Given an approximation \( |\tilde{\psi}_0\rangle \) to the ground state \( |\psi_0\rangle \) of \( \hat{H} \), we would like to determine the ground state energy \( E_0 \) such that

\[
\hat{H} |\psi_0\rangle = E_0 |\psi_0\rangle.
\]

It is well-known that quantum phase estimation (QPE) can be used to achieve this task which leads to a general circuit structure as in Fig. 2.

**Individual compilation stages.** We now analyze the QPE algorithm for TFIM ground state estimation and the resulting optimization problem for approximation errors. First note that if the overlap between \( |\psi_0\rangle \) and \( |\tilde{\psi}_0\rangle \) is large, a successful application of QPE followed by
a measurement of the energy register will collapse the state vector onto $|ψ_0⟩$ and output $E_0$ with high probability (namely $p = |⟨ψ_0|ψ_0⟩|^2$).

There are various ways to implement QPE [9], but the simplest to analyze is the coherent QPE followed by a measurement of all control qubits, see Fig. 2 for an illustration of the circuit. This procedure requires $16π/ε_{\text{QPE}}$ applications of (the controlled version of) the time-evolution operator $U_δ = \exp(-iδH)$ for a success probability of $1/2$, where $ε_{\text{QPE}}$ denotes the desired accuracy (bit-resolution of the resulting eigenvalues) [10]. Using a Trotter decomposition of $U_δ$, i.e., for large $M$

$$U_δ \approx \left(e^{-i\frac{δ}{M} \sum_i J_{i,i+1}} e^{-i\frac{θ_z}{M} \sum_i Γ_{i} σ_z} \right)^M,$$

allows to implement the global propagator $U_δ$ using a sequence of local operations. These consist of $z$- and $x$-rotations in addition to nearest-neighbor CNOT gates to compute the parity (before the $z$-rotation and again after the $z$-rotation to uncompute the parity). The rotation angles are $θ_z = 2 \frac{δ}{M} J_{i,i+1}$ and $θ_x = -2 \frac{δ}{M} Γ_{i}$ for $z$- and $x$-rotations, respectively. The extra factor of two arises from the the definitions of the $R_z$ and $R_x$ gates, see Sec. I.

In order to apply error correction to run the resulting circuit on actual hardware, these rotations can be decomposed into a sequence of Clifford+$T$ gates using rotation synthesis. Such a discrete approximation up to an accuracy of $ε_R$ features $O(\log ε_R)$ $T$-gates if the algorithms in [7, 11] are used, where even the constants hidden in the $O$ notation were explicitly determined.

### Casting the example into our framework.

The first compilation step is to resolve the QPE library call. In this case, it is known that the cost of QPE applied to a general propagator $U$ is

$$C(\text{QPE}_U, ε) = \frac{16π}{ε_{\text{QPE}}} C(∁U, ε_U),$$

where $∁U$ denotes the controlled version of the unitary $U$, i.e.,

$$∁U := |0⟩⟨0| ⊗ 1 + |1⟩⟨1| ⊗ U.$$

Furthermore, the chosen tolerances must satisfy

$$\frac{16π}{ε_{\text{QPE}}} ε_U ≤ ε - ε_{\text{QPE}}.$$

The next step is to approximate the propagator using a Trotter decomposition. Depending on the order of the Trotter formula being used, this yields

$$C(∁U, ε_U) = M(ε_{\text{Trotter}}) C(∁U_1, ε_{U_1}) + C(∁U_2, ε_{U_2})$$

with $M(ε_{\text{Trotter}})(ε_{U_1} + ε_{U_2}) ≤ ε_U - ε_{\text{Trotter}}$.

### IV. IMPLEMENTATION AND NUMERICAL RESULTS

In this section, we present implementation details and numerical results of our error management mod-

--

Listing 1. High-level description of the annealing-based algorithm to solve the resulting optimization problem. The actual implementation features different scaling constants for $ΔE$ depending on the mode (error reduction vs. cost reduction).

In the experiments section, we will choose $M(ε_{\text{Trotter}}) \propto \frac{1}{\sqrt{ε_{\text{Trotter}}}}$ as an example. Finally, approximating the (controlled) rotations in $∁U_1$ and $∁U_2$ by employing rotation synthesis,

$$C(∁U_i, ε_{U_i}) = 2N \cdot 4 \log ε_R^{-1} \cdot ε_R \leq ε_{U_i} \text{ for } i \in \{1, 2\}.$$

Collecting all of these terms and using that $C(∁U_i, ·) = C(∁U_2, ·)$ yields

$$C(\text{QPE}_U, ε) = \frac{16π}{ε_{\text{QPE}}} M(ε_{\text{Trotter}}) \cdot 2 \cdot 2N \cdot 4 \log ε_R^{-1},$$

with $ε_{\text{QPE}} + \frac{16π}{ε_{\text{QPE}}} (2M(ε_{\text{Trotter}}) \cdot 2N + ε_{\text{Trotter}}) ≤ ε$.

Note that this example is a typical application for a quantum computer which at the same time can serve as a proxy for other, more complex simulation algorithms.

While the individual compilation stages may be different for other applications, the basic principle of iterative decomposition and approximation during compilation is ubiquitous. In particular, a similar compilation procedure would be employed when performing quantum chemistry simulations, be it using a Trotter-based approach [13] or an approach that is based on a truncated Taylor series [2].
Optimization methodology. We use a two-mode annealing procedure for optimization, in which two objective functions are reduced as follows: The first mode is active whenever the current overall error is larger than the target accuracy $\varepsilon$. In this case, it performs annealing until the target accuracy has been reached. At this point, the second mode becomes active. It performs annealing-based optimization to reduce the circuit cost function. After each such step, it switches back to the error-reduction subroutine if the overall error increased above $\varepsilon$.

Both annealing-based optimization modes follow the same scheme, which consists of increasing/decreasing a randomly chosen $\varepsilon_i$ by multiplying/dividing it by a random factor $f \in (1, 1+\delta]$, where $\delta$ can be tuned to achieve an acceptance rate of roughly 50%. Then, the new objective function value is determined, followed by either a rejection of the proposed change in $\varepsilon_i$ or an acceptance with probability

$$p_{\text{accept}} = \min(1, e^{-\beta \Delta E}),$$

where $\beta = T^{-1}$ and $T$ denotes the annealing temperature. This means, in particular, that moves which do not increase the energy, i.e., $\Delta E \leq 0$ are always accepted. The pseudo-code of this algorithm can be found in Listing 1.

Results. Using the example of a transverse-field Ising model which was discussed in Sec. III, we determine the benefits of our error management module by running two experiments. The first experiment aims at assessing the difference between a feasible solution, i.e., values $\varepsilon_i$ which produce an overall error that is less than the user-defined tolerance, and an optimized feasible solution. In the first case, we only run the first mode until a feasible solution is obtained and in the latter, we employ both modes as outlined above. Fig. 3(a) depicts the costs of the resulting circuit as a function of the desired overall accuracy $\varepsilon$. The second experiment aims to show the benefit of an increased number of $\varepsilon_i$ parameters in the same example. The difference between the circuit costs when using just two such parameters (i.e., setting $\varepsilon_R = \varepsilon_{\text{Trotter}}$) versus using all three is depicted in Fig. 3(b).

Finally, we measure the robustness of the optimization procedure by introducing redundant parameters, i.e., additional rotation gate synthesis tolerances $\varepsilon_{R_i}$, where the optimal choice would be $\varepsilon_R = \varepsilon_{R_i} = \varepsilon_{R_j}$ for all $i, j$. However, because the resulting optimization problem features more parameters, it is harder to solve and the final circuit cost is expected to be higher. In addition, the time it takes to find an initial feasible solution will grow. See Figs. 4 and 5 for the results which indicate that this approach is scalable to hundreds of variables if the goal is to find a feasible solution. However, as the number of parameters grows, it becomes increasingly hard to simultaneously optimize for the cost of the circuit. This could be observed, e.g., with 100 additional (redundant) parameters, where further optimization of the feasible solution reduced the cost from $1.65908 \cdot 10^{12}$ to $1.10752 \cdot 10^{12}$, which is far from the almost $2x$ improvement which was observed for smaller systems in Fig. 3(a). Also, the scaling of the runtime in Fig. 3 can be explained since new updates are proposed by selecting $i \in [0, ..., N - 1]$ uniformly at random (followed by either increasing or decreasing $\varepsilon_i$). Due to this random walk over $i \in [0, ..., N - 1]$, the overall runtime is also expected to behave like the expected runtime of a random
walk and, therefore, to be in $O(N^2)$.

V. SUMMARY AND FUTURE WORK

We have presented a methodology for managing approximation errors in compiling quantum algorithms. Given that the way in which the overall target error is distributed among subroutines greatly influences the resource requirements, it is crucial to optimize this process, in particular for large-scale quantum algorithms that are composed of many subroutines. We leverage an annealing-based procedure to find an initial feasible solution which then is optimized further.

Our scheme for error management only addresses errors that occur in approximations during the compilation process into a fault-tolerant gate set. Future work might include hardware errors, e.g., systematic over- or under-rotations of gates performed by the target device. Furthermore, additional numerical studies for various quantum algorithms can be performed in order to arrive at heuristics for choosing the number of optimization parameters. Moreover, building on our error management methodology, one can automate the entire process of resource estimation for certain subclasses of quantum algorithms. This would yield a useful tool for assessing the practicality of known quantum algorithms, similar to the analysis carried out manually in [10].
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