Robust Visual Tracking Using Multiple Detectors by Trajectory Entropy Minimization
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Abstract. We propose a tracking method based on minimization of multi-detector trajectory entropy. Multiple detectors are constructed online to track objects synchronously by mutual information-based feature selection. Each detector obtains its own tracking trajectory through continuous detection. The tracking results of all detectors are combined based on the minimization of trajectory entropy, and the optimal detector is selected from it to determine the target trajectory and achieve the target tracking task. Experimental results show that our tracker can handle more complex tracking environments and outperform many other state-of-the-art methods in terms of both success rate and precision.

1. Introduction

Visual tracking is one of the important research problems in the field of computer vision, with wide applications including intelligent surveillance, human-computer interaction and automatic control system, etc [1-3]. The core of tracking is to automatically determine its position and size in each subsequent frame based on the position and size of the given initial object. Although visual tracking has achieved many important progress in recent years [4-7], it still has great challenges in real-world scenes, such as background clutters, appearance changes and illumination variations, low image quality and frame hopping. An ideal tracking method should also consider three factors, namely, real-time, robustness and accuracy.

Visual tracking can be classified as two types: Generative model and Discriminative model. Generative method is searching the object that is most similar to the tracked target in the region [8-10], and Discriminative method is a classification problem which distinguishes the tracked target from the background [11-13]. Discriminative trackers utilize information from target and background both, which is also the main method to study visual tracking. Zhang et al. [14] proposed a tracking approach that was combined multiple classifiers to detect objects by using different adaptation rates and an entropy computing method was designed to fuse all the detection results for tracking. For the problem of the variations in scale and translation of moving objects, Ma et al. [15] and Martin et al. [16,17] decomposed the tracking task into object translation and scale estimation, and improved the accuracy and robustness of visual tracking based on correlation filters. However, these methods are still difficult to adapt to the more complex environments, which provides a possible solution to the analysis and processing of
tracking trajectory. Bertinetto et al. [18] proposed a feature fusion tracking algorithm, which made use of the complementarity between local feature HOG and global feature COLOR to improve tracking performance without affecting the tracking speed. In order to make a long-term tracking, Kalal et al. [19] proposed a P-N learning method based on online learning with positive samples and negative samples. Zhou et al. [20] proposed novel visual tracking algorithm based on an online discriminative dictionary learning technique to separate the target-of-interest from a cluttered background effectively. Lu et al. [21] and Supancic et al. [22] used dynamic programming to evaluate the track, including the calculation of each position in the track and the time domain correlation of continuous position between each other, then modified trajectory tracking and updated the appearance model according to the evaluation results, so as to achieve the purpose of inhibiting the propagation of errors. Lee et al. [23] tracked objects and generated multiple trace trajectories based on a variety of features, and calculated the reliability of each trajectory by the analysis of these forward trajectories and the corresponding backward trajectories, to choose the optimal trajectory as the target trajectory. To a certain extent, this tracking method detected and processed tracking errors, and improved the stability of tracking.

This paper proposed an object tracking method based on the minimization of trajectory entropy of multiple detectors. We constructed multiple detectors online by the mutual information feature selection, and each detector generated its own tracking trajectory by continuous detection, then by the method of minimization of trajectory entropy, the optimal detector was selected to determine the trajectory and achieve visual tracking. The differences between our work and Refs [14] are: (1) New detectors are constructed by feature selection, rather than preserving the states of the same detector at different times, thus improving the detector’s adaptability. (2) Each fern has a corresponding weight in each detector, and its size is directly proportional to the mutual information of the detector. By this method, the accuracy of detector to object detection is improved; (3) This paper proposes a method of trajectory entropy, which is calculated by reliability of positive and backward tracking trajectory. Experimental results based on real video sequences validate the effectiveness and stability of our tracker and our tracking performance is encouraged by comparing against state-of-the-art trackers.

2. Tracker using multiple detectors by trajectory entropy minimization

2.1. Feature selection and detector construction based on mutual information

In this paper, the random fern [24] is used as the basic detector, and the two-point comparison feature is selected as the two-element of the detector. Compared with other classifier algorithms, the greatest advantage of random fern is simple construction, rapid training and detection, which is conducive to real-time tracking. However, two-element feature is randomly selected in most existing random fern methods. In order to achieve better classification results, more features and ferns need to be combined in these methods. In fact, those features that can discriminate objects and backgrounds well have relatively small Bayesian classification error rate. Therefore, a simpler and more effective fern can be obtained by adopting the appropriate feature selection method, which can be used to construct a more accurate random fern detector. This paper selects features based on the mutual information between feature response and type tags, and the mutual information can estimate the expected probability of correct classification of two-element classifier, so it can be used to measure the discriminant classification ability of the feature.

Let \( r \) represent the object position, \( W^T_r \) and \( W^B_r \) denote the object window containing the target object and the background window which is surrounded by the object, respectively. The feature set \( F \) predefined feature space \( V \) is obtained by extracting the features from both window regions. Let the probability of the type of the feature \( f \) in the target window be \( p(f \mid c = 1) \), and the probability of the type of the feature in the background window is \( p(f \mid c = 0) \), then the mutual information between features \( f \) and type tags \( c \) is calculated as:
\[ I(f; c) = \sum_c p(f, c) \log \frac{p(f, c)}{p(f) p(c)}, \quad (1) \]

where \( f \in \{0, 1\} \) is a two-element feature, \( p(f) = 0.5 \) represents that the probability of feature value is equal, \( c \in \{0, 1\} \) represents that object type. \( c = 1 \), background type \( c = 0 \), and \( p(c) = 0.5 \) represents that the probability of type tagging is equal. According to the probability formula, \( p(f, c) = p(f) p(c | f) \), \( p(c = 1 | f) \) can be calculated as:

\[ p(c = 1 | f) = 1 - p(c = 0 | f) = \frac{N_T}{N_T + N_B}, \quad (2) \]

where \( N_T \) represents the number of samples in which the value of the feature \( f \) in the background area is different from its value in the object area, \( N_B \) represents the number of samples in which the value of the feature \( f \) in the background area is consistent with its value in the object area. After calculating the mutual information of all the features in the feature set, then the features are sorted in ascending order of mutual information and the first \( M \) features are selected to construct a random fern detector. The detector training is then completed by extracting positive samples in the object area and negative samples in the background area and then used for object detection. The feature selection and detector construction for object detection is shown in Fig.1, in which the purple, green and blue dots in the red rectangle corresponding to the object indicate the selected pixel comparison feature, and the image blocks with red border and green border in the black rectangle represent the positive and negative samples extracted from the image, respectively.

For the object detection, the paper sets the weight for each fern in the random ferns according to the discriminant classification ability of the features, that is, the fern's discriminative classification ability is evaluated by its contained features. Let \( H_M = \{f_i\}_{i=1}^M \) denote the feature set for detector construction obtained by feature selection, and let \( B \) and \( D \) denote the number of ferns in the detector and the number of features contained in fern, respectively. And there is a numerical relationship: \( B \times D = M \). From \( H_M \) we select \( D \) number of features to construct fern and obtain \( B \) number of ferns, then the conditional probability of the detector about the object type is calculated as:

\[ P(H_M | c = 1) = \frac{1}{B} \sum_{k=1}^B W_k P(R_k | c = 1), \quad (3) \]

where \( R_k = \{f_{j + D(k-1)}\}_{j=1}^D \) denotes the k-th fern, and \( f_{j + D(k-1)} \) is the j-th feature, which corresponds to the \( j + D(k-1) \)-th feature of \( H_M \), the weight of \( R_k \) is \( W_k = \left(\sum_{j=1}^D I(f_{j + D(k-1)}; c)/G\right) \), in which the normalized factor is \( G = \sum_{j=1}^M I(f_j; c) \). Therefore, the greater the mutual information of the feature in the fern, the greater the weight of the fern.
2.2. Detector selection based on trajectory entropy minimization

For the same object, different detectors will generate different tracking trajectories, and at the same time corresponding to different object positions. Let \( Q = \{ F_j \}_{j=1}^N \) represents detector set, \( \varphi_{F_j} \) represents loss function of \( F_j \), where \( F_j \) and \( N \) represent \( j \)-th detector and the number of detectors respectively. Then the optimal detector is calculated as:

\[
F^* = \arg \min_{F_j \in Q} \varphi_{F_j}, \quad (4)
\]

in other words, the detector with the smallest loss value is selected.

In this paper, Partial-Label Learning (PLL) [25] is used to solve the loss function, which is to solve the problem of partial mark learning by maximizing the posterior probability of the model parameters. For more details, please refer to literature [25]. Let \( S = \{ X_i \}_{i=1}^N \) denote a set of trajectories, \( X_i = \{ x_{ik} \}_{k=1}^H \) denote the \( i \)-th tracking trajectory, where \( x_{ik} \) is the position of the \( k \)-th frame in the included time segment of \( X_i \), \( H \) is the number of frames contained in the trajectory. Let \( y_i = (c_i, v_i) \) denote compound mark of \( X_i \), \( c_i \in \{1, 0\} \) (\( c_i = 1 \) represents that \( X_i \) is object trajectory, \( c_i = 0 \) represents that the non-object trajectory) denote track mark, \( v_i \) denote the end position of the track of \( X_i \). \( Y = \{ y_{ij} \}_{i,j=1}^N \)——compound mark set of object real trajectories of \( S \) where may only be one object real trajectory of all the tracking trajectories is contained in \( Z = \{ Y_k \}_{k=1}^M \)——the possible composite mark set, where there is \( Y_k = \{ y_{ik} \}_{i=1}^N = \{ (c^k_i, v^k_i) \}_{i=1}^N \), there is \( v^k_i = v_i \), and \( c^k_i = 1 \) when \( i = k \). For the tracking problem, the loss function for the detector selection can be calculated as:

\[
\phi_{F} (S, Z) = -L(F_j; S, Z) + \lambda H(Y \mid S, Z; F_j), \quad (5)
\]

where \( L = (F_j; S, Z) \) represents the log-likelihood probability whose the model parameter is \( F_j \), \( H(Y \mid S, Z; F_j) \) represents the type-mark empirical condition entropy with respect to the training data and the mark set, and \( \lambda \) is the ratio between the two coefficients. For the mark set, the model parameters with lower uncertainty also have smaller entropy. In other words, if one model has a higher probability of one of the markers and a smaller probability of the other, the model will have a lower entropy; and if both of the two markers of a model have the same probability, the model will have a larger entropy. Here the log likelihood is defined as:
\[ L(F_j; S, Z) = \max_{Y \in Z} \log p(Y \mid S; F_j) , \]  
entrophy is calculated as:

\[ p(Y \mid S; F_j) = \prod_i p(c_i, v_i \mid X_i; F_j) = \prod_i p(v_i \mid c_i)p(c_i \mid X_i; F_j) , \]  
and \( p(Y \mid S; F_j) \) can be calculated as:

\[ p(Y \mid S; F_j) = \prod_i p(c_i, v_i \mid X_i; F_j) = \prod_i p(v_i \mid c_i)p(c_i \mid X_i; F_j) , \]  
where \( p(v_i \mid c_i) = p(v_i \mid c_i, X_i) \) is the spatial prior probability of the trajectory and \( p(c_i \mid X_i; F_j) \) is the posterior probability of the trajectory. \( p(v_i \mid c_i) \) is defined as the average value of the probability of the detector classification represented by the image block corresponding to each image block in the trajectory, calculated as \( p(v_i \mid c_i) = \frac{1}{H} \sum_{k=1}^H \rho_k^i \), where \( \rho_k^i \) is the classification probability of the detector in the k-th frame of the track. And \( p(c_i \mid X_i; F_j) \) is obtained from the trajectory reliability based on the image block overlap rate, calculated as:

\[ p(c_i \mid X_i; F_j) = \sum_{k=1}^H \delta_k^j \]  
where \( \delta_k^j \) is image block overlap rate between the forward tracking trajectory \( \{x_i^j\}_{k=1}^H \) and reverse tracking trajectory \( \{\overline{x}_i^j\}_{k=1}^H \) at the k-th frame, calculated as:

\[ \delta_k^j = \frac{\Omega(x_i^j, \overline{x}_k^j)}{\Omega(x_i^j) + \Omega(\overline{x}_k^j)} , \]  
\( \Omega(x_i^j) \) and \( \Omega(\overline{x}_k^j) \) represent the area of the image block of \( x_i^j \) and \( \overline{x}_k^j \) at the k-th frame, respectively, \( \Omega(x_i^j, \overline{x}_k^j) \) represent the area of overlap of two image blocks at the k-th frame. Finally, \( p(Y \mid S, Z; F_j) \) is calculated as the Kullback-Leibler projection on \( p(Y \mid S; F_j) \):

\[ p(Y \mid S, Z; F_j) = \frac{\delta_k^j p(Y \mid S; F_j)}{\sum_{Y \in \psi} \delta_k(Y) p(Y \mid S; F_j)} , \]  
if \( Y \in Z \), then \( \delta_k^j(Y) = 1 \), else \( \delta_k^j(Y) = 0 \), \( \psi \) denotes the vector space where \( Y \) and \( Z \) are. The optimal detector can be obtained by formula (5).

### 2.3. Object Tracking

Based on section 2.1, this paper constructs multiple detectors online, which locate the objects simultaneously and generate their own tracking trajectories in a continuous detection method. After the initial construction of the first detector, a new detector is constructed every other frame, which is characterized by reselection, and the earliest constructed detector is automatically deleted when the number of detectors is exceeded \( \theta_y \), that is to say, the number of detectors can not exceed \( \theta_y \). All detectors generate the tracking trajectory with a length of \( \theta_y \) frames every \( \theta_y \) frame. The optimal detector can be calculated according to section 2.2, and the corresponding tracking trajectory is taken as the object trajectory in this period. Before continuing tracking, all detectors are incrementally updated based on the new positive and negative samples taken from the determined object trajectory. The multi-detector trajectory entropy minimization object tracking process is shown in Fig.2, where the blue boxes
represent the online-constructed detector, the image block above the detector and the black curve below represent the corresponding object appearance when detector is constructed and the resulting tracking trace, respectively. The red boxes and the red curves represent the detector selection and the corresponding object trace respectively. The scale of object is determined by calculating the similarity of candidate object image blocks of different scales based on NCC (Normalized Cross-Correlation) and selecting the optimal image block from them. More specifically, for object of each frame in the current object track, let the candidate object sizes are 70%, 80%, 90%, 100%, 110%, 120%, 130% of original size, and then calculate the average NCC image block similarity between each candidate object and all the objects contained in the previous object trajectory. Finally, the candidate object with the maximum average similarity is used as the corresponding object in the current object trajectory.

Figure 2. Tracking process using trajectory minimization of entropy by multi-detector

3 Experimental results
The feature set of the paper contains 200 randomly generated two-point comparison features initially, and M = 25 features are selected by feature selection for the construction of random fern detectors, each detector contains B = 5 ferns, and each fern contains D = 5 features. Training and updating of detectors is based on the positive and negative samples of the normalized 25 × 25 pixel size, which are extracted from the object area and the background area in the same size as the object size. The experimental results show that the processing time of the tracking system increases rapidly with the increase of the number of detectors θₙ. However, the stability of the tracking system increases slightly after θₙ = 5. Therefore, considering the computational efficiency and tracking stability, let θₙ = 5 here. In the implementation of this paper, θₙ - the length of the tracking trajectory is 15, θ₅ₙ - the time interval for constructing a new detector is 45, and the scaling factor λ in the loss function is 10. For 320 × 240 images, the average speed of the tracking system based on C# multithreaded programming is 5fps on an ordinary dual core PC. The video sequence used in the experiment comes from Babenko [26] sequence, which is widely used in the world, and Jumping, Pedestrian 1, Motocross and Carchase sequences.

In this paper, the tracking method is tracked and tested. Fig.3 shows the tracking quantification results of the proposed method under the representative David sequence. It can be seen that the proposed method maintains a high tracking stability during the tracking process compared with other tracking algorithms. Here the tracking stability is the percentage of objects that are tracked correctly in the whole video sequence. Specifically, if 30% of the tracking rectangle in a frame does not contain the object or 30% of the object is not included in the tracking rectangle, the frame is considered as tracking error; otherwise, the tracking is correct. Other tracking algorithms used for comparison include OAB[27], ORF[28], FT[29], MILT[26], CDCT[30], PNT[31] and CT[32] and MEEM[14]. We list the statistical results of the tracking method based on Babenko sequences in Tab.1, where the best tracking results are underlined in bold and the second-best results are underlined in italics. It is Fig.4 that shows the average
center error of each tracking method under the Babenko sequence. The sequence of the video sequences is the same as that in Table 1. It can be seen that the method in this paper is generally superior to other tracking algorithms. Fig.5 shows the tracking results (example frame images) of the proposed method under Babenko et al. sequence, where the red box indicates the object of tracking. The Babenko sequence is used to track baselines for algorithm comparisons. The Jumping and Pedestrian 1 sequences are used to test the ability to track fast-moving objects while the Motocross and Carchase sequences are used to test the ability to perform long-term tracking.

At present, the memory of the tracking system based on C# is about 75M at initialization and 120M in the tracking process. Compared with the representative literatures [21] and [32], the tracking system memory based on C++ is 150M and 110M. It can be concluded that the method is one order of magnitude better than other methods in terms of memory usage in this paper. Tab.2 lists the tracking efficiency of each method (average frame rate). Because in terms of the tracking method, on the one hand, multiple detectors are constructed at different times by feature selection to adapt to the change of the object, on the other hand, we can select the trajectory minimization of object generated by these detectors and from which chose the optimal tracking trajectory to achieve the tracking performance improvement.

Table 1. Percentage of tracking correctly using each method under Babenko and other sequences

| Video Sequence | Frames | OAB | ORF | FT  | MILT | CDCT | PNT  | CT   | MEEM | Ours |
|----------------|--------|-----|-----|-----|------|------|------|------|------|------|
| Coke           | 292    | 18.4| 17.1| 10.6| 46.1 | 43.2 | 41.3 | 44.5 | 64.8 | 69.3 |
| David          | 462    | 30.8| 87.2| 73.8| 82.7 | 79.5 | 90.5 | 92.2 | 95.7 | 98.6 |
| Face 1         | 888    | 72.9| 97.5| 97.5| 89.6 | 93.7 | 95.6 | 96.8 | 98.0 | 99.3 |
| Face 2         | 820    | 76.3| 68.9| 63.7| 92.9 | 93.3 | 94.9 | 94.9 | 97.3 | 99.0 |
| Girl           | 502    | 45.8| 92.6| 87.4| 84.2 | 91.6 | 94.3 | 95.6 | 96.2 | 96.2 |
| Sylvester      | 1345   | 56.1| 69.2| 82.6| 81.4 | 83.1 | 85.7 | 87.9 | 91.4 | 94.8 |
| Tiger 1        | 354    | 31.7| 27.1| 26.5| 73.9 | 73.9 | 67.4 | 74.8 | 80.9 | 84.9 |
| Tiger 2        | 364    | 35.5| 20.7| 23.5| 76.5 | 46.5 | 71.8 | 83.7 | 85.8 | 89.5 |
| Jumping        | 313    | 57.3| 68.5| 48.2| 75.6 | 73.5 | 80.7 | 87.6 | 87.6 | 92.9 |
| Pedestrian 1   | 140    | 53.6| 65.9| 44.9| 72.1 | 69.8 | 19.3 | 84.3 | 86.0 | 88.7 |
| Motocross      | 2665   | 2.5 | 2.3 | 5.15| 18.1 | 81.9 | 89.9 | 92.5 | 93.7 | 95.8 |
| Carchase       | 5149   | 6.8 | 7.1 | 6.9 | 6.9  | 72.6 | 83.5 | 86.8 | 88.7 | 89.4 |

Table 2. Each method tracks efficiency (Average frame rate, unit: frame / second)

| OAB | ORF | FT  | MILT | CDCT | PNT | CT  | MEEM | Ours |
|-----|-----|-----|------|------|-----|-----|------|------|
| 13  | 10  | 5   | 11   | 8    | 12  | 10  | 9    | 5    |
4. Conclusion

In this paper, we proposed a tracking method based on minimization of multi-detector trajectory entropy. The results show that the proposed method can handle more complex tracking environments and our tracker outperforms many other state-of-the-art methods. As the future work, we would like to study more refined trajectory analysis methods so that we can obtain more stable and fast-tracking performance with less image information.
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