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Abstract

We prove a lower bound for the $k$-th Steklov eigenvalues in terms of an isoperimetric constant called the $k$-th Cheeger-Steklov constant in three different situations: finite spaces, measurable spaces, and Riemannian manifolds. These lower bounds can be considered as higher order Cheeger type inequalities for the Steklov eigenvalues. In particular it extends the Cheeger type inequality for the first nonzero Steklov eigenvalue previously studied by Escobar in 1997 and by Jammes in 2015 to higher order Steklov eigenvalues. The technique we develop to get this lower bound is based on considering a family of accelerated Markov operators in the finite and measurable situations and of mass concentration deformations of the Laplace-Beltrami operator in the manifold setting which converges uniformly to the Steklov operator. As an intermediary step in the proof of the higher order Cheeger type inequality, we define the Dirichlet–Steklov connectivity spectrum and show that the Dirichlet connectivity spectra of this family of operators converges to (or is bounded by) the Dirichlet–Steklov spectrum uniformly. Moreover, we obtain bounds for the Steklov eigenvalues in terms of its Dirichlet-Steklov connectivity spectrum which is interesting in its own right and is more robust than the higher order Cheeger type inequalities. The Dirichlet–Steklov spectrum is closely related to the Cheeger–Steklov constants.
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1 Introduction

Let $(M, g)$ be a compact Riemannian manifold of dimension $n$ with smooth boundary, the Steklov eigenvalue problem is

\[
\begin{cases}
\Delta f = 0, & \text{in } M \\
\frac{\partial f}{\partial \nu} = \sigma f, & \text{on } \partial M
\end{cases}
\]
where $\Delta = \text{div } \nabla$ is the Laplace–Beltrami operator on $M$ and $\nu$ is the unit outward normal vector along $\partial M$. Its spectrum consists of a sequence of nonnegative real numbers with accumulation point only at infinity. We denote the sequence of the Steklov eigenvalues by

$$0 = \sigma_1 \leq \sigma_2 \leq \cdots \leq \sigma_k \leq \cdots \uparrow \infty$$

The Steklov eigenvalues can be also considered as the eigenvalues of the Dirichlet-to-Neumann operator

$$S : C^\infty(\partial M) \to C^\infty(\partial M)$$

$$f \mapsto \frac{\partial F}{\partial \nu}$$

where $F$ is the harmonic extension of $f$ into the interior of $M$. The Steklov problem was first introduced by Steklov [34] in 1902 for bounded domains of the plane. Many interesting developments and progress in the study of the Steklov problem have been attained in recent years. We refer the reader to the survey paper [21] and the references therein for recent developments, and to [24] for a historical account. The relationship between the Steklov eigenvalues and geometry of the underlying space, and also its similarity and difference with the Laplace eigenvalues have been a main focus of interest and a source of inspiration, see for example [14, 17, 10, 22, 15, 18, 23].

The focus of this paper is on obtaining lower bounds for the $k$-th Steklov eigenvalue $\sigma_k$ in terms of some isoperimetric constants in three different settings. Our results can be viewed as counterparts of the higher order Cheeger inequalities for the Laplace eigenvalues in discrete setting proved by Lee, Oveis Gharan and Trevisan [27], and in manifold setting by the second author [31]. It is also an extension of Escobar’s [14, 15] and Jammes’ [23] results for $\sigma_2$. We first recall previous results known in this direction.

Let $\mathcal{A}$ denote the family of all nonempty open subsets $A$ of $M$ with piecewise smooth boundary. For every $A \in \mathcal{A}$ let $\mu(A)$ denote its Riemannian measure and $\mu(\partial A)$ denote the $(n-1)$-dimensional Riemannian measure of $\partial A$. We define for every $A \in \mathcal{A}$ the isoperimetric ratios

$$\eta(A) := \frac{\mu(\partial_i A)}{\mu(A)}$$

(2)

$$\eta'(A) := \frac{\mu(\partial_i A)}{\mu(\bar{A} \cap \partial M)}$$

(3)

where $\partial_i A := \partial A \cap \text{Int } M$. Here $\text{Int } M$ denotes the interior of $M$. Consider the following isoperimetric constants

$$h_2(M) := \inf_A \max\{\eta(A), \eta(M\setminus A)\}$$

$$h'_2(M) := \inf_A \max\{\eta'(A), \eta'(M\setminus A)\}$$

The constant $h_2(M)$ is the well-known Cheeger constant [8]. Motivated by the celebrated result of Cheeger [8], Escobar [14, 15] introduced the isoperimetric constant $h'_2(M)$ and obtained a lower bound for $\sigma_2$ in terms of this isoperimetric constant and the first nonzero eigenvalue of a Robin problem. Recently, Jammes [23] obtained a simpler and more explicit lower bound for $\sigma_2$ in terms of an isoperimetric $h'_2(M)$ similar to the one introduced by Escobar, and the Cheeger constant $h_2(M)$:

$$\sigma_2(M) \geq \frac{1}{4} h'_2(M) h_2(M)$$

(4)
where $\tilde{h}'_2(M) := \inf \{ \eta'(A) : A \in \mathcal{A}, \text{ and } \mu(A) \leq \frac{\mu(M)}{2} \}$. The proof of (4) is simple and only uses the co-area formula. The constants $h'_2(M)$ and $\tilde{h}'_2(M)$ are interesting geometric quantities. It is an intriguing question if similar geometric lower bounds hold for higher order Steklov eigenvalues $\sigma_k$. We give an affirmative answer to this question not only in Riemannian setting but also in the setting of finite and measurable spaces.

Let $(M, \mu)$ be a measure space and $V$ a proper subset of $M$, and let $L$ be an operator acting on a functional subspace $\mathcal{H}$ of $L^2(\mu)$. Throughout the paper we deal with either of three different settings listed below:

(FS) Finite state spaces: $M$ is a finite set, $V$ is a proper subset of cardinality $v$, $L$ is a reversible irreducible Markov generator and $\mu$ is its unique invariant probability measure. Here $\mathcal{H}$ is the space of functions on $M$ denoted by $\mathcal{F}(M)$.

(MS) Measurable state spaces: $(M, \mu)$ is a probability measure space with $\sigma$–algebra $\mathcal{M}$, and $V$ is a measurable subset of $M$ such that $0 < \mu[V] < 1$. Here, $L$ is a Markov generator of the form $P - I$, where $P$ is a Markov kernel reversible with respect to $\mu$ and $I$ is the identity, and $\mathcal{H} = L^2(\mu)$.

(RM) Riemannian manifolds: $M$ is a compact Riemannian manifold with smooth boundary $\partial M$, $\mu$ is its Riemannian measure, $L$ is the Laplace-Beltrami operator $\Delta$, and $\mathcal{H}$ is the Sobolev space $H^1(\mu)$. Here $V$ is equal to $\partial M$.

With the help of $L$ we define an operator $S$ on $V$ and call it the Steklov operator. In setting (RM), the operator $S$ we consider is in fact the Dirichlet–to–Neumann operator discussed above. For the definition of $S$ in (FS) and (MS) settings we refer to definitions (10) in Section 2, and (30) in Section 3 respectively. We denote the eigenvalues of $S$ by $\sigma_k(M)$ or simply $\sigma_k$. Let $\mathcal{A}$ be a family of admissible sets in $M$:

- in (FS) settings, $\mathcal{A}$ is the set of all nonempty subsets of $M$;
- in (MS) setting, $\mathcal{A}$ is the set of all non-negligible elements of $\mathcal{M}$, i.e. $A \in \mathcal{M}$ such that $0 < \mu[A] \leq 1$;
- in (RM) setting, $\mathcal{A}$ is the set of all nonempty open domains $A$ in $M$ such that $\partial_e A := \bar{A} \cap \partial M$ and $\partial_i A := \partial A \cap M$ are smooth manifolds of dimension $n - 1$ when they are nonempty.

In (FS) and (MS) settings, we introduce the boundary of any $A \in \mathcal{A}$ via

$$\partial A := \{(x, y) : x \in A, \ y \in A^c\}$$

and define the following isoperimetric ratios

$$\eta(A) := \frac{\mu(\partial A)}{\mu(A)}$$

$$\eta'(A) := \frac{\mu(\partial A)}{\mu(A \cap V)}$$

where $\mu$ is a measure on $M \times M$. We refer to (14) and (35) for the definition of $\mu$ in (FS) and (MS) settings respectively. In (RM) setting, the isoperimetric ratios $\eta(A)$ and $\eta'(A)$ are already defined in the beginning, see (2). We then consider

$$\rho(A) := \min_{B \subseteq A} \eta(B), \quad \rho'(A) := \min_{B' \subseteq A} \eta'(B')$$
in (FS) and (MS) settings. And in (RM) setting we take
\[ \rho(A) := \inf_{B \subseteq A} \eta(B), \quad \rho'(A) := \inf_{B' \subseteq A} \eta'(B') \]
The constant \( \rho(A) \) in (RM) setting is the Cheeger constant of \( A \) when the Dirichlet boundary condition on \( \partial A \) is imposed, we refer to [7, 36] for more information on the Cheeger constant on manifolds with Dirichlet and Neumann boundary conditions. We are now ready to define the higher order Cheeger–Steklov constants. For any \( k \in \mathbb{N} \) and for any of three settings (FS), (MS) and (RM), we define the \( k \)-th Cheeger–Steklov constant of \( M \) by
\[
\iota_k(M) := \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \in [k]} \rho(A_l) \rho'(A_l)
\]
where \([k] := \{1, \ldots, k\}\) and \( \mathcal{A}_k \) is the set of all \( k \)-tuples \((A_1, \ldots, A_k)\) such that \( A_l \in \mathcal{A} \) for all \( l \in [k] \).

We recall the definition of the higher order Cheeger constants for the eigenvalues of a Markov generator in settings (FS) and (MS) and for the eigenvalues of the Laplace–Beltrami operator in setting (RM):
\[
h_k(M) := \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \in [k]} \eta(A_l)
\]
The sequence of the higher order Cheeger constants is called the connectivity spectrum. One can see how closely \( h_k \) and \( \iota_k \) are related. We now state our main theorems.

**Theorem A** In setting (FS), there exists a universal positive constant \( c_0 \) such that
\[
\forall \ k \in [n], \quad \sigma_k(M) \geq \frac{c_0 \iota_k(M)}{k^6 \|L\|}
\]
where \( \|L\| \) is the largest absolute value of the elements of the diagonal of \( L \).

The following theorem is an extension of Theorem [A] to setting (MS).

**Theorem B** In setting (MS), there exists a universal positive constant \( c_1 \) such that
\[
\forall \ k \in \mathbb{N}, \quad \sigma_k(M) \geq \frac{c_1}{k^6} \iota_k(M)
\]
The higher order Cheeger-Steklov inequality in setting (RM) which is an extension of Escobar and Jammes results to higher Steklov eigenvalues states

**Theorem C** In setting (RM), there exists a universal positive constant \( c_2 \) such that
\[
\forall \ k \in \mathbb{N}, \quad \sigma_k(M) \geq \frac{c_2}{k^6} \iota_k(M)
\]
We recall that for \( k = 2 \), the Cheeger inequality in setting (FS) was studied in [1, 2, 13], and in settings (MS) in [26], see also the lecture notes by Saloff-Coste [33] for a review. The higher-order Cheeger inequality in setting (FS) was conjectured by the second author [30], see also [12]. This conjecture was proved by Lee, Oveis Gharan and Trevisan [27]. Later, the second author [31] extended their result to (MS) and (RM) settings; see also [19] for the result on closed manifolds. The higher order Cheeger inequality in (FS) setting for the operator \( L \) states (see [27, Theorem 3.8] and [31, Theorem 2])
\[
\forall \ k \in [n], \quad \lambda_k(M) \geq \frac{c_3 h_k^2(M)}{k^8 \|L\|}
\]
and in (MS) and (RM) settings states \[31\]

\[ \forall \ k \in \mathbb{N}, \quad \lambda_k(M) \geq \frac{c_4}{k^6} h_k^2(M) \]  \hspace{1cm} (6)

where \(c_3\) and \(c_4\) are universal positive constants. As we mentioned before, our main results, Theorems \[A\], \[B\] and \[C\] for Steklov eigenvalues, can be viewed as a counterpart of the higher order Cheeger inequalities for the Laplace spectrum. We remark that even for \(k = 2\), Theorem \[A\] and Theorem \[B\] are new.

We now discuss about an improvement of the dependency on \(k\) in Theorems \[A\], \[B\], and \[C\]. In \[27, Theorem 4.1\] and \[31, Theorem 13\], it is shown that one can obtain a better lower bound when \(\lambda_k\) is replaced by \(\lambda_{2k}\) in (5) and (6)

\[ \lambda_{2k}(M) \geq \begin{cases} \frac{\tilde{c}_3}{\log(k+1)} h_{2k}^2(M) & \text{in setting (FS)} \\ \frac{\tilde{c}_4}{\log^2(k+1)} h_{2k}^2(M) & \text{in settings (MS) and (RM)} \end{cases} \]  \hspace{1cm} (7)

For Steklov eigenvalues we obtain analogous results.

**Proposition A** There are universal positive constants \(\tilde{c}_1\) and \(\tilde{c}_2\) such that

\[ \sigma_{2k}(M) \geq \begin{cases} \frac{\tilde{c}_1}{\log^2(k+1)} \lVert \iota_k(M) \rVert_{L^1} & \forall \ k \in \llbracket v \rrbracket, \quad \text{in setting (FS)} \\ \frac{\tilde{c}_2}{\log^2(k+1)} \iota_k(M) & \forall \ k \in \mathbb{N}, \quad \text{in settings (MS) and (RM)} \end{cases} \]  \hspace{1cm} (8)

**Remark 1** The sharpness of the coefficient of \(\ell_k\) in (7) was investigated in \[31\] using the noisy hypercube graph, and in \[27\] using the Ornstein–Uhlenbeck process. Understanding the asymptotic sharpness of the coefficient of \(\iota_k\) in (8) is an interesting problem which needs a further investigation and remains open.

We now briefly discuss the idea of the proof of the main Theorems. To prove the main theorems we first introduce the Dirichlet-Steklov connectivity spectrum of \(S\) on \(M\). Second we show that eigenvalues of \(S\) can be viewed as a limit of eigenvalues of a family of operators. Then we prove that the Dirichlet connectivity spectrum (introduced in \[30\] and in \[31\]) of this family of operators converges to Dirichlet-Steklov connectivity spectrum of \(S\). Moreover, we show that this convergence is uniform in some sense. Then we use the known lower bounds \[27, 31\] for eigenvalues of this family of operators in terms of their Dirichlet connectivity spectra to show that the Steklov eigenvalues have similar lower bounds in term of the Dirichlet-Steklov connectivity spectrum. The final step is to relate the Dirichlet–Steklov connectivity spectrum to the higher order Cheeger–Steklov constants. This is done using the co-area formula in each setting (FS), (MS) and (RM). Although the main idea of the proof in these three settings are the same, the details and technicalities that we need to deal with in each setting are different. This makes the investigation of each setting interesting in its own and not only as a straightforward consequence of another setting. We aim to explore a deeper underlying connection between these three settings in future studies.

It is also interesting to study the higher order Cheeger-Steklov inequality when \(L\) is a diffusion operator and when we also have a density on \(V\). Here the associated Dirichlet–to–Neumann map \(S\) (known as the voltage–to–current map) appears in the study of the electrical impedance tomography \[5, 35\]. The techniques and methods that we develop in this paper can be used to obtain the higher order Cheeger–Steklov inequality in this setting in terms of a weighted version of the higher order Cheeger–Steklov constants. The classical Cheeger inequality for weighted manifolds is studied in \[6\],

\[ \text{Remark 1} \]
see also [9, 31]. We will address this in more details in a forthcoming work.

The paper is organized as follows. Section 2 deals with (FS) setting and the proof of Theorem A and Proposition A. In Section 3 we extends results in (FS) setting to (MS) setting. We also show that under the Dirichlet gap assumption on $M \setminus V$ the proof of Theorem B can be simplified. In Section 4 we prove Theorem C. We also provide examples which show the necessity of both isoperimetric ratios appearing in the definition of $\iota_k$. Although the ideas and techniques in three sections 2, 3, and 4 are related, the reader does not need to read the sections in order. In Appendix A we discussed some continuity properties in setting (MS). In particular, it shows that in this setting under somewhat restrictive conditions, a Steklov operator without the Dirichlet gap assumption on $M \setminus V$ can be viewed as a limit of a family of Steklov operators with the Dirichlet gap assumption on $M \setminus V$.
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2 The finite state space framework

Let $L := L(x, y)_{x, y \in M}$ be an irreducible Markov generator on the finite set $M$. Recall that $L$ is Markovian if

$$\forall x \neq y \in M \quad L(x, y) \geq 0, \quad \text{and} \quad \sum_{y \in M} L(x, y) = 0$$

and is called irreducible if for every $x, y \in M$ there exists a sequence $x = x_0, x_1, \ldots, x_l = y$ of elements of $M$ such that $L(x_j, x_{j+1}) > 0$ for any $j \in [0, l - 1] := \{0, \ldots, l - 1\}$. Denote by $\mu := (\mu(x))_{x \in M}$ its unique invariant probability, characterized by

$$\forall y \in M, \quad \sum_{x \in M} \mu(x)L(x, y) = 0$$

Let $V$ be a proper subset of $M$, i.e. $\emptyset \subsetneq V \subsetneq M$. Define the corresponding Steklov operator $S$ on $\mathcal{F}(V)$, the space of functions on $V$, via the following procedure. Given $f \in \mathcal{F}(V)$, let $F$ be its harmonic extension on $M$, namely the unique $F \in \mathcal{F}(M)$ satisfying

$$\begin{cases} L[F](x) = 0, & \text{if } x \in M \setminus V \\ F(x) = f(x), & \text{if } x \in V \end{cases}$$

(9)

Then we consider

$$\forall x \in V, \quad S[f](x) := L[F](x)$$

(10)

The following observation should be classical.
Proposition 2 The operator $S$ is an irreducible Markov generator on $V$ whose invariant measure is $\nu$, the renormalized restriction of $\mu$ to $V$.

Assume that $\mu$ is furthermore reversible for $L$, namely
\[ \forall \ x, y \in M, \quad \mu(x)L(x, y) = \mu(y)L(y, x) \]
It follows that $S$ is equally reversible with respect to $\nu$, and the spectra of $-S$ and $-L$ are non-negative. Denote by $0 = \sigma_1, \sigma_2, \sigma_3, \ldots, \sigma_v$, with $v := \text{card}(V)$, the eigenvalues of $-S$ in $\mathbb{R}$ with multiplicities, indexed so that $0 = \sigma_1 < \sigma_2 \leq \sigma_3 \leq \ldots \leq \sigma_v$.

Our goal is to investigate these eigenvalues. Follows a way to approximate them.

For any $r > 0$, consider the Markov generator defined by
\[ \forall \ x \neq y \in M, \quad L^{(r)}(x, y) := \begin{cases} rL(x, y), & \text{if } x \in M\backslash V \\ L(x, y), & \text{if } x \in V \end{cases} \]
Since $\mu$ is reversible for $L$, we will see (in Lemma 11) that $L^{(r)}$ is reversible with respect to its invariant measure $\mu^{(r)}$. Hence the eigenvalues of $-L^{(r)}$ are non-negative. Let $0 = \lambda_1^{(r)}, \lambda_2^{(r)}, \lambda_3^{(r)}, \ldots, \lambda_m^{(r)}$, with $m := \text{card}(M)$, be the eigenvalues of $-L^{(r)}$ in $\mathbb{R}$ with multiplicities, indexed so that $0 = \lambda_1^{(r)} < \lambda_2^{(r)} \leq \lambda_3^{(r)} \leq \ldots \leq \lambda_m^{(r)}$.

Proposition 3 Assume that $L$ is reversible. For any $k \in [v] := \{1, \ldots, v\}$, we have
\[ \lim_{r \to +\infty} \lambda_k^{(r)} = \sigma_k \]
and for any $k \in [m] \backslash [v]$,
\[ \lim_{r \to +\infty} \lambda_k^{(r)} = +\infty \]

Remark 4 We believe that the above proposition should be true in the non-reversible case (where in the last convergence, $\lambda_k^{(r)}$ is replaced by its real part).

\[ \square \]

We would like to estimate these eigenvalues via Cheeger type inequalities. Denote by $A$ the set of nonempty subsets from $M$. We associate to any $A \in A$ a Dirichlet-Steklov operator $S_A$ on $\mathcal{F}(A \cap V)$ in the following way: given $f \in \mathcal{F}(A \cap V)$, consider $F \in \mathcal{F}(M)$ such that
\[ \begin{cases} L[F](x) = 0, & \text{if } x \in A\backslash V \\ F(x) = 0, & \text{if } x \in M\backslash A \\ F(x) = f(x), & \text{if } x \in A \cap V \end{cases} \] (11)

The existence and uniqueness of such a $F$ are similar to those of the solution of [9], see e.g. the proof of Proposition 2. Indeed, one is brought back to this situation by replacing $V$ by $V \cup (M\backslash A)$ and by extending $f$ to this set by making it vanish on $M\backslash A$.

Next define
\[ \forall \ x \in A \cap V, \quad S_A[f](x) := L[F](x) \]
When $A \cap V \neq \emptyset$, we will check that $S_A$ is always a subMarkovian generator (i.e. $S_A(x, y) \geq 0$, for any $x \neq y$, and $\sum_{y \in V} S_A(x, y) \leq 0$) maybe not irreducible, but Perron-Frobenius’ theorem enables to
consider the smallest eigenvalue $\sigma_1(A)$ of $-S_A$. By convention, when $A \cap V = \emptyset$, $\mathcal{F}(\emptyset) := \{0\}$ and $\sigma_1(A) = +\infty$. Next we introduce the Dirichlet–Steklov connectivity spectrum $(\kappa_1, \kappa_2, \ldots, \kappa_v)$ of $S$ via

$$\forall k \in [v], \quad \kappa_k := \min_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \leq [k]} \sigma_1(A_l)$$

(12)

where $\mathcal{A}_k$ is the set of $k$-tuples $(A_1, A_2, \ldots, A_k)$ of disjoints elements from $A$. Notice that definition (12) can be written as

$$\forall k \in [v], \quad \kappa_k := \min_{(A_1, \ldots, A_k) \in \mathcal{A}_k(V)} \max_{l \in [k]} \sigma_1(A_l)$$

(13)

where $\mathcal{A}_k(V)$ is the set of all disjoint $k$-tuple in $\mathcal{A}(V) := \{A \in \mathcal{A} : A \cap V \in \mathcal{A}\}$. The above definitions are valid in all generality, but (for the moment) they are mainly useful under the reversibility assumption:

**Theorem 5** Assume that $L$ is reversible. There exists a universal constant $c > 0$ such that

$$\forall k \in [v], \quad c \frac{k}{k^6} \kappa_k \leq \sigma_k \leq \kappa_k$$

The interest of the Dirichlet–Steklov connectivity spectrum is that it is strongly related to higher order inequalities. We need further definitions. Introduce the boundary of any $A \in \mathcal{A}$ via

$$\partial A := \{(x, y) : x \in A, y \in A^c\}$$

Consider the measure $\mu$ defined on $M \times M$ by

$$\forall x, y \in M, \quad \mu(x, y) = \begin{cases} \mu(x)L(x, y), & \text{if } x \neq y \\ 0, & \text{if } x = y \end{cases}$$

(14)

it enables to measure $\partial A$ through $\mu(\partial A)$. As a consequence, we can define the isoperimetric ratios

$$\eta(A) := \frac{\mu(\partial A)}{\mu(A)}$$

$$\eta'(A) := \frac{\mu(\partial A)}{\mu(A \cap V)}$$

By convention $\eta'(A) = +\infty$ if $A \cap V = \emptyset$. The ratio $\eta'(A)$ is the discrete analogue of quantities introduced by Escobar [14] and Jammes [23], since in their terminology, $\partial A$ and $A \cap V$ can be seen respectively as the interior and exterior boundaries, when the set $V$ itself is seen as a boundary of $M$.

Next consider

$$\rho(A) := \min_{B \subseteq A} \eta(B)$$

$$\rho'(A) := \min_{B' \subseteq A} \eta'(B')$$

For any $k \in [v]$, introduce the $k$-th Cheeger–Steklov constant of $V$ by

$$\iota_k := \min_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \leq [k]} \rho(A_l)\rho'(A_l)$$

Remark that $\iota_1 = 0$ by taking $A = M$. The next result can be seen as an extension to higher order Cheeger inequalities (in the discrete case) of Théorème 1 of Jammes [23]:
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Theorem 6 Assume that $L$ is reversible and let $c$ be the constant of Theorem 5. We have
\[ \forall k \in [v], \quad \sigma_k \geq \frac{c \iota_k}{k^6 \|L\|} \]
where $\|L\|$ is the largest absolute value of the elements of the diagonal of $L$.

Let consider
\[ h'_k := \min_{(A_1, \ldots, A_k) \in A_k(V)} \max_{l \in [k]} \eta'(A_l) \]

Proposition 7 Assume that $L$ is reversible. We have
\[ \forall k \in [v], \quad \sigma_k \leq h'_k \]

Remark 8 Let $L$ be a reversible Markov generator but not necessarily irreducible. Let $X := (X_t)_{t \geq 0}$ be a Markov process generated by $L$, starting from $x$ under the probability $\mathbb{P}_x$. Assume that the reaching time of $V$ denoted by $\tau$:
\[ \tau := \inf\{t \geq 0 : X_t \in V\} \]
is almost surely finite. Then all of the results above are valid without irreducibility condition. In particular, $\sigma_k = 0$ if and only if $h'_k = 0$. Indeed one way is obvious due to Proposition 7. For the “only if” part, $\sigma_k = 0$, implies $\iota_k = 0$ by Theorem 5. Therefore there exists $(A_1, \ldots, A_k) \in A_k(V)$ such that $\mu(\partial A_l) = 0$ for all $l \in [k]$. It follows $h'_k = 0$. Note that the number of zeros determines the number of communicating classes. Recall that for the eigenvalues of $L = L^{(1)}$, the result of Lee, Oveis Gharan and Trevisan [27] implies that $\lambda_k = 0$ if and only if the $k$-th Cheeger constant $h_k$:
\[ h_k := \min_{(A_1, \ldots, A_k) \in A_k} \max_{l \in [k]} \eta(A_l) \]
is zero. In comparison, we see that the $h'_k$ plays the role of $h_k$ for the Steklov problem.

Proof of Proposition 2
It is based on the following simple probabilistic interpretation of $S$. Let $X := (X_t)_{t \geq 0}$ be a Markov process generated by $L$, starting from $x$ under the probability $\mathbb{P}_x$. Denote by $\tau$ its reaching time of $V$:
\[ \tau := \inf\{t \geq 0 : X_t \in V\} \]
it is a.s. finite, since $L$ is irreducible. A usual application of the martingale problem associated to $X$ shows that for any function $G \in \mathcal{F}(M)$, we have
\[ \mathbb{E}_x[G(X_\tau)] = G(x) + \mathbb{E}_x \left[ \int_0^\tau L[G](X_s) \, ds \right] \]
In particular, for any $f \in \mathcal{F}(V)$, it appears that its harmonic extension defined in (9) is given by
\[ \forall x \in M, \quad F(x) = \mathbb{E}_x[f(X_\tau)] = \nu_x[f] \]
where $\nu_x$ is the law of $X_\tau$ under $P_x$. More precisely, we get the existence and uniqueness of the solution of [9], even without assuming that $L$ is irreducible (only the finiteness of $\tau$ is needed). We deduce that for any $f \in F(V)$ and any $x \in V,$

$$S[f](x) = \sum_{y \in M \setminus \{x\}} L(x, y)(F(y) - F(x))$$

$$= \sum_{y \in M \setminus \{x\}} \sum_{z \in V} L(x, y)\nu_y(z)(f(z) - f(x))$$

namely, the matrix associated to $S$ is given by

$$\forall \ x, z \in V, \quad S(x, z) := \left\{ \begin{array}{ll}
\sum_{y \in M \setminus \{x\}} L(x, y)\nu_y(z), & \text{if } x \neq z \\
-\sum_{y \in V \setminus \{x\}} S(x, y), & \text{if } x = z
\end{array} \right.$$  

On this expression, it is clear that $S$ is a Markov generator, namely that it satisfies $S(x, z) \geq 0$ for any $x \neq z \in V$ and $\sum_{z \in V} S(x, z) = 0$ for any $x \in V$. It is also irreducible: for any $x, z \in V$, let $x_0 = x, x_1, x_2, ..., x_t = z$ be a sequence of elements of $M$ such that $L(x_j, x_{j+1}) > 0$ for any $j \in [0, l - 1]$. Let $(y_j)_{j \in [0, k]}$ be the subsequence of $(x_j)_{j \in [0, l]}$ consisting of the elements belonging to $V$. We have $y_0 = x, y_k = z$ and from the above description of $S$, it follows that $S(x_j, x_{j+1}) > 0$ for any $j \in [0, k - 1]$.

It remains to check that $\nu$, the renormalized restriction of $\mu$ to $V$, is invariant for $S$. For any $f \in F(V)$, we have, with $F$ constructed as in [9],

$$\nu[S[f]] = \frac{1}{\mu(V)} \sum_{x \in V} \mu(x) S[f](x)$$

$$= \frac{1}{\mu(V)} \sum_{x \in V} \mu(x) L[F](x)$$

$$= \frac{1}{\mu(V)} \sum_{x \in M} \mu(x) L[F](x)$$

$$= \frac{\mu[L[F]]}{\mu(V)}$$

$$= 0$$

It shows that $\nu$ is invariant for $S$.

Remark 9 (probabilist point of view) A Markov process $Y := (Y_t)_{t \geq 0}$ associated to the generator $S$ and starting from $x \in V$ can be obtained from a Markov process $X := (X_t)_{t \geq 0}$ associated to the generator $L$ and also starting from $x$, by erasing its passages in $M \setminus V$. More precisely, let $(\tau_n)_{n \in \mathbb{Z}^+}$ be the sequence of jump intertimes of $X$:

$$\tau_0 := 0$$

$$\forall \ n \in \mathbb{Z}^+, \quad \tau_{n+1} := \inf\{t \geq 0 : X_{t+\tau_t} \neq X_{\tau_t}\}$$

Let $(N_n)_{n \in \mathbb{Z}^+}$ be the sequence of integers for which $X_{\tau_1 + \tau_2 + \cdots + \tau_{N_n}} \in V$ and consider

$$\forall \ n \in \mathbb{Z}^+, \quad \tau_n := \sum_{p \in [n]} \tau_{N_p}$$

Then we can construct the Markov process $Y$ through the relation

$$\forall \ t \geq 0, \quad Y_t := X_{\tau_1 + \tau_2 + \cdots + \tau_{N_n}}, \quad \text{if} \ t \in [\tau_n, \tau_{n+1}[$$
This observation inspired the introduction of the generators $L^{(r)}$, for $r > 0$: heuristically the generator of $Y$ is $L^{(\infty)}$, namely $X$ is accelerated with an infinite speed in $M \setminus V$ and only its passages on $V$ remain.

The above probabilistic interpretation also enables to see directly that $S$ is irreducible and that the invariant measure $\nu$ of $S$ is just $\mu$ conditioned on $V$. Indeed, for the latter assertion, by the ergodic theorem, we must have a.s.

$$\forall y \in V, \quad \nu(y) = \lim_{t \to +\infty} \frac{1}{t} \int_0^t 1_{\{y\}}(Y_s) \, ds$$

so it follows that for any $y, z \in V$,

$$\frac{\nu(y)}{\nu(z)} = \lim_{t \to +\infty} \frac{\int_0^t 1_{\{y\}}(Y_s) \, ds}{\int_0^t 1_{\{z\}}(Y_s) \, ds} = \lim_{t \to +\infty} \frac{\int_0^t 1_{\{y\}}(X_s) \, ds}{\int_0^t 1_{\{z\}}(X_s) \, ds} = \frac{\mu(y)}{\mu(z)}$$

\[\Box\]

**Remark 10 (analytic point of view)** Recall that the Dirichlet form associated to $L$ (and $\mu$) is the bilinear form $\mathcal{E}_L$ given by

$$\forall F, G \in \mathcal{F}(M), \quad \mathcal{E}_L(F, G) := -\int FL[G] \, d\mu$$

It is symmetrical, if and only if $\mu$ is reversible with respect to $L$.

The carré du champ associated to $L$ is the bilinear functional $\Gamma_L$ defined by

$$\forall F, G \in \mathcal{F}(M), \forall x \in M, \quad \Gamma_L[F, G](x) := L[FG](x) - F(x)L[G](x) - G(x)L[F](x) \quad (15)$$

It is not difficult to compute more explicitly that

$$\forall F, G \in \mathcal{F}(M), \forall x \in M, \quad \Gamma_L[F, G](x) := \sum_{y \in M} L(x, y)(F(y) - F(x))(G(y) - G(x))$$

In particular, when $F = G$, the r.h.s. looks like a weighted discrete gradient square, explaining the name carré du champ.

From (15), we get that

$$\forall F, G \in \mathcal{F}(M), \quad \int \Gamma_L[F, G] \, d\mu = \mathcal{E}_L(F, G) + \mathcal{E}_L(G, F)$$

and in particular

$$\forall F \in \mathcal{F}(M), \quad \int \Gamma_L[F] \, d\mu = 2\mathcal{E}_L(F, F)$$

where $\Gamma_L[F]$ stands for $\Gamma_L[F, F]$. Furthermore, when $\mu$ is reversible with respect to $L$, we get

$$\forall F, G \in \mathcal{F}(M), \quad \int \Gamma_L[F, G] \, d\mu = 2\mathcal{E}_L(F, G)$$
These definitions are valid for any finite Markov generator $L$ and we can consider similarly $E_S$ and $\Gamma_S$. For any $f, g \in \mathcal{F}(V)$, let $F$ and $G$ be their harmonic extensions. It is clear that

$$E_S(f, g) = \frac{\mathcal{E}_L(F, G)}{\mu(V)}$$

and as a consequence, we have

$$\int \Gamma_S[f, g] d\nu = \frac{1}{\mu(V)} \int \Gamma_L[F, G] d\mu$$

which is an important relation in the analytical approach to the usual Steklov (or Dirichlet to Neumann) operators.

It follows immediately from (16) that $\nu$ is reversible for $S$ when $\mu$ is assumed to be reversible for $L$. \qed

Since for any $r > 0$, the generator $L^{(r)}$ is irreducible, it admits a unique invariant probability $\mu^{(r)}$.

**Lemma 11** The probability measure $\mu^{(r)}$ is given by

$$\forall \, x \in M, \quad \mu^{(r)}(x) = \begin{cases} \frac{\mu(x)}{Z_r}, & \text{if } x \in V \\ \frac{\mu(x)}{rZ_r}, & \text{if } x \in M \setminus V \end{cases}$$

where $Z_r := \mu(V) + (1 - \mu(V))/r$ is the normalisation constant.

Furthermore, if $\mu$ is reversible for $L$, then $\mu^{(r)}$ is reversible for $L^{(r)}$.

**Proof**

These are consequences of more general facts: assume that $H \in \mathcal{F}(M)$ is positive: $H > 0$. Consider the operator $HL$ acting on $\mathcal{F}(M)$ via

$$\forall \, F \in \mathcal{F}(M), \forall \, x \in M, \quad HL[F](x) := H(x)L[F](x)$$

It is an irreducible Markov generator. Let $(1/H) \cdot \mu$ be the positive measure admitting $1/H$ for density with respect to $\mu$. We have

$$\forall \, F \in \mathcal{F}(M), \quad ((1/H) \cdot \mu)[HL[F]] = \mu[L[F]] = 0$$

Thus the invariant probability measure of $HL$ is proportional to $(1/H) \cdot \mu$.

Considering $H := 1_V + r1_{M \setminus V}$ (where $1_V$ is the indicator function of $V$) leads to the first announced result.

For the second result, note that in general, when $\mu$ is reversible for $L$,

$$\forall \, F, G \in \mathcal{F}(M), \quad ((1/H) \cdot \mu)[F(HL)[G]] = \mu[F(L)[G]] = \mu[G(L)[F]] = ((1/H) \cdot \mu)[G(HL)[F]]$$

\[\blacksquare\]

**Proof of Proposition 3**
In the reversible case, $-L$ is diagonalisable with real eigenvalues. In view of Lemma \[ \text{III} \] for any $r > 0$, the same is true for $-L^{(r)}$, denote by $0 = \lambda_1^{(r)} < \lambda_2^{(r)} \leq \lambda_3^{(r)} \leq \cdots \leq \lambda_m^{(r)}$ its eigenvalues. Let $1 = \Phi_1^{(r)}, \Phi_2^{(r)}, \Phi_3^{(r)}, \ldots, \Phi_m^{(r)}$ be corresponding eigenvectors. They are not unique (especially in the case of multiplicities larger than 1), but we can and do choose them so that they are orthogonal with respect to $\mu^{(r)}$:

$$\forall \ r \in (0, +\infty), \ \forall \ k \neq l \in [m], \quad \mu^{(r)}[\Phi_l^{(r)} \Phi_k^{(r)}] = 0$$

Renormalize them with respect to the supremum norm $\| \cdot \|_\infty$ instead of the $L^2(\mu^{(r)})$ norm:

$$\forall \ r \in (0, +\infty), \ \forall \ l \in [m], \quad \| \Phi_l^{(r)} \|_\infty = 1$$

Consider $l \in [m]$ such that

$$\begin{cases} \liminf_{r \to +\infty} \lambda_l^{(r)} < +\infty \\ \liminf_{r \to +\infty} \lambda_{l+1}^{(r)} = +\infty \end{cases}$$

(17)

By compactness, we can find an increasing sequence of positive numbers $(r_n)_{n \in \mathbb{N}}$ and for any $k \in [l]$, a non-negative number $\lambda_k^{(\infty)} \in [0, +\infty)$ and a positive function $\Phi_k^{(\infty)} \in \mathcal{F}(M)$ with $\| \Phi_k^{(\infty)} \|_\infty = 1$ such that

$$\lim_{n \to \infty} r_n = +\infty$$
$$\lim_{n \to \infty} \lambda_k^{(r_n)} = \lambda_k^{(\infty)}$$
$$\lim_{n \to \infty} \Phi_k^{(r_n)} = \Phi_k^{(\infty)}$$

Passing to the limit in the relations

$$\forall \ x \in V, \quad L[\Phi_k^{(r_n)}](x) = L^{(r_n)}[\Phi_k^{(r_n)}](x) = -\lambda_k^{(r_n)} \Phi_k^{(r_n)}(x)$$

we get

$$\forall \ x \in V, \quad L[\Phi_k^{(\infty)}](x) = -\lambda_k^{(\infty)} \Phi_k^{(\infty)}(x)$$

For $x \in M \setminus V$, we have instead

$$r_n L[\Phi_k^{(r_n)}](x) = -\lambda_k^{(r_n)} \Phi_k^{(r_n)}(x)$$

Since the r.h.s. converges to $-\lambda_k^{(\infty)} \Phi_k^{(\infty)}(x)$ for large $n \in \mathbb{N}$, we deduce that

$$\forall \ x \in M \setminus V, \quad L[\Phi_k^{(\infty)}](x) = \lim_{n \to \infty} L[\Phi_k^{(r_n)}](x) = 0$$

Thus denoting $\varphi_k$ the restriction of $\Phi_k^{(\infty)}$ to $V$, it appears that $\Phi_k^{(\infty)}$ is the harmonic extension of $\varphi_k$. Note that $\varphi_k \neq 0$, otherwise we would conclude that $\Phi_k^{(\infty)} = 0$, in contradiction with $\| \Phi_k^{(\infty)} \|_\infty = 1$. Thus $\lambda_k^{(\infty)}$ is an eigenvalue of $-S$. Furthermore, passing to the limit in the relations

$$\forall \ j \neq k \in [l], \quad \mu^{(r_n)}[\Phi_j^{(r_n)} \Phi_k^{(r_n)}] = 0$$
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we see that
\[ \forall j \neq k \in [l], \quad \nu[\varphi_j \varphi_k] = 0 \]

It follows that the \( \lambda^{(\infty)}_k \), for \( k \in [l] \), correspond to different eigenvalues of \(-S\) (with multiplicities). Namely, there exists an increasing mapping \( N : [l] \rightarrow [v] \) (recall that \( v := \text{card}(V) \)) such that
\[ \forall k \in [l], \quad \lambda^{(\infty)}_k = \sigma_{N(k)} \]
and in particular, \( v \geq l \). Conversely, consider \( \psi_1, \psi_2, ..., \psi_v \) a basis of \( \mathcal{F}(V) \) consisting of eigenvectors of \(-S\) associated respectively to the eigenvalues \( \sigma_1, \sigma_2, ..., \sigma_v \). Since \( \nu \) is reversible for \( S \), we can and do choose these functions to be orthogonal in \( L^2(\nu) \). Let \( \Psi_1, \Psi_2, ..., \Psi_v \) be the harmonic extensions of \( \psi_1, \psi_2, ..., \psi_v \). We furthermore impose that \( \| \Psi_k \|_{L^2} = 1 \) for all \( k \in [v] \). Consider the vector space \( W \subset \mathcal{F}(M) \) generated by these functions
\[ W := \text{Vect}(\Psi_k : k \in [v]) \]

Due to the variational principle, we have for any \( r > 0 \),
\[ \lambda^{(r)}_v \leq \sup_{F \in W \setminus \{0\}} \frac{-\mu^{(r)}[FL^{(r)}[F]]}{\mu^{(r)}[F^2]} \]

Since the functions from \( W \) are harmonic on \( M \setminus V \), we have for any \( r > 0 \), with the notation of Lemma 11
\[ \forall F \in W, \quad -\mu^{(r)}[FL[F]] = -\frac{\mu(V)}{Z_r} \nu[FL[F]] \]
\[ = -\frac{\mu(V)}{Z_r} \nu[fS[f]] \]
\[ \leq \frac{\mu(V)}{Z_r} \sigma_v \nu[f^2] \]

where \( f \) is the restriction of \( F \) to \( V \). We also have
\[ \mu^{(r)}[F^2] = \frac{\mu[I_{V,f^2} + \mu[I_{M \setminus V,F^2}]]}{Z_r} \]
\[ \geq \frac{\mu(V)}{Z_r} \nu[f^2] \]

We deduce from these two bounds that
\[ \lambda^{(r)}_v \leq \sigma_v \]
and
\[ \limsup_{r \to +\infty} \lambda^{(r)}_v < +\infty \] (18)
i.e. \( l \geq v \) and finally \( l = v \).

It follows that
\[ \forall k \in [v], \quad \lim_{n \to \infty} \lambda^{(r_n)}_k = \sigma_k \] (19)
Taking into account \((18)\), for any increasing subsequence \((R_n)_{n \in \mathbb{N}}\) of positive numbers diverging to \(+\infty\), we can extract another subsequence \((r_n)_{n \in \mathbb{N}}\) such that \((19)\) is true, we conclude by compactness that

\[
\forall \ k \in [v], \quad \lim_{r \to +\infty} \lambda_k^{(r)} = \sigma_k
\]

The last assertion of Proposition \(3\) is a consequence of \(l = v\) and of the definition of \(l\) in \((17)\). \(\square\)

Before coming to the proof of Theorem \(5\), let us check that for any \(A \in \mathcal{A}(V)\), \(S_A\) is a subMarkovian generator. The argument is similar to that of the proof of Proposition \(2\) and is based on the probabilistic representation of the solution \(F\) of \((11)\):

\[
\forall \ x \in M, \quad F(x) = \mathbb{E}_x[f(X_{\tau_{A \cap V}}) \mathbb{1}_{\tau_{A \cap V} < \tau_{M \cap A}}] \quad (20)
\]

where \((X_t)_{t \geq 0}\) is a Markov process generated by \(L\) and starting from \(x\), and for any \(B \subset M\), \(\tau_B\) is the hitting time of \(B\):

\[
\tau_B := \inf\{t \geq 0 : X_t \in B\}
\]

As a consequence, the first eigenvalue \(\sigma_1(A)\) of \(-S_A\) is non-negative. It vanishes, if and only if there is no path (whose transitions are permitted by \(L\)) going out of \(A\) without passing through \(A \cap V\).

Assume that \(\mu\) is reversible with respect to \(L\). By the variational formulation of eigenvalues and using the notation of Remark \(9\), we have for \(A \in \mathcal{A}\),

\[
\sigma_1(A) = \inf \left\{ \frac{\mathcal{E}_{S_A}(f,f)}{\nu_{A \cap V}[f^2]} : f \in \mathcal{F}(A \cap V) \right\} \quad (21)
\]

where \(\nu_{A \cap V}\) is the renormalized restriction of \(\mu\) to \(A \cap V\), which is reversible with respect to \(S_A\). As in \((16)\), in the above formula, \(\mathcal{E}_{S_A}(f,f)\) can be replaced by \(\mathcal{E}_{L}(F,F)/\mu(A \cap V)\), where \(F\) is associated to \(f\) via \((11)\).

We can now come to the

**Proof of Theorem \(5\)**

The upper bound of \(\sigma_k\) is a direct consequence of the variational characterization of \(\sigma_k\)

\[
\sigma_k = \min_{H \in \mathcal{F}_k(V)} \max_{f \in H \setminus \{0\}} \frac{\mathcal{E}_{S}(f,f)}{\nu[f^2]}
\]

where \(\mathcal{F}_k(V)\) is the set of all \(k\)-dimensional subspace of \(\mathcal{F}(V)\), by taking \(H\) as the space spanned by the first eigenfunctions of \(S_{A_l}\), \(l \in [k]\).

The proof of the lower bound is based on the higher order Dirichlet-Cheeger inequalities for finite irreducible and reversible Markov generators. So assume that \(\mu\) is reversible with respect to \(L\) and let \(0 = \lambda_1(L) < \lambda_2(L) \leq \lambda_3(L) \leq \cdots \leq \lambda_m(L)\) be the eigenvalues of \(-L\). Associate to any \(A \in \mathcal{A}\) its first Dirichlet eigenvalue

\[
\lambda_1(A) := \inf \left\{ \frac{\mathcal{E}_{L}(F,F)}{\mu[F^2]} : F \in \mathcal{F}(M) \text{ with } F \text{ vanishing on } M \setminus A \right\}
\]

This is the same definition as \((21)\) if we had taken \(V = M\). Next define for any \(k \in [m]\),

\[
\Lambda_k(L) := \min_{(A_1,\ldots,A_k) \in \mathcal{A}_k} \max_{l \in [k]} \lambda_1(A_l)
\]
The higher order Dirichlet-Cheeger inequalities of Lee, Gharan and Trevisan [27] (see also [31] for its Markovian reformulation) assert that there exists a universal constant \( c > 0 \) such that

\[
\forall k \in [m], \quad \lambda_k(L) \geq \frac{c}{k^6} \Lambda_k(L)
\]

In particular, we can apply them to \( L^{(r)} \) for \( r > 0 \):

\[
\forall k \in [m], \quad \lambda_k^{(r)} = \lambda_k(L^{(r)}) \geq \frac{c}{k^6} \Lambda_k(L^{(r)}) =: \Lambda_k^{(r)}
\]

(22)

From Proposition 3, we know the behavior for large \( r > 0 \) of the l.h.s., for \( k \in [v] \), so it remains to investigate the r.h.s.

Fix \( A \in \mathcal{A} \) and consider for \( r > 0 \),

\[
\lambda_1^{(r)}(A) := \inf \left\{ \frac{\mathcal{E}_{L^{(r)}}(F, F)}{\mu^{(r)}[F^2]} : F \in \mathcal{F}(M) \text{ with } F \text{ vanishing on } M \setminus A \right\}
\]

It is the smallest eigenvalue of \(-L^{(r)}_A\), where \( L^{(r)}_A \) is the subMarkovian generator acting on \( \mathcal{F}(A) \) whose matrix is the \((A \times A)\)-restriction of the matrix corresponding to \( L^{(r)} \). The proof of Proposition 3 can easily be adapted to this situation to show that as \( r \) goes to \(+\infty\), the first card(\( A \cap V \)) eigenvalues of \(-L^{(r)}_A\) converge to the eigenvalues of \(-S_A \). In particular we get

\[
\lim_{r \to +\infty} \lambda_1^{(r)}(A) = \sigma_1(A)
\]

Since \( \mathcal{A}_k \) is a finite set, it follows that

\[
\forall k \in [v], \quad \lim_{r \to +\infty} \Lambda_k^{(r)} = \kappa_k
\]

where the r.h.s. is defined in (12). The wanted result is thus obtained by passing to the limit in (22) as \( r \) goes to \(+\infty\).

\[\blacksquare\]

**Proof of Theorem 6**

To relate the \( \kappa_k \), for \( k \in [v] \), to isoperimetric quantities, we will adapt a computation of Jammes [23] to the finite setting. Fix \( A \in \mathcal{A} \) and let us come back to (21). More precisely, consider \( f \in \mathcal{F}(A \cap V) \) a minimizer of the infimum in the r.h.s. of (21) and \( F \) the associated solution of (11). From the Perron-Frobenius' theorem, we know that we can and do choose \( f \) to be non-negative and from (21), we also have \( F \geq 0 \). We are looking for a lower bound on the ratio

\[
\frac{\mathcal{E}_L(F, F)}{\mu[f^21_{A \cap V}]} = \frac{\sum_{x \neq y \in M} \mu(x)L(x, y)(F(y) - F(x))^2}{2 \sum_{x \in A \cap V} \mu(x)f^2(x)}
\]

So multiply the numerator and the denominator by \( \sum_{x' \neq y' \in M} \mu(x')L(x', y')(F(y') + F(x'))^2 \). In the numerator we get

\[
\sum_{x' \neq y' \in M} \mu(x')L(x', y')(F(y') + F(x'))^2 \sum_{x \neq y \in M} \mu(x)L(x, y)(F(y) - F(x))^2 \geq \left( \sum_{x \neq y \in M} \mu(x)L(x, y)(F(y) + F(x))|F(y) - F(x)| \right)^2
\]

(23)

\[
= \left( \sum_{x \neq y \in M} \mu(x)L(x, y)|F^2(y) - F^2(x)| \right)^2
\]
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where for the first bound we used the Cauchy-Schwarz inequality with respect to the measure $\mu$ outside the diagonal of $M \times M$. Concerning the denominator, we begin by noting that

$$
\sum_{x' \neq y' \in M} \mu(x')L(x', y')(F(y') + F(x'))^2 \leq 2 \sum_{x' \neq y' \in M} \mu(x')L(x', y')(F^2(y') + F^2(x'))
$$

$$
= 4 \sum_{x' \neq y' \in M} \mu(x')L(x', y')F^2(x')
$$

$$
= 4 \sum_{x' \in M} \mu(x')|L(x', x')|F^2(x')
$$

$$
\leq 4 \|L\| \sum_{x' \in M} \mu(x')F^2(x')
$$

(24)

where we used the reversibility of $\mu$ with respect to $L$ for the first equality. For any $G \in \mathcal{F}(M)$, denote $|dG|$ the function on $M \times M$ given by

$$
|dG|(x, y) := |G(y) - G(x)|
$$

Putting together the above computations, we have obtained

$$
\sigma_1(A) \geq \frac{1}{8 \|L\|} \frac{\mu[|dF^2|]}{\mu[F^2]} \frac{\mu[|dF^2|]}{\mu[F^2]}
$$

To deal with the ratios of the r.h.s., recall the co-area formula (see for instance Formula (3.3.2) page 381 of the lecture notes of Saloff-Coste [33]): for any non-negative $G \in \mathcal{F}(M)$ vanishing somewhere, we have

$$
\mu[|dG|] = \int_0^\tau \mu[\partial D_t] \, dt
$$

where

$$
\forall \ t \geq 0, \quad D_t := \{x \in M : G(x) \geq t\}
$$

$$
\tau := \inf\{t \geq 0 : D_t = \emptyset\}
$$

(25)

$$
= \inf\{t > 0 : \mu(\partial D_t) = 0\}
$$

(26)

We also have

$$
\mu[G] = \int_0^\tau \mu[D_t] \, dt
$$

Applying these formulas with $G := F^2$ (which vanishes somewhere since $A \neq M$), we deduce that

$$
\frac{\mu[|dF^2|]}{\mu[F^2]} \geq \inf \left\{ \frac{\mu(\partial D_t)}{\mu[D_t]} : t \geq 0 \right\}
$$

$$
\geq \min \{\eta(B) : B \in \mathcal{A}, B \subset A\}
$$

since we have $D_t \subset A$ for all $t \geq 0$. Furthermore we have

$$
\mu[F^2 \mathbb{1}_{A^c \cup V}] = \mu[F^2 \mathbb{1}_{A^c \cup V}]
$$

$$
= \int_0^\tau \mu[D_t \cap A \cap V] \, dt
$$

$$
= \int_0^\tau \mu[D_t \cap V] \, dt
$$
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so we deduce similarly that
\[
\frac{\mu[|dF^2|]}{\mu[f^21_{A\cap V}]} \geq \min \{ \eta'(B) : B \in A, B \subset A \}
\]

Finally we have shown that
\[
\forall A \in \mathcal{A}, \quad \sigma_1(A) \geq \frac{\rho(A)\rho'(A)}{8\|L\|}
\]

It follows that
\[
\forall k \in [v], \quad \kappa_k \geq \frac{\kappa_k\sqrt{\mu}}{8\|L\|}
\]

and Theorem 6 is now an immediate consequence of Theorem 5.

\[\blacksquare\]

**Proof of Proposition 7**

Consider the variation characterization of \(\sigma_k\):
\[
\sigma_k = \min_{H \in \mathcal{F}_k(V)} \max_{f \in H \setminus \{0\}} \frac{\mathcal{E}_S(f, f)}{\nu[f^2]} = \min_{H \in \mathcal{F}_k(V)} \max_{f \in H \setminus \{0\}} \frac{\mathcal{E}_L(F_f, F_f)}{\mu[f^21_V]}
\]

where \(\mathcal{F}_k(\cdot)\) is the set of all \(k\)-dimensional subspace of \(\mathcal{F}(\cdot)\), and \(F_f\) is solution to (11), the harmonic extension of \(f\) to \(M\setminus V\). We can rewrite the variational characterisation in the following equivalent way.
\[
\sigma_k = \min_{H \in \mathcal{F}_k(M)} \max_{F \in H \setminus \{0\}} \frac{\mathcal{E}_L(F, F)}{\mu[F^21_V]}
\]

Indeed for every \(f \in \mathcal{F}(V)\), and all \(F \in \mathcal{F}(M)\) with \(F|_V = f\) we have
\[
\mathcal{E}_L(F_f, F_f) \leq \mathcal{E}_L(F, F)
\]

This is due to harmonic property of \(F_f\), for a more detail see (38). Let \((A_1, ..., A_k) \in \mathcal{A}_k(V)\) and consider \(H := \text{Vect}(1_{A_l} : l \in [k]) \in \mathcal{F}_k(M)\). It is also clear that \(H|_V \in \mathcal{F}_k(V)\).
\[
\frac{\mathcal{E}_L(1_{A_l}, 1_{A_l})}{\mu[1_{A_l\cap V}]} = \frac{\sum_{x \not= y \in M} \mu(x)L(x, y)(1_{A_l}(y) - 1_{A_l}(x))^2}{2\mu(A_l \cap V)}
\]
\[
= \frac{\sum_{x \in A_l, y \in A_l^c} \mu(x)L(x, y) + \mu(y)L(y, x)}{2\mu(A_l \cap V)}
\]
\[
= \eta'(A_l)
\]

It implies
\[
\sigma_k \leq \min_{(A_1, ..., A_k) \in \mathcal{A}_k(V)} \max_{l \in [k]} \eta'(A_l) = h'_k
\]

and completes the proof.

\[\blacksquare\]

We conclude this section by the proof of Proposition A in the introduction.
Proposition 12 There is a universal positive constant $c'$ such that
\[ \forall \ k \in [v], \quad \sigma_{2k} \geq \frac{C_1}{\log^2(k+1)} \frac{\ell_k}{\|L\|} \]

Proof
By [27, Theorem 4.6] and [31, Section 2], we have
\[ \forall \ k \in [v], \quad \lambda_k^{(r)} \geq \frac{c}{\log^2(k+1)} \Lambda_k^{(r)} \]
where $c$ is a universal positive constant. Passing to limit and using (27) we get
\[ \forall \ k \in [v], \quad \sigma_k = \lim_{r \to \infty} \lambda_k^{(r)} \geq \frac{c}{\log^2(k+1)} \frac{\ell_k}{8 \log^2(k+1) \|L\|} \]
and the statement follows.

3 The measurable state space framework

Let $(M, \mathcal{M}, \mu)$ be a probability measure space, endowed with a Markov kernel $P$ leaving $\mu$ invariant (i.e. $\mu[P[F]] = \mu[F]$, for any bounded measurable function $F$). The Markov kernel $P$ defines a map $P : \mathbb{L}^2(\mu) \to \mathbb{L}^2(\mu)$ by $P[F](x) := \int_M P(x, dy) F(y)$. It has has the following properties
\[ P[1] = 1, \quad \forall \ F \geq 0 \implies P[F] \geq 0 \]

We assume that $P$ is weakly mixing, in the following sense. Let $Z := (Z(n))_{n \in \mathbb{Z}_+}$ be a Markov chain whose transition kernel is $P$. As usual, we indicate that $Z$ is starting from $x \in M$, i.e. $Z(0) = x$, by putting $x$ in index of the underlying probability $\mathbb{P}_x$ and expectation $\mathbb{E}_x$ (more generally, this index will stand for the initial law of $Z(0)$). Denote by $\mathcal{A}$ the set of $A \in \mathcal{M}$ such that $0 < \mu(A) \leq 1$. For any $A \in \mathcal{A}$, define the hitting time of $A$ by $Z$ via
\[ \tau_A := \inf\{ n \in \mathbb{Z}_+ : Z(n) \in A \} \quad (28) \]
The weak mixing assumption asks for $\tau_A$ to be $\mathbb{P}_x$-a.s. finite, for any $x \in M$ and any $A \in \mathcal{A}$ (but what follows can be adapted to the situation where $\tau_A$ is a.s. finite, $\mu$-a.s. in $x \in M$ and for any $A \in \mathcal{A}$).

Fix some $V \in \mathcal{A}$, we introduce corresponding Steklov Markov kernel $K$ and Steklov generator $S$ in the following way: let $\mathcal{B}(V)$ be the set of bounded measurable mappings defined on $V$. To any $f \in \mathcal{B}(V)$, we associate the mapping $F_f \in \mathcal{B}(M)$ given by
\[ \forall \ x \in M, \quad F_f(x) := \mathbb{E}_x[f(Z(\tau_V))] \quad (29) \]
and we define
\[ \forall \ x \in V, \quad \{ \begin{array}{l}
K[f](x) := P[F_f](x) \\
S[f](x) := K[f](x) - f(x)
\end{array} \quad (30) \]

Note that $K$ is a Markov transition operator, in the sense that it preserves the non-negativity of functions, as well as $1_V$ (the mapping always taking the value 1 on $V$). It is immediate to check that the function $F_f$ defined in (29) is given by
\[ F_f = \sum_{n \in \mathbb{Z}_+} (1_{M \setminus V}P)^n 1_V[f] \]
where the indicator functions are seen as multiplication operators. It follows that the transition kernel
of $K$ is $\sum_{n \in \mathbb{Z}_+} (P\mathbb{1}_{M\setminus V})^nP\mathbb{1}_V$. The function $F_f$ is called the \textbf{harmonic extension} of $f$ to $M$, because we have
\begin{equation}
\forall \, x \in M\setminus V, \quad (P - I)[F_f](x) \, = \, 0
\end{equation}
where $I$ stands for the identity operator (it will always be so in the sequel, even when the underlying
space will not be the same). Indeed, we have on $M\setminus V$,
\begin{align*}
P[F_f] &= \mathbb{1}_{M\setminus V}P[F_f] \\
     &= \mathbb{1}_{M\setminus V}P \sum_{n \in \mathbb{Z}_+} (\mathbb{1}_{M\setminus V}P)^n \mathbb{1}_V[f] \\
     &= \sum_{n \in \mathbb{N}} (\mathbb{1}_{M\setminus V}P)^n \mathbb{1}_V[f] \\
     &= \sum_{n \in \mathbb{Z}_+} (\mathbb{1}_{M\setminus V}P)^n \mathbb{1}_V[f] - \mathbb{1}_V[f] \\
     &= \sum_{n \in \mathbb{Z}_+} (\mathbb{1}_{M\setminus V}P)^n \mathbb{1}_V[f] \\
     &= F_f
\end{align*}
where we used that $\mathbb{1}_V = 0$ on $M\setminus V$ in the last but one equality.

Let $\nu$ be the normalisation into a probability measure of the restriction of $\mu$ to $V$.

\textbf{Lemma 13} \textit{The probability measure $\nu$ is invariant for $K$.}

\textbf{Proof}

Indeed, we compute that for any $f \in \mathcal{B}(V)$,
\begin{align*}
\nu[K[f]] &= \frac{1}{\mu(V)} \mu[\mathbb{1}_V K[f]] \\
         &= \frac{1}{\mu(V)} \left( \mu[K[f]] - \mu[\mathbb{1}_{M\setminus V}K[f]] \right)
\end{align*}

By invariance of $\mu$ with respect to $P$, we have
\begin{align*}
\mu[\mathbb{1}_{M\setminus V}K[f]] &= \mu[P[\mathbb{1}_{M\setminus V}K[f]]] \\
      &= \mu \left( P\mathbb{1}_{M\setminus V} \left( \sum_{n \in \mathbb{Z}_+} (P\mathbb{1}_{M\setminus V})^n P[\mathbb{1}_V f] \right) \right) \\
      &= \mu \left( \sum_{n \in \mathbb{N}} (P\mathbb{1}_{M\setminus V})^n P[\mathbb{1}_V f] \right) \\
      &= \mu[K[f]] - \mu[P[\mathbb{1}_V f]] \\
      &= \mu[K[f]] - \mu[\mathbb{1}_V f]
\end{align*}

In conjunction with the previous identity, we get
\begin{align*}
\nu[K[f]] &= \frac{1}{\mu(V)} \mu[\mathbb{1}_V f] = \nu[f]
\end{align*}
as wanted.

From now on, we will only be concerned with the more specific \textbf{reversible situation} where $P$ is symmetric in $L^2(\mu)$ (or equivalently $\mu(dx)P(x,dy) = \mu(dy)P(y,dx)$). It follows that $P$ can be extended into a bounded self-adjoint operator on $L^2(\mu)$. Then $\nu$ is also reversible with respect to $K$: for any $f, g \in \mathcal{B}(V)$, we have

$$\nu[fK[g]] = \frac{1}{\mu(V)} \mu[1_V fK[g]]$$

$$= \frac{1}{\mu(V)} \mu \left[ 1_V f \left( \sum_{n\in\mathbb{N}} (P1_{M\setminus V})^n P[1_V g] \right) \right]$$

$$= \frac{1}{\mu(V)} \mu \left[ 1_V g \left( \sum_{n\in\mathbb{N}} P(1_{M\setminus V} P)^n[1_V f] \right) \right]$$

$$= \frac{1}{\mu(V)} \mu \left[ 1_V g \left( \sum_{n\in\mathbb{N}} (P1_{M\setminus V})^n P[1_V f] \right) \right]$$

$$= \nu[gK[f]]$$

As a consequence, $K$ can also be extended into a bounded self-adjoint operator on $L^2(\nu)$. It leads us to introduce the following quantities for $k \in \mathbb{N}$,

$$\sigma_k := \inf_{H \in \mathcal{H}_k(V)} \sup_{f \in H \setminus \{0\}} \frac{\nu[f(I - K)[f]]}{\nu[f^2]}$$

(32)

where $\mathcal{H}_k(V)$ is the set of subspaces of dimension $k$ of $L^2(\nu)$. In the above definition and subsequently, the convention $\inf \emptyset := +\infty$ is enforced. When $K$ has no essential spectrum, the finite elements of $(\sigma_k)_{k \in \mathbb{N}}$ are the eigenvalues of $I - K = -S$ with multiplicities, due to their variational characterization.

We want to estimate them via higher order Cheeger inequalities. To go in this direction, let us consider

$$\mathcal{A}(V) := \{ A \in \mathcal{A} : A \cap V \in \mathcal{A} \}$$

and for $A \in \mathcal{A}(V)$, the \textbf{Dirichlet–Steklov Markov kernel} $K_A$ defined on $\mathcal{B}(A \cap V)$ as follows. For any $f \in \mathcal{B}(A \cap V)$, consider

$$\forall \ x \in M, \quad F_{A,f}(x) := \mathbb{E}_x [f(Z(\tau_{A \cap V})) 1_{\{\tau_{A \cap V} \leq \tau_{M \setminus A}\}}]$$

where $\tau_{A \cap V}$ is the hitting time of $A \cap V$ by $Z$ according to (28). The operator $K_A$ is then given by

$$\forall \ x \in A \cap V, \quad K_A[f](x) := P[F_{A,f}](x)$$

Let $\nu_A$ be the renormalisation into a probability measure of the restriction of $\mu$ (or $\nu$) to $A \cap V$. It can be easily checked as above that $K_A$ is Markovian and symmetric in $L^2(\nu_A)$, so that $K_A$ can be extended into bounded self-adjoint operator on $L^2(\nu_A)$. As in (32), we could introduce the quantities $(\sigma_k(A))_{k \in \mathbb{N}}$, but only its first element will be important for us:

$$\sigma_1(A) := \inf_{f \in L^2(\nu_A) \setminus \{0\}} \frac{\nu_A[f(I - K_A)[f]]}{\nu_A[f^2]}$$

(33)
More precisely, for any \( k \in \mathbb{N} \), let \( \mathcal{A}_k(V) \) be the set of \( k \)-tuples \((A_1, A_2, \ldots, A_k)\) of disjoint elements from \( \mathcal{A}(V) \). We introduce the Dirichlet–Steklov connectivity spectrum \((\kappa_k)_{k \in \mathbb{N}}\) of \( K \) via

\[
\forall k \in \mathbb{N}, \quad \kappa_k := \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k(V)} \max_{l \in [k]} \sigma_1(A_l)
\]

Definition (33) can be considered for any \( A \in \mathcal{A} \), but with the usual convention, we get \( \sigma_1(A) = +\infty \) when \( A \notin \mathcal{A}(V) \), because \( \mathbb{L}^2(\nu_A) = \{0\} \) in this case (and we are left with the trivial \( K_A = 0 \)). Nevertheless, it enables to write

\[
\forall k \in \mathbb{N}, \quad \kappa_k = \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \in [k]} \sigma_1(A_l)
\] (34)

where \( \mathcal{A}_k \) be the set of \( k \)-tuples \((A_1, A_2, \ldots, A_k)\) of disjoint elements from \( \mathcal{A} \).

The goal of this section is to show that the extension of Theorem 5 holds in this setting:

**Theorem 14** There exists a universal constant \( c > 0 \) such that

\[
\forall k \in \mathbb{N}, \quad \frac{c}{k^6} \kappa_k \leq \sigma_k \leq \kappa_k
\]

As in the finite setting, the above result leads to higher order Cheeger inequalities presented below. Nevertheless Theorem 14 is more robust than the latter inequalities (36) and (37), as it will appear in its proof. In a future work, we hope to take advantage of Theorem 14 to give an alternative proof, as well as extensions, of Theorem C of the introduction.

We need the natural extensions of the definitions given in the finite case to our present measurable state space setting. The boundary of any \( A \in \mathcal{A} \) is given by

\[
\partial A := \{(x, y) : x \in A, \ y \in M \setminus A\}
\]

It is a measurable subset of \( M \times M \) endowed with its product \( \sigma \)-field \( \mathcal{M} \otimes \mathcal{M} \). Consider the measure \( \mu \) on \( M \times M \) defined by

\[
\mu(dx, dy) = \mu(dx)P(x, dy)
\] (35)

Here there is a slight difference with the finite case, as we do not impose that the diagonal \( D := \{(x, x) : x \in M\} \) is negligible with respect to \( \mu \); we cannot do so, because we are not sure \( D \) belongs to \( \mathcal{M} \otimes \mathcal{M} \). It is not important, since we will only integrate with respect to \( \mu \) functions which vanish on the diagonal. In particular \( \mu \) enables to measure \( \partial A \) through \( \mu(\partial A) \). As a consequence, we can define for \( A \in \mathcal{A} \) the isoperimetric ratios

\[
\eta(A) := \frac{\mu(\partial A)}{\mu(A)}
\]

\[
\eta'(A) := \frac{\mu(\partial A)}{\mu(A \cap V)}
\]

(by convention, \( \eta'(A) = +\infty \) if \( A \notin \mathcal{A}(V) \)). Again, the ratio \( \eta'(A) \) is the measurable analogue of quantities introduced by Escobar [14] and Jammes [23], since in their terminology, \( \partial A \) and \( A \cap V \) can be seen respectively as the interior and exterior boundaries, when the set \( V \) itself is seen as a boundary of \( M \).

Next consider

\[
\rho(A) := \inf_{B \subseteq A} \eta(B)
\]
\[ \rho'(A) := \inf_{B' \subseteq A} \eta'(B') \]

For any \( k \in \mathbb{N} \), introduce the \( k \)-th Cheeger–Steklov constant of \( V \) by

\[ \iota_k := \inf_{(A_1, \ldots, A_k) \in A_k} \max \rho(A_t) \rho'(A_t) \]

The next result can be seen as an extension to higher order Cheeger inequalities of Théorème 1 of Jammes [23], as in Theorem 6.

**Theorem 15** Let \( c \) be the constant of Theorem 14. We have

\[ \forall k \in \mathbb{N}, \quad \sigma_k \geq \frac{c}{k^6} \iota_k \tag{36} \]

**Proof**

The deduction of Theorem 15 from Theorem 14 is very similar to that of Theorem 6 from Theorem 5. For any function \( f \in L^2(\nu_A) \setminus \{0\} \), due to Remark 10 for the measurable situation and Lemma 17 below, we have

\[
\frac{\nu_A[f(I - K_A)f]}{\nu_A[f^2]} = \frac{\mu[F_{A,f}(I - P)[F_{A,f}]]}{\mu[1_{V \cap A}f^2]} = \frac{\int_{M \times M} \mu(dx) P(x, dy) 1_{F_{A,f}(y) \neq A_{f,x}} (F_{A,f}(y) - F_{A,f}(x))^2}{2\mu[1_{V \cap A}f^2]}
\]

We multiply the numerator and the denominator by \( \int_{M \times M} \mu(dx) P(x, dy) 1_{F_{A,f}(y) \neq A_{f,x}} (F_{A,f}(y) + F_{A,f}(x))^2 \) and follow the same calculation as in the proof of Theorem 15. The key point is that the statement of the co-area formula is the same in the finite and measurable situations, replacing sums by integrals. To illustrate the kind of slight modifications to be taken into account (also that \( \|L\| \) of Theorem 5 can be replaced by 1 here), let us present the equivalent of the computation (24)

\[
\int_{M \times M} \mu(dx) P(x, dy) 1_{F_{A,f}(y) \neq A_{f,x}} (F_{A,f}(y) + F_{A,f}(x))^2 
\]

\[ \leq 2 \int_{M \times M} \mu(dx) P(x, dy) 1_{F_{A,f}(y) \neq A_{f,x}} (F_{A,f}^2(y) + F_{A,f}^2(x)) \]

\[ = 4 \int_{M \times M} \mu(dx) P(x, dy) 1_{A_{f,x}} F_{A,f}^2(x) \]

\[ \leq 4 \int_{M} \mu(dx) F_{A,f}^2(x) \]

The measurable indicator \( 1_{F_{A,f}(y) \neq A_{f,x}} \) is inherited from the Cauchy-Schwarz’ inequality in [23] and must be kept to avoid the possible drawback that \( D \notin \mathcal{M} \otimes \mathcal{M} \).

In the same spirit, Definition (25) must be replaced by (26). Then we apply the above calculation to a family of functions \( f_n \in L^2(\nu_A) \) such that \( \nu_{[f_n]}[f_n] \rightarrow \sigma_1(A) \) as \( n \) tends to \( \infty \).

As in the previous section we consider

\[ h'_k := \inf_{(A_1, \ldots, A_k) \in A_k(V)} \max \eta'(A_t) \tag{37} \]
and by the same proof, Proposition 7 is valid in the measurable situation, i.e.

$$\forall k \in \mathbb{N}, \quad \sigma_k \leq h'_k$$

The proof of Theorem 14 follows the same pattern as in the finite case: it will be deduced from the higher order Cheeger inequalities from [31], once the above quantities will be shown to be limits of spectra associated to speed-up Markov processes. More precisely, for $r > 0$, consider the jump Markov generator $L^{(r)}$ on $M$ given by the kernel

$$L^{(r)}(x, dy) := \begin{cases} r(P(x, dy) - \delta_x(dy)), & \text{if } x \in M \setminus V \\ P(x, dy) - \delta_x(dy), & \text{if } x \in V \end{cases}$$

Define the probability measure $\mu^{(r)}$ on $(M, \mathcal{M})$ by

$$\mu^{(r)}(dx) = \left( \frac{1_V(x)}{Z_r} + \frac{1_{M \setminus V}(x)}{r Z_r} \right) \mu(dx)$$

where $Z_r := \mu(V) + (1 - \mu(V))/r$ is the normalisation constant.

The proof of Lemma 11 is still valid and leads to

**Lemma 16** The operator $L^{(r)}$ is self-adjoint in $L^2(\mu^{(r)})$.

Similarly to (32) and (33), consider

$$\lambda_k^{(r)} := \inf_{H \in \mathcal{H}_k} \sup_{F \in H \setminus \{0\}} \frac{\mu^{(r)}[F(-L^{(r)})][F]}{\mu^{(r)}[F]^2}$$

where $\mathcal{H}_k$ is the set of subspaces of dimension $k$ of $L^2(\mu) = L^2(\mu^{(r)})$, and for any $A \in A$,

$$\lambda^{(r)}_1(A) := \inf_{F \in L^2(A, \mu), \{0\}} \frac{\mu^{(r)}[F(-L^{(r)})][F]}{\mu^{(r)}[F]^2}$$

where $L^2(A, \mu)$ is the space of $F \in L^2(\mu)$ which vanish on $M \setminus A$. The larger $\lambda^{(r)}_1(A)$ is, the easier it is for a (continuous time) Markov process associated to the generator $L^{(r)}$ to exit $A$: the quantity $\lambda^{(r)}_1(A)$ corresponds to the first Dirichlet eigenvalue of $A$ and measures the asymptotical rate of exit from $A$.

The numerators in the above r.h.s. are only slightly dependent on $r \geq 1$ and related to the similar quantities relative to $K$:

**Lemma 17** We have for any $r > 0$ and $F \in L^2(\mu)$,

$$\mu^{(r)}[F(-L^{(r)})][F]] = \frac{1}{2Z_r} \int \mu(dx) P(x, dy) (F(y) - F(x))^2$$

$$= \frac{1}{Z_r} \mu[F(I - P)[F]]$$

Furthermore, for any $f \in L^2(\nu)$,

$$\nu[f(I - K)[f]] = \frac{1}{\mu(V)} \inf \{ \mu[F(I - P)[F]] : F|_V = f \}$$

$$= \frac{1}{\mu(V)} \mu[F_f(I - P)[F_f]]$$

where $F|_V$ stands for the restriction of $F$ to $V$. 


Proof

By definition, for any \( r > 0 \) and \( F \in \mathbb{L}^2(\mu) \), we have

\[
\mu^{(r)}[f(-L^{(r)}[F])] = -\int_{M \times M} \mu^{(r)}(dx)L^{(r)}(x, dy)F(x)F(y)
\]

\[
= -\int_{V \times V} \mu^{(r)}(dx)L^{(r)}(x, dy)F(x)F(y) - \int_{(M \setminus V) \times M} \mu^{(r)}(dx)L^{(r)}(x, dy)F(x)F(y)
\]

\[
= \frac{1}{Z_r} \int_{V \times V} \mu(dx)(\delta_x(dy) - P(x, dy))F(x)F(y)
\]

\[
+ \frac{1}{Z_r} \int_{(M \setminus V) \times M} \mu(dx)(\delta_x(dy) - P(x, dy))F(x)F(y)
\]

\[
= \frac{1}{Z_r} \int_{M \times M} \mu(dx)P(x, dy)(F(x) - F(y))F(x)
\]

\[
= \frac{1}{2Z_r} \int_{M \times M} \mu(dx)P(x, dy)(F(y) - F(x))^2
\]

where we used the reversibility (under the form \( \mu(dx)P(x, dy) = \mu(dy)P(y, dx) \)) in the last equality. Note that the last but one r.h.s. is just \( \mu[F(I - P)[F]]/Z_r \).

Similarly, we compute that for any \( f \in \mathbb{L}^2(\nu) \),

\[
\nu[f(I - K)[f]] = \int_{V \times V} \nu(dx)K(x, dy)(f(x) - f(y))f(x)
\]

\[
= \int_{V} \nu(dx)K[f(x) - f](x)f(x)
\]

\[
= \int_{V} \nu(dx)P[f(x) - F_f](x)f(x)
\]

\[
= \int_{V \times M} \nu(dx)P(x, dy)(f(x) - F_f(y))f(x)
\]

\[
= \int_{M \times M} \nu(dx)P(x, dy)(F_f(x) - F_f(y))F_f(x)
\]

\[
= \frac{1}{\mu(V)} \mu[F_f(I - P)[F_f]]
\]

where in the last but one equality, we used that \( F_f \) is harmonic on \( M \setminus V \) according to (31). It remains to see that

\[
\inf\{\mu[F(I - P)[F]] : F \mid V = f\} = \mu[F_f(I - P)[F_f]]
\]

(38)

namely that among all \( F \in \mathbb{L}^2(\mu) \) coinciding with \( f \) on \( V \), the quantity \( \mu[F(I - P)[F]] \) is minimum when \( F = F_f \). This is a well-known fact, due to the harmonic property of \( F_f \), let us recall the argument. Write any such function \( F \) under the form \( F_f + G \) where \( G \in \mathbb{L}^2(\mu) \) vanishes on \( V \). We have

\[
\mu[F(I - P)[F]] = \mu[F_f(I - P)[F_f]] + \mu[F_f(I - P)[G]] + \mu[G(I - P)[F_f]] + \mu[G(I - P)[G]]
\]

\[
= \mu[F_f(I - P)[F_f]] + 2\mu[G(I - P)[F_f]] + \mu[G(I - P)[G]]
\]

\[
= \mu[F_f(I - P)[F_f]] + \mu[G(I - P)[G]]
\]
where we used reversibility, \( G_{|V} = 0 \) and (31). The announced minimisation comes from the non-negativity of

\[
\mu[G(I - P)[G]] = \int_{M \times M} \nu(dx)P(x, dy)(G(x) - G(y))^2
\]

Our first approximation results are:

**Theorem 18** Assume that \( \lambda := \lambda^{(1)}_{1}(M \setminus V) > 0 \) (this quantity will be subsequently called the **Dirichlet gap** of \( M \setminus V \)), namely that it is quite easy for the Markov chains \( (Z)_{x \in M} \) to enter into \( V \). Then for any \( k \in \mathbb{N} \), we have

\[
\lim_{r \to +\infty} \lambda^{(r)}_{k} = \sigma_{k}
\]

and for any \( A \in \mathcal{A} \),

\[
\lim_{r \to +\infty} \lambda^{(r)}_{1}(A) = \sigma_{1}(A)
\]  

(39)

More precisely, the latter convergence is uniform, in the following sense: let \( \delta \) be a distance on the compact set \([0, +\infty]\) compatible with its usual topology. We have

\[
\lim_{r \to +\infty} \sup_{A \in \mathcal{A}} \delta(\lambda^{(r)}_{1}(A), \sigma_{1}(A)) = 0
\]

More generally, the proof of (39) will show that \( \lim_{r \to +\infty} \lambda^{(r)}_{k}(A) = \sigma_{k}(A) \), for any \( k \in \mathbb{N} \), but it will not be useful for our purposes.

**Proof**

The proof is mainly concerned with the first convergence, since the second one will follow by recycling the obtained quantitative bounds.

We begin by checking that for any \( k \in \mathbb{N} \), we have

\[
\lim_{r \to +\infty} \lambda^{(r)}_{k} \leq \sigma_{k}
\]  

(40)

This result does not require that \( \lambda^{(1)}_{1}(M \setminus V) > 0 \). Note that any \( H \in \mathcal{H}_{k}(V) \) can be seen as an element of \( \mathcal{H}_{k} \), through the one-to-one mapping

\[
\mathbb{L}^{2}(\nu) \ni f \mapsto F_f \in \mathbb{L}^{2}(\mu)
\]

so that we have

\[
\lambda^{(r)}_{k} \leq \inf_{H \in \mathcal{H}_{k}(V)} \max_{f \in H} \frac{\mu^{(r)}[F_f(-L^{(r)})[F_f]]}{\mu^{(r)}[F^{2}_{f}]}
\]

According to Lemma (17), for any \( f \in \mathbb{L}^{2}(\nu) \),

\[
\mu^{(r)}[F_f(-L^{(r)})[F_f]] = \frac{1}{Z_{r}}\mu[F_f(I - P)[F_f]] = \frac{\mu(V)}{Z_{r}}\nu[f(I - K)[f]]
\]
Furthermore, we compute that
\[ \mu^{(r)}[F^2] = \frac{1}{Z_r} (\mu[1_V f^2] + \mu[1_{M\setminus V} F^2]/r) \]
\[ = \frac{1}{Z_r} \mu[1_V f^2] \]
\[ = \frac{\mu(V)}{Z_r} \nu[f^2] \]

Thus we get that
\[ \lambda_k^{(r)} \leq \inf_{H \in \mathcal{H}_k(V)} \max_{f \in H} \frac{\nu[f(I - K)[f]]}{\nu[f^2]} \]
\[ = \sigma_k \]
from which (40) follows at once.

Conversely, to any subspace \( H \subset L^2(\mu) \) associate \( \widehat{H} \) the subspace of \( L^2(\nu) \) generated by the functions \( F|_V \) for \( F \in H \). For \( k \in \mathbb{N} \), let \( \mathcal{H}_k^* \) stands for the set of \( H \in \mathcal{H}_k \) which are such that \( \widehat{H} \in \mathcal{H}_k(V) \), namely such that \( \widehat{H} \) has dimension \( k \). We begin by remarking that for \( k \in \mathbb{N} \) such that \( k \leq \dim(L^2(\nu)) (\leq +\infty) \) and for any \( r > 0 \),
\[ \lambda_k^{(r)} = \inf_{H \in \mathcal{H}_k^*} \max_{F \in H \setminus \{0\}} \frac{\mu^{(r)}[F(-L^{(r)})][F]]}{\mu^{(r)}[F^2]} \]  
(41)  
Indeed, fix some \( H \in \mathcal{H}_k \) and choose \( F_1, F_2, ..., F_k \) a basis of \( H \). Consider for \( l \in \{k\} \), \( f_l \) the restriction of \( F_l \) to \( V \). If \( (f_l)_{l \in \{k\}} \) is not an independent family of \( L^2(V) \), then we can find another family \( (\widehat{f}_l)_{l \in \{k\}} \) of \( L^2(V) \) such that for any \( \epsilon \in (0, 1) \), the family \( (f_l + \epsilon \widehat{f}_l)_{l \in \{k\}} \) is independent. For \( \epsilon \in (0, 1] \), consider \( H_\epsilon \) the space generated by \( (F_l + \epsilon \widehat{f}_l)_{l \in \{k\}} \), where the \( \widehat{f}_l, l \in \{k\} \), are the functions coinciding with \( f_l \) on \( V \) and e.g. vanishing outside. Since \( \widehat{H}_\epsilon \) belongs to \( \mathcal{H}_k(V) \), we have that \( H_\epsilon \in \mathcal{H}_k^* \). Furthermore, it is clear that
\[ \lim_{\epsilon \to 0^+} \max_{F \in H_\epsilon \setminus \{0\}} \frac{\mu^{(r)}[F(-L^{(r)})][F]]}{\mu^{(r)}[F^2]} = \max_{F \in H \setminus \{0\}} \frac{\mu^{(r)}[F(-L^{(r)})][F]]}{\mu^{(r)}[F^2]} \]
showing (41).

Recall that we have by definition
\[ \lambda := \inf_{F \in L^2(M \setminus V, \mu \setminus \{0\})} \frac{\mu[F(P - I)[F]]}{\mu[F^2]} \]
\[ = \inf_{F \in L^2(\mu)} \frac{\mu[1_{M \setminus V} F(I - P)[1_{M \setminus V} F]]}{\mu[1_{M \setminus V} F^2]} \]
It follows that for any \( F \in L^2(\mu) \),
\[ \mu[1_{M \setminus V} F^2] \leq \frac{1}{\lambda} \mu[1_{M \setminus V} F(I - P)[1_{M \setminus V} F]] \]
\[ \leq \frac{1}{\lambda} \mu[(F - 1_{V} F)(I - P)[F - 1_{V} F]] \]
\[ \leq \frac{2}{\lambda} \left( \mu[F(I - P)[F]] + \mu[1_{V} F(I - P)[1_{V} F]] \right) \]
\[ \leq \frac{2}{\lambda} \left( \mu[F(I - P)[F]] + 2 \mu[1_{V} F^2] \right) \]
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where we used that the mapping $L^2(\mu) \ni F \mapsto \mu[F(I - P)[F]]$ is a (non-negative) quadratic form (called the Dirichlet form associated to the Markov generator $P - I$, see Remark [10]) and that the spectrum of the operator $I - P$ is included into $[0, 2]$. We deduce that for any $r > 0$,

$$
\mu^{(r)}[F^2] = \frac{1}{Z_r} \left( \mu[1VF^2] + \frac{1}{r} \mu[1_{M\setminus V}F^2] \right)
\leq \frac{1}{Z_r} \left( \left(1 + \frac{4}{r\lambda}\right) \mu[1VF^2] + \frac{2}{r\lambda} \mu[F(I - P)[F]] \right)
$$

It follows that

$$
\frac{\mu^{(r)}[F(-L^{(r)})(F)]}{\mu^{(r)}[F^2]} \geq \frac{\mu[F(I - P)[F]]}{(1 + \frac{4}{r\lambda}) \mu[1VF^2] + \frac{2}{r\lambda} \mu[F(I - P)[F]]} = \phi_r \left( \frac{\mu[F(I - P)[F]]}{\mu[1VF^2]} \right)
$$

where

$$
\phi_r : [0, +\infty) \ni u \mapsto \frac{u}{1 + \frac{4}{r\lambda} + \frac{2u}{r\lambda}}
$$

Note that the latter mapping is increasing, so taking into account Lemma [17] we have, with $f := F|_V$,

$$
\phi_r \left( \frac{\mu[F(I - P)[F]]}{\mu[1VF^2]} \right) \geq \phi_r \left( \frac{\mu[F_I(I - P)[F_I]]}{\mu(V)\nu[f^2]} \right) = \phi_r \left( \frac{\nu[f(I - K)[f]]}{\nu[f^2]} \right)
$$

We deduce from the above computations that for $H \in \mathcal{H}_k^*$,

$$
\max_{F \in \mathcal{H}\setminus\{0\}} \frac{\mu^{(r)}[F(-L^{(r)})(F)]}{\mu^{(r)}[F^2]} \geq \max_{f \in \mathcal{H}\setminus\{0\}} \phi_r \left( \frac{\nu[f(I - K)[f]]}{\nu[f^2]} \right) = \phi_r \left( \frac{\max_{f \in \mathcal{H}\setminus\{0\}} \nu[f(I - K)[f]]}{\nu[f^2]} \right) \geq \phi_r(\sigma_k)
$$

since $\tilde{H} \in \mathcal{H}_k(V)$.

When $k \leq \dim(L^2(\nu))$, it follows from (11) that

$$
\lambda_k^{(r)} \geq \phi_r(\sigma_k)
$$

and it remains to let $r$ go to $+\infty$ to get

$$
\liminf_{r \to +\infty} \lambda_k^{(r)} \geq \lim_{r \to +\infty} \phi_r(\sigma_k) = \sigma_k
$$

(42)

When $k > \dim(L^2(\nu))$, for any $H \in \mathcal{H}_k$, we can find $F^* \in H\setminus\{0\}$ such that $F^*_V = 0$ and so

$$
\max_{F \in \mathcal{H}\setminus\{0\}} \frac{\mu^{(r)}[F(-L^{(r)})(F)]}{\mu^{(r)}[F^2]} \geq \frac{\mu^{(r)}[F^*(-L^{(r)})(F^*)]}{\mu^{(r)}[F^{*2}]} \geq \phi_r(\sigma_k) = \lambda_k
$$
It follows that \( \lambda_k^{(r)} \geq \lambda r/2 \) and letting \( r \) go to \( +\infty \) we get

\[
\liminf_{r \to +\infty} \lambda_k^{(r)} = +\infty = \sigma_k
\]

Thus (42) is always true and in conjunction with (40), we obtain the first announced convergence.

For the second convergence, note that for \( A \in \mathcal{A} \), the definition of \( \sigma_1(A) \) is similar to that of \( \sigma_1 \) where \( V \) is replaced by \( V \cup (M \setminus A) \), except we only consider functions that vanish on \( M \setminus A \). It leads us to consider

\[
\lambda_A := \lambda_1^{(1)}(A \setminus V)
\]

and for \( r > 0 \), the mapping \( \phi_{A,r} \) given by

\[
\phi_{A,r} : [0, +\infty) \ni u \mapsto \frac{u}{1 + \frac{1}{\lambda_A r} + \frac{2u}{\lambda_A r}}
\]

The above computations show that for any \( r > 0 \),

\[
\sigma_1(A) \geq \lambda_1^{(r)}(A) \geq \phi_{A,r}(\sigma_1(A))
\]

Note that the mapping \( \mathcal{A} \ni B \mapsto \lambda_1^{(1)}(B) \) is non-increasing with respect to the inclusion of sets (because \( \lambda_1^{(1)}(B) \) corresponds to an infimum over the space of functions \( L^2(B, \mu) \setminus \{0\} \), which is non-decreasing with respect to \( B \)), so we deduce

\[
\forall r > 0, \quad \lambda_A \geq \lambda
\]

\[
\phi_{A,r} \geq \phi_r
\]

It follows that to get the wanted uniform convergence, it is sufficient to show that

\[
\lim_{r \to +\infty} \sup_{u \in [0, +\infty]} d(u, \phi_r(u)) = 0
\]

which is an elementary computation, since it can be reduced to

\[
\lim_{r \to +\infty} \max_{r \to +\infty} \left( \sup_{u \in [0,1]} |u - \phi(u)|, \sup_{u \in [1, +\infty]} \left| \frac{1}{u} - \frac{1}{\phi_r(u)} \right| \right) = 0
\]

\[\blacksquare\]

**Remark 19** The assumption of positive Dirichlet gap in Theorem 18 is really needed. Indeed, remark that when \( \lambda_1^{(1)}(M \setminus V) = 0 \), then for any \( r > 0 \), we have \( \lambda_1^{(r)}(M \setminus V) = 0 \). Due to Lemma 17 this is an immediate consequence of

\[
\forall F \in L^2(\mu), \quad \frac{1}{\max(1, r)} \frac{\mu[F(I - P)[F]]}{\mu[F^2]} \leq \frac{\mu^{(r)}[F(-L^{(r)})[F]]}{\mu^{(r)}[F^2]} \leq \frac{1}{\min(1, r)} \frac{\mu[F(I - P)[F]]}{\mu[F^2]}
\]

Furthermore, the fact that \( \lambda_1^{(r)}(M \setminus V) = 0 \) implies that \( \lambda_2^{(r)} = 0 \): consider a sequence of functions \( (F_n)_{n \in \mathbb{N}} \) from \( L^2(M \setminus V, \mu) \setminus \{0\} \) such that

\[
\lim_{n \to \infty} \frac{\mu^{(r)}[F_n(-L^{(r)})[F_n]]}{\mu^{(r)}[F_n^2]} = 0
\]
and consider for $n \in \mathbb{N}$, $H_n := \text{Vect}(1, F_n) \in \mathcal{H}_2$. We easily get that

$$
\lim_{n \to \infty} \max_{F \in H_n \setminus \{0\}} \frac{\mu^{(r)}[F(-L^{(r)})][F]]}{\mu^{(r)}[F^2]} = 0
$$

i.e. $\lambda_2^{(r)} = 0$. In particular, we have

$$
\lim_{r \to +\infty} \lambda_2^{(r)} = 0
$$

But it may happen that $\sigma_2 > 0$. Consider for instance an ergodic birth and death transition kernel $P$ on $\mathbb{Z}_+$: we take $M = \mathbb{Z}_+$ endowed with a probability measure $\mu$ charging all the points. The reversible transition kernel $P$ is defined via a Metropolis procedure:

$$
P(x, y) := \begin{cases} 
\frac{1}{2} \left( \frac{\mu(x)}{\mu(y)} \wedge 1 \right), & \text{if } |y - x| = 1 \\
0, & \text{if } |y - x| \geq 2 \\
1 - \sum_{z \in \mathbb{Z}_+ \setminus \{x\}} P(x, z), & \text{if } x = y
\end{cases}
$$

where $p \wedge q := \min\{p, q\}$. The definition of $P$ via the above Metropolis procedure implies that it is irreducible with respect to $\mu$ (see for example [4, Section 3.1]). Recall that by definition, $P$ is ergodic if and only if

$$
\forall F \in \mathbb{L}^2(\mu), \quad P[F] = F \Rightarrow F \in \text{Vect}(1)
$$

Thus, irreducibility implies ergodicity in the above example. As a result, $P$ is also weakly mixing. Assume that the queues of $\mu$ are sufficiently heavy, in the sense that

$$
\lim_{x \to \infty} \frac{\mu(x)}{\mu([x, \infty))} = 0
$$

An application of discrete Hardy’s inequalities (see [29], they are given for finite birth and death processes, but are also valid in the denumerable setting) implies that $\lambda_1^{(1)}(\mathbb{Z}_+ \setminus \{0, 1\}) = 0$. Nevertheless considering for instance $V = \{0, 1\}$ we get that $\sigma_2 > 0$, as a consequence of $K(0, 1) = P(0, 1) > 0$ and $K(1, 0) = P(1, 0) > 0$. More generally it can be proven that $\sigma_2 > 0$ for any finite subset of $\mathbb{Z}_+$ non-empty and not reduced to a singleton.

Note that under the weak mixing assumption (or under the ergodicity assumption), $\lambda_2^{(1)} = 0$ means that 0 is the lower bound of the essential spectrum, so that $\lambda_k^{(1)} = 0$ for all $1 \leq k < \dim(\mathbb{L}^2(\mu)) + 1$ and similarly, $\lambda_k^{(r)} = 0$ for any $r > 0$ and $1 \leq k < \dim(\mathbb{L}^2(\mu)) + 1$.

To prove Theorem 14 without the assumption of a positive Dirichlet gap on $M \setminus V$, we will accelerate the Markov process associated to the generator $P - I$ more strongly on the slow points of $M \setminus V$ (near $\infty$ in the above remark). More precisely, we look for a measurable function $\varphi : M \to [1, +\infty)$, taking the value 1 on $V$, such that by defining for $r > 0$, the jump Markov generator $L^{(r)}$ by

$$
L^{(r)}(x, dy) := \begin{cases} \quad r \varphi(x)(P(x, dy) - \delta_x(dy)), & \text{if } x \in M \setminus V \\
\quad \varphi(x)(P(x, dy) - \delta_x(dy)), & \text{if } x \in V
\end{cases}
$$

we have that $L^{(1)}$ admits a positive Dirichlet gap on $M \setminus V$. Then, with the corresponding spectra, Theorem 18 will hold. Note that the notions of harmonic functions on $M \setminus V$ with respect to $P - I$ and $L^{(r)}$, for all $r > 0$, coincide and the corresponding Steklov Markov kernels and generators are the same.
Let \( X \equiv (X(t))_{t \geq 0} \) be a jump Markov process of generator \( P - I \) (see Chapter 4 in [16] for the definition). Fix some \( \chi \in (0, 1) \) and consider the function \( \varphi \) defined by
\[
\forall x \in M, \quad \varphi(x) := \frac{1}{\mathbb{E}_x[X^\tau]}
\]
where \( \tau := \inf\{t \geq 0 : X_t \in V\} \). Note that when \( x \in M \setminus V \) is a point from which it is difficult to hit \( V \), namely such that \( \tau \) has a propensity to be large, then \( \varphi(x) \) is quite large also: the jump Markov process \( X^{(1)} := (X^{(1)}(t))_{t \geq 0} \) associated to \( L^{(1)} \) is strongly accelerated at \( x \) in comparison with \( X \), as wanted. From now on, the notation \( L^{(r)} \), for \( r > 0 \), will only refer to the operators given in (43). Here is the consequence of the acceleration procedure:

**Lemma 20** We have
\[
\forall x \in M, \quad \mathbb{E}_x[\tau^{(1)}] \leq \frac{1}{\ln(1/\chi)}
\]
where \( \tau^{(1)} := \inf\{t \geq 0 : X^{(1)}_t \in V\} \)

**Proof**
Let us recall the time change transformations (cf. for instance Chapter 6 from the book of Ethier and Kurtz [16]), which enable to construct \( X^{(1)} \) from \( X \) when both processes start from a fixed \( x \in M \). Due to [16, Theorem 1.4], if we define \((\theta_t)_{t \geq 0}\) via
\[
\forall t \geq 0, \quad \int_0^{\theta_t} \frac{1}{\varphi(X_s)} ds = t
\]
then we can take
\[
\forall t \geq 0, \quad X^{(1)}(t) := X(\theta_t)
\]
In particular, we get
\[
\tau^{(1)} = \int_0^{\tau} \frac{1}{\varphi(X_s)} ds
\]
It follows that
\[
\mathbb{E}_x[\tau^{(1)}] = \mathbb{E}_x\left[\int_0^{\tau} \frac{1}{\varphi(X_s)} ds\right]
\]
\[
= \int_0^{+\infty} \mathbb{E}_x\left[\frac{1}{\varphi(X_s)} \mathbb{1}_{s \leq \tau}\right] ds
\]
\[
= \int_0^{+\infty} \mathbb{E}_x\left[\frac{1}{\varphi(X_s)} \mathbb{1}_{s \leq \tau} \mathbb{E}_{X_s}[X^{\tau}]\right] ds
\]
\[
= \int_0^{+\infty} \mathbb{E}_x\left[\frac{1}{\varphi(X_s)} \mathbb{1}_{s \leq \tau} X^{-s} \mathbb{E}_{X_s}[X^{\tau}|(X_u)_{u \leq 0,s}]\right] ds
\]
\[
= \int_0^{+\infty} \mathbb{E}_x\left[\frac{1}{\varphi(X_s)} \mathbb{1}_{s \leq \tau} X^{-s} \mathbb{1}_{s \leq \tau}\right] ds
\]
where we use the measurability of the event \( \{s \leq \tau\} \) with respect to the \( \sigma \)-field generated by \((X_u)_{u \leq 0,s}\), the fact that on \( \{s \leq \tau\} \), we have \( \tau = s + \tau \circ \theta_s \), where \( \theta_s \) is the shift of the trajectories by an amount.
s of time, and the Markov property, stating that for any measurable functional $F$ on the trajectories, we have a.s. $\mathbb{E}_x[F \circ \theta_s((X_u)_{u \in [0,s]})] = \mathbb{E}_{X_s}[F]$. In this formula, $\mathbb{E}_{X_s}$ is the expectation with respect to a diffusion $X$ starting from $X_s$ at time 0. Since all the integral elements are non-negative, we can use again Fubini’s formula to get that the last integral is equal to

$$
\mathbb{E}_x \left[ \int_0^{+\infty} 1_{s \leq \tau} \chi^{-s} \chi^\tau \, ds \right] = \mathbb{E}_x \left[ \int_0^\tau \chi^\tau - 1 \right] \leq \frac{1}{\ln(1/\chi)}
$$

as announced.

From the previous uniform boundedness of the expectations of $\tau^{(1)}$, we deduce uniform exponential bounds on its queues:

**Lemma 21** We have

$$
\forall \ x \in M, \ \forall \ s \geq 0, \quad \mathbb{P}_x[\tau^{(1)} \geq s] \leq 2 \exp(-\alpha s)
$$

with $\alpha := \ln(2) \ln(1/\chi)/2$.

**Proof**

For any $n \in \mathbb{Z}_+$, we have

$$
\forall \ x \in M, \quad \mathbb{P}_x[\tau^{(1)} \geq an] \leq 2^{-n}
$$

where

$$
a := \frac{2}{\ln(1/\chi)}
$$

This is shown by iteration on $n \in \mathbb{Z}_+$. It is clear for $n = 0$ and if it is true for some $n \in \mathbb{Z}_+$, then by the Markov property and Lemma 20, for any $x \in M$,

$$
\mathbb{P}_x[\tau^{(1)} \geq a(n + 1)] = \mathbb{E}_x[1_{\tau^{(1)} \geq an} \mathbb{P}_{X^{(1)}(a)}[\tau^{(1)} \geq an]]
\leq 2^{-n} \mathbb{P}_x[\tau^{(1)} \geq a]
\leq 2^{-n} \frac{a}{\ln(1/\chi)}
\leq 2^{-(n+1)}
$$

where in the third line we use the Markov inequality.
For any $s \in \mathbb{R}_+$, write $n := \lfloor s/a \rfloor \in \mathbb{Z}_+$, so that
\[
\forall x \in M, \quad \mathbb{P}_x[\tau^{(1)} \geq s] \leq \mathbb{P}_x[\tau^{(1)} \geq na] \\
\leq 2^{-n} \\
= 2^{-\lfloor s/a \rfloor} \\
\leq 2(2^{-s/a}) \\
= 2 \exp(-\alpha s)
\]
as announced.

To simplify the notation, we now take $\chi = \exp(-2/\ln(2))$, so that $\alpha = 1$. Uniform exponential bounds on the queues of exit times from a domain are well-known to imply that the associated Dirichlet gap is positive. Here is a simple proof of this fact:

**Lemma 22** We have
\[
\lambda_1^{(1)}(M\setminus V) \geq \frac{1}{2}
\]
where the l.h.s. is relative to the accelerated generator $L^{(1)}$.

**Proof**
As in Lemma 11 we see that the measure $\frac{1}{\varphi(x)}\mu(dx)$ is reversible for $L^{(1)}$. Its total weight is
\[
Z^{(1)} := \int \mathbb{E}_x[X^{(1)}]\mu(dx) \in (0, 1)
\]
which leads us to define $\mu^{(1)}(dx) := \frac{1}{Z^{(1)}\varphi(x)}\mu(dx)$, the invariant probability for $L^{(1)}$.

Our goal is to show that
\[
\lambda_1^{(1)}(M\setminus V) := \inf_{F \in \mathbb{L}^2(M\setminus V, \mu^{(1)}), \mathbb{L}^1([0])} \frac{\mu^{(1)}[F(-L^{(1)})][F]}{\mu^{(1)}[F^2]} \\
\geq \frac{1}{2}
\]  
(44)

So consider $F$ a bounded and measurable function on $M$, vanishing on $V$. By the martingale problems associated to $X^{(1)}$, there exists a $\mathbb{L}^2$ martingale $(M_t)_{t \geq 0}$ such that
\[
\forall t \geq 0, \quad F^2(X^{(1)}(t)) = F^2(X^{(1)}(0)) + \int_0^t L^{(1)}[F^2](X^{(1)}(s)) \, ds + M_t
\]
Replace in this relation $t$ by $t \wedge \tau^{(1)}$ and take the expectation to get
\[
\mathbb{E}[F^2(X^{(1)}(t \wedge \tau^{(1)}))] = \mathbb{E}[F^2(X^{(1)}(0))] + \mathbb{E} \left[ \int_0^{t \wedge \tau^{(1)}} L^{(1)}[F^2](X^{(1)}(s)) \, ds \right]
\]
where we use the martingale property $\mathbb{E}(M_t) = \mathbb{E}(M_0) = 0$. Via dominated convergence, we can let $t$ go to infinity to obtain
\[
\mathbb{E}[F^2(X^{(1)}(\tau^{(1)}))] = \mathbb{E}[F^2(X^{(1)}(0))] + \mathbb{E} \left[ \int_0^{\tau^{(1)}} L^{(1)}[F^2](X^{(1)}(s)) \, ds \right]
\]
Note that since \(X^{(1)}(\tau^{(1)}) \in V\) the l.h.s. vanishes, we deduce

\[
\mathbb{E}[F^2(X^{(1)}(0))] = -\mathbb{E} \left[ \int_{0}^{\tau^{(1)}} L^{(1)}[F^2](X^{(1)}(s)) \, ds \right]
\]

We have not yet specified the initial distribution of \(X^{(1)}(0)\), but take it now to be \(\mu^{(1)}\), so the l.h.s. is

\[
\mathbb{E}_{\mu^{(1)}}[F^2(X^{(1)}(0))] = \int \mu^{(1)}(dx)F^2(x) = \mu^{(1)}[F^2]
\]

Concerning the r.h.s., recall that the \textit{carré du champs} \(\Gamma^{(1)}\) associated to \(L^{(1)}\) and defined on any bounded and measurable function \(G\) on \(M\) by

\[
\Gamma^{(1)}[G] := L^{(1)}[G^2] - 2GL^{(1)}[G]
\]

is a non-negative function (cf. for instance the book of Bakry, Gentil and Ledoux \[3\]). It follows that

\[
-\mathbb{E}_{\mu^{(1)}} \left[ \int_{0}^{\tau^{(1)}} L^{(1)}[F^2](X^{(1)}(s)) \, ds \right] \leq 2\mathbb{E}_{\mu^{(1)}} \left[ \int_{0}^{\tau^{(1)}} |F(X^{(1)}(s))L^{(1)}[F](X^{(1)}(s))| \, ds \right]
\]

\[
= \int_{0}^{+\infty} \mathbb{E}_{\mu^{(1)}} \left[ \mathbf{1}_{s \leq \tau^{(1)}} |F(X^{(1)}(s))L^{(1)}[F](X^{(1)}(s))| \right] \, ds
\]

For any \(s \geq 0\), taking into account Lemma \[21\] we have

\[
\mathbb{E}_{\mu^{(1)}} \left[ \mathbf{1}_{s \leq \tau^{(1)}} |F(X^{(1)}(s))L^{(1)}[F](X^{(1)}(s))| \right] = \mathbb{E}_{\mu^{(1)}} \left[ \mathbb{P}_{X^{(1)}(s)}[s \leq \tau^{(1)}]|F(X^{(1)}(s))L^{(1)}[F](X^{(1)}(s))| \right]
\]

\[
\leq 2 \exp(-s)\mathbb{E}_{\mu^{(1)}} \left[ |F(X^{(1)}(s))L^{(1)}[F](X^{(1)}(s))| \right]
\]

\[
= 2 \exp(-s) \mu^{(1)}[|FL^{(1)}[F]|]
\]

where we used the invariance of \(\mu^{(1)}\) (meaning that for any \(s \geq 0\), the law of \(X^{(1)}(s)\) is equal to \(\mu^{(1)}\) when the initial law is \(\mu^{(1)}\)). We have thus proven that

\[
\mu^{(1)}[F^2] \leq \int_{0}^{+\infty} 2 \exp(-s)\mu^{(1)}[|FL^{(1)}[F]|] \, ds
\]

\[
= 2\mu^{(1)}[|FL^{(1)}[F]|]
\]

\[
\leq 2\sqrt{\mu^{(1)}[F^2]\mu^{(1)}[(L^{(1)}[F])^2]}
\]

i.e.

\[
\mu^{(1)}[F^2] \leq 4\mu^{(1)}[(L^{(1)}[F])^2]
\]

The fact that \(L^{(1)}\) is a non-positive self-adjoint operator enables to see that this relation extend to any function in the domain of \(L^{(1)}\) with Dirichlet condition on \(V\). It follows that the spectrum of \(-L^{(1)}\) with Dirichlet condition on \(V\) is above 1/2, which amounts to \[14\].
As already mentioned, the Steklov Markov kernel $K^{(1)}$ associated to $L^{(1)}$ and $V$ is the same as $K$. Since in general the generator $L^{(1)}$ cannot be written under the form $P^{(1)} - I$, where $P^{(1)}$ would be a Markov kernel on $M$, the definitions (29) and (30) must be slightly generalized: denote for any $f \in \mathcal{B}(V)$,

\[
\forall x \in M, \quad F^{(1)}_f(x) := \mathbb{E}_x[f(X^{(1)}(\tau^{(1)}))]
\]

\[
\forall x \in V, \quad K^{(1)}[f](x) := L^{(1)}[F^{(1)}_f](x) + f(x)
\]

where $\tau^{(1)}$ was defined in Lemma 20. The latter expression for $K^{(1)}$ may appear strange at first view; it is due to the fact that it is a Markov kernel operator. If we rather consider the Steklov generator $S^{(1)} := K^{(1)} - I$, we get the more natural formulation: $S^{(1)}[f] = L^{(1)}[F^{(1)}_f]$, for $f \in \mathcal{B}(V)$, as in the section on finite Markov process. Coming back to our previous convention of Steklov Markov kernels, note that for any $x \in V$, we have

\[
L^{(1)}[F^{(1)}_f](x) + f(x) = L[F^{(1)}_f](x) + F^{(1)}_f(x)
\]

\[
= \int F^{(1)}_f(y) P(x, dy)
\]

\[
= P[F^{(1)}_f](x)
\]

more in adequacy with (30). Note furthermore that the function $F^{(1)}_f$ defined by (45) is the $L^{(1)}$-harmonic extension of $f$ to $M$: it satisfies

\[
\begin{cases}
L^{(1)}[F^{(1)}_f] = 0, & \text{on } M \setminus V \\
F^{(1)}_f = f, & \text{on } V
\end{cases}
\]

Since $L^{(1)} = \varphi L$, with $\varphi$ non-vanishing, the condition $L^{(1)}[F^{(1)}_f] = 0$ is the same as $L[F^{(1)}_f] = 0$. It follows that $F^{(1)}_f = F_f$ and finally $K^{(1)}[f] = K[f]$. By completion, this is true on $L^2(\mu)$, i.e. $K^{(1)} = K$. The equality $F^{(1)}_f = F_f$ is also obvious from the probabilistic point of view, since $X^{(1)}$ is a time change of $X$ (as seen in the proof of Lemma 20), which itself is the Poissonisation of the Markov chain $Z$ with the same initial condition and associated to $P$: let $(\mathcal{E}_n)_{n \in \mathbb{N}}$ be independent exponential random variables of parameter 1, $X$ can be constructed from $Z$ via

\[
\forall t \geq 0, \quad X_t = Z_n, \quad \text{where } n \in \mathbb{Z}_+ \text{ is such that } \sum_{p=1}^n \mathcal{E}_p \leq t < \sum_{p=1}^{n+1} \mathcal{E}_p
\]

The previous considerations are also valid for the operators $K^{(1)}_A$, defined in a similar fashion for $A \in \mathcal{A}(V)$ and we get that $K^{(1)}_A = K_A$. We can now apply Theorem 18 with respect to the generator $L^{(1)}$, which by construction admits a Dirichlet gap on $M \setminus V$. The l.h.s. in the two convergences of Theorem 18 correspond to the generators given by (43) and the r.h.s. are given by (32) and (33), according to the above discussion. These convergences are our final approximation results for the quantities $(\sigma_k)_{k \in \mathbb{N}}$ and $(\sigma_1(A))_{A \in \mathcal{A}}$.

We can now come to the

**Proof of Theorem 14**

The upper bound is an immediate consequence of the definition of $\sigma_k$. Indeed for every $(A_1, \ldots, A_k) \in \mathcal{A}_k$ it is enough to consider the vector space generated by a family $\{f_{l,m} \in L^2(A_l, \mu) : l \in [k]\}$ of test functions such that $\frac{\mu_A[f_{l,m}(I-K_A)f_{l,m}]]}{\mu_A[f_{l,m}]}$ tends to $\sigma_1(A_l)$ as $n \to \infty$.

For the lower bound, similarly to (34), define for any $r > 0$,

\[
\forall k \in \mathbb{N}, \quad \Lambda^{(r)}_k = \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \in [k]} \lambda^{(r)}(A_l)
\]

\[
35
\]
We have seen in [31], extending the similar result Lee, Oveis Gharan and Trevisan [27] gave in a finite setting, that there exists a universal constant \( c > 0 \) such that

\[
\forall r > 0, \forall k \in \mathbb{N}, \quad \lambda_k^{(r)} \geq \frac{c}{k^6} \Lambda_k^{(r)}
\]  

(46)

Fix some \( k \in \mathbb{N} \). The first convergence of Theorem 18 shows that the l.h.s. converges to \( \sigma_k \) as \( r \) goes to \( +\infty \). Its uniform convergence leads to

\[
\lim_{r \to +\infty} \Lambda_k^{(r)} = \kappa_k
\]

so we can pass to the limit in (46) to obtain the announced inequality.

\[\blacksquare\]

We end this section with Proposition A in the introduction.

**Proposition 23** There is a universal positive constant \( c' \) such that

\[
\forall k \in \mathbb{N}, \quad \sigma_{2k} \geq \frac{c'}{\log^2(k + 1)} \nu_k
\]

**Proof**

By [31], the proof of Proposition 12 can be extended here. In particular, we have

\[
\forall k \in \mathbb{N}, \quad \lambda_k^{(r)} \geq \frac{c}{\log^2(k + 1)} \Lambda_k^{(r)}
\]

and

\[
\forall k \in \lceil v \rceil, \quad \Lambda_k \geq \frac{1}{8} \nu_k
\]

and the statement follows.

\[\blacksquare\]

### 4 The Riemannian manifold framework

Let \((M, g)\) be a compact Riemannian manifold of dimension \( n \) with smooth boundary. We assume that \( M \) is connected. Recall the Steklov problem (1) considered in the introduction:

\[
\begin{cases}
    \Delta f = 0, & \text{in } M \\
    \frac{\partial f}{\partial \nu} = \sigma f, & \text{on } \partial M
\end{cases}
\]

where \( \nu \) is the unit outward normal to the boundary. Our goal, as in the previous sections, is to relate its eigenvalues \( 0 = \sigma_1 < \sigma_2 \leq \cdots \leq \sigma_k \leq \cdots \) to some isoperimetric constants. We first show that that (1) can be seen as a limit of a family of Laplace eigenvalue problems. This is already known due to the results of Lamberti and Provenzano [25, 32]. They showed that the Steklov eigenvalue problem (1) can be considered as the limit of the family of Neumann eigenvalue problems

\[
\begin{cases}
    \Delta f + \lambda \rho \sigma f = 0, & \text{in } M \\
    \frac{\partial f}{\partial \nu} = 0, & \text{on } \partial M
\end{cases}
\]

(47)
for \( \epsilon \) small enough (one can choose \( \epsilon \) for example smaller than the focal distance of \( \partial M \)). Here \( M_\epsilon := \{ x \in M : d(x, \partial M) < \epsilon \} \), and

\[
\rho_\epsilon(x) = \begin{cases} 
\epsilon, & \text{if } x \in M \setminus M_\epsilon \\
\frac{1}{\epsilon}, & \text{if } x \in M_\epsilon
\end{cases}
\] (48)

We denote the eigenvalues of problem (47) by

\[
0 = \lambda_1^\epsilon < \lambda_2^\epsilon \leq \cdots \leq \lambda_k^\epsilon \leq \cdots \nearrow \infty
\]

Then we have

**Theorem 24** [25, 32] For every \( k \in \mathbb{N} \)

\[
\lim_{\epsilon \to 0} \lambda_k^\epsilon = \sigma_k
\] (49)

**Remark 25** We remark that Lamberti and Provenzano [25, 32] stated the above convergence for bounded domains in \( \mathbb{R}^n \) with smooth boundary, and the definition of \( \rho_\epsilon \) on \( \partial M \) is slightly different. However, a verbatim proof also results in the convergence (49) on a compact Riemannian manifold \((M, g)\) with smooth boundary, see [32, Chapter 3] for the details of the proof.

One can see the similarity of the above theorem with the statement of Proposition 3 and Theorem 18. It would be very interesting to have an alternative approach to prove Theorem 24 and Theorem 28 below by using the results of the previous section. We hope to obtain a unified approach in a future work.

Let \( A \subset M \) be a nonempty open domain in \( M \). Let \( \partial_e A := \bar{A} \cap \partial M \) and \( \partial_i A := \partial A \cap \text{Int} M \) be smooth manifolds of dimension \( n - 1 \) when they are nonempty sets. We consider the mixed Dirichlet–Sobolev eigenvalue problem

\[
\begin{align*}
\Delta f &= 0 \quad \text{in} \quad A \\
\frac{\partial f}{\partial \nu} &= \sigma f \quad \text{on} \quad \partial_e A \\
f &= 0 \quad \text{on} \quad \partial_i A
\end{align*}
\] (50)

We also need to consider the following mixed Dirichlet–Neumann eigenvalue problem

\[
\begin{align*}
\Delta f + \lambda \rho_\epsilon f &= 0 \quad \text{in} \quad A \\
\frac{\partial f}{\partial \nu} &= 0 \quad \text{on} \quad \partial_e A \\
f &= 0 \quad \text{on} \quad \partial_i A
\end{align*}
\] (51)

where \( \rho_\epsilon \) is defined in (48).

If \( \partial_i A = \emptyset \), then \( A = \text{Int} M \) and the first eigenvalue is zero. Otherwise the first eigenvalues of the eigenvalue problem (50) and (51) are not zero and we denote their eigenvalues by

\[
0 < \sigma_1(A) \leq \sigma_2(A) \leq \cdots \leq \sigma_k(A) \leq \cdots \nearrow \infty
\]

and

\[
0 < \lambda_1^\epsilon(A) \leq \lambda_2^\epsilon(A) \leq \cdots \leq \lambda_k^\epsilon(A) \leq \cdots \nearrow \infty
\]

respectively. When \( \partial_e A = \emptyset \), our convention is that \( \sigma_k(A) = \infty \), for every \( k \in \mathbb{N} \). Denote by \( \mathcal{A} \) the set of nonempty open domains in \( M \) such that \( \partial_e A \) and \( \partial_i A \) are smooth sub-manifolds of dimension \( n - 1 \)
when they are nonempty. Let $A_k$ be the set of $k$-tuple $(A_1, ..., A_k)$ of mutually disjoint elements of $A$. We define

$$\Lambda_k^\epsilon := \inf_{(A_1, ..., A_k) \in A_k} \max_{i \in [k]} \lambda_i^\epsilon(A_i) \quad (52)$$

The higher order Cheeger inequality for eigenvalues $\lambda_k^\epsilon(M)$, $k \in \mathbb{N}$ was proved by Miclo in [31]:

**Theorem 26 ([31])** There exists a universal constant $c > 0$ such that for any compact Riemannian manifold $M$ with smooth boundary, the eigenvalues $\lambda_k^\epsilon$ of Neumann eigenvalue problem (17) satisfy

$$\frac{c}{k^6} \Lambda_k^\epsilon \leq \lambda_k^\epsilon \leq \Lambda_k^\epsilon \quad \forall \ k \in \mathbb{N}$$

**Remark 27** The above theorem in [31] is originally stated for the Laplace eigenvalue problem with smooth coefficients on closed manifolds. But the argument remains the same when we consider the Neumann eigenvalue problem (17) on a compact manifold with smooth boundary.

Similar to Definition (52), we define

$$\kappa_k := \inf_{(A_1, ..., A_k) \in A_k} \max_{i \in [k]} \sigma_1(A_i)$$

**Theorem 28** There exists a universal constant $c_1$ such that for any compact Riemannian manifold $M$ with boundary and for any $k \in \mathbb{N}$, the eigenvalues $\sigma_k(M)$ of problem (1) satisfy

$$\frac{c_1}{k^6} \kappa_k \leq \sigma_k \leq \kappa_k$$

As a consequence of Theorem 28 we get the higher order Cheeger–Steklov inequalities, see Theorem 29 below. We first define the Cheeger–Steklov constants in this setting similar to those already discussed in the previous sections. For any open subset $A$ of $M$ with piecewise smooth boundary, let $\mu(A)$ denote its Riemannian measure and $\mu(\partial A)$ be the induced $(n - 1)$-dimensional Riemannian measure of $\partial A$. We define for every $A \in A$ the isoperimetric ratios

$$\eta(A) := \frac{\mu(\partial_i A)}{\mu(A)}$$

$$\eta'(A) := \frac{\mu(\partial_i A)}{\mu(\partial_v A)}$$

Note that $\eta'(A) = \infty$ if $\bar{A} \cap \partial M = \emptyset$. Let

$$\rho(A) := \inf_{B \subset A} \eta(B) \quad (53)$$

$$\rho'(A) := \inf_{B' \subset A} \eta'(B')$$

For any $k \in \mathbb{N}$ we define the $k$-th Cheeger–Steklov constant of $M$ by

$$\iota_k := \inf_{(A_1, ..., A_k) \in A_k} \max_{i \in [k]} \rho(A_i) \rho'(A_i).$$

The following theorem extends the results of Escobar [31] and Jammes [23].
**Theorem 29** There exists a universal constant \( c \) such that for any compact Riemannian manifold \( M \) with smooth boundary and for any \( k \in \mathbb{N} \), the eigenvalues \( \sigma_k(M) \) of problem (1) satisfy

\[
\sigma_k \geq \frac{c}{k^6} t_k
\]

**Remark 30**

i) One can check that for every \( k \in \mathbb{N} \) one has \( t_k \leq t_{k+1} \). This is also true in finite and measurable situation.

ii) Note that \( \eta'(B) \) is scale invariant. Hence, as mentioned in [23], the power of \( \eta(B) \) has to be one so that \( t_k \) has the same scaling as \( \sigma_k \).

Note that for \( k = 2 \), Theorem 29 gives a version of Jammes’ result [23]. The above theorem is the direct sequence of Theorem 28 and Lemma 31 below.

**Lemma 31** Let \( \sigma_1(A) \) be the first eigenvalue of the Dirichlet-Steklov eigenvalue problem (50). Then we have

\[
\sigma_1(A) \geq \frac{1}{4} \rho(A) \rho'(A)
\]

**Proof**

Let \( f \) be the eigenfunction associated with \( \sigma_1(A) \). We repeat the same argument as Jammes’ argument in [23] to estimate \( \sigma_1(A) \).

\[
\sigma_1(A) = \frac{\int_A |\nabla f|^2 \, d\mu}{\int_{\partial A} f^2 \, d\mu} \int_A f^2 \, d\mu \geq \left( \frac{\int_A |\nabla f|^2 \, d\mu}{\int_{\partial A} f^2 \, d\mu} \right)^2
\]

where \( d\mu \) and \( d\bar{\mu} \) are \( n \)-dimensional and \((n - 1)\)-dimensional Riemannian volume elements respectively. Let \( h := f^2 \) and \( H_t := h^{-1}[t, \infty) \). Note that \( H_t \in \mathcal{A} \) almost surely in \( t \). Then by the co-area formula we have

\[
\left( \frac{\int_A |\nabla h|^2 \, d\mu}{\int_{\partial A} h \, d\bar{\mu}} \right) \left( \frac{\int_A |\nabla h|^2 \, d\mu}{\int_A h \, d\mu} \right) = \left( \int_0^\infty \mu(\partial_t H_t) \, dt \right) \left( \int_0^\infty \mu(\partial_t H_t) \, dt \right) \geq \rho(A) \rho'(A)
\]

which completes the proof.

It remains to prove Theorem 28.

**Proof of Theorem 28**

Recall that by the variational characterisation of Steklov eigenvalues

\[
\sigma_k \leq \max_{j \neq k} \frac{\mathcal{E}_\Delta(f_j, f_j)}{\int_M f_j^2 \, d\mu}
\]

where \( \{f_j\} \) is a family of test functions in \( H^1(M) \) with mutually disjoint supports and \( \mathcal{E}_\Delta(f, f) := \int_M |\nabla f|^2 \, d\mu \) is the Dirichlet form associated to \( \Delta \). Hence, the upper bound of \( \sigma_k \) is a direct consequence of the variational characterisation of Steklov eigenvalues.

We now prove the lower bound. We need the following key lemma.

\[39\]
Lemma 32 The following inequality holds.

\[ \lim_{\epsilon \to 0} \Lambda_k' \geq \frac{1}{4} \kappa_k \]

Proof

Let \((A_1, \ldots, A_k) \in \mathcal{A}_k\) and \(H^1_0(A_j, \partial_i A_j)\) be the closure of \(\{ f \in C^\infty(A_j) : f \equiv 0 \text{ on } \partial_i A_j \}\) in \(H^1(A_j)\). We can assume \(\partial_i A_j \neq \emptyset\). For any \(\epsilon\) small enough (will be determined below) and every \(f \in H^1_0(A_j, \partial_i A_j)\), \(j \in [k]\) we give an upper bound for the denominator of

\[ \frac{\int_{A_j} |\nabla f|^2 d\mu}{\int_{A_j} \rho \epsilon f^2 d\mu} = \frac{\int_{A_j} |\nabla f|^2 d\mu}{\frac{1}{\epsilon} \int_{A_j \setminus \epsilon} f^2 d\mu + \epsilon \int_{A_j \setminus A_j \setminus \epsilon} f^2 d\mu} \tag{54} \]

where \(A_j^{\epsilon} := \{ x \in A_j : d(x, \partial M) < \epsilon \}\). For every \(f \in H^1_0(A_j, \partial_i A_j)\) consider \(1_{A_j} f\) as an element of \(H^1(M)\). Then

\[ \frac{1}{\epsilon} \int_{A_j^{\epsilon}} f^2 d\mu = \frac{1}{\epsilon} \int_{M_\epsilon} 1_{A_j} f^2 d\mu \]

There exists \(\epsilon_0 > 0\) such that for every \(\epsilon \in (0, \epsilon_0)\) the map

\[ E : \partial M \times (0, \epsilon) \to M_\epsilon \]

\[ (x, t) \mapsto \exp_x (- tv(x)) \]

is a diffeomorphism. Note that \(|\det DE(x, t)| = 1 + O(t)|\). Hence, by choosing \(\epsilon_0\) even smaller, we can impose that for all \((x, t) \in \partial M \times (0, \epsilon)\)

\[ \sup_{s \in (0, t)} \left| \frac{\det DE(x, t)}{\det DE(x, s)} \right| \leq 2, \text{ which also implies, } |\det DE(x, t)| \leq 2 \]

Let \(F \in H^1(M)\) and by abuse of notation, denote \(F \circ E \) by \(F\). For a.e. \((x, t) \in \partial M \times (0, \epsilon)\) we have

\[ |F(x, t)| \leq |F(x, 0)| + \int_0^t \left| \frac{\partial F}{\partial s}(x, s) \right| ds \]

Thus

\[ \frac{1}{\epsilon} \int_{M_\epsilon} F^2 d\mu \leq \frac{1}{\epsilon} \int_0^\epsilon \int_{\partial M} F^2(x,t) |\det DE(x, t)| d\mu dt \]

\[ \leq \frac{1}{\epsilon} \int_0^\epsilon \int_{\partial M} \left( |F(x, 0)| + \int_0^t |\frac{\partial F}{\partial s}(x, s) | ds \right)^2 |\det DE(x, t)| d\mu dt \]

\[ \leq \frac{2}{\epsilon} \int_0^\epsilon \int_{\partial M} F(x, 0)^2 |\det DE(x, t)| d\mu dt \]

\[ + \frac{2}{\epsilon} \int_0^\epsilon \int_{\partial M} \left( \int_0^t |\frac{\partial F}{\partial s}(x, s) | ds \right)^2 |\det DE(x, t)| d\mu dt \]

\[ \leq 4 \int_{\partial M} F(x, 0)^2 d\mu + \frac{2}{\epsilon} \int_0^\epsilon \int_{\partial M} t \int_0^t |\frac{\partial F}{\partial s}(x, s) |^2 |\det DE(x, s)| \frac{|\det DE(x, t)|}{|\det DE(x, s)|} d\mu dt ds \]

\[ \leq 4 \int_{\partial M} F^2 d\mu + 2 \epsilon \int_{M_\epsilon} |\nabla F|^2 d\mu \]
Taking $F = 1_{A_j}f$ in the above inequality we get
\[
\frac{1}{\epsilon} \int_{A_j} f^2 \, d\mu \leq 4 \int_{\partial A_j} f^2 \, d\mu + 2\epsilon \int_{A_j} |\nabla f|^2 \, d\mu \quad (55)
\]

We proceed with bounding the second term $\epsilon \int_{A_j} f^2 \, d\mu$. Let $\xi : M \to \mathbb{R}_+$ be a Lipschitz function such that $|\nabla \xi| \leq \frac{1}{\epsilon}$ and
\[
\begin{cases}
\xi \equiv 1, & \text{in } M \setminus M^\epsilon \\
0 \leq \xi \leq 1, & \text{in } M^\epsilon \\
\xi \equiv 0, & \text{on } \partial M
\end{cases}
\]

We get
\[
\epsilon \int_{A_j \setminus A_j^{r\epsilon}} f^2 \, d\mu \leq \epsilon \int_{A_j} \xi f^2 \, d\mu = \epsilon \int_{M} \xi 1_{A_j} f^2 \, d\mu
\leq \epsilon P_1 \int_{M} |\nabla (\xi 1_{A_j} f^2)| \, d\mu = \epsilon P_1 \int_{A_j} |\nabla (\xi f^2)| \, d\mu
\leq \epsilon P_1 \left( \int_{A_j} |\nabla \xi| f^2 \, d\mu + 2 \int_{A_j} \xi f |\nabla f| \, d\mu \right)
\leq \epsilon P_1 \left( \frac{1}{\epsilon} \int_{A_j^{r\epsilon}} f^2 \, d\mu + 2 \left( \int_{A_j} (\xi f)^2 \, d\mu \right)^{\frac{1}{2}} \left( \int_{A_j} |\nabla f|^2 \, d\mu \right)^{\frac{1}{2}} \right)
\leq \epsilon P_1 \left( 4 \int_{\partial A_j} f^2 \, d\mu + 2\epsilon \int_{A_j} |\nabla f|^2 \, d\mu \right)
+ 2\epsilon P_1 \tilde{\lambda}_1(M)^{-1/2} \left( \int_{A_j} (\xi f)^2 \, d\mu \right)^{\frac{1}{2}} \left( \int_{A_j} |\nabla f|^2 \, d\mu \right)^{\frac{1}{2}}
\leq 4\epsilon P_1 \int_{\partial A_j} f^2 \, d\mu + 2\epsilon P_1 |\nabla f|^2 \, d\mu
+ 2P_1 \tilde{\lambda}_1(M)^{-1/2} \left( \sqrt{\epsilon} \left( \frac{1}{\epsilon} \int_{A_j^{r\epsilon}} f^2 \, d\mu \right)^{\frac{1}{2}} \left( \int_{A_j} |\nabla f|^2 \, d\mu \right)^{\frac{1}{2}} + \epsilon \int_{A_j} |\nabla f|^2 \, d\mu \right)
\leq 4\epsilon P_1 \int_{\partial A_j} f^2 \, d\mu + 2\epsilon P_1 (\epsilon + \tilde{\lambda}_1(M)^{-\frac{1}{2}}) \int_{A_j} |\nabla f|^2 \, d\mu
+ 2\sqrt{\epsilon} P_1 \lambda_1(M)^{-1/2} \left( 4 \int_{\partial A_j} f^2 \, d\mu + 2\epsilon \int_{A_j} |\nabla f|^2 \, d\mu \right)^{\frac{1}{2}} \left( \int_{A_j} |\nabla f|^2 \, d\mu \right)^{\frac{1}{2}}
\leq 4\epsilon P_1 \int_{\partial A_j} f^2 \, d\mu + 2\epsilon P_1 \left( \epsilon + (1 + \sqrt{2}) \tilde{\lambda}_1(M)^{-\frac{1}{2}} \right) \int_{A_j} |\nabla f|^2 \, d\mu
+ 4\sqrt{\epsilon} P_1 \tilde{\lambda}_1(M)^{-1/2} \left( \int_{\partial A_j} f^2 \, d\mu \right)^{\frac{1}{2}} \left( \int_{A_j} |\nabla f|^2 \, d\mu \right)^{\frac{1}{2}}
\]
where $P_1$ is the $L^1$-Poincaré constant and $\tilde{\lambda}_1(M)$ is the first Dirichlet eigenvalue of $M$. In the second and fifth inequalities we used the Poincaré inequality on Sobolev spaces $W_0^{1,1}(M)$ and $W_0^{1,2}(M)$ respectively.
Hence, for any \( \epsilon \in (0, \epsilon_0) \) we get

\[
\frac{\int_{A_j} |\nabla f|^2 d\mu}{\int_{A_j} \rho_c f^2 d\mu} \geq \frac{\int_{A_j} |\nabla f|^2 d\mu}{4(1 + \epsilon P_1) \int_{\hat{c}_e A_j} f^2 d\mu + C_1(\epsilon) \int_{A_j} |\nabla f|^2 d\mu + C_2(\epsilon) \left( \frac{\int_{\hat{c}_e A_j} f^2 d\mu}{\int_{\hat{c}_e A_j} f^2 d\mu} \right)^{\frac{1}{2}} \left( \frac{\int_{A_j} |\nabla f|^2 d\mu}{\int_{A_j} |\nabla f|^2 d\mu} \right)^{\frac{1}{2}}}
\]

\[
= \psi(\epsilon) \left( \frac{\int_{A_j} |\nabla f|^2 d\mu}{\int_{\hat{c}_e A_j} f^2 d\mu} \right)^{\frac{1}{2}}
\]

where

\[
C_1(\epsilon) := 2\epsilon \left( 1 + P_1 \left( \epsilon + (1 + \sqrt{2}) \lambda_1(M)^{-\frac{1}{2}} \right) \right), \quad C_2(\epsilon) := 4\sqrt{\epsilon P_1 \lambda_1(M)^{-1/2}}
\]

and \( \psi : (0, \infty) \to (0, \infty) \) defined as

\[
\psi(\epsilon) := \frac{u}{4(1 + \epsilon P_1) + C_1(\epsilon)u + C_2(\epsilon)\sqrt{u}}
\]

is an increasing function. Remark that \( \epsilon_0 \) is independent of the set \( A_j \) and depends only on \((M, g)\). Let \( f_j \) be the eigenfunction associated with \( \lambda_1^\epsilon(A_j) \).

\[
\max_{j \in [k]} \lambda_1^\epsilon(A_j) = \max_{j \in [k]} \frac{\int_{A_j} |\nabla f_j|^2 d\mu}{\int_{A_j} \rho_c f_j^2 d\mu} \geq \psi(\epsilon) \left( \frac{\int_{A_j} |\nabla f_j|^2 d\mu}{\int_{\hat{c}_e A_j} f_j^2 d\mu} \right)^{\frac{1}{2}} \geq \max_{j \in [k]} \psi(\sigma_1(A_j)) = \psi(\max_{j \in [k]} \sigma_1(A_j))
\]

Therefore,

\[
\lim_{\epsilon \to 0} \Lambda_k^\epsilon \geq \frac{1}{4} \kappa_k
\]

which completes the proof.

We continue the proof of the theorem. By Theorem \ref{thm:main} we have

\[
\lambda_k^\epsilon \geq \frac{c}{k^6} \Lambda_k^\epsilon
\]

Passing to the limit and applying Lemma \ref{lem:limit} and Theorem \ref{thm:lower_bound} we conclude:

\[
\sigma_k = \lim_{\epsilon \to 0} \lambda_k^\epsilon \geq \frac{c}{k^6} \lim_{\epsilon \to 0} \Lambda_k^\epsilon \geq \frac{c}{5k^6} \kappa_k
\]

Similar to Propositions \ref{prop:uniform} and \ref{prop:uniform2}, we have the following improvement on manifolds.

**Proposition 33** There is a universal positive constant \( c' \) such that

\[
\forall k \in \mathbb{N}, \quad \sigma_{2k} \geq \frac{c'}{\log^2(k + 1)} \kappa_k
\]
Proof
Due to \([27, 31]\), there is a universal positive constant \(c_1\) such that
\[
\forall k \in \mathbb{N}, \quad \lambda_{2k}^\varepsilon \geq \frac{c_1}{\log^2(k + 1)} \Lambda_k^\varepsilon
\]
Passing to the limit and using Lemmas 31 and 32 we get
\[
\forall k \in \mathbb{N}, \quad \sigma_{2k} \geq \frac{c_1}{4 \log^2(k + 1)} \kappa_k \geq \frac{c_1}{16 \log^2(k + 1)} t_k
\]

Remark 34 The methods and results above can be adapted to a more general Steklov eigenvalue problem
\[
\begin{cases}
\text{div}(\phi \nabla f) = 0, & \text{in } M \\
\frac{\partial f}{\partial \nu} = \sigma \gamma f, & \text{on } \partial M
\end{cases}
\]
where \(\gamma\) is a continuous positive function on \(\partial M\) and \(\phi\) is a smooth positive function on \(M\). But in this paper we stick to the so-called homogenous Steklov problem when \(\phi = 1\) and \(\gamma = 1\).

Remark 35 We now give a more explicit relationship between the higher order Cheeger constants and the higher order Cheeger–Steklov constants. Let
\[
\rho_k(M) := \inf_{(A_1, \cdots, A_k) \in \mathcal{A}_k} \max_{l \in [k]} \rho(A_l)
\]
We show that
\[
\rho_k(M) = \inf_{(A_1, \cdots, A_k) \in \mathcal{A}_k} \max_{l \in [k]} \eta(A_l) =: h_k(M)
\]
(56)
where \(h_k(M)\) denotes the \(k\)-th Cheeger constant. Indeed, it is easy to check that \(\rho(A) \leq \eta(A)\) which implies \(\rho_k(M) \leq h_k(M)\). Thus it is enough to show that for every \(\epsilon > 0\), we have \(h_k(M) \leq \rho_k(M) + \epsilon\).

Note that
\[
\forall B \subset A, \quad \rho(B) \geq \rho(A)
\]
Recall the definition of \(\rho(A)\) in (53). For every \(\epsilon > 0\), there exists \(B \in \mathcal{A}\) subset of \(A\) such that \(B \cap \partial_i A = \emptyset\) and
\[
0 \leq \eta(B) - \rho(B) \leq \eta(B) - \rho(A) < \epsilon
\]
(57)
Let \(\mathcal{A}_k^\varepsilon\) be a subset of \(\mathcal{A}_k\) such that
\[
\forall (A_1, \cdots, A_k) \in \mathcal{A}_k^\varepsilon, \quad 0 \leq \eta(A_l) - \rho(A_l) < \epsilon, \quad \forall l \in [k]
\]
We claim
\[
\inf_{(A_1, \cdots, A_k) \in \mathcal{A}_k} \max_{l \in [k]} \rho(A_l) = \inf_{(A_1, \cdots, A_k) \in \mathcal{A}_k^\varepsilon} \max_{l \in [k]} \rho(A_l)
\]
Indeed, let
\[
[(A_1, \cdots, A_k)] := \left\{(\tilde{A}_1, \cdots, \tilde{A}_k) \in \mathcal{A}_k : \max_{l \in [k]} \rho(A_l) = \max_{l \in [k]} \rho(\tilde{A}_l)\right\}
\]
The definition of $\rho_k(M)$ does not change if we choose a representation in each class $[(A_1, \ldots, A_k)]$ and take infimum only over the family of representations. By (57), it is clear that each class has a representation in $\mathcal{A}_k$. This proves the claim. Therefore

$$\rho_k(M) = \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \in \llbracket k \rrbracket} \rho(A_l) > \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \in \llbracket k \rrbracket} \eta(A_l) - \epsilon \geq h_k(M) - \epsilon$$

This proves identity (56). Now for a given $(A_1, \ldots, A_k) \in \mathcal{A}_k$, let $l_{\text{max}} \in \llbracket k \rrbracket$ be such that

$$\eta(A_{l_{\text{max}}}) = \max_{l \in \llbracket k \rrbracket} \eta(A_l)$$

Then we define

$$\bar{h}_k'(M) := \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \rho'(A_{l_{\text{max}}})$$

It is easy to check that we have the following lower bound for $\iota_k(M)$

$$\iota_k(M) \geq h_k(M)\bar{h}_k'(M) \quad (58)$$

Similarly we can define

$$\rho_k'(M) := \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \in \llbracket k \rrbracket} \rho'(A_l)$$

With the same argument as above, the following equality holds.

$$\rho_k'(M) = \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \max_{l \in \llbracket k \rrbracket} \eta'(A_l) =: h_k'(M)$$

For a given $(A_1, \ldots, A_k) \in \mathcal{A}_k$, let $l_{\text{max}}' \in \llbracket k \rrbracket$ be such that

$$\eta'(A_{l_{\text{max}}'}) = \max_{l \in \llbracket k \rrbracket} \eta'(A_l)$$

Then define

$$\bar{h}_k(M) := \inf_{(A_1, \ldots, A_k) \in \mathcal{A}_k} \rho(A_{l_{\text{max}}'})$$

and we get

$$\iota_k(M) \geq \bar{h}_k(M)\bar{h}_k'(M)$$

Jammes in [23] considered several examples to show that for $k = 2$ the geometric quantities $\eta(B)$ and $\eta'(B)$ appearing in the definition of $\iota_k(M)$ are both necessary in the lower bound of $\sigma_2(M)$. Inspired by his examples, we give examples which show the necessity of quantities such as $\eta(B)$ and $\eta'(B)$ in the lower bound for all $k \in \mathbb{N}$.

**Example 1.** Exemple 4 of [23] can be used to show the necessity of quantities such as $\eta(B)$ and $\eta'(B)$ in the definition of $\iota_k$ for all $k \geq 2$: Consider $M_m = N \times (0, L_m)$, where $N$ is a closed manifold and $L_m = \frac{1}{m}$. The Steklov spectrum of $M_m$ can be calculated explicitly, see [14, Lemma 6.1]. They are

$$\left\{ 0, L_m^{-1}, \sqrt{\lambda_k(N)} \tanh(\sqrt{\lambda_k(N)}L_m), \sqrt{\lambda_k(N)} \coth(\sqrt{\lambda_k(N)}L_m) : k \in \mathbb{N} \right\} \quad (59)$$

where $\lambda_k(N)$ are the Laplace eigenvalues of $N$. It is clear that for every $k \in \mathbb{N}$, $\sigma_k = O(\frac{1}{m})$ as $m \to \infty$, while $h_2(M_m) \geq c$ for some positive constant $c$ independent of $m$ as shown in [23, Exemple 4]. Note that $h_k(M_m)$ is a non-decreasing sequence in $k$. Hence we have $h_k(M) \geq h_2(M_m) \geq c$, for every $k \geq 2$. This together with (58) and Theorem [24] show the necessity of a quantity such as $\eta'(B)$ in the definition of $\iota_k(M_m)$ for all $k \in \mathbb{N}$.

44
Example 2 Let $S^1$ be the unit circle and $S^1_m$ denote a circle of radius $m$ with their standard metric. Consider the sequence $(M_m := S^1_m \times (0, m^{3/2}))_{m \in \mathbb{N}}$ with product metric. The set of Steklov eigenvalues $\sigma_k(M_m)$ is given by (59). Note that $\lambda_k(S^1_m) = \frac{1}{m^2} \lambda_k(S^1)$. Hence, for any fixed $k \in \mathbb{N}$ we have

$$\sigma_k(M_m) \sim m^{3/2} \lambda_k(S^1_m) = \frac{1}{\sqrt{m}} \lambda_k(S^1) \quad \text{as } m \to \infty$$

Therefore

$$\forall k \in \mathbb{N}, \quad \lim_{m \to \infty} \sigma_k(M_m) = 0$$

It is easy to check that for every $k \in \mathbb{N}$, $\lim_{m \to \infty} h_k(M_m) = 0$. Indeed, if we choose $A_l = S^1_m \times \left(\frac{(l-1)m^{3/2}}{k}, \frac{lm^{3/2}}{k}\right)$, $l \in \llbracket k \rrbracket$ then

$$h_k(M_m) \leq \max_{l \in \llbracket k \rrbracket} \frac{\mu(\partial_i A_l)}{\mu(A_l)} = \frac{4\pi m}{2\pi m^{5/2}/k} = \frac{2k}{m^{3/2}} \to 0, \quad m \to \infty$$

We now show that there exists a positive constant $C$ independent of $m$ such that $h'_k(M_m) \geq C$. Note that $h'_k(M_m)$ is a non-decreasing sequence in $k$. Thus, it is enough to show that $h'_2(M_m) \geq C$ for some constant $C > 0$ independent of $m$. Let $(A_1, A_2)$ be a partition of $M_m$ (w.l.o.g. we can assume $A_1$ is connected). Let assume $\partial_i A_1$ only intersects one of the boundary components of $M_m$. Fixing the area of $A_1$, $\max \left\{ \frac{\mu_m(\partial_i A_1)}{\mu_m(\partial e A_1)}, \frac{\mu_m(\partial_i A_2)}{\mu_m(\partial e A_2)} \right\}$ is minimized when $\partial_i A_1 = S^1_m \times \{x\}$ for some $x \in (0, m)$ (where $\mu_m$ is the one-dimensional Riemannian measure of a set in $M_m$). Thus,

$$1 \leq \max \left\{ \frac{\mu_m(\partial_i A_1)}{\mu_m(\partial e A_1)}, \frac{\mu_m(\partial_i A_2)}{\mu_m(\partial e A_2)} \right\}$$

We now assume otherwise, i.e. $\partial_i A_1$ intersects both boundary components of $M_m$. We have

$$\max \left\{ \frac{\mu_m(\partial_i A_1)}{\mu_m(\partial e A_1)}, \frac{\mu_m(\partial_i A_2)}{\mu_m(\partial e A_2)} \right\} \geq \frac{2m^2}{2\pi m} = \frac{\sqrt{m}}{\pi}$$

We conclude that for $m > \pi^2$,

$$h'_k(M_m) \geq h'_2(M_m) \geq 1$$

This example shows the necessity of a quantity such as $\eta(B)$ in the definition of $i_k(M_m)$ for all $k \in \mathbb{N}$. For $k = 2$, a similar example has been studied in [23].

Example 3 (Cheeger dumbbell) Girouard and Polterovich in [20] studied a family of Cheeger dumbbells $M_\epsilon$ and showed that $\lim_{\epsilon \to 0} \sigma_k(M_\epsilon) = 0$ for every $k \in \mathbb{N}$. In their example, $M_\epsilon$ is a domain in $\mathbb{R}^2$ consists of the union of two Euclidean unit disks $D_1 \cup D_2$ connected with a thin rectangular neck $L_\epsilon$ of length $\epsilon$ and width $\epsilon^3$. It is easy to check that $h_2(M_\epsilon) \to 0$ as $\epsilon \to 0$. We show that for $k \geq 3$, $h_k(M_\epsilon) \geq c > 0$, where $c$ is a constant independent of $\epsilon$. Since $h_k(M_\epsilon) \geq h_3(M_\epsilon)$, it is enough to show that $h_3(M_\epsilon) > c$. By contrary, we assume that $h_3(M_\epsilon) \to 0$ as $\epsilon \to 0$. Hence there is a family of $(A_1', A_2', A_3')$ such that

$$\max \left\{ \frac{\mu(\partial_i A_1')}{\mu(A_1')}, \frac{\mu(\partial_i A_2')}{\mu(A_2')}, \frac{\mu(\partial_i A_3')}{\mu(A_3')} \right\} \to 0, \quad \epsilon \to 0$$

Hence we have $\partial_i A_l' \subset L_\epsilon$, for all $l \in \llbracket 3 \rrbracket$. Therefore, there exists $l \in \llbracket 3 \rrbracket$ such that $A_l' \subset L_\epsilon$. (Notice that the argument uses the fact that $M_\epsilon$ is a subset of $\mathbb{R}^2$.) Taking $\epsilon = \frac{1}{m}$, $m \in \mathbb{N}$, and then using the similar argument as in [23, Exemple 4], we conclude that for any $\epsilon$ small enough

$$\frac{\mu(\partial_i A_l')}{\mu(A_l')} \geq c > 0$$
A Continuity properties

In the context of Section 3 it is natural to wonder if the mapping $P \mapsto K$ is continuous in some sense. In particular it could provide an alternative approach to the acceleration technique in the deduction of Theorem 1 when $P$ has no Dirichlet gap on $M \setminus V$. We give here an example of a strong continuity result useful in this direction, but under quite restrictive assumptions of hyperboundedness on $K$ (holding e.g. when $L^2(\nu)$ is finite dimensional) and of ergodicity (see Lemma 37 below).

For any $\epsilon \in (0,1)$, consider

$$P_\epsilon := (1-\epsilon)P + \epsilon \mu$$

where $\mu$ is seen as the Markov kernel given for any $x \in M$ by $\mu(x,dy) := \mu(dy)$. It is clear that $\mu$ is still reversible with respect to the Markov operator $P_\epsilon$. Its advantage is that $P_\epsilon$ has a Dirichlet gap on $M \setminus V$ larger than $\mu(V)\epsilon > 0$ (consider the function $F := 1_{M \setminus V}$ in its definition as an infimum). Let $K_\epsilon$ be the Steklov Markov kernel associated to $P_\epsilon$ and $V$ (all notions relative to $P_\epsilon$ will receive $\epsilon$ in index). A strong approximation property holds under certain circumstances:

Lemma 36 Let $\xi$ stands for the normalisation of the restriction of $\mu$ to $M \setminus V$ and let $\gamma$ be the law of $Z(\tau_V)$, where $(Z(n))_{n \in \mathbb{Z}_+}$ is a Markov chain starting with initial law $\xi$ and transition kernel $P$, and where $\tau_V$ is the hitting time of $V$. Assume that

- The Radon-Nykodim density $d\gamma/d\nu$ belongs to $L^2(\nu)$.
- The operator $K$ is hyperbounded, in the sense there exist $1 < q < 2$ such that $K$ is bounded from $L^q(\nu)$ to $L^2(\nu)$.

Let $\| \cdot \|_\nu$ stands for the operator norm in $L^2(\nu)$, then we have

$$\lim_{\epsilon \to 0^+} \|K_\epsilon - K\|_\nu = 0$$

Proof

To simplify the notation with respect to (28), introduce

$$\tau := \tau_V$$
$$\bar{\tau} := \inf\{n \in \mathbb{N} : Z(n) \in V\}$$

so that for any $f \in L^2(\nu)$, we have,

$$\nu\text{-a.s. in } x \in V, \quad K[f](x) = \mathbb{E}_x[f(Z(\bar{\tau}))]$$

and similarly,

$$\nu\text{-a.s. in } x \in V, \quad K_\epsilon[f](x) = \mathbb{E}_x[f(Z(\bar{\tau}_\epsilon))]$$

The transitions of the Markov chain $Z_\epsilon$ can be interpreted in the following way: at each time, the chain chooses with probability $1-\epsilon$ to go through a transition dictated by $P$ and with probability $\epsilon$ a new position is sampled according to $\mu$. It follows that for any $f \in L^2(\nu)$ and $x \in M$,

$$\mathbb{E}_x[f(Z(\bar{\tau}))] = \mathbb{E}_x[f(Z(\bar{\tau}))(1-\epsilon)^\bar{\tau}] + \mathbb{E}_x[(1-\epsilon)^\bar{\tau}] \int \mathbb{E}_y[f(Z_\epsilon(\bar{\tau}_\epsilon))] \mu(dy) \quad (60)$$

}\epsilon \to 0^+$
The last integral is just $\mathbb{E}_\mu[f(Z_\epsilon(\tau_\epsilon))]$ and we remark that
\[
\mathbb{E}_\mu[f(Z_\epsilon(\tau_\epsilon))] = \mu(V)\nu[f] + \mu(M\setminus V)\mathbb{E}_\xi[f(Z_\epsilon(\tilde{\tau}_\epsilon))]
\]
To compute the last term, let us integrate (61) with respect to $\xi(dx)$, to get
\[
\mathbb{E}_\xi[f(Z_\epsilon(\tilde{\tau}_\epsilon))] = \mathbb{E}_\xi[f(Z(\tilde{\tau}))(1 - \epsilon)\tilde{\tau}] + \mathbb{E}_\xi[(1 - (1 - \epsilon)\tilde{\tau})]\mathbb{E}_\mu[f(Z_\epsilon(\tau_\epsilon))]
\]
\[
= \mathbb{E}_\xi[f(Z(\tilde{\tau}))(1 - \epsilon)\tilde{\tau}] + \mathbb{E}_\xi[(1 - (1 - \epsilon)\tilde{\tau})](\mu(V)\nu[f] + \mu(M\setminus V)\mathbb{E}_\xi[f(Z_\epsilon(\tilde{\tau}_\epsilon))])
\]
i.e.
\[
\mathbb{E}_\xi[f(Z_\epsilon(\tilde{\tau}_\epsilon))] = C_\epsilon(f) := \frac{\mathbb{E}_\xi[f(Z(\tilde{\tau}))(1 - \epsilon)\tilde{\tau}] + \mathbb{E}_\xi[(1 - (1 - \epsilon)\tilde{\tau})]\mu(V)\nu[f]}{1 - \mu(M\setminus V)\mathbb{E}_\xi[(1 - (1 - \epsilon)\tilde{\tau})]}
\] (61)

Putting together these computations, we get
\[
K_\epsilon[f](x) = \mathbb{E}_x[f(Z(\tilde{\tau}))(1 - \epsilon)\tilde{\tau}] + C_\epsilon(f)\mathbb{E}_x[(1 - (1 - \epsilon)\tilde{\tau})]
\]
so that
\[
K_\epsilon[f](x) - K[f](x) = \mathbb{E}_x[f(Z(\tilde{\tau}))(1 - \epsilon)\tilde{\tau} - 1] + C_\epsilon(f)\mathbb{E}_x[(1 - (1 - \epsilon)\tilde{\tau})]
\]
and
\[
\|K_\epsilon[f] - K[f]\|_{L^2(\nu)}^2 \leq 2\mathbb{E}_x^2[f(Z(\tilde{\tau}))(1 - \epsilon)\tilde{\tau} - 1]\nu(dx)
\]
\[
+ 2C_\epsilon(f)^2\int\mathbb{E}_x^2[(1 - (1 - \epsilon)\tilde{\tau})]\nu(dx)
\] (62)

By using twice Hölder’s inequality with respect to the exponents $r, r' > 1$ and $s, s' > 1$ such that $1/r + 1/r' = 1$ and $1/s + 1/s' = 1$, we get that
\[
\int\mathbb{E}_x^2[f(Z(\tilde{\tau}))(1 - \epsilon)\tilde{\tau} - 1]\nu(dx) \leq \int\mathbb{E}_x[f''(Z(\tilde{\tau}))]^{2/r}\mathbb{E}_x[((1 - \epsilon)\tilde{\tau} - 1)^{r'}]^{2/r'}\nu(dx)
\]
\[
= \int(K[f''])^{2/r}\mathbb{E}_x[((1 - \epsilon)\tilde{\tau} - 1)^{r'}]^{2/r'}\nu(dx)
\]
\[
\leq \nu[(K[f''])^{2s/r}]^{1/s} \left(\int\mathbb{E}_x[((1 - \epsilon)\tilde{\tau} - 1)^{r'}]^{2s'/r'}\nu(dx)\right)^{1/s'}
\]

Due to the hyperboundedness assumption there exists $C \geq 1$ such that
\[
\forall g \in L^q(\nu), \quad \nu[(K[g])^2]^{1/2} \leq \nu[g^q]^{1/q}
\]
So with $g = f''$, $r = 2/q = s$, we get
\[
\nu[(K[f''])^{2s/r}]^{1/s} \leq (C\nu[f^2]^{1/q})^{2/r} = C^{2/r}\nu[f^2]
\]
and thus with
\[
r' = \frac{r}{r - 1} = \frac{2}{2 - q} = s'
\]
we deduce
\[
\int \mathbb{E}^2_x[f(Z(\tau))((1 - \epsilon)\tau - 1)] \nu(dx) \leq C^{2/\gamma} \left( \int \mathbb{E}^1_x[((1 - \epsilon)\tau - 1)^{1/\gamma}]^2 \nu(dx) \right)^{1/\gamma} \nu[f^2]
\]

By dominated convergence, we have
\[
\lim_{\epsilon \to 0^+} \int \mathbb{E}^2_x[((1 - \epsilon)\tau - 1)^{1/\gamma}]^2 \nu(dx) = 0
\]
thus we obtain
\[
\lim_{\epsilon \to 0^+} \sup_{f \in B(L^2(\nu))} \int \mathbb{E}^2_x[f(Z(\tau))((1 - \epsilon)\tau - 1)] \nu(dx) = 0
\]
where \(B(L^2(\nu))\) is the unitary ball of \(L^2(\nu)\).

Since dominated convergence also implies
\[
\lim_{\epsilon \to 0^+} \int \mathbb{E}^2_x[(1 - (1 - \epsilon)\tau)] \nu(dx) = 0
\]
to get the announced convergence, in view of (62), it remains to show that
\[
\sup_{\epsilon \in (0,1), f \in B(L^2(\nu))} C^2_\epsilon(f) < +\infty
\]
Indeed, by the definition of \(C_\epsilon(f)\) given in (61), we have
\[
\forall \ \epsilon \in (0,1), \quad C^2_\epsilon(f) \leq 2 \frac{\mathbb{E}^1_x[f(Z(\tau))] + \mu^2(V)\nu^2[f]}{1 - \mu(M\setminus V)} = 2 \frac{\gamma^2[f] + \mu^2(V)\nu^2[f]}{\mu(V)} \leq 2 \frac{\nu[(d\gamma/d\nu)^2] + \mu^2(V)}{\mu(V)}\nu[f^2]
\]
thus
\[
\sup_{\epsilon \in (0,1), f \in B(L^2(\nu))} C^2_\epsilon(f) \leq 2 \frac{\nu[(d\gamma/d\nu)^2] + \mu^2(V)}{\mu(V)}
\]

The first assumption of Lemma 36 is linked to the square integrability of \(\tau := \inf\{n \in \mathbb{N} : Z(n) \in V\}\) where \(Z := (Z(n))_{n \in \mathbb{N}}\) is a Markov chain whose transition kernel is \(P\) and initial distribution \(\nu\):

**Lemma 37** Assume the ergodic theorem holds for \(Z\). Then with the notation of Lemma 36 we have
\[
\nu \left[ \left( \frac{d\gamma}{d\nu} \right)^2 \right] \leq \frac{\sqrt{\mathbb{E}_\nu[(\tau - 1)^2]}}{\mathbb{E}_\nu[\tau - 1]}
\]
with the convention that the r.h.s. is \(+\infty\) when \(\mathbb{E}_\nu[\tau] = +\infty\).
Proof
Of course, it is sufficient to consider the case where $\mathbb{E}_\nu[\bar{\tau}] < +\infty$. Then for any measurable and bounded function $g$ on $M \setminus V$, we have

$$\mathbb{E}_\nu \left[ \frac{\bar{\tau}}{\bar{\tau} - 1} \sum_{n=1}^{\bar{\tau} - 1} g(Z(n)) \right] = \mu(M \setminus V) \mathbb{E}_\nu[\bar{\tau}] \xi[g] \quad (63)$$

This is a classical consequence of the ergodic theorem: consider the sequence of passage times by $V$ defined by the iteration

$$\bar{\tau}_0 := 0, \quad \forall p \in \mathbb{Z}_+, \quad \bar{\tau}_{p+1} := \inf\{n > \bar{\tau}_p : Z(n) \in V\}$$

and the process $Y := (Y(p))_{p \in \mathbb{Z}_+}$ trace of $Z$ on $V$:

$$\forall p \in \mathbb{Z}_+, \quad Y(p) := Z(\bar{\tau}_p)$$

Note that $Y$ is a stationary Markov chain whose transition are given by $K$, leaving $\nu$ invariant. Consider the mapping $G$ defined on $V$ by

$$\forall x \in V, \quad G(x) := \mathbb{E}_x \left[ \frac{\bar{\tau}}{\bar{\tau} - 1} \sum_{n=1}^{\bar{\tau} - 1} g(Z(n)) \right]$$

and extend $g$ on $M$ by making it vanish on $V$. Then we have a.s.

$$\lim_{p \to \infty} \frac{1}{p+1} \sum_{n=0}^{p} G(Y_n) = \nu[G]$$

$$\lim_{p \to \infty} \frac{1}{\bar{\tau}_{p+1}} \sum_{n=0}^{\bar{\tau}_{p+1} - 1} g(Z_n) = \mu[g] = \mu(M \setminus V) \xi[g]$$

$$\lim_{p \to \infty} \frac{\bar{\tau}_{p+1}}{p+1} = \mathbb{E}_\nu[\bar{\tau}]$$

The relation (63) then follows from the equality

$$\forall p \in \mathbb{Z}_+, \quad \sum_{n=0}^{p} G(Y_n) = \sum_{n=0}^{\bar{\tau}_{p+1} - 1} g(Z_n)$$

Taking $g = 1_{M \setminus V}$, we get $\mathbb{E}_\nu[\tau - 1] = \mu(M \setminus V) \mathbb{E}_\nu[\bar{\tau}]$ in (63), which can be written under the form

$$\mathbb{E}_\nu \left[ \frac{\bar{\tau}}{\bar{\tau} - 1} \sum_{n=1}^{\bar{\tau} - 1} g(Z(n)) \right] = \mathbb{E}_\nu[\bar{\tau} - 1] \xi[g]$$

Consider $f$ a measurable and bounded function on $V$ and associate the mapping $g$ defined on $M \setminus V$ by

$$\forall x \in M \setminus V, \quad g(x) := \mathbb{E}_x[f(Z(\bar{\tau}))]$$
On one hand, we have by definition,

$$\gamma[f] = E_\xi[f(Z(\tilde{\tau}))] = \xi[g] = \frac{E_\nu\left[\sum_{n=1}^{\tilde{\tau}-1} g(Z(n))\right]}{E_\nu[\tilde{\tau} - 1]}$$

On the other hand, we compute that

$$E_\nu\left[\sum_{n=1}^{\tilde{\tau}-1} g(Z(n))\right] = \sum_{n \in \mathbb{N}} E_\nu\left[1_{n < \tilde{\tau}} g(Z(n))\right]$$

$$= \sum_{n \in \mathbb{N}} E_\nu\left[1_{n < \tilde{\tau}} E_Z(n) [f(Z(\tilde{\tau}))]\right]$$

$$= \sum_{n \in \mathbb{N}} E_\nu\left[1_{n < \tilde{\tau}} f(Z(\tilde{\tau}))\right]$$

where we used the Markov property and the fact that \(\{n < \tilde{\tau}\}\) belongs to the \(\sigma\)-field generated by \((Z(p))_{p \in [n]}\). The last sum is equal to

$$E_\nu\left[\sum_{n \in \mathbb{N}} 1_{n < \tilde{\tau}} f(Z(\tilde{\tau}))\right] = E_\xi[(\tilde{\tau} - 1)f(Z(\tilde{\tau}))]$$

By Cauchy-Schwarz’ inequality the last term is bounded by

$$|E_\nu[(\tilde{\tau} - 1)f(Z(\tilde{\tau}))]| \leq \sqrt{E_\nu[(\tilde{\tau} - 1)^2]} \sqrt{E_\nu[f^2]}$$

Putting these observations together, we get

$$|\gamma[f]| \leq \frac{\sqrt{E_\nu[(\tilde{\tau} - 1)^2]}}{E_\nu[\tilde{\tau} - 1]} \sqrt{E_\nu[f^2]}$$

first for any \(f\) measurable and bounded function on \(V\) and next by completion for all \(f \in L^2(\nu)\). The announced result follows by the Hilbert space’s duality.

\[\square\]
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