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Abstract—Fractional Brownian motion (fBm) emerged as a useful model for self-similar and long-range dependent Internet traffic. Approximate performance measures are known from large deviations theory for single queuing systems with fBm through traffic. In this paper we derive end-to-end performance bounds for a through flow in a network of tandem queues under fBm cross traffic. To this end, we prove a rigorous sample path envelope for fBm that complements previous approximate results. We find that both approaches agree in their outcome that overflow probabilities for fBm traffic have a Weibullian tail. We employ the sample path envelope and the concept of leftover service curves to model the remaining service after scheduling fBm cross traffic at a system. Using composition results for service curves to model the remaining service after scheduling results. We find that both approaches agree in their outcome path envelope for fBm that complements previous approximate bounds for a through flow in a network of tandem queues under fBm cross traffic. In this paper we derive end-to-end statistical performance bounds for individual flows in tandem systems from the stochastic network calculus we derive fBm cross traffic at a system. Using composition results for service curves to model the remaining service after scheduling results obtained for systems with infinite buffer are frequently matched file size distributions on storage systems. A random process that captures self-similarity is fractional Brownian motion (fBm) \( fBm \) is characterized by the Hurst parameter \( H \) where fBm with \( H \in \left( \frac{1}{2}, 1 \right) \) is LRD and widely accepted in the literature [3], [10], [11] as a useful model for aggregate Internet traffic. The cases \( H = \frac{1}{2} \) and \( H \in (0, \frac{1}{2}) \) correspond to standard Brownian motion and short-range dependent fBm, respectively. Using theories including effective bandwidths and large deviations significant results have been derived for the performance of single queuing systems fed with LRD fBm traffic [11], [12], [13], [14]. Regarding the analysis of networks these theories can, however, not carry the outstanding properties of queuing theory forward to fBm.

A random process that captures self-similarity is fractional Brownian motion (fBm) \( fBm \) is characterized by the Hurst parameter \( H \) where fBm with \( H \in \left( \frac{1}{2}, 1 \right) \) is LRD and widely accepted in the literature [3], [10], [11] as a useful model for aggregate Internet traffic. The cases \( H = \frac{1}{2} \) and \( H \in (0, \frac{1}{2}) \) correspond to standard Brownian motion and short-range dependent fBm, respectively. Using theories including effective bandwidths and large deviations significant results have been derived for the performance of single queuing systems fed with LRD fBm traffic [11], [12], [13], [14]. Regarding the analysis of networks these theories can, however, not carry the outstanding properties of queuing theory forward to fBm.

Properties similar to (i) and (ii) from queuing theory have, however, been established in the deterministic [15], [16] and stochastic [17], [18], [19], [20], [21] network calculus. The network calculus uses the concept of service curves [22], [23], [24] to characterize the service provided by queuing systems. Leftover service curves are used to analyze the effects of scheduling, i.e. multiplexing and demultiplexing cross traffic (i). Service curves of tandem systems are composed by convolution enabling the analysis of networks (ii). Finally, arrival envelopes are used as a model of traffic flows [25], [26], [27], [28], [29], [17] to derive performance bounds on backlog and delay for service curve systems.

In this paper we derive end-to-end statistical performance bounds for tandem systems under LRD fBm cross traffic. We contribute a rigorous sample path envelope for fBm traffic that complements an approximate envelope that follows from a known asymptotic backlog bound. Both envelopes agree in the Weibullian decay of overflow probabilities. These envelopes are the basis for network analysis using the stochastic network calculus. Owing to the concept of leftover service curves we quantify the effects of fBm cross traffic on the performance of through flows and find that the correlation of the cross traffic has severe impact. Finally, we derive end-to-end performance bounds for a through flow that traverses \( n \) tandem systems each under fBm cross traffic. We show that these bounds grow in \( \mathcal{O}(n \log n)^{-2H} \). Our finding compares to [19] where end-to-end performance bounds in \( \mathcal{O}(n \log n) \) have been derived for traffic with exponentially as opposed to Weibull bounded burstiness. For \( H = \frac{1}{2} \) we recover the previous result.

---

1Poison traffic refers to exponential packet inter-arrival and service times.
2Multiplexing independent Poison flows leads to a Poison flow as well as blind demultiplexing of a Poison flow leads to Poison flows.
The remainder of this paper is structured as follows. In Sect. [I] we review related work on the application of fBm for performance analysis of computer networks. In Sect. [III] we provide a sample path envelope for LRD fBm traffic based on its moment generating function. In Sect. [IV] we derive a leftover service curve under fBm cross traffic. In Sect. [V] we present end-to-end service curves and statistical performance bounds for tandem systems. Sect. [VI] gives brief conclusions.

II. RELATED WORK ON FBM QUEUING SYSTEMS

fBm is a widely accepted model for self-similar Internet traffic [3], [10], [11]. It can be short- or long-range dependent conditional on its Hurst parameter $H \in (0, \frac{1}{2})$ or $H \in (\frac{1}{2}, 1)$, respectively. An fBm process $Z(t)$ has stationary Gaussian increments and the following basic properties: $Z(0) = 0$, $E[Z(t)] = 0$, and $E[Z(t)^2] = \sigma^2 t^{2H}$ for all $t \geq 0$ where $\sigma > 0$ is its standard deviation at $t = 1$. The increment process of fBm, also called fractional Gaussian noise (fGn), has positive as well as negative increments. While this property of fGn is established by an exponential distribution for the special case $H = \frac{1}{2}$. The backlog bound was proven to be logarithmically asymptotically generally and exact for $H = \frac{1}{2}$.

The large deviations result (4) agrees with a solution deduced for the largest term [3] in [10], [11]. The derivation makes use of the Gaussian distribution of the increments of fBm and yields the approximation

$$P[B > b] \approx \sup_{t \geq 0} \tilde{\Phi} \left( \frac{(C - \lambda) t + b}{\sqrt{2} \sigma t^{H}} \right)$$

where $\tilde{\Phi}(x) = P(Z(1) > x)$ is the complementary cumulative distribution function of a Gaussian random variable, i.e. the increment of fBm. After normalizing over $t$ the backlog bound approximation in (10) is $P[B > b] \approx \varepsilon_a$ where $\varepsilon_a$ is identical to (4). A comprehensible introduction covering the derivation of this bound can also be found in [32].

The proof of the large deviations theory builds on the Gärtner-Ellis condition which establishes a direct relation to the effective bandwidth of a traffic flow [12]. The theory of effective bandwidths, e.g. [14], [15], is a major tool for the analysis of traffic flows as it gives a measure for resource requirements at different time scales. The effective bandwidth of a flow $\alpha(\theta, t)$ lies between its average and peak rate depending on the parameter $\theta > 0$. For fBm it holds that

$$\alpha(\theta, t) = \lambda + \frac{\theta \sigma^2}{2} t^{2H-1}. \quad (5)$$

In case of $H \in (\frac{1}{2}, 1)$ the effective bandwidth of fBm traffic exhibits a continuous growth in $t$ due to LRD [14].

In [17] a connection between effective bandwidths and effective envelopes is established. In contrast to asymptotic results for large buffers from large deviations theory, effective envelopes in conjunction with the stochastic network calculus [28], [29], [17], [18], [19], [21] can provide non-asymptotic performance bounds. Moreover, recent stochastic network calculus provides methods for derivation of stochastic leftover service curves as well as for composition of tandem systems. Effective envelopes $E(t - \tau)$ are statistical upper bounds of the cumulative arrivals $A(\tau, t)$ of the form

$$P[A(\tau, t) - E(t - \tau) > 0] \leq \varepsilon_p.$$

An envelope for fBm traffic is derived in [33], [34], [17] as

$$E(t) = \lambda t + \sqrt{-2 \log \varepsilon_p \sigma t^{H}}. \quad (6)$$
The definition of effective envelope is point-wise in the sense that it can be violated at each point in time with overflow probability $\varepsilon_p$. Applying the approximation by the largest term (3), the envelope (6) is used in (4) to recover the backlog bound from large deviations theory (4).

In contrast, the derivation of performance bounds using the stochastic network calculus builds on sample path arguments, such as the backlog bound (2), and requires a bound for $A(\tau, t)$ for all $\tau \in [0, t]$, i.e. a sample path envelope of the form

$$P \left[ \sup_{\tau \in [0, t]} \{ A(\tau, t) - E(t - \tau) \} > 0 \right] \leq \varepsilon_s. \quad (7)$$

Such sample path envelopes are constructed in (17) using Boole’s inequality under the assumption of a time scale limit $T$, i.e. by summing the constant point-wise overflow probabilities $\varepsilon_p$ over all $t \in [0, T]$. The time scale in this context can be regarded as a constraint on the duration of busy periods. In case of fBm the duration of busy periods has, however, been found to grow extremely fast with $H$ (33).

Methods for construction of sample path envelopes that do not require a priori assumptions on the relevant time scale have been developed in (24), (29), (19). The general approach is to use a point-wise envelope with parameter $b$

$$P \left[ A(\tau, t) - E(t - \tau) > b \right] \leq \varepsilon_p(b). \quad (8)$$

that has a decaying and integrable overflow profile $\varepsilon_p(b)$, i.e. $\int_0^\infty \varepsilon_p(b)db$ is finite. Typically, when constructing a sample path envelope $b$ is substituted by a slack rate $\varrho \cdot (t - \tau)$. The slack rate relaxes the envelope such that $\varepsilon_p$ decreases with increasing interval width $(t - \tau)$. Finally, taking Boole’s inequality over all $\tau$ to derive the sample path overflow probability $\varepsilon_s$ (7) translates to integrating $\int_0^t \varepsilon_p(\varrho(t - \tau))d\tau$ that remains finite for all $t \geq 0$ including $t \to \infty$.

The construction of a sample path envelope for fBm traffic is, however, not straightforward since no simple overflow profile exists, see Sect. III. A simplifying approach is proposed in (29) where it is argued that the Weibull tail (4) implies an envelope for fBm traffic. Such an envelope is, however, based on the approximation by the largest term (3). A rigorous sample path envelope for fBm as well as end-to-end performance bounds under fBm cross traffic have not been derived.

III. GAMMA BOUND FOR FBM SAMPLE PATHS

In this section we derive a sample path envelope for fBm traffic. The envelope is an essential prerequisite for application of the stochastic network calculus. It is used to derive leftover service curves as well as end-to-end performance bounds in the following sections. In the remainder of this paper we consider a discrete time model, i.e. time $t$ is a dimensionless counter of time slots each of fixed duration. Correspondingly, for the fBm traffic model (1), the rate $\lambda$ is given in bits per time slot and the increment $Z(t)$ in bits. We use subscripted $\varepsilon_p$, $\varepsilon_s$, and $\varepsilon_a$ to denote point-wise, sample path, and approximate or asymptotic overflow probabilities, respectively, see Sect. II.

A. Sample Path Envelope

The difficulty of deriving a sample path envelope for fBm traffic is due to the intended integrability of the point-wise overflow probability $\int_0^\infty \varepsilon_p(t)dt$ as introduced in Sect. II. To this end, we consider the point-wise envelope (6) with a time-dependent overflow probability $\varepsilon_p(t)$

$$E(t) = \lambda t + \sqrt{-2 \log \varepsilon_p(t) \sigma H}. \quad (9)$$

This envelope can be obtained from Chernoff’s bound. It constitutes the natural shape of an fBm envelope in the sense that it is the optimal solution that can be derived in this way.

Here, we have to choose the point-wise overflow probability $\varepsilon_p(t)$ in such a way that it is integrable. In fact twofold integrability is required to apply network calculus composition results for tandem systems in Sect. VII. At the same time $E(t)$ has to be at most linear in $t$ for $t \to \infty$ to be able to derive performance bounds, e.g. $\lim_{t \to \infty} E(t)/t < C$ for a constant rate server with capacity $C$. This constrains $\varepsilon_p(t)$ to decay no faster than proportionally to $e^{-t^{2/2H}}$ for $t \to \infty$. We make the practicable choice $3$ $\varepsilon_p(t) = \eta^{t^{2\beta}}$ with

$$3$$

We note that other choices can be made, e.g. an envelope with linear slack rate $\varrho$, i.e. $E(t) = (\lambda + \varrho) t + \sqrt{-2 \log \varepsilon_p \sigma H}$ follows at the cost of significant complexity if we set $\varepsilon_p(t) = \exp\left(-\varrho t^{1-H} + \sqrt{-2 \log \varepsilon_p \sigma^2}^2/(2\sigma^2)\right)$.
slack parameter $\beta \in (0, 1 - H)$ and $\eta \in (0, 1)$ to derive an envelope for fBm sample paths. The integrability of $\varepsilon_p(t)$ is established by Lem. 4 in the appendix. For the special case $\beta = 0$ the parameter $\eta$ is the overflow probability of the point-wise envelope $\varepsilon$, i.e. $\varepsilon_p = \eta$ if $\beta = 0$.

Fig. 1 evaluates different fBm envelopes. The fBm traffic parameters are $\lambda = 0.5$, $\sigma = 0.5$, and $H = 0.7$, i.e. the traffic is LRD as frequently observed for the Internet [3], [4], [5], [6], [7]. To give the parameters a physical meaning we choose the time slot of the discrete time model to be $10 \mu s$ that is the transmission time of a 1250 Byte, respectively, 10 kb sized packet on a 1 Gb/s link. Accordingly, on a time slot basis $\lambda$ is 5 kb that translates to 0.5 Gb/s.

Fig. 1(a) compares fBm envelopes with $\varepsilon_p = \eta^{2\beta}$ that are slackened by $\beta = 0.04$, 0.08, and 0.12, respectively, to the envelope $\varepsilon$, i.e. the special case where $\beta = 0$. The corresponding point-wise overflow probability $\varepsilon_p(t)$ is shown in Fig. 1(b). Clearly, the overflow probability decays faster in case of larger $\beta$ whereas it remains constant and hence non-integrable if $\beta = 0$. Generally, the overflow probability decays slower than exponentially for any choice of $\beta \in (0, 1 - H)$.

**Theorem 1 (Fbm Sample Path Envelope).** Given fBm traffic with mean rate $\lambda$, standard deviation $\sigma$, and LRD Hurst parameter $H \in (\frac{1}{2}, 1)$.

\[
E(t) = \lambda t + \sqrt{-2 \log \eta \sigma t^H + \beta}
\]

satisfies the definition of sample path envelope with overflow probability

\[
\varepsilon_s = \frac{\Gamma(\frac{1}{2\beta})}{2\beta(-\log \eta)^{\frac{1}{2\beta}}}
\]

where $\beta \in (0, 1 - H)$ and $\eta \in (0, 1)$ are free parameters.

**Proof:** Assuming stationarity of the arrivals and letting $t \to \infty$ the sample path envelope (3) can be written as

\[
P\left[\sup_{\tau \geq 0} \{A(\tau) - E(\tau)\} > 0\right] \leq \varepsilon_s.
\]

(10)

The overflow probability is defined by a union of events

\[
P\left[\sup_{\tau \geq 0} \{A(\tau) - E(\tau)\} > 0\right] = P\left[\bigcup_{\tau=1}^\infty \{A(\tau) - E(\tau) > 0\}\right]
\]

that can be estimated by application of Boole’s inequality

\[
P\left[\bigcup_{\tau=0}^\infty \{A(\tau) > E(\tau)\}\right] \leq \sum_{\tau=1}^\infty P[A(\tau) > E(\tau)]
\]

where we used the fact that the overflow probability at $\tau = 0$ is trivially zero since by definition $A(0) = E(0) = 0$.

Applying Chernoff’s bound and using the effective bandwidth of fBm [5] we have for any $\theta > 0$ that

\[
P[A(\tau) > E(\tau)] \leq e^{-\theta E(\tau)} \mathbb{E}[e^{\theta A(\tau)}] = e^{-\theta E(\tau)} e^{\theta \lambda \tau + \frac{\theta^2}{2 \beta} \sigma^2 t^H}.
\]

Inserting $E(\tau) = \lambda \tau + \sqrt{-2 \log \eta \sigma \tau^H + \beta}$ and minimizing over $\theta > 0$ yields $\theta = \frac{1}{2} \sqrt{-2 \log \eta \tau^H + \beta}$ and by insertion

\[
P[A(\tau) > E(\tau)] \leq \eta^{2\beta}.
\]

Summing the point-wise overflow probabilities gives

\[
\sum_{\tau=1}^\infty \eta^{2\beta} \leq \int_0^\infty \eta^{2\beta} d\tau = \frac{\Gamma(\frac{1}{2\beta})}{2\beta(-\log \eta)^{\frac{1}{2\beta}}}
\]

where we used that $\eta^{2\beta}$ is monotonically decreasing in $\tau$ to estimate each summand indexed by $\tau$ by an integral over $(\tau - 1, \tau]$. Finally, we applied Lem. 4 from the appendix. ■

Fig. 2(a) compares the point-wise overflow probability $\varepsilon_p(t) = \eta^{2\beta}$ of the envelope from Fig. 1(a) for $\beta = 0.04$ with simulation results obtained from 100 fBm sample paths generated with Matlab. The overflow probabilities are computed from Chernoff’s bound and hence are conservative. Fig. 2(b) shows the overflow probability for sample paths of length $t$. The simulation results are obtained by counting the number of sample paths that violate the envelope at least once in $[0, t]$. To derive the analytical bound we sum the point-wise overflow probabilities over all $\tau \in [0, t]$. The dashed horizontal line shows the overflow probability of the sample path envelope from Th. 1 that holds for sample paths of any length $t \geq 0$, i.e. the sum of the point-wise overflow probabilities stays finite for all $t$ and converges to the dashed line for $t \to \infty$.

**B. Performance Bounds**

We use the sample path envelope from Th. 1 to derive performance bounds for a server fed with fBm traffic. Owing to a known duality between backlog bounds and envelopes we find affine envelopes for fBm traffic along the way, see Sect. III-D.
Theorem 2 (Backlog and Delay Bound). Consider a lossless work-conserving constant rate server with capacity $C$ fed with fBm traffic as in Th. 1 where $C > \lambda$. The steady state backlog $B$ is bounded by $b$ subject to the overflow probability $\varepsilon_s$

$$P[B > b] \leq \varepsilon_s = \frac{\Gamma(\frac{1}{2\beta})}{2\beta(-\log\eta)^{\frac{1}{2\beta}}}$$

where $\beta \in (0, 1 - H)$ is a free parameter and

$$\eta = \exp\left(-\frac{1}{2\sigma^2}\left(\frac{C - \lambda}{H + \beta}\right)^{2(\beta + 1)}\left(\frac{b}{1 - (H + \beta)}\right)^{2 - 2(\beta + 1)}\right).$$

The steady state delay under first-come first-serve (fcfs) scheduling $W$ is bounded by $P[W > b/C] \leq \varepsilon_s$.

Proof: Assuming stationarity and letting $t \to \infty$ we obtain the steady state backlog from (2) as

$$P[B > b] = P\left[\sup_{\tau \geq 0}\{A(\tau) - C\tau\} > b\right].$$

The expression is a special case of sample path envelope (10). Define $E(t)$ as in Th. 1. If $E(t) \leq b + Ct$ for all $t \geq 0$ then

$$P[B > b] \leq P\left[\sup_{\tau \geq 0}\{A(\tau) - E(\tau)\} > 0\right] \leq \frac{\Gamma(\frac{1}{2\beta})}{2\beta(-\log\eta)^{\frac{1}{2\beta}}}.$$

Given $b$ and $C$ we derive the largest envelope that satisfies the constraint $E(t) \leq b + Ct$ for all $t \geq 0$. To this end, we first find $t = \tau^*$ that minimizes the vertical distance between $E(t)$ and $b + Ct$. Hence, $\tau^*$ is the solution of $\partial E(t)/\partial t = C$. Then, we choose the parameter $\eta \in (0, 1)$ such that $E(t)$ and $b + Ct$ are tangent to each other at $\tau^*$, i.e. $E(\tau^*) = b + Ct\tau^*$. From the first requirement we derive $\tau^*$ as

$$\tau^* = \left(\frac{\sqrt{-2\log\eta}\sigma(H + \beta)}{C - \lambda}\right)^{\frac{1}{1 - (H + \beta)}}.$$

By insertion of $\tau^*$ into the condition $E(\tau) = b + Ct\tau$ the optimal parameter $\eta$ follows as given in Th. 2.

The delay bound can be derived as the maximum horizontal distance of $E(t)$ and $Ct$ using the same basic steps.

An approach related to Th. 2 has been employed in [34] using, however, the point-wise fBm envelope (6) and the principle of the largest term (5) to compute an approximate backlog bound. In contrast, our sample path envelope does not resort to this approximation and establishes rigorous upper bounds.

We recover previous results for the special case where $\beta = 0$. In this case the optimal parameter $\eta$ derived in Th. 2 is equal to the overflow probability of the known asymptotic backlog bound (4), i.e. $\eta = \varepsilon_a$. Recall that (4) has been derived using either the Gaussian distribution of the fBm increments (10), (11), large deviations theory (12), or the point-wise envelope (6) (34). All these derivations are based on the approximation by the largest term (5). Similarly, $\eta$ is the point-wise overflow probability of the fBm envelope $E(t)$ from (6), i.e. $\eta = \varepsilon_p$, where $E(t)$ is the largest envelop that is smaller than $b + Ct$ for all $t \geq 0$. Furthermore, $E(t)$ is tangent at $\tau^*$ such that

$b + Ct$ generally has an overflow probability smaller than $\eta$ except at $\tau^*$ where it attains its maximum that equals $\eta$. Hence, the supremum in (3) is attained at $\tau^*$ and the boundary point at $\tau^*$ is the most probable point for violation of $b + Ct$, i.e. for buffer overflow. From (11) the most probable time scale for violation evaluates by insertion of $\eta$ from Th. 2 and $\beta = 0$ to

$$\tau^* = \left(\frac{b}{C - \lambda}\right)\left(\frac{H}{1 - H}\right)$$

recovering the result from [10]. Related probabilistic bounds for the duration of busy periods $\tau'$ at a constant rate server fed with fBm traffic have been derived in [33] as the point in time where the point-wise envelope (6) equals $Ct$

$$\tau' = \left(\frac{\sqrt{-2\log\varepsilon_p\sigma}}{C - \lambda}\right)^{\frac{1}{1 - \pi}}.$$

It is interesting to observe the large impact of $H$ on the relevant time scales that is unfavorable for the use time scale bounds. Fig. 3 displays backlog bounds for a server with capacity $C = 1$ Gb/s fed with fBm traffic with parameters $\lambda = 0.5$ Gb/s, $\sigma = 0.25$ Gb/s, and $H = 0.75$ at a server with capacity $C = 1$ Gb/s. Both bounds decay slower than exponentially due to LRD.
Assuming $\beta \ll (1-H)$ and approximating $1-H-\beta$ by $1-H$ we compute the derivative of (12) and solve $\partial \bar{\epsilon}_a / \partial \beta = 0$ for $\beta$. We find that the minimum of (12) is approached at $\beta = -W(1/(2 \log \varepsilon_a))$ where $\varepsilon_a$ coincides with (4). $W(z)$ denotes Lambert’s W function that is the inverse of $z = xe^x$.

It is real-valued for $\varepsilon_a < e^{-e^2}/2$. Since $\beta$ is assumed to be small a good approximation of the optimal solution is

$$\beta^* = \frac{1}{2(-\log \varepsilon_a)}$$

where we estimate the Lambert W function by a linear segment. Note that $\beta^*$ decreases with $b$. We define the quotient

$$\chi = \left( \frac{H^H (1-H)^{1-H}}{(H + \beta)^{H+\beta} (1-(H + \beta))^{1-(H+\beta)}} \right)^2$$

that is in $[\frac{1}{4}, 1]$ for $H \in (\frac{1}{2}, 1)$, $\beta \in (0, 1-H)$ and approaches 1 for small $\beta$. Inserting $\beta^*$ into (12) we find the closed form

$$\bar{\epsilon}_a = \frac{b}{C - \lambda} \varepsilon_a^{1+\log \chi} \sqrt{2\pi(-\log \varepsilon_a)}$$

as a near optimal solution of Th. 2. We note that (14) matches the numerically optimized results in Fig. 3 and 4 almost perfectly which is why we omit reproducing similar graphs.

Phrasing $\varepsilon_a$ as a function of $\varepsilon_a$ enables us to support significant conclusions on the dimensioning of networks from the largest term approximation by sample path arguments. An important example is the relation of spare capacity $C - \lambda$ and buffer size $b$. While for $H = \frac{1}{2}$ halving $\lambda - \lambda$ requires doubling $b$ to achieve constant $\varepsilon_a$, (3) the tradeoff deteriorates for large $H$ [11]. Under LRD spare capacity becomes more important and buffering much less efficient supporting current arguments for reducing router buffers [2].

Inserting $\varepsilon_a$ from (3) into (14), bounding $\chi$ from below by a constant that is close to 1 for $\beta \ll 1 - H$, and using positive constants $c_i$ yields after simplification that

$$\log \bar{\epsilon}_a = -c_1 b^{-2H} + \log(c_2 b^{-2H}) + c_3.$$ 

Based on sample path arguments the expression reflects the decay rate of the largest term approximation (4).

To illustrate the tail behavior we compare the overflow probability of backlog bounds for fBm traffic to traffic with exponentially bounded burstiness (EBB) [20]. For generation of EBB traffic we use a discrete time Markov model with two states: on and off. In the off state (state 1) no traffic is generated and in the on state (state 2) traffic is generated with peak rate $P$. The steady state probability of the on state is $p_{on} = p_{12}/(p_{12} + p_{21})$ where $p_{ij}$ are the state transition probabilities from state $i$ to state $j$. The mean rate becomes $\lambda = p_{on} \lambda$. As [19] we characterize the burstiness of an on-off source by the average time for two state changes to occur $T = 1/p_{12} + 1/p_{21}$. The aggregate of $m$ on-off sources has a point-wise envelope (3) given as $E(t) = m \rho(\theta) t$ with overflow profile $\varepsilon_p(b) = e^{-b^2}$, see [19]. The envelope rate $\rho(\theta)$ of a single discrete time on-off source is given in (15) as

$$\rho(\theta) = \frac{1}{\theta} \log \left( p_{11} + p_{22} e^{\theta P} + \sqrt{(p_{11} + p_{22} e^{\theta P})^2 - 4(p_{11} + p_{22} - 1) e^{2\theta P}} \right) / 2$$
for $\theta > 0$ where $\rho(\theta)$ ranges between the mean and the peak rate of the source. Employing the envelope a backlog bound follows from (2) by application of Boole’s inequality and integration of the overflow profile, see Sect.[1] and [19] for details. Given aggregate traffic generated by $m$ on-off sources fed into a server with capacity $C$ the overflow probability $P[B > b]$ $\leq \varepsilon_s$ of the backlog bound $b$ becomes

$$
\varepsilon_s = \int_0^\infty e^{-\theta(b+(C-m\rho(\theta))t)}dt = \frac{e^{-\theta b}}{\theta(C - m\rho(\theta))} \quad (15)
$$

for any $\theta > 0$ that satisfies $m\rho(\theta) < C$.

For Fig. 5 we employ the traffic parameters given in Tab. 1. We use a traffic aggregate consisting of 100 EBB flows. In case of fBm we use only a single flow. Recall that fBm is typically used as a model for aggregate traffic, e.g. it has been related to the superposition of on-off sources with heavy-tailed on and off periods. In contrast the on-off sources used for EBB traffic have geometrically distributed on and off periods. The fBm traffic has the same parameters as used for Fig. 5 and Fig. 6.

Fig. 5 clearly shows the Weibullian decay of the fBm backlog bound (14) with $\log \varepsilon_s \sim -b^{2-2H}$ that becomes slower with increasing $H$, i.e. with more pronounced LRD even very large buffers are filled with a certain probability. In contrast, the decay is exponentially fast in case of EBB traffic where the correlation parameter $T$ affects only the slope. From Fig. 5 we conclude that reasonable performance guarantees for EBB as well as fBm traffic exist if a certain violation probability is tolerated. A near-deterministic service with very small violation probability is, however, only practicable for EBB traffic. Due to the slow tail decay it is very costly to reduce the overflow probability for fBm traffic with LRD. We mention that the approximation (14) as before agrees well with Th. 2. For EBB we optimized the parameter $\theta$ numerically.

D. Affine Envelopes

We conclude this section with a corollary on affine fBm envelopes which follow from the backlog bounds. The proof of Th. 2 already shows a close link between arrival envelopes and backlog bounds. This relation has been elaborated in [29] where a traffic model referred to as generalized Stochastically Bounded Burstiness (gSBB) is defined. The gSBB traffic characterization uses an affine sample path envelope with defined overflow profile. A general definition of sample-path envelope with overflow profile $\varepsilon(b)$ [24], [19] extends [7] to

$$
P \left[ \sup_{\tau \in [0,b]} \{ A(t,\tau) - E(t) \} \right] > b \right] \leq \varepsilon_s(b) \quad (16)
$$

The gSBB envelope is the special case where $E(t) = rt$. The finding in [29] is that given a server with capacity $C$ and statistical backlog bound $b$ with overflow probability $P[B > b] \leq \varepsilon(b)$ the arrivals of the system are gSBB and satisfy the definition of sample path envelope (16) with $E(t) = Ct$ and identical overflow profile $\varepsilon(b)$. It is argued in [29] that a gSBB envelope for fBm traffic follows immediately from [4].

**Corollary 1 (Affine fBm Envelopes).** Given fBm traffic $E(t) = rt$ is a sample path envelope (16) with overflow profile

$$
\varepsilon_s(b) = \frac{\Gamma \left( \frac{1}{2\beta} \right)}{\sqrt{\beta \pi}} b^{-\frac{1-H+\beta}{\beta}}
$$

where $\beta \in (0, 1 - H)$ is a free parameter and

$$
\vartheta = \frac{1}{2\sigma^2} \left( \frac{r - \lambda}{H + \beta} \right)^{2H} \left( \frac{1}{1 - (H + \beta)} \right)^{2-2(H+\beta)}
$$

An approximate overflow profile is $\varepsilon_s(b) = e^{-v b^{2-2H}}$ where

$$
v = \frac{1}{2\sigma^2} \left( \frac{r - \lambda}{H} \right)^{2H} \left( \frac{1}{1 - H} \right)^{2-2H}
$$

The first statement of the corollary uses our backlog bound from Th. 2 that is based on the sample path envelope from Th. 4. The second statement uses (4) as proposed in [29]. Note, however, that [4] is based on the approximation by the largest term [3], i.e. it does not provide a sample path envelope. The derived sample path envelopes are an essential building block for application of the stochastic network calculus. In Sect. IV we will use the envelopes to derive a leftover service curve to analyze systems where fBm cross traffic is multiplexed, scheduled, and de-multiplexed afterwards. In Sect. V we will compose these service curves by convolution to explore tandem systems, each under fBm cross traffic. We will use the affine envelopes established by Cor. 1. The envelope from Th. 4 can be used in the same way and may yield tighter bounds at the cost of additional complexity.
IV. LEFTOVER SERVICE UNDER FBM CROSS TRAFFIC

The network calculus uses the concept of service curves $S(t)$ to model the service provided by a system. The service curve relates a system’s departures $D(t)$ to its arrivals $A(t)$ [23]. A fundamental stochastic service curve is defined in [19] and likewise in [24].

A so-called leftover service curve can effectively characterize the traffic that remains for a through flow at a system after scheduling cross traffic. A service curve to model the service provided by a system. The service curve facilitates the derivation of performance bounds. Given a server with capacity $C$ and cross traffic with sample path envelope $E(t)$ and overflow profile $\varepsilon_s(b)$ as in [16]. A leftover service curve that satisfies (17) with deficit profile $\varepsilon_s(b)$ is $S(t) = Ct - E(t)$. The following corollary uses the affine fBm sample path envelope from Cor. 1 to characterize the leftover service under fBm cross traffic.

**Corollary 2 (FBM Leftover Service Curve).** Consider a server with capacity $C$ under fBm cross traffic. A service curve (17) for through traffic is $S(t) = (C - r)t$ with deficit profile $\varepsilon(b)$. The deficit profile equals the overflow profile $\varepsilon_s(b)$ of the fBm envelope in Cor. 1. It is approximated by $\varepsilon_s(b)$, Cor. 2.

The definitions of service curve and sample path arrival envelope facilitate the derivation of performance bounds. Given arrivals with sample path envelope $E(t)$ (16) at a system with service curve $S(t)$ (17), the steady state virtual backlog $B$ is stochastically bounded by (24), [19].

$$P \left[ B > \sup_{\tau \geq 0} \{ E(\tau) - S(\tau) \} + b \right] \leq \varepsilon(b)$$

where $\varepsilon(b) = \varepsilon^{th} \otimes \varepsilon^{cr}(b)$. We use superscripted $\varepsilon^{th}$ and $\varepsilon^{cr}$ to distinguish overflow profiles of through and cross traffic. The latter matches the deficit profile of the service curve. The fcfs waiting time $W$ is bounded by $P[W > w] \leq \varepsilon(b)$ where

$$w = \inf\{ \tau \geq 0 : S(t + \tau) \geq E(t) + b \ \forall t \geq 0 \}. \quad (18)$$

Backlog and delay can be visualized as the vertical, respectively, horizontal deviation of the arrival envelope and the service curve subject to the overflow and deficit profiles.

We derive performance bounds for a through flow under fBm cross traffic using the leftover service curve from Cor. 2. We consider three fundamentally different types of through traffic: (a) constant bit rate (CBR), (b) traffic with exponentially bounded burstiness (EBB) [26], and (c) fBm with LRD, i.e. slower than exponential burstiness decay.

All three types of through traffic are configured to have the same mean rate $\lambda$. We generally use affine sample path envelopes (16). Trivially, the envelope of the CBR traffic is $E(t) = rt$ with $r = \lambda$ and overflow profile $\varepsilon_s(b) = 0$ for all $b \geq 0$. For generation of EBB traffic we use the discrete time Markov model introduced in Sect. III-C. A sample path envelope (16) for the aggregate traffic generated by $m$ on-off sources follows from the backlog bound (15) as $E(t) = rt$ with overflow profile $\varepsilon_s(b) = e^{-\theta b}/(\theta(b - m\rho(b)))$ for any $\theta > 0$ that satisfies $m\rho(\theta) < r$. For the fBm through traffic we use the envelope from Cor. 1.

The delay bound follows from (18) for $r^{th} + r^{cr} \leq C$ as

$$P(W > b^{th} + b^{cr}/C) \leq \varepsilon^{th}(b^{th}) + \varepsilon^{cr}(b^{cr})$$

Here, $b^{th}, r^{th}$ are the parameters of the through traffic envelope and $b^{cr}, r^{cr}$ are the parameters of the cross traffic envelope that determine the leftover service curve. Note that different sets of parameters can yield different violation probabilities for the same delay bound. To obtain the best possible result we optimize the parameters of the envelopes including the parameter $\beta$ for each traffic type numerically.

In Fig. 6 we display the violation probability of a delay bound of 1 ms for CBR, EBB, and fBm through traffic at a server with capacity $C = 1$ Gb/s under fBm cross traffic. Through and cross traffic are configured to have the same mean rate. The traffic parameters are summarized in Tab. II. Fig. 6 shows the huge impact of the Hurst parameter $H^{cr}$ of the cross traffic parameters used for Fig. 6 and Fig. 5.

| Traffic | Type | # Sources | Mean Rate | Variability | Correlation |
|---------|------|-----------|-----------|-------------|-------------|
| Through | CBR  | $m = 100$ | $\lambda = 2.5$ Mb/s | - | - |
|         | EBB  | $m = 100$ | $\lambda = 2.5$ Mb/s | $P = 5\lambda$ | $T^{th}$ |
|         | fBm  | $m = 1$  | $\lambda = 250$ Mb/s | $\sigma = \lambda/2$ | $H^{th}$ |
| Cross   | EBB  | $m = 100$ | $\lambda = 2.5$ Mb/s | $P = 5\lambda$ | $T^{cr}$ |
|         | fBm  | $m = 1$  | $\lambda = 250$ Mb/s | $\sigma = \lambda/2$ | $H^{cr}$ |

TABLE II

Fig. 6. Violation probability of a delay bound of 1 ms for different types of through traffic at a constant rate server with fBm cross traffic. The Hurst parameter of the cross traffic $H^{cr}$ has significant impact on the performance of the through traffic. While the burstiness of through traffic is crucial if $H^{cr}$ is small, the cross traffic dominates if $H^{cr}$ is large.
traffic on the performance of through flows. While type and burstiness of the through traffic largely determine the violation probability of the delay bound, the influence becomes much less pronounced for cross traffic with large $H^{cr}$, i.e. the LRD of the cross traffic becomes the dominating effect.

V. END-TO-END PERFORMANCE BOUNDS

The particular strength of the network calculus is its ability to characterize the end-to-end service of tandem systems. The service curves of individual systems can be composed by min-plus convolution into a network service curve. This network service curve models a whole network as if it were a single system. Hence, it facilitates the derivation of end-to-end performance bounds using single system results, e.g. [18].

A. Sample Path FBM Leftover Service Curve

The easy composition of tandem systems in the network calculus is due to the associativity of min-plus convolution. For the special case of deterministic systems [17] has overflow profile $\varepsilon(b) = 0$ for all $b \geq 0$ and reduces to $D(t) \geq A \otimes S(t)$ almost surely. Given a network of two systems with deterministic service curves $S^1(t)$ and $S^2(t)$ in series the departures of the first system $D^1(t) = A^1 \otimes S^1(t)$ are the arrivals to the second system $A^2(t) = D^1(t)$ and by recursive insertion it follows that $D^2(t) \geq A^2 \otimes S^2(t) = (A^1 \otimes S^1) \otimes S^2(t)$. Using associativity of min-plus convolution $D^2 \geq A^2 \otimes S^net(t)$ where $S^net = S^1 \otimes S^2(t)$ is the network service curve.

The composition of stochastic service curves is, however, much more involved. The difficulty is due to the fact that a recursive insertion of the stochastic service curve [17] is not possible since [17] uses sample paths of the arrivals $A(t)$ but makes only a point-wise statement for the departures $D(t)$. To derive stochastic network service curves an extended definition of stochastic service curve that makes sample path guarantees for the departures is required. The problem does not occur in the deterministic case, see [19], [35] for details.

A fundamental stochastic network service curve is derived in [19], [35]. We make a marginal adaptation of the service curve to discrete time that is used in this work. For $n$ systems in series each with service curve $S^i(t)$ and deficit profile $\varepsilon^i(b)$ according to [17] a network service curve is

$$S^net(t) = S^1 \otimes S^2_\delta \otimes \cdots \otimes S^n_{(n-1)\delta}(t)$$

(19)

where $S_{-\delta}(t) = S(t)-\delta t$ and $\delta > 0$ is a free parameter. The network service curve satisfies [17] with deficit profile

$$\varepsilon^net(b) = \varepsilon^1_\delta \otimes \varepsilon^2_\delta \otimes \cdots \otimes \varepsilon^{n-1}_\delta \otimes \varepsilon^n(b).$$

The deficit profiles $\varepsilon^i_\delta(b)$ stem from an extended definition of stochastic service curve that makes guarantees for entire sample paths of the arrivals $A(t)$ as opposed to [17] that only makes a point-wise statement. To derive such sample path guarantees [19], [35] contributes an essential sample path service curve that is relaxed by parameter $\delta > 0$. The definition of sample path service curve states that

$$P \left[ \sup_{t \in [0,u]} \left\{ \inf_{\tau \in [0,t]} \left\{ A(\tau) + [S(t-\tau) - \delta(u-t) - b]_+ - D(t) \right\} > 0 \right\} \right]$$

is smaller equal $\varepsilon_\delta(b)$. The relaxation by $\delta$ permits deriving the sample path deficit profile from the point-wise deficit profile of the departures using Boole’s inequality as [19], [35]

$$\varepsilon_\delta(b) = \frac{1}{\delta} \int_b^\infty \varepsilon(x) dx.$$

(21)

We use the concept of network service curve to analyze tandem systems where fBm cross traffic is multiplexed and de-multiplexed. To this end, we derive the sample path deficit profile (21) for a leftover service curve under fBm cross traffic.

Corollary 3 (Sample Path FBM Leftover Service Curve). Consider a server with capacity $C$ under fBm cross traffic as given in Cor. 7. The leftover service curve $S(t) = (C - r)t$ relaxed by rate $\delta > 0$ has the sample path deficit profile [21]

$$\varepsilon_\delta(b) = \frac{\Gamma(\frac{1}{2\beta})}{2\delta \beta^{-2\beta}} b^{-2-H(\beta)}$$

where $\beta \in (0, \frac{1-H}{2})$ is a free parameter and $\delta$ from Cor. 7.

Cor. 3 follows by insertion of the deficit profile from Cor. 2 respectively, Cor. 1 into (21) as

$$\varepsilon_\delta(b) = \frac{\Gamma(\frac{1}{2\beta})}{2\delta \beta^{-2\beta}} \int_b^\infty x^{-1-H(\beta)} dx$$

that has a finite solution if $\beta < \frac{1-H}{2}$. Alternatively, the approximate overflow profile $\varepsilon_\delta(b)$ from Cor. 1 can be used to derive a similar result where $b^{-2-H}$ becomes, however, the second argument of an incomplete Gamma function.

B. Scaling of End-to-End Performance Bounds

Cor. 3 enables the derivation of end-to-end service curves for networks under fBm cross traffic. In the remainder of this section we consider the line topology shown in Fig. 7 where fBm cross traffic is multiplexed and de-multiplexed at each hop. For ease of notation we assume $n$ homogeneous systems in series, each with capacity $C$ and fBm cross traffic with identical parameters $\lambda$, $\sigma$, and $H^{cr}$. We show that end-to-end performance bounds for $n$ tandem systems under fBm cross traffic grow in $O(n(\log n)^{\frac{2-H}{2-H}})$.

The leftover service curve at each system is $S^i(t) = (C - r^{cr})t$ where $r^{cr}$ is the envelope rate of the fBm cross traffic. From [19] we obtain $S^net(t) = (C - r^{cr} - \Delta) t$ where $\Delta = (n-1)\delta$ is in $(0, C - r^{cr})$ and used as a constant. The deficit profile follows from (20) by insertion of Cor. 2 and Cor. 3 as

$$\varepsilon^net(b) = \frac{\Gamma(\frac{1}{2\beta})}{2\delta \beta^{-2\beta}} \inf_{x} \left\{ \left( \frac{n-1}{2\beta} \right) \left( \frac{x}{\Delta(1 - (H + 2\beta))} \right)^{-1-H(\beta)} \right\}$$

where $\varepsilon^net(b)$ is a free parameter and $\delta$ from Cor. 7.

Cor. 3 follows by insertion of the deficit profile from Cor. 2 respectively, Cor. 1 into (21) as

$$\varepsilon_\delta(b) = \frac{\Gamma(\frac{1}{2\beta})}{2\delta \beta^{-2\beta}} \int_b^\infty x^{-1-H(\beta)} dx$$

that has a finite solution if $\beta < \frac{1-H}{2}$. Alternatively, the approximate overflow profile $\varepsilon_\delta(b)$ from Cor. 1 can be used to derive a similar result where $b^{-2-H}$ becomes, however, the second argument of an incomplete Gamma function.
shorten notation and to express $\varepsilon$ by $\varepsilon_{\delta}$ to obtain the simplified deficit profile

$$\varepsilon_{\text{net}}(b) = \frac{\Gamma\left(\frac{1}{2}\right)n(n-1)}{2\delta \pi^{2n} \Delta} \frac{1-(H+2\beta)}{1-(H+2\beta/\delta)}.$$ 

Assuming $\beta \ll 1$ we use Stirling’s formula to obtain

$$\varepsilon_{\text{net}}(b) = \frac{\sqrt{\pi} \beta n(n-1)\left(\frac{1}{n}\right)^{-1-(H+2\beta)}}{(2e/\delta)(2h)\Delta} \frac{1-(H+2\beta)}{1-(H+2\beta/\delta)}. \quad (22)$$

We use the same steps as in Sect. III-C to minimize $\varepsilon_{\text{net}}(b)$ over $\beta$. For $\beta \ll (1-H)/2$ we find the near optimal solution

$$\beta^* = \frac{n^{2-2H}}{2(-\log \varepsilon_a)},$$

where $\varepsilon_a$ is defined in Cor. 1. The term $\varepsilon_a$ is used here only to shorten notation and to express $\varepsilon_{\text{net}}$ as a multiple of $\varepsilon_a$ in the sequel. We emphasize that we do not use the approximation by the largest term [3].

We define $\psi = (1-H)/(1-(H+2\beta))$ and use $\chi$ from (13) to find by insertion of $\beta^*$ into (22) that

$$\varepsilon_{\text{net}}(b) = \frac{n-1}{nH} \left(\frac{H}{1-H}\right)^H \frac{\sqrt{\pi} \beta n^{1+H}}{\Delta} \frac{1-(H+2\beta)}{(1-H)^{1-H}} \varepsilon_{\text{net}}(b) \varepsilon_{\text{net}}^2.$$ 

Note that both $\chi$ and $\psi$ approach 1 as $\beta \to 0$. Assuming $\beta^* \ll (1-H)/2$ we can generally find constants that bound $\chi$ and $\psi$ from below, respectively, from above. Inserting $\varepsilon_a$ as defined in Cor. 1 and using positive constants $c_i$ we obtain

$$\varepsilon_{\text{net}}(b) \leq n^{-1} c_1 b^{1+H} e^{-c_2 b^{2-2H} n^{2H-2}}.$$ 

We let $b = n(c_0 \log n)^{\frac{1}{2\pi H}}$ for $n \geq 2$ and find

$$\varepsilon_{\text{net}} \leq (c_0 \log n)^{\frac{1+H}{1-H}} c_1 n^{2-c_2}.$$ 

Generally, there exists $c_0 > 2/c_2$ such that $\varepsilon_{\text{net}}$ is upper bounded by a constant for all $n$. Fixing $\varepsilon_{\text{net}}$ it follows that

$$b \in O\left( n(\log n)^{\frac{1}{2\pi H}} \right).$$

Finally, we verify that $\beta^*$ decreases with $n$ where the decay is proportional to $1/\log(n)$. This confirms the assumption that given $\beta^*$ is small it also remains small with increasing $n$.

Recall that the above approximation using Stirling’s formula is exact for $\beta \to 0$.

For comparison we use the same network, however, with EBB instead of fBm cross traffic. As before, the EBB traffic is an aggregate of $m$ on-off sources. From the EBB sample path envelope in Sect. IV it follows that $S'(t) = (C-c^\text{er})/m$ for the service curve with deficit profile $\varepsilon(b) = e^{-\theta b}/\theta(r^{\text{er}}-m(1-P))$. After realaxation of the service curve by rate $\delta > 0$ the sample path deficit profile follows from (21) as $\varepsilon_\delta(b) = e^{-\theta b}/\theta(r^{\text{er}}-m(1-P))$ for any $\theta$ that satisfies $m(1-P) < r^{\text{er}}$.

The network service curve under EBB cross traffic becomes $S_{\text{net}}(t) = (C-r^{\text{er}}-\Delta) t$ with deficit profile

$$\varepsilon_{\text{net}}(b) = \frac{1}{b^{1+H}} \inf \left\{ \frac{1}{\Delta \delta^2} \left( \frac{1}{n} \left( \frac{1}{2} e^{-\theta b} \right) \frac{1}{\Delta} \left( \frac{1}{2} e^{-\theta b} \right) \right) \right\}$$

where $x \in (0,b)$ and $\theta$ such that $m(1-P) < r^{\text{er}}$.

Solving $\varepsilon_{\text{net}}(b)$ for $b$ yields that end-to-end performance bounds under EBB cross traffic are in $O(n \log n)$. This result is derived in [19] and also known as a lower bound in [36]. In contrast, our result for fBm cross traffic is a scaling in $O(n(\log n)^{\frac{1}{2\pi H}})$. The scaling is largely determined by the decay rate of overflow probabilities. The difference to EBB is caused by the Weibullian decay for fBm traffic as opposed to the exponential decay for EBB traffic, see Sect. III-C. We find that the poly-logarithmic scaling component that increases with $H$ is due to LRD. For the special case $H = \frac{1}{2}$ the overflow probability of fBm traffic decays exponentially fast and we recover the scaling $O(n \log n)$ for EBB cross traffic. While we conclude that LRD has significant impact on single system performance bounds, we find that the additional effect due to concatenation of tandem systems is moderate.
In Fig. 9 we show end-to-end delay bounds for CBR through traffic under either EBB or fBm cross traffic. We use the same parameters and the same network as for Fig. 8, however, we normalize the delay by the number of systems in series $n$ to compare the logarithmic and poly-logarithmic scaling under EBB and fBm cross traffic, respectively. The traffic parameters are given in Tab. I. As before, we optimize the parameters of the traffic envelopes numerically. Fig. 9 clearly confirms the logarithmic growth of the normalized delay bounds. Moreover, Fig. 9 shows that a variation of the parameter $T^{cr}$, that determines the correlation of the EBB cross traffic, mainly reproduces staggered versions of $w/n$. In contrast, varying parameter $H^{cr}$ of fBm cross traffic changes the exponent of the poly-logarithmic scaling and hence alters the shape of $w/n$.

While the scaling result for EBB is in $\Theta(n \log n)$, i.e. it is proven both as an upper bound [19] and a lower bound [36], a lower bound that complements the scaling for fBm in $O(n (\log n)^{2-H})$ still remains to be derived. Note that the scaling results under fBm, respectively, EBB cross traffic are derived without making assumptions about statistical independence of the service left over at individual systems. Under the additional assumption of statistical independence end-to-end performance bounds that scale in $O(n)$ are derived in [20] for $(\sigma(\theta), \rho(\theta))$ constrained cross traffic that is closely related to the EBB traffic model. The effect of statistical independence on the scaling under fBm cross traffic is not addressed in this work and is an unresolved research question. For an elaboration on known scaling results see [35].

VI. CONCLUSIONS

The contribution of this paper are end-to-end statistical performance bounds for a through flow in a network under fBm cross traffic with LRD. To this end, we used the framework of the stochastic network calculus. We developed a sample path envelope for fBm traffic that complements a known approximation using the largest term. Our sample path envelope and the approximation agree in the Weibullian decay of overflow probabilities. We recovered the previous result at the point in time where the violation of an affine upper envelope by fBm traffic is most probable.

From the derived envelopes we obtained the service curve left over by fBm cross traffic at a system. By convolution of these leftover service curves we derived a network service curve. An essential intermediary result for the successful derivation is the twofold integrability of the overflow probability. We showed a numerical evaluation of the impact of fBm cross traffic on the end-to-end performance of through flows. We proved that end-to-end performance bounds for $n$ systems in series grow in $O\left(n \left(\log n\right)^{2-H}\right)$.
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Lemma 1 (Gamma Function). For $x \in (0, 1)$ and $\xi > 0$ it holds that

$$\int_0^\infty x^\xi dt = \frac{\Gamma\left(\frac{1}{\xi}\right)}{\xi(-\log x)^{\frac{1}{\xi}}}$$

Proof: The definition of the Gamma function by Euler states that for all $y > 0$

$$\Gamma(y) = \int_0^1 (-\log t)^{y-1} dt.$$ 

We substitute $t = e^{-z\xi}$ where $z > 0$ and $\xi > 0$. It follows that $dt = -z \xi e^{-z\xi} \tau^{\xi-1} d\tau$ and

$$\Gamma(y) = z^y \xi \int_0^\infty \tau^{\xi y-1} e^{-z\xi} d\tau.$$ 

Assuming $\xi > 0$ and letting $y = 1/\xi$ yields

$$\Gamma\left(\frac{1}{\xi}\right) = z^1 \xi \int_0^\infty e^{-z\xi} d\tau.$$ 

Finally, we substitute $z = -\log x$ where $x \in (0, 1)$. $\blacksquare$