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Abstract—Model-based controllers on real robots require accurate knowledge of the system dynamics to perform optimally. For complex dynamics, first-principles modeling is not sufficiently precise, and data-driven approaches can be leveraged to learn a statistical model from real experiments. However, the efficient and effective data collection for such a data-driven system on real robots is still an open challenge. This paper introduces an optimization problem formulation to find an informative trajectory that allows for efficient data collection and model learning. We present a sampling-based method that computes an approximation of the trajectory that minimizes the prediction uncertainty of the dynamics model. This trajectory is then executed, collecting the data to update the learned model. We experimentally demonstrate the capabilities of our proposed framework when applied to a complex omnidirectional flying vehicle with tiltable rotors. Using our informative trajectories results in models which outperform models obtained from non-informative trajectory by 13.3% with the same amount of training data. Furthermore, we show that the model learned from informative trajectories generalizes better than the one learned from non-informative trajectories, achieving better tracking performance on different tasks.

I. INTRODUCTION

Model-based controllers have shown to be useful in various robotics applications. Especially when accurate models are available, these controllers can exhibit impressive performance [1], [2]. Compared to model-free methods such as reinforcement learning, there is no need of training samples to train a control policy. On the other hand, it can be hard to obtain a good dynamical model for complex systems such as humanoid robots [3], race cars on uneven terrains [4], soft robots [5], and novel fully actuated multi-rotor flying vehicles [6] like the one considered in this work (see Fig. 3).

One approach to solve the modeling problem is to rely on learning techniques: Through interaction with the real-world and data collection a statistical dynamics model is trained, which is either directly fed into a model-based controller, e.g. [4], [7]–[9], or used in simulation to train a control policy [10]. One challenge for these approaches is that often the training data has a different distribution than the test data due to several reasons: first, model uncertainties and feedback controller might lead the system to a state not encountered in a previous data collection routine. Secondly, given partial model knowledge, the region of the data that leads to the best performance is a-priori unknown. Finally, the closed-loop dynamics change as the model used by the controller is updated. One could perform a large number of experiments to cover as much of the input space as possible during training. However, for robotic systems with high-dimensional and continuous state space, the search space typically is too large to be searched exhaustively. Furthermore, the dynamics can change significantly during consecutive experiments, e.g., the crash of a flying vehicle could damage its motors and invalidate the previous training data. Even when considering a specific task, a good model is required in the working area of the state and input spaces, which still might be large. Thus, it is desirable to have an efficient scheme to collect training data locally around the desired task if a precise enough first-principle parametric model is not available or hard to obtain. As these learning techniques are nonparametric, common tools from parametric system identification [11], e.g., persistence of excitation, are not applicable.

One idea is to use the statistical information learned from training data to infer the region where to sample data, thus improving sampling efficiency. This is a well-known approach in machine learning called active learning [12]. In this paper we exploit such an idea: we rely on the previously learned statistical model to get an estimate of the region of interest. We then generate an informative trajectory that reduces the overall uncertainty in the estimated region. This trajectory is then executed in the real world to collect data.

More specifically, in a first step, possible informative locations are inferred in simulation from the previously learned model. Then, different informative trajectories are sampled and evaluated according to a cost metric, which is defined as the integral of the predictive uncertainty over these possible locations. The most informative trajectory is then selected and executed on the real robot to collect the data. As a result, the model learned from this informative trajectory should result in improved control performance and a better generalization. The latter is achieved because the informative trajectory reduces the uncertainty over a large region of state and input space.

The contributions of this paper are summarized as follows:

- A formal mathematical formulation of the problem of efficient data collection for learning dynamics model.
- A practical strategy to efficiently collect task-relevant data that improves the model-based control performance when used to update the learned model.
- Real experimental results conducted on a complex over-actuated omnidirectional flying system with nonlinear dynamics and 18 actuators. For a figure-8 trajectory, two runs of trajectory flight lead to an angular acceleration tracking error reduction of 54.4%.
A. Related work

Active learning in robotics is mostly defined in a regression setting: a regression mapping between an input and an output space is to be learned while the sample complexity is minimized. The exploration of the sample space is typically driven by some metric often consisting in variants of the expected informational gain.

Considering active dynamics model learning, existing work includes the use of information gain on parameter estimates ([13], [14]), Gaussian processes ([15]–[17]), and neural networks [18]. They typically generate trajectories that minimize a defined metric, trading off between exploration and exploitation. Aside from the parameter estimates approach, little work is done on real robots.

We can also distinguish approaches depending whether the trajectory generation is performed online or offline. The online approaches are often done in a receding horizon fashion [19], where trajectories are regenerated at a certain frequency on the fly during experiments. This constant update helps reducing the distance between the desired inputs and achieved ones. However, this approach is computationally intensive. While exploring a state of interest, the robot cannot always stay stationary waiting for a new planned trajectory. Up to date, this method exists only in theoretical works validated in simulation [15], [16], [20].

The offline approach has the shortcoming that the planned trajectory has a larger distance to the executed one, but applicable on real robots. In [18], the trajectory generation is formulated as a variable-constrained problem and validated on a simulated overactuated robotic spacecraft. In [17], the input trajectories are parametrized by consecutive trajectory sections and the most informative and safe trajectory is then executed. Their formulation did not take into account closed-loop control. The method is applied on a high-pressure fluid injection system. Our investigation belongs to this approach: we make use of the previously learned model and simulations to reduce the deviation of the executed trajectory to the desired one. In this work, we demonstrate that this approach works for complex robots and efficiently improve control performance.

II. MODELING AND PROBLEM STATEMENT

We consider a generic system whose dynamics in the discrete time domain are described by:

\[ x[k+1] = f(x[k], u[k]), \]

where \( f(\cdot, \cdot) \) is a Lipschitz-continuous function\(^1\) and represents the true dynamics. \( x[k] \in \mathcal{X} \subset \mathbb{R}^n \) and \( u[k] \in \mathcal{U} \subset \mathbb{R}^m \) describes the state and the control input of the dynamical system at time \( k \in \mathbb{N}_{\geq 0} \). To simplify the notation, \( x[k] \) denotes \( x(kT) \) where \( T \in \mathbb{R}_{>0} \) is the sampling time. We remark that a perfect knowledge of \( f(\cdot, \cdot) \) is in general not available. We might have only an estimation of it denoted by \( \hat{f}(\cdot, \cdot) \).

\(^1\)This is a common assumption that does not limit the validity of the work since most of the considered robotic systems have Lipschitz-continuous dynamics.

The considered task consists in a trajectory tracking problem. A desired task state trajectory is defined by the sequence of state values \( X^*_T = (x^*_T[0], \ldots, x^*_T[N]) \) in the time horizon \( N \in \mathbb{N}_{>0} \). Throughout this paper, we use a capitalized letter to indicate a sequence of vectors with a time horizon of \( N \). The subscript \( \star \) is used to denote the quantities related to the task trajectory tracking problem, while the superscript \( \tau \) denotes reference state or input. We first introduce the following assumption

**Assumption 1.** A model-based controller \( \pi(\cdot, \cdot, \cdot) \) that is a function of a reference state \( x^\tau[k] \), a state \( x[k] \), and an estimated dynamics model \( \hat{f} \) is provided

\[ u[k] = \pi(x^\tau[k], x[k], \hat{f}). \]

Furthermore, if \( x[0] = x^\tau[0] \), and \( \hat{f}(x, u) = f(x, u) \) for every \( (x, u) \in \mathcal{Z} = \mathcal{X} \times \mathcal{U} \), then

\[ x_i[k+1] = f(x_i[k], \pi(x^\tau[k], x_i[k], \hat{f})) = x^\tau_i[k+1], \]

for every \( k = 0, \ldots, N - 1 \).

This condition describes a perfect tracking of the desired trajectory given a perfect modeling. We further remark that the given task state trajectory is feasible, so that there exists at least one task input trajectory to achieve it. We define the sequence of inputs that provides perfect tracking as \( U^\tau_T = (u^\tau_0, \ldots, u^\tau_N) \), called task input trajectory.

**Objective 1.** Considering the closed-loop system (1) and (2), our objective is to define an active learning method aiming at optimizing the data collection process to

- make it more efficient (less experiments and data points),
- improve the precision of the learned model,
- improve the generalizability of the learned model,
- minimize the tracking error.

We shall show how the learning problem can be reformulated to address such objectives.

Without loss of generality, we can decompose the true dynamics into two components:

\[ f(x[k], u[k]) = h(x[k], u[k]) + g(x[k], u[k]), \]

where \( h(\cdot, \cdot) \) is called first principles dynamics, corresponding to the model reflecting physical laws. We consider \( h(\cdot, \cdot) \) to be known, \( g(\cdot, \cdot) \) is called residual dynamics, corresponds to all other elements not modeled by \( h \). \( g \) is assumed unknown and we only have an estimation denoted by \( \hat{g} \).

This modeling allows to exploit the knowledge we already have about the system, reducing the learning effort and making it possible to employ several model-based controllers.

Once again, it is clear that, considering the control law (2) with \( \hat{f} = h + \hat{g} \), the closed loop system achieves perfect tracking if \( \hat{g}(z) = g(z) \) for every \( z := (x, u) \in \mathcal{Z} \). For simplicity we use \( z \) to denote the state-input pair \( (x, u) \). We assume that a Bayesian prior model [21] over the residual dynamics is given. That is, for a given test point \( z \), the belief of the value of \( g(z) \) follows a Gaussian probability distribution \( N_z(\mu(z), \sigma^2(z)) \). We denote the mean and variance of \( N_z(\cdot, \cdot) \) as \( \mu(z) \in \mathbb{R}^n \) and \( \sigma^2(z) \in \mathbb{R}^n \).
respectively. Note that the distribution is a function of the test point \( z \). We consider the estimation of the residual dynamics as \( \hat{g}(z) = \mu(z) \), which brings to \( \hat{f}(z) = h(z) + \mu(z) \).

Let \( Z \) denote the state and input trajectory pair \((X, U)\). The prior model can be updated to a posterior model from trajectory data subsampled from \( Z \). In particular, the updated model is described by the posterior mean \( \mu(z|Z) \) and posterior variance \( \sigma^2(z|Z) \).

We then introduce the following assumption for the Bayesian model:

**Assumption 2.** Given two sets of data from trajectory \( Z_1 \) and \( Z_2 \), for all \( z \in Z \) and \( j = 0, \ldots, n \), \( \sigma^2_j(z|Z_1) < \sigma^2_j(z|Z_2) \) leads to \( |\mu_j(z|Z_1) - g_j(z)| < |\mu_j(z|Z_2) - g_j(z)| \). Furthermore, if \( \sigma^2_j(z|Z_1) \) approaches zero, \( |\mu_j(z|Z_1) - g_j(z)| \) approaches zero. The subscript \( * \) is used to denote the \( j \)-th vector element or \( j \)-th diagonal element.

The intuition behind this practical assumption is that a high-quality observation (which is possible in robotic applications) near the test point reduces the uncertainty at the test point and therefore reduces the estimation error.

To improve the knowledge of \( \hat{g} \), suitable data must be collected. A possible solution is to simply run the task trajectory, over and over, until sufficient data is collected to obtain a good model around \((X_f, U_f)\), or \( Z_f \). However, this would require many trials to ensure the collected data is informative enough.

Departing from this basic approach, here we aim to design an algorithm that automatically derives reference state trajectories \( X^*_f \) called informative state trajectories. These trajectories aim to efficiently collect data to improve the prior model, thus reducing the task trajectory tracking error when using the control law (2). Let \( x_i[k] \) and \( u_i[k] \) denote the inputs and states obtained letting the closed-loop system evolve using \( X^*_f \) as reference trajectory. In details

\[
x_i[k+1] = f(x_i[k], u_i[k])
\]

\[
u_i[k] = \pi(x^*_i[k], x_i[k], \hat{f}),
\]

with \( x_i[0] = x^*_i[0] \). The subscript \( * \) is used to denote quantities related to the informative trajectory tracking problem.

The following problem is then formulated:

**Problem 1.** Find \( X^*_f \) as solution of:

\[
\min_{X^*_i} \sum_{k=0}^{N} ||x^*_i[k] - x_i[k]||^2_2 \\
\text{s.t.} \quad x_i[k+1] = f(x_i[k], u_i[k])
\]

\[
u_i[k] = \pi(x^*_i[k], x_i[k], \hat{f})_{\text{posterior}}
\]

\[
\hat{f}_{\text{posterior}} = h + \hat{g}
\]

\[
\hat{g}(z) = \mu(z|Z_i), \ Z_i \text{ as in (5)}.
\]

**A. Minimization of the informative cost**

Solving (6) is definitely not a trivial problem, even using sampling-based methods. In fact, since we do not know \( f \), solving (6) would require to run two experiments for every sampled informative state trajectory \( X^*_i \), using as reference firstly \( X^*_i \) and then \( X^*_i \).

In order to make the problem feasible from a practical point of view, let us recall that using the model-based controller (2), we can achieve perfect tracking by having the perfect knowledge of \( \hat{g} \) for all \( z \in Z^*_f \) where

\[
Z^*_i = \{z \in Z \mid \exists k \in (0, \ldots, N) \text{ s.t. } z = z^*_i[k]\},
\]

contains the pairs state/input that achieve perfect tracking of the task trajectory.

According to Assumption 2, a possible idea is to improve the model by minimizing the uncertainty of the prior model, i.e., \( \sigma^2(z) \) for all \( z \in Z^*_f \). Thus, we reformulate (6) as

\[
\min_{X^*_i} \sum_{Z^*_f} ||x^*_{i} - x_i||^2_2
\]

with \( \epsilon \in \mathbb{R}_{>0} \) being a heuristic that can be tuned to control the exploratory behavior of the informative trajectory. Problem (8) becomes:

\[
\min_{X^*_i} \int_{Z^*_f} \sigma^2(z|Z_i)dz
\]

From now on, we refer to the objective function to be minimized as **informative cost**.

The problem cannot be solved in a closed-form way. Thus, we propose to use a sampling-based optimization method [22] that consists in sampling different informative state trajectories \( X^*_i \) and choose the one that shows the smallest informative cost. However, this approach cannot be directly employed due to some practical issues:

\[
\text{With an abuse of notation, we consider } ||z - z_i|| = ||[x^*_i u^*_i]^T - [x^*_i u^*_i]^T||. \ A \ weighted \ norm \ can \ also \ be \ used \ to \ normalize \ the \ components \ of \ state \ and \ input \ vectors.\]

III. GENERATION OF INFORMATIVE TRAJECTORIES

This section introduces an optimization problem aiming at minimizing an informative cost metric, the solution of which is equivalent to the solution of (6). The problem is solved by practical approximations leading to a sampling-based trajectory generation algorithm.
1) To compute the informative cost for every sampled informative trajectory we should theoretically run an experiment. This is clearly time consuming and does not meet the goals of Objective 1.

2) We do not know $U'_i$. From its definition, we should know $f$ to compute $U'_i$ given $X'_i$. Therefore, we cannot directly compute $Z_{\Delta t}$.

3) It is not straightforward how we can compute the integral of the posterior variance over $Z_{\Delta t}$.

4) It is not straightforward how we can efficiently sample informative trajectories.

Each of these four problems are individually addressed below proposing a few approximations that make (10) solvable from a practical point of view. This allows for deploying the method on real robots.

B. Approximations of the optimization problem

1) Approximation of the dynamical constraints: During the search for the optimal informative state trajectory, given a candidate informative state trajectory $X'_{i, \text{cand}}$, instead of computing the posteriori variance based on the data collected from a real experiment, $Z_i$, we compute it based on the data collected from a simulation of the system, $\hat{Z}_i$. In details, $\hat{Z}_i$ is the output of the simulated closed-loop system using $X'_{i, \text{cand}}$ as reference trajectory, i.e.,

$$\hat{X}'_i[k + 1] = h(\hat{X}'_i[k], \hat{u}'_i[k]) + \hat{g}'(\hat{z}'_i[k])$$

$$\hat{u}'_i[k] = \pi(\hat{X}'_{i, \text{cand}}[k], \hat{X}'_i[k], \hat{f})$$

where $g'(\hat{z}'_i[k])$ is a sample of the Bayesian model of the residual dynamics, using the probability distribution $N_{\hat{X}'_i\hat{z}'_i}(\cdot; \cdot)$. The $\hat{\cdot}$ is used to denote quantities related to the simulation throughout this paper.

2) Approximation of $Z_{\Delta t}$: Since we do not know $f$, we cannot compute $U'_i$, and therefore neither $Z_{\Delta t}$. In this section we show how we can get an estimation of $Z_{\Delta t}$, denoted by $\hat{Z}_{\Delta t}$, exploiting the current estimation of $f$.

We firstly uniformly sample the state and input spaces, $X'$ and $U'$, creating the sets $X' \subset X'$ and $U' \subset U'$, respectively. We then simulate the closed-loop system $M$ times using $X'_{i, \text{cand}}$ as reference, We obtain $M$ state and input trajectories $\hat{Z}'_i$ where

$$\hat{X}'_{i}[k + 1] = h(\hat{X}'_{i}[k], \hat{u}'_{i}[k]) + \hat{g}'(\hat{z}'_{i})$$

$$\hat{u}'_{i}[k] = \pi(\hat{X}'_{i, \text{cand}}[k], \hat{X}'_{i}[k], \hat{f})$$

(12)

Finally, we compute $\hat{Z}_{\Delta t}$ as

$$\hat{Z}_{\Delta t} = \{ z \in X' \times U' | \exists k \in (0, \ldots, N) \text{ and } j \in (1, \ldots, M) \text{ s.t. } \| z - \hat{z}'_{i} \| \leq \epsilon \}. $$

(13)

Similar to (9), the threshold $\epsilon$ is a heuristic that controls the exploration of the informative trajectory. With large $\epsilon$, the optimal trajectory should show a more exploratory behavior.

3) Approximation of the informative cost: We replace $Z_{\Delta t}$ with $\hat{Z}_{\Delta t}$ in (10) and this integral can be approximately solved using numerical integration such as Monte-Carlo integration: we uniformly sample $S$ pairs $z^j$ in $\hat{Z}_{\Delta t}$, where $j = 1, \ldots, S$, creating the set $\hat{Z}'_{\Delta t}$. We then approximate the informative cost in (10) as

$$\frac{V}{S} \sum_{z^j \in \hat{Z}'_{\Delta t}} \sigma^2(z^j | Z_i),$$

(14)

where $V$ is the volume $\int_{\hat{Z}_{\Delta t}} dz$. Notice that for the different sampled informative trajectories, $V$ and $S$ remain constant and therefore can be omitted in the optimization.

4) Parametrization of the informative trajectory: Since we want to improve the knowledge of the model in $Z_{\Delta t}$, it is natural to think that the informative state trajectory $X'_i$ should be “close” to the task state trajectory $X'_t$. Therefore, given a generic $k$, we define $x'_i[k]$ such that

$$x'_i[k] = x'_t[k] + \delta x[k].$$

(15)

Now, sampling informative state trajectories means sampling “deviations” from the task state trajectory. To reduce the sampling space, which has the same dimension of $X'$, we parametrize $\delta x$ using the Discrete Fourier Transform (DFT)

$$\delta x[k] = \frac{1}{P} \sum_{p=0}^{P-1} \Theta_x e_p^j e^{2\pi i k},$$

(16)

where $P \in \mathbb{N}_{>0}$, $j$ is the complex operator, $e_p \in \mathbb{R}^p$ is a vector with 1 in place $p$ and 0 elsewhere, and $\Theta_x \in \mathcal{O}_p \subset \mathbb{R}^{n \times p}$ is the state parameter matrix.

From sampling every state of the informative trajectory, we now samples only fewer parameters. Furthermore, the rationale behind the use of DFT parametrization is that it gives us a more intuitive control of the frequencies of excitation. We can use fewer parameters to generate excitation signals that are spread through frequencies of interest. Intuitively, the deviation signal can be seen as an excitation signal added around the task state trajectory. As a result, the algorithm inherently explores locally around the task trajectory.

C. Sampling-based optimization algorithm

Considering the previous simplifications, (10) becomes

$$\min_{\Theta_x} \sum_{z^j \in \hat{Z}'_{\Delta t}} \sigma^2(z^j | Z_i)$$

s.t. $\hat{Z}_{\Delta t}$ as in (13), $z^j$ as in (12),

$$x'_i[k] = x'_t[k] + \delta x[k], \delta x[k]$$

as in (16).

Practically, to solve (17) we used a Monte-Carlo sampling-based method. The algorithm follows the next steps which require the simulation of the system only:

1) Uniformly sample a set of parameters $\Theta_x \in \mathcal{O}_p$ and compute several informative state trajectories as in (15) and (16);

2) Simulate multiple times the system with the sampled residual model $g'$ according to the prior model. Each informative state trajectories computed at step 1 is used as reference;

3) For every simulation, collect the data relative to the performed trajectory, $\hat{Z}_i$, and update the Bayesian model of the residual dynamics;
4) Compute $\hat{Z}_{\Delta \tau}$ as explained in III-B.2;
5) Evaluate the information cost in $\hat{Z}_{\Delta \tau}$ according to (14) associated to every new updated model;
6) Select the informative state trajectory corresponding to the minimum information cost.

Once the informative state trajectory supposed to provide the best model update is selected, it is used as reference in a real experiment. The relative collected data, $Z_i$, is then employed to update the prior model. The full process can be repeated from step 1), to find a new state informative trajectory that would allow to further improve the model accuracy, and in turn to reduce the tracking error.

Remark: Note that the quality of the approximate solution depends on the quality of the prior model. Therein lies the purpose of this algorithm: Within each iteration, the quality of the prior model improves, and the solution to the approximated problem converges towards the true optimum. Consequently, this helps improving the prior model.

IV. APPLICATION TO AN AERIAL ROBOT: THE OMAV

This section shows how the above framework is applied on an omnidirectional flying vehicle, called omav [6]. The omav (Fig. 3) is an overactuated omnidirectional flying vehicle with six tiltable arms in a hexagonal arrangement. A coaxial rotor configuration is rigidly attached to the end of each arm. The rotation of each arm can be actively controlled by a servo motor, which results in a total of 18 actuators. Although the setup enhances the motion and interaction capabilities, aerodynamic disturbances among the rotors, unknown servo dynamics, backlashes, and other mechanical inaccuracy are difficult to be modeled and included in standard model-based controller. This makes omav a suitable testbed to validate the proposed method for active model learning.

The state of the omav is given by $x = [\tilde{p}^\top \eta^\top \tilde{p}^\top \omega^\top]^\top \in \mathcal{X} \subset \mathbb{R}^{12}$. In order, $x$ includes the position, attitude (expressed in Euler angles), linear velocity, and angular velocity of the vehicle. As input of the system we consider the commanded wrench, i.e., the total force and moment commanded to the vehicle\(^3\), $u = [\tau_{cmd}^\top \tau_{cmd}^\top]^\top \in \mathcal{U} \subset \mathbb{R}^6$. We assume that an allocation policy is implemented to transform $u$ into low level commands for the servos and the motors [6]. Finally, the dynamics of the omav can be written as in (4), where $h$ is derived using standard Newton-Euler equations. Notice that $h$ is linear with respect to the input and can be written as

$$h(z) = l(x) + u,$$

where $l(x)$ includes all the terms that do not depend on $u$.

On the other hand, $g$ includes all previously mentioned unmodeled dynamic behaviors that cannot be easily captured with first principles. Considering the last six row of the dynamics (the linear and angular accelerations), we can consider $g(z)$ as the mismatch between the commanded wrench and the actuated one.

The controller tries to implement a feedback linearization control law with a PID action on the position and attitude errors. In particular, given a reference task trajectory, $X^r$, and a priori model for $g$, the controller $\pi(x^r[k], x[k], \dot{f})$ tries to find the input $u[k]$ that solves the following optimization problem

$$\min_{u[k]} \| x^r[k] - l(x[k]) - u[k] - \hat{g}(u[k]) \|,$$  \hspace{1cm} (19)

where $x^r[k] = K(x^r[k] - x[k]) + K_t \sum_{j=0}^{k} (x^r[j] - x[j])$ is the PID action, with $K, K_t \in \mathbb{R}^{12 \times 12}$ positive definite matrices. For the details about the implementation of such an optimization, we refer the interested reader to [8].

From experimental observations, we remark that the residual dynamics regarding the differential kinematics and linear acceleration (first nine rows) is almost negligible with respect to the one regarding the angular acceleration (last three rows). In other words, the mismatch between commanded and actual force is much smaller than the one between commanded and actual torque. For this reason, in this first work, we focus on the attitude dynamics, applying the proposed active dynamics learning only on the last three rows of the system dynamics. These mismatches are modeled as three independent single-output Gaussian processes with $u$ as the training input and the torque model mismatch as training output. We neglect the rotational drag torque acting on the vehicle since the vehicle is mostly operating with low angular velocities, thus $\hat{g}$ is modeled independent of the state.

V. EXPERIMENTAL RESULTS

The experimental platform is the omnidirectional aerial vehicle in Fig. 3: the omav. The omav weighs 4 kg and is equipped with a NUC i7 computer and a PixHawk flight controller. This configuration allows to run all the necessary algorithms onboard implemented in a ROS framework. A motion capture system provides pose estimates at 100 Hz. For a more complete description of the testbed see [6].

As stated in Section IV, the proposed method has been implemented and evaluated focusing on the rotational dynamics. For the learned Gaussian process model, data points are subsampled from the experimental data using the k-medoids [23] algorithm where the Euclidean squared distance between the inputs is used as the distance metric. Throughout the experiments, squared exponential kernels are used. The deviation $\delta x[k]$ is sampled around $x, y, z$-axis with its magnitude. This yields a total of 12 coefficients to be sampled. The simulation framework is set up using RotorS Gazebo simulator [24]. In this section we use "non-informative trajectory" to describe the case where only the task trajectory is used to collect the data to update the model.

A. Correlation between informative cost and tracking error

An experiment is conducted to investigate whether the tracking error defined in problem (6) is correlated to the informative cost defined in (17). The omav is asked to follow a pitching trajectory up to 60 degrees in pitch and 1 rad/s\(^2\) in pitch angular acceleration, similar to previous work [8]. A
prior model is built by collecting the data from executing the task trajectory. Next, five sampled candidate informative trajectories and the task trajectory are executed and six learned models are built accordingly. They are then evaluated on the test data generated by the prior model. \( \epsilon \) is heuristically tuned by simulation computing the average distance between the commanded wrench and the achieved wrench. The tracking performance of the angular acceleration\(^4\) along the \( y \)-axis using these models are shown in Fig. 1. It can be seen that there is a clear correspondence between the informative cost and the tracking error. Furthermore, the model learned from the task trajectory does not yield the best tracking performance.

B. Comparison between informative and task trajectory

To compare the efficiency of the informative and non-informative trajectory, a figure-8 in attitude (with roll and pitch up to 26 degrees) with constant position is given as a task trajectory (see Fig. 4). We compute the prior model running the task trajectory for the first time. Then 20 trajectories are randomly generated and evaluated in simulation as explained in Section III-C using the prior model. The most informative trajectory (lowest informative cost) and the task trajectory are then executed and the data are recorded for both trajectories. We subsampled 20, 40, 60, 80 data points from the experiments running each trajectory and built a model for each of these combinations by augmenting the prior model with these data points. The hyperparameters of the Gaussian processes are reoptimized. The models are then used in the controller to track the task trajectory in real experiments for validation. Tracking performance are evaluated in Fig. 2 as the average of the absolute angular acceleration over all three axes. It can be noted that for the same amount of data points, the informative trajectory always outperforms the non-informative trajectory in term of both mean tracking error and corresponding variance. On average the performance\(^5\) of informative trajectories outperforms the non-informative one by 13.3%.

\[^4\]Notice that evaluating the angular acceleration tracking is equivalent to evaluate the error between actual and commanded torque which strongly depends on the model accuracy.

\[^5\]By performance of a trajectory we mean the tracking performance using the updated controller with the data collected from that trajectory.

C. Comparison of the model generalizability

To test the generalizability of the model learned from the informative trajectory, a modified figure-8 trajectory with higher pitch and roll reference angles (up to 43 degrees) is used. As can be seen in the phase plot in Fig. 5, the state input pairs of the modified figure-8 extend up to twice of the original one. In this case, both models from the informative trajectory and the non-informative trajectory have 100 data points. It can be seen from Table I that the model learned from informative trajectory yields better tracking performance, especially around the \( z \)-axis.

VI. Conclusion

This work presents a practical framework that effectively and efficiently collects data points for the learning of models used at the control level to significantly improve tracking performance on real robots. We experimentally demonstrate the validity of the method on an overactuated aerial robot, the omav, whose dynamics is complex and difficult to learn. Experimental results show that the learned model from informative trajectories is efficient in data points collection and generalizes on modified trajectories.
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