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Abstract—In this paper, we consider the problem of location-dependent opportunistic bandwidth sharing between static and mobile (i.e., moving) downlink users in a cellular network. Each cell of the network has some fixed number of static users. Mobile users enter the cell, move inside the cell for some time and then leave the cell. In order to provide higher data rate to the mobile users, we propose location dependent bandwidth sharing between the two classes of static and mobile users; the idea is to provide higher bandwidth to the mobile users at favourable times and locations, and provide higher bandwidth to the static users in other times. Our approach is agnostic to the way the bandwidth is further shared within the same class of users; it can be combined with any particular bandwidth allocation policy employed for one of these two classes of users. We formulate the problem as a long run average reward Markov decision process (MDP) where the per-step reward is a linear combination of instantaneous data volumes received by static and mobile users, and find the optimal policy. The transition structure of this MDP is not known in general, and it may change with time. To alleviate these issues, we propose a learning algorithm based on single timescale stochastic approximation. Also, noting that the MDP problem can be used to maximize the long run average data rate for mobile users subject to a constraint on the long run average data rate of static users, we provide a learning algorithm based on multi-timescale stochastic approximation. We prove asymptotic convergence of the bandwidth sharing policies under these learning algorithms to the optimal policy. The results are extended to address the issue of fair bandwidth sharing between the two classes of static and mobile users, where the notion of fairness is motivated by the popular notion of $\alpha$-fairness in the literature. Numerical results exhibit significant performance improvement by our scheme, and also demonstrate the trade-off between performance gain and fairness requirement.
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1 INTRODUCTION

In recent years, cellular traffic has shown unprecedented growth, due to the proliferation of high-specification handheld/mobile devices such as smartphones and tablets. It is speculated that increasing use of applications such as video streaming or downloading, image or media file transfer, social networking applications and cloud services (requested or run by these devices) will further increase this traffic demand in the coming years. In order to meet the enormous bandwidth demand for these applications, the use of macro-assisted small cell networks (see [1], [2], [3], [4], [5]) have recently become popular; the small cells (such as femtocells and picocells) can meet the bandwidth demand of the users, while the macro base stations are supposed to provide cellular coverage.

While small cell networks can provide high throughput to the static users, the performance of mobile users (i.e., fast moving users) deteriorates due to frequent handoff at cell boundaries resulting in huge signaling overhead (see [6], [7], [8]) and temporary data outage for each handoff. As a solution to this problem, the use of heterogeneous network architecture has been proposed (see [9]), where only macro base stations can serve the mobile users; the relatively large cell size of the macro base stations result in a much smaller handoff rate for mobile users in this architecture. Static users can be served by either macro or micro base stations. However, this alone is not capable of meeting the growing traffic demand from mobile users, and hence new improvements in PHY and MAC techniques are essential.

In order to address the above issue, we propose opportunistic (and dynamic) sharing of the total allocated bandwidth to a base station, by the two classes of static and mobile downlink users, based on user locations (note that, unlike traditional literature on bandwidth allocation, we do not consider bandwidth allocation to individual users). The transmission bandwidth available for a macro base station can be shared among its users in many ways. However, the interference field varies over various locations inside a macro cell, due to variation in distance and shadowing from various interfering base stations. Hence, a natural way to improve user throughput is to employ dynamic bandwidth sharing among the static and mobile users inside a macro cell, depending on their instantaneous location, direction of motion and...
speed; the idea is to provide more bandwidth to the mobile users opportunistically when they are at favourable locations, in a distributed fashion so that the base stations need not communicate among themselves to decide on bandwidth allocation. Our goal is to maximize the time average of a linear combination of the expected data rates of mobile and static users. We formulate the problem as an average reward Markov decision process (MDP), and establish the policy structure. However, the decision making requires information on the location of other base stations and the shadowing realizations from other base stations to various locations in the macro cell; these quantities might not be known to the macro base station, and some of them might even change over time. Hence, instantaneous data rate for a fast moving mobile user may not be computable in the presence of the spatially varying unknown interference field; only the cumulative amount of data downloaded by the mobile user over an interval will be available to the macro BS. Hence, we provide a learning algorithm using the theory of stochastic approximation, and prove its asymptotic convergence to the optimal dynamic bandwidth sharing policy. Next, we propose a learning algorithm based on multi-timescale stochastic approximation, which converges to the optimal policy for the problem of maximizing the time-average expected data rate of mobile users subject to a constraint on the time-average expected data rate of static users. Hence, the learning algorithms can be used by the macrocells to dynamically adapt the bandwidth sharing policy depending on mobile user locations. We also explain how to adapt the dynamic bandwidth sharing scheme when fair bandwidth sharing between the classes of static and mobile (i.e., moving) users is required. Finally, we demonstrate numerically that the proposed dynamic (opportunistic) bandwidth allocation scheme can improve user performance significantly, and also demonstrate the trade-off between performance improvement and a measure of the degree of fairness in allocation.

1.1 Related Work

There has been a vast literature on the impact of user mobility in wireless networks. The authors in [10] have shown that mobility increases the capacity. [11] has explored the trade-off between delay and throughput in ad-hoc networks in presence of mobility. The papers [12], [13], [14], [15], [16] study the impact of inter and intra cell mobility on capacity, and also the trade-off between throughput and fairness; these results show that mobility increases the capacity of cellular networks when base stations cooperate among themselves.

However, in practice, base stations may not cooperate. Moreover, due to frequent handoff of fast moving mobile users, significant control bandwidth has to be dedicated for handoff management, which further reduces the data rate of mobile users (it is often the case that handoff results in temporary data outage for mobile users). In order to optimize the performance of cellular networks under user mobility, we propose to use optimal dynamic bandwidth sharing between the two classes of static and mobile users (depending on user locations); this problem is formulated as an average reward MDP (where the reward is a time average linear combination of data rates of static and mobile users) and later learning algorithms for computation of the optimal policy are provided. The prior work most relevant to this idea is [17], where handoff requests are sent to adjacent cells when the mobile users reach within a given distance of the cell boundary (depending on user location and velocity information obtained via GPS measurements). The authors of [18] also have evaluated gain in performance due to mobility by favouring users with good radio channel conditions. However, to the best of our knowledge, there has been no prior work that considers optimal dynamic bandwidth sharing depending on user location and proposes any learning algorithm for this problem with provable convergence guarantee.

1.2 Organization and Our Contribution

The rest of the paper is organized as follows:

- The system model is described in Section 2.
- In Section 3, we develop optimal bandwidth sharing strategy between the two classes of static and mobile users in a single cell, so as to maximize the time average of a linear combination of expected sum throughputs of static and mobile users inside the cell. This unconstrained optimization problem is formulated as an average reward Markov decision process (MDP), and optimal policy structure is derived analytically.
- In Section 4, we provide a learning algorithm based on stochastic approximation, which converges asymptotically to the optimal bandwidth sharing policy, without using the transition and cost structure of the MDP.
- Noting that the unconstrained optimization problem can be used to solve the constrained problem of maximizing the time average sum rate of the mobile users subject to a constraint on the time-average sum rate of the static users, we provide, in Section 5, a learning algorithm based on multi-timescale stochastic approximation, which asymptotically converges to the optimal policy (we prove this asymptotic convergence) for the constrained problem of maximizing the time average sum rate of mobile users subject to time-average sum rate of static users. This multi-timescale stochastic approximation based learning algorithm yields a randomized policy, and the randomization technique proposed in this paper is novel to the best of our knowledge.
- In Section 6, we show how the dynamic (and opportunistic) bandwidth sharing schemes developed in previous sections can be adapted to ensure a
fair allocation between the two classes of static and mobile users.

- In Section 7, we numerically explore the performance gain (due to opportunistic bandwidth sharing) and the trade-off between performance gain and fairness in allocation.
- In Section 8, we show the equivalence of the global problem of decentralized maximization of the time average of a linear combination of the expected sum throughputs of mobile and static users, with a problem where each base station seeks to maximize the time average of a linear combination of the expected sum rates of all mobile users and all static users via location aware opportunistic bandwidth sharing between the two classes of static and mobile users. We also explain how to modify our algorithms in case the location of users in a cell are not known perfectly.
- Finally, we conclude in Section 9.
- All proofs are provided in the appendix.

2 System Model

We consider a cellular network with multiple (possibly infinite and heterogeneous) base stations (BSs) on the two dimensional plane. Among these BSs, we consider one single BS and focus on the cell served by that BS (see Figure 1); this BS can be a macro BS if the network is heterogeneous. We consider two classes of downlink users served by this BS: Static users (SU) and mobile users (MU). We assume that there exist multiple directed lines/routes (e.g., roads) crossing the cell, and MUs are moving along these lines with constant speed \( v \). This can be a model for the roads in urban or suburban areas where users sitting in fast moving cars download contents from the base stations. Given a realization of the line segments inside the cell, we assume that, MUs are entering a cell along each line according to a time-

In order to mathematically formulate the dynamic bandwidth sharing problem, we make the following simplified modeling assumptions (also, see Figure 1 for a clear pictorial description):

- Time is discretized into slots of duration \( \sigma \). Hence, a MU moves \( v \sigma \) distance in one slot.
- The BS under consideration knows the locations of all static users associated with it.
- The BS knows the lines intersecting with its cell, and also the lengths of these corresponding line segments. Let us denote the number of line segments intersecting with the cell under consideration, by \( n \). Let the \( i \)-th line segment have length \( l_i v \sigma \), i.e., a MU can remain in the \( i \)-th line segment for \( l_i \) number of time slots. Thus, the model is as follows: any MU that enters the cell (after coming out of a handoff) along the \( i \)-th line segment spends a time of \( l_i \) slots, and finally enters another cell. The values \( \{l_i\}_{1 \leq i \leq n} \) are known to the base station.
- We allow the MU arrival rates along the \( n \) line segments to be unequal. We denote the number of arrivals to the cell along line \( i \) at time slot \( t \) by a bounded random variable \( A_{i,t} \); we assume that \( A_{i,t} \) is i.i.d. across \( i \) and \( t \); the arrival process will be correlated across cells, but that does not affect the resource allocation problem for a single cell.
- At the beginning of each slot \( \tau \), the BS under consideration decides the fraction \( \eta_\tau \) of the available bandwidth to be dedicated for transmission to the mobile users. The remaining bandwidth is assigned to the set of static users. We restrict ourselves to the class of policies where, in each slot, a base station allocates equal bandwidth to all available mobile users; however, our framework is capable to take care of possibly unequal bandwidth sharing among the mobile users. Similarly, the \( (1 - \eta_\tau) \) fraction of bandwidth is assumed to be shared equally among all static users.

It is important to note that, for fast moving users, traditional channel estimation may not be very accurate since the user might travel the fading coherence distance very fast; hence, dynamic bandwidth allocation among users based on instantaneous channel qualities may not be feasible. This necessitates location dependent bandwidth sharing which works on a slower timescale compared to variation in fading due to high speed of users. However, our scheme of sharing bandwidth between two classes of users can well accommodate any scheduling policy em-
employed within the same class of users, and such scheduling policies can be based on channel estimation as well. Another reason for not considering location-dependent (resp., channel quality based) bandwidth allocation to individual users (instead of user classes) is that this will result in allocation of bandwidth to the user having the best location (resp., channel quality) at any given time slot, which might be unfair to all other users.

- At the beginning of each slot, the base station gets to know the number of existing mobile users inside the cell (including the newly arrived MU), the index set $\{z_1, z_2, \cdots, z_m\}$ of lines on which each of these mobile users are moving, and also the remaining sojourn times (in terms of slots) $t_1, t_2, \cdots, t_m$ of those mobile users. This can be done via the GPS connection of the mobile users. Otherwise, since the base station records the time and line of entry of a new MU into the cell, and since the velocity is known, the base station can always calculate the location of any mobile station inside the cell. We define $s := \{(t_i, z_i)\}_{i=1}^m$ to be the state of the system at the beginning of a slot.

*We will explain in Section 8.2 how we can relax the assumption on availability of perfect information of the system state to the decision maker.*

- At state $s$, if all available bandwidth (assumed to be equal to 1 unit) is allocated only to MUs, then, a given bandwidth sharing scheme among all SUs and a bandwidth sharing scheme among all MUs, and given the realization of shadowing and path-loss from each BS to each location in the cell, the amount of data each MU will be able to download over a slot is a random variable since the fading process seen by each user (from the serving BS and interfering BSs) over this slot is random. However, if these quantities and the fading distribution is known, the base station can calculate the expected data volume each user will be able to download until the beginning of the next slot.\(^1\) Let us define $R_{\text{mobile}}(s)$ to be the (random) total amount of data the MUs download per unit bandwidth if the entire bandwidth is allocated to MUs, and similar meaning applies for $R_{\text{static}}(s)$ (i.e., this is the random amount of data the SUs can download in a slot in case the entire bandwidth is allocated to SUs). In presence of fading, the expectations of these two random variables (expectation taken over fading distribution) are denoted by $\overline{R}_{\text{mobile}}(s)$ and $\overline{R}_{\text{static}}(s)$. Note that, $\overline{R}_{\text{mobile}}(s)$ and $\overline{R}_{\text{static}}(s)$ are dependent on the shadowing realizations from all base stations to the static and mobile users over various locations in the cell (since they will determine the signal to interference ratio for various users at different locations).

We will assume in Section 3 that $R_{\text{mobile}}(s)$ and $R_{\text{static}}(s)$ are known to the BS; this assumption will be relaxed in subsequent sections.

### 3 Opportunistic Bandwidth Allocation Under Perfect Knowledge of Mean User Rates $\overline{R}_{\text{mobile}}(s)$ and $\overline{R}_{\text{static}}(s)$

#### 3.1 Markov decision process formulation

We formulate the dynamic (i.e., opportunistic) bandwidth allocation problem for a BS as a Markov decision process. We assume in this section that the base station knows $\overline{R}_{\text{mobile}}(s)$ and $\overline{R}_{\text{static}}(s)$ perfectly for each state $s$ at each slot.

#### 3.1.1 State Space

New mobile users arrive to the cell in each slot. The state of the system at the beginning of a slot is considered. The state at the beginning of a slot (after new arrivals in the previous slot) is of the form $s := \{(t_i, z_i)\}_{i=1}^m$, where $m$ is the number of mobile users present in the cell, $t_i$ is the residual sojourn time of the $i$-th user in the cell, and $z_i \in \{1, 2, \cdots, n\}$ is the index of the line along which the $i$-th mobile user is moving; if $z_i = k$, then $t_i \in \{1, 2, \cdots, l_k\}$. Note that the state space is finite since the number of arrivals in each slot is bounded and each mobile user stays inside the cell for a bounded number of slots.

#### 3.1.2 Action Space

Given a state, the BS takes an action $x \in [0, 1]$; $x$ is the fraction of bandwidth the BS decides to allocate to the mobile users. Hence, our action space is $[0, 1]$. In this work, we assume that, at any given time, all static users share the $(1-x)$ fraction of bandwidth equally among themselves, and all mobile users share the $x$ fraction of bandwidth equally among them.\(^2\)

#### 3.1.3 State Transition

For current state $s := \{(t_i, z_i)\}_{i=1}^m$, if $p$ MUs arrive to the cell in a slot, then the next state will be $s' = \{(t_{i-1}^+, z_{i-1}^+), (t_i, z_i)\}_{i=m+1}^{m+p}$, where $z_i \in \{1, 2, \cdots, n\} \forall i \in \{m+1, m+2, \cdots, m+p\}$ is the index of the line along which the $i$-th new arrival at the slot enters the cell, and $t_i = l_k$ if $z_i = k$ for $i \in \{m+1, m+2, \cdots, m+p\}$. In course of this, if $(t_i - 1)^+ = 0$ for any $i \in \{1, 2, \cdots, m\}$,

1. Note that, for a given realization of the location of base stations and for a given realization of the spatially varying shadowing process, the amount of interference at any location is a non-random variable if there is no fading. Even the interference averaged over random, time-varying fading is a deterministic quantity. But this quantity is unknown in general to a BS which does not possess global information about the base station locations and shadowing process. However, in this section, we assume that this quantity for each location is known at the base station.

2. From the optimization point of view, it will always be better to allocate $x$ fraction of bandwidth to the best mobile user at a given slot, and $(1-x)$ fraction to the best static user for ever. But this will result in complete starvation for many static users, and short-term service unfairness among the mobile users; each mobile users will get high data rate in some slots, and very low (possibly zero) data rate in some other slots.
then information of that user is removed from the state since he has already left the cell. We denote the state at time slot \( \tau \) by \( s(\tau) \).

### 3.1.4 Policy

A stationary policy \( \eta(\cdot|\cdot) \) is a family of probability distributions \( \eta(\cdot|\cdot) \) on the action space \([0,1]\) conditioned on the state \( s \); i.e., \( \eta(\cdot|s) \) denotes the probability distribution of the action taken whenever the system reaches state \( s \). If \( \eta(\cdot|s) \) is such that for each state \( s \), the policy chooses one action with probability 1, then the policy is called a stationary deterministic policy \( \eta(\cdot) \); in this case, \( \eta(\cdot) \) denotes the action taken at state \( s \). We denote by \( \eta_\tau \) the action taken at time \( \tau \) (i.e., the fraction of bandwidth allocated to the class of MUs in slot \( \tau \)); this will be equal to \( \eta(\tau|s) \) if a stationary deterministic policy \( \eta(\cdot) \) is used in decision making. We denote by \( \eta_{\tau} \) a number in \([0,1]\), and by \( \eta(\cdot) \) a function.

### 3.1.5 Single Stage Reward

If the system state is \( s(\tau) \) at slot \( \tau \), and if an action \( \eta_{\tau} \in [0,1] \) is taken, the total (random) reward for the base station at decision epoch \( \tau \) is defined as \( R(\tau) := \eta_{\tau} R_{\text{mobile}}(s(\tau)) + \xi(1 - \eta_{\tau}) R_{\text{static}}(s(\tau)) \).

### 3.1.6 Objective Function

Let us denote the expectation under policy \( \eta(\cdot|\cdot) \) by \( \mathbb{E}_{\eta(\cdot|\cdot)} \); the expectation is over the randomness in the new arrivals of MUs to the BS in slot \( \tau \); the expectation is over the randomness in the fading process (which are captured by \( \mathbb{P}_{\text{mobile}}(s(\tau)) \) and \( \mathbb{P}_{\text{static}}(s(\tau)) \)), and the other one is over the randomness in the policy and over the randomness in state evolution. We seek to solve the following problem of maximizing the time average of the expected reward per slot:

\[
sup_{\eta_{\tau}(\cdot)} \lim_{N \to \infty} \frac{1}{N} \sum_{\tau=1}^{N} \mathbb{E}_{\eta(\cdot|\cdot)} \left( \eta_{\tau} R_{\text{mobile}}(s(\tau)) + \xi(1 - \eta_{\tau}) R_{\text{static}}(s(\tau)) \right)
\]

Here \( \xi \geq 0 \) can be considered as a Lagrange multiplier; it captures the emphasis we put on the time average sum throughput of SUs and MUs in the objective function. This problem is an unconstrained optimization problem.

Note that, there are two expectations in this objective function: one is over randomness in the fading process (which are captured by \( \mathbb{P}_{\text{mobile}}(s(\tau)) \) and \( \mathbb{P}_{\text{static}}(s(\tau)) \)), and the other one is over the randomness in the policy and over the randomness in the state evolution (captured by \( \mathbb{E}_{\eta(\cdot|\cdot)} \)).

The problem (1) has a stationary, deterministic optimal policy (by standard MDP theory), which we denote by \( \eta^*_{\tau}(\cdot) \). Under the deterministic policy \( \eta^*_{\tau}(\cdot) \), the optimal action at state \( s \) is denoted by \( \eta^*_{\tau}(s) \) (parametrized by \( \xi \)) or simply by \( \eta^*(s) \). The optimal value for the objective in (1) is denoted by \( \lambda^*(\xi) \) or simply by \( \lambda^* \).

It has to be noted that, under \( \eta^*_{\tau}(\cdot) \), we have

\[
\lim_{\tau \to \infty} \frac{1}{\tau} \sum_{k=1}^{\tau} R(\tau) = \lambda^*(\xi) \quad \text{almost surely (by the ergodicity of the Markov chain \( \{s(\tau)\}_{\tau \geq 1}\))}
\]

Later in Section 8.1, we relate (1) to a global optimization problem over multiple cells.

### 3.1.7 Connection Between the Unconstrained Problem and a Constrained Problem

The unconstrained optimization problem (1) can be used to solve the following constrained optimization problem of maximizing the time-average sum data rate for the mobile users while satisfying a minimum time-average sum data rate requirement for static users:

\[
\sup_{\eta_{\tau}(\cdot)} \lim_{N \to \infty} \frac{1}{N} \sum_{\tau=1}^{N} \mathbb{E}_{\eta(\cdot|\cdot)} \left( \eta_{\tau} R_{\text{mobile}}(s(\tau)) \right)
\]

\[\text{s.t.,} \quad \lim_{N \to \infty} \frac{1}{N} \sum_{\tau=1}^{N} \mathbb{E}_{\eta(\cdot|\cdot)} \left( (1 - \eta_{\tau}) R_{\text{static}}(s(\tau)) \right) \geq R_0 \]

It is well-known that by choosing an appropriate value \( \xi^* \) for \( \xi \) and solving the optimization problem (1), one can find an optimal policy \( \eta^*_{\tau}(\cdot|\cdot) \) for the constrained problem (2) as well.

The following standard result tells us how to choose the optimal Lagrange multiplier \( \xi^* \) (see [19, Theorem 4.3]):

**Theorem 1:** Consider the constrained problem (2). If there exists a multiplier \( \xi^* \geq 0 \) and a policy \( \eta^*_{\tau}(\cdot) \) such that \( \eta^*_{\tau}(\cdot|\cdot) \) is an optimal policy for the unconstrained problem (1) under \( \xi^* \) and the constraint in (2) is met with equality under policy \( \eta^*_{\tau}(\cdot|\cdot) \), then \( \eta^*_{\tau}(\cdot|\cdot) \) is an optimal policy for the constrained problem (2) also.

**Remark:** We will see in Section 5 that, in order to meet the constraint in (2) with equality, we will need randomization between two deterministic policies (contrary to the fact that (1) has a stationary, deterministic, optimal policy).

### 3.2 Optimal Policy Structure

In this section, we will only consider the unconstrained problem (1). We formulate the problem as a Markov decision process (MDP). The average reward optimality equation for this MDP is given by (see [20, Chapter 7, Section 4]):

\[
h^*(s) = \max_{\eta \in [0,1]} \left( \eta R_{\text{mobile}}(s) + \xi(1 - \eta) R_{\text{static}}(s) - \lambda^* + \mathbb{E}(h^*(s')) \right)
\]

where \( \lambda^* \) is the optimal average reward per slot for the problem (1), \( h^*(s) \) is the optimal differential cost at state \( s \) (see [20, Chapter 7, Section 4] for thorough interpretation of the differential cost \( h^*(s) \)), and \( S' \) is the (random) next state whose distribution depends on \( s \) and the realization of new arrivals. Note that, state transition is independent of the action taken in any slot; hence, the expectation in \( \mathbb{E}(h^*(s')) \) is taken only over the randomness in the new arrivals of MUs to the BS in one slot.

**Theorem 2:** (Optimal policy \( \eta^*_{\tau}(\cdot) \)) If the state \( s \) is such that, \( R_{\text{mobile}}(s) - \xi R_{\text{static}}(s) > 0 \), then optimal action is \( \eta^*_{\tau}(s) = 1 \). If \( R_{\text{mobile}}(s) - \xi R_{\text{static}}(s) < 0 \), then \( \eta^*_{\tau}(s) = 0 \).
If $\overline{R}_{\text{mobile}}(s) - \xi \overline{R}_{\text{static}}(s) = 0$, then we can choose any action $\eta^*_s$.

Proof: The proof follows from the fact that the optimum $\eta$ should maximize only the expected single stage reward at state $s$, since the transition probabilities do not depend on the action.

Comments on Fairness: Note that, each static user will asymptotically receive positive throughput, since with positive probability a cell will have zero mobile user at a given time slot. On the other hand, a mobile user might get zero throughput in the current cell. In order to ensure a fair bandwidth sharing inside each cell, we describe in Section 6 how to share bandwidth between the two classes for a modified objective function which is motivated by the notion of $\alpha$-fairness (see [21] for reference). The modified objective function ensures that both classes receive a positive throughput at the same time.

Comment on the Discretization of Time: Note that, the MDP formulation and the policy structure will remain valid even when the state space is uncountable. But in the next section we learn the optimal policy via stochastic approximation techniques; the convergence proofs of these schemes require that each state is visited asymptotically receive positive throughput, since with probabilities $1 - \eta^*_s(s)$. Similarly, we define the optimal data rate of static users per slot by $\overline{R}_{\text{static}}(s) := \sum_s g(s) \overline{R}_{\text{static}}(s)(1 - \eta^*_s(s))$.

Lemma 1: $\overline{R}_{\text{mobile}}(s)$ decreases with $\xi$, and $\overline{R}_{\text{static}}(s)$ increases in $\xi$.

Proof: See Appendix A.

Error in estimating user location: This issue is addressed in Section 8.2 in detail.

4 Learning Algorithm for the Unconstrained Problem

In Section 3, we assumed that perfect knowledge of $\overline{R}_{\text{mobile}}(s)$ and $\overline{R}_{\text{static}}(s)$ is available to the BS. However, in practice, unknown path-loss factor (since path-loss exponent and location of interfering base stations), unknown shadowing variation over space and unknown fading distribution will make it impossible for the base station to compute $\overline{R}_{\text{mobile}}(s)$ and $\overline{R}_{\text{static}}(s)$. Hence, the base station cannot use the simple policy structure given by Theorem 2. However, the base station can get a feedback from the users about how much data the users were able to download between two successive decision instants; this can happen if the base station keeps on sending data packets to the users, and the users measure packet error rate in the received data and send feedback to the base station before a new decision is made. In this section, we propose a sequential bandwidth allocation and learning algorithm, which maintains a running estimate of $\overline{R}_{\text{mobile}}(s)$ and $\overline{R}_{\text{static}}(s)$ for each state $s$, and updates these running estimates as new user feedbacks are gathered, so as to converge asymptotically to a stationary policy solving the unconstrained problem (1).

Assumption 1: The fading gain between any base station (serving or interfering) and a specific location in the cell comes from an ergodic Markov process (across time slots) taking values from a bounded subset of the nonnegative real line, and it is identically distributed across locations in the cell and across various BSs. □

Note that, this assumption ensures that if we sample $R_{\text{mobile}}(s)$ infinitely often, we can essentially average over fading, and obtain a correct estimate of $\overline{R}_{\text{mobile}}(s)$, even though the slot duration $\sigma$ might be smaller than the time required to average over all possible fading states by a mobile user.

Note that, by Theorem 2, we can restrict ourselves to the action space $\{0, 1\}$ instead of $[0, 1]$. With this reduced state space, we present our sequential bandwidth allocation and learning algorithm, which is motivated by the theory of stochastic approximation (see [22]).

4.1 The Learning Algorithm

Some notation: Let $\eta_r \in \{0, 1\}$ denote the decision to be taken at decision instant $\tau$. Let $R_{\text{mobile}}(s)$ and $R_{\text{static}}(s)$ be the (random) realization of the total rates received between decision instant $\tau$ and decision instant $\tau + 1$ by the mobile (resp., static) users, provided that $\eta_r = 1$ (resp., $\eta_r = 0$).

Fix any small number $\epsilon > 0$. Suppose that at the decision instant $\tau$, the Markov chain has reached state $s$, and let the current estimates of $\overline{R}_{\text{mobile}}(s)$ and $\overline{R}_{\text{static}}(s)$ be $R^{(\tau)}_{\text{mobile}}(s)$ and $R^{(\tau)}_{\text{static}}(s)$, respectively.

Let us define $\nu(s, 1, \tau) := \sum_{i=1}^s 1\{s_i = s, \eta_i = 1\}$ and $\nu(s, 0, \tau) := \sum_{i=1}^s 1\{s_i = s, \eta_i = 0\}$.

Let $\{a(t)\}_{t \geq 1}$ be a decreasing sequence of positive numbers with $\sum_{t=1}^\infty a(t) = \infty$ and $\sum_{t=1}^\infty a^2(t) < \infty$.

Algorithm 1: Start with arbitrary $R^{(0)}_{\text{mobile}}(s)$ and $R^{(0)}_{\text{static}}(s)$.

(Decision on bandwidth sharing:) At decision instant $\tau$, with probabilities $\frac{1}{R^{(\tau)}_{\text{mobile}}(s)}$ each, allocate the entire bandwidth to the static users (i.e., take $\eta_r = 0$) or to the mobile users (i.e., take $\eta_r = 1$). Else (with probability $(1 - \epsilon)$), allocate the entire bandwidth to mobile users (i.e., $\eta_r = 1$) if $R^{(\tau)}_{\text{mobile}}(s) - \xi R^{(\tau)}_{\text{static}}(s) > 0$, allocate the entire bandwidth to static users (i.e., $\eta_r = 0$) if $R^{(\tau)}_{\text{mobile}}(s) - \xi R^{(\tau)}_{\text{static}}(s) < 0$, and allocate the entire bandwidth arbitrarily either to SUs or to MUs if $R^{(\tau)}_{\text{mobile}}(s) - \xi R^{(\tau)}_{\text{static}}(s) = 0$.

(Updating/learning the estimates:) Just before the $(\tau + 1)$-st decision instant, for each possible state $s$, make the following update:
\[ R_{\text{mobile}}^{(t+1)}(s) = R_{\text{mobile}}^{(t)}(s) + a(\nu(s, 1, \tau))1\{s(\tau) = s, \eta_\tau = 1\} \times \left( R_{\text{mobile}}(s) - R_{\text{mobile}}^{(t)}(s) \right) \]

\[ R_{\text{static}}^{(t+1)}(s) = R_{\text{static}}^{(t)}(s) + a(\nu(s, 0, \tau))1\{s(\tau) = s, \eta_\tau = 0\} \times \left( R_{\text{static}}(s) - R_{\text{static}}^{(t)}(s) \right) \]

\[ \square \]

4.2 Optimality of the Learning Algorithm

Let us denote the average expected reward per slot under Algorithm 1 by \( \lambda_s^*(\xi) \).

Theorem 3: Under Assumption 1 and Algorithm 1, for each state \( s \), we have \( \lim_{\tau \to \infty} R_{\text{mobile}}^{(t)}(s) = R_{\text{mobile}}(s) \) and \( \lim_{\tau \to \infty} R_{\text{static}}^{(t)}(s) = R_{\text{static}}(s) \) almost surely. Consequently, \( \lim_{\tau \to \infty} \lambda_s^*(\xi) = \lambda_s^*(\xi) \) (note that, \( \epsilon \) cannot be taken to be equal to 0).

Proof: See Appendix A. \( \square \)

4.3 Remarks

• At any state \( s \), we randomize our decision with probabilities \( \epsilon \) and \( (1 - \epsilon) \) for the following reason. A sufficient condition for the convergence of \( R_{\text{mobile}}^{(t)}(s) \) to \( R_{\text{mobile}}(s) \) and convergence of \( R_{\text{static}}^{(t)}(s) \) to \( R_{\text{static}}(s) \) is \( \liminf_{\tau \to \infty} \frac{\nu(s, 1, \tau)}{\tau} > 0 \) and \( \liminf_{\tau \to \infty} \frac{\nu(s, 0, \tau)}{\tau} > 0 \) almost surely for each \( s \); i.e., all state-action pairs should occur comparatively often. We ensure this by the proposed randomized decision making and using the fact that the states come from an ergodic discrete-time finite state Markov chain. Very small or very large value of \( \epsilon \) might lead to possibly sample-path dependent slow convergence rate.

• It is easy to see that, \( |\lambda_s^*(\xi) - \lambda_s^*(\xi)| \leq \frac{\epsilon}{2} \sum_s g(s)e[R_{\text{mobile}}(s) - R_{\text{static}}(s)] \). Hence, by choosing \( \epsilon \) small, we can achieve a mean reward per slot which is arbitrarily close to the optimal value, but the convergence rate might be slow depending on the initial values of the iterates and the realization of the sample path.

• The above problem of yielding an average reward slightly different than \( \lambda_s^*(\xi) \) can be solved in the following way. At the decision instant \( \tau \), instead of using the randomization with probability \( \epsilon \) (as defined in Algorithm 1), one could randomize for state \( s \) with a probability \( \frac{\nu(s, 1, \tau)}{\nu(s, 0, \tau)} \), where \( \nu(s, \tau) \) is the number of occurrence of state \( s \) up to time \( \tau \). Since the Markov chain is finite state, positive recurrent, irreducible and independent of the actions taken by the base station, and since \( \sum_{k=1}^\infty \frac{\xi}{k} = \infty \), by the second Borel-Cantelli lemma we can say that \( P(\lim_{\tau \to \infty} \nu(s, 1, \tau) = \infty) = 1 \); this is sufficient to prove Theorem 3. However, we did not use this randomization probability because it will not ensure the conditions \( \liminf_{\tau \to \infty} \frac{\nu(s, 1, \tau)}{\tau} > 0 \) and \( \liminf_{\tau \to \infty} \frac{\nu(s, 0, \tau)}{\tau} > 0 \) almost surely for each \( s \), which is necessary for the convergence proof of the multi-timescale learning algorithm (Algorithm 2 in Section 5.3) which is inspired by Algorithm 1.

• A special choice would be \( a(t) = \frac{1}{t} \), which will lead to sample averaging of the iterates (of course, with the imperfection created by randomized sampling). But we use the general step size \( a(t) \) here because it will help in developing multi-timescale learning algorithm for a constrained problem explained in Section 5.

• The rate of convergence is dependent on sample path (i.e., realization of arrival process and the fading process at various locations), and also on the size of the state space. However, convergence is guaranteed by Theorem 3 so long as the state space is finite.

• Speed of convergence will also depend on the choice of \( a(t) \); however, choosing a suitable step size sequence is beyond the scope of this paper and we propose to leave it for future research work in this domain.

5 Learning Algorithm for the Constrained Problem

In Section 4, we had provided a learning algorithm that solves problem (1) for a given \( \xi, \) However, let us recall from Theorem 1 that, in order to solve the constrained problem (2), we need to choose an appropriate \( \xi^* \). Since the transition structure of the MDP in Section 3 might not be known a priori (as discussed in Section 4), in this section we develop a sequential decision and learning algorithm for dynamic bandwidth sharing between the two classes of static and mobile users; this algorithm maintains an estimate of \( \xi^* \) and updates this estimate each time user is observed before a new MU enters the cell. We prove asymptotic convergence of the policy to the set of optimal policies.

5.1 Need for Randomization

Note that, while an optimal Lagrange multiplier \( \xi^* \) may exist for a feasible constraint \( R_0, \) the optimal policy \( e_\xi^*(\cdot, \cdot) \) solving the constrained problem (2) may not be a deterministic policy. This can be explained in the following way. By Lemma 1, the optimal per-slot sum data rate for static users \( R_{\text{static}}^*(\xi) \) increases with \( \xi, \) However, since there are finite number of states and only two actions \{0, 1\}, there are finite number of deterministic policies in the class specified by Theorem 2. The mapping from state space to action space can only change a finite number of times as we increase \( \xi \) from 0 to \( \infty, \) Hence, the plot of the optimal time-average sum rate of static users under policy \( e_\xi^*(\cdot) \) (i.e., \( R_{\text{static}}^*(\xi) \)) as a function of \( \xi \) would look like an increasing staircase function where
the discontinuities correspond to the values of ξ where, by increasing ξ− to ξ+, the policy changes because the optimal action for exactly one state changes from 1 to 0. Let the set of ξ values where this plot is discontinuous, be denoted by S. Also, let D denote the set of values of mean data rate per slot for static users, which can be achieved only via η∗(·) by varying ξ from 0 to ∞.

In light of the above discussion, it is clear that a way to meet the constraint in (2) with equality (if R0 ∈ D) is to randomize between the two policies η∗+−(·) and η∗−−(·) at each decision instant, with probabilities 1 − p and p respectively; these two deterministic policies differ in the action for exactly one state (if R0 /∈ D).

5.2 A special randomization technique

In Algorithm 2 presented next, we implement this randomization in a slightly unconventional way in order to tackle certain technical issues. Let us recall the policy η∗(·) from Theorem 2. We choose a very small number δ > 0 (choice of δ is explained in Algorithm 2 later in Section 5.3), and define a probability density function fδ(·) (parametrized by a probability p) as follows: fδ(y) = δ if y ∈ [−δ, 0), fδ(y) = 1/(2δ) if y ∈ (0, δ), and fδ(y) = 0 for all other values of y. For any given ξ, in each slot τ one can sample a random variable Δτ ∼ fδ (|Δτ|), i.i.d. across τ and use the policy η+−(ξ, s, σ(τ)) in slot τ. If ξ = ξ∗ and R0 does not belong to D, then this scheme will correspond to randomizing between η∗+−(·) and η∗−−(·) with probabilities 1 − p and p in each slot (but this randomization is applicable to all possible values of ξ).

Let the optimal value of p for a given value of ξ be denoted by p∗(ξ); this is the optimal value of p under multiplier ξ so that the corresponding randomized algorithm (described just above using the probability density function fδ(·)) meets the constraint with equality (if possible, given the value of ξ, as explained later in this section).

Definition 1: The set K(R0) ⊂ [0, 1] × [0, A] is defined to be the set of tuples (p∗(ξ), ξ) under which the randomized policy described above meets the constraint in (2) with equality.

Assumption 2: There exists ξ∗ > 0 and p∗(ξ∗) ∈ [0, 1] such that the corresponding randomized policy with these parameters is optimal for the constrained problem (2), while the constraint is satisfied with equality. In other words, the set K(R0) is nonempty.

Note that, K(R0) involves the function p∗(ξ), and p∗(ξ) can be 0 or 1 also, depending on the value of ξ. If ξ is such that ∑ g(s)P(η(s) = 0|ξ, p) > R0 for all p ∈ [0, 1], then we will have p∗(ξ) = 0. If ξ is such that ∑ g(s)P(η(s) = 0|ξ, p) < R0 for all p ∈ [0, 1], then we will have p∗(ξ) = 1. These two events happen if the value of ξ does not fall within a δ-neighbourhood of the element from S for which the constraint can be met with equality, and R0 does not belong to D; the constraint cannot be met with equality in this case under this ξ. If R0 does not belong to D but the value of ξ is within δ-neighbourhood of the value from S which can achieve this R0, then p∗(ξ) can be anything in the interval [0, 1], depending on the value of R0, so that the constraint is met with equality (if possible).

It is easy to prove the following:

Lemma 2: p∗(ξ) is Lipschitz continuous in ξ.

Remark: This lemma will be required to prove desired convergence of our learning Algorithm 2. Note that, if we only randomize between policies η−−δ(·) and η+−δ(·) with probabilities p∗(ξ) and 1 − p∗(ξ) in each slot, then this result in this lemma will not hold. This is the specific reason that we consider this special form of randomization.

Definition 2: Let the sets S and D change to Sr and Dr when, in each slot τ, we decide ηr = 1 or ηr = 0 with probabilities δ each, and use the policy η∗(·) with probability (1 − δ). Similarly, let the analogue of K(R0) be Kr(R0), and the analogue of p∗(ξ) be pr(ξ).

5.3 The Learning Algorithm Based on Two Timescale Stochastic Approximation

Now we present a sequential bandwidth allocation and learning algorithm in order to solve the constrained problem (2). The algorithm maintains running estimates \{Rgment(τ)(s), Rrstant(τ)(s)|∀s, the Lagrange multiplier ξ(τ), and the randomizing parameter p(τ); this algorithm is motivated by two-timescale stochastic approximation (see [22]).

Suppose that at the decision instant τ, the Markov chain has reached state s, and let the current iterates be Rgment(τ)(s), Rrstant(τ)(s), ξ(τ) and p(τ). Let us define Rτ to be the collection of \{Rgment(τ)(s), Rrstant(τ)(s)\} for all s. We define η+−δ(·) to be the same policy as η∗(·) given in Theorem 2, except that Rgment(τ)(s) and Rrstant(τ)(s) in Theorem 2 are replaced by the currents estimates Rgment(τ)(s) and Rrstant(τ)(s) in slot τ; the action taken in slot τ is η∗(s(τ), Rτ).

Let ηr ∈ {0, 1} denote the decision at decision instant τ. Let Rgment(τ)(s) and Rrstant(τ)(s) be the (random) realization of the total rates received between decision instant τ and decision instant τ + 1 by the mobile (resp., static) users, provided that ηr = 1 (resp., ηr = 0).

Let us define ν(s, 1, τ) := ∑ τ+1 τ=τ−1 1{si = s, ηr = 1} and ν(s, 0, τ) := ∑ τ+1 τ=τ−1 1{si = s, ηr = 0}.

Let \{a(t)\}t≥1 and \{b(t)\}t≥1 be decreasing sequences of positive numbers with ∑∞ t=1 a(t) = ∑∞ t=1 b(t) = ∞, ∑∞ t=1 a(t)2 < ∞, ∑∞ t=1 b(t)2 < ∞ and limt→∞ a(t)/b(t) = 0. More specifically, we choose a(t) = t−1 2+1 and b(t) = t−1 2+2, with 1 ≤ n1 < n2 ≤ 2. Let \[x(t)\] denote the projection of x on the compact interval [0, A], and let us choose the value of A is chosen so large that Rgment(τ)(s) = A > R0.

Fix any small number c > 0. We choose δ > 0 to be a very small number, smaller than 1/10-th of c and 1/10-th...
of the smallest difference between two successive values of $\xi$ from the set $S$.

**Algorithm 2:** Start with $R_{\text{mobile}}^{(0)}(s), R_{\text{static}}^{(0)}(s), p^{(0)}, \xi^{(0)}$.

*(Decision on bandwidth sharing)*: At decision instant $\tau$, with probabilities $\frac{1}{2}$ each, allocate the entire bandwidth to the static users or to the mobile users. Else, (with probability $(1 - \epsilon)$) sample a random variable $\Delta_{\tau}$ (independent across $\tau$) from the distribution $f_{\Delta_{\tau}}(\xi)$ independent of all other random variables, and use the policy $\eta_{\xi^{(\tau)} + \Delta_{\tau}}(s, \cdot)$ (i.e., take an action $\eta_{\tau} = \eta_{\xi^{(\tau)} + \Delta_{\tau}}(s(\tau), R_{\tau})$).

In other words, choose $\eta_{\tau} = 1$ if $R_{\text{mobile}}^{(\tau)}(s(\tau)) > (\xi^{(\tau)} + \Delta_{\tau})R_{\text{static}}^{(\tau)}(s(\tau)) > 0$, choose $\eta_{\tau} = 0$ if $R_{\text{mobile}}^{(\tau)}(s(\tau)) - (\xi^{(\tau)} + \Delta_{\tau})R_{\text{static}}^{(\tau)}(s(\tau)) < 0$ and choose $\eta_{\tau}$ arbitrarily if $R_{\text{mobile}}^{(\tau)}(s(\tau)) - (\xi^{(\tau)} + \Delta_{\tau})R_{\text{static}}^{(\tau)}(s(\tau)) = 0$.

**(Updating/learning the estimates):** Just before the $(\tau + 1)$-st decision instant, for each $s$, update as follows:

$$R_{\text{mobile}}^{(\tau+1)}(s) = R_{\text{mobile}}^{(\tau)}(s) + a(s(1, \tau))\mathbf{1}\{s(\tau) = s, \eta_{\tau} = 1\} \times \left(R_{\text{mobile}}^{(\tau)}(s) - R_{\text{mobile}}^{(\tau)}(s)\right)$$

$$R_{\text{static}}^{(\tau+1)}(s) = R_{\text{static}}^{(\tau)}(s) + a(s(0, \tau))\mathbf{1}\{s(\tau) = s, \eta_{\tau} = 0\} \times \left(R_{\text{static}}^{(\tau)}(s) - R_{\text{static}}^{(\tau)}(s)\right)$$

$$p^{(\tau+1)} = \left[p^{(\tau)} + a(\tau)\sum_{s} \mathbf{1}\{s(\tau) = s, \eta_{\tau} = 0\}R_{\text{static}}^{(\tau)}(s) - R_{\text{static}}^{(\tau)}(s)\right]^{1}$$

$$\xi^{(\tau+1)} = \left[\xi^{(\tau)} + b(\tau)(R_{\text{static}}^{(\tau)}(s) - R_{\text{static}}^{(\tau)}(s))\right]$$

**5.4 Optimality of the Learning Algorithm for the Constrained Problem**

Let us denote the nonstationary, randomized policy induced by Algorithm 2 by $\eta^{(\tau)}(\cdot, \cdot)$; the quantity $\eta^{(\tau)}(\cdot|s, R_{\tau}, \xi^{(\tau)}), p^{(\tau)}$ denotes the probability distribution on the set of actions conditioned on the current state and the current values of the iterates.

**Theorem 4:** Under Assumption 1, Assumption 2 and Algorithm 2, we have $\lim_{\tau \to \infty} R_{\text{static}}^{(\tau)}(s) = R_{\text{static}}(s)$ and $\lim_{\tau \to \infty} R_{\text{mobile}}^{(\tau)}(s) = R_{\text{mobile}}(s)$ for all $s$ almost surely. Also, for any $\epsilon > 0$, $(p^{(\tau)}, \xi^{(\tau)}) \to K_{\epsilon}(R_{0})$ almost surely as $\tau \to \infty$.

**Proof:** See Appendix A.

Let us denote

$$\bar{R}_{\text{static}}^{\text{rand}, e} := \lim_{N \to \infty} \frac{1}{N} \sum_{\tau=1}^{N} E_{\eta^{(\tau)}(\cdot, \cdot, \cdot)}(1 - \eta_{\tau})R_{\text{static}}(s(\tau))$$

and

$$\bar{R}_{\text{mobile}}^{\text{rand}, e} := \lim_{N \to \infty} \frac{1}{N} \sum_{\tau=1}^{N} E_{\eta^{(\tau)}(\cdot, \cdot, \cdot)}(\eta_{\tau}R_{\text{mobile}}(s(\tau)))$$

**Corollary 1:** $\lim_{\tau \to \infty} \bar{R}_{\text{mobile}}^{\text{rand}, e}$ and $\lim_{\tau \to \infty} \bar{R}_{\text{static}}^{\text{rand}, e}$ exist, and these limit values are equal to the optimal value of the objective in the constrained problem (2) and $R_{0}$, respectively.

**Proof:** See Appendix A.

**Remark:** Corollary 1 implies that Algorithm 2 approximately solves the constrained problem (2) for arbitrarily small $\epsilon > 0$.

**5.5 Remarks on Theorem 4:**

- **Two timescales:** The update scheme is based on two timescale stochastic approximation (see [22, Chapter 6]). Note that, $\lim_{t \to \infty} \frac{b(t)}{a(t)} = 0$; $\xi$ is adapted in the slower timescale, and $R_{\text{mobile}}, R_{\text{static}}$ and $p$ are updated in the faster timescale. The dynamics behaves as if the slower timescale update equation views the faster timescale iterates as quasi-static, while a faster timescale update equation views the slower timescale update equations as almost equilibrated; as if $\xi$ is being varied in a slow outer loop, while the other iterates are being varied in an inner loop.

- **Structure of the iteration:** Note that, the value of $\xi$ is increased whenever the sum data downloaded by static users between two successive decision instants is less than the target $R_{0}$, so that more emphasis is given to the static user rate in the objective function. Under the same situation, the value of $p$ is reduced for the same reason. The goal is to converge to a randomized policy $\eta^{(\tau)}(\cdot, \cdot, \cdot)$ so that the corresponding randomized policy satisfies the constraint in (2) with equality.

- **Algorithm 2 induces a nonstationary policy:** But, by Theorem 4 and Corollary 1, the sequence of policies generated by Algorithm 2 converges close to the set of optimal stationary, randomized policies for the constrained problem (2).

**6 Fair Bandwidth Sharing Between Static and Mobile User Classes**

In previous sections, the proposed dynamic bandwidth sharing schemes do not guarantee nonzero throughput to each user all the time. While such schemes are suitable for elastic traffic applications, they are not at all suitable for streaming applications such as online video watching or voice call. In fact, opportunistic bandwidth sharing depending on user location as described before will result in unfair sharing of bandwidth. In order to incorporate fairness constraint into the opportunistic bandwidth sharing problem, we modify the objective function presented in Section 3.1.

Let us denote $\bar{R}_{\text{static}}^{\alpha}(s) := ER_{\text{static}}(s)$ and $\bar{R}_{\text{mobile}}^{\alpha}(s) := ER_{\text{mobile}}(s)$.

In this section, we consider the following unconstrained problem:
and the associated constrained problem as follows:

\[
\sup_{\eta(\cdot)} \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} E_{\eta(\cdot)} \left( \eta^\alpha \tilde{R}^\alpha_{\text{mobile}}(s(\tau)) \right) \\
+ \xi (1-\eta_\tau) \alpha \tilde{R}^\alpha_{\text{static}}(s(\tau)) \right)
\]  

(4)

This objective function is motivated by the notion of α-fairness (see [21]).

Let us recall the proof of Theorem 2; Theorem 2 provides optimal allocation for the special case \( \alpha = 1 \). In general, the function \( x^\alpha \tilde{R}^\alpha_{\text{mobile}}(s) + \xi (1-x)^\alpha \tilde{R}^\alpha_{\text{static}}(s) \) is strictly convex in \( x \) for \( \alpha > 1 \) or for \( \alpha < 0 \), strictly concave in \( x \) for \( \alpha \in (0,1) \), independent of \( x \) for \( \alpha = 0 \), and linear in \( x \) for \( \alpha = 1 \). Hence, for \( \alpha > 1 \) or for \( \alpha < 0 \), the optimization \( \max_{x \in [0,1]} x^\alpha \tilde{R}^\alpha_{\text{mobile}}(s) + \xi (1-x)^\alpha \tilde{R}^\alpha_{\text{static}}(s) \) will always have \( x^* = \eta^*(s) \in \{0,1\} \). On the other hand, for \( \alpha \in (0,1) \), the optimal value of \( x \) lies in \( (0,1) \). Hence, in this section, we focus only on \( \alpha \in (0,1) \). Within this interval, \( \alpha \) close to 0 yields more egalitarian solution, whereas \( \alpha \) close to 1 provides more opportunistic bandwidth sharing.

Note that, \( \alpha \) in this current paper is slightly different from \( \alpha \) in [21].

### 6.1 Policy structure under perfect knowledge of \( \tilde{R}^\alpha_{\text{static}}(s) \) and \( \tilde{R}^\alpha_{\text{mobile}}(s) \)

Let us assume the availability of perfect knowledge at the base station (as assumed in Section 3), but let us consider the objective function (4). Similar to Theorem 2, the optimal action at state \( s \) is given by \( \eta^*(s) = \arg \max_{x \in [0,1]} x^\alpha \tilde{R}^\alpha_{\text{mobile}}(s) + \xi (1-x)^\alpha \tilde{R}^\alpha_{\text{static}}(s) \). Differentiation w.r.t. \( x \) and setting the derivative equal to 0, we obtain:

\[
\eta^*(s) = \frac{(\xi \tilde{R}^\alpha_{\text{static}}(s))^{1-\alpha}}{(\xi \tilde{R}^\alpha_{\text{static}}(s))^{1-\alpha} + (\tilde{R}^\alpha_{\text{mobile}}(s))^{1-\alpha}} 
\]  

(6)

The optimal policy is to allocate \( \eta^*(s) \) fraction of bandwidth to mobile users and \( 1-\eta^*(s) \) fraction of bandwidth to static users whenever the system reaches state \( s \). Let this optimal policy be denoted by \( \eta^*_\tau(\cdot) \).

The following lemma is easy to prove:

**Lemma 3:** \( \eta^*_\tau(s) \) in (6) is strictly decreasing and Lipschitz continuous in \( \xi \) for all \( s \) and for all \( \xi > 0 \).

### 6.2 Learning Algorithm for the Unconstrained Problem (4)

Let us now consider imperfect knowledge at the base station as assumed in Section 4, but with the modified objective function (4) with \( \alpha \in (0,1) \). We seek to propose learning algorithms as done in Algorithm 1.

Note that, since a strictly positive fraction of bandwidth is always allocated to static and mobile users at any given time, samples of \( R^{\alpha}_{\text{mobile}}(s) \) and \( R^{\alpha}_{\text{static}}(s) \) are always available whenever the system reaches state \( s \). As a result of this and the positive recurrence of the Markov chain associated with state evolution, the estimates of \( \tilde{R}^\alpha_{\text{mobile}}(s) \) and \( \tilde{R}^\alpha_{\text{static}}(s) \) will be updated infinitely often for each state \( s \), and there is no need to do the randomization with probability \( \epsilon \) as described in Section 4.

Let \( \nu(s,\tau) := \sum_{t=1}^{\tau} 1\{s_t = s\} \). Let \( \{a(t)\}_{t\geq 1} \) be a decreasing sequence of positive numbers with \( \sum_{t=1}^{\infty} a(t) = \infty \) and \( \sum_{t=1}^{\infty} a^2(t) < \infty \).

We propose the following algorithm to learn the optimal policy for problem (4).

**Algorithm 3:** Start with any arbitrary initial estimates \( R^{\alpha}_{\text{mobile}}(s) > 0 \) and \( R^{\alpha}_{\text{static}}(s) > 0 \).

At decision instant \( \tau \), if the system is at state \( s \), allocate the following fraction of bandwidth to the mobile users:

\[
\eta_{\tau} = \frac{(\xi \tilde{R}^\alpha_{\text{static}}(s))^{1-\alpha}}{(\xi \tilde{R}^\alpha_{\text{static}}(s))^{1-\alpha} + (\tilde{R}^\alpha_{\text{mobile}}(s))^{1-\alpha}} 
\]  

(7)

Just before the \((\tau + 1)\)-st decision instant, for each possible state \( s \), make the following update:

\[
R^{\alpha}_{\text{mobile},s}^{(\tau+1)} = R^{\alpha}_{\text{mobile},s}^{(\tau)} + a(\nu(s,\tau))1\{s(\tau) = s\}
\times \left( R^{\alpha}_{\text{mobile}}(s) - R^{\alpha}_{\text{mobile},s}^{(\tau)} \right)
\]

\[
R^{\alpha}_{\text{static},s}^{(\tau+1)} = R^{\alpha}_{\text{static},s}^{(\tau)} + a(\nu(s,\tau))1\{s(\tau) = s\}
\times \left( R^{\alpha}_{\text{static}}(s) - R^{\alpha}_{\text{static},s}^{(\tau)} \right)
\]

\[\square\]

**Theorem 5:** Under Assumption 1 and Algorithm 3, for...
each state $s$, we have $\lim_{\tau \to \infty} R^{(\tau)}_{\text{mobile}, \alpha}(s) = \overline{R}^\alpha_{\text{mobile}}(s)$ and $\lim_{\tau \to \infty} R^{(\tau)}_{\text{static}, \alpha}(s) = \overline{R}^\alpha_{\text{static}}(s)$ almost surely.

Proof: The proof is similar to the proof of Theorem 3.

6.3 Learning Algorithm for the constrained problem (5)

In this subsection, we seek to propose learning algorithms for the constrained problem (5), in a way similar to Section 5.3. Let us define $\overline{R}^\alpha_{\text{mobile}, \alpha}(\xi) := \sum g(s)\overline{R}^\alpha_{\text{mobile}, \alpha}(s)(\eta^\alpha_\xi(s))^{\alpha}$ and $\overline{R}^\alpha_{\text{static}, \alpha}(\xi) := \sum g(s)\overline{R}^\alpha_{\text{static}, \alpha}(s)(1 - \eta^\alpha_\xi(s))^{\alpha}$, where $\eta^\alpha_\xi(s)$ is defined in (6). By Lemma 3, $\overline{R}^\alpha_{\text{static}, \alpha}(\xi)$ is strictly increasing and continuous in $\xi$. Hence, if the constraint in (5) is feasible, then there exists one $\xi^* > 0$ such that the constraint is met with equality under the optimal policy given in Section 6.1 with $\xi = \xi^*$, i.e., $\overline{R}^\alpha_{\text{static}, \alpha}(\xi^*) = R_0$ under $\eta^{\alpha^*}_\xi()$.

Now we propose a sequential bandwidth allocation and learning algorithm (based on single timescale stochastic approximation) that will solve problem (5).

Suppose that at the decision instant $\tau$, the Markov chain has reached state $s$, and let the current estimates of $\overline{R}^\alpha_{\text{mobile}, \alpha}(s)$, $\overline{R}^\alpha_{\text{static}, \alpha}(s)$ and $\xi^*$ be $R^{(\tau)}_{\text{mobile}, \alpha}(s)$, $R^{(\tau)}_{\text{static}, \alpha}(s)$ and $\xi^{(\tau)}$, respectively. Let $\nu(s, \tau) := \sum_{s' = 1}^{\infty} I\{s' = s\}$.

Let $\eta_\alpha \in [0, 1]$ denote the decision at decision instant $\tau$. Let $R^{(0)}_{\text{mobile}, \alpha}(s)$ and $R^{(0)}_{\text{static}, \alpha}(s)$ denote the samples obtained between decision instant $\tau$ and decision instant $\tau + 1$.

Let $\{a(t)\}_{t \geq 0}$ be a decreasing sequence of positive numbers with $\sum_{t = 1}^\infty a(t) = \infty$ and $\sum_{t = 1}^\infty a^2(t) < \infty$. The numbers $B > 0$ and $A > B$ are such that $\xi^* \in (B, A)$.

Algorithm 4: Start with any arbitrary initial estimates $R^{(0)}_{\text{mobile}, \alpha}(s) > 0$, $R^{(0)}_{\text{static}, \alpha}(s) > 0$ and $\xi^{(0)}$.

At decision instant $\tau$, if the system is at state $s$, allocate the following fraction of bandwidth to the mobile users:

$$\eta_\alpha = \frac{(\xi^{(\tau)} R^{(\tau)}_{\text{static}, \alpha}(s))^{\frac{\alpha}{\alpha - 1}}}{(\xi^{(\tau)} R^{(\tau)}_{\text{static}, \alpha}(s))^{\frac{\alpha}{\alpha - 1}} + (R^{(\tau)}_{\text{mobile}, \alpha}(s))^{\frac{\alpha}{\alpha - 1}}}$$

Just before the $(\tau + 1)$-st decision instant, for each possible state $s$, make the following update:

$$R^{(\tau + 1)}_{\text{mobile}, \alpha}(s) = R^{(\tau)}_{\text{mobile}, \alpha}(s) + a(\nu(s, \tau)) I\{s(\tau) = s\}$$

$$\times \left( R^{a}_{\text{mobile}}(s) - R^{(\tau)}_{\text{mobile}, \alpha}(s) \right)$$

$$R^{(\tau + 1)}_{\text{static}, \alpha}(s) = R^{(\tau)}_{\text{static}, \alpha}(s) + a(\nu(s, \tau)) I\{s(\tau) = s\}$$

$$\times \left( R^{a}_{\text{static}, \alpha} - R^{(\tau)}_{\text{static}, \alpha}(s) \right)$$

$$\xi^{(\tau + 1)} = \left[ (\xi^{(\tau)} + a(\tau)(R_0 - \sum_s I\{s(\tau) = s\} R^{a}_{\text{static}, \alpha}(s)))^A \right]_B$$

Theorem 6: Under Assumption 1 and Algorithm 4, we have $\lim_{\tau \to \infty} R^{(\tau)}_{\text{mobile}, \alpha}(s) = \overline{R}^{a}_{\text{mobile}}(s)$ and $\lim_{\tau \to \infty} R^{(\tau)}_{\text{static}, \alpha}(s) = \overline{R}^{a}_{\text{static}}(s)$ for all $s$, and $\xi^{(\tau)} \to \xi^*$.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$\alpha$ & $\theta$ & $\xi$ & $R^{\text{num}}_{\text{mobile, c}}$ & $R^{\text{equal}}_{\text{static, c}}$ & $R^{\text{mobile, c}}$ & $R^{\text{static, c}}$ \\
\hline
1 & 0.1 & 3.1 & 2.0459 & 1.1545 & 2.0549 & 0.0000 \\
0.8 & 0.1 & 2.85 & 0.6428 & 1.7707 & 0.7836 & 1.7739 \\
0.8 & 0.01 & 2.9 & 0.0733 & 1.9588 & 0.1238 & 1.9470 \\
0.5 & 0.1 & 2.9 & 0.0671 & 1.4274 & 0.6821 & 1.4256 \\
0.5 & 0.01 & 3 & 0.0795 & 1.5206 & 0.0965 & 1.5169 \\
\hline
\end{tabular}
\caption{Comparison of equal bandwidth sharing among all users against opportunistic (dynamic) bandwidth sharing between the static and mobile user classes, for various combinations of $\alpha$ and $\theta$ (and correspondingly appropriate choice of $\xi$). Under dynamic bandwidth sharing (columns 6 and 7 in the table), it is assumed that all users in the same user class (static or mobile) share equally the bandwidth available to that class at any moment. The notation has been defined in the text.}
\end{table}
• A single road intersects the cell under consideration; this road is the $y = 10$ line which intersects the cell at the points $(-50, 10)$ and $(50, 10)$. This $100$ m long line segment is divided into $10$ segments of length $10$ m each. We assume that mobile users enter this cell along this line at a velocity $20$ m/sec, and the slot duration is $0.5$ sec so that each MU covers one $10$ m distance segment in one slot, i.e., each MU traverses the cell in $5$ seconds (10 slots).

• The number of arrivals (of MUs) to the cell in each slot is Bernoulli distributed where the probability of a new arrival is equal to $\theta$.

• We assume that, if the entire bandwidth (assumed to be 1 unit) is allocated to a single MU, then the total amount of data this MU can download over a $10$ m long line segment is given by $\log_2(1 + SIR_{centre})$ where $SIR_{centre}$ is the SIR value at the center of the segment. For example, the total data rate assigned to a MU when it is crossing the distance between $(-50, 10)$ and $(40, 10)$ in a single slot is given by $\log_2(1 + SIR_{(-45,10)})$ (provided that the entire bandwidth is allocated to this user). On the other hand, the amount of data downloaded by a static user when the entire bandwidth is allocated to this user is given by $\log_2(1 + SIR)$ when the SIR corresponds to the location of the static user.

It is important to note that, since the stochastic approximation algorithms presented in this paper asymptotically converge to the optimal value, we only consider perfect knowledge scenario where the MDP transition and cost structures are known to the decision maker.

For opportunistic (i.e., location-dependent) bandwidth allocation, we assume that all users in the same class (i.e., static or mobile) share equal bandwidth among themselves all the time.

### 7.1 Performance Improvement for various combinations of $\alpha$ and $\theta$

We have done extensive simulation over a range of parameter values. In this section, we only provide a few of them to illustrate the performance gains and trade-offs.

We focus on the problems (2) for $\alpha = 1$ and (5) for $\alpha \in (0, 1)$ for comparison. For each combination of $\alpha$ and $\theta$, we first compute non-opportunistic performance metrics $\bar{R}^{equal}_{mobile, \alpha}$ and $\bar{R}^{equal}_{static, \alpha}$ which are analogous to $\bar{R}^{\ast}_{mobile, \alpha}$ and $\bar{R}^{\ast}_{static, \alpha}$ defined in Section 6.3 (with $\xi$ dropped from the notation), except that $\bar{R}^{equal}_{mobile, \alpha}$ and $\bar{R}^{equal}_{static, \alpha}$ are calculated assuming equal bandwidth sharing among all static and mobile users at any point of time. Then we chose an appropriate value of $\xi$ (for a given $\alpha$ and $\theta$) so that, under the corresponding optimal policies given in Section 3.2 and Section 6.1 with this choice of $\xi$, the constraint in (2) and (5) are (approximately) met with equality; clearly, our objective is to solve the constrained problems (2) and (5). The quantities $\bar{R}^{\ast}_{mobile, \alpha}$ and $\bar{R}^{\ast}_{static, \alpha}$ under $\alpha = 1$ are equal to $\bar{R}^{\ast}_{mobile}$ and $\bar{R}^{\ast}_{static}$ (defined in Section 3.2). Our goal is to see how much improvement is possible (via opportunistic bandwidth sharing) in the time-average sum data rate of mobile users which keeping the same quantity unchanged for static users. The results are summarized in Table 1.

From Table 1, we observe that more than $50\%$ (or even $100\%$) improvement is possible in the time-average throughput of mobile users under $\alpha = 1$ (while keeping the time-average throughput of static users unchanged); this clearly shows that it is worth employing the proposed opportunistic bandwidth allocation algorithms in cellular networks. We also observe that the margin of performance improvement decreases as $\alpha$ is reduced from $1$. This happens because of two reasons: (i) choice of $\alpha \in (0, 1)$ allows more fair allocation at the cost of opportunistic gain, (ii) it is also an artifact of the choice of $\alpha \in (0, 1)$ since the derivative of the concave function $x^\alpha$ is decreasing in $x$. One should also note that, the amount of gain will vary depending on the topology of a cell, location of interfering base stations, static user locations, MU arrival rates, shadowing realizations in various locations as well as fading process statistics.

The numerical work presented in this section is only an illustration for possible performance gain by location-dependent dynamic bandwidth allocation.

### 8 Additional Discussion

#### 8.1 Connection Between the Cell Level Problem and a Global Problem

Let us consider a heterogeneous network consisting of two tiers of base stations (BSs). The two tiers are modeled by two independent stationary, ergodic processes $\Phi_{macro}$ and $\Phi_{micro}$ (such as homogeneous Poisson point processes). SUUs are assumed to be located on $\mathbb{R}^2$ according to a stationary, ergodic point process $U_{static}$ of intensity $\lambda_{SU}$. We assume that MUs are moving with constant speed $v$ along a collection of directed routes; these routes are modeled by a stationary, ergodic line process (such as directed homogeneous Poisson line process, see [23, Chapter 8]). Given a realization of the line process, we assume that, at any time $t$, two successive MUs on any line of $L$ are separated by an exponentially distributed distance with mean $\frac{1}{\lambda_{MU}}$, i.e., the MUs on any line form a Poisson point process of intensity $\lambda_{MU}$ at any time $t$. Hence, the crossing of any point of a line by the MUs form a time homogeneous Poisson process with intensity $\lambda_{MU}v$.

A static user is served by a macro or micro BS, and the association rule can be arbitrary (e.g., a SU can be associated with the BS that sends strongest signal to the SU). Each MU is served by the nearest macro BS. We call the Voronoi cells generated by $\Phi_{macro}$ as macro cells. From now on, unless specified, a cell will mean a macro cell.

Note that, the heterogeneous network model is used to illustrate our model in advanced cellular network...
context (e.g., for LTE). But the analysis presented in this paper will be valid even if the network is homogeneous and each BS is allowed to serve both SUs and MUs.

Let us consider the time-slotted simplification of the above system and the problem addressed in Section 3. The unconstrained optimization problem (1) can be used for performance optimization in a single macro cell. Let us enumerate the macro BSs on the plane by \( \{1, 2, \cdots \} \). Since the base stations do not communicate for making the decision on bandwidth allocation, and since each macro BS has different number of line segments intersecting its cell and different number of SUs associated with it, the dynamic bandwidth sharing policy adopted by the network is \( \eta = \times_{k=1}^{\infty} \eta^{(k)} \) where \( \eta^{(k)} \) is the policy used by the \( k \)-th macro BS. Let us denote the numerator in (1) for the \( k \)-th macro BS, i.e.,

\[
\sum_{\tau=1}^{N} E_{\eta^{(k)}} \left( \eta^{k} R_{\text{mobile}, k}(s(\tau)) + \xi(1-\eta^{k}) R_{\text{static}, k}(s(\tau)) \right)
\]

by \( r(k, N) \). Let us consider the following problem:

\[
\sup_{\eta} \lim_{M \to \infty} \inf_{N \to \infty} \sum_{k=1}^{M} r(k, N) / NM \tag{9}
\]

Now, since \( \eta = \times_{k=1}^{\infty} \eta^{(k)} \), the above problem can be rewritten as:

\[
\lim_{M \to \infty} \inf_{\eta} \frac{1}{M} \sum_{k=1}^{M} \lambda_k \to \infty \inf_{N \to \infty} \frac{r(k, N)}{N}
\]

Let the optimal mean reward per slot for the problem (1) for cell \( k \) be \( \lambda_k \). Now, for (9), \( \lim_{M \to \infty} \inf_{\eta} \frac{1}{M} \sum_{k=1}^{M} \lambda_k \) is almost surely equal to the expected optimal time-average reward for the typical macro cell. Hence, by solving the problem (1) for each cell, we can maximize the expected optimal time-average reward for the typical macro cell.

### 8.2 Addressing the Possibility of Error in Location Estimation for MUs

Let us recall the framework in Section 3. It has to be noted that there can be error in estimating the location of a mobile user, and therefore an error in estimating the residual sojourn time of a mobile user inside a cell is possible. Let us assume that the error in estimation of states at any two different time slots are independent, and that we know the error statistics (i.e., given the observed state \( \hat{s} \), we know the conditional distribution \( p(s | \hat{s}) \) of the true state \( s \)). Since the action in a slot does not affect the state transition, the best possible action one can take in a slot is to choose \( \eta^{*}_k(\hat{s}) = \arg \max_{\eta \in [0, 1]} \sum_s p(s | \hat{s}) \left( \eta R_{\text{mobile}}(s) + \xi(1-\eta) R_{\text{static}}(s) \right) \)

The structure of the optimal policy will be similar to Theorem 2. Similarly, it will be optimal to work with the observed state \( \hat{s} \) in case learning algorithms are employed.

### 9 Conclusion

In this paper, we have proposed and analyzed opportunistic (dynamic) bandwidth sharing depending on user location and mobility, in order to improve the performance of cellular networks. Even though we have solved the basic problem in this paper, there are numerous issues to improve upon: (i) In practice, there can be multiple (possibly uncountable) values of user velocity. Hence, a dynamic bandwidth sharing scheme that allocates bandwidth depending on exact velocity of each user needs to be developed (this might require classification of user velocities into a finite set). (ii) For general motion of users, one reasonable approach would be to divide the cell into various zones (or locations), and assume a Markov evolution of user locations; similar learning techniques as in our paper can be applied in such situation. (iii) Testing and optimizing the proposed and subsequent algorithms in real data-traffic networks will be an important requirement. We propose to pursue these topics in our future research endeavours.
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APPENDIX A

A.1 Proof of Lemma 1

Let \( \xi \geq 0 \) and \( \kappa > 0 \). By the optimality of \( \eta^*_\xi(\cdot) \) and \( \eta^*_{\xi+\kappa}(\cdot) \), we can write:

\[
\mathcal{R}_{\text{mobile}}(\xi) + \xi \mathcal{R}_{\text{static}}(\xi) \geq \mathcal{R}_{\text{mobile}}(\xi + \kappa) + \xi \mathcal{R}_{\text{static}}(\xi + \kappa)
\]

and

\[
\mathcal{R}_{\text{mobile}}^*(\xi + \kappa) + (\xi + \kappa) \mathcal{R}_{\text{static}}(\xi + \kappa) \geq \mathcal{R}_{\text{mobile}}(\xi + \kappa) + (\xi + \kappa) \mathcal{R}_{\text{static}}(\xi)
\]

By adding these two equations, we obtain \( \mathcal{R}_{\text{static}}^*(\xi + \kappa) \geq \mathcal{R}_{\text{static}}^*(\xi) \). Similarly we can prove that \( \mathcal{R}_{\text{mobile}}(\xi) \) decreases in \( \xi \).

A.2 Proof of Theorem 3

Let us rewrite the update equation in Algorithm 1 as follows:

\[
\begin{align*}
R_{\text{mobile}}^{(r+1)}(s) &= R_{\text{mobile}}^{(r)}(s) + a(s,0,\tau) 1\{s(\tau) = s\} 1\{\eta_\tau = 1\} \\
& \quad \times (R_{\text{mobile}}(s) - R_{\text{mobile}}^{(r)}(s) + N^{(r+1)}(s,1)) \\
R_{\text{static}}^{(r+1)}(s) &= R_{\text{static}}^{(r)}(s) + a(s,0,\tau) 1\{s(\tau) = s\} 1\{\eta_\tau = 0\} \\
& \quad \times (R_{\text{static}}(s) - R_{\text{static}}^{(r)}(s) + N^{(r+1)}(s,0))
\end{align*}
\]

where \( N^{(r+1)}(s,1) := R_{\text{mobile}}(s) - R_{\text{mobile}}^{(r)}(s) \) and \( N^{(r+1)}(s,0) := R_{\text{static}}(s) - R_{\text{static}}^{(r)}(s) \). This is an asynchronous stochastic approximation iteration as described in [22], with \( N(s,1) \) and \( N(s,0) \) as Martingale difference noise sequences. However, for each \( s \), the left hand side is a sequence of Martingale difference noise with zero mean, adapted to the sigma algebra generated by \( \{N^{(k)}(s,1), N^{(k)}(s,0)\}_{0 \leq k \leq \tau, s} \). Also, the conditional mean of \( |N^{(r+1)}(s,1)|^2 \) given all the noise values up to time \( \tau \) is uniformly upper bounded by some constant, since \( T \) is Geometrically distributed and fading process is bounded by Assumption 1. Hence, Assumption (A3) of [22, Chapter 2] is satisfied.

Checking Assumption (A5) of [22, Chapter 3]: Note that, \( \lim_{\tau \to \infty} \mathcal{R}_{\text{mobile}}(s) - cx(s,1) = -x(s,1) \) is continuous in \( x(s,1) \) for all \( s \). Also, \( \mathcal{R}_{\text{mobile}}(s) - cx(s,1) \) is decreasing in \( c \). Hence, by Theorem 7.13 of [24], convergence of \( \mathcal{R}_{\text{mobile}}(s) - cx(s,1) \) over compacts is uniform. Also, the collection of ODEs of the form \( \dot{x}(s,1) = \lim_{\tau \to \infty} \mathcal{R}_{\text{mobile}}(s) - cx(s,1) = -x(s,1) \) has a unique unique globally asymptotically stable equilibrium \( x(s,1) = x(s,0) = 0 \) for all \( s \). Hence, this assumption is satisfied.

Let us consider the following ODE for all \( s \):

\[
\begin{align*}
\dot{x}(s,1) &= \mathcal{R}_{\text{mobile}}(s) - x(s,1) \\
\dot{x}(s,0) &= \mathcal{R}_{\text{static}}(s) - x(s,0)
\end{align*}
\]

The above ODE has a unique globally asymptotically stable equilibrium \( x(s,1) = \mathcal{R}_{\text{mobile}}(s) \) and \( x(s,0) = \mathcal{R}_{\text{static}}(s) \). Hence, by [22, Theorem 7, Chapter 3] and [22, Theorem 2, Chapter 2], convergence of Algorithm 1 follows.

Now, it is easy to see that, \( |\lambda^*_\mathcal{R}(\xi) - \lambda^*_S(\xi)| \leq \frac{\xi}{2} \sum_s g(s) |R_{\text{mobile}}(s) - R_{\text{static}}(s)| \). The second part of the theorem follows from this.

\[ \square \]

A.3 Proof of Theorem 4

We will prove desired convergence in the two timescales one by one.

A.3.1 Convergence in the faster timescale

Lemma 4: Under Algorithm 2, we have \( \lim_{\tau \to \infty} R_{\text{mobile}}^{(r)}(s) = \mathcal{R}_{\text{mobile}}(s) \) and \( \lim_{\tau \to \infty} R_{\text{static}}^{(r)}(s) = \mathcal{R}_{\text{static}}(s) \) for all \( s \) almost surely.

Proof: The proof is similar to the proof of Theorem 3. \[ \square \]

Lemma 5: Under Algorithm 2, we have \( \lim_{\tau \to \infty} |p^{(r)} - p^*_S(\xi^{(r)})| = 0 \).\]
Proof: Note that, we can rewrite the $p$ iteration (using Taylor series expansion) as follows:

$$p^{(r+1)} = \left[p^{(r)} + a^{(r)} \sum_{\eta} 1\{s(\eta) = s, \eta_t = 0\} \right] R_{\text{static}}(s) - R_0 \right] + p^{(r)}$$

where $N(\tau)$ is a Martingale difference noise sequence, $o(b(\tau))$ is the tail of the Taylor series expansion, and the expectation is under the randomized policy $\eta^{(r)}(\cdot, \cdot, \cdot, \cdot, \cdot)$. Now, note that,

$$P(\eta_t = 0|s(\tau)) = s, R_\tau, \xi(\tau), p(\tau)) = \xi + (1 - \epsilon)P(R_{\text{mobile}}(s) - (\xi + \Delta \tau) R_{\text{static}}(s) \leq 0)$$

is continuous in $\xi$ and $p(\tau)$. Hence, using an argument similar to [22, Chapter 6], we can claim that the $\xi$ iteration converges almost surely to the set of stationary points of a suitable o.d.e. Again, since we have only one slower timescale iterate, using large enough $A$ is sufficient to ensure that the stationary points of that o.d.e. lie in $(0, A)$; it was much more complicated in [25, Theorem 12] since there were two slower timescale iterates.

The proof of the slowest timescale convergence in [25, Theorem 12] involves checking of five conditions required for [26, Theorem 5.3.1]. The constrained MDP associated with [25, Theorem 12] had two constraints and hence two slower timescale iterates, whereas we have only one slower timescale iterate for which it is easier to check these five conditions. Since these conditions hold, we can claim that the $\xi$ iteration converges almost surely to the set of stationary points of a suitable o.d.e. Again, since we have only one slower timescale iterate, using large enough $A$ is sufficient to ensure that the stationary points of that o.d.e. lie in $(0, A)$; it was much more complicated in [25, Theorem 12] since there were two slower timescale iterates.

The proof of this lemma requires Lemma 6 and the fact that $R_{\text{static}}(s)$ has a bounded support (since by Assumption 1, fading gain distribution has bounded support.)

In light of Lemma 4, Lemma 5 and Lemma 7, the theorem is proved.

A.4 Proof of Corollary 1

Using arguments similar to the proof of Lemma 6, under $\eta^{(r)}(\cdot, \cdot, \cdot, \cdot, \cdot)$, one can claim that $P(\eta_t = 0|s(\tau)) = s, R_\tau, \xi(\tau) = \xi, p(\tau) = p, \epsilon)$ is continuous in $(R, \xi, p, \epsilon)$ for given $s$. Hence, by Theorem 4, we can claim that $P(\eta_t = 0|s(\tau)) = s, R_\tau, \xi(\tau) = \xi, p(\tau) = p, \epsilon)$ converges to the set $s: x = \eta^{(r)}(0|s, \{R_{\text{mobile}}(s), R_{\text{static}}(s)\}|s, \xi, p), (\xi, p) \in K_c(R_0))$ almost surely as $\tau \to \infty$. Now, $\lim_{\tau \to \infty} \{ s: x = \eta^{(r)}(0|s, \{R_{\text{mobile}}(s), R_{\text{static}}(s)\}|s, \xi, p), (\xi, p) \in K_c(R_0) \}$ is continuous in $\xi$ and $p(\tau)$, and by an argument similar to Lemma 2, $p(\tau)$ is continuous in $\xi$. This proves the lemma.

Now we state the final lemma.

Lemma 7: Almost surely, as $\tau \to \infty$, the iterates $\xi(\tau)$ converges to the projection of $K_c(R_0)$ onto the $\xi$ axis.

Proof: The proof follows using similar arguments as [25, Appendix E.C.3, Appendix E.C.4 and Appendix E.C.5]. The arguments require the results in Lemma 6, Lemma 4 and Lemma 5. The choice of $A$ should be sufficiently large, otherwise $\xi(\tau)$ might converge to $A$.