X-TCP: A Cross Layer Approach for TCP Uplink Flows in mmWave Networks
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Abstract—Millimeter wave frequencies will likely be part of the fifth generation of mobile networks and of the 3GPP New Radio (NR) standard. mmWave communication indeed provides a very large bandwidth, thus an increased cell throughput, but how to exploit these resources at the higher layers is still an open research question. A very relevant issue is the high variability of the channel, caused by the blockage from obstacles and the human body. This affects the design of congestion control mechanisms at the transport layer, and state-of-the-art TCP schemes such as TCP CUBIC present suboptimal performance. In this paper, we present a cross layer approach for uplink flows that adjusts the congestion window of TCP at the mobile equipment side using an estimation of the available data rate at the mmWave physical layer, based on the actual resource allocation and on the Signal to Interference plus Noise Ratio. We show that this approach reduces the latency, avoiding to fill the buffers in the cellular stack, and has a quicker recovery time after RTO events than several other TCP congestion control algorithms.

I. INTRODUCTION

The most widely used transport protocol in the Internet is TCP, and the performance of any end-to-end connection strongly depends on how much the TCP congestion control algorithms are able to exploit the resources available at the lower layers [1]. Recently, mmWave communications emerged as a candidate to meet the 5G design goals in terms of throughput [2]; however, the interaction with higher layer transport protocols must be carefully studied in order to avoid wasting the huge bandwidth available at the mmWave frequencies.

MmWave links are characterized by a very high throughput in Line of Sight (LOS) conditions, but the Signal to Interference plus Noise Ratio (SINR) can decrease up to 30 dB in Non LOS (NLOS) state, because of blockage from both the human body and other obstacles (e.g., buildings, cars, people) [3]. In some cases, a complete blockage of the signal (outage) can generate packet losses and trigger a TCP Retransmission Time-out (RTO). This variability forces cellular network designers to introduce lower layer retransmission mechanisms, which have to rely on large buffers in order to avoid packet losses [4]. However, the consequence is the emergence of the bufferbloat issue in mmWave networks [5], [6].

In fact, while large buffers can mask the short-term capacity variations due to the fluctuations of the mmWave channels in LOS conditions, on the other hand they can significantly delay the recognition of the sudden capacity drop due to the loss of the LOS. The sharp reduction of the link bitrate, in turn, will determine a quick increase of the queuing delay of the packets, thus increasing the probability of RTO events for the buffered packets. The TCP congestion-control mechanisms triggered by RTOs drastically reduce the transmit rate of the sender, which will take a relatively long time to fill again the huge capacity that, in the meantime, could have been recovered by the mmWave link.

At the time of writing, the studies related to the interaction between TCP and mmWave networks [6], [7] are related to downlink connections, in which the UE is the receiver. However, because of the diffusion of cloud services and the increase of instant messaging and social network applications, the uplink traffic is increasing and the ratio between uplink and downlink is getting closer to 1 [8]. Therefore, in this paper we propose a novel cross layer approach for TCP uplink flows (X-TCP) with the aim of reducing the latency in NLOS scenario without reducing the communication throughput. In particular, thanks to the control and measurement mechanisms of the cellular stack, the User Equipment (UE) is aware of the SINR of the link and of the amount of resources that the evolved Node Base (eNB) has allocated. These two pieces of information are combined in order to compute the size of the TCP congestion window. In this way, the TCP sender does not send more packets than those that can actually be delivered to the eNB, preventing the increase of the queues size and the end-to-end packet delay. We test the effectiveness of the proposed scheme using the mmWave module of ns–3 [9], and compare the performance of this approach against TCP CUBIC and other congestion control protocols in terms of latency, throughput and fairness, in scenarios which are either randomly generated or designed to trigger an RTO.

The rest of the paper is organized as follows. In Sec. II we will briefly review the state of the art on TCP congestion control algorithms and their performance over mmWave networks. Sec. III will describe the proposed cross layer approach. In Sec. IV we will analyze the performance of our scheme in different scenarios. Finally, in Sec. V we will draw our conclusions and suggest possible future works.

II. STATE OF THE ART

Several evolutions of the original TCP congestion control algorithm have been proposed in order to address the limitations of the original TCP design (e.g., see [10] for a recent survey of TCP versions). In particular, TCP NewReno [11] does not fully exploit the available resources in high bandwidth networks, a problem that has driven the design of TCP HighSpeed [1], TCP BIC [12] and TCP Illinois [13]. The congestion control algorithm currently used in Linux distributions is TCP CUBIC [14], which is a fairness-oriented version of TCP BIC. These variants share many mechanisms of the original TCP (i.e., slow start, congestion avoidance, fast retransmit and fast
recovery), but differ in the way they react to packet losses. Both TCP NewReno and TCP Illinois are based on the Additive Increase Multiplicative Decrease (AIMD) paradigm, according to which the congestion window $cwnd$ is divided by a factor $\beta > 1$ for each packet loss, and then increased by summing a term $\alpha/cwnd$ for each acknowledgment packet (ACK). The parameters $\alpha$ and $\beta$ are kept constant in TCP NewReno, and dynamically adapted to the estimated queueing delay in TCP Illinois, in order to have a steep increase of the congestion window when the congestion is less probable, and a more gentle increase otherwise. TCP BIC, instead, reacts to packet losses with a multiplicative decrease, but recovers from losses with a more aggressive binary search of the optimal congestion window value, which can be tuned by several parameters. Finally, TCP CUBIC increases the congestion window over time, disregarding the ACK reception rate, but rather considering the absolute time since the last packet loss and adopting a cubic increase function for $cwnd$, thus mimicking the behavior of TCP Illinois.

Despite the improvements brought about by these algorithms, the performance of TCP connections over mmWave wireless links is still suboptimal, as observed in some recent simulation studies. Paper [6] presents the first performance analysis of TCP NewReno and TCP CUBIC over mmWave links. The main observation is related to the emergence of the bufferbloat phenomenon in NLOS conditions, which is caused by the large buffers at the Radio Link Control (RLC) layer. In fact, as briefly explained in the introduction, large buffers make it possible for the RLC to recover packet losses due to temporary short-term outages of the mmWave link in LOS conditions. Therefore, the congestion window at the sender keeps increasing in order to fill the very large capacity provided by mmWave links in LOS conditions. However, as the link experiences NLOS conditions and the datarate suddenly drops, the TCP sender does not immediately detect the capacity reduction and, hence, does not decrease the congestion window. Therefore, the size of the RLC buffer and the queueing delay increase, eventually leading to RTO events. On the other hand, reducing the size of the RLC buffers would result in higher packet losses due to short-term variations of the link capacity also in LOS conditions, with a negative impact on the throughput. The importance of lower variations of the link capacity also in LOS conditions. However, when the queueing delay in the RLC buffers starts increasing, then the RTO also increases and the BDP is artificially inflated. This worsens the congestion, since, if the congestion window blindly follows the BDP estimate, the increase of BDP due to the longer queueing delay would increment the sender rate, thus further exacerbating the congestion. Therefore, following the approach described in [15], [16], we use the minimum value of the RTT, $rtt_{min}$, as an estimate of the latency without buffering delays. Notice that the mmWave link latency (without retransmissions) has a very limited impact on $rtt_{min}$ since it is smaller than 1 ms, so that the forwarding delays introduced by the core network and the public internet are dominant. Therefore, the mobility of the UE in a cell or across different cells has almost no effect on $rtt_{min}$.

The core of the algorithm is the estimation of the data rate offered by the mmWave link at every congestion window update. We assume a 3GPP-like protocol stack, with a data plane composed by the PHY, MAC, RLC and PDCP layers. These will likely be part of the New Radio standard [19]. Moreover, the physical layer is assumed to be TDD-based, and the duration of each TDD slot is variable, according to the resource allocation decided by the eNB, as proposed in [20]. Each slot assigned to a UE is composed of a certain number

---

Algorithm 1 Cross layer congestion window update

**Initialization**
- $rtt_{min}$ ← $\infty$
- $cwnd$ ← Maximum Segment Size (MSS)

**For** every received ACK
- estimate RTT $\hat{rtt}$
- estimate mmWave data rate $\hat{datarate}$
- get SINR value $\Gamma$
  - if $\hat{rtt} < rtt_{min}$
    - $rtt_{min}$ ← $\hat{rtt}$
  - if $\Gamma \geq 0$ and $\hat{datarate} \leq rtt_{min} + \epsilon$
    - $cwnd$ ← $\hat{datarate} rtt_{min}$
  - else
    - $cwnd$ ← $\hat{datarate} rtt_{min}$

---

III. UPLINK CROSS-LAYER CONGESTION CONTROL

Motivated by the promising results obtained in [7], in this section we describe a cross layer approach for TCP flows from the UE towards a remote destination in the Internet. The UE can use the information gathered from different layers in the cellular protocol stack to directly change the value of the TCP congestion window. As specified in [17], this value is updated after the reception of each acknowledgment message. The basic algorithm is described with the pseudocode in Algorithm 1. In particular, we set the congestion window to the optimal bandwidth delay product (BDP) that we estimate from the round trip time (RTT) of the end-to-end connection and the data rate provided by the mmWave link.

The RTT can be estimated after the reception of every ACK using the TCP timestamps and the method described in [18]. However, when the queueing delay in the RLC buffer starts increasing, then the RTO also increases and the BDP is artificially inflated. This worsens the congestion, since, if the congestion window blindly follows the BDP estimate, the increase of BDP due to the longer queueing delay would increment the sender rate, thus further exacerbating the congestion. Therefore, following the approach described in [15], [16], we use the minimum value of the RTT, $rtt_{min}$, as an estimate of the latency without buffering delays. Notice that the mmWave link latency (without retransmissions) has a very limited impact on $rtt_{min}$.
of OFDM symbols, and is associated to a specific modulation and coding scheme (MCS). With this information, which is transmitted to the UE via DCIs, it is possible to compute the transport block (TB) size at the MAC layer, i.e., the number of bytes that can be actually transmitted in each resource. This computation accounts for the PHY layer header. Moreover, we scale the PHY data rate by the overhead introduced by the MAC, RLC, PDCP, IP and TCP headers. Finally, if the congestion on the network increases or the SINR is below a certain threshold (i.e., $\Gamma < 0 \text{ dB}$), a scaling factor $\lambda \leq 1$ is used in the increase of the congestion window, in order to decrease the aggressiveness of the protocol and account for the additional retransmissions performed by the RLC and MAC layers, or for the possible congestion in an intermediate link on the end-to-end path. The algorithm assumes that the path is congested when the estimated round trip time exceeds $rtt_{\text{min}}$ by a certain threshold $\epsilon$, which is set to 10 ms following the approach in [7]. The parameter $\lambda$ depends on the scenario and on the configuration of the cellular network. In our implementation, we used a value $\lambda = 0.85$, which was observed to be a good tradeoff between the throughput loss and the reduction of the queueing delay and, in turn, of the RTT. A context-based optimization of this parameter is left for future work.

In order to test the performance of the proposed approach, we conducted an extensive simulation campaign that will be described in Sec. IV.

IV. PERFORMANCE EVALUATION

A. Simulation Setup

The performance evaluation campaign was conducted using the mmWave ns–3 module described in [9]. This tool allows the simulation of complex networks and scenarios with a very high level of detail. It is an end-to-end simulator, with a complete TCP/IP protocol suite and a mmWave cellular stack with the PHY, MAC, RLC, PDCP and RRC layers, as well as a core network model. The mmWave channel model is based on the statistical channel model presented in [3]. Moreover, thanks to the Buildings module of ns–3, it is possible to deploy obstacles and buildings randomly, and then deterministically state whether a link is in LOS or NLOS condition, so that this information is consistent as the UE moves in the scenario. The physical layer is OFDM-based, which is one candidate for NR waveforms [21]. In particular, the highest MCS that can be selected yields a PHY data rate of 3.2 Gbit/s for the whole cell [9]. The scheduler used at the eNB is Round Robin.

We implemented the algorithm described in Sec. III as a TCP congestion control module. In all the simulations, we consider uplink traffic from the UE to a remote host, connected to the core network gateway with a high-capacity wired link. The traffic model is full buffer [22], i.e., it always fills the transmission capacity of the TCP pipe with packets of Maximum Segment Size (MSS) equal to $L_{\text{pck}}$ bytes, but we add the possibility of limiting the maximum application data rate to $R_{\text{app}}$.

The main parameters of the simulations are summarized in Table I.

![Table I: Simulation parameters](https://github.com/kronat/ns-3-dev-git/tree/tcp-versions-updated)

Figure 1: First simulation scenario. The grey rectangles are randomly deployed non-overlapping obstacles (e.g., cars, buildings, people, trees).

B. Evaluation in Random Scenarios

The first scenario we consider consists of a rectangular area, with a mmWave eNB in the center and some objects (buildings, cars, people) randomly deployed over the area, without overlapping. We consider two UEs, named UE1 and UE2, moving at constant speed $v = 1.75 \text{ m/s}$ along straight horizontal lines. Both trajectories cross the area from left to right, but UE1 moves along the lower border of the rectangle, while UE2 is placed on the upper part of the area (see Fig. 1). While moving, the links between the UEs and the eNB alternate between LOS and NLOS conditions, depending on the blockage due to the objects distributed in the area.

The first set of results is reported in Fig. 2 and shows the time evolutions of the TCP congestion window size, the RTT, and the application throughput of UE1 when using TCP CUBIC\(^1\) (marked lines) and X-TCP (plain solid lines). It can be immediately seen where the cross layer approach gains with respect to the CUBIC algorithm. As shown in Fig. 2a, since the buffers and the retransmissions in the mmWave cellular stack mask most of the losses on the channel, TCP CUBIC is unaware of the actual rate provided by the lower layers and keeps increasing its congestion window, thus injecting more and more packets in the buffers at the lower layers. This yields an increase of the RTT, as shown in Fig. 2b. Conversely, X-TCP keeps a small congestion window, proportional to the actual rate supported by the channel. The throughput of both approaches is instead comparable, as shown in Fig. 2c. In this

\(^1\)The implementation of TCP CUBIC for ns–3 can be found at: https://github.com/kronat/ns-3-dev-git/tree/tcp-versions-updated
Furthermore, we fixed the upper bound of the application-layer to the same value), but swapping the trajectories of the two UEs. To avoid any bias, each simulation has been run two times (i.e., resetting the pseudo-generator seed to the same value), but swapping the trajectories of the two UEs. While for the latter case we present separately the results for each TCP flavor.

To gain more insights on the performance of X-TCP and TCP CUBIC and on their mutual interactions, we ran a number of simulations by randomly changing the position and the number of obstacles in the area. To avoid any bias, each simulation has been run two times (i.e., resetting the pseudo-generator seed to the same value), but swapping the trajectories of the two UEs. Furthermore, we fixed the upper bound of the application-layer rate to $R_{app,\text{max}} = 2 \text{ Gbit/s}$ and $R_{app,\text{max}} = 1 \text{ Gbit/s}$, which are larger and lower than the average bitrate of the mmWave links, respectively.

Fig. 3 shows the average RTT, buffer occupancy and throughput for three different combinations of TCP flavors: (i) both UEs use X-TCP, (ii) both UEs use TCP CUBIC, and (iii) one uses X-TCP and the other TCP CUBIC. For the first two cases, we show the time average of the mean performance of the two UEs, while for the latter case we present separately the results for each TCP flavor.

**RTT and RLC buffer occupancy:** as shown in Figs. 3a and 3b, the main advantage of the cross layer approach is the reduced latency (i.e., smaller RTT), which on average is half of that of TCP CUBIC. In particular, it can be seen in Fig. 3a that this behavior is consistent for the two different $R_{app,\text{max}}$ values, with a slightly higher RTT for $R_{app,\text{max}} = 2 \text{ Gbit/s}$, and also across the three different simulated scenarios. TCP CUBIC experiences a higher RTT on average, because the congestion window continues to grow also in NLOS (as shown in Fig. 2a), and packets are queued in the RLC layer buffers because the capacity offered by the mmWave link is not enough to transmit all of them. This behavior is consistent with the results in Fig. 3b, where the average RLC buffer occupancy in the three scenarios is reported. The trend of this metric is similar to that of the RTT, suggesting that the RLC queuing is what causes the increase in the RTT of TCP CUBIC. X-TCP, instead, is able to adapt its congestion window to the actual rate available at the mmWave physical layer, therefore it limits the buffering at the RLC layer, only in the case of retransmissions triggered by unavoidable packet losses in the channel.

**Throughput and fairness:** it can be seen in Fig. 3c that, when the mmWave eNB is not saturated, then there is no difference in throughput among the three scenarios. In particular, in the third scenario the aggressiveness of X-TCP does not harm TCP CUBIC, since there are enough resources available to both. When the sum of the application rates exceeds the mmWave capacity, the results in the third scenario (two concurrent flows with different TCP) suggest that X-TCP may be unfair to TCP CUBIC. When flows use the same congestion control algorithm, then the average achievable throughput is around 600 Mbit/s, independently of the TCP flavor. However,
when one UE uses X-TCP and the other uses TCP CUBIC, then the two flows do not split the available resources fairly, but the cross layer congestion control algorithm achieves a 23% higher throughput than TCP CUBIC. In particular, the TCP CUBIC flow in the third scenario loses 70 Mbit/s (i.e., 11%) with respect to the average throughput in the second scenario (TCP CUBIC only), while the UE using X-TCP gains 50 Mbit/s (i.e., 8.5%) with respect to the first scenario, when both UEs use X-TCP. This can be explained by the fact that, when a transition from NLOS to LOS happens, the cross layer approach restores full bandwidth utilization much more quickly than TCP CUBIC and this extra capacity is not easily released to the other flow. This has a negative impact also on the sum-rate (i.e., the sum of the throughput of the two flows), which decreases by 20 Mbit/s (i.e., 1.6%).

C. Evaluation in Blockage Scenarios

The second simulation campaign is designed to study and compare the performance of X-TCP against that of other congestion control algorithms after an extended outage event, i.e., after a TCP retransmission timeout is triggered. These events are unlikely in a scenario with a dense deployment of mmWave base stations, because the UE would handover to a different eNB with a very high probability [23], but they may happen nonetheless [24], thus it is important to study the behavior of transport protocols also in these scenarios. In particular, when an RTO is triggered, TCP restarts from slow start with a congestion window set to MSS bytes. In [6], a comparison between TCP NewReno and TCP CUBIC is provided. In our study, we consider both these algorithms, as well as the more aggressive TCP BIC and TCP Illinois as baselines for our comparison with X-TCP.

For this performance evaluation, we designed the scenario in Fig. 5, in which the UE starts in LOS, then moves to NLOS behind the gray building. After 30 meters, an outage is induced for 1 s, and the NLOS condition continues for 30 more meters. Finally, a LOS condition is restored. In the last part of the UE’s path there are 5 small obstacles that cause temporary NLOS conditions. We consider uplink traffic with $R_{\text{app}, \text{max}} = 2$ Gbit/s. The UE speed is $v = 5$ m/s.

Fig. 4 shows the evolution of the throughput over time for a UE using each of the five different TCP congestion control algorithms. In the first 5 seconds, as the UE is in LOS and has a very high SINR, all the four TCP baseline versions perform the slow start phase, and then switch to congestion avoidance when the slow start threshold is reached. The congestion window continues to grow linearly, but the throughput is limited by the actual data rate available in the mmWave link, and the remaining packets are buffered at the RLC layer. X-TCP, instead, shows a steeper increase in throughput at the beginning of the simulation, since it immediately adapts to the available bandwidth, and then an approximately constant throughput, as for the baseline versions. Then, a NLOS phase begins, followed by an outage at time $t = 6$ s. After the RTO expires, all the TCP congestion control algorithms restart in slow start mode, with a congestion window of one MSS, but, since the UE is still in NLOS and the SINR is low, some packets get lost, so that the congestion window does not increase and the slow start threshold is repeatedly halved. Therefore, at time $t = 12$ s, when the UE exits the NLOS condition and the available data rate increases, the slow start phase is very short, since the slow start threshold is reached immediately. The result is that TCP enters congestion avoidance too soon, and the congestion window increases very slowly, despite the large available data rate. In this phase the differences among the different congestion control algorithms are marked. X-TCP, thanks to the information on the actual rate available, almost immediately restores full bandwidth utilization. TCP BIC and TCP Illinois are the fastest in reaching high throughput values among the state-of-the-art TCP algorithms, with BIC recovering in 5 s and Illinois in 9 s. TCP CUBIC and NewReno, instead, are very slow, and do not manage to exploit the rate available before the end of the simulation. Moreover, it can be seen
TCP flavor & Average throughput [Mbit/s] \\hline X-TCP & 1225.21 ± 15.81 \\hline TCP BIC & 1051.32 ± 10.42 \\hline TCP Illinois & 949.87 ± 10.78 \\hline TCP CUBIC & 342.79 ± 8.46 \\hline TCP NewReno & 342.46 ± 10.33 \\hline

Table II: Average throughput for different congestion control algorithms for independent runs of the scenario in Fig. 5. The throughput is reported with the 95% confidence interval.

that the five small obstacles that the UE meets in its path do not affect the growth of the congestion window, since the lower layer buffering and retransmission mechanisms mask the conditions of the channel.

Table II reports the average throughput over $N = 200$ simulations with the scenario of Fig. 5 and an independent realization of the channel in each run. The results confirm the trend observed in Fig. 4, with TCP CUBIC and NewReno showing the lowest average throughput, because of the very slow growth of the congestion window, and X-TCP, BIC and Illinois showing the best results.

V. CONCLUSIONS

In this paper we presented a cross layer approach for the dynamic adjustment of the TCP congestion window in a mmWave uplink scenario. The communication at mmWave frequencies offers a potential gigabit throughput that state of the art transport protocols cannot fully exploit because of the variable quality of the mmWave channel. In particular, two critical behaviors emerge: the bufferbloat issue and the consequent increase in the delay in NLOS conditions, and the slow recovery after extended outages that cause TCP retransmission timeouts. These are the consequences of the abstract view that TCP has of the end to end connection. In order to improve the overall performance we introduced an alternative TCP congestion control algorithm that uses the information on the SINR and the resource allocation available to the UE in order to tune the TCP congestion window to an optimal value, that minimizes the queueing delay in the RLC layer buffers without harming the throughput. The performance of this approach was tested in a randomly generated scenario, with a detailed and realistic end-to-end simulator, and we showed that the average RTT and RLC buffer occupancy are more than 50% smaller to those of TCP CUBIC. The negative aspect of the proposed approach is a decrease in fairness with respect to legacy flows. The analysis was then extended to a scenario designed to trigger an RTO, and the performance of the cross layer congestion control algorithm was compared to that of TCP BIC, Illinois, CUBIC and NewReno, showing that the proposed approach is the fastest to reach the full utilization of the mmWave link bandwidth.

As future work, we propose to extend and refine the design of this protocol in order to account more properly for lower layer retransmissions, fully exploiting the information available in the mmWave protocol stack. In particular, we will focus on the optimization fo the parameter $\lambda$, and we will evaluate the interplay of X-TCP with other traffic models. Finally, we will introduce a TCP split approach in order to account for bottlenecks in other segments of the end-to-end connection and to make this approach feasible also for downlink scenarios.
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