Spin drift-diffusion for two-subband quantum wells
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Controlling the spin dynamics and spin lifetimes is one of the main challenges in spintronics. To this end, the study of the spin diffusion in two dimensional electron gases (2DEGs) shows that when the Rashba and Dresselhaus spin-orbit couplings (SOC) are balanced, persistent spin helix regime arises. Therefore, a striped spin pattern shows a long lifetime, limited only by the cubic Dresselhaus SOC, and its dynamics can be controlled by in-plane drift fields. Here, we derive a spin diffusion equation for non-degenerate two-subbands 2DEGs. We show that the intersubband scattering rate, which is defined by the overlap of the subband densities, enters as a new knob to control the spin dynamics, and can be controlled by electric fields, being maximum for symmetric quantum wells. We find that for large intersubband couplings the dynamics follows an effective diffusion matrix given by approximately half of the subband-averaged matrices. This extra 1/2 factor arises from the Matthiessen’s rule summing over the intra- and intersubband scattering rates, and leads to a reduced diffusion constant and larger spin lifetimes. We illustrate our findings with numerical solutions of the diffusion equation with parameters extracted from realistic Schrödinger-Poisson calculations.

I. INTRODUCTION

The Datta-Das spin transistor [1, 2] has established the full electric control of the spin dynamics as one of the main goals of spintronics [3–9]. To this end, one explores the spin-orbit couplings (SOCs) [10], which can be seen as an effective momentum-dependent magnetic field. For two-dimensional electron gases (2DEGs) hosted in quantum wells (QWs) of zinc blend semiconductors, the SOCs arise from the bulk and structural inversion asymmetries, yielding the Dresselhaus [11] and Rashba [12] terms, respectively. While these allow for the spin control via external fields, they also introduce spin relaxation in diffusive systems, e.g., via the Dyakonov-Perel (DP) [13] and Elliott-Yafet (EY) [14, 15] mechanisms. Nevertheless, when the linear-in-momentum Rashba and Dresselhaus SOCs are balanced, the effective SOC field becomes uniaxial and it emerges a conserved SU(2) symmetry [16, 17], yielding an helical spin mode with long lifetime, named persistent spin helix (PSH). The PSH has been observed experimentally by means of spin-grating spectroscopy [18, 19], and via time- and spatially-resolved magneto-optical Kerr rotation [20, 21]. The first observes a spin-lifetime enhancement when the Rashba SOC is tuned to match the linear Dresselhaus SOC, while the latter maps the actual formation of the PSH. The PSH dynamics is described theoretically by a spin drift-diffusion equation [17, 22], derived from the Keldysh formalism for the kinetic equation [23–25], and an intuitive picture can be drawn from a random walk process [26, 27]. For single subband 2DEGs, these have been extensively studied [28–36]. A detailed derivation of the spin diffusion equation can be found in Ref. [34, 36, 37]. Experimentally, the PSH has also been recently exploited in many different forms. Applying in-plane fields induces a controllable precession frequency linear in the cubic Dresselhaus SOC and drift velocity [38, 39]. The pitch of the spin helix can be controlled by tuning the QW asymmetry and electron density [40]. The high symmetry of the PSH uniaxial spin regime allows for a perturbative approach to measure weak (anti)-localization [41]. The spin relaxation anisotropy can be enhanced by tilting the precession angle with magnetic fields [42]. Under intense pump fields with short delay, the anisotropy might also be induced by scattering with holes [43]. For a comprehensive review of the PSH, see Ref. [44].

For two-subbands QWs [45–48], the spin drift-diffusion has only been studied recently [27, 49–52]. Particularly, it has been observed strong spin relaxation anisotropy with long lifetimes [52]. Theoretically, it has been predicted that the Rashba and Dresselhaus SOCs from distinct subbands can be set to match along perpendicular axes [49], indicating the formation of a persistent Skyrmion lattice (PSL). Even though, the PSH is a robust effect in a single-subband system, the role of intersubband scattering in a two-subband 2DEG has been shown to be relevant for the evaluation of the transport properties [53]. It is then an open problem whether the PSH and PSL are robust in the presence of intersubband scattering [27]. The present paper aims to shed light on this problem, by showing that the intersubband scattering reveals itself as a new knob to actually control the spin lifetime in quantum well devices.

In this paper we derive and analyze the spin drift-diffusion equation for two-subbands 2DEGs accounting for both intra- and intersubband scattering. The derivation follows from the the Keldysh formalism for the kinetic equation [24, 25, 36, 37]. We show that the intersubband scattering introduces a time scale $t_c$ (to be properly defined later) for the subband relaxation, and its comparison with the momentum relaxation time $\tau_0$ and spin lifetime $\tau_S$ allows for a classification of the spin dynamics between two extreme limits that match the intuitive pictures taken from a random walk process [27]. First, if $t_c$
is comparable to $\tau_S$ the intersubband dynamics is slow, defining a weak-coupling regime where electrons from each subband diffuse and precess in time independently. On the other hand, for $t_c \ll \tau_S$ the fast intersubband dynamics leads to a subband-averaged strong-coupling regime. In both limits, and for strong enough disorder, the spin relaxation time $\tau_S$ follows the Dyakonov-Perel (DP) behavior $\tau_S \propto 1/\tau_0$. For intermediate regimes, the intersubband coupling breaks this proportionality, since we find $t_c \propto \tau_0$. Consequently, the competition between the DP mechanism and the EY-like subband relaxation $t_c$ leads to a non-monotonic transition between strong- and weak-coupling regimes as $\tau_0$ increases. Therefore, the control over the diffusion regime requires a careful choice of the disorder strength and of the degree of asymmetry of the quantum well.

Applying these results to the PSL system from Ref. [49], we find that the Skyrmion checkerboard pattern may exist only in the weak-coupling regime. An intuitive physical picture can be understood by recalling that, as also remarked in Ref. [49], the PSL inherits its robustness from the PSNe in the separate subbands. From this point of view, it is crucial to achieve a weak-coupling or intermediate regime where the spin dynamics is faster than the intersubband dynamics. As shown in Section IV D, we are able to demonstrate how the checkerboard spin pattern, initially killed by the switching on of the intersubband scattering, rises again upon increasing the momentum relaxation time.

The rest of the paper is organized as follows. In Section II we introduce the two-subband model with both Rashba and Dresselhaus SOC, and as well as intra- and intersubband disorder scattering. In Section III we derive the spin drift-diffusion equation for two non-degenerate subbands. In Section IV we present our results with an extended discussion of the emergence of the PSL in a two-subband quantum well device. We provide our conclusions in Section V. Finally a number of technical appendices give further details about our derivation and solution of the diffusive equation.

II. 2DEG MODEL

Let us start with a clean two-dimensional electron gas (2DEG) with two-subbands given by the 2D Hamiltonian

$$H_{2D} = \begin{pmatrix} H_1 & H_{12} \\ H_{12} & H_2 \end{pmatrix} \approx \begin{pmatrix} H_1 & 0 \\ 0 & H_2 \end{pmatrix},$$

(1)

where $H_j$ are $2 \times 2$ spinfull Hamiltonians for each subband $j = \{1, 2\}$, which includes the Rashba and Dresselhaus spin-orbit couplings (SOC). This 2D model is defined in the basis of the quantum well eigenstates for each subband, i.e. $\langle r \mid jk\sigma \rangle = \phi_j(z) e^{\pm ikz}/\sqrt{A} \xi_k$, where $k = (k_x, k_y)$ is the in-plane wave-vector, $\xi_k$ are the spin eigenvectors with $\sigma = \{\uparrow, \downarrow\}$, $A$ is the normalization area, and $\phi_j(z)$ is the confined eigenstates of the quantum well, which are illustrated in Fig. 1(a). We are interested in a nondegenerate regime, i.e., the subband energies $\varepsilon_0^{(1)} \neq \varepsilon_0^{(2)}$ and the Fermi circles do not overlap, as shown in Fig. 1(b). Therefore we can neglect off diagonal intersubband SOC in $H_{12}$ [49]. The 2D Hamiltonian for each subband reads

$$H_j = \left[ \varepsilon_j(k) - e\mathbf{F} \cdot \mathbf{r} \right] \sigma_0 + H_j^{soc}(k),$$

(2)

$$H_j^{soc} = \lambda_{j,+} \sigma_x k_y + \lambda_{j,-} \sigma_y k_x + 2\beta_{3,j} k_z^2 - k_y^2 (k_x \sigma_x - k_z \sigma_y),$$

(3)

where $\varepsilon_j(k) = \varepsilon_j^{(0)} + \hbar^2 k^2/2m$, $\mathbf{F} = (F_x, F_y, 0)$ is an external in-plane electric field, $\sigma_0 = 1_{2 \times 2}$ and $\sigma_{j|x|z}$ are the Pauli matrices in spin space. $H_j^{soc}$ contains the Rashba ($\alpha_j$), linear ($\beta_{1,j}$) and cubic ($\beta_{3,j} = \gamma_D k^2/4$) Dresselhaus intrasubband couplings, with $\lambda_{j,\pm} = \beta_{1,j} \pm \alpha_j$. As presented later in Section IV, the SOC and other parameters can be controlled by the $z$-component of the electric field $F_z$.

For the spin diffusion, in the next section, we consider scattering by random short-range impurities.
we must add it to the clean $H_{2D}$ of Eq. (1) as a perturbation. The 3D form of the impurity potential is $V(r) = \sum_i v_0 \delta(r - R_i)$, where $v_0$ is the intensity and $R_i = (X_i, Y_i, Z_i)$ is the position of each of the $N$ random impurities, labeled by $i = \{1, N\}$. The 2D projection of $V(r)$ into the basis $|j k \sigma\rangle$ reads

$$\langle j' k' \sigma' | V(r) | j k \sigma\rangle = \delta_{\sigma, \sigma'} \sum_{i=1}^{N} \tilde{v}_{j', i}(Z_i) e^{-i(k-k') \cdot R_i},$$

$$\tilde{v}_{j', i}(Z_i) = \frac{v_0}{A} \varphi_{j'}^{\dagger}(Z_i) \varphi_j(Z_i).$$

Notice that the impurities allow for subband scattering, since $V_{12} = \langle 1k_1\sigma| V(r) | 2k_2\sigma\rangle \neq 0$. In practice, we are interested in the impurity ensemble self-average [23, 24, 54], which reads

$$\langle V_{ba} \rangle = \delta_{b,a} n_{\text{imp}} v_0 \equiv 0,$$

$$\langle V_{bc} V_{ca} \rangle = \delta_{b,c} \frac{n_{\text{imp}} v_0^2}{A} \Lambda_{j_a,j_c} \approx \delta_{b,a} \frac{n_{\text{imp}} v_0^2}{A} \Lambda_{j_a,j_c},$$

$$\Lambda_{j_a,j_c} = \int |\varphi_{j_a}(z)|^2 |\varphi_{j_c}(z)|^2 dz,$$

where we have introduced a compact notation for the indices as $a \rightarrow (j_a, k_a, \sigma_a)$, and $n_{\text{imp}}$ is the impurity density. The first order average, $\langle V_{ba} \rangle \equiv 0$, is set as the energy reference. For more details on the derivation of these quantities, see the Appendix A. The second order $\langle V_{bc} V_{ca} \rangle$ conserves energy and momentum, but it is not block diagonal in subband space a priori. However, in the non-degenerate scenario the Fermi circles from different subbands do not overlap, see Fig. 1(b), and $\delta_{\theta_b, \theta_a}$ implies subband conservation, yielding the full $\delta_{b,a}$ in the approximate expression in Eq. (7). Nevertheless, it still allows for a virtual jump to a different subband $j_c$, which will lead to the intersubband coupling on the collision integral of the kinetic equation, as shown later in Eqs. (12) and (15). The density overlap integral $\Lambda_{j,j'}$ defines the intensity of this coupling.

III. SPIN DIFFUSION WITH TWO SUBBANDS

To derive the spin drift-diffusion equation for two subband quantum wells, we follow the kinetic equation approach [23, 24, 34, 36] and extend the formalism to the two subband model. Our starting point is the well-known quantum Boltzmann transport equation for a Wigner distribution function $\rho(k, R, T)$, which is a $4 \times 4$ matrix in spin and subband spaces, and $(R, T)$ are the Wigner coordinates [24, 25]. Here we take a block diagonal approximation with $\rho = \rho_1 \oplus \rho_2$, where $\rho_j(k, R, T)$ are $2 \times 2$ matrices in spin space for each subband $j$, and obeys the kinetic equation

$$\partial_t \rho_j - \frac{1}{i\hbar} [H_j, \rho_j] - \frac{1}{2\hbar} \{\nabla_R H_j, \nabla_R \rho_j\} + \frac{1}{2\hbar} \{\nabla_k H_j, \nabla_R \rho_j\} = I_j^{\text{coll}},$$

$$I_j^{\text{coll}} = \frac{i}{4\pi \hbar} \int dE \{\{A, \Sigma^K\} - \{\Gamma, G^K\}\}.$$

The block diagonal approximation is valid in the non-degenerate regime presented in the previous section, where the Fermi circles of each subband are distinguishable, see Fig. 1(b), and it is consistent with the self-consistent Born approximation (SCBA), as shown next as we present the collision integral $I_j^{\text{coll}}$, which will couple $\rho_1$ and $\rho_2$ through intersubband impurity scattering.

The $I_j^{\text{coll}}$ above is defined in terms of the spectral function $A(E, k) = i[G^R(E, k) - G^A(E, k)]$, broadening $\Gamma(E, k) = i[\Sigma^R(E, k) - \Sigma^A(E, k)]$, and the Keldish component of the self-energy $\Sigma^K(E, k, R, T)$ and Green’s function $G^K(E, k, R, T)$. The retarded and advanced Green’s functions are block diagonal $G^{R(A)} = G^{R(A)}_1 \oplus G^{R(A)}_2$, with $G^{R(A)}_j \approx [E - \varepsilon_j(k) \mp i\eta]^{-1}$ for each subband $j$. For simplicity, here we neglect small SOC contributions, while we show these perturbative corrections Appendix B. Thus, the spectral function becomes $A = A_1 \oplus A_2$, with $A_j \approx 2\pi \delta(E - \varepsilon_j(k))$. The $G^K$ plays a central role in deriving Eq. (9), as shown in Refs. [24, 25], with $\rho(k, R, T) = - \int \frac{dE}{2\pi \hbar} G^K(E, k, R, T)$.

The last missing pieces to characterize our system are the self-energies $\Sigma^R, \Sigma^A$ and $\Sigma^K$. To derive these, we follow the standard impurity self-average within the self-consistent Born approximation (SCBA) [54] and extend it to the two-subbands scenario using the impurity averaged potentials from Eq. (7), yielding for each subband $j$

$$\Sigma_j = \frac{n_{\text{imp}} v_0^2}{A} \sum_c \Lambda_{j,j_c} \langle G'_c \rangle,$$

which is written generically for all components $\nu = R, A, K$. The block diagonal form here, $\Sigma'_\nu = \Sigma'_R \oplus \Sigma'_A$ is a consequence of the non-degenerate scenario introduced in Eq. (7), and it justifies the block diagonal form of $G^K$ and $\rho$, since it allows for the decoupling of the block diagonal and non-diagonal components. This approximation will fail if the Fermi circles from different subbands overlap with the range defined by the broadening of the spectral function. In this case, the intersubband SOC [27, 45–47, 49] in $H_{12}$ could also play a significant role.

Collecting the approximations above, we calculate the leading order contribution to the collision integral $I_j^{(0)} = I_j^{(0)} \oplus I_j^{(0)}$, where

$$I_j^{(0)}(k) = \sum_{j_c} \langle \rho_{j_c}(\varepsilon_j(k), R, T) - \rho_j(\varepsilon_j(k), \theta, R, T) \rangle.$$
\(k = (k \cos \theta, k \sin \theta)\) is now in polar coordinates, and \((\rho) = (2\pi)^{-1} \int \rho \, d\theta\) is the \(\theta\)-average over the Fermi circle.

The intra- and inter-subband momentum relaxation rates are

\[
\frac{1}{\tau_j} = \sum_{j', j_e} \frac{1}{\tau_{j,j_e}} = \frac{1}{\tau_0} \sum_{j_e} \phi_{j,j_e},
\]

where \(\tau_0^{-1} = \lambda_{1,1} n_{imp} m_0 v_0^2 / h^3\) is the first subband momentum relaxation rate, and the overlap integral ratio \(\phi_{j,j_e} = \lambda_{j,j_e} / \lambda_{1,1}\) defines the relative intensity between the intra- and intersubband scattering times \((\tau_{1,1}, \tau_{2,1}, \text{and} \tau_{1,2})\). Essentially, \(\phi_{j,j_e}\) measures the extension of the wave-functions of the quantum well \(\varphi_j(z)\), Fig. 1, which defines how many impurities couple the initial and final states. In the next section, the spin diffusion will be written in terms of

\[
\frac{1}{\tau_j} = \sum_{j_e} \frac{1}{\tau_{j,j_e}} = \frac{1}{\tau_0} \sum_{j_e} \phi_{j,j_e},
\]

where \(\tau_j\) is the total relaxation rate for each subband \(j\), thus obeying Matthiessen’s rule.

Considering \(I^{\text{coll}}_j \approx I^{(0)}_j\) in Eq. (9) already captures the intersubband coupling between \(\rho_1\) and \(\rho_2\) and leads to the Dyakonov–Perel spin relaxation. However, for consistency it is important to carry the perturbation expansion to the same order in SOC in both sides of Eq. (9). Therefore, in the Appendix B we show that considering the SOC corrections in \(G^{R(A)}\) and in the spectral function, we obtain

\[
I^{(1)}_j(k) \approx \sum_{j_e} \frac{1}{2 \tau_{j,j_e}} \left\{ H_j^{\text{soc}}(k) \frac{\partial}{\partial \varepsilon} \langle \rho_j(e, \theta, \mathbf{R}, T) \rangle \right\} \varepsilon = \varepsilon_j(k),
\]

Now we can proceed with \(I^{\text{coll}}_j \approx I^{(0)}_j + I^{(1)}_j\) in Eq. (9) to derive the spin diffusion equation.

### A. The spin diffusion equation

The Wigner distribution in Eqs. (9), (12), and (15) can be expanded \([36]\) into charge and spin components as \(\rho_j(k, \mathbf{R}, T) = g_j^c(k, \mathbf{R}, T) \sigma_c\) and \(\rho_j(k, \mathbf{R}, T) = \langle g_j^s(k, \mathbf{R}, T) \rangle \sigma_i\) (Einstein’s notation for the sums over repeated indices is implied). Thus \(g_j^c\) and \(g_j^s\) are the \(\sigma_i\) component of \(\rho_j\) for each subband \(j\). Using these, straightforward calculation of the (anti-)commutators allow us to cast the Boltzmann equation, Eq. (9), into the matrix form

\[
\left[ K_j - \frac{e \tau_0}{\hbar} \mathbf{F} \cdot \nabla_k + \frac{\tau_0}{\tau_j} \right] g_j = \sum_{j'} \phi_{j,j'} (1 + T_{j,j'}) \langle g_{j'} \rangle,
\]

where the matrices \(K_j\) and \(T_j\) are presented in Appendix C, and the vector \(g_j = (g_j^c, g_j^s, g_j^c, g_j^s)\). Since these are components of the distribution function, integrating over \(k\) gives \(\sum_k g_j = \{N_j, S_j^c, S_j^s, S_j^c, S_j^s\}\), i.e., the charge and spin densities of each subband \(j\).

To obtain a closed set of equations for \(\langle g_j \rangle\), we first rearrange Eq. (16) as \([34, 36]\)

\[
g_j = \sum_{j'} \phi_{j,j'} \left[ K_j + \frac{\tau_0}{\tau_j} \right]^{-1} \left[ 1 + T_{j,j'} \right] \langle g_{j'} \rangle
\]

\[
+ \frac{e \tau_0}{\hbar} \left[ K_j + \frac{\tau_0}{\tau_j} \right]^{-1} \mathbf{F} \cdot \nabla_k g_j.
\]

The inverses can be expressed as the geometric series expansion for \(||K_j|| \ll 1\) and \(\tau_0/\tau_j\) of order one. Recursively replacing \(g_j\) on the right hand side up to first order in the electric field \(\mathbf{F}\) and integrating over \(k = (k, \theta)\), we obtain

\[
\left( 1 + \sum_{j=1}^4 \frac{\phi_{j,j+1}}{\phi_{j,j-1}} \right) \frac{\partial S_j}{\partial \varepsilon} = \left( \begin{array}{ccc} -D_1 - \gamma_1 & \gamma_1 - \frac{\phi_{j,j+1}}{\phi_{j,j-1}} D_1 & 0 \\ \gamma_2 - \frac{\phi_{j,j+1}}{\phi_{j,j-1}} D_2 & -D_2 - \gamma_2 & 0 \\ 0 & 0 & 0 \end{array} \right) S_j,
\]

where \(\mathbf{F} = (F_x, F_y, F_z)\) is the total relaxation rate for each subband \(j\), thus obeying Matthiessen’s rule.

Considering \(I^{\text{coll}}_j \approx I^{(0)}_j\) in Eq. (9) already captures the intersubband coupling between \(\rho_1\) and \(\rho_2\) and leads to the Dyakonov–Perel spin relaxation. However, for consistency it is important to carry the perturbation expansion to the same order in SOC in both sides of Eq. (9). Therefore, in the Appendix B we show that considering the SOC corrections in \(G^{R(A)}\) and in the spectral function, we obtain

\[
I^{(1)}_j(k) \approx \sum_{j_e} \frac{1}{2 \tau_{j,j_e}} \left\{ H_j^{\text{soc}}(k) \frac{\partial}{\partial \varepsilon} \langle \rho_j(e, \theta, \mathbf{R}, T) \rangle \right\} \varepsilon = \varepsilon_j(k),
\]

Now we can proceed with \(I^{\text{coll}}_j \approx I^{(0)}_j + I^{(1)}_j\) in Eq. (9) to derive the spin diffusion equation.

\[
D_j = [D_j q^2 - i q \cdot \mathbf{v}_j] + \left( \begin{array}{c} 0 \\ \Theta_0 + \Theta_1 \frac{\Theta_0^T}{D_j} \end{array} \right),
\]

where the spin block \(D_j^S\) contains the spin precession and relaxation terms,

\[
D_j^S = \left( \begin{array}{cccc} \frac{1}{\tau_{j,-}} & 0 & 2iD_j q_j Q_{j,-}^* \\ 0 & \frac{1}{\tau_{j,+}} & -2iD_j q_j Q_{j,+}^* \\ -2iD_j q_j Q_{j,-}^* & 2iD_j q_j Q_{j,+}^* & \frac{1}{\tau_{j,-}} + \frac{1}{\tau_{j,+}} \\ 0 & 0 & v_{j,x} Q_{j,-}^{*} \\ 0 & 0 & v_{j,y} Q_{j,-}^{*} \\ -v_{j,z} Q_{j,-}^{*} & -v_{j,z} Q_{j,+}^{*} & 0 \end{array} \right),
\]

while the spin-charge couplings are given by the rectangular blocks \(\Theta_0\) and \(\Theta_1\), which are presented in the Appendix D together with the spin Hall angles. Above, \(Q_{j,\pm} = Q_{j,\pm} - Q_{j,3}\), \(Q_{j,\pm} = Q_{j,\pm} - 2Q_{j,3}\) and the other elements are

\[
D_j = \frac{\tau_j}{2} \left( \frac{\hbar k_F j}{m} \right)^2,
\]

\[
v_j = \frac{e \tau_j}{m} \mathbf{F},
\]
\[ Q_{j,\pm} = \frac{2m}{\hbar^2} \lambda_{j,\pm} = \frac{2m}{\hbar^2} (\beta_{1,j} \pm \alpha_j), \]
\[ Q_{j,3} = \frac{2m}{\hbar^2} \beta_{3,j}, \]
\[ \frac{1}{\tau_{j,\mp}} = D_j \left( Q_{j,1}^2 - 2Q_{j,\mp}Q_{j,3} + 2Q_{j,3}^2 \right), \]
\[ \gamma_j = \frac{1}{\tau_j} \phi_{1,j}, \]

which refer, for each subband \( j \), to the diffusion constant \( D_j \), the drift velocity \( v_j \), the linear \( Q_{j,\mp} \) and cubic \( Q_{j,3} \) spin-orbit momenta, the Dyakonov-Perel relaxation rates \( 1/\tau_{j,\mp} \), and \( \gamma_j \) is the intersubband relaxation rate.

**B. Strong and weak intersubband coupling regimes**

The intersubband coupling is dictated by the \( \phi_{1,2} \) overlap ratio. A particularly interesting scenario arises when \( \phi_{j,j'} \approx 1 \) for all \( (j,j') \), which allow us to combine the equations for \([N_1, \vec{S}_1]\) and \([N_2, \vec{S}_2]\) from Eq. (18) as

\[ \frac{\partial}{\partial t} \begin{pmatrix} N_T \\ \vec{S}_T \end{pmatrix} = -D_{\text{avg}} \begin{pmatrix} N_T \\ \vec{S}_T \end{pmatrix}, \tag{27} \]

where \( N_T = N_1 + N_2 \) and \( \vec{S}_T = \vec{S}_1 + \vec{S}_2 \) are the total charge and spin densities. In this regime the charge-spin dynamics is led by the subband averaged diffusion matrix \( D_{\text{avg}} = (D_1 + D_2)/2 \). A qualitative picture of this scenario is clearly seen as a random walk of the particle quickly jumping between subbands [27], thus feeling only the subband averaged drift and diffusion forces.

In the opposite limit of intersubband coupling \( \phi_{1,2} \equiv 0 \), the dynamics of the first and second subbands charges and spin densities, \([N_1, \vec{S}_1]\) and \([N_2, \vec{S}_2]\), decouples as Eq. (18) becomes block diagonal. In this case each subband evolves in time independently [27] as

\[ \frac{\partial}{\partial t} \begin{pmatrix} N_j \\ \vec{S}_j \end{pmatrix} = -D_j \begin{pmatrix} N_j \\ \vec{S}_j \end{pmatrix}. \tag{28} \]

While the \( \phi_{1,2} \) coupling defines the intensity of the intersubband coupling, a more insightful quantity is the intersubband relaxation time

\[ t_c \approx \frac{\phi_{2,2} - \phi_{1,2}^2}{2\phi_{1,2}(1 + \phi_{1,2})(\phi_{1,2} + \phi_{2,2})} \tau_0. \tag{29} \]

This expression is derived in Appendix E and it characterizes the time scale for the initial condition to relax towards the subband averaged dynamics given by the strong coupling regime. Therefore, the weak coupling regime is only dominant for \( t \ll t_c \) and the strong coupling dominates for \( t \gg t_c \). As shown in Fig. 2(a), \( t_c/\tau_0 \) vanishes as \( \phi_{2,2}^2 \rightarrow \phi_{2,2} \). More importantly, for small \( \phi_{1,2} \) the \( t_c/\tau_0 \approx 1/(2\phi_{1,2}) \), which shows that \( t_c/\tau_0 \gg 1 \) only if \( \phi_{1,2} \ll 1 \). Consequently, for typical \( \tau_0 = 1 \) ps, one would get \( t_c \approx 100 \) ps only for \( \phi_{1,2} \approx 10^{-3} \). Typical values of \( \phi_{1,2} \) are much larger than that, as shown in Fig. 2, which favors the strong coupling regime. Therefore, we expect the weak coupling regime to only occur for extreme cases of nearly isolated quantum wells.

The Eqs. (27) and (28) above are nearly identical. However, two important differences between the strong and weak coupling regimes are hidden in the details. First, let us assume that the diffusion constants \( D_1 \approx D_2 \) for simplicity. Then, for \( \alpha_2 \approx -\alpha_1 \) the \( (Q_{1,\pm} + Q_{2,\pm})/2 \) subband average will lead to an effective \( \alpha \approx 0 \) dynamics for \( \phi_{1,2} = 1 \) in Eq. (27), which typically shows circular patterns on the maps \( S_{\alpha}(x, y) \) [27, 31], while for \( \phi_{1,2} = 0 \) in Eq. (28) the subbands evolve independently, each with its \( \alpha_j \), which could lead to the persistent Skyrmion lattice [49] if the limit \( t_c/\tau_0 \gg 1 \) can be achieved. Second, and more importantly, the diffusion constant \( D_j \) is proportional to \( \tau_j \), thus \( D_j \propto 1/(\phi_{1,j} + \phi_{2,j}) \) [see Eq. (21)]. Therefore, for \( \phi_{1,1} \approx \phi_{2,2} \approx 1 \), the \( D_j \) drops by a factor of \( 1/2 \) as \( \phi_{1,2} \) is increased from \( 0 \) to \( 1 \). Consequently, the smaller diffusion constant enhances the spin lifetime by a factor \( \sim 2 \) in the strong coupling regime, assuming other parameters remain the same.

**IV. DISCUSSION**

Hereafter, we are interested in the spin diffusion dynamics and the spin lifetime. Therefore we may neglect the small spin-charge coupling in Eq. (19) for simplicity, which reduces the diffusion matrices from \( 4 \times 4 \) to \( 3 \times 3 \) in Eqs. (27) and (28) for the strong and weak coupling regimes. The advantage here is that in the \( 3 \times 3 \) form it is possible to find analytical solutions for the spin lifetime in particular scenarios, as shown in Appendix F. On the other hand, for the complete diffusion equation from Eq. (18) we could not find analytical solutions neither in the full \( 8 \times 8 \) nor \( 6 \times 6 \) form obtained by neglecting the
spin-charge couplings. Therefore, here we show numerical results for the full $8 \times 8$ Eq. (18), and compare it with the spin lifetimes obtained from the $3 \times 3$ approximate forms of the strong and weak coupling regimes.

The numerical parameters for the spin diffusion equation are extracted from a representative two-subband quantum well presented in the next section. Then, we consider that our initial packet is a narrow spin excitation, i.e. $S_{z,j}(r,t=0) \approx \delta(r)/2$ (for both $j = 1$ and 2), which models the pump-and-probe time-resolved Kerr rotation experiments [20]. In the reciprocal $q$-space this corresponds to an uniform initial $S_{z,j}(q,t=0)$. The numerical solutions are obtained by propagating Eq. (18) in time independently for each $q$, and applying the inverse Fourier transform to return to $r$-space.

Additionally, in Section IV D we consider the quantum well from Ref. [49], where it is proposed the persistent Skyrmion lattice (PSL) regime where the subbands are set with orthogonal PSH regimes. This system clearly shows an insightful transition from strong to weak intersubband coupling regimes as $\tau_0$ is increased.

### A. System parameters

Let’s consider a two-subband 2DEG defined by a GaAs quantum well confined along $z \parallel [001]$, with $x \parallel [110]$ and $y \parallel [110]$. To achieve a two-subbands regime we use a wide quantum well with a central barrier as defined in Table I and shown in Fig. 1. Both the central barrier and the lateral regions are composed by Al$_{0.3}$Ga$_{0.7}$As.

Table I. Typical set of parameters obtained for a wide 38 nm GaAs quantum well with a 0.5 nm central barrier, and total density $n_{2D} = 8 \times 10^{11}$ cm$^{-2}$. The subband energies $\varepsilon_j$, densities $n_j$, and SOCs $\alpha_j$, $\beta_{j,1}$, and $\beta_{j,2}$, and overlaps $\phi_{j,j'}$ are listed for each subband $j = \{1, 2\}$ at transverse field $F_z = 0$. The energy reference is set at the Fermi level $\varepsilon_F = 0$. The subband split is $\Delta \varepsilon = \varepsilon_j(0) - \varepsilon_j(0) \approx 2$ meV, and the non-degeneracy condition requires $\hbar/\tau_0 \ll \Delta \varepsilon$, thus $\tau_0 \gg \hbar/\Delta \varepsilon \approx 0.3$ ps. Here we use $\tau_0 = 1$ ps. To calculate $\beta_{j,j} = \gamma_D \pi n_j/2$ we use the bulk Dresselhaus parameter $\gamma_D = 11$ meV nm$^3$ [38].

| Parameter | Value | Description |
|-----------|-------|-------------|
| $n_1$     | 4.3   | Subband densities [$10^{11}$ cm$^{-2}$] |
| $n_2$     | 3.7   | Subband densities [$10^{11}$ cm$^{-2}$] |
| $\alpha_1$ | 0     | Rashba couplings [meV nm] |
| $\alpha_2$ | 0     | Rashba couplings [meV nm] |
| $\beta_{j,1}$ | 0.16 | Linear Dresselhaus couplings [meV nm] |
| $\beta_{j,2}$ | 0.26 | Linear Dresselhaus couplings [meV nm] |
| $\beta_{j,1}$ | 0.074 | Cubic Dresselhaus couplings [meV nm] |
| $\beta_{j,2}$ | 0.064 | Cubic Dresselhaus couplings [meV nm] |
| $\phi_{j,1}$ | 1.00 | Overlap integrals [dimensionless] |
| $\phi_{j,2}$ | 1.07 | Overlap integrals [dimensionless] |
| $\phi_{j,1}$ | 1.20 | Overlap integrals [dimensionless] |
| $\phi_{j,2}$ | 0.25 | Intersubband Rashba |
| $\Gamma_{1,2}$ | 0    | and Dresselhaus [meV nm] |

Figure 3. Spin-orbit couplings for each subband $j = \{1, 2\}$ as a function of the electric field $F_z$ for the quantum well parameters in Table I. (a) Comparing $\pm \alpha_j$ with $\beta_{j,1} = \beta_{j,2} \neq 0$ shows a PSH regime (blue dot) and two PSH$^\pm$ (red dots) crossings. (b) The cubic Dresselhaus $\beta_{3,j} = \gamma_D \pi n_j/2$ and subband densities $n_j$ (right axis) are approximately constant for small $F_z$ and varies linearly for large $F_z$.

and symmetric doping is considered to be far away from the quantum well. Thus, the Schrödinger-Poisson equations [45–48] are solved self-consistently for effective mass $m^* = 0.067 m_0$ and dielectric constant $\kappa = 12.9$, where $m_0$ is the bare electron mass. To break the structural inversion symmetry and induce a Rashba SOC we consider a transverse electric field $F_z \parallel z$ and vary its intensity. The SOC coefficients are calculated following Ref. [45–48], yielding the 2D model in Eq. (2).

The numerically calculated overlap integrals $\phi_{j,j'}$ are shown in Fig. 2(b). In the symmetric regime, $F_z = 0$, the envelope functions $\varphi_j(z)$ are spread along both quantum wells as symmetric and anti-symmetric solutions, leading to a maximal $\phi_{1,2}$. As $F_z$ increases, the $\varphi_j(z)$ split into left and right quantum wells, as shown in Fig. 1(a), reducing $\phi_{1,2}$ in Fig. 2(b). However, $t_c$ only reaches reasonably large values for large $F_z$, where $\phi_{1,2} \approx 0.3$ yields $t_c \approx 15 \tau_0$. The spin-orbit couplings and subband densities are shown in Fig. 3 as a function of $F_z$. For uncoupled subbands, one would expect PSH regimes for $\alpha_j = \pm \beta_j^*$, which we label as PSH$^\pm$. In Table I we show the intersubband SOC parameters $\eta_{1,2}$ and $\Gamma_{1,2}$ [45–48] as a reference, but these are neglected in our model since we consider non-overlapping Fermi circles, see Fig. 1(b).

### B. Spin lifetime

The numerical solution of Eq. (18) give us $S_z(q,t)$, and a Fourier transform yields $S_z(r,t) = F[S_z(q,t)]$. To analyze these numerical data, it is interesting to look at well known analytical solutions at particular cases for single subband systems and gain insight. Here we consider drift velocities $v_j = 0$ for simplicity. There are two scenarios that allow for simple analytical solutions: (i) $Q^{*}_{j,\pm} = 0$; and (ii) $Q^{*}_{j,\pm} = Q^{*}_{j,-\pm}$, and $\tau_{j,\pm} = \tau_{j,-\pm}$. The first occurs near PSH regimes [17], and the second is the isotropic regime [31]. As shown in Appendix F, at $r = 0$, the
asymptotic $t \gg \tau_S$ solutions for these scenarios are
\[ S_z(r = 0, t \gg \tau_S) \propto e^{-t/\tau_S}, \tag{30} \]
where (i) $n = 1$ and (ii) $n = 1/2$ for the PSH and isotropic scenarios, respectively. Approximate expressions for the spin lifetime $\tau_S$ are shown in Appendix F.

Assuming that the numerical solutions of Eq. (18) approximately follow the functional form of Eq. (30), the spin lifetime $\tau_S$ can be numerically obtained from
\[ \frac{\partial}{\partial t} \ln[S_z(0, t)] = -\frac{1}{\tau_S} - \frac{n}{t}. \tag{31} \]
Since we assume $t \gg \tau_S$, the second term can be neglected and the numerical derivative yields $\tau_S$ independently of $n$ in the asymptotic limit. Indeed, Fig. 4 shows that this is a good approximation.

To understand the role of the intersubband coupling $\phi_{1,2}$ on the spin lifetime $\tau_S$, in Fig. 4 we plot $\tau_S$ as a function of $F_z$. In Fig. 4(a) we enforce the weak coupling regime by setting $\phi_{1,2} \equiv 0$, while keeping other parameters with their original values from the Schrödinger-Poisson simulation. In Fig. 4(b) we restore $\phi_{1,2}$ to its original values from Fig. 2(b), which leads to the strong coupling regime. In both Figs. 4(a) and 4(b) the solid black line is the numerical $\tau_S$ obtained from Eq. (31), while the dashed lines are the analytical expressions derived in Appendix F, which generically reads
\[ \frac{1}{\tau_S} \approx \frac{1}{2\tau^+} + \frac{1}{\tau^±} + \frac{1}{(4Q^+_{\tau} + \tau^±)^2}\bar{D} - (Q^±)^2\bar{D}. \tag{32} \]

For the weak coupling regime of Fig. 4(a) we use $\tau^± \rightarrow \tau^±_{2} - Q^±_{2} - Q^+_{3,±}$, and $D \rightarrow D_j$ for $j = 1$ and 2, while in the strong coupling regime of Fig. 4(b) these parameters are taken as the subband averages, which follows from the approximate Eq. (27). In both cases the agreement between the numerical $\tau_S$ and the analytical approximations is patent. Complementary, Figs. 4(c) and 4(d) show $tS_z(0, t)$ and $\sqrt{t}S_z(0, t)$, respectively, for illustrative $F_z$ points. In Fig. 4(c) all lines match the sum of two independent exponentials [see Eq. (F15)] for the first and second subbands, but for simplicity we highlight the analytical solution only for $F_z = 1.6 \text{ V}/\mu\text{m}$, which is the one that shows the largest deviation from a simple exponential. For the strong coupling we only have approximate analytical solutions [Eq. (F13)] for the isotropic regime of $F_z = 0$, which follows from Ref. [31]. In this case, the small deviation seen in Fig. 4(d) is due to the small imprecision of $\tau_S$ in Fig. 4(b).

A striking feature seen in Fig. 4(a) is that the $\tau_S$ peaks are shifted from the PSH conditions ($\alpha_j = \pm \beta^*_j$) from Fig. 3(a). The shift occurs due to the strong dependence of $\beta_{3,j}$ upon $F_z$ at large fields, as shown in Fig. 3(b). Since the subbands are decoupled for $\phi_{1,2} = 0$, the spin lifetime of each subband simplifies to $\tau_S \propto 3\beta^2_{3,j} + (\beta^*_j \pm \alpha_j)^2$. If $\beta_{3,j}$ were constant, the peak would occur at the expected PSH condition $\alpha_j = \pm \beta^*_j$. Indeed for small $F_z$ this is approximately true and the peaks in Fig. 4(a) show only a small deviation. However, for large fields the peak occurs when $d\tau_S/dF_z = 0$, and the $F_z$ dependence of $\beta_{3,j}$ leads to the shift. This feature is not limited to the two-subbands system, but can also happen in single subband quantum wells if the 2DEG is grounded and the total density changes with $F_z$.

For realistic $\phi_{1,2} \neq 0$, the $\tau_S$ always shows a peak near the isotropic case of $F_z = 0$, as in Fig. 4(b). This is due to the Matthiessen’s rule, Eq. (14), and the strong dependence of $\phi_{1,2}$ with $F_z$, shown in Fig. 2. Since $1/\tau^±_j \propto D_j$ [see Eq. (25)], we find that $\tau_S \propto (1 + \phi_{1,2})$, which arises from Eq. (14) with $\phi_{1,1} = \phi_{2,2} \approx 1$. This is a good qualitative approximation, as seen from Fig. 2(b). Thus, as $\phi_{1,2}$ drops from 1 to 0, $\tau_S$ falls by a factor of 2 as $F_z$ increases. In practice, the peak seen in Fig. 4(b) changes by a factor even larger than 2, which is due to changes in the prefactors beyond this qualitative picture. Nevertheless, this shows $\phi_{1,2}$ plays the role of an efficient knob to control the spin lifetime around the isotropic $F_z = 0$ configuration and does not require the PSH fine tuning of the SOC. 
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Illustrative examples of the spin patterns, $S_x(q, t)$ and $S_z(r, t)$, are shown in Figs. 5, 6 and 7 for $F_z = 0.09, 0.3$, and $0$ V/µm, respectively. These correspond to the blue, orange and purple dots in Figs. 4(a) and 4(b). In these figures we compare the spin patterns for $\phi_{1,2} = 0$ (top panels) and the realistic $\phi_{1,2} \neq 0$ (bottom panels).

For $F_z = 0.09$ V/µm in Fig. 5, the spin lifetimes for $\phi_{1,2} = 0$ is similar for both subbands, as shown in Fig. 4(a). Moreover, since in this case $\alpha_1$ and $\alpha_2$ have opposite signs, the $S_z(q, t)$ in Fig. 5(a1) shows four peaks in $\pm q_{10}^1$ and $\pm q_{20}^1$, corresponding to crossed spin excitations, which leads to the checkerboard pattern seen in Figs. 5(b2) and 5(b3). However, for $F_z = 0.09$ V/µm, the actual subband overlap ratio is $\phi_{1,2} \approx 0.9$, which gives $t_c = 10^{-5}$ ns, and the strong coupling regime dominates. In this case the dynamics follows the subband averaged diffusion matrix, as in Eq. (27). Qualitatively, this leads to a partial cancellation of $D_1\alpha_1 + D_2\alpha_2$ (since $\alpha_1$ and $\alpha_2$ have opposite signs) in the average of the non-diagonal terms of $(D_1^2 + D_2^2)/2$ [see Eq. (19)]. Consequently, the spin patterns approach the circular shape of the isotropic regime (where $\alpha_j = 0$). Since this cancellation is not exact, it gives $Q_1^c > Q_2^c$ and favors $S_x(q, t)$ peaks in $\pm q_{10}^1$, as seen in Fig. 5(b1). This leads to the intermediate pattern between circular and vertical stripes seen in Figs. 5(b2) and 5(b3). Numerical experiments show that to recover the checkerboard pattern of the weak coupling regime one would need to reduce $\phi_{1,2}$ by three orders of magnitude and obtain a large $t_c = 0.5$ ns.

The results for $F_z = 0.3$ V/µm shown in Fig. 6 are similar to those discussed above for Fig. 5. However, the $\tau_S$ for $\phi_{1,2} = 0$ in this case are significantly different for the first and second subbands, see Fig. (4)(a). Consequently, the checkerboard pattern is transient, while for large $t \gg \tau_S$ the second subband spin excitation dominates and forms the vertical striped pattern. Nevertheless, for realistic $\phi_{1,2} \neq 0$, the strong coupling dominates and leads to horizontal striped pattern seen in Fig. 6(b). In the strong coupling regime the subband averaged dynamics leads to striped patterns.

C. Spin patterns

The strong coupling regime is maximum at $F_z = 0$, where $\phi_{1,2}$ peaks. As discussed in the previous section, this $\phi_{1,2}$ peak yields an enhancement of $\tau_S$ around $F_z = 0$. However, since this is the isotropic limit, there’s no quantitative difference between the circular spin patterns in both $\phi_{1,2} = 0$ and finite $\phi_{1,2} \neq 0$ shown in Fig. 7.
where we have used that the $V_{12}$ potential is scalar. Consequently, $[H_T, \sigma_T] = 0$ only if (i) the subbands are in parallel PSH regimes with $\sigma_1 = \sigma_2$, or (ii) $\sigma_1 \neq \sigma_2$, but the intersubband impurity coupling $V_{12} \approx 0$. The first case is a trivial superposition of two identical PSH regimes. The second case corresponds to the PSL regime with $\sigma_1 \perp \sigma_2$. Next, the numerical results of our spin diffusion equation show that the PSL checkerboard pattern is killed in the strong-coupling regime and it’s recovered as we increase $t_c$ to approach the weak-coupling regime, for which $V_{12}$ is indeed negligible.

1. Transition from strong to weak coupling regime

The quantum well discussed in the previous sections approximately satisfy the PSL criteria ($\alpha_1 \approx +\beta_1^*$ and $\alpha_2 \approx -\beta_2^*$). However, it shows an overall small $t_c/\tau_0$ in Fig. 2(b), which favors the strong coupling and the spin pattern becomes nearly circular (Figs. 5 and 6). To contrast these results, in this section we now consider the system proposed in Ref. [49]. It consists of a 45 nm wide quantum well with a wider central barrier of 3 nm, and total density $n_{2D} = 4.8 \times 10^{11}$ cm$^{-2}$. The data extracted from the self-consistent Schrödinger-Poisson calculation for this system are shown in Fig. 8. Here, the wider central barrier (3 nm instead of 0.5 nm) allows for an enhanced separation of the quantum wells with a reduced overlap $\phi_{1,2}$, yielding larger $t_c/\tau_0$, as seen in Fig. 8(a). This helps to favor the weak coupling limit and reach the PSL regime. However, at $F_z \approx 0$, it also leads to the small subband energy split shown in Fig. 8(b). The non-degenerate regime considered in this paper requires $\Delta E \gg h/\tau_0$, which implies $\tau_0 \gg h/\Delta E \approx 2.5$ ps for $F_z \approx 0$. For such small $\Delta E$ the subband correlations neglected by our block-diagonal approximations of $H, G$, and $\Sigma$ might fail. Therefore, hereafter we shall rely only on the data for finite $F_z$, such that $\Delta E$ is large enough to justify the block-diagonal approximations, see Fig. 8(b).

From the SOC data in Figs. 8(c) we see that the PSL condition ($\alpha_1 \approx \beta_1^*$ and $\alpha_2 \approx -\beta_2^*$) is approximately satisfied near $F_z \approx 0.084$ V/µm. Around this electric field we find $\Delta E \approx 0.75$ meV, which satisfies the non-degenerate condition for a reasonable $\tau_0 \approx 0.8$ ps. Additionally, it shows an interesting $t_c \approx 8.8\tau_0$ that is large enough to allow us to analyse a transition from the strong to the weak coupling regime as we increase $\tau_0$ from 1 ps to 10 ps.

In Fig. 9(a) we show the spin lifetime $\tau_\Sigma$ multiplied by $\tau_0$, i.e., $\tau_0\tau_\Sigma$. This composition is interesting because both in the weak and strong coupling regimes we expect $\tau_\Sigma \propto 1/\tau_0$, due to the DP spin relaxation mechanism. Therefore the product $\tau_0\tau_\Sigma$ becomes an universal quantity to characterize the extreme weak and strong coupling limits. However, in between these extreme regimes, the intersubband couplings $\gamma$ breaks this proportionality in Eq. (18). Consequently, in Fig. 9(a) we see a transition from the strong to the weak coupling regime as we in-
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increase $\tau_0$. In Fig. 9(b) we show $\tau_S$ as a function of $1/\tau_0$ for selected values of $F_z$. For $F_z \approx 0$ the system is always in the strong coupling regime due to the small $t_c$ [see Fig. 8(a)], thus it shows the linear DP trend $\tau_S \propto 1/\tau_0$ over the full range in Fig. 9(b). On the other hand, for $F_z = -0.2$ and $0.084 \text{ V}/\mu\text{m}$ we see a non-monotonic evolution of $\tau_S$ with $1/\tau_0$ due to the larger $t_c$ for finite $F_z$. For large $1/\tau_0$ all cases fall into the DP linear trend of the strong coupling regime (dashed lines). Similarly, for small $1/\tau_0$ they approach the weak coupling regime, which also shows the DP linear trend, but it only converges to the weak-coupling $\tau_S$ in for extremely small $1/\tau_0$. Notice in Fig. 9(a) that even for $\tau_0 = 10$ ps the $\tau_0\tau_S$ lines are approaching, but still far from the weak-coupling limit. In between these limits, for intermediate $1/\tau_0$, we see the “N”-shaped transition, which is more pronounced for cases with larger $t_c$.

The transition from strong to weak coupling regimes is also clearly seen in the spin density patterns in Fig. 10. These were calculated near the PSL condition for $F_z \sim 0.084 \text{ V}/\mu\text{m}$. First, for $\tau_0 = 1$ ps the system is at the strong coupling regime with $t_c = 8.8$ ps, and its spin pattern in Fig. 10(a) shows the nearly circular pattern expected due to the subband averaged dynamics. Then, as we increase $\tau_0$ to 5 ps and 10 ps in Figs. 10(b-c), the characteristic checkerboard pattern of the PSL regime emerges as the system approaches the weak coupling regime with $t_c = 44$ ps and 88 ps, respectively. The extreme limit of the weak coupling with $\phi_{1,2} = 0$ is shown in Fig. 10(d) for comparison.

This system clearly shows how $t_c$ defines the diffusion regime between weak and strong subband couplings. However, one must also pay attention to the validity of diffusion picture, which requires $\tau_S \gg \tau_0$, i.e., the spin relaxation must be slow in comparison with the momentum scattering time. From Fig. 9, for $F_z \sim 0.084 \text{ V}/\mu\text{m}$, we see that this criterion is certainly valid for $\tau_0 = 1$ ps and $\tau_S \approx 377$ ps, while for $\tau_0 = 5$ and 10 ps we get $\tau_S \approx 115$ ps and 137 ps, respectively. Corresponding to factors of $\tau_S/\tau_0 \sim 23$ and 13.7, respectively. Therefore, for large $\tau_0$ one might fall towards a (quasi-) ballistic picture and deviations from our model would be expected.

**V. CONCLUSIONS**

We have extended the spin drift-diffusion model to the case of two-subbands 2DEGs following the kinetic equation approach from the Keldysh formalism and semiclassical approximations to achieve the quantum Boltzmann equation and its linearization towards the diffusion equation. Considering the intra- and intersubband scattering by impurities, we show that the subband dynamics is controlled by the time scale $t_c \approx \tau_0/(2\phi_{1,2})$, which defines a new knob to control the spin lifetime. We find that for small $t_c$ the subbands are strongly coupled and the spin follows a subband-averaged dynamics, while for large $t_c$ the subbands are nearly independent in the weak-coupling regime. Applying our model to the persistent Skyrmion lattice setup [49], we show that its characteristic checkerboard pattern is killed by strong inter-subband coupling and reemerges for large $t_c$ as it approaches the weak-coupling regime. Moreover, for any non-degenerate two-subband system we find that the spin lifetime peaks around the symmetric well configuration due to the Matthiessen’s rule, which follows the corre-
sponding peak in intersubband scattering coupling.

Our results apply for non-degenerate subbands, meaning that we assume that the broadening of the spectral function is small compared to the subband splitting, which justifies the quasi-particle approximation. This leads to the block-diagonal approximations in the Green's functions and self-energy. In the opposite limit, for near-degenerate subbands the block-diagonal approximation fail and a model for this scenario shall remain a challenge for future works.
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Appendix A: Self-energy and impurity self-average

Here we derive the self-energy Σ within the self-consistent Born approximation, considering the weak SOC limit, and neglecting intersubband SOC. We follow a similar derivation as in Refs. [24, 54]. However, due to the two-subband structure, one must consider a basis set by a discrete subband index \( j = \{1, 2\} \) and the usual in-plane plane-wave continuum momentum \( \mathbf{k} = (k_x, k_y) \), i.e. \( \langle j | \mathbf{k} \rangle = A^{-1/2} e^{i\mathbf{k} \cdot \mathbf{r}} \varphi_j(z) \), where \( A \) is the normalization area for the plane-wave and \( \varphi_j(z) \) is the quantum well solution of each subband \( j \). Since we will be considering only scalar impurities, we neglect the spin quantum number.

Within the \( |j, \mathbf{k}\rangle \) basis, the Dyson equation reads

\[
G_{b,a} = \delta_{b,a} G^0_b + \sum_c G^0_{b,c} V_{b,c} G_{c,a},
\]

\[
= \delta_{b,a} G^0_b + G^0_{b,a} b,c_g^0 + \sum_c G^0_{b,c} G_{c,a} G^0_a + \cdots
\]

such that the random impurity potential matrix element is \( V_{b,c} = V_{j_b,j_c}(k_b, k_c) = \langle j_b, k_b | V | j_c, k_c \rangle \). As previously mentioned in the main text, we have introduced a compact notation for the indices, e.g., \( a \rightarrow j_a, k_a, \sigma_a \).

Here we consider random scalar short-range impurities set by \( V(\mathbf{r}) = \sum_i v_0 \delta(\mathbf{r} - \mathbf{R}_i) \), where \( \mathbf{R}_i = (x_i, y_i, z_i) \) is the position of each impurity \( i \), and \( v_0 \) is the intensity (in units of energy x volume). The matrix element \( V_{b,c} \) for a single set of \( N \) random impurities reads

\[
V_{b,c} = \sum_{i=1}^N \tilde{v}_{j_b,j_c}(z_i) e^{-i(k_b - k_c) \cdot \mathbf{r}_i},
\]

\[
\tilde{v}_{j_b,j_c}(z_i) = v_0 \frac{A}{\varphi_{j_b}(z_i) \varphi_{j_c}(z_i)}.
\]

To consider an ensemble of random impurities set of identical impurity concentrations \( n_{\text{imp}} = N/\Omega \) (where \( \Omega \) is the volume), one defines the ensemble average of any quantity \( Q \) as [24, 54]

\[
\langle Q \rangle = \int \left[ \prod_{i=1}^N \frac{d^3r_i}{\Omega} \right] Q(r_1, r_2, ..., r_N).
\]

To apply the ensemble average on the Dyson equation from Eq. (A1), it is sufficient to consider \( \langle V_{b,a} \rangle \) and \( \langle V_{b,c} V_{c,a} \rangle \). The ensemble average on \( \langle V_{b,a} \rangle \) straightforwardly yields

\[
\langle V_{b,a} \rangle = \delta_{b,a} n_{\text{imp}} v_0 = \star,
\]

which is a trivial constant term that can be incorporated into the chemical potential. We shall neglect it from now on. The second-order term, \( \langle V_{b,c} V_{c,a} \rangle \), reads,

\[
\langle V_{b,c} V_{c,a} \rangle = \sum_{n,p=1}^N \sum_{m=1}^N \int \left[ \prod_{i=1}^N \frac{d^3r_m}{\Omega} \right] \times
\]

\[
\tilde{v}_{j_b,j_c}(z_a) e^{-i(k_b - k_c) \cdot r_a} \tilde{v}_{j_c,j_d}(z_p) e^{-i(k_c - k_d) \cdot r_p}.
\]

Here one might have two scattering events with the same impurity \( (n = p) \), or with distinct impurities \( (n \neq p) \). These two cases have to be considered separately.

For \( n = p \) the integrals in Eq. (A6) simplify into pairs of products of two integrals equivalent to the one on the first-order term, i.e. \( \langle V_{b,c} V_{c,a} \rangle_{n=p} = \langle V_{b,c} \rangle \langle V_{c,a} \rangle_{N-1} \approx \langle V_{b,c} \rangle \langle V_{c,a} \rangle \). The indexes \( N \) and \( N-1 \) indicates that one of the sums runs up to \( N-1 \), since we are removing the \( n = p \) contribution. Moreover \( N \gg 1 \), thus, we can neglect this detail and assume the approximate expression above. Since this term corresponds to a reducible sequence of two first-order scattering events, it can be neglected as it vanishes by a chemical potential renormalization.

The \( n = p \) contributions from Eq. (A6) simplify into \( N \) equivalent integrals, yielding

\[
\langle V_{b,c} V_{c,a} \rangle_{n=p} = \frac{n_{\text{imp}} v_0^2}{A} \Lambda_{b,c,a} \delta_{k_b,k_a},
\]

\[
\Lambda_{b,c,a} = \int dz \varphi_{j_b}^\dagger(z) \varphi_{j_c}(z)^2 \varphi_{j_a}(z).
\]

Later we will also use a short notation for \( \Lambda_{a,c} \equiv \Lambda_{a,c,a} \). Here, the momentum conservation implies subband conservation, i.e., \( \delta_{k_b,k_a} \rightarrow \delta_{a,b} \), since we are considering that the subbands Fermi circles do not overlap, as shown in Fig. 1.

Back on the Dyson equation, we get

\[
\langle G_a \rangle = G^0_a + G^0_a \left[ \frac{n_{\text{imp}} v_0^2}{A} \sum_c \Lambda_{a,c} G^0_c \right] G^0_a + \cdots,
\]

where we have already used \( \langle G_{b,a} \rangle \approx \delta_{b,a} \langle G_a \rangle \). This block-diagonal form is only valid due to the approximation \( \delta_{k_b,k_a} \rightarrow \delta_{a,b} \) above.
The term above between square-brackets \([\cdots]\) is the self-energy in the 1st Born approximation,

\[
\Sigma_{\text{1stBA}} = \frac{n_{\text{imp}} v_0^2}{A} \sum_c \Lambda_{a,c} G_0^c = \ldots
\]  

(A10)

Finally, for the self-consistent Born approximation, the usual replacement \(G_0^c \rightarrow \langle G_c \rangle\) yields

\[
\Sigma_{\text{SCBA}} = \frac{n_{\text{imp}} v_0^2}{A} \sum_c \Lambda_{a,c} \langle G_c \rangle = \ldots
\]  

(A11)

Appendix B: Collision integral

Since \(H\) has the block-diagonal form of Eq. (1), here it is sufficient to analyze each block as \(H_j = \varepsilon_j(k)\sigma_0 + H_j^{\text{soc}}(k)\). Consequently, the equilibrium \(G_j^{R(A)}\) are

\[
G_j^{R(A)}(E, k) = \frac{1}{E - \varepsilon_j(k)\sigma_0 - H_j^{\text{soc}}(k) \pm \imath \eta}.
\]  

(B1)

The spectral function \(A_j(E, k) = i(G_j^R - G_j^A)\) might take a complicated form due \(H_j^{\text{soc}}\). However, for small SOC \((\varepsilon_F \gg |H_j^{\text{soc}}|)\), we can consider a series expansion, yielding

\[
A_j(E, k) = 2\pi \exp \left[ - H_j^{\text{soc}}(k) \frac{\partial}{\partial E} \right] \delta(E - \varepsilon_j(k)),
\]  

\[
\approx 2\pi \left[ \delta(E - \varepsilon_j(k)) - H_j^{\text{soc}}(k) \delta'(E - \varepsilon_j(k)) \right],
\]  

where the second expression considers the approximation up to linear order in \(H_j^{\text{soc}}\). We shall consider this expression for \(A_j(E, k)\) for the quasi-classical approximation. Namely, we take the Kadanoff-Baym ansatz as [23]

\[
G_j^{K}(E, k, R, T) = -\frac{i}{2} \left\{ A_j(E, k), \rho_j(k, R, T) \right\},
\]  

(B3)

where \(\rho_j(k, R, T) = 1 - 2F_j(k, R, T)\) is the non-equilibrium distribution function. At equilibrium \(F_j(k, R, T) \rightarrow f_j(k)\) becomes the Fermi-Dirac distribution \(f_j(k) \approx (1 + \exp[\beta(\varepsilon_j(k) - \mu)])^{-1}\). Assuming we are not far from equilibrium, it is reasonable to consider a linear response regime, with

\[
\rho_j(k, R, T) \approx \rho_j^{(0)}(k) - \frac{1}{N_0} f_j^{(0)}(k) \rho_j^{(1)}(k, R, T),
\]  

\[
\approx \rho_j^{(0)}(k) + \frac{1}{N_0} \delta(\varepsilon_j(k) - \varepsilon_F) \rho_j^{(1)}(k, R, T),
\]  

(B4)

where the second form is taken in the zero temperature limit \((\beta \rightarrow \infty, \mu \rightarrow \varepsilon_F)\). Here, the 2DEG density of states \(N_0 = \frac{A m}{2\pi \hbar^2}\) is introduced to simplify future expressions. The equilibrium contribution \(\rho_j^{(0)}(k)\) vanishes in Eq. (9), therefore, to focus on the relevant contributions, we may write our non-equilibrium distribution function as

\[
\rho_j(k, R, T) \approx \frac{1}{N_0} \delta(\varepsilon_j(k) - \varepsilon_F) \rho_j^{(1)}(k, R, T).
\]  

(B5)

The spectral function \(A\) in Eq. (B2) carries two terms. Therefore, we split the collision integral in Eq. (10) into zeroth and first order terms \(I_j^{\text{coll}}(k) = I_j^{(0)}(k) + I_j^{(1)}(k)\).

The zeroth order term \(I_j^{(0)}(k)\), accounts the contributions from the leading order of \(A_j(E, k) \approx 2\pi \delta(E - \varepsilon_j(k))\). As a result both \(A_j\) and \(\Gamma_j\) become scalar matrices and the anticommutators simplify, e.g. \(\{A_j, \Sigma_j^{K}\} = 2A_j \Sigma_j^{K}\). Namely, \(\Gamma_j = (n_{\text{imp}} v_0^2 A) \sum_d A_{j,d} A_{d}(E, k_d)\). Therefore, the collision integral in Eq.(12) reads

\[
I_j^{(0)}(k) = \frac{2\pi n_{\text{imp}} v_0^2}{\hbar} \sum_d \Lambda_{j,d} \delta(\varepsilon_j(k) - \varepsilon_d(k_d))
\]

\[
\times \left( \rho_d(k_d, R, T) - \rho_j(k, R, T) \right),
\]

(B6)

where we have expressed \(G_j^{K}\) in terms of \(\rho_j(k, R, T)\) using Eq. (B3).

The sum in Eq. (B6) can be written as \(\sum_d = \sum_{j, a, k_d} = \frac{N_0}{2\pi} \int d\theta_d \int d\varepsilon_d\). The energy conservation implied by the Dirac delta above enforces \(\varepsilon_j(k) = \varepsilon_d(k_d)\), which constrains the absolute values \(k\) and \(k_d\). Since \(\varepsilon_j(k)\) is monotonic in \(k\), we may change variables to cast \(\rho_j(k, R, T) \rightarrow \rho_j(\varepsilon_j(k), \theta, R, T)\), leading to

\[
I_j^{(0)}(k) = \sum_{j, d} \left( \rho_{j,d}(\varepsilon_j(k), R, T) - \rho_j(\varepsilon_j(k), \theta, R, T) \right) \tau_{j,j_d}.
\]

Finally, \(I_j^{(1)}(k)\) accounts for first order correction in \(H_j^{\text{soc}}\) from Eq. (B2). Following the same procedures applied on \(I_j^{(0)}(k)\), we find

\[
I_j^{(1)}(k) = \sum_{j_d} \frac{1}{2\tau_{j,j_d}} \left[ \left\{ H_j^{\text{soc}}(\varepsilon, \theta_d) \frac{\partial}{\partial \varepsilon} \langle \rho_{j_d} (\varepsilon, \theta, R, T) \rangle \right\} \right]_{\varepsilon = \varepsilon_j(k)}
\]

\[
- \frac{\partial}{\partial \varepsilon} \left\{ H_j^{\text{soc}}(\varepsilon, \theta_d), \rho_{j_d} (\varepsilon, \theta_d, R, T) \right\} \right\} \theta_d \right\} \varepsilon = \varepsilon_j(k),
\]

(B7)

where we have applied the change of variables \(k \rightarrow (\varepsilon_j(k), \theta)\), and on the second term the average is over \(\theta_d\). Since \(H^{\text{soc}} = 0\), the second term yields a negligible coupling to the “p-wave“ part of \(\rho_{j_d} (\varepsilon, \theta_d, R, T)\). Hereafter we neglect this term, yielding

\[
I_j^{(1)}(k) \approx \sum_{j_d} \frac{1}{2\tau_{j,j_d}} \left\{ H_j^{\text{soc}}(\varepsilon, \theta_d) \frac{\partial}{\partial \varepsilon} \langle \rho_{j_d} (\varepsilon, \theta, R, T) \rangle \right\} \varepsilon = \varepsilon_j(k).
\]

(B8)
Appendix C: Boltzmann equation in the matrix form

Here we present the matrices in Eq. (16). The $K_j$ originates by replacing the Hamiltonian in Eq. (2) on the left hand side of Eq. (9). Similarly, the $T_j$ arises by replacing the SOC Hamiltonian in Eq.(15). The $K_j$ and $T_j$ matrices are given respectively by

$$K_j = \tau_0 \frac{\hbar}{\hbar}$$

$$T_j = \begin{bmatrix}
\frac{h\Omega}{\tau_0} & i q_y \lambda_{j,+} & i q_x \lambda_{j,-} & 0 \\
\frac{h\Omega}{\tau_0} & 0 & -2k_x \lambda_{j,-} & 0 \\
\frac{h\Omega}{\tau_0} & 0 & +2k_x \lambda_{j,+} & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix} + \frac{\tau_0\gamma_D}{\hbar}$$

$$+ \begin{bmatrix}
0 & 2i(2k_x k_y q_x + q_y (k_x^2 - 3k_y^2)) & 2i(2k_x k_y q_x + q_y (k_x^2 - 3k_y^2)) & 0 \\
2i(2k_x k_y q_x + q_y (k_x^2 - 3k_y^2)) & 0 & 0 & 4k_x (k_x^2 - k_y^2) \\
0 & 0 & 0 & 4k_y (k_x^2 - k_y^2) \\
0 & -4k_x (k_x^2 - k_y^2) & -4k_y (k_x^2 - k_y^2) & 0 \\
\end{bmatrix}, \quad (C1)$$

$$T_j = \begin{bmatrix}
[\lambda_{j,+} + 2(k_x^2 - k_y^2)\gamma_D]k_y & 0 & (\lambda_{j,-} - (k_x^2 - k_y^2)\gamma_D)k_x & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix} \frac{\partial}{\partial \varepsilon_j(k)} \], \quad (C2)$$

where $\Omega = \tau_0 \partial_t + \frac{\tau_0 k}{m} \cdot q$, and $\gamma_D$ is the cubic Dresselhaus SOC coefficient that defines $\beta_{3,j} = \gamma_D k_x^2$.\[\varepsilon_j(k)\]

Appendix D: Spin-charge coupling and the spin Hall angle

Here we present the theta matrices in Eq. (19). These matrices are responsible for the spin-charge coupling and are given by

$$\Theta_0 = \begin{bmatrix}
-i D_j q_y \left[ \theta_{i+}^j (Q_j, -3Q_j,3) + 2\theta_{3,3}^j (Q_j, +2Q_j,3) \right] \\
-i D_j q_y \left[ \theta_{i+}^j (Q_j, +3Q_j,3) + 2\theta_{3,3}^j (Q_j, -2Q_j,3) \right] \\
-i \left[ \theta_{i+}^j (Q_j, -3Q_j,3)(v \times q) z - 4(\theta_{3,3}^j, \theta_{3,-}^j)(v x q y + v_y q_x) \right] \\
-v_y \left[ \theta_{i+}^j (Q_j, -3Q_j,3) + 6\theta_{3,3}^j (Q_j, +2Q_j,3) \right] \\
-v_x \left[ \theta_{i+}^j (Q_j, -3Q_j,3) + 6\theta_{3,3}^j (Q_j, +2Q_j,3) \right] \\
-12i(\theta_{i+}^j, -\theta_{3,-}^j)(v x q y + v_y q_x) \\
\end{bmatrix}, \quad (D1)$$

$$\Theta_1 = \begin{bmatrix}
-v_y \left[ \theta_{i+}^j (Q_j, -3Q_j,3) + 6\theta_{3,3}^j (Q_j, +2Q_j,3) \right] \\
-12i(\theta_{i+}^j, -\theta_{3,-}^j)(v x q y + v_y q_x) \\
\end{bmatrix}, \quad (D2)$$

where $\theta_{i,j}^j = (h\tau_j/2m)Q_j, \rho Q_{j,\nu}$ is the spin-hall angle [36].

Appendix E: Intersubband relaxation rate

To establish a criterion to distinguish between the strong and weak coupling regimes, we look at the subband relaxation rates $\gamma_j$. In Eq. (18), the $\gamma_j$ enter as diagonal blocks that dictate the coupling between the subbands. If we neglect the matrices $D_j$ for simplicity, the equation splits into $2 \times 2$ diagonal blocks as

$$\begin{bmatrix}
1 & \frac{\phi_{1,2}}{\phi_{2,1}} \\
\frac{\phi_{2,1}}{\phi_{1,2}} & 1 \\
\end{bmatrix} \frac{\partial \tilde{F}}{\partial t} = \begin{bmatrix}
-\gamma_1 & +\gamma_1 \\
+\gamma_2 & -\gamma_2 \\
\end{bmatrix} \tilde{F}, \quad (E1)$$

where $\tilde{F}$ is any pair of coupled charge or spin components, i.e. $(N_1, N_2)$, or $(\tilde{S}_1, \tilde{S}_2)$. The general solution is

$$\tilde{F} = c_0 \tilde{F}_0 + c_1 e^{-t/\tau} \tilde{F}_1, \quad (E2)$$
where $\vec{F}_0 = [1,1]^T$, and $\vec{F}_1 \approx [1, -1]^T$ for $\phi_{2,2} \approx 1$. The relaxation time is
\[
t_c = \frac{\phi_{2,2} - \phi^2_{1,2}}{2\phi_{1,2}(1 + \phi_{1,2})(\phi_{1,2} + \phi_{2,2})} \tau_0
\]  
(E3)

For $\phi_{1,2} \to 0$, $t_c \to \infty$ and the linear combination of $\vec{F}_0 \pm \vec{F}_1$ in Eq, (E2) indicates that the dynamics of the first and second subbands can be decoupled as in the weak coupling regime. On the other hand, for $\phi_{1,2} \to \sqrt{\phi_{2,2}}$ we see that $t_c \to 0$, which tells us that the dynamics quickly falls into the subband-averaged strong coupling regime. Therefore, $t_c$ defines how fast the dynamics relaxes towards the strong coupling regime, as discussed in the main text.

**Appendix F: Approximate expressions for the spin relaxation times**

To find analytical solutions for the spin lifetimes, we neglect the small spin-charge coupling and the drift velocity in Eq. (19). This simplifies the spin diffusion equations for the weak and strong coupling, Eqs. (27)-(28), which take the $3 \times 3$ form
\[
\frac{\partial \vec{S}}{\partial t} = -\vec{D} \vec{S},
\]  
(F1)

where $\vec{D} = Dq^2 + \vec{D}_S$, with
\[
\vec{D}_S = \begin{pmatrix}
\frac{1}{\tau_-} & 0 & +2iDQ^*_+q_x \\
0 & \frac{1}{\tau_+} & -2iDQ^*_+q_y \\
-2iDQ^*_+q_x & +2iDQ^*_+q_y & \frac{1}{\tau_-} + \frac{1}{\tau_+}
\end{pmatrix}
\]  
(F2)

Notice that here these are written in a generic form. Namely, for the weak subband regime one must consider the independent subbands by adding the $j$ index to the quantities above: $\vec{S}_j$, $\vec{D}_j$, $Q^*_\pm_j, \tau^\pm_j$. On the other hand, for the strong coupling regime, $\vec{D}$ must be taken as the subband averaged diffusion matrix, yielding
\[
\vec{S} \rightarrow \vec{S}_1 + \vec{S}_2,  
\]  
(F3)
\[
\vec{D} \rightarrow \frac{\vec{D}_1 + \vec{D}_2}{2},  
\]  
(F4)
\[
Q^*_\pm \rightarrow \frac{D_1Q^*_1\pm + D_2Q^*_2\pm}{D_1 + D_2},  
\]  
(F5)
\[
1/\tau^\pm \rightarrow 1/2 \left( \frac{1}{\tau_{1\pm}} + \frac{1}{\tau_{2\pm}} \right).  
\]  
(F6)

In this section we proceed with the generic form of Eqs. (F1)-(F2).

A generic solution of Eq. (F1) can be written in terms of its eigenvalues as
\[
\vec{S}(\vec{q}, t) = \sum_n c_n e^{-\omega_n t} \phi_n,  
\]  
(F7)

where $\omega_n \equiv \omega_n(\vec{q})$ and $\phi_n \equiv \phi_n(\vec{q})$ are the eigenvalues and eigenvectors of $\vec{D}$, and $c_n \equiv c_n(\vec{q})$ are the linear combination coefficients to be set by the initial conditions. For the generic matrix $\vec{D}$ in Eq. (F2) the eigenvalues/eigenvectors expressions are cumbersome, but simple analytical solutions exist for the cases where: (i) $Q^*_+ = 0$ or $Q^*_- = 0$; and (ii) $Q^*_+ = Q^*_-, \tau^+ = \tau_-, \tau^+ = \tau$. These solutions are well known [17, 31], and below we simply revise and write them in a convenient and generic form.

To obtain the spin lifetimes in each of these cases above, we seek for the the $\vec{q}$ that extremizes $Re[\omega_n(\vec{q})]$. For instance, let’s consider the first case of $Q^*_+ = 0$ and focus on the decoupled $2 \times 2$ block of $\vec{D}$. Its eigenvalues are
\[
\omega_\pm(\vec{q}) = -\frac{1}{2\tau_-} - \frac{1}{\tau_+} - Dq^2 \pm \sqrt{1 + 16(Q^*_+\tau_-,Dq_y)^2},  
\]  
(F8)

which are maximum (least negative) at $q_y^0 = (0, \pm q^0_y)$, with $q^0_y = \sqrt{16(Q^*_+\tau_-,Dq_y)^2} - 1/(4Q^*_+\tau_-,Dq_y)$. From these, the spin lifetime is defined as $\tau_S = -1/\omega_+(\vec{q}^0)$. Namely,
\[
\frac{1}{\tau_S^{(i)}} \approx \frac{1}{2\tau_-} + \frac{1}{\tau_+} - \frac{1}{(4Q^*_+\tau_-,Dq_y)^2} - (Q^*_+Dq_y)^2,  
\]  
(F9)

where the top and bottom signs refer to the cases of $Q^*_+ = 0$ or $Q^*_- = 0$, respectively. Similarly, for the case (ii) we find
\[
\frac{1}{\tau_S^{(ii)}} \approx \frac{3}{2\tau_+} - \frac{1}{(4Q^*_+\tau_-Dq_y)^2} - (Q^*_+Dq_y)^2.  
\]  
(F10)

Notice that the expression for $\tau_S^{(i)}$ reduces to $\tau_S^{(ii)}$ in the appropriate limit of $Q^*_+ = Q^*_-, \tau^+ = \tau_-, \tau^+ = \tau$. Therefore, it is sufficient to consider only Eq. (F9) as a generic expression for the spin lifetime that incorporates both cases.

In the single subband case, or in the weak coupling regime, case (i) corresponds to the PSH regime and $\tau_S^{(i)}$ simplifies to
\[
\frac{1}{\tau_{PSH}^z} = \frac{2m^2D}{h^4} \left[ 3\beta_{j,3}^2 + (\beta_j^2 \pm \alpha_j) \right].  
\]  
(F11)

1. **Expressions for the spin dynamics**

The full expressions for $S_z(\vec{q}, t)$ or its Fourier transform $S_z(\vec{r}, t) = \mathcal{F}[S_z(\vec{q}, t)]$ are also well known [17, 31]. For the case (i) with $Q^*_+ = 0$, the solution in q-space have two poles at $\vec{q} = \pm (0, q^0_y)$, which leads to the stripped pattern in the $S_z(\vec{r}, t)$ as these poles form a cosine function in the Fourier transform, which reads
\[
S_z(\vec{r}, t) \approx e^{-\frac{\vec{r}^2}{4\tau^2}} e^{-t/\tau_S \cos(ky)},  
\]  
(F12)
where the diffusion broadening $\Gamma = \sqrt{2Dt}$, the spin lifetime $\tau_S$ is given by Eq. (F9), and $\kappa \approx Q^*_+$. Similarly, for $Q^*_- = 0$ the solution follows from the one above replacing the last term by $\cos(\kappa x)$, with $\kappa \approx Q^*_-$. 

For the isotropic limit of case (ii) above, with $Q^*_+ = Q^*_- \equiv Q^*$ and $\tau_\kappa = \tau_- \equiv \tau$, an approximate solution for $S_z(r, t)$ in the asymptotic limit of large times $t \gg \tau_S$ is shown in Ref. [31] (see their Eqs. 28-30). It’s also possible to obtain an exact solution for $S_z(r = 0, t)$ by direct integration of their Eq. 29 with $r = 0$, which reads

$$S_z(0, t) = \frac{e^{-2t/\tau} + e^{-t/\tau}}{16\pi t/\tau} + \zeta(t) \frac{e^{-t/\tau}}{\sqrt{\pi t/\tau}}, \quad (F13)$$

$$\zeta(t) = \frac{(\gamma^2 - 1)}{32\gamma} \sum_{\pm} \text{erf} \left( \frac{(\gamma^2 \pm 1)}{2\gamma} \sqrt{\frac{t}{\tau}} \right), \quad (F14)$$

where $\tau_S \equiv \tau_S^{(ii)}$ from Eq. (F10), and $\gamma = 2Q^*\sqrt{D\tau}$. Notice that at $r = 0$ the denominator of Eq. (F12) is proportional to $t$, while in Eq. (F13) it has $t$ and $\sqrt{t}$ contributions at short times, and asymptotically approaches $\sqrt{t}$ as the second term dominates for large $t$. These features are shown and discussed in Fig. 4 in the main text. Particularly, for the weak coupling case of Fig. 4(c), the solution is the sum of the contributions for each subband, each in the form of Eq. (F12), which at $r = 0$ reads

$$S_z(0, t) = \frac{e^{-t/\tau_1}}{2D_1t} + \frac{e^{-t/\tau_2}}{2D_2t}. \quad (F15)$$
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