Abstract

In this paper, we study a two-species model in the form of a coupled system of nonlinear stochastic differential equations (SDEs) that arises from a variety of applications such as aggregation of biological cells and pedestrian movements. The evolution of each process is influenced by four different forces, namely an external force, a self-interacting force, a cross-interacting force and a stochastic noise where the two interactions depend on the laws of the two processes. We also consider a many-particle system and a (nonlinear) partial differential equation (PDE) system that associate to the model. We prove the wellposedness of the SDEs, the propagation of chaos of the particle system, and the existence and (non)-uniqueness of invariant measures of the PDE system.

1 Introduction

In this paper, we study a two-species model in the form of a coupled system of nonlinear stochastic differential equations

\[
\begin{align*}
\frac{dX_t}{dt} &= -\nabla V_1(X_t) dt - a \nabla F_{11} \ast \mu_t(X_t) dt - (1-a) \nabla F_{12} \ast \nu_t(X_t) dt + \sigma dW_t, \\
\frac{dY_t}{dt} &= -\nabla V_2(Y_t) dt - a \nabla F_{21} \ast \mu_t(Y_t) dt - (1-a) \nabla F_{22} \ast \nu_t(Y_t) dt + \sigma d\tilde{W}_t, \\
P(X_t \in dx) &= \mu_t(x) dx, \\
P(Y_t \in dx) &= \nu_t(x) dx.
\end{align*}
\]

(1a) (1b) (1c)

Here 0 ≤ a ≤ 1 and σ > 0 are given constants; V_1, V_2 are two external potentials; F_{11}, F_{22} are self-interacting potentials describing the interactions among individuals of the same species; F_{12}, F_{21} are cross-interacting potentials representing the interactions between individuals belonging to different species; σ is the diffusion intensity; (W_t, t ≥ 0) and (\tilde{W}_t, t ≥ 0) are independent Wiener processes and finally * denotes the standard convolution operator: for a function G and a measure γ, the convolution between G and γ, \(G \ast \gamma\), is given by

\[
(G \ast \gamma)(x) = \int G(x-y)\gamma(y) dy.
\]

In (1) the evolution of X_t and Y_t depend on their own laws, \{\mu_t, t ≥ 0\} and \{\nu_t, t ≥ 0\} respectively, that are unknown. Using Itô formula one can show that \{\mu_t, t ≥ 0\} and \{\nu_t, t ≥ 0\} satisfy the following system of nonlinear nonlocal partial differential equations

\[
\begin{align*}
\partial_t \mu_t &= \text{div} \left( (\nabla V_1 + a(\nabla F_{11} \ast \mu_t) + (1-a)(\nabla F_{12} \ast \nu_t)) \mu_t \right) + \frac{\sigma^2}{2} \Delta \mu_t, \\
\partial_t \nu_t &= \text{div} \left( (\nabla V_2 + a(\nabla F_{21} \ast \mu_t) + (1-a)(\nabla F_{22} \ast \nu_t)) \nu_t \right) + \frac{\sigma^2}{2} \Delta \nu_t.
\end{align*}
\]

(2a) (2b)
\[ \mu_0(dx) = \mathbb{P}(X_0 \in dx), \quad \nu_0(dx) = \mathbb{P}(Y_0 \in dx). \] (2c)

System 4 naturally generalizes the one-species McKean-Vlasov dynamics
\[ dZ_i = -\nabla V(Z_i) dt - \nabla F * \zeta_t(Z_i) dt + \sigma dW_i, \]
where \( \zeta_t \) is the law of \( Z_t \) that solves the following (nonlocal nonlinear) PDE
\[ \partial_t \zeta = \text{div} \left[ (\nabla V + \nabla F * \zeta_t) \zeta_t \right] + \frac{\sigma^2}{2} \Delta \zeta. \] (4)

Systems of (multi-species, interacting) nonlinear stochastic differential equations and nonlocal nonlinear PDEs of the type (1)-(4) arise in a plethora of applications such as mathematical biology (bacteria chemotaxis [KST], KO03, ESV10, CEV11, KRZ18), aggregation of biological cells [EK16, EFK17], plasma physics and galactic dynamics [BT08], statistical mechanics and granular materials [CMV03, CMV06], pedestrian movements [CLM12, CLM13], risk management [GPY13, EK16, EFK17], and opinion formation [GPY17]. The mathematical analysis of such systems has been getting a lot of attention over the last two decades both in the probability and in the PDE community. In particular, the McKean-Vlasov dynamics has been investigated from various aspects. Existence and uniqueness of solutions of 3 under fairly general assumptions on the external potential \( V \) and interacting potential \( F \) has been proved [McK66, Fun84, Szn91, Mel96, HIP08, BRTV98, CGM08]. The propagation of chaos, which was introduced by Kac [Kac56] and further developed by Sznitman [Szn01], for the McKean-Vlasov was also proved [BRTV98, Mal03, CGM08]. That is, as \( n \) gets large, the \( n \) interacting processes
\[ dZ_i = -\nabla V(Z_i) dt - \frac{1}{n} \sum_{j=1}^{n} \nabla F(Z_i^j - Z_i) dt + \sigma dW_i, \quad i = 1, \ldots, n, \] (5)
behave more and more like the \( n \) independent processes
\[ dZ_i = -\nabla V(Z_i) dt - \nabla F * \zeta_t(Z_i) dt + \sigma dW_i, \quad i = 1, \ldots, n, \]
where \((W_i^j)_{i \geq 0}\) are independent Wiener processes and each particles distribution tends to \( \zeta_t(dx) = \zeta_t(x) dx \) where \( \zeta_t \) solves 4. In addition, the empirical measure \( \rho^n_t := \frac{1}{n} \sum_{i=1}^{n} \delta_{Z_i} \) converges in law, on the space \( C([0,T], \mathbb{R}) \), to \( \zeta_t(dx) \). Thus both 3 and 4 can be numerically approximated by simulating the particle system 5 for large \( n \). We also refer the reader to [BGM10, Duo15, JW16, Mon17, BFG13] for similar results for the Vlasov-Fokker-Planck equation, to [MM13, HM14, MMW15] for analytical approach to propagation of chaos and to recent papers and surveys [JW17a, JW17b, DEGZ18] for further discussions on this interesting topic. Another important aspect of the McKean-Vlasov dynamics, namely the existence and (non)uniqueness of invariant measures and convergence to an invariant measure, also was studied by many authors using different techniques [BRV98, CGM03, Mal03, CMV06, CGM08, BGG13]. One interesting question that still largely remains open in this direction is to characterise the relative basins of attraction of the equilibria of the McKean-Vlasov equation when there are multiple invariant measures [Daw83, Shi87, Tug14a].

In contrast to the McKean-Vlasov equation, the coupled McKean-Vlasov dynamics is less understood although some initial attempts have been made. Herrmann [Her03] obtained results for three aforementioned issues for a special case of 4 where \( V_1 = V_2 = 0, F_{11} = F_{22} \) and \( F_{21} = F_{12} \), see also [DMR17] for some formal computations regarding the hydrodynamics limit for this case. Another special case, where \( V_1 = V_2 = 0 \) and \( \sigma = 0 \), has been studied by several authors: [FP13] established a systematic existence and uniqueness theory of weak measure solutions for system 2 while its equilibrium properties were investigated in [EFK17, DFT16]. More recently, [CL16, Lab17] proved, using a discrete variational approximation scheme à la Jordan-Kinderlehrer-Otto, existence and uniqueness results for a class of parabolic systems with nonlinear diffusion and nonlocal interaction that includes the PDE system 2. We also refer the reader to recent
works [LML7, CJ17, CDJS, FEFS, CHS] on similar multi-species systems where a (nonlinear) cross-diffusion is also included.

The aim of the present paper is to study the well-posedness, propagation of chaos phenomenon and the existence of (multiple) invariant measures of the coupled McKean-Vlasov system (1)-(2). We generalize some of the aforementioned results for special cases to the full system and obtain new results.

**Well-posedness of (1).** Proving the existence and uniqueness of solutions of interacting (multi-species) systems such as (1) is highly nontrivial because of its nonlocality and nonlinearity. When both the confining and interaction potentials are globally Lipschitz, the well-posedness of (1) can be established using the by now standard techniques [McK66, Fun84, Szn91, Mel96]. When either of the potentials is non-Lipschitz, it is a more intricate problem. The following theorem, which is our first result, generalizes similar results of [BRTV98, HIP08, Tag10] for the McKean-Vlasov equation and of [Her03] for the special case of (1) (where \( V_1 = V_2 = 0, F_{11} = F_{22} \) and \( F_{21} = F_{12} \) as mentioned in a previous paragraph) to the general coupled system (1).

**Theorem 1.1.** Suppose that Assumption 2.1 holds and that \( X_0 \) and \( Y_0 \) are such that \( \mathbb{E}(|X_0|^{q^2}) < \infty \) and \( \mathbb{E}(|Y_0|^{q^2}) < \infty \) where \( q > 0 \) is defined in (H7) of Assumption 2.1. The system (1) admits a unique strong solution on \( \mathbb{R}_+ \). In other words, given a probability space with two Brownian motions, there exists a solution to the system with these Brownian motions.

**Propagation of chaos.** To describe our result on propagation of chaos for the coupled McKean-Vlasov system, we take two sequences of integers, \( (M_n)_{n \in \mathbb{N}} \) and \( (N_n)_{n \in \mathbb{N}} \), that go to infinity as \( n \) tends to infinity and consider the following system of interacting particles

\[
\begin{align*}
\frac{dX_t^i}{dt} &= -\nabla V_1(X_t^i) - \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \nabla F_{11}(X_t^i - X_t^j) dt - \frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \nabla F_{12}(X_t^i - Y_t^k) dt + \sigma dW_t^i; \quad i = 1, \ldots, N_n; \\
\frac{dY_t^i}{dt} &= -\nabla V_2(Y_t^i) - \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \nabla F_{21}(Y_t^i - X_t^j) dt - \frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \nabla F_{22}(Y_t^i - Y_t^k) dt + \sigma d\tilde{W}_t^i, \quad i = 1, \ldots, M_n.
\end{align*}
\]

(6a)

(6b)

Note that the convolution operators \( \nabla F_{ij} * \gamma \) (\( i, j \in \{1, 2\}, \gamma \in \{\mu, \nu\} \)) in (1) are replaced by the average sums in (6). These sums can also be viewed as convolutions between \( \nabla F_{ij} \) with the empirical measures, \( \mu^n_t \) and \( \nu^n_t \), instead of the laws \( \mu_t \) and \( \nu_t \) where

\[
\mu^n_t := \frac{1}{M_n + N_n} \sum_{j=1}^{N_n} \delta_{X_t^j} \quad \text{and} \quad \nu^n_t := \frac{1}{M_n + N_n} \sum_{k=1}^{M_n} \delta_{Y_t^k}.
\]

We will show that the propagation of chaos phenomenon holds for the system (6), that is, for all \( (p, q) \in \mathbb{N}^2 \), \( (X_1^1, \ldots, X_1^p, Y_1^1, \ldots, Y_1^q) \) converges as \( n \) tends to infinity to \( \otimes_{j=1}^p \mu_t \otimes_{j=1}^q \nu_t \), where \( \mu_t, \nu_t \) are respectively the laws of \( X_t \) and \( Y_t \) that are solutions of (1). This result is the consequence of the following theorem, that is our second result and extends [Her03] to the general case.

**Theorem 1.2.** Under the same assumption as in Theorem 1.1 for \( T < \infty \), we have

\[
\lim_{n \to \infty} \mathbb{E} \left[ \sup_{t \in [0,T]} (X_t^i - \hat{X}_t^i)^2 \right] = 0 \quad \text{and} \quad \lim_{n \to \infty} \mathbb{E} \left[ \sup_{t \in [0,T]} (Y_t^i - \hat{Y}_t^i)^2 \right] = 0,
\]

where \( (\hat{X}_t^i, \hat{Y}_t^i) \) is a solution to the following system

\[
\frac{d\hat{X}_t^i}{dt} = -\nabla V_1(\hat{X}_t^i) dt - a(\nabla F_{11} * \mu_t)(\hat{X}_t^i) dt
\]
identically independent copies of \( X \).

Well-known that when the confining potential exhibits a phase transition phenomenon, that is it may have a unique stationary solution or several ones when the diffusion coefficient (i.e., the temperature) is above or below a critical value.

**Theorem 1.3.** Suppose that \( F_{ij}(x) = \frac{\alpha_{ij} x^2}{2} \) for \( i, j \in \{1, 2\} \) and that \( V_1 \) and \( V_2 \) have a common unique minimizer \( m^* \). Then for any \( \rho \) such that

\[
\rho \geq \max \left\{ \frac{|V_1^{(3)}(m^*)|}{4V_1''(m^*)(4V_2''(m^*) + a_1 + (1-a)a_2)}, \frac{|V_2^{(3)}(m^*)|}{4V_2''(m^*)(4V_2''(m^*) + a_1 + (1-a)a_2)} \right\},
\]

the system (2) have an invariant measure \((\mu, \nu)\) whose mean values belong to \([m^* - \rho a^2, m^* + \rho a^2] \times [m^* - \rho a^2, m^* + \rho a^2]\). In addition, if \( V_1 \) and \( V_2 \) are symmetrical, then there is a unique symmetrical invariant measure \((\mu^0, \nu^0)\) whose mean values are zeros.

This implies that if \( V_1 = V_2 = V \) where \( V \) is a double-wells landscape, then there are at least three invariant probabilities.

**Organisation of the paper.** The rest of the paper is organised as follows. In Section 2 we prove Theorem 1.1 on the wellposedness of (1). In Section 3 we study the propagation of chaos phenomenon and establish Theorem 1.2. Finally, in Section 4 we prove Theorem 1.3 on the existence and nonuniqueness of invariant measures.

## 2 Existence and uniqueness of strong solutions

In this section, we prove Theorem 1.1 establishing the existence and unique of strong solutions of the system (1). We adapt the proof of [BRTV98] for the existence and uniqueness of strong solutions of the McKean-Vlasov dynamics [3], see also [Hern03, HH08, Tug10]. To this end, we transform (1) into a fixed point problem of a map \( \Gamma \) on a functional space \( \Lambda \), we then show that \( \Gamma \) is a contraction map on a subspace \( \Lambda_T \subset \Lambda \) proving the existence and uniqueness of strong solutions over a finite time interval \([0, T]\). The local solution is then extended to become a global one by controlling its moments.

**Assumption 2.1.** We make the following assumptions.

(H1) The coefficients \( \nabla V_1, \nabla V_2, \nabla F_{ij} \) are locally Lipschitz for any \( i, j \in \{1; 2\} \).

(H2) The functions \( V_1, V_2 \) and \( F_{ij} \) are continuously differentiable for any \( i, j \in \{1; 2\} \).

(H3) There exist \( \theta_1 > 0 \) and \( \theta_2 > 0 \) such that

\[
(\nabla V_1(x) - \nabla V_1(y))(x-y) \geq -\theta_1 |x-y|^2 \quad \text{and} \quad (\nabla V_2(x) - \nabla V_2(y))(x-y) \geq -\theta_2 |x-y|^2 \quad \forall x, y.
\]
We finally put Definition 2.3. We consider $\Gamma$ from
where the three spaces of functions $\Lambda_T^1 \cap \Lambda_T^2$, $\Lambda_T^2 \cap \Lambda_T^3$, $\Lambda_T^3 \cap \Lambda_T^4$, $\Lambda_T^4 \cap \Lambda_T$, $\Lambda_T$ are defined by
where the parameter of Lipschitz may depend on $b$;
and $\Lambda_T^2 := \{ b : [0; T] \times \mathbb{R} \rightarrow \mathbb{R} \mid x \mapsto b(s, x) \text{ is increasing and } b(s, x) - b(s, y) \geq \xi_1(x - y) + \xi_0 \}$,
where $\xi_1 > 0$, $\xi_0 \in \mathbb{R}$ and $x \geq y$; and
$\Lambda_T^3 := \{ b : [0; T] \times \mathbb{R} \rightarrow \mathbb{R} \mid ||b||_{T} < \infty \}$.
The space $\Lambda_T$ is equipped with the norm $||.||_T$.

Definition 2.2. We consider the space
$\Lambda_T := \Lambda_T^1 \cap \Lambda_T^2 \cap \Lambda_T^3 \cap \Lambda_T^4$,
where the three spaces of functions $\Lambda_T^1$, $\Lambda_T^2$ and $\Lambda_T^3$ are defined by
$\Lambda_T^1 := \{ b : [0; T] \times \mathbb{R} \rightarrow \mathbb{R} \mid x \mapsto b(s, x) \text{ is locally Lipschitz uniformly in } s \}$,
where $\xi_1 > 0$, $\xi_0 \in \mathbb{R}$ and $x \geq y$; and
The space $\Lambda_T := \Lambda_T^1 \times \Lambda_T^2 \times \Lambda_T^3 \times \Lambda_T^4$ equipped with the norm
$||b||_{F} := \sum_{i=1}^{4} ||b_i||_{T}$,
where $b := (b_1, b_2, b_3, b_4)$.

We will also use a transformation in order to apply a fixed point theorem.

Definition 2.4. We consider $\Gamma$ from $F_T$ to $F_T$ defined by its coordinates:
$p_1 \circ \Gamma(b)(x) := a \mathbb{E} \left[ \nabla F_{11} \left( x - X^b_t \right) \right]$,
$p_2 \circ \Gamma(b)(x) := \left( 1 - a \right) \mathbb{E} \left[ \nabla F_{12} \left( x - Y^b_t \right) \right]$,
$p_3 \circ \Gamma(b)(x) := a \mathbb{E} \left[ \nabla F_{21} \left( x - X^b_t \right) \right]$ and
$p_4 \circ \Gamma(b)(x) := \left( 1 - a \right) \mathbb{E} \left[ \nabla F_{22} \left( x - Y^b_t \right) \right]$,
where $p_i$ is the $i$th projection on the space $F_T$ and $X^b_t$ (resp. $Y^b_t$) is solution of the SDE
\begin{align}
\frac{dX^b_t}{dt} &= \sigma dB_t - \nabla V_1 \left( X^b_t \right) dt - b_1 \left( t, X^b_t \right) dt - b_2 \left( t, X^b_t \right) dt, \tag{10}
\end{align}
respectively
\begin{align}
\frac{dY^b_t}{dt} &= \sigma dB_t - \nabla V_2 \left( Y^b_t \right) dt - b_3 \left( t, Y^b_t \right) dt - b_4 \left( t, Y^b_t \right) dt. \tag{11}
\end{align}
To show that there exist solutions to the equations on $X^b$ and on $Y^b$, we use the following result (see [SV79] Theorem 10.2.2) at page 255:

**Proposition 2.5.** Let $b : \mathbb{R}_+ \times \mathbb{R} \rightarrow \mathbb{R}$ be a function satisfying the three following properties:

1. $\max_{s \geq 0} |b(s, 0)| < \infty$.
2. For any $n \in \mathbb{N}$, there exists a constant $c_n > 0$ such that $|b(s, x) - b(s, y)| \leq c_n |x - y|$ for any reals $x$ and $y$ satisfying $|x| < n$ and $|y| < n$.
3. There exists a constant $r > 0$ such that for any $|x| > r$, $\text{sgn}(x)b(s, x) \geq 0$.

Then, for any random variable $X_0$, the equation $E(0, X_0)$ admits a unique strong solution where $E(0, X_0)$ is defined by

$$X_t = X_0 - \int_0^t b(s, X_s) ds + \sigma B_t.$$ 

To show that there is a unique strong solution to the initial system, we search a fixed point to the transformation $\Gamma$. To do so, it is easy to check that for any $b \in F_1$, the equations (10) and (11) admit a unique strong solution. Indeed, the convexity at infinity of the potentials $V_1$ and $V_2$ guarantees that the third point of Proposition 2.5 is satisfied.

The following definition of moments will play a crucial role in the analysis of this paper.

**Definition 2.6.** For any $b \in F_1$ and $p > 0$, we define

$$\eta_b^p(t) := \mathbb{E} \left[ |X^b_t|^p \right], \quad \hat{\eta}_b^p(t) := \sup_{0 \leq s \leq t} \eta_b^p(s),$$

$$\xi_b^p(t) := \mathbb{E} \left[ |Y^b_t|^p \right] \quad \text{and} \quad \hat{\xi}_b^p(t) := \sup_{0 \leq s \leq t} \xi_b^p(s).$$

To prove Theorem 1.1, we need several lemmas.

**Lemma 2.7.** Set $b \in F_1$, $n \geq 1$, $\rho := (\rho_0, \rho_0, \rho_0, \rho_0)$ with $\rho_0(x) := \beta_0 x$, then $\hat{\eta}^{\rho}_n(T) + \hat{\xi}^{\rho}_n < \infty$, for $n \geq 0$ such that $\mathbb{E} \left[ |X^b_n|^1 \right] < \infty$ and $\mathbb{E} \left[ |Y^b_n|^2 \right] < \infty$. Moreover:

$$\hat{\eta}^{\rho}_n(T) \leq k_1(n) \left[ T^{2n} + (|b_1 - \rho_0|^{2n} + |b_2 - \rho_0|^{2n}) \left( T^{2n} + \eta^{\rho}_n(T) \right) \right],$$

and

$$\hat{\xi}^{\rho}_n(T) \leq k_2(n) \left[ T^{2n} + (|b_1 - \rho_0|^{2n} + |b_4 - \rho_0|^{2n}) \left( T^{2n} + \xi^{\rho}_n(T) \right) \right],$$

where $k_1(n)$ and $k_2(n)$ are constants which do not depend on $b, \rho$ or $T$.

**Proof.** Step 1. By considering $\rho := (\rho_0, \rho_0, \rho_0, \rho_0)$, we thus have the following equation:

$$X^\rho_t = X_0 + \sigma B_t - \int_0^t \nabla V_1(X^\rho_s) ds - 2\beta_0 \int_0^t X^\rho_s ds.$$ 

For any $n \geq 1$, Itô formula yields

$$\frac{d}{dt} \mathbb{E} \left[ (X^\rho_t)^{2n} \right] = n(2n - 1)\sigma^2 \mathbb{E} \left[ (X^\rho_t)^{2n-2} \right] - 4n\beta_0 \mathbb{E} \left[ (X^\rho_t)^{2n} \right] - 2n \mathbb{E} \left[ (X^\rho_t)^{2n-1} V'(X^\rho_t) \right],$$

$$\leq n(2n - 1)\sigma^2 \left( \mathbb{E} \left[ (X^\rho_t)^{2n} \right] \right)^{1 - \frac{1}{2n}} - 4n\beta_0 \mathbb{E} \left[ (X^\rho_t)^{2n} \right] - 2nC_4 \mathbb{E} \left[ (X^\rho_t)^{2n+2} \right]$$

$$+ 2nC_2 \mathbb{E} \left[ (X^\rho_t)^{2n} \right]$$

$$\leq n(2n - 1)\sigma^2 \left( \mathbb{E} \left[ (X^\rho_t)^{2n} \right] \right)^{1 - \frac{1}{2n}} + 2n(C_2 - 2\beta_0) \mathbb{E} \left[ (X^\rho_t)^{2n} \right]$$

$$- 2nC_4 \left( \mathbb{E} \left[ (X^\rho_t)^{2n} \right] \right)^{1 + \frac{1}{2n}}.$$
We immediately deduce that
\[
\mathbb{E} \left[ (X_t^t)^{2n} \right] \leq \max \left\{ \mathbb{E} \left[ (X_0)^{2n} \right] ; \left( \frac{C_2 - 2\beta_0 + \sqrt{(C_2 - 2\beta_0)^2 + 2C_4(2n - 1)\sigma^2}}{2C_4} \right)^n \right\} < \infty.
\]
We deduce that
\[
\sup_{t \geq 0} \mathbb{E} \left[ (X_t^t)^{2n} \right] \leq c_n \left( 1 + \mathbb{E} \left[ (X_0)^{2n} \right] \right),
\]
where \(c_n\) is constant. Similarly we obtain
\[
\sup_{t \geq 0} \mathbb{E} \left[ (Y_t^t)^{2n} \right] \leq c_n \left( 1 + \mathbb{E} \left[ (Y_0)^{2n} \right] \right).
\]
As a consequence, if \(\mathbb{E} \left[ (X_0)^{2n} \right]\) and \(\mathbb{E} \left[ (Y_0)^{2n} \right]\) are finite, we have that \(\hat{\eta}_{2n}(T) < \infty\) and \(\hat{\xi}_{2n}(T) < \infty\).

**Step 2.** We have
\[
X_t^b - X_s^s = - \int_0^t [V_t^b (X_t^b) - V_s^s (X_s^s)] \, ds - \int_0^t [b_1 (s, X_s^s) - p_1 \circ \rho (s, X_s^s)] \, ds - \int_0^t [b_2 (s, X_s^s) - p_2 \circ \rho (s, X_s^s)] \, ds.
\]
Consequently, for any \(\alpha > 1\), we obtain that \(|X_t^b - X_s^s|^{\alpha}\) is equal to
\[
- \alpha \int_0^t \sign (X_t^b - X_s^s) |X_t^b - X_s^s|^{\alpha - 1} \mathbf{1}_{X_t^b \neq X_s^s} [V_t^b (X_t^b) - V_s^s (X_s^s)] \, ds
- \alpha \int_0^t \sign (X_t^b - X_s^s) |X_t^b - X_s^s|^{\alpha - 1} \mathbf{1}_{X_t^b \neq X_s^s} [b_1 (s, X_s^s) - p_1 \circ \rho (s, X_s^s)] \, ds
- \alpha \int_0^t \sign (X_t^b - X_s^s) |X_t^b - X_s^s|^{\alpha - 1} \mathbf{1}_{X_t^b \neq X_s^s} [b_2 (s, X_s^s) - p_2 \circ \rho (s, X_s^s)] \, ds.
\]
Taking the limit as \(\alpha\) goes to \(1^+\) we get
\[
|X_t^b - X_s^s| = - \int_0^t \sign (X_t^b - X_s^s) [V_t^b (X_t^b) - V_s^s (X_s^s)] \, ds
- \int_0^t \sign (X_t^b - X_s^s) [b_1 (s, X_s^s) - p_1 \circ \rho (s, X_s^s)] \, ds
- \int_0^t \sign (X_t^b - X_s^s) [b_2 (s, X_s^s) - p_2 \circ \rho (s, X_s^s)] \, ds.
\]
We will control each term on the right-hand side of (12). The first one can be controlled by
\[
- \int_0^t \sign (X_t^b - X_s^s) [V_t^b (X_t^b) - V_s^s (X_s^s)] \, ds \leq - \gamma \int_0^t |X_t^b - X_s^s| \, ds + T \bar{\gamma},
\]
for any \(t \leq T\). In the last formula, \(\gamma\) and \(\bar{\gamma}\) are constants which depend on \(V_1\). For the second term: since \(b_1\) is increasing
\[
\sign (X_t^b - X_s^s) [b_1 (s, X_s^s) - b_1 (s, X_s^s)] \geq 0,
\]
which implies that
\[
- \sign (X_t^b - X_s^s) [b_1 (s, X_s^s) - p_1 \circ \rho (s, X_s^s)]
\leq - \sign (X_t^b - X_s^s) [b_1 (s, X_s^s) - p_1 \circ \rho (s, X_s^s)] + \sign (X_t^b - X_s^s) [b_1 (s, X_s^s) - b_1 (s, X_s^s)]
\]
As and |||

By using triangular inequality, we obtain:

But, we can write

Consequently, we have:

The same computations hold for the second diffusion.

By taking the expectation then the supremum over \([0; T]\), we find the formula for \(\hat{\eta}^b_{2n}(T)\). The same computations hold for the second diffusion.

**Lemma 2.8.** \(\Gamma\) is an application from \(F_T\) to \(F_T\) and

\[
||\Gamma b||^2_{F_T} \leq C_0 \left(1 + \hat{\eta}^b_{2q}(T) + \xi^b_{2q}(T)\right),
\]

where \(C_0\) is a positive constant.
Proof. Step 1. We first need to prove that $p_i \circ \Gamma(b)$ lives in $\Lambda^k_T \cap \Lambda^q_T$ for any $1 \leq i \leq 4$. We will do so only for $i = 1$. As $\nabla F_{11}$ is increasing and continuous, we deduce that $p_1 \circ \Gamma(b)$ is continuous and increasing in $x$. It is also locally Lipschitz (uniformly in the time variable). Due to the assumptions on the potential $F_{11}$, we have for any $x \geq y$

$$p_1 \circ \Gamma(b)(t, x) - p_1 \circ \Gamma(b)(t, y) = a \mathbb{E} \left[ \nabla F_{11} \left( x - X^b_t \right) - \nabla F_{11} \left( y - X^b_t \right) \right] \geq a \beta_1 \left( x - y \right) + a \beta_0^1 .$$

By taking $\xi_1 := \inf \{ a \beta_1^1; (1 - a) \beta_1^2; (1 - a) \beta_2^1 \}$ and $\xi_0 := \inf \{ a \beta_0^1; a \beta_0^2; (1 - a) \beta_0^1; (1 - a) \beta_0^2 \}$ we obtain that $p_1 \circ \Gamma(b)$ is in $\Lambda^k_T \cap \Lambda^q_T$.

Step 2. We will now prove Inequality (13) (which, by the way, proves that $p_1 \circ \Gamma(b)$ lives in $\Lambda^k_T$). By definition, we have:

$$\|p_1 \circ \Gamma(b)\|_T := \sup_{x \in \mathbb{R}} \frac{\mathbb{E} \left[ \nabla F_{11} \left( x - X^b_t \right) \right]}{1 + x^{2q}} \leq \sup_{x \in \mathbb{R}} \frac{\mathbb{E} \left[ \| \nabla F_{11} \|_{x \left( x - X^b_t \right)} \right]}{1 + x^{2q}} \leq a \sup_{x \in \mathbb{R}} \frac{C \left( 1 + |x|^{2q} + \mathbb{E} \left[ |X^b_t|^{2q} \right] \right)}{1 + x^{2q}} \leq a C \left( 1 + \eta^{b}_{2q}(T) \right) .$$

By proceeding similarly, we obtain

$$\|p_2 \circ \Gamma(b)\|_T \leq (1 - a) C \left( 1 + \xi^{b}_{2q}(T) \right) ,$$

$$\|p_3 \circ \Gamma(b)\|_T \leq a C \left( 1 + \xi^{b}_{2q}(T) \right) ,$$

and

$$\|p_4 \circ \Gamma(b)\|_T \leq (1 - a) C \left( 1 + \xi^{b}_{2q}(T) \right) .$$

As a consequence, we have

$$\|\Gamma(b)\|_T^p \leq C_0 \left( 1 + \eta^{b}_{2q}(T) + \xi^{b}_{2q}(T) \right) .$$

Lemma 2.9. $\Gamma$ is continuous and satisfies

$$\|p_1 \circ \Gamma(b) - p_1 \circ \Gamma(c)\|_T \leq (|b_1 - c_1|_T + |b_2 - c_2|_T) \sqrt{T} C_0 \left( \eta^{b}_{2q}(T), \eta^{c}_{2q}(T) \right) ,$$

$$\|p_2 \circ \Gamma(b) - p_2 \circ \Gamma(c)\|_T \leq (|b_1 - c_1|_T + |b_2 - c_2|_T) \sqrt{T} C_0 \left( \eta^{b}_{2q}(T), \eta^{c}_{2q}(T) \right) ,$$

$$\|p_3 \circ \Gamma(b) - p_3 \circ \Gamma(c)\|_T \leq (|b_3 - c_3|_T + |b_4 - c_4|_T) \sqrt{T} C_0 \left( \xi^{b}_{2q}(T), \xi^{c}_{2q}(T) \right) ,$$

and

$$\|p_4 \circ \Gamma(b) - p_4 \circ \Gamma(c)\|_T \leq (|b_3 - c_3|_T + |b_4 - c_4|_T) \sqrt{T} C_0 \left( \xi^{b}_{2q}(T), \xi^{c}_{2q}(T) \right) ,$$

where $C_0$ is an increasing function for both variables.

Proof. Set $s \in [0; T]$ and $x \in \mathbb{R}$. By triangular inequality, we have

$$|p_1 \circ \Gamma(b)(s, x) - p_1 \circ \Gamma(c)(s, x)| \leq \mathbb{E} \left[ \| F'_{11}(x - X^b_s) - F'_{11}(x - X^c_s) \| \right] .$$

By the assumptions on $F_{11}$, we get:

$$|p_1 \circ \Gamma(b)(s, x) - p_1 \circ \Gamma(c)(s, x)| \leq C_0 \mathbb{E} \left[ \Delta_s(b, c) \left( 1 + \left( \Delta^b_s(x) \right)^{2q - 2} + \left( \Delta^c_s(x) \right)^{2q - 2} \right) \right] ,$$

where $\Delta_s(b, c)$ is the difference of the functions $b$ and $c$ over the interval $[0; s]$. This completes the proof.
where $\Delta_s(b, c) := |X^b_s - X^c_s|$, and $\Delta_b(x) := |x - X^b_s|$ for any $b \in F_T$.

As $(a + b)^{2q-2} \leq 2^{2q-2}(a^{2q-2} + b^{2q-2})$, we deduce:

$$|p_1 \circ \Gamma (b) (s, x) - p_1 \circ \Gamma (c) (s, x)| \leq 2^{2q}C_q \left( 1 + x^{2q-2} \right) E \left[ \Delta_s(b, c) \left( 1 + (X^b_s)^{2q-2} + (X^c_s)^{2q-2} \right) \right]$$

We remind that $(a + b + c)^2 \leq 3(a^2 + b^2 + c^2)$ and $1 + x^{2q-2} \leq 2(1 + x^{2q})$. Then, Cauchy-Schwarz inequality yields

$$|p_1 \circ \Gamma (b) (s, x) - p_1 \circ \Gamma (c) (s, x)| \leq 3 \times 2^{2q+1}C_q \left( 1 + |x|^{2q} \right) \sqrt{E \left[ (\Delta_s(b, c))^2 \right]}$$

By using Itô formula with the function $x \mapsto |x|^2$, we can write

$$\Delta_t(b, c)^2 = -2 \int_0^t (X^b_s - X^c_s) \left( V^b_t(X^b_s) - V^c_t(X^c_s) \right) ds$$

$$- 2 \int_0^t (X^b_s - X^c_s) \left( b_1(s, X^b_s) - c_1(s, X^c_s) \right) ds$$

$$- 2 \int_0^t (X^b_s - X^c_s) \left( b_2(s, X^b_s) - c_2(s, X^c_s) \right) ds.$$

The first term is less than $2\theta \int_0^t \Delta_t(b, c)^2 ds$. Since the functions $b_1$ and $b_2$ are increasing, we deduce that the quantities $(X^b_s - X^c_s) \left( b_1(s, X^b_s) - b_1(s, X^c_s) \right)$ and $(X^b_s - X^c_s) \left( b_2(s, X^b_s) - b_2(s, X^c_s) \right)$ are nonnegative. This implies

$$- \int_0^t (X^b_s - X^c_s) \left( b_1(s, X^b_s) - c_1(s, X^c_s) \right) ds$$

$$\leq \int_0^t |X^b_s - X^c_s| |b_1(s, X^c_s) - c_1(s, X^c_s)| ds$$

$$\leq \frac{1}{2} \int_0^t \Delta_t(b, c)^2 ds + \frac{1}{2} \int_0^t \left( 1 + |X^c_s|^{2q} \right)^2 ds$$

$$\leq \frac{1}{2} \int_0^t \Delta_t(b, c)^2 ds + \int_0^t \left( 1 + |X^c_s|^{4q} \right) ds.$$
We apply Grönwall lemma and we get:

$$E \left[ |\Delta_t(b,c)|^2 \right] \leq 2 \left( |b_1 - c_1|^2 + |b_2 - c_2|^2 \right) T \left( 1 + \eta_{6g}(T) \right) e^{2(\theta+1)t}. $$

As the role of $b$ and $c$ can be inverted, we obtain:

$$E \left[ |\Delta_t(b,c)|^2 \right] \leq 2 \left( |b_1 - c_1|^2 + |b_2 - c_2|^2 \right) T \left( 1 + \frac{1}{2} \eta_{6g}(T) + \frac{1}{2} \eta_{6g}(T) \right) e^{2(\theta+1)t}. $$

We combine this with Inequality (22) and we finally have (18) with the function $a$ a consequence, for any $T < T_b$ and we will now restrict the space so that the map is a contraction.

Step 1. $F$ We also define $F_T$ the following properties:

$$\Lambda^K_T := \{ b \in \Lambda_T : ||b||_T \leq K \}. $$

We also define $F^K_T := \Lambda^K_T \times \Lambda^K_T \times \Lambda^K_T$.

Lemma 2.11. Let $X_0$ and $Y_0$ be two random variables such that $E \left[ X_0^{8q^2} \right] < \infty$ and $E \left[ Y_0^{8q^2} \right] < \infty$. Then, there exist two positive parameter $K$ and $T_0$ such that for any $T < T_0$, we have the two following properties:

1. $F^K_T$ is stable by $\Gamma$: $\Gamma F^K_T \subset F^K_T$.

2. The Lipschitz norm of the restriction of $\Gamma$ on $F^K_T$ is less than $\frac{3}{2}$.

Proof. Step 1. From (13), we have

$$||p_1 \circ \Gamma(b)||_T \leq aC \left( 1 + \eta_{6g}^K(T) \right). $$

So, from Lemma 27, we have

$$||p_1 \circ \Gamma(b)||_T \leq aC \left( 1 + k_1(q) \left[ T^{2q} + \left( |b_1 - \rho_0|^2 + |b_2 - \rho_0|^2 \right) \eta_{6g}^2(T) \right] \right). $$

$$\leq aC \left( 1 + k_1(q) \left[ T^{2q} + 2^{2q} \left( |b_2|^2 + |b_2 - \rho_0|^2 \right) \eta_{6g}^2(T) \right] \right). $$

$$\leq C \left( 1 + k_1(q) \left[ T^{2q} + 2^{2q+1} \eta_{6g}^2(T) \right] \right). $$

This can be rewritten as

$$||p_1 \circ \Gamma(b)||_T \leq C_1 + C_2 T^{2q} \left( 1 + 2^{2q} \right), $$

where $C_1$ and $C_2$ do not depend on $T$ nor on $K$. We take $K \geq 2C_1$ and $T_0 \leq \left( \frac{C_2}{C_1 T^{(1+K)\frac{1}{4}}(1+K)} \right)^{2q}$. As a consequence, for any $T < T_0$, we have

$$||p_1 \circ \Gamma(b)||_T \leq 2C_1 \leq K, $$

which proves that $p_1 \circ \Gamma(b) \in \Lambda^K_T$. We proceed similarly and we obtain that $p_2 \circ \Gamma(b) \in \Lambda^K_T$, $p_3 \circ \Gamma(b) \in \Lambda^K_T$ and $p_4 \circ \Gamma(b) \in \Lambda^K_T$. Consequently, $\Gamma(b) \in F^K_T$ if $b \in F^K_T$. 

}\]
Step 2. We will now examine the Lipschitz constant. By making the sum of the inequalities in Lemma 2.9, we obtain
\[ ||\Gamma(b) - \Gamma(c)||_F^2 \leq \alpha(T)||b - c||_F^2, \]
with \( \alpha(T) := \max\{2\sqrt{T}C_0(\eta_2^n(T), \bar{\eta}_2^n(T)); 2\sqrt{T}C_0(\xi_j^n(T), \bar{\xi}_j^n(T))\} \). We choose \( T_2 \) sufficiently small such that \( \alpha(T_2) \leq \frac{1}{2} \). By taking \( T := \min(T_1; T_2) \), the Lipschitz norm is less than \( \frac{1}{T} \).

We point out that \( T \) depends on \( X_0 \) and \( Y_0 \). This is why we will only be able to construct, in a first time, a solution on a finite time interval.

**Proposition 2.12.** Let \( X_0 \) and \( Y_0 \) be two random variables such that \( \mathbb{E}\left[X_0^{8q^2}\right] < \infty \) and \( \mathbb{E}\left[Y_0^{8q^2}\right] < \infty \). Then there exists \( T_0 > 0 \) such that for any \( T < T_0 \), the system of equations \( \mathbf{1} \) admits a strong solution on the interval \( [0; T] \).

**Proof.**

**Step 1.** We take \( K \) and \( T_0 \) as defined in Lemma 2.11. Thus, the Lipschitz norm of the restriction of \( \Gamma \) on \( F^R_T \) is smaller than \( \frac{1}{T} \) for any \( T < T_0 \).

We take \( b \in F^R_T \). We consider the sequence \( (b_p)_{p \in \mathbb{N}} \) by \( b_0 := b \) and \( b_{p+1} := \Gamma(b_p) \) for any \( p \in \mathbb{N} \). We know that \( b_p \in F^R_T \) for any \( p \in \mathbb{N} \). \( \Gamma \) being a contraction, the sequence \( (b_p) \) converges to an element \( b_\infty \in F^R_T \). This element does not depend on \( b \). Moreover, we have \( \Gamma(b_\infty) = b_\infty \).

Consequently, \( (X_1^{b_\infty}, Y_t^{b_\infty})_{t \in [0; T]} \) is a strong solution of the system \( \mathbf{1} \) providing that \( b_{\infty,1}, b_{\infty,2}, b_{\infty,3}, b_{\infty,4} \) are locally Lipschitz (with \( b_{\infty,1}, b_{\infty,2}, b_{\infty,3}, b_{\infty,4} = b_\infty \)).

As \( b_{n+1} = \Gamma(b_n) \), then for \( |x| \leq N \) and \( |y| \leq N \), we have:

\[ |b_{n+1,1}(t,x) - b_{n+1,1}(t,y)| = a \left| \mathbb{E}\left[F_{11}'(x - X_1^{b_n}) - F_{11}'(y - X_1^{b_n})\right] \right| \]
\[ \leq a \mathbb{E}\left[|F_{11}'(x - X_1^{b_n}) - F_{11}'(y - X_1^{b_n})|\right] \]
\[ \leq 2^{q-1}a|x - y| \mathbb{E}\left[c + |x|^{2q-1} + |y|^{2q-1} + 2|X_1^{b_n}|\right] \]
\[ \leq k(N)|x - y| \left(1 + \eta_{2n}^{\infty}(T)\right). \]

Since \( ||b_{n,1}||_T \leq K \) and \( ||b_{n,2}||_T \leq K \), from Lemma 2.7, we deduce:

\[ |b_{n+1,1}(t,x) - b_{n+1,1}(t,y)| \leq \psi(N, K, T, \rho) |x - y|. \]

By taking the limit as \( n \) goes to infinity, we deduce that

\[ |b_{\infty,1}(t,x) - b_{\infty,1}(t,y)| \leq \psi(N, K, T, \rho) |x - y|. \]

So \( b_{\infty,1} \) is locally Lipschitz. We can do the same reasoning for \( b_{\infty,2}, b_{\infty,3} \) and \( b_{\infty,4} \). Therefore, \( (X_1^{b_\infty}, Y_t^{b_\infty})_{t \in [0; T]} \) is a strong solution of \( \mathbf{1} \).

**Step 2.** According to the assumptions, \( \mathbb{E}\left[X_0^{8q^2}\right] \) and \( \mathbb{E}\left[Y_0^{8q^2}\right] \) are finite. We thus deduce

\[ \sup_{s \in [0; T]} \mathbb{E}\left[X_s^{8q^2}\right] + \sup_{s \in [0; T]} \mathbb{E}\left[Y_s^{8q^2}\right] < \infty. \]

From Lemma 2.7, we have:

\[ \bar{\eta}_{2n}^{\infty}(T) \leq k_1(n) \left( T^{2n} + (||b_1 - \rho_0||_T^2 + ||b_2 - \rho_0||_T^2) \left( T^{2n} + \bar{\eta}_{qn}^{\infty}(T) \right) \right), \]
and
\[ \xi_{2n}^k(T) \leq k_2(n) \left[ T^{2n} + (||b_4 - \rho_0||_T^2 + ||b_4 - \rho_0||_T^{2n}) \left( T^{2n} + \xi_{2n}^\nu(T) \right) \right]. \]

As \( \xi_{4q}^\nu(T) \) and \( \xi_{4q}^\nu(T) \) are finite, we deduce the finiteness of \( \xi_{4q}^\nu(T) \) and of \( \xi_{2n}^k(T) \) for any \( n \) such that \( 4qn \leq 8q^2 \). Consequently, we have \( \frac{b_{4q}^\nu(T)}{\xi_{4q}^\nu(T)} + \xi_{4q}^\nu(T) \leq 8q^2 \). We will assume that there exists a maximal time such that after this time, there is explosion. Let us point out that the uniqueness of the solution has not been proved for the moment. It will be proved subsequently.

We just obtained the result in finite time. We aim to establish it on the whole set \( \mathbb{R}_+ \). To this end, we will assume that there exists a maximal time such that after this time, there is explosion. We will give a good control of the moments and then extend the solution after the maximal time. Thus we will obtain a contradiction proving that there is no such maximal time.

**Lemma 2.13.** Let \( X_0 \) and \( Y_0 \) be two random variables such that \( \mathbb{E}[X_0^{2^k}] < \infty \) and \( \mathbb{E}[Y_0^{2^k}] < \infty \) with \( k > q \). Let \( T \) be a positive real and \( b \) an element of \( F_T \). We assume that the function \( \Gamma(b) \) is defined (which is not obvious since we did not assume the finiteness of the \( 8q^2 \)-th moment) and that it satisfies \( \Gamma(b) = b \). We put \( X_t := X_b^t \) and \( Y_t := Y_b^t \) the strong solution of the system starting from \( X_0 \) with the drift defined by \( b \). Then, there exists a function \( C'' \) such that

\[ \mathcal{E}_T := \sup_{t \in [0, T]} \mathbb{E} \left\{ |X_t|^{2^k} \right\} \leq C'' \left( \mathbb{E}[|X_0|^{2^k}] ; \mathbb{E}[|Y_0|^{2^k}] \right), \]

and

\[ \mathcal{F}_T := \sup_{t \in [0, T]} \mathbb{E} \left\{ |Y_t|^{2^k} \right\} \leq C'' \left( \mathbb{E}[|X_0|^{2^k}] ; \mathbb{E}[|Y_0|^{2^k}] \right). \]

**Proof.** **Step 1.** We put \( x_t := \mathbb{E} \left\{ |X_t|^{2^k} \right\} \) and \( y_t := \mathbb{E} \left\{ |Y_t|^{2^k} \right\} \). We apply Itô formula, we take the integration, the expectation then we derive:

\[ \frac{d}{dt} x_t = -2k \mathbb{E} \left[ \text{sign}(X_t) |X_t|^{2^k-1} (V'_t(X_t) + F'_{11} \ast \mu_t(X_t) + F'_{12} \ast \nu_t(X_t)) \right] + k(2k - 1)\sigma^2 \mathbb{E} \left[ |X_t|^{2^k - 2} \right]. \]

Since \( F_{11} \) is convex, it is easy to prove that \( \mathbb{E} \left[ \text{sign}(X_t) |X_t|^{2^k-1} F'_{11} \ast \mu_t(X_t) \right] \geq 0. \) We deduce

\[ \frac{d}{dt} x_t \leq -2k \mathbb{E} \left[ \text{sign}(X_t) |X_t|^{2^k-1} (V'_t(X_t) + F'_{12} \ast \nu_t(X_t)) \right] + k(2k - 1)\sigma^2 x_t^{1 - \frac{k}{2}}. \]

**Step 2.** We now prove that the right hand side of the inequality is negative if \( x_t \) and \( y_t \) are too large. If \( V_t \) was convex, the integral term with \( V' \) would be easy to control. However, \( V \) is not convex. We take \( \tau > 0 \) arbitrarily large and we have:

\[ \mathbb{E} \left[ \text{sign}(X_t) |X_t|^{2^k-1} V'_t(X_t) \right] = \int_{-\tau}^\tau \text{sign}(x)|x|^{2^k-1}V'_t(x)\mu_t(dx) + \int_{[-\tau,\tau]}^\tau \text{sign}(x)|x|^{2^k-1}V'_t(x)\mu_t(dx). \]

If \( \tau \) is large enough, the second integral is positive whilst the first can be negative.

**Step 2.1.** We begin by the first integral:

\[ \int_{-\tau}^\tau \text{sign}(x)|x|^{2^k-1}V'_t(x)\mu_t(dx) \geq - \int_{-\tau}^\tau |x|^{2^k-1} |V'_t(x)| \mu_t(dx) \]
We now control the mixed term Step 2.3.

Step 2.2. We now look at the second integral. Since \( V''(\pm \infty) = +\infty \), we know that \( g(\tau) := \inf_{x \in (-\tau, \tau)} \text{sign}(x) V'(x) \) > 0 if \( \tau \) is large enough. Thus:

\[
\int_{[-\tau, \tau]} \text{sign}(x)|x|^{2k-1}V'(x)\mu_t(dx) \geq g(\tau) \int_{[-\tau, \tau]} |x|^{2k}\mu_t(dx)
\]

\[
\geq g(\tau) \left( \int_{\mathbb{R}} |x|^{2k} \mu_t(dx) - \int_{[-\tau, \tau]} |x|^{2k}\mu_t(dx) \right)
\]

\[
\geq g(\tau) (x_t - x^{2k}).
\]

Step 2.3. We now control the mixed term \(-2kE\left( \text{sign}(X_t)|X_t|^{2k-1} F_{12}' \ast \nu_t(X_t) \right)\). We take \( \tilde{Y}_t \) an independent copy of \( Y_t \). Then, we have:

\[
-2kE\left( \text{sign}(X_t)|X_t|^{2k-1} F_{12}' \ast \nu_t(X_t) \right) = -2kE\left( \text{sign}(X_t)|X_t|^{2k-1} F_{12}' \left( X_t - \tilde{Y}_t \right) \right)
\]

\[
\leq 2kE \left( |X_t|^{2k-1} \left| F_{12}' \left( X_t - \tilde{Y}_t \right) \right| \right).
\]

Since \( F_{12}(0) = 0 \) and \( F_{12}' \) is Lipschitz, we obtain:

\[
-2kE\left( \text{sign}(X_t)|X_t|^{2k-1} F_{12}' \ast \nu_t(X_t) \right) \leq 2kCE \left( |X_t|^{2k-1} \right) \left| X_t - \tilde{Y}_t \right|
\]

\[
\leq 2kC \left\{ E \left( |X_t|^{2k} \right) + E \left( |X_t|^{2k-1} \right) E \left( |Y_t| \right) \right\}
\]

\[
\leq 2kC|x_t + 2kC|x_t^{1 - \frac{1}{2k}}x_t^{\frac{1}{2k}}|.
\]

Step 3. We combine the inequalities and we get:

\[
\frac{d}{dt}x_t \leq k(2k - 1)\sigma^2 x_t^{1 - \frac{1}{2k}} + 2kW(\tau) - 2kg(\tau)x_t
\]

\[
+ 2kg(\tau)x^{2k} + 2kC|x_t + 2kC|x_t^{1 - \frac{1}{2k}}x_t^{\frac{1}{2k}}|.
\]

In the same way, we have:

\[
\frac{d}{dt}y_t \leq k(2k - 1)\sigma^2 y_t^{1 - \frac{1}{2k}} + 2kW(\tau) - 2kg(\tau)y_t
\]

\[
+ 2kg(\tau)y^{2k} + 2kC|y_t + 2kC|y_t^{1 - \frac{1}{2k}}y_t^{\frac{1}{2k}}|.
\]

If \( y_t \leq x_t \), we thus have

\[
\frac{d}{dt}x_t \leq k(2k - 1)\sigma^2 x_t^{1 - \frac{1}{2k}} + 2kW(\tau) - 2kg(\tau)x_t
\]

\[
+ 2kg(\tau)x^{2k} + 4kC|x_t|
\]

By taking \( \tau \) large enough, \( g(\tau) > 4C \) so that if \( x_t \) is larger than a constant \( \chi(\tau) \), \( \frac{d}{dt}x_t \leq 0 \). Conversely, if \( x_t \leq y_t \), if \( y_t \) is larger than \( \chi(\tau) \), \( \frac{d}{dt}y_t \leq 0 \). We immediately deduce:

\[
\bar{x}_T \leq \max \left\{ \chi(\tau); E \left[ |X_0|^{2k} \right]; E \left[ |Y_0|^{2k} \right] \right\}
\]

and

\[
\bar{y}_T \leq \max \left\{ \chi(\tau); E \left[ |X_0|^{2k} \right]; E \left[ |Y_0|^{2k} \right] \right\}.
\]
We are now able to obtain the main theorem.

**Theorem 2.1.** Set two random variables $X_0$ and $Y_0$ such that $\mathbb{E}\left[X_0^{2q}\right] < \infty$ and $\mathbb{E}\left[Y_0^{2q}\right] < \infty$. Then, the system admits a unique strong solution on $\mathbb{R}_+$.

**Proof.** *Step 1.* We consider

$$U := \sup\left\{ T > 0 : \text{ (E) admits a unique solution on } [0; T] , \sup_{0 \leq t \leq T} \mathbb{E}\left[X_t^{4q}\right] + \sup_{0 \leq t \leq T} \mathbb{E}\left[Y_t^{4q}\right] < \infty \right\}$$

with the convention $\sup\emptyset = 0$. We begin to show that $U > 0$. By taking $K$ large enough, there exists $T > 0$ and a unique $b \in F_T^K$ such that $\Gamma(b) = b$. Then $(X^b, Y^b)$ is a strong solution of the system (E) on $[0; T]$. We now consider a solution $(X_t, Y_t)_{t \in [0; T]}$. To this solution, we associate the following drifts

$$c_1(t, x) := a\mathbb{E}\left[F_{11}(x - X_t)\right], c_2(t, x) := (1 - a)\mathbb{E}\left[F_{12}(x - Y_t)\right],$$
$$c_3(t, x) := a\mathbb{E}\left[F_{21}(x - X_t)\right], \quad \text{and} \quad c_4(t, x) := (1 - a)\mathbb{E}\left[F_{22}(x - Y_t)\right].$$

We put $c := (c_1, c_2, c_3, c_4)$. By the assumptions on $F_{11}$, we obtain:

$$\frac{|c_2(t, x)|}{1 + x^{2q}} = a\mathbb{E}\left[F_{11}(x - X_t)\right] \leq C \left(1 + \sup_{0 \leq t \leq T} \mathbb{E}\left[X_t^{2q}\right]\right).$$

In the same way, we have

$$\frac{|c_2(t, x)|}{1 + x^{2q}} \leq C \left(1 + \sup_{0 \leq t \leq T} \mathbb{E}\left[Y_t^{2q}\right]\right),$$
$$\frac{|c_3(t, x)|}{1 + x^{2q}} \leq C \left(1 + \sup_{0 \leq t \leq T} \mathbb{E}\left[X_t^{2q}\right]\right),$$
$$\text{and} \quad \frac{|c_4(t, x)|}{1 + x^{2q}} \leq C \left(1 + \sup_{0 \leq t \leq T} \mathbb{E}\left[Y_t^{2q}\right]\right).$$

However, according to Lemma 2.13, the moment at time $t$ of $X_t$ and the one of $Y_t$ are bounded by a function which depends on the moments of $X_0$ and $Y_0$.

If we have a function $c$ such that $\Gamma(c) = c$ then the associated process verifies the equations of Lemma 2.13. Then, by taking $K$ large enough, we deduce that $\frac{|c(t,x)|}{1 + x^{2q}} \leq K$, $\frac{|c(t,x)|}{1 + x^{2q}} \leq K$, $\frac{|c(t,x)|}{1 + x^{2q}} \leq K$ and $\frac{|c(t,x)|}{1 + x^{2q}} \leq K$. This means that $c \in F_T^K$. Consequently, for any random variables $X_0$ and $Y_0$ with $8q$-th moment finite, by taking $K$ large enough (which depends on the initial moments), we know that a solution of the equation $\Gamma(c) = c$ is in $F_T^K$. However, the equation has a unique solution on $F_T^K$ since the map $\Gamma$ is a contraction on $F_T^K$.

We immediately deduce that there is a unique system of stochastic differential equations which corresponds to (E). And, there is a unique strong solution to this equation. We thus deduce that $U \geq T > 0$.

**Step 2.** We assume that $U < \infty$. This $U$ does depend on the moments of $X_0$ and $Y_0$. We know that the moments of order $1$ to $8q^2$ of $(X_t, Y_t)$ are bounded by a constant $C_0''$ which depends only on the initial moments. We thus consider the system of equations

$$X'_t = X'_0 - \int_0^t \nabla V_1(X'_s)ds - a\int_0^t (\nabla F_{11} \ast \mu_s)(X'_s)ds - (1 - a)\int_0^t (\nabla F_{12} \ast \nu_s)(X'_s)ds + \sigma B_t,$$
$$Y'_t = Y'_0 - \int_0^t \nabla V_2(Y'_s)ds - a\int_0^t (\nabla F_{21} \ast \mu_s)(Y'_s)ds - (1 - a)\int_0^t (\nabla F_{22} \ast \nu_s)(Y'_s)ds + \sigma B_t.$$
with $X_0'$ and $Y_0'$ such that $\mathbb{E}[|X_0'|^r] \leq C_0'^r$ and $\mathbb{E}[|Y_0'|^r] \leq C_0''^r$. We can associate a time $T' > 0$ to this equation such that it admits a unique strong solution on $[0; T')$. To the new random variable $X_0'$ is associated a new constant $K'$. Without any change to the generality, we take $K' \geq K$. We put $X_0' := X_{U \cdot \frac{t}{T'}}$ and $Y_0' := Y_{U \cdot \frac{t}{T'}}$. These new initial random variables satisfy the conditions so we can define a unique strong solution on $[0; T')$. This implies that we have extended $(X_t, Y_t)_{t \in [0, U]}$ to $(X_t, Y_t)_{t \in [0, U + \frac{t}{T'}]}$. Indeed, on $[U - \frac{t}{T'}, U]$, there is uniqueness. This contradicts the definition of $U$. 

By using the proof of Theorem 2.1, we can directly obtain the following result:

**Proposition 2.14.** Let $(X, Y)$ be a solution of the system (1). Assume that $\mathbb{E}(X_{0}^{2n}) + \mathbb{E}(Y_{0}^{2n}) < \infty$ for some $n \in \mathbb{N}^*$. Then, we have

$$\sup_{t \geq 0} \mathbb{E}(X_{t}^{2n}) + \sup_{t \geq 0} \mathbb{E}(Y_{t}^{2n}) < \infty.$$ 

### 3 Propagation of chaos

We recall the interacting particle system defined in (8):

$$dX_i^t = -\nabla V_1(X_i^t) dt - \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \nabla F_{11}(X_i^t - X_j^t) dt$$

$$- \frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \nabla F_{12}(X_i^t - Y_k^t) dt + \sigma dW_i^t; \quad i = 1, \ldots, N_n;$$

$$dY_i^t = -\nabla V_2(Y_i^t) dt - \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \nabla F_{21}(Y_i^t - X_j^t) dt$$

$$- \frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \nabla F_{22}(Y_i^t - Y_k^t) dt + \sigma dW_i^t; \quad i = 1, \ldots, M_n;$$

and its identically independent copies given in (8)

$$\begin{align*}
\left\{ \begin{array}{l}
\hat{d}X_i^t = -\nabla V_1(\hat{X}_i^t) dt - a(\nabla F_{11} * \mu_i)(\hat{X}_i^t) dt - (1 - a)(\nabla F_{12} * \nu_i)(\hat{X}_i^t) dt + \sigma d\hat{W}_i^t \\
\hat{d}Y_i^t = -\nabla V_2(\hat{Y}_i^t) dt - a(\nabla F_{21} * \mu_i)(\hat{Y}_i^t) dt - (1 - a)(\nabla F_{22} * \nu_i)(\hat{Y}_i^t) dt + \sigma d\hat{W}_i^t,
\end{array} \right.
\end{align*}$$

where $a = \lim_{n \to \infty} \frac{N_n}{N_n + M_n}$ and $\mu_i = \text{Law}(\hat{X}_i^t), \nu_i = \text{Law}(\hat{Y}_i^t)$.

The rest of this section is devoted to prove Theorem 1.2 that is to show that the interacting particle system satisfies propagation of chaos. We adapt the proof of [BRTV98, Her03]. In Proposition 3.2, we prove a weaker statement than (17) where the expectation and the supremum are interchanged. We then strengthen Proposition 3.2 to the fourth power in Proposition 3.3.

Finally, Theorem 1.2 will be derived from these propositions.

We will need the following lemma on a nonlinear generalisation of Grönwall’s inequality.

**Lemma 3.1.** Let $\phi$ be a positive function such that $\phi(0) = 0$. Suppose that there exist constants $A > 0, B \geq 0$ and $0 \leq \alpha < 1$ such that

$$\phi(t) \leq A \int_0^t \phi(s) ds + B \int_0^t \phi(s)^\alpha ds,$$

then

$$\phi(t) \leq \left( \frac{B}{A} (e^{(1-\alpha)At} - 1) \right)^{\frac{1}{\alpha-1}}.$$
Proof. We note that a special case of this lemma for \( \alpha = \frac{1}{2} \) has appeared in [Her03, Lemma 2] while a more general version where \( A \) and \( B \) are functions of \( s \) can be found in [Dra03, Theorem 21]. For the convenience of the reader we provide a simplified proof for the case of constant coefficients and arbitrary \( \alpha \) here. Suppose \( \psi \) solve the integral equation

\[
\psi(t) = A \int_0^t \psi(s) \, ds + B \int_0^t \psi(s)^\alpha \, ds \quad \psi(0) = 0.
\]

We take the derivative with respect to \( t \) both sides to obtain

\[
\frac{d\psi(t)}{A\psi(t) + B\psi(t)^\alpha} = dt, \quad \psi(0) = 0.
\]

Taking the anti-derivative of this ODE gives

\[
\frac{1}{A(\alpha - 1)} \log \left[ \frac{\psi(t)^\alpha}{A\psi(t) + B\psi(t)^\alpha} \right] = t + C.
\]

Solving this equation with the initial data \( \psi(0) = 0 \) we obtain

\[
\psi(t) = \left( \frac{B}{A} \left( e^{A(1-\alpha)t} - 1 \right) \right)^{\frac{1}{\alpha}}.
\]

A comparison principle gives \( \phi(t) \leq \psi(t) \), which is the assertion of the lemma. \( \square \)

**Proposition 3.2.** We have

\[
\lim_{n \to \infty} \sup_{t \in [0,T]} E \left[ (X^i_t - \hat{X}^i_t)^2 \right] = 0 \quad \text{and} \quad \lim_{n \to \infty} \sup_{t \in [0,T]} E \left[ (Y^i_t - \hat{Y}^i_t)^2 \right] = 0.
\]

*Proof.* We define

\[
\omega(t) := E \left[ (X^i_t - \hat{X}^i_t)^2 \right] \quad \text{and} \quad \tilde{\omega}(t) := E \left[ (Y^i_t - \hat{Y}^i_t)^2 \right].
\]

We have

\[
\omega(t) = E \left[ (X^i_t - \hat{X}^i_t)^2 \right] \quad \forall i = 1, \ldots, N_n \quad \text{and} \quad \tilde{\omega}(t) = E \left[ (Y^i_t - \hat{Y}^i_t)^2 \right] \quad \forall i = 1, \ldots, M_n.
\]

Using the Itô formula, we compute

\[
\omega(t) = E \left[ (X^i_t - \hat{X}^i_t)^2 \right]
\]

\[
= -2E \int_0^t (\nabla V_1(X^i_t) - \nabla V_1(\hat{X}^i_t)) \cdot (X^i_t - \hat{X}^i_t) \, ds
\]

\[
- 2E \int_0^t \left[ \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \nabla F_{11}(X^j_t - X^i_t) - a(\nabla F_{11} * \mu_s)(\hat{X}^i_t) \right] \cdot (X^i_t - \hat{X}^i_t) \, ds
\]

\[
- 2E \int_0^t \left[ \frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \nabla F_{12}(X^i_t - Y^k_t) - (1 - a)(\nabla F_{12} * \mu_s)(\hat{X}^i_t) \right] \cdot (X^i_t - \hat{X}^i_t) \, ds
\]

\[
= 2 \int_0^t E (A_i(s) + B_i(s) + C_i(s) + D_i(s) + E_i(s)) \, ds,
\]

where

\[
A_i(t) = - \left( \nabla V_1(X^i_t) - \nabla V_1(\hat{X}^i_t) \right) \cdot (X^i_t - \hat{X}^i_t),
\]
\[ B_i(t) = \left[ -\frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \left( \nabla F_{11}(X_i^j - X_i^j) - (\nabla F_{11} \ast \mu_t)(\hat{X}_i^j) \right) \right] \cdot (X_i^j - \hat{X}_i^j), \]

\[ C_i(t) = \left( a - \frac{N_n}{N_n + M_n} \right) (\nabla F_{11} \ast \mu_t)(\hat{X}_i^j) \cdot (X_i^j - \hat{X}_i^j), \]

\[ D_i(t) = \left[ -\frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \left( \nabla F_{12}(X_i^j - Y^k_i) - (\nabla F_{12} \ast \nu_t)(\hat{X}_i^j) \right) \right] \cdot (X_i^j - \hat{X}_i^j), \]

\[ E_i(t) = \left( 1 - a - \frac{M_n}{N_n + M_n} \right) (\nabla F_{12} \ast \nu_t)(\hat{X}_i^j) \cdot (X_i^j - \hat{X}_i^j). \]

Next we estimate each term in (27). We start with \( A_i \):

\[ A_i(t) = -\left( \nabla V_i(X_i^j) - \nabla V_i(\hat{X}_i^j) \right) \cdot (X_i^j - \hat{X}_i^j) \]

\[ \leq \theta_1 (X_i^j - \hat{X}_i^j)^2. \]

This implies that

\[ \sum_{i=1}^{N_n} \mathbb{E}[A_i(t)] \leq N_n \theta_1 \omega(t). \] (28)

Next we estimate \( B_i \):

\[ B_i(t) = \left[ -\frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \left( \nabla F_{11}(X_i^j - X_i^j) - (\nabla F_{11} \ast \mu_t)(\hat{X}_i^j) \right) \right] \cdot (X_i^j - \hat{X}_i^j) \]

\[ = \left[ -\frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \left( \nabla F_{11}(X_i^j - X_i^j) - \nabla F_{11}(\hat{X}_i^j - \hat{X}_i^j) \right) \right] \cdot (X_i^j - \hat{X}_i^j) \]

\[ - \left[ \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \left( \nabla F_{11}(\hat{X}_i^j - \hat{X}_i^j) - (\nabla F_{11} \ast \mu_t)(\hat{X}_i^j) \right) \right] \cdot (X_i^j - \hat{X}_i^j) \]

\[ = -\frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \theta_2^1(t) - \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \theta_2^2(t), \] (29)

where

\[ \theta_2^1(t) := \left( \nabla F_{11}(X_i^j - X_i^j) - \nabla F_{11}(\hat{X}_i^j - \hat{X}_i^j) \right) \cdot (X_i^j - \hat{X}_i^j). \] (30a)

\[ \theta_2^2(t) := \left( \nabla F_{11}(\hat{X}_i^j - \hat{X}_i^j) - (\nabla F_{11} \ast \mu_t)(\hat{X}_i^j) \right) \cdot (X_i^j - \hat{X}_i^j). \] (30b)

We have

\[ \sum_{i=1}^{N_n} \sum_{j=1}^{N_n} \theta_2^1(t) = \sum_{1 \leq i < j \leq N_n} \theta_2^1(t), \]

where \( \theta_2^1(t) = \theta_1^1(t) + \theta_2^1(t) \). Since \( \nabla F_{11} \) is an odd function, we have

\[ \theta_2^2(t) = \left( \nabla F_{11}(X_i^j - X_i^j) - \nabla F_{11}(\hat{X}_i^j - \hat{X}_i^j) \right) \cdot (X_i^j - \hat{X}_i^j) \]

\[ + \left( \nabla F_{11}(X_i^j - X_i^j) - \nabla F_{11}(\hat{X}_i^j - \hat{X}_i^j) \right) \cdot (X_i^j - \hat{X}_i^j) \]

\[ = \left( \nabla F_{11}(X_i^j - X_i^j) - \nabla F_{11}(\hat{X}_i^j - \hat{X}_i^j) \right) \cdot (X_i^j - \hat{X}_i^j) \]
If \( X_i^j - X_i^l \geq \widetilde{X}_i^j - \widetilde{X}_i^l \) (resp. \( X_i^j - X_i^l \leq \widetilde{X}_i^j - \widetilde{X}_i^l \)) then \( X_i^j - \widetilde{X}_i^j \geq \widetilde{X}_i^j - \widetilde{X}_i^l \) (resp. \( X_i^j - \widetilde{X}_i^j \leq \widetilde{X}_i^l - \widetilde{X}_i^j \)) and \( \nabla F_{11}(X_i^j - X_i^l) \geq \nabla F_{11}(\widetilde{X}_i^j - \widetilde{X}_i^l) \) (resp. \( \nabla F_{11}(X_i^j - X_i^l) \leq \nabla F_{11}(\widetilde{X}_i^j - \widetilde{X}_i^l) \)) as \( \nabla F_{11} \) is increasing. Thus we always have \( \rho^{\alpha}_{ij}(t) \geq 0 \). Therefore,

\[
\sum_{i,j=1}^{N_n} \rho^{\alpha}_{ij}(t) \geq 0. \tag{31}
\]

On the other hand, using Cauchy-Schwarz inequality, we get

\[
\mathbb{E} \left( \sum_{j=1}^{N_n} \rho^{\alpha}_{ij}(t) \right) \leq \left( \mathbb{E}((X_i^j - \widetilde{X}_i^j)^2) \right)^{\frac{1}{2}}, \tag{32}
\]

where

\[
\kappa_i(t) = \mathbb{E} \left[ \left( \sum_{j=1}^{N_n} (\nabla F_{11}(X_i^j - \widetilde{X}_i^j) - (\nabla F_{11} \ast \mu_t)(\widetilde{X}_i^j)) \right)^2 \right].
\]

We rewrite \( \kappa_i \) as

\[
\kappa_i(t) = \sum_{j=1}^{N_n} \xi_{i,j}(t) + \sum_{1 \leq j < k \leq N_n} \xi_{i,j,k}(t) \quad \text{with}
\]

\[
\xi_{i,j,k}(t) = \mathbb{E} \left( [\nabla F_{11}(X_i^j - \widetilde{X}_i^j) - (\nabla F_{11} \ast \mu_t)(X_i^j)] [\nabla F_{11}(X_i^k - \widetilde{X}_i^k) - (\nabla F_{11} \ast \mu_t)(X_i^k)] \right).
\]

If \( j \neq k, \widetilde{X}_i^j, \widetilde{X}_i^j \) and \( \widetilde{X}_i^k \) are three independent copies of \( X_i^1 \). This implies that

\[
\xi_{j,k} = \mathbb{E}_{X_i^1} \left[ \mathbb{E}_{X_i^1} [\nabla F_{11}(X_i^j - \widetilde{X}_i^j) - (\nabla F_{11} \ast \mu_t)(X_i^j)] \mathbb{E}_{X_i^1} [\nabla F_{11}(X_i^k - \widetilde{X}_i^k) - (\nabla F_{11} \ast \mu_t)(X_i^k)] \right]
\]

\[
= \mathbb{E}_{X_i^1} [0] = 0,
\]

where we have used the fact that \( \widetilde{X}_i^1, \widetilde{X}_i^j \) and \( \widetilde{X}_i^k \) have the same law \( \mu_t \). For \( j = k \), we get

\[
\xi_{j,j}(t) = \mathbb{E} \left( [\nabla F_{11}(X_i^j - \widetilde{X}_i^j) - (\nabla F_{11} \ast \mu_t)(X_i^j)]^2 \right)
\]

\[
\leq 2 \mathbb{E} \left( [\nabla F_{11}(X_i^j - \widetilde{X}_i^j)]^2 + [(\nabla F_{11} \ast \mu_t)(X_i^j)]^2 \right). \tag{33}
\]

Since \( |\nabla F_{11}(x)| \leq C(1 + |x|^{2q}) \), we have \( |\nabla F_{11}(x)|^2 \leq C(1 + |x|^{4q}) \). Applying this inequality we obtain

\[
\mathbb{E}[\nabla F_{11}(X_i^j - \widetilde{X}_i^j)]^2 \leq C \mathbb{E}(1 + |X_i^j - \widetilde{X}_i^j|^{4q}) \leq C \mathbb{E}(1 + |X_i^j|^{4q} + |\widetilde{X}_i^j|^{4q}) \leq C,
\]

\[
\mathbb{E}([\nabla F_{11} \ast \mu_t](X_i^j)]^2) = \mathbb{E} \left( \left\| \int \nabla F_{11}(X_i^j - y) \mu_t(y) \, dy \right\|^2 \right) \leq \mathbb{E} \left( \int \left\| \nabla F_{11}(X_i^j - y) \right\|^2 \mu_t(dy) \right) \leq C \mathbb{E}(1 + |X_i^j|^{4q}) \leq C. \tag{34}
\]

Therefore, we obtain

\[
\kappa_i(t) = \sum_{j=1}^{N_n} \xi_{i,j}(t) \leq CN_n
\]

Substituting this estimate back into \( \rho^{\alpha}_{ij}(t) \) gives

\[
\mathbb{E} \left( \sum_{j=1}^{N_n} \rho^{\alpha}_{ij}(t) \right) \leq \mathbb{E} \left( \sum_{j=1}^{N_n} \mathbb{E}((X_i^j - \widetilde{X}_i^j)^2)^{\frac{1}{2}} \right). \tag{35}
\]
Substituting \(35\) and \(31\) back into \(29\), we achieve
\[
\sum_{i=1}^{N_n} \mathbb{E}[B_i(t)] \leq \frac{C N_n^{3/2}}{N_n + M_n} \mathbb{E}(X_i^t - \widehat{X}_i(t))^2)^{\frac{1}{2}} = \frac{C N_n^{3/2}}{N_n + M_n} \sqrt{\omega(t)}. \tag{36}
\]
We proceed with estimating \(C_i\). Using Cauchy-Schwarz inequality we get
\[
|\mathbb{E}[C_i(t)]| = |a - \frac{N_n}{N_n + M_n}| \mathbb{E}(\nabla F_{11} * \mu_t)(\widehat{X}_i(t))| \leq \left| a - \frac{N_n}{N_n + M_n} \mathbb{E}[X_i^t - \widehat{X}_i(t)]^2 \right|^{\frac{1}{2}} \mathbb{E}|(\nabla F_{11} * \mu_t)(\widehat{X}_i(t))|^2)^{\frac{1}{2}} \leq C |a - \frac{N_n}{N_n + M_n}| \left( \mathbb{E}[X_i^t - \widehat{X}_i(t)]^2 \right)^{\frac{1}{2}},
\]
where we have used \(\mathbb{E}|(\nabla F_{11} * \mu_t)(\widehat{X}_i(t))|^2 \leq C\) which was proved in \(24\). Therefore,
\[
\sum_{i=1}^{N_n} \mathbb{E}C_i \leq C N_n |a - \frac{N_n}{N_n + M_n}| \left( \mathbb{E}[X_i^t - \widehat{X}_i(t)]^2 \right)^{\frac{1}{2}} = C N_n |a - \frac{N_n}{N_n + M_n}| \sqrt{\omega(t)}. \tag{37}
\]
Now we estimate \(D_i\). This is a cross term that involves both species and we will need to use assumptions on the Lipschitz property of \(F_{12}\). We first add and subtract appropriate terms similarly as in \(B_i\).
\[
D_i(t) = -\frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \left( \nabla F_{12}(X_i^t - Y_{i}^{k}) - (\nabla F_{12} * \nu_t)(\widehat{X}_i(t)) \right) \cdot (X_i^t - \widehat{X}_i(t))
\]
\[
= -\frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \left( \nabla F_{12}(X_i^t - Y_{i}^{k}) - \nabla F_{12}(\widehat{X}_i(t) - Y_{i}^{k}) \right) \cdot (X_i^t - \widehat{X}_i(t))
\]
\[
- \frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \left( \nabla F_{12}(\widehat{X}_i(t) - Y_{i}^{k}) - (\nabla F_{12} * \nu_t)(\widehat{X}_i(t)) \right) \cdot (X_i^t - \widehat{X}_i(t))
\]
\[
=: D_i^1(t) + D_i^2(t). \tag{38}
\]
Using Lipschitzian property of \(\nabla F_{12}\) we have
\[
|\nabla F_{12}(X_i^t - Y_{i}^{k}) - \nabla F_{12}(\widehat{X}_i(t) - Y_{i}^{k})| \leq K|X_i^t - \widehat{X}_i(t)|,
\]
which implies that
\[
\mathbb{E} \left[ D_i^1(t) \right] \leq \frac{CM_n}{N_n + M_n} \mathbb{E}(X_i^t - \widehat{X}_i(t))^2. \tag{39}
\]
Taking the expectation of \(D_i^2(t)\), noting that \(\nu_t = \text{Law}(Y_{i}^{k})\), we obtain
\[
\mathbb{E} \left[ D_i^2(t) \right] = \mathbb{E} \left[ -\frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \left( \nabla F_{12}(\widehat{X}_i(t) - Y_{i}^{k}) - (\nabla F_{12} * \nu_t)(\widehat{X}_i(t)) \right) \cdot (X_i^t - \widehat{X}_i(t)) \right],
\]
Then similarly as in \(D_i^1(t)\), we have
\[
\mathbb{E} \left[ D_i^2(t) \right] \leq \frac{C}{N_n + M_n} \sum_{k=1}^{M_n} \mathbb{E}(Y_{i}^{k} - \widehat{Y}_i(t))^2|X_i^t - \widehat{X}_i(t)|,
\]
which implies that
\[
\sum_{i=1}^{N_n} \mathbb{E} \left[ D_i^2(t) \right] \leq \frac{C}{N_n + M_n} \mathbb{E} \left( \sum_{i=1}^{N_n} |X_i^t - \widehat{X}_i(t)| \sum_{k=1}^{M_n} |Y_{i}^{k} - \widehat{Y}_i(t)| \right).
\]
Substituting (39) and (40) into (38) we obtain

\[
\sum_{i=1}^{N_n} E[X_i^2 - \bar{X}_i^2]^{1/2} \left( \sum_{k=1}^{M_n} E[Y_k^2 - \bar{Y}_k^2]^{1/2} \right) \leq C M_n N_n \sqrt{\omega(t) \bar{\omega}(t)}.
\]

(40)

Substituting (39) and (40) into (38) we obtain

\[
\sum_{i=1}^{N_n} E[D_i(t)] \leq C M_n N_n \left( \omega(t) + \sqrt{\omega(t) \bar{\omega}(t)} \right).
\]

(41)

Finally we estimate \( E_i \) analogously as in \( C_i \) and get

\[
\mathbb{E} [E_i(t)] \leq C |1 - a| = \frac{M_n}{N_n + M_n} \left( \mathbb{E}(X_i^2 - \bar{X}_i^2)^{1/2} \right) \leq C |1 - a| = \frac{M_n}{N_n + M_n} \sqrt{\omega(t)}.
\]

Taking the sum over \( i \) from 1 to \( N_n \) yields

\[
\sum_{i=1}^{N_n} \mathbb{E} [E_i(t)] \leq C N_n |1 - a| = \frac{M_n}{N_n + M_n} |\sqrt{\omega(t)}|.
\]

(42)

Substituting (28), (39), (41) and (42) into (27) we obtain

\[
N_n \omega(t) \leq 2 \int_0^t \left( N_n b_1 \omega(s) + \frac{CN_n^{3/2}}{N_n + M_n} \sqrt{\omega(s)} + C N_n \left| a - \frac{N_n}{N_n + M_n} \right| \sqrt{\omega(t)} + \frac{CM_n N_n}{N_n + M_n} \omega(s) \right)
\]

\[
+ \frac{CM_n N_n}{N_n + M_n} \sqrt{\omega(s) \bar{\omega}(s)} + C N_n \left| (1 - a) - \frac{M_n}{N_n + M_n} \right| \sqrt{\omega(t)} \right) ds.
\]

By dividing both sides by \( N_n \) we get

\[
\omega(t) \leq C \int_0^t \left( \omega(s) + \left( \frac{N_n^{1/2}}{N_n + M_n} + \left| a - \frac{N_n}{N_n + M_n} \right| + \left| (1 - a) - \frac{M_n}{N_n + M_n} \right| \right) \sqrt{\omega(s)} \right.
\]

\[
+ \sqrt{\omega(s) \bar{\omega}(s)} \left. \right) ds,
\]

(43)

\[
\leq C \int_0^t \left( \omega(s) + \tilde{\omega}(s) + f(n) \sqrt{\omega(s) \bar{\omega}(s)} \right) ds,
\]

(44)

where \( 0 \leq f(n) \leq C N_n^{1/2} \frac{N_n}{N_n + M_n} + \left| a - \frac{N_n}{N_n + M_n} \right| + \left| (1 - a) - \frac{M_n}{N_n + M_n} \right| \) (hence \( f(n) \to 0 \) as \( n \to \infty \)). Note that we have used \( \tilde{\omega}(s) \geq 0 \) and the elementary \( \sqrt{x+y} \leq \frac{1}{2} (x+y) \) to obtain the last estimate.

Analogously we obtain

\[
\tilde{\omega}(t) \leq C \int_0^t \left( \omega(s) + \tilde{\omega}(s) + \tilde{f}(n) \sqrt{\omega(s) \bar{\omega}(s)} \right) ds,
\]

(45)

for some function \( 0 \leq \tilde{f}(n) \) that tends to 0 as \( n \) goes to infinity.

Taking the sum of (33) and (13) yields

\[
\omega(t) + \tilde{\omega}(t) \leq C \int_0^t \left( \omega(s) + \tilde{\omega}(s) + (f(n) + \tilde{f}(n)) \sqrt{\omega(s) \bar{\omega}(s)} \right) ds.
\]

(46)

Applying Lemma 3.1 we obtain

\[
\omega(t) + \tilde{\omega}(t) \leq C \left( (f(n) + \tilde{f}(n)) \left( e^{\frac{M_n}{N_n}} - 1 \right) \right)^2.
\]

(47)
Since \( f(n) + \hat{f}(n) \to 0 \) as \( n \to 0 \), the last estimate implies that
\[
\lim_{n \to \infty} \sup_{t \in [0, T]} \omega(t) = 0 \quad \text{and} \quad \lim_{n \to \infty} \sup_{t \in [0, T]} \hat{\omega}(t) = 0.
\]
This completes the proof of Proposition \ref{prop:3.2}.

**Remark 3.3.** If \( N_n \) and \( M_n \) tend to \( +\infty \) simultaneously but \( \frac{N_n}{M_n} \) is a constant, then from the computations in the proof of Proposition \ref{prop:3.2}, we obtain explicit estimates
\[
\sup_{t \in [0, T]} \mathbb{E}\left( X_t^i - \hat{X}_t^i \right)^2 \leq \frac{C}{N_n} \quad \text{and} \quad \sup_{t \in [0, T]} \mathbb{E}\left( Y_t^i - \hat{Y}_t^i \right)^2 \leq \frac{\hat{C}}{M_n},
\]
for some positive constants \( C \) an \( \hat{C} \).

The following proposition strengthens Proposition \ref{prop:3.2}.

**Proposition 3.4.** We have
\[
\lim_{n \to \infty} \sup_{t \in [0, T]} \mathbb{E}\left( X_t^i - \hat{X}_t^i \right)^4 = 0 \quad \text{and} \quad \lim_{n \to \infty} \sup_{t \in [0, T]} \mathbb{E}\left( Y_t^i - \hat{Y}_t^i \right)^4 = 0. \tag{49}
\]

**Proof.** Let us define
\[
\zeta(t) := \mathbb{E}\left[ (X_t^i - \hat{X}_t^i)^4 \right] \quad \text{and} \quad \hat{\zeta}(t) := \mathbb{E}\left[ (Y_t^i - \hat{Y}_t^i)^4 \right]. \tag{50}
\]

The strategy of the proof will be similar to that of Proposition \ref{prop:3.2} that consists of three steps: (1) using Itô’s lemma to obtain an expression for \( \zeta(t) \), (2) estimating each term that appears in the expression to derive a Grönwall type inequality for \( \zeta(t) \) and (3) applying Lemma \ref{lem:3.1} to deduce the assertion.

We now carry out this procedure and will refer to the proof of Proposition \ref{prop:3.2} when similar arguments apply. We first use Itô formula to obtain
\[
\zeta(t) = \mathbb{E}\left[ (X_t^i - \hat{X}_t^i)^4 \right] \tag{51}
\]
\[
= -4\mathbb{E}\int_0^t (\nabla V_1(X_s^i) - \nabla V_1(\hat{X}_s^i)) \cdot (X_s^i - \hat{X}_s^i)^3 \, ds
\]
\[
- 4\mathbb{E}\int_0^t \left[ \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \nabla F_{11}(X_s^i - X_s^j) - a(\nabla F_{11} * \mu_s)(\hat{X}_s^i) \right] \cdot (X_s^i - \hat{X}_s^i)^3 \, ds
\]
\[
- 4\mathbb{E}\int_0^t \left[ \frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \nabla F_{12}(X_s^i - Y_s^k) - (1 - a)(\nabla F_{12} * \mu_s)(\hat{X}_s^i) \right] \cdot (X_s^i - \hat{X}_s^i)^3 \, ds
\]
\[
= 4\int_0^t (F_i(s) + G_i(s) + H_i(s) + I_i(s)) \, ds, \tag{52}
\]
where
\[
F_i(t) := -\left( \nabla V_1(X_t^i) - \nabla V_1(\hat{X}_t^i) \right) \cdot (X_t^i - \hat{X}_t^i)^3,
\]
\[
G_i(t) := -\frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \left( \nabla F_{11}(X_t^i - X_t^j) - (\nabla F_{11} * \mu_t)(\hat{X}_t^i) \right) \cdot (X_t^i - \hat{X}_t^i)^3,
\]
\[
H_i(t) := \left( a - \frac{N_n}{N_n + M_n} \right)(\nabla F_{11} * \mu_t)(\hat{X}_t^i) \cdot (X_t^i - \hat{X}_t^i)^3,
\]
\[
I_i(t) := -\frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \left( \nabla F_{12}(X_t^i - Y_t^k) - (\nabla F_{12} * \nu_t)(\hat{X}_t^i) \right) \cdot (X_t^i - \hat{X}_t^i)^3,
\]
\[ J_i(t) := \left( 1 - a - \frac{M_n}{N_n + M_n} \right) (\nabla F_{i2} * \nu_t)(\tilde{X}_i^t) \cdot (X_i^t - \tilde{X}_i^t)^3. \]

Next we estimate each term \( F_i, G_i, H_i \) and \( I_i \). According to Assumption 2.1 we have
\[
\mathbb{E} |F_i(s)| \leq \theta_t \mathbb{E} \left[ (X_i^t - \tilde{X}_i^t)^4 \right].
\]

We write \( G_i(t) = -\frac{1}{N_n + M_n}(G_i^1(t) + G_i^2(t)) \), where
\[
G_i^1(t) := \sum_{j=1}^{N_n} (\nabla F_{i1}(X_i^j - \tilde{X}_i^j) - \nabla F_{i1}(\tilde{X}_i^j) - (X_i^j - \tilde{X}_i^j)^3, \]
\[
G_i^2(t) := \sum_{j=1}^{N_n} (\nabla F_{i1}(\tilde{X}_i^j - \tilde{X}_i^j) - (\nabla F_{i1} * \mu_t)(\tilde{X}_i^j) \cdot (X_i^j - \tilde{X}_i^j)^3). \]

Similarly as in the proof of Proposition 2.2 we have
\[
\sum_{i=1}^{N_n} G_i^1(t) \geq 0.
\]

Using Hölder’s inequality
\[
\left| \int fg \, d\gamma \right| \leq \left( \int |f|^{4/3} \, d\gamma \right)^{3/4} \left( \int |g|^{4} \, d\gamma \right)^{1/4},
\]
we get
\[
\mathbb{E} G_i^2(t) = \mathbb{E} \left[ \sum_{j=1}^{N_n} (\nabla F_{i1}(\tilde{X}_i^j - \tilde{X}_i^j) - (\nabla F_{i1} * \mu_t)(\tilde{X}_i^j) \cdot (X_i^j - \tilde{X}_i^j)^4 \right]
\leq \left( \mathbb{E}[(X_i^j - \tilde{X}_i^j)^4] \right)^{3/4} \left( \mathbb{E}[(\tilde{X}_i^j)^4] \right)^{1/4},
\]
where
\[
\tilde{k}_i(t) := \mathbb{E} \left[ \left( \sum_{j=1}^{N_n} \nabla F_{i1}(\tilde{X}_i^j - \tilde{X}_i^j) - (\nabla F_{i1} * \mu_t)(\tilde{X}_i^j) \right)^4 \right] =: \mathbb{E} \left[ \left( \sum_{j=1}^{N_n} a_j(t) \right)^4 \right].
\]

we decompose \( \tilde{k}_i(t) \) as follows
\[
\tilde{k}_i(t) = \tilde{k}_i^{(1)}(t) + \tilde{k}_i^{(2)}(t) + \tilde{k}_i^{(3)}(t) + \tilde{k}_i^{(4)}(t) + \tilde{k}_i^{(5)}(t),
\]
where
\[
\tilde{k}_i^{(1)}(t) = \mathbb{E} \left( \sum_{j=1}^{n} a_j(t)^4 \right), \quad \tilde{k}_i^{(2)}(t) = \mathbb{E} \left( \sum_{1 \leq j < k \leq n} 4a_j(t)^3a_k(t) \right), \quad \tilde{k}_i^{(3)}(t) = \mathbb{E} \left( \sum_{1 \leq j < k \leq n} 6a_j(t)^2a_k(t)^2 \right),
\]
\[
\tilde{k}_i^{(4)}(t) = \mathbb{E} \left( \sum_{1 \leq j < k \leq n} 12a_j(t)^2a_k(t)a_{\ell}(t) \right), \quad \tilde{k}_i^{(5)}(t) = \mathbb{E} \left( \sum_{1 \leq j < k \leq n} 24a_j(t)a_k(t)a_{\ell}(t)a_m(t) \right).
\]
As in the proof of Proposition 3.2
\[ \hat{\kappa}_i^{(2)}(t) = \hat{\kappa}_i^{(4)}(t) = \hat{\kappa}_i^{(5)}(t) = 0 \quad \text{and} \quad \hat{\kappa}_i^{(1)}(t) \leq CN_n^2, \quad \hat{\kappa}_i^{(3)}(t) \leq CN_n^2. \]
Therefore, we obtain \( \hat{\kappa}_i(t) \leq CN_n^2 \), thus
\[ \mathbb{E}[G_2^2(t)] \leq C\sqrt{N_n} \left( \mathbb{E}[(X_i - \hat{X}_i)^4] \right)^{3/4} \quad \text{and} \quad \mathbb{E}[G_i(t)] \leq \frac{C\sqrt{N_n}}{N_n + M_n} \left( \mathbb{E}[(X_i - \hat{X}_i)^4] \right)^{3/4}. \quad (55) \]
Next we estimate \( H_i \). Using Hölder’s inequality again we have
\[ \mathbb{E}[H_i(t)] \leq \left| a - \frac{N_n}{N_n + M_n} \right| \left( \mathbb{E}[(X_i - \hat{X}_i)^4] \right)^{3/4} \left( \mathbb{E}[(\nabla F_{11} \ast \mu_i)(\hat{X}_i)^4] \right)^{1/4}. \]
As in the proof of (34), it holds that
\[ \mathbb{E}[(\nabla F_{11} \ast \mu_i)(\hat{X}_i)^4] \leq C, \]
which implies that
\[ \mathbb{E}(H_i) \leq C \left| a - \frac{N_n}{N_n + M_n} \right| \left( \mathbb{E}[(X_i - \hat{X}_i)^4] \right)^{3/4}. \quad (56) \]
We proceed with the term \( I_i \)
\[ I_i(t) = \left[ -\frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \left( \nabla F_{12}(X_i^k - Y_i^k) - (\nabla F_{12} \ast \mu_i)(\hat{X}_i) \right) \cdot (X_i - \hat{X}_i)^3 \right. \]
\[ = \left[ -\frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \left( \nabla F_{12}(X_i^k - Y_i^k) - \nabla F_{12}(\hat{X}_i^k - Y_i^k) \right) \cdot (X_i^k - \hat{X}_i^k)^3 \right. \]
\[ \left. - \left[ \frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \left( \nabla F_{12}(\hat{X}_i^k - Y_i^k) - (\nabla F_{12} \ast \mu_i)(\hat{X}_i) \right) \cdot (X_i^k - \hat{X}_i^k)^3 \right. \right. \]
\[ =: I_i^{(1)}(t) + I_i^{(2)}(t). \quad (57) \]
Using the Lipschitz property of \( \nabla F_{12} \) we get
\[ |I_i^{(1)}(t)| \leq \frac{K}{N_n + M_n} \sum_{k=1}^{M_n} (X_i^k - \hat{X}_i^k)^4, \]
which implies that
\[ \mathbb{E}\left[I_i^{(1)}(t)\right] \leq \frac{KM_n}{N_n + M_n} \mathbb{E}\left[(X_i^k - \hat{X}_i^k)^4\right]. \]
Summing this estimate over \( i \) yields
\[ \sum_{i=1}^{N_n} \mathbb{E}\left[I_i^{(1)}(t)\right] \leq \frac{KM_n N_n}{N_n + M_n} \mathbb{E}\left[(X_i^k - \hat{X}_i^k)^4\right]. \quad (58) \]
For the term \( I_i^{(2)}(t) \), we have
\[ \mathbb{E}\left[I_i^{(2)}(t)\right] = -\frac{1}{N_n + M_n} \mathbb{E}\left[\sum_{k=1}^{M_n} \left( \nabla F_{12}(\hat{X}_i^k - Y_i^k) - \nabla F_{12}(\hat{X}_i^k - Y_i^k) \cdot (X_i^k - \hat{X}_i^k)^3 \right) \right. \]
\[ \left. = -\frac{1}{N_n + M_n} \mathbb{E}\left[\sum_{k=1}^{M_n} \left( \nabla F_{12}(\hat{X}_i^k - Y_i^k) - \nabla F_{12}(\hat{X}_i^k - Y_i^k) \cdot (X_i^k - \hat{X}_i^k)^3 \right) \right. \right. \left. \right. \]
\[
\frac{K}{M_n + N_n} \sum_{k=1}^{M_n} \mathbb{E}\left( |Y_t^k - \hat{Y}_t^k| X_t^1 \right)
\]
\[
\leq \frac{K}{M_n + N_n} \sum_{k=1}^{M_n} \left( \mathbb{E}(Y_t^k - \hat{Y}_t^k)^4 \right)^{1/4} \left( \mathbb{E}(X_t^1)^4 \right)^{3/4}.
\]

Hence
\[
\sum_{i=1}^{N_n} \mathbb{E} \left( I_i^2(t) \right) \leq \frac{K M_n N_n}{M_n + N_n} \left( \sum_{k=1}^{M_n} \left( \mathbb{E}(Y_t^k - \hat{Y}_t^k)^4 \right)^{1/4} \right) \left( \sum_{i=1}^{N_n} \left( \mathbb{E}(X_t^i)^4 \right)^{3/4} \right).
\]

Substituting (58) and (59) into (57), we obtain
\[
\sum_{i=1}^{N_n} \mathbb{E} \left[ I_i(t) \right] \leq \frac{K M_n N_n}{M_n + N_n} \mathbb{E}\left( X_t^1 - \hat{X}_t^1 \right)^4
\]
\[
= \frac{K M_n N_n}{M_n + N_n} \left( \mathbb{E}(Y_t^k - \hat{Y}_t^k)^4 \right)^{1/4} \left( \mathbb{E}(X_t^1)^4 \right)^{3/4}.
\]

Similarly as \( H_i \), we get
\[
\mathbb{E} \left[ I_i(t) \right] \leq C \left( (1 - a) - \frac{M_n}{N_n + M_n} \right) \mathbb{E}\left( (X_t^1 - \hat{X}_t^1)^4 \right)^{3/4}.
\]

Taking the sum over \( i \) in (52) and from estimates (53), (54), (59) and (60) we get
\[
N_n \zeta(t) \leq 4 \int_0^t \left[ N_n \theta_4 \zeta(s) + \frac{C N_n^{3/2}}{N_n + M_n} \zeta^{3/4}(s) + N_n \left| a - \frac{N_n}{N_n + M_n} \right| \zeta^{3/4}(s) \right]
\]
\[
+ CN_n \left( (1 - a) - \frac{M_n}{N_n + M_n} \right) \zeta^{3/4}(s) + \frac{K M_n N_n}{N_n + M_n} \zeta(s) + \frac{K M_n N_n}{M_n + N_n} \zeta^{1/4}(s) \].

By dividing both sides of the above estimate by \( N_n \), noting that \( \frac{M_n}{M_n + N_n} \leq 1 \), we write the result in a compact form
\[
\zeta(t) \leq C \int_0^t \left( \zeta(s) + g(n) \zeta^{3/4}(s) + \zeta^{1/4}(s) \right) ds \tag{62}
\]
where
\[
g(n) = \frac{\sqrt{N_n}}{N_n + M_n} + \left| a - \frac{N_n}{N_n + M_n} \right| + \left| (1 - a) - \frac{M_n}{N_n + M_n} \right| \xrightarrow{n \to \infty} 0
\]
Using the inequality of arithmetic and geometric means,
\[
3a + b = a + a + a + b \geq 4a^{3/4}b^{1/4} \quad \text{for all } a, b \geq 0,
\]
and the non-negativity of \( \zeta \) and \( \hat{\zeta} \), we obtain the following estimate
\[
\zeta(t) \leq C \int_0^t \left[ \zeta(s) + \hat{\zeta}(s) + g(n)(\zeta(s) + \hat{\zeta}(s))^{3/4} \right] ds. \tag{63}
\]

Analogously we obtain a similar estimate for \( \hat{\zeta} \)
\[
\hat{\zeta}(t) \leq C \int_0^t \left[ \zeta(s) + \hat{\zeta}(s) + \hat{g}(n)(\zeta(s) + \hat{\zeta}(s))^{3/4} \right] ds, \tag{64}
\]
where
\[
\hat{g}(n) = \frac{\sqrt{M_n}}{N_n + M_n} + \left| a - \frac{N_n}{N_n + M_n} \right| + \left| (1 - a) - \frac{M_n}{N_n + M_n} \right| \xrightarrow{n \to \infty} 0.
\]
Adding (63) and (64) gives
\begin{equation}
(\zeta + \tilde{\zeta})(t) \leq C \int_0^t \left[ \zeta(s) + \tilde{\zeta}(s) + (g(n) + \tilde{g}(n))(\zeta(s) + \tilde{\zeta}(s))^{3/4} \right] ds.
\end{equation}
(65)

Applying Lemma 3.1 for \( \alpha = \frac{3}{4} \) we get
\begin{equation}
(\zeta + \tilde{\zeta})(t) \leq C \left( (g(n) + \tilde{g}(n))(e^{Ct} - 1) \right)^4,
\end{equation}
(66)
from which we deduce the statement of the proposition.

**Remark 3.5.** If \( N_n \) and \( M_n \) tend to +\( \infty \) simultaneously but \( \frac{N_n}{M_n} \) is a constant, then from the computations in the proof of Proposition 5.2 we obtain explicit estimates
\begin{equation}
\sup_{t \in [0,T]} \mathbb{E} \left[ (X^i_t - \tilde{X}^i_t)^4 \right] \leq \frac{C}{N_n^2} \quad \text{and} \quad \sup_{t \in [0,T]} \mathbb{E} \left[ (Y^i_t - \tilde{Y}^i_t)^4 \right] \leq \frac{\hat{C}}{M_n^2},
\end{equation}
(67)
for some positive constants \( C \) and \( \hat{C} \).

We are now ready to prove Theorem 1.2.

**Proof of Theorem 1.2:** According to (27) we have
\begin{equation}
\begin{align*}
(X^i_t - \tilde{X}^i_t)^2 &= -2 \int_0^t (\nabla V_1(X^i_s) - \nabla V_1(\tilde{X}^i_s)) \cdot (X^i_s - \tilde{X}^i_s) ds \\
&\quad - 2 \int_0^t \left[ \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \nabla F_{11}(X^i_s - X^j_s) - a(\nabla F_{11} * \mu_s)(\tilde{X}^i_s) \right] \cdot (X^i_s - \tilde{X}^i_s) ds \\
&\quad - 2 \int_0^t \left[ \frac{1}{N_n + M_n} \sum_{k=1}^{M_n} \nabla F_{12}(X^i_s - Y^k_s) - (1-a)(\nabla F_{12} * \mu_s)(\tilde{X}^i_s) \right] \cdot (X^i_s - \tilde{X}^i_s) ds.
\end{align*}
\end{equation}
(68)

We define
\begin{equation}
L := 2 \int_0^T \left[ \left\| \frac{1}{N_n + M_n} \sum_{j=1}^{N_n} \nabla F_{11}(X^i_s - X^j_s) - a(\nabla F_{11} * \mu_s)(\tilde{X}^i_s) \right\| \right] ds
\end{equation}
and
\begin{equation}
L := L_1 + L_2.
\end{equation}
(69)

From (68) and (69) we can estimate
\begin{equation}
(X^i_t - \tilde{X}^i_t)^2 \leq 2\theta_1 \int_0^t \left\| X^i_s - \tilde{X}^i_s \right\|^2 ds + L.
\end{equation}
(71)

Setting \( \varphi(t) := \int_0^t \left\| X^i_s - \tilde{X}^i_s \right\|^2 ds \), we get
\begin{equation}
\varphi'(t) \leq 2\theta_1 \varphi(t) + L.
\end{equation}

Using Grönwall lemma and the fact that \( \varphi(0) = 0 \), we deduce that, for any \( t \in [0,T] \),
\begin{equation}
\varphi(t) \leq \frac{L}{2\theta_1} \left( e^{2\theta_1 t} - 1 \right).
\end{equation}
Substituting this back into (71), we obtain

\[ (X_i^t - \hat{X}_i^t)^2 = \varphi'(t) \leq M e^{2\theta_t} \leq e^{2\theta_t} L, \]

from which we deduce that

\[ E \left[ \sup_{t \in [0,T]} (X_i^t - \hat{X}_i^t)^2 \right] \leq e^{2\theta_t} E[L]. \]  \hspace{1cm} (72)

Next we find an upper bound for \( L \). For the first term, \( L_1 \), proceeding similarly as the terms \( B_i \) and \( C_i \) in the proof of Proposition 3.2, we have

\[
\begin{align*}
\mathbb{E}[L_1] & \leq \frac{2}{M_n + N_n} \sum_{j=1}^{N_n} \int_0^T (|\rho^1_{ij}(s)| + |\rho^2_{ij}(s)|) \, ds + 2C a - \frac{N_n}{M_n + N_n} \int_0^T \left( E[X_i^s - \hat{X}_i^s]^2 \right)^{1/2} \, ds \\
& \leq \frac{2}{M_n + N_n} \sum_{j=1}^{N_n} \int_0^T (|\rho^1_{ij}(s)| + |\rho^2_{ij}(s)|) \, ds + 2CT a - \frac{N_n}{M_n + N_n} \left( \sup_{s \in [0,T]} E[X_i^s - \hat{X}_i^s]^2 \right)^{1/2} \\
& =: K_1 + K_2,
\end{align*}
\]

where \( \rho^1_{ij}(s) \) and \( \rho^2_{ij}(s) \) are defined in (50).

By Proposition 3.2, \( K_2 \) tends to 0 as \( n \) goes to \( +\infty \). If \( \frac{M_n}{N_n} \) is constant, then \( K_2 = 0 \). We now estimate two terms in \( K_1 \). According to (55), we have

\[
E \left( \sum_{j=1}^{N_n} |\rho^2_{ij}(s)| \right) \leq C \sqrt{N_n} \left( \sup_{s \in [0,T]} E[X_i^s - \hat{X}_i^s]^2 \right)^{1/2}.
\]

Thus,

\[
\begin{align*}
\frac{2}{M_n + N_n} \int_0^T E \left( \sum_{j=1}^{N_n} |\rho^2_{ij}(s)| \right) \, ds & \leq \frac{2C T \sqrt{N_n}}{M_n + N_n} \left( \sup_{s \in [0,T]} E[X_i^s - \hat{X}_i^s]^2 \right)^{1/2},
\end{align*}
\]

which converges to 0 as \( n \to +\infty \). If \( \frac{M_n}{N_n} \) is constant, then

\[
\sup_{s \in [0,T]} E \left[ (X_i^s - \hat{X}_i^s)^2 \right] \leq \frac{C}{N_n},
\]

which implies that

\[
\begin{align*}
\frac{2}{M_n + N_n} \int_0^T E \left( \sum_{j=1}^{N_n} |\rho^2_{ij}(s)| \right) \, ds & \leq \frac{2CT}{N_n}.
\end{align*}
\]  \hspace{1cm} (74)

For the \( \rho^1_{ij} \) term, using (30), Cauchy-Schwarz inequality and Proposition 2.14, we get

\[
\begin{align*}
E[|\rho^1_{ij}(s)|] & \leq \left\{ E[(X_i^s - \hat{X}_i^s)^2] E[(\nabla F_{11}(X_i^t - X_i^t) - \nabla F_{11}(\hat{X}_i^t - \hat{X}_i^t))^2] \right\}^{1/2} \\
& \leq \left\{ E[(X_i^s - \hat{X}_i^s)^2] \right\}^{1/2} \\
& \times \left\{ E[(X_i^s - \hat{X}_i^s + \hat{X}_i^s - X_i^s)^2 (c + |X_i^s - X_i^s|^2q + |\hat{X}_i^s - \hat{X}_i^s|^2q)^2] \right\}^{1/2} \\
& \leq \left\{ \sup_{s \in [0,T]} E[(X_i^s - \hat{X}_i^s)^2] \right\}^{1/2} \\
& \times \left\{ E[(X_i^s - \hat{X}_i^s + \hat{X}_i^s - X_i^s)^2] E[(c + |X_i^s - X_i^s|^2q + |\hat{X}_i^s - \hat{X}_i^s|^2q)^4] \right\}^{1/2}
\end{align*}
\]
We have

\[ \text{which tends to 0 as } n \text{ tends to } +\infty \text{ according to Propositions 3.2 and 3.4.} \]

If \( \frac{N}{M_n} \) is constant then,

\[ E[|p_{ij}(s)|] \leq C \left\{ \sup_{s \in [0,T]} E[(X^i_s - \hat{X}^i_s)^2] \right\}^{\frac{1}{2}} \times \left\{ \sup_{s \in [0,T]} E[(X^i_s - \hat{X}^i_s)^4] \right\}^{\frac{1}{4}}, \]

Thus

\[ \frac{2}{M_n + N_n} \sum_{j=1}^{N_n} \int_0^T E[|p_{ij}(s)|] \, ds \leq \frac{C}{N_n}. \quad (75) \]

From (73), (75) and (74), we get

\[ E[L_1] \leq \frac{C}{N_n}. \quad (76) \]

The first term \( L_2 \) can be estimated similarly as the terms \( D_i \) and \( E_i \) in the proof of Proposition 3.2.

We have

\[ E[L_2] \leq 2 \int_0^T \left\{ \frac{CM_n}{M_n + N_n} E((X^i_s - \hat{X}^i_s)^2) + \frac{C}{M_n + N_n} \sum_{k=1}^{M_n} \left( E\left[\left(Y^k_s - \hat{Y}^k_s\right)^2\right] E\left[(X^i_s - \hat{X}^i_s)^2\right]\right) \right\} \, ds \]

\[ \leq 2 \int_0^T \left\{ \frac{CM_n}{M_n + N_n} \sup_{s \in [0,T]} E((X^i_s - \hat{X}^i_s)^2) + \frac{C}{M_n + N_n} \left[ (1 - a) - \frac{M_n}{M_n + N_n} \sup_{s \in [0,T]} E((X^i_s - \hat{X}^i_s)^2) \right] \right\} \, ds \]

\[ \leq 2T \left\{ \frac{CM_n}{M_n + N_n} \sup_{s \in [0,T]} E((X^i_s - \hat{X}^i_s)^2) + \frac{C}{M_n + N_n} \left[ (1 - a) - \frac{M_n}{M_n + N_n} \sup_{s \in [0,T]} E((X^i_s - \hat{X}^i_s)^2) \right] \right\}, \quad (77) \]

According to Proposition 3.2 the RHS of (77) tends to 0 as \( n \to \infty \). If \( \frac{N}{M_n} \) is constant then it is bounded by \( \frac{C}{N_n} \). Substituting estimates of \( E[L_1] \) and \( E[L_2] \) back into (72), we obtain

\[ E\left[ \sup_{t \in [0,T]} (X^i_t - \hat{X}^i_t)^2 \right] \leq \frac{Ce^{2\theta T}}{N_n}, \]

from which the first assertion of the theorem follows. The second assertion is obtained analogously.

\( \square \)

4 Existence and non-uniqueness of invariant measures

In this section we prove Theorem 1.3 showing the existence and non-uniqueness of invariant measures of the PDE system (2) that is given below.

\[ \partial_t \mu_t = \text{div} \left( (\nabla V_1 + a(\nabla F_{11} \ast \mu_t) + (1 - a)(\nabla F_{12} \ast \nu_t) + \mu_t) + \frac{\sigma^2}{2} \Delta \mu_t, \right) \]

\[ \partial_t \nu_t = \text{div} \left( (\nabla V_2 + a(\nabla F_{21} \ast \mu_t) + (1 - a)(\nabla F_{22} \ast \nu_t) + \nu_t) + \frac{\sigma^2}{2} \Delta \nu_t, \right) \]
We only consider the quadratic interaction potentials
\[ F_{ij}(x) = \frac{\alpha_{ij} x^2}{2}. \]

We expect that extensions to polynomial potentials could be possible but the analysis will be much more intricate. We leave this for future investigation. Stationary solutions \((\mu(x) \, dx, \nu(x) \, dx)\) of the above system is determined by

\[
\mu(x) = \frac{\exp \left( - \frac{2}{\sigma^2}(V_1(x) + aF_{11} \ast \mu(x) + (1 - a)F_{12} \ast \nu(x)) \right)}{\int \exp \left( - \frac{2}{\sigma^2}(V_1(x) + aF_{11} \ast \mu(x) + (1 - a)F_{12} \ast \nu(x)) \right) \, dx},
\]

\[
\nu(x) = \frac{\exp \left( - \frac{2}{\sigma^2}(V_2(x) + aF_{21} \ast \mu(x) + (1 - a)F_{22} \ast \nu(x)) \right)}{\int \exp \left( - \frac{2}{\sigma^2}(V_2(x) + aF_{21} \ast \mu(x) + (1 - a)F_{22} \ast \nu(x)) \right) \, dx}.
\]

We define
\[ m_1 := \int x \mu(x) \, dx \quad \text{and} \quad m_2 = \int x \nu(x) \, dx. \]

Using explicit formulas \(F_{ij}(x) = \frac{\alpha_{ij}}{2} x^2\) for \(i, j = 1, 2\), we obtain

\[
\mu(x) = \frac{\exp \left( - \frac{2}{\sigma^2}(V_1(x) + a\frac{\alpha_{11}}{2} x^2 - a\alpha_{11} m_1 x + (1 - a)\frac{\alpha_{12}}{2} x^2 - (1 - a)a_{12} m_2 x) \right)}{\int \exp \left( - \frac{2}{\sigma^2}(V_1(x) + a\frac{\alpha_{11}}{2} x^2 - a\alpha_{11} m_1 x + (1 - a)\frac{\alpha_{12}}{2} x^2 - (1 - a)a_{12} m_2 x) \right) \, dx},
\]

\[
\nu(x) = \frac{\exp \left( - \frac{2}{\sigma^2}(V_2(x) + a\frac{\alpha_{21}}{2} x^2 - a\alpha_{21} m_1 x + (1 - a)\frac{\alpha_{22}}{2} x^2 - (1 - a)a_{22} m_2 x) \right)}{\int \exp \left( - \frac{2}{\sigma^2}(V_2(x) + a\frac{\alpha_{21}}{2} x^2 - a\alpha_{21} m_1 x + (1 - a)\frac{\alpha_{22}}{2} x^2 - (1 - a)a_{22} m_2 x) \right) \, dx}.
\]

Therefore, \((m_1, m_2)\) satisfies the following system

\[
m_1 = \int \exp \left( - \frac{2}{\sigma^2}(V_1(x) + a\frac{\alpha_{11}}{2} x^2 - a\alpha_{11} m_1 x + (1 - a)\frac{\alpha_{12}}{2} x^2 - (1 - a)a_{12} m_2 x) \right) \, dx
\]

\[
m_2 = \int \exp \left( - \frac{2}{\sigma^2}(V_2(x) + a\frac{\alpha_{21}}{2} x^2 - a\alpha_{21} m_1 x + (1 - a)\frac{\alpha_{22}}{2} x^2 - (1 - a)a_{22} m_2 x) \right) \, dx.
\]

We define \(\Phi_1(m_1, m_2)\) and \(\Phi_2(m_1, m_2)\) to be the right-hand sides of (81a) and (81b), respectively. Setting \(\Phi(m_1, m_2) := (\Phi_1, \Phi_2)(m_1, m_2)\). We rewrite (81) as

\[ (m_1, m_2) = \Phi(m_1, m_2), \]

where \(\Phi(m_1, m_2)\) denotes its right-hand side.

### 4.1 Symmetrical invariant measure

We suppose that \(V_1\) and \(V_2\) are symmetrical.

**Lemma 4.1.** There exists a unique pair of symmetric invariant measures that are given by

\[
\mu^0(x) = \frac{\exp \left( - \frac{2}{\sigma^2}(V_1(x) + a\frac{\alpha_{11}}{2} x^2 + (1 - a)\frac{\alpha_{12}}{2} x^2) \right)}{\int \exp \left( - \frac{2}{\sigma^2}(V_1(x) + a\frac{\alpha_{11}}{2} x^2 + (1 - a)\frac{\alpha_{12}}{2} x^2) \right) \, dx},
\]

\[
\nu^0(x) = \frac{\exp \left( - \frac{2}{\sigma^2}(V_2(x) + a\frac{\alpha_{21}}{2} x^2 + (1 - a)\frac{\alpha_{22}}{2} x^2) \right)}{\int \exp \left( - \frac{2}{\sigma^2}(V_2(x) + a\frac{\alpha_{21}}{2} x^2 + (1 - a)\frac{\alpha_{22}}{2} x^2) \right) \, dx}.
\]
Proof. Since \((\mu^0, \nu^0)\) satisfy (79) with their mean values \((0, 0)\) that fulfill (81b), they are invariant measures and are symmetric because \(V_1\) and \(V_2\) are symmetric. Now suppose that \((\mu^0, \nu^0)\) is an arbitrary symmetric invariant measure. Then \((\hat{\mu}^0, \hat{\nu}^0)\) satisfies (79) with \((m_1, m_2)\) replaced by their mean values \((m_{\hat{\nu}^0}, m_{\hat{\mu}^0})\). Since \((\hat{\mu}^0, \hat{\nu}^0)\) are symmetric, we have

\[
m_{\hat{\nu}^0} = \int x \hat{\nu}^0(x) \, dx = 0 = \int x \hat{\mu}^0(x) \, dx = m_{\hat{\mu}^0}.
\]

Substituting these values back into (79), we obtain \((\hat{\mu}^0, \hat{\nu}^0) = (\mu^0, \nu^0)\).

\[
4.2 \text{ Other invariant measures}
\]

We are now interested in non-symmetrical invariant measures.

**Assumption 4.1.** Suppose that \(V_1\) and \(V_2\) have a common unique minimizer \(m^*\)

\[
V_1'(m^*) = V_2'(m^*) = 0, \quad V_1''(m^*) > 0 \quad \text{and} \quad V_2''(m^*) > 0.
\]

We will make use of the following result.

**Lemma 4.2.** Let \(U \) and \(G \) be two \(C^\infty(\mathbb{R})\)-continuous functions. Let \(\lambda\) be a parameter that belongs to some compact interval \(I\) of \(\mathbb{R}\). We define \(U_\lambda = U + \lambda G\). Suppose that \(U_\lambda(z) \geq z^2\) for \(|z|\) larger than some value \(R\) independent of \(\lambda\) and that \(U_\lambda\) has a unique global minimum at \(z_\lambda\), with \(U_\lambda''(z_\lambda) > 0\). Let \(f_m\) be a \(C^3\)-continuous function depending on some parameter \(m\) that belongs to a compact set \(M\). Furthermore, we also assume that there exists some constant \(\theta > 0\) such that \(|f_m(z)| \leq \exp[\theta |U_\lambda(z)|]\) for all \(z \geq R, \lambda \in I, m \in M\) and \(f_m^{(k)}\) is locally bounded uniformly with respect to the parameter \(m \in M\) for \(0 \leq k \leq 3\). Let \(a, b \in \mathbb{R}\) such that \(a < z_\lambda < b\). Then the following asymptotic result holds as \(\varepsilon\) tends to 0:

\[
\int_a^b f_m(z) \exp\left[-\frac{2U_\lambda(z)}{\varepsilon}\right] \, dz = \sqrt{\int_a^b \frac{1}{U_\lambda} \exp\left[-\frac{2U_\lambda(z)}{\varepsilon}\right] \left\{ f_m(z_\lambda) + \gamma_0(\lambda) \varepsilon + o(\varepsilon) \right\}}.
\]

with

\[
\gamma_0(\lambda) = f_m(z_\lambda) \left(\frac{\mu^2_\lambda}{4U_\lambda^2} - \frac{U_\lambda}{16U_\lambda^2} - f_m'(z_\lambda) \frac{U_\lambda}{4U_\lambda^2} + f_m''(z_\lambda) \frac{U_\lambda}{4U_\lambda^2}\right).
\]

Here \(U_\lambda = U^{(k)}(z_\lambda)\) and \(o(\varepsilon)\) converges to 0 as \(\varepsilon\) goes to 0 uniformly with respect to the parameters \(m\) and \(\lambda\). Moreover, for any \(n \geq 1\), we have

\[
\int_a^b z^ne^{-\frac{2U_\lambda}{\varepsilon}} \, dz - z_\lambda^n \approx -\frac{n z_\lambda^{n-2} \lambda}{4U_\lambda} \left[U_\lambda - n + 2z_\lambda f_m'(z_\lambda)\right] \varepsilon,
\]

where the estimate is uniform with respect to the parameters \(m\) and \(\lambda\) as \(\varepsilon \to 0\).

We are now ready to prove Theorem 1.3

**Proof of Theorem 1.3.** We recall that \(\rho > 0\) is defined such that

\[
\rho \geq \max \left\{ \frac{|V_1^{(3)}(m^*)|}{4V_1''(m^*)V_1'''(m^*) + a\alpha_1 + (1-a)\alpha_{12}}, \frac{|V_2^{(3)}(m^*)|}{4V_2''(m^*)V_2'''(m^*) + a\alpha_2 + (1-a)\alpha_{22}} \right\}.
\]

We define

\[
D(\sigma) := [m^* - \rho\sigma^2, m^* + \rho\sigma^2] \times [m^* - \rho\sigma^2, m^* + \rho\sigma^2].
\]

Let \((m_1, m_2) \in D(\sigma)\). Then there exist \(\rho_1, \rho_2\) with \(0 \leq |\rho_1|, |\rho_2| \leq \rho\) such that

\[
m_i = m^* + \rho_i\sigma^2, \quad i = 1, 2.
\]
We have
\[
\Phi_1(m_1, m_2) = \int x \exp \left( -\frac{\lambda}{\alpha} (V_1(x) + a \frac{m_1}{2} x^2 - a \alpha_1 (m^* + \rho_1 \sigma^2) x + (1 - a) \alpha_2 (m^* + \rho_2 \sigma^2) x) \right) dx
\]
\[
\int x e^{2a \alpha_1 \rho_1 x + 2(1 - a) \alpha_2 \rho_2 x} \exp \left( -\frac{\lambda}{\alpha} (V_1(x) + a \frac{m_1}{2} x^2 - a \alpha_1 (m^* + \rho_1 \sigma^2) x + (1 - a) \alpha_2 (m^* + \rho_2 \sigma^2) x) \right) dx
\]
Set \(U(x) = V_1(x) + a \frac{m_1}{2} x^2 - a \alpha_1 m^* x + (1 - a) \alpha_2 m^* x\). We have
\[
U'(x) = V_1'(x) + a \alpha_1 + (1 - a) \alpha_2 (x - m^*) ,
\]
\[
U''(x) = V_1''(x) + a \alpha_1 + (1 - a) \alpha_2 ,
\]
\[
U^{(3)}(x) = V_1^{(3)}(x).
\]
Since \(U'(m^*) = V_1'(m^*) = 0, U''(m^*) = V_1''(m^*) > 0\), \(m^*\) is the unique minimizer of \(U\). Applying Lemma 4.1 for \(f(x) = 2a \alpha_1 \rho_1 x + 2(1 - a) \alpha_2 \rho_2 x, n = 1, U(x)\) and \(\lambda = 0\), we get
\[
\Phi_1(m^* + \rho_1 \sigma^2, m^* + \rho_2 \sigma^2) = m^* - \frac{1}{4m^* U_2} \left[ m^* \frac{U_1}{U_2} - 2m^* f'(m^*) \right] \sigma^2 + o(\sigma^2)
\]
\[
= m^* - \frac{V_1^{(3)}(m^*)}{4(V_1''(m^*) + \tau)^2} \sigma^2 + o(\sigma^2)
\]
\[
= m^* - k_1 \sigma^2 + o(\sigma^2),
\]
where
\[
\tau := a \alpha_1 + (1 - a) \alpha_2 , \quad \zeta := a \alpha_1 \rho_1 + (1 - a) \alpha_2 \rho_2 .
\]
We have
\[
|k_1| \leq \frac{|V_1^{(3)}|}{4(V_1''(m^*) + \tau)^2} + \frac{a \alpha_1 \rho_1 + (1 - a) \alpha_2 \rho_2}{V_1''(m^*) + \tau}
\]
\[
\leq \frac{|V_1^{(3)}|}{4(V_1''(m^*) + \tau)^2} + \frac{a \alpha_1 \rho + (1 - a) \alpha_2 \rho}{V_1''(m^*) + \tau}
\]
\[
\leq \frac{|V_1^{(3)}|}{4(V_1''(m^*) + \tau)^2} + \frac{\tau \rho}{V_1''(m^*) + \tau}
\]
\[
\leq \rho.
\]
Similarly we have
\[
\Phi_2(m^* + \rho_1 \sigma^2, m^* + \rho_2 \sigma^2) = m^* - k_2 \sigma^2 + o(\sigma^2) \quad \text{where} \quad |k_2| \leq \rho.
\]
Thus for \(\sigma\) small enough, we have \(\Phi(m^* + \rho_1 \sigma^2, m^* + \rho_2 \sigma^2) \in D(\sigma)\). By Brouwer’s fixed-point theorem, there exist \((m_1, m_2) \in D(\sigma)\) that satisfy (3), thus the measures \(\mu\) and \(\nu\) defined in (8) are invariant measures for the coupled MV-equations. □

Remark 4.3. Assumption (4.1) has been used to obtain that the two functions
\[
U(x) = V_1(x) + a \frac{a_{11}}{2} x^2 - a \alpha_1 m^* x + (1 - a) \frac{a_{12}}{2} x^2 - (1 - a) \alpha_2 m^* x,
\]
\[
\dot{U}(x) = V_2(x) + a \frac{a_{21}}{2} x^2 - a \alpha_2 m^* x + (1 - a) \frac{a_{22}}{2} x^2 - (1 - a) \alpha_2 m^* x,
\]
have the common unique minimizer $m^*$ which is also the minimizer of $V_1$ and $V_2$. We expect that this assumption can be removed. To this end, one would need to find a solution $(m_1^*, m_2^*)$ to the following system

\[ V_1'(m_1) + (1 - a)\alpha_{12}(m_1 - m_2) = 0, \]
\[ V_2'(m_2) + a\alpha_{21}(m_1 - m_2) = 0. \]

Then one apply Brouwer’s fixed-point theorem for $D(\sigma) = [m_1^* + \rho_1\sigma, m_2^* + \rho_2\sigma]$ where $0 \leq |\rho_1|, |\rho_2| \leq \rho$ with a suitable choice of $\rho$.
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