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Abstract

We introduce a new parametrization of the AMOEBA polarizable force field for water denoted Q-AMOEBA, for use in simulations that explicitly account for nuclear quantum effects (NQEs). This study is made possible thanks to the recently introduced adaptive Quantum Thermal Bath (adQTB) simulation technique which computational cost is comparable to classical molecular dynamics. The flexible Q-AMOEBA model conserves the initial AMOEBA functional form, with an intermolecular potential including an atomic multipole description of electrostatic interactions (up to quadrupole),
a polarization contribution based on the Thole interaction model and a buffered 14-7
potential to model van der Waals interactions. It has been obtained by using a Force
Balance fitting strategy including high-level quantum chemistry reference energies and
selected condensed phase properties targets. The final Q-AMOEBA model is shown
to accurately reproduce both gas phase and condensed phase properties, notably im-
proving the original AMOEBA water model. This development allows the fine study of
NQEs on water liquid phase properties such as the average H-O-H angle compared to its
gas phase equilibrium value, isotope effects etc... Q-AMOEBA also provides improved
infrared spectroscopy prediction capabilities compared to AMOEBA03. Overall, we
show that the impact of NQEs depends on the underlying model functional form and
on the associated strength of hydrogen bonds. Since adQTB simulations can be per-
formed at near classical computational cost using the Tinker-HP package, Q-AMOEBA
can be extended to organic molecules, proteins and nucleic acids opening the possibility
for the large scale study of the importance of NQEs in biophysics.

Introduction

Classical molecular dynamics (MD) has become a powerful valuable tool to study the prop-
erties of complex systems, such as condensed matter, organic molecules and proteins, but
also to design new molecules and drugs. It provides access to most of the relevant ther-
modynamic observables of a given system. The quality of these observables relies on the
accuracy of the potential energy surface (PES), usually called Force Field (FF), but also
on the amount of the phase-space sampling. Thanks to the different advances in comput-
ing hardware, such as GPU computing and techniques such as enhanced sampling, MD is now capable of reaching timescales of ms making it possible the extensive study of
macromolecules.

Most standard additive FFs, such as AMBER, CHARMM, OPLS, COMPASS, have been widely used in MD thanks to their low computational cost due to their
relatively simple functional form and they have been refined throughout the years. However, they lack a proper description of many body interactions and, although they provide good results for various properties compared to experiments, it appears that their accuracy is limited in other contexts.\cite{21} The major limitation of these FFs is the use of fixed partial atomic charges to model electrostatic interactions and their lack of a fine description of many-body polarization which hinders their transferability when the atomic environment changes. To circumvent that, much effort has been made to include explicitly many-body polarization in FFs by using either Drude oscillators, fluctuating charges or induced dipoles.\cite{24,26} Versions of CHARMM\cite{27,28} and AMBER\cite{29} have been published where polarization was added to the existing non polarizable FF and new ones have been developed such as PFF.\cite{30} Moreover, it has been shown that FFs should include the polarization from scratch.\cite{31} Hence, more modern FFs such as AMOEBA,\cite{32,33} AMOEBA+\cite{34,35} or SIBFA\cite{36,37} have been designed with polarization included on the outset.

Due to its major role in many fields, water has been a central focus of FF development. Over the past decades, many FFs have been developed, such as TIP3P,\cite{38} SPC\cite{39} and their variants.\cite{40,41} Although widely used, these models struggle to describe a wide part of the phase diagram of water and ice. For example, the gas phase binding of the water dimer is overestimated by approximately 30% in the TIP5P model.\cite{41} Based on this, other water models have been developed such has BK3,\cite{42} TIP4P/Ew\cite{43} and TIP4P/2005,\cite{44} which uses implicit many-body effects through classical polarization to go beyond the pairwise approximation. However, these models were parametrized for classical simulations and do not take into account explicitly Nuclear Quantum Effects (NQEs) which reduce their transferability. Indeed, such effects are important for systems involving light atoms such as hydrogen\cite{45} and some studies have highlighted their importance in biological systems.\cite{46,47} In practice, such effects are usually implicitly added by fitting the analytical PES to recover thermodynamic observables. Moreover, many recent water models use high quality \textit{ab initio} data as a basis for the PES and it has been shown that with such a high precision, NQEs must be taken
into account explicitly to accurately reproduce thermodynamic observables.\textsuperscript{48}

A rigorous and asymptotically exact approach to include NQEs explicitly in MD simulations is provided by the path integral molecular dynamics (PIMD) formalism where the dynamics is performed on an extended classical system consisting in several replicas (also called beads) of the physical system.\textsuperscript{49,50} This method allows for a systematically improvable treatment of NQEs, but at a computational cost that is considerably larger than that of classical MD. This increased cost has so far limited the development of FF models based on PIMD estimations of thermodynamic properties, with a few notable exceptions such as TIP4PQ/2005,\textsuperscript{51} q-SPC/Fw,\textsuperscript{52} q-TIP4P/F,\textsuperscript{53} and more recently ArrowFF.\textsuperscript{48} In parallel, different methods have been developed to reduce the computational cost of PIMD simulations, such as high-order PI,\textsuperscript{54,55} PI perturbation theory,\textsuperscript{56,57} or path integral generalized Langevin methods.\textsuperscript{58,59} Though these methods have enabled significant progress, PIMD simulations remain significantly costlier than classical MD (typically requiring one order of magnitude more resources at room temperature). Other approaches, such as ring-polymer contractions\textsuperscript{60,61} or imaginary multiple time-stepping\textsuperscript{62} allow reducing the number of replicas used in the evaluation of long-range interaction terms, thereby achieving almost classical computational cost in some applications.\textsuperscript{63} However the splitting of the PES between long-range and short-range terms is not always available, in particular in the context of \textit{ab initio} MD or when using \textit{machine learning} potentials. In this paper, we introduce a new polarizable force field, Q-AMOEBA, based on the AMOEBA functional form that is designed to be used with the explicit inclusion of NQEs. Indeed, since experiments naturally contain “quantumness”, the initial AMOEBA model intended to implicitly include quantum nuclear effects. When adding explicitly NQEs, one needs to reparametrize the force field potential to propose a version of it that only tends to reproduce the Born Oppenheimer energy in order to avoid double counting when NQEs are explicitly included through the dynamics. To do so, we make extensive use of the quantum thermal bath (QTB) a method based on a generalized Langevin thermostat to approximate the zero point motion of the nuclei. More precisely, we use the
adaptive QTB method (adQTB) that relies on the quantum fluctuation-dissipation theorem to systematically compensate the effects of zero-point energy leakage (ZPEL). This approach was recently shown to reliably approximate NQEs in liquid water at a computational cost that remains similar to that of classical MD. The Q-AMOEBA force field parameters are optimized with the Force Balance software (FB) in combination with Tinker-HP package for molecular dynamics simulations, in order to accurately reproduce energies of various water systems in the gas phase as well as a few condensed phase properties obtained with a quantum description of the nuclei. This model will then make the extensive description of more complex systems involving water with explicit NQEs possible. Q-AMOEBA gives overall better results on energies and on key observables such as the isobaric heat capacity or the thermal expansion coefficient than the original AMOEBA model. Such a model also allows to finely study the practical effects of NQEs by comparing the properties that are obtained with it but with purely classical dynamics. We first describe our parametrization strategy in details and then test the accuracy and transferability of our model on various thermodynamic and structural properties as well as on the IR spectra, showing the validity of our approach and its future applicability to the development of new generation models.

**Methods**

**AMOEBA Model**

The total potential energy of the AMOEBA water model can be expressed as the sum of bonded and non-bonded energy terms:

\[
E_{\text{total}} = E_{\text{bonded}} + E_{\text{nonbonded}}
\]

\[
E_{\text{bonded}} = E_{\text{bond}} + E_{\text{angle}} + E_{b\theta}
\]

\[
E_{\text{nonbonded}} = E_{\text{vdW}} + E_{\text{perm}} + E_{\text{ind}}
\]  

(1)
The bonded terms which include the anharmonic bond-stretching and angle-bending terms are similar to MM3 force field. The water intramolecular geometry and vibrations are described with an Urey-Bradley terms $E_{bb}$. In the original AMOEBA model, the ideal bond length was chosen to be at the experimental value of 0.9572 Å, the ideal bending angle to 108.5° and the Urey-Bradley ideal distance was set to 1.5326 Å. The angle is larger than the experimental gas-phase angle of 104.52° which was shown to be necessary to reproduce the correct average experimental angle in liquid water.

The non-bonded terms are composed of the vdW interactions and the electrostatic contributions from both permanent and induced dipoles. The vdW functional term uses Halgren’s buffered 14-7 potential to model the pairwise additive interactions for dispersion at long-range and exchange-repulsion at short-range:

$$E_{vdW} = \varepsilon_{ij} \left( \frac{1 + \delta}{\sigma_{ij} + \delta} \right)^7 \left( \frac{1 + \gamma}{\sigma_{ij}^7 + \gamma} - 2 \right)$$

with $\varepsilon_{ij}$ the potential well depth and $\sigma_{ij} = r_{ij}/r_{ij}^0$ where $r_{ij}$ is the $i$-$j$ separation and $r_{ij}^0$ is the minimum energy distance (distances are calculated from the oxygen atoms, see). In AMOEBA, the vdW parameters were set to $\gamma = 0.12$ and $\delta = 0.07$. The combining rules used for $r_{ij}^0$ and $\varepsilon_{ij}$ are given by:

$$r_{ij}^0 = \frac{(r_{ii}^0)^3 + (r_{jj}^0)^3}{(r_{ii}^0)^2 + (r_{jj}^0)^2}$$

$$\varepsilon_{ij} = \frac{4\varepsilon_{ii}\varepsilon_{jj}}{(\sqrt{\varepsilon_{ii}} + \sqrt{\varepsilon_{jj}})^2}$$

A hydrogen reduction factor is added which moves the hydrogen vdW center towards the oxygen along the O–H bond. To compute the electrostatic interactions the AMOEBA model uses point atomic multipoles truncated at quadrupoles for each atom center. The atomic multipole moments are derived using the distributed multipole analysis (DMA) approach and then optimized against a high-level ab-initio PES. More details about the functional
form of AMOEBA can be found in reference. \cite{Amoeba}

**Parametrization of Q-AMOEBA**

The Q-AMOEBA water model has been parametrized towards liquid phase simulations using the ForceBalance (FB) software. \cite{ForceBalance} FB calculates the derivatives of the target properties with respect to the FF parameters to be optimized (see Appendix for more details) and uses a Newton-Raphson procedure to reach a minimum with respect to a given objective function. In this work, the target properties include both *ab initio* configurational energies and experimental observables. The initial parameters were taken from the original AMOEBA water model \cite{Amoeba} (denoted as AMOEBA03 in the rest of the text) and the weights of the different data included in the objective function are summarized in Table 1. The different convergence criteria used for FB are given in SI.

Most parameters of AMOEBA03 (such as the atomic permanent multipolar moments) are obtained directly from *ab initio* calculations, therefore only van der Waals parameters and some well-chosen intramolecular terms were modified. More specifically, the optimization was performed on both van der Waals radii and epsilon values of the Halgren 14-7 potential \cite{Halgren} associated to oxygen and hydrogen atoms, as well as the buffer radius of the hydrogen atom and equilibrium distances and angles of the intramolecular stretching and bending terms. Our initial intent was to develop a single set of parameters to be used with both PIMD and adQTB approaches. In practice we observed that separate FB optimizations with both methods yielded slightly different results. In particular, this is due to the particularities of pressure estimation in adQTB simulations (see Appendix), which leads to small inaccuracies in the determination of the density with this method (of the order of 1%, as was already noted in a former study on a different FF model \cite{AdQTB}). Considering the importance of this observable, we resorted to two sets of parameters with specific optimization for each method: one for PIMD denoted (1) and a second for adQTB, denoted (2). Because the adQTB density appeared systematically slightly underestimated, we decided to further modify the
buffer radius of H and the epsilon of O as they displayed the most significant discrepancies compared to the PIMD ones. To do so, we used the PIMD values as a guess and further used FB to finally obtain a satisfactory density with adQTB. This strategy ultimately led to the final adQTB parameters discussed in the rest of the paper. We emphasize that the two final sets of Q-AMOEBA parameters differ only slightly from each other. To perform the simulations of the condensed phase properties with FB, we used the Tinker-HP software on GPUs for PIMD and adQTB methods.

Geometries extracted from condensed-phase simulations while using the original AMOEBA03 model at temperatures ranging from 249.15K to 373.15K and including cluster sizes from 2 to 22 molecules were used to obtain ab initio references. The calculations were performed using Q-Chem 4.0 and include both energies and gradients calculated using the aug-cc-pVTZ basis set. Optimal geometries and binding energies of 40 small water clusters ranging from 2 to 20 molecules were also used. Each cluster has been used on the highest level of theory available, see table 1 for details.

The objective function includes two thermodynamic properties with experimental reference: the density $\rho$ and the enthalpy of vaporization $\Delta H_{vap}$. These properties were evaluated at different temperatures ranging from 249.15K to 369.15K under 1 atm. All simulations were carried out for $N=4000$ molecules in periodic boundary conditions with a cubic box. The van der Waals (vdW) cutoff was set to 12Å and electrostatic interactions were computed with the SPME method with a real space cutoff of 7Å and a 60x60x60 grid. A RESPA integrator using a bonded/non-bonded split with timesteps of 0.2 and 2fs respectively was used. For each FB iteration, the dynamics include 1 ns of equilibration and 4ns of production. For the PIMD calculations, 32 beads were used with the TRPMD (Thermostated Ring Polymer Molecular Dynamics) algorithm combined with a mild Langevin thermostat on the centroid (friction coefficient $\gamma = 1 \text{ ps}^{-1}$), whereas in the adQTB method the friction was set to $20 \text{ ps}^{-1}$.

Because of the high frequencies of the intramolecular stretching and bending modes, the
Table 1: Reference data used in FB to derive the Q-AMOEBA sets of parameters. BE refers to Binding Energies, PE to Potential Energies and AF to Atomistic Forces. The table also shows the weights that were applied to the different target properties.

| System                  | Reference data          | Data type | Data point | Weight |
|-------------------------|-------------------------|-----------|------------|--------|
| Clusters                | Gas Phase Dipole-Quadrupole | CCSD(T)   |            | 1.0    |
|                         | Gas Phase Vibrational modes | CCSD(T)   |            | 1.0    |
|                         | Smith Dimer             | CCSD(T) BE| 10         | 1.0    |
|                         | Small Gas Phase Cluster | CCSD(T) BE| 21         | 1.0    |
|                         | Large Gas Phase Clusters| MP2 BE    | 18         | 1.0    |
|                         | PE and AF               | MP2       | 42.000     | 1.0    |
| Liquid                  | ρ                       | Expt.     | 10         | 1.0    | 0.6 |
| Liquid                  | ΔH_{vap}                | Expt.     | 10         | 0.4    |

associated zero point energies are large, impacting the average values of the O-H distance and H-O-H angle. We therefore modified the corresponding parameters in Q-AMOEBA to recover experimental values.

The final parameters of our models can be found in SI.

Results and Discussion

Binding Energy of Water Clusters

Tables 2 and 3 show the comparison of the configuration energies obtained with AMOEBA and Q-AMOEBA compared to accurate quantum references for water clusters of different sizes. For numbers of atoms $n < 6$, the CCSD(T) level of theory has been used whereas larger clusters, such as octamers, 16-17 mers and 20-mers were investigated at the MP2 level. These studies provide the optimized structures and binding energies (BEs) of these clusters that were used as a reference for the Q-AMOEBA parametrization. For a given model, the binding energy is defined as the difference between the optimized cluster energy and the sum of the energies of the optimized monomers. Over all the configurations
Table 2: Binding Energies of the 10 Smith dimers using Q-AMOEBA compared to the AMOEBA03 model and ab initio references. The table distinguishes between Q-AMOEBA (PIMD) and Q-AMOEBA (adQTB) depending on which method was used to include NQE in the calibration of the model. CCSD(T) results come from reference. 

| (H$_2$O)$_2$ | CCSD(T) | AMOEBA03 | Q-AMOEBA (PIMD) | Q-AMOEBA (adQTB) |
|--------------|---------|----------|----------------|-----------------|
| Smith01      | -4.97   | -4.58    | -4.96          | -4.95           |
| Smith02      | -4.45   | -3.98    | -4.35          | -4.34           |
| Smith03      | -4.42   | -3.94    | -4.3           | -4.3            |
| Smith04      | -4.25   | -3.54    | -3.49          | -3.43           |
| Smith05      | -4.00   | -2.69    | -3.06          | -3.00           |
| Smith06      | -3.96   | -2.59    | -2.95          | -2.90           |
| Smith07      | -3.26   | -2.55    | -2.81          | -2.73           |
| Smith08      | -1.30   | -0.8     | -1.04          | -0.95           |
| Smith09      | -3.05   | -2.69    | -2.97          | -2.90           |
| Smith10      | -2.18   | -1.89    | -2.14          | -2.07           |
| RMSE         | 0.81    | 0.53     | 0.57           |                 |
explored, both Q-AMOEBA models give very similar and accurate results. In particular, Q-AMOEBA consistently yields more accurate BE for the Smith dimers than AMOEBA03 with Root Mean Squared Errors (RMSE) in kcal/mol of 0.53 and 0.57 compared to 0.81 for AMOEBA03. For water clusters of intermediate sizes ($3 \leq n \leq 8$), Q-AMOEBA slightly overestimates BEs while remaining within a 0.5 kcal/mol per monomer range. The accuracy of Q-AMOEBA improves for the largest clusters, yielding an overall smaller RMSE than AMOEBA03 (overall improvement of approximately 0.9 and 0.2 kcal.mol$^{-1}$). This agreement should translate into a better representation of condensed phase properties.

**Structural properties of water**

Radial Distribution Function (RDFs) are a good indicator of the local molecular structure in the liquid phase both in terms of the different peak positions and their width. They were computed from NVT simulations at 298.15 K and the corresponding equilibrium volume. In Figure [1], the PIMD (dash red curve) and adQTB (dot and dash green curve) radial distributions are compared to the experimental data obtained from X-ray scattering (2013)\textsuperscript{82} and neutron diffraction (1986).\textsuperscript{83} These data were not included in our parametrization and hence were used as a first test.

Both Q-AMOEBA results are almost indistinguishable and overall in close agreement with experiments. The difference between simulation and experimental curves are of the same order as the discrepancies within experimental data. For instance, the first peak of the Oxygen-Oxygen RDF is located at 2.73 Å in the X-ray scattering experiment whereas it is at 2.80 Å in the neutron diffraction one. It is well reproduced by the two Q-AMOEBA models, with peaks located respectively at 2.80 Å (PIMD) and 2.79 Å (adQTB).

Intramolecular structure is illustrated by the average O-H distance and H-O-H angle as shown in table [\textsuperscript{4}]. NQEs tend to slightly increase the average O-H distance and H-O-H angle of water molecules in the liquid phase. This is why both sets of parameters have a reduced ideal angle compared to the initial set of parameters (106.2° in adQTB and 107.2°
Table 3: Binding Energies of trimer to 20-mer of water clusters computed using Q-AMOEBA compared to AMOEBA03 and ab initio. The table distinguishes between Q-AMOEBA (PIMD) and Q-AMOEBA (adQTB) depending on which method was used to include NQEs in the calibration of the model. QM reference correspond to CCSD(T) for $n \leq 6$ and to MP2 for $n \geq 8$.

| (H$_2$O)$_n$ | geometry   | QM        | AMOEBA03   | Q-AMOEBA (PIMD) | Q-AMOEBA (adQTB) |
|-------------|------------|-----------|------------|-----------------|-----------------|
| n=3         | cyclic     | -15.74    | -15.03     | -16.05          | -16.11          |
| n=4         | cyclic     | -27.40    | -27.63     | -28.98          | -29.32          |
| n=5         | cyclic     | -35.93    | -36.38     | -38.19          | -38.72          |
| n=6         | prism      | -45.92    | -45.71     | -47.88          | -48.36          |
|             | cage       | -45.67    | -45.82     | -47.95          | -48.39          |
|             | bag        | -44.30    | -44.79     | -46.97          | -47.53          |
|             | cyclic chair | -44.12   | -44.62     | -46.88          | -47.60          |
|             | book1      | -45.20    | -45.6      | -47.8           | -48.39          |
|             | book2      | -44.90    | -45.37     | -47.55          | -48.11          |
|             | cyclic boat1 | -43.13   | -43.78     | -45.79          | -46.65          |
|             | cyclic boat2 | -43.07   | -43.84     | -46.04          | -46.73          |
| n=8         | S4         | -72.70    | -72.34     | -75.71          | -76.46          |
|             | D2d        | -72.70    | -72.39     | -75.75          | -76.50          |
| n=11        | 434        | -105.72   | -101.74    | -106.40         | -107.52         |
|             | 515        | -105.18   | -102.08    | -106.85         | -108.11         |
|             | 551        | -104.92   | -101.85    | -106.61         | -107.86         |
|             | 443        | -104.76   | -101.86    | -106.63         | -107.78         |
|             | 4412       | -103.97   | -101.41    | -106.26         | -107.50         |
| n=16        | boat-a     | -170.80   | -161.21    | -168.83         | -170.57         |
|             | boat-b     | -170.63   | -161.54    | -169.12         | -170.92         |
|             | antiboat   | -170.54   | -162.26    | -169.98         | -171.95         |
|             | ABAB       | -171.05   | -161.18    | -168.69         | -170.32         |
|             | AABB       | -170.51   | -160.98    | -168.51         | -170.13         |
| n=17        | sphere     | -182.54   | -173.02    | -181.21         | -183.32         |
|             | 5525       | -181.83   | -172.32    | -180.42         | -182.46         |
| n=20        | dodecahedron | -200.10  | -197.03    | -206.1          | -208.54         |
|             | fused cubes | -212.10   | -205.76    | -215.35         | -217.42         |
|             | face sharing prisms | -215.20 | -206.13    | -215.74         | -218.05         |
|             | edge sharing prisms | -218.10 | -208.46    | -218.40         | -220.85         |
| RMSE        |            | 3.33      | 2.36       | 3.12            |
Figure 1: RDFs computed at 298.15K with Q-AMOEBA compared to the X-ray (2013)\cite{82} and Neutron (1986)\cite{83} diffraction experiments.
in PIMD compared to 108.2° in AMOEBA03). However, the PIMD values of table 4 are a little overestimated whereas this effect was compensated in our adQTB model by decreasing further the associated equilibrium parameters (from 0.9572 to 0.9472 Å for the O-H distance and 108.2° to 106.2° for the H-O-H angle). Interestingly, the modeling of the average value of the H-O-H angle in liquid phase compared to its average value in gas phase is known to be problematic with classical force fields and requires to artificially increase the equilibrium parameter. It has been shown that this can be traced back to the absence of charge-flux effect. The former effect of NQEs on these averages highlights the need to explicitly include them to design accurate models of water.

Table 4: Average O-H bond length and H-O-H angle while using the Q-AMOEBA parameters compared to the experimental results.

|                  | PIMD (32 beads) | PIMD (64 beads) | adQTB   | Expt    |
|------------------|----------------|----------------|---------|---------|
| $r_{OH}(\text{Å})$ | 0.985          | 0.985          | 0.975   | 0.97    |
| $\theta_{HOH}(\text{deg})$ | 106.08         | 106.10         | 104.95  | 105.1   |

**Infrared spectra**

The infrared absorption spectrum can be related to the total dipole derivative autocorrelation function as:

$$n(\omega) \alpha(\omega) = \frac{\pi \beta}{3V \epsilon_0} C_{\dot{\mu}(\omega)}(\omega)$$  \hspace{1cm} (4)

with $n(\omega)$ the refractive index, $\alpha(\omega)$ the Beer-Lambert absorption coefficient, $\beta = 1/k_B T$ the inverse thermal energy, $V$ the system’s volume and $C_{\dot{\mu}(\omega)}$ the Kubo autocorrelation spectrum of the total dipole time derivative $\dot{\mu}$. In the AMOEBA framework, the total dipole moment is estimated as:

$$\mu = \sum_{i=1}^{N_{\text{at}}} \left( q_i \mathbf{r}_i + \mu_i^0 + \mu_i^{\text{ind}} \right)$$  \hspace{1cm} (5)

where $q_i$ are permanent charges located on the atom’s position $\mathbf{r}_i$, $\mu_i^0$ are permanent dipoles (which magnitudes are fixed but rotate with the water molecules) and $\mu_i^{\text{ind}}$ are induced
Figure 2: IR absorption spectra computed at 300 K and $\rho = 0.997 \text{ g.cm}^{-3}$ with the Q-AMOEBA water model the adQTB and PIMD methods with their respective set of parameters (green and red curves, respectively). The classical curve (light blue) is obtained from classical MD simulations with the Q-AMOEBA (adQTB) model. They are compared with AMOEBA03 (classical MD) and experimental data. The right part of the plot, corresponding to the stretching mode is multiplied by 0.5. The number in parenthesis refers to the set of force field parameters used in the simulations: (1) PIMD; (2) adQTB (see text).
dipoles that are obtained at each step of the dynamics via a minimization procedure. Since no analytical form for the time derivative of the induced dipole is available, it is estimated using finite differences of the total dipole moment over the trajectory.

The IR spectrum is directly evaluated in path integrals simulations in the framework of TRPMD\textsuperscript{76} while it is recovered from adQTB simulations through the following relation in the Fourier domain:\textsuperscript{87}

\[
C_{\hat{\mu}\hat{\mu}}(\omega) \approx \frac{\tanh(\beta \hbar \omega/2)}{\beta \hbar \omega/2} C_{\hat{\mu}\hat{\mu}}^{\text{adQTB}}(\omega)
\]

In practice, it is directly estimated from the Fourier transform of the dipole derivative trajectory (averaged over the beads in TRPMD simulations) according to the Wiener-Khinchin theorem. Furthermore, in the adQTB method, the relatively high friction coefficient (that is required to compensate ZPEL) tends to broaden spectral lineshapes so that it is necessary to use the deconvolution procedure of ref.\textsuperscript{88} to improve the spectrum.

Figure 2 shows the IR spectra calculated using TRPMD and adQTB compared to the experimental spectrum (extracted from ref.\textsuperscript{53}), classical AMOEBA03 spectrum and the classical spectrum obtained from a simulation using the parameters optimized for adQTB. The spectra from both quantum simulations are very similar in their peak positions and are in good agreement with the experimental data. As already well documented\textsuperscript{45,65,86} including NQEs shifts the intramolecular peaks (bending around 1600 cm\(^{-1}\) and stretching around 3500 cm\(^{-1}\)) towards lower frequencies. Relative intensities between the spectral features are similar in quantum and classical simulations and agree well with experimental results (although, we can note that the TRPMD spectrum for the stretching peak is broadened compared to the other simulations, which is a well known discrepancy of this method). The low-frequency features are very similar for AMOEBA03, TRPMD and adQTB (although slightly more intense for the adQTB) and are red-shifted compared to the results obtained in classical simulations with Q-AMOEBA (light blue), showing the impact of NQEs even at those low frequencies. The general shape of these low-frequency features are in good agreement with the experimental spectrum and even display some sub-structure at around
200 cm\(^{-1}\) that is due to slow induced-dipole dynamics\(^{23}\)\(^{29}\) and is absent for non-polarizable models, even when including NQEs.\(^{23}\)

**Thermodynamic properties**

Thermodynamic properties of the two Q-AMOEBA set of parameters were computed from temperatures ranging from 249.15K to 369.15 K under 1 atm. As shown in Figure 3, the characteristic bell shape of the density versus temperature curve is well captured by the Q-AMOEBA force fields. The deviations from the experimental result are minor, with average densities at ambient temperature of 0.998 and 0.999 g.cm\(^{-3}\) for the PIMD and adQTB methods respectively, compared to the experimental value of 0.997 g.cm\(^{-3}\) (less than 0.2% difference). In both high and low ranges of temperature, the density is slightly underestimated by a maximum of 0.85% at 369.15K. The Figure also shows the curve obtained from a classical MD simulation using the Q-AMOEBA (adQTB) set of parameters (light blue curve). It differs significantly from the AMOEBA03 classical reference, which shows

![Figure 3: Density of liquid water at P = 1 atm as a function of the temperature for different AMOEBA models. The dashed line represents the density while using the Q-AMOEBA PIMD method whereas the dot-dashed lines are obtained with the Q-AMOEBA adQTB method. Experimental data come from.\(^{94}\) The number in parenthesis refers to the set of force field parameters used in the simulations: (1) PIMD; (2) adQTB (see text).](attachment://figure3.png)
that the changes made to the force field parameters have a sizeable impact on the density. Even more importantly, the classical MD curve displays strong discrepancies with the corresponding adQTB and PIMD results: the temperature of maximum density $T_{MD}$ is shifted to higher values while the density is significantly reduced at low temperature and increased at high temperatures with respect to the results obtained including NQEs. To explain this impact of NQEs, we come back to the peculiarities of liquid water that explain the unusual bell shape of the density curve. The latter is related to the tetrahedral arrangement of the water molecules, which tends to produce a loosely packed local structure. For $T < T_{MD}$, increasing the temperature allows hydrogen bonds to strain and break more easily, which in turns enables larger deviations from the tetrahedral order with a better packing efficiency and therefore an increase of the density. On the other hand, for $T > T_{MD}$, a competitive process tends to dominate: the breaking of H-bonds tends to increase nearest-neighbors distances which leads to the more usual thermal expansion observed at high temperature.

Within the Q-AMOEBA model, we observe that the inclusion of NQEs tends to increase the density for $T < T_{MD}$ and to decrease it above $T_{MD}$, which indicates that NQEs lead to an overall weakening of the hydrogen bonds over the whole temperature range. This is consistent with experimental observations of isotope effects in liquid water, most of which suggest that hydrogen bonds are weaker in H$_2$O than in D$_2$O, the latter isotope being heavier hence *more classical*. In particular, the experimental $T_{MD}$ shifts from 277.15 K for H$_2$O to 284.32 K for D$_2$O and even 286.55 K for T$_2$O, which agrees qualitatively with the observed shift between the quantum and classical MD curves within the Q-AMOEBA model.

This reasoning is further confirmed by the study of the different non-bonded energy contributions of the Q-AMOEBA force field in Table 5. PIMD values are superior by approximately 1.0 kcal/mol per water molecule at 298.15K to their classical counterpart, a trend which is consistent over the whole temperature range. Notably, the impact of NQEs on the hydrogen bond strength strongly depends on the underlying water model. For ex-
Table 5: Average energy contributions of Q-AMOEBA obtained with the different methods at 298.15 K. The classical row corresponds to the adQTB set of parameter. All energies are given in kcal.mol$^{-1}$ per water molecule and obtained from 1 ns simulations at constant volume corresponding to the density $\rho = 0.997$ g.cm$^{-3}$. The number in parenthesis refers to the set of force field parameters used in the simulations: (1) PIMD; (2) adQTB (see text).

| Bond stretching | Angle bending | Urey-Bradley | Van der Waals | Atomic Multipoles | Polarization | Non-Bonded |
|-----------------|---------------|--------------|---------------|-------------------|--------------|------------|
| Classical (2)   | 0.75          | 0.43         | -0.03         | 5.48              | -11.43       | -5.19      | -11.14     |
| adQTB (2)       | 5.55          | 1.22         | -0.11         | 4.37              | -9.95        | -4.43      | -10.01     |
| PIMD (1) (32 beads) | 5.43        | 1.19         | -0.12         | 4.32              | -9.87        | -4.35      | -9.9       |
| PIMD (1) (64 beads) | 5.57        | 1.20         | -0.12         | 4.33              | -9.88        | -4.38      | -9.93      |

ample in the q-TIP4P/f model, densities computed in PIMD or in classical MD are very similar$^{65}$ whereas in the TTM2.1-F FF both curves are overestimated$^{93}$ and the PIMD density is lower than its classical counterpart at all temperatures.

It has been recognized that NQEs also play an important role in determining the enthalpy of vaporization $\Delta H_{\text{vap}}$ of water and that they should be taken into account explicitly for accurate prediction of this observable.$^{94,95}$ Assuming water vapor to be an ideal gas, one may find:

$$\Delta H_{\text{vap}} = E_{g} - E_{\text{liq}} + P(V_{g} - V_{l})$$

(7)

where $E_{g}$ is the average total energy in the gas phase and $E_{\text{liq}}$ the average total energy per molecule in the liquid phase. As shown in Figure 4 classical enthalpy of vaporization is overestimated and decreases with the inclusion of NQEs. The Q-AMOEBA classical result (dot light blue) yields $\Delta H_{\text{vap}} = 11.5$ kcal.mol$^{-1}$ at 298.15 K which is $\sim$0.5 kcal.mol$^{-1}$ higher than the reference. On the other hand the PIMD and adQTB results underestimate the $\Delta H_{\text{vap}}$ by approximately $\sim$0.8 kcal.mol$^{-1}$, similarly to other sophisticated models,$^{96}$ while capturing the correct slope of the curve with increasing temperature. Since the correct slope is recovered, some hypothesis tracking back the small resulting Q-AMOEBA discrepancies (compared to experiment) to the reference ab initio computations can be introduced. First, as we discussed the impact of NQEs on the hydrogen bond strength, it is highly probable that our CCSD(T) reference level does not fully reflect the experimental high complexity of
the potential energy surfaces of water dimers and clusters. Indeed, at this level of accuracy, small changes in gas phase reference computations could still impact the predicted condensed phase properties. If the explicit inclusion of triple excitations clearly increases the strength of interactions (97), it has been shown that CCSDTQ approaches yield to relatively small but non-negligible improvement in the optimized CCSD(T) geometry and interaction energy for the water dimer.98 Furthermore, one can guess that the simple Q-AMOEBA functional form probably reach its limit in capturing highly complex electron density delocalization/overlap effects that would require the inclusion of higher-order excitations. Models like SIBFA30 or AMOEBA+34,35 that include additional overlap/delocalization effects such as electrostatic penetration, charge transfer, etc., could be potentially better able to capture such non-trivial interactions.

Figure 4: Enthalpy of vaporization at $P = 1$ atm as a function of the temperature with the different models. The dashed line represents the PIMD results and the dot-dashed lines the adQTB ones. The number in parenthesis refers to the set of force field parameters used in the simulations: (1) PIMD; (2) adQTB (see text). Experimental data (continuous line) are taken from.99

The validity of Q-AMOEBA was further studied by computing other equilibrium properties of liquid water which were not included in the objective function of FB: the isobaric heat capacity $c_p$, the thermal expansion coefficient $\alpha_P$, the isothermal compressibility $\kappa_T$ and the
The isobaric heat capacity is defined as:

\[ c_p = \left( \frac{\partial H}{\partial T} \right)_P \]  \tag{8}

where \( H \) and \( T \) are the enthalpy and the temperature at a given pressure \( P \). In practice, \( c_p \) is estimated as the temperature derivative of a fourth-order polynomial interpolating the values of \( H \) obtained at different temperatures. It is well known that the heat capacity is strongly affected by NQEs. Indeed, at room temperature, the fluctuations of the high-frequency intramolecular modes are almost exclusively due to zero point energy effects and essentially independent of the temperature. Therefore intramolecular energy terms give almost no contribution to the heat capacity, which is not the case in the classical picture, leading to a significant overestimation of \( c_p \) when NQEs are not included explicitly. Indeed, as shown in Fig. 5, classical MD simulations overestimate \( c_p \) for both Q-AMOEBA and AMOEBA03. On the contrary, including NQEs allows recovering lower values much closer to experiment.

The thermal expansion coefficient \( \alpha_P \) is calculated using analytic differentiation of a
polynomial fit of the simulated density $\rho(T)$:

$$\alpha_p = \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_p = -\frac{d \ln \rho(T)}{dT}$$  

(9)

It shows the same trend as described above for the density: classical MD yields too negative results at low temperature, a trend corrected by the inclusion of NQEs. At high temperatures, all the methods behave similarly.

![Graph showing thermal expansion coefficient as a function of temperature](image)

Figure 6: Thermal expansion coefficient at $P = 1$ atm as a function of the temperature with the different set of parameters. The number in parenthesis refers to the set of force field parameters used in the simulations: (1) PIMD; (2) adQTB (see text). Experimental data are taken from.

Longer NPT simulations of 10 ns were performed to converge the static dielectric constant and the self-diffusion coefficient and 20 ns for the isothermal compressibility. The isothermal compressibility, that characterizes the volume change as a response to an applied pressure, can also be related to the volume fluctuations in an NPT simulation:

$$\kappa_T = -\frac{1}{V} \left( \frac{\partial V}{\partial P} \right)_{T,N} = \frac{1}{k_B T} \frac{\langle V^2 \rangle - \langle V \rangle^2}{\langle V \rangle}$$  

(10)

Simulations with classical nuclei in the Q-AMOeba model tend to amplify the variations of this observable with $T$, and to underestimate its value at high temperature. The explicit
Figure 7: Isothermal compressibility at \( P = 1 \) atm as a function of the temperature with the different models. The number in parenthesis refers to the set of force field parameters used in the simulations: (1) PIMD; (2) adQTB (see text). Experimental data are taken from [100]

inclusion of NQEs reduces the variations of \( \kappa_T \) over the explored temperature range, and yield a shape that is very similar to the experimental curve, though with slightly larger values (particularly for the PIMD model). Overall, the results of the adQTB model are significantly improved with respect to that of the original AMOEBA03, whereas the PIMD ones are similar to it, which highlights that the original FF implicitly takes into account NQEs in its parametrization.

The static dielectric constant is calculated from the fluctuations of the total dipole moment as:

\[
\varepsilon_r = 1 + \frac{4 \pi}{3 k_B T \langle V \rangle} \left( \langle \mu^2 \rangle - \langle \mu \rangle \cdot \langle \mu \rangle \right)
\]  

(11)

with \( \langle \mu \rangle \) the average total dipole moment defined in eq. (5) and \( \langle V \rangle \) the average volume of the simulation box. The results are satisfactory for \( \varepsilon_r \) with Q-AMOEBA and show the impact of NQEs on this property: they significantly reduce \( \varepsilon_r \) at low temperature and have a smaller influence when \( T \) increases.

The self-diffusion coefficient was evaluated at 298.15K under 1 atm using the Einstein
Figure 8: Static dielectric constant at $P = 1$ atm as a function of the temperature with the different set of parameters. The number in parenthesis refers to the set of force field parameters used in the simulations: (1) PIMD; (2) adQTB (see text). Experimental data are taken from.\textsuperscript{69}

equation:

$$D_0 = \lim_{t \to \infty} \frac{d}{dt} \langle |r(t) - r(t_0)|^2 \rangle$$

(12)

The mild Langevin thermostat (friction of $\gamma = 1$ ps$^{-1}$) applied to the centroid in the TRPMD method has been shown to have only a small effect on the computed diffusion whereas the adQTB method requires larger frictions ($\gamma = 20$ ps$^{-1}$) which affects the diffusion.\textsuperscript{65,101} The PIMD (TRPMD) value is $2.29 \pm 0.01 \times 10^5$ cm$^2$.s$^{-1}$ which is in excellent agreement with the experimental value of $2.30 \times 10^5$ cm$^2$.s$^{-1}$ and larger than the associated classical one ($0.91 \pm 0.01 \times 10^5$ cm$^2$.s$^{-1}$). The quantum/classical ratio of this quantity has been observed to vary widely among water models.\textsuperscript{52,53,93} On the other hand, the adQTB value is $0.78 \pm 0.01 \times 10^5$ cm$^2$.s$^{-1}$ which is around three times lower than the expected value due to the large $\gamma$ of the Langevin thermostat.\textsuperscript{65} The slower diffusion can be associated with a less efficient sampling,\textsuperscript{89} but this is largely compensated by the considerable speedup of the adQTB method compared to path integral ones.

Finally, the molecular dipole moments were also studied in order to further confirm the previous interpretation regarding the impact of NQEs with respect to the underlying
Figure 9: Molecular dipole moments at $P = 1$ atm as a function of the temperature with the different set of parameters. The number in parenthesis refers to the set of force field parameters used in the simulations: (1) PIMD; (2) adQTB (see text).

hydrogen bonds strength. Figure 9 shows that, in classical MD simulations with the Q-AMOEBA model, the dipole moment is larger than in the original AMOEBA03 force field, indicating stronger hydrogen bonds in the new model. At room temperature, the value obtained from classical simulations with the Q-AMOEBA model is 2.90 D, whereas, explicitly including NQEs via PIMD or adQTB weakens the H-bonds and reduces the dipole moment to 2.76 D or 2.78 D, respectively. These values are close to those obtained in AMOEBA03, and in agreement with ab initio simulations and experiments.\cite{102,103}

**Heavy water**

Isotope effects are an important marker of the relevance of NQEs, since classical thermodynamics predicts different isotopes to have identical thermal equilibrium properties. Therefore, explicit treatment of NQEs is necessary to describe effects such as those arising from the substitution of H by its heavier isotope D.\cite{104} To further validate the Q-AMOEBA approach, we present in Table 6 the values for heavy water D$_2$O of some thermodynamic properties previously presented, focusing on those known to be most impacted by the isotopic substitution.
Table 6: Thermodynamic properties computed at 298.15K under 1 atm pressure for both Q-AMOEBA models for H\textsubscript{2}O and D\textsubscript{2}O compared to experimental values.\textsuperscript{99,105} The density \(\rho\) is given in g.cm\(^{-3}\), the enthalpy of vaporization \(\Delta H_{\text{vap}}\) in kcal.mol\(^{-1}\) and the isobaric heat capacity \(c_p\) in cal.mol\(^{-1}\).K\(^{-1}\). The number in parenthesis refers to the set of force field parameters used in the simulations: (1) PIMD; (2) adQTB (see text

|       | H\textsubscript{2}O       | D\textsubscript{2}O       |
|-------|--------------------------|--------------------------|
| \(\rho\) | 0.998  (1)  0.999  (2)  0.997 | 1.109  (1)  1.106  (2)  1.104 |
| \(\Delta H\) | 9.65  9.55  10.52  10.25 | 10.28  10.85 |
| \(c_p\)  | 21.087  18.297  18.002  22.724 | 21.885  20.148 |

Overall, Q-AMOEBA yields the correct trends for the isotopic substitution of H by D with an increase of the heat capacity \(c_p\) and of \(\Delta H_{\text{vap}}\). For the latter, the amplitude of the change is overestimated by a factor of 2 approximately, with a change of \(\sim 0.6\) kcal.mol\(^{-1}\) for Q-AMOEBA, with respect to the experimental value of 0.3 kcal.mol\(^{-1}\). Concerning \(c_p\), the isotope effect is also overestimated by Q-AMOEBA (adQTB) with an increase of \(\sim 3.6\) kcal.mol\(^{-1}\) compared to the experimental 1.9 kcal.mol\(^{-1}\). The Q-AMOEBA (PIMD) model is more accurate in its prediction of the increase of \(c_p\) under deuteration but it slightly overestimates the heat capacity in general (for both H\textsubscript{2}O and D\textsubscript{2}O). This different behavior of the two Q-AMOEBA variants for this observable might be related to the slight differences in the intramolecular parameters of the two models. It is very promising that the Q-AMOEBA model is able to capture qualitatively well the effects of the deuteration of water, even though the changes of the properties with isotope substitution are sometimes overestimated (it was also the case for the isotope shift of the temperature of maximum density \(T_{MD}\), discussed in section ). The remaining discrepancies indicate that, within the tunability offered by the AMOEBA functional form, the optimization via FB leads to parameters that yield slightly too weak hydrogen bonds, which in turns leads to an overestimation of isotope effects since weak H-bonds tend to be further weakened by NQEs.\textsuperscript{106} This interpretation is also consistent with the slight underestimation of \(\Delta H_{\text{vap}}\) by Q-AMOEBA and with the diffusion coefficient found for D\textsubscript{2}O: \(1.45\pm0.02\times10^5\) cm\(^2\).s\(^{-1}\) compared to the experimental
value of 1.77×10^5 cm^2.s^{-1}. More refined FFs (such as the AMOEBA+ functional form), when suitably re-parametrized to include NQEs explicitly, might, in the future, offer even more quantitatively accurate predictions for isotope effects in water and biological systems.

**Ice I_c**

The study was further extended by studying the density of ice phase I_c at 78.0 K under 0 atm of Q-AMOEBA. 128 beads were used to converge PIMD simulations. Q-AMOEBA gives 0.893 and 0.906 g.cm^{-3} in PIMD and adQTB respectively whereas the experimental value is 0.931 g.cm^{-3} thus giving a maximum difference of ∼ 4%. Although classical MD simulations with AMOEBA03 yield a density ∼ 2% smaller than the experimental value, PIMD simulations with the same model underestimate the density by ∼ 6.8%. Hence, even if Q-AMOEBA probably tends to slightly overemphasize NQEs, it still improves considerably compared to PIMD simulations with AMOEBA03. This indicates that the satisfactory results obtained for Ice with AMOEBA03 in classical MD simulations are due to error compensations and an implicit inclusion of NQEs in the FF parametrization, which limits its transferability. We therefore expect Q-AMOEBA to offer overall more robust predictions in this low-temperature range.

**Conclusion**

The newly introduced Q-AMOEBA model allows capturing NQEs with an improved accuracy thanks to their explicit inclusion in the parametrization process. The computational load of this parametrization was significantly reduced by resorting to the adaptive Quantum Thermal Bath method. The final Q-AMOEBA model is significantly different from the original AMOEBA03 force field and the explicit inclusion of NQEs led to an improved intramolecular potential with O-H bond length and H-O-H angle parameters closer to their gas phase values compared to the original AMOEBA03. While Q-AMOEBA is shown to
accurately reproduce gas phase quantum chemistry computations, even for large molecular aggregates, it is also shown to be extremely robust for the prediction of condensed phase properties. Improved results on liquid water compared to AMOEBA03 are observed while transferability to ice is shown to be similar to previous models. The IR absorption spectrum is also better reproduced with Q-AMOEBA. Importantly, the model is also able to capture the experimental trends associated to the deuteration of water. Isotope effects are a valuable indicator of NQEs since they are absent in a classical description of the nuclei. Q-AMOEBA yields qualitatively correct predictions for the changes of thermodynamic quantities in heavy water compared to normal water, although it tends to overestimate these changes. We interpret it as a sign that the hydrogen bonds strength is slightly underestimated by Q-AMOEBA, which should be improved with more advanced functional forms such as AMOEBA+ and improved reference ab initio computations including higher level of couple cluster excitations. Concerning the functional form of the force field, it is shown that the inclusion of the many-body polarization effects lead to non-trivial interplay with NQEs. Since adQTB simulations can be performed at near classical cost, the improved Q-AMOEBA model can be easily extended to organic molecules, proteins and nucleic acids, opening the possibility for the large scale study of the importance of NQEs in biophysics.

Technical Appendix

Derivatives of average properties with respect to parameters in the path integrals formalism

In order to optimize, the parameters of the force field using experimental data on average properties (for example densities, enthalpy of vaporization, etc...), ForceBalance must be able to compute derivatives of these properties with respect to the FF parameters. While it is possible to simply use finite differences to numerically perform these derivatives, it is well-known that they are very sensitive to statistical noise on average values (computed over
a molecular dynamics simulation) so that very long simulations would be necessary. Furthermore, one would have to perform multiple simulations with slightly different parameters in order to compute a single derivative. In ref. [23] the authors propose to use the explicit form of the partition function in order to compute parametric derivatives as an average value over a single MD simulation with the current parameters. For a parameter $\lambda$ and an observable $A(\mathbf{r}; \lambda)$, the derivative can be expressed in the classical NPT ensemble as:

$$\frac{\partial \langle A \rangle_\lambda}{\partial \lambda} = \left\langle \frac{\partial A}{\partial \lambda} \right\rangle_\lambda - \beta \left\langle A \frac{\partial E}{\partial \lambda} \right\rangle_\lambda - \langle A \rangle_\lambda \left\langle \frac{\partial E}{\partial \lambda} \right\rangle_\lambda$$

(13)

where $E(\mathbf{r}, V; \lambda)$ is the potential energy and $\langle \cdot \rangle_\lambda$ denotes an expectation value over the distribution $\rho(\mathbf{r}; \lambda) \propto e^{-\beta (E(\mathbf{r}, V; \lambda) + PV)}$.

This expression can be generalized to PI simulations using the same process with the path integral partition function. Let us denote $\langle \cdot \rangle_{N,\lambda}$ the expectation value over the $N$-beads path integral distribution:

$$\rho_N(\mathbf{r}_1, \ldots, \mathbf{r}_N; \lambda) = e^{-\beta \left[ \sum_{i=1}^N E(\mathbf{r}_i; V; \lambda) + K(\mathbf{r}_1, \ldots, \mathbf{r}_N) + PV \right]} / Z_N(\lambda)$$

(14)

with $K(\mathbf{r}_1, \ldots, \mathbf{r}_N)$ the PI harmonic energy that couples the different beads (which is independent of $\lambda$) and $Z_N(\lambda)$ the partition function that normalizes $\rho_N$. For convenience, let us denote $O = \sum_{i=1}^N O(\mathbf{r}_i, V; \lambda)/N$ the average over the beads for any function $O$. The parametric derivative of $\langle A \rangle_{N,\lambda}$ is then:

$$\frac{\partial \langle A \rangle_{N,\lambda}}{\partial \lambda} = \frac{\partial}{\partial \lambda} \left[ \int d\mathbf{r}_1 \ldots d\mathbf{r}_N \overline{A}(\lambda) \rho_N(\mathbf{r}_1, \ldots, \mathbf{r}_N; \lambda) \right]$$

$$= \left\langle \frac{\partial \overline{A}}{\partial \lambda} \right\rangle_{N,\lambda} - \beta \left\langle \overline{A}(\lambda) \left( \frac{1}{N} \sum_{i=1}^N \frac{\partial E(\mathbf{r}_i; V; \lambda)}{\partial \lambda} \right) \right\rangle_{N,\lambda} - \langle \overline{A}(\lambda) \rangle_{N,\lambda} \frac{1}{Z_N(\lambda)} \frac{\partial Z_N}{\partial \lambda}$$

$$= \left\langle \frac{\partial \overline{A}}{\partial \lambda} \right\rangle_{Z,N} - \beta \left\langle \overline{A} \frac{\partial E}{\partial \lambda} \right\rangle_{N,\lambda} - \langle \overline{A} \rangle_{N,\lambda} \left\langle \frac{\partial E}{\partial \lambda} \right\rangle_{N,\lambda}$$

29
which is almost identical to the classical expression except that all observables are averaged over the beads. This expression can be used in Force Balance in order to fit the force field parameters on properties computed using quantum nuclei in the path integrals framework.

**Pressure Estimator**

NPT simulations were performed using the Langevin-piston method to obtain all relevant constant-pressure properties. The isotropic pressure estimator is given by:

\[
P_{\text{int}} = \frac{2K}{3V} - \frac{dU}{dV} \tag{15}
\]

with \( V \) the volume of the simulated box and \( U \) the interatomic potential energy. In the PIMD framework, the kinetic energy \( K \) is given by the centroid virial estimator whereas in the adQTB it is obtained as:

\[
K(v_1, v_2, \ldots, v_{3N}) = \eta^{-1} \sum_i \frac{1}{2} m_i v_i^2 \tag{16}
\]

where \( \eta \) is a correction factor obtained through a deconvolution procedure in order to correct for the systematic error in the adQTB estimation of the kinetic energy due to the spectral broadening induced by the Langevin dynamics with relatively large friction coefficients \( \gamma \).

Despite this powerful procedure to correct the pressure estimation in adQTB, some differences remain with respect to PIMD calculations with the same set of parameters. More precisely, within the Q-AMOEBA (PIMD) model and for NVT simulations at 300 K, the average of the second term in equation (15) is -12840 atm and -12680 atm in adQTB and PIMD respectively, \( i.e. \) a difference of \( \sim 1.3\% \). The averages of the term (kinetic part) are equal respectively to 13040 and 12640 atm (\( \sim 3.2\% \) difference, though the PIMD value might still increase slightly for larger bead numbers). These discrepancies result in a \( \sim 160 \) atm difference in the total pressure estimation. Although relatively small for condensed phase simulations, this discrepancy causes a slight error on the density estimation in adQTB (of
the order of 1%) which is the main reason for the use of two different Q-AMOEBA sets of parameters for adQTB and PIMD.
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