Ultradiscrete limit of Bessel function type solutions of the Painlevé III equation
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Abstract

An ultradiscrete analog of the Bessel function is constructed by taking the ultradiscrete limit for a \( q \)-difference analog of the Bessel function. Then, a direct relationship between a class of special solutions for the ultradiscrete Painlevé III equation and those of the discrete Painlevé III equation which have a determinantal structure is established.

1 Introduction

Ultradiscretization is a limiting procedure to reduce a given difference equation into a piecewise linear equation, which is written by addition, subtraction and max operation among dependent variables. In this procedure, we first replace a dependent variable \( x_n \) in a given difference equation into \( X_n \) with

\[
x_n = e^{\frac{X_n}{\varepsilon}},
\]

where \( \varepsilon > 0 \) is a parameter. Then, applying \( \varepsilon \log \) to both side of the equation and then taking the limit \( \varepsilon \to +0 \). Noting the exponential laws and the identity

\[
\lim_{\varepsilon \to +0} \varepsilon \log \left( e^{\frac{X}{\varepsilon}} + e^{\frac{Y}{\varepsilon}} \right) = \max(X, Y),
\]

multiplication, division and addition among \( x_n \) are replaced with addition, subtraction and max operation, respectively. The resulting piecewise linear equation can be regarded as time evolution rule of a cellular automaton since its dependent variables will take discrete values as well as independent variables. Moreover, a solution of ultradiscrete system is automatically constructed if we
have a exact solution of the original equation. The box and ball system [2],
which is an ultradiscrete analog of the KdV equation, is well known as one
of the most famous examples of ultradiscretization. The soliton solutions of
the box and ball system are obtained from those of the discrete KdV equation
through the ultradiscrete limit.

However, \( x_n \) must be positive if we apply (1). An extended procedure [3],
ultradiscretization with parity variables (p-ultradiscretization), is proposed to
overcome this restriction. As an example, we consider a simple equation
\[
 x_{n+1} = -ax_n, \quad x_0 > 0, a > 0.
\] (3)
Since its solution
\[
 x_n = x_0(-a)^n
\] (4)
has indefinite sign, it is not possible to ultradiscretize this equation. We intro-
duce the parity (or sign) variable \( \xi_n = x_n/|x_n| \in \{1, -1\} \) and define a function
\[
 s(\xi) = \begin{cases} 
 1 & \xi = 1 \\
 0 & \xi = -1 \end{cases}
\] (5)
Note that a sign \( \xi \) is represented by \( \xi = s(\xi) - s(-\xi) \). We also introduce the
amplitude variable for \( x_n \) by \( |x_n| = e^{X_n} \). Then, we rewrite \( x_n \) as
\[
 x_n = \{s(\xi_n) - s(-\xi_n)\}e^{X_n}
\] (6)
and employ (1) instead of (1). Substituting (6) and \( a = e^{A} \) into (3) and
transposing the negative terms into the other side of the equation, we have
\[
 s(\xi_{n+1})e^{X_{n+1}} + s(\xi_n)e^{X_n} = s(-\xi_{n+1})e^{X_{n+1}} + s(-\xi_n)e^{X_n} + A
\] (7)
We apply \( \varepsilon \log \) to both side of the equation and then take the limit \( \varepsilon \to +0 \). If
we define a function \( S \) by
\[
 S(\xi) = \begin{cases} 
 0 & \xi = 1 \\
 -\infty & \xi = -1 \end{cases}
\] (8)
the identity
\[
 \lim_{\varepsilon \to +0} \varepsilon \log \left( s(\xi)e^{X} + e^{Y} \right) = \max(S(\xi) + X, Y)
\] (9)
holds, where the term including \(-\infty\) vanishes from max. We may regard \( S(\xi) \) as formal ultradiscrete analog of \( s(\xi) \) with \( s(\xi) = e^{2\pi i}\xi \). Utilizing this identity,
(7) is ultradiscretized as
\[
 \max(S(\xi_{n+1}) + X_{n+1}, S(\xi_n) + X_n + A)
 = \max(S(-\xi_{n+1}) + X_{n+1}, S(-\xi_n) + X_n + A).
\] (10)
If $\xi_n = 1$, this equation turns into
$$\max(S(\xi_{n+1}) + X_{n+1}, X_n + A) = S(-\xi_{n+1}) + X_{n+1}$$
and it is uniquely solved by $(\xi_{n+1}, X_{n+1}) = (-1, X_n + A)$. Considering all other cases, (10) is rewritten into the explicit form
\[
\begin{aligned}
\xi_{n+1} &= -\xi_n \\
X_{n+1} &= X_n + A
\end{aligned}
\tag{11}
\]
and its solution is
\[
\begin{aligned}
\xi_n &= \xi_0(-1)^n \\
X_n &= nA + X_0.
\end{aligned}
\tag{12}
\tag{13}
\]
Here, we note that the sign and order of (11) correspond to (12) and (13), respectively. The following lemma provides a useful sufficient condition to obtain a p-ultradiscrete solution.

**Lemma 1** If a solution of a given difference equation $x_n(\varepsilon)$, where $\varepsilon$ is an arbitrary positive parameter, is evaluated as
\[
x_n(\varepsilon) = (-1)^{\xi_n} e^{X_n(\varepsilon)/c_n + O(\varepsilon)}, \quad c_n > 0,
\tag{14}
\]
a pair of the sign $(-1)^{\xi_n}$ and amplitude $X_n$ solve the corresponding p-ultradiscrete equation. ■

An application of p-ultradiscretization to the Painlevé II equation is reported recently. A $q$-difference analog of the Painlevé II equation possesses a class of special solutions written in terms of the determinant whose entries are given by solutions of the $q$-Airy equation. Solutions of initial value problems to the p-ultradiscrete Painlevé II equation are presented in [5] and [6], and the direct relationship between these ultradiscrete solutions and discrete solutions is clarified in [7] through the procedure of p-ultradiscretization. In addition, the p-ultradiscrete analog of the Painlevé VI equation and its special solutions are presented and asymptotic behavior of solutions is discussed in [8]. It is an interesting problem to construct p-ultradiscrete analogs of other Painlevé equations and study their solutions as fundamental examples of ultradiscrete system with parity variables.

In this paper, we focus on a discrete analog of the Painlevé III equation (dP\textsubscript{III}) which is written as [9]
\[
w(n + 1)w(n - 1) = \frac{\alpha w(n)^2 + \beta \lambda^n w(n) + \gamma \lambda^{2n}}{w(n)^2 + \delta w(n) + \alpha},
\tag{15}
\]
where $\alpha$, $\beta$, $\gamma$, $\delta$ and $\lambda$ are parameters. If we take a special set of parameters
\[
\begin{aligned}
\alpha &= -q^{4N} \\
\beta &= (q^{\nu+N} - q^{-\nu-N-2})q^{8N}(1 - q)^2 \\
\gamma &= q^{2(6N-1)}(1 - q)^4 \\
\delta &= (q^{\nu-N} - q^{-\nu+N})q^{2N} \\
\lambda &= q^2
\end{aligned}
\tag{16}
\]
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possesses a class of special solutions as follows. A $q$-difference analog of the Bessel equation is written as

$$J_\nu(q^2x) - (q^\nu + q^{-\nu})J_\nu(qx) + \{1 + (1 - q)^2x^2\}J_\nu(x) = 0, \quad (17)$$

where $q$ is a multiplicative difference interval which satisfies $|q| < 1$. We write

$$J_\nu(q^n) = J_\nu(n) \quad (18)$$

and consider a function with determinantal structure,

$$\tau_\nu^N(n) = \begin{vmatrix} J_\nu(n) & J_\nu(n + 1) & \cdots & J_\nu(n + N - 1) \\ J_\nu(n + 2) & J_\nu(n + 3) & \cdots & J_\nu(n + N + 1) \\ \vdots & \vdots & \ddots & \vdots \\ J_\nu(n + 2N - 2) & J_\nu(n + 2N - 1) & \cdots & J_\nu(n + 3N - 3) \end{vmatrix}. \quad (19)$$

Then, functions defined by

$$w_\nu^N(n) = \frac{\tau_\nu^N(n + 1)\tau_\nu^{N+1}(n)}{\tau_\nu^N(n)\tau_\nu^{N+1}(n + 1)} - q^{\nu+N} \quad (20)$$

solves (15) with parameters (16). Note that (19) satisfies bilinear equations

$$\tau_\nu^N(n)\tau_\nu^{N+1}(n + 1) - q^{\nu-N}\tau_\nu^N(n + 1)\tau_\nu^{N+1}(n)$$

$$= -(1 - q)q^{n+2N}\tau_\nu^N(n)\tau_\nu^{N+1}(n + 1), \quad (21)$$

$$\tau_\nu^{N+1}(n)\tau_\nu^N(n + 1) - q^{\nu-N+1}\tau_\nu^{N+1}(n + 1)\tau_\nu^N(n)$$

$$= (1 - q)q^{n+2N}\tau_\nu^{N+1}(n)\tau_\nu^N(n + 1), \quad (22)$$

$$\tau_\nu^N(n)\tau_\nu^{N+1}(n + 3) - q^{\nu-N}\tau_\nu^N(n + 1)\tau_\nu^{N+1}(n + 2)$$

$$= -(1 - q)q^n\tau_\nu^N(n)\tau_\nu^{N+1}(n + 3), \quad (23)$$

$$\tau_\nu^{N+1}(n)\tau_\nu^N(n + 3) - q^{\nu-N+1}\tau_\nu^{N+1}(n + 1)\tau_\nu^N(n + 2)$$

$$= (1 - q)q^n\tau_\nu^{N+1}(n)\tau_\nu^N(n + 3). \quad (24)$$

Our aim is to derive a class of special solutions for ultradiscrete analogs of (21)–(24) from (19) through the ultradiscrete limit. It is unavoidable to introduce p-ultradiscretization for the purpose since a solution of (17) shows oscillating behavior and the determinant (19) itself includes negative terms.

This paper is organized as follows. In section 2, we evaluate a $q$-difference analog of the Bessel function preparatory for main contents. Based on this result, we evaluate (19) into which we substitute the $q$-difference Bessel function in section 3. Finally, concluding remarks are given in section 4.
2 \( q \)-Bessel function and its ultradiscrete limit

In this section, we study a special solution of (17) with \( \nu \in \mathbb{Z}_{\geq 0} \), which we refer to as the \( q \)-Bessel function in this paper. It is given by

\[
J_{\nu}(x) = (1 - q)^{\nu} x^{\nu} \sum_{j=0}^{\infty} \frac{(-1)^j (1 - q)^{2j}}{(q^2; q^2)_j (q^2; q^2)_{\nu+j}} x^{2j},
\]

where

\[
(a; q)_k = \begin{cases} 1 & (k = 0) \\ (1 - a)(1 - aq) \ldots (1 - aq^{k-1}) & (k \in \mathbb{Z}_{>0}). \end{cases}
\]

Jackson's \( q \)-Bessel function, which is defined even for \( \nu \in \mathbb{C} \),

\[
J_{\nu}^{(1)}(x; q) = \frac{\left(q^{\nu+1}; q\right)_\infty}{(q; q)_\infty} \left(\frac{x}{2}\right)^\nu \phi_1 \left(0, 0; q^{\nu+1}; q, -\frac{x^2}{4}\right)
\]

is well known, where \( \phi_s \) is the basic hypergeometric series

\[
\phi_s \left( a_1, \ldots, a_r \mid b_1, \ldots, b_s ; q, z \right) = \sum_{j=0}^{\infty} \frac{(a_1; q)_j \ldots (a_r; q)_j}{(q; q)_j (b_1; q)_j \ldots (b_s; q)_j} \left((-1)^j q^{\frac{j(j+1)}{2}}\right)^{1-r+s} z^j.
\]

The relationship between (25) and (27) for \( \nu \in \mathbb{Z}_{\geq 0} \)

\[
J_{\nu}(x) = J_{\nu}^{(1)}(2(1 - q) x ; q^2)
\]

is readily found.

2.1 Evaluation of the \( q \)-Bessel function

Our aim in this subsection is to prove the following proposition.

**Proposition 1** (i) The \( q \)-Bessel function \( J_{\nu}(x) \) is deformed as

\[
J_{\nu}(x) = \frac{(1 - q)^{\nu} x^{\nu}}{- (1 - q^2 x^2; q^2)_{\infty}} \sum_{k=0}^{\infty} \frac{(-1)^k q^{2\nu(k+\nu)} (1 - q)^{2k} x^{2k}}{(q^2; q^2)_k (q^2; q^2)_{\nu+k}}.
\]

(ii) The evaluation as \( q \to 0 \)

\[
J_{\nu}(q^n) = \begin{cases} q^{n\nu} \left(1 + O(q)\right) & (n \geq 1) \\ q^{n(n+\nu-1)} \left(\frac{1}{2} + O(q)\right) & (0 \geq n \geq -\nu) \\ (-1)^{n+\nu+1} q^{n(n+\nu+1)-\frac{n(n-2)}{2}} \left(\frac{2}{\nu} + O(q)\right) & (n \leq -\nu - 1, n + \nu : \text{even}) \\ (-1)^{n+\nu+1} q^{n(n+\nu+1)-\frac{n(n-2)}{2}-\frac{n}{2}} \left(1 + O(q)\right) & (n \leq -\nu - 1, n + \nu : \text{odd}) \end{cases}
\]

holds for \( n \in \mathbb{Z} \).
In order to prove Proposition 1 (i), we introduce well-known formula \[10\]

\[
\frac{1}{(x; q)_\infty} = \sum_{k=0}^{\infty} \frac{1}{(q; q)_k} x^k
\]

\[
(x; q)_\infty = \sum_{k=0}^{\infty} \frac{(-1)^k q^{k(k-1)/2}}{(q; q)_k} x^k
\]

\[
(a; q)_{\nu+k} = (a; q)_\nu (aq^\nu; q)_k
\]

and the following lemma.

**Lemma 2**  
(i) The 'q-Euler transformation' \[11\]

\[
\sum_{j=0}^{\infty} c_j d_j x^j = \sum_{k=0}^{\infty} \left( \hat{D}^k c_0 \right) x^k \hat{B}^k f(x)
\]

holds, where

\[
f(x) := \sum_{j=0}^{\infty} d_j x^j
\]

\[
\hat{B} f(x) := \frac{f(x) - f(qx)}{(1-q)x}
\]

\[
[k] := \frac{1-q^k}{1-q}, \quad [k]! := \begin{cases} 1 & (k = 0) \\ [k][k-1] \ldots [1] & (k \in \mathbb{Z}_{>0}) \end{cases}
\]

\[
\hat{E} c_j := c_{j+1} (j \in \mathbb{Z}_{\geq 0}), \quad \hat{D}^k := (\hat{E} - 1)(\hat{E} - q) \ldots (\hat{E} - q^{k-1}).
\]

(ii) A formula

\[
\hat{D}^k c_0 = \sum_{j=0}^{k} (-1)^j q^{\frac{1}{2}(j+1)} \left[ \begin{array}{c} k \\ j \end{array} \right] c_{k-j}
\]

holds, where

\[
\left[ \begin{array}{c} k \\ j \end{array} \right] := \frac{[k]!}{[k-j]![j]!} = \frac{(q; q)_k}{(q; q)_{k-j}(q; q)_j}.
\]

■

(Proof of Proposition 1 (i)): We consider a function

\[
\hat{J}^{(1)}_\nu (t; q) = \sum_{j=0}^{\infty} \frac{(-1)^j}{(q; q)_{j+\nu}(q; q)_j} t^j.
\]

Note that

\[
\left( \frac{x}{2} \right) \nu \hat{J}^{(1)}_\nu ((x/2)^2; q) = J^{(1)}_\nu (x; q).
\]
If we put
\[ c_j = \frac{1}{(q; q)_{\nu+j}}, \]
\[ d_j = \frac{(-1)^j}{(q; q)_j}, \]
we have \( J^{(1)}_\nu(t; q) = \sum c_j d_j t^j \). Then, \( f \) defined by (36) becomes
\[ f(t) = \frac{1}{(1-t; q)_\infty} \] from (32). Hence, we obtain
\[ \hat{B}_k f(t) = \frac{(-1)^k}{(1-q)^k} f(t). \] (46)

Next, we prove
\[ \hat{D}^k c_0 = \frac{q^{k(k+\nu)}}{(q; q)_{k+\nu}}. \] (47)

We introduce an identity
\[ \frac{(x; q)_\infty}{(q; q)_\nu} \phi_1 \left(0,0; q, x\right) = \frac{1}{(q; q)_\nu} \phi_1 \left(\frac{-}{q^{\nu+1}; q, q^{\nu+1} x}\right), \] (48)
which appears in [10], Exercises 3.2 (iii). Note that
\[ (q^{\nu+1}; q)_{k-l}(q; q)_\nu = (q; q)_{\nu+k-l} = \frac{1}{c_{k-l}}. \] (49)

The left hand side of (48) is deformed as
\[
\frac{1}{(q; q)_\nu} \left\{ \sum_{k=0}^{\infty} (-1)^k q \frac{k(k-1)}{x^k} \right\} \left\{ \sum_{k=0}^{\infty} \frac{1}{(q; q)_k (q^{\nu+1}; q)_k} x^k \right\} \\
= \sum_{k=0}^{\infty} \left\{ \sum_{l=0}^{k} (-1)^l q^{l(l+1)} \frac{k!}{(q; q)_l (q^{\nu+1}; q)_{k-l} (q; q)_\nu} \right\} x^k \\
= \sum_{k=0}^{\infty} \frac{1}{(q; q)_k} \left( \sum_{l=0}^{k} (-1)^l q^{\frac{l(l+1)}{2}} \frac{k!}{l!} c_{k-l} \right) x^k \\
= \sum_{k=0}^{\infty} \frac{1}{(q; q)_k} \left( \hat{D}^k c_0 \right) x^k. \] (50)

The right hand side of (48) is rewritten as
\[
\frac{1}{(q; q)_\nu} \sum_{k=0}^{\infty} q^{k(k-1)} (q; q)_k (q^{\nu+1}; q)_k x^k \sum_{k=0}^{\infty} \frac{q^{k(k+\nu)}}{(q; q)_k ((q^{\nu+1}; q)_k (q; q)_\nu)} x^k \\
= \sum_{k=0}^{\infty} \frac{1}{(q; q)_k (q; q)_{\nu+k}} x^k. \] (51)
We have (47) by comparing these two series. Now, applying the $q$-Euler transformation, $\hat{J}^{(1)}_\nu$ is deformed as

$$\hat{J}^{(1)}_\nu(t; q) = \sum_{k=0}^{\infty} \frac{1}{[k]!} \frac{q^{k(k+\nu)}}{(q; q)_{k+\nu}} t^k (1-q)^k f(t) = f(t) \sum_{k=0}^{\infty} \frac{(-1)^k q^{k(k+\nu)}}{(q; q)_{k+\nu}} (\frac{t}{x})^k,$$

which gives

$$J^{(1)}_\nu(x; q) = \left(\frac{x}{2}\right)^\nu \frac{1}{(-x^2/4; q)_\infty} \sum_{k=0}^{\infty} \frac{(-1)^k q^{k(k+\nu)}}{(q; q)_{k+\nu}} \left(\frac{x}{2}\right)^{2k},$$

by (42). Moreover, (53) is reduced to (30) by using (29). (Proof of Proposition 1 (ii)): Substituting $x = q^n$ into (27) and (30), we respectively obtain

$$J^{(1)}_\nu(q^n) = (1-q)^\nu q^{n\nu} \sum_{j=0}^{\infty} \frac{(-1)^j (1-q)^{2j}}{(q^2; q^2)_j} q^{2nj}$$

$$J^{(1)}_\nu(q^n) = \frac{(1-q)^\nu q^{\nu n}}{(-1-q)^2 q^{2n}; q^2}_\infty \sum_{k=0}^{\infty} \frac{(-1)^k (1-q)^{2k}}{(q^2; q^2)_k (q^2; q^2)_{k+\nu}} q^{f_{\nu,n}(k)},$$

where

$$f_{\nu,n}(k) := 2k(k+\nu+n) = 2 \left( k + \frac{\nu+n}{2} \right)^2 - \left( \frac{\nu+n}{2} \right)^2.$$

Note that

$$\frac{1}{(q^2; q^2)_m} = 1 + O(q^2) \quad (q \to 0) \quad (57)$$

$$\frac{1}{(-1-q)^2 q^{2n}; q^2}_\infty = q^{n(n-1)} \left( \frac{1}{2} + O(q) \right) \quad (q \to 0, \ n \leq 0). \quad (58)$$

If $n \geq 1$, the term with $j = 0$ in (54) is dominant. Hence, we readily obtain

$$J^{(1)}_\nu(q^n) = q^{\nu n} (1 + O(q)) \quad (q \to 0). \quad (59)$$

Since it is difficult to evaluate (54) for $n \in \mathbb{Z}_{\leq 0}$, we focus on the other expression (56) and study the minimum value of $\tilde{f}_{\nu,n}(k)$ for $k \in \mathbb{Z}_{\geq 0}$. If $0 \geq n \geq -\nu$, we find that $\min \tilde{f}_{\nu,n}(k) = \tilde{f}_{\nu,n}(0) = 0$ and that the term with $k = 0$ in the summation (56) is dominant. Hence, we obtain

$$J^{(1)}_\nu(q^n) = q^{\nu n + n(n-1)} \left( \frac{1}{2} + O(q) \right) \quad (q \to 0). \quad (60)$$

Next, if $n < -\nu$ and $\nu + n$ is even, we find that

$$\min \tilde{f}_{\nu,n}(k) = \tilde{f}_{\nu,n} \left( -\frac{\nu+n}{2} \right) = -\left( \frac{\nu+n}{2} \right)^2.$$

$$\min \tilde{f}_{\nu,n}(k) = \tilde{f}_{\nu,n} \left( -\frac{\nu+n}{2} \right) = -\left( \frac{\nu+n}{2} \right)^2. \quad (61)$$
Hence, the term with \( k = -\frac{\mu + 1}{2} \) is dominant and then

\[
J_\nu(q^n) = (-1)^\frac{\mu + 1}{2} \nu \frac{n(n-2) - \nu^2}{2} \left( \frac{1}{2} + O(q) \right) \quad (q \to 0)
\]  

(62)

holds. Finally, we study the case where \( n < -\nu \) and \( \nu + n \) is odd. We put \( \nu + n = 2\mu + 1 \) \((\mu = -1, -2, \ldots)\). We find that

\[
\min \tilde{f}_{\nu,n}(k) = \tilde{f}_{\nu,n}(-\mu) = \tilde{f}_{\nu,n}(-\mu - 1) = -2\mu(\mu + 1) =: \tilde{m}.
\]  

(63)

Then, the reading term in the summation in (55) may be given by the sum of the terms with \( k = -\mu \) and \(-\mu - 1\),

\[
(-1)^{-\mu}(1 - q)^{-2\mu} q^{\tilde{m}} (1 + O(q^2)) + (-1)^{-\mu - 1}(1 - q)^{-2\mu - 2} q^{\tilde{m} + 1} (1 + O(q^2))
\]

\[
= (-1)^{-\mu - 1} q^{1 + \tilde{m}} (2 + O(q)).
\]  

(64)

We also find from \( |\tilde{f}_{\nu,n}(-\mu) - \tilde{f}_{\nu,n}(-\mu + 1)| = 4 \) that the other terms do not contribute to the reading term. Therefore, we have

\[
J_\nu(q^n) = q^{\nu n + n(n-1)} \cdot (-1)^{-\mu - 1} q^{1 + \tilde{m}} (1 + O(q))
\]

\[
= (-1)^{\frac{n + \nu + 1}{2}} q^{\frac{n(n-2) - \nu^2 + 3}{2}} (1 + O(q)) \quad (q \to 0).
\]  

(65)

Now, (61) is proved. ■

### 2.2 Ultradiscrete limit and supplementary result

If we put \( x = q^n, q = e^{O} \) \((Q < 0)\) and

\[
J_\nu(q^n) = \{s(\beta_n) - s(-\beta_n)\}e^{\frac{\beta_n e}{Q}},
\]  

(66)

(17) is ultradiscretized as

\[
\max[S(\beta_n^{\nu}) + B_n^{\nu}, S(-\beta_n^{\nu}) + B_n^{\nu} - \nu Q, S(\beta_n^{\nu}) + B_n^{\nu} + \nu Q, S(-\beta_n^{\nu}) + B_n^{\nu} - \nu Q, S(-\beta_n^{\nu}) + B_n^{\nu} + \nu Q, S(\beta_n^{\nu}) + B_n^{\nu} + \nu Q]
\]

\[
= \max[S(-\beta_n^{\nu} + 1) + B_n^{\nu} + 1, S(-\beta_n^{\nu}) + B_n^{\nu} - \nu Q, S(-\beta_n^{\nu} - 1) + B_n^{\nu} - \nu Q, S(-\beta_n^{\nu}) + B_n^{\nu} + \nu Q, S(\beta_n^{\nu}) + B_n^{\nu} - \nu Q, S(\beta_n^{\nu}) + B_n^{\nu} + \nu Q].
\]  

(67)

Applying lemma 1 to proposition11(ii), we readily obtain the explicit expression of the ultradiscrete analog of the \( q \)-Bessel function

\[
B_n^{\nu} = (\beta_n^{\nu}, B_n^{\nu})
\]

\[
= \begin{cases} 
(1, n \nu Q) & \text{if } n \geq 1 \\
(1, n(n + \nu - 1)Q) & \text{if } 0 \geq n \geq -\nu \\
((-1)^{\frac{n + \nu + 1}{2}}, \frac{n(n-2) - \nu^2}{2} Q) & \text{if } n \leq -\nu - 1, n + \nu : \text{even} \\
((-1)^{\frac{n + \nu + 1}{2}}, \frac{n(n-2) - \nu^2 + 3}{2} Q) & \text{if } n \leq -\nu - 1, n + \nu : \text{odd}.
\end{cases}
\]  

(68)
We note that this limit is not identical to the ultradiscrete Bessel function by Narasaki (see Appendix A), only in the case of \( n \leq -\nu - 1, n + \nu : \text{odd} \).

We note another supplementary result obtained from proposition 1. It is concerned with the number of restricted partitions \( p_n(k) \) defined by the generation function

\[
\frac{1}{(q;q)_n} = \sum_{k=0}^{\infty} p_n(k) q^k.
\]  

(69)

We have the series expression of (42) by utilizing (69),

\[
\hat{J}_\nu^{(1)}(q^n; q) = \sum_{k=0}^{\infty} \left( -1 \right)^k \left( \sum_{j=0}^{\infty} p_k(j) q^j \right) \left( \sum_{j=0}^{\infty} p_{k+\nu}(j) q^j \right) q^{kn}. 
\]

(70)

From (52), we also obtain

\[
\hat{J}_\nu^{(1)}(q^n; q) = \begin{cases} 
1 + O(q) & (n \geq 1) \\
q^{\frac{n(n-1)}{2} + O(q)} & (0 \geq n \geq -\nu) \\
(-1)^{-\frac{n+\nu}{2}} q^{\frac{n(n-1)}{2} + \frac{1}{2} + O(q)} & (n < -\nu, n + \nu : \text{even}) \\
(-1)^{-\frac{n+\nu-1}{2}} q^{\frac{n(n-1)}{2} + \frac{1}{2} + O(q)} & (n < -\nu, n + \nu : \text{odd}).
\end{cases}
\]

(71)

Comparing these two expressions, we find that (70) has an infinite number of extra terms for a negative integer \( n \). From this fact, we have the following formula.

**Proposition 2** For given \( \nu \in \mathbb{Z}_{\geq 0} \) and \( n \in \mathbb{Z}_{<0} \), fix \( m \in \mathbb{Z} \) such that

\[
m < \begin{cases} 
\frac{n(n-1)}{2} & (0 > n \geq -\nu) \\
\frac{n(n-1)}{2} - \frac{(n+\nu)^2}{4} & (n < -\nu, n + \nu : \text{even}) \\
\frac{n(n-1)}{2} - \frac{(n+\nu-1)(n+\nu+3)}{4} & (n < -\nu, n + \nu : \text{odd}).
\end{cases}
\]

(72)

Then

\[
\sum_{j,k} (-1)^k \sum_{l=0}^{j} p_k(j-l)p_{k+\nu}(l) = 0
\]

(73)

holds, where \( j \) and \( k \) run over all pairs satisfying \( j + kn = m \) in the summation.

\[\blacksquare\]

We do not know a combinatorial meaning of this (formal) formula yet.
3 Special solutions of the discrete Painlevé III equation and their ultradiscrete limit

In this section, we substitute the $q$-Bessel function into (119) and study the p-ultradiscrete limit of the resulting function. If $\tau_N(\nu)(n)$ is written as the form (114), its p-ultradiscrete limit is readily obtained by lemma 1. We first explain useful notations and summarize the main result.

We rewrite (31) into a simpler form since we often use it. We introduce

$$\psi(n) := n(n + \nu - 1)$$

$$p_1(n) := \frac{3(1 + (-1)^{n+1})}{4} = \begin{cases} 0 & (n: \text{even}) \\ \frac{3}{2} & (n: \text{odd}) \end{cases}$$

$$p_2(n) := \frac{3 + (-1)^{n+1}}{4} = \begin{cases} \frac{1}{2} & (n: \text{even}) \\ 1 & (n: \text{odd}) \end{cases}$$

$$\varphi_\nu(n) := \frac{n(n - 2) - \nu^2}{2}$$

and the binomial coefficient $\binom{n}{2} = (n-1)n/2$. By using (18) and these notations, (31) is rewritten as

$$J_\nu(n) = q^n (1 + O(q)) \quad (n \geq 1)$$

$$J_\nu(n) = q^{\psi(n)} \left( \frac{1}{2} + O(q) \right) \quad (0 \geq n \geq -\nu)$$

$$J_\nu(n) = (-1)^{\binom{n+1}{2}} q^{\psi(n) + p_1(n)} (p_2(n) + O(q)) \quad (n \leq -\nu - 1).$$

For $\tau_N(\nu)(n)$, we define the sign variable $y_{N,n}^\nu$ and amplitude variable $Y_{N,n}^\nu$ by

$$y_{N,n}^\nu = \frac{\tau_N^\nu(n)}{|\tau_N^\nu(n)|}, \quad |\tau_N^\nu(n)| = e^{\frac{y_{N,n}^\nu}{\epsilon}},$$

respectively. Then, p-ultradiscrete analogs of (21)–(24) are respectively written as

$$\max[S(y_{N+1}^{\nu,n}y_{N}^{\nu+1,n+1}) + Y_{N+1}^{\nu,n} + Y_{N}^{\nu+1,n+1},$$

$$S(-y_{N+1}^{\nu,n}y_{N}^{\nu+1,n}) + Y_{N+1}^{\nu,n} + Y_{N}^{\nu+1,n} - (\nu + N)Q, \quad S(y_{N+1}^{\nu,n}y_{N}^{\nu+1,n}) + Y_{N+1}^{\nu,n} + Y_{N}^{\nu,n+1} + (n + 2N)Q, \quad S(-y_{N+1}^{\nu,n}y_{N}^{\nu,n+1}) + Y_{N+1}^{\nu,n} + Y_{N}^{\nu,n+1} + (n + 2N + 1)Q]$$

$$= \max[S(-y_{N+1}^{\nu,n}y_{N}^{\nu+1,n+1}) + Y_{N+1}^{\nu,n} + Y_{N}^{\nu+1,n+1},$$

$$S(y_{N+1}^{\nu,n+1}y_{N}^{\nu,n+1}) + Y_{N+1}^{\nu,n+1} + Y_{N}^{\nu,n} - (\nu + N)Q, \quad S(-y_{N+1}^{\nu,n+1}y_{N}^{\nu,n+1}) + Y_{N+1}^{\nu,n+1} + Y_{N}^{\nu,n+1} + (n + 2N)Q, \quad S(y_{N+1}^{\nu,n+1}y_{N}^{\nu,n}) + Y_{N+1}^{\nu,n} + Y_{N}^{\nu,n+1} + (n + 2N + 1)Q],$$

(82)
These ultradiscrete equations are solved by the p-ultradiscrete limit of (19) presented below. In order to give the explicit functional form, we introduce the following six cases:

(A) $n \geq 1$,

(B) $0 \geq n \geq \max(2 - 2N, -\nu - N) + 1$,

(C-a) $\nu \geq N - 1$ and $2 - 2N \geq n \geq 1 - \nu - N$, 

(C-b) $\nu \geq N - 1$ and $2 - 2N < n$, 

(C-b-i) $\nu = N - 1$ and $n = 2 - 2N$,

(C-b-ii) $\nu = N - 1$ and $n > 2 - 2N$.
\( \nu \leq N - 2 \) and \( -\nu - N \geq n \geq 3 - 2N, \)

(D) \( \min(2 - 2N, -\nu - N) \geq n \geq 2 - 2N - \nu, \)

(E) \( n \leq 1 - 2N - \nu. \)

Note that there exist \( n \)'s such that all anti-diagonal elements in \( (19) \) are type of \( (79) \) for \( \nu \geq N - 1 \) but do not for \( \nu \leq N - 2. \) We also introduce

\[
A_{N,n} := 2n + 3N - 3 \\
B_\nu(k) := \varphi_\nu(k) + p_1(k + \nu) \\
M = \min(\lfloor n/2 \rfloor + 1, N),
\]

where \( \lfloor x \rfloor \) denotes the integer part of \( x. \) Now, the p-ultradiscrete limit of \( (19) \) is written as follows.

Case (A):

\[
y^{\nu}_{N,n} = (-1)^\left(\frac{N}{2}\right) \\
Y^{\nu}_{N,n} = Q \left\{ \frac{\nu N}{2} A_{N,n} + 2 \left( \begin{array}{c} N \\ 2 \end{array} \right) (n + N - 2) \right\}.
\]

Case (B):

\[
y^{\nu}_{N,n} = (-1)^\left(\frac{N}{2}\right) \\
Y^{\nu}_{N,n} = Q \left\{ \frac{\nu N}{2} A_{N,n} + 2 \left( \begin{array}{c} N \\ 2 \end{array} \right) (n + N + M - 2) + \frac{1}{2} \left( \frac{M + 1}{3} \right) + 2M \left( \frac{n + N + M - 3}{2} \right) \right\}.
\]

Case (C-a):

\[
y^{\nu}_{N,n} = (-1)^\left(\frac{N}{2}\right) \\
Y^{\nu}_{N,n} = Q \left\{ \frac{N}{4} A_{N,n} (A_{N,n} + 2\nu - 2) + \frac{1}{2} \left( \begin{array}{c} N + 1 \\ 3 \end{array} \right) \right\}.
\]

Case (C-b):

\[
y^{\nu}_{N,n} = (-1)^\left(\frac{N}{2}\right) \prod_{k=n+N-1}^{\nu-1} (-1)^{\left(\frac{k+n+1}{2}\right)} \\
Y^{\nu}_{N,n} = Q \left\{ \frac{\nu N}{2} A_{N,n} + 2 \left( \begin{array}{c} N \\ 2 \end{array} \right) (n + N + M - 2) + \sum_{k=-\nu}^{n+N+M-2} k(k-1) + \sum_{k=n+N-1}^{-\nu-1} (B_\nu(k) - \nu k) \right\}.
\]
Case (D):

\[ y'_{N,n} = (-1)^{\frac{N}{2}} \prod_{k=n+1}^{n+\nu} (-1)^{\frac{k+k+1}{2}} \]

\[ Y'_{N,n} = Q \left\{ \sum_{k=n+1}^{n+\nu} B_\nu(k) + \sum_{k=-\nu}^{n+2N-2} \psi(k) \right\}. \]

Case (E):

\[ y'_{N,n} = (-1)^{\frac{N+2N-2}{2}} \prod_{k=n+1}^{n+\nu} (-1)^{\frac{k+k+1}{2}} \]

\[ Y'_{N,n} = Q \sum_{k=n+1}^{n+2N-2} B_\nu(k). \]

We shall study each case in the following subsections.

3.1 Case (A)

In this case, all arguments of \( J_\nu(n) \) in (19) are positive. The technique developed in [7] is useful in fact. Substituting (54) into (19) and using multi-linearity of determinant, we obtain

\[ \tau'_{\nu N}(n) = (1 - q)^{\nu N} \left\{ \prod_{k=1}^{N} q^{(n+3k-3)\nu} \right\} \sum_{j_1, \ldots, j_N} P'_{\nu N}(j) \left\{ \prod_{k=1}^{N} q^{2(n+2k-2)j_k} \right\} \]

\[ \times \begin{vmatrix} 1 & q^{2j_1} & \cdots & q^{2(N-1)j_1} \\ 1 & q^{2j_2} & \cdots & q^{2(N-1)j_2} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & q^{2j_N} & \cdots & q^{2(N-1)j_N} \end{vmatrix}, \]

where

\[ P'_{\nu N}(j) := \prod_{k=1}^{N} \frac{(-1)^{j_k}(1 - q^{2j_k})}{(q^2; q^2)_{j_k+\nu}(q^2; q^2)_{j_k}} = \left\{ \prod_{k=1}^{N} (-1)^{j_k} \right\} (1 + O(q)) \]

\[ \sum_{j_1, \ldots, j_N} := \sum_{j_1=0}^{\infty} \sum_{j_2=0}^{\infty} \cdots \sum_{j_N=0}^{\infty}. \]

Since the determinant in (101) is the Vandermonde determinant, the terms with \( j_k = j_l \ (k \neq l) \) disappear. Moreover, under any permutation of \((j_1, j_2, \ldots, j_N)\), the absolute values of all elements but the factor \( \prod_{k=1}^{N} q^{2(n+2k-2)j_k} \) in (101) are invariant. Therefore, noting \( 0 < q < 1 \), the largest absolute value of the monomial in (101) is achieved by the \( j_k \)’s with

\[ 0 \leq j_N < \cdots < j_2 < j_1, \]
which maximize $\prod_{k=1}^{N} q^{2(n+2k-2)j_k}$. Then, in the Vandermonde determinant, the product of diagonal elements $\prod_{k=1}^{N} q^{2(k-1)j_k}$ contributes to the evaluation. Hence, we may consider $j_k$’s which maximize $\prod_{k=1}^{N} q^{2(n+2k-2)j_k + 2(k-1)j_k}$, that is, minimize

$$\sum_{k=1}^{N} 2(n + 3k - 3)j_k$$

under (104). We readily find that such $j_k$’s are given by

$$j_k = N - k, \quad k = 1, 2, \ldots, N.$$  

(106)

Moreover, further contribution of the factor $\prod_{k=1}^{N} q^{(n+3k-3)\nu}$ and sign $\prod_{i=1}^{N} (-1)^{N-i} = (-1)^{\binom{N}{2}}$ from $P_{\nu}^{\nu}(j)$ must be considered. Accordingly, the reading term of $\tau_{\nu}^{\nu}(n)$ is given by

$$\tau_{\nu}^{\nu}(n) \sim (-1)^{\binom{N}{2}} \prod_{k=1}^{N} q^{(n+3k-3)(2N-2k+\nu)} = (-1)^{\binom{N}{2}} q^{N(N+3N-3)+N(N-1)(n+N-2)}. \quad (107)$$

3.2 Case (C-a), (D) and (E)

In these cases, all arguments of $J_{\nu}(n)$ in anti-diagonal elements of $\mathbf{19}$ are negative. The following proposition plays an quite important role for evaluation.

**Proposition 3** Write the absolute value of the reading term of $J_{\nu}(n)$ as $q^{g_{\nu}(n)}$. For $n \in \mathbb{Z}$ and $k, l \in \mathbb{Z}_{>0}$,

$$\tilde{g} := g_{\nu}(n) + g_{\nu}(n+2k+l) - g_{\nu}(n+2k) - g_{\nu}(n+l) \begin{cases} = 0 & (n \geq 0) \\ > 0 & (n \leq -1) \end{cases} \quad (108)$$

holds.

(proof) This inequality is proved by direct calculation with considering all possible 46 cases of $g_{\nu}$’s. We here illustrate typical three cases. Firstly, if $n + 2k + l \leq -\nu - 1$ and both of $n + \nu$ and $n + l + \nu$ are even, we have

$$g_{\nu}(n) = \varphi_{\nu}(n), \quad g_{\nu}(n+2k+l) = \varphi_{\nu}(n+2k+l),$$
$$g_{\nu}(n+l) = \varphi_{\nu}(n+l), \quad g_{\nu}(n+2k) = \varphi_{\nu}(n+2k)$$

and $\tilde{g} = 2kl \geq 2 > 0$. Secondly, if $n + 2k \leq -\nu - 1$, $n$ is even, $0 \geq n + l \geq -\nu$ and $n + 2k + l \geq 1$, then we have

$$g_{\nu}(n) = \varphi_{\nu}(n), \quad g_{\nu}(n+2k+l) = \nu(n+2k+l),$$
$$g_{\nu}(n+l) = \psi(n+l), \quad g_{\nu}(n+2k) = \varphi_{\nu}(n+2k).$$
Since \( n + l + \nu - 1 \geq -1 \), we consider two cases, \( n + l + \nu - 1 \geq 0 \) and \( n + l + \nu = 0 \). When \( n + l + \nu - 1 \geq 0 \), \( g_\nu(n + l) \leq 0 \) and therefore \( \tilde{g} \geq g_\nu(n) + g_\nu(n + 2k + l) - g_\nu(n + 2k) = -2k(n + k) + \nu(n + 2k + l) + 2k > 0 \). When \( n + l + \nu = 0 \), we obtain \( 2k - \nu \geq 1 \) and therefore \( \tilde{g} = -2k(n + k) + \nu(2k - \nu) + 2k > 0 \). Finally, if \( n \leq -\nu - 1 \) and \( n + \nu \) is even and \( 0 \leq n + 2k, n + l, n + 2k + l \geq -\nu \), then \( g_\nu \)’s are given by

\[
\begin{align*}
g_\nu(n) &= \varphi_\nu(n), \\
g_\nu(n + 2k + l) &= \psi(n + 2k + l), \\
g_\nu(n + l) &= \psi(n + l), \\
g_\nu(n + 2k) &= \psi(n + 2k)
\end{align*}
\]

and \( \tilde{g} = \{8kl - (n + \nu)^2\}/2 \). Noting that \( |n + \nu| \leq l \) and \( |n + \nu| \leq 2k \), we obtain \((n + \nu)^2 \leq 2k < 8kl \). Hence, \( \tilde{g} > 0 \) holds.

From proposition 3, the inequality \( |J_\nu(n)J_\nu(n + 2k + l)| < |J_\nu(n + 2k)J_\nu(n + l)| \) for \( n < 0 \) as \( q \to 0 \) follows. This inequality implies that the product of anti-diagonal elements is dominant in (19) for \( -n \gg 1 \) (See (109)).

\[
\begin{array}{cccc}
\cdots & J_\nu(n) & \cdots & J_\nu(n + l) \\
\vdots & \vdots & \ddots & \vdots \\
\cdots & J_\nu(n + 2k) & \cdots & J_\nu(n + 2k + l)
\end{array}
\]

Moreover, this is true even for the case where all anti-diagonal elements have non-positive arguments.

We first study the case (E). In this case, all anti-diagonal elements of (19) are type of (80) and therefore we have

\[
\tau_\nu^N(n) \sim (-1)^{\left(\frac{N}{2}\right)} \prod_{k=n+N-1}^{n+2N-2} (1 - (k+\nu+1)\frac{1}{2}) p_2(k + \nu)q_2^{\varphi_\nu(k) + p_1(k+\nu)},
\]

where we use notation (75)–(77).

For the case (C-a), all anti-diagonal elements in (19) are type of (79). The reading term of (19) is given by

\[
\tau_\nu^N(n) \sim (-1)^{\left(\frac{N}{2}\right)} \prod_{k=n+N-1}^{n+2N-2} \frac{1}{2} q^{\psi(k)}
\]

\[
= (-1)^{\left(\frac{N}{2}\right)} q^{-N} \frac{q^{3(2n+3N-3) + \frac{\psi}{3} (2n+3N-3) (2n+3N-5) + \frac{(N+1)(N+\nu)}{2} + \frac{(N+1)}{2} (N+1)}}{k^{N+1}},
\]

where \( \psi \) is defined by (74).

The case (D) gives a mixed situation. The anti-diagonal elements in (19) are type of (79) or (80). The reading term is, by using (74)–(77), represented as

\[
\tau_\nu^N(n) \sim (-1)^{\left(\frac{N}{2}\right)} \prod_{k=n+N-1}^{n+2N-2} (1 - (k+\nu+1)\frac{1}{2}) p_2(k + \nu)q_2^{\varphi_\nu(k) + p_1(k+\nu)} \prod_{k=-\nu}^{n+2N-2} \frac{1}{2} q^{\psi(k)}.
\]
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3.3 Case (B)

In this case, $J_\nu(n)$’s of type (78) and (79) appear as elements in (119). Moreover, there exist some rows (or exists a row) which consist only of $J_\nu(n)$’s with positive arguments. The product of anti-diagonal elements is not dominant any more. We consider $M$ defined by (88). Then, the $i$th row $(M + 1 \leq i \leq N)$ consists only of $J_\nu(n)$’s with positive arguments. When $n$ is even, (19) has the form

$$
(M)\begin{pmatrix}
J_\nu(n) & J_\nu(n+1) & \cdots & J_\nu(n+N-1) \\
\vdots & \vdots & & \vdots \\
J_\nu(0) & J_\nu(1) & \cdots & J_\nu(N-1) \\
J_\nu(2) & J_\nu(3) & \cdots & J_\nu(N+1) \\
\vdots & \vdots & \ddots & \vdots \\
J_\nu(n+2N-2) & J_\nu(n+2N-1) & \cdots & J_\nu(n+3N-3)
\end{pmatrix},
$$

(113)

We shall present the procedure to calculate its reading term. Although we illustrate for the case where some anti-diagonal elements are type of (79), this procedure is available for the case where all anti-diagonal elements are type of (78) or for odd $n$ in a similar manner. We use notation $\{n\} := (-1-q)^2q^{2n}; q^2_\infty$ for simplicity. Substituting the series expressions of $J_\nu(q^n)$ and employing multi-linearity of determinant, we obtain

$$
\tau_N^\nu(n) = (1-q)^{\nu N} \left\{ \prod_{k=1}^{N} q^{(n+3k-3)\nu} \right\} \sum_{j_1,\ldots,j_N} \left\{ \prod_{k=M+1}^{N} q^{2(n+2k-2)j_k} \right\}
$$

(114)

$$
\begin{pmatrix}
q^{2j_1(n_1+n_1)}_{\{n\}} & q^{2j_1(n_1+n_1+1)}_{\{n+1\}} & \cdots & q^{2j_1(n_1+n_1+N-1)}_{\{n+N-1\}} \\
\vdots & \vdots & & \vdots \\
q^{2j_{M}(n_{M}+n_{M})}_{\{0\}} & q^{2j_{M}(n_{M}+n_{M}+1)}_{\{0+1\}} & \cdots & q^{2j_{M}(n_{M}+n_{M}+N-1)}_{\{0+N-1\}} \\
\vdots & \vdots & \ddots & \vdots \\
1 & q^{2j_{N}} & \cdots & q^{2(N-1)j_N}
\end{pmatrix},
$$

where we use (102) and (103). Let the $(\kappa, \lambda)$-element for the determinant in (114) be of type (79). It has the form $q^{2j_k(j_k+n+2\kappa+\lambda-3)/(n+2\kappa+\lambda-3)}$ and $\nu+n+2\kappa+\lambda-3 \geq 0$ (see section 2). Hence, the minimum of $j(j+\nu+n+2\kappa+\lambda-3)$ is achieved at $j = 0$. Note that the determinants with $j_k = j_l$ ($1 \leq k, l \leq M$) do not disappear differently from the case (A). Therefore, the largest absolute value of the monomial in this determinant may be achieved by the $j_k$’s with

$$
j_k = \begin{cases} 
0 & (1 \leq k \leq M, k = N) \\
N-k & (M+1 \leq k \leq N-1).
\end{cases}
$$

(115)

Although other sets of $j_k$’s actually achieve the largest absolute value, we discuss them later. Noting that $(1-q)^k \sim 1$ and $P_N^\nu(j) \sim (-1)^{\sum_{k=M+1}^{N-1}(N-k)} = \frac{1}{N!}$.
\((-1)^{(N-M)/2}\) under \([115]\), our aim turns into evaluating

\[
\tau_N^\nu(n) \sim (-1)^{(N-M)} \left\{ \prod_{k=1}^{N} q^{(n+3k-3)\nu} \right\} \left\{ \prod_{k=M+1}^{N} q^{2(n+2k-2)(N-k)} \right\} \tilde{\tau}_N^\nu(n),
\]

where

\[
\tilde{\tau}_N^\nu(n) := \begin{vmatrix}
\langle n \rangle & \langle n+1 \rangle & \cdots & \langle n+N-1 \rangle \\
\vdots & \vdots & \ddots & \vdots \\
1 & \cdots & \cdots & 1 \\
0 & 1 & \cdots & 1 \\
\end{vmatrix}
\]

\((116)\)

\[
\langle n \rangle := 1/\{n\} \quad (n \leq 0).
\]

\((118)\)

We deform \(\tilde{\tau}_N^\nu(n)\) according to Procedure presented in Appendix B. In order to represent the resulting expression, we introduce some notations. For \(x_k = q^{2(N-M-k)}\), \(k = 1, 2, \ldots, N - M - 1\), we consider the fundamental symmetric expression \(\tilde{a}_k\) among them, that is,

\[
\tilde{a}_0 \equiv 1, \quad \tilde{a}_1 = -(x_1 + \cdots + x_{N-M-1}), \quad \tilde{a}_2 = x_1 x_2 + \cdots + x_{N-M-2}x_{N-M-1}, \\
\ldots, \quad \tilde{a}_k = \frac{(-1)^k \prod_{i=1}^{k} x_{k_i} \cdots x_{k_{k}}}{k!}, \quad \ldots,
\]

\(\tilde{a}_{N-M-1} = (-1)^{N-M-1}x_1x_2\cdots x_{N-M-1}, \quad \tilde{a}_{N-M} \equiv 0.
\]

Note that

\[
\tilde{a}_k \sim (-1)^k q^{2+4+\cdots+2k} = (-1)^k q^{k(k+1)}
\]

\((119)\)
as \(q \to 0\). We further add a new variable \(x_{N-M} = 1\) to \(x_1, \ldots, x_{N-M-1}\) and write the fundamental symmetric expression among them as \(a_k\) \((k = 1, 2, \ldots, N - M)\) and set \(a_0 = 1\). Then, the relations

\[
a_k = \tilde{a}_k - \tilde{a}_{k-1} \quad (k = 1, 2, \ldots, N - M)
\]

\((120)\)

hold. For convenience, we extend definition of \(\langle n \rangle\) defined in \([113]\) as

\[
\langle n \rangle = \begin{cases} 
1/\{n\} & (n \leq 0) \\
1 & (n \geq 1).
\end{cases}
\]

\((121)\)

Using these notations, we define a function

\[
T(n) = \sum_{k=0}^{N-M} a_k (-1 + \langle n - k \rangle).
\]

\((122)\)
Lemma 3 is given by the product of anti-diagonal elements. 

The following lemma tells us that the reading term of \( \det (T) \)
our aim is boiled down to calculate the reading term of \( \det (T) \). The following lemma tells us that the reading term of \( \det (T(n + 2\kappa + \lambda - 3)) \) is given by the product of anti-diagonal elements.

Lemma 3 (i) \( T(n) \) is evaluated as

\[
T(n) \sim \begin{cases} 
\frac{1}{2} q^{n(n-1)} & (n \leq 0) \\
\frac{1}{2} q^{n(n-1)} & (n \geq 1).
\end{cases} 
\]

(ii) Denote \( \psi_0(n) = n(n-1) \). For \( n \in \mathbb{Z} \) and \( k, l \in \mathbb{Z}_{>0} \),

\[
\psi_0(n) + \psi_0(n + k + l) - \psi_0(n + k) - \psi_0(n + l) < 0
\]

holds.

(proof) We firstly prove (i). For \( n \leq 0 \), we have

\[
T(n) = - \sum_{k=0}^{N-M} a_k + \sum_{k=0}^{N-M} a_k \langle n - k \rangle.
\]

The first summation becomes zero by (120) and we find from (58) that \( T \sim a_0(n) \sim \frac{1}{2} q^{n(n-1)} \). For \( n \geq 1 \), employing (120), (119) and (58), we obtain

\[
T(n) = a_n(-1 + \langle 0 \rangle) + a_{n+1}(-1 + \langle -1 \rangle) + \cdots \\
= (\tilde{a}_n - \tilde{a}_{n-1}) \left( -\frac{1}{2} + o(1) \right) + \cdots \\
\sim \frac{1}{2} q^{n} \sim \frac{(-1)^{n-1}}{2} q^{n(n-1)}.
\]

(ii) is proved by direct calculation. ■

Therefore, the reading term of \( \det (T(n + 2\kappa + \lambda - 3)) \) is written as

\[
(-1)^{\left(\frac{M}{2}\right)} \prod_{k=n+N-1}^{\min(0,n+N+M-2)} \frac{1}{2} q^k (k-1)^{k-1} \prod_{k=\max(1,n+N-1)}^{n+N+M-2} (-1)^{k-1} \frac{1}{2} q^k (k-1)
\]

and then, that of \( \tilde{r}_N^\nu(n) \) is obtained from (123). However, when \( n + N + M - 2 \geq 1 \), that is, \( T(n) \) with \( n \geq 2 \) appears in the anti-diagonal elements of \( \det (T(n + 2\kappa + \lambda - 3)) \), the reading term of \( \tau_n^\nu(n) \) is not obtained only from \( \tilde{r}_N^\nu(n) \). We must consider other determinants which have the same order of reading term, in other words, other sets of \( j_k \)'s. We give the following lemma:
Lemma 4  Suppose that an anti-diagonal element in \( \det (T(n+2k+\lambda-3)) \) is \( T(\tilde{n}) \) with \( \tilde{n} \geq 2 \) and it is in the \( i \)-th row (\( 1 \leq i \leq M \)). In (114), consider the determinants given by the sets of arguments

\[
j_k = \begin{cases} 
1, 2, \ldots, \tilde{n} - 1 & (k = i) \\
0 & (1 \leq k < i, \ i + 1 \leq k \leq M) \\
N - k & (M + 1 \leq k \leq N).
\end{cases} \tag{129}
\]

The order of reading terms of these determinants is identical to that of obtained from (115).

(proof) Since we find by observation that other sets of arguments give a larger order of reading term than that of (115), the cases which we should study are (129) only. We write \( j_i = m \) (\( 1 \leq m \leq \tilde{n} - 1 \)) and adopt (129) for (114), and then apply Procedure but replace ‘step 0-i’ with ‘Add the \((N-m)\)th row \times \((-q^{-2m(2-\tilde{n}-2)})\)’. Then we obtain a similar expression as (123) but \( T \)'s in the \( i \)-th row are replaced with \( T^{(m)} \) defined by

\[
T^{(m)}(n) = \sum_{k=n}^{N-M} a_k (-q^{2m(n-k)} + (n-k)q^{2m(n+\nu+n-k)}).
\tag{130}
\]

Since \( q^{2m(n-k)} \gg (n-k)q^{2m(n+\nu+n-k)} \), our interest is to evaluate \( \sum -a_k q^{2m(n-k)} \). For \( \tilde{n} \geq 1 \), we find from (120) and (119) that

\[
a_k (-q^{2m(\tilde{n}-k)}) \sim \tilde{a}_{k-1} q^{2m(\tilde{n}-k)} \sim (-1)^{k-1} q^{k(k-1)+2m(\tilde{n}-k)}.
\tag{131}
\]

We put \( h(k) = k(k-1) + 2m(\tilde{n}-k) \) and consider \( k = \tilde{n} - 1, \tilde{n} - 2, \ldots, N - M \). From \( m \leq \tilde{n} - 1 \) and \( k \leq \tilde{n} - 1 \), we readily obtain \( m - k + 1 < 0 \) and therefore \( h(k - 1) - h(k) = 2(m - k + 1) < 0 \). This inequality means that

\[
T^{(m)}(\tilde{n}) \sim \tilde{a}_{\tilde{n}-1} \sim (-1)^{\tilde{n}-1} q^{\tilde{n}(\tilde{n}-1)} \sim 2T(\tilde{n}),
\tag{132}
\]

which is independent of \( m \) and moreover of \( i \). \( \blacksquare \)

If we change the original set of \( j_k \)'s (115) into one of (129), the extra sign \((-1)^{j_1}\) arises from \( P_N^k(j) \). Hence, for \( \tilde{n} \geq 2 \), we may replace (127) with

\[
T(\tilde{n}) \sim (-1)^{\tilde{n}-1} \frac{1}{2} q^{\tilde{n}(\tilde{n}-1)} + (-1)^{\tilde{n}-1} q^{\tilde{n}(\tilde{n}-1)} \sum_{j_i = 1}^{\tilde{n}-1} (-1)^{j_i} = \frac{1}{2} q^{\tilde{n}(\tilde{n}-1)}. \tag{133}
\]

We accordingly obtain

\[
\tau_N^k \sim (-1)^{M(N-M)+\binom{M}{2}+\binom{N-M}{2}} \times
\prod_{k=1}^{N} q^{(n+3k-3)\nu} \prod_{k=M+1}^{N} q^{2(n+2k-2)(N-k)} \prod_{k=1}^{N-M} q^{2k(N-M-1-k)} \prod_{k=n+N+M-2}^{n+N+M-1} \frac{1}{2} q^{k(k-1)}
\]

\[
= \frac{(-1)^{N}}{2M} q^{\binom{N}{2}} (2n+3N-3)+\binom{N-M}{2}(3n+2N+4M-4)+2\binom{N-M}{3}+\binom{M+1}{3}+2M^{(n+N+\frac{M+2}{2})}
\]

\[
= \frac{(-1)^{N}}{2M} q^{\binom{N}{2}} (2n+3N-3)+2\binom{N-M}{2}(n+N+M-2)+\binom{M+1}{3}+2M^{(n+N+\frac{M+2}{2})}. \tag{134}
\]
3.4 Case (C-b)

In this case, all types of $J_\nu(n)$'s appear as anti-diagonal elements in (19). Although our discussion is similar to the case (B), elements of type (80) contribute to the dominant term. The result is represented as

$$
\tau_\nu^N \sim (-1)^{N/2} q^{\nu(N-3)} + 2^{N+M-2} \prod_{k=-\nu}^{n+N+M-2} \frac{1}{2} q^{k(k-1)}
$$

$$
\times \prod_{k=n+N-1}^{-\nu-1} \left\{ (-1)^{k+\nu+1} p_2(k+\nu) q^{\nu(k)+p_1(k+\nu)-p_k} \right\}.
$$

(135)

4 Concluding Remarks

We have given the ultradiscrete Bessel function by taking ultradiscrete limit of the $q$-Bessel function $J_\nu(q^n)$. The $q$-Euler transformation helps us to evaluate $J_\nu(q^n)$ for $n \leq 0$. This technique appeared in [7]. Inconsistency between the ultradiscrete Bessel function and the solution of an initial value problem to the ultradiscrete Bessel equation has been clarified, which gives us a future problem.

Based on this result, we have constructed special solutions for the ultradiscrete Painlevé III equation by ultradiscretizing those for the discrete Painlevé III equation represented by the Casorati determinants whose elements are given by the $q$-Bessel function. The p-ultradiscretization enables us to take ultradiscrete limit of the determinants. Although evaluation for determinants has discussed in [7], calculation in subsection 3.3 and 3.4 is newly studied. It is a future problem to study ultradiscrete analogs of other Painlevé equations and discuss their mathematical structure such as degeneration structure.
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Appendix A

The ultradiscrete Bessel function $B_\nu^n = (\beta_\nu^n, B_\nu^n)$ for $\nu > 0$ by Mr. Narasaki [12] is written as

$$
\beta_\nu^n = \begin{cases} 
\beta_0^{\nu} & (n \geq -\nu) \\
(1) \frac{n+\nu}{2} \beta_0^{\nu} & (n \leq -\nu - 1, \ n + \nu : \text{even}) \\
(1) \frac{n+\nu-1}{2} \beta_0^{\nu} & (n \leq -\nu - 1, \ n + \nu : \text{odd}) 
\end{cases}
$$

$$
B_\nu^n = \begin{cases} 
B_0^{\nu} + n\nu Q & (n \geq 0) \\
B_0^{\nu} + n(n+\nu-1)Q & (-1 \geq n \geq -\nu) \\
B_0^{\nu} + n(n-2-\nu^2)Q & (n \leq -\nu - 1, \ n + \nu : \text{even}) \\
B_0^{\nu} + \frac{n(n-3)-(\nu+3)(\nu-1)}{2} Q & (n \leq -\nu - 1, \ n + \nu : \text{odd})
\end{cases}
$$

(136)
and that for $\nu = 0$ is

$$
\beta_n^0 = \begin{cases} 
\beta_0^0 & (n \geq 1) \\
(\cdot 1) \beta_0^0 & (n \leq -1 : \text{even}) \\
(\cdot 1)(\cdot 2) \beta_0^0 & (n \leq -1 : \text{odd})
\end{cases}
$$

$$
B_n^0 = \begin{cases} 
B_0^0 & (n \geq 1) \\
B_0^0 + \frac{n(n-2)}{2}Q & (n \leq -1 : \text{even}) \\
B_0^0 + \frac{(n-1)(n-3)}{2}Q & (n \leq -1 : \text{odd}).
\end{cases}
$$

This solution is constructed as a solution of an initial value problem for (67).

**Appendix B**

We present a procedure to deform $\tilde{\tau}_N^\nu(n)$ in subsection 3.3.

**Procedure:**

step 0-1 Add the $N$th row $\times (-1)$ to the first row.

step 0-2 Add the $N$th row $\times (-1)$ to the second row.

\vdots

step 0-M Add the $N$th row $\times (-1)$ to the $M$th row.

step 1-1 Add the $(N - 1)$th column $\times -q^{2(N-M-1)}$ to the $N$th column.

step 1-2 Add the $(N - 2)$th column $\times -q^{2(N-M-1)}$ to the $(N - 1)$th column.

\vdots

step 1-(N - 1) Add the first column $\times -q^{2(N-M-1)}$ to the second column.

step 1-Ex. Expand the determinant with the $(M + 1)$th row. We obtain the determinant of size $(N - 1) \times (N - 1)$.

step 2-1 For the resulting determinant, add the $(N - 2)$th column $\times -q^{2(N-M-2)}$ to the $(N - 1)$th column.

step 2-2 Add the $(N - 3)$th column $\times -q^{2(N-M-2)}$ to the $(N - 2)$th column.

\vdots

step 2-(N - 2) Add the first column $\times -q^{2(N-M-2)}$ to the second column.

step 2-Ex. Expand the determinant with $(M + 1)$th row. We obtain the minor of size $(N - 2) \times (N - 2)$.

\vdots

step (N - M)-1 For the resulting determinant of size $(M + 1) \times (M + 1)$, add the $M$th column $\times (-1)$ to the $(M + 1)$th column.
step \((N - M)\)-2 Add the \(M - 1\)th column \times (-1) to the \(M\)th column.

\[
\vdots
\]
step \((N - M)\)-M Add the first column \times (-1) to the second column.
step \((N - M)\)-Ex. Expand the determinant with \((M + 1)\)th row. We obtain the minor of size \(M \times M\).
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