Electrical Load Forecasting Based on LSTM Neural Networks
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Abstract—The accurate prediction of electrical load is vital to the safety of power grid and the efficiency of energy. The development history of electrical load forecasting is introduced briefly in this paper. Then the relationship between electricity, environment and economy is also analyzed. Ljubljana’s load data and environmental meteorological data of the previous time are applied to train LSTM networks to make prediction of the electrical load. The experimental results show that, in the case of abundant data with good quality, the LSTM network model can make quite acceptable short-term predictions of the power load based on previous energy consumption and environmental weather data.
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I. INTRODUCTION

Electricity is an important cornerstone of the modern civilization, which is closely related to industrial production, transportation and many other aspects. Compared with other resources such as coal and oil, electricity is more difficult to be stored. Its production, transportation and consumption are carried out at the same time. From the point of view of power production, excessive supply will cause huge waste of resources, but insufficient supply will also bring serious impact on people’s daily life and cause economic losses. Therefore, it is important to accurately predict future electricity consumption, which can provide reference for future investment planning and construction of power grid.

From the point of view of electricity production, accurate forecast of electrical load can optimize and guide the production plan. At present, the growth rate of electricity production capacity exceeds the actual demand of local grid users, and many electrical facilities are idle and redundant for most of the year, which leads to the high cost of electrical enterprises. Therefore, we need more rational and efficient construction plan. If electrical load can be accurately predicted, it can guide the power investment planning, optimize the operation of electrical enterprises, reduce operation costs and improve profitability.

From the point of view of power transportation, correct forecast of electrical load in urban areas is an indispensable compass for the operation of power grid. Firstly, accurate forecast of regional electrical load is needed to arrange the maintenance work of power grid scientifically and rationally. Secondly, forecast of electrical load can guide grid operation and allocation. In order to reduce the overall capacity demand of power grid construction, reduce operating costs, and avoid major accidents such as grid paralysis caused by the failure to meet peak load, the electrical load of multiple areas in different periods should be estimated in advance. Therefore, power grid enterprises have a strong demand for electrical load forecasting under their jurisdiction.

Based on the importance of electrical load forecasting, this paper first reviews the related research progress, analyses the key factors in power load forecasting, and classifies the power load forecasting according to the time period. Then principles of these methods and their application in load forecasting are introduced. With Ljubljana’s load data and meteorological data, the short-term electrical load forecast based on long-term and short-term memory unit is carried out, and the results are analyzed and summarized.

II. RELATED WORK

A. Current Research Status

In recent years, electrical load forecasting technology has gradually changed from traditional methods to modern methods with artificial intelligence technology. The wide application of machine learning algorithms such as support vector machine and neural network greatly improves the accuracy of power prediction. Espinoza et al. [2] used least squares support vector machine (LS-SVM) to predict and evaluate the short-term electrical load under the influence of meteorological, date and other external factors, which has better accuracy and explanatory ability than other traditional methods. Luca Ghelardoni et al. [3] made a variety of improvement based on SVR and proposed SVP+SVB model with great performance. Wu et al. [4] proposed a novel model combining CNN with LSTM, which uses weather data and historical data to predict wind energy load with good results. Jia et al. [5] proposed a electrical information processing architecture based on convolutional neural network. Cheng et al. [6] used multi-layer neural network and LSTM to predict short-term electrical load and experimental results proved the superiority of deep neural network. Li et al. [7] used the principal component analysis
method to reduce the dimension of data and applied the support vector machine regression to predict short-term electrical load. The numerical experiments show that this integrated method possesses great effectiveness. AlRashidi et al. [8] used particle swarm optimization to predict the annual peak load of power system. The experiments using actual electrical data of Kuwaiti and Egyptian validated the effectiveness of this method. Parshall et al. [9] analyzed the data of power consumption and carbon dioxide emissions on a city scale, which revealed the relationship of power consumption and carbon emissions. Li et al. [10] used regression neural network and fruit fly optimization algorithm to forecast annual power load. The simulation experiments comparing this method with support vector machine and particle swarm optimization show that this method is effective in annual load forecasting. Xia et al. [11] used RBF neural network to predict short-term and long-term power load respectively. The results show that this method can obtain high accuracy and stability in electrical load forecasting. Qiu et al. [12] used the ensemble learning with deep belief network and support vector regression to predict electrical load and superiority of this method was demonstrated by experiments.

B. Important Factors of Electrical Load Forecasting

1) Weather factor: Weather factor is the most important factor in electrical load forecasting. The following factors are often considered: temperature, rainfall, wind speed and direction, cloudiness, humidity, and weather conditions (such as fog, breeze, haze) [13]. Temperature is the most important among them. When the temperature is too low or too high, people will consume more electricity to maintain the comfortable temperature. Therefore there is a strong correlation between power load and temperature. Precipitation can easily affect outdoor activities and some industrial processes. The increase of precipitation will decrease the power load of outdoor activities and increase the load of indoor activities. Cloudiness should be considered during the forecast of short-term power load, since it can increase the use of lighting. Humidity is also an important weather factor, which can describe the change of power load under some climatic conditions along with temperature.

2) Social factors: Social factors refer to the factors that affect load and can be used to further reduce power load forecasting errors, which include calendar information, holidays, population migration, social structure, and special festivals. Calendar information is the most important social factor. Human behavior is usually carried out by day, week, month, season and year, which attaches periodicity to power load patterns. Since people's daily lives consume electricity, the population migration will surely affect the load. Social structure is also necessary long-term load forecasting, because different social structures will lead to different power consumption and consumption patterns. When it comes to short-term electrical load forecast, special festivals must be considered to reduce prediction error.

3) Economic factors: Economic factors are negligible, the most important of which are GDP, oil price and heating fuel price. GDP represents value of a country's final products and the value of services produced in a given period of time, which can be used as an economic factor for medium and long term load forecasting. Since oil price can greatly affect industrial activities, it is vital for medium-term load forecasting. Load is usually negatively correlated with oil price, lagging behind oil price for several months.

C. Classification of Electrical Load Forecast

1) Ultra short-term load forecasting: Ultra short-term power load forecasting is used for short-term power generation optimization and real-time monitoring of power system, which is very important for frequency control and short-term power generation dispatch.

2) Short-term power load forecasting: Short-term load forecasting is the most commonly used type of load forecast, which provides time arrangement assistance for power generation facilities. Because of the long time span, the impact of environment changes, date and time on electrical load is becoming more and more obvious. In order to achieve accurate short-term power load forecast, environmental data, date and time and other auxiliary data should be introduced.

3) Medium-term load forecasting: Medium-term load forecasting is the basis for many market participants to formulate strategies. In some power systems, large end-users must plan the load of their power systems one year in advance. In the medium-term load forecasting scenario, economic factors such as oil prices, seasonal weather forecasting, and predicted GDP changes will be used as input of the forecasting model to reduce forecasting errors.

Long-term load forecasting: If the power load can be forecasted several years or decades in advance, it will greatly enhance the scientific nature of power system planning and reduce the cost of social resource. However, in the long run, power load is affected by energy policy, economic development, population growth and decline, climate change, power investment and many other aspects. Therefore, long-term load forecasting has always been a difficult problem in the field of energy planning, lacking reliable and systematic forecasting methods.

III. RECURSIVE NEURAL NETWORKS AND LSTM

A. BP Neural Network

Traditional BP neural network consists of three parts: input layer, hidden layers and output layer. Each neuron in the latter layer is connected with all neurons in the upper layer, and there is no connection between neurons in the same layer.

BP neural network algorithm can be divided into two parts. In the process of forward transmission, Data is input from input layer, transferred to hidden layer and calculated, and then output through output layer. In this stage, the parameters in the network do not change, but the output is obtained by forward
transmission and the error is compared with the real value. The second is the reverse propagation of errors. In this stage, according to the errors between the output results and the real values, the network output can be close to the real value by propagating backwards from the output layer and modifying the weights and biases in the network layer by layer.

B. Recursive Neural Network

Compared with BP neural network, the hidden layer in RNN has the edge which connects to the next time step of the hidden layer. The output of the hidden layer not only transmits to the output layer, but also to the hidden layer of the next time step. Structure of RNN gives it capability to memorize historical information.

The traditional neural network cannot use the information contained in the previous data when processing an input data. RNN introduces the concept of time series. When processing data at each time, RNN can make use of the information at the previous time, which makes RNN possess ability to deal with time series problems very well. However, RNN also has some obvious shortcomings. RNN often fails to make full use of the information which is different from the current time due to gradient disappearance.

C. LSTM Networks

In order to overcome the disadvantage of RNN in dealing with long-interval strong correlation sequence data, Sepp Hochreiter and Jurgen Schmidhuber proposed long short-term memory in 1997 [15]. The original LSTM unit consists of a recursively connected memory unit and two control thresholds, i.e. input gate and output gate. In the memory unit, the current hidden state of neurons is stored. The input gate is essentially a common neuron, which is used to express the influence of the current input on the hidden state. The output gate is used to indicate the effect of the hidden state on the output of LSTM unit. Intuitively, they can be seen as regulators of numerical flows connected through LSTM. Hence, they are called as gates. In 2000, Gers and Schmidhuber added a forgetting gate to the recursively connected memory unit on the basis of the initial LSTM unit, which improved the ability to distinguish the effects of different intervals of data on the memory hidden state, and improved the neuron performance [16].

LSTM solves the problem of gradient disappearance in traditional RNN. In the process of back propagation, some neurons can pass through the gate without attenuation, which makes LSTM have the ability to remember long-term information. Based on the advantages of long-term memory, LSTM network has shown strong ability in machine translation, speech recognition and other fields.

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}_i - y_i}{y_i} \right| 	imes 100\%
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}
\]

IV. POWER LOAD FORECASTING EXPERIMENT BASED ON LSTM NETWORK

A. Experimental Settings

The data set used in this experiment is electrical load data from Lubljana for the whole year of 2011. Besides the power load, it also contains other information, including temperature, humidity, pressure, wind direction and wind speed. Therefore, except for the timestamp, the dimension of each data is 7. The granularity of the original data is several minutes and the measurement interval of each data point is slightly different, so the average method is adopted to integrate the data into one hour granularity. Part of experimental data is shown in the Figure 1 above.

Based on the analysis of the influential factors and classification of power load forecasting discussed above, the data set contains only time along with weather data, lacking economic and social factors, which is relatively short in time length. Therefore, the data set is more suitable for short-term load forecasting and this paper will carry out short-term load forecasting experiments for one hour and one week respectively. According to the ratio of 4:1, the first 80% data (7008 items) were used as training set, and the last 20% data (1752 items) were used as test set. In addition, due to the difference in size of different data, it is necessary to normalize the data into (0,1) before entering the network.

This experiment is based on Tensorflow with which users can design the structure of the neural network by building computational diagrams modify its structure intuitively. In order to judge the effect of the model, the average absolute percentage error (MAPE) and root mean square error (RMSE) are used to quantify the prediction performance of the model. Equations to compute these are shown below:

![FIGURE I. PART OF EXPERIMENTAL DATA.](image-url)
where \( y \) represents the actual load data and \( \hat{y} \) represents the predicted value. According to these two equations, the lower MAPE and RMSE indicate higher the accuracy of the prediction model.

B. Experimental Results and Analysis

1) Hourly power load forecasting based on data of previous day: All the information of the previous day is used to predict the current load value. Therefore, the input layer contains 7*24 neurons, the output layer has one neuron, and the hidden layer in the middle is one layer, which contains 10 LSTM units. The square of error was used as loss function. The Adam algorithm, which is an extended method of random gradient descent, was adopted. Adam can design independent adaptive learning rates for different parameters by calculating the first and second moment estimates of gradients, which can make the parameters converge to better results and speed up the operation with good applicability. The initial learning rate is set at 0.0005.

According to Figure 2, it can be seen that when the number of iterations reaches 1000, the value of the loss function has basically remained unchanged and the model can be considered to have converged. Prediction of input test data is compared with the actual value, which is shown in Figure3. The blue line is the curve of the actual value and the orange line is the curve of the predicted value. From these experimental results, it can be seen that the one-step prediction based on the previous day's historical information has a good effect, and the trend of the predicted value is the same as the actual value with small absolute error. The calculated results show that the MAPE is 2.09% and the RMSE is 47.30%.
Load forecasting of current week based on last week's data: All the information of one week was used to predict the power load value of the next week. The input is changed to 7*168, and the output is 1*168 with other hyperparameters unchanged. The two-week forecast result is shown in Figure 4. It can be seen that the forecast result is relatively poor when the forecast time is one week. Although the absolute error is high, the trend of the predicted value is still consistent with the actual value, which shows that the network has limited ability to predict the load value after a long period of time, but it still can learn the periodic change weekly and daily. The RMSE was 140.71 and MAPE was 7.03%.

Load forecasting current week based on history and weather data: In order to improve the prediction accuracy, existence of weather forecast can be considered, which is advisable to incorporate into the input data. In addition, by observing the regularity of data, it is found that the electrical load data has obvious regularity in a week. The power consumption is higher in working days, but lower in rest days. However, the original data does not provide weekly information for every single day so that the datetime library was adopted to process the timestamp and get the weekly information of that day. After adding these into training data, the input dimension increases to (7 + 5 + 1) * 168 with other settings unchanged.

The experimental results are shown in Figure 5. The RMSE is 130.19 and the MAPE is 5.99%. After adding the weather information and the week information, the values of the two indexes are reduced, which means the prediction accuracy is slightly improved. The importance of weather information for short-term power load forecasting and the help of weekly information for time series modeling are verified.

V. CONCLUSION

Power load forecast with high precision has important economic and social significance. This paper analyses the development of electrical load forecasting, summarizes the influential factors used in previous work and forecasting types of different time series, and simply analyses the relationship between these factors and forecasting types. The BP neural network, RNN and LSTM networks are analyzed progressively with the modeling ability of time series data. LSTM network which can memorize long-term and short-term information is selected as the prediction model for experiment.

According to the characteristics of the data set, this paper focuses on short-term load forecasting. The corresponding LSTM networks are constructed in two directions, one hour and one week, respectively. The one-hour prediction model is satisfactory. Although the prediction of one week is relatively ineffective because of its long forecast time, the prediction is improved by adding the input of weekly information and weather forecast information, which verifies the importance of weather information for short-term power load forecasting and the obvious help of weekly information for medium-term load forecasting.
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