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Abstract—The emergence of various data-intensive applications like artificial intelligence, machine learning etc., has highlighted the energy and throughput bottlenecks inherent in existing computing systems. Memory storage is a major component for such data intensive computational platforms. Consequently, memory-centric research investigations to improve the overall energy-efficiency and throughput of a given computing chip is being actively pursued. Exploration of novel memory technologies for high-density on-chip memories and in-memory computing are the key examples of such memory-centric approaches. In this paper, we propose a novel memory-centric scheme based on CMOS SRAM. Our proposal aims at dynamically increasing the on-chip memory storage capacity of SRAM arrays on-demand. The proposed scheme called - Augmented Memory Computing allows an SRAM cell to operate in two different modes 1) the Normal mode and 2) the Augmented Mode. In the Normal mode of operation, the SRAM cell functions like a standard 6 transistor (6T) SRAM cell, storing one bit of data in static format. While in the Augmented mode, each SRAM cell can store >1 bit of data (in a dynamic fashion). Specifically, we propose two novel SRAM cells - an 8 transistor (8T) dual bit storage augmented cell and a 7 transistor (7T) ternary bit storage augmented cell. The proposed 8T dual bit SRAM cell when operated in the Augmented mode, can store a static bit of data while also, simultaneously, storing another bit in a dynamic form. Thus, when operated in Augmented mode, the 8T SRAM cell can store two bits of data - one SRAM-like data and one DRAM-like data, thereby increasing or augmenting the memory storage capacity. On the other hand, the proposed 7T ternary bit storage augmented cell can either store a single SRAM data in Normal mode or be configured to operate in Augmented mode, wherein it can store ternary data (3 levels (0,0), (0,1), (1,0)) in a dynamic manner. Thus, based on the mode of operation, the proposed augmented memory bit-cells can either store one static bit of data or >1 bit of data in a dynamic format. We show the feasibility of our proposed bit-cells through extensive simulations at Globalfoundries 22nm FDX node. It is worth mentioning, the novel scheme of augmented memory bit-cells can be seamlessly combined with existing in-memory computing approaches for added energy and throughput benefits.

Index Terms—Memory-centric approaches, Augmented Memory Computing, Augmented bit-cells, In-memory computing, SRAM, dual bit storage, ternary bit-storage, data intensive applications.

I. INTRODUCTION

Over decades the advances in hardware computing platforms have been driven by the remarkable scalability of the Metal-Oxide-Semiconductor Field Effect Transistors (MOS-FETs) in accordance with Moore’s Law [1]. Despite consistent improvement in power-performance-area (PPA) metrics, recent trends in data-intensive applications have pushed the state-of-the-art in hardware computing platforms to its limits [2]. Existing hardware solutions suffer from energy and throughput bottlenecks due to frequent data movement between multiple levels of the memory hierarchy and between memory-units and processing-cores [3]. To mitigate such bottlenecks various memory-centric approaches are being extensively explored by the research community. These include exploration of novel high-density emerging memory technologies [4], [5] and use of emerging computing approaches like in-memory and near-memory computing [6], [7]. In this paper, we propose a novel memory-centric paradigm - Augmented Memory Computing (AMC) for the acceleration of data-intensive applications like artificial intelligence and machine learning.

It is well-known that the 6 transistor SRAM cell is the most widely used on-chip memory system due to its high robustness and fast read-write speed [8], [9]. However, a major drawback of SRAM is the associated high area overhead, limiting the amount of on-chip memory storage. Consequently, off-chip memory systems are used as high-density storage at the expense of speed and energy consumption. In fact, the data communication overhead associated with the movement of data from off-chip to on-chip memory forms a major source of energy consumption and compute latency [10]. Toward that end, AMC aims at increasing the on-chip storage on demand, thereby dynamically augmenting storage capacity for SRAM arrays that can cater to data intensive applications.

We present a family of novel SRAM bit-cells using two different bit-cell topology - 1) The proposed 8 transistor (8T) augmented SRAM cell includes two additional transistors as compared to a 6T cell, wherein the 8T augmented bit-cell can simultaneously store an SRAM-like and a DRAM-like data based on the applied voltages 2) Similarly, the proposed 7T augmented bit-cell can store a ternary data (-1,0,+1) per bit-cell in a dynamic format as opposed to storing a binary data (0,1) as in a conventional 6T SRAM cell. Note, both the proposed augmented bit-cells can function like normal SRAM cells with comparative read-write margins and speed. As such, our proposed bit-cells can be operated in two distinct modes. In the Normal mode these bit-cells function like conventional 6T bit-cell storing a binary data, while in Augmented mode, the bit-cells can store more data (either two bits for the 8T augmented cell, and ternary bits for the 7T augmented cell),
The paper are mentioned below: memory/near-memory computing. The key contributions of approaches (like in-memory computing paradigms, yet it can be easily combined with existing in-memory computing schemes. Thus, AMC presents a novel approach for memory-centric computing, thereby dynamically increasing the memory storage capacity.

It is worth mentioning, in comparison to in-memory computing, AMC does not rely on complicated approximate analog computing and hence is more robust. This does not imply that AMC cannot be used in conjunction with in-memory computing. As discussed in section IV, AMC can be combined with existing in-memory computing approaches for improved energy-efficiency and throughput [6], [11], [12]. In summary, although AMC is conceptually independent of in-memory computing paradigms, yet it can be easily combined with existing in-memory processing schemes. Thus, AMC presents a novel approach for memory-centric computing, along with other existing memory-centric approaches (like in-memory/near-memory computing). The key contributions of the paper are mentioned below:

1) We propose a novel memory-centric compute paradigm called Augmented Memory Computing, wherein the storage capacity of on-chip SRAM based memory can be increased dynamically for data intensive computations.

2) We specifically propose two distinct bit-cells. The proposed 8T augmented bit-cell can store two bits of data, simultaneously, (an SRAM-like and a DRAM-like data), while the proposed 7T augmented bit-cell can store ternary data (+1,0,-1) in a dynamic fashion.

3) The proposed augmented bit-cells can be used either in Normal mode or Augmented mode. Furthermore, our proposed 8T augmented bit-cell shows better voltage scalability as compared to 6T SRAM cell in Normal mode, similarly the 7T augmented bit-cell allows fine-grained power gating compared to 6T bit-cell in Normal mode.

4) We present detailed circuit simulations reporting energy, speed metrics along with variation analysis at Globalfoundries 22FDX (22nm FD-SOI). [13] node

The rest of the paper is organized as follows. In section II, we present the 8 transistor augmented bit-cell. We first discuss the Normal mode of operation followed by the dual bit storage Augmented mode of operation. Section III presents a 7 transistor augmented bit-cell, that can store a ternary bit within each bit-cell in the Augmented mode of operation. Section IV presents simulation results and discussions regarding the use of augmented bit-cells in conjunction with in-memory computing. Finally, section V concludes the paper.

II. 8T Dual Storage Augmented Bit-Cell

As mentioned earlier, augmented bit-cells can increase their storage capacity dynamically while also functioning like conventional SRAM bit-cells in the Normal mode. For a dual bit augmented storage, we add two additional transistors to the 6T SRAM cell, as shown in Fig. 1. This bit-cell can operate in two distinct modes - the Normal mode and the Augmented mode. The SRAM cell can be configured in the Normal or Augmented mode at a sub-array level granularity.

A. Normal Mode

For the Normal mode of operation, both the wordlines WL1 and WL2 are activated, simultaneously, during the read and write operations. The resulting SRAM read and write operations are similar to the 6T cell, except that the SRAM is asymmetric due to the presence of an additional access transistor (M3) on the BLB side of the 8T SRAM cell. As shown in Fig. 2 using 1000 Monte-Carlo simulations at GF 22FDX node, we observe almost no change in static noise margins, compared to the 6T bit-cell. Thus, the asymmetric nature of the 8T bit-cell leads to minimal alteration of static noise margins and hence the cell stability. Additionally, the SL line and the BLR line are kept at 0V during the Normal mode of operation. This ensures no current flows through transistor M4, irrespective of the voltage at its gate at the node Vz. In summary, the 8T bit-cell shown in Fig. 1 can be operated similar in functionality to the conventional 6T SRAM cell when both WL1 and WL2 are simultaneously activated. This also implies that a conventional differential sense-amplifier can be used to sense the data stored in the SRAM cell.

Advantageously, the presented 8T bit-cell can be used to improve cell-stability and achieve lower operating voltages compared to the 6T bit-cell using the well-known pulsed wordline activation scheme [14]. This can be achieved by using transistor M4 as a de-coupled read port. For improved stability, WL1 is activated first using a short duration pulse, keeping WL2 OFF. This would ensure node Vz is charged or discharged based on the data stored at node Vy. Essentially, by pulsed activation of the wordline WL1, we are copying the SRAM data into the node Vz. Since the pulse duration of the signal on WL1 would be much smaller than conventional 6T SRAM the possibility of read disturb is minimal [14]. After the pulsed activation of WL1, the SL is pulled to VDD. Subsequently, a large signal inverter-based sensing can detect the voltage change on BLB. Thus, the proposed 8T bit-cell can be used in conjunction with a pulsed WL scheme to improve cell-stability.

B. Augmented Mode

In the augmented mode, the 8T bit-cell stores two bits of data, simultaneously. The SRAM-like static data is stored...
in the cross-coupled inverter pair as complementary voltages on nodes Vx and Vy, similar to the conventional 6T SRAM storage; while the two transistors M3 and M4 store a DRAM-like data on the dynamic node Vz. In fact, transistors M3 and M4 form a 2 transistor embedded DRAM cell, which can be written by activating WL2, and can be read through transistor M4 using lines SL and BLR. For the DRAM write operation, line WL2 is pulled high and data is written into the DRAM node Vz through the line BLB. Note, due to the presence of an NMOS only access transistor M3, we use voltage boosting on WL2 for writing a high value at the dynamic node Vz. During the write operation, the SL lines are all kept at 0V and the BLR lines are also discharged to 0V. For the DRAM read operation, the corresponding SL line is pulled high and a voltage accumulation on the initially discharged line BLR is sensed to read the DRAM data. Note, all unselected SL lines are kept at 0V. The DRAM data can be read by using a large signal inverter based sensing as shown in Fig. 3. The compact inverter based sensing ensures minimal sensing circuit overhead. In summary, the transistors M3, M4 along with lines SL and BLR constitute an embedded DRAM cell within the 8T SRAM cell, such that it can store an independent data in a dynamic fashion, while simultaneously a static data is stored in the SRAM cell.

Interestingly, while transistors M3, M4 and node Vz store a DRAM-like data, the SRAM data is stored on nodes Vx and Vy which can be read and written by simultaneously activating wordlines WL1 and WL2. The SRAM data can be read using a latch based differential current or voltage sense amplifier, as shown in Fig. 3. It is important to note that the DRAM data stored on node Vz will be destroyed during the read or write operation of the SRAM data since the DRAM node Vz is in the SRAM read/write path. However, this issue can be circumvented by relying on the data access pattern for specific end applications. For example, in a deep learning network nodes Vx and Vy can store weights while the corresponding node Vz streams input activations. In other words, by ensuring a first-in last-out (FILO) scheme for the combined SRAM-like and DRAM-like bit we can store two bits simultaneously in the 8T bit-cell without inadvertently destroying the DRAM data. Given the regular memory access pattern for data intensive applications like artificial intelligence and machine learning, it is easy to enforce such a FILO scheme.

Thanks to the excellent leakage control of the 22nm GF FD-SOI technology, we have achieved 25µs retention time at 85°C with a small (~100mV negative voltage) on wordlines WL2 during hold mode of the memory array. Timing waveforms with Monte-Carlo simulations are shown in Fig. 4, exhibiting
The retention waveform at a temperature of 85 degrees Celsius. The retention time is defined here as the time until the peripheral circuit can reliably sense the data stored on the dynamic node Vz.

III. 7T Ternary Storage Augmented Bit-Cell

It is well-known that a 6 transistor SRAM cell can store one digital bit in a static format. SRAM being a differential memory, both the bit and the complement of the bit are stored in the same cell. Our proposed 7T augmented SRAM cell can either be configured to store one static SRAM bit (Two Levels: Normal mode of operation) or one dynamic ternary bit (Three Levels: Augmented mode of operation). Note, ternary bits have three levels usually represented as (-1, 0, +1).

Ternary memory storage is becoming increasingly popular due to the recent algorithmic advances in Ternary Neural Networks (TNNs). TNNs are being extensively explored [15], [16], since they provide both lower memory requirement as well as improved accuracy for deep learning networks. Traditionally, since 6T SRAM cell can only store a binary data, two 6T cells are required to store one ternary data [17]. As such, our proposed 7T Ternary augmented cell can be configured to increase the on-chip SRAM storage density for ternary weights for TNN accelerators. Note, the proposed 7T Ternary augmented cell stores ternary data in a dynamic format as opposed to the conventional 6T SRAM, which stores static binary data.

A. Normal Mode

The 7T Ternary augmented cell is shown in Fig. 5. It consists of 6T SRAM cell with one additional PMOS transistor per bit-cell connecting the cross-coupled inverters to VDD. For the Normal mode of operation, the PMOS M6 is kept ON, and the augmented cell functions similar to a normal SRAM cell. It is worth mentioning, that similar 7T cells with a header PMOS have been used in previous literature to enable fine-grained power gating [18]. In the traditional use-case, when the PMOS transistor M6 is switched OFF, the cross-coupled inverters are disconnected from the power supply and the SRAM cell enters power-gated mode, thereby drastically reducing the cell leakage. In summary, the normal mode of operation of the 7T augmented cell is similar to a gated VDD SRAM cell [13]. When PMOS M6 is ON, the cell stores one static data, when PMOS M6 is OFF, the cell is disconnected from VDD and is in power gated mode.

B. Augmented Mode

During the Augmented mode, transistor M6 is switched OFF. As seen in Fig. 6 the cross-coupled inverters are disconnected from VDD, and the SRAM can no longer store data and its complement in static format. With PMOS M6 OFF, since the cross-coupled inverters are no longer connected to VDD, the positive feedback behavior of the cross-coupled inverters are weakened. We exploit this weakened feedback between the nodes Q and QB to store three different data patterns on nodes (Q,QB) in a dynamic fashion. Specifically, with the PMOS M6 OFF, (Q,QB) can dynamically store one among three different data patterns — (1,0), (0,1) and (0,0). This three level storage allows us to store a ternary bit in the 7T SRAM cell, wherein (1,0), (0,1) and (0,0) can be conceptually mapped to ternary levels of (-1,+1, 0), respectively.

The storage of different voltage levels on nodes Q and QB can be understood as follows. Let us consider the case of storing the data (0,1) in the SRAM cell during the Augmented mode (i.e. when PMOS M6 is OFF). Keeping PMOS M6 OFF, the WL is activated, BL and BLB are pulled high or low based on the data to be stored in the SRAM cell. Note, since the SRAM cell is not connected to VDD, the cross-coupled inverter does not have a positive feedback mechanism to write a robust ‘1’ into the cell. This is because the access transistors consisting of NMOS devices suffer a threshold voltage (VT) drop when passing a high value. Consequently, we use voltage boosting, wherein the WL is pulled to 1.25V to ensure a strong ‘1’ is written into the SRAM cell. The write waveforms for storing data (0,1) is shown in Fig. 7. Note, with PMOS M6 OFF, when Q and QB stores (0,1), the DRAM-like capacitors $C_A$ and $C_B$ (formed due to parasitic gate and diffusion capacitances) are charged and discharged, respectively (see Fig. 6). As a result, transistors M1 and M2 are ON and M0 and M3 are OFF. By symmetry, the waveforms of Fig. 7 also represent write operation for data (1,0) with appropriate voltages being applied on BL and BLB.

As expected, due to absence of a VDD connection, over a certain duration of time, the dynamic nodes Q and QB leak, destroying the data stored in the augmented cell. Thereby, with respect to (0,1) data, the retention time can be defined as the time up to which the data Q and QB can be robustly sensed by the peripheral sensing circuit. A similar argument for retention time can also be made for data (1,0). Figure showing the leakage of voltages on nodes Q and QB that dictates the retention time for data (0,1)/(1,0) is depicted in Fig. 8.

Now let us consider storing data (0,0) in the augmented 7T cell. For writing the data (0,0), both Q and QB are discharged by activating the WL and pulling BL and BLB to 0V. This in turn switches OFF NMOS transistors M2 and M3. Although
the PMOSes M0 and M1 are ON, nodes Q and QB are disconnected from VDD due to the OFF transistor M6. As a result, nodes Q and QB are not connected to VDD. The capacitors \( C_A \) and \( C_B \) act as dynamic floating nodes that are neither connected to GND nor to VDD. Thus, the dynamic nodes Q and QB store the data \((0,0)\) when BL and BLB are pulled low and WL is high. The write waveforms for data \((0,0)\) is shown in Fig. 9. Note, in a conventional 6T SRAM cell, storage of \((0,0)\) is not possible due to the existence of strong positive feedback between the two cross-coupled inverters. The strong positive feedback forces Q and QB to always be the complement of each other. By disconnecting the VDD using PMOS M6, we significantly weaken the feedback connection and store \((0,0)\) on nodes (Q,QB) on the dynamic capacitors \( C_A \) and \( C_B \). In summary, when PMOS M6 is switched OFF, the 7T cell can either store \((1,0)\), \((0,1)\), or \((0,0)\) in a dynamic manner. Note, as expected the data \((0,0)\) stored on dynamic nodes Q and QB leak with time. However, the resulting retention time is higher than the case of \((0,1)\) and \((1,0)\). Consequently, the \((0,0)\) data storage does not decide the overall retention of the 7T augmented cell, it is rather limited by the retention time of data \((0,1)/(1,0)\) as shown in Fig. 8.

Let us now consider the readout of data \((0,1)\), \((1,0)\) and \((0,0)\). For a \((0,1)\) or \((1,0)\) readout, one of the NMOS transistors M2 or M3 is ON depending on the data stored in the bit-cell. When WL is made ON by pulling it to VDD, the pre-charged BL or BLB discharges depending on which among NMOS transistors M2 or M3 is ON. Thus, by sensing the discharge on BL and BLB, the peripheral circuit can conclude if the data stored in the augmented 7T cell is \((0,1)\) and \((1,0)\), respectively. In its simplest form, the readout circuit consists of large-signal inverter-based sensing, as shown in Fig. 10(b). On the other hand, for the data \((0,0)\), both the NMOS transistors are OFF and both BL and BLB do not see a significant discharge except for leakage currents. As such, no significant voltage discharge either on BL or BLB indicates storage of data \((0,0)\). In summary, a discharging BL indicates data \((0,1)\), a discharging BLB indicates storage of data \((1,0)\), and no significant discharge either on BL or BLB indicates data \((0,0)\).

The logic circuit shown in Fig. 10(b) takes the voltage output from the sensing inverters as input digital signal and converts it into \((0,1)\), \((1,0)\), or \((0,0)\) representing the data stored in the 7T augmented cell.
IV. RESULTS AND DISCUSSIONS

As discussed earlier, the proposed augmented bit-cells can be operated in two modes - the Normal mode and the Augmented mode. In essence, augmented cells rely on dynamic storage within the SRAM cells to increase the memory storage capacity. Due to such dynamic nature of storage, retention time is the key metric for augmented bit-cells. Furthermore, the retention time shows a strong dependence on temperature and makes our proposed cells interesting for cryo-computing applications [19]. Table I-II mentions the retention time for various temperatures. The retention time is a strong function of temperature and are in similar range as reported in previous works on embedded-DRAM cells [20]. The retention time can be improved using circuit based design knobs like body biasing [21] etc. In addition, based on the end application requirement, a hardware-algorithm co-design approach can be used to allow relaxed retention times by leveraging the resiliency of the end application, for example, the resilient nature of a deep
learning network can be used to extend the retention time of the augmented bit-cells using error-aware training of the neural network.

In Table III-IV we have enumerated read, write energy associated with the augmented cells in Normal and Augmented modes along with leakage power consumption. For the sake of comparison, we have also mentioned the energy and delay numbers for conventional 6T SRAM cell at 22nm Globalfoundries FDX technology. All the energy and power numbers are reported for operation at a temperature of 85*C.

For the 8T augmented cell, the read, write energy and leakage power increases as compared to a 6T cell. This increase can be attributed to more number of transistors in the augmented cell, that add both parasitic capacitance and leakage energy consumption. Also, it was observed due to the use of single ended sensing for the DRAM part of the 8T augmented cell the read energy increases by 2.7x compared to the 6T cell. For the 7T augmented cell, the energy metrics are comparable to the 6T SRAM cell for Normal mode of operation. The reduced write energy can be attributed to the OFF PMOS header transistor in the augmented mode making write operation easier and reducing cell leakage for unselected rows. Table V-VI report the read and write time for the augmented mode operation. Note, due to the presence of BL and BLB the read delay for 7T bit-cell is lesser as compared to the 8T bit-cell. The delay number for 8T bit-cell is for the DRAM-like bit, the SRAM-like bit storage has similar read, write delay as a normal 6T SRAM cell.

Let us now highlight some key discussions with respect to the augmented memory bit-cells. As detailed in the manuscript, augmented memory bit-cells bring in a novel approach to dynamically increase the memory storage capacity. As such, the augmented bit-cells help to alleviate the issues associated with limited on-chip storage. On the other hand, in-memory computing is another well-known approach being extensively investigated by the research community [7], [11], [22]. Below are the key points we would like to highlight about augmented memory with respect to in-memory computing.

AMC aims at dynamically increasing on-chip storage capacity through modified SRAM bit-cells. It is important to note that, use of augmented mode does not incur any approximation in data storage or computed data. The sole difference between normal SRAM and augmented storage is the dynamic nature of data and does not effect the accuracy of computations. This is in contrast to in-memory computing paradigms, wherein multiple rows are activated and computations are achieved through approximation of the accumulated signal on the bit-lines. Thus, AMC paradigm is more amenable to traditional memory verification and design flow than in-memory paradigms.

Interestingly, augmented memory computing can be combined with in-memory computing techniques for additional benefits. Both analog and digital in-memory computing techniques have been presented in various previous works for static (SRAM) [22] and dynamic (DRAM) bit-cells [23]. These in-memory techniques can be easily applied to the AMC bit-cells (specifically the 8T dual bit AMC cell) while operating in augmented computing mode. For example, the 8T dual bit-cell can be configured to store one SRAM-like and one DRAM-like data. During read operation multiple wordlines can be activated and digital or analog in-memory computing can be achieved while the 8T cell is operating in augmented mode memory. The PHI readout for 8T augmented bit-cell could still be enforced while performing in-memory computing operations to ensure the DRAM data is not inadvertently destroyed while accessing the SRAM data. Further, algorithm hardware co-design can be invoked to leverage trade-off between retention time, power consumption and end application accuracy [23], [24]. Augmented bit-cells thus provide multiple operational mode - 1) the Normal mode, 2) only Augmented computing mode, 3) only in-memory computing mode, and 4) Augmented + in-memory/near-memory computing mode.

Table I:

| Temperature | VWL1  | VWL2  | Retention time |
|-------------|-------|-------|----------------|
| 85°C        | -0.1V | 0V    | 25 μs          |
| 25°C        | 0V    | 0V    | 250 μs         |
| 25°C        | -0.1V | 0V    | milli-sec      |

Table II:

| Temperature | VWL  | Retention time |
|-------------|------|----------------|
| 85°C        | 0V   | 4 μs           |
| 25°C        | 0V   | >50 μs         |

Table III:

| Temperature | Region | 6T SRAM | 8T SRAM |
|-------------|--------|---------|---------|
| 85°C        | Hold   | 0.448 uW| 0.603 uW|
| 85°C        | Read   | 1.83 ΜΩ | 3.37 ΜΩ |
| 85°C        | Write  | 2.07 ΜΩ | 8.32 ΜΩ |

Table IV:

| Temperature | Operation | 6T SRAM | 7T-Normal | 7T-AMC |
|-------------|-----------|---------|-----------|-------|
| 85°C        | Hold      | 0.448 uW| 0.430 uW | 0.59 uW|
| 85°C        | Read      | 1.83 ΜΩ | 3.53 ΜΩ | 3.12 ΜΩ|
| 85°C        | Write     | 2.07 ΜΩ | 2.02 ΜΩ | 0.99 ΜΩ|
the augmented mode of operations. We specifically present a 8 transistor SRAM cell that can store one SRAM-like and one DRAM-like bit, simultaneously, within the memory bit-cell. Similarly, our proposed 7 transistor SRAM bit-cell can store a ternary bit (three levels) in a dynamic fashion during the augmented mode of operation. Advantageously, the presented augmented bit-cells are amenable to in-memory compute paradigm that can provide added energy and throughput benefits. The functionality of the presented bit-cells has been confirmed by extensive simulations at Globalfoundries 22nm FD-SOI technology node. In summary, the concept of augmented memory bit-cells brings in a new dimension to accelerate data intensive application by dynamically augmenting the on-chip memory storage capacity.
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