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Abstract—We propose a mathematical framework for synthesizing motion plans for multi-agent systems that fulfill complex, high-level and formal local specifications in the presence of inter-agent communication. The proposed synthesis framework consists of desired motion specifications in temporal logic (STL) formulas and a local motion controller that ensures the underlying agent not only to accomplish the local specifications but also to avoid collisions with other agents or possible obstacles, while maintaining an optimized communication quality of service (QoS) among the agents. Utilizing a Gaussian fading model for wireless communication channels, the framework synthesizes the desired motion controller by solving a joint optimization problem on motion planning and wireless communication, in which both the STL specifications and the wireless communication conditions are encoded as mixed integer-linear constraints on the variables of the agents’ dynamical states and communication channel status. The overall framework is demonstrated by a case study of communication-aware multi-robot motion planning and the effectiveness of the framework is validated by simulation results.

I. INTRODUCTION

Motion planning is a fundamental research problem in robotics and has received a considerable amount of attention in recent years. Traditional planning methods solve the reach-avoid motion planning problems by taking advantage of various discretized graph search algorithms [1] [2] and randomized sampling-based algorithms [3]. Feasible motion plans are then constructed for a given model of a robot’s dynamics that steer the robot from an initial state to a goal configuration while avoiding obstacles in a complex environment. However, despite the success in dealing with such point-to-point navigation problems, these approaches lack capability of handling more complex and temporal mission specifications.

Formal languages such as linear temporal logics (LTL) and computation tree logics (CTL) show great potential in specifying and verifying desired complex and logic behavior of systems [4]. Incorporating the modern paradigm of hybrid systems with the recent development of formal methods employing temporal logics has allowed us to integrate high-level complex missions with low-level motion controllers [5]. Based on finite-state abstractions of the dynamics of the robotic system and the environment where it travels, a discrete plan is computed to satisfy the high-level missions by leveraging ideas from formal verification and synthesis [4] [6] [7] techniques. Such synthesis procedure results in a hybrid control structure with a discrete planner that is responsible for the high-level, discrete plan and a corresponding low-level continuous motion controller. The major limitation of these approaches is their high computational complexity, as both the synthesis and abstraction algorithms scale at least exponentially with the dimension of the discretized configuration space [6].

Many attempts have been made to apply temporal-logic-based planning techniques to multi-agent cases. Distributed Learning based supervisor synthesis given global temporal specification was studied in [8]. Filippidis et al. [9] developed a decentralized control scheme for cooperative multi-agent systems from local LTL missions which did not impose any constraints on other agents’ behavior. Guo and Dimarogonas [10] derived a partially decentralized motion and mission planning solution that decomposed the team into clusters of dependent agents. Applying receding horizon methods [11], Tumova and Dimarogonas [12] further extended the result. On the other hand, multi-agent motion planning from a global specification has also been studied. The vast majority of the existing work in this context focuses on how to properly decompose the global specification into a collection of local tasks, each of which can be fulfilled by individual agents in a synchronized [13] or partially-synchronized [14] manner. Karaman and Frazzoli [15] addressed the mission planning and routing problems for multiple uninhabited aerial vehicles (UAV), in which the given LTL specifications can be systematically converted to a set of constraints suitable to a mixed-integer linear programming (MILP) formulation. Nonetheless, these aforementioned results either assumed perfect inter-agent communication, or reduced the study of communication among the agents to maintenance of topological connectivity of the multi-agent system [10]; these assumptions turn out to be oversimplified in practice, since communication quality of service (QoS) does have an impact on multi-agent coordination. Many efforts have been devoted to the communication-aware motion planning problems. Bo et al. [16] developed a combined design framework where the global specification was decomposed into local specifications and artificial potential function based local motion planning was applied considering the communication constraints. To pursue the co-optimization of motion and communication, Yan and Mostofi [17] [18] modeled the communication channel between a robot and a base station as a Gaussian process with fading and shadowing effects; however, the optimization was performed only with respect to the robot’s motion velocity, transmission rate and stop time, while the
robot was assumed to travel along a pre-defined trajectory. In addition to the order of control actions in motion planning from formal specifications, we are also concerned with the robustness of the system. Logics with timed features such as metric temporal logic (MTL) [19] and signal temporal logic (STL) [20] have been established to define semantics on real-time signals and to assess the robustness of the systems to parameter or timing variations. In this paper, we adopt STL formulas to characterize the specifications for the multi-agent motion planning problems. STL allows the specification of properties of dense-time, real-valued signals, and has been applied to the analysis of several types of physical and hybrid systems [20]. Rather than classical (untimed) temporal logic formulas that justifies the satisfaction of a certain property with binary answers, STL formulas admits a quantitative semantics that provides a real number evaluation that indicates the extent to which the property is satisfied or violated. Recently STL finds applications in controller synthesis for various dynamical systems in either deterministic [21] or reactive [22] environments.

In this paper, we focus on motion planning problems for multi-agent systems where agents communicate in Gaussian fading channels. The synthesis objective is to construct local controllers to fulfill desired STL local motion tasks of each agent, while optimizing communication QoS between the agents. Our main contribution can be summarized as a unified MILP formalism that solves not only the joint motion-communication co-optimization problem, but synthesizes collision-avoiding motion controllers as well.

The rest of this paper is organized as follows. Section II introduces necessary preliminaries. Section III formally presents the co-optimization problem of communication-aware motion planning from STL specifications. The MILP encoding of communication-aware motion planning is studied in Section IV for the purpose of motion controller synthesis. Simulation examples are presented in Section V. Section VI concludes the paper.

II. PRELIMINARIES

A. Agent Dynamics

We consider $P$ agents with unique identities $\mathcal{P} = \{1, 2, \ldots, P\}$ that perform their motions in a shared 2-D environment. For each $i \in \mathcal{P}$, the motion of agent $i$ is captured by the linear dynamics of the following form

$$\dot{x}_i(t) = Ax_i(t) + Bu_i(t),$$

where $x_i \in \mathbb{R}^4$ is the state of agent $i$ with $x_i = [p_i^T \ v_i^T]^T$, where $p_i, v_i \in \mathbb{R}^2$ denote the position and velocity of the agent, respectively; $u_i = [u_{i1} \ u_{i2}]^T \in \mathcal{U} \subseteq \mathbb{R}^2$ is the local admissible control inputs, and $x_i(0) = x_{i0} \in \mathbb{R}^4$ is the initial state. $A$ and $B$ are matrices with proper dimensions, and $(A, B)$ is a controllable pair. The environment $\mathcal{X}$ shared by the agents is given by a large convex polygonal subset of the 2-D Euclidean space $\mathbb{R}^2$. Let $\mathcal{X}_{\text{obs}} \subseteq \mathcal{X}$ denote the regions in the environment that are occupied by (polygon) obstacles. $\mathcal{X}_{\text{free}} = \mathcal{X} \setminus \mathcal{X}_{\text{obs}}$ denotes the obstacle-free working space for the multi-agent system.

To pursue the communication-aware motion planning in an online manner, we follow up the idea from [22] and assume that the robot dynamics (1) admits a discrete-time approximation of the following form, given an appropriate sampling time $\Delta t > 0$:

$$x_i(t_{k+1}) = Ax_i(t_k) + Bu_i(t_k),$$

where $k \in \mathbb{N}$ is the sampling index and $\Delta t$ is selected such that $(A_d, B_d)$ is controllable. Note that the sampling is uniformly performed, i.e., for each $k > 0$, $t_{k+1} - t_k = \Delta t$. For simplicity, we slightly abuse the notations and use $[a, b]$ as an abbreviation for the set $\{a, a+1, \ldots, b\}$.

Given $x_{i0} \in \mathbb{R}^2$ and $u_{i} \in \mathcal{U}$, $i \in \mathcal{P}$, a (state) run $x_i = x_{i0} x_{i1} x_{i2} \ldots$ generated by agent $i$’s dynamics (2) with control input $u_i$ is an infinite sequence obtained from agent $i$’s state trajectory, where $x_{i_k} = x_i(t_k) \in \mathbb{R}^4$ is the state of the system at time index $t_k$, and for each $k \in \mathbb{N}$, there exists a control input $u_{i_k} = u_i(t_k) \in \mathcal{U}$ such that $x_{i}(t_{k+1}) = Ax_i(t_k) + Bu_i(t_k)$. Given a local initial state $x_{i0}$ and a sequence of local control inputs $u_i = u_{i0} u_{i1} u_{i2} \ldots u_{iN-1}$, the resulting horizon-$N$ run of agent $i$, $x_i(x_{i0}, u_i^N) = x_{i0} x_{i1} x_{i2} \ldots x_{iN}$ is unique.

B. Signal Temporal Logic

We consider STL formulas that are defined recursively as follows.

**Definition 1 (STL Syntax):** STL formulas are defined recursively as:

$$\varphi ::= \text{True} | \pi^n \exists \pi | \pi \land \psi | \pi \lor \psi | \pi \Rightarrow \psi$$

where $\pi^n$ is an atomic predicate $\mathbb{R}^n \rightarrow \{0, 1\}$ whose truth value is determined by the sign of a function $\mu : \mathbb{R}^n \rightarrow \mathbb{R}$, i.e., $\pi^n$ is true if and only if $\mu(x) > 0$, and $\psi$ is an STL formula. The “eventually” operator $\Diamond$ can also be defined here by setting $\Diamond |a, b\rangle \varphi = \text{True} \cup |a, b\rangle \varphi$.

The semantics of STL with respect to a discrete-time signal $x$ are introduced as follows, where $(x, t_k) \models \varphi$ denotes for which signal values and at what time index the formula $\varphi$ holds true.

**Definition 2 (STL Semantics):** The validity of an STL formula $\varphi$ with respect to signal $x$ at time $t_k$ is defined inductively as follows:

1. $(x, t_k) \models \mu$, if and only if $\mu(x(t_k)) > 0$;
2. $(x, t_k) \models \neg \mu$, if and only if $\neg \mu(x(t_k))$;
3. $(x, t_k) \models \varphi \land \psi$, if and only if $(x, t_k) \models \varphi$ and $(x, t_k) \models \psi$;
4. $(x, t_k) \models \varphi \lor \psi$, if and only if $(x, t_k) \models \varphi$ or $(x, t_k) \models \psi$;
5. $(x, t_k) \models \square |a, b]\varphi$, if and only if $\forall t_{k'} \in [t_k + a, t_k + b]$, $(x, t_{k'}) \models \varphi$;
6. $(x, t_k) \models \varphi \cup |a, b]\psi$, if and only if $\exists t_{k'} \in [t_k + a, t_k + b]$ such that $(x, t_{k'}) \models \psi$ and $(x, t_{k'}) \models \varphi$.

A signal $x = x_0 x_1 x_2 \ldots$ satisfies $\varphi$, denoted by $x \models \varphi$, if $(x, 00) \models \varphi$.

Intuitively, $\varphi \models \square |a, b]\varphi$ if $\varphi$ holds at every time step between $a$ and $b$, $x \models \varphi \cup |a, b]\psi$ if $\varphi$ holds at every time...
RSSI measurements, where \( n \) process (and shadowing effects, we employ the spatial Gaussian \( N \) model in \([18]\). We choose the horizon of future predicted signals \( x \) that is needed to calculate the satisfaction of \( \varphi \).

C. Communication Channel

Inter-agent communication is considered at this point. In particular, we consider the average bit error rate (BER) among the agents. Since BER directly depends on the received signal strength, we build our channel model by estimating the received signal strength index (RSSI) \([23]\). Given \( N \) training samples of RSSI for a source and receiver pair: \( z_i \) and \( y_i = (p_{i,s}, p_{i,r}) \) where \( i \in [1,K] \), we denote \( Y_T = y_1, \ldots, y_K \) for positions and \( Z_T = z_1, \ldots, z_K \) for RSSI measurements, where \( T \) stands for training.

To estimate the communication channel considering fading and shadowing effects, we employ the spatial Gaussian process (GP) model \([23]\). The distribution of the RSSI for a sender-receiver pair can be expressed as a Gaussian Process as follows:

\[
\text{RSSI}(y) \sim \mathcal{GP}(m(y) + C_{y,T}[C_T + \sigma_F^2 I]^{-1}(z_T - m(Y_T)),
\]

\[
C_{y,T} = C_T + \sigma^2_T \text{I}^{-1}C_T y + \sigma^2_T I
\]

where \( \sigma^2_F \) models fading effect. Combining the path loss model in \([18]\), we choose

\[
m(y) = L_0 - 10 n_l \log_{10} (\|p_s - p_r\|),
\]

where \( L_0 \) is the received power at 1 m from the source and \( n_l \) is a path-loss exponent. Let

\[
C(y, y') = \sigma_F^2 e^{-\frac{d(y, y')^2}{2l^2}}
\]

describe the shadowing effect, where \( \sigma^2_F \) and \( l \) are related to shadowing effects. \( C_{y,T} \) is the covariance matrix of training samples. The function \( d(y, y') \) denotes the distance between \( y \) and \( y' \), and is selected to be:

\[
d(y, y') = \min \left\{ \left\| \left( p_s - \frac{p_s + p_r}{2} \right) \right\|, \left\| \left( p_r - \frac{p_s + p_r}{2} \right) \right\| \right\}
\]

where

\[
m(y) = m(y) + C_{y,T}[C_T + \sigma^2_T I]^{-1}(z_T - m(Y_T))
\]

\[
= L_0 - 10 n_l \log_{10}(\|p_s - p_r\|)
\]

\[
+ \begin{bmatrix} C(y, y) & \sigma^2_F & \cdots & C(y, y_k) \\ \vdots & \vdots & \ddots & \vdots \\ C(y, y_k) & \sigma^2_F & \cdots & C(y, y_k) \end{bmatrix}^{-1} \begin{bmatrix} z_1 - m(y_1) \\ \vdots \\ z_K - m(y_K) \end{bmatrix}
\]

III. PROBLEM FORMULATION

A. STL Motion Planning Specifications

We now proceed to the communication-aware motion planning problems for multi-agent systems. Let us consider a team of \( P \) agents conducting motion behavior in the shared environment \( \mathcal{X} \), each of which is governed by the discretized dynamics (2). We assign a goal region \( \mathcal{X}_{i,goa} \) for agent \( i \), \( i \in \mathcal{P} \) that is characterized by a polytope \([6]\) in \( \mathcal{X}_{free} \), i.e., there exist \( M \geq 3 \) and \( a_{i,j} \in \mathbb{R}^2, b_{i,j} \in \mathbb{R}, j = 1, 2, \ldots, M_i \) such that

\[
\mathcal{X}_{i,goa} = \{ p \in \mathbb{R}^2 | a_{i,j}^T p + b_{i,j} \leq 0, j = 1, 2, \ldots, M_i \}.
\]

In other words,

\[
\mathcal{X}_{i,goal} = \{ x \in \mathcal{X} | a_{i,j}^T [I_2 \ 0_2] x + b_{i,j} \leq 0, j = 1, 2, \ldots, M_i \}.
\]

Without loss of generality, we also assume that the region \( \mathcal{X}_{obs} \) is a polygonal subset of \( \mathcal{X} \), i.e., there exist an integer \( M_{obs} \geq 3 \) and \( a_{obs,j} \in \mathbb{R}^2, b_{obs,j} \in \mathbb{R}, j = 1, 2, \ldots, M_{obs} \) such that

\[
\mathcal{X}_{obs} = \{ p \in \mathbb{R}^2 | a_{obs,j}^T p + b_{obs,j} \leq 0, j = 1, 2, \ldots, M_{obs} \}.
\]

We assume that all agents share a synchronized clock. The terminal time of multi-agent motion is upper-bounded by \( T_f = T_f \Delta t \) with some \( T_f \in \mathbb{N} \), and the planning horizon is then given by \([0, T_f]\). Accomplishment of individually-assigned specifications is of practical importance, for instance search and rescue missions or coverage tasks are often specified to mobile robots individually. In this paper, local motion planning tasks for agent \( i \) are summarized as the following STL formula: for \( i \in \mathcal{P} \), require:

\[
\varphi_i = \varphi_{i,p} \land \varphi_{i,s},
\]

where

1) the motion performance property

\[
\varphi_{i,p} = \Diamond_{[0,T_f]} \bigwedge_{j=1}^{M_i} (a_{i,j}^T [I_2 \ 0_2] x_i + b_{i,j} \leq 0)
\]

requires that agent \( i \) enter the goal region within \( T_f \) time steps;

2) the safety property

\[
\varphi_{i,s} = \varphi_{i,s,obs} \land \varphi_{i,s,co} = \left[ \Box_{[0, T_f]} \bigwedge_{j=1}^{M_{obs}} (a_{obs,j}^T [I_2 \ 0_2] x_i + b_{obs,j} > 0) \right] \land \left[ \Box_{[0, T_f]} \bigwedge_{j \in \mathcal{P}, j \neq i} (|p_{i,1} - p_{j,1}| \geq d_1 \land |p_{i,2} - p_{j,2}| \geq d_2) \right]
\]

ensures that agent \( i \) shall never encounter obstacle regions nor collide with other agents. Here \( d_1 \) and \( d_2 \) are pre-defined safety distances between two agents in the two dimensions.
B. Communication and Motion Co-optimization Problem

We aim to steer the agents to not only satisfy the local motion specifications, but to optimize the energy consumptions and inter-agent communication QoS as well. Towards this end, we adopt cost functions in the following linear quadratic form to represent the total energy consumption of the underlying multi-agent system.

\[
J_1 = \sum_{k=0}^{T_f} \sum_{i=1}^{P} (q^T |x_{i,t_k}| + r^T |u_{i,t_k}|)
\]  

(12)

where \(q, r\) are non-negative weighting column vectors and \(|.|\) denotes the element-wise absolute value such that the cost can be encoded by MILP. On the other hand, we consider the cost function that accounts for the communication QoS. As we can see in the previous section, \([5]\) is highly non-linear with respect to the position pair \(y\). To make the problem solvable in MILP, we need to linearize the communication cost and constraints. To this end, we divide the working space into \(n\) partitions and denote the matrix \(G = [\frac{1}{\text{RSSI}_{ij}}]\) where \(\text{RSSI}_{ij}\) is the expected RSSI from \([5]\) between two centers of the partitions \(i\) and \(j\) and does not equal to 0dB. We assume \(G_{i,j}\) sufficiently approximates the RSSI from any point in partition \(i\) to any point in partition \(j\). Furthermore, we define the binary matrix \(O_{i,t}\) to capture the occupancy of the partitions where \(O_{i,t}\) is zero if and only if the sender agent is in partition \(i\) and the receiver agent is in partition \(j\) at time \(t\). The dimensions of \(G\) and \(O_t\) are \(n \times n\). Then \(J_2\) defined as below characterizes the cost of communication between the agents as they move towards their goals.

\[
J_2 = \sum_{k=0}^{T_f} \sum_{i=1}^{P} \sum_{j=1}^{n} G_{i,j} (1 - O_{i,j,t_k})
\]

(13)

Based on the aforementioned preliminaries and cost functions, we now formally state the communication and motion co-optimization problem from STL specifications as follows.

Problem 1 (Communication and Motion Co-optimization): Given a multi-agent system that consists of \(P\) interacting agents, each of which is governed by a discrete-time dynamics (2) and is initially associated with an initial state \(x_{i,0}\), a planning horizon \(T_f\), and a local STL specification formula \(\varphi_i\) in (9), compute local control inputs \(u_i(t_k)\), \(i \in \mathcal{P}\), \(k \in [0,T_f]\) such that the following convex hull of cost functions \(J_1\) and \(J_2\) is optimized \(0 < \alpha < 1\):

\[
\min_{u_{i,j}, i \in \mathcal{P}} J(x_i(x_{i,0}, u_{i,j}^T)) = \alpha J_1 + (1 - \alpha) J_2
\]

(14)

s.t. \(\forall i \in \mathcal{P}\),

\[
x_i(t_{k+1}) = A_d x_i(t_k) + B_d u_i(t_k),
\]

\[
x_i(x_{i,0}, u_{i,j}^T) \models \varphi_i,
\]

\[
\|u_i\| < u_{\text{max}},
\]

\[
\omega_i = \frac{\|u_i\|}{m_i |v_{\text{max}}|}
\]

where \(u_{\text{max}}\) and \(v_{\text{max}}\) are constants that bound \(u_i\) and \(v_i\), \(\omega_i\) is the turning rate, \(m_i\) denotes the mass of agent \(i\).

C. Overview of the MILP Paradigm

We propose a two-layer planning and synthesis framework to solve Problem 1 for the underlying multi-agent system.

- The top layer consists of two MILP encoding processes. On one hand, we introduce a Boolean variable \(z_i^{\varphi_i}\) for agent \(i\) to justify whether or not \(\varphi_i\) is satisfied at time step \(t_k\), which is explained in the following section. On the other hand, to achieve communication-aware motion planning, the inter-agent communication model that is illustrated in (3)-(5) is also characterized as mixed integer-logical constraints that are related to the optimization of the cost function (14).

- The bottom layer is an MILP solver that solves Problem 1 by converting it to an MILP problem with mixed integer-logical constraints from the two perspectives in the top layer. The MILP solver works out feasible and performance-optimized motion paths for each agent that consist of a series of waypoints and local control inputs.

IV. MILP ENCODING OF COMMUNICATION-AWARE MOTION PLANNING

A. MILP Encoding of Agent Dynamics

For sake of simplicity, we replace \(t_k\) with \(t\) and denote \(u_{it}\) and \(x_{it}\) as the control input and state for agent \(i\) at time step \(t\), respectively. For the motion and control cost \(J_1\) defined in (12), we transform this convex, piece-wise cost into a linear form by introducing slack vectors \(\alpha_{it}\) and \(\beta_{it}\) and the additional constraints [24].

\[
J_1 = \sum_{t=1}^{T_f} \sum_{i=1}^{P} (q^T \alpha_{it} + r^T \beta_{it})
\]

(15)

s.t. \(\forall t \in [1,T_f], \forall i \in [1,P], \forall j \in [1,4], \forall k \in [1,2]\)

\[
x_{itj} \leq \alpha_{itj}, -x_{itj} \leq \alpha_{itj}
\]

and

\[
u_{itk} \leq \beta_{itk}, -u_{itk} \leq \beta_{itk}
\]

and

\[
x_{i}(t + 1) = A_d x_{i}(t) + B_d u_{i}(t)
\]

(16)

The given velocity constraints are nonlinear, we use an arbitrary number \(H\) of linear constraints to approximate it [25]. The 2-D velocities are bounded by a regular \(H\)-sided polygon.

\[
\forall h \in [1, H], i \in [1, P], t \in [1,T_f]
\]

\[
v_{it1} \sin(\frac{2\pi h}{H}) + v_{it2} \cos(\frac{2\pi h}{H}) \leq v_{\text{max}}
\]

(17)

B. Boolean Encoding of STL Constraints

Using the method in [21], the MILP encoding of local motion planning specification \(\varphi_i\) for agent \(i\), \(i \in \mathcal{P}\), relies on three Boolean variables, namely \(z_{it}^{\varphi_i, p}\), \(z_{it}^{\varphi_i, s, obs}\) and \(z_{it}^{\varphi_i, s, col}\), that correspond to the satisfaction of \(\varphi_i^{p}\), \(\varphi_i^{s, obs}\) and \(\varphi_i^{s, col}\), respectively. We introduce another Boolean variable \(z_t^{\varphi_i}\) whose truth value determines the satisfaction of \(\varphi_i\) at
where $H = 8$

A. Motion Planning using MILP

problem formulated by AMPL.

optimization solver for MILP, finds optimal solutions to the

corresponding specifications are satisfied.

C. MILP Encoding of Communication Constraints

For the communication cost, assuming that we divide the

the working space; $x_{pt}$ and $y_{pt}$ are integers from $1$ to $n$ representing the rows and columns position of agent $p$ in the working space; $r_{pt}$ and $r_{qt}$ are integers from $1$ to $n$ representing the partitions where agent $p$ and $q$ locate.

V. SIMULATION RESULTS

Based on the MILP formulation of both the STL specifications and the communication-awareness, we aim to test our co-optimization strategy. For such a purpose, we ran simulations in MATLAB and employed AMPL/Gurobi to solve the optimization problem. A Mathematical Programming Language (AMPL) is an algebraic modeling language to describe and solve high-complexity problems for large-scale mathematical computing [27]. Gurobi Solver, a commercial optimization solver for MILP, finds optimal solutions to the problem formulated by AMPL.

A. Motion Planning using MILP

To run the motion planning using MILP, we set $P = 2$, $H = 8$, $M = 99999$ and $T_f = 8$. The matrices $A$ and $B$ in the discretized dynamics (2) of each agent are given by

$$
A_d = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1
\end{bmatrix},
B_d = \begin{bmatrix}
0.5 & 0 \\
0 & 0.5 \\
1 & 0 \\
0 & 1
\end{bmatrix}
$$

(21)

Considering the actual size of the agents, we set a buffer box (yellow rectangle in Fig. 1) for the obstacle which is larger than its actual size. The red rectangle is the real obstacle by setting $a_{obs,1} = -4.7$, $a_{obs,2} = -0.7$, $b_{obs,1} = -0.3$ and $b_{obs,2} = -0.3$. The output of simulation is the position, velocity and control input of each agent at all steps. As we can see from the Fig. 1 given initial and target position of two agents and one static obstacle, the agent is able to arrive at its destination without obstacle collision using MILP under AMPL/Gurobi.

B. Communication-aware Motion Planning

We added communication cost into consideration within the same working environment and set the hyper parameters for the communication model as: $L_0 = -12.89dB$, $\eta_i = 3$, $\sigma_F = 10$, $\sigma_k^2 = 10$, $l_1 = 2$ [28]. We chose the resolution of each small grid as 1 meter, where the size of the working space was $10m \times 10m$ like the case above and chose coefficient $\alpha$ as 0.1. After AMPL formulated the optimization problem, we had 73327 variables and 291808 constraints (all linear). We ran the simulation on a PC with Intel core i7-4710MQ 2.50 GHz processor and 8GB RAM. It took 783 seconds to solve the problem. As in the first example, the output of the simulation is the position, velocity and control input of each agent at all steps. The control input signals are shown in Fig. 2. The motion planning results from the joint optimization is shown in Fig. 3. Compared to the case in which communication evaluation was ignored, the two agents are closer. The total cost is 22.296 where the communication part is 14.216. We also calculate the communication cost for the first case, which is 23.840, 67.7% larger than the second case. The communication quality has been improved by our joint optimization strategy.

VI. CONCLUSION

The communication-aware motion planning problem for multi-agent systems is considered in this paper. By specifying local motion tasks as signal temporal logic formulas and modeling inter-agent communication as Gaussian channels, we propose a co-optimization framework that optimizes the total energy consumption of the agents and communication QoS among the agents simultaneously, while guaranteeing the accomplishment of each agent’s motion specifications. A mixed integer-logical programming formalism is
deployed to explore both satisfaction of STL specification and communication-motion co-optimization. Effectiveness of the proposed framework is validated by a 2-agent motion planning simulation.
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