Effect of decoherence for gate operations on a superconducting bosonic qubit
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Abstract

High-quality-factor 3D cavities in superconducting circuits are ideal candidates for bosonic logical qubits as their fidelity is limited only by the low photon loss rate. However, the transmon qubits that are used to manipulate bosonic qubits result in the emergence of additional relaxation and dephasing channels. In this work, a numerical study is performed to elucidate the effect of the various loss channels on the performance of logical gates on a bosonic qubit. A gate error model is developed that encapsulates the loss mechanisms for arbitrary gate operations and predicts experimentally achievable gate errors for bosonic qubits. The insights gleaned from this study into loss mechanisms suggest more efficient optimization algorithms that could reduce gate errors on bosonic qubits.

1. Introduction

Encoding quantum information into a harmonic oscillator mode of a superconducting cavity offers a hardware-efficient approach to quantum computing through the large Hilbert space available to this architecture [1]. The resultant superconducting bosonic qubits have so far yielded unprecedented lifetimes as they are prone to only photon loss [2–4]. More impressively, the photon-loss error can be mitigated via error correcting codes [5], thus offering the possibility of bosonic logical qubits with unprecedented performance in a hardware-efficient way [6, 7]. However, a nonlinear element is required to manipulate these near harmonic qubits and implement various quantum operations with high fidelity [8] (for instance, state preparation [9], logical gate operations [10–12], quantum non-demolition (QND) measurements [13, 14], error correcting gates [15, 16], and multi-cavity operations [17–19]). In superconducting circuits, this requirement can be satisfied by introducing an ancilla transmon qubit that provides a nonlinearity [20] with which to manipulate the bosonic qubit by using numerically optimized protocols [10, 15, 21].

Numerical optimization can be used to generate intricate waveforms with which high-fidelity operations can be realized. However, the transmon introduces not only a nonlinearity but also additional decoherence channels, namely relaxation and dephasing, whose rates are generally higher than the photon loss rate of the cavity. Although numerical gate implementations on bosonic qubits have been studied, the effects of the underlying decoherence channels on gate errors are challenging to decipher because of the intricate transmon-cavity entangled states that briefly emerge during the optimally controlled gate evolution. In previous studies, Heeres et al [10] reported that the dominant source of gate errors was transmon dephasing, whereas Hu et al [15] reported that it was transmon relaxation. Even though these studies employed similar device architectures, their gate errors were limited by different mechanisms. Therefore, a fundamental question emerges: how do the various decoherence channels affect gate errors on a bosonic qubit?

This work investigates the effect of decoherence, namely transmon relaxation, transmon dephasing, and cavity photon loss, on the errors of numerically optimized gates on bosonic qubits in superconducting circuits. First, logical gate operations on a bosonic qubit, encoded with the lowest order binomial code [5], were generated by numerical optimization under the assumption of no decoherence. Then, the gate errors of these operations in the presence of realistic decoherence were evaluated by solving the Lindblad equation.
Next, we developed a gate error model to encapsulate the various decoherence effects on any unitary gate operation. This model quantitatively describes the contribution of each decoherence channel for the optimized gates. It yields an approximate lower bound for the achievable gate error on a bosonic qubit. Specifically, for the Hadamard gate, a 1% gate error can be achieved when a transmon with a relaxation time of 100 $\mu$s and a pure dephasing time of 31 $\mu$s is coupled to a cavity with a lifetime of 1 ms.

Furthermore, the numerical and statistical analyses reveal a qualitative difference between gate errors stemming from transmon relaxation and cavity photon loss. By comparing errors in repeatedly optimized Hadamard gates, it is found that the contribution from transmon relaxation varies significantly across the gates. In contrast, the contribution of cavity photon loss exhibits a smaller variance in gate errors. Because each gate has wholly different waveforms, the intermediate states during the optimized gates are also different. However, the contribution of the cavity photon loss to the gate errors is insensitive to the gate details, exhibiting similar contributions even for different gates. The gate error model not only describes the physical mechanism of this insensitivity, but also indicates that there is an error of cavity modes driven by displacement. These insights further suggest optimization algorithms that can handle decoherence effects with only modest numerical costs, which could lead to reduced gate errors.

The rest of the paper is organized as follows. Section 2 describes superconducting bosonic qubits and quantum optimal control. Section 3 shows errors of numerically optimized gates and the contributions to the error from the cavity photon loss and transmon relaxation. Section 4 introduces our gate error model, and section 5 describes the properties of the decoherence channels that are revealed with it. In section 6.1, the minimum gate error on a binomial bosonic qubit is estimated. Section 6.2 discusses optimization algorithms that include decoherence effects with mitigated computational complexity.

2. Bosonic qubits and quantum optimal control

In a bosonic qubit, quantum information is encoded as a superposition of the Fock states in an oscillator mode in a coaxial cavity (figure 1(a), blue) [4]. Although several bosonic codes [22–26] have been proposed to protect quantum information from photon loss, binomial codes [5] have emerged as an important class due to their compact photon distributions that lead to high-fidelity gate operations. Here, the lowest order binomial (Bin(1,1)) code is employed, and the logical codewords are defined as

$$|0_l\rangle = \frac{|0\rangle + |4\rangle}{\sqrt{2}}, \quad |1_l\rangle = |2\rangle.$$

(1)

The quantum information is protected when an error due to cavity photon loss occurs, as this error can be detected and corrected. This protection stems from the photon distributions of the codewords having a distinct separation in the Fock basis (figure 1(b)), thus enabling the quantum state to be readily identified in the error space, but with the penalty of requiring non-trivial protocols to execute logical gate operations. Such operations can be implemented by coupling the cavity to an ancilla transmon qubit [27] (figure 1(a), orange) with a combined system Hamiltonian in a rotating frame given by:

$$\hat{H}(t) = \hat{H}_0 + \hat{H}_{\text{ctrl}}(t),$$

(2)

$$\hat{H}_0 = \chi \hat{a}^\dagger \hat{a} |e\rangle \langle e|,$$

(3)

$$\hat{H}_{\text{ctrl}}(t) = \frac{\Omega_1(t)}{2} \hat{x} + \frac{\Omega_2(t)}{2} \hat{y} + \epsilon_\uparrow(t) \frac{\hat{a} + \hat{a}^\dagger}{2} + \epsilon_\downarrow(t) \frac{\hat{a} - \hat{a}^\dagger}{2i},$$

(4)

where $\hat{a}$, $\hat{a}^\dagger$, and $\chi$ correspond to the annihilation operator of the cavity, the Pauli operators of the transmon, and the dispersive coupling strength, respectively [1]. Equation (4) describes the control Hamiltonian for a bosonic qubit, where $\Omega_1(t)$ and $\epsilon_\uparrow(t)$ correspond to the in- and quadrature-phase amplitudes of the transmon drive (microwave pulses at the transition frequency between $|g\rangle$ and $|e\rangle$ states of the transmon) and the cavity displacement (microwave pulses at the cavity frequency). These controls constitute a necessary prerequisite to implementing arbitrary gate operations for a bosonic qubit [28, 29].

Non-trivial operations on bosonic qubits are realized by a quantum optimal control based on a numerical optimization with the gradient ascent pulse engineering (GRAPE) algorithm [30]. The concept of this algorithm is first described for a simple system with a time-dependent Hamiltonian $H(t) = u(t) \hat{H}_u$, where $u(t)$ is the amplitude and $\hat{H}_u$ is the Hamiltonian corresponding to the control. The aim of this optimization is to obtain a waveform $u(t)$ that yields the target unitary operator $U_{\text{target}}$. The waveform is parameterized, for example, like a Fourier series $u(t) = \sum_i (a_i \cos \omega_i t + b_i \sin \omega_i t)$, where $\omega_i$ is the frequency of the $i$th element. By dividing the gate time $T_{\text{gate}}$ into $N$ time steps, the amplitudes are discretized as...
$u_j = u\left(\frac{T_{\text{cw}}}{J_k}\right)$ for $j = 0, 1, \ldots, N - 1$. From the Schrödinger equation in natural units of $\hbar = 1$, the propagator in the $j$th time step is calculated as $\hat{U}_j = \exp(-i u\hat{H} \frac{T_{\text{cw}}}{J_k})$. Thus, the total unitary operator of this control is $\hat{U}_{\text{tot}} = \hat{U}_{N-1} \cdots \hat{U}_1 \hat{U}_0$, and the cost function corresponding to the gate error is given by

$$\Psi = 1 - \frac{1}{d_Q} \text{tr} \left[ \hat{U}_{\text{target}} \hat{U}_{\text{tot}} \right]^2,$$

where $d_Q = 2$ is the dimension of the codespace. The GRAPE algorithm enables an efficient gradient calculation of the cost function with respect to the control amplitudes $\frac{\partial \Phi}{\partial a_j}$ as well as the gradients with respect to the parameter $a_1$ via the chain rule, namely $\frac{\partial \Phi}{\partial a_1} = \sum_j \frac{\partial \Phi}{\partial a_j} \frac{\partial a_j}{\partial a_1}$. A gradient-based optimizer minimizes the cost function and yields a parameter set whose total unitary operator emulates the target operator [31]. This method can easily be extended to a system with multiple controls; the optimization for a bosonic qubit is detailed in appendix section B.1. Note that the cost function includes penalties limiting the waveform amplitude and bandwidth to generate realistic waveforms [10].

The waveforms and resultant errors of an optimized gate critically depend on its initial parameters, which indicates the existence of many local minima that make it challenging to find a globally optimal solution (see appendix section B.3). This problem can be indirectly addressed by repeating the gate optimizations with multiple random initial parameters. The gate fidelity $F$ from multiple optimizations can then be evaluated by performing simulations with the Schrödinger or Lindblad equations, from which the gate error $r = 1 - F$ can be calculated (see appendix sections A.1 and B.2). Three decoherence channels are considered in the simulations reported here: cavity photon loss (with loss rate $\kappa$ and jump operator $\hat{a}$), transmon relaxation ($1/T_1, \hat{\sigma}_-$), and pure dephasing of the transmon ($1/T_d, \hat{\sigma}_{z}/\sqrt{2}$). The Lindblad equation with the aforementioned decoherences can faithfully simulate the system dynamics [10]. Note that the transmon thermal excitation was ignored due to its negligibly small contribution (see also appendix section C.7).

We should emphasize that the numerical experiments in this study are composed of two steps. First, gate optimizations in a closed space are executed with random initial parameters; thus, decoherence is not considered in this step. Then, the errors of the numerically optimized gates are evaluated by solving the Schrödinger and Lindblad equations.

Figure 1(c) shows the waveforms for the Hadamard gate for the Bin(1,1) code, and figure 1(d) shows the Wigner functions of the cavity under the gate operation. The initial state $|g\rangle \otimes |0\rangle$ is converted into the final state $|g\rangle \otimes |+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$. Although the cavity and transmon are not entangled before and after the gate, the intermediate states are almost maximally entangled (figure 1(e)). This makes it challenging to use numerical optimization to interpret the effects of decoherence during the gate evolution. Note that gate operations on bosonic qubits are classified into phase gates and non-phase gates (see appendix section D). Phase gates (e.g. Z gate and parity mapping operations) generally exhibit high fidelity because they preserve the photon distribution of the cavity states. On the other hand, non-phase gates (e.g. the X gate, Hadamard gate, error correction gates, and displacement operations) tend to show low fidelity because they change the photon distribution [10]. Most non-phase gates exhibit similar average fidelities; the Hadamard gate investigated in this study is a representative of this gate class.
**3. Gate errors of numerically optimized gates**

Figure 2 shows the errors of the optimized Hadamard gates as a function of gate time. The plots reveal that, although longer gates yield less errors in the absence of decoherence, the error saturates at longer gate times in a more realistic device with finite decoherence rates. The minimal gate error is 1.8% around $T_{\text{gate}} = 0.8 \, \mu s$ with $\kappa^{-1} = 1 \, \text{ms}$, $T_1 = 100 \, \mu s$, $T_\phi = 25 \, \mu s$, and $n_\text{n} = 0.01$ where the dispersive coupling strength is fixed to $\chi/2\pi = -2 \, \text{MHz}$ (and is used throughout this study). Note that state-of-the-art bosonic qubits have superior coherence properties to the above quoted values [11].

The contribution of each decoherence channel to the overall gate error can be revealed by calculating the ratio $F/F_0$ where $F$ is the gate fidelity in the case of a single decoherence channel and $F_0$ is the intrinsic gate fidelity without decoherence. The red triangles in figure 3 correspond to the fidelity ratio in the case of transmon relaxation ($T_1 = 100 \, \mu s$). These plots exhibit variations stemming from the fact that the cost function for gate optimization has multiple local minima. For a given gate time, each optimization results in a different waveform that depends on the initial parameter set (see appendix section B.3), which leads to radically different intermediate transmon-cavity entangled states during the gate evolution. The resultant decoherence is strongly dependent on the details of the intermediate states, which causes a large variation in gate fidelity when the decoherence source is transmon relaxation. This behavior is consistent with the findings of a previous study on a spin-chain system [32].

The fidelity ratio in the case of cavity photon loss (teal circles in figure 3) is markedly different from the case of transmon relaxation. Although a loss rate $\kappa^{-1} = 500 \, \mu s$ causes a similar magnitude of gate errors as transmon relaxation when averaged at each gate time, the fidelity ratio exhibits a much smaller variation. It should be emphasized that the variations of the $F/F_0$ ratios for the cavity photon loss and transmon
relaxation are radically different for the same optimized gates. In particular, the effect of the photon loss channel is almost independent of the different intermediate states that emerge during each gate evolution. In the following section, a gate error model is developed that can describe the features of this contrasting behavior.

4. Gate error model for arbitrary gate operations

An error budget analysis that is used in simple protocols like QND measurements based on Ramsey interferometry \([13, 14]\) can evaluate errors in terms of the product of the gate time, decoherence rate, and impact of a given decoherence. Although the effect of decoherence is constant in a Ramsey measurement, this is not the case for numerically optimized gate operations. In what follows, we extend the error budget analysis to handle arbitrary unitary operations. Our gate error model represents the decoherence-induced gate error as a weighted sum of the decoherence rates:

\[
\text{Gate error} = \sum_k \gamma_k s_k,
\]

where \(s_k\) denotes the error susceptibility of the gate operation. Next, we generalize the above argument to a case with multiple decoherence channels by expressing the decoherence-induced gate error as a weighted sum of the decoherence rates of the system,

\[
r' = T_{\text{gate}} \sum_k \gamma_k s_k,
\]

where \(s_k\) corresponds to the error susceptibility at \(t\). By integrating \(\Delta r'\) with respect to time, the gate error induced by decoherence can be determined. Moreover, the initial state can be any superposition of the logical codewords, so we average it on the logical Bloch sphere \((\int d\psi = 1)\), yielding:

\[
r' = T_{\text{gate}} \cdot \sum_k \gamma_k s_k.
\]

It should be noted that this approach is premised on \((1)\) a Markovian assumption in which the Lindblad equation describes the system dynamics and \((2)\) weak decoherence, namely \(T_{\text{gate}} \ll 1/\gamma_k\). A detailed derivation is given in appendix section C.1. By comparing the gate errors estimated by equation \((9)\) and the Lindblad equation, it can be seen that our analysis quantitatively captures the effects of decoherence on gate errors (see appendix section C.2).

For later convenience, we introduce unnormalized fidelity \(l'_k(t; \psi_i)\) at \(t\) as

\[
l'_k(t; \psi_i) = p_k(t; \psi_i) \cdot l_k(t; \psi_i) = |\langle \psi(t)|L_k|\psi(t)\rangle|^2,
\]

which satisfies

\[
s_k(t; \psi_i) = p_k(t; \psi_i) - l'_k(t; \psi_i).
\]

Explicitly, \(s_k(t; \psi_i)\) and \(p_k(t; \psi_i)\) denote the contribution of decoherence to the gate error and the probability of decoherence, respectively. Thus, \(l'_k(t; \psi_i)\) indicates how tolerant the state is to decoherence. Moreover, \(p_k\) and \(l'_k\) denote the average values of \(p_k(t; \psi_i)\) and \(l'_k(t; \psi_i)\) in analogy to equation \((8)\); they satisfy \(s_k = p_k - l'_k\).

1 Here we show only the transmon dephasing and cavity photon loss channels to highlight \(F/F_0\) with a maximal difference. The transmon dephasing (not shown) exhibits an intermediate variation (see also section 5).
Note that \( p_k \), termed *error probability*, is not confined to the range from 0 to 1. Although one can interpret it as 'probability' for some simple cases (namely, the transmon relaxation and dephasing, see also the last paragraph of section 5), it can be larger than 1 in general cases. Specifically, \( p_{\text{loss}} \) for the cavity photon loss (\( I_{\text{loss}} = \hat{a} \)) corresponds to the instantaneous mean photon number of the cavity because \( \hat{a} \hat{a} \) is the number operator of the cavity. Thus \( p_{\text{loss}} \) ranges from zero to infinity. Note that \( p_k, I_k', s_k, p_k(t; \psi_i), I_k'(t; \psi_i), \) and \( s_k(t; \psi_i) \) are in the same range for each decoherence channel \( k \), while \( 0 \leq l_k(t; \psi_i) \leq 1 \) by the definition.

5. Decoherence in bosonic qubits during gate operations

To evaluate the effect of decoherence on a bosonic qubit, the error susceptibilities were calculated for the cavity photon loss, transmon relaxation, and pure dephasing of transmon for 100 optimized gates with \( T_{\text{gate}} = 1 \mu \text{s} \). Figure 4(a) shows histograms of the error susceptibility \( s_k \). The relative standard deviation (RSD), defined as the ratio of the standard deviation to the average \( \text{Std}[s_k]/\text{Ave}[s_k] \), is 0.033 for the cavity photon loss, 0.068 for transmon dephasing, and 0.208 for transmon relaxation (table 1 and figure 4(a), inset). The average error susceptibilities for transmon relaxation and dephasing are close to 1/3, which is reminiscent of the average idle gate error in a two-level system (TLS) \( r_f = T_{\text{gate}} \left( \frac{1}{3} \right) + \frac{1}{3} \) (34), see also appendix section C.5). However, their standard deviations are different \( \text{Std}[s_{\text{dep}}] < \text{Std}[s_{\text{relax}}] \), and the RSD for transmon dephasing is small. On the other hand, the average error susceptibility for the cavity photon loss is larger than the average for the transmon relaxation \( \text{Ave}[s_{\text{loss}}] > \text{Ave}[s_{\text{relax}}] \), while their standard deviations are similar \( \text{Std}[s_{\text{loss}}] \simeq \text{Std}[s_{\text{relax}}] \). The corresponding RSD for the cavity photon loss is much smaller than the RSD for transmon relaxation, thus confirming the observations in figure 3. Although the contrasting behaviors of the transmon relaxation and cavity photon loss can be described in terms of the RSD of their error susceptibilities, two questions arise: (a) why is \( \text{Ave}[s_{\text{loss}}] \) larger than the average of the transmon relaxation despite their standard deviations being similar? (b) Why is \( \text{Std}[s_{\text{dep}}] \) smaller than the standard deviation of the transmon relaxation despite their averages being similar?

Interestingly, the average error susceptibility of cavity photon loss of 2.038 is close to the mean photon number of the underlying codewords \( n = 2 \). To confirm this observation, error susceptibilities were calculated for other bosonic codes with higher mean photon numbers (4-leg cat code with \( n \geq 3 \) and the Bin(2,2) code with \( n = 4.5 \), see appendix section A.2). In these encodings, the error susceptibilities for photon loss are also distributed around their mean photon numbers (see appendix E). To account for this similarity, we consider the cavity mode undergoes a displacement, namely \( \epsilon_l \) and \( \epsilon_Q \) in equation (4) during the gate operation. This displacement increases the mean photon number, which intuitively suggests a larger gate error induced by photon loss. However, the displacement concurrently broadens the photon distribution, making it less sensitive to photon loss. For example, the first Fock state is completely destroyed by photon loss: \( \hat{a} |0\rangle = |0\rangle \), but the coherent state is not affected: \( \hat{a}|\alpha\rangle \propto |\alpha\rangle \). To verify this explanation, figure 4(b) shows an example of \( p_{\text{loss}}(t; \psi_i), I_{\text{loss}}'(t; \psi_i), \) and \( s_{\text{loss}}(t; \psi_i) \) during an optimized Hadamard gate operation on the Bin(1,1) code with \( \psi_i = |0\rangle \otimes \sqrt{\frac{1}{2}} (|0\rangle + |1\rangle) \). Note that \( p_{\text{loss}}(t; \psi_i) = \langle \psi_i | (\hat{a} \hat{a}^\dagger | \psi_i \rangle \) corresponds to the instantaneous mean photon number at \( t \), and \( I_{\text{loss}}'(t; \psi_i) \) corresponds to how tolerant the intermediate state is to photon loss. The gate operation causes \( p_{\text{loss}}(t; \psi_i) \) to increase from its initial value of \( n \) because the cavity undergoes displacement. Interestingly, the temporal dynamics of \( I_{\text{loss}}'(t; \psi_i) \) are similar to \( p_{\text{loss}}(t; \psi_i) \) thus canceling each other, and consequently \( s_{\text{loss}}(t; \psi_i) \) remains close to \( n = 2 \). For a simple system, a cavity without an ancilla, the dynamics of \( p_{\text{loss}}(t; \psi_i) \) and \( I_{\text{loss}}'(t; \psi_i) \) exactly coincide. Due to the fact that \( p_{\text{loss}}(0; \psi_i) = n \) and \( I_{\text{loss}}'(0; \psi_i) = 0 \), the relationship \( s_{\text{loss}}(t; \psi_i) \approx n \) is thus satisfied, making this a key feature of cavity modes encoded with bosonic codes (see appendix section C.3).

As an illustration of relationship between error probability and unnormalized fidelity, figure 4(c) shows \( p_l \) and \( I_l' \) for the optimized gates used in figure 4(a). Note that \( p_l \) and \( I_l' \) were averaged over time and initial states for each gate. It shows that the cavity photon loss exhibits a clear correlation with \( p_{\text{loss}} \) and \( I_{\text{loss}}' \) in line with the explanation above. Note that the green dots in the figure are scattered around the dashed line indicating \( s = n \). This distribution emerges from the dispersive interaction and the resultant entanglement between the cavity and the transmon (see also appendix section C.4). These observations were further verified in two additional cases: Hadamard gates with stronger displacement and error correction gates (see appendices G and F).

The above findings indicate that even large displacements do not increase the gate error due to photon loss during gate operations. This insight is important because a larger displacement allows for a shorter gate, leading to smaller errors [35]. Indeed, it explains the observations in [35], in which faster operations were demonstrated by utilizing large displacements that resulted in mean photon numbers up to 2500. In spite of this, the cavity photon loss still incurs smaller errors on the gate operations compared with the transmon decoherence channels.
Figure 4. (a) Histogram of error susceptibility in each decoherence channel (blue: transmon relaxation, orange: transmon dephasing, green: cavity photon loss) evaluated for 100 optimized gates. Inset: histograms of error susceptibilities relative to their averages, $s_k / \text{Ave}[s_k]$. Same bins are used for the main and inset plots. (b) Example of $p_{\text{loss}}(t; \psi_i)$, $l'_{\text{loss}}(t; \psi_i)$, and $s_{\text{loss}}(t; \psi_i) = p_{\text{loss}}(t; \psi_i) - l'_{\text{loss}}(t; \psi_i)$ for cavity photon loss error. (c) Scatter plots of error probability $p_k$ and unnormalized fidelity $l'_{k}$. Each dot corresponds to a value calculated from a single optimization result. The dashed line is a guide for the eye. For the photon loss channel, $p_{\text{loss}}$ and $l'_{\text{loss}}$ clearly correlate. The error susceptibility $s_{\text{loss}}$ is almost 2, i.e. the mean photon number of the codewords, and this leads to a small variation in the photon loss as shown in figure 3.

| Decoherence channel | Average  | Standard deviation | RSD   |
|---------------------|----------|--------------------|-------|
| Transmon relaxation | 0.363    | 0.075              | 0.208 |
| Transmon dephasing  | 0.396    | 0.027              | 0.068 |
| Cavity photon loss  | 2.038    | 0.069              | 0.033 |

In contrast to the case of the cavity photon loss, the error susceptibility for transmon dephasing is determined only by the unnormalized fidelity: $s_{\text{dep}} = 1/2 - l'_{\text{dep}}$. Note that $p_{\text{dep}} = \frac{1}{2} \langle \psi(t)|\hat{\sigma}_z^\dagger \hat{\sigma}_z |\psi(t)\rangle = 1/2$. Moreover, the error susceptibility for transmon relaxation is approximately determined by the error probability: $s_{\text{relax}} \simeq p_{\text{relax}}$. From $l'_{\text{relax}}(t; \psi_i) = \frac{1}{2} \langle \psi(t)|\hat{\sigma}_z^\dagger \hat{\sigma}_z |\psi(t)\rangle$ and $p_{\text{relax}}(t; \psi_i) = \langle \psi(t)|\hat{\sigma}_z^\dagger \hat{\sigma}_z - |\psi(t)\rangle = \frac{1}{2} + \frac{1}{2} \langle \psi(t)|\hat{\sigma}_z^\dagger \hat{\sigma}_z |\psi(t)\rangle$, the standard deviation of the error susceptibility for transmon dephasing is roughly of the order $\langle \hat{\sigma}_z^2 \rangle^2$, whereas for relaxation it is $\langle \hat{\sigma}_z \rangle$. Since the expectation value of $\hat{\sigma}_z$ spans $[-1, 1]$, the error susceptibility for dephasing has a smaller variance than that for relaxation, as shown in figure 4(a) (see also appendix section C.6).

6. Discussion

6.1. Bounding of gate errors for bin(1,1) bosonic qubits

While so far we have investigated gate errors induced by decoherence, gate errors can be composed of intrinsic and decoherence contributions: $r = r_0 + r'$ (see also appendix section C.2). Even without decoherence, an optimized gate has a non-zero error\(^2\), which we term intrinsic error $r_0$ that can be evaluated by solving the Schrödinger equation. In this section, all contributions will be evaluated, and the experimentally achievable gate error will be estimated based on the error susceptibility analysis.

\(^2\) Even without decoherence, implementing perfect gates with bosonic qubits is formidable challenging. One reason for non-zero intrinsic errors could be the number of tuning knobs, namely four (equation (4)) irrespective of the system dimensions. In practice high-fidelity gates can be implemented if the gate operation is long enough [28].
First, the results of section 5 allows us to estimate the lower bound on decoherence-induced gate errors $r'$. It can be approximated with equation (9):

$$r' \geq T_{\text{gate}} \cdot \left( \frac{1}{T_1} \cdot 0.25 + \frac{1}{T_{\phi}} \cdot 0.31 + \kappa \cdot 0.94 \tilde{n} \right),$$

(11)

where the minimum error susceptibility for each channel has been utilized for the prefactors. The prefactor for the photon loss term is divided by the mean photon number. Substituting $T_{\text{gate}} = 1 \mu s$, $\tilde{n} = 2$, $\kappa^{-1} = 1$ ms, $T_1 = 100 \mu s$, and $T_{\phi} = 25 \mu s$ into equation (11) yields a gate error of 1.68%. The minimum gate error of the optimized gates used in figure 4 was 1.76%, and thus we can approximate the lower bound by equation (11). Note that the error susceptibility exhibits only a weak dependence on the gate time, and it effectively can be ignored (see appendix H).

Secondly, in the above case with $T_{\text{gate}} = 1 \mu s$, the intrinsic error is as small as $r_0 \approx 10^{-3}$ (orange crosses in figure 2). However, in the case of short gates, the intrinsic error increases and cannot be ignored. A detailed investigation for the sources of the intrinsic gate error is beyond the scope of this paper, but a numerical analysis reveals its gate-time dependence can be empirically approximated as $r_0 \sim \exp(-11.05 \cdot T_{\text{gate}} [\mu s])$ (see appendix E). While further study is needed to arrive at an explanation for this bound, the total achievable gate error can then be approximated as:

$$r \geq e^{-11.05 \cdot T_{\text{gate}} [\mu s]} + T_{\text{gate}} \cdot \left( \frac{1}{T_1} \cdot 0.25 + \frac{1}{T_{\phi}} \cdot 0.31 + \kappa \cdot 0.94 \tilde{n} \right),$$

(12)

for a Hadamard gate on a Bin(1,1)-encoded bosonic qubit in a superconducting circuit. Note that in order to approximate the intrinsic error, we modified optimization penalties in the cost function to allow stronger and wider bandwidth waveforms (see appendix section B.1). With such conditions, the speed of system evolutions under optimized gates are limited mainly due to the dispersive coupling.

One approach to fault-tolerant quantum computing would be to implement surface code [36] via bosonic qubits. Thus, an intriguing question emerges: how long should the coherence time of a bosonic qubit be in order to achieve the surface code threshold at 1% [37]? According to equation (12) and for the coherence times used in the simulations in figure 2, the pure dephasing channel of the transmon is the dominant source of gate errors. By sweeping the gate time and pure dephasing time, a 1% gate error becomes possible if $T_{\phi} \geq 31 \mu s$ (figure 5). In addition, 0.9%, 0.8%, 0.7%, and 0.6% gate errors require even longer pure dephasing times of $T_{\phi} = 37 \mu s$, 46 $\mu s$, 60 $\mu s$, and 85 $\mu s$, respectively. Although increasing the dispersive coupling strength enables faster operations and thus reduces gate errors, it comes at the cost of unwanted nonlinearities, such as the self-Kerr interaction [38].

6.2. Optimization algorithms with decoherence effects

The results of the numerical evaluation of the error susceptibility naturally suggests two modifications to the optimization algorithm that will lower the gate errors by including the effects of decoherence in the optimization. Here, our gate synthesis is composed of two steps: gate optimization in a closed system (without decoherence) and a realistic evaluation in an open system (with decoherence), as the latter requires greater computational complexity. Although previous studies have shown that open-system optimizations
yield smaller gate errors [32, 39, 40], in practice this is difficult to achieve for bosonic qubits owing to their large system dimensions. For example, the optimization in this study with the Schrödinger equation was conducted with 60 dimensions (i.e. $2 \times 30$ for transmon and cavity, respectively). Replacing it with the Lindblad equation would naively require $60^2 = 3600$ dimensions, making it computationally exorbitant.

The insight offered by this study is that the effect of the cavity photon loss on the gate errors can be predicted from the cavity lifetime, the mean photon number of the code, and the gate time. Consequently, we propose a hybrid approach consisting of the Lindblad equation for the transmon and the Schrödinger equation for the cavity, which enables optimization that integrates the decoherence channels of bosonic qubits. Such a half-open system would require only $2^2 \times 30 = 120$ dimensions, a significant reduction in computational complexity. Although a concrete implementation of such an algorithm is beyond the scope of this work, it makes for an enticing starting point to break up the Lindblad equation to reduce the number of variables [41, 42] by using the knowledge that one can ignore the cavity photon loss in this scheme.

Although this half-open approach is tailored for bosonic qubits, the results of this study also support a closed approach that can suppress the numerical cost in general quantum systems. Specifically, if the error susceptibility is directly included in the cost function, this will permit gate optimizations with decoherence effects requiring only 60 dimensions. Unfortunately, the GRAPE algorithm is unable to calculate error susceptibility as quantities that depend on intermediate states require a computationally complex gradient calculation. However, a recent study has shown that a backpropagation-based algorithm can enable an efficient gradient calculation of such quantities [43]. The error susceptibility can be included in the backpropagation network, and thus, a quantum optimal control with decoherence effects can be realized for any quantum system.

Finally, it could be interesting to optimize gates via alternative algorithms, such as gradient-free optimizers [44–46] and reinforcement learning [47–50], with which one can avoid computing gradient of error susceptibilities. Investigating and comparing optimizations using these algorithms with gate error and error susceptibility are subjects for future study.

7. Conclusion

A bosonic qubit in a superconducting circuit with optimally controlled gates offers an attractive approach to quantum computing. However, a detailed numerical model incorporating all the decoherence channels that limit the gate fidelities in such a system has remained elusive. In this work, the performance of a bosonic qubit was modeled with numerical simulations, which yielded an analytical formulation that encapsulates decoherence effects from the cavity and the ancilla transmon constituting the superconducting circuit. The analysis permitted a quantitative evaluation of decoherence-induced gate errors on the bosonic qubit. By approximating the achievable gate error of the Hadamard gate on the Bin(1,1)-encoded bosonic qubit, it was found that a gate error of 1% is possible by reducing pure dephasing in the transmon. Moreover, the contribution of the cavity photon loss to the gate error is insensitive to the details of the gate operation. This insight and our error model suggest alternative optimization algorithms that can handle decoherence at modest numerical costs.
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Appendix A. Definitions

A.1. Fidelities and gate errors
We calculate the fidelity between two quantum states \( \hat{\rho} \) and \( \hat{\sigma} \) by using the following equation:

\[
F(\rho, \sigma) = \left( \text{tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}} \right)^2.
\] (A.1)

The average gate fidelity \( F \) between \( \hat{U} \) and a quantum process \( \mathcal{E}(\hat{\rho}) \) is calculated as follows:

\[
F = \int d\psi \langle \psi | \hat{U}^\dagger \mathcal{E}(\langle \psi | \langle \psi \rangle) \hat{U} | \psi \rangle,
\] (A.2)

where \( \int d\psi = 1 \) is an average on a logical Bloch sphere. The gate error \( r \) of \( \hat{U} \) is evaluated as \( r = 1 - F \).

A.2. Codewords and operations
Let \( |0_L\rangle \) and \( |1_L\rangle \) be logical codewords of a bosonic code. After a photon loss error happens, the codeword jumps to a corresponding error word \( |k_L\rangle = \hat{a} |k_L\rangle / \|\hat{a} |k_L\rangle\| \) for \( k = \{0, 1\} \). The Bin(1,1) code (mean photon number \( \bar{n} = 2 \)) corresponds to

\[
|0_L\rangle = \frac{|0\rangle + |4\rangle}{\sqrt{2}}, \quad |1_L\rangle = |2\rangle,
\] (A.3)

\[
|0_E\rangle = |3\rangle, \quad |1_E\rangle = |1\rangle.
\] (A.4)

The Bin(2,2) code (\( \bar{n} = 4.5 \)) corresponds to

\[
|0_L\rangle = \frac{|0\rangle + \sqrt{3}|6\rangle}{2}, \quad |1_L\rangle = \frac{\sqrt{3}|3\rangle + |9\rangle}{2},
\] (A.5)

\[
|0_E\rangle = |5\rangle, \quad |1_E\rangle = \frac{|2\rangle + |8\rangle}{\sqrt{2}}.
\] (A.6)

The 4-leg cat code corresponds to

\[
|0_L\rangle = \frac{1}{\mathcal{N}_0} \left( |\alpha\rangle + | - \alpha\rangle + |i\alpha\rangle + | - i\alpha\rangle \right),
\] (A.7)

\[
|1_L\rangle = \frac{1}{\mathcal{N}_1} \left( |\alpha\rangle + | - \alpha\rangle - |i\alpha\rangle - | - i\alpha\rangle \right),
\] (A.8)

where \( \mathcal{N}_0/1 \) are normalization factors to ensure \( \langle 0_L | 0_L \rangle = \langle 1_L | 1_L \rangle = 1 \). The mean photon number is approximately \( \bar{n} \approx |\alpha|^2 \).

A gate unitary corresponding to a logical gate operation is a Pauli operator on the logical codewords, such as:

\[
\hat{X}_L = \hat{1}_T \otimes \left( |0_L\rangle \langle 1_L| + |1_L\rangle \langle 0_L| \right),
\] (A.9)

\[
\hat{Z}_L = \hat{1}_T \otimes \left( |0_L\rangle \langle 0_L| - |1_L\rangle \langle 1_L| \right),
\] (A.10)

where \( \hat{1}_T \) is the identity operator of the transmon. Note that the transmon remains in the ground state before and after the operation. An error recovery gate \( \hat{U}_{\text{QEC}} \) is a unitary operator obeying the following equation:

\[
\hat{U}_{\text{QEC}} |g\rangle \otimes (c_0 |0_E\rangle + c_1 |1_E\rangle) = |g\rangle \otimes (c_0 |0_L\rangle + c_1 |1_L\rangle),
\] (A.11)

where \( c_0 \) and \( c_1 \) are complex numbers satisfying \( |c_0|^2 + |c_1|^2 = 1 \).

Note that we treat the transmon as a TLS throughout this study. The transmon has small anharmonicity in real devices. Hence leakage to higher levels can cause gate errors. Although we ignored this effect in the optimizations and simulations for simplicity, a brief analysis is provided in appendix I.
Appendix B. Details of the calculation

B.1. Gate optimization

The system Hamiltonian $\hat{H}$ is

$$\hat{H} = \hat{H}_0 + \hat{H}_{\text{ctrl}},$$

(B.1)

$$\hat{H}_0 = \chi \hat{a}^\dagger \hat{a} \langle e | e \rangle,$$

(B.2)

$$\hat{H}_{\text{ctrl}} = \frac{\Omega(t)}{2} \hat{\sigma}_x + \frac{\Omega(t)}{2} \hat{\sigma}_y + \frac{\varepsilon(t)}{2} \hat{a} + \frac{\varepsilon(t)}{2} \hat{a}^\dagger + \varepsilon_{1/2}(t) \hat{a}^\dagger - \frac{\varepsilon_{1/2}(t)}{2}. $$

(B.3)

Higher order interactions such as the self-Kerr interaction were ignored in this study. The control Hamiltonian $\hat{H}_{\text{ctrl}}$ has four time-dependent terms: (the transmon drive and the cavity displacement) $\times$ (in- and quadrature-phase components). The four control amplitudes $\Omega(t)$ and $\varepsilon_{1/2}(t)$ were optimized. The gate time $T_{\text{gate}}$ is discretized into $N$ time steps. The system Hamiltonian at the $j$th time step can be written in a generalized form,

$$\hat{H}_j = \hat{H}_0 + \sum_k u_{kj} \hat{H}_k,$$

(B.4)

where $j$ and $k$ are labels for time steps and controls, respectively. The total unitary is given by

$$\hat{U}_j = \exp(-i\hat{H}_j \Delta t)$$

(B.5)

$$\hat{U}_{\text{tot}} = \hat{U}_{N-1} \cdots \hat{U}_1 \hat{U}_0.$$  

(B.6)

Note that we use natural units of $\hbar = 1$.

The cost function of the optimization includes a gate error and amplitude penalties. The gate error can be calculated in terms of the Hilbert–Schmidt distance:

$$\Psi_1 = 1 - \frac{1}{d_Q^2} \left| \text{tr}[\hat{P}_Q \hat{U}_{\text{arg}} \hat{P}_Q \hat{U}_{\text{tot}}] \right|^2,$$

(B.7)

where $d_Q = 2$ is the dimension of the code, and $\hat{P}_Q = \langle g | \otimes ( \langle 0_L | + | 1_L | \rangle \langle 0_L | + | 1_L | \rangle)$ is the projection operator to the codespace $[51]$. Multiplying the projection operations prevents leakage out of the codespace. The global phase of this gate was ignored in the optimization. The GRAPE algorithm $[30]$ enables fast evaluations to be made of the cost gradients of the gate error, $\partial \Psi_1 / \partial u_{kj}$.

The number of dimensions in the gate optimization was 60 (2 for the transmon $\times$ 30 for the cavity). Although, in principle, a cavity mode is a harmonic oscillator of infinite dimension, the cavity dimensions can be truncated for numerical computations. Here, amplitude penalties are given to suppress occupations of higher photon states during the gate to avoid truncation-related effects. A nonlinear amplitude penalty was used instead of a simple quadratic penalty:

$$\Psi_2 = \frac{1}{N} \sum_j \exp \left( \left( \frac{u_{kj}}{u_{k}^{(\text{max})}} \right)^4 \right).$$

(B.8)

This penalty softly clips the amplitudes at $u_{k}^{(\text{max})}$.

The time-dependent amplitudes were parameterized with $2M + 1$ degrees of freedom for each control in the frequency domain:

$$u_{kj} = c_0 + \sum_{l=1}^{M} \left( a_l \cos(2\pi f_l t_j) + b_l \sin(2\pi f_l t_j) \right),$$

(B.9)

$$\text{with } f_l = \frac{f_{\text{max}}}{M},$$

(B.10)

where $f_{\text{max}}$ corresponds to the maximum bandwidth. $M$ was set to a number large enough to ensure a sufficient degree of freedom of $u_{kj}$ according to signal processing theory $[52]$. 


To ensure that the waveforms would be within the desired bandwidth, amplitude penalties were added at time boundaries:

$$\Psi_3 = |u_{k0}|^2 + |u_{kN-1}|^2. \quad (B.11)$$

This penalty makes the waveforms start and end smoothly.

The cost function is a weighted sum of the above penalties $\Psi = \sum w_i \Psi_i$, and the coefficients $w_i$ were determined empirically. For example, with coefficients of $(w_1 = 1, w_2 = 10^{-4}$, and $w_3 = 10^{-3}$), the optimizer can return high-fidelity gates with the intended amplitude constraints (see also appendix section B.3). The total number of optimization parameters is $4(2M + 1)$, typically being a few hundred. We start an optimization with random initial parameters and sequentially update the parameters to minimize the cost function with a limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm [53]. The initial parameters $c_0, a_{k0}$, and $b_{k2}$ are sampled from a zero-mean normal distribution whose standard deviation is $10/(2M + 1)$. This value is also chosen empirically. When 100 optimizations are executed with a gate time of 100 $\mu$s, approximately 95 runs can achieve gate errors of less than $5 \times 10^{-3}$ without decoherence.

For the optimizations described in most of this study, $f_{\text{max}} = 30$ MHz, $\Delta t = 2$ ns, $u_{\text{max}}^{(\text{cavity})} = 3$ MHz, and $u_{\text{max}}^{(\text{transmon})} = 20$ MHz were used. For the optimizations whose results are shown in figures E1 and G1, a weaker constraint ($f_{\text{max}} = 45$ MHz, $\Delta t = 1$ ns, $u_{\text{max}}^{(\text{cavity})} = 15$ MHz, and $u_{\text{max}}^{(\text{transmon})} = 20$ MHz) was used.

**B.2. Evaluation of gate error**

The quantum state dynamics with gate operations obeying the Schrödinger or the Lindblad equation were calculated by QuTiP [54]. The Lindblad equation included cavity photon loss, transmon relaxation, and transmon pure dephasing. Since equation (A.2) includes an integral, we computed the gate fidelity as an average:

$$F \simeq \frac{1}{N_{\text{av}}} \sum_i F(\hat{U}(|g\rangle \langle g| \otimes |\phi_i\rangle \langle \phi_i|) \hat{U}^\dagger, E(|g\rangle \langle g| \otimes |\phi_i\rangle \langle \phi_i|)), \quad (B.12)$$

where $|\phi_i\rangle$ corresponds to the initial state of the cavity. $|\phi_i\rangle$ is one of the six representative points of the logical Bloch sphere,

$$|\phi_i\rangle \in \left\{ |0_L\rangle, |1_L\rangle, |0_L\rangle \pm |1_L\rangle \sqrt{2}, |0_L\rangle \pm i|1_L\rangle \sqrt{2} \right\}. \quad (B.13)$$

Although only single photon loss from the cavity was investigated in this work, extending these analyses to multiple photon loss could be interesting due to the recent emergence of engineered dissipation and parametric control techniques to manipulate bosonic qubits [16, 18, 19, 23, 55–64].

**B.3. Example of optimized gates**

Figure B1 shows examples of control waveforms that implement the Hadamard gate for the Bin(1,1) code. The waveforms were generated with different initial parameters. Although both yield the Hadamard gate operation, their waveforms are completely different from each other, and the resultant intermediate states are also different.
Appendix C. Gate error model for arbitrary operations

C.1. Details of gate error model

This section derives a gate error model from the Lindblad equation. Let \( \hat{H}(t) \) be a time-dependent Hamiltonian realizing the desired unitary \( \hat{U}_{\text{target}} \). Without decoherence, the system dynamics can be written by the Schrödinger equation \( \frac{d\psi(t)}{dt} = -i\hat{H}(t)\psi(t) \) with \( \psi(t) = \hat{U}_{\text{(t,0)}}\psi_i(t) \), where \( \hat{U}_{\text{(t,0)}} \) is the unitary propagator from \( t_0 \) to \( t_1 \), and \( \psi_i(t) = |\psi(0)\rangle \) corresponds to the initial state of the system. With decoherence included, the system dynamics obey the Lindblad equation \( \frac{d\psi(t)}{dt} = -i[\hat{H}(t), \hat{\rho}(t)] + \gamma \{\hat{L}\hat{\rho}(t)\hat{L}^\dagger - \frac{1}{2}\{\hat{L}\hat{L}^\dagger, \hat{\rho}\} \} \), where \( \rho(t) \), \( \gamma \), and \( \hat{L} \) respectively correspond to an intermediate state, rate of decoherence, and a jump operator representing the decoherence. The intermediate state is \( \hat{E}_{\text{(t,0)}} |\psi_i(t)\rangle \), where \( \hat{E}_{\text{(t,0)}} \) is a quantum process from \( t_0 \) to \( t_1 \). To consider the decoherence effect, we compare the two dynamics \( \hat{U}_{\text{(t+\Delta t,0)}} \) and \( \hat{E}_{\text{(t+\Delta t,0)}} \) in a small time step \( \Delta t \). Starting from time \( t \) and the state \( |\psi(t)\rangle \), the state fidelity between the two states at \( t + \Delta t \) with and without the decoherence is given by

\[
F_{\text{(t+\Delta t,0)}}(t) = \langle \psi(t) | \hat{U}_{\text{(t+\Delta t,0)}} \hat{E}_{\text{(t+\Delta t,0)}} | \psi(t) \rangle \hat{U}_{\text{(t+\Delta t,0)}} | \psi(t) \rangle.
\]

(C.1)

In accordance with the Schrödinger and Lindblad equations, we can replace \( \hat{U}_{\text{(t+\Delta t,0)}} \rightarrow 1 - i\Delta t\hat{H}(t) + O(\Delta t^2) \) and \( \hat{E}_{\text{(t+\Delta t,0)}}(\hat{\sigma}) \rightarrow \hat{\sigma} - i\Delta t\hat{H}(t), \hat{\sigma} + \Delta t \cdot \gamma \{\hat{L}\hat{\sigma}\hat{L}^\dagger - \frac{1}{2}\{\hat{L}\hat{L}^\dagger, \hat{\sigma}\} \} \), where we use \( \hat{\sigma} = |\psi(t)\rangle\langle\psi(t)| \) for simplicity. A small error induced by decoherence in the small time \( \Delta t \) is expressed as

\[
\Delta r'(t; \psi_i) = 1 - F_{\text{(t+\Delta t,0)}}(t)
\]

(C.2)

\[
\simeq \Delta t \cdot \gamma \left( \langle \psi(t) | \hat{L}^\dagger | \psi(t) \rangle - \langle \psi(t) | \hat{L} | \psi(t) \rangle \langle \psi(t) | \hat{L}^\dagger | \psi(t) \rangle \right)
\]

(C.3)

up to first order in \( \Delta t \). Next, we define the error probability \( p(t; \psi_i) \), unnormalized fidelity \( l'(t; \psi_i) \), and error susceptibility \( s(t; \psi_i) \) at \( t \) with a dependence on the initial state:

\[
p(t; \psi_i) = \langle \psi(t) | \hat{L}^\dagger | \psi(t) \rangle,
\]

(C.4)

\[
l'(t; \psi_i) = \langle \psi(t) | \hat{L} | \psi(t) \rangle \langle \psi(t) | \hat{L}^\dagger | \psi(t) \rangle,
\]

(C.5)

\[
s(t; \psi_i) = p(t; \psi_i) - l'(t; \psi_i)
\]

(C.6)

According to the definition, \( p(t; \psi_i) \) corresponds to the probability that the error occurs at \( t \). Note that

\[
l'(t; \psi_i) = \left| \langle \psi(t) | \hat{L} | \psi(t) \rangle \right|^2 = \langle \psi(t) | \hat{L}^\dagger | \psi(t) \rangle \cdot \langle \psi(t) | \hat{L} | \psi(t) \rangle \cdot \left| \langle \psi(t) | \hat{L}^\dagger | \psi(t) \rangle \right|^2
\]

where

\[
|\psi'(t)\rangle = \frac{\hat{L} |\psi(t)\rangle}{||\hat{L} |\psi(t)\rangle||}
\]

denotes a state vector after the error occurs at \( t \). \( l'(t; \psi_i) \) corresponds to the product of the error probability and the fidelity between states before and after the error occurs; thus, we refer to \( l' \) as the unnormalized fidelity.

In order to encapsulate the decoherence effect, we average out the dependences on time and initial states and define the error susceptibility of the gate by

\[
s = \int d\psi_i \int_0^{T_{\text{gate}}} \frac{dt}{T_{\text{gate}}} s(t; \psi_i),
\]

(C.7)

where \( \int d\psi_i = 1 \) is an average on the logical Bloch sphere (namely, averaging \( |\psi_i\rangle = |g\rangle \otimes (\cos \frac{\theta}{2} |0_L\rangle + e^{i\phi} \sin \frac{\theta}{2} |1_L\rangle) \) where \( 0 \leq \phi \leq 2\pi \) and \( 0 \leq \theta \leq \pi \). \( p \) and \( l' \) are defined in the same fashion. From equations (C.3), (C.6) and (C.7), the decoherence-induced gate error \( r' \) can be written as

\[
r' = \int d\psi_i \int_0^{T_{\text{gate}}} dt \cdot s(t; \psi_i)
\]

(C.8)

\[
= T_{\text{gate}} \cdot \gamma \cdot s.
\]

(C.9)

This model can be easily extended to multiple decoherence cases. By extending the Lindblad equation to a multiple decoherence case, \( \hat{E}_{\text{(t+\Delta t,0)}}(\hat{\sigma}) \rightarrow \hat{\sigma} - i\Delta t[\hat{H}(t), \hat{\sigma}] + \Delta t \cdot \sum_k \gamma_k \left( \hat{L}_k \hat{\sigma} \hat{L}_k^\dagger - \frac{1}{2}\{\hat{L}_k \hat{L}_k^\dagger, \hat{\sigma}\} \right) \), equation (C.9) is modified to

\[
r' = T_{\text{gate}} \sum_k \gamma_k s_k.
\]

(C.10)
Namely, the gate error is expressed as a weighted sum of all the decoherence channels.

In numerical evaluations of error susceptibility, the integral of initial states \( \int d\psi_t \) is replaced to an average in the same manner as for gate errors (equation (B.12)).

### C.2. Comparison of the gate error model and Lindblad simulations

We will validate the gate error model by comparing it with the Lindblad equation for the gates investigated in figure 4. Total errors \( r \) can be decomposed into intrinsic errors \( r_0 \), which can be evaluated by solving the Schrödinger equation, and decoherence-induced errors \( r' \), which can be estimated by equation (9). Let \( r_L \) be a total error evaluated by the Lindblad equation, which will satisfy \( r_L = r_0 + r' \) if our error model properly captures the contributions of the given decoherences. Figure C1 shows a histogram of residual \( r_L - (r_0 + r') \). Since the residuals are small, the proposed model can quantitatively capture the decoherence effects on gate errors. Although a small bias remains, it is negligible when compared to the total errors of a few percent. The first-order approximation in our model could yield this bias.

### C.3. Effect of the photon loss channel

As described in the main text, \( s \) for the photon loss is close to the mean photon number \( \bar{n} \) for bosonic qubits. In this section, we prove that \( s \) exactly equals \( \bar{n} \) for a simpler system, a cavity mode that is driven by a displacement pulse.

Firstly, \( s \) for the photon loss is conserved under displacement. Let \( |\phi\rangle \) be an arbitrary cavity state, and consider a displacement drive \( |\phi\rangle \rightarrow |\phi(t)\rangle = \hat{D}(et)|\phi\rangle \), where \( \hat{D}(\alpha) = e^{\alpha\hat{a} - \alpha^*\hat{a}^\dagger} \). The error susceptibility at \( t \) is

\[
s(t; \phi) = \langle \phi | \hat{D}^\dagger(\alpha) \hat{a}^\dagger \hat{D}(et) |\phi\rangle - \langle \phi | \hat{D}^\dagger(\alpha) \hat{a}^\dagger \hat{D}(et) \rangle |\phi\rangle^2.
\]

The first and second terms correspond to \( p(t; \psi_t) \) and \( \psi'_t(t; \psi_t) \), respectively (equation (C.6)). They can be transformed as follows:

\[
p(t; \phi) = p(0; \phi) + e^* t \langle \phi | \hat{a} \hat{a}^\dagger |\phi\rangle + et |\phi\rangle^2,
\]

\[
\psi'_t(t; \phi) = \psi'_t(0; \phi) + e^* t \langle \phi | \hat{a} \hat{a}^\dagger |\phi\rangle + et |\phi\rangle^2,
\]

where \( \hat{D}(\alpha) = \hat{a} + et \) was used, and the leftmost terms correspond to \( p(0; \phi) = \langle \phi | \hat{a}^\dagger \hat{a} |\phi\rangle \) and \( \psi'_t(0; \phi) = |\langle \phi | \hat{a} \hat{a}^\dagger |\phi\rangle|^2 \). The error probability \( p(t; \phi) \) is increased by the displacement, but concurrently the photon distribution becomes wider, resulting in an enlarged unnormalized fidelity \( \psi'_t(t; \phi) \). Each increment is given by the three rightmost terms in equations (C.12) and (C.13), and they are identical. Thus, the error susceptibility for the cavity photon loss is a conserved quantity under displacement drives: \( s(t; \phi) = s(0; \phi) \).

Secondly, \( p(0; \phi) \) equals the mean photon number of \( |\phi\rangle \) because \( \hat{a}^\dagger \hat{a} |\phi\rangle = |\langle \phi | \hat{a} \hat{a}^\dagger |\phi\rangle|^2 \). Let us limit the initial state to the codespace: \( |\phi\rangle = c_0 |0_L\rangle + c_1 |1_L\rangle \) with \( |c_0|^2 + |c_1|^2 = 1 \). Such states satisfy \( p(0; \phi) = \bar{n} \) because the codewords have the same mean photon number. The states also satisfy \( \psi'_t(0; \phi) = 0 \) because the codewords and errorwords are orthogonal: \( \langle \phi | \hat{a} \rangle = 0 \). Thus, the error susceptibility at \( t = 0 \) equals the mean photon number of the code: \( s(0; \phi) = p(0; \phi) = \psi'_t(0; \phi) = \bar{n} \).

Consequently, \( s(t; \phi) = s(0; \phi) = \bar{n} \) is always satisfied for cavity modes. Note that we considered a single harmonic oscillator, and coupling to the ancilla transmon violates the relationship (see also appendix section C.4). Although it emerges as the distribution in figure 4((c), green), the deviations are not large for the optimized gates used in the analyses.
C.4. Effect of the dispersive interaction

In this section, we demonstrate that the dispersive interaction causes the finite distribution of $s_{\text{out}}$ around 2.

First, consider the evolution of error susceptibility $s \to s + \Delta s$ (with the corresponding jump operator $\hat{L}$) during a short time $\Delta t$ under a Hamiltonian $H$. Let $|\psi\rangle$ be a quantum state of a bosonic qubit, which evolves as $|\psi\rangle \to |\psi\rangle - iH\Delta t|\psi\rangle$ by the Schrödinger equation. The error probability $p = \langle \psi|\hat{L}|\psi\rangle$ and unnormalized fidelity $l' = |\langle \psi|\hat{L}|\psi\rangle|^2$ will then change as follows:

$$
\Delta p = \left( \langle \psi| + i\Delta t(\hat{H}) \hat{L} \hat{L} \langle |\psi\rangle - i\Delta t \hat{H}|\psi\rangle \right) - p
$$

$$
= -i\Delta t\langle \psi| \left[ \hat{L} \hat{L}, \hat{H} \right] |\psi\rangle + \mathcal{O}(\Delta t^2),
$$

$$
\Delta l' = \left| \left( \langle \psi| + i\Delta t(\hat{H}) \hat{L} \langle (|\psi\rangle - i\Delta t \hat{H}|\psi\rangle \right) \right|^2 - l'
$$

$$
= \left| \langle \psi|\hat{L}|\psi\rangle - i\Delta t\langle \psi| \left[ \hat{L}, \hat{H} \right] |\psi\rangle + \mathcal{O}(\Delta t^2) \right|^2 - l'
$$

$$
= -i\Delta t (\langle \psi|\hat{L}|\psi\rangle \langle \psi|\hat{L}|\psi\rangle - \hat{L},\hat{H}) |\psi\rangle - \text{H.c.} + \mathcal{O}(\Delta t^2).
$$

Based on this, we can now consider the specific case of photon loss ($\hat{L} = \hat{a}$). If the dispersive interaction is off ($\chi = 0$), the Hamiltonian is composed of the cavity displacement and transmon drive terms. For the former case (assuming $\hat{H} = \epsilon \hat{a}^\dagger \hat{a} + \epsilon \hat{a}^\dagger \hat{a}$), $\Delta p = \Delta l' = -i\Delta t\langle \psi|\hat{L}|\psi\rangle$ up to first order in $\Delta t$.

Consequently $\Delta s = \Delta p - \Delta l' = 0$ thus reproducing the result of appendix section C.3. For the latter case, the error susceptibility does not change because $\hat{a}$ and $\hat{a}^\dagger$ commute. If the dispersive interaction is on ($\chi \neq 0$), the error susceptibility can change because the interaction term $\chi \hat{a}^\dagger \hat{a} |\psi\rangle$ does not commute with $\hat{L} = \hat{a}$ (see equation (C.18)).

C.5. Coherence limit of idle gate error

The coherence limit of an idle gate (just waiting a duration $\tau$) on a TLS is given by

$$
r'_i = \tau \cdot \left( \frac{1}{3T_1} + \frac{1}{3T_\phi} \right),
$$

where $T_1$ and $T_\phi$ correspond to the relaxation time and pure dephasing time, respectively. This equation is equivalent to equation (3) in [34] by assuming that the dephasing is like white noise. Here, we derive this equation from our gate error model. Let $|\psi\rangle = \cos \frac{\theta}{2} |\psi\rangle + e^{i\phi} \sin \frac{\theta}{2} |g\rangle$ be the initial state, and note that this state does not change in time without decoherence.

For the relaxation, the jump operator is $\hat{L} = \hat{\sigma}_z$. The error susceptibility with state dependence is $s_{\text{relax}}(\psi) = \langle \psi|\hat{L}\hat{L}|\psi\rangle - |\langle \psi|\hat{L}|\psi\rangle|^2 = \cos^4 \frac{\theta}{2}$. Integrating over the Bloch sphere gives the following:

$$
s_{\text{relax}} = \int d\psi \cdot s_{\text{relax}}(\psi) = \frac{1}{4\pi} \int_0^\pi \sin \theta d\theta \int_0^{2\pi} d\phi \cos^4 \frac{\theta}{2} = \frac{1}{3}.
$$

For the pure dephasing, the jump operator is $\hat{L} = \frac{\hat{\sigma}_z}{\sqrt{2}}$. The error susceptibility with state dependence is $s_{\text{dep}}(\psi) = \langle \psi|\hat{L}\hat{L}|\psi\rangle - |\langle \psi|\hat{L}|\psi\rangle|^2 = \frac{1}{2} - \frac{1}{4} \cos^2 \theta$. Integrating over the Bloch sphere gives the following:

$$
s_{\text{dep}} = \int d\psi \cdot s_{\text{dep}}(\psi) = \frac{1}{4\pi} \int_0^\pi \sin \theta d\theta \int_0^{2\pi} d\phi \left( \frac{1}{2} - \frac{1}{2} \cos^2 \frac{\theta}{2} \right) = \frac{1}{3}.
$$

Thus, we have reproduced equation (C.19) with our model.

C.6. Standard deviations of transmon relaxation and dephasing

This section shows that $\text{Std}[\hat{\sigma}_z] > \text{Std}[\hat{\sigma}_z^2]$ in a simple case. Let us assume that a transmon state $|\psi\rangle = \cos \frac{\theta}{2} |e\rangle + e^{i\phi} \sin \frac{\theta}{2} |g\rangle$ uniformly distributes on a Bloch sphere. According to $\langle \hat{\sigma}_z \rangle = \cos \theta$,

$$
\text{Ave}[\hat{\sigma}_z] = \frac{1}{4\pi} \int_0^\pi \sin \theta d\theta \int_0^{2\pi} d\phi \cdot \cos \theta = 0,
$$

$$
\text{Ave}[\hat{\sigma}_z^2] = \frac{1}{4\pi} \int_0^\pi \sin \theta d\theta \int_0^{2\pi} d\phi \cdot \cos^2 \theta = \frac{1}{3}.
$$
Thus we got \( \text{Std}[\langle \hat{\sigma}_z \rangle] = \sqrt{3/4 - 0^2} \approx 0.577 \) and \( \text{Std}[\langle \hat{\sigma}_z \rangle^2] = \sqrt{3/4 - (1/3)^2} \approx 0.298 \). Although the statistical distribution of \( \langle \hat{\sigma}_z \rangle \) was not uniform (note that the horizontal positions of the blue dots in figure 4(c) correspond to the average of transmon excitation: \( p_{\text{relax}} = (1 + \langle \hat{\sigma}_z \rangle)/2 \)), this relationship could be satisfied because \(-1 \leq \langle \hat{\sigma}_z \rangle \leq 1\).

C.7. Error susceptibility for transmon thermal excitation

Although the thermal excitation of a transmon \( (\hat{L}_{\text{exc}} = \hat{\sigma}_+ = |e\rangle \langle g|) \) could be a decoherence source in real devices, it was ignored in the main text because its contribution to gate errors is typically smaller than the relaxation. In this section, we present a statistical analysis that includes the transmon excitation.

Figure C2(a) shows the statistical properties of the error susceptibility for the transmon excitation. The other decoherences of the transmon are also shown for reference. The average error susceptibility for transmon excitation \( s_{\text{exc}} \) is 0.542, and the minimum is 0.316, similar to or approximately twice \( s_{\text{relax}} \). The correlation of gate errors from the transmon’s thermal excitation is \( r' = T_{\text{gate}} \cdot n_{\text{th}} / T_1 \cdot s_{\text{exc}} \), where \( n_{\text{th}} \) corresponds to the ratio of the thermal excitation and relaxation rates. Assuming that \( n_{\text{th}} = 1\% \), its contribution is 1–2\% of that from the transmon relaxation and thus negligible. A state-of-the-art bosonic qubit has been reported with transmon thermalization surpassing \( n_{\text{th}} = 0.004 \) [11].

Note that \( s_{\text{exc}} \) has a correlation with \( s_{\text{relax}} \) as follows:

\[
\rho_{\text{exc}} = \langle \psi | \hat{\sigma}_+ \hat{\sigma}_+ | \psi \rangle = \langle \psi | (1 - \hat{\sigma}_- \hat{\sigma}_-) | \psi \rangle = 1 - p_{\text{relax}},
\]

\[
l'_{\text{exc}} = |\langle e|g\rangle|^2 = |\langle g|e\rangle|^2 = l'_{\text{relax}},
\]

\[
s_{\text{exc}} = p_{\text{exc}} - l'_{\text{exc}} = 1 - p_{\text{relax}} - l'_{\text{relax}} = 1 - s_{\text{relax}},
\]

where \( \hat{1} \) is the identity operator for the transmon. From equation (C.27), \( s_{\text{exc}} \geq s_{\text{relax}} \) when \( p_{\text{relax}} \leq 1/2 \), and vice versa. The relationship of \( p_k \) and \( l'_k \) \( (k \in \{\text{relax, exc}\}) \) results in the symmetric scatter plot (figure C2(b)).

Appendix D. Gate errors for other gates

Gate operations on bosonic qubits are classified into two groups: (a) phase gates that preserve the photon distributions and (b) other gates that change the photon distribution. Figure D1 shows the gate dependence of the gate errors for the Bin(1,1) code. It indicates that phase gates generally exhibit lower gate errors. The gate time was fixed to 1 \( \mu s \), and several gates were optimized with different initial parameters, resulting in the vertical distributions. The decoherence rates used in this section were same to the rates used in figure 2.

As well as the difference in errors with the specific gate time, the two groups exhibit different dependencies on gate times. By comparing with a fixed gate time, the Hadamard gates exhibit larger errors than the Z gates (figure D2). Note that the saturation behavior of the Z gate around \( 10^{-4} \) originates from the optimization terminating when the gate error fell below \( 10^{-4} \).
Figure D1. Numerically evaluated errors in various gates. Blue dots (orange crosses) are gate errors evaluated with (without) decoherences. The left four gates are phase gates that preserve the photon distribution of the cavity state; the others change the photon distribution.

Figure D2. Error of the Hadamard gate (left) and $Z$ gate (right) as a function of gate time. Dots (crosses) are gate errors evaluated by solving the Lindblad equation with (without) decoherences.

Appendix E. Gate errors with other encodings

In this section, we compare the Bin(1,1) and other encodings (the 4-leg cat and Bin(2,2), see appendix section A.2) to provide similar analyses in section 6.1. The cat size was $\alpha = \sqrt{3}$, and the mean photon number of the 4-leg cat was $\bar{n} \approx 3$. To obtain gate-time dependence of intrinsic gate errors, Hadamard gates for each encodings were generated by numerical optimization with several gate times (figure E1). We fitted the gate errors by an empirical equation $r_0(T) \sim \exp(-aT)$ with $a = 11.05$ for the Bin(1,1), 10.50 for the 4-leg cat, and 8.50 for the Bin(2,2) code. Note that weaker constraints (B.1), namely a larger amplitude and wider bandwidth, were used in these optimizations. The speed of the gate operation should be limited by the dispersive interaction when the strength and bandwidth of the waveforms are sufficient. The aim of using weaker constraints is to ensure that intrinsic errors are limited mainly due to the dispersive interaction, not constraints in optimization.

Figure E2 shows the error susceptibilities of Hadamard gates for the 4-leg cat and Bin(2,2) code. The gate time was fixed to 1 $\mu$s. The codewords are different, but the error susceptibilities exhibit a similar statistics to that of the Bin(1,1) code; namely around 0.3 for transmon relaxation and dephasing, and around $\bar{n}$ for cavity photon loss.

As in section 6.1 in the main text, we can provide rough estimations of the achievable gate errors for these encodings:

$$r \geq e^{-a \cdot T_{\text{gate}}} \cdot T_{\text{gate}} \cdot \left( \frac{1}{T_1} \cdot \chi_{\text{rel}}^{(\text{min})} + \frac{1}{T_{\phi}} \cdot \chi_{\text{dep}}^{(\text{min})} + \kappa \cdot \bar{n} \cdot \frac{\kappa}{\bar{n}} \right).$$  \hspace{1cm} (E.1)
Figure E1. Gate time versus intrinsic gate error for several encodings.

Figure E2. Code dependence of error susceptibility statistics: (a) histogram of the error susceptibility of Hadamard gates on the 4-leg cat code with \( n \simeq 3 \); (b) relationship between \( p \) and \( l' \); (c)–(d) those of the Bin(2,2) code.

The minimum error susceptibilities are shown in the legend of figure E2. Figure E3 shows the approximate gate errors as calculated by equation (E.1) as functions of the transmon dephasing time and gate time.
Appendix F. Error susceptibility for the recovery gate

Figure F1 shows the error susceptibility for recovery gates (equation (A.11)) for the Bin(1,1) code. The gate time was fixed to 1 μs. This operation is not a logical gate, but exhibits similar statistics to that of the Hadamard gate.

Appendix G. Error susceptibility with stronger displacement

To investigate the error susceptibility statistics for optimized gates with stronger displacements, we generated several Hadamard gates on Bin(1,1) with the weaker constraint (see appendix section B.1). Figure G1 shows the resulting error susceptibilities. The gate time was fixed to 1 μs. Note that $p_{\text{loss}}$ corresponds to the mean photon number during the gate, and thus the displacement strength is indicated as the horizontal position of the green dots in the right panel. Stronger displacement pulses lead to intermediate states with higher photon number states and a higher probability of photon loss, but the figure shows that the error susceptibility is close to the mean photon number. Thus, the contribution of the cavity photon loss channel does not depend on the displacement strength.
Appendix H. Gate-time dependence of error susceptibility

Since the error susceptibility depends on the gate time, it was further investigated for the Hadamard gate for the Bin(1,1) code (figure H1). It was found that longer gates ($T_{\text{gate}} = 0.75$ and $1.0 \mu s$) exhibited similar error susceptibilities while a short gate ($T_{\text{gate}} = 0.5 \mu s$) exhibits a tendency to increase error susceptibility. Decoherence-induced errors for short gates are negligible because the intrinsic errors are dominant, and thus the weak gate-time dependence of the error susceptibility can be ignored in this regime. We assume that error susceptibility is constant in the horizontal range of figure 5 in order to simplify equations like equation (12).

Appendix I. Effect of the transmon anharmonicity

In reality, a transmon qubit is not a TLS and typically has an anharmonicity $\alpha/2\pi$ of a few hundred megahertz, indicating small coupling to the higher states. Although a TLS approximation is used to highlight the difference in decoherence effects between the cavity and ancilla qubit, leakage to the second excited state $|f\rangle$ of the transmon could be an additional error source [65] and an issue in experimental implementations.

Figure I1 shows gate errors with and without an anharmonicity. We assumed the dispersive interaction from the second excited state as $\hat{H}_0|f\rangle = -\chi_f|f\rangle\hat{a}^\dagger\hat{a}$ with $\chi_f/2\pi = -3 \text{ MHz}$. The difference in the error with respect to the TLS is of the order $10^{-3}$ for $\alpha/2\pi = -250 \text{ MHz}$, which indicates that any intermediate state during the gate has a small population in $|f\rangle$. Since the gate error level of interest in this study is 1%, our analyses should be valid for actual devices. In future research with 0.1% errors, the anharmonicity and thus higher levels must be considered.
Figure 11. (a) Intrinsic gate errors of the optimized Hadamard gates used in figure 2 with and without anharmonicity. No decoherence is included in the simulations. (b) The difference in intrinsic errors between the TLS and three level system (3LS) as a function of Hadamard gate time.
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