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Abstract. We investigate limit properties of discrete time branching processes with application of the theory of regularly varying functions in the sense of Karamata. In the critical situation we suppose that the offspring probability generating function has an infinite second moment but its tail regularly varies. In the noncritical case, the finite moment of type $E[x \ln x]$ is required. The lemma on the asymptotic representation of the generating function of the process and its differential analogue will underlie our conclusions.
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1. INTRODUCTION

Let \( \{Z_n, n \in \mathbb{N}_0\} \) be the Galton–Watson (G–W) branching process with offspring probability generating function (GF) \( F(s) = \sum_{j \in \mathbb{N}_0} p_j s^j \), where \( p_0 > 0 \), \( p_1 > 0 \), \( p_0 + p_1 < 1 \), \( \mathbb{N}_0 = \{0\} \cup \mathbb{N} \) and \( \mathbb{N} = \{1, 2, \ldots\} \). The process evolution is characterized by transition probabilities \( P_{ij}(n) = P_i\{Z_n = j\} \) for \( i \in \mathbb{N} \), where \( P_i\{\ast\} := P\{\ast | Z_0 = i\} \). Further, where required, we will write \( P\{\ast\} \) instead of \( P_i\{\ast\} \). In this interpretation, \( p_k = P\{Z_1 = k\} \) and \( m = F'(1) \) is a mean per capita offspring number. The process \( \{Z_n\} \) is said to be subcritical, critical and supercritical if \( m < 1 \), \( m = 1 \) and \( m > 1 \), respectively. A GF \( F_n(s) = \sum_{j \in \mathbb{N}_0} P_{ij}(n) s^j \) is the \( n \)-fold iteration of \( F(s) \), see [2].

Let \( \mathcal{H} = \min \{n : Z_n = 0\} \) be the time to extinction of the G–W process. The variable \( q = \inf \{s \in (0,1] : F(s) = s\} \) is the probability of extinction of our process. By the classical extinction theorem we know that \( P_i\{\mathcal{H} < \infty\} = q^i \) and that \( q = 1 \) if \( m \leq 1 \), and \( q < 1 \) if \( m > 1 \).
Our reasoning is involved with elements of the theory of regularly varying functions in sense of Karamata, see [8]. Let us recall that a real-valued, positive and measurable function $\ell(x)$ is said to be slowly varying at $\alpha$ if it belongs to a class

$$\mathcal{S}_\alpha := \left\{ \ell(x) \in \mathbb{R}_+ : \lim_{x \to \alpha} \frac{\ell(\lambda x)}{\ell(x)} = 1 \text{ for each } \lambda \in \mathbb{R}_+ \right\},$$

where and in the sequel $\mathbb{R}_+$ is the set of positive real numbers. A function $V(x)$ is said to be regularly varying at $\alpha$ with index of regular variation $\rho \in \mathbb{R}_+$ if it takes the form $V(x) = x^\rho \ell(x)$, where $\ell(x) \in \mathcal{S}_\alpha$. We denote by $\mathcal{R}_\rho^\alpha$ the class of regularly varying functions. It is obvious that $\mathcal{S}_\alpha \equiv \mathcal{R}_0^\alpha$, see [11].

The approach to applications of regularly varying functions in the theory of branching processes was first made by Zolotarev [16] in the continuous time case. In the discrete time case, earlier researches belong to Slack [15], [14] and Seneta [13], [12], [10]. The detailed results connected with applications of regularly varying functions in the theory of branching processes can be found in the monographs [1] and [3].

In the noncritical situation, positive numbers

$$\{ \nu_k := \lim_{n \to \infty} \mathbb{P}\{Z_n = k | n < \mathcal{H} < \infty \} \}$$

are an invariant distribution with respect to transition probabilities $\{P_{ij}(n)\}$. Moreover, the limiting GF $V(s) = \sum_{j \in \mathbb{N}} \nu_j s^j$ satisfies the Schröder equation

$$1 - V(\bar{F}(s)) = \beta \cdot [1 - V(s)]$$

for all $0 \leq s \leq 1$, where $\bar{F}(s) = F(qs)/q$ and $\beta = F'(q)$. If in the case $m < 1$ we have $\mathbb{E}[Z_1 \ln Z_1] < \infty$, then $V'(1-) < \infty$ and

$$\mathbb{P}\{\mathcal{H} > n\} \sim \frac{1}{V'(1-)} \cdot m^n$$

as $n \to \infty$; see, e.g., [13].

By the following theorem we see that the regular variation is implicitly present in the equation (1.1) and the asymptote (1.2).

**THEOREM S.** The following assertions are true:

1. For $m < 1$ there exists $\ell(s) \in \mathcal{S}_0$ such that $\ell(s) \downarrow 1/V'(1-)$ as $s \downarrow 0$ and

$$\mathbb{P}\{n < \mathcal{H} < \infty\} = \ell(m^n) \cdot m^n.$$

2. In the case $m \neq 1$ the GF $V(s)$ is a unique solution of (1.1) and

$$1 - V(1-s) \in \mathcal{R}_1^0.$$
The first part of Theorem S was proved in [3], pp. 398–399; see also [13]. The second part was proved in [1], pp. 60 and 84, separately for the cases $m < 1$ and $m > 1$.

In the critical case we suppose that the GF $F(s)$ has the following representation:

$$F(s) = s + (1 - s)^{1+\nu} \mathcal{L}\left(\frac{1}{1-s}\right)$$

for $0 \leq s < 1$, where $0 < \nu < 1$ and $\mathcal{L}(t) \in \mathcal{S}_\infty$. By the criticality of our process, the second moment

$$F''(1-\nu) = \lim_{s \uparrow 1} \frac{2(F(s) - s)}{(1-s)^2} = \lim_{x \downarrow 0} \frac{2}{x^{1-\nu}} \mathcal{L}\left(\frac{1}{x}\right) = \infty.$$

Our aim is to generalize the relation (1.3) for $m \neq 1$. For this we prove Lemma 2.1 concerning the asymptote of the function $R_n(s) = 1 - F_n(qs)/q$. Then we obtain the asymptotic representations for $\partial R_n(s)/\partial s$. These representations entail local limit Theorems 2.1 and 2.2. In Section 3 we investigate the limit structure of the G–W process where all our conclusions will be based on the statements of Lemma 2.2.

2. BASIC LEMMA AND ITS DIFFERENTIAL ANALOGUE

We begin with a proof of the following basic lemma of the theory of G–W branching processes (in the literature this name is usually used for a critical case).

**LEMMA 2.1.** The following assertions are true:
1. Let $m \neq 1$. Then

$$R_n(s) = (1 - s)L_n(1 - s) \cdot \beta^n,$$

where $L_n(0+) = 1$ for all $n \in \mathbb{N}$, $L_n(1) = \ell_a(\beta^n)$, with $\ell_a(s) \in \mathcal{S}_0$ and $L_n(0) = L(x) \in \mathcal{S}_0$ for each fixed $n_0 \in \mathbb{N}$. If $\mathbb{E}[Z_1 \ln Z_1] < \infty$, then $L_n(1) \downarrow 1/\mu$ as $n \to \infty$, where $\mu = \mathbb{V}'(1-) < \infty$.

2. Let $m = 1$. If the condition $[\Re_\nu]$ is satisfied, then

$$R_n(s) = \frac{N(n + M(s))}{(\nu n)^{1/\nu}} \cdot \left[1 - \frac{M_n(s)}{\nu n}\right],$$

where the function $N(x) \in \mathcal{S}_\infty$ satisfies

$$N(n) \cdot \mathcal{L}^{1/\nu}\left(\frac{(\nu n)^{1/\nu}}{N(n)}\right) \to 1 \quad \text{as } n \to \infty,$$

and the function $M_n(s)$ has the following properties:
(i) \( M_n(s) = \mathcal{M}(s)(1 + o(1)) \) as \( n \to \infty \);
(ii) \( \lim_{s \to 1} M_n(s) = \nu n \) for each fixed \( n \in \mathbb{N} \);
(iii) \( M_n(0) = 0 \) for each fixed \( n \in \mathbb{N} \).

**Proof.** First we will prove the formula (2.1). We use essentially the same method which was applied in the proof of the relation (1.3) in [13]. We rewrite the equation (1.1) as follows:

\[
\vartheta(\phi(s)) = \beta \cdot \vartheta(s),
\]

where \( \vartheta(s) = 1 - \mathcal{V}(1-s) \) and \( \phi(s) := R_1(1-s) \). Putting \( \phi_n(s) := R_n(1-s) \), we arrive at the iteration \( \phi_{n+1}(s) = \phi_n(\phi(s)) \). Hence, from (2.4) it follows that

\[
\vartheta(\phi_n(s)) = \beta^n \cdot \vartheta(s).
\]

Denoting by \( a(y) \) the inverse of the function \( \vartheta(x) \), we see from (2.5) that

\[
\phi_n(s) = a(\vartheta(s) \cdot \beta^n).
\]

Therefore, we immediately obtain

\[
R_n(s) = a(\vartheta(1-s) \cdot \beta^n),
\]

in accordance with our notation.

It has been shown in [13] that \( a(s) = s\ell_a(s) \), where the function \( \ell_a(s) \in \mathbb{S}_0 \) actually is the same as in equality (1.3). In turn, as shown in Theorem S, \( \vartheta(s) \in \mathcal{R}_0 \), so \( \vartheta(s) = s\ell_{\vartheta}(s) \), where \( \ell_{\vartheta}(s) \in \mathbb{S}_0 \). Hence, the equality (2.6) can be written in the form (2.1) where

\[
L_n(x) = \ell_{\vartheta}(x) \cdot \ell_a(x\ell_{\vartheta}(x)\beta^n).
\]

Since \( \mathcal{V}(0) = 0 \), we have \( \ell_{\vartheta}(1) = 1 \), and hence \( L_n(1) = \ell_a(\beta^n) \). On the other hand, according to our notation, it can be seen that \( a(0) = \vartheta(0) = 0 \). Therefore, by the property of the inverse functions,

\[
\ell_a(0+) = \lim_{x \to 0^+} \frac{a(x)}{x} = \lim_{x \to 0^+} \frac{x}{\vartheta(x)} = \frac{1}{\mathcal{V}'(1-)}.
\]

As noticed above, the GF \( \mathcal{V}(s) \) satisfies the Schröder equation (1.1), where \( \hat{F}(s) = F(qs)/q \) is the GF of the subcritical branching process. In this case, as mentioned above, \( \mathcal{V}(s) \) has the finite mean \( \mu = \mathcal{V}'(1-) \) if and only if \( \mathbb{E}[Z_1 \ln Z_1] < \infty \). Hence \( L_n(1) = \ell_a(\beta^n) \downarrow 1/\mu \). Similarly, it is easy to see that

\[
\ell_{\vartheta}(0+) = \lim_{x \to 0^+} \frac{\vartheta(x)}{x} = \mu,
\]

which implies that \( L_n(0+) = 1 \).
Finally, by the property of slowly varying functions we see that the function \( L_{n_0}(x) =: L(x) \in \mathcal{S}_0 \) at any fixed \( n_0 \in \mathbb{N} \). Thus, the proof of the first part of Lemma 2.1 is completed.

Let us prove now the second part of the lemma. By analogy with the continuous time Markov branching process (see [6], p. 111), it follows that the function 

\[
M(s) = \int_0^s \frac{dx}{F(x) - x}
\]

is a power series in \( s \in [0, 1) \) with nonnegative coefficients, \( M(s) = \sum_{j \in \mathbb{N}} \mu_j s^j \), and \( \{\mu_j, j \in \mathbb{N}\} \) is an invariant measure for the G–W process. Using the condition \( \Re \nu \) in the last integrand, we write the equality

\[
(2.7) \quad M(s) = \frac{1}{1-s} R_1 u \nu - L - L^{-1}(u) du.
\]

Now we recall the following property of slowly varying functions. If the function \( \ell(x) \in \mathcal{S}_\infty \) is locally bounded in \( [A; +\infty) \) for some \( A \in \mathbb{R}_+ \), then

\[
\int_A^x u^\lambda \ell(u) du \sim \frac{1}{\lambda + 1} x^{\lambda + 1} \ell(x) \quad \text{as } x \to \infty
\]

for \( \lambda > -1 \); see [3], p. 26. Since the upper bound of the integral on the right-hand side of (2.7) goes to infinity as \( s \uparrow 1 \), we can use this property and get the following asymptotic formula:

\[
(2.8) \quad M(s) = \frac{1 + o(1)}{\nu (1-s)^{1/\nu} L(1/(1-s))} \quad \text{as } s \uparrow 1.
\]

Denoting by \( G(x) \) the inverse of the function \( M(1 - s) \) and using (2.8), we obtain

\[
(2.9) \quad G(x) = \frac{\mathcal{N}(x)}{(nx)^{1/\nu}},
\]

where \( \mathcal{N}(x) \in \mathcal{S}_\infty \) satisfies (2.3); see also [2].

On the other hand, it is known that the following Abel equation holds true (if normalized so that \( M(p_0) = 1 \)):

\[
(2.10) \quad M(F_n(s)) = M(s) + n \quad \text{for all } n \in \mathbb{N};
\]

see, e.g., [2], p. 68.

Combining the equations (2.9) and (2.10), we obtain

\[
R_n(s) = \frac{\mathcal{N}(n + M(s))}{(\nu n + \nu M(s))^{1/\nu}} = \frac{\mathcal{N}(n + M(s))}{(\nu n)^{1/\nu}} \cdot \frac{1}{(1 + M(s)/n)^{1/\nu}}.
\]
By the convergence of the integral (2.7), the second factor in this equality tends to one as \( n \to \infty \). Therefore, the equality can be written in the form

\[
\frac{1}{(1 + \mathcal{M}(s)/n)^{1/\nu}} = 1 - \frac{M_n(s)}{\nu n},
\]

where \( M_n(s) \) is some function. Observe now some local and asymptotic properties of the function \( M_n(s) \). It follows from equality (2.11) that

\[
1 - \frac{M_n(s)}{\nu n} \sim 1 - \frac{\mathcal{M}(s)}{\nu n}
\]
as \( n \to \infty \).

Therefore, \( M_n(s) \to \mathcal{M}(s) \) as \( n \to \infty \). In turn, since \( \mathcal{M}(1-) = \infty \), it follows from (2.11) that \( \lim_{s \uparrow 1} M_n(s) = \nu n \) for each fixed \( n \in \mathbb{N} \). Finally, \( M_n(0) = 0 \) because \( \mathcal{M}(0) = 0 \).

The lemma is proved completely. ■

Note that the first part of Lemma 2.1 contains formula (1.3). In fact, setting \( s = 0 \), from (2.1) we infer that for \( m \neq 1 \)

\[
P \{ n < \mathcal{H} < \infty \} = q - F_n(0) = q \cdot \ell (\beta^n) \cdot \beta^n.
\]
The second part is a discrete analogue of a similar result from [5]. In particular, putting \( s = 0 \) in (2.2), we obtain

\[
P \{ \mathcal{H} > n \} = R_n(0) = \frac{N(n)}{(\nu n)^{1/\nu}},
\]
an extension probability of the critical G–W process.

**Lemma 2.2.** The following assertions are true:

1. Let \( m \neq 1 \). Then

\[
\frac{\partial R_n(s)}{\partial s} = - \frac{R_n(s)}{1 - s} - (1 - s)L_n'(1 - s) \cdot \beta^n \quad \text{as} \quad n \to \infty.
\]

2. Let \( m = 1 \). If the condition \([\Re_\nu]\) is satisfied, then

\[
\frac{\partial R_n(s)}{\partial s} = - \left( \frac{R_n(s)}{1 - s} \right)^{1+\nu} \frac{\mathcal{L}(1/R_n(s))}{\mathcal{L}(1/(1-s))}.
\]

**Proof.** As to the first part of the lemma, we previously noticed that due to (2.1) we have

\[
\beta^{-n} R_n(1-s) = sL_n(s) \in \mathbb{N}_0^1
\]
with respect to \( s \),

for any fixed \( n \in \mathbb{N} \). And we see that the function \( r_n(s) = sL_n(s) \) has a derivative \( r'_n(s) = L_n(s) + sL'_n(s) \). Hence, we obtain the formula (2.12).
To prove the second part, we differentiate the equation (2.10):

\[(2.14)\quad F'_n(s) = \frac{M'(s)}{M'(F_n(s))}.\]

In turn, differentiating the formula (2.7) gives

\[(2.15)\quad M'(s) = \frac{1}{(1-s)^{1+\nu} L(1/(1-s))}.\]

Thus the equality (2.13) follows from (2.14) and (2.15).

The lemma is proved. ■

Using Lemma 2.2, we directly obtain \(P_{11}(n) = F'_n(0)\) the probability of return of the process to the initial state \(Z_0 = 1\) in time \(n\). In the case of \(m \neq 1\), it follows from the form of \(L_n(x) = \ell_{\vartheta}(x) \cdot \ell_a(x\ell_{\vartheta}(x)\beta^n)\) that

\[L'_n(s) = \frac{\ell'_{\vartheta}(s)}{\ell_{\vartheta}(s)} \cdot L_n(s) + O(\beta^n)\quad \text{as } n \to \infty.\]

Note that \(\ell'_{\vartheta}(1) = \mathcal{V}'(0) - 1\) because \(\ell_{\vartheta}(s) = \vartheta(s)/s\). Hence, setting \(s = 0\) in (2.12), we obtain the following local limit theorem.

**Theorem 2.1.** Let \(m \neq 1\). Then the following relation holds true:

\[\beta^{-n} \cdot P_{11}(n) = \mathcal{V}'(0) \cdot \ell_a(\beta^n) + O(\beta^n)\quad \text{as } n \to \infty.\]

If \(\mathbb{E}[Z_1 \ln Z_1] < \infty\), then \(\ell_a(\beta^n) \downarrow 1/\mu\) as \(n \to \infty\), where \(\mu = \mathcal{V}'(1-) < \infty\).

Similarly, from (2.13) we get the following theorem.

**Theorem 2.2.** Let \(m = 1\). If the condition \(\text{\(|\Re_\nu|\)}}\) holds, then

\[(\nu n)^{1+1/\nu} \cdot P_{11}(n) \sim \frac{N(n)}{p_0}\quad \text{as } n \to \infty,\]

where the function \(N(n) \in \mathcal{S}_\infty\) satisfies the relation (2.3).

At the end of the section we define the stochastic process \(\{\tilde{Z}_n\}\) with transition matrix \(P_{ij}(n) = \mathbb{P}_i\{Z_n = j \mid n < \mathcal{H} < \infty\}\). As noticed at the beginning, in the noncritical case the limiting distribution \(\{\nu_j := \lim_{n \to \infty} \tilde{P}_{ij}(n)\}\) does not depend on \(i \in \mathbb{N}\). So \(\tilde{Z}(n), n \in \mathbb{N}_0\) is the ergodic Markov chain. Thus, in the case \(m \neq 1\), there exists an ergodic chain concerned with the process \(\{Z_n\}\) such that its transition probabilities are

\[\tilde{P}_{ij}(n) = \frac{P_{ij}(n)q^j}{\sum_{k \in \mathbb{N}} P_{ik}(n)q^k}.\]

Let \(V_n^{(j)}(s) = \sum_{j \in \mathbb{N}} \tilde{P}_{ij}(n)s^j\). The following two theorems are corollaries of Lemma 2.1 and the fact that \(V_n^{(j)}(s) \sim 1 - R_n(s)/R_n(0)\) as \(n \to \infty\).
Theorem 2.3. If \( m \neq 1 \), then the limiting GF \( \mathcal{V}(s) = \lim_{n \to \infty} \mathcal{V}^{(i)}_n(s) \) converges for \( 0 \leq s \leq 1 \) with \( \mathcal{V}(0) = 0 \) and \( \mathcal{V}(1) = 1 \). Furthermore,

\[
\frac{1 - \mathcal{V}^{(i)}_n(s)}{1 - s} \to \ell(1 - s) \quad \text{as } n \to \infty,
\]

where \( \ell(x) \in \mathcal{S}_0; \) moreover, if \( \mathbb{E} [Z_1 \ln Z_1] < \infty \), then \( \ell(0+) = \mu \) and \( \ell(1) = 1 \).

Theorem 2.4. Let \( m = 1 \). If the condition \([\mathbb{R}_\nu]\) holds, then

\[
\nu n \cdot \mathcal{V}^{(i)}_n(s) = \mathcal{M}(s)(1 + o(1)) \quad \text{as } n \to \infty,
\]

where \( \mathcal{M}(s) = \sum_{j \in \mathbb{N}} \mu_j s^j \) satisfies the Abel functional equation (2.10). For probabilities \( \tilde{P}_{ij}(n) \) the following relation holds:

\[
\nu n \cdot \tilde{P}_{ij}(n) \to \mu_j \quad \text{as } n \to \infty,
\]

and \( \sum_{j \in \mathbb{N}} \mu_j = \infty \).

3. Further Applications of Lemma 2.2

The second part of Lemma 2.2 might be used in the proof of the following theorem whose analogue for the case \( F(1 - x) - (1 - x) \in \mathbb{R}_0^{1+\nu} \) was established by Slack [14]. In our case we give the proof based on the ideas of the Stein–Tikhomirov method, see [7].

Theorem 3.1. Let \( m = 1 \) and \( q_n := \mathbb{P}\{\mathcal{H} > n\} \). If the condition \([\mathbb{R}_\nu]\) holds, then

\[
G^{(i)}_n(x) := \mathbb{P}_i\{q_n Z_n < x \mid \mathcal{H} > n\}
\]

weakly converges to a limit law \( G(x) \) having the Laplace transform

\[
\Psi(\theta) := \int_{\mathbb{R}^+} e^{-\theta s} dG(s) = 1 - \frac{\theta}{(1 + \theta^\nu)^{1/\nu}}, \quad \theta \in \mathbb{R}^+.
\]

Proof. Since \( 1 - F_n(s) \sim iR_n(s) \) as \( n \to \infty \), it suffices to consider the Laplace transform for \( i = 1 \):

\[
(3.1) \quad \Psi_n(\theta) := \int_{\mathbb{R}^+} e^{-\theta s} dG_n^{(1)}(s) = 1 - \frac{R_n(\theta_n)}{q_n},
\]

where \( \theta_n = \exp\{-\theta q_n\} \). Differentiating (3.1), we have

\[
(3.2) \quad \Psi'_n(\theta) = \theta_n R'_n(\theta_n).
\]
By the definition of the slowly varying functions, it follows from the second part of Lemma 2.1 and formula (2.13) that

\[(3.3) \quad R'_n(\theta_n) \sim -\left(\frac{R_n(\theta_n)}{1-\theta_n}\right)^{1+\nu} \quad \text{as } n \to \infty.\]

From (3.1)–(3.3) it follows that

\[(3.4) \quad \Psi'_n(\theta) \sim -\left(\frac{1-\Psi_n(\theta)}{\theta}\right)^{1+\nu} \quad \text{as } n \to \infty.\]

It is easy to check that \(\Psi(\theta)\) is a solution of the equation

\[\Psi'(\theta) = -\left(\frac{1-\Psi(\theta)}{\theta}\right)^{1+\nu}.\]

Hence, according to the Stein–Tikhomirov method, the equation (3.4) is equivalent to the convergence \(\Psi_n(\theta) \to \Psi(\theta)\). Thus, the theorem is proved. \(\blacksquare\)

Now consider a conditional distribution

\[P_{H(n+k)}^{(i)}(*):=P_i(*\mid n+k < H < \infty).\]

In [2], p. 56, it was shown that the probability measure

\[(3.5) \quad Q_{ij}(n):=\lim_{k\to\infty}P_{H(n+k)}^{(i)}\{Z_n=j\} = \frac{jq^{j-i}}{i^{\beta_n}}P_{ij}(n)\]

defines the Markov chain \(\{W_n, n \in \mathbb{N}_0\}\) with state space \(E \subset \mathbb{N}\), called the \(Q\)-process. By the definition,

\[Q_{ij}(n) = P_i\{Z_n = j \mid H = \infty\},\]

and the \(Q\)-process can be interpreted as the G–W process with non-degenerate trajectory in the distant future. In terms of the generating functions, the equality (3.5) can be written as follows:

\[(3.6) \quad Y_{n}^{(1)}(s) := \sum_{j \in E} Q_{ij}(n)s^j = \left[\frac{F_n(qs)}{q}\right]^{i-1}Y_n(s),\]

where the GF \(Y_n(s) := Y_n^{(1)}(s) = E[s^{W_n} \mid W_0 = 1]\) has the form

\[(3.7) \quad Y_n(s) = -s\frac{R'_n(s)}{\beta_n} \quad \text{for all } n \in \mathbb{N},\]

and, as before, \(R_n(s) = 1 - F_n(qs)/q\).
From (3.6) and (3.7) we get the following functional equation:

\[(3.8)\quad Y_{n+1}^{(i)}(s) = \frac{Y'(s)}{F(s)} Y_n^{(i)}(\tilde{F}(s)),\]

where \(Y(s) := Y_1(s).\)

**Theorem 3.2.** Let \(\beta < 1.\) If \(E[\ln W_1] < \infty,\) then there exists a limit function \(\pi(s) := \lim_{n \to \infty} Y_n^{(i)}(s)\) for \(0 \leq s < 1\) and

\[(3.9)\quad \pi(s) = \frac{1}{\mu} s V'(s),\]

where \(V(s)\) is the GF of the invariant measure of the G–W process \(\{Z_n\}\) satisfying the Schröder equation (1.1) and \(\mu = V'(1-).\) Moreover, the GF \(\pi(s) = \sum_{j \in \mathcal{E}} \pi_j s^j\) generates an invariant distribution \(\{\pi_j, j \in \mathcal{E}\}\) for the Q-process.

**Proof.** Since \(R_n(s) \to 0\) uniformly for \(0 \leq s < 1,\) it follows from (3.6) and (3.7) that \(Q_{ij}(n)/Q_{1j}(n) \to 1\) as an infinite growth of the number of generations, so it suffices to consider the case \(i = 1.\) From (2.1) and (2.12) we obtain

\[R_n'(s) = -[L_n(1-s) + (1-s)L_n'(1-s)] \cdot \beta^n,\]

where \(L_n(x) = \ell_\vartheta(x) \cdot \ell_\vartheta(x \ell_\vartheta(x) \beta^n).\) Using this equality in formula (3.7) and taking into account a derivative of the function \(L_n(x),\) we have

\[(3.10)\quad Y_n(s) = sL_n(1-s) \cdot \left[1 + (1-s)\frac{\ell_\vartheta'(1-s)}{\ell_\vartheta(1-s)} + O(\beta^n)\right]\]

as \(n \to \infty.\) By the definition of the Q-process, the condition \(E[\ln W_1] < \infty,\) is equivalent to the assumption \(E[Z_1 \ln Z_1] < \infty,\) which in turn is enough for the existence of \(\mu = V'(1-).\) In the proof of the first part of Lemma 2.1 we have shown that \(\ell_\vartheta(0+) = 1/\mu.\) In the relation (3.10), we use the form of the function \(L_n(x)\) and properties of the function \(\ell_\vartheta(s) = \vartheta(s)/s \in \mathcal{G}_0,\) and consequently we have

\[\pi(s) = \frac{1}{\mu} s\ell_\vartheta(1-s) \left[1 + (1-s)\frac{\ell_\vartheta'(1-s)}{\ell_\vartheta(1-s)}\right]\]

\[= \frac{1}{\mu} s\ell_\vartheta(1-s) + \frac{1}{\mu} s[V'(s) - \ell_\vartheta(1-s)],\]

which implies the formula (3.9).

The equation (3.8) gives

\[\pi(s) = \frac{Y(s)}{F(s)} \cdot \pi(\tilde{F}(s)),\]
On a limit structure of the Galton–Watson processes

which is equivalent to the invariance property $\pi_j = \sum_{i \in E} \pi_i Q_{ij}(1)$ of the sets of numbers $\{\pi_j, j \in E\}$ generated by $\pi(s) = \sum_{j \in E} \pi_j s^j$. It is exactly a probability distribution. In fact, it follows from (3.9) that $\pi(1) = \sum_{j \in E} \pi_j = 1$. Thus, the theorem is proved. ■

**Theorem 3.3.** Let $\beta = 1$. If the condition $[\Re_\nu]$ holds, then

\begin{equation}
\frac{(\nu n)^{1+1/\nu}}{\mathcal{N}(n)} \cdot Y_n^{(i)}(s) = \mathcal{U}(s)(1 + o(1)) \quad \text{as } n \to \infty
\end{equation}

for all $0 \leq s < 1$. The limiting GF $\mathcal{U}(s) = \sum_{j \in E} v_j s^j$ takes the form

\begin{equation}
\mathcal{U}(s) = \frac{s}{(1 - s)^{1+\nu} \mathcal{L}(1/(1 - s))}.
\end{equation}

The set of coefficients $\{v_j, j \in E\}$ is an invariant measure for the $Q$-process. Moreover,

\begin{equation}
\sum_{j=1}^{n} v_j \sim \frac{1}{\Gamma(2+\nu)} n^{1+\nu} \mathcal{L}_v(n) \quad \text{as } n \to \infty,
\end{equation}

where $\Gamma(\cdot)$ is the Euler’s gamma function and $\mathcal{L}_v(n) \cdot \mathcal{L}(n) \to 1$ as $n \to \infty$.

**Proof.** As in Theorem 3.2 we consider the case $i = 1$ only. Combining the relations (2.2), (2.13) and (3.7) yields

\begin{align*}
Y_n(s) &= s \left( \frac{\mathcal{N}(n + M(s))}{(\nu n)^{1/\nu}} \right)^{1+\nu} \frac{\mathcal{L}(1/R_n(s))}{\mathcal{L}(1/(1 - s))} \left[ 1 - \frac{M_n(s)}{\nu n} \right]^{1+\nu}.
\end{align*}

Using (2.3) and the property of the slowly varying functions, we have

\begin{equation}
Y_n(s) = \frac{\mathcal{N}(n)}{(\nu n)^{1+1/\nu}} \cdot \frac{s}{(1 - s)^{1+\nu} \mathcal{L}(1/(1 - s))} (1 + o(1))
\end{equation}

as $n \to \infty$, where we have used the properties of the function $M_n(s)$. Multiplying the both sides of (3.14) by $(\nu n)^{1+1/\nu} / \mathcal{N}(n)$, we obtain the convergence (3.11) with limiting function of the form (3.12).

Taking the limit as $n \to \infty$ in (3.8) gives

\begin{equation}
\mathcal{U}(s) = \frac{Y(s)}{F(s)} \cdot \mathcal{U}(F(s)),
\end{equation}

which implies an invariance property of the numbers $\{v_j, j \in E\}$. Finally, (3.13) is a direct consequence of (3.12), according to the Hardy–Littlewood Tauberian theorem for the GF; see [4], pp. 513–514. Thus, the theorem is proved. ■
Since \( \lim_{s \to 0} \frac{Y_n^{(i)}(s)}{s} = Q_{i1}(n) \), the following local properties of the \( Q \)-process follow from the last two theorems.

**Corollary 3.1.** Let \( \beta < 1 \). If \( \mathbb{E}[\ln W_1] < \infty \), then

\[
Q_{i1}(n) \to \frac{V'(0)}{\mu} \text{ as } n \to \infty.
\]

**Corollary 3.2.** Let \( \beta = 1 \). If the condition \( [\mathbb{R}_\nu] \) holds, then

\[
(n\nu)^{1+1/\nu} \cdot Q_{i1}(n) \sim \frac{\mathcal{N}(n)}{\rho_0} \text{ as } n \to \infty,
\]

where the function \( \mathcal{N}(n) \in \mathfrak{S}_\infty \) satisfies the relation (2.3).

Thus, two types of the \( Q \)-process depending on the value of the parameter \( \beta \) can be seen. In the case \( \beta = 1 \), the trajectory of the \( Q \)-process goes to infinity with probability one. Hence, the Markov chain \( \{W_n\} \) is transient if \( \beta = 1 \). It is positive recurrent if \( \beta < 1 \).

Finally, continuing the reasoning in the proof of Theorem 3.1, we state the following result whose analogue for the case \( F(1-s) - (1-s) \in \mathbb{R}_0^{1+\nu} \) has been established in [9].

**Theorem 3.4.** Let \( \beta = 1 \). If the condition \( [\mathbb{R}_\nu] \) holds, then \( \mathbb{P}\{q_n W_n < x\} \) weakly converges to a limiting distribution law with Laplace transform

\[
\frac{1}{(1+\theta^\nu)^{1+1/\nu}}.
\]

**Proof.** According to (3.7), the Laplace transform of \( \mathbb{P}\{q_n W_n < x\} \) is \( \varphi_n(\theta) = -\Psi_n'(\theta) \), where \( \Psi_n'(\theta) \) is defined in (3.2). Since, as it has been established in Theorem 3.1,

\[
\Psi_n(\theta) \to 1 - \frac{\theta}{(1+\theta^\nu)^{1/\nu}} \text{ as } n \to \infty,
\]

it follows from (3.4) that \( \varphi_n(\theta) \) converges as \( n \to \infty \) to the limit expression mentioned in the theorem.
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