Quasi-two-dimensional bacterial swimming around pillars: enhanced trapping efficiency and curvature dependence
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Microswimmers exhibit more diverse behavior in quasi-two dimensions than in three dimensions. Such behavior remains elusive due to the analytical difficulty of dealing with two parallel solid boundaries. The existence of additional obstacles in quasi-two dimensional systems further complicates the analysis. Combining experiments and hydrodynamic simulations, we investigate how the spatial dimension affects the interactions between microswimmers and obstacles. We fabricated microscopic pillars in quasi-two dimensions by etching glass coverslips and observed bacterial swimming among the pillars. Bacteria got trapped around the circular pillars and the trapping efficiency increased as the quasi-two-dimensionality was increased or as the curvature of the pillars was decreased. Numerical simulations of the simplest situation of a confined squirmer showed anomalous increase of hydrodynamic attractions, establishing that the enhanced interaction is a universal property of quasi-two-dimensional microhydrodynamics. We also demonstrated that the local curvature of the obstacle controls the trapping efficiency by experiments with elliptic pillars.

I. INTRODUCTION

Microswimmers such as bacteria, algae, and spermatozoa live surrounded by boundaries in natural, clinical, and experimental environments. Bacteria often colonize epithelial surfaces of host organisms, and spermatozoa find their way to an egg inside narrow channels \cite{1}. The presence of such surfaces gives rise to fascinating behavior of microswimmers both at the single cell level and at the collective level. Swimming bacteria are attracted to a flat wall, which has been discussed based on the hydrodynamic interaction between the bacteria and the wall by considering mirror images of singularities of the Stokes flow \cite{2,3} and/or on the interplay between self-propulsion and steric interactions \cite{4,5}. Such attractions are of crucial importance as an initial process of biofilm formations. When a dense suspension of bacteria is confined in circular geometries \cite{6,7} or flown into periodic pillar arrays \cite{8,9}, these boundaries work to rectify turbulent bacterial collective motion into ordered vortices. Several attempts have been made recently to understand the mechanism of such emergent collective behavior in bacterial turbulence from the microscopic hydrodynamic point of view not only in the bulk \cite{10} but also in the presence of boundaries \cite{9}.

When microswimmers are more strongly confined in a quasi-two-dimensional (quasi-2D) fluid layer between two no-slip plane walls, hydrodynamic flows around microswimmers behave differently from the bulk three-dimensional (3D) flow and thus peculiar swimming behaviors are observed. Bacteria confined in quasi-2D exhibit collective motion with long-range nematic order \cite{11}, which is explained by suppressed hydrodynamic in-stability and/or stabilizing nonequilibrium force arising from geometrical confinement \cite{12}. Flow fields created by eukaryotic swimmers such as puller-type swimming microalgae and pusher-type dinoflagellates were also experimentally measured recently \cite{13}. It was turned out that they have differences not only in the signs but also in the symmetries of their flows, which suggested that there remains diverse phenomena unexplored in quasi-2D active hydrodynamics. However, rigorous theoretical analysis of quasi-2D hydrodynamics between two no-slip walls has been precluded due to the necessity of considering infinite series of mirror images of higher-order singularities such as force multipoles and source multipoles \cite{14}, which have led to approximated or empirical calculations \cite{15,20} and numerical approaches \cite{21}. Therefore, unlike the mirror image technique for the 3D Stokes equations or conformal mapping for 2D ideal fluid, no easy-to-use tools for analytically calculating the interactions among multiple objects such as microswimmers and obstacles in quasi-2D have been established so far. As these kinds of situations are frequent both in microfluidic devices and in nature, more experimental inputs and explorations are required for better understanding of the diverse life of microswimmers in quasi-2D.

In this Letter, we address the question of how pusher-type bacteria in quasi-2D interact with another boundary perpendicular to the two confining no-slip walls. We realized this situation by fabricating microscopic pillars between two no-slip planes by a combination of photolithography and glass etching technique. To explore how the dimensionality affects the interactions between bacteria and no-slip pillar walls, we varied the gap width \(H\) from 11.1 \(\mu\)m to as small as 1.9 \(\mu\)m, which is about twice the diameter of bacterial bodies \(\sim 1\ \mu\)m. We found that bacteria get more strongly trapped close to the pillar surfaces as the system became highly quasi-2D. This was numerically supported by the increase of hydrodynamic attrac-
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tive force when the gap widths were decreased. In addition, by varying the diameter of the microscopic pillars, we found that the local curvature of the surface controls the trapping efficiency, which was directly demonstrated by an experiment with elliptic pillars. Our findings highlight the peculiar behavior and possible control of quasi-2D ways of microswimmers’ life.

II. EXPERIMENTS

A. Method

In order to confine bacteria in a region as small as their body length $\sim 2 \mu$m, microscopic pillars were fabricated on a glass substrate by combining photolithography and glass etching technique (see Appendix A2). We arranged pillar arrays with different diameters on the same substrate (Fig. 1(c)), which enabled us to simultaneously obtain curvature dependence of the trapping efficiency as well as large statistics for each diameter. In addition, constructing multiple pillars with the same diameter in a single field of view and averaging over these pillars enabled us to obtain the density distributions from dilute bacterial populations. The use of dilute bacterial suspensions also reduced unwanted collisions between bacteria which may result in forced escapes from the trapped states or sudden turns in trajectories, and thus we could focus on the single bacterium behavior. Since the substrates were made by etching the glass coverslips in order from the surface, the pillars had larger diameters at the base than at the top (Figs. 1(b)(d)). The glass substrate was washed by sonication in 20w% aqueous solution of alkaline detergent (Contaminon, FUJIFILM Wako Pure Chemical Corporation) and ethanol, and then rinsed with MilliQ pure water before our experiment.

We used a non-tumbling chemotactic mutant strain of *Escherichia coli* (RP4979) with a plasmid pZA3R-EYFP expressing yellow fluorescent protein. *E. coli* were grown to the mid-exponential phase in Tryptone Broth (TB, 1 wt% tryptone and 0.5 wt% NaCl) with a selective antibiotic (chloramphenicol 33 µg/mL) at 30°C and then this culture was diluted 100-fold in 10 mL of fresh TB with the antibiotic at 30°C. A droplet of the bacterial suspension with L-serine was confined between the glass substrate with pillars and a glass cover slip which had been immersed in BSA solution for at least 15 minutes to prevent adhesion of bacteria to the glasses beforehand. The addition of L-serine allowed bacteria to swim actively for several minutes even in a confined environment with little oxygen.[22][23]

We captured 3-minute movies at 10 frames per second at 22 °C by an inverted widefield fluorescence microscope (Leica, DMI6000B) equipped with an objective lens (Leica, PL APO 10x, NA 0.40 and NA 0.45 Ph for the cylindrical pillars and for the elliptic pillars respectively), a mercury lamp, and a CMOS camera (Hamamatsu, ORCA-Flash4.0 V3, 16bit, 2048 x 2048 pixels $\simeq 1.33 \times 1.33 \text{mm}^2$ with the 10x objectives). Since this observation is at a lower magnification than, for example, those made in previous studies[5][21], it is difficult to detect the exact orientation of the bacteria. Instead, the low-magnification observation allows us more reliable statistical analysis, since the motion of many bacteria can be observed simultaneously. We detected the trajectories of the bacteria by using an ImageJ plugin TrackMate[29]. The position and radius $R$ of each circular pillar were detected from the captured bright field images by using Hough transform. The obtained radius $R$ was almost the same as the radius $R_{\text{ball}}$ of the cross-section at the mid-height of the pillar that was evaluated by 3D imaging with confocal microscopy (see Appendix A5). The detected pillars are illustrated in Fig. 1(c) as circles with the radii $R$. We captured movies of experiments on three substrates: each substrate has pillars with the height of $H = 1.9 \mu$m, 6.9 µm or 11.1 µm. The heights of the pillars $H$ were carefully evaluated from confocal observations (see Appendix A5 for more details of the definitions and evaluations of the geometries of pillars).

B. Density distributions

In order to evaluate trapping efficiencies of the pillars, we first measured the density distributions $\rho$ as a function of the distance $h$ from the surface of each pillar (Fig. 1(a) and Figs. 2(a)(b)(c)). As the average density inevitably differs from one experiment to another due to the confinement processes and the differences in the pillar heights $H$, the density $\rho$ was normalized by the average density $\rho_{\infty}$ for each experiment. The average density $\rho_{\infty}$ was estimated from the region $10.0 \mu$m $< h < 12.8 \mu$m where the density $\rho$ was well converged but still the distance $h$ was smaller than the minimal distance $d_0$ between the surfaces of adjacent pillars. The obtained normalized density distributions signify that the increase of the density depend on the radius of the pillars and that the trapping effect only persists up to around $h = 6 \mu$m with all $H$. We note that, although neighboring pillars are reported to influence the trapping of bacteria in the case of very small inter-pillar distance[26], such influence is negligible in our case. In a previous experiment[27], the pillar height $H = 30 \mu$m was much larger than the inter-pillar distance $d_0 = 10 \mu$m, allowing the flow created by a bacterium on a pillar to reach another pillar. On the other hand, in our experiments the pillar height $H$ is always smaller than the inter-pillar distance $d_0 = 15 \mu$m in all the setups, which makes the flow decays fast enough to neglect the adjacent pillars in terms of hydrodynamic interactions.

Further quantification of the trapping efficiency was performed by looking at the density ratios of the nearby region $h \leq 6.4 \mu$m and the far region $6.4 \mu m < h < 10.0 \mu$m. This choice was made because the typical length of the trap was about $h = 6 \mu$m regardless of the heights of the pillars (see Appendix A7). As shown
FIG. 1. (a) Schematic figure of our experiment. The figure is not to scale. (b) 3D surface plot of a part of the glass substrate reconstructed from confocal images. The height of the pillars is \( H = 6.9 \, \mu m \). The radii of the pillars are 38 \( \mu m \) at the bottom and 33 \( \mu m \) at the top. (c) An experimental snapshot for \( H = 6.9 \, \mu m \). Bacteria were detected as bright spots. Yellow circles are detected pillars. Red trajectories are some 10-second trajectories of the bacteria. The color changes red to white with time. (d) \( xz \)-slice reconstructed from the confocal images of the pillars with \( R = 14.3 \, \mu m \) and \( H = 6.9 \, \mu m \). The black regions correspond to the pillars and some shadows above the pillars due to optical deflection.

in Fig. 2(d), the pillars with larger \( R \) have higher trapping efficiency than those with smaller \( R \). In previous works, such a tendency for curvature of obstacles was theoretically predicted for the trapping around a three-dimensional sphere by an analytical calculation based on the far-field approximation and mirror image technique \cite{27} and was experimentally observed for the trapping of autocatalytic rods around solid spheres \cite{28} and for bacterial trapping around pillars that were 7–40 times higher than those in our experiment \cite{24}. Importantly, in our experiments, while no difference in the trapping efficiency was observed for \( H = 6.9 \, \mu m \) and 11.1 \( \mu m \), about up to five times more bacteria were trapped in the highly quasi-2D case of \( H = 1.9 \, \mu m \). In other words, the trapping efficiencies of the pillars were significantly enhanced in the highly quasi-2D setup than in the relatively 3D setups, which signifies the peculiarity of quasi-2D systems.

C. Persistent length

To evaluate the trapping efficiency also at the single cell level, we calculated persistent time and persistent length. For simplicity, we calculated the persistent time \( \tau_{R,H} \) by taking the average of the trap times at each \( R \) and \( H \), but it should be noted that the distribution of the trap times is skewed in the long-time direction (Figs. 3(a)(b)(c)). Since the bacterial velocities depend on the heights \( H \) of the confinement and can also differ from one preparation of bacterial culture to another, comparing the values of \( \tau_{R,H} \) estimated from independent experiments requires careful treatment. Therefore, in order to cancel out the dependence on the velocity, we multiplied the persistent time \( \tau_{R,H} \) by the average velocity \( \langle v \rangle_H \) of the bacteria in the field of view. We used this persistent length \( l_{R,H} = \tau_{R,H} \langle v \rangle_H \) as a measure of trapping efficiency. Larger radii \( R \) of pillars resulted in
larger persistent lengths $l_{R,H}$ and also the pillars with $H = 1.9\, \mu m$ had a larger persistent length than those with $H = 6.9\, \mu m$ and $11.1\, \mu m$ (Fig. 3(d)). Figure 3(d) shows $l_{R,H}$ from two independent experiments with the substrate of $H = 1.9\, \mu m$ but with different bacterial densities. Both bacterial cultures were sufficiently dilute and therefore there were no discernible differences between the two experiments that may arise from the effects of bacterial collisions. Since the actual gap widths between the top coverslip and the bottom of the substrate can vary depending on how much the cover glass was pressed down while confining the bacteria, the slight difference in the gap widths around $1.9\, \mu m$ significantly affects the trapping efficiency even when the same substrate was used. Such a sensitive response can also be seen in our numerical simulations that will be discussed later (Fig. 4). Nevertheless, both experiments with the substrate of $H = 1.9\, \mu m$ consistently showed larger $l_{R,H}$ than those of larger $H$. This again signifies the enhanced trapping efficiencies for the larger pillars and the pillars in highly quasi-2D spaces, which is consistent with the results obtained from the static information of the density distributions discussed in Fig. 2. We note that, for small $R$, the persistent length $l_{R,H}$ does not strongly depend on $H$. The $H$-dependence of trap efficiency appeared in situations where bacteria were no longer scattered and were trapped by the pillars.

D. Chirality of trapping

As swimming bacteria near a single flat wall exhibit circular trajectories due to their intrinsic chirality [29], it is natural to question whether the directions of rotations of trapped bacteria are biased or not in the quasi-2D geometry with two parallel flat walls. To this end, we defined an asymmetry parameter $A$ in the trap direction as $A = (N_{CW} - N_{CCW})/(N_{CW} + N_{CCW})$, where $N_{CW}$ and $N_{CCW}$ are the numbers of trapped trajectories in the clockwise and counterclockwise directions respectively. The asymmetry $A$ for each pillar height and radius shown in Fig. 3(f) signifies that in the case of $H = 11.1\, \mu m$ the trapped trajectories became more biased to the clockwise direction when the radius $R$ was increased. Since the cross-sectional radii of each pillar are larger near the bottom than that near the top (see Fig. 3(e)), the trap-
ping strength should be larger near the bottom and thus the observed bacteria are more likely to be trapped near the bottom. In addition, when viewed from above, E. coli tend to exhibit clockwise and counterclockwise trajectories near the bottom and the top respectively \cite{29}. Therefore, the observed asymmetry can be attributed to the bacteria swimming near the bottom surface. On the other hand, almost vanishing asymmetry was observed for small radii $R$ with $H = 11.1 \mu m$. This is because the trajectories of bacteria were more like scatterings than trapping by the small trapping efficiency. In contrast, in the more quasi-2D cases $H = 1.9 \mu m$ and $6.8 \mu m$, the asymmetry was not so strong as in the case of $H = 11.1 \mu m$. In addition to the fact that the presence of the two walls in the quasi-2D setup compensates bacterial circular swimming and makes them swim straight \cite{30}, smaller differences in the cross-sectional radii of the pillars near the top and near the bottom due to the smaller etching depths $H$ diminish the differences in the trapping efficiencies, resulting in weaker asymmetry. Thus, the asymmetry of the traps can be varied by tuning both the pillar height $H$ and radius $R$, which may be used for controlling microbial systems.

III. NUMERICAL EXPERIMENTS WITH A SPATIALLY FIXED SQUIRMER

A. Setup

The enhanced trapping efficiency in quasi-2D may partly be accounted for by increased hydrodynamic attraction. To gain a universal understanding on the interactions between a microswimmer and obstacles in quasi-2D setups, we considered the simplest situation in which a model microswimmer under quasi-2D confinement was placed near a vertical flat wall. We conducted a numerical experiment of measuring the hydrodynamic forces exerted on a squirmer spatially fixed by applying external forces with, e.g., optical tweezers in between two no-slip horizontal walls in the presence of a vertical wall representing a pillar (Fig. 4(a)).

The 3D Stokes equations for this confined squirmer were solved by using a finite element method software FreeFEM++ \cite{31}. To focus only on the effect of dimensionality, we analyzed the interaction between the vertical flat wall at $y = +1 \mu m$ and the 1-\(\mu\)m-diameter spherical squirmer at the origin by varying the gap widths $H$ of the two horizontal planes. The bottom wall was fixed at $z = -1 \mu m$ while the position of the top wall was varied from $z = 10.5 \mu m$ ($H = 11.5 \mu m$, 3D) to $z = 0.9 \mu m$ ($H = 1.9 \mu m$, highly quasi-2D). The parameters of the squirmer were estimated from our experimental measurements and a previous flow field measurement \cite{32}: the diameter 1 \(\mu\)m, the swimming speed 20 \(\mu m/s\), and the pusher-type swimming strength $\alpha = -3$. More detailed descriptions on the numerical methods, setups and results are given in Appendix\[5].

B. Hydrodynamic attraction

Although the attractive force toward the vertical wall was observed as expected from the pusher-type flow field with inward fluid flow from all the directions at the equatorial cross section (the $yz$-plane at $x = 0 \mu m$) \cite{29}, its strength was significantly enhanced when the system became highly quasi-2D with $H \lesssim 3 \mu m$. Compared with the more 3D cases with $H \gtrsim 4 \mu m$ where the attractive force stays almost constant, we observe more than 25% increase of the attractive interaction. This signifies that, for this situation of the confined 1-\(\mu\)m-diameter squirmer, the effect of the upper wall sets in only for $H \lesssim 3 \mu m$ where the system can regarded as truly quasi-2D. This is consistent with our experiments in which the trapping efficiencies were almost the same for $H = 6.9 \mu m$ and $H = 11.1 \mu m$ but were significantly enhanced for $H = 1.9 \mu m$. This sharp increase of the attractive interaction around $H = 2 \mu m$ can be responsible for the difference in the two data sets of $H = 1.9 \mu m$ in Fig. 3(d).

Since it is difficult to control $H$ with a precision of 0.1 \(\mu m\) in our experimental design, there were some differences in the persistent lengths $l_{R,H}$ in the two independent experiments with $H = 1.9 \mu m$.

This increase of hydrodynamic attraction may be intuitively understood from the numerically obtained inward fluid velocity profiles at the equatorial cross section as a function of the gap widths $H$ (Figs. 4(c)(d)). Although in a free space without any walls the inward velocity profile around a squirmer at the equatorial cross section is isotropic, the presence of no-slip walls makes it anisotropic. The decrease of the gap width $H$ by bringing the top wall closer to the squirmer weakens the inward flow from the top (from the $+z$-direction) toward the squirmer. This decrease of incoming flux was then compensated partly by the enhanced inward flow from the horizontal directions (the $\pm y$-directions), which is the most clearly demonstrated in the inward velocity from the free boundary as the inward flow from the vertical wall stays almost constant due to the proximity of the vertical wall.

To have a better idea of the change of the flow profiles as a function of the gap width $H$, we calculated the flow around the squirmer in the absence of the vertical wall. The vertical no-slip wall was replaced with a free boundary and the other conditions remain the same. This excludes possible effects of the vertical wall on the inward velocities on the free boundary side. As shown in Fig. 4(c), even in the absence of the vertical wall, the inward velocities from the horizontal directions with the free boundaries (the $\pm y$-directions) increased as the gap width $H$ was decreased. These results are both qualitatively and quantitatively consistent with the case with the vertical wall shown in Fig. 4(d). Therefore, the increase of the inward flow from the horizontal direction, which was quantified and verified with the simplest setup, can be concluded as a universal feature of pusher-type microswimmers confined in highly quasi-2D spaces.
Just to have an idea of the magnitudes of the typical hydrodynamic force calculated here, we estimate the translational velocity of the squirmer when the external forces are turned off and the squirmer is let to move freely. By using Stokes’ law, the translational frictional coefficient for a 0.5-µm-radius sphere, \( \gamma_t \), can be evaluated as 
\[
\gamma_t = 6 \pi \mu \times (0.5 \, \text{µm}) = 3 \pi \times 10^{-3} \, \text{pN} \cdot \text{µm}^{-1} \cdot \text{s},
\]
where we assumed the shear viscosity \( \mu = 1 \, \text{mPa} \cdot \text{s} \), which is the value of water at 20°C. Therefore, the typical values of the hydrodynamic attractive force in the +y-direction shown in Fig. 4(b), 0.11 pN, corresponds to the translational velocity of \( \approx 12 \, \text{µm/s} \). Thus, the hydrodynamic forces can be strong enough to explain the phenomena observed in our experiments from the viewpoint of hydrodynamics.

C. Hydrodynamic torque and steric interactions

The \( z \)-component of the hydrodynamic torque is responsible for reorienting the squirmer in the \( xy \) plane and thus it determines whether the squirmer tries to swim toward the vertical wall (\( y = +1 \, \text{µm} \)) or not. However, as the \( z \)-component is negative (see Fig. 12(b) in the Appendix), the reoriented squirmer tries to swim away from the vertical wall.

Although this cannot directly explain our experimental results, the steric interactions between a rod-shaped bacterium and a pillar, which is dismissed in our numerical consideration, have been argued to play a role in keeping bacteria on the boundary [4, 5] or guiding sperms along curved surfaces [33, 34]. Therefore, the pillar-swimmer steric interaction should be playing an important role in stabilizing the bacterial orientation in the vicinity of the pillar and thus keeping the bacterium trapped around the pillar as previously discussed in the case of bacterial accumulations close to a flat wall [35]. However, considering that the height \( H \) of the pillar in our experiment was always more than twice as large as the diameter of bacterial bodies and thus the steric interaction should hardly be affected by \( H \), the increased hydrodynamic forces should be playing a more dominant role in the increased trapping efficiency.

**FIG. 3.** The violin plots of the trap time with (a) \( H = 1.9 \, \text{µm} \), (b) \( H = 6.9 \, \text{µm} \), and (c) \( H = 11.1 \, \text{µm} \). The circular markers represent the average trap time with each \( R \). (d) Persistent length \( l_{R,H} \) of bacteria trapped around the pillars. The two blue plots represent the results of two independent experiments with different bacterial culture performed in different experimental areas on the same substrate with \( H = 1.9 \, \text{µm} \). The plots with \( H = 1.9 \, \text{µm} \) in Fig. 2(d) and Figs. 3(a)(f) correspond to the experiment labeled with \( H = 1.9 \, \text{µm} \). Error bars: standard errors. (e) The cross-sectional radius at each \( z \) position of the pillars with \( H = 11.1 \, \text{µm} \). Error bars: standard deviations (see Appendix A 5 for details). (f) The asymmetry parameter \( A \) in the trap direction. Error bars of \( A \): 64% confidence intervals (see Appendix A 10 for details). Error bars of \( R \) in (d) and (f): standard deviations.
**D. Interpretation of the trapping mechanism**

In conclusion, the enhanced hydrodynamic attractive force between a bacterium and a pillar in quasi-2D facilitates the approach of the bacterium toward the pillar, and after it reaches the surface of the pillar then the steric interaction reorients the bacterium to keep it swim along the pillar surface by dominating the hydrodynamic torque. The hydrodynamic attraction then makes it difficult for the bacterium to escape from the nearby region of the pillar, resulting in higher trapping efficiencies in quasi-2D.

To fully confirm this story, more faithful simulations on the swimming dynamics of microswimmers in quasi-2D by using more sophisticate methods, e.g., boundary element method (BEM) or smoothed profile method (SPM), may be ideal for understanding how bacteria approach the pillars and for disentangling the effects of hydrodynamic and steric interactions. However, as calculations on quasi-2D setups with many boundaries are computationally quite expensive even with BEM or SPM, these are out of the scope of our current experimental study.

**IV. LOCAL CURVATURE DEPENDENCE**

Finally, to investigate whether these traps by pillars are local interactions or not, we performed additional experiments with elliptic pillars, whose nonuniform curvature prohibits the use of standard analytical techniques. We made a glass substrate with elliptic pillars with the height $H \simeq 7 \mu m$ (see Fig. 5(a)). Since there is no function in OpenCV library of Python CV2 for directly detecting ellipses like Hough transform for detecting circles, the image analysis was performed as described in Appendix 9 from the captured phase contrast images. We defined the nearby region as the internal area of a larger ellipse that was drawn by extending the semi-major axes and semi-minor axes of each elliptic pillar by 6.4 $\mu m$.

As shown in Fig. 5(b), the number of bacteria leaving the nearby regions divided by the density was nonuniform with the peaks located at the long-axis directions. Thus,
the local trapping efficiency was larger in the direction with larger local curvature. Similar tendency was also reported in the experiments with sedimented bimetallic-rod swimmers driven by self-electrophoresis and teardrop-shaped posts in a 3D region [42]. Because the tendency of the higher escape rate for the larger curvatures is consistent with the experiments with the circular pillars with globally constant curvatures, the obtained nonuniform distribution directly demonstrates that the local curvature by itself can control the escape rates. This suggests that the traps by pillars depend on local curvature of pillars and these interactions are relatively short-ranged. Such short-range nature of the bacterium-wall interaction in quasi-2D is also exemplified in our finite element simulation, in which the attractive force as a function of the system size $L_x$ along the $x$-direction converged at $L_x \simeq 2.5 \, \mu m$ that is comparable with the bacterial body length. (see Fig. 4(a) and Fig. 13 in Appendix).

V. CONCLUSION

The quantitative differences between quasi-2D and 3D interactions found in our study is expected to lead to a better understanding of both quasi-2D far-field and near-field hydrodynamic interactions. Our findings may trigger further quantification and theoretical development of the peculiar quasi-2D hydrodynamics that has difficulty in rigorous theoretical analysis. It is also important to investigate in detail the steric interactions in quasi-2D regions. However, the analysis of the steric interactions requires high magnification that has a drawback in statistics compared with our low-magnification measurements, and thus it would be a challenging task.

From the active matter viewpoint, the pillar-swimmer interactions quantified in our experiments can also be translated into the understandings of inter-particle interactions, which gives new insight on collective behavior in lower dimensions such as bacterial long-range nematic order in quasi-2D [11], bacterial noncontact cohesive swimming in 2D [43], and colloidal swimmers under confinement [44-47]. In terms of application, the relation between the trap efficiency and the structure of the space confirmed in our experiments can serve as a design principle for active microfluidic devices using microswimmers.
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Appendix A: Experiment

1. Washing coverslips

First, coverslips were washed by sonication in 20w% aqueous solution of alkaline detergent (Contaminon, FUJIFILM Wako Pure Chemical Corporation) for 20 minutes. The washed coverslips were rinsed with running tap water 15 times and then with deionized water 3 times, followed by sonication in deionized water for 2 minutes twice and then in ethanol once for 15 minutes. After rinsing the coverslips 3 times in deionized water, they were again washed by sonication twice in deionized water for 2 minutes and then in $8 \times 10^{-2}$ mol/L NaOH aqueous solution for 10 minutes. Then, the coverslips were rinsed 3 times in deionized water and sonicated twice in deionized water for 2 minutes. Finally, the washed coverslips were dried at 140°C for 40 minutes in a dry heat sterilizer.

2. Microfabrication by photolithography and etching

Chromium was deposited on the washed coverslips by using a thermal evaporator in order to enhance the adhesion of photoresist to the coverslips. The chromium-coated coverslips were then heated at 100 °C for 5 minutes on a hot plate. After the coverslips were cooled to the room temperature, 500 µL of the photoresist AZ 1500 (Merck Performance Materials GmbH.) was spread on the coverslips by using a spin coater (500 rpm for 5 seconds and then 2000 rpm for 30 seconds). Then the photoresist-coated coverslips were heated at 100 °C for
one minute. We used a maskless aligner (µMLA, Heidelberg Instruments) for exposure and wrote down the desired patterns on the photore sist. The designed radii of pillars were 15, 20, 30, 40 and 50 µm. After the exposure, the photore sist were developed. We heated the coverslips at 100 °C for 2 minutes and then dipped them in NMD-3 2.38% (Tokyo Ohka Kogyo Co., Ltd.), deionized water, Cr-etchant (MPM-E350, DNP Fine Chemicals Co., Ltd.) and then deionized water in order.

The exposed cover slips were etched in 50% buffered hydrofluoric acid aqueous solution (110-BHF, Morita Chemical Industries Co., Ltd.) at 23 °C. The height of the fabricated pillars were controlled by tuning the etching time. After the coverslips were moved into deionized water in order to stop the etching reaction, they were rinsed in acetone, Cr-etchant and deionized water in order.

3. Surface treatment

The microfabricated substrates were washed by sonication in 20w% aqueous solution of alkaline detergent (Contaminon, FUJIFILM Wako Pure Chemical Corporation) for 20 minutes. The substrates were rinsed with running tap water 15 times and then with deionized water 3 times, followed by sonication in deionized water for 2 minutes twice and then in ethanol once for 15 minutes. After rinsing the substrates 3 times in deionized water, they were again washed by sonication twice in deionized water for 2 minutes. After blowing off the water with a blower, a drop of 1w% BSA (bovine serum albumin, Sigma-Aldrich) aqueous solution was put on the substrate and then we placed another coverslip without any fabrications, which would be used as a lid later in the experiment, in order to ensure that the BSA solution was spread over the whole substrate. We waited for at least 15 minutes to allow the BSA molecules to adhere to the surfaces of both the substrate and the coverslip. Right before each experiment, the substrate and the coverslip were rinsed with deionized water and the remaining water was blown off with a blower. The BSA coated surfaces of the substrate and the coverslip were used for confining the bacteria in between them subsequently.

4. Confinement of E. coli into microstructures

We used a non-tumbling chemotactic mutant strain of Escherichia coli (RP4979) with a plasmid pZA3R-EYFP expressing yellow fluorescent protein. Bacteria taken from a frozen stock were grown overnight in Tryp tone broth (T broth, 1 wt% tryptone and 0.5 wt% NaCl) with a selective antibiotic (chloramphenicol 33 µg/mL) at 30°C at 200 rpm and then this culture was diluted 100-fold in 10 mL of fresh T broth with the antibiotic at 30°C at 200 rpm. For the experiments with the pillar heights $H = 6.9$ µm and $11.1$ µm, when the optical density (OD$_{600}$) of the bacterial culture reached OD$_{600} = 0.1$ Abs, the bacterial suspension was confined in between the microfabricated substrate and the coverslip that were precoated with BSA. In the case of $H = 1.9$ µm, bacteria were grown until the optical density reached OD$_{600} = 0.3$ Abs or 0.6 Abs (They correspond to data 1 and 2 in Fig. 3(d) respectively. The plots labelled with $H = 1.9$ µm in the other figures represent the data with OD$_{600} = 0.3$ Abs.) in order to enable the observation of the sufficient number of bacteria. To sustain the motility of the confined bacteria, we mixed fresh T broth containing 2.5 mol/L L-serine and the bacterial suspension in a ratio of 1:9.

Several µL of the prepared mixture was put on an observation area of the microfabricated substrate and then the substrate was covered with the BSA-coated coverslip. In order to ensure the contact of the coverslip and the top of the fabricated structures so that the bacteria do not swim above the pillars, we pressed the coverslip on the substrate.

5. Characterization of fabricated pillars by confocal microscopy

Due to the etching procedure, the radii of the fabricated pillars become smaller than the original designs. Therefore, we used an inverted confocal microscope (Leica SP8) to evaluate the actual heights and radii of the fabricated pillars on the etched substrates. We observed the pillars with the original designs of the radii 15, 20, 30, 40 and 50 µm on the substrates with different etching times, 40, 120 and 200 minutes. We poured 10 µmol/L rhodamin solution on the substrates and captured confocal images at every 0.1 µm over the range covering both the bottom of the substrates and the top of the pillars. We defined the $z$-axis in the vertical direction, and the flat surfaces of the substrates and the coverslips were placed in the $xy$-plane as in Fig. 1(a) in the main text.

First, we defined the centers and the radii of the pillars in the each $z$-slice of the confocal images. Each pillar in the slice was detected as a circle by Hough transform. Figures 6(a)(b)(c) show that the radii become smaller at higher $z$-positions due to the etching process. The longer etching time resulted in the larger difference in the radii of the pillars at the top and the bottom.

The obtained positions of the centers and the radii of the pillars at each $z$-slice were then averaged to define the actual centers and radii $R_{ave}$ of the pillars. We excluded the $z$-slices where the number of the detected circles was not equal to the actual number of the pillars from the calculations of the averaged centers and the averaged radii $R_{ave}$.

Next, we defined the $z$-position of the surface of the substrates. The intensities at the largest and the smallest $z$ slices, where the whole regions are filled with the bright fluorophores and the dim glass respectively, were averaged to define the threshold intensity. This threshold
was used to distinguish whether each spatial position was inside or outside of the glass substrates. The z-position of the surface of the substrates as functions of x and y were obtained by finding the z-positions at which the intensity exceeded the threshold value. Since the surface thus obtained exhibited salt-and-pepper noise due to the noise in the original image, we blurred this surface by applying a median filter to obtain a smooth surface profile.

Finally, we defined the heights \( H \) of pillars as the difference of the averaged \( z \)-positions of the bottom of the substrates and the top of the pillars. The \( z \)-positions of the bottom and the top were determined by calculating the averaged \( z \)-positions in the outside of circles with the radii of \( \sqrt{2}R_{\text{ave}} \) and the inside of circles with the radii of \( R_{\text{ave}}/\sqrt{2} \) whose centers coincided with those of the pillars defined above. The error \( \sigma_{\text{bottom}} \) (\( \sigma_{\text{top}} \)) of the \( z \)-position of the bottom (top) was defined as the standard deviation of the \( z \)-positions of the pixels in the bottom (top) region defined above. The estimated heights \( H \) of the pillars with the same designed radii of 40 \( \mu \)m but with the different etching times were \( 1.9 \pm 0.2 \) \( \mu \)m, \( 6.9 \pm 0.3 \) \( \mu \)m, and \( 11.1 \pm 0.4 \) \( \mu \)m, where \( \pm \) means \( \sqrt{\sigma_{\text{top}}^2 + \sigma_{\text{bottom}}^2} \). The etching rate was almost constant during 200 minutes and was about 20 min/\( \mu \)m (see Fig. 6(c)). Except for the case of \( H = 1.9 \) \( \mu \)m, the height of the pillar was almost equal to the difference between the radius \( R_{\text{ave}} \) calculated above and the designed radius (see Fig. 6(d)).

Since the cross-sections of the pillars can deviate from perfect circles due to the effect of etching, we evaluated the shapes of the cross-sections at half the height of the pillars by image analysis. We detected the edges of the cross-sections of the pillars by Canny method. For each pillar, the distances from its center defined above to each point on the edges were averaged to define the radius of this single pillar at half height. The standard deviations \( \sigma_{\text{half}} \) of the distances from its center to each point on the edges were calculated for this single pillar. Then, we calculated the ensemble average among the pillars with the same designed radii, which gave the mean radius \( R_{\text{half}} \). The standard deviations \( \sigma_{\text{half}} \) were smaller than 0.25 \( \mu \)m, which is two orders of magnitude smaller than \( R_{\text{half}} \). This assures that the cross-sections of pillars can be regarded as almost perfect circles. These \( \sigma_{\text{half}} \) were sufficiently smaller than the differences of the radii depending on the heights.

The radii of pillars \( R \) used in the main text were defined by Hough transformation of the bright field images of the experiments. The three definitions of the radii, \( R, R_{\text{half}} \) and \( R_{\text{ave}} \), gave almost the same values and consistent results.

6. Definition of the density ratio

In defining the density in the near region, we had to pay attention to the following two points. First, because the pillars were not perfect cylinders and also due to errors in the image analysis, bacteria could be sometimes detected in the region with \( h < 0 \). Secondly, a few bacteria got
sandwiched between the tops of the pillars and the cover glass used as a lid, and thus bacteria could be detected in the $h < 0$ region. Therefore, the average density of the near region was defined as the number of bacteria detected in the region $-6.4 \, \mu m < h < 6.4 \, \mu m$ divided by the area of the region $0 \, \mu m < h < 6.4 \, \mu m$. The position $h = -6.4 \, \mu m$ (10 pixels) is a lower bound to avoid accounting for bacteria in the $h < 0$ region.

7. The definition of the near region

The definition of the near region was determined by the density of bacteria and its uncertainty. First, we divided the region $-3.2 \, \mu m \leq h < 12.8 \, \mu m$ into 100 subregions with the width of $0.16 \, \mu m$ and labeled them as $I_0, I_1, \ldots, I_{99}$ in the increasing order of the distance $h'_n$ from the center of the pillar to the middle point of the $n$-th subregion. Next, we defined the average density $\rho'_n$ in the subregion $I_n$, and then we took the weighted moving average over $I_n, I_{n+1}, \ldots, I_{n+10}$ to define the smoothed average density $\rho_n$ and the weighted standard deviations $\sigma_n$ at $h = 0.16n - 2.4 \, \mu m$,

$$\rho_n = \frac{\sum_{k=n}^{n+10} (R + h'_k)\rho'_k}{\sum_{k=n}^{n+10} (R + h'_k)}, \quad (A1)$$

$$\sigma_n = \sqrt{\frac{\sum_{k=n}^{n+10} (R + h'_k)(\rho'_k - \rho_n)^2}{\sum_{k=n}^{n+10} (R + h'_k)}}. \quad (A2)$$

Note that, farther subregions occupy larger areas than closer subregions, and the weight $R + h'_k$ is selected to properly reflect these area ratios.

Figure 7 shows the density $\rho$ and its uncertainty $\sigma$. In $h < 5-7 \, \mu m$, the density minus its uncertainty $\rho - \sigma$ is bigger than the density $\rho_\infty$ defined in the main text. Therefore we defined the near region as $0 \, \mu m < h < 6.4 \, \mu m$. We confirmed that the slight difference in the definition of the near region does not affect the behavior of our results so much (see Fig. 5).
8. Definition of the persistent time and length

In the main text, the average values of the trap times are used as the definition of the persistent time. Here we note that the persistent time cannot be well characterized by other definitions. For example, we can alternatively define the persistent time as the inverse of the decay constant if we regard the escape of a bacterium from a pillar as a Poisson process. In reality, however, the number of events that a bacterium kept staying in the nearby region was not decaying exponentially except in the short time scale (see Fig. 5), indicating that the mechanism of the escape has a memory. This memory may be associated with the orientational degrees of freedom of the bacteria’s bodies, which play a role in trapping but were not accessible in our low-magnification observations. Considering the complexity of the mechanism of the trapping phenomenon, the simple average of the trap times was chosen as the definition of the persistent time.

9. Elliptic pillars

Since there is no function in OpenCV library of Python for directly detecting ellipses like Hough transform for detecting circles, the image analysis was performed sequentially as follows. The phase-contrast image was blurred and binarized and the contours in the image were detected by using the findContours function in CV2. Although the contours were detected both outside and inside the pillars, the external contours were taken as the surface of the elliptical pillars. We determined the lengths of the major and minor axes, the positions and the orientations of the elliptic pillars by applying the fitEllipse function in CV2. Then, we defined the near region of each pillar as the internal region of an ellipse whose semi-major axis and semi-minor axis were 6.4 μm longer than those of the ellipse of the pillar.

As in the case of the circular pillars, we calculated the density of bacteria around elliptical pillars and the number of events that bacteria got out of or went into their near regions, which are shown in Fig. 10. In this figure, the density in a certain direction represents the average density in the near region with an angular width of ∆θ = π/10 in that direction. The average density was defined as the time-averaged number of bacteria divided by the elliptic arc length l∆θ, which was then averaged over 115 pillars. Here, the line element l for an ellipse $x^2/a^2 + y^2/b^2 = 1$ is given by,

$$l = \frac{ab(a^2 \cos^2 \theta + b^2 \sin^2 \theta)^{1/2}}{(a^2 \cos^2 \theta + b^2 \sin^2 \theta)^{3/2}}.$$  

Note that the angle $\theta$ is the angle from the geometrical center of the ellipse to a point on the ellipse (see Fig. 5(a) in the main text), not the eccentric anomaly $\phi$ which is usually used in the parametric representation of the ellipse $x = a \cos \phi, y = b \sin \phi$ (see Fig. 10(c)). The numbers of outgoing and incoming bacteria were defined as the number of events per second divided by the length of the elliptic arc length $l\Delta\theta$ and averaged over 115 pillars.

Figure 10(a) shows that the density of the bacteria showed weak, if any, nonuniformity with the peaks located at the long-axis directions. Figure 10(b) shows that the number of events that the bacteria got out of the near region is anisotropic, although the number of events that the bacteria got into the near region is relatively isotropic.

10. Asymmetry in the direction of rotation

Whether the direction of bacterial rotations around each pillar is biased to a certain direction or not is a natural question from the view point of the intrinsic chirality of bacterial swimming behavior. To this end, we obtained from the bacterial trajectories how many rotations each bacterium made around a pillar while the bacterium kept staying in the near region of the pillars.
FIG. 9. The number of events that a bacterium keep staying in the nearby region for longer than time $t$ with (a) $H = 1.9$ µm, OD$_{600} = 0.3$ Abs, (b) $H = 6.9$ µm and (c) $H = 11.1$ µm. Shaded error bars: standard errors.

The distribution of the angle for each pillar set with the height $H$ and the radius $R$ is shown in Fig. 11. We defined an asymmetry parameter $A$ in the direction of rotation as in the main text, and the error of $A$ was defined by the bootstrap-like method as follows. Suppose that the data obtained from the experiment consisted of $N$ trajectories and the number of clockwise rotations was $N_{CW}$. When a new sample consisting of $N$ trajectories is obtained by sampling again from the obtained sample with duplicates allowed, the number of clockwise rotations of the new sample follows a binomial distribution $B(N, p)$ with $p = N_{CW}/N$. Using this probability distribution, the 64% confidence interval of $A$ is used as the errors on Fig. 3(f).

FIG. 10. (a) The density of the bacteria around the elliptical pillars. (b) The number of bacteria per second per arc length that got out of or into the near region. (c) The angle $\theta$ and the eccentric anomaly $\phi$ of a point $P$ on the ellipse.

Appendix B: Finite element calculation of a squirmer under confinement

1. Numerical setup

To account for the increased trapping efficiency of bacteria in the quasi-two-dimensional setup in our experiment, we conducted numerical experiments to estimate the hydrodynamic forces and torques exerted on a microswimmer in the confined geometry as shown in Fig. 4 in the main text. Specifically, we numerically solved the 3D Stokes equations for a single pusher-type spherical squirmer whose $y$ and $z$ positions and orientation were fixed by applying external forces and torques with, e.g., optical tweezers in between two horizontal planes with no-slip boundary conditions. We placed a flat vertical wall representing a pillar in our experiment and let the squirmer to swim toward the $x$-direction. Note that we do not consider any external force in the $x$-direction so that the squirmer can only swim straight in that direction. We estimated the strength of the hy-
FIG. 11. Histograms of the rotation number for different $H$ and $R$. The optical density of the bacterial culture was $\text{OD}_{600} = 0.3 \text{ Abs}$ with $H = 1.9$ micromin these figures.
hydrodynamic forces and torques as a function of the gap width $H$ between the two horizontal walls. To solve the Stokes equations, we used a finite element method software FreeFEM++ \[31\].

The detailed numerical setup is as follows. A spherical squirmer with the diameter of 1 μm is fixed at the origin and tries to swim in the $+x$-direction by giving the surface slip velocity,

$$v_s(\theta) = \frac{3}{2} U \left( \sin \theta + \frac{\alpha}{2} \sin 2\theta \right),$$  \hspace{1cm} (B1)

along the angular unit vector,

$$e_\theta = \frac{1}{\sqrt{x^2 + y^2 + z^2}} \left( \frac{-\sqrt{y^2 + z^2}}{x \cos \arctan \frac{z}{y}}, \frac{\sqrt{x^2 + z^2}}{x \sin \arctan \frac{z}{y}} \right),$$  \hspace{1cm} (B2)

where $\theta = \arctan \sqrt{\frac{y^2 + z^2}{x}}$ is the angle from the $x$ axis, $U$ is the swimming speed of the squirmer in a bulk fluid without any walls, and $\alpha$ represents the strength of the force dipole of the swimmer. Here, the parameters were set to be $U = 20$ μm/s and $\alpha = -3$ so that they reproduce our experimental measurements of bacterial swimming speed and the previous measurements of the bacterial flow field \[32\]. We placed the lower horizontal wall at $z = -1$ μm, and we changed the height $H$ of the system by changing the position of the upper horizontal wall from $z = +0.9$ μm to $z = +10.5$ μm, which corresponds to our experiments with the varying gap widths $H$ from 1.9 μm to 11.6 μm. The vertical wall is placed at $y = +1$ μm with the no-slip conditions, and other boundaries at $y = -1$ μm, $x = +2.5$ μm, and $x = -2.5$ μm are free boundaries without any constraints on the velocity. The actual mesh on the solid boundaries used for tetrahedralization in the finite element method is shown in Fig. 1(a). The system size was restricted by the requirement of the RAM > 800GB for the larger systems even with the use of relatively large sizes of the mesh and tetrahedra, which resulted in erroneous variations seen in the data of Fig. 1(b).

To solve the equation in the laboratory frame, the actual swimming velocity $U_0 e_x$ of the squirmer in the presence of the boundaries should be subtracted from the surface slip velocity, where $e_x$ is the unit vector along the $x$-axis. The actual swimming velocity is usually calculated to satisfy both the force-free and torque-free conditions of a squirmer, but here, as we consider a situation in which the squirmer is both positionally and orientationally fixed except for the $x$-direction, the force free and the torque free conditions do not hold. Thus, we set $U_0 \approx U$ as a first approximation. This approximation will later be justified by the fact that the obtained hydrodynamic force in the $x$-direction is almost zero within the range of numerical errors (see Fig. 12(a)). Therefore, the given slip velocity at $(x, y, z)$ on the surface of the squirmer is,

$$v_s(\theta) e_\theta - U e_x = \frac{v_s(\theta)}{\sqrt{x^2 + y^2 + z^2}} \left( \frac{-\sqrt{y^2 + z^2}}{x \cos \arctan \frac{z}{y}}, \frac{\sqrt{x^2 + z^2}}{x \sin \arctan \frac{z}{y}} \right) - \begin{pmatrix} U \\ 0 \\ 0 \end{pmatrix}.$$  \hspace{1cm} (B3)

After obtaining the full velocity field $u(r)$, we calculated the hydrodynamic force $F$ and torque $T$ exerted on the squirmer by integrating the stress field on the surface of the squirmer as,

$$F = \int_S \sigma \cdot n dS,$$  \hspace{1cm} (B4)

$$T = \int_S r \times \sigma \cdot n dS,$$  \hspace{1cm} (B5)

$$\sigma = \mu (\nabla u + \nabla u^T) - p I,$$  \hspace{1cm} (B6)

where $S$ represents the surface of the squirmer, $\sigma$ is the stress tensor, $n$ is the unit normal vector of the squirmer surface pointing outward, $dS$ is the surface element, $\mu$ is the shear viscosity of the fluid, $p$ is the static pressure, and $I$ is the identity matrix. The indices $i$ and $j$ represent the spatial coordinates. We set $\mu = 1$ mPa·s, which is the value of water at 20°C. All the $x$, $y$, and $z$ components of the force and the torque are shown in Fig. 12. In Figs. 4(b) and 13, only the $y$ components of $F$ are shown for visibility.

2. Strengths of hydrodynamic forces and torques

Here we evaluate the translational and angular velocities of the squirmer when the external forces and torques are turned off and the squirmer is free to move as we did in the main text (Sec. III B). Stokes’ law gives the translational and rotational frictional coefficient for a 0.5-μm-radius sphere, $\gamma_1$ and $\gamma_2$, respectively, as $\gamma_1 = 6 \pi \mu \times (0.5 \mu m) = 3 \pi \times 10^{-3}$ pN·μm$^{-1}$·s and $\gamma_2 = 8 \pi \mu \times (0.5 \mu m)^3 = \pi \times 10^{-3}$ pN·μm·s. By using these formulae, the typical values of the hydrodynamic attractive force in the $+y$-direction and the $z$-component of the torque, 0.11 pN and $-2 \times 10^{-3}$ pN·μm, correspond to the translational velocity of $\approx 12$ μm/s and the angular velocity of $\approx -\frac{2}{\pi}$ rad/s respectively, both of which are strong enough for hydrodynamics to play a role.

3. System size dependence of the numerical results

As the choice of the system size can affect systematically the numerical results, we have checked the system-size dependence of the hydrodynamic attractive force by performing the calculations by changing the system size in $x$-directions with the top wall fixed at $z = +1$ μm. The other setups are the same. The vertical wall was placed at $y = +1$ μm, and the free boundaries are at $y = -1$ μm, $x = +L_x$ and $x = -L_x$. We increased...
FIG. 12. The numerically obtained hydrodynamic (a) force and (b) torque exerted on a squirmer as functions of the gap width $H$ of the two confining planes. Blue circles: $x$ component. Red squares: $y$ component. Yellow triangles: $z$ component. The three dashed lines in (a) correspond to experimental parameters: blue for $H = 1.9$ µm, orange for $H = 6.9$ µm, and green for $H = 11.1$ µm.

$L_x$ from 1 µm to 10 µm, which confirmed that the estimated hydrodynamic force can be assumed to be converged above $L_x = 2.5$ µm. This is the reason of our choice of $L_x = 2.5$ µm in our simulations with variable gap widths.

Appendix C: Movie description

Supplemental Movie 1:
(1_H1.9um_WholeView_speed3x.avi)

Supplemental Movie 2:
(2_H6.9um_WholeView_speed3x.avi)

Supplemental Movie 3:
(3_H11.1um_WholeView_speed3x.avi)
The contrast of the images is enhanced to make the pillars visible.

Supplemental Movie 4:
(4_H1.9um_Zoom_speed3x.avi)
The same experiment as Supplemental Movie 1 with a cropped view of 360 × 400 pixels view for the first 1–600 frames out of the total 1800 frames. The original spatial and temporal resolutions are kept to ensure the visibility. The playback speed is three times the real speed. The contrast of the images is enhanced to make the pillars visible.

Supplemental Movie 5:
(5_H6.9um_Zoom_speed3x.avi)
The same experiment as Supplemental Movie 2 with a cropped view of 360 × 400 pixels view for the first 1–600 frames out of the total 1800 frames. The original spatial and temporal resolutions are kept to ensure the visibility. The playback speed is three times the real speed. The contrast of the images is enhanced to make the pillars visible.

Supplemental Movie 6:
(6_H11.1um_Zoom_speed3x.avi)
The same experiment as Supplemental Movie 3 with a cropped view of 360 × 400 pixels view for the first 1–600 frames out of the total 1800 frames. The original spatial and temporal resolutions are kept to ensure the visibility. The playback speed is three times the real speed. The contrast of the images is enhanced to make the pillars visible.

Supplemental Movie 7:
(7_H6.9um_Tracking_speed3x.avi)
The same experiment as Supplemental Movie 2 with tracking performed by using TrackMate for the total 1800 frames. Detected bacteria are enclosed with magenta circles and their trajectories are represented with red lines. The spatial resolution is scaled down to 512 × 512 from the original 2048. The original temporal resolutions are kept to ensure the visibility. The playback speed is three times the real speed. The contrast of the images is enhanced to make the pillars visible.

Supplemental Movie 8:
(8_Ellipse_H7um_WholeView_speed3x.avi)
The whole field of view of the elliptic pillar experiment with $H \approx 7 \, \mu m$. The movie shows the first one minute out of the experimentally captured three-minute movie used for the analysis. The spatial resolution is scaled down to $1024 \times 1024$ from the original 2048 and the temporal resolution is lowered by only showing every three frames. The playback speed is three times the real speed. The contrast of the images is enhanced to make the pillars visible.

Supplemental Movie 9:
(9_Ellipse_H7um_Zoom_speed3x.avi)
The same experiment as Supplemental Movie 8 with a cropped view of $380 \times 300$ pixels view for the first 1–600 frames out of the total 1800 frames. The original spatial and temporal resolutions are kept to ensure the visibility. The playback speed is three times the real speed. The contrast of the images is enhanced to make the pillars visible.
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