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A B S T R A C T

In this article, an effective millimetric wave channel estimation algorithm based on Twin Support Vector Regression (TSVR) is proposed. This algorithm exploits Discrete Wavelet Transform (DWT) in order to denoise samples in learning phase and then enhance fitting performance. An indoor complex conference room environment full of furniture and electronic equipments is adopted for experiments. Through the proposed approach, channel frequency responses are directly estimated using the Orthogonal Frequency Division Multiplexing (OFDM) reference symbol pattern by solving two quadratic programming problems in order to improve generalization aptitude and computational speed. We consider in this work a Channel Impulse Response (CIR) of 60 GHz multipath transmission system generated by the "Wireless InSite" ray tracer by Remcom. The numerical experiments confirm the performance of the proposed approach compared to other conventional algorithms for several configuration scenarios with and without mobility.

1. Introduction

An extensive insight about the 60 GHz millimeter-Wave (mmWave) channel has been accrued and an excessive deal of work has been accomplished through the previous few years, in the direction of developing 5G wireless networks in indoor environments and evolving mmWave communication systems for commercial requests [1], [2], [3]. Accordingly, the Federal Communications Commission (FCC) assigned 7 GHz in the band of 57 to 64 GHz for unlicensed employment [4].

In fact, the high frequencies are related to both benefits and drawbacks. At 60 GHz, high propagation loss really categorizes a set of small-range applications, nevertheless it additionally incomes condensed frequency reuse designs [5]. On the other hand, mmWave frequencies yield to slighter dimensions of Radio Frequency (RF) modules containing antennas that can be relatively directional arising with important antenna gain [6], [7], which is significantly preferred.

Interestingly, the 60 GHz radio communication is appropriate for small range and high speed data transmission purposes [8], nevertheless it hurts from a reduced amount of chance of inter-system interference than the microwave UWB (Ultra Wide Band). General public consider that the 60 GHz radio be able to discover many services in workplaces, conference rooms, domestic areas, hallways, and public library [9]. It is relevant for in-home uses like support of movable equipment, devices connection and video spread. In fact, applications can be split into several groups including, wireless Gigabit Ethernet and adhoc connections, desktop point to multipoint networks, high data rate transmission and HD-video streaming [4]. In this context, high definition uncompressed video streaming can be operated in conference room for sharing the same projector between several distributed laptops [10].

It should be noted that, there are many use cases in each of these classes based on a) the geometric area (office, residential, etc.) b) devices mobility c) presence of LOS (Line-of-Sight) component or not d) coverage range between the transmitter and the receiver [5]. Obviously, NLOS (Non-Line-of-Sight) components arise from multipath environment and especially from the existence of obstacles caused by objects or human bodies that stopped the straight propagation path [11].

Accordingly, the behavior of 60 GHz radio channel properties has been well examined in the literature. An interesting review can be found in [11], [12]. It should be noted that, around 60 GHz band, the NLOS components undergo from great fluctuation, which makes transmission challenging in NLOS locations. The antennas dimensions at 60 GHz are in centimeter or sub-centimeter and had better to be directional in order to achieve high antenna gain to decrease inter-user interference and increase the signal-to-noise ratio (SNR) [13], [14]. On the other hand,
and as a consequence of the huge attenuation of NLOS paths, the 60-GHz frequency is sensitive to shadowing. Thus, the directional antennas may yield it further challenging when the LOS propagation component is obstructed especially in the mobility scenarios without LOS visibility.

On the other hand, Orthogonal Frequency Division Multiplexing (OFDM) is considered as an efficient multi-carrier modulation technique and a key of the broadband communication technology since it can deliver high data rate transmission, offering high spectral efficiency and simple equalizer structure [15], [16].

In multipath environments where channels are frequency-selective, OFDM scheme splits the whole bandwidth into several overlapping narrowband subchannels in order to decrease the symbol rate. In fact, each subcarrier bandwidth in the OFDM symbol is small enough dealing with flat fading in the frequency selective channel. This narrow band feature of subcarriers makes the signal robust against the channel frequency-selectivity. Moreover, by introducing a cyclic prefix (CP) in front of each OFDM symbol, the inter-symbol interference (ISI) can be simply excluded. Nevertheless, the OFDM system performance can be affected by random noise acting like external non parametric disturbance [17], timing synchronization, movement speed and channel estimation [18].

So that, it is crucial to improve the design of channel estimators to reach an appropriate reception quality.

The literature on selective channels estimation shows a variety of approaches. Linear minimum mean square error (LMMSE) [19], Discrete Fourier transform based technique [20] and basis expansion model-based channel estimation [21] have been widely investigated. Current research on OFDM systems is focused on adaptive weighted averaging estimator [22]. However, most of the previous studies do not take into account the complex millimetric-wave propagation environment and little attention has been paid to the nonlinearities exhibited by the multipath channel in the 60 GHz band transmission system.

In this direction, it is crucial to increase the overall system performance by operating an original nonlinear channel estimation approach.

Support Vector Machine (SVM) is an inspiring machine learning tool based on Vapnik-Chervonenkis (VC) dimensional theory and statistical learning theory (SLT) that has been recognized as one of the most powerful process for classification and regression problems [23]. Support Vector Regression (SVR), progressed from SVM, is relevant for nonlinear situation by the application of the kernel trick.

In the literature, some SVR algorithms have been proposed. Wu et al. proposed in [24] a feature selection approach based on TSVR. Melki et al. [25] examined multi-target regression and provided some models for multiple-outputs problems. Anand et al. [26] studied the pinball loss function in the SVR algorithm. In [27], authors examined the Lagrangian SVR problems. Additionally, authors in [28] proposed a K-nearest neighbor TSVR method applicable for regression problems with clustering samples, but not suitable for time series data such as the case of channel estimation.

To the best of our knowledge, Twin SVR based on Discrete Wavelet Transform denoising process has not been proposed to estimate a real use-case multipath channel in complex millimetric wave propagation environment into an OFDM system as proposed in this paper. In the line with this trend, the main contributions of our work are summarized as follows.

1. The paper proposes a new Twin SVR approach that can enhance both generalization performance and computational speed by solving two quadratic programming problems simultaneously (time-domain and frequency-domain problems). The proposed solution introduces a denoising process in learning stage based on Discrete Wavelet Transform which is appropriate for dealing with time-series characteristics such as mmWave wireless channel parameters. The denoising process consists of reducing the effect of outliers expected to take part in the received reference signal touched by noise.

2. This article focuses on the major challenge of scattered pilot pattern in an OFDM system for a 60 GHz multipath channel in an indoor scenario of complex conference room full of electronic equipments and furniture with and without mobility. Thus, the estimation process of the mmWave channel, treated as a strong nonlinear system, is performed under the complex Twin SVR structure in order to improve the regression performance and enhance the channel estimation accuracy.

3. We take into consideration a real use-case scenario characterized by a proved Channel Impulse Response (CIR) of a 60 GHz wireless communication system generated by the “Wireless InSite” ray tracer by Remcom [29].

This article is organized as follows. Section 2 briefly presents the system model. The Twin SVR approach based on Discrete Wavelet Transform is proposed in section 3. Section 4 describes the experimental results, and section 5 finishes the work with some concluding remarks.

Notations: $(\cdot)^{-1}$, $(\cdot)^T$ and $(\cdot)^H$ mention the inverse, transpose and transpose conjugate, respectively.

2. System model

Take into consideration a baseband equivalent model of an OFDM system with $N$ subcarriers subject to fast fading time-varying channel as shown in Fig. 1.

The transmitted series of QAM constellation $X(k)$ are parsed into $N$-size blocks of frequency-domain symbols before applying the $N$-point IFFT (Inverse Fast Fourier Transform) in order to obtain the time-domain sequence. A cyclic prefix (CP) of length $L$ that is equal to or larger than the channel order $L$. is then inserted at the head of each block in order to avoid the inter-block interference (IBI). At this point, the time-domain signal $x(n)$ can be transferred in serial form over the multipath channel. The sequence $x(n)$ can be represented as the following form:

$$x(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X(k) e^{j2\pi nk/N},$$

with $n = -M, ..., N - 1$. It is worth noting that the wireless transmissions undergo multipath fading propagation due to scattering and reflection of the transmitted signal. The multipath fading affects modulated symbols in terms of rotations and attenuations. Each resolvable path stands for a superposition of scattered rays that arrive at the receiver almost simultaneously with a common propagation delay. Each ray is distinguished by its own complex gain and time delay as described later in the experimental results section.

At the receiver side, after removing CP, the time-domain received signal $y(n)$ can be shown as follows:

$$y(n) = \sum_{l=0}^{L} h_l(n)x(n-l) + \kappa(n),$$

with $\kappa(n)$ stands for zero-mean additive white Gaussian noise (AWGN) with variance $\sigma^2$ and $h_l(n)$ represents the $l$th baseband-equivalent time-varying channel impulse response at time $n$.

On the other hand, equation (2) can be stated as a matrix form as follows:

$$y = hF^{-1}X + \kappa = hx + \kappa,$$

with $$ = [y(0), y(1), ..., y(N-1)]^T, \quad x = [x(0), x(1), ..., x(N-1)]^T, \quad X = [X(0), X(1), ..., X(N-1)]^T$$ and $\kappa = [\kappa(0), \kappa(1), ..., \kappa(N-1)]^T$. Note that, $y, x, X, \kappa \in \mathbb{C}^N$. Furthermore, $F^{-1}$ consists of an $N$-point Inverse Discrete Fourier Transform (IDFT) matrix and $h \in \mathbb{C}^{N \times N}$ stands for the channel matrix which can be represented as the following expression:
Note that the entry of the IDFT (F⁻¹) and DFT (F) matrices can be expressed respectively as

\[
|F|^{-1}_{\text{h},k} = (1/\sqrt{N}) e^{j2\pi nk/N},
\]

\[
|F|_{\text{h},k} = (1/\sqrt{N}) e^{-j2\pi nk/N}.
\]

After accomplishing Fourier transform on both parts of (4), we get the following expressions:

\[
\text{Fy} = \text{FhF}^{-1}\text{X} + \text{Fx}
\]

\[
\text{Y} = \text{HX} + \text{Fx},
\]

with \(Y = [Y(0), Y(1), \ldots, Y(N-1)]^T \in \mathbb{C}^N\) denotes the frequency-domain received signal. Additionally, \(H = \text{FhF}^{-1} \in \mathbb{C}^{N \times N}\) symbolizes the channel matrix in frequency-domain including Inter-Carrier-Interference (ICI) caused by the time-varying channel, which components can be expressed as follows:

\[
H(s,q) = \frac{1}{N} \sum_{n=0}^{L} e^{-j2\pi sn/N} \sum_{m=0}^{N-1} h_j(n)e^{-j2\pi (s-q)n/N},
\]

with \(s,q = 0,1,\ldots, N-1\). It should be noted that \(H\) can be split into two portions, one amount representing the basic diagonal components \(H_{\text{dg}} \in \mathbb{C}^{N \times N}\) and the other representing the non-diagonal components \(H_{\text{nag}} \in \mathbb{C}^{N \times N}\) corresponding to ICI elements. Thus, equations (7) can be explained as the following simplified forms:

\[
\text{Y} = \text{HdgX} + \text{HnagX} + \text{Fx}
\]

\[
= \text{diag}(X)H_{\text{dg}} + \text{HnagX} + \text{Fx},
\]

where \(\text{diag}(\cdot)\) indicates the diagonal operator. Moreover, the column vector \(H_{\text{dg}} \in \mathbb{C}^N\) represents the components taken from the diagonal matrix \(H_{\text{dg}}\) and the quantity \((H_{\text{nag}}, X)\) symbolizes the ICI components.

At the end of the receiver side, least-squares equalization is performed since it represents the least complex equalizer in order to assure real-time transmission. The receiver detection operation recovers the best estimate of the modulated signal at the receiver. The main aspects of channel estimation and symbol detection are detailed in the next section.

3. Twin SVR mmWave channel estimation

Without loss of generality, Twin SVR is an extension of the supervised machine learning SVC (Support Vector Classification) to regression tool, which was proposed by Peng in [30]. In this way, TSVR represents an appropriate process for nonlinear system applications due to kernel mapping capabilities.

In this section, a novel TSVR approach based on 2D-wavelet transform denoising training signals is proposed for mmWave deep fast fading channel.

3.1. TSVR-DWT statement

Taking into account the training set \(S = \{(t_1, o_1), (t_2, o_2), \ldots, (t_m, o_m)\}\), with \(t_i \in \mathbb{R}^2\) and \(o_j \in \mathbb{R}, i = 1,2,\ldots, m\). Afterwards, the input matrix of the training data can be denoted as \(T = (t_1, t_2, \ldots, t_m)\in \mathbb{R}^{m \times 2}\) and the output vector can be stated as \(O = (o_1, o_2, \ldots, o_m)^T\in \mathbb{R}^m\). It should be noted that the first and second columns of \(T\) describe the time and frequency-domain positions of the training samples, respectively. Alternatively, the outputs represent the Least-Squares (LS) estimated channel responses.

In our proposed technique, the considered OFDM symbols contain reference and data symbols, where reference symbols are inserted equidistantly in both time and frequency directions.

The positions of reference symbols are described as \((n\Delta_s), n = 0,1,\ldots, N_s - 1,\) with \(N_s\) and \(\Delta_s\) stand for the number of reference symbols and reference symbol interval in time-domain, respectively. Additionally, the transmitting reference subcarrier positions in each OFDM symbol are denoted as \((m\Delta_f), m = 0,1,\ldots, N_f - 1,\) with \(\Delta_f\) indicates the reference interval in frequency-domain and \(N_f\) symbolizes the number of reference symbols per OFDM symbol.

In this context, consider the transmitted reference matrix expressed as \(X_s = \text{diag}(X(n\Delta_s, m\Delta_f)) \in \mathbb{C}^{N_s \times N_f}\). According to (10), the estimated channel frequency responses at reference subcarriers can be obtained by applying Least-Squares criterion as follows:

\[
\tilde{H}_s = (X_s)^{-1}Y_s,
\]

with \(H_s = \tilde{H}_s(n\Delta_s, m\Delta_f) \in \mathbb{C}^{N_s \times N_f}\) represent the estimated channel frequency responses at reference positions \((n\Delta_s, m\Delta_f)\) and \(Y_s = Y(n\Delta_s, m\Delta_f)\in \mathbb{C}^{N_s \times N_f}\) stands for the received reference vector.

3.1.1. DWT principle

Discrete Wavelet Transform (DWT) is a type of time-scale or time-frequency signal representation. Specifically, wavelet theory is appropriate for short-term time series processing since it allows the inspection of localized signal fluctuations inside the non-stationary time series. For clarity, DWT can provide time and frequency-domains decomposition of the signal simultaneously in contrast with Fourier Transform which only provides a frequency-domain decomposition ignoring the time resolution [31].

A wavelet has to fulfill only two mathematical requirements: orthogonalization and normalization conditions. Thus, a wavelet must have zero mean and finite energy. A series of wavelet can be calculated by the following equation:

\[
\theta_{a,k} = \frac{1}{\sqrt{a}} \theta\left(\frac{x-k}{a}\right),
\]

where \(\theta\) is the mother wavelet, \(a\) is the dilation factor, \(k\) is the translation or shift, and \(x\) is the variable in the time domain.
with $\theta$ symbolizes the mother wavelet and parameters $a$ and $k$ denote the scale and the shift of the wavelet function, respectively. There are different kinds of wavelets with several characteristics (compactness, shape and smoothness), such as Daubenhies, Mexican Hat, Morlet, etc.

### 3.1.2. Denoising operation

A Daubechies wavelet of the third order (db3) with a length of six is adopted in this work. The order number designates the number of vanishing moments and the length indicates the decomposition level. Hence, db3 has three vanishing moments which yield that the corresponding wavelet can approximate polynomials of degree two. The number of vanishing moments is correlated with the smoothness of the wavelet and the approximation order.

Note that, a wavelet $\psi(t)$ is said to have $p$ vanishing moments if it holds that [32]

$$\int_{R} t^{p} \psi(t) \, dt = 0, \quad m = 0, 1, ..., p - 1.$$  \hfill (14)

This yields that wavelet $\psi(t)$ and its shifts are orthogonal to all polynomials of degrees inferior to $p - 1$. Vanishing moments are also required to wavelets smoothness. Additionally, we can express the wavelets $\psi(t)$ vanishing moments property as high pass filter vanishing moment conditions. Hence, equation (14) holds if and only if

$$\sum_{k=0}^{2p-1} k^p d_k = 0, \quad m = 0, 1, ..., p - 1.$$  \hfill (15)

which $d_k$ represent the coefficients of the high pass filter. The related low pass filter vanishing moment conditions can be obtained easily according to the alternating flip construction.

Accordingly, after the denoising operation, the estimated channel frequency responses at reference positions can be expressed as follows:

$$\mathbf{\hat{H}}_{m,n} = \begin{bmatrix} \hat{H}_{m,n} \\ \hat{H}_{n,m} \end{bmatrix}.$$  \hfill (16)

Thus, the predicted channel frequency responses for all OFDM data position subcarriers can be determined by the following equation:

$$\mathbf{\hat{H}} = f(\mathbf{\hat{H}}_{2n+1})$$  \hfill (17)

where $f(\cdot)$ symbolizes the TSVR function.

### 3.1.3. TSVR expression

It is worth noting that, Twin SVR is built by two bound functions: the time-domain down-bound function $f_1(\cdot)$ and the frequency-domain up-bound function $f_2(\cdot)$ corresponding to two nonparallel hyperplanes, where each hyperplane establishes their own $\epsilon$-insensitive bound regressor. Subsequently, the global TSVR regressor represents the average of the sum of $f_1(\cdot)$ and $f_2(\cdot)$ as $f(\cdot) = \frac{1}{2}(f_1(\cdot) + f_2(\cdot))$.

Interestingly, in order to overcome the fast deep fading presented in the mmWave 60-GHz channel, we used the RBF (Radial Basis Function) known also as Gaussian kernel, due to its capability to map the input space into a possibly infinite-dimensional Hilbert output space recognized as Reproducing Kernel Hilbert Space (RKHS) through an implicit transformation $\varphi$. So that, we simply need to calculate the Gram matrix $\mathbf{G}$ by performing the kernel inner product $\mathbf{K}$ defined by means of the input data as follows:

$$\mathbf{G}(\mathbf{t}, \mathbf{t'}) = \mathbf{K}(\mathbf{t}, \mathbf{t'}) = < \varphi(\mathbf{t}), \varphi(\mathbf{t'}) > .$$  \hfill (18)

In this context, the kernel-generated down-bound and up-bound functions can be expressed in the following simplified forms, respectively:

$$f_1(\mathbf{t}) = \mathbf{K}(\mathbf{t}, \mathbf{T}) \mathbf{w}_1 + b_1 + \epsilon_1,$$  \hfill (19)

$$f_2(\mathbf{t}) = \mathbf{K}(\mathbf{t}, \mathbf{T}) \mathbf{w}_2 + b_2 + \epsilon_2,$$  \hfill (20)

where $\mathbf{w}_1, \mathbf{w}_2 \in C^n, b_1, b_2, \epsilon_1, \epsilon_2 \in C$ and $\mathbf{K}$ is the RBF kernel.

In order to reduce the approximation errors $\epsilon_1$ and $\epsilon_2$, we used the $\epsilon$-Huber loss function introduced in [33]. Here, for simplicity reasons, we denote by $(\mathbf{t}_n)$ the $T(m,1)$ value corresponding to the first reference symbol position at the $n$-th line. In the same way, we denote by $(\mathbf{t}_{n'}')$ the $T(m,2)$ value which indicates the second reference symbol position at the $n$-th line.

### 3.2. Primal problems formulations

At this point, the time-domain primal optimization functional can be stated as follows:

$$\text{minimize} \quad \frac{1}{2} \| \mathbf{w}_1 \|^{2} + \frac{1}{2} \sum_{n=0}^{N-1} (\zeta_n + \epsilon_n^{*})^{2}$$

$$+ C_1 \sum_{n \in B} (\zeta_n + \epsilon_n^{*}) + \frac{1}{2} \sum_{n \in C} (\zeta_n + \epsilon_n^{*})^{2}$$

$$+ C_1 \sum_{n \in D} (\zeta_n + \epsilon_n^{*}) - \frac{1}{2} \sum_{n \in B,D} \gamma_1(C_n)^{2}.$$  \hfill (21)

subject to

$$\text{Re} \left( \mathbf{\hat{H}}(\mathbf{t}_n') - \mathbf{w}_1^{T} \varphi(\mathbf{t}_n') - b_1 \right) \leq \epsilon_1 + \zeta_n$$

$$\text{Im} \left( \mathbf{\hat{H}}(\mathbf{t}_n') - \mathbf{w}_1^{T} \varphi(\mathbf{t}_n') - b_1 \right) \leq \epsilon_1 + \zeta_n$$

$$\text{Re} \left( -\mathbf{\hat{H}}(\mathbf{t}_n') + \mathbf{w}_1^{T} \varphi(\mathbf{t}_n') + b_1 \right) \leq \epsilon_1 + \zeta_n$$

$$\text{Im} \left( -\mathbf{\hat{H}}(\mathbf{t}_n') + \mathbf{w}_1^{T} \varphi(\mathbf{t}_n') + b_1 \right) \leq \epsilon_1 + \zeta_n.$$  \hfill (22)

Alternatively, the frequency-domain primal optimization problem can be expressed as the following form:

$$\text{minimize} \quad \frac{1}{2} \| \mathbf{w}_2 \|^{2} + \frac{1}{2} \sum_{n=0}^{N-1} (\zeta_n + \epsilon_n^{*})^{2}$$

$$+ C_2 \sum_{n \in B'} (\zeta_n + \epsilon_n^{*}) + \frac{1}{2} \sum_{n \in C'} (\zeta_n + \epsilon_n^{*})^{2}$$

$$+ C_2 \sum_{n \in D'} (\zeta_n + \epsilon_n^{*}) - \frac{1}{2} \sum_{n \in B',D'} \gamma_2(C_n)^{2}.$$  \hfill (23)

subject to

$$\text{Re} \left( \mathbf{\hat{H}}(\mathbf{t}_n') - \mathbf{w}_2^{T} \varphi(\mathbf{t}_n') - b_2 \right) \leq \epsilon_2 + \zeta_n$$

$$\text{Im} \left( \mathbf{\hat{H}}(\mathbf{t}_n') - \mathbf{w}_2^{T} \varphi(\mathbf{t}_n') - b_2 \right) \leq \epsilon_2 + \zeta_n$$

$$\text{Re} \left( -\mathbf{\hat{H}}(\mathbf{t}_n') + \mathbf{w}_2^{T} \varphi(\mathbf{t}_n') + b_2 \right) \leq \epsilon_2 + \zeta_n$$

$$\text{Im} \left( -\mathbf{\hat{H}}(\mathbf{t}_n') + \mathbf{w}_2^{T} \varphi(\mathbf{t}_n') + b_2 \right) \leq \epsilon_2 + \zeta_n.$$  \hfill (24)

where $n = 1, ..., N$, $m = 1, ..., N'$, with $\zeta_n, \epsilon_n^{*}$ and $\zeta_n, \epsilon_n^{*}$ denote slack variables for errors with real positive and negative values in time and frequency-domains, respectively. In addition, $\zeta_n, \epsilon_n^{*}$ and $\zeta_n, \epsilon_n^{*}$ symbolize slack variables for errors with imaginary positive and negative values in time and frequency-domains, respectively. Parameters $C_{1,2}$ and $\gamma_{1,2}$ supervise basically the compromise between losses and regularization in time and frequency-domains, respectively. The sets $\{A, B, C, D\}$ and $\{A', B', C', D'\}$ denote the series of points described in time and frequency-domains by:

- $\{A, A'\}$: quadratic region covering real values of errors;
- $\{B, B'\}$: linear region covering real values of errors;
- $\{C, C'\}$: quadratic region covering imaginary components of errors;
- $\{D, D'\}$: linear region covering imaginary components of errors.
3.3. Lagrangian optimization

It should be noted that the solution of the minimization problems (21) and (23) constrained to (22) and (24) consists of constructing the following Lagrangian and then annulling its partial derivatives: 

\[ L_\lambda = \frac{1}{2} \| y_{i(1,2)} \|^2 + \frac{1}{2} \sum_{i \neq j} \left( \xi_{i(1,m)} + \xi_{j(2,m)} \right)^2 \]

\[ + C(1,2) \sum_{i \neq j} \left( \xi_{i(1,m)} + \xi_{j(2,m)} \right)^2 - \frac{1}{2} \sum_{i \neq j} \gamma_{i(1,2)} C_{i}^2 \]

\[ - \sum_{n,m=1}^{N} \left( \lambda_{i(1,m)} \xi_{i(1,m)} + \lambda_{j(2,m)} \xi_{j(2,m)} \right) - \sum_{n,m=1}^{N} \left( \lambda_{i(1,m)} \xi_{j(1,m)} + \lambda_{j(2,m)} \xi_{i(2,m)} \right) \]

\[ + \sum_{n,m=1}^{N} a(1,2)_{i(1,m)} \left( H_{i(1,m)} - w_{i(1,2)} \psi_{i(1,2)}(t_{i(1,m)}) - b_{i(1,2)} \right) \]

\[ + \sum_{n,m=1}^{N} a(1,2)_{j(2,m)} \left( H_{j(2,m)} - w_{j(1,2)} \psi_{j(1,2)}(t_{j(2,m)}) + b_{j(1,2)} \right) \]

\[ + \sum_{n,m=1}^{N} a(1,2)_{i(1,m)}^* \left( - H_{i(1,m)} + w_{i(1,2)}^* \psi_{i(1,2)}(t_{i(1,m)}) - b_{i(1,2)} \right) \]

\[ + \sum_{n,m=1}^{N} a(1,2)_{j(2,m)}^* \left( - H_{j(2,m)} + w_{j(1,2)}^* \psi_{j(1,2)}(t_{j(2,m)}) - b_{j(1,2)} \right) \]

\[ - \lambda_{i(1,m)} \xi_{i(1,m)} - \lambda_{j(2,m)} \xi_{j(2,m)} \]

\[ + \sum_{n,m=1}^{N} \left( \lambda_{i(1,m)} \xi_{j(1,m)} + \lambda_{j(2,m)} \xi_{i(2,m)} \right) - \gamma_{i(1,2)} \xi_{i(1,m)} - \gamma_{j(1,2)} \xi_{j(2,m)} \]

where Lagrange multipliers are subject to \( a(1,2)_{i(1,m)}, a(1,2)_{j(2,m)}, \hat{a}(1,2)_{i(1,m)}, \hat{a}(1,2)_{j(2,m)}, \lambda_{i(1,m)}, \lambda_{j(2,m)}, \gamma_{i(1,2)} \geq 0 \) and \( \xi_{i(1,m)}, \xi_{j(2,m)}, \lambda_{i(1,m)}, \lambda_{j(2,m)}, \gamma_{i(1,2)} \geq 0 \).

As a result, the optimal weights in time and frequency-domains can be expressed respectively as follows:

\[ w_{i(1,m)} = \sum_{n,m=1}^{N} y_{i(1,m)} \psi_{i(1,m)}(t_{i(1,m)}) \]

\[ w_{j(2,m)} = \sum_{n,m=1}^{N} y_{j(2,m)} \psi_{j(2,m)}(t_{j(2,m)}) \]

where variables \( y_{i(1,m)} \) and \( y_{j(2,m)} \) can be explained by

\[ y_{i(1,m)} = (a(1,2)_{i(1,m)} - a(2,2)_{i(1,m)} + j(a(1,2)_{i(1,m)} - a(2,2)_{i(1,m)})) \]

\[ y_{j(2,m)} = (a(1,2)_{j(2,m)} - a(2,2)_{j(2,m)} + j(a(1,2)_{j(2,m)} - a(2,2)_{j(2,m)})) \]

where \( a(1,2)_{i(1,m)}, a(2,2)_{i(1,m)}, a(1,2)_{j(2,m)}, a(2,2)_{j(2,m)} \) denote multipliers for real and imaginary residual components in time and frequency-domains, respectively.

3.4. Dual problems representation

It is more relevant for us to present our considered nonlinear SVM framework as a compact-form matrix-format. So that, the dual problems in time and frequency-domains can be described as follows:

\[ \text{maximize} \quad - \frac{1}{2} y_{(1,2)}^{H} (C_{(1,2)} + \gamma_{(1,2)} I) y_{(1,2)} + \Re (y_{(1,2)}^{H} Y_{f}) \]

\[ - (a(1,2)_{R}^2 + a(2,2)_{R}^2 + a(1,2)_{I}^2 + a(2,2)_{I}^2) \epsilon_{(1,2)} \]

subject to

\[ 0 \leq a(1,2)_{R}, a(2,2)_{R}, a(1,2)_{I}, a(2,2)_{I} \leq C_{(1,2)} \]

with \( y_{(1,2)} = [y_{(1,2)}^{(1,2)}, \ldots, y_{(1,2)}^{(N_{(1,2)})}]^T \). We note also that \( \text{I} \) and \( \epsilon \) correspond to identity matrix and all ones vector, respectively. Furthermore, \( a(1,2)_{R} \) and \( a(1,2)_{I} \) refer to real and imaginary dual variables in time and frequency-domains, respectively.

It is straightforward to show that the weights solution can be determined by optimizing the formulation (30) with respect to variables \( a(1,2)_{R}, a(1,2)_{I}, a(2,2)_{R}, a(2,2)_{I} \) and after substituting into (26) and (27), respectively.

3.5. TSVR solution

As a result, the down-bound \( f_{1}(\cdot) \) and up-bound \( f_{2}(\cdot) \) functions can be established according to equations (19) and (20). Consequently, the Twin SVM regressor can be concluded by averaging the sum of these two functions as it has been stated above.

From this we can summarize the TSVR algorithm as follows:  

**Input:** Reference symbols matrix at the transmitter and its position vector; the received reference symbols vector; the appropriate SVM parameters.

**Output:** The predicted frequency response of all subcarriers. 

**Process:**

1. Calculate channel frequency response at reference subcarriers by (Eq. (12)).
2. Apply Discrete Wavelet Transform (DWT) to denoise the estimated channel frequency responses at reference positions by (Eq. (16)).
3. Solve the dual problem expressed by (Eq. (30)).
4. Substitute the obtained solution into (Eq. (26)) to obtain the optimal weights in time-domain.
5. Determine the time-domain down-bound function \( f_{1}(\cdot) \) by (Eq. (19)).
6. Repeat 1-5 once, the frequency-domain up-bound function \( f_{2}(\cdot) \) can be obtained simultaneously according to (Eq. (20)).
7. Obtain the TSVR solution by averaging the sum of \( f_{1}(\cdot) \) and \( f_{2}(\cdot) \).
8. Frequency response of all subcarriers in OFDM symbols can be determined by (Eq. (17)).

4. Experimental results

In this section, we consider a Channel Impulse Response (CIR) of a 60 GHz wireless communication system generated by the “Wireless InSite” ray tracer by Remcom [29]. The CIR is provided and simulated for a use-case indoor scenario of a complex conference room full of electronic equipments and furniture. The received power levels and phase values of the multipath components incoming at the receiver are delivered at the output of the ray tracer as a function of time for a corresponding receiver sensitivity threshold.

Fig. 2 shows the Rx power and phase versus Time of Arrival (ToA) for a complex conference room scenario with receiver sensitivity thresholds (a) \(-80 \text{ dBm}\) and (b) \(-100 \text{ dBm}\), respectively. Accordingly, we consider an OFDM system with \( N = 1024 \) subcarriers. The movement speed is 0.3 (m/s) and various types of modulation schemes QPSK, 16-QAM, 64-QAM and 128-QAM are performed.

In order to determine the effects of multipath speed and multipath on channel frequency response, two use-case scenario simulations are established.

Fig. 3 displays the channel frequency response at subcarriers in several OFDM symbols under multipath number being 41 (S = \(-80 \text{ dBm}\)) and 195 (S = \(-100 \text{ dBm}\)) for movement speed equal to 0 and 3 m/s respectively. It is straightforward to show that the multipath effect can cause deep frequency-domain fading. At the same time, multipath can be seen as a source of diversity. Additionally, the movement speed can cause Inter-Carrier-Interference (ICI), especially for faster movement.

We note that computer simulations are implemented in a Matlab R2017b environment on a PC. Accordingly, the well-chosen of parameters is fundamental to the performance of the SVM-based algorithms.
Interestingly, we adequately select parameter values in this paper by the grid search methodology from the set of values \( \{ 10^i \mid i = -5, -4, \ldots, 5 \} \). The Twin SVR algorithm implementation under MATLAB uses quadratic programming (quadprog function in Optimization Toolbox) with the functions buffer and kron for fast calculation of kernel matrix. Alternatively, the channel estimation performance based on DWT-TSVR and other approaches are evaluated by some selected criteria. The widely studied criteria are the SNR (Signal-to-Noise Ratio) and BER (Bit Error Rate).

Fig. 4 presents the BER performance vs. SNR (varying from \(-10\) to \(30\) dB at a step size of \(5\) dB) under multipath number being 195 and receiver sensitivity threshold equal to \(-100\) dBm for 64-QAM modulation scheme and different movement speed (0 and 3 m/s). We compare the BER variation of the proposed algorithm with linear and cubic interpolation estimation, BEM-based estimation, LMMSE estimation LS-SVR estimation, K-nearest TSVR and perfect estimation in the presence of additive white Gaussian noise.

It can be easily seen that the behavior of the proposed approach outperforms other interpolation and estimation techniques in the sense of BER by achieving the smallest values and thus giving the best channel frequency response estimation. Accordingly, the BER performance of the proposed approach presents good fitting ability, specifically for nonlinear regression cases, due to its generalization capability and effectiveness of the denoising procedure based on Discrete Wavelet Transform to filter the noises in the training samples and then to track the rapid channel fluctuations.

Note that movement speed \( v \), receiver sensitivity threshold \( S \) and modulation schemes also affect the wireless system estimation performance. So that, slow movement speed leads to better estimation quality and smaller modulation scheme order can achieve a better BER. In this context, as seen in Fig. 5, the performances in terms of BER for different modulation schemes from QPSK to 128-QAM with and without mobility for \( S = -80 \) dBm (Fig. 5 (a)) and \( S = -100 \) dBm (Fig. 5 (b)), show that best performance are achieved in low modulation order obviously for low movement speed and low receiver sensitivity threshold. It is straightforward to show, as expected, that a larger BER value occurs in high modulation order caused by significant deviation of the received OFDM data symbols. Indeed, the received symbols will be distant from its original QAM constellation locations and closer to another constellation location. Thus, a wrong decision will be caused by the quantization mechanism mainly for the 128-QAM modulation scheme where the distance between QAM constellation locations is slight.
5. Conclusions

A novel TSVR-DWT based 60 GHz mmWave channel estimator is proposed in this paper. The multipath channel estimation is achieved in time and frequency-domains (dual domains) through the OFDM grid-introduced reference symbols. The proposed nonlinear complex Twin SVR algorithm is based on 2D-Discrete Wavelet Transform suitable for dealing with time-series characteristics such as mmWave channel parameters in order to denoise training signals and then improving regression performance and generalization ability.

This article focuses on the estimation of a mmWave fast fading channel for a use-case indoor scenario of a complex conference room full of electronic equipments and furniture with movement speed. A
Channel Impulse Response (CIR) of 60 GHz wireless communication system generated by the “Wireless InSite” ray tracer by Remcom is considered. Computational comparisons between TSVR-DWT and other conventional techniques show that the proposed TSVR-DWT has better performance of estimating the mmWave channel variations through several configuration cases.
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