Effect of Sentence Length in Sentiment Analysis Using Support Vector Machine and Convolutional Neural Network Method
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Abstract

Based on Article 10 paragraph 1 of Law No. 14 of 2005, a teacher must have four competencies: pedagogical, personality, social, and professional. ICT training at Sunan Kalijaga State Islamic University involves instructors as educators who must have such competencies. An instructor's performance is assessed through students' learning evaluation system by giving comments to the instructions. These comments contain positive and negative sentiments that can be reviewed by conducting sentiment analysis. Research related to sentiment analysis in recent years has been widely done, but researchers rarely pay attention to the effect of sentence length from the dataset on the method's performance. This study tried to analyze sentiment related to sentence length effect on ICT training student comments using Support Vector Machine and Convolutional Neural Network methods.

This study concluded that the sentence length on the dataset would affect the SVM and CNN methods' performance when combined with Word2vec. While the SVM+TFIDF method performance is not affected by sentence length, this method has the fastest process time than other methods. The CNN+Word2vec method produced the best performance in this study with a value of 0.94% accuracy, 0.95% precision, 0.96% recall, and 0.95% f1-score.
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1. INTRODUCTION

Education is one of the most important aspects of every individual also supports the nation's progress. Therefore, every educational institution always makes improvements for a better level and quality, especially in human resources development, related to the educators' quality itself. According to Act of The Republic Indonesian article 10 verse (1) Number 14 of 2005, a teacher must have four competencies: pedagogical competencies, personality competencies, social competencies, and professional competencies. These professional competencies include subject knowledge, pedagogical competencies, also active teaching and learning methods. Meanwhile, personality competencies include a high commitment to learners' duties and success, and then social competencies include a good way of communication with learners.

Information and communication technology (ICT) training, which is compulsory for new students at Sunan Kalijaga State Islamic University, is one example that requires an educator or instructor who must have professional competencies. This instructor's level of professionalism can be assessed from student evaluation results opinions towards the instructor itself. Student assessments of opinions and comments on the instructor's performance are stored in a learning evaluation system. In addition to containing several questions with multiple choice answers, in this learning evaluation system, there are also comments to represent some student complaints about instructors' that are directly related to how the instructors teach and the learning process that occurs. These students' comments contain positive and negative sentiment values that can be used to assess ICT training instructors' performance.

Sentiment analysis is a branch of research in text mining. Text mining is the application of data mining concepts and techniques to look for patterns in text. Sentiment analysis is a process to understand automatically, extract, and process textual data to obtain information in the form of sentiments contained in an opinion sentence. Sentiment analysis is carried out to see the opinion or tendency of a person's opinion on a problem or object, determining whether the opinion is positive or negative [1]. One method often used in research with sentiment analysis is Support Vector Machine (SVM), which is part of the machine learning method. The advantages of the Support Vector Machine method itself are that it can produce higher accuracy values, faster classification speed, and a high tolerance for irrelevant attributes [2].

In addition to these methods, deep learning methods can also solve the sentiment analysis problem nowadays. Deep learning is a relatively new branch of machine learning. The advantage of the deep learning method is that it has higher accuracy and can be trained and consistent when faced with large amounts of data [3]. One example of a method in deep learning is Convolutional Neural Network (CNN). This method works well for image analysis and image classification because it can extract an area of features from global information, and it is able to consider the relationship among these features. Meanwhile, in sentiment analysis, CNN has a convolutional layer to extract information by a larger text piece. CNN also requires fewer connections and parameters making it easier to train. Besides, the CNN method that combines with the word embedding feature generated from Word2vec can improve the classification performance [4].

Research related to sentiment analysis has been done so far. As an example of using the SVM method, Ilmawan [5] developed the application with the Naïve Bayes classification algorithm and compared it with the Linear SVM method to test the accuracy of an application's comment on Google Play. The study results stated that the accuracy rate of Linear SVM is 89.49%, higher than Naïve Bayes' accuracy rate that only 83.87%.

With the same algorithm, Kharisman [6] do researches about sentiment analysis on airline reviews using a combination of lexicon-based classification methods with supervised learning. Lexicon-based classification methods are used to create training data and to classify document sentiments using the Naïve Bayes Classifier and Support Vector Machine methods. The test results showed that the Support Vector Machine method has an accuracy of 91.00%, while the Naïve Bayes Classifier's accuracy is only 89.50%.
In the deep learning method, Kim [7] introduced the CNN method's application in the classification of a sentence. The study introduced a new model to apply to NLP. Sentences and words as input are first created into vector form using Word2vec. In his research, Kim concluded that adjusting the hyperparameter on a simple CNN with a single layer of convolution can produce a good performance.

Ouyang et al. [4] conduct a sentiment analysis using CNN. In his research, CNN has fewer connections and is easier to train than other deep learning methods. Also, CNN can be applied in the field of sentiment analysis. By using CNN, we only need to label sentences artificially. This study applies the CNN network to solve the problem. Technically, by compiling a framework flow consisting of Word2vec + CNN on the dataset. Pre-training + fine-tuning paths are used to train CNN to perform NLP tasks. This framework was chosen because it felt better than other learning models, such as RNN and Matrix-Vector Recursive. The experimental results show that the CNN that has been trained can produce better classifications than conventional algorithms.

Razi [8] do researches to group Indonesian news articles using five classes, namely Entertainment, Health, Sports, Technology, and Economics classes, by implementing the CNN method. Before classification, the words have converted into vector form using Word2vec so that the results of the conversion can be input into CNN. Test results on the built system showed that the combination of CNN and Word2vec methods gave better accuracy results than the Naïve Bayes method, with an accuracy value of 96.70%.

Although research related to sentiment analysis has been widely done so far, most researchers do not pay attention to the effect of sentence length from the dataset used on the process and performance analysis of the classification method used, especially for datasets that use the Indonesian language. In this research, we try to do a sentiment analysis process of the Indonesian language dataset about student opinion for instructors' professionalism by analyzing the effect of sentence length and feature extraction used in the Support Vector Machine and Convolutional Neural Network methods.

2. METHODS

This study uses dataset on learning evaluation system that contains positive and negative sentiment. The stages in this research are preprocessing, feature extraction, classification process using SVM and CNN algorithm, and then evaluate the classifier model using K-fold cross validation. The steps of the study can be seen in Figure 1.

![Figure 1 System Architecture](image-url)
2.1 Preprocessing

Preprocessing is when the text to be classified is cleaned and prepared before the text is analyzed [9]. Preprocessing of data was carried out to avoid imperfect data, disruption of data, and inconsistent data [10]. This step begins by tokenizing the text, removing stop word, and the last step is the stemming process.

2.2 Feature Extraction

Feature extraction is an extraction process to identify the entities in question [11] or the process of extracting a new set of features from the original feature through functional mapping [12]. The features used in this study are TF-IDF (Term Frequency-Inverse Document Frequency) and word embedding using Word2vec. The TF-IDF weight value calculation is obtained from scikit-learn TfidfVectorizer. This python library helps us transform the text into a sparse matrix of n-gram counts and then performs the TF-IDF transformation from a provided matrix of counts.

While for Word2vec, we apply the gensim, which is a python library, to help us implement the Word2Vec. In this process, we first build a vocabulary from the entire training data. To generate the word vectors well, we employ the Skip-gram model because it has a better learning ability than CBOW. After training, each word attaches a vector. Finally, we construct a high dimension matrix. Each row in the matrix represents every training example, and the columns are the generated word vectors. Consequently, the word has multiple degrees of similarity, and it can be computed via a linear calculation.

2.3 Support Vector Machine

Support Vector Machine (SVM) was first introduced by Vapnik [13]. The learning process in SVM aims to obtain a hypothesis in the form of the best separation area that minimizes not only empirical risk, namely the average error in training data, but also has good generalizations. To guarantee this generalization, SVM works based on the principles of Structural Risk Minimization (SRM). SVM is a technique that is relatively new compared to other techniques. However, it has better performance in various application fields such as bioinformatics, handwriting recognition, text classification, and so on.

The best dividing field search on the SVM algorithm can be formulated as follows:

\[
\max \alpha L_D (\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \alpha_i \alpha_j y_i y_j x_i^T x_j
\]

s.t. \[\sum_{i=1}^{n} \alpha_i y_i = 0, \alpha_i \geq 0.\]

With that formula, it will obtain \(\alpha_i\) value that can be used to find \(w\). There is \(\alpha\) value for each training data. Training data with a value of \(\alpha_i > 0\) is a support vector, while the rest has a value of \(\alpha_i = 0\). Therefore, the result decision function is only influenced by the support vector.

The formula for finding the best hyperplane is a quadratic programming problem so that the maximum global value of \(\alpha_i\) can always be found. After the quadratic programming problem solution is done (value of \(\alpha_i\)), the class of the \(x\) test data can be determined based on the value of the decision function:

\[
f(x_d) = \sum_{i=1}^{ns} \alpha_i y_i x_i x_d + b
\]

Where \(x_i\) is a support vector, \(ns\) is the total support vector, and \(x_d\) is data that will be classified.
**Kernel Trick**

The SVM algorithm uses a kernel trick to solve data that cannot be separated linearly. The data will be mapped using the mapping (transformation) function \( x_k \to \phi (x_k) \) into the feature space so that there is a separator field that can separate the data according to its class. In practice, feature spaces usually have a higher dimension than the input vector (input space), this will result in the computation of feature spaces being too large because there is a possibility that feature spaces can have an infinite number of features. Also, it is not easy to know the exact transformation function. In the training process, the resulting functions are:

\[
f(x_d) = \sum_{i=1}^{n_s} \alpha_i y_i k(x_i x_d) + b
\]

In equation 5, \( n_s \) represents the number of support vectors. SVM is also often referred to as sparse kernel machines. This is because SVM only needs to compute several support vectors in kernel functions; not all of them need to be computed like other kernel methods [14]. Some of the commonly used kernel functions are as follows:

1. **Linear Kernel**
   \[K(x, x_i) = x_i^T x\]

2. **Polynomial Kernel**
   \[K(x, x_i) = [(x, x_i) + C]^d\]

3. **Radial Basis Function (RBF)**
   \[K(x, x_i) = \exp(-y|x - x_i|^2)\]

4. **Sigmoid Kernel**
   \[K(x, x_i) = \tanh (x_i^T x + r)\]

### 2.4 Convolutional Neural Network

In our CNN model, we use a simple CNN architecture described by Kim [7]. It consists of a convolutional layer, a max pooling layer, a dropout layer and a fully connected output layer as shown as in Figure 2. Each of these layers is explained in turn.
Input Layer. The inputs of the CNN classifier are preprocessed datasets that consist of a sequence of words. Using Word2vec word embedding, datasets are converted into vector representations in the following way. Assuming $w_i \in \mathbb{R}^n$ to be the $n$-dimensional word embeddings vector of the $i$th word in a dataset, a word matrix representation is obtained by looking up the word embeddings and concatenating the corresponding word embeddings vectors of the total $m$ words:

$$DCNN = w_1 \oplus w_2 \oplus ... \oplus w_k$$  \hspace{1cm} (8)

where $\oplus$ denotes the concatenation operation [7]. For training purposes, short datasets are padded to the longest dataset's length using a special token. Hence the total dimension of the vector representation DCNN is always $m \times n$. Afterward, the word matrix representation will feed to the convolutional layer.

Convolutional layer. The convolution operation helps the network learn important words no matter where they appear in a dataset [15]. In this layer, the filter $F_i \in \mathbb{R}^{m \times n}$ with different sizes of $m$ are applied to the word matrix representation DCNN. By varying the stride $s$ [16], we can shift the filters across $s$ word embeddings vectors at each step. By sliding the filters over $m$ word vectors in DCNN using stride $s$, the convolution operation produces a new feature map $c_i$ for all the possible words in a dataset:

$$c_i = f(F_i, DCNN_{i:i+m-1} + b_i)$$  \hspace{1cm} (9)

where $i:i + m - 1$ denotes the word vectors of the word $i$ to word $i + m - 1$ in DCNN. $b_i$ is the corresponding bias term that is initialized to zero and learned for each filter $F_i$ during training. In Equation (x2), $f$ is the activation function. In this CNN architecture, we used a rectified linear function (ReLU) as $f$. Whether the input $x$ is positive or negative, the ReLU unit ensures its output is always positive as defined by $f = \max(0, x)$.

Max pooling layer. All the feature maps $c_i$ from the convolutional layer are then applied to the max-pooling layer where the maximum value $c_i^{max}$ is extracted from the corresponding feature map. Afterward, the maximum values of all the feature maps $c_i$ are concatenated as the feature vector of a dataset [17].

Dropout layer. Dropout is a regularization technique that only keeps a neuron active with some probability $p$ during training [7]. After training, $p = 1$ is used to keep all the neurons active for predicting unseen tweets. With the L2 regularization, it constrains the learning process of the neural networks by reducing the number of active neurons.

Softmax Layer. The dropout layer outputs are fed into the fully connected softmax layer, transforming the output scores into normalized class probabilities [7]. Using a cross-entropy cost function, the ground truth labels from human assessors are used to train the CNN classifier for our dataset classification task.

3. RESULTS AND DISCUSSION

The number of datasets used in this study was 1.707 comments that divide into four categories based on the sentence length in the datasets, namely Data-1 contain 1-10 words in one comment with 902 dataset, Data-2 contain 5-15 word in one comment with total 1.219 dataset, Data-3 contain 10-20 word in one comment with total 811 dataset, Data-4 contain 1-10 words combined with 30-100 words in one comment with total 950 dataset, and Data-5 contain 1-100 words in one comment with 1.707 dataset. Dataset is divided into 80% of training data and 20% of test data, then it performed on each test process in the five categories of data. The result of the test process is a classifier performance that uses the K-fold cross validation approach with K=10.

The first test uses the Support Vector Machine algorithm with a linear kernel and the TF-IDF feature. Tests were carried out on all five dataset categories. Table 1 shows the results of
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The second test was conducted to determine the effect of similar feature weighting that is Word2vec in two different disciplines study, which is machine learning (SVM) and deep learning (CNN) and also to find out whether sentence length on the dataset would have an impact on the test results. At this stage, testing was carried out by experimenting with three different dimensions of Word2vec which is 100, 200, and 300. Hyperparameters that use in this test are the filter size of (3,4,5), dropout value of 0.5, batch size of 50, and epoch of 20. Based on the test results on the SVM and CNN method with Word2vec, as shown in Table 2 of the five dataset categories produced these conclusions:

1. In the testing process, it can be seen that although using a different value of Word2vec dimensions, the SVM method tends to produce the same performance value for each vector dimension. However, it affects only the process time if the vector dimensions are said to be bigger. As for the effect of sentence length, it can be seen that the SVM+Word2vec algorithm will produce better performance if the sentence length has a limit between 10-20 words, both with word vector dimensions of 100, 200, and 300.

2. When compared with the previous test method which is SVM+TF-IDF, the SVM+Word2vec in this research case cannot produce a better performance.

3. For the CNN+Word2vec method, the performance value is affected by the sentence length and also the size of the word vector dimensions itself. This can be seen in the test with Data-2 which is limited to 5-10 words per sentence, and Data-3 which is limited to 10-20 words.
per sentence. When tested with datasets that have too short sentence lengths such as Data-1, or datasets with random sentence lengths such as Data-4 and Data-5, the method will not produce better performance even though there are have more datasets.

4. If the CNN+Word2vec method is compared to the SVM+TF-IDF or SVM+Word2vec method, then the CNN+Word2vec algorithm is superior to the two for this research case, it is just that it requires a longer processing time than the other algorithms.

| W2v | 100 | 200 | 300 |
|-----|-----|-----|-----|
| %   |     |     |     |
| Data-1 | SVM | CNN | SVM | CNN | SVM | CNN | SVM | CNN |
| Accuracy | 0.76 | 0.92 | 0.84 | 0.93 | 0.84 | 0.92 | 0.83 | 0.92 | 0.78 | 0.92 |
| Precision | 0.70 | 0.92 | 0.86 | 0.94 | 0.84 | 0.92 | 0.85 | 0.92 | 0.70 | 0.94 |
| Recall | 0.67 | 0.97 | 0.64 | 0.97 | 0.64 | 0.97 | 0.73 | 0.97 | 0.62 | 0.95 |
| F1-score | 0.68 | 0.95 | 0.73 | 0.95 | 0.73 | 0.94 | 0.79 | 0.94 | 0.66 | 0.94 |
| Time (s) | 1.34 | 4.94 | 1.43 | 6.36 | 1.28 | 6.69 | 1.28 | 6.10 | 1.59 | 9.01 |

Thus, for the use of Word2vec features, the CNN algorithm's performance is far superior when compared to SVM. The best performance of the 10-fold cross validation test results on the CNN+Word2vec algorithm is obtained on the hyperparameter with a word representation vector size of 300 in the Data-3 category, with details of the accuracy value of 0.94%, precision of 0.95%, recall of 0.96%, and an f1-score of 0.95%, and processed within 11.20 seconds on the architecture used.
4. CONCLUSIONS

From the research conducted and discussion of previous chapters, it can be concluded that the sentence length in the dataset can impact on the performance results of the tests carried out on the SVM and CNN algorithms if using Word2vec feature weighting. Whereas for the case of weighting using TF-IDF combined with the SVM algorithm, the effect of sentence length is not significant. However, the SVM+TF-IDF algorithm has a faster processing time when compared to other method combinations.

The CNN algorithm combined with Word2vec feature extraction and hyperparameter with a filter size of (3,4,5), a dropout of 0.5, a batch size of 50, an epoch of 20, and a vector dimension size of a word representation of 300 resulted in the best performance in this study. These performance values include accuracy of 0.94%, precision of 0.95%, recall of 0.96%, and f1-score of 0.95%.

There is still some weakness in this study that can be improved. Some suggestions for further research are as follows:
1. This study is still limited to a small amount of data, which the future research should use large amounts of data.
2. Can be added category classifications based on words that often appear in the comment dataset.
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