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A Hamiltonian-based model of many harmonically interacting massive particles that are subject to linear friction and coupled to heat baths at different temperatures is used to study the dynamic approach to equilibrium and non-equilibrium stationary states. An equilibrium system is here defined as a system whose stationary distribution equals the Boltzmann distribution, the relation of this definition to the conditions of detailed balance and vanishing probability current is discussed both for underdamped as well as for overdamped systems. Based on the exactly calculated dynamic approach to the stationary distribution, the functional that governs this approach, which is called the free entropy \( S_{\text{free}}(t) \), is constructed. For the stationary distribution \( S_{\text{free}}(t) \) becomes maximal and its time derivative, the free entropy production \( \dot{S}_{\text{free}}(t) \), is minimal and vanishes. Thus, \( S_{\text{free}}(t) \) characterizes equilibrium as well as non-equilibrium stationary distributions by their extremal and stability properties. For an equilibrium system, i.e. if all heat baths have the same temperature, the free entropy equals the negative free energy divided by temperature and thus corresponds to the Massieu function which was previously introduced in an alternative formulation of statistical mechanics. Using a systematic perturbative scheme for calculating velocity and position correlations in the overdamped massless limit, explicit results for few particles are presented: For two particles localization in position and momentum space is demonstrated in the non-equilibrium stationary state, indicative of a tendency to phase separate. For three elastically interacting particles heat flows from a particle coupled to a cold reservoir to a particle coupled to a warm reservoir if the third reservoir is sufficiently hot. This does not constitute a violation of the second law of thermodynamics, but rather demonstrates that a particle in such a non-equilibrium system is not characterized by an effective temperature which equals the temperature of the heat bath it is coupled to. Active particle models can be described in the same general framework, which thereby allows to characterize their entropy production not only in the stationary state but also in the approach to the stationary non-equilibrium state. Finally, the connection to non-equilibrium thermodynamics formulations that include the reservoir entropy production is discussed.

I. INTRODUCTION

Systems that even in their stationary state are not in equilibrium have in the last decades received renewed attention since standard concepts of thermodynamics and statistical mechanics do not work and because of their experimental relevance [1–14]. Some of the motivation for studying such systems comes from experimental observations of molecular processes in living systems, which are fundamentally non-equilibrium (NEQ) [15, 16]. Apart from biological applications, experimental advances allow for the construction of NEQ systems either from biological components that are driven out of equilibrium by ATP consumption or by using macromolecular and colloidal assemblies that can be driven out of equilibrium by chemical fuels or by applying external forces [17, 18].

Two prominent features of NEQ systems are departures from the canonical Boltzmann distribution and violation of the fluctuation-dissipation theorem, which were recently demonstrated to go hand in hand for a harmonically coupled particle system [19], the fundamental hallmark of NEQ systems is the violation of the detailed balance condition [5, 8]. A particularly striking example for the breakdown of equilibrium statistical mechanics is the occurrence of phase transitions induced by NEQ driving. As a result of external forces acting on particle systems, lasing and phase separations have been observed [20–25]. Internal NEQ effects can generate particle propulsion that is sustained by chemical or biochemical means. NEQ effects can also be induced by stochastic forces due to the coupling of particles to different heat or chemical energy reservoirs. Such internal NEQ effects have also been shown to lead to clustering and phase separation [26–35]. Experimentally, symmetry-breaking transitions in suspensions of swimming bacteria and filament systems driven by motor proteins have indeed been demonstrated [36, 37]. Also in more coarse-grained models, defined by migration rules, collective ordering can be obtained and describes the response of pedestrians to spatial confinement or the flocking and swarming of animals [12, 38]. NEQ transformations also occur for polymers that are driven by externally applied torques [39, 40].

The equilibrium fluctuation-dissipation theorem (FDT) describes the dynamical response of an equilibrium system to a small perturbation. Since it is a key concept for systems close to equilibrium, and since any violation of the FDT clearly signals that a system is off equilibrium, the derivation of generalized fluctuation-dissipation relations that also hold for NEQ...
systems is central and has been discussed in the context of laser, 11 chaotic, 42 glassy, 43, driven colloidal 44, sheared 45, 47 and active systems 48. Generalized NEQ fluctuation-dissipation relations were derived 41, 49, 51 and compared with experimental data for glasses 55, colloids 56, 57, bundles of biological filaments 58, 59, living cells 60 and biological gels that are driven by motor proteins in the presence of ATP 19, 61.

Significant theoretical progress has been made in the characterization of NEQ systems by generalized NEQ fluctuation-dissipation relations, as discussed above, and by fluctuation relations that give bounds and exact relations involving trajectory ensembles 62–64. The field of stochastic thermodynamics has linked the statistics of trajectories to entropy-production contributions 11, 65. A good fraction of contemporary work on NEQ systems is concerned with analyzing the solutions of governing dynamic equations either by simulation techniques or, for simple systems, by analytical methods. In essence, and as acknowledged by most workers in the field, NEQ theory is far from the predictive power and understanding furnished by e.g. the usage of thermodynamic potentials in the context of equilibrium scenarios. For an isolated system the entropy is maximized, but this provides little help for the type of NEQ problems one is typically interested in, because they are not isolated. For a system coupled to a single heat reservoir and in the absence of external driving forces, which gives rise to the equilibrium canonical ensemble, the free energy is minimized. The free energy, when evaluated exactly or approximately, allows to predict phase transitions, structures and all static properties of an equilibrium system. In the search for a similarly useful framework, the first theoretical studies on NEQ systems formulated general extremal principles that express the system’s tendency to extremize its dissipation, i.e., its entropy production 2, 8. These early extremal principles were limited to linear and homogeneous systems close to equilibrium and included interactions only indirectly in terms of phenomenological coefficients. Subsequently, the Master equation approach allowed to derive extremal principles for general NEQ stationary states in terms of a generalized entropy 2, 8, 11. More recently, Onsager’s variational principle 1 was revisited and used for the study of various NEQ problems in soft condensed matter 66.

In this paper we start from a quadratic Hamiltonian model with general interactions. By adding friction terms and stochastic fields to the Hamilton equations, we arrive at the general linear Hamiltonian-based many-dimensional Langevin equation that, for suitably chosen friction and stochastic parameters, describes a many-body system of massive particles coupled to multiple heat baths with different and well-defined temperatures, a model that corresponds to the non-equilibrium version of the multidimensional Ornstein-Uhlenbeck process and has in certain limits been studied in literature 41, 51, 67–71. The explicit presence of heat baths with different temperatures allows us to prepare the system in a unique NEQ stationary state and to calculate all contributions to the entropy production as the system approaches the stationary state. Instead of considering trajectories in phase space, we base our theory on the time-dependent distribution. The key point of our model is that we can exactly calculate the time derivative of the distribution entropy and from that construct, by comparison with the independently calculated relaxation of the distribution, the time-dependent functional that governs the approach to equilibrium as well as NEQ stationary distributions. In analogy to the relation between the energy and the free energy, this functional is called the free entropy, \( S_{\text{free}}(t) \), since it contains the distribution entropy of the system and also accounts for the interactions within the system and the coupling to the reservoirs. Using the free entropy \( S_{\text{free}}(t) \), the total entropy \( S_{\text{tot}}(t) \), which includes the entropy of the interacting particle system \( S(t) \) as well as the reservoir entropy \( S_{\text{res}}(t) \), can be decomposed as

\[
S_{\text{tot}}(t) = S(t) + S_{\text{res}}(t) = S_{\text{free}}(t) + tS_{\text{res}}^0
\]

(1)

up to unimportant constants, where \( S_{\text{res}}^0 \) denotes the entropy production due to heat transfer with all reservoirs in the unique stationary state. While \( S_{\text{res}}(t) \) is difficult to calculate for the stochastic models used for the description of heat reservoirs and in fact increases boundlessly, \( S_{\text{free}}(t) \) and \( S_{\text{res}}^0 \) can be explicitly calculated. Similar to the free energy of statistical mechanics, different observables can be derived from the free entropy by taking suitable derivatives, as is shown in Sect. IV A.

For an equilibrium system, i.e., when all heat baths have the same temperature and \( S_{\text{res}}^0 = 0 \), and in the stationary state, the free entropy is time-independent and equals the negative free energy divided by temperature, i.e.

\[
S_{\text{free}}^* = -\frac{F^*}{T} = S^* - U^*/T,
\]

(2)

where filled circles in our paper denote the equilibrium stationary state. In fact, the free entropy functional had been used by Massieu already in 1869 72, 73, a few years before Gibbs introduced his energy transforms. The advantage of the free entropy functional has been pointed out by Planck 74 and Schrödinger 75, while the name was introduced more recently in the mathematical literature 76, 77. The free entropy is central in the context of our model, since the presence of different heat bath temperatures does not allow to define a unique NEQ version of the free energy. In a number of previous papers functionals were derived that in a NEQ stationary state are extremal and thereby allow to study the relaxation and the stability of NEQ systems and the relation of these functionals to the Kullback-Leibler entropy 78 was pointed out 48, 61, 79, 83. Our model differs from those works since we introduce NEQ by the coupling to multiple heat baths with different temperatures. While the early approaches to NEQ thermodynamics were centered on the total entropy production \( S_{\text{tot}}(t) \), i.e., the
time derivative of the total entropy including the reservoirs [2, 3], in later developments the entropy production due to heat transfer from the reservoirs, which in a NEQ stationary state is constant and given by \( \dot{S}_{\text{res}} \), has been separated off and called the house-keeping entropy [9, 10, 84]. One advantage of our model is that since the particles have finite masses, the heat fluxes between the particles and the heat reservoirs can be calculated from energy balance considerations including the kinetic energy and thus the stationary reservoir entropy production \( \dot{S}_{\text{res}} \) can be derived straightforwardly. For this we introduce a systematic perturbation scheme using the particle masses as expansion parameters to calculate NEQ mixed position-velocity correlations.

We here show that for a system coupled to different temperature reservoirs, the free entropy functional \( \dot{S}_{\text{free}}(t) \) can be written down explicitly and is for the NEQ stationary distribution maximal and constant in time. The free entropy production \( \dot{S}_{\text{free}}(t) \) is positive except at the stationary NEQ state, for which it vanishes, i.e.

\[
\dot{S}_{\text{free}}(t) \geq 0. \tag{3}
\]

This shows that the NEQ stationary state is stable with respect to small perturbations and that in the NEQ stationary state the total entropy production is given solely by the reservoirs. The time derivative of the free entropy production, which would be the second time derivative of the free entropy, is not needed, unlike early NEQ approaches [2, 3]. Our framework thus treats NEQ and equilibrium systems on the same footing, as for an equilibrium system the NEQ free entropy smoothly crosses over to the standard free energy divided by \(-T\), see Eq. 2, and so the standard equilibrium and stability conditions of statistical mechanics are recovered.

Interestingly, the dynamic approach to the equilibrium and to the NEQ stationary distributions obey the same differential equation, as is shown in Sect. III C. In fact, while equilibrium and NEQ stationary distributions exhibit many fundamental differences, the relaxation times that characterize the approach to stationarity are independent of the heat bath temperatures and therefore do not allow to distinguish equilibrium from NEQ systems. While this might be a simplification due to our neglect of non-linear interactions, we argue that non-linear systems can typically be quadratically approximated around locally stable states and thus our results should also apply to sufficiently well-behaved non-linear systems.

We also demonstrate that the definition of equilibrium we are using in this paper, which is based on the Boltzmann distribution, is equivalent to the detailed-balance condition only if the friction matrix is symmetric and if the random fields couple separately to position and velocity degrees of freedom. For a simple system consisting of two coupled massive particles, we show that if the Boltzmann distribution is realized, the fluctuation-dissipation theorem is satisfied, even when the friction matrix is asymmetric (and thus the condition of detailed balance is not satisfied). This shows that equilibrium definitions based on Boltzmann statistics, on the fluctuation-dissipation theorem and on the detailed-balance condition are equivalent only for symmetric friction matrices and that the detailed-balance condition is the strictest of all three.

As a simple application of our model we present results for three interacting massive particles that are coupled to temperature reservoirs at different temperatures, for which we demonstrate that heat flows from a particle coupled to a cold reservoir to a particle coupled to a warm reservoir if the third reservoir is sufficiently hot. This of course does not constitute a violation of the second law of thermodynamics. Rather, this NEQ entrainment effect can be rationalized by the fact that the reservoirs are not coupled directly to each other but rather indirectly via the particles, and that the particles are not characterized solely by the heat bath temperatures. This point can be explained in more detail by considering just two particles that are coupled to different heat baths: We demonstrate that the concept of a NEQ effective temperature has only a rather limited value, since each covariance matrix entry of two coupled NEQ particles would have to be attributed a different effective temperature. For two particles we also demonstrate that NEQ effects give rise to localization effects both in position and in momentum space, which is reminiscent of attractive interactions. This reflects the tendency of NEQ systems to phase separate in both position and momentum space. Finally, we show how active particle models can be described using our general framework and discuss the connection between the free entropy production and the total entropy production that includes the reservoirs.

In the following sections we first treat general NEQ systems and derive the necessary conditions to reach a stationary state and a stationary equilibrium state, described by the Lyapunov and the Lyapunov-Boltzmann equations, respectively. In Sect. IV B we start treating the core model of this paper, where particles are coupled to heat reservoirs that are characterized by different temperatures, and present various explicit examples.

II. MANY-PARTICLE HAMILTONIAN MODEL

A. From Hamilton to Langevin equations

To proceed, we consider \( N \) massive particles in one dimension with positions \( x_\alpha \) and momenta \( p_\alpha \) that move according to the Hamilton equations

\[
\dot{x}_\alpha(t) = \frac{\partial H(\bar{x}, \bar{p})}{\partial p_\alpha}, \tag{4}
\]

\[
\dot{p}_\alpha(t) = -\frac{\partial H(\bar{x}, \bar{p})}{\partial x_\alpha}, \tag{5}
\]

where \( \alpha = 1 \ldots N \) is an index that runs over all particles. The case of \( M \) interacting particles in three dimensions
is described by \( N = 3M \) particle coordinates and is implicitly included in our model. Using the antisymmetric matrix

\[
U = \begin{pmatrix}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
\vdots 
\end{pmatrix}
\]

(6)

and the state vector

\[
\vec{\xi}(t) = (x_1(t), p_1(t), x_2(t), p_2(t) \ldots)^T
\]

(7)

the Hamilton equations can be written compactly as

\[
\dot{z}_i(t) = U_{ij} \frac{\partial \mathcal{H}(\vec{\xi})}{\partial z_j},
\]

(8)

where \( i = 1 \ldots 2N \) is an index that runs over all position and momentum coordinates. Throughout this paper, greek indices denote particles (running from 1 to \( N \)), roman indices denote coordinates (running from 1 to 2\( N \)) and indices that appear more than once are summed over except primed indices. We consider quadratic Hamiltonians of the form

\[
\mathcal{H}(\vec{\xi}) = z_i H_{ij} z_j / 2
\]

(9)

that are described by a general symmetric matrix \( H \) which we assume to be positive definite, i.e., \( \mathcal{H}(\vec{\xi}) > 0 \) for general \( \vec{\xi} \). A possible linear term in the Hamiltonian can be absorbed into the definition of the state vector \( \vec{z} \) and need not be considered explicitly. For quadratic Hamiltonians the Hamilton equations are linear and given by

\[
\dot{z}_i(t) = U_{ij} H_{jk} z_k(t).
\]

(10)

More specific forms of the Hamiltonian matrix \( H \), in particular Newtonian Hamiltonians where momentum and position degrees of freedom are decoupled, will be discussed later, in the first part of this paper the discussion applies to general Hamiltonian models.

By adding linear friction terms and random fields to the Hamilton equations, which will be later shown to mimic the coupling to heat baths with in general different temperatures, we obtain the coupled linear Langevin equations

\[
\dot{z}_i(t) = U_{ij} H_{jk} z_k(t) - \Gamma_{ik} z_k(t) + \Phi_{ik} F_k(t)
\]

(11)

which by definition of the generally asymmetric coupling matrix

\[
A_{ik} = -U_{ij} H_{jk} + \Gamma_{ik}
\]

(12)

can be written more compactly as

\[
\dot{z}_i(t) = -A_{ik} z_k(t) + \Phi_{ik} F_k(t).
\]

(13)

Here, \( \Gamma \) is the friction coefficient matrix and \( \Phi \) is the random strength matrix that describes how random fields couple to different particle coordinates. For simplicity, we assume Gaussian white random fields with zero mean \( \langle F_i(t) \rangle = 0 \) and and variances \( \langle F_i(t) F_j(t') \rangle = 2 \delta_{ij} \delta(t-t') \). Non-Markovian models with colored noise can be obtained by integrating out degrees of freedom and need not explicitly be considered [55]. In standard friction models friction forces couple to the momentum degree of freedom and are proportional to particle velocities. In more elaborate models that include hydrodynamic interactions, the friction force acting on a given particle depends on the velocities of all particles. In the first part of this paper the matrices \( \Gamma \) and \( \Phi \) are kept general and \( \Gamma \) can also be asymmetric (which will be shown to have direct consequences for the detailed-balance condition in Sect. IV B). In the second part of the paper, starting in Sect. IV B, we model heat baths with different temperatures and for this will assume \( \Gamma \) and \( \Phi \) to be diagonal.

The general form of the linear Langevin Eq. (13) does not directly reveal whether it describes an equilibrium or a NEQ system [70], this point will be addressed further below.

### B. Stationary distribution

The algebraic solution of the Langevin Eq. (13) is

\[
z_i(t) = e^{-tA} z_j(0) + \int_0^t dt' e^{-(t-t')A} \Phi_{jk} F_k(t'),
\]

(14)

where \( z_j(0) \) denotes the initial particle positions and momenta at time zero. The average over the noise gives

\[
\langle z_i(t) \rangle = e^{-tA} z_j(0)
\]

(15)

which can be viewed as the solution of the noise-averaged version of the Langevin Eq. (13)

\[
\langle \dot{z}_i(t) \rangle = -A_{ik} \langle z_k(t) \rangle.
\]

(16)

If all eigenvalues of the matrix \( A \) have positive real components, a unique stationary distribution exists and is characterized by a vanishing mean \( \langle z_i(t \to \infty) \rangle = 0 \).

The covariance matrix of the deviations from the mean \( \Delta z_i(t) = z_i(t) - \langle z_i(t) \rangle \) follows from squaring the solution Eq. (14) and averaging over the noise, leading to [80]

\[
E_{ij}(t) = \langle \Delta z_i(t) \Delta z_j(t) \rangle = 2 \int_0^t dt' e^{-(t-t')A} C_{jl} e^{-(t-t')A} C_{kl},
\]

(17)

where the random correlation matrix is defined by

\[
C_{kl} = \Phi_{km} \Phi_{lm} = C_{lk}
\]

(18)

and is symmetric by construction. Since

\[
A_{ik} E_{kj} + A_{ik} E_{ki} = A_{ik} E_{kj} + A_{jk} E_{ik} = 2 \int_0^t dt' \frac{d}{dp} e^{-(t-t')A} C_{jl} e^{-(t-t')A} C_{kl},
\]

(19)
the stationary covariance matrix, denoted by an open circle and defined by
\[ E_{ij}^o \equiv E_{ij}(t \to \infty), \]
(20)
is unique and given by the Lyapunov equation
\[ 2C_{ij} = A_{ik}E_{kj}^o + A_{jk}E_{ki}^o \]
(21)
if all eigenvalues of the matrix \( A \) have positive real parts, which we will assume to be true throughout this paper.

III. SYSTEMS THAT HAVE AN EQUILIBRIUM DISTRIBUTION

A. Distributions, entropy and free energy

In equilibrium, the normalized distribution in terms of the state vector \( \vec{z} \) is given by the Boltzmann distribution
\[ \rho(\vec{z}) = e^{-\beta E(\vec{z})}/\mathcal{Z}, \]
where \( \beta = 1/(k_B T) \) denotes the inverse thermal energy and \( \mathcal{Z} = \int d\vec{z} e^{-\beta H(\vec{z})} \) is the partition function. We will discuss the connection of this definition of equilibrium to the conditions of detailed balance, vanishing probability current as well as the fluctuation-dissipation theorem in Sect. III.D. Positive definiteness of the Hamiltonian matrix \( H \) guarantees that \( \mathcal{Z} \) is finite (if the Hamiltonian is invariant with respect to one or few degrees of freedom they can be separated off to make the reduced Hamiltonian positive definite). For a quadratic Hamiltonian, the average state vector vanishes and all covariances can be calculated from the Boltzmann distribution, which only involves inversion of the Hamiltonian matrix.

For the later discussion of the NEQ scenario, it is instructive to derive the equilibrium distribution also via the thermodynamic route. From the thermodynamic definitions of the free energy \( F = -k_B T \ln \mathcal{Z} \) and the entropy \( \mathcal{S} = -\partial F/\partial T \), the Shannon expression for the entropy directly follows as
\[ \mathcal{S}/k_B = -\int d\vec{z} \rho(\vec{z}) \ln \rho(\vec{z}), \]
(23)
the derivation is shown in Appendix A. Note that the Shannon expression Eq. (23) can also be used to describe the distribution entropy for time-dependent distributions, i.e. for non-stationary and even NEQ situations, since the expression makes no reference to the equilibrium ensemble or to the presence of a heat bath. This will allow us to describe the time-dependent approach to equilibrium as well as to stationary NEQ distributions.

For the linear Langevin Eq. (13), the time-dependent probability distribution is Gaussian and can be written as
\[ \rho(\vec{z}, t) = \mathcal{N}^{-1}(t) \exp \left(-[z_i - \langle z_i(t) \rangle]E_{ij}^{-1}(t)[z_j - \langle z_j(t) \rangle]/2\right), \]
where the time-dependent normalization constant is given by
\[ \mathcal{N}(t) = \sqrt{(2\pi)^{2N} \det E(t)} \]
(25)
and only exists if the covariance matrix \( E(t) \) is positive definite (note that by its definition \( E(t) \) is also symmetric). The proof is standard textbook material [86], see Appendix A. We present a derivation based on random-field path integrals, which has the advantage that it can in principle be generalized to non-Gaussian colored noise; there we furthermore demonstrate that the expression Eq. (24) is in fact the Green’s function of the general Langevin Eq. (13), i.e., the conditional probability distribution at time \( t \) for the case that the distribution is a delta function at time \( t = 0 \).

With the Gaussian form Eq. (24), the integral in Eq. (23) can be performed and yields the time-dependent distribution entropy as
\[ \mathcal{S}(t)/k_B = N + \ln \mathcal{N}(t) = N + (1/2) \ln [(2\pi)^{2N} \det E(t)]. \]
(26)
The internal energy is given by
\[ U(t) = \langle H(\vec{z}(t)) \rangle = H_{ij} \langle z_i(t)z_j(t) \rangle/2 \]
\[ = H_{ij} \langle z_i(t) \rangle \langle z_j(t) \rangle/2 + H_{ij} E_{ij}(t)/2. \]
(27)
With these results for the entropy and internal energy, the free energy
\[ F(t) = U(t) - T \mathcal{S}(t) \]
(28)
follows as
\[ F(t) = H_{ij} \langle z_i(t) \rangle \langle z_j(t) \rangle/2 + H_{ij} E_{ij}(t)/2 - k_B T N - (k_B T/2) \ln [(2\pi)^{2N} \det E(t)]. \]
(29)
The extremum of the free energy is determined by \( \langle \ddot{\vec{z}}(t) \rangle = 0 \) and by
\[ \frac{\partial F(t)}{\partial E_{ij}} = H_{ij}/2 - k_B T E^{-1}_{ij}(t)/2 = 0, \]
(30)
the solution of which is time-independent and defines the equilibrium distribution (denoted by a filled circle) as
\[ E_{ij}^o = k_B T H^{-1}_{ij}. \]
(31)
In deriving Eq. (30) we used the basic algebraic relation \( \partial \ln \det E/\partial E_{ij} = E^{-1}_{ij}. \) The partial derivative denotes the derivative with respect to one matrix component while keeping all other components fixed. The equilibrium free energy follows by reinserting \( \langle \ddot{\vec{z}}(t) \rangle = 0 \) and the solution \( E_{ij}^o \) into the free energy expression Eq. (29) and is given by
\[ F^* = -(k_B T/2) \ln [(2\pi k_B T)^{2N}/\det H]. \]
(32)
We next want to show that the extremum of the free energy is in fact a minimum (for this we neglect the trivial quadratic dependence of Eq. (29) on the mean state vector \( \langle \vec{z}(t) \rangle \)). We first realize that
\[ \frac{\partial^2 F(t)}{\partial E_{ik} \partial E_{ij}} = k_B T E^{-1}_{ik}(t) E^{-1}_{ij}(t)/2, \]
(33)
where we used the basic algebraic relation \( \partial E_{ki}^{-1}/\partial E_{ij} = -E_{ki}^{-1}E_{ji}^{-1} \). Around the equilibrium distribution \( E_{ij} = E_{ij}^* \) the free energy is to second order given by

\[
F(t) - F^* \simeq H_{ki}(E_{ij}(t) - H_{ij}^{-1}k_BT)H_{jl}(E_{lk}(t) - H_{lk}^{-1}k_BT)/(2k_BT),
\]

which can be rewritten as

\[
F(t) - F^* \simeq \frac{k_BT(\delta_{il} - \beta H_{ik}E_{kl}(t))(\delta_{jl} - \beta H_{jk}E_{kj})}{2}.
\]

The latter form is quadratic and of the general form \( F(t) - F^* \simeq k_BT B_{il}B_{lj}/2 \) with \( B_{il} \equiv \beta H_{ik}E_{kl}(t) \), but this by itself does not guarantee that \( F(t) - F^* \) is positive since \( B_{il} \) is not necessarily symmetric. In Appendix C. we show by diagonalization that the positivity of the expression Eq. (34) for \( F(t) - F^* \) follows from the fact that \( H \) is symmetric and positive definite.

The Gaussian distribution Eq. (24) in conjunction with Eq. (31) is equivalent to the Boltzmann distribution Eq. (22), which we have thus rederived by minimizing the time-dependent free-energy functional Eq. (29). But the free energy functional Eq. (29) is not only valid in equilibrium but also describes systems that approach the equilibrium distribution. This is an important insight, as this functional framework will allow us to characterize the approach not only to equilibrium but also to stationary NEQ distributions.

B. When does a Langevin equation describe an equilibrium system?

In this section we will explore under which conditions the Langevin Eq. (13) describes an equilibrium system, which will put stringent conditions on the random correlation matrix \( C \) and on the friction matrix \( \Gamma \). We in this paper define a system to be in equilibrium if the time-dependent free-energy functional Eq. (29) is not only valid in equilibrium but also to stationary NEQ distributions. Two obvious NEQ scenarios come to mind: i) A Newtonian Hamiltonian many-body system coupled to heat baths characterized by different temperatures (as will be discussed starting in Section IV B), and ii) a many-body system with off-diagonal friction terms that do not obey Eq. (37).

Let us give a simple example, namely the harmonic oscillator with Hamiltonian \( H = Kx^2/2 + p^2/(2m) \), which is described by the Hamiltonian matrix

\[
H = \begin{pmatrix} K & 0 \\ 0 & 1/m \end{pmatrix}.
\]

We choose a diagonal momentum friction model described by the friction matrix

\[
\Gamma = \begin{pmatrix} 0 & 0 \\ 0 & \gamma/m \end{pmatrix},
\]

where the friction force is proportional to the velocity of the particle and only enters the momentum degree of freedom. The matrix product appearing on the right side of the Lyapunov-Boltzmann Eq. (37) is given by

\[
\Gamma H^{-1} = \begin{pmatrix} 0 & 0 \\ 0 & \gamma \end{pmatrix},
\]

and thus the equilibrium random correlation matrix follows as

\[
C^* = \begin{pmatrix} 0 & 0 \\ 0 & k_BT\gamma \end{pmatrix}.
\]

This agrees with the well-known result that the equilibrium Langevin equation of a massive particle involves a random field that acts on the momentum degree of freedom only and is proportional to the friction coefficient \( \gamma \), where the proportionality constant \( k_BT \) defines the temperature of the reservoir. Conversely, any non-trivial deviation of the matrix \( C \) from Eq. (41), i.e. any deviation that cannot be captured by a modified temperature, indicates a NEQ system. For the simple example of a one-dimensional harmonic oscillator considered here, this could for example be the presence of an additional entry in the symmetric matrix \( C \), e.g. additional entries in the off-diagonals or in the upper-left diagonal.

C. Dynamic approach to the stationary distribution

From the time-dependent analogue of the Shannon entropy Eq. (23)

\[
S(t)/k_B = -\int d\vec{z}\rho(\vec{z},t)\ln\rho(\vec{z},t),
\]

we obtain by differentiation

\[
\dot{S}(t)/k_B = -\int d\vec{z}\rho(\vec{z},t)[\ln\rho(\vec{z},t) + 1].
\]
The time derivative of the density distribution $\dot{\rho}(\vec{z}, t)$ is determined by the Fokker-Planck equation

$$\dot{\rho}(\vec{z}, t) = [\nabla_k A_{km} z_m + \nabla_k \nabla_m C_{km}] \rho(\vec{z}, t)$$  \hspace{1cm} (44)

which follows via Kramers-Moyal expansion of the Langevin Eq. [13-16]. With the Gaussian time-dependent distribution Eq. (24) we obtain from Eq. (44) the expression

$$\dot{\rho}(\vec{z}, t) = \rho(\vec{z}, t) \times \left[ A_{kk} - A_{km} z_m E_{kj}^{-1} \Delta z_j + C_{ij}(E_{ik}^{-1} \Delta z_k E_{jl}^{-1} \Delta z_l - E_{ij}^{-1}) \right].$$  \hspace{1cm} (45)

Inserting this into the expression Eq. (43) and calculating all Gaussian expectation values, we obtain the final expression for the time derivative of the entropy as

$$\dot{S}(t)/k_B = C_{km} E_{km}^{-1} (t) - A_{kk},$$  \hspace{1cm} (46)

which holds for equilibrium as well as for NEQ systems. From the Lyapunov Eq. (21) we can derive the expression

$$C_{ij} E_{ij}^{-1} = A_{kk},$$  \hspace{1cm} (47)

inserting this into Eq. (46) we obtain the alternative expression

$$\dot{S}(t)/k_B = C_{km} E_{km}^{-1} (t) - E_{km}^{-1},$$  \hspace{1cm} (48)

which demonstrates that the entropy change vanishes in the stationary state $E_{km}(t) = E_{km}^0$, as is expected. We will later come back to Eq. (48) as it allows to write down one of the constitutive dynamic equations for NEQ systems.

We next calculate the time derivative of the covariance matrix. From the expression Eq. (45) we immediately read off that

$$\partial \ln \rho(\vec{z}, t)/\partial t = \frac{\partial}{\partial t} \left[ \frac{1}{2} \ln [(2\pi)^N \text{det } E(t)] \right]$$

$$A_{kk} - A_{km} z_m E_{kj}^{-1} \Delta z_j + C_{ij}(E_{ik}^{-1} \Delta z_k E_{jl}^{-1} \Delta z_l - E_{ij}^{-1}),$$

which can be rewritten as

$$\partial \ln \rho(\vec{z}, t)/\partial t = \Delta z_i \Delta z_j [C_{km} E_{kj}^{-1} E_{mi}^{-1} - A_{ki} E_{kj}^{-1} - A_{kk} C_{km} E_{mj}^{-1} E_{kj}^{-1} \Delta z_j].$$

On the other hand, using the definition of the Gaussian distribution Eq. (24) we find

$$\frac{\partial \ln \rho(\vec{z}, t)}{\partial t} = \frac{\partial}{\partial t} \left\{ \frac{1}{2} \ln [(2\pi)^N \text{det } E(t)] \right\}$$

$$- \frac{1}{2} [z_i - \langle z_i(t) \rangle] E_{ij}^{-1}(t) [z_j - \langle z_j(t) \rangle] \right\},$$

which can be rewritten as

$$\frac{\partial \ln \rho(\vec{z}, t)}{\partial t} = \langle z_i(t) \rangle E_{ij}^{-1}(t) \Delta z_j$$  \hspace{1cm} (51)

and finally yields

$$\frac{\partial \ln \rho(\vec{z}, t)}{\partial t} = \langle z_i(t) \rangle E_{ij}^{-1}(t) \Delta z_j$$

Comparison of Eqs. (50) and (53) term by term yields

$$\dot{E}_{ij}^{-1}(t) = -2C_{km} E_{kj}^{-1}(t) E_{mi}^{-1}(t) + E_{ij}^{-1}(t) A_{ki} + E_{ik}^{-1}(t) A_{kj},$$

where we have used Eq. (10). From the basic algebraic relation $I_{ij}(t) = -E_{ij}(t) E_{jk}^{-1}(t) E_{kl}^{-1}(t)$ we finally obtain from Eq. (48) the temporal change of the covariance matrix as

$$\dot{E}_{ij}(t) = 2C_{ik} - A_{ik} E_{kj}(t) - A_{jk} E_{ki}(t)$$  \hspace{1cm} (55)

which, using Eq. (21), can be rewritten as

$$\dot{E}_{ij}(t) = -A_{ik} E_{kj}(t) - A_{jk} E_{ki}(t).$$

Note that this expression holds for equilibrium as well as for NEQ systems. As would be expected, the temporal change of the covariance matrix vanishes in the stationary state, i.e. when $E_{km}(t) = E_{km}^0$.

D. Conditions of detailed balance and vanishing probability current

Our definition of equilibrium employs the Boltzmann distribution Eq. (22) and not the condition of detailed balance, which is often used as the defining property of equilibrium [87]. The reason for using the Boltzmann condition is that it is very easy to implement, while the condition of detailed balance is for underdamped many-particle systems rather involved. In fact, for overdamped systems the detailed balance condition becomes equivalent to the condition of vanishing probability current [5, 8], which in literature is also called the potential condition. We will in this section formulate the condition for the probability current to vanish and then compare with the detailed balance condition, for which the derivation is presented in Appendix D.

The Fokker-Planck Eq. (44) can be interpreted as a balance equation

$$\dot{\rho}(\vec{z}, t) = -\nabla_k J_k(\vec{z}, t)$$  \hspace{1cm} (57)

with the probability current $J(\vec{z}, t)$ being given as

$$J_k(\vec{z}, t) = -[A_{km} z_m + \nabla_m C_{km}] \rho(\vec{z}, t).$$

For the Gaussian distribution Eq. (24) we obtain (for simplicity we set $\langle z_i(t) \rangle = 0$ here) for the current

$$J_k(\vec{z}, t) = -[A_{km} - C_{kj} E_{mj}^{-1}] z_m \rho(\vec{z}, t).$$

The probability current vanishes, i.e. $J_k(\vec{z}, t) = 0$, for

$$A_{km} E_{mj} = C_{kj}.$$  \hspace{1cm} (60)
From the equilibrium condition $E_{kj}(t) = E_{kj}^∗ = k_BTH_{kj}^{-1}$, Eq. (31), and the explicit form of the matrix $A$ in Eq. (12), we obtain the vanishing probability current condition

$$\Gamma_{km}H_{m_j}^{-1} - U_{kj} = C_{kj}/(k_B T), \quad (61)$$

which in the general case is not satisfied in the equilibrium situation defined by the Lyapunov-Boltzmann Eq. (37), since $C$ is a symmetric matrix, while $U$ is antisymmetric and typically $\Gamma_{km}H_{m_j}^{-1}$ is an asymmetric matrix. We conclude that for an underdamped system, the probability generally does not vanish, this is trivially illustrated by the fact that a harmonic oscillator performs orbits in phase space. In fact, current mathematical work is devoted to separating phase space trajectories of underdamped systems into periodic and diffusive parts [22 23]. In Appendix [2] we show that in the overdamped (i.e. massless) limit the probability current in equilibrium vanishes if the friction matrix $\Gamma$ is symmetric. Since we did not impose that $\Gamma$ is symmetric so far, we see that our definition of equilibrium, which is based on the stationary distribution being equal to the Boltzmann distribution, is for overdamped systems only equivalent to the vanishing probability current condition for a symmetric friction matrix. We conclude that the vanishing probability current condition is even in the overdamped limit a more restrictive criterion than our Boltzmann distribution criterion.

Furthermore, in Appendix [3] we show for the special case of two coupled particles, that the equilibrium fluctuation-dissipation theorem holds if our Boltzmann definition for equilibrium is satisfied and in particular also works for an asymmetric friction matrix. This suggests that equilibrium definitions based on the Boltzmann distribution and based on the fluctuation-dissipation theorem are equivalent and that the condition of vanishing probability current is more restrictive and requires the symmetry of the friction matrix.

Finally, in Appendix [4] we derive the condition of detailed balance for our underdamped Hamiltonian model and demonstrate that it is equivalent to the Boltzmann-distribution based criterion for equilibrium only if the friction matrix is symmetric. Clearly, an asymmetric friction matrix breaks the physical principle of equal actio and reactio, so for physical models where friction is produced e.g. by hydrodynamic interactions, the friction matrix should be symmetric and our definition of equilibrium (based on the Boltzmann distribution) is fully equivalent to the condition of detailed balance. More abstract models with asymmetric friction matrices are conceivable, for such models the distribution is predicted to be of the Boltzmann type if the Lyapunov-Boltzmann Eq. (37) is satisfied, yet the condition of detailed balance is violated.

E. Time-dependent free energy: extremal and stability properties

The time derivative of the free energy expression Eq. (28) reads

$$\dot{\mathcal{F}}(t) = H_{ij}\langle \dot{z}_i(t) \rangle \langle z_j(t) \rangle + H_{ij}\dot{E}_{ij}(t)/2 - k_BT \dot{\mathcal{S}}(t) \quad (62)$$

and using Eqs. (16), (46), (55) is explicitly given by

$$\dot{\mathcal{F}}(t) = -\langle \dot{z}_j(t) \rangle H_{ji}A_{ik}\langle z_k(t) \rangle + H_{ij}C_{ij} - H_{ij}A_{ik}E_{kj}(t) - k_BT C_{km}E_{m_j}^{-1}(t) + k_BT A_{kk} \quad (63)$$

After some manipulation this expression can be rewritten as

$$\dot{\mathcal{F}}(t) = -\langle \dot{z}_j(t) \rangle H_{ji} \Gamma_{ik} \langle z_k(t) \rangle \quad (64)$$

$$-C_{km}[H_{ml} - k_BT E_{m_l}^{-1}(t)] E_{lj}(t)/k_BT [H_{jk} - k_BT E_{j_k}^{-1}(t)].$$

The quadratic form of Eq. (64) directly demonstrates that for the equilibrium distribution, defined by $E_{kj}(t) = E_{kj}^* = k_BTH_{kj}^{-1}$ and $\langle z_k(t) \rangle = 0$, the free energy is stationary and does not change in time, i.e. $\dot{\mathcal{F}}(t) = 0$. This is somewhat trivial since this just reflects that the equilibrium distribution is a special case of a stationary distribution. More importantly, from the fact that $H$, $C$ and $E$ are symmetric matrices that are positive-definite or semi-positive-definite, we derive in Appendix [3] that the free energy does not increase in time, i.e.

$$\dot{\mathcal{F}}(t) \leq 0 \quad (65)$$

in all generality, this means that the equilibrium distribution is stable with respect to perturbations. For this we have used that the first term of Eq. (64) is not negative since the product of two positive semi-definite matrices is also positive semi-definite. Equation (65) corresponds to the second law of thermodynamics, here derived for many-body systems described by quadratic Hamiltonians and Langevin equations with friction terms and random fields. These results are graphically illustrated in Fig. 1: Figure 1a) shows that the free energy $\mathcal{F}(t)$ is minimal in equilibrium defined by $E_{kj}(t) = E_{kj}^*$ and $\langle z_k(t) \rangle = 0$, as demonstrated by Eq. (65). Figure 1b) shows that the time derivative of the free energy $\dot{\mathcal{F}}(t)$ is negative except in equilibrium where it vanishes, as follows from Eq. (65). This indicates that a non-stationary distribution flows monotonically towards the equilibrium stationary distribution, as indicated by the red arrows in the top graph.

We finally derive a set of constitutive dynamic equations, which we will in the next section generalize for NEQ systems. For an equilibrium system the Lyapunov-Boltzmann condition Eq. (37) is satisfied and the stationary covariance matrix $E_{kj}^0$ is given by the equilibrium state, i.e. $E_{kj}^0 = E_{kj}^* = k_BTH_{kj}^{-1}$. Comparison of
the expression for the entropy production Eq. (48) and
the derivative of the free energy Eq. (30) yields
\[ \dot{S}(t) = -\frac{2}{k_B T} C_{ij} \frac{\partial F(t)}{\partial E_{ij}}, \] (66)
which is a simple relation between the entropy production \( \dot{S} \) and the free energy derivative, the first constitutive dynamic relation. The other dynamic relations are obtained from the time derivative of the covariance matrix Eq. (66),
\[ \dot{E}_{ij}(t) = -\frac{2}{k_B T} \left[ A_{ik} E_{kl} \frac{\partial F(t)}{\partial E_{lm}} E_{jm} + A_{jk} E_{kl} \frac{\partial F(t)}{\partial E_{lm}} E_{mi} \right], \] (67)
and by comparing Eq. (16) with the derivative of the free energy Eq. (29) with respect to \( \langle z_i(t) \rangle \),
\[ \langle \dot{z}_i(t) \rangle = -\frac{1}{k_B T} A_{ik} E_{kl} \frac{\partial F(t)}{\partial (z_i)} \] (68)
Equations (66), (67) and (68) are the constitutive dynamic equations for equilibrium systems that relate temporal changes of all relevant quantities to derivatives of the free energy with respect to the state variables, i.e. to generalized thermodynamic forces.

IV. TRULY NON-EQUILIBRIUM SYSTEMS

A. Extremal and stability properties of the free entropy

We remark that the word non-equilibrium (NEQ) typically refers to two very different situations: For a NEQ system, i.e. when the Lyapunov-Boltzmann condition Eq. (37) is not satisfied, the stationary distribution is a NEQ stationary distribution, which is characterized by a non-vanishing positive entropy production. For such a system an equilibrium distribution does not exist. An equilibrium system is one where the Lyapunov-Boltzmann condition Eq. (37) is satisfied, but even such a system is off equilibrium as long as it has not settled in its stationary equilibrium distribution.

Obviously, it is not possible to use the constitutive equilibrium dynamic equations (66), (67) and (68) in the NEQ case, because of the appearance of the equilibrium temperature \( T \). The temperature can be trivially eliminated by introducing a modified thermodynamic potential, which is called the free entropy and which is, for the equilibrium scenario using Eqs. (27), (28) and (31), given by
\[ \frac{S_{\text{free}}(t)}{k_B} = \frac{F(t)}{k_B} - \frac{E_{ij}(t)}{k_B} - \frac{E_{ij}^{-1}(\langle z_i(t) \rangle \langle z_j(t) \rangle)}{2} \] (69)
As mentioned before, the equilibrium free entropy had been originally introduced by Massieu in 1869 [72, 73] and the advantage of this functional was already recognized by Planck [74] and Schrödinger [75]. The free entropy concept is particularly useful in the current NEQ setting, since for the NEQ systems we will consider there is no unique temperature.

In fact, the free entropy concept allows for straightforward generalization to the NEQ case. For this we replace \( E_{ij}^{-1} \) in Eq. (69) by \( E_{ij}^{-1} \), after which we obtain the NEQ version of the free entropy
\[ \frac{S_{\text{free}}(t)}{k_B} = \frac{S(t)}{k_B} - \frac{E_{ij}(t)}{2} - \frac{E_{ij}^{-1}(\langle z_i(t) \rangle \langle z_j(t) \rangle)}{2}. \] (70)
Note that the entropy production in the stationary NEQ state, which for suitably chosen friction and random strength matrices can be described as being due to heat fluxes in and out of heat reservoirs, is, as illustrated in Eq. (1), not included in the free entropy, but will be discussed in Section IV B. Clearly, for an equilibrium system, for which \( E_{ij}^{-1} = E^{-1} = H_{ij}(k_B T) \), the general expression Eq. (70) reduces to the equilibrium expression Eq. (69). Similar functionals, which in a NEQ stationary state are extremal, were derived previously [58, 11, 79, 83], in Appendix C we show that the free entropy expression Eq. (70) is equivalent to the Kullback-Leibler entropy [6, 78]. Our model differs from previous approaches in that the definition of separate friction and random strength matrices will allow us to describe the coupling to multiple heat baths with different well-defined temperatures.

Using the free entropy, the constitutive dynamic equations (66), (67) and (68) can be rewritten as
\[ \dot{S}(t) = 2C_{ij} \frac{\partial S_{\text{free}}(t)/k_B}{\partial E_{ij}}, \] (71)
\[ \dot{E}_{ij}(t) = 2A_{ik} E_{kl} \frac{\partial S_{\text{free}}(t)/k_B}{\partial E_{lm}} E_{jm} + 2A_{jk} E_{kl} \frac{\partial S_{\text{free}}(t)/k_B}{\partial E_{lm}} E_{mi}, \] (72)
\[ \langle \dot{z}_i(t) \rangle = A_{ik} E_{kl} \frac{\partial S_{\text{free}}(t)/k_B}{\partial (z_i)}, \] (73)
where the temperature has obviously (and trivially) disappeared. When Eq. (70) is used in conjunction with the constitutive dynamic equations (71), (72) and (73), the exact dynamic evolution equations (derived for general NEQ systems) Eqs. (48), (56) and (16) are reproduced, this independently confirms the validity of the expression Eq. (70).

We next show that the free entropy has very similar properties for NEQ systems as the free energy has for equilibrium systems, namely \( S_{\text{free}}(t) \) is extremal and in fact maximal in the stationary NEQ state and the stationary state is stable in the sense that \( \dot{S}_{\text{free}}(t) \geq 0 \). For this we basically repeat the steps leading to the minimal condition of the free energy Eq. (35). The extremum of
The quadratic form of this expression shows that in the intermediate steps at the stationary state, defined by $E_{ij}(t) = E^0_{ij}$. With the stationary covariance matrix $E^0_{ij}$, many observables can be calculated, for example the internal energy follows according to Eq. (27). The stationary free entropy is given by

$$S^0_{\text{free}}/k_B = (1/2) \ln[(2\pi)^2 N \det E^0].$$

The second derivative of the free entropy is given by

$$\frac{\partial^2 S^0_{\text{free}}(t)/k_B}{\partial E_{kl}(t)\partial E_{ij}} = -E^{-1}_{ik}(t)E_{ij}^{-1}(t)/2.$$  

Around the stationary state $E_{ij} = E^0_{ij}$ the free entropy thus is to second order given by

$$S_{\text{free}}(t)/k_B = S^0_{\text{free}}/k_B - E^{0-1}_{ik}(E_{ij}(t) - E^0_{ij}k_B T)(E_{kl}(t) - E^0_{kl}k_B T)/2,$$

which is positive since $E^{0-1}$ is symmetric and positive definite (the general proof for this is given in Appendix C).

The free entropy production follows from Eq. (70) by taking a time derivative as

$$\frac{\dot{S}_{\text{free}}(t)}{k_B} = \dot{S}(t)/k_B - \frac{E^0_{ij}^{-1}E_{ij}(t)}{2} - E^0_{ij}^{-1}\langle z_i(t)\rangle\langle z_j(t)\rangle.$$  

Using our previous results for $\dot{S}(t)$, Eq. (48), for $\dot{E}_{ij}(t)$, Eq. (50), and for $\langle z_i(t)\rangle$, Eq. (16), we arrive after a few intermediate steps at

$$\dot{S}_{\text{free}}(t)/k_B = \langle z_j(t)\rangle E^{0-1}_{ji}A_{ik}\langle z_k(t)\rangle + C_{km}[E^{0-1}_{ml}(t)E_{ij}(t)E^{0-1}_{jk}(t)] - E^{0-1}_{ij}k_B T/A_{ik}\langle z_k(t)\rangle.$$  

The quadratic form of this expression shows that in the stationary state, defined by $E_{kj}(t) = E^0_{kj}$ and $\langle z_k(t)\rangle = 0$, the free entropy production of the system vanishes. More importantly, from the fact that $E^0$, $C$ and $E$ are symmetric matrices that are semi-positive-definite or positive-definite, it follows that the free entropy does not decrease in time, i.e.

$$\dot{S}_{\text{free}}(t) \geq 0$$

in all generality, this means that the stationary NEQ distribution is stable with respect to perturbations, the proof is given in Appendix C. In writing Eq. (80) we have...
used that the first term of Eq. (79) is not negative since the product of the two positive-definite matrices $A$ and $E^c$ is also positive-definite, where positive definiteness of the asymmetric matrix $A$ is equivalent to demanding that all eigenvalues of the symmetric part of $A$ are positive, which is more restrictive than the condition that the eigenvalues of $A$ have all positive real components, as required for the existence of a stationary state in Sect. [113]

This result is here derived for interacting many body systems described by quadratic Hamiltonians and is graphically illustrated in Fig. 1. Figure 1c) shows that the free entropy $S_{\text{free}}(t)$ is maximal at the stationary distribution defined by $E_{kj}(t) = E_{kj}^c$ and $(z_{k}(t)) = 0$, which follows from Eq. (77). Figure 1d) shows that the time derivative of the free entropy $S_{\text{free}}(t)$ is positive except at the stationary distribution where it vanishes, as follows from Eq. (79). This indicates that the system flows monotonically towards the stationary state, as indicated by the red arrows in Fig. 1c).

The free entropy maximization principle applies to NEQ and equilibrium systems alike. On the one hand this allows to treat NEQ and equilibrium systems within a unified framework and thereby eliminates a disturbing schism in the description of these systems. On the other hand, the usage of the free entropy, which does not include the stationary reservoir entropy production (which is related to the so-called house-keeping entropy [9] [10] [84] and increases linearly in time in a stationary NEQ state, see Eq. (11) and as discussed in the next section), brings a significant methodological advantage over early approaches to NEQ systems, according to which stationary NEQ states are defined by an extremum of the total entropy production (including the reservoirs) and stability criteria invoke the time derivative of the entropy production, i.e. the second time derivative of the total entropy [87]. The connection between the free entropy production (excluding the reservoirs) and the total entropy production (including the reservoirs) is discussed in the Conclusions and also in Appendix H.

B. Stationary entropy production for particles coupled to temperature reservoirs

The calculations so far were completely general and no restrictions on the type of the Hamiltonian matrix $H$, the friction matrix $\Gamma$ and the random correlation matrix $C$ were imposed. To gain insight into the entropy production of the reservoirs, denoted by $S_{\text{res}}(t)$, we need to restrict the discussion to Newtonian systems, meaning that in the Hamiltonian the spatial and momentum coordinates decouple and the kinetic energy is diagonal. This will allow to ascribe well-defined temperatures to different heat baths, which will then be used to calculate the reservoir entropy production from the individual heat fluxes between the system and the heat baths. To conveniently use the symmetry of such Newtonian systems, we switch to particle indices, denoted by greek symbols, with which the Hamiltonian can be written as

$$\mathcal{H}(\dot{y}) = y_{\alpha}(H_{\alpha\gamma}y_{\gamma}/2).$$

Here we introduced the particle state vector

$$y_{\alpha}(t) = (x_{\alpha}(t), p_{\alpha}(t))^{T}$$

where $x_{\alpha}(t)$ and $p_{\alpha}(t)$ are the position and the momentum of particle $\alpha$. The $N \times N$ entries of the Hamiltonian matrix $H_{\alpha\gamma}$ each consist of $2 \times 2$ matrices. These sub matrices are expanded in terms of the matrices

$$u = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad s = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad r = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$ (83)

From the matrix products

$$us = ru = \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix}, \quad ur = su = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$$ (84)

it is easily seen that all $2 \times 2$ matrices can be expanded in terms of the four matrices $s, r, us$ and $ur$, which thus form a convenient complete set. We will make in the following repeated use of the properties

$$s^2 = s, \quad r^2 = r, \quad u^2 = -1, \quad rs = 0 = sr.$$ (85)

The Langevin Eq. (13) can be written as

$$\dot{y}_{\alpha}(t) = -A_{\alpha\gamma}y_{\gamma}(t) + \Phi_{\alpha\gamma}F_{\gamma}(t).$$ (86)

where $A_{\alpha\gamma}$ is given by

$$A_{\alpha\gamma} = -U_{\alpha\gamma}H_{\gamma\epsilon} + \Gamma_{\alpha\epsilon}$$ (87)

and $U_{\alpha\gamma}$ can be written as $U_{\alpha\gamma} = u_{\alpha\gamma}$. The Hamiltonian matrix is for Newtonian systems given by

$$H_{\alpha\epsilon} = sh_{\alpha\epsilon} + r\delta_{\alpha\epsilon}/m_{\alpha}.$$ (88)

where $h_{\alpha\epsilon}$ is a general $N \times N$ symmetric interaction matrix that only acts on positional degrees of freedom (and thus is multiplied by the matrix $s$) and the second term is the kinetic energy which is diagonal in the momentum degrees of freedom (and thus is multiplied by the matrix $r$) and $m_{\alpha}$ is the mass of particle $\alpha'$. Note that the primed index $\alpha'$ is not summed over. From the product properties of the $2 \times 2$ matrices the inverse Hamiltonian matrix follows as

$$H^{-1}_{\alpha\epsilon} = sh^{-1}_{\alpha\epsilon} + r\delta_{\alpha\epsilon}/m_{\alpha}.$$ (89)

To allow for a clear definition of reservoir temperatures, we will in the remainder treat momentum-diagonal friction, for which the friction matrix $\Gamma$ is reduced to the momenta entries as

$$\Gamma_{\alpha\epsilon} = r\gamma_{\alpha\epsilon}/m_{\alpha},$$ (90)

and where the matrix $\gamma_{\alpha\epsilon}$ is diagonal and given by $\gamma_{\alpha\epsilon} = \delta_{\alpha\epsilon}c_{\alpha\epsilon}$, where $c_{\alpha\epsilon}$ is the friction coefficient of particle $\alpha'$. 


The Lyapunov-Boltzmann condition Eq. (37) in terms of particle indices reads
\[ 2C_{\alpha\epsilon}'/(k_BT) = \Gamma_{\alpha\gamma}H_{\gamma\epsilon}^{-1} + \Gamma_{\epsilon\gamma}H_{\alpha\gamma}^{-1}, \] (91)
which, using Eqs. (89) and (90) and the matrix product properties Eq. (82), leads to
\[ C_{\alpha\epsilon}' = r\delta_{\alpha\epsilon}\gamma_{\epsilon}/k_BT, \quad \Phi_{\alpha\epsilon}' = r\Phi_{\epsilon\epsilon}' = r\delta_{\alpha\epsilon}'\sqrt{\gamma_{\epsilon}/k_BT}. \] (92)
These expressions show that the random correlation and random strength matrices are diagonal in the particle indices and proportional to \( r \) and thus only couple momentum degrees to each other. The NEQ generalization of Eq. (92) for reservoirs with different temperatures reads
\[ C_{\alpha\epsilon}' = r\gamma_{\epsilon}/\beta_{\alpha}, \quad \Phi_{\alpha\epsilon}' = r\delta_{\alpha\epsilon}'\sqrt{\gamma_{\epsilon}/\beta_{\alpha}}, \] (93)
where \( \beta_{\alpha}' = 1/(k_BT_{\alpha}') \) denote the different inverse thermal energies of reservoirs, each characterized by a temperature \( T_{\alpha}' \). The expressions Eq. (93) are central to our paper as they define the NEQ model we are using to derive all following results.

To calculate an explicit expression for the reservoir entropy production we multiply the Langevin equation (86) for the momentum component \( p_{\alpha}(t) \) by \( p_{\alpha}(t) \) and use Eqs. (87) and (88) to obtain
\[ p_{\alpha}(t)p_{\alpha}'(t) = \frac{d(p_{\alpha}'(t))^2/(2dt)}{ -p_{\alpha}(t)h_{\alpha\epsilon}'x_{\epsilon}(t) - p_{\alpha}'(t)\gamma_{\epsilon}p_{\alpha}(t)/m_{\alpha}' + p_{\alpha}'(t)\Phi_{\alpha\epsilon}'F_{\alpha}(t), \] (94)
where we again note that the primed index \( \alpha' \) is not summed over. From this expression the average heating rate of the system due to reservoir \( \alpha' \), i.e. the work performed by the random force per unit time, the last term in Eq. (94), minus the friction work dissipated by the particle \( \alpha' \) per unit time, the second-last term in Eq. (94), turns out to be
\[ \dot{Q}_{\alpha}(t) = \Phi_{\alpha\alpha'}(p_{\alpha}(t)F_{\alpha'}(t))/m_{\alpha}' - \gamma_{\alpha'}(p_{\alpha}(t)p_{\alpha}(t))/m^2_{\alpha'} = \frac{1}{2m_{\alpha'}} \frac{d(p_{\alpha}'(t))^2}{dt} + h_{\alpha\epsilon}(p_{\alpha}'(t)x_{\epsilon}(t))/m_{\alpha}'. \] (95)

Since the last line of Eq. (95) is nothing but the time derivative of the sum of the kinetic and potential energies of particle \( \alpha' \), we see that the reservoir heating rate \( \dot{Q}_{\alpha}(t) \) balances the particle energy at each instance of time (a clear consequence of the quadratic Hamiltonian approximation). For the entropy production of all reservoirs \( S_{\text{res}}(t) \) we thus obtain from Eq. (95) the expression
\[ \frac{S_{\text{res}}(t)}{k_B} = -\beta_{\alpha}\dot{Q}_{\alpha}(t) = -\frac{\beta_{\alpha}}{2m_{\alpha}} \frac{d(p_{\alpha}'(t))^2}{dt} - \frac{\beta_{\alpha}h_{\alpha\epsilon}(p_{\alpha}(t)x_{\epsilon})}{m_{\alpha}}. \] (96)
We now replace momenta by velocities \( v_{\alpha}(t) = p_{\alpha}(t)/m_{\alpha} \). From the fact that in the stationary state
\[ \frac{d}{dt}\langle v_{\alpha}x_{\epsilon}\rangle^0 = \langle v_{\alpha}x_{\epsilon}\rangle^0 + \langle v_{\epsilon}x_{\alpha}\rangle^0 = 0 \] (97)
and \( d(v_{\alpha}^2)/dt = 0 \) and using that \( h_{\alpha\epsilon} \) is symmetric, we obtain for the reservoir entropy production in the stationary state
\[ \frac{S_{\text{res}}}{k_B} = -\beta_{\alpha}h_{\alpha\epsilon}(x_{\alpha}v_{\alpha})^0 = \frac{1}{2}\beta_{\alpha}\langle x_{\alpha}v_{\alpha}\rangle^0(\beta_{\epsilon} - \beta_{\alpha}). \] (98)

This expression shows that one necessary condition for a non-zero stationary reservoir entropy production is that reservoirs have different temperatures. Other necessary conditions are a non-vanishing stationary position-velocity coupling \( \langle x_{\alpha}v_{\alpha}\rangle^0 \), which for Newtonian Hamiltonian systems is only obtained off equilibrium, and a non-vanishing interaction strength \( h_{\alpha\epsilon} \). To obtain explicit results for the stationary reservoir entropy production we need to calculate the position-velocity correlations \( \langle x_{\alpha}v_{\alpha}\rangle^0 \), which do not vanish even in the overdamped massless limit for a NEQ system. For this a systematic perturbative scheme is introduced in the next section.

C. Perturbative solution of the Lyapunov equation

The solution of the Lyapunov equation (21) for \( N \) particles described by a state vector with \( 2N \) components consists of determining all \( 2N(2N + 1)/2 \) entries of the symmetric covariance matrix \( E \). The calculation is cumbersome even for only \( N = 2 \) particles [9]. Here we introduce a systematic expansion of the Lyapunov equation with the particles mass as the perturbation parameter, which employs a projection of the matrix equations onto the complete set of \( 2 \times 2 \) matrices Eqs. (83) and (84) introduced in the previous section. This expansion is subtle, since the leading-order result for the covariance matrix in the limit \( m_{\alpha} \to 0 \) is not obtained by taking this limit upfront in the Langevin equation. In fact, the overdamped limit is commonly obtained by setting \( m_{\alpha} = 0 \) in the Langevin equation (86), which correctly describes the long-time particle dynamics but obviously misses the short-time ballistic particle dynamics and leads to divergent instantaneous particle velocities. Since we need position-velocity correlations in order to estimate the entropy production according to Eq. (98), it is advisable to keep velocities to leading order as \( m_{\alpha} \to 0 \). As turns out, position-velocity correlations that result from the perturbation calculation stay finite even in the \( m_{\alpha} \to 0 \) limit.

To proceed, we expand the covariance matrix as
\[ E_{\alpha\beta} = \langle x_{\alpha}x_{\beta}\rangle s + \langle p_{\alpha}p_{\beta}\rangle r + \langle x_{\alpha}p_{\beta}\rangle u + \langle p_{\alpha}x_{\beta}\rangle v \] (99)
and insert the expressions for \( A \), Eq. (87), \( H \), Eq. (88), \( \Gamma \), Eq. (90), \( C \), Eq. (93) and \( E \), Eq. (99), into the Lyapunov Eq. (21). The resulting expression splits into an equation proportional to \( s \) for \( \alpha \neq \beta \)
\[ 0 = \langle x_{\alpha}v_{\beta}\rangle^0 + \langle x_{\beta}v_{\alpha}\rangle^0, \] (100)
an equation proportional to \( s \) for \( \alpha = \beta \)
\[ 0 = \langle x_{\alpha}v_{\alpha}\rangle^0, \] (101)
an equation proportional to $r$ for $\alpha' \neq \beta'$

$$0 = (\gamma' m_{\beta'} + \gamma m_{\alpha'}) \langle v_{\alpha'} v_{\beta'} \rangle^0$$  \hspace{1cm} (102)

$+ m_{\beta'} h_{\alpha' \gamma} \langle x_{\gamma} v_{\beta'} \rangle^0 + m_{\alpha'} h_{\beta' \gamma} \langle x_{\gamma} v_{\alpha'} \rangle^0$,

an equation proportional to $r$ for $\alpha' = \beta'$

$$1/\beta' = m_{\alpha'} \langle v_{\alpha'} v_{\alpha'} \rangle^0 + m_{\alpha'} h_{\alpha' \gamma} \langle x_{\gamma} v_{\alpha'} \rangle^0 / \gamma'$$ \hspace{1cm} (103)

and an equation proportional to $ur$ for $\alpha' \neq \beta'$

$$m_{\beta'} \langle v_{\alpha'} v_{\beta'} \rangle^0 = \gamma' \langle x_{\alpha'} v_{\beta'} \rangle^0 + h_{\beta' \gamma} \langle x_{\gamma} x_{\alpha'} \rangle^0$$ \hspace{1cm} (104)

and an equation proportional to $ur$ for $\alpha' = \beta'$

$$m_{\alpha'} \langle v_{\alpha'} v_{\alpha'} \rangle^0 = h_{\alpha' \gamma} \langle x_{\gamma} x_{\alpha'} \rangle^0$$ \hspace{1cm} (105)

where we have converted all momenta $p_{\alpha'}$ to velocities $v_{\alpha'} = p_{\alpha'}/m_{\alpha'}$. Note that there are also two equations proportional to $us$ which however are equivalent to the equations proportional to $ur$. The limit $m_{\alpha'} \rightarrow 0$ must be taken with care. Equation \hspace{1cm} (105) shows that \hspace{1cm} $\langle v_{\alpha'} v_{\alpha'} \rangle^0 \sim m^{-1}$, which reflects the equipartition theorem in the equilibrium case, while Eq. \hspace{1cm} (102) suggests that \hspace{1cm} $\langle v_{\alpha} v_{\beta} \rangle^0 \sim \langle x_{\alpha} v_{\beta} \rangle^0$ for $\alpha \neq \beta$. Together with Eq. \hspace{1cm} (104), this suggests that \hspace{1cm} $\langle v_{\alpha} v_{\beta} \rangle^0 \sim \langle x_{\alpha} v_{\beta} \rangle^0 \sim m^0$ for $\alpha \neq \beta$ and thus that these terms do not necessarily vanish in the mass-less limit $m_{\alpha'} \rightarrow 0$. This in turn means that the terms in the boxes in Eqs. \hspace{1cm} (103) and \hspace{1cm} (104) can be treated perturbatively in an expansion in powers of $m_{\alpha}$ and can, to leading order in the particle masses, be neglected. Corrections to the leading-order results for the covariances can be systematically calculated by inserting the leading-order results for the terms in the boxes and by solving the resulting equations term-by-term in powers of the particle masses. Such a calculation of next-leading-order terms would also allow to assess the accuracy of the leading-order results, but is rather involved because for NEQ systems mixed position-velocity cross-correlations are present, as we will show explicitly for the simple case of two coupled particles in the next section. As a main result, we conclude that while the mean-squared velocities of particles diverge in the overdamped limit, the position-velocity correlations between different particles take non-zero and finite values for NEQ systems in the overdamped limit.

V. APPLICATIONS

A. Two particles coupled to different temperature reservoirs: effective temperature concept and position/momentum localization

We now present explicit results for two particles that are described by the Newtonian Hamiltonian as defined generally in Eq. \hspace{1cm} (88),

$$\mathcal{H} = h_{11} x_1^2/2 + h_{22} x_2^2/2 + h_{12} x_1 x_2 + m_1 v_1^2/2 + m_2 v_2^2/2$$ \hspace{1cm} (106)

and which are characterized by the two diagonal friction coefficients $\gamma_1$ and $\gamma_2$ as defined in Eq. \hspace{1cm} (90). The particles are coupled to two heat reservoirs characterized by inverse thermal energies $\beta_1$ and $\beta_2$ as defined in Eq. \hspace{1cm} (93). This is a model system that has been considered by different researchers \hspace{1cm} [69, 88–90]. We here reproduce the complete covariance matrix from our previous calculation\hspace{1cm} [19]. By straightforward solution of the set of linear equations \hspace{1cm} (100) - \hspace{1cm} (105) we obtain to leading order in the particle masses

$$\langle x_1 x_1 \rangle^0 = h_{22} d \left[ 1/\beta_1 + h_{11} h_{22} \gamma_1 \right]$$ \hspace{1cm} (107)

$$\langle x_2 x_2 \rangle^0 = h_{11} d \left[ 1/\beta_2 - h_{11} h_{22} \gamma_2 \right]$$ \hspace{1cm} (108)

$$\langle x_1 x_2 \rangle^0 = -h_{12} d \left[ 1/\beta_1 + 1/\beta_2 + h_{11} h_{22} - h_{22} \gamma_1 \right]$$ \hspace{1cm} (109)

$$\langle v_1 v_1 \rangle^0 = \frac{1}{m_1} \left[ 1/\beta_1 + h_{11} m_1 \gamma_1 \right]$$ \hspace{1cm} (110)

$$\langle v_2 v_2 \rangle^0 = \frac{1}{m_2} \left[ 1/\beta_2 - h_{11} m_2 \gamma_2 \right]$$ \hspace{1cm} (111)

$$\langle v_1 v_2 \rangle^0 = \Delta m_1 h_{11} - m_1 h_{22} \gamma_1 m_2 + \gamma_2 m_1$$ \hspace{1cm} (112)

$$\langle x_1 v_2 \rangle^0 = -\langle v_1 x_2 \rangle^0 = \Delta$$ \hspace{1cm} (113)

where $d = (h_{11} h_{22} - h_{12}^2)^{-1}$ is the inverse determinant of the interaction matrix and the parameter

$$\Delta = \frac{h_{12}}{\gamma_1 h_{22} + \gamma_2 h_{11}} \left( \frac{1}{\beta_2} - \frac{1}{\beta_1} \right)$$ \hspace{1cm} (114)

is a measure of the departure from equilibrium. For $\Delta = 0$, i.e. in equilibrium, the covariance matrix elements are given by the inverse of the Hamiltonian matrix according to Eq. \hspace{1cm} (31) and in particular the off-diagonal velocity coupling terms $\langle v_1 v_2 \rangle^0$ and the position-velocity correlations $\langle x_1 v_2 \rangle^0 = -\langle v_1 x_2 \rangle^0$ vanish. Off equilibrium, that means for $\Delta \neq 0$, these covariances are non zero and thus the symmetry of the covariance matrix changes abruptly. The expressions in the square brackets in Eqs. \hspace{1cm} (107) - \hspace{1cm} (111) could in principle be used to define inverse effective temperatures for the covariance elements that are non-zero in equilibrium: inspection of the terms in the square brackets shows that they are all different. For the covariances Eqs. \hspace{1cm} (112) and \hspace{113} that are proportional to $\Delta$, the effective inverse temperatures are also different and diverge as equilibrium is approached, i.e. as $\Delta \rightarrow 0$. While for one or two of the covariances an effective temperature can be defined \hspace{1cm} [91], consideration of the
entire covariance matrix shows that the ascription of an effective temperature to a particle is not possible. This suggests that an effective temperature picture, where one assigns effective temperatures to particles, does not describe the particle statistics correctly and in particular does not characterize well the transition from equilibrium, $\Delta = 0$, to NEQ, $\Delta \neq 0$. To rescue the effective temperature picture one would have to ascribe different temperatures to each covariance matrix element, which clearly is far from the usefulness of the temperature definition at equilibrium. When basing the effective temperature definition on the fluctuation-dissipation relation, as an additional effect a frequency dependence appears\cite{19, 42, 43, 92}, which is not reflected in the effective temperatures one would obtain based on the covariance matrix elements.

As an additional illustration of NEQ effects, we calculate the mean-squared difference between the particle positions, which from Eqs. (107) – (109) is to order $m^0$ in the particle mass given by

$$
\langle (x_1 - x_2)^2 \rangle^o = \frac{\beta_1 + \beta_2}{2h_{\beta_1} \beta_2} \left[ 1 - \left( \frac{\beta_1 - \beta_2}{\beta_1 + \beta_2} \right) \left( \frac{\gamma_1 - \gamma_2}{\gamma_1 + \gamma_2} \right) \right],
$$

(115)

where we have considered two particles whose center of mass is not confined, i.e. $h_{11} = h_{22} = -h_{12} = h > 0$ (note that this limit must be taken with care since the interaction matrix $h_{ij}$ is not invertible in this case). The first term is the equilibrium result which survives in the limit $\beta_1 = \beta_2$. Note that when the two friction coefficients and the two temperatures are different from each other, NEQ effects modify the equilibrium result. In fact, in the limits $\beta_1/\beta_2 \gg 1$ and $\gamma_1/\gamma_2 \gg 1$ (or $\beta_2/\beta_1 \gg 1$ and $\gamma_2/\gamma_1 \gg 1$) the distance between the particles tends to zero, thus indicating positional co-localization of particles, which in equilibrium one would only obtain from strong attractive interactions between particles. Interestingly $\gamma_a = \gamma/a^2$, where $a$ denotes the thickness of the Gaussian white noise that enters the Langevin equation, we see that co-localization is automatically obtained when the friction coefficients of particles $\gamma_a$ are modified while keeping the random strengths $b_a$ fixed. This indicates a tendency of particles to phase separate in position space in NEQ, which is indeed obtained in mixtures of particles that are coupled to different heat baths\cite{31, 34}.

A similar calculation for the mean-squared velocity difference based on Eqs. (110) – (112) gives

$$
\langle (v_1 - v_2)^2 \rangle^o = \frac{\beta_1 + \beta_2}{m \beta_1 \beta_2} \left[ 1 - \frac{m \hbar^2_1}{\hbar \gamma_1 \gamma_2} \left( \beta_1 - \beta_2 \right) \left( \frac{\gamma_1 - \gamma_2}{\gamma_1 + \gamma_2} \right) \right],
$$

(117)

to order $m^0$ and where we used the simplifications $m = m_1 = m_2$ and $h_{11} = h_{22} = h$. Also here we see that in the limit $\beta_1/\beta_2 \gg 1$ and $\gamma_1/\gamma_2 \gg 1$ (or $\beta_2/\beta_1 \gg 1$ and $\gamma_2/\gamma_1 \gg 1$) the momentum difference between the particles goes down. This is indicative of co-localization in momentum space, meaning that different particles tend to move with the same velocity. For a Newtonian Hamiltonian Eq. (88), which is diagonal in momentum space and for which momenta do not couple to positions, particle velocities are uncorrelated to each other in equilibrium. We thus conclude that the momentum localization demonstrated in Eq. (116) is a NEQ phenomenon that has no equilibrium analogue for Newtonian Hamiltonians.

B. Stationary entropy production for three coupled particles: Heat flux from cold to warm reservoir

We will now present an explicit solution for a system consisting of three coupled particles, as schematically visualized in Fig. 2a). Since here we are only interested in the stationary entropy production, Eq. (98), we only need to calculate the stationary velocity-position cross terms $\langle x_2 v_3 \rangle^o$. We consider the simplified Hamiltonian

$$
H = \frac{h}{2} (x_1 - x_2)^2 + \frac{h_3}{2} (x_2 - x_3)^2 + \frac{m_1}{2} v_1^2 + \frac{m_2}{2} v_2^2 + \frac{m_3}{2} v_3^2
$$

(117)

where only particles 1 and 2 and particles 2 and 3 are coupled via harmonic bonds. We also assume the friction coefficients to be all the same, i.e. $\gamma_1 = \gamma_2 = \gamma_3 \equiv \gamma$. The solution strategy consists in eliminating $\langle v_3 \rangle^o$ by inserting Eq. (105) into Eq. (103), which results in 3 equations, and solving the six equations defined by Eq. (104) by using Eqs. (100) and (101). These are nine equations for nine unknowns, it turns out that Eq. (102) is not needed. The results are to order $m^0$ in the particle mass given by

$$
\langle x_2 v_3 \rangle^o = \frac{1}{6 \gamma (h_1 + h_3)} \left[ h_1 + h_3 \frac{h_1 + 3 h_3}{\beta_1} - \frac{2 h_1 + 3 h_3}{\beta_3} \right],
$$

(118)

$$
\langle x_1 v_2 \rangle^o = \frac{1}{6 \gamma (h_1 + h_3)} \left[ 2 h_3 + 3 h_1 \frac{h_3 + h_1}{\beta_1} - \frac{h_3 + 3 h_1}{\beta_2} \right],
$$

(119)

$$
\langle x_1 v_3 \rangle^o = \frac{1}{\gamma} \left[ h_3 + h_2 \frac{h_3 + h_2}{\beta_1} + h_1 - h_3 \frac{h_1 - h_3}{\beta_2} \right],
$$

(120)

where we defined for convenience

$$
\Theta \equiv h_1 + 2 h_2 + h_3 + \frac{h_2^2 - h_3^2}{h_1} + \frac{h_2^2 - h_1^2}{h_3},
$$

(121)

Inserting these results into the expression for the entropy production Eq. (98) we obtain

$$
\dot{S}_{res}^o / k_B = \frac{1}{2} \frac{h_1 (x_2 v_3)^o}{(\beta_1 - \beta_2)} + \frac{1}{2} \frac{h_3 (x_2 v_3)^o}{(\beta_3 - \beta_2)} = \frac{1}{12 \gamma (h_1 + h_3)} \left[ h_1 h_3 \left( \sqrt{\frac{\beta_1}{\beta_3}} - \sqrt{\frac{\beta_3}{\beta_1}} \right)^2 \right.
$$

(122)

$$
+ h_1 (3 h_1 + h_3) \left( \sqrt{\frac{\beta_1}{\beta_2}} - \sqrt{\frac{\beta_2}{\beta_1}} \right)^2 
$$

$$
+ h_3 (3 h_3 + h_1) \left( \sqrt{\frac{\beta_3}{\beta_2}} - \sqrt{\frac{\beta_2}{\beta_3}} \right)^2 \right].
$$
Obviously, the entropy production is positive and finite in the zero mass limit if the reservoir temperatures are different and if the coupling strengths \( h_1 \) and \( h_3 \) are finite and positive.

The limiting case of \( h_3 = 0 \) is insightful: in this case, particle 3 becomes decoupled and we are basically left with only two coupled particles. The expression Eq. (119) simplifies to

\[
\frac{\dot{S}_{\text{res}}}{k_B} = \frac{h_1}{4\gamma} \left( \sqrt{\frac{\beta_1}{\beta_2}} - \sqrt{\frac{\beta_2}{\beta_1}} \right)^2
\]

which describes the stationary entropy production of two reservoirs of inverse temperatures \( \beta_1 \) and \( \beta_2 \) that act on two particles that are subject to friction with coefficients \( \gamma \) and which are coupled by a harmonic spring of strength \( h_1 \). Obviously, also this entropy production is never negative and finite if the reservoir temperatures are different and if the coupling strength \( h_1 \) is finite.

The case of three particles that are coupled to heat reservoirs at three different temperatures allows to demonstrate as an interesting NEQ effect the pumping of heat against a temperature gradient. Before we go into the analysis, we note that this does not constitute a violation of the second law of thermodynamics but rather is a NEQ entainment effect. To proceed, we calculate the stationary heat flux from the heat reservoir at temperature \( T_1 \) to particle 1, which according to Eqs. (95) and (119) is given by

\[
\dot{Q}_1^\circ = -h_1 \langle x_2 v_1 \rangle^\circ = \frac{h_1}{6\gamma(h_1+h_3)} \left[ \frac{2h_3+h_1}{\beta_1} - \frac{h_3}{\beta_2} - \frac{h_3+3h_1}{\beta_2} \right].
\]

The stationary heat flux from the heat reservoir at temperature \( T_3 \) to particle 3 is according to Eqs. (95) and (118) given by

\[
\dot{Q}_3^\circ = -h_3 \langle x_2 v_3 \rangle^\circ = -\frac{h_3}{6\gamma(h_1+h_3)} \left[ \frac{2h_1+h_3}{\beta_1} + \frac{h_1+3h_3}{\beta_2} - \frac{2h_1+3h_3}{\beta_2} \right].
\]

Due to energy conservation \( \dot{Q}_2^\circ = -\dot{Q}_1^\circ - \dot{Q}_3^\circ \) holds. Note that all stationary heat fluxes \( \dot{Q}_1^\circ, \dot{Q}_2^\circ, \dot{Q}_3^\circ \) obviously vanish in equilibrium, i.e. when the temperatures of all heat reservoirs are the same. The flux from heat reservoir 1 according to Eq. (124) is negative, \( \dot{Q}_1^\circ < 0 \), i.e. heat flows into reservoir 1, for

\[
\frac{T_3}{T_2} > -1 - 3h_1/h_3 + (2 + 3h_1/h_3) \frac{T_1}{T_2}.
\]

which for equal elastic coupling strengths \( h_1 = h_3 \) simplifies to

\[
\frac{T_3}{T_2} > -4 + 5 \frac{T_1}{T_2}.
\]

The flux from heat reservoir 3 according to Eq. (125) is positive, \( \dot{Q}_3^\circ > 0 \), i.e. heat flows out of reservoir 3, for

\[
\frac{T_3}{T_2} > \frac{h_1 + 3h_3}{2h_1 + 3h_3} + \frac{h_1}{2h_1 + 3h_3} \frac{T_1}{T_2}.
\]

which for equal elastic coupling strengths \( h_1 = h_3 \) simplifies to

\[
\frac{T_3}{T_2} > \frac{4}{5} + \frac{T_1}{5T_2}.
\]

As expected, the conditions Eqs. (126) and (128) are simultaneously satisfied, i.e. heat flows into reservoir 1 and out of reservoir 3, for

\[
T_1 < T_2 < T_3,
\]

i.e., per unit time the heat amount \( |\dot{Q}_1^\circ| \), flows from particle 3 (which is coupled to the hot heat reservoir) to particle 2 (which is coupled to the warm reservoir), and the heat amount \( |\dot{Q}_3^\circ| \) flows from particle 2 (coupled to the cold reservoir) to particle 1 (which is coupled to the cold reservoir).

More interestingly, the conditions Eqs. (126) and (128) can also be simultaneously satisfied for the scenario

\[
T_2 < T_1 < T_3,
\]

In this case there is a small range of temperatures where heat flows from particle 3 (coupled to the hot heat reservoir) to particle 2 (coupled to the cold reservoir), which is expected, but at the same time a heat amount \( |\dot{Q}_1^\circ| \) flows from particle 2 (coupled to the cold reservoir) to particle 1 (coupled to the warm reservoir). A similar scenario is provided for

\[
T_1 < T_3 < T_2,
\]

where for a small range of temperatures heat flows from particle 2 (coupled to the hot heat reservoir) to particle 1 (coupled to the cold reservoir), which is expected, but at the same time a heat amount \( |\dot{Q}_3^\circ| \) flows from particle 3 (coupled to the warm reservoir) to particle 2 (coupled to the hot reservoir). This means we find situations where heat flows against the temperature gradient of the heat reservoirs that are coupled to the particles. This situation is indicated in Fig. 2b) in a phase diagram for equal elastic coupling \( h_1 = h_3 \), in which case the simplified inequalities Eqs. (127) and (129) hold. In the phase diagram the inequalities Eqs. (127) and (129) are indicated by straight lines, and the region where Eq. (130) holds is indicated in green. The regions where the inequalities Eqs. (127) and (129) and in addition Eq. (131) or Eq. (132) hold are indicated in red. Our discussion uses the fact that any heat \( \dot{Q}_1^\circ \) that is transferred to or from reservoir 1 is transferred between particles 1 and 2 via elastic interactions, likewise, any heat \( \dot{Q}_3^\circ \) that is transferred to or from reservoir 3 is transferred between particles 2 and 3. In other words, we do not only know the stationary heat fluxes from the reservoirs but also the stationary energy fluxes between the particles, which is due to the simple linear topology of the elastic particle interactions as indicated in Fig. 2a).

As mentioned before, the finding of a heat flux against the reservoir temperature gradient does not violate the
second law of thermodynamics. Firstly, the heat flux from the particle coupled to the cold heat bath to the particle coupled to the warm heat bath is accompanied by an even larger heat flux from the particle coupled to the hot heat bath to the particle coupled to the warm heat bath, our result for the total entropy production Eq. [122] is strictly positive. Secondly, heat is not transferred directly between the heat reservoirs but only between particles that are coupled to heat reservoirs. In this connection it is crucial to remember (according to our previous discussion centered around the covariance elements Eqs. [107] - [113]) that particles are not characterized by the temperature of the heat reservoir they are coupled to. Therefore, since the particles do not have well-defined effective temperatures based on the heat fluxes, but such a definition would be based solely on one entry of the covariance matrix, namely the off-diagonal position-velocity correlation elements $\gamma \equiv \langle x_\alpha v_\beta \rangle$, and not work for other applications.

C. Mapping on active particles

Similar to recent calculations [70], we here show how active particle models can be described within the current framework of Markovian coupled particles. We want to describe a single active particle, for this we reduce the Hamiltonian Eq. (117) to two coupled massive particles and obtain

$$\mathcal{H} = \frac{h_1}{2} (x_1 - x_2)^2 + \frac{m_1}{2} v_1^2 + \frac{m_2}{2} v_2^2. \quad \text{(133)}$$

By assuming the friction coefficients to be the same, i.e. $\gamma_1 = \gamma_2 \equiv \gamma$, and choosing two different heat bath temperatures $\beta_1$ and $\beta_2$, we obtain from Eqs. [86], [87], [88], [90] the coupled set of linear Langevin equations

$$m_1 v_1(t) = -\gamma v_1(t) - h_1 [x_1(t) - x_2(t)] + \sqrt{\gamma / \beta_1} F_1(t),$$

$$m_2 v_2(t) = -\gamma v_2(t) - h_1 [x_2(t) - x_1(t)] + \sqrt{\gamma / \beta_2} F_2(t).$$

The Langevin equation for the second particle is straightforwardly solved in the mass-less limit $m_2 = 0$ and gives

$$x_2(t) = \int_{-\infty}^{t} dt' e^{- (t-t') \gamma h_1 / \beta_1} \left[ \frac{h_1}{\gamma} x_1(t') + (\beta_2 \gamma)^{-1/2} F_2(t') \right]. \quad \text{(134)}$$

Inserting this solution into the Langevin equation for the first particle, we obtain the generalized Langevin equation

$$m_1 v_1(t) = -\int_{-\infty}^{t} dt' \Gamma(t-t') v_1(t') + F_R(t). \quad \text{(135)}$$

The memory function that appears in Eq. (135) is given by

$$\Gamma(t) = \theta(t) \left[ 2 \gamma \delta(t) + h_1 e^{-th_1 / \gamma} \right]. \quad \text{(136)}$$

where $\theta(t)$ denotes the Theta function with the properties $\theta(t) = 1$ for $t > 0$ and $\theta(t) = 0$ for $t < 0$, which makes the memory function single-sided. The noise $F_R(t)$ in Eq. (135) is given by

$$F_R(t) = \sqrt{\gamma / \beta_1} F_1(t) + \frac{h_1}{\sqrt{\beta_2 \gamma}} \int_{-\infty}^{t} dt' e^{-(t-t') h_1 / \gamma} F_2(t'). \quad \text{(137)}$$

and consists of the noise acting directly on the first particle and a term due to noise acting on the second particle. The latter term consists of a convolution integral because this noise is transmitted via the elastic bond of strength $h_1$. Defining the auto-correlation function of the random force as $C_{FF}(t) = \langle F_R(0) F_R(t) \rangle$, we obtain

$$\beta_1 C_{FF}(t) = 2 \gamma \delta(t) + h_1 (\beta_1 / \beta_2) e^{-|t|h_1 / \gamma}. \quad \text{(138)}$$

Comparing Eq. (136) and Eq. (138), we see that $\beta_1 C_{FF}(t) = \Gamma(|t|)$, a consequence of the standard fluctuation-dissipation theorem [86], only holds for $\beta_1 = \beta_2$, i.e., if the two reservoir temperatures are the same. If $\beta_1 \neq \beta_2$, the memory kernel $\Gamma(t)$ and the random force correlation function $C_{FF}(t)$ differ, which points to FDT violation and thus to the presence of an active NEQ process. The equation of motion Eq. (135) is similar to previously studied active particle models that were shown to exhibit NEQ phase transitions [93, 94]. In fact, the active Ornstein-Uhlenbeck model is obtained by setting the exponential in the memory function Eq. (136) to zero while keeping the exponential term in the noise correlator Eq. (138). The entropy production of such active particle models has been intensely studied and debated [95, 98]. The entropy production of the present active particle model, defined by Eq. (135) in conjunction with Eqs. (136) and (138), is given exactly by the simple expression Eq. (123); alternatively, it can be obtained directly from simulations by evaluating the position-velocity correlation functions in the general expression Eq. (98). The advantage of the present active particle model, which follows from a Newtonian Hamiltonian, is that the extremal and stability conditions in terms of the free entropy functional derived in this work are valid and not only describe the stationary NEQ distribution itself but also the approach to the stationary NEQ distribution. We hasten to add that not all active particle models can be mapped on our model, in particular models with non-Gaussian velocity distributions are not captured by our linear equations. In future work interacting active particles similar to the model derived here will be studied analytically as well as in simulations, it will be interesting to see whether the NEQ position and momentum localization effects demonstrated in Sect. V A also show up in those more complex systems.

VI. CONCLUSIONS

In this paper we consider the approach of Hamiltonian many-body systems that are coupled to multiple heat
reservoirs with different temperatures to stationary NEQ distributions. Based on the exactly calculated approach of the covariance matrix $E(t)$ to its stationary NEQ form $E^\circ$, we construct the functional $S_{\text{free}}(t)$ that yields the stationary covariance matrix $E^\circ$ at its extremum with respect to variations of $E(t)$. This function is called the free entropy, and it consists of the system distribution entropy $S(t)$ and a term that accounts for interactions within the system, described by the Hamiltonian, and the frictional and noise coupling to the heat reservoirs.

Since in the stationary state the free entropy production by construction vanishes, as explained in Section IV A, the difference between the free entropy production and the total entropy production is the reservoir entropy production in the stationary state, $S_{\text{res}}^\circ$, which is constant in time. The total entropy production $\dot{S}_{\text{tot}}(t)$, which is the sum of the system entropy production $\dot{S}(t)$ and the reservoir entropy production $\dot{S}_{\text{res}}(t)$, follows from Eq. (14) by differentiation as

$$\dot{S}_{\text{tot}}(t) = \dot{S}(t) + \dot{S}_{\text{res}}(t) = \dot{S}_{\text{free}}(t) + \dot{S}_{\text{res}}^\circ.$$ (139)

Using the result in Eq. (78) we obtain the explicit expression

$$\dot{S}_{\text{tot}}(t) = \frac{\dot{S}(t)}{k_B} = \frac{E_{ij}^\circ - 1}{2} - E_{ij}^\circ (\dot{z}_i(t)) (\dot{z}_j(t)) + \dot{S}_{\text{res}}^\circ,$$ (140)

which consists of the system distribution entropy production $\dot{S}(t)$, the stationary reservoir entropy production $\dot{S}_{\text{res}}^\circ$, and two terms that account for interactions within the system as well as the frictional and noise coupling to the environment. NEQ effects make these coupling terms differ dramatically from their equilibrium counterparts, in which case $E_{ij}^\circ$ becomes replaced by the Hamiltonian matrix $H_{ij}/(k_B T)$. In Appendix $H$ we attempt to derive Eq. (139) explicitly by calculating the time-dependent reservoir entropy production $\dot{S}_{\text{res}}(t)$ from our explicit expressions for the time-dependent heat fluxes between the heat reservoirs and the system. We demonstrate that the heat fluxes are by themselves not sufficient to derive the reservoir entropy production $\dot{S}_{\text{res}}(t)$ if the reservoir temperatures are not the same, which implies that internal reservoir degrees of freedom contribute in a nonnegligible manner to the reservoir entropy production for a NEQ system. The connection between the free entropy production $\dot{S}_{\text{free}}(t)$ (excluding the reservoirs) and the total
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entropy production \( \dot{S}_{\text{col}}(t) \) (including the reservoirs) will be reconsidered in future work using microscopic models for the heat reservoirs.

It is important to note that the reservoir entropy production in the stationary state, denoted as \( \dot{S}_{\text{res}} \), and given explicitly in Eq. [88], does not depend on the time-dependent covariance matrix \( E(t) \) but only on the stationary covariance matrix \( E^\infty \), so it is a constant with respect to variations in \( E(t) \); thus, the total entropy production \( \dot{S}_{\text{col}}(t) \) exhibits the identical extremal and stability properties as the free entropy production \( \dot{S}_{\text{free}}(t) \). It trivially follows from Eq. [140] that the total entropy production \( \dot{S}_{\text{col}}(t) \) of a NEQ system increases indefinitely with time, as shown explicitly in Eq. [11], and thus is not bounded, whereas the free entropy \( \dot{S}_{\text{free}}(t) \) is a well-defined and finite expression even for NEQ systems. Expression Eq. [140] will be useful for various applications whenever the total entropy production of different NEQ states of a system need to be compared. The functional Eq. [140] should also allow to construct approximate methods for the description of NEQ non-linear systems as well as for NEQ phase transitions.

One advantage of the current formulation is that in the limit when all heat reservoir temperatures become equal and the NEQ system transforms into an equilibrium system, the NEQ free entropy smoothly crosses over to the equilibrium free energy divided by \( -T \), which displays the standard equilibrium extremal and stability properties of a canonical system. We thus have derived a unified framework to treat NEQ systems that are coupled to heat reservoirs at different temperatures on the same footing as equilibrium systems. We have in our work restricted ourselves to one specific class of NEQ models, namely where NEQ is produced by stochastic forces with vanishing mean. Forces with a non-vanishing mean are straightforward to include and will be treated in future work.

Our approach rests on the harmonic approximation for the interaction Hamiltonian and for the friction and stochastic terms. It is not clear how to extend the present derivation to non-linear systems, here variational and perturbative methods will most likely be helpful. Clearly, a harmonic model can always be obtained from a more complex, non-linear model by a saddle-point expansion in terms of suitably defined deviatory coordinates. Our model should thus also apply to non-linear systems as long as this saddle-point approximation is justified.
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Appendix A: Derivation of Shannon entropy

We start from the canonical partition function

\[
\mathcal{Z} = \int \! d\vec{z} e^{-\beta H(\vec{z})} \tag{A1}
\]

where \( \beta = 1/(k_BT) \) denotes the inverse thermal energy. Using the thermodynamic definition of the free energy \( \mathcal{F} = -k_BT \ln \mathcal{Z} \) we can write

\[
\mathcal{F} = -k_BT \ln \int \! d\vec{z} e^{-\beta H(\vec{z})}. \tag{A2}
\]

From this we obtain, using the thermodynamic definition \( \mathcal{S} = -\partial \mathcal{F} / \partial T \), for the entropy

\[
\mathcal{S} = k_B \ln \mathcal{Z} + \mathcal{Z}^{-1} T^{-1} \int \! d\vec{z} H(\vec{z}) e^{-\beta H(\vec{z})}. \tag{A3}
\]

From the definition of the normalized equilibrium distribution Eq. [22], we obtain

\[
\beta H(\vec{z}) = -\ln \rho(\vec{z}) - \ln \mathcal{Z}, \tag{A4}
\]

which is inserted into Eq. [A3] to give

\[
\mathcal{S} = -k_B \mathcal{Z}^{-1} \int \! d\vec{z} e^{-\beta H(\vec{z})} \ln \rho(\vec{z}). \tag{A5}
\]

Using again the definition of the normalized equilibrium distribution Eq. [22], we finally obtain the Shannon expression for the entropy as

\[
\mathcal{S}/k_B = - \int \! d\vec{z} \rho(\vec{z}) \ln \rho(\vec{z}). \tag{A6}
\]

Appendix B: The time dependent probability distribution is Gaussian

Here we show that the time-dependent distribution function is Gaussian and governed by the time-dependent inverse covariance matrix. The calculation holds for equilibrium as well as for NEQ systems. Given a solution \( \vec{z}(t) \) of the Langevin Eq. [13], we construct the time dependent probability distribution as

\[
\rho(\vec{z}', t) = \tilde{A}(\vec{z}' - \vec{z}(t)). \tag{B1}
\]

Using the Fourier representation of the delta function and the time-dependent solution Eq. [14] for given initial value, we obtain
\begin{equation}
\rho_F[\vec{z}', t, \vec{F}(\cdot)] = \int \frac{d\vec{z}'}{(2\pi)^{2N}} \exp \left\{ -\frac{1}{2} \int_0^t dt' \left[ R_{ij}(t) \frac{1}{\omega_{ij}} \left( \Phi_{jk}(t') \right) \right] \right\},
\end{equation}

which is a functional of the random force trajectory \( \vec{F}(t) \). The probability distribution is obtained by a path integral over all random force trajectories as

\begin{equation}
\rho(\vec{z}', t) = \int \mathcal{D}\vec{F}(\cdot) P[\vec{F}(\cdot)] \rho_F[\vec{z}', t, \vec{F}(\cdot)].
\end{equation}

Here \( P(\vec{F}(\cdot)) \) is the path integral weight, which for diagonal white noise is given by

\begin{equation}
P(\vec{F}(\cdot)) = \mathcal{N}_F^{-1} \exp \left\{ -\frac{1}{4} \int dt dt' \delta(t - t') F_k(t') \right\}
\end{equation}

and leads to \( \langle F_i(t) \rangle = 0 \) and \( \langle F_i(t) F_j(t') \rangle = 2\delta_{ij}\delta(t - t') \), where the normalization factor is given by \( \mathcal{N}_F \). The path integral over the random noise in Eq. \( \text{(B3)} \) can be performed and leads to the expression

\begin{equation}
\rho(\vec{z}', t) = \int \frac{d\vec{z}'}{(2\pi)^{2N}} \exp \left\{ -\omega_{ij} z_i' + \omega_i (z_i(t)) - \omega_i E_{ij}(t) \omega_j \right\},
\end{equation}

where the covariance matrix \( E_{ij}(t) \) is given by Eq. \( \text{(17)} \). Performing the integral over \( \vec{z}' \) leads to

\begin{equation}
\rho(\vec{z}', t|z, 0) = \mathcal{N}^{-1}(t) \exp \left\{ -\frac{1}{2} \left( z_i' - \langle z_i(t) \rangle \right) E_{ik}^{-1}(t) \left( z_j' - \langle z_j(t) \rangle \right) / 2 \right\},
\end{equation}

with \( \mathcal{N} \) given by Eq. \( \text{(25)} \), which is identical to the expression given in Eq. \( \text{(24)} \). Since the mean state vector \( \langle z_i(t) \rangle \) in Eq. \( \text{(B6)} \) depends according to Eq. \( \text{(15)} \) on the initial state vector \( z_i(0) \), the time-dependent probability distribution we derived here is in fact the conditional distribution and thus corresponds to the Green’s function, this can be made explicit by rewriting Eq. \( \text{(B6)} \) as

\begin{equation}
\rho(\vec{z}', t|z, 0) = \mathcal{N}^{-1}(t) \exp \left\{ -\frac{1}{2} \left( z_i' - e^{-tA} z_i \right) E_{ik}^{-1}(t) \left( z_j' - e^{-tA} z_j \right) / 2 \right\}.
\end{equation}

where in the last step we used that \( E \) is symmetric and \( PE \) is thus an orthogonal matrix. The matrix \( D_{i'j'}^{E} = \delta_{i'j'} d_{i'j}^E \) is diagonal with diagonal elements \( d_{i'j}^E \). We thus obtain

\begin{equation}
k_B T \vec{F} = -C_{km} M_{ml} P_{li} D_{j}^{E} P_{nj} M_{nk}.
\end{equation}

We next define \( N_{mi} = M_{ml} P_{li} \) and obtain, by using that \( M \) is symmetric,

\begin{equation}
k_B T \vec{F} = -C_{km} N_{ml} D_{i}^{E} N_{kj}.
\end{equation}

We next diagonalize the matrix \( C \) by the similarity transformation

\begin{equation}
C P^{C}P_{C}^{-1} = P^{C} D^{C} P_{C}^{-1} = P^{C} D^{C} P^{C,T},
\end{equation}

where \( D^{C}_{i'j'} = \delta_{i'j'} d_{i'j}^{C} \) and obtain

\begin{equation}
k_B T \vec{F} = -P_{kl}^{C} D_{ik}^{E} P_{ml}^{C} N_{mi} D^{E} N_{kj}.
\end{equation}

We now define \( R_{mi} = P_{ml}^{C} N_{mi} \), which is equivalent to \( R_{ij} = N_{kj} P_{ik}^{C} \), and thus obtain

\begin{equation}
k_B T \vec{F} = -D_{lo}^{C} R_{oi} D_{ij}^{E} R_{lj}.
\end{equation}
Now using that $D_C$ and $D_E$ are diagonal matrices we obtain
\[ k_B T \dot{\mathcal{F}} = -d_C^2 R_{ij} d_C^{E} R_{ij} = -d_C^2 d_C^{E} R_{ij}^2 \leq 0, \quad (C9) \]
where the inequality follows since the matrix elements of $R$ are real and all eigenvalues of the matrices $C$ and $E$ are not negative.

**Appendix D: Condition of detailed balance**

Detailed balance is satisfied if the probability for a transition from a state vector $\mathbf{z}$ at time $t$ to a state vector $\mathbf{z}'$ at time $t + \tau$ is the same as the probability for a transition from $\mathbf{z}'$ at time $t$ to $\mathbf{z}$ at time $t + \tau$, provided that all velocities are reversed. Detailed balance is satisfied for systems that are in equilibrium and is standardly used as the definition of equilibrium [87]. In this section we will demonstrate that the condition of detailed balance is equivalent to the condition based on the Boltzmann distribution, provided that the friction matrix is symmetric and that the stochastic field correlations satisfy certain symmetry relations. Our calculation is similar to classical derivations [5, 8, 99, 100].

Using the joint probability distribution, the detailed-balance condition can be written as [5, 99, 100]
\[ \rho(\mathbf{z}', t; \mathbf{z}, 0) = \rho(W \mathbf{z}, t; W \mathbf{z}', 0) \quad (D1) \]
where $W$ is the diagonal matrix that reverses all velocities and is given by
\[ W = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}. \quad (D2) \]

The detailed-balance condition can be brought into its standard form by using the conditional probability, resulting in
\[ \rho(\mathbf{z}', t|\mathbf{z}, 0) \rho^c(\mathbf{z}) = \rho(W \mathbf{z}, t|W \mathbf{z}', 0) \rho^c(\mathbf{z}'), \quad (D3) \]
where
\[ \rho^c(\mathbf{z}) = \rho(\mathbf{z}, t \to \infty) = N^{0-1} \exp \left\{ -z_i E_{ij}^{0-1} z_j / 2 \right\} \quad (D4) \]
is the stationary distribution and accordingly the time argument is omitted. The stationary normalization constant follows from Eq. [25] as $N^c = \sqrt{(2\pi)^{2N} \det E^c}$. The conditional probability distribution $\rho(\mathbf{z}', t|\mathbf{z}, 0)$, which is equivalent to the Green’s function of the stochastic problem defined by the Langevin or the Fokker-Planck equation, is explicitly given in Eq. [17] and is valid for equilibrium as well as for non-equilibrium systems. With the definition
\[ \mathbf{z}' = \mathbf{z} + \delta, \quad (D5) \]
the covariance matrix elements according to the two sides of the detailed-balance condition Eq. [D3] follow explicitly as
\[ \langle \delta_\alpha \delta_\beta \rangle^{ls} = E_{\alpha \beta} + \langle \delta_\alpha e^{-tA} \rangle \langle \delta_\beta e^{-tA} \rangle E_{\alpha \beta}^{0} \quad (D6) \]
and
\[ \langle \delta_\alpha \delta_\beta \rangle^{rs} = W_{\alpha \beta} E_{\alpha \beta}^{0} + \langle \delta_\alpha - W_{\alpha \beta} e^{-tA} W_{\beta \gamma} \rangle \langle \delta_\gamma - W_{\gamma \beta} e^{-tA} W_{\beta \gamma} \rangle E_{\alpha \beta}^{0}. \quad (D7) \]

Since a Gaussian distribution is completely specified by its covariance matrix, detailed balance is satisfied if $\langle \delta_\alpha \delta_\beta \rangle^{ls} = \langle \delta_\alpha \delta_\beta \rangle^{rs}$ holds. Similar to previous treatments [5, 99, 100], we expand the detailed-balance condition in time. From Eq. [17] we obtain
\[ E_{ij}(t) = 2tC_{ij} - t^2(A_{ik} C_{kj} + A_{jk} C_{ki}) + O(t^3). \quad (D8) \]

To second order in $t$ we thus obtain
\[ \langle \delta_\alpha \delta_\beta \rangle^{ls} = 2tC_{op} + t^2(A_{ok} E_{kl} A_{pd} - A_{ok} C_{kp} - A_{pk} C_{ko}) \quad (D9) \]
and
\[ \langle \delta_\alpha \delta_\beta \rangle^{rs} = 2tW_{\alpha \beta} C_{ij} W_{jp} + t^2W_{\alpha \beta} (A_{lm} W_{mn} E_{op} W_{ts} A_{rs} - A_{ik} C_{kr} - A_{rk} C_{ik}) W_{rp}. \quad (D10) \]

From enforcing the detailed-balance condition term by term in powers of $t$, we obtain the two conditions
\[ C_{op} = W_{\alpha \beta} C_{ij} W_{jp} \quad (D11) \]
and
\[ A_{ok} E_{kl} A_{pd} - A_{ok} C_{kp} - A_{pk} C_{ko} = W_{\alpha \beta} (A_{lm} W_{mn} E_{op} W_{ts} A_{rs} - A_{ik} C_{kr} - A_{rk} C_{ik}) W_{rp}. \quad (D12) \]

which are consistent with previous results [5, 99, 100]. To evaluate the conditions Eqs. [D11] and [D12], it is useful to express all matrices as products of particle matrices and $2 \times 2$ submatrices as introduced in Sect. IV.B. With this, the matrix $W$ in Eq. [D2] can be written as
\[ W_{\alpha \beta} = \delta_{\alpha \beta} (s - r), \quad (D13) \]
where $s$ and $r$ are $2 \times 2$ matrices defined in Eq. [83] and where greek indices number particles. To test the consequences of condition Eq. [D11], we expand the random correlation matrix in the complete set of $2 \times 2$ submatrices according to
\[ C_{\alpha \beta} = s C_{\alpha \beta}^{rs} + r C_{\alpha \beta}^{rs} r + n t C_{\alpha \beta}^{rs} + u t C_{\alpha \beta}^{rs} + u s C_{\alpha \beta}^{rs}. \quad (D14) \]

Inserting Eqs. [D13] and [D14] into Eq. [D11], we obtain by using the matrix product properties Eq. [85] that $C_{\alpha \beta}^{rs} = 0 = C_{\alpha \beta}^{ns}$, i.e. the random correlation matrix cannot contain components that couple momenta and positions. We will later see that this condition is indeed satisfied for a large class of Hamiltonian models.
To evaluate the consequences of the condition Eq. (D12), we need to specify the symmetry of the Hamiltonian model. As in Eq. (88), the Hamiltonian matrix shall describe a Newtonian system where positions and momenta are decoupled and furthermore momentum contributions are diagonal in the particles indices,

$$H_{\alpha' \epsilon} = s h_{\alpha' \epsilon} + r \delta_{\alpha' \epsilon} / m_{\alpha'}. \quad (D15)$$

The friction matrix is copied from Eq. (90) and only acts on momentum degrees of freedom,

$$\Gamma_{\alpha \epsilon} = r \gamma_{\alpha \epsilon} / m_{\epsilon}, \quad (D16)$$

in the following we explicitly allow the matrix $\gamma_{\alpha \epsilon}$ also to be asymmetric. Using the inverse Hamiltonian from Eq. (91) and Eq. (D16), the Lyapunov-Boltzmann condition Eq. (37) yields the equilibrium random correlation matrix

$$2C_{\alpha \epsilon} / (k_B T) = (\gamma_{\alpha \epsilon} + \gamma_{\epsilon \alpha}) r, \quad (D17)$$

which only acts on momentum degrees of freedom. We conclude that the first detailed-balance condition Eq. (D11) is automatically satisfied for a Newtonian system that is described by the Boltzmann distribution and thus satisfies the Lyapunov-Boltzmann condition Eq. (37).

We next probe condition Eq. (D12). According to the definition used in the main text, in equilibrium $E_{kl}^T = E_{kl} = k_B T H_{kl}^{-1}$ holds and thus the stationary covariance matrix $E_{kl}$ does not couple momentum and position coordinates, therefore condition Eq. (D12) simplifies to

$$A_{\alpha \epsilon} E_{kl}^T A_{k \epsilon}^T - A_{\alpha k} C_{k \epsilon} - C_{\alpha k} A_{k \epsilon} T = W_{\alpha}(A_{\alpha m} E_{\epsilon m} A_{\epsilon r}^T - A_{\alpha k} C_{k r} - C_{\alpha k} A_{k r} T) W_{\epsilon r}, \quad (D18)$$

where the superindex $T$ denotes the transpose of the matrix including the $2 \times 2$ submatrices. Equation (D18) holds if the left side is a matrix that does not couple momenta and positions. From the expression for $A$, Eq. (87), and $U_{\alpha \gamma} = u \delta_{\alpha \gamma}$ we obtain

$$A_{\alpha' \epsilon} = - u s h_{\alpha' \epsilon} - w r \delta_{\alpha' \epsilon} / m_{\alpha'} + r \gamma_{\alpha' \epsilon} / m_{\epsilon}. \quad (D19)$$

Replacing $E_{kl}^T$ by the explicit result for $H_{kl}^{-1}$ from Eq. (91), and using the results for $C$ and $A$ from Eqs. (D17) and (D19) we finally obtain for the left hand side of Eq. (D18)

$$r h_{\alpha' \beta'} + s \delta_{\alpha' \beta'} m_{\beta'}^{-1} \quad \text{(D20)}$$

$$+ r (\gamma_{\alpha \epsilon' \alpha' \epsilon} - \gamma_{\alpha' \epsilon \alpha' \epsilon}) + (\gamma_{\beta \epsilon' \beta' \epsilon} - \gamma_{\beta' \epsilon \beta' \epsilon}) m_{\epsilon}^{-1} / 2$$

$$+ r w (\gamma_{\alpha' \beta'} - \gamma_{\beta' \alpha' \epsilon}) m_{\beta'}^{-1} / 2 + w r (\gamma_{\alpha' \beta'} - \gamma_{\beta' \alpha' \epsilon}) m_{\alpha'}^{-1} / 2. \quad \text{(D20)}$$

For an asymmetric friction matrix $\gamma_{\alpha \beta}$, this expression contains terms that couple positions and momenta, these are the two terms proportional to $ru$ and $w r$, and therefore the second detailed-balance condition Eq. (D12) is not satisfied, even if the system obeys the Boltzmann distribution. If the friction matrix $\gamma_{\alpha \beta}$ is symmetric, the terms proportional to $ru$ and $w r$ disappear and the detailed-balance condition is satisfied. We conclude that for a symmetric friction matrix the condition of detailed balance and the definition of equilibrium we use in the main text, based on the Boltzmann distribution, are equivalent. Since none of the effects we study in this paper depend on the presence of asymmetries in the friction matrix, it is permissible and convenient to use the Boltzmann definition for equilibrium, which we primarily do since it is much easier to implement. The presence of an asymmetric friction matrix means that the principle of equal actio and reactio is broken on the level of the Langevin equation, this therefore constitutes a distinct NEQ scenario.

**Appendix E: Condition of vanishing probability current for overdamped particle dynamics**

In Sect. (11D) we show that the probability current is generally nonzero for underdamped particles. Here we consider overdamped particle motion and show that the probability current vanishes only for a symmetric friction matrix. To proceed, we rewrite the equation of motion expressed in terms of particle coordinates $y_{\alpha}(t) = (x_{\alpha}(t), p_{\alpha}(t))^T$, Eq. (86), as a second-order differential equation as

$$m_{\alpha'} \dot{x}_{\alpha'}(t) = - \gamma_{\alpha' \beta} x_{\beta}(t) - h_{\alpha' \beta} x_{\beta}(t) + \phi_{\alpha' \beta} F_{\beta}(t), \quad (E1)$$

where the Hamiltonian matrix $h_{\alpha \beta}$ only acts on positions and the friction matrix $\gamma_{\alpha' \beta}$ only acts on momenta. $\phi_{\alpha' \beta}$ is the $N \times N$ random coupling strength matrix. Setting all masses $m_{\alpha}$ to zero, we obtain

$$\dot{x}_{\beta}(t) = - \gamma_{\alpha \beta}^{-1} h_{\alpha \beta} x_{\gamma}(t) + \gamma_{\alpha \beta}^{-1} \Phi_{\beta \gamma} F_{\gamma}(t), \quad (E2)$$

which we can rewrite in a form similar to Eq. (13) as

$$\dot{x}_{\alpha}(t) = - A_{\alpha \beta}^{od} x_{\beta}(t) + \Phi_{\alpha \beta}^{od} F_{\beta}(t), \quad (E3)$$

where the overdamped versions of $A$ and $\Phi$ are $N \times N$ matrices given by $A_{\alpha \beta}^{od} = \gamma_{\alpha \beta}^{-1} h_{\beta \gamma}$ and $\Phi_{\alpha \beta}^{od} = \gamma_{\alpha \beta}^{-1} \Phi_{\beta \gamma}$. The overdamped version of Eq. (15) is $C_{kl}^{od} = \Phi_{km}^{od} \Phi_{lm}^{od}$. The overdamped version of the Lyapunov-Boltzmann equation Eq. (37) turns out to be

$$2C_{\alpha \beta}^{od} / (k_B T) = \gamma_{\alpha \beta}^{-1} + \gamma_{\beta \alpha}^{-1} \quad \text{(E4)}$$

and constitutes the relation between the random strength matrix and the friction matrix for overdamped systems. The overdamped version of the condition of vanishing probability current follows from Eq. (80) as

$$C_{\alpha \beta}^{od} / (k_B T) = \gamma_{\alpha \beta}^{-1} \quad \text{(E5)}$$

and, since $C_{\alpha \beta}^{od}$ is symmetric by construction, can only be satisfied if the friction matrix $\gamma_{\alpha \beta}$ is symmetric. Thus, if
\( \gamma_{\alpha\beta} \) is not symmetric, the probability current is non-zero even if the distribution is given by the Boltzmann distribution. We conclude that the condition of vanishing probability current and the equilibrium definition we use in this paper, namely that the stationary distribution is given by the Boltzmann distribution, see Eqs. (22) and (31), are not equivalent even in the overdamped limit. In fact, the condition of vanishing probability current is more restrictive since it precludes asymmetric friction matrices, which is not necessary to obtain Boltzmann distributions. Thus, there is a class of overdamped particle models that exhibit stationary Boltzmann distributions yet that exhibit non-zero probability currents in the stationary state.

Appendix F: Fluctuation-dissipation theorem

Here we demonstrate for a specific two-particle model with an asymmetric friction matrix, that the fluctuation-dissipation theorem can be satisfied even when the system, as demonstrated in Appendix D, does not obey detailed balance. To proceed, we consider a system of two massive particles that are coupled by a general friction matrix. Following the notation of Eq. (E1) we write

\[
m_1 \ddot{x}_1(t) = -\gamma_1 \dot{x}_1(t) - \gamma_{12} \dot{x}_2(t) + \phi_1 F_1(t) + \phi_{12} F_2(t),
\]

\[
m_2 \ddot{x}_2(t) = -\gamma_2 \dot{x}_2(t) - \gamma_{21} \dot{x}_1(t) + \phi_2 F_2(t) + \phi_{21} F_1(t).
\]

Note that for ease of calculation we omit any positional couplings between the particles. Similar to the active-particle model in Sect. V C where the two particle positions are coupled, the Langevin equation for the second particle can be solved and gives

\[
\dot{x}_2(t) = \int_{-\infty}^{t} dt' e^{-(t-t')\gamma_{2}/m_2} \left[ -\frac{\gamma_{21}}{m_2} \dot{x}_1(t') + \frac{\phi_2}{m_2} F_2(t') + \frac{\phi_{21}}{m_2} F_1(t') \right].
\]

Inserting this solution into the Langevin equation for the first particle, we obtain the generalized Langevin equation

\[
m_1 \ddot{x}_1(t) = -\int_{-\infty}^{t} dt' \Gamma(t-t') \dot{x}_1(t') + F_R(t).
\]

The memory function that appears in Eq. (F4) is given by

\[
\Gamma(t) = \theta(t) \left[ 2 \gamma_1 \delta(t) - \frac{\gamma_{12} \gamma_{21}}{m_2} e^{-t \gamma_2 / m_2} \right],
\]

where \( \theta(t) \) denotes the Theta function with the properties \( \theta(t) = 1 \) for \( t > 0 \) and \( \theta(t) = 0 \) for \( t < 0 \), which makes the memory function single-sided. The noise \( F_R(t) \) in Eq. (F4) is given by

\[
F_R(t) = \phi_1 F_1(t) + \phi_{12} F_2(t) - \int_{-\infty}^{t} dt' e^{-(t-t')\gamma_{2}/m_2} \left[ \frac{\gamma_{12} \phi_2}{m_2} F_2(t') + \frac{\gamma_{12} \phi_{21}}{m_2} F_1(t') \right].
\]

The auto-correlation function of the random noise \( C_{FF}(t) = \langle F_R(0) F_R(t) \rangle \) follows as

\[
C_{FF}(t) = 2(\phi_1^2 + \phi_{12}^2) \delta(t) - 2\gamma_{12}(\phi_2 \phi_{12} + \phi_1 \phi_{21}) - \frac{\gamma_{12}^2}{\gamma_2} (\phi_2^2 + \phi_{21}^2). \]

Defining the Langevin equation in analogy to Eq. (86) in terms of the particle momenta \( p_{\alpha}(t) = m_{\alpha} v_{\alpha}(t) \) as \( \dot{p}_{\alpha}(t) = -A_{\alpha\beta} p_{\beta}(t) + \phi_{\alpha\beta} F_{\beta}(t) \) where \( A_{\alpha\beta} = \gamma_{\alpha\beta} / m_{\beta} \) and \( H_{\alpha\beta} = \delta_{\alpha\beta} / m_{\beta} \), we obtain from Eq. (36) the Boltzmann-Lyapunov equation

\[
2C_{\alpha\beta} = 2 \phi_{km} \phi_{lm} = k_B T (\gamma_{\alpha\beta} + \gamma_{\beta\alpha}).
\]

or, explicitly,

\[
2\left( \frac{\phi_1^2}{\phi_1 \phi_{21}} + \frac{\phi_2^2}{\phi_2 \phi_{12}} \right) = k_B T \begin{pmatrix} \gamma_1 & \gamma_{12} & \gamma_{21} \\ \gamma_{12} & \gamma_2 & \gamma_{21} \end{pmatrix}.
\]

Provided Eq. (F9) holds, it is easy to see that Eqs. (F5) and Eq. (F7) satisfy the fluctuation-dissipation theorem

\[
C_{FF}(t) = k_B T \Gamma(|t|),
\]
even if the friction matrix $\gamma_{\alpha \beta}$ is asymmetric. In contrast and as shown in Appendix D, the more restrictive detailed-balance condition is only satisfied if the friction matrix $\gamma_{\alpha \beta}$ is symmetric. This suggests that the definition of equilibrium we use in this paper, namely that the stationary distribution corresponds to the Boltzmann distribution, coincides with the fluctuation-dissipation theorem even for asymmetric $\gamma_{\alpha \beta}$. On the other hand, the detailed-balance condition is more restrictive and can only be satisfied if the friction matrix is symmetric.

### Appendix G: Equivalenz of free entropy and Kullback-Leibler entropy

The multidimensional expression for the Kullback-Leibler entropy reads \[ S_{KL} = -\int d\vec{\varepsilon} \rho(\vec{\varepsilon}) \ln \left[ \frac{\rho(\vec{\varepsilon})}{\rho(\vec{\varepsilon})} \right], \quad (G1) \]
where the Gaussian probability distribution $\rho(\vec{\varepsilon})$ and the Gaussian stationary probability distribution $\rho^s(\vec{\varepsilon})$ are given by
\[
\rho(\vec{\varepsilon}) = N^{-1} \exp \left( -\vec{\varepsilon} E_{ij}^{-1} \vec{\varepsilon} / 2 \right), \quad (G2)
\]
\[
\rho^s(\vec{\varepsilon}) = N^s^{-1} \exp \left( -\vec{\varepsilon} E_{ij}^s^{-1} \vec{\varepsilon} / 2 \right) \quad (G3)
\]
with the normalization constants $N = \sqrt{(2\pi)^{2N} \det E}$ and $N^s = \sqrt{(2\pi)^{2N} \det E^s}$. Note that we dropped all time dependencies for simplicity. Using the inequality
\[
-\ln \left[ \frac{\rho^s(\vec{\varepsilon})}{\rho(\vec{\varepsilon})} \right] \geq 1 - \frac{\rho^s(\vec{\varepsilon})}{\rho(\vec{\varepsilon})} \quad (G4)
\]
and the fact that $\rho(\vec{\varepsilon})$ and $\rho^s(\vec{\varepsilon})$ are normalized, it immediately follows that
\[
S_{KL} \geq 0 \quad (G5)
\]
and that $S_{KL} = 0$ for $\rho(\vec{\varepsilon}) = \rho^s(\vec{\varepsilon})$. A short calculation shows that also $\delta S_{KL}/\delta \rho(\vec{\varepsilon}) = 0$ for $\rho(\vec{\varepsilon}) = \rho^s(\vec{\varepsilon})$, thus, the Kullback-Leibler is minimal for $\rho(\vec{\varepsilon}) = \rho^s(\vec{\varepsilon})$.

Performing the Gaussian integrals in Eq. (G1), one immediately obtains
\[
S_{KL} = E_{ij}^{-1} E_{ij} / 2 - N - \ln \left[ (2\pi)^{2N} \det E \right] / 2
+ \ln \left[ (2\pi)^{2N} \det E^s \right] / 2. \quad (G6)
\]
Comparison of the Kullback-Leibler entropy Eq. (G6) with the non-equilibrium free entropy expression Eq. (70) shows that the two expressions are identical except the sign and terms that do not depend on covariance matrix elements $E_{ij}$.

### Appendix II: Non-stationary entropy production of heat reservoirs

We start from the expression for the time-dependent entropy production of all reservoirs Eq. (96), which is based on the result for the heat fluxes between the reservoirs and the system in Eq. (95). We recall that the calculation of the reservoir heat fluxes is based on the general Newtonian Hamiltonian as defined by Eq. (88) with diagonal momentum friction as defined by Eq. (90) and the NEQ model defined by the diagonal noise correlation matrix Eq. (93).

Using the result for the time derivative of the covariance matrix Eq. (95) together with the explicit expression for the $A$ matrix Eq. (87) and the expansion of the covariance matrix $E$ Eq. (96), we obtain for the time derivative of the squared particle momenta
\[
\frac{d(p^2_{\alpha \alpha}(t))}{dt} = 2C_{\alpha \alpha'} \gamma_{\alpha \alpha'} \langle p^2_{\alpha \alpha'(t)} \rangle - 2h_{\alpha \epsilon} \langle p_{\alpha \epsilon} x_{\epsilon} \rangle. \quad (H1)
\]
Inserting this into the total reservoir entropy production Eq. (96) we obtain
\[
\frac{\dot{S}_{\text{res}}(t)}{k_B} = \frac{\beta_{\alpha} \gamma_{\alpha}}{m_{\alpha}} \left( \frac{p^2_{\alpha}(t)}{m_{\alpha}} - \frac{1}{\beta_{\alpha}} \right), \quad (H2)
\]
where the non-primed index $\alpha$ is summed over. Clearly, in an equilibrium stationary state, where the kinetic energy of each particle obeys $\langle p^2_{\alpha}(t)/m_{\alpha} \rangle = 1/\beta_{\alpha}$ and $\beta_{\alpha} = \beta$, the entropy production vanishes. In a stationary state we can replace $\langle p^2_{\alpha}(t) \rangle$ by the expression Eq. (103) and thereby recover Eq. (98), so our calculation thus far is consistent. We will now test whether the stationary NEQ distribution constitutes an extremum of the total entropy production, which according to Eq. (139) is given by
\[
\dot{S}_{\text{tot}}(t) = \dot{S}(t) + \dot{S}_{\text{res}}(t), \quad (H3)
\]
where $\dot{S}(t)$ denotes the Shannon entropy production of the system distribution Eq. (46) and $\dot{S}_{\text{res}}(t)$ is given by Eq. (H2). As an explicit calculation shows, the derivative of the reservoir entropy production Eq. (H2) with respect to the covariance matrix gives
\[
\frac{\partial \dot{S}_{\text{res}}(t)}{\partial E_{ij}} = \Gamma_{ik} C_{km}^{-1} \Gamma_{mj}, \quad (H4)
\]
which using Eqs. (90) and (93) is a diagonal matrix with momentum entries $\beta_{\alpha'} \gamma_{\alpha'}/m_{\alpha'}$. For the system entropy production we obtain from Eq. (46)
\[
\frac{\partial \dot{S}(t)}{\partial E_{ij}} = -E_{ik}^{-1} C_{km} E_{mj}^{-1}(t) \quad (H5)
\]
and thus for the total entropy
\[
\frac{\partial \dot{S}_{\text{tot}}(t)}{\partial E_{ij}} = \Gamma_{ik} C_{km}^{-1} \Gamma_{mj} - E_{ik}^{-1} C_{km} E_{mj}^{-1}(t). \quad (H6)
\]
Multiplying by $C_{li}$ we obtain
\[ C_{li} \frac{\partial \tilde{S}_{\text{tot}}(t)}{\partial E_{ij}} = \Gamma_{lk} \Gamma_{kj} - C_{li} E_{ik}^{-1}(t) C_{km}^{-1} E_{mj}^{-1}(t), \] (H7)

which vanishes when
\[ \Gamma_{lk} \Gamma_{kj} = C_{li} E_{ik}^{-1}(t) C_{km}^{-1} E_{mj}^{-1}(t) \] (H8)

holds. Taking the square root and multiplying by $E$ we obtain
\[ \Gamma_{lk} E_{ki}(t) = C_{li} \] (H9)

as the equation which determines the extremum of the total entropy production. It turns out that that Eq. (H9) is satisfied by the equilibrium stationary distribution $E^*_{ki}$, therefore for an equilibrium system the total entropy production as defined in Eq. (H3) is extremal in the equilibrium state.

It is easy to verify that for the stationary NEQ distribution $E^o_k$, with non zero matrix elements $(p_i p_j)^o$ and $(x_i x_j)^o$ for $i \neq j$, and $\Gamma$ and $C$ given by Eqs. (90) and (92), Eq. (H9) is not satisfied. This implies that the total entropy production Eq. (109), which is the sum of the non-stationary reservoir entropy production Eq. (96) or (H2) (calculated from the heat fluxes between reservoirs and the system) and the system distribution entropy production Eq. (116), does not yield the exactly calculated stationary distribution $E^o_k$ at its extremum and thus differs from the total entropy production constructed from the sum of the free entropy and the stationary reservoir entropy production according to Eq. (139). We conclude that non-stationary entropy contributions that presumably stem from internal reservoir degrees of freedom render the expressions Eqs. (96) and (H2) incomplete. These internal reservoir degrees could be included by using microscopic models for the heat reservoirs.
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