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Abstract—In this paper, we develop a method for solving the problem of minimizing the $H^2$ error norm between the transfer functions of original and reduced systems on the set of stable matrices and two Euclidean spaces. That is, we develop a method for identifying the optimal reduced system from all stable linear systems. However, it is difficult to develop an algorithm for solving this problem, because the set of stable matrices is highly non-convex. To overcome this issue, we show that the problem can be transformed into a tractable Riemannian optimization problem on the product manifold of the set of skew-symmetric matrices, the manifold of the symmetric positive-definite matrices, and two Euclidean spaces. The stability of the reduced systems constructed using the optimal solutions to our problem is preserved. To solve the reduced problem, the Riemannian gradient and Hessian are derived and a Riemannian trust-region method is developed. Numerical experiments demonstrate that our method considerably improves the results given by BT in the sense of the $H^2$ error norm. Moreover, we show that our method provides a better reduced model than BT from the viewpoint of the frequency response.

I. INTRODUCTION

Accurate modeling is essential to various system control methods. However, the complexity of the controller is usually the same as that of the system. That is, as the scale of the system to be controlled increases, the controller becomes more complex. This additional complexity can result in storage, accuracy, and computational speed problems [1]. Thus, we frequently need to approximate the original system as a small-scale model with high accuracy.

To produce a highly accurate reduced model, we use model reduction methods. The most famous approach is the balanced truncation (BT) method [1]–[3]. BT provides a stable reduced model with guaranteed $H^\infty$ bounds, as long as the original model is stable. Another famous technique is the moment matching method [4]–[7], which produces a reduced system matching some coefficients of the transfer function of a given linear system. In [8], [9], the $H^2$ optimal model reduction problem was studied for general stable linear systems by formulating the optimization problem on the Stiefel manifold. However, the methods developed in [8], [9] could be improved further, because they only search for the optimal reduced model from a subset of all stable linear systems.

In this study, we develop a novel $H^2$ optimal model reduction method for stable linear systems. The problem is formulated as a minimization problem of the $H^2$ error norm between the transfer functions of the original and reduced systems on the product set of stable matrices and two Euclidean spaces. That is, unlike [8], [9], we search for the optimal reduced model with respect to all stable linear systems. However, it is difficult to develop an algorithm for solving this problem, because the set of stable matrices is highly non-convex [10].

The contributions of this paper can be summarized as follows. We show that the original difficult problem can be transformed into a tractable Riemannian optimization problem on the product manifold of the vector space of skew symmetric matrices, the manifold of symmetric positive-definite matrices, and two Euclidean spaces. Thus, we propose a Riemannian trust-region method for solving the model reduction problem. To this end, we derive the Riemannian gradient and Hessian of the objective function. The initial point is given by the result of the BT method. Numerical experiments demonstrate that our proposed method improves the results of the BT method in the sense of the $H^2$ and $H^\infty$ norms. That is, although the aim of our optimization problem is to minimize the $H^2$ error norm between the transfer functions of the original and reduced systems, the $H^\infty$ error norm between those is also smaller than that of the BT method. Furthermore, we illustrate that our proposed method produces reduced systems that are globally near-optimal solutions to the problem of minimizing the $H^\infty$ error norm. Moreover, we show that our method provides a better reduced model than the BT method from the viewpoint of the frequency response.

The remainder of this paper is organized as follows. In Section II, we formulate the $H^2$ optimal model reduction problem on the set of stable matrices and two Euclidean spaces. In Section III, we transform the problem into a tractable Riemannian optimization problem. In Section IV, we propose an optimization algorithm for solving our problem and a technique for choosing the initial point. In Section V, we demonstrate that our method is more effective than the BT method when the dimension of the reduced system is small. Finally, our conclusions are presented in Section VI.

Notation: The sets of real and complex numbers are denoted by $\mathbb{R}$ and $\mathbb{C}$, respectively. The identity matrix of size $n$ is denoted by $I_n$. The symbol $\text{Skew}(n)$ denotes the vector space of skew-symmetric matrices in $\mathbb{R}^{n \times n}$. The manifold of symmetric positive-definite matrices in $\mathbb{R}^{n \times n}$ is denoted by $\text{Sym}_+(n)$. The tangent space at $x$ on a manifold $X$ is denoted by $T_x X$. A matrix $A \in \mathbb{R}^{n \times n}$, $\text{tr}(A)$ denotes the sum of the elements on the diagonal of $A$, and $A_{i,j}$ denotes the entry in row $i$ and column $j$. Moreover, $\text{sym}(A)$ and $\text{sk}(A)$ denote the symmetric and skew-symmetric parts of $A$, respectively; i.e., $\text{sym}(A) = \frac{A + A^T}{2}$ and $\text{sk}(A) = \frac{A - A^T}{2}$. Here, $A^T$ denotes the transpose of $A$. Given a vector $v \in \mathbb{C}^n$, $||v||$ denotes the Euclidean norm. The Hilbert space $L^2(\mathbb{R}^n)$ is defined by $L^2(\mathbb{R}^n) := \{ f : [0, \infty) \to \mathbb{R}^n \mid \int_0^{\infty} ||f(t)||^2 dt < \infty \}$. Given a measurable function $f : [0, \infty) \to \mathbb{R}^n$, $||f||_{L^2}$ and $||f||_{L^\infty}$...
denote the $L^2$ and $L^\infty$ norms of $f$, respectively, i.e.,
\[
\|f\|_{L^2} := \sqrt{\int_0^\infty \|f(t)\|^2 dt},
\]
\[
\|f\|_{L^\infty} := \sup_{t \geq 0} \|f(t)\|.
\]

Given a matrix $A \in \mathbb{C}^{n \times n}$, $\|A\|$ and $\|A\|_F$ denote the induced and Frobenius norms, i.e.,
\[
\|A\| := \sup_{v \in \mathbb{C}^n \setminus \{0\}} \frac{\|Av\|}{\|v\|},
\]
\[
\|A\|_F := \sqrt{\text{tr}(A^*A)},
\]
where the superscript $*$ denotes Hermitian conjugation, and $\text{tr}(A)$ is the trace of $A$, i.e., the sum of the diagonal elements of $A$. For a matrix function $G(s) \in \mathbb{C}^{n \times n}$, $\|G\|_{H^2}$ and $\|G\|_{H^\infty}$ denote the $H^2$ and $H^\infty$ norms of $G$, respectively, i.e.,
\[
\|G\|_{H^2} := \frac{1}{2\pi} \int_{-\infty}^{\infty} \|G(i\omega)\|_2^2 d\omega,
\]
\[
\|G\|_{H^\infty} := \sup_{\omega \in \mathbb{R}} \sigma(G(i\omega)),
\]
where $i$ is the imaginary unit, and $\sigma(G(i\omega))$ denotes the maximum singular value of $G(i\omega)$.

II. PROBLEM SETUP

This section describes the formulation of our problem.

As the original system, we consider the linear continuous-time system
\[
\begin{aligned}
\dot{x} &= Ax + Bu,
\end{aligned}
\]
\[
\begin{aligned}
y &= Cx,
\end{aligned}
\]  
(1)

where $x \in \mathbb{R}^n$, $u \in \mathbb{R}^m$, and $y \in \mathbb{R}^p$ are the state, input, and output, respectively. The matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, and $C \in \mathbb{R}^{p \times n}$ are constant matrices. Throughout this paper, we assume that system (1) is asymptotically stable; i.e., the real parts of all the eigenvalues of the matrix $A$ are negative. We also call the matrix $A$ stable if system (1) is asymptotically stable.

In this paper, we consider the following $H^2$ optimal model reduction problem of preserving the stability.

Problem 1:

\[
\begin{aligned}
\text{minimize} & \quad \|G - \hat{G}_r\|_{H^2} \\
\text{subject to} & \quad (A_r, B_r, C_r) \in S_{\text{s}}^{r \times r} \times R^{r \times m} \times R^{p \times r}.
\end{aligned}
\]

Here, $G$ is the transfer function of system (1), i.e.,
\[
G(s) := C(sI_n - A)^{-1}B, \quad s \in \mathbb{C},
\]
\[
\hat{G}_r \text{ is the transfer function of the reduced system}
\]
\[
\begin{aligned}
\dot{x}_r &= A_r \dot{x}_r + B_r u, \\
\dot{y}_r &= C_r \dot{x}_r,
\end{aligned}
\]  
(2)

and $S_{\text{s}}^{r \times r}$ denotes the set of all stable matrices. Note that if $u \in L^2(\mathbb{R}^m)$, then the error $y - \hat{y}_r$ satisfies
\[
\|y - \hat{y}_r\|_{L^\infty} \leq \|G - \hat{G}_r\|_{H^2} \cdot \|u\|_{L^2}. \tag{3}
\]

The proof is shown in Appendix A. That is, if $\|G - \hat{G}_r\|_{H^2}$ is sufficiently small, then we can expect $\|y - \hat{y}_r\|_{L^\infty}$ to become almost zero for any $u$ with a small $\|u\|_{L^2}$.

It is difficult to solve Problem 1 because the set $S_{\text{s}}^{r \times r}$ is highly non-convex [10]. To develop an algorithm for solving Problem 1, we transform Problem 1 into an equivalent, tractable Riemannian optimization problem.

III. EQUIVALENT RIEMANNIAN OPTIMIZATION PROBLEM

This section proves that Problem 1 is equivalent to

Problem 2:

\[
\begin{aligned}
\text{minimize} & \quad f(J_r, R_r, B_r, C_r) := \|G - \hat{G}_r\|_{H^2}^2 \\
\text{subject to} & \quad (J_r, R_r, B_r, C_r) \in M.
\end{aligned}
\]

Here, $G_r$ is the transfer function of the reduced system
\[
\begin{aligned}
\dot{x}_r &= (J_r - R_r)x_r + B_ru, \\
y_r &= C_rx_r,
\end{aligned}
\]  
(4)

and
\[
M := \text{Skew}(r) \times \text{Sym}_+(r) \times R^{r \times m} \times R^{p \times r}.
\]

Note that system (4) is also asymptotically stable, because the real parts of all the eigenvalues of $J_r - R_r$ are negative.

To this end, we first note that, because it is asymptotically stable, system (1) can be transformed into
\[
\begin{aligned}
\dot{x} &= (J - R)Qx + Bu, \\
y &= Cx,
\end{aligned}
\]
(5)

where $Q \in \text{Sym}_+(n)$ and
\[
J := \frac{1}{2} (AQ^{-1} - QA^T) \in \text{Skew}(n),
\]
\[
R := -\frac{1}{2} (AQ^{-1} + QA^T) \in \text{Sym}_+(n). \tag{6}
\]

Although the proof can be found in Proposition 1 of [11], we repeat it here for completeness. From the asymptotic stability of system (1), it follows that there exists a Lyapunov function of the form $V(x) = \frac{1}{2} x^T Q x$ with $Q \in \text{Sym}_+(n)$ such that
\[
\dot{V}(x) = \frac{1}{2} x^T (A^T Q + QA)x < 0, i.e.,
\]
\[
-(A^T Q + QA) \in \text{Sym}_+(n). \tag{6}
\]

Thus, $J \in \text{Skew}(n)$, $R \in \text{Sym}_+(n)$, and $(J - R)Q = A$. Note that we can easily find $Q \in \text{Sym}_+(n)$ satisfying (6). In fact, because the matrix $A$ is stable, there exists $Q \in \text{Sym}_+(n)$ satisfying the Lyapunov equation
\[
A^T Q + QA + I_n = 0, \tag{7}
\]
as shown in [2]. The Lyapunov equation in (7) can be efficiently solved using the Bartels–Stewart algorithm [12]. Because the transfer function of (5) coincides with that of (1), Problem 1 is equivalent to
Problem 3:
\[
\begin{aligned}
&\text{minimize} \quad ||G - \tilde{G}_r||_{H^2} \\
&\text{subject to} \quad (J_r, R_r, Q_r, B_r, C_r) \in N.
\end{aligned}
\]

Here, $\tilde{G}_r$ is the transfer function of the reduced system
\[
\begin{aligned}
\dot{x}_r &= (J_r - R_r)Q_r\dot{x}_r + B_ru, \\
y_r &= C_r\dot{x}_r,
\end{aligned}
\]
and $N := \text{Skew}(r) \times \text{Sym}_+ (r) \times \text{Sym}_+ (r) \times \mathbb{R}^{r \times m} \times \mathbb{R}^{p \times r}$.

Next, we show that Problem 3 can be transformed into Problem 2. To see this, we note that system (5) is equivalent to the form
\[
\begin{aligned}
\dot{\hat{x}} = (\hat{J} - \hat{R})\hat{x} + \hat{B}u, \\
y = C\hat{x},
\end{aligned}
\]
where $\hat{x} \in \mathbb{R}^n$, $\hat{J} \in \text{Skew}(n)$, $\hat{R} \in \text{Sym}_+ (n)$, $\hat{B} \in \mathbb{R}^{n \times m}$, and $\hat{C} \in \mathbb{R}^{p \times n}$. In fact, because $Q$ is a positive-symmetric matrix, there exists a unique lower triangular $L \in \mathbb{R}^{n \times n}$ with positive diagonal entries such that $Q = LL^T$. This is called the Cholesky decomposition of $Q$. For a detailed explanation, see [13]. Thus, if we perform a coordinate transformation $\hat{x} = (L^{-1})^{T}x$, we obtain (6), where $J = \hat{L}^TJL$, $\hat{R} = \hat{L}^TRL$, $\hat{B} = \hat{L}^TB$, and $\hat{C} = \hat{C}(L^{-1})^{T}$. Because the transfer function of (8) coincides with that of (5), Problem 3 is equivalent to Problem 2.

From the above discussion, Problem 2 is equivalent to Problem 1, which completes the proof.

Remark 1: Reference [15] considered
\[
\begin{aligned}
&\text{minimize} \quad ||G - \tilde{G}_r||_{H^2} \\
&\text{subject to} \quad (\tilde{A}_r, \tilde{B}_r, \tilde{C}_r) \in \mathbb{R}^{r \times r} \times \mathbb{R}^{r \times m} \times \mathbb{R}^{p \times r},
\end{aligned}
\]
and proved that if reduced system (2) is controllable and observable, then at every stationary point of $||G - \tilde{G}_r||_{H^2}$, we have that $\tilde{A}_r = W^TAV$, $\tilde{B}_r = W^TB$, $\tilde{C}_r = CV$, $W^TV = I_r$.

Based on this fact, [4], [6] developed an algorithm for finding such $V$ and $W$. Although the algorithm can be applied to the model reduction of large-scale systems, a sequence produced by the algorithm does not generally converge to a local optimal solution, except for single-input–single-output symmetric systems [16].

Remark 2: References [8], [9] considered

Problem 4:
\[
\begin{aligned}
&\text{minimize} \quad ||G - \tilde{G}_r||_{H^2} \\
&\text{subject to} \quad U \in \text{St}(r, n).
\end{aligned}
\]

Here, $\tilde{G}_r$ is the transfer function of the reduced system
\[
\begin{aligned}
\dot{x}_r &= U^TAV\dot{x}_r + U^TBu, \\
y_r &= CU\dot{x}_r,
\end{aligned}
\]
and $\text{St}(r, n)$ is the Stiefel manifold defined by
\[
\text{St}(r, n) := \{U \in \mathbb{R}^{n \times r} | U^TU = I_r \}.
\]

As explained in [8], [9], if $A + AT$ is negative-definite, then $A$ and $U^TAU$ are stable, i.e., $A \in S^{n \times n}$ and $U^TAU \in S^{r \times r}$. Thus, if this is the case, a solution to Problem 4 is a feasible solution to Problem 1. That is, by solving Problem 4, we can obtain feasible solutions to Problem 1. However, in general, the optimal value of Problem 4 is larger than that of Problem 1 [17], [18]. This is because any method for solving Problem 4 searches for the optimal reduced system from a subset of the stable linear systems.

Remark 3: Instead of Problem 2, we can consider the following $H^\infty$ optimal model reduction problem.

Problem 5:
\[
\begin{aligned}
&\text{minimize} \quad ||G - \tilde{G}_r||_{H^\infty} \\
&\text{subject to} \quad (J_r, R_r, B_r, C_r) \in M.
\end{aligned}
\]

However, in contrast to Problem 2, the objective function $||G - \tilde{G}_r||_{H^\infty}$ is not differentiable. Thus, it is difficult to develop an algorithm for solving Problem 5. In Section IV, we demonstrate that there are examples for which we can obtain a globally near-optimal solution to Problem 5 by solving Problem 2.

IV. OPTIMIZATION ALGORITHM FOR PROBLEM 2

A. Riemannian gradient, Hessian, and exponential map

To develop an optimization algorithm for solving Problem 2, we derive the Riemannian gradient and Hessian of the objective function $f$, and compute the exponential map on the manifold $M$.

To this end, we first note that, because systems (8) and (4) are asymptotically stable, the objective function $f$ can be expressed as
\[
\begin{aligned}
f(J_r, R_r, B_r, C_r) &= \text{tr}(\bar{C}\Sigma_c \bar{C}^T + C_rP\Sigma_o^T + 2C_rX^T\bar{C}^T) \\
&= \text{tr}(\bar{B}^T\Sigma_a\bar{B} + B_r^TQ_{Br} + 2\bar{B}^TYB_r),
\end{aligned}
\]
where $\Sigma_c$, $\Sigma_o$, $P$, $Q$, $X$, and $Y$ satisfy
\[
\begin{aligned}
(J - \bar{R})\Sigma_c + \Sigma_o(J - \bar{R})^T + \bar{B}\bar{B}^T &= 0, \\
(J - \bar{R})^T\Sigma_a + \Sigma_o(J - \bar{R}) + \bar{C}^T\bar{C} &= 0, \\
(J_r - R_r)^TP + P(J_r - R_r)^T + B_rB_r^T &= 0, \\
(J_r - R_r)^TQ + Q(J_r - R_r)^T + \Sigma_o^T\Sigma_o &= 0, \\
(J - \bar{R})X + X(J_r - R_r)^T + \bar{B}\bar{B}^T &= 0, \\
(J - \bar{R})^TY + Y(J_r - R_r)^T - \bar{C}^T\Sigma_a &= 0,
\end{aligned}
\]
respectively. For a detailed derivation, see [8], [9], [15].
Let \( \hat{f} \) denote the extension of the objective function \( f \) to the Euclidean space \( \mathbb{R}^{rxr} \times \mathbb{R}^{rxr} \times \mathbb{R}^{rxm} \times \mathbb{R}^{pxr} \). In the same way as in previous studies [17–21], we then obtain

\[
\nabla \hat{f}(J_r, R_r, B_r, C_r) = 2(QP + Y^T X, -QP - Y^T X, QB_r + Y^T B, C_r, P - CX).
\]

(13)

To derive the Riemannian gradient and Hessian, we define the Riemannian metric of the manifold \( M \) as

\[
\langle(\xi, \eta, \zeta, \kappa_1), (\xi, \eta, \zeta, \kappa_2)\rangle_{(J_r, R_r, B_r, C_r)} := \text{tr}(\xi^T \xi_2 + \text{tr}(R_r^{-1} \eta_1 R_r^{-1} \eta_2) + \text{tr}(\kappa_1^T \kappa_2)
\]

(14)

for \((\xi, \eta, \zeta, \kappa_1), (\xi, \eta, \zeta, \kappa_2) \in T_{(J_r, R_r, B_r, C_r)} M\). It then follows from [19] in Appendix B and [13] that

\[
\text{grad} f(J_r, R_r, B_r, C_r) = (2sk(QP + Y^T X), -2R_s \text{sym}(QP + Y^T X) R_r, 2(QB_r + Y^T B), 2(C_r, P - CX)).
\]

(15)

Furthermore, from (20) in Appendix B and (13), the Riemannian Hessian of \( f \) at \((J_r, R_r, B_r, C_r)\) is given by

\[
\text{Hess} f(J_r, R_r, B_r, C_r) = (2sk(QP + Q P^T + Y^T X + Y^T X^T), -2R_s \text{sym}(Q P + Q P^T + Y^T X + Y^T X^T) R_r, -2 \text{sym}(R_s^t \text{sym}(Q P + Y^T X) R_r, 2(Q P B_r + Q B_r^t + Y^T B), 2(C_r^t P + C_r P - CX^t)),
\]

(16)

where \( P', Q', X', \) and \( Y' \) are the solutions to

\[
(J_r - R_r) P' + P'(J_r - R_r)^T + (J_r' - R_r') P + P(J_r' - R_r')^T + B_r B_r'^t + B_r B_r'^t = 0,
\]

\[
(J_r' - R_r') Q' + Q'(J_r - R_r) + (J_r' - R_r') Q + Q(J_r' - R_r') + C_r C_r'^t + C_r C_r'^t = 0,
\]

\[
(J_r - R_r) Y' + X'(J_r - R_r) + X(J_r' - R_r') + \tilde{B} B_r'^t = 0,
\]

\[
(J_r - R_r) Y' + X'(J_r - R_r) + Y(J_r' - R_r') - C_r C_r'^t = 0,
\]

respectively. Note that these equations are obtained by differentiating (9), (10), (11), and (12), respectively. Moreover, from (21) in Appendix A, we can define the exponential map on the manifold \( M \) as

\[
\text{Exp}(J_r, R_r, B_r, C_r)(\xi, \eta, \zeta, \kappa) := (J_r + \xi, \text{Exp} R_r(\eta), B_r + \zeta, C_r + \kappa)
\]

(17)

for any \((\xi, \eta, \zeta, \kappa) \in T_{(J_r, R_r, B_r, C_r)} M\).

B. Trust-region method for Problem 2

Algorithm 1 describes the Riemannian trust-region method for solving Problem 2. At each iterate \( p_r := (J_r, R_r, B_r, C_r) \in M \) in the Riemannian trust-region method, we evaluate the quadratic model \( \hat{m}_{pr} \) of the objective function \( f \) within a trust region:

\[
\hat{m}_{pr}(\xi, \eta, \zeta, \kappa) = f(J_r, R_r, B_r, C_r) + \langle \text{grad} f(J_r, R_r, B_r, C_r), (\xi, \eta, \zeta, \kappa) \rangle_{pr} + \frac{1}{2} \langle \text{Hess} f(J_r, R_r, B_r, C_r)(\xi, \eta, \zeta, \kappa), (\xi, \eta, \zeta, \kappa) \rangle_{pr}.
\]

Because we can construct the gradient and Hessian of \( f \) as in Section [14] we can construct \( \hat{m}_{pr} \). A trust region with a radius \( \Delta > 0 \) at \( p_r \in M \) is defined as a ball in \( T_{p_r} M \). The trust-region sub-problem at \( p_r \in M \) with the radius \( \Delta \) is thus defined as the problem of minimizing \( \hat{m}_{pr}(\xi, \eta, \zeta, \kappa) \) subject to \((\xi, \eta, \zeta, \kappa) \in T_{p_r} M, \langle (\xi, \eta, \zeta, \kappa), (\xi, \eta, \zeta, \kappa) \rangle_{pr} \leq \Delta \). This sub-problem can be solved by the truncated conjugate gradient method [14]. We then compare the decrease in the objective function \( f \) and the model \( \hat{m}_{pr} \), attained by the resulting \((\xi, \eta, \zeta, \kappa_m)\), and use this to determine whether \((\xi, \eta, \zeta, \kappa_m)\) should be accepted and whether the trust region of radius \( \Delta \) is appropriate. The constants 1/3 and 1/4 in the conditional expressions in Algorithm 1 are commonly used in the trust-region method for a general unconstrained optimization problem. These values ensure the convergence properties of the algorithm [14]. In fact, if the trust-region sub-problem is carefully solved, sequences generated by the Riemannian trust-region method converge quadratically under certain assumptions on the objective function in question [14].

Note that the reduced system attained by Algorithm 1 is asymptotically stable, because \((J_r, R_r, B_r, C_r) \in M \) at each iteration.

Algorithm 1 Trust-region method for Problem 2.

1: Choose an initial point \((p_r)_0 \in M \) and parameters \( \Delta > 0, \Delta_0 \in (0, \Delta), \gamma' \in (0, \frac{1}{4}) \).
2: for \( k = 0, 1, 2, \ldots \) do
3: Solve the following trust-region sub-problem for \((\xi, \eta, \zeta, \kappa)\) to obtain \((\xi_k, \eta_k, \zeta_k, \kappa_k) \in T_{(p_r)_k} M\):

\[
\text{minimize} \quad \hat{m}_{(p_r)_k}(\xi, \eta, \zeta, \kappa)
\]

subject to \( \langle (\xi, \eta, \zeta, \kappa), (\xi, \eta, \zeta, \kappa) \rangle_{(p_r)_k} \leq \Delta_k \),

where \((\xi, \eta, \zeta, \kappa) \in T_{(p_r)_k} M\).

4: Evaluate \( \gamma_k := f(\text{Exp}_{(p_r)_k}(0, 0, 0, 0)) - f(\text{Exp}_{(p_r)_k}(\xi_k, \eta_k, \zeta_k, \kappa_k)) \).
5: if \( \gamma_k < \frac{1}{2} \) then
6: \( \Delta_{k+1} = \frac{1}{4} \Delta_k \).
7: else if \( \gamma_k > \frac{1}{2} \) and \( \langle (\xi, \eta, \zeta, \kappa), (\xi, \eta, \zeta, \kappa) \rangle_{(p_r)_k} = \Delta_k \) then
8: \( \Delta_{k+1} = \min(2\Delta_k, \Delta) \).
9: else
10: \( \Delta_{k+1} = \Delta_k \).
11: end if
12: if \( \gamma_k > \gamma' \) then
13: \( (p_r)_{k+1} = \text{Exp}_{(p_r)_k}(\xi_k, \eta_k, \zeta_k, \kappa_k) \).
14: else
15: \( (p_r)_{k+1} = (p_r)_k \).
16: end if
17: end for
C. Initial point in Algorithm 1

In this subsection, we describe a technique for choosing the initial point \((p_r)_0 \in M\) in Algorithm 1 using the output of the BT method [1]–[3]. The BT method can be implemented using the MATLAB command \textit{balred} (i.e., we can easily implement the BT method), and provides satisfactory reduced models in many cases.

The BT method outputs the reduced matrices \((A_{r})_{BT}, (B_{r})_{BT},\) and \((C_{r})_{BT};\) the matrix \((A_{r})_{BT}\) is stable, because the original matrix \(A\) is stable [1]–[3]. Thus, there exists \(Q_r \in \text{Sym}_+ (r)\) satisfying

\[
(A_r)^T_{BT} Q_r + Q_r (A_r)_{BT} + I_r = 0,
\]

as explained in Section II. Next, we define

\[
(J_r)_{BT} := \frac{1}{2} ((A_r)_{BT} Q_r^{-1} - Q_r^{-1} (A_r)^T_{BT}),
\]

\[
(R_r)_{BT} := - \frac{1}{2} ((A_r)_{BT} Q_r^{-1} + Q_r^{-1} (A_r)^T_{BT}).
\]

Finally, we perform the Cholesky decomposition of \(Q_r = L_r L_r^T\), and set the initial point

\[
(p_r)_0 = ((J_r)_0, (R_r)_0, (B_r)_0, (C_r)_0)
\]  
\[
= (L_r^T (J_r)_{BT} L_r, L_r^T (R_r)_{BT} L_r, L_r^T (B_r)_{BT}, (C_r)_{BT} (L_r^{-1})^T).
\]

Note that, because transfer functions are invariant under coordinate transformations, we have that

\[
(G_r)_{BT} = (C_r)_{BT} (sI_r - (A_r)_{BT})^{-1} (B_r)_{BT} = (C_r)_0 (sI_r - ((J_r)_0 - (R_r)_0))^{-1} (B_r)_0,
\]

where \((G_r)_{BT}\) is the transfer function of the reduced system attained by the BT method.

V. NUMERICAL EXPERIMENTS

In this section, two examples are presented to illustrate that our method improves the BT result in the sense of the \(H^2\) norm. Furthermore, we show that our method may provide better results for the \(H^\infty\) norm and the frequency response than the BT method. To this end, we have used Manopt [22], which is a MATLAB toolbox for optimization on manifolds.

A. Mass-spring-damper system

We consider mass-spring-damper systems with masses \(m_i\), spring constants \(k_i\), and damping constants \(c_i\) \((i = 1, 2, \ldots, n)\), where \(n\) is an even number. The inputs \(u_1\) and \(u_2\) are the external forces applied to the first two masses, \(m_1\) and \(m_2\). The output \(y_1\) is the displacement of mass \(m_1\). The state variables \(x_j\) \((j = 1, 3, \ldots)\) are the displacements of mass \(m_j\) and the state variables \(x_k\) \((k = 2, 4, \ldots)\) are the momentums of mass \(m_k\). Here, we only consider the case where \(m_i = 4\), \(k_i = 4\), and \(c_i = 1\) \((i = 1, 2, \ldots, \frac{n}{2})\). The system can be described by (5) and the system matrices are given by \(\hat{J}_{1,2} = \hat{J}_{3,4} = \cdots = \hat{J}_{(n-1),n} = 1, \hat{J}_{2,1} = \hat{J}_{4,3} = \cdots = \hat{J}_{n,n-1} = -1, \hat{R}_{2,2} = \hat{R}_{4,4} = \cdots = \hat{R}_{n,n} = 1, \hat{Q}_{1,1} = 4, \hat{Q}_{2,2} = \hat{Q}_{4,4} = \cdots = \hat{Q}_{n,n} = \frac{1}{4}, \hat{Q}_{3,3} = \hat{Q}_{5,5} = \cdots = \hat{Q}_{(n-1),(n-1)} = 8, \hat{Q}_{1,3} = \hat{Q}_{3,5} = \cdots = \hat{Q}_{(n-3),(n-1)} = -4, \hat{Q}_{3,1} = \hat{Q}_{5,3} = \cdots = \hat{Q}_{(n-1),(n-3)} = -4, \hat{B}_{2,1} = \hat{B}_{4,2} = 1, \hat{C}_{1,1} = 1,\) where the other entries of \(J, R, Q, B,\) and \(C\) are zeros.

We reduced the dimension \(n = 50\) to \(r = 4, 6, 8, 10, 30\), and compared the BT results with those from our proposed method. Tables I [I] and III present the results for the \(H^2\) error norm, \(H^\infty\) error norm, and gradient norm, respectively. In Appendix C, we give the reduced matrices \((J_r, R_r, B_r, C_r)\) in the case where \(r = 4\). For each \(r \in\{4, 6, 8\}\), the \(H^2\) and \(H^\infty\) error norms of our method are less than those of our method. In particular, for each \(r \in\{4, 6, 8\}\), the \(H^2\) error norms of our method are less than 1/7 of the corresponding error norms of the BT method. This is because the reduced models of the BT method are far from optimal, as can be seen from Table III. Moreover, we can conclude that our proposed method gives a globally near-optimal solution to Problem 5. Let \(\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r \geq \sigma_{r+1} \geq \cdots \geq \sigma_n > 0\) be the Hankel singular values associated with the realization \((A, B, C)\) of the transfer function \(G\). Then, for any reduced transfer function \(G_r\) of order \(r\), we have that

\[
||G - G_r||_{H^\infty} \geq \sigma_{r+1},
\]

as shown in [2]. Thus, from Table II we can conclude that our proposed method provides a globally near-optimal solution to Problem 5. Furthermore, when \(r = 30\), the BT method provides a locally optimal solution to Problem 2, because \(||\text{grad} f(J_r, R_r, B_r, C_r)||_{L^1}\) is sufficiently close to zero, where \(||\cdot||_{L^1}\) denotes the induced norm from Riemannian metric [14].

From the above observations, it can be seen that the BT method may provide locally optimal solutions to Problem 2 if the reduced model dimension is sufficiently large. However, from the viewpoint of controller design, it is preferable for the dimension of the state of a plant to be as small as possible. Thus, to reduce the original stable linear system to a small-dimensional system, our proposed method will be useful for improving the results of the BT method.

Fig. 2 illustrates the Bode diagram of the original system and the reduced systems obtained by the proposed method and BT. When the frequency is less than 1 rad/s, both reduced systems coincide with the original. In contrast, when the frequency is greater than 1 rad/s, our reduced system is closer to the original than the system obtained by the BT method. Thus, we can conclude that our proposed method produces better reduced systems than BT in terms of the frequency response.

B. Building system

We also consider the building model of the Los Angeles University Hospital reported in [23]. This model can be
TABLE I

\[ \|G - G_r\|_{H^2}. \]

| \( r \) | BT method | Proposed method |
|---|---|---|
| 4 | 0.23248 | 0.03218 |
| 6 | 0.11858 | 0.01061 |
| 8 | 0.05526 | 0.00765 |
| 10 | 0.02416 | 0.00552 |
| 30 | 0.00002 | 0.00002 |

TABLE II

\[ \|G - G_r\|_{H^\infty}. \]

| \( r \) | BT method | Proposed method |
|---|---|---|
| 4 | 0.11669 | 0.04891 |
| 6 | 0.05198 | 0.01171 |
| 8 | 0.00908 | 0.00908 |
| 10 | 0.00008 | 0.00008 |
| 30 | 0.00004 | 0.00004 |

TABLE III

\[ \|\text{grad} f(J_r, R_r, B_r, C_r)\|_{\mathbb{R}^d}. \]

| \( r \) | BT method | Proposed method |
|---|---|---|
| 4 | \(4.3 \times 10^{-4}\) | \(8.2 \times 10^{-5}\) |
| 6 | \(1.5 \times 10^{-4}\) | \(9.8 \times 10^{-5}\) |
| 8 | \(5.3 \times 10^{-5}\) | \(7.4 \times 10^{-5}\) |
| 10 | \(1.8 \times 10^{-5}\) | \(7.4 \times 10^{-5}\) |
| 30 | \(3.1 \times 10^{-6}\) | \(3.1 \times 10^{-6}\) |

Fig. 2. Bode diagram of original and reduced systems.

Fig. 3. Bode diagram of original and reduced systems.

described by [1], and has \( n = 48 \) and \( m = p = 1 \). For \( r = 3 \), our proposed method produces a reduced model with

\[ \|G - G_r\|_{H^2} = 0.0030 \quad \text{and} \quad \|G - G_r\|_{H^\infty} = 0.0039, \]

although the BT method gives

\[ \|G - G_r\|_{H^2} = 0.0416 \quad \text{and} \quad \|G - G_r\|_{H^\infty} = 0.0079. \]

Here, the values of \( \|\text{grad} f(J_r, R_r, B_r, C_r)\|_{\mathbb{R}^d} \) attained by BT and our method are \(4.1 \times 10^{-2}\) and \(9.8 \times 10^{-6}\), respectively. Note that

\[ \|G - G\|_{H^\infty} \geq \sigma_4 = 0.0019. \]

Thus, we conclude that our proposed method provides a globally near-optimal solution to Problem 5. Furthermore, from the above results, our proposed method produces a better reduced system than the BT method.

Fig. [5] illustrates the Bode diagram of the original and reduced systems. The results given by the proposed method are similar to those of the BT methods in the low-frequency region. However, our proposed method gives considerably better results than BT at higher frequencies.

VI. CONCLUSION

We have proposed a Riemannian optimal model reduction method for stable linear systems. The model reduction problem was formulated as a minimization problem of the \( H^2 \) error norm between the transfer functions of the original and reduced systems on the product manifold of the set of skew-symmetric matrices, the manifold of the symmetric positive-definite matrices, and two Euclidean spaces. The stability of the reduced systems constructed using the optimal solutions to our problem is preserved. Moreover, we proposed that the initial point in our algorithm should be the output of the BT method, because BT produces satisfactory reduced models and is easily implemented in MATLAB. Numerical experiments demonstrated that, in the sense of the \( H^2 \) norm,
our method achieves outstanding performance compared with the BT method when the reduced model dimension is small. Furthermore, we illustrated that our method provides globally near-optimal solutions to the minimization problem of the $H^\infty$ error norm. Moreover, Bode diagrams showed that our method is better than the BT method.
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**APPENDIX**

**A. Proof of (3)**

For convenience, we prove (3), although a similar discussion can be found in [20].

Because systems (1) and (2) are both asymptotically stable, they are $L^2$-stable. That is, $u \in L^2(R^n)$ implies that $y, \dot{y}_r \in L^2(R^n)$, and thus, there exist Fourier transformations $U, Y$, and $\hat{Y}_r$ of $u, y,$ and $\dot{y}_r$, respectively. Hence, we have that

$$\|y - \dot{y}_r\|_{L^2} = \sup_{t \geq 0} \|y(t) - \dot{y}_r(t)\|$$

$$= \sup_{t \geq 0} \left\| \frac{1}{2\pi} \int_{-\infty}^{\infty} (Y (i\omega) - \hat{Y}_r (i\omega)) e^{i\omega t} d\omega \right\|$$

$$\leq \frac{1}{2\pi} \int_{-\infty}^{\infty} \| Y (i\omega) - \hat{Y}_r (i\omega) \| d\omega$$

$$\leq \frac{1}{2\pi} \int_{-\infty}^{\infty} \| G (i\omega) - \hat{G}_r (i\omega) \| \cdot \| U (i\omega) \| d\omega$$

$$\leq \frac{1}{2\pi} \int_{-\infty}^{\infty} \|G (i\omega) - \hat{G}_r (i\omega)\| d\omega \cdot \frac{1}{2\pi} \int_{-\infty}^{\infty} \| U (i\omega) \| d\omega$$

$$\leq \|G - \hat{G}_r\|_{H^2} \cdot \| u \|_{L^2},$$

where the second equality follows from the inverse Fourier transformations of $Y$ and $\hat{Y}_r$, the fifth inequality is from the Cauchy–Schwarz inequality, and the final inequality follows from $\|G (i\omega) - \hat{G}_r (i\omega)\| \leq \|G (i\omega) - \hat{G}_r (i\omega)\|_F$ and Parseval’s theorem. This completes the proof.

**B. Geometry of the manifold Sym$_+$(r)**

We review the geometry of Sym$_+$(r) to develop an optimization algorithm for solving Problem 1. For a detailed explanation, see [18].

For $\xi_1, \xi_2 \in T_S$ Sym$_+$(r), we define the Riemannian metric as

$$\langle \xi_1, \xi_2 \rangle_S := \text{tr}(S^{-1} \xi_1 S^{-1} \xi_2).$$

(18)

Let $g :$ Sym$_+$(r) $\rightarrow R$ be a smooth function and $\tilde{g}$ be the extension of $g$ to the Euclidean space $R^{r^2}$. The Riemannian gradient $\nabla g(S)$ with respect to the Riemannian metric [18] is given by

$$\nabla g(S) = S \text{Sym}(\nabla \tilde{g}(S)) S,$$

(19)

where $\nabla \tilde{g}(S)$ denotes the Euclidean gradient of $\tilde{g}$ at $S \in$ Sym$_+$(r). The Riemannian Hessian $\text{Hess} g(S) :$

$$T_S \text{Sym}_+(r) \rightarrow T_S \text{Sym}_+(r)$$

of the function $g$ at $S \in$ Sym$_+$(r) is given by

$$\text{Hess} g(S) [\xi] = S \text{Sym} \left( D \nabla \tilde{g}(S) [\xi] S + \text{sym} (\xi \text{Sym}(\nabla \tilde{g}(S)) S) \right).$$

(20)

The exponential map on Sym$_+$(r) is given by

$$\exp_S (\xi) = S^{\frac{1}{2}} \exp (S^{-\frac{1}{2}} \xi S^{-\frac{1}{2}}) S^{\frac{1}{2}},$$

(21)

where $\exp$ is the matrix exponential function.

**C. Reduced matrices $(J_r, R_r, B_r, C_r)$ in the case where $r = 4$ in Section IV**

We present the reduced matrices $(J_r, R_r, B_r, C_r)$ produced by our proposed method in the case where $r = 4$ in Section IV.

Let $J_r = ((J_r)_1, (J_r)_2)$, $R_r = ((R_r)_1, (R_r)_2)$, $C_r = ((C_r)_1, (C_r)_2)$. Then, we obtain

$$(J_r)_1 = \begin{pmatrix} 0.000000000000000 & -0.049530743507566 \\ 0.049530743507566 & 0.000000000000000 \\ -0.018625039127746 & 0.626524211054092 \\ 0.0710689049513 & -1.083765311671058 \end{pmatrix},$$

$$(J_r)_2 = \begin{pmatrix} -0.0262539127746 & -0.007106890495913 \\ 0.018625039127746 & 1.083765311671058 \\ 0.000000000000000 & 0.066881602488369 \\ -0.066881602488369 & 0.000000000000000 \end{pmatrix},$$

$$(R_r)_1 = \begin{pmatrix} 0.020979798103068 & 0.008729495305520 \\ -0.026753473825891 & 0.016509857891159 \\ -0.003019900398660 & -0.106995898367632 \end{pmatrix},$$

$$(R_r)_2 = \begin{pmatrix} 0.016509857891159 & -0.106995898367632 \\ -0.026753473825891 & 0.003019900398660 \\ 0.277287705425208 & -0.447429037737505 \end{pmatrix},$$

$$B_r = \begin{pmatrix} 1.087281955207546 & 1.075528712583733 \\ 0.019632883027025 & -0.081987882654859 \\ -0.060704161404099 & -0.031920872736566 \end{pmatrix},$$

$$C_r = \begin{pmatrix} 0.07902055332377 & 0.648595865888539 \\ 0.877453660076422 & -3.05579978963735 \end{pmatrix}.$$
[8] H. Sato and K. Sato, “Riemannian trust-region methods for $H^2$ optimal model reduction,” in 54th IEEE Conference on Decision and Control (CDC), 2015, pp. 4648–4655.

[9] W.-Y. Yan and J. Lam, “An approximate approach to $H^2$ optimal model reduction,” Automatic Control, IEEE Transactions on, vol. 44, no. 7, pp. 1341–1358, 1999.

[10] F.-X. Orban and Y. Nesterov, and P. Van Dooren, “Nearest stable system using successive convex approximations,” Automatica, vol. 49, no. 5, pp. 1195–1203, 2013.

[11] S. Prajna, A. van der Schaft, and G. Meinsma, “An LMI approach to stabilization of linear port-controlled Hamiltonian systems,” Systems & control letters, vol. 45, no. 5, pp. 371–385, 2002.

[12] R. H. Bartels and G. W. Stewart, “Solution of the matrix equation $AX + XB = C$,” Communications of the ACM, vol. 15, no. 9, pp. 820–826, 1972.

[13] G. H. Golub and C. F. Van Loan, Matrix Computations. JHU Press, 2012.

[14] P.-A. Absil, R. Mahony, and R. Sepulchre, Optimization Algorithms on Matrix Manifolds. Princeton University Press, 2008.

[15] P. Van Dooren, K. A. Gallivan, and P.-A. Absil, “$H_2$-optimal model reduction of MIMO systems,” Applied Mathematics Letters, vol. 21, no. 12, pp. 1267–1273, 2008.

[16] G. Flagg, C. Beattie, and S. Gugercin, “Convergence of the iterative rational Krylov algorithm,” Systems & Control Letters, vol. 61, no. 6, pp. 688–694, 2012.

[17] K. Sato, “Riemannian optimal model reduction of linear port-Hamiltonian systems,” Automatica, vol. 98, pp. 428–434, 2018.

[18] K. Sato and H. Sato, “Structure preserving $H^2$ optimal model reduction based on Riemannian trust-region method,” IEEE Transactions on Automatic Control, vol. 63, no. 2, pp. 505–511, 2018.

[19] H. Sato and K. Sato, “A New $H^2$ optimal model reduction method based on riemannian conjugate gradient method,” in 55th IEEE Conference on Decision and Control (CDC). IEEE, 2016, pp. 5762–5768.

[20] K. Sato, “Riemannian optimal control and model matching of linear port-Hamiltonian systems,” IEEE Transactions on Automatic Control, vol. 62, no. 12, pp. 6575–6581, 2017.

[21] ——, “Riemannian optimal model reduction of linear second-order systems,” IEEE Control Systems Letters, vol. 1, no. 1, pp. 2–7, 2017.

[22] N. Boumal, B. Mishra, P.-A. Absil, and R. Sepulchre, “Manopt, a matlab toolbox for optimization on manifolds.” Journal of Machine Learning Research, vol. 15, no. 1, pp. 1455–1459, 2014.

[23] Y. Chahlaoui and P. Van Dooren, “A collection of benchmark examples for model reduction of linear time invariant dynamical systems,” SLICOT Working Note 2002-2, 2002.