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ABSTRACT
This paper addresses fast semantic segmentation on video. Video segmentation often calls for real-time, or even faster than real-time, processing. One common recipe for conserving computation arising from feature extraction is to propagate features of few selected keyframes. However, recent advances in fast image segmentation make these solutions less attractive. To leverage fast image segmentation for furthering video segmentation, we propose a simple yet efficient propagation framework. Specifically, we perform lightweight flow estimation in 1/8-downscaled image space for temporal warping in segmentation outpace space. Moreover, we introduce a guided spatially-varying convolution for fusing segmentations derived from the previous and current frames, to mitigate propagation error and enable lightweight feature extraction on non-keyframes. Experimental results on Cityscapes and CamVid show that our scheme achieves the state-of-the-art accuracy-throughput trade-off on video segmentation.

Index Terms— Video semantic segmentation, dynamic filters

1. INTRODUCTION

Video semantic segmentation is a compute-intensive vision task. It aims at classifying pixels in video frames into semantic classes. This task often has real-time or even faster than real-time requirements in data-center applications, in order to process hours-long videos in a much shorter time. The ever increasing video resolution in both spatial and temporal dimensions makes real-time processing even more challenging.

A simple approach to video segmentation is to adopt image-based processing; that is, to process individual video frames independently using an off-the-shelf image segmentation network. This approach was once considered prohibitively expensive, given that most image segmentation networks, like DeepLabv3+ [1], usually optimized the feature extraction for segmentation accuracy rather than throughput.

To address the prolonged feature extraction, several fast video segmentation frameworks are proposed. One common recipe is to propagate features of few selected keyframes, in order to conserve computation for feature extraction on subsequent non-keyframes [2, 3]. This is motivated by the high correlation between consecutive video frames. Due to the evolution of video content in the temporal dimension, some [4, 5] additionally introduce lightweight feature extraction, followed by fusion of spatio-temporal features [4, 5], for non-keyframes to cope with scene changes or dis-occlusion. Others propose adaptive keyframe selection [6, 8] or bi-directional feature propagation [7] for alleviating error propagation. Meanwhile, Xu et al. [6] perform adaptive inference for cropped regions with scene changes.

However, recent advances in fast image segmentation [8, 9, 10] make video-based solutions less attractive. For example, BiSeNet [8] and SwiftNet [9] can now process high-definition (2048 × 1024) videos at 40 to 60 frames per second on modern graphics processing units (GPU) while achieving reasonably good segmentation accuracy. A question that arises is whether video-based approaches can benefit from these advanced image segmentation networks. The answer relies crucially on how to address the following challenges.

First, the increasing spatial resolution of videos may render optical flow estimation too expensive. Second, the excessive amount of channels in feature space may make the propagation of features time-consuming. Third, the feature extraction for non-keyframes has to be even more lightweight. Lastly, errors resulting from imperfect flow estimation and feature extraction may be propagated along the temporal dimension.

To tackle these issues, we propose a simple yet efficient propagation framework, termed GSVNet, for fast semantic segmentation on video. Our contributions include: (1) to conserve computation for temporal propagation, we perform lightweight flow estimation in 1/8-downscaled image space for warping in segmentation outpace space; and (2) to mitigate propagation error and enable lightweight feature extraction on non-keyframes, we introduce a guided spatially-varying convolution for fusing segmentations derived from the previous and current frames.

Experimental results on Cityscapes [11] show when working with BiSeNet [8] and SwiftNet [9], our scheme can process up to 142 high-definition video frames per second on GTX 1080Ti with 71.8% accuracy in terms of Mean Intersection over Union (mIoU). It achieves the state-of-the-art accuracy-throughput trade-off on video segmentation and can work with any off-the-shelf image segmentation network.
This work addresses the problem of efficient semantic segmentation on video. Given an input video consisting of a set \( \{I_i\}^{N-1}_{i=0} \) of video frames, each being of dimension \( 3 \times H \times W \), our task is to predict for every video frame \( I_t \) its downsampled, semantic segmentation \( S_t \in \mathbb{R}^{C \times H/8 \times W/8} \) with \( C \) classes, aiming to strike a good balance between accuracy and throughput. Following common practice, the final segmentation is obtained by upsampling \( S_t \) to the full resolution, where the segmentation accuracy is measured.

### 3.1. System Overview

Fig. 1 illustrates our proposed method for efficient semantic segmentation on video. The process begins by segmenting the first keyframe to obtain its semantic segmentation \( S_0 \) with an image-based segmentation network \( \mathcal{N} \). Our propagation framework \( \mathcal{PF} \) then propagates temporally the segmentation \( S_0 \) (respectively, \( S_{t-1} \)) of the previous step to assist in predicting the segmentation \( S_t \) (respectively, \( S_1 \)) for the current non-keyframe \( I_1 \) (respectively, \( I_t \)). The process repeats until the next keyframe is reached.

### 3.2. Spatiotemporal Propagation Framework

Fig. 2 shows the pipeline of our segmentation propagation framework \( \mathcal{PF} \). Starting with the downsampled segmentation \( \hat{S}_{t-1} \in \mathbb{R}^{C \times H/8 \times W/8} \) for the previous frame \( I_{t-1} \), we (1) perform temporal (backward) warping of \( \hat{S}_{t-1} \) based on the optical flow \( m_t \in \mathbb{R}^{2 \times H/8 \times W/8} \) to arrive at an initial estimate \( \hat{S}_{t-1}^{\hat{S}} \in \mathbb{R}^{C \times H/8 \times W/8} \) of the downsampled segmentation for the current frame \( I_t \). It is obvious that not every semantic prediction in \( \hat{S}_{t-1}^{\hat{S}} \) is reliable. The errors can propagate along the temporal dimension through the warping process. Moreover, the optical flow \( m_t \) may be erroneous due to dis-occlusion or imperfect flow estimation. We thus (2) refine the warped segmentation \( \hat{S}_{t-1}^{\hat{S}} \) by applying a guided spatially-varying convolution. This is achieved in three sequential steps. The first convolves the \( \hat{S}_{t-1}^{\hat{S}} \) with several ideal-delay kernels \( \theta_1, \theta_2, \ldots, \theta_D \), yielding \( \{f_{t,d}^{\hat{S}}\}_{d=1}^{D} \). The second arranges \( \{f_{t,d}^{\hat{S}}\}_{d=1}^{D} \) together with a crude estimate \( f_t^{S} \in \mathbb{R}^{C \times H/8 \times W/8} \) of the current frame’s segmentation from a lightweight network into \( C \) chunks, each concatenating the channels of the same index from \( \{f_{t,d}^{\hat{S}}\}_{d=1}^{D} \) and \( f_t^{S} \). The last applies a spatially-varying \( 1 \times 1 \) convolution across the channels of each of these \( C \) chunks, with their results concatenated together to form our downsampled estimate \( \hat{S}_t \in \mathbb{R}^{C \times H/8 \times W/8} \) of the current frame’s segmentation.

### 3.3. Temporal Segmentation Warping

This very first step performs temporal warping of \( \hat{S}_{t-1} \) to arrive at an initial estimate \( \hat{S}_{t-1}^{\hat{S}} \) of the current frame’s segmentation. In symbols, we have

\[
\hat{S}_t(c, x, y) = \hat{S}_{t-1}(c, x + m_{t-1}^x(x, y), y + m_{t-1}^y(x, y)), \forall c \in C
\]  

(1)
where \((x, y), 1 \leq x \leq W/8, 1 \leq y \leq H/8\) denotes pixel locations in the downsampled segmentation and \(m_t = (m_t^x, m_t^y)\) is the optical flow describing the backward motion from \(I_t\) to \(I_{t-1}\) also in the downsampled domain, and is estimated by a lightweight optical flow network \(O\) based on the hierarchical feature fusion block. More details of this flow network can be found in the supplementary document. Performing temporal warping in the 1/8-downscaled domain is motivated by two observations. First, lowering the spatial resolution can significantly reduce the runtime costs of both optical flow estimation and temporal warping. Second, the 1/8 downscaling factor is chosen empirically to match common practice in most segmentation network design that the final high-resolution segmentation is usually recovered by interpolating the network output by a factor of 8.

3.4. Guided Spatially-Varying Convolution

To correct unreliable segmentation predictions in \(\hat{S}_t^-\), we resort to a guided spatially-varying filtering. This operation serves as a means to propagate spatially within \(\hat{S}_t^-\) the segmentation predictions from reliable regions to unreliable ones. Apparently, in what direction the propagation should be performed to correct the erroneous prediction at a pixel depends on the error pattern in its local neighborhood. As such, our filtering kernel is designed to be both context- and pixel-adaptive.

3.4.1. Spatial Propagation with Ideal-delay Kernels

Such spatial propagation starts by convolving the temporally warped segmentation \(\hat{S}_t^-\) with several ideal-delay kernels \(\theta_1, \theta_2, \ldots, \theta_D\). As a result of the convolution, each of these kernels shifts the \(\hat{S}_t^-\) channel-wise by one pixel or more in a certain direction. When viewed from each pixel’s perspective, these shifting operations line up its surrounding semantic predictions as potential candidates for propagation. For implementation, we consider each ideal-delay kernel as a 3-D tensor of size \(1 \times K \times K\), where \(K\) indicates the propagation range measured in the maximum horizontal or vertical displacement of the unit impulse from the origin. It is then convolved with \(\hat{S}_t^-\), also regarded as a 3-D tensor, using 3-D convolution \(\otimes\) to get \(f_{s,t,d} = \hat{S}_t^- \otimes \theta_d\), where \(f_{s,t,d} \in \mathbb{R}^{C \times H/8 \times W/8}, d = 1, 2, \ldots, D\).

3.4.2. Lightweight Intra-frame Segmentation

Recognizing that there may be areas in a video frame where new image contents emerge or our spatial propagation may not work well, we further develop a lightweight network \(\phi\) for segmentation in these areas. The former is also known as the dis-occluded areas; the latter is because our spatial propagation is susceptible to the errors of the previous frame’s segmentation and the optical flow estimation. The module is showed in the upper branch of Fig. 2. Since these areas normally represent only a small percentage of pixels in a video frame, we design \(\phi\) for low complexity, with its prediction accuracy focused on those error-prone areas. Our current implementation comprises only 3 convolutional layers with kernel size \(3 \times 3\) without resolution downscaling. As shown in Fig. 2, it takes as input the 1/8-downscaled current video frame and outputs the segmentation \(f_{i,t} = \varphi(\hat{S}_t^-), f_i \in \mathbb{R}^{C \times H/8 \times W/8}\).

3.4.3. Guided Dynamic Filtering

Given \(\{f_{s,t,d}\}_{d=1}^D\) and \(f_{i,t}\) from the previous two steps, the guided dynamic filtering forms a semantic prediction of ev-
every pixel by spatially-varying $1 \times 1$ filtering. To proceed, we first organize $\{f_d^t\}_{d=1}^D$ and $f_t^i$ into $C$ chunks. Each chunk concatenates the channels of the same semantic class from $\{f_d^t\}_{d=1}^D$ and $f_t^i$; that is, the resulting channels of a chunk correspond to semantic predictions of the same class yet shifted spatially from $\hat{S}_t$ in different directions. We then use a guiding network $G$ to produce the $1 \times 1$ kernel for every pixel. In particular, this kernel varies from one pixel location to another, determining dynamically how the spatial propagation is conducted at every pixel location or whether the intra-frame segmentation should be weighted more heavily.

The process is illustrated in the lower and right parts of Fig. 2. For implementation, the guiding network $\Gamma_t$ takes as inputs $f_t^i$ and $E_t$, where $E_t = \sigma(\hat{S}_t \odot M)$ is an edge map derived from convolving $\hat{S}_t$ with a Laplacian kernel $M$. In particular, before the convolution, we take the argmax operation with respect to $\hat{S}_t$ to keep only the structure information inherent in the segmentation map. The output of the convolution is further passed through a Sigmoid function $\sigma$ to clip the edge response. This design is inspired by the observation that $\hat{S}_t$ tends to be erroneous at the object boundaries and in regions where the structure contour of $\hat{S}_t$ is inconsistent with that of $f_t^i$, which captures rough semantic predictions. Finally, the network output $\hat{S}_t \in \mathbb{R}^{(D+1) \times H / 8 \times W / 8}$ is the $1 \times 1$ kernel for every pixel location $(x, y)$, $1 \leq x \leq W / 8, 1 \leq y \leq H / 8$. The filtering of every chunk then follows by evaluating

$$\hat{S}_{t,c}(x, y) = \hat{\Gamma}_t(x, y) \odot chunk_{t,c}(x, y), \forall c, x, y \quad (2)$$

where $\hat{\Gamma}_t(x, y)$ denotes the normalized kernel at $(x, y)$ that has a unity gain across channels and $\odot$ is the inner product. The filtered results, when pooled together, form the final segmentation output $\hat{S}_t$.

We train the propagation framework $\mathcal{P}_t \mathcal{F}$ end-to-end. The training objective involves an ordinary cross-entropy loss imposed on the final segmentation output.

4. EXPERIMENTS

4.1. Setup

Datasets: We validate our method on Cityscapes [11] and CamVid [14], the datasets for scene understanding. Cityscapes includes video snippets of urban scenes, of which 2975/500/1525 are for training/validation/test. Each snippet of resolution $2048 \times 1024$ is 30 frames long, with only the 20th frame annotated. CamVid has 4 video sequences. In each video, only one frame in every 30 frames is annotated, leading to a total of 701 labeled video frames of size $960 \times 720$. Among these video frames, 367/101/233 are for training/validation/test.

Accuracy Metrics: For evaluating the segmentation accuracy, we follow the protocol in [2, 4] to measure the Mean Intersection over Union (mIoU) over $l$ image pairs $(20−i, 20)$ in every snippet with $i = 0, 1, \ldots, l−1$. For each image pair $(a, b)$, we propagate the segmentation for frame $a$ (keyframe) recursively to frame $b$ (non-keyframe). The mIoU measured this way is known as the average mIoU. We also report the minimum mIoU measured with respect to the non-keyframe farthest away from the keyframe in every snippet, i.e. the non-keyframe that is expected to be impacted the most by error propagation in the temporal dimension. Unless otherwise stated, the keyframe interval $l$ is defaulted to 5. Note that all the mIoU numbers reported are measured at full resolution.

Complexity Metrics: For complexity assessment, we report the throughput in frames per second (FPS) on GTX 1080Ti, the number of network parameters in bytes, and the average number of floating-point operations per second (FLOPS) over a keyframe interval.

Implementation Details: We implement our network on PyTorch, and use pre-trained SwiftNet-R18 [9], termed SN-R18 or BiSeNet-R18, termed BN-R18, as the segmentation model for keyframes. Both SN-R18 and BN-R18 adopt the ResNet-18 backbone. At inference time, the size of the keyframe is downscaled for the best accuracy-throughput trade-off. By the same token, our propagation module operates at one-eighth the resolution of the input video frame, followed by an interpolation of the segmentation output to the full resolution for mIoU measurement. Similar to [3, 4], we train our network for keyframe intervals ranging from 1 to 5. We use stochastic gradient descent (SGD) with momentum 0.9 and a learning rate of 0.001, which is decreased by a factor of 0.992 every 100 iterations. We set the batch size to 8 and the weight decay to 0.0005. Our model, exclusive of the pre-trained SwiftNet-R18 or BiSeNet-R18 for keyframe segmentation, is then trained end-to-end over image patches cropped from the input image. Each patch is three quarters of the input size. Our code and pre-trained weights are available online.

4.2. Results

Accuracy-throughput Trade-off: Table [9] compares the accuracy-throughput trade-offs of the competing methods. As shown, at FPS around 130, Ours-BN-R18 ($l = 4$) outperforms BiSeNet-R18 with input size 0.5 by 2.3% mIoU. Likewise, Ours-SN-R18 ($l = 4$) surpasses SwiftNet-R18 with input size 0.5 by 3.1% mIoU. Comparing with the video-based methods like [2, 4, 6], our scheme achieves much higher FPS and mIoU. In particular, Ours-SN-R18 ($l = 2$) outpaces considerably [5] [15], which target also high throughput, in FPS at the cost of a modest drop in mIoU. Results on Camvid [14] (Table [2]) show that our method runs faster than the image-based schemes [8] while achieving higher or comparable mIoU. It is to be noted that the other video-based schemes can hardly compete with ours in FPS, although [15] has higher mIoU due to the use of better backbones.

[1] https://github.com/robert80203/GSVNet
| Method          | Input size | Avg. FPS | mIoU |
|-----------------|------------|----------|------|
| CLK [2]         | 1.0        | 64.4     | 6.3  |
| LVS-LLS [5]     | 1.0        | 75.9     | 8.4  |
| Accel-R18 [4]   | 1.0        | 72.1     | 2.2  |
| DVSNet [6]      | 1.0        | 63.2     | 30.3 |
| TD-BN-R18 [15]  | 1.0        | 75.0     | 47   |
| Fast-SCNN [10]  | 0.5        | 68.6     | 123.5|
| BiSeNet-R18 [8] | 0.75       | 73.7     | 62   |
| BiSeNet-R18 [8] | 0.5        | 68.9     | 131  |
| SwiftNet-R18 [9]| 0.75       | 74.4     | 63.2 |
| SwiftNet-R18 [9]| 0.5        | 68.7     | 134  |

Table 1. Accuracy and throughput comparison on Cityscapes dataset. The \( l \) specifies the keyframe interval. The input size indicates the downscaling factor for keyframes in the video-based schemes or for input images in the image-based schemes.

| Method          | Input size | FPS  | Key FLOPS | Non-key FLOPS | mIoU |
|-----------------|------------|------|-----------|---------------|------|
| BiSeNet-R18     | 0.75       | 62.0 | 49.0M     | 58.0G         |      |
| SwiftNet-R18    | 0.75       | 63.2 | 47.2M     | 58.5G         |      |
| SwiftNet-R18    | 0.5        | 134  | 47.2M     | 26.0G         |      |
| Ours-SN-R18 (\( l=4 \)) | 0.75 | 142  | 47.2M | 16.7G         |      |

Table 2. Complexity comparison in terms of network parameters, FLOPS and FPS.

**Network Parameters and FLOPS:** Table 2 compares the number of network parameters and FLOPS. As can be seen, our scheme introduces 1.6M additional network parameters for segmenting non-keyframes, representing less than 3.3% additional overhead relative to image-based segmentation with SwiftNet-R18 or BiSeNet-R18. It achieves the least number of FLOPS, with a FPS of 142 and 71.8% average mIoU. The FLOPS of our scheme is variable depending on the keyframe interval. On average, a non-keyframe requires 2.8G FLOPS, as compared to 58.5G FLOPS for processing a keyframe with SwiftNet-R18 (0.75). As such, the higher the keyframe interval, the lower the FLOPS.

### 4.3. Ablation Experiments

This section aims at dissecting our design to understand better the contributions of each component.

**Using Lightweight Flow Estimation and Feature Extraction in A-R18:** Fig. 3 shows that Accel-R18, when trained end-to-end with our lightweight flow estimation network and feature extractor (a scheme termed A-Lite), suffers from a significant mIoU drop, although its throughput is much improved (red vs. cyan curves). This stresses the novelty of our guided dynamic filtering. Also shown in Fig. 3 using FlowNet2s [16] in our framework has little impact on mIoU (blue vs. green curves). This however causes the throughput to reduce, due to the prolonged runtime for flow estimation.

**Discarding Intra Features:** Intra features refer to the features extracted from the current frame. They serve the purposes of guiding the \( 1 \times 1 \) dynamic filtering and refining the semantic predictions propagated from the previous frame. Table 3 shows discarding intra features causes the minimum mIoU to drop much faster along with the increasing keyframe interval, highlighting their necessity for mitigating error propagation.

### 4.4. Qualitative Evaluation

Fig. 4 presents qualitative evaluation. For a fair comparison, all the competing models are configured to have a similar throughput (120 to 140 FPS). Because of lightweight temporal propagation, video-based methods can afford higher-accuracy keyframe segmentation, e.g. SwiftNet-R18 (0.75) in our method and BiSeNet-R18 (0.75) in A-Lite. We adopt A-Lite instead of A-X39 for comparison as it is the only version of Accel that achieves a similar throughput to the others. It is seen that our method produces consistently better segmentations across video frames (see the poles especially in the top-left area) than SwiftNet-R18 (0.5). In addition, A-Lite suffers from seriously distorted object boundaries. More qualitative results can be found in our supplementary document.
### 5. CONCLUSION

This paper presents a simple propagation framework for efficient video segmentation. We show that it is more cost-effective to perform warping in segmentation output space than in feature space. This also allows the propagation error to be minimized at each time step by our guided spatially-varying convolution. Our scheme has the striking feature of being able to work with any off-the-shelf fast image segmentation network to further video segmentation.
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