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ABSTRACT We discuss recent investigations of the interaction of polyelectrolytes with proteins. In particular, we review our recent studies on the interaction of simple proteins such as human serum albumin (HSA) or lysozyme with linear polyelectrolytes, charged dendrimers, charged networks, and polyelectrolyte brushes. In all cases discussed here we combined experimental work with molecular dynamics (MD) simulations and mean-field theories. In particular, isothermal titration calorimetry (ITC) has been employed to obtain the respective binding constants $K_b$ and the Gibbs free energy of binding. MD-simulations with explicit counterions but implicit water demonstrate that counterion release is the main driving force for the binding of proteins to strongly charged polyelectrolytes: Patches of positive charges located on the surface of the protein become a multivalent counterion of the polyelectrolyte thereby releasing a number of counterions condensed on the polyelectrolyte. The binding Gibbs free energy due to counterion release is predicted to scale with the logarithm of the salt concentration in the system which is verified both by simulations and experiment. In several cases, namely for the interaction of proteins with linear polyelectrolytes and highly charged hydrophilic dendrimers the binding constant could be calculated from simulations in very good approximation. This finding demonstrated that in these cases explicit hydration effects do not contribute to the Gibbs free energy of binding. The Gibbs free energy can also be used to predict the kinetics of protein uptake by microgels for a given system by applying dynamic density functional theory. The entire discussion demonstrates that the direct comparison of theory with experiments can lead to a full understanding of the interaction of proteins with charged polymers. Possible implications for applications as, e.g., drug design, are discussed.
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1. INTRODUCTION

The interaction of proteins with polyelectrolytes is a long-standing and central subject in polymer and colloid science. Normally, proteins can carry both positive and negative charges on their surface and their overall charge depends on the pH in solution. Hence, electrostatic interactions play a major role when considering the binding of proteins to polymers or to charged surfaces in aqueous systems: First of all, proteins can interact with linear polyelectrolytes in aqueous solution to form complexes which may precipitate or generate a phase separation. These “complex coacervates” belong to the best-studied systems in general protein science and research in this field dates back to the twenties of the last century.\textsuperscript{1–3} More recently, formation of complexes between proteins and polyelectrolytes was intensively studied by Dubin et al.\textsuperscript{2,4–14}, de Vries et al.\textsuperscript{1,15–18} and by Kabanov et al.\textsuperscript{19–22} Many of these investigations consider the interaction of polyelectrolytes with proteins carrying a net charge of opposite sign.\textsuperscript{2} In these cases the strong interaction can be explained by the electrostatic monopole-monopole attraction in these systems. Thus, a cationic polyelectrolyte interacts with a protein at a pH above its isoelectric point and vice versa. Careful work, notably done in the group of Dubin et al.\textsuperscript{4,5,7,8,10,23} has revealed, however, that interaction can occur at the “wrong side” of the isoelectric point, that is, a polyelectrolyte binds to a protein having the same charge. Here a force must be operative that overcomes the strong monopole-monopole repulsion. This finding hence demonstrates that a quantitative understanding of the interaction between proteins and polyelectrolytes requires an in-depth discussion of all possible driving forces which will be done further below.

Linear polyelectrolyte chains can be assembled to form charged polymeric gels. The interaction of proteins with these charged macroscopic gels or microgels presents an equally well-studied subject\textsuperscript{20,21,24–34} which finds practical application, e.g., in the chromatographic purification of proteins.\textsuperscript{35–38} DNA and RNA form strong complexes with branched cationic polyelectrolytes and these complexes are used for gene transfection and gene therapy.\textsuperscript{32,33,39} Charged dendrimers\textsuperscript{40,41} have been tested for all kinds of biomedical applications\textsuperscript{42,43} and the interaction with proteins is of central importance in the field.\textsuperscript{44} The obvious importance of this problem has led to an enormous literature that is hard to overlook. Last not least, linear polyelectrolytes may be densely grafted to planar and curved surfaces.\textsuperscript{45,46} The polyelectrolyte chains and brushes thus obtained interact strongly with proteins in aqueous solution and form a variety of protein-polyelectrolyte assemblies.\textsuperscript{3,47–50} Such systems are of general importance in nanotechnology since polymer chains are often used to prevent the adsorption of proteins onto nanoparticles.\textsuperscript{51} Proteins that adsorb to nanoparticles, e.g., in the blood stream may denaturate and thus trigger an immune response of the body.\textsuperscript{52–61} Hence, nanotoxicology\textsuperscript{62,63} that deals with these adverse effects of nanoparticles must consider the interaction of proteins with such polymeric layers. Knowledge on this interaction will ultimately contribute to a better understanding of nanoparticles in complex biological media and their ultimate fate within the body.\textsuperscript{64,65}

This short overview demonstrates the extraordinary breadth of the field in which the interaction of polyelectrolytes and proteins will matter. Evidently, an advanced understanding of the driving forces leading to formation of protein/polyelectrolyte complexes would be of enormous value inasmuch it would allow us to predict the association strength of such objects and a quantitative calculation of the binding constant. Obviously, a quantitative treatment of this interaction must start on the molecular level where a single charged unit is adsorbed onto the surface of a protein. Theory must hence advance with sufficient resolution and consider all pertinent length scales from molecular to mesoscopic distances. At the same
time, understanding the interaction of small charged molecules with proteins is central for modern drug design since many drugs represent charged entities. Moreover, small charged molecules as, e.g., phenylacetic acid or indoxylsulfate present toxins that adhere to blood proteins such as human serum albumin.66–69 Full removal of these toxins by dialysis presents a central and urgent problem of modern nephrology.68

Precise thermodynamic information on the binding process is the experimental prerequisite for a detailed understanding of the interaction of proteins with polyelectrolytes. In approximately the last two decades, isothermal titration calorimetry (ITC) has brought tremendous progress in this field.70–77 ITC measures the heat when, e.g., a solution of a polyelectrolyte is titrated into a solution of a protein. If the caloric effect is high enough, this method yields the overall heat of binding \( \Delta H_{\text{ITC}} \) and the binding constant \( K_b \) that is directly coupled to the change of Gibbs free energy of binding \( \Delta G_b \). This quantity may be used in turn to derive the entropy of binding \( \Delta S_b \) by measuring its dependence on temperature \( T \).78–80 Thus, ITC allows us to get the full thermodynamic information on the binding process, in particular on the interaction of biological polyelectrolytes with proteins.78–82 Hence, by now there is a broad set of thermodynamic data in literature obtained from a wide variety of systems. General trends may now be discussed as, e.g., the role of enthalpy in the binding of drugs to proteins.76 On the other hand, research by ITC has led to a number of controversies and open questions.76 Thus, very often there is a nearly full cancellation of enthalpy and entropy in binding processes conducted in aqueous medium. This “enthalpy-entropy cancellation” (EEC) presents a general phenomenon and has led to an intense discussion in literature (see, e.g., the discussion in ref.76).

The spatial structure of complexes of proteins with polyelectrolytes is another central problem in the field. Small-angle scattering as small-angle x-ray scattering (SAXS)83–86 and small-angle neutron scattering87 (SANS) have become important tools for their elucidation. Progress in synchrotron instrumentation allows us now to follow the build-up of the complexes in a time-resolved manner.85 Static and dynamic light scattering have been applied to the analysis of complexes in solution. Fluorescence microscopy61,88 and fluorescence spectroscopy89 have been applied quite often, too, and it seems fair to state that we have acquired a rather detailed understanding of the spatial structure of the complexes in solution. Together with ITC-data these methods have led to a better understanding of a number of complexes. However, there is no general conclusion on the fundamental driving forces of complex formation nor a set of accepted theoretical models that allow us to truly predict the Gibbs free energy of binding for a given system.

In the last decade our groups have worked intensively on a quantitative understanding of the interaction of proteins with charged polymeric systems.26,27,48,51,69,90–94 These investigations include i) the interaction of small charged molecules with human serum albumin69,87 (HSA), ii) the interaction of short linear polyelectrolytes with HSA,91 iii) the interaction of charged dendrimers with lysozyme and HSA94,95, iii) the interaction of various proteins with charged microgels,24–28,92,96 and iv) spherical polyelectrolyte brushes interacting with various proteins.46–48,90,97–100 The main goal of our work is the elucidation of the various driving forces leading to complexation between proteins and polyelectrolytes. Central to this question is the role of the electrostatic interaction as opposed to other forces as, e.g., the hydrophobic interaction. Thus, we have conducted a series of experiments as a function of the ionic strength and temperature in solution. The central point in this research is the direct comparison of all experiments with theory and simulations.91,94 Realistic models for polyelectrolytes and for proteins allows
us to investigate complexation in a fully quantitative fashion. All simulation models treat the counterions in an explicit fashion and thus lead to a quantitative treatment of the entropic contribution to binding by the release of counterions.\cite{69,90,94,101,102} Proteins may carry patches of positive charge on their surface even above the isoelectric point where the overall charge is negative. These patches may act as multivalent counterions to the polyelectrolytes thereby releasing the condensed counterions of the highly charged chains. This counterion release force\textsuperscript{102} can assume an appreciable magnitude depending on the charge density of the polyelectrolyte and the salt concentration in bulk. Also, it is still operative under physiological conditions, that is, at high ionic strength. A clear proof for the importance of the counterion release force could be given for the interaction of linear polyelectrolyte with proteins\cite{91,94,98,103} and for the binding of proteins onto spherical polyelectrolyte brushes.\textsuperscript{93,98}

Our recent work on the interaction of HSA with short chains of poly(acrylic acid)\textsuperscript{91} has demonstrated that simulations can predict $\Delta G_b$ quantitatively with surprising accuracy. The same finding was made when considering the interaction of a highly charged dendritic polymer with HSA or with lysozyme.\textsuperscript{94} These surprising results open the door for a fascinating development towards a design of polymeric systems that interact with proteins in a prescribed manner. Hence, future investigations must aim at this fully quantitative and predictive modeling of the interaction of proteins with polyelectrolytes.

In this review we present recent work dealing with the interaction of proteins with polyelectrolyte systems with special emphasis on the quantitative comparison of theory and experiment. Thus, we first discuss theoretical models which are compared to experimental data in turn. In particular, we discuss a number of systems where the protein and the polyelectrolyte have the same charge, that is, where the interaction takes place on the “wrong side” of the isoelectric point. The review is organized as follows: First, the interaction of a protein with a linear polyelectrolyte is considered.\textsuperscript{87,91,101} In addition to this, we discuss recent work on the interaction of a highly charged dendrimer\textsuperscript{41} with lysozyme.\textsuperscript{94} In a next step we review the interaction of proteins with weakly charged networks.\textsuperscript{28,92} Here weakly charged means that no counterion condensation occurs on the chains constituting the network. Then we shall present a survey on recent work done on spherical polyelectrolyte brushes which are characterized by a strong confinement of the counterions.\textsuperscript{93,104} Up to this point the discussion is restricted to full equilibrium and an entirely thermodynamic treatment. Recent theoretical work, however, has suggested that the kinetics of the binding of proteins to gels can be understood in terms of a dynamic density functional theory.\textsuperscript{92,105} Within this theory, the thermodynamic driving force in this model can be directly taken from the previous equilibrium considerations. A brief conclusion section will wrap up the entire discussion.

2. PROTEINS INTERACTING WITH LINEAR AND DENDRITIC POLYELECTROLYTES

2.1 Linear polyelectrolytes: Theory

As mentioned above, the interaction of linear polyelectrolytes with proteins in aqueous solution belongs to the best-studied field in colloid science.\textsuperscript{1,2,13,77} In the following we only consider the interaction of a negatively charged polyelectrolyte chain in aqueous solution with a protein above its isoelectric point. Both objects hence carry a net negative charge and should repel each other. Work by Dubin and coworkers\textsuperscript{8,13} and by us\textsuperscript{91}, however, clearly demonstrated an attractive interaction of the protein with the a highly charged polyelectrolyte if the ionic strength is low. The analysis of this effect by isothermal titration calorimetry (ITC) clearly revealed the entropic origin of this interaction.\textsuperscript{91,98,103} This can be
argued directly from the fact that the enthalpy measured by ITC is strongly positive. This entropic attraction is mainly due to the counterion release force which is directly related to the uneven charge distribution on the surface of proteins.\textsuperscript{102} As an example, Figure 1a displays the surface distribution of charges of beta-lactoglobulin. The overall charge is negative since the pH in solution was set above the isoelectric point of the protein. However, the blue spots mark the patches of positive charge which can interact with the negatively charged polyelectrolyte. Their binding then releases $\Delta N^-$ negative counterions of the positive patch as

![Figure 1](image)

**Figure 1.** Interaction of linear polyelectrolytes with proteins. Fig. 1a: Charges on the surface of $\beta$-lactoglobulin (BLG). Red: negative (acidic) residues; blue: positive (basic) residues; white: neutral residues. The overall charge of the protein is negative since the pH is above the isoelectric point pI. Fig. 1b: Simulation of the interaction of a linear polyelectrolyte with a protein modeled by the charged patchy protein model (CPPM).\textsuperscript{101} The protein is modeled by a sphere with a single patch of positive charge (green dots on white spot) bearing 8 positive charge. The overall charge is -8. The linear polyelectrolyte models a short chain of poly(acrylic acid) with 25 repeating units. Each unit carries one charge. Note that the counter- and the coions are modeled explicitly.\textsuperscript{101} Fig. 1c: Free energy of binding $w_{min}$ of a polyelectrolyte to a patchy particle as the function of salt concentration $c_s$. The points are derived from the CPPM-simulations whereas the blue solid line denotes the fit according to eq.(1). The green line displays the result of the analytical model derived in ref.\textsuperscript{101}

well as $\Delta N^+$ positive counterions of the polyelectrolyte. The release of counterions thus effectively increases the entropy of the system and leads to a concomitantly negative contribution to the Gibbs free energy of binding. More specifically, the change $\Delta G_{cr}$ can be estimated by\textsuperscript{90,98}
\[
\frac{\Delta G_{cr}}{kT} = \Delta N_c \ln \left( \frac{c_s}{c_{\text{patch}}} \right) + \Delta N_a \ln \left( \frac{c_s}{c_{\text{PE}}} \right)
\]

where \(c_s\) is the salt concentration in the solution, \(c_{\text{patch}}\) the concentration of the negative counterions accumulated on the positive patch of the protein, \(c_{\text{PE}}\) is the surface concentration of the condensed counterions of the linear polyelectrolyte and \(k\) and \(T\) have their usual meanings. Evidently, \(\Delta G_{cr}\) may assume large negative values depending on the ratio of the concentrations \(c_{\text{patch}}\) and \(c_{\text{PE}}\) to the salt concentration \(c_s\) in the bulk solution.

It is often assumed that the electrostatic interaction is not operative under physiological condition where \(c_s\) is of the order of 150 mM which is followed by a very small Debye-length defined by \(\kappa^{-1} = (8\pi l_B)^{-1/2}\) with the Bjerrum-length \(l_B = e^2/(4\pi\varepsilon_0\kappa kT)\). Here \(e\) denotes the unit charge, \(\varepsilon_0\) is the permittivity of the vacuum and \(\varepsilon\) is the dielectric constant. However, depending on the charge density of the protein and the polyelectrolyte, the surface concentration may assume values of the order of several moles per liter which leads to a still appreciable \(\Delta G_{cr}\) even under physiological conditions. On the other hand, the effect will vanish if \(c_s\) is of the order of \(c_{\text{PE}}\) or \(c_{\text{patch}}\). Eq.(1) also suggests that the free energy of binding should scale with \(\ln(c_s)\) if the counterion release force is operative.\(^{102}\) The derivative of \(\Delta G_{cr}\) with regard to \(\ln(c_s)\) hence yields directly the number of release counterions. This feature has been repeatedly found in experimental studies and will be further discussed below.

The number of condensed ions on a PE chain can be well estimated by the Onsager-Manning-Oosawa theory.\(^{106-109}\) The linear polyelectrolyte is characterized by the Manning parameter \(\xi\)
\[
\xi = zl_B/l
\]
where \(l\) is the distance between the charges along the polyelectrolyte chains whereas \(z\) is the valency of the counterions. Theory predicts that counterion condensation starts for \(\xi > 1\). For vanishing salt concentration the fraction \(x\) of condensed counterions follows as \(x = 1-1/\xi\), that is, a fraction \(x\) of the counterions accumulates in the immediate vicinity of the linear polyelectrolyte chains. The concentration of the condensed counterions that exhibits only a weak dependence on \(c_s\) can be estimated for typical polyelectrolytes as, e.g., poly(acrylic acid) from simulations\(^{91,110}\) to be ca. 1.5 M. A recent estimate\(^{90}\) for \(c_{\text{patch}}\) for a planar spot with a typical charge density led to approximately 0.3 M which will be even reduced when considering the curved surface of proteins.\(^{101}\) Hence, it suffices in good approximation to consider only the term related to \(c_{\text{PE}}\) in eq.(1).\(^{101}\)

The above considerations can be put into more quantitative terms by using the charged patchy particle model (CPPM).\(^{111,101}\) Figure 1b displays the main feature of this model.\(^{101}\) The proteins are rendered by spheres of 2 nm diameter. The negative charges marked in red are distributed over the surface of the sphere at random while the positive surface charges marked in green are concentrated in a patch marked in white. The charge density of such a patch is of the order of \(1-2\) e/nm\(^2\) which is typical for globular proteins of this size. The patchy distribution also leads to a marked dipole moment of the order of \(10^2-10^3\) Debye which is typical for proteins. The net charge was chosen to be -8 in order to mimic proteins above the isoelectric point. The polyelectrolyte is model in a coarse-grained fashion by 25 beads each of which carrying one charge. The solvent water is modelled by a background continuum with \(\varepsilon = 78\) whereas all counter- and coions are treated explicitly. The overall interaction of the protein with the polyelectrolyte is obtained by a steered Langevin simulation.\(^{111,101}\) Briefly, in this simulation the center of gravity of the polyelectrolyte is slowly moved towards to the protein along a prescribed direction. At each point the forces are sampled and added up to give the potential of mean force (PMF) as the function of the distance.
The simulation carries along all pertinent interactions as the van der Waals forces, as well as dipolar interactions and Coulombic interaction between all beads. Moreover, the explicit treatment of all ions leads to the number of condensed counterions that are located in a vicinity of 0.4 nm to the surface of the protein or the polyelectrolyte. All other counterions are considered to be free.\textsuperscript{101}

The main result of this model is the clear proof of an attractive interaction due to the release of counterions, mainly the ones bound to the polyelectrolyte. The polyelectrolyte chain is seen to be directly attached to the patch and depending on the size of the patch the chain may be even adsorbed totally. Figure 1b displays a typical configuration. The PMF exhibits a distinct minimum of the order of -20 k_BT and the dependence on the salt concentration scales essentially as predicted by eq.(1) (see Figure 1c). Both the counterion release and the screening effects can be treated in an analytical model which is capable of fully describing the simulations (green line in Fig. 1c).

Figure 2 Computer simulations of the binding of poly(acrylic acid) (PAA) to HSA. a) Steered Langevin Dynamics Simulation of the binding of PAA to HSA. The center of mass of the PAA-molecule is kept at a given distance to the center of mass of HSA and moved towards the protein by a constant pulling speed. The forces acting on the PAA-molecule are averaged and integrated up to get the potential of a mean force (PMF) which in turn leads to \( G(r) \). The simulated Gibbs free energy of binding \( G_{\text{sim}} = G(r_{\text{min}}) - G(\infty) \) where \( G(r_{\text{min}}) \) denotes the minimum value of \( G(r) \) at the bound state. See ref.\textsuperscript{91} for further details. b) Simulation snapshot of the complex of PAA and HSA. One PAA-molecule is bound to the Sudlow II site of HSA.\textsuperscript{91}

A more detailed and specific analysis has been done on the interaction of human serum albumin (HSA) with poly(acrylic acid) (PAA) by a coarse-grained computer model.\textsuperscript{91} Here the protein has been modeled in terms of a Go-model provided by the SMOG webtool for biomolecular simulations.\textsuperscript{112,113} The amino acids are modeled by single beads. The short flexible PAA-chain is again modeled in a coarse-grained fashion as in the above simulations and its interaction with HSA is determined in a steered Langevin simulation.\textsuperscript{114} Water is treated implicitly as a continuum with a dielectric constant depending on temperature.

Figure 2 shows representative snapshots of these simulations. First of all, the simulations clearly indicate that only one PAA-chain is interacting with a HSA molecule. Moreover, the simulation suggests the exact
location of the binding of the polyelectrolyte, namely the Sudlow II site. The PAA-chain is seen to slide along this side much in a way of threading through an orifice. Evidently, the free ends of the chains on both sides are free to explore all possible configurations which increases the entropy of this state. Thus, this configurational degree of freedom at the Sudlow II site certainly favors this site over other positive patches on the surface of HSA. This fact is one of the main results of the simulations and demonstrates that coarse-grained models can give highly detailed information at the pertinent length scale.

As delineated above, the steered Langevin simulations allow us to obtain the free energy profiles $G(r)$ by integrating the average forces along the distance coordinate between the centers of gravity of HSA and PAA. The minimum of $G(r)$ at this position gives directly the free energy of binding which can be obtained at different salt concentrations and temperatures. The simulations reveal that counterion release is the main driving force and 2.5 ions are released upon binding. Deeper analysis of the simulation data show that ca. 2 of these ions stem from the polyelectrolyte. Thus, with an approximate concentration $c_{PE}$ of 1.5 M eq.(1) gives a free energy of the order of $3 – 4 \ k_BT$ per ion.

![Figure 3](image)

**Figure 3** Analysis of the binding of poly(acrylic acid) to HSA in aqueous solution at 37°C. a) Binding isotherms measured by ITC for different salt concentrations. The heat of dilution has been subtracted from the ITC-signals. The solid lines show the respective fits of the data by the single set of independent binding sites (SSIS) model. b) The dependence of the Gibbs free energy of binding $\Delta G_b = -kT \ln K_b$ on salt concentration $c_s$. The line is the fit according to equation (1). Taken from ref. 91.
2.2 Experiment

ITC was used to determine the Gibbs free energy of binding experimentally.\(^9\) Figure 3a gives as an example the measured heat corrected for the heat of dilution. The data have been taken at 37°C and the data show clearly that the process of binding is endothermic, that is, entropy is the driving forces for complex formation as has already been found in earlier studies.\(^9,10\) The solid lines describe the binding isotherm modeled as a simple chemical equilibrium in terms of an equilibrium constant \(K_b\). Hence, \(\Delta G_b = -kT \ln K_b\) leads directly to the Gibbs free energy of binding \(\Delta G_b\) that can be compared to the values obtained from simulations.\(^9\)

The comparison of simulated and measured free enthalpies of bindings requires special consideration.\(^9,10\) The \(\Delta G_{b}^{\text{exp}}\) obtained from ITC experimentally refers to the standard volume \(V_0\) of one liter per mole. In the PMF simulations, the binding volume \(V_b\) is given by the volume accessible to the center of mass of PAA in the bound state. Hence, a term \(\Delta G_{b}^{\text{corr}} = -kT \ln (V_b/V_0)\) must be added to \(\Delta G_{b}^{\text{sim}}\) in order to obtain the standard Gibbs free energy of binding that can be compared to experimental values (cf. also the discussion of this problem in ref.\(^11\)).

Excellent agreement between the measured and the simulated \(\Delta G_b\) was found. Moreover, it was found that counterion release is indeed the driving force for binding. Figure 3b displays a fit of \(\Delta G_b\) according to eq.(1). As already argued above, only the second term of eq.(1) needs to be taken into account since the counterion condensation on the charged patches of the proteins is negligible. Figure 3b demonstrates that the linear relation between \(\Delta G_b\) and \(\ln(c_s)\) is found indeed except for the lowest salt concentration. This deviation from linearity has been found before and can be explained by the repulsive monopole-monopole interaction between the negatively charged protein and the anionic polyelectrolyte. Thus, if the salt concentration becomes very low, this repulsion is not screened anymore and the magnitude of \(\Delta G_b\) decreases when compared to the prediction of eq.(1).
2.3 Dendritic polyelectrolytes and proteins

Dendrimers are branched polymers with a regular structure. Starting from a focus point 3 – 4 branches are emanating that become the focal point for the next generation. Hyperbranched polymers have a similar but less well-ordered structure. Charges can be appended to each repeating unit or just to the terminal units. Dendritic polymers have been intensively discussed for various medical applications as e.g. drug delivery. This application necessitates precise information on the interaction of charged dendrimers with proteins in solution. Here a problem of central importance is the possible degradation of the secondary and tertiary structure of the protein in the complex which virtually excludes the medical use of the respective dendritic polymer. Several studies of this problem have indicated that dendrimers can lower the stability of proteins considerably. Thus, CD-spectroscopy of, e.g., the complex HSA with PAMAM dendrimers demonstrates that the melting of the secondary structure of HSA occurs in the complex at considerably lower temperature than measured for the free protein.

Another central problem in the field is the use of dendrimers as drug. Some time ago it has been demonstrated that dendritic polyglycerol sulfate (dPGS) is an anti-inflammatory drug. Figure 4a shows the chemical structure of a dPGS of second generation. Sulfonate groups are appended at the ends of each branch rendering the entire molecule a highly charged polyelectrolyte. This anti-inflammatory potential of dPGS was traced back to the blocking of selectins during the immune response, that is, it could be explained by the selective interaction of dPGS with a given protein. Thus, dPGS forms a complex with L- and P-selectin but not with E-selectin. Furthermore, early studies could show clearly that this specific interaction is directly related to the high charge of dPGS, uncharged poly(glycerol)s behave in a total different way.

Recently, we have studied the interaction of human serum albumine (HSA) and lysozyme with dendritic polyglycerol sulfate (dPGS). These proteins serve as well-defined and stable model systems for analyzing the details of the interaction with dPGS. We combined thermodynamic experiments using ITC with coarse-grained molecular dynamics simulations. All studies aimed at a quantitative assessment of the electrostatic part of the free energy of binding as opposed to factors related to hydration. Thus, the binding constant was determined experimentally at different temperature and salt concentrations and compared to MD-simulations. In a second step these results could be used for a quantitative modeling of the interaction of dPGS with selectins. In particular, the dependence of the binding constant on temperature has been used to derive the enthalpy $\Delta H_b$ of binding and the respective entropy of binding $\Delta S_b$. Both quantities can then be related to the Gibbs free energy of binding $\Delta G_b$. Here we found a marked enthalpy-entropy cancellation (see ref.76), that is, a major part of $\Delta H_b$ is cancelled by $\Delta S_b$ while
both quantities will even change sign within a small temperature range from 10 – 40°C. This strong EEC seen in many biological systems\cite{76,80–82,123} seems to be a very general feature there. The system dPGS/HSA studied by us is a model system that allows us to study the EEC with sufficient precision.\cite{95} The data obtained from this model systems hence allow us to discuss all thermodynamic functions and their relation on a secure basis and relate them to simulations.

**Theory:**

Highly charged dendritic structures have been the subject of many investigations since the nineties.\cite{104} Thus, there is detailed knowledge about the well-studied PAMAM-dendrimers by simulations by now.\cite{124–127} In our work\cite{41} we employed MD-simulations using a coarse-grained model of dPGS and analyzed in particular the surface of dPGS, its location and the effective surface potential. This knowledge is central for a meaningful comparison with experimental data referring to measurements of the zeta-potential. With proper definition of the surface and the effective potential, the local concentration of condensed counterions can be given and used in calculations using equation (1). As shown in ref.\cite{41} a rather well-defined core of dPGS with radius $r_d$ could be obtained from the simulations for generation 2 -5 which assume a more or less perfect spherical shape, in particular at higher generations. The outer surface at distance $r_{ef}$ in Figure 4c was obtained by mapping the calculated electrostatic potential onto the Debye-Hückel form. As a result of this modeling, the zeta-potential of dPGS could be determined by simulation for all generations and compared with experimental data and analytical theories. Good agreement was found indicating that the definitions of $r_d$ and $r_{ef}$ are giving a realistic picture of the spatial distribution of the counterions. In consequence, a simple but reliable model of the dPGS in solution could be set up shown in Figure 4b. The condensed counterions are located between $r_d$ and $r_{ef}$ and an effective surface concentration $c_{ci}$ of these ions can be calculated.\cite{94} Thus, for a dPGS of second generation we obtained 0.96 M whereas a concentration of 2.43 M results for dPGS of fifths generation (see Table S3 of ref.\cite{94}). These concentrations are much higher than e.g. the physiological salt concentration of 0.15 M and a release of counterions from the shell of the dPGS will lead to a marked gain of Gibbs free energy according to eq.(1). The strong localization of the counterions in this shell leads also to an effective charge per surface that increases only slowly with increasing generation. Concomitantly, the zeta-potential levels off at higher number of generation in good agreement with experimental data from the zeta-potential.

In a next step the binding of lysozyme to this well-characterized dendrimer was analyzed, again using the steered Langevin simulations already discussed above.\cite{94} Figure 5 displays the main results of these simulations. Depending on the number of generations 3 to 14 lysozyme molecules are bound to dPGS and the upper part of Figure 5 displays typical snapshots of the first bound molecule. The middle of the panel Figure 5 shows the potential of a mean force for the first bound lysozyme, simulated for different generations. A distinct minimum indicates the strong driving force for complex formation and the lower panel displays the number of released counterions when one lysozyme is approaching a dendrimer. Here the yellow points mark the number of released counterions upon binding. The simulations again indicate very clearly that counterion release is the main driving force for complex formation. The origin is located in a patch of positive charge shown in the inset of the middle panel. The interaction of this patch with the highly charged surface is sufficient to release 3 -5 condensed ions from the dPGS and create a marked contribution to $\Delta G_{cr}$ according to eq.(1).
Figure 5 Simulation of the binding of lysozyme to a highly charged dendrimer. The upper panel shows snapshots of the first bound lysozyme to PGS-dendrimers from the second (dPGS-G2) to 5th generation (dPGS-G5). Panel A displays the potential of a mean force termed $V_1(r)$ for the first lysozyme molecule approaching a dPGS of different generations as indicated by the color code. Panel B shows the number of released counterions when the first lysozyme molecule is approaching the dendrimer. Yellow circles refer to the bound state. Taken from ref.94.

These simulations allow us to analyze the complex formation of one dendrimer with several lysozyme molecules. Evidently, there must be a steric and electrostatic repulsion for each additional lysozyme molecule attaching to the surface of the dendrimer. This effect constitutes hence a negative cooperativity for the process of binding which in turn means that the Gibbs free energy of binding is not a constant but becomes an explicit function of the number of bound molecules. Many current models of modeling experimental data, on the other hand, assume a Langmuir-type model which proceeds from the assumption of a constant binding energy. The consequences for the evaluation of the ITC-data will be discussed in the next section.

Experiment

Figure 6 displays a survey of the binding studies carried out by ITC. Panel 6a displays the binding isotherms obtained from ITC. The fits have been done by a Langmuir model and the number of bound lysozymes can be obtained as a fit parameter. The binding constant $K_b$ can be converted into a Gibbs free energy of binding through $\Delta G_b = -k_B T \ln K_b$. The dependence on salt concentration is shown in Figure 6b referring to the complex formation of lysozyme with the dendrimer of second generation. The weakening of the binding can be directly seen from the inset displaying $\ln K_b$ as the function of salt concentration.
Good linearity is seen except for the smallest salt concentration. As already discussed in the case of HSA interacting with poly(acrylic acid), this deviation stems from a marked contribution of the screened electrostatic forces that are strongly operative under small salt concentration. The slope of the straight line leads to $N_{cr} = 3.1 \pm 0.1$ in excellent agreement with the simulations. As discussed above, the negative cooperativity can be seen directly in curves of the potential of a mean force $V_r(r)$ as the function of the center-of-mass distance $r$ shown in panel Figure 5C for a dendrimer of 5th generation. The insets display snapshots of the growing corona of proteins. The deep minimum of the first bound lysozyme amounts to more than $-25 k_BT$. However, the minimum for the subsequent 14 lysozymes becomes smaller with each newly added molecule because of steric and electrostatic repulsion. Thus, the minimum for the 15th molecule is so small that no binding takes place anymore. A detailed analysis of the simulation data indicates that the coordination number of lysozyme on the dendrimer of 5th generation is 13 whereas the ITC experiments lead to 12 bound lysozymes. Considering the simplifications in the coarse-grained simulations this may be regarded as very good agreement.

Figure 6. Analysis of the binding of lysozyme to the highly charged dendritic polymer dPGS. Panel A displays the ITC-isotherms for the binding of lysozyme to dPGS differing in the number of generations (see color code in Fig. 6A). Note that the dendritic polymers derive from a hyperbranched precursor and the number of generations indicated in the graph have been derived from the average molecular weights of the precursors (see ref.41 for further details.) B Complexation of a dPGS-G2 (second generation) with lysozyme at different salt concentrations $c_s$. The solid lines display the fits by the Langmuir model. The inset shows the binding constant $K_b$ as the function of $\ln(c_s)$ as suggested by eq. (1). C The potential of mean force as the function of the center-of-mass distance $r$ between a dPGS-G5 and lysozyme for the successive binding of $i = 1-15$ proteins simulated for a salt concentration of 10 mM. The inset shows snapshots of the complexes resulting for $i = 1, 8$, and 13 bound proteins. D The simulation Gibbs free energy of binding in units of $k_BT$ (symbols) plotted against the degree of coverage $\theta = i/N_{sim}$ for dPGS-G2, G4, and G5, respectively. These data have been taken from the global minima of the PMF shown in
Figure 6C. The large open symbols display the respective simulation-referenced Gibbs free energy $\Delta G_b^{ITC}(i^*)$ (see eq.(3) and text) for comparison.

From these results the question arises how one could compare the simulated free energy with the data deriving from ITC-experiments. In case of a one-to-one-binding as discussed above for the complex formation of HSA with poly(acrylic acid), this comparison only must take into account the different volumes of binding. In case of multiple binding, however, the Gibbs free energy of binding depends on the number of already bound lysozymes as shown in Figure 6C. Figure 6D displays these minimum values $\Delta G_b^{sim}$ that can be read off directly from the minima of $V_i(r)$ in Figure 6C. Now the independent variable is the coverage $\theta$ that can be taken from the fits of the Langmuir model in Figure 6A. As discussed recently by us, the comparison of $\Delta G_b$ with $\Delta G_b^{sim}$ can be done by defining a simulation-referenced Gibbs free energy.\textsuperscript{94} The binding constant follows from the slope of the ITC-isotherm directly at the inflection point. This point corresponds to a coordination number $i^*$ that is slightly below the maximum number $N$ of binding sites derived from the Langmuir fits. Hence, the coverage at the inflection point $\theta^* = i^*/N$ is smaller than unity. For a dendrimer of 5th generation, e.g., we find $\theta^* = 0.94$. The Gibbs free energy $\Delta G_b$ corresponds to this coverage $\theta^*$ and we may do the comparison through\textsuperscript{94}

$$\frac{\Delta G_b^{ITC}(i^*)}{k_B T} = \frac{\Delta G_b}{k_B T} - \ln \left(1 - \frac{i^*}{N}\right) - \ln \left(\frac{V_b}{V_0}\right)$$ (3)

Here $\Delta G_b^{ITC}(i^*)$ is the simulation-referenced Gibbs free energy that can directly be compared with $\Delta G_b^{sim}$ whereas $\Delta G_b$ is the Gibbs free energy calculated from the binding constant $K_b$. The second term on the right-hand side is related to the entropic penalty for binding in the Langmuir model and the third term is the correction for the binding volume $V_b$ deriving from the PMF simulations as compared to the standard volume $V_0$ (1 l/mol) in the Langmuir approach.\textsuperscript{115} Figure 6D displays the comparison of $\Delta G_b^{sim}$ and the simulation-referenced Gibbs free energy $\Delta G_b^{ITC}(i^*)$ for dPGS of second and of fifth generation. There is full agreement of simulations and experiment within the prescribed margins of error.

These studies have been continued by a comprehensive investigation of the binding of HSA to dPGS-G2, again combining analysis by ITC with MD-simulations for temperatures ranging from 278 to 313K.\textsuperscript{95} First of all, the analysis by ITC demonstrated that HSA and dPGS-G2 form a 1:1 complex at all temperatures under consideration. This fact renders the subsequent discussion simpler. The binding can now be described in terms of a simple chemical equilibrium described by a single constant $K_b$. An analysis of the structure of HSA by CD-spectroscopy over the given temperature range furthermore corroborated that the heat signal measured by ITC is solely due to binding, no changes of the secondary or tertiary structure can be detected. The experimental Gibbs free energy $\Delta G_{b, ITC}$ derived therefrom can be compared directly to the simulated value $\Delta G_{b, sim}$. Practically full agreement is found for 283 and 298K whereas the MD-simulations slightly overestimate $\Delta G_b$ at 310K.\textsuperscript{95} Hence, the binding of dPGS to HSA resembles closely the one of poly(acrylic acid) to this protein discussed above.\textsuperscript{91} The analysis of the dependence of the binding constant $K_b$ and $\Delta G_b$ on temperature led to a result seen for many systems of biological relevance: $\Delta G_b$ hardly depends on temperature while $\Delta H_b$ and $\Delta S_b$ strongly vary with $T$.\textsuperscript{76,123} The small dependence of $\Delta G_b$ on temperature inevitably leads to the conclusion that the specific heat of binding $\Delta C_P$ is of appreciable magnitude and that there is a strong enthalpy-entropy
cancellation (EEC). Hence, the dependence of $\Delta G_{b,ITC}$ on temperature is given by the generalized van’t Hoff equation (see e.g. ref.82 and further references given there):

$$\Delta G_b = -RT\ln K_b = \Delta H_{vH,ref} - T\Delta S_{vH,ref} + \Delta C_{p,vH}[T - T_{ref}] - T\ln(T/T_{ref})$$

(4)

where $\Delta H_{vH}$ and $\Delta S_{vH}$ and $\Delta C_{p,vH}$ are the respective thermodynamic functions derived from this analysis while $T_{ref}$ is a reference temperature. All quantities deriving from $\Delta G_b$ refer directly to the binding equilibrium and thus give the respective enthalpy or entropy of binding. Figure 7 displays all data derived from this analysis.

Figure 7 Dependence of the enthalpy of binding on temperature. The quantities $\Delta H_{vH}$ and $\Delta S_{vH}$ deriving from the analysis of $\Delta G_{b,ITC}$ on temperature are plotted as the function of temperature. $\Delta G_{b,ITC}$ and $\Delta G_{b,sim}$, on the other hand, hardly depend on temperature on this scale. The enthalpy $\Delta H_{ITC}$ measured directly by ITC differs from $\Delta H_{vH}$ that refers directly to the process of binding. The difference can be traced back to additional equilibria linked to the process of binding.95

The data displayed in Figure 7 are typical for the EEC seen in many binding equilibria in biological systems.76,80–82 The present comparison, however, allows us to go one step beyond this much-discussed result: The Gibbs free energy $\Delta G_b$ is shown here to result practically total from electrostatic effects which follows from the excellent agreement of $\Delta G_{b,ITC}$ and $\Delta G_{b,sim}$. Therefore we come to the conclusion that the EEC must be total for the present binding equilibrium. As a consequence, enthalpies of binding as well as $\Delta H_{ITC}$ measured directly by ITC does not tell us anything directly about the process of binding and all calculations must strive to obtain $\Delta G_{b,sim}$ (see also the discussion of this problem in ref.76).
Figure 8 Scheme of a core-shell microgel and the concentrations of the ions and the protein. The core is a solid sphere (marked in blue) onto which a weakly charged polymer gel is attached. The concentrations of co- and counterions in the gel are determined by the Donnan-equilibrium which also defines the leading term of the Gibbs free energy of protein adsorption. Taken from ref.26.

3. PROTEINS INTERACTING WITH WEAKLY CHARGED GELS

3.1 Theory

Weakly charged polymer gels have been a long-standing subject in polymer science. We have studied the sorption of proteins to such a gel using the core-shell particles depicted schematically in Figure 8: A weakly charged gel is attached chemically to a solid core. The notation ‘weakly charged’ means that the charged chains constituting the gel have a Manning parameter smaller than unity because the distance between two charges along the chains is larger than the Bjerrum length. Immersed in water, the gel layer will swell and proteins characterized by a net charge $z_p$ will be taken up. In general, the driving force can be split up into an electrostatic part $\Delta G_{el}$ and a non-electrostatic part that has been termed $\Delta G_0$ in ref26. The latter term will be operative also in non-charged gels and is governed by hydrophobic attraction. It turns out that the leading order contributions to the electrostatic term $\Delta G_{el}$ can be calculated in an analytical fashion:26,28

- The Donnan-potential $\Delta \phi$ can be calculated from the ratio of the charge density $c_g$ inside the gel and the salt concentration $c_s$ outside the gel. For an ideal solution we obtain $e\beta \Delta \phi = \ln[y + \sqrt{y^2 - 1}]$ where $y = z_g c_g / (2 c_s)$ ($z_g$: valency of charge within network; $\beta = 1/k_BT$). Hence, the leading term for electrostatic attraction of the protein to the gel is given by $\Delta G_{el} = z_p \Delta \phi$. This leading term can be negative as well as positive depending on the sign of $z_p$. [The Donnan-equilibrium leads also to an increased osmotic pressure inside the gel due to the confined co- and counterions that can be calculated analytically, too (see eq.(2) of reference26)].
- There is a second contribution to the electrostatic part that is always negative, that is, always attractive:26 Proteins present charged entities that necessarily entail a Born self-energy of charging.
Thus, going from an uncharged sphere to a sphere with a net charge $z_p$ necessitates a positive free energy due to the repulsive interaction among the charges. Repeating the same process in a medium with higher ionic strength leads to a smaller Born energy due to screening. Hence, the charged proteins tend to go from a solution with low ionic strength into the gel in which the salt concentration is higher.

We obtain for the term related to the Born energy up to the monopole term the following expression\(^\text{26}\)

$$
\beta \Delta G_{\text{Born}} = \frac{z_p^2}{2 R_p} \left( \frac{\kappa_p R_p}{1 + \kappa_p R_p} - \frac{\kappa_b R_p}{1 + \kappa_b R_p} \right)
$$

(5)

where the inverse screening lengths are $\kappa_g = (8\pi l_B c_g)^{1/2}$ and $\kappa_b = (8\pi l_B c_s)^{1/2}$ for gel and bulk, respectively. For a patchy surface of a typical protein (see Figure 1), the calculation of the Born energy becomes more difficult but an approximation on the dipolar level can be obtained.\(^6\)

- Uptake of proteins with a net charge $z_p$ must change the charge density $c_g$ of the gel. For instances, if the network is charged negatively and the protein carries along a net positive charge, the charge density within the gel decreases which must be taken into account when calculating $\Delta \Phi$ (see the discussion of eq.(4) of ref.\(^{26}\)). This effect must also be taken into account when calculating the osmotic pressure within the gel and the swelling equilibrium.

Given these prerequisites and the terms, the electrostatic part $\Delta G_{el}$ is fully determined. It must be kept in mind that $\Delta G_{el}$ is an explicit function of the number of proteins taken up by the gel. Hence, the first protein will experience a much stronger electrostatic interaction than the proteins taken up near to saturation. In this way, the uptake of proteins to charged gels experience a negative cooperativity exactly in the way as discussed above for the case of charged dendrimers.

Proteins immersed in a gel will exhibit a repulsive mutual interaction that increases with increasing volume fraction. Since the ionic strength within the gel is rather high, this repulsion can be modeled to good approximation by the hard sphere interaction. Thus, the repulsive chemical potential of the proteins within the gel can be approximated by the Carnahan-Starling (CS) excess chemical potential:\(^{128}\)

$$
\beta \mu_{CS} = \frac{8\eta - 9\eta^2 + 3\eta^3}{(1-\eta)^3}
$$

(6)

which is the free energy necessary for transferring one hard sphere into a volume with a packing fraction $\eta = (N_{bp}/V_{gel})\pi\sigma_p^3/6$ and $\beta = 1/k_BT$. Here $N_{bp}$ is the number of polymers in the gel, $V_{gel}$ is the actual volume of the gel available for the proteins and $\sigma_p$ is the diameter of the protein which is approximated by a sphere. Evidently, $V_{gel}$ must be corrected for the volume fraction of the polymer and for the shrinking of the gel with an increasing number of proteins taken up. Given these various terms, the total number of proteins can be formulated as

$$
\frac{N_{bp}}{V_{gel}} = \zeta' c_p \exp[-\beta \Delta G_{el} - \beta \Delta G_0] \exp[-\beta \mu_{CS}]
$$

(7)

where $\zeta'$ is the partition function of the bound state, i.e., considers constraints of protein degrees of freedom such as rotation or vibration in the bound state. In first approximation, the proteins can be regarded as free entities with only a translational degree of freedom that may move around freely in the network, \textit{apart from the separately considered packing effects}, and $\zeta' = 1$. This model was named “Excluded Volume (EV) model”\(^{26}\) as the binding is limited at large coverage by protein packing. Ideally
$\Delta G_0$ describes only the non-electrostatic contributions and thus should not depend on ionic strength but only on temperature. In the following it will be treated as an adjustable parameter.

It is revealing to compare the EV-model thus defined to the conventional Langmuir model used routinely to analyze the adsorption of proteins to gels and to spherical polyelectrolyte brushes.\textsuperscript{24,25,27} We could demonstrate that the EV model reduces to the Langmuir isotherm if the packing fraction is rather low, that is, if $\mu_{CS}$ can be approximated in terms of the second virial coefficient $B_2 = 2\pi\sigma_p^3 / 3$ of a system of hard spheres.\textsuperscript{26} $2B_2$ is the volume excluded by a single sphere for all other spheres in this approximation and it turns out that the Langmuir isotherm refers to a system in which the proteins are located in $N_{hyp}$ binding boxes each of which has a volume of $2B_2$. Thus, the maximum number of proteins to be bound to a gel follows from the maximum number of places given by $V_{gel} / (2B_2)$. It should be noted that the second virial coefficients can be obtained directly from scattering experiments or calculated from crystallographic data.

The above correspondence between the EV-model and the Langmuir isotherm can now be used to extend the calculation to competitive adsorption of several proteins.\textsuperscript{28} If the packing fraction $\eta$ of all proteins is not too high, the chemical potential $\mu_{CS,i}$ of the $i$th protein can be approximated by

$$\beta \mu_{CS,i} = 2 \sum_j B_2^{ij} \frac{N_j}{V_{gel}}$$

where the second virial coefficient $B_2^{ij}$ for a pair of interacting proteins $i$ and $j$ can be written down exactly through

$$B_2^{ij} = \frac{2}{3} \pi \left[ \frac{\sigma_i + \sigma_j}{2} \right]^3$$

if the proteins can be modeled as hard spheres in sufficient approximation. Thus, the repulsive term can be generalized to an arbitrary number of proteins. The same holds true for the electrostatic terms and $\Delta G_0$ is referring to the interaction of a given single protein to the network and should be independent of the presence of other proteins for small packing fraction. Thus, the entire treatment can be used to consider the competitive adsorption of a mixture of many proteins to a gel in equilibrium. This problem which is far more practical than the adsorption of a single protein is hence within reach of a quantitative modeling.
Figure 9 Experimental observation of the adsorption of proteins to core-shell microgels by ITC.\textsuperscript{28} a) Adsorption isotherms for four different proteins measured at 7mM ionic strength and 298K. The differential heat is plotted against the molar ratio $x$ of the enzymes to the particles. The enzymes are: papain (magenta), lysozyme (green), cytochrome C (red), RNase A (blue). The solid lines denotes the fits with eq.(6). The inset shows the hydrodynamic radius of the microgels as measured by dynamic light scattering. The shrinking with the uptake of protein is clearly visible. The solid lines display a fit with an empirical model. b) The total Gibbs free energy of binding for lysozyme is decomposed into its components. $\Delta G_0$ denotes the intrinsic (non-electrostatic) adsorption free energy; $\Delta G_{el}(x)$ is the
electrostatic contribution; \( \mu_{\text{lyso}}(x) \) is the entropic penalty due to hard sphere packing calculated by the Carnahan–Starling potential.

### 3.2 Experiment

In the following we shall review the experiments done on charged core-shell microgels.\(^{24-26,28}\) The experimental methods applied in these studies have been discussed in earlier reviews\(^ {27,129} \) so that the present review can be focused on the comparison of the experimental data with theory. Eq.(7) gives the dependence of concentration of proteins in a given volume of the gel \( V_{\text{gel}} \) as the function of the total free energy of binding. The comparison with the ITC-experiments can be done as follows: ITC measures the heat flux per injection of a dilute solution of protein to a solution of the microgel particles. Figure 9a displays the experimental data taken for four different proteins at a low ionic strength.\(^ {28}\) Here the heat of adsorption per injection \( Q' \) is plotted against the molar ratio \( x \) of the respective protein to the microparticle. Strong adsorption leads to a plateau at small \( x \) that directly gives the heat of adsorption. \( \Delta H_{\text{ITC}} \) determined by ITC. Larger \( x \) are followed by a decrease of \( Q' \) until saturation is achieved. These data can be mapped in the usual way\(^ {26} \) on a Langmuir isotherm with a constant \( K(x) \) being an explicit function of the molar ratio \( x \). Thus, we have

\[
K(x) = K_0 \exp\left(-\beta \Delta G_{\text{gel}}(x)\right) = \frac{\theta(x)}{(1-\theta(x))T} \tag{10}
\]

This fit takes into account the explicit dependence of the Gibbs free energy of the number of proteins already taken up by the gel. In this way the negative cooperativity of binding due to electrostatics is taken care of. Moreover, the marked shrinking of the gel displayed in the inset of Figure 9a is taken into account so that the actual volume \( V_{\text{gel}} \) is used at each \( x \).

Figure 9b displays the different terms of the Gibbs free energy of adsorption. Note that only \( \Delta G_0 \) is an adjustable parameter, all other terms can be calculated from the number of adsorbed proteins. In principle, the non-electrostatic part \( \Delta G_0 \) should be independent of the ionic strength in the system. The data obtained in ref.\(^ {26} \) show that this is the case in rather good approximation and \( \Delta G_0 \) is found to increase only slightly with \( c_0 \). Given the various approximations and assumption in this fit, this result can be viewed upon as full agreement of theory and experiment. Figure 9b demonstrates that all other contributions vary strongly with \( x \). The electrostatic contribution \( \Delta G_{\text{gel}} \) is strongly negative at low \( x \) but its magnitude decreases with increasing uptake of protein due to the decrease of the overall charge of the microgel. The repulsive part \( \mu_{\text{CS}} \) is positive, of course, and becomes more important only at higher \( x \). Evidently, fitting the set of data to a single binding constant \( K \) which is possible would inflict a grave error in the assessment of the Gibbs free energy driving the uptake of protein.

The value of \( \Delta G_0 \) can thus be obtained for different proteins can in turn be used to compare the competitive adsorption of two proteins to a given microgel.\(^ {28}\) This process can be investigated by using lysozyme bearing a fluorescent label. Earlier work has shown that the fluorescence of the label is quenched as soon as the labeled lysozyme is taken up by the gel.\(^ {24}\) This effect is due to the slightly smaller pH within the
gel and can be used to monitor the replacement of labeled lysozyme by another protein. The freed lysozyme fluoresces again and its concentration can be measured quantitatively as the function of the amount of added protein. In our experiments we first validated this procedure by replacing labeled lysozyme by unlabeled lysozyme. Moreover, the competitive adsorption of lysozyme with cytochrome C, RNase A, and papain was determined by the same method. The concentration of lysozyme set free by the addition of these proteins can be calculated without adjustable parameters through the use of eq.(6). Here full agreement of theory and experiment was found for unlabeled lysozyme, cytochrome C, and RNase A, only in case of papain we found small deviation between the predicted and the measured amount of freed lysozyme.

Thus, all comparisons of theory and experiment done on charged microgels have met with gratifying success so far. This good agreement can be taken as a proof that the Gibbs free energy of adsorption of proteins to charged gels can be calculated and modeled in very good approximation. It should be noted, however, that this comparison of ITC to theory has tacitly assumed that the measured heat of adsorption is solely due to the interaction with the charged gel and not due to any distortion of the tertiary or secondary structure. We could show that the native structure of lysozyme is not changed by the uptake into the charged gel. 25 This could be demonstrated directly by measuring the enzymatic activity of the bound lysozyme. Here we found an even elevated activity as compared to the free enzyme which could be explained by the slightly lower pH within the gel. It is hence evident that the tertiary structure has been fully preserved within the network which is expected from the rather weak interaction of the proteins with the slightly charged network. Partial unfolding of proteins, however, may become a serious issue for carrier system interacting more strongly with proteins. In this case a check of enzymatic activity97 or of the secondary structure by FT-IR130 are very helpful.

4. PROTEINS INTERACTING WITH SPHERICAL POLYELECTROLYTE BRUSHES

If linear polyelectrolytes are attached densely by one end to a planar or curve surface they form a planar polyelectrolyte brush or a spherical polyelectrolyte brush (SPB). These systems have been well-studied during the last decade and their general behavior is well-understood.131 The main feature of polyelectrolyte brushes is the strong confinement of the counterions. Similar to the charged networks discussed further above the brushes will be swollen by the uptake of water in order to release the osmotic pressure of the confined counterions. Hence, in salt-free solutions an osmotic limit is reached in which the chains of the brush layer are strongly stretched. In the salted limit, that is, at high salt concentrations the electrostatic interactions are strongly screened and the chains of the brush layer assume a configuration as in a uncharged brush. Some time ago it was found that proteins will be adsorbed on a brush layer despite the fact that both the protein and the brush bear the same net charge (adsorption on the “wrong side” of the isoelectric point) if the brush is in the osmotic limit.47 If the ionic strength is raised, there is only a weak or no adsorption. Protein adsorbed in the osmotic limit will be released upon raising the ionic strength.132 This phenomenon has been shown to be general and a survey of the literature has been given in a number of reviews.27,90,48,133 A comprehensive theoretical treatment has been presented recently93 and the following section will summarize the salient points of this analysis. In particular, uptake of proteins on polyelectrolyte brushes can now be compared with the well-studied case of charge networks reviewed in section 3 above.
4.1 Theory

In principle, proteins should be repelled by a brush of like charge because of the electrostatic and steric repulsion: Insertion of a protein into a brush layer will lead to steric interactions with the densely tethered chains and increase the osmotic pressure of the confined counterions. These adverse effects can be overcome by three major forces:

i) The pH value within the brush layer can be considerably lower as outside in the bulk solution due to confined protons. If this pH is lower than the isoelectric point of the protein, the charge of the immersed protein will be change to a positive value leading to a strong attraction.\(^{134}\)

ii) Counterion release was evoked early on as a strong attractive force.\(^47\) Figure 10a displays the main feature of this attraction: Positive patches of the protein become multivalent counterions of the brush layer thus releasing a concomitant number of counterions confined within the brush layer. This force already discussed above for the interaction of proteins with single chains of polyelectrolytes will be even stronger due to the nearly 100% confinement of the ions within the brush layer.\(^\text{27,48,90,93,133}\)

iii) Proteins can have large dipole moments because of the surface patches of charge. In case of spherical polyelectrolyte brushes there is a non-vanishing electric field in the brush layer the interaction of which with the proteins will lead to a marked attraction.\(^93\)

These considerations have been put into a more quantitative treatment of the uptake of proteins to polyelectrolyte brushes.\(^93\) First, MD-simulations have been done using a coarse-grained model of a planar polyelectrolyte brush whereas the proteins have been modeled by the charged patchy protein model (CPPM) introduced in section 2 above (see Figure 1). The binding of a protein could again be studied by a steered Langevin-simulation which leads to the Gibbs free energy of binding. In this way results obtained on polyelectrolyte brushes can be compared directly to results obtained from simulations of proteins with single polyelectrolyte chains (see section 2) and with charged networks (see section 3). In a second step, these simulations could be compared to approximate analytical expressions of the various terms contributing to the free energy of binding:\(^93\)

- The first contribution to \(\Delta G_b\) is related to the immersion of a neutral globule into a charged brush. This term is dominated by the steric repulsion between the neutral globule and the brush due to the steric interaction of the globule with the chains and by the rise of the osmotic pressure of the confined counterions. Estimates of both contributions show clearly that the raise of the osmotic pressure is dominating and may be of the order of several tens of \(k_BT\).

- Next, the electrostatic contributions can be discussed, much in a way already worked out for the charged gels (see section 2). The concentration of counter- and coions within the brush layer can be well-approximated by a Donnan equilibrium. The resulting Donnan-potential defines the monopole term which is positive for the uptake of a negatively charged protein to a brush layer bearing the like charge. Hence, the term corresponds directly to the Donnan-term already formulated for the case of charged gels. In addition to this, there is the interaction of the strong dipole of the protein with the electric field of the brush layer. In case of the rather homogeneous charged gels this term can be omitted in first approximation. It is operative in the case of the spatial inhomogeneous brush layers and cannot be neglected for spherical polyelectrolyte brushes.
The Born term already introduced when discussing the uptake of proteins in gels must be considered here, too, since the salt concentration inside the brush layer differs considerably from the salt concentration in bulk. For the present systems it is always negative. In ref.93 we developed this term up to the dipole level which can be done analytically for point dipoles in the Debye-Hückel approximation (see eq.(6) of ref.93). All expressions refer to homogenous systems but can be applied in to the inhomogeneous systems under consideration here as well. However, a comparison with the MD-simulations suggests that the Born term as presented in ref.93 is the weakest approximation of all analytical expressions.

Finally, counterion release could be modeled as already outlined for single polyelectrolyte chains in section 2.

Figure 10 Uptake of proteins by polyelectrolyte brushes.\textsuperscript{83,84} a) Counterion release mechanism for the binding of proteins to brush layers. A positively charged patch on a protein can replace the counterions in
a negatively charged polymer brush despite the fact that the overall charge of the protein is negative. The counterions from the surface of the protein, and the counterions from the polymer brush are released into the bulk of the solution. The increase in entropy upon counterion release is the main driving force for protein adsorption on the “wrong side” of the isoelectric point, i.e. when the net charge of the protein globule has the same sign as the chains in the brush.\textsuperscript{48,135} b) Spatial structure of a complex between proteins marked in green with a spherical polyelectrolyte brush.\textsuperscript{83,84} The proteins are closely correlated to the polyelectrolyte chains of the brush layer.

With these analytical expressions in place, the various contributions to the Gibbs free energy of binding could be compared to the MD-simulations. Here it turned out that the final negative Gibbs free energy of binding is the result of cancelation of several large terms differing in sign: The monopole repulsion can go up to $23\ k_B T$ whereas the Born term cancels this contribution largely with a magnitude up to $-18\ k_B T$. The dipolar contribution is largest at the surface of the brush as expected but remains negative within the brush. Counterion release is strongly attractive with $10 – 14\ k_B T$ depending on salt concentration. It scales very well with $\ln(c_s)$ as predicted by eq.(1). The resulting Gibbs free energy is overall negative and leads to a strong binding. The analytical expression for $\Delta G_b$, however, underestimates considerably the value resulting from MD-simulations, most probably due to problems in the approximations involved in calculating the Born term (which essentially reflect neglecting higher order terms in a multipole expansion of the electrostatic potential).

\textbf{4.2 Experiments}

Up to now, there is no direct comparison of theory and experiment. However, all experimental results obtained so far corroborate the conclusions of theory at least in a semi-quantitative fashion. First of all, the decisive parameter governing the interaction of proteins with polyelectrolyte brush layers is the ionic strength in the system. This is shown schematically in Figure 11 displaying the amount of adsorbed protein per gram of the SPB $\tau_{ads}$ as the function of the concentration $c_{sol}$ of the protein remaining in solution. In this way the resulting curves can be compared to typical adsorption isotherms. Only at high ionic strength the brush layer becomes more and more protein-resistant because of the steric repulsion between the dissolved proteins and the brush layer of the SPB.
The entropic origin of the strong adsorption of proteins to polyelectrolyte brushes could be directly demonstrated by isothermal titration calorimetry (ITC). A marked endothermic signal was observed when titrating β-lactoglobulin into a solution of spherical polyelectrolyte brushes bearing polystyrene sulfonate chains. This entropy could directly be used to estimate the number of released counterions by eq. (1). Approximately 10 counterions in total were released upon uptake of a single protein molecule. This binding entropy decreased significantly when raising the ionic strength in the system as expected for the counterion release force. Studies by small-angle X-ray scattering furthermore demonstrated that the proteins are closely bound to the polyelectrolyte chains of the brush layer (see the scheme shown in Figure 10b). Similar results have been obtained on planar systems by neutron reflectometry. Additional analysis by FT-IR spectroscopy and by checks of the enzymatic activity of bound enzymes demonstrated clearly that the secondary and the tertiary structure of the bound proteins is not changed for brush layer bearing the hydrophilic chains of poly(acrylic acid). This finding was corroborated by fluorescence studies of the green fluorescent protein.
4.2 Dynamics of the uptake of proteins to microgels and spherical polyelectrolyte brushes

Figure 12 Dynamics of the uptake of proteins to charged microgels.\textsuperscript{92} The core-shell particle consists of a hard core (blue) and a shell consisting of a cross-linked polymer network (red) that has an interface with a width of 10 nm (light red). The proteins are represented by green spheres and the particles are immersed in a protein solution. For the symmetry of this system, the protein concentration is modeled as a radial density field $\rho_p(r,t)$ with the origin being located at the nanoparticle's hard core/polymer boundary. In Figure 12 two density profiles corresponding to different times are shown: yellow dashed line referring to earlier time and red referring to a later time.

In the following a brief summary of recent work on the dynamics of the uptake of proteins by microgels and spherical polyelectrolyte brushes will be given. The exposition given here follows the rendition in refs.\textsuperscript{92,105} In sections 3 and 4 we have demonstrated that the adsorption of proteins to complex particles can be described in terms of a free energy that depends on the local number density of the proteins $\rho$. In formulating our model, we have implicitly assumed the presence of two states only. One, where the protein is adsorbed in the bulk of the microgel, the other where the protein is in the bulk of the solution. Clearly, this is a simplification because $\rho_p$ will vary continuously between these two limits as the local environment interpolates between that of a bulk gel and that of a bulk solution. The full spatial dependence of $\rho_p$ can be calculated via (classical) Density Functional Theory\textsuperscript{141}. In practice, DFT states that the local chemical potential $\mu_p(r)$ is a function of the density field $\rho_p(r)$ and is given by the functional derivative:

$$
\mu_p = \frac{\delta F[\rho_p]}{\delta \rho_p} \text{ } (10)
$$

where $F[\rho_p]$ is the free-energy functional of the system under consideration and depends on the density $\rho_p$ of all species. In equilibrium, the chemical potential of each protein type is constant throughout the system and fixing its values provides a self-consistent equation to find $\rho_p(r)$. In Ref.\textsuperscript{92,105} we have shown how to construct a free-energy functional that reproduces the two-state model previously described in Sec. 3.1 when the bulk states are approached.
One of the main advantages of a DFT reformulation of the protein adsorption problem is to provide a thermodynamically consistent way to study the dynamics of adsorption including the effect of protein-protein and protein-gel interactions. For doing this, we need to make two further assumptions. The first is that proteins follow a relaxation dynamics, e.g., Brownian dynamics\(^{142}\). The second is a separation of time-scales similar to the Born-Oppenheimer approximation: we assume that the degree of freedom of all other species, e.g., solvent molecules and ions, instantaneously relax to their local equilibrium configuration given a fixed protein density field.\(^{105}\) In other words, we require proteins to be much slower than all other species in the system. With these prerequisites, broadly satisfied under normal experimental conditions, the Dynamic Density Functional Theory (DDFT) allows to recast the time evolution of the protein density field into a Generalised Diffusion Equation:\(^{92}\)

\[
\frac{\partial \rho_p}{\partial t} = \nabla D_p \rho_p \nabla \beta \mu_p \tag{11}
\]

where \(D_p\) denotes the diffusion coefficient of species \(p\). Note that in Eq. 11 the chemical potential is a function of all the density field \(\{\rho_p\}\) for all protein types \(p\) present, as described by Eq. 10. Hence, Eq.11 represents a non-linear, partial differential equation for \(\rho_p\). If the chemical potential \(\mu_p\) is given by the ideal solution term, i.e. no interactions are considered, we recover what is simply known as the diffusion equation. In this case, the system will simply try to smoothen every possible gradient. However, when thermodynamic interactions are included, the picture becomes much more complex.

Figure 12 shows the application of this DDFT model to the adsorption of proteins to charged microgels (see section 3). In ref.\(^{92}\), we have shown that, unlike the simple diffusion equation, a DDFT-based model can reproduce semi-quantitatively the dynamics of protein adsorption as measured by fluorescence experiments.\(^{24}\) More recently, we have applied the same formalism to describe the dynamics of a mixture of proteins.\(^{105}\) In particular, we have shown how the often observed non-monotonic behavior in the adsorption of proteins, commonly known as the “Vroman effect”\(^{143–147}\), does not have a single origin but can generally arise from completely different mechanisms involving two or more competing interactions. (see Figure 13). The general take-home message from these simulations is that trends on the adsorption kinetics and thermodynamics derived from single-protein type experiments cannot be straightforwardly extrapolated to mixtures. For example, evaluating the performance of anti-adsorption polymer coatings based on such experiments might lead to qualitatively wrong conclusions, because protein-protein interactions, either direct or mediated through global electrostatics, can drastically change the adsorption behavior.

For example, the same formalism applied to describe the Vroman effect also predicts that for certain protein mixtures co-adsorption in the microgel can occur. In this case, a protein can increase its adsorption by almost two orders of magnitude when in a mixture with other proteins, compared to the case where the protein is present alone. Quite interestingly, our simulations also highlight the importance of describing the whole spatial variation of the protein density field rather than simply looking at the bulk states. In particular, we have observed how in some cases the composition of the bulk of the gel is not just quantitatively but also qualitatively different from that of the gel-solution interface. This is of particular importance considering that it is this outer layer of proteins that determines the interaction of the microgel with its surrounding, e.g. the immune system. In this case, similarly to what happens for single vs multiple protein mixtures, interpreting experimental data based on the overall amount of protein adsorbed, dominated by the bulk of the gel, can again lead to completely wrong conclusions.
It is interesting to note that a simplified model along the same lines used to describe protein adsorption on microgels has been used to study the uptake of proteins also to spherical polyelectrolyte brushes. The radial density of the chains decays with radial distance of the core that leads to a concomitant decay of the overall attractive potential that is directly coupled to the segmental density. Assuming a frictional coefficient of the protein molecules, this simple model leads to the conclusion that the overall amount of proteins scales with $t^{1/4}$ which is observed experimentally by time-resolved small-angle x-ray scattering.

In general, the message arising from these studies is that inclusion of thermodynamic interactions is crucial to describe the dynamics of protein adsorption in these polymeric carriers. Since a different model can be built by simply changing the free-energy functional, we expect this formalism to lead to predict new and interesting phenomena in other gel-protein systems. Furthermore, it should be noticed that in the same way not only protein adsorption but also protein desorption could be addressed and work along this line is already ongoing.

5. CONCLUSION

We reviewed recent work on the interaction of proteins with various polyelectrolytes with special emphasis on the quantitative comparison of theory and experiment. Two major strands of systems can be distinguished: i) single chains of polyelectrolytes or hyperbranched/dendritic polymers, and ii) systems of polyelectrolyte as charged networks and polyelectrolyte brushes. Counterion release was found to be the major driving force for protein binding except for the case of weakly charged gels. Moreover, in all cases approximate expressions could be derived to model protein adsorption. In case of multiple adsorption of proteins, a negative cooperativity of adsorption could be clearly seen: The magnitude of the Gibbs free energy of binding decreases considerably with the number of already bound proteins. The Gibbs free energy obtained in this way for a given system can then be used to understand and even predict the dynamics of protein uptake by this system as discussed in section 4.

Perhaps the most important point of all studies presented herein is the excellent agreement of simulated data and theoretical modeling with experimental binding constants. We see this agreement for very hydrophilic single and dendritic polyelectrolytes where no adjustable parameter is necessary in coarse-grained simulations. In case of charged gels a single adjustable parameter describing non-electrostatic contributions had to be introduced. These surprising findings suggest that the binding of proteins to hydrophilic polyelectrolytes is governed by electrostatic factors as counterion release and Debye-Hückel interaction for low ionic strength, no terms related to hydration intervene. The consequences of this finding remain to be explored in more detail for various applications as e.g. drug design and for investigations of systems of direct biological relevance.
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