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Abstract

We propose a general machine learning-based framework for building an accurate and widely-applicable energy functional within the framework of generalized Kohn-Sham density functional theory. To this end, we develop a way of training self-consistent models that are capable of taking large datasets from different systems and different kinds of labels. We demonstrate that the functional that results from this training procedure gives chemically accurate predictions on energy, force, dipole, and electron density for a large class of molecules. It can be continuously improved when more and more data are available.

1 Introduction

Predicting the ground-state information of a many-electron system in an environment of clamped ions is a fundamental task in the field of molecular modeling. Over the past few decades, a wide variety of methods have been developed for addressing this problem, such as quantum Monte Carlo, post Hartree-Fock (HF) methods (also known as wave function theory, WFT), density functional theory (DFT), etc. In general, these methods follow a well-known trade-off between accuracy and efficiency. The cost of exact WFT methods like full configuration interaction (FCI) usually scales exponentially with system size. Coupled cluster singles, doubles and perturbative triples (CCSD(T)) the method often referred to as the golden standard of quantum chemistry, has a cost that scales as $O(N^7)$ with respect to the number of electrons $N$. The cost of Kohn-Sham (KS) DFT and its generalized version typically scales as $O(N^3 \sim N^4)$. However, currently available DFT models, although much more efficient, are much less accurate compared with FCI and CCSD(T), due to the approximate nature of the functionals involved.

Developing accurate and efficient DFT functionals is among the world’s hardest and most important parameter fitting problems. As for all parameter fitting problems, we need a functional form with some free parameters and a way to optimize these parameters. The key notion in this context is universality. In principle, the DFT functionals are universal and we would like our approximate functionals to be as universal as possible. It should be noted immediately that truly universal and computationally efficient functionals are very difficult, if not impossible, to come by. Therefore our goal should be to develop a functional that is efficient and chemically accurate for all the systems that can be reasonably represented by the data available.

To this end, we look for models with the following requirements in mind:
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1. We need to have a functional form (for these approximate functionals) that is expressive enough so that the behavior of different systems, whether small or large molecules or condensed systems, can all be accommodated.

2. We should also make maximum use of existing high quality data, including data for different systems and data with different kinds of labels, such as energy, force, and electron density. The model should be continuously improvable as more and more data become available.

Since condensed systems involve other non-trivial technical issues, we choose to focus first on molecules. For similar reason, we do not discuss the analytical conditions that are used in the so-called non-empirical functionals\textsuperscript{21,29}. Most of these conditions are derived in some limiting cases, such as uniform electron gas. They are less relevant to molecules or the generalized Kohn-Sham scheme that we are going to use.

A reasonably successful model that accomplishes the first requirement, termed Deep Post Hartree-Fock (DeePHF), has been developed in Ref.\textsuperscript{2} for molecules. By exploiting both physical constraints from symmetries and the unprecedented expressivity of neural network (NN) functions, DeePHF succeeded in achieving chemical accuracy for the energy at a cost comparable to Hartree-Fock (HF). It has demonstrated impressive performance on existing datasets for molecules. One main objective of the current work is to extend DeePHF to a self-consistent framework such as KS-DFT. We will adopt the generalized Kohn-Sham (GKS) formalism, with the domain of our functional been elevated from pure density to Kohn-Sham orbitals, so that the functional space represented is much larger. At the same time, we will make sure that the second requirement listed above is also fulfilled.

Despite several earlier attempts\textsuperscript{1,7,13,16,19}, there have been serious difficulties involved in this task. For machine learning-based models such as DeePHF, it was the gradient-based optimization schemes that make them efficiently trainable. Gradient-based methods can hardly be used in the self-consistent framework, since it is very expensive to compute the gradients of the self-consistent energy, force, and density, with respect to the NN parameters. For this reason, an earlier attempt reported in Ref.\textsuperscript{19} used Monte Carlo, a gradient-free optimization scheme. This is prohibitively expensive in the self-consistent setup, particular with large datasets. When the training data is limited to only the energies of a few molecules, the pioneering work reported in Ref.\textsuperscript{7} successfully developed a gradient-based strategy by effectively decoupling the self-consistent constraint and the gradient-based training. We will follow a similar strategy, but we have to develop a modified reformulation to make the process more efficient so that much larger datasets can be handled. When the training data also include alternative labels other than energy, such as forces and electron density, to the best of our knowledge, no effective gradient-based method has been developed. We will present a new training scheme that overcomes these difficulties in a very elegant way.

We name the approach proposed here Deep Kohn-Sham (DeePKS). We also use DeePKS to refer to the model (i.e. functionals) obtained this way. DeePKS obeys all physical and gauge symmetries and is consistent with all known high quality data. For this reason, it is arguably the most competitive model in terms of accuracy and transferability, given our current knowledge. In addition, it can be continuously improved as more and more data become available. We also note that the training schemes developed here can be used in other situations when some self-consistent models are trained.

2 Methods

2.1 (Generalized) Kohn-Sham theory

We first give a brief overview of the (generalized) Kohn-Sham theory. We start from the many-body Schrödinger equation of $N$ electrons indexed by $i$,

$$ (T + W + V_{\text{ext}}) \Psi(x_1, x_2, \ldots, x_N) = E_{\text{tot}} \Psi(x_1, x_2, \ldots, x_N), \quad (1) $$

where we use $E_{\text{tot}}$ to denote the ground-state energy of the $N$-electron Schrödinger equation. Here $T = -\frac{1}{2} \nabla^2$ and $W = \frac{1}{2} \sum_{i,j} \frac{1}{|x_i - x_j|}$ denote the kinetic and electron-electron interactions, respectively. $V_{\text{ext}}$ stands for the external potential. For example, in an atomic system with $M$ ions indexed by $I$, $V_{\text{ext}} = \sum_i V_{\text{ext}}(x_i) = \sum_{I,i} \frac{Z_I}{|x_I - x_i|}$. 
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Following the variational principle, the ground-state energy can also be written as

\[ E_{\text{tot}} = \min_\Psi \langle \Psi | T + W + V_{\text{ext}} | \Psi \rangle = \min_\Psi \left\{ G_0[\Psi] + E_{\text{ext}}[\rho[\Psi]] \right\}, \tag{2} \]

where

\[ G_0[\Psi] = \langle \Psi | T + W | \Psi \rangle, \tag{3} \]

\[ E_{\text{ext}}[\rho] = \int dx V_{\text{ext}}(x) \rho(x). \tag{4} \]

According to the well-known Hohenberg-Kohn theorem, this problem is equivalent to another minimization problem with respect to the electron density \( \rho \),

\[ E_{\text{tot}} = \min_{\rho(x) \to \rho} \left\{ F_{\text{HK}}[\rho] + E_{\text{ext}}[\rho] \right\}, \tag{5} \]

\[ F_{\text{HK}}[\rho] = \min_{\Psi \to \rho(x)} G_0[\Psi] = \min_{\Psi \to \rho(x)} \langle \Psi | T + W | \Psi \rangle. \tag{6} \]

Eq. 6 defines the Hohenberg-Kohn (HK) functional \( F_{\text{HK}}[\rho] \) using the Levy-Lieb constrained search formulation. Note here both \( F_{\text{HK}}[\rho] \) and \( G_0[\Psi] \) are considered to be universal, meaning that they do not depend explicitly on the external potential \( V_{\text{ext}} \).

Directly solving the ground-state energy or representing the HK functional can be very difficult, since it involves dealing with the \( N \)-particle wave function. Therefore, one often resorts to the popular Kohn-Sham (KS) scheme to simplify this problem. The key ingredient of KS-like theories is to replace the general \( N \)-particle ground-state \( \Psi \) with a model system, whose ground state can be represented by a single Slater determinant \( \Phi = \sqrt{1/N!} \det[\phi_i(x_j)] \), where we use \( \{\phi_i\} \) to denote a set of orthonormal single particle orbitals. The energy functional can also be written as \( G[\Phi] = G[\{\phi_i\}] \). As a result, the ground-state energy \( E_{\text{KS}} \) and density functional \( F_{\text{KS}} \) is given by

\[ E_{\text{KS}} = \min_{\rho(x) \to \rho} \left\{ F_{\text{KS}}[\rho] + E_{\text{ext}}[\rho] \right\}, \tag{7} \]

\[ F_{\text{KS}}[\rho] = \min_{\Phi \to \rho(x)} G[\Phi] = \min_{\Phi \to \rho(x)} G[\{\phi_i\}]. \tag{8} \]

Depending on how the functional \( G[\Phi] \) is chosen, the above formulation gives many different theories. To name a few:

- If we leave \( G \) unchanged from \( G_0 \), we get the Hartree-Fock theory,

\[ G_{\text{HF}}[\Phi] = G_0[\Phi] = \langle \Phi | T + W | \Phi \rangle = \langle \Phi | T | \Phi \rangle + E_H[\rho] + E_F[\{\phi_i\}]. \tag{9} \]

where \( E_H[\rho] \) and \( E_F[\{\phi_i\}] \) denote the Coulomb (Hartree) and exchange (Fock) energy, respectively. Note here \( E_H \) depends only on the electron density \( \rho(x) = \sum_i |\phi_i(x)|^2 \).

- If we constrain \( G \) such that the only term that explicitly depends on \( \Phi \) is the kinetic energy, we get the standard KS theory,

\[ G_{\text{KS}}[\Phi] = \langle \Phi | T | \Phi \rangle + E_H[\rho] + E_{\text{xc}}[\rho], \tag{10} \]

where \( E_{\text{xc}}[\rho] \) is the so called exchange-correlation functional. Usually \( E_{\text{xc}}[\rho] \) can be split into two parts, the exchange energy \( E_x[\rho] \) and the correlation energy \( E_c[\rho] \).

- If we include part of the Fock exchange operator in addition to the standard exchange-correlation functional, we get a standard version the hybrid Kohn-Sham theory,

\[ G_{\text{Hyb}}[\Phi] = \langle \Phi | T | \Phi \rangle + E_H[\rho] + \lambda E_F[\{\phi_i\}] + (1 - \lambda) E_x[\rho] + E_c[\rho], \tag{11} \]

where \( \lambda \) is a tunable factor deciding how much the exact exchange operator is used.
The term generalized Kohn-Sham (GKS) theory simply refers to any choice of $G$ that does not satisfy the standard KS condition \( E_{KS} = E_{tot} \). Many functionals fall into this class, including all hybrid functionals and most Meta-GGA functionals.

A KS-like theory is considered to be exact if its choice of $G$ yields the same density functional as the original Hohenberg-Kohn functional, namely,

$$ F_{KS}[^{\left[ \varphi_{i}\right]}] = F_{HK}[\rho]^\square. $$

Therefore, an exact theory would give the exact ground-state energy, \( E_{KS} = E_{tot} \), as well as the exact ground-state density $\rho$. As an example, the aforementioned Hartree-Fock theory is obviously not exact. It remains an open question whether there exist a possible choice of $G$ in general that yields the exact functional, and hence the exact ground-state density. In the context of standard KS theory, it is termed the problem of non-interacting $\nu$-representability. From this point of view, the GKS theory is at least as exact as the standard KS theory.

In order to solve the KS-like problem, we reformulate Eq. 7 as a direct minimization problem with respect to the single particle orbitals \( \{ \varphi_{i} \} \), namely

$$ E_{KS} = \min_{\{ \varphi_{i} \}, \{ \varphi_{i} \} = \delta_{ij}} \left\{ G[\{ \varphi_{i} \}] + E_{ext}[\rho[\{ \varphi_{i} \}]] \right\}. \quad (13) $$

We now further require that the functional derivative of $G[\{ \varphi_{i} \}]$ can be cast into the form of a single particle operator,

$$ \frac{\delta G[\{ \varphi_{j} \}]}{\delta \langle \varphi_{i} \rangle} = O[\{ \varphi_{j} \} | \varphi_{i} \rangle. \quad (14) $$

Therefore, using Lagrange multipliers on Eq. 13 we obtain the self consistent field (SCF) equation:

$$ H[\{ \varphi_{j} \} | \varphi_{i} \rangle = (O[\{ \varphi_{j} \}] + V_{ext}) | \varphi_{i} \rangle = \epsilon_{i} | \varphi_{i} \rangle \quad \text{for} \quad i = 1 \ldots N. \quad (15) $$

where we use $H$ to denote the single particle Hamiltonian. As an example, for the HF theory (Eq. 9), we have

$$ O_{HF}[\{ \varphi_{j} \}] = T + V_{H}[\rho] + V_{F}[\{ \varphi_{j} \}]. \quad (16) $$

For the standard KS theory (Eq. 10), we have

$$ O_{KS}[\{ \varphi_{j} \}] = T + V_{H}[\rho] + V_{xc}[\rho]. \quad (17) $$

Here we use $T$, $V_{H}$, $V_{F}$, $V_{xc}$ to denote single particle kinetic, Coulomb, exact exchange and exchange-correlation operators, respectively.

### 2.2 Model Construction

We construct our GKS model on top of an existing KS-like model and add a parametrized correction term $E_{\delta}$ to it. To be more specific, we define our energy functional to be

$$ G[\{ \varphi_{i} \} | \omega] = G_{base}[\{ \varphi_{i} \}] + E_{\delta}[\{ \varphi_{i} \} | \omega] \quad (18) $$

where $\omega$ stands for the set of parameters we use in the representation of $E_{\delta}$. The corresponding single particle Hamiltonian is then given by

$$ H[\{ \varphi_{i} \} | \omega] = O_{base}[\{ \varphi_{j} \}] + V_{ext} + V_{\delta}[\{ \varphi_{i} \} | \omega]. \quad (19) $$

The reference point $G_{base}$ should be a reasonable electron energy functional in KS-like theories, e.g., $G_{HF}$, $G_{KS:PBE}$, $G_{HvH:SCAN0}$, etc.

Before proceeding further, we list the set of requirements that we ideally want $E_{\delta}[\{ \varphi_{i} \} | \omega]$ to obey: 1) Generality. The model should be general enough to be applicable for all the systems whose local electronic configurations are well represented by the training data. 2) Locality. The model should be relatively local, so that it can potentially be constructed using data from small systems and then be generalizable to larger ones.
3) **Symmetry.** The model should respect both physical and gauge symmetries. Here physical symmetry means that $E_c$ should be invariant under translation and rotation of the system. Gauge symmetry means that $E_\delta$ should be invariant when the occupied orbitals $\{|\psi_i\rangle\}$ undergo a unitary transformation. 4) **Accuracy.** For target systems, the model should achieve chemical accuracy, i.e. a prediction error lower than 1 kcal/mol. 5) **Efficiency.** The cost for solving the model should be comparable to that of HF or other DFT models.

To satisfy these requirements, we follow our previous work\(^2\) to construct $E_\delta$ as a neural network model using the “local density matrix” as input. Briefly speaking, we build our functional based on the one-particle reduced density matrix

$$\Gamma(x, x') = \sum_i \langle x | \phi_i \rangle \langle \phi_i | x' \rangle = \sum_i \phi_i^*(x') \phi_i(x).$$

We then project it onto a set of atomic basis $\{|\alpha_{nlm}^I\rangle\}$ indexed by the radial number $n$, azimuthal number $l$, magnetic (angular) number $m$ and centered on each atom $I$, to get the “local density matrix”

$$\langle D_{nl}^{I}\rangle_{mm'} = \sum_i \langle \alpha_{nlm}^I | \psi_i \rangle \langle \psi_i | \alpha_{nlm'}^I \rangle.$$  

Note here for simplicity and locality, we only take the block diagonal part of the full matrix, i.e. indices $I$, $n$ and $l$ are taken to be the same for both sides of the projection, only angular indices $m$ and $m'$ differ.

To deal with the rotational symmetry of the basis $\alpha_{nlm}^I$, we use the eigenvalues of the local density matrix as our descriptor

$$d_{nl}^I = \text{EigenVals}_{mm'} \left[(\langle D_{nl}^{I}\rangle_{mm'})\right],$$

and we use a neural network model to output the “correction” energy

$$E_\delta = \sum_I F_{\text{NN}}(d^I).$$

Hence the corresponding potential $V_\delta$ is given by

$$V_\delta = \sum_{I nlmm'} \frac{\partial E_\delta}{\partial (\langle D_{nl}^{I}\rangle_{mm'})} |\alpha_{nlm}^I \rangle \langle \alpha_{nlm'}^I|.$$  

We emphasize that although $E_\delta$ is constructed from the one particle density matrix, neither the ground-state orbitals nor the density matrix calculated by our model should be expected to have a physical meaning. Instead, we consider the ground-state density to be physical, just as in the standard KS theory, and expect it to coincide with the true ground-state density once we have the exact functional. This is because we follow the GKS approach, rather than a 1-reduced density matrix functional theory\(^8\) which can not be mapped to a KS system.

### 2.3 Training Algorithms

We now discuss how to train a self-consistent model. Here self-consistency means that the property predicted by the model is obtained via a minimization process and is given at the minimum. A KS-like DFT method is naturally self-consistent. On the contrary, methods like Møller–Plesset perturbation theory\(^{18}\) and many other post-HF theories are not self-consistent, since they do not involve a minimizing procedure. We call those methods energy models, to be distinguished from the self-consistent ones. In this context, recent machine learning-based schemes, such as DeePHF method\(^2\) and the MOB-ML method\(^5\), are energy models.

Similar to other supervised learning procedures, We fit the energy functional using existing datasets with certain labels. These labels can be acquired from calculations of high-accuracy methods, such as CCSD(T) and quantum Monte Carlo. Generally speaking, we consider three types of labels:

1. quantity that is the direct output of the functional after a minimization procedure. Here it is the total energy.
2. quantity that depends on both the direct output of the functional and its minimizer. Here we consider the atomic force.
3. quantity that depends on the minimizer of the functional, but only implicitly through the mathematical form of the functional. Here we consider the ground-state density.

As has been mentioned, using all these labels in training is a non-trivial task, since there is a highly complicated and expensive procedure for calculating the corresponding quantities. Here we develop general and efficient training algorithms for these three types of labels.

**Type one (energy).** The training procedure with the energy label may seem straightforward at first glance. Using the \( \ell^2 \) norm as the error metric, the optimization problem becomes

\[
\min_{\omega} \mathbb{E}_{\text{data}} \left[ \left( E_{\text{label}} - \min_{\{ \varphi_i \}} \langle \varphi_i | \langle \varphi_i | \varphi_j \rangle = \delta_{ij} \rangle E_{\text{model}}[\{ \varphi_i \} | \omega] \right)^2 \right]. \tag{25}
\]

Here

\[
E_{\text{model}}[\{ \varphi_i \} | \omega] = G_{\text{base}}[\{ \varphi_i \}] + E_{\text{ext}}[\rho[\{ \varphi_i \}]] + E_{\delta}[\{ \varphi_i \} | \omega], \tag{26}
\]

where the expectation is taken over the training samples.

The gradient of \( E_{\text{model}} \) with respect to \( \omega \) can be easily obtained using the Hellmann-Feynman theorem. However, the minimization procedure of \( \{ \varphi_i \} \) involves solving an SCF equation (Eq. 15) that is very time consuming. A typical training procedure consists of as many as a million gradient descent steps. This is unrealistic if the SCF equation is solved at every step.

We use a different optimization formalism. Instead of treating the minimized energy as a function of the parameters \( \omega \), we consider it as a function of both orbitals \( \{ \varphi_i \} \) and parameters \( \omega \) that satisfies the constraint that \( \{ \varphi_i \} \) is the minimizer. Therefore, the whole optimization problem can be written as

\[
\min_{\omega} \mathbb{E}_{\text{data}} \left[ \left( E_{\text{label}} - E_{\text{model}}[\{ \varphi_i \} | \omega] \right)^2 \right] \tag{27}
\]

subject to

\[
\exists \varepsilon_i \leq 0, \quad \langle H[\{ \varphi_i \} | \omega] - \varepsilon_i \rangle | \varphi_i \rangle = 0, \quad \langle \varphi_i | \varphi_j \rangle = \delta_{ij} \quad \text{for} \quad i, j = 1 \ldots N \tag{28}
\]

where Eq. 28 is a parameterized version of Eq. 15, i.e., the single particle Hamiltonian \( H[\{ \varphi_i \} | \omega] \) depends on both the orbitals \( \{ \varphi_i \} \) and the model parameters \( \omega \).

We now can use a projection method to relax the constraint and this reduces the cost of calculating the SCF equation. In other words, we can first optimize the parameters \( \omega \) using unconstrained gradient-based method with the orbitals \( \{ \varphi_i \} \) fixed. After several steps, we project the orbitals back to the constraint manifold by solving the SCF equation. Decreasing the projection frequency can largely reduce the computational cost since most of the computation time is spent in the SCF equation. To make it more clear, we write the procedure into the following steps:

1. Initialize a set of \( \{ \varphi_i \} \) and \( \omega \) that satisfies the SCF equation, e.g., take \( \omega \) to be all zero and \( \{ \varphi_i \} \) to be the Hartree-Fock solution. Also keep track of the predicted energy \( E_{\text{model}} \).

2. Update the parameters \( \omega \) by training the model following Eq. 27 with fixed orbitals \( \{ \varphi_i \} \).

3. Update the orbitals \( \{ \varphi_i \} \) by solving the SCF equation with fixed model parameters \( \omega \).

4. Check whether the predicted energy \( E_{\text{model}} \) converges. If not, go to step 2 and do more iterations.

A schematic illustration of this approach is shown in Fig. 1. Note that we usually take many training steps in step 2. In practice, when restarting from old parameters using new orbitals, we find it possible to train the model until the validation error no longer decreases, without breaking the convergence of the whole procedure. Therefore, the total time of solving SCF equation is significantly reduced.

We note that a similar formalism has been proposed and used by the NeuralXC scheme\(^2\). The major difference is that, in DeePKS, a single NN function is used as a universal approximator. The function form does not change with the iterative process, and its parameters does not depend on the chemical species of the associated atom. In contrast, in NeuralXC, the parameters depend on the chemical species, and in each iteration, a new NN layer is appended to the NN model from the previous iteration. The reformulation in DeePKS is designed to makes it more transferable to larger chemical space, and more suited for larger dataset.
Figure 1: A schematic illustration of the iterative training procedure using the projection method. Here “Original” stands for the direct constrained minimization following Eq. 25 and “Relaxed” stands for the relaxed projection method in Eqs. 27-28. In step 2 of the relaxed method, the optimization of $\omega$ strays away from the minimizing manifold, while in step 3 the projection of $\{\varphi_i\}$ brings it back.

Type two (force). The atomic forces from the proposed model can be easily calculated by the standard Hellmann-Feynman theorem,

$$F_{\text{model}}[\{\varphi_i^*\}|\omega] = -\frac{\partial E_{\text{model}}[\{\varphi_i^*\}|\omega]}{\partial X} = F_0[\{\varphi_i^*\}] - \sum_{lnlmm'} \frac{\partial E_k[\{\varphi_i^*\}|\omega]}{\partial (D_{nl})_{mm'}} \sum_i \left\langle \varphi_i^* \left| \frac{\partial (|\alpha_{nlm}^i\rangle\langle\alpha_{nlm}^i|)}{\partial X} \right| \varphi_i^* \right\rangle,$$

where we have written out the dependence on the parameters $\omega$ explicitly. We use $\{\varphi_i^*\}$ to denote the minimizer of the total energy functional, which themselves are functions of $\omega$,

$$\{\varphi_i^*\}[\omega] = \arg\min_{\{\varphi_i\} = \delta_{ij}} E_{\text{model}}[\{\varphi_i\}|\omega].$$

We can see that the force $F$ depends directly on both the model parameters $\omega$ and the minimizing orbitals $\{\varphi_i^*\}$. This introduces an additional difficulty when we evaluate the gradient of $F$ with respect to $\omega$. The contribution from the $\{\varphi_i^*\}$ term is very hard to compute, since it involves a whole minimization procedure, and there is no Hellmann-Feynman theorem to save us.

Luckily, this difficulty disappears in our iterative training procedure, where the gradient we used to optimize $\omega$ is no longer the constrained one. The orbitals are treated as independent variables so that they do not contribute to the gradient. Therefore, the gradient can be calculated straightforwardly using a back propagation procedure. By writing the force term into the loss function, the new optimization problem becomes

$$\min_{\omega} \mathbb{E}_{\text{data}} \left[ (E_{\text{label}} - E_{\text{model}}[\{\varphi_i\}|\omega])^2 + \lambda_F (F_{\text{label}} - F_{\text{model}}[\{\varphi_i\}|\omega])^2 \right].$$

where $\lambda_F$ is a tunable parameter that determines the weight of force label in the loss function. We can then use the iterative algorithms described above to solve this optimization problem.

Type three (density). The ground-state density given by the proposed model is a function of the
minimizing orbitals,
\[ \rho_{model}(x) = \sum_{i} |\psi_i^*(x)|^2. \]  
(32)

Since it does not depend on the parameters \( \omega \) explicitly, unlike the case for forces, we cannot write the density into the loss function. To solve this problem, we introduce a penalty term in the SCF equation to “guide” the training procedure. This is done by changing the minimization problem in Eq. 13 into:

\[
\min_{\{\varphi_i\}} \left\{ E_{model}[\{\varphi_i\} | \omega] + \lambda_p D[\rho[\{\varphi_i\}], \rho_{\text{label}}] \right\},
\]

(33)

where \( \lambda_p > 0 \) is the strength of the penalty and \( D \) is some non-negative error metric that equals to zero only when \( \rho = \rho_{\text{label}} \). Hence, if the SCF solution gives the exact density, the penalty term does not influence the minimizer. Otherwise, according to the discussion in the Appendix, because of an additional potential term in the SCF equation,

\[ V_{\text{pnt}}[\rho_{\text{label}}] = \delta D[\rho, \rho_{\text{label}}], \]

(34)

it will lead to a self-consistent energy strictly larger than the one obtained without this penalty term, and a density that is closer to the label.

Note here \( \lambda_p \) does not need to be a fixed value. Rather, it can be a bunch of values or even a non-negative random variable. When the model yields exact density, all the functionals with different \( \lambda_p \) should give the exact solution. When the solution is not exact, randomized \( \lambda_p \) services as a regulator that helps reducing the overfitting and provides better results. If we choose it to be a random variable, the modified optimization problem becomes:

\[
\min_{\omega} \mathbb{E}_{\text{data}, \lambda_p} \left[ (E_{\text{label}} - E_{\text{model}}[\{\varphi_i\} | \omega])^2 + \lambda_f (F_{\text{label}} - F_{\text{model}}[\{\varphi_i\} | \omega])^2 \right] \\
\text{s.t.} \quad \exists \varepsilon_i \leq 0, \quad \{ H[\{\varphi_i\} | \omega] + \lambda_p V_{\text{pnt}}[\rho[\{\varphi_i\}], \rho_{\text{label}}] - \varepsilon_i \} |\varphi_i\rangle = 0, \quad \langle \varphi_i | \varphi_j \rangle = \delta_{ij}
\]

for \( i, j = 1 \ldots N \)  

(35)

The same projection-based training procedure can be applied to this loss function.

We note that although in this paper we take energy, force, and density as examples, these algorithms are rather general and can be easily transferred to similar learning problems that involve an optimization procedure for the evaluation of meaningful quantities. For example, if we include dipole as label, we can add a penalty term similar to Eq. 33. Moreover, the training algorithms are not limited to the specific GKS model we described above. Instead, they can be applied to gradient-based optimization tasks for any exchange correlation functionals and even other self-consistent learning problems.

3 Results

We now examine the performance of the DeePKS scheme on three classes of data that have been used for benchmark purposes in the literature. Unless otherwise specified, all labels are given by CCSD(T), and all calculations are conducted using the cc-pVDZ basis.

• Malonaldehyde, including 1500 configurations with energy, force, and density labels. We use this dataset to test thoroughly our training method with all three types of labels. Since within the CCSD(T) formalism, perturbative triple does not give the corresponding density, we use CCSD for density related tests. The data is calculated from PySCF\textsuperscript{20} with molecular configurations coming from the sGDML dataset\textsuperscript{24}.

• Three molecules (malonaldehyde, benzene and toluene), including 1500 configurations for each molecule with energy and force labels. This is a subset of the sGDML dataset\textsuperscript{22} under the same numerical setup, therefore we can train one model on all three molecules and examine the inter-molecule performance, as a first step toward universal functionals.
QM7b-T dataset\cite{7}, including 7212 molecules and one configuration for each molecule, with energy labels only. This is the largest publicly available dataset with CCSD(T) accuracy. It has been used to benchmark several other methods\cite{5,3,6} as well as the energy model developed in\cite{2}. We test it here to make a comparison of the new self-consistent model and the previous energy model. We also use it to examine the ability of the DeePKS method for generating “universal” functionals that are applicable to as many systems as possible.

We emphasize that the objective of our method is to build one single functional with chemical accuracy for as many systems as possible, although it is currently limited by the data we have. The functional should be able to predict accurate results for all the systems that are well represented in the training set, and its coverage can be enlarged continuously by adding more and more training data.

We implement the DeePKS method using the open-source packages PySCF\cite{30} and PyTorch\cite{20}. We start our iteration from a functional obtained using DeePHF and orbitals solved from that functional. In each iteration, the optimization of the neural network parameters is conducted for 10,000 epochs using the ADAM optimizer\cite{11}. For all training that includes force labels, we set the parameter $\lambda_f$ to be 0.1. One more trick we use is that, to speed up the convergence, after training with ADAM, we further correct the model with a global energy shift, which is calibrated from the training set.

We now examine the performance of our method on the malonaldehyde molecule, using the HF functional as the base model, $G_{\text{base}} = G_{\text{HF}}$. As a first step, to have an intuitive picture of the newly proposed iterative method, we use energy and force as training labels and study the behavior of the mean absolute error (MAE) in the testing set during the training process. The error for the forces is calculated component-wise. The training is done on 1000 molecular configurations and testing on the remaining 500. We also include results from sGDML\cite{24} and DeePMD model\cite{31,32} for comparison.

As can be seen in Fig. 2, when training with only energy labels (iterations 0 to 6), the testing accuracy quickly saturates while the training error keeps decreasing, suggesting that the model begins to overfit. On the other hand, even though we train with only energy labels, the model already outperforms DeePMD and sGDML methods, both of which utilize forces as training labels. When we include force labels after iteration 6, the testing accuracy can be further improved by two to three times. This shows the effectiveness of adding force labels in the training.

![Figure 2](image-url)

Figure 2: The energy and force errors during training for the malonaldehyde molecule. Force labels are added starting from iteration 7. Results from DeePMD and sGDML are included for comparison.
To further examine the sample efficiency of our method, we study the learning curve associated with the malonaldehyde molecule by plotting the testing MAE of both energies and forces versus the number of training samples. Each time the dataset is augmented, existing samples in the dataset are kept, and the testing error is calculated on the rest part of the data. For comparison, we include the result of NeuralXC and DeePMD. As shown in Fig. 3, in all cases, DeePKS outperforms both DeePMD and NeuralXC: Using the same amount of training data, the accuracy of both the energies and forces is improved 3 to 10 times. As an ablation study, we also examine the situation of using labels at the CCSD level and starting from PBE functionals, we find that the results do not change much. Therefore, hereafter we focus on the HF based model, since the implementation of PBE in PySCF is rather slow.

Figure 3: The learning curve of both energy and force for the malonaldehyde molecules. Results from DeePMD and NeuralXC are included for comparison. NeuralXC results are digitally captured from Ref. 7.

We now move to density related tests. Here we use labels at the CCSD level. We follow Eq. 35 to train our model with density labels. The error penalty term is taken to be the Coulomb repulsion energy of the density difference,

$$D[\rho, \rho_{\text{label}}] = \int dx_1 \, dx_2 \, \frac{\Delta \rho(x_1) \Delta \rho(x_2)}{|x_1 - x_2|}$$

$$\Delta \rho(x) = \rho(x) - \rho_{\text{label}}(x),$$

which can be evaluated with very small cost in PySCF. The penalty parameter $\lambda_{\rho}$ is sampled uniformly from 0 to 1 for every data point and every SCF calculation. We train with this setup for 20 iterations and then remove the penalty and perform another 5 iterations for relaxation. As we will see later, such relaxation will slightly reduce the accuracy for density, but substantially improve the accuracy for energy and force.

We study the performance of the DeePKS model in terms of the prediction error of energy $E$, force $F$, dipole $\mu$ and point-wise electron density $\rho$. For comparison, we also include different training schemes and results from several other methods. We use the $\ell^1$ norm for energy and density, the component-wise $\ell^1$ norm for force and $\ell^2$ norm for dipole as error metrics. All models are trained on 1000 malonaldehyde configurations and the testing errors are averaged over the rest 500 configurations. For HF and DFT functionals, a constant energy shift, calculated from the training set, is applied to their predicted total energy. Our testing results are summarized in Table. 1.

In general, we find ML-based methods perform much better than traditional HF or DFT functionals in terms of the accuracy of energy and forces. This is expected since these methods are directly trained
Table 1: Comparison of different methods in terms of the prediction errors for energy, force, dipole, and density, for the malonaldehyde molecule. Errors are measured in mH for energy, mH/Å for force, Debye for dipole, and e for density. For ML-based methods (sGDML, DeePMD, DeePKS), the types of labels used for training are shown in parentheses. The term “rlxd” stands for the relaxation procedure after training with density.

| Methods          | ∥ΔE∥_1 | ∥ΔF∥_1 | ∥Δµ∥_2 | ∥Δρ∥_1 |
|------------------|--------|--------|--------|--------|
| sGDML (w/ E, F)  | 0.10   | 0.59   | –      | –      |
| DeePMD (w/ E, F)| 0.13   | 0.69   | –      | –      |
| HF (E + 805.19)  | 3.29   | 24.1   | 0.66   | 0.58   |
| PBE (E - 400.33) | 1.35   | 7.53   | 0.17   | 0.35   |
| SCAN0 (E - 522.05)| 1.83 | 10.9   | 0.32   | 0.29   |
| DeePKS (w/ E)    | 0.067  | 0.44   | 0.10   | 0.50   |
| DeePKS (w/ E, F)| 0.034  | 0.18   | 0.10   | 0.39   |
| DeePKS (w/ E, F, ρ)| 0.048 | 0.30   | 0.044  | 0.20   |
| DeePKS (w/ E, F, ρ; rlxd)| 0.041| 0.24   | 0.047  | 0.21   |

with corresponding labels on this specific system. Traditional functionals, on the other hand, give rather good prediction on dipoles and densities. Only by including density labels can DeePKS outperform the state-of-the-art conventional functional (SCAN0). It is also interesting to observe that even without dipole labels, the DeePKS models, obtained in different ways, significantly outperform HF, PBE, and SCAN0 in terms of testing accuracy on dipole moments.

![Figure 4: Density difference with respect to ρCCSD, given by different training schemes for DeePKS as well as SCAN0 functional.](image)

For a more intuitive view, we compare the ground-state density given by SCAN0 with different training schemes for DeePKS. We take a sliced line that crosses an atomic core, and we plot the density difference compared with the CCSD label. As shown in Fig. 4 when training without density, the error is relatively large (around 0.5 e Å⁻³ at maximum) in the core region and is worse than the SCAN0 prediction. After we add density labels, the error is reduced to below 0.1 e Å⁻³, showing the necessity of using density labels in the training. We also note that the absolute density value can reach 600 e Å⁻³ at the core, hence even the largest difference in density is still very small compared to the absolute value.

As a further step, we test the performance of DeePKS on learning one single functional for multiple molecules simultaneously. This is in general a hard task, especially when the number of training samples is very limited. As mentioned in Ref. [24] for these so-called transferable models, “energy prediction errors are often much larger than 1 kcal/mol”, even with huge amount of training data [26;27;28]. However, this step...
crucial and inevitable since our ultimate goal is to build one universally accurate functional for a wide range of systems.

Table 2: Comparison of different methods on the prediction accuracy of energy and force for three molecules. Errors are measured in mH for energy and mH/Å for force. Force errors are calculated component-wisely. Methods marked with ‘*’ are trained separately on each molecules. NeuralXC results are digitally captured from Ref. [7].

| Methods          | Malonaldehyde | Benzene | Toluene |
|------------------|---------------|---------|---------|
|                  | ∥∆E∥_1   | ∥∆F∥_1 | ∥∆E∥_1  | ∥∆F∥_1 |
| NeuralXC*        | 0.35        | –       | 0.075   | –       |
| sGDML*           | 0.10        | 0.59    | 0.006   | 0.06    |
| DeePKS*          | 0.04        | 0.22    | 0.007   | 0.07    |
| DeePKS           | 0.07        | 0.41    | 0.014   | 0.13    |

We then check the behavior of DeePKS for fitting malonaldehyde, benzene and toluene at the same time, with energy and force labels. This is the largest set of data we find with both energy and force at the CCSD(T) level calculated in the same numerical setup. We take 1000 samples for each molecule in the training and test on the remaining configurations. We summarize our results in Table 2 including a comparison with NeuralXC and sGDML. Despite a small loss in accuracy, DeePKS method is still comparable with sGDML and outperforms NeuralXC, both of which are trained separately on each individual molecule. We also note that sGDML performs relatively well on benzene and toluene, possibly due to their explicit handling of the point group symmetry. Such treatment can improve the sample efficiency for highly symmetric molecules like benzene and toluene, yet may not be very helpful for more general molecules.

Figure 5: The learning curve of DeePHF and DeePKS methods on the QM7b-T dataset. Results of MOB-ML with regression clustering and FCHL methods are included for comparison. Note the FCHL results use MP2 energy as training and testing labels, and are digitally captured from Ref. [6].

For a larger test, we examine the performance of DeePKS on the QM7b-T dataset. This is the largest dataset we have with CCSD(T) level of energy, and is also used for benchmarking the energy model DeePHF[10]. We study the learning curve by randomly selecting some samples as training set and test on the rest. Since there is no new label included and the model is trained only with energy, we should not expect DeePKS to exhibit any accuracy improvement with respect to DeePHF. The best results we can look for is that the self-consistent model behaves as well as the energy model. This is indeed the case, as shown in Fig. 5.

We further examine the transferability of DeePKS to much larger systems by predicting hydrocarbon reaction and isomerization energies using the HC7[22] and ISOL[17] benchmarks. The 7000 samples randomly selected from the QM7b-T dataset, used to train the DeePKS model, contain at most 7 heavy atoms.
Table 3: MAE of reaction and isomerization energies, calculated using the HC7\cite{22} and ISOL6\cite{17} datasets, respectively, and ANI-1ccx come from Ref.\cite{28}. Errors are given in mH. All DFT methods are conducted in cc-pVDZ basis. The MAEs of DFT methods (including DeePKS) are calculated by comparing with results from CCSD(T)/cc-pVDZ calculation. The MAE of ANI-1ccx is calculated by comparing with the methods used for generating their training data, i.e., CCSD(T)/CBS.

| Methods    | HC7   | ISOL6 |
|------------|-------|-------|
| PBE        | 8.91  | 3.80  |
| SCAN       | 16.22 | 3.25  |
| B3LYP      | 16.74 | 4.16  |
| SCAN0      | 23.94 | 3.65  |
| ωB97X      | 17.71 | 3.45  |
| ωB97M-V    | 5.86  | 3.81  |
| ANI-1ccx   | 3.24  | 2.41  |
| DeePKS     | 2.88  | 1.26  |

However, HC7 and ISOL6 contain at most 12 and 15 heavy atoms, respectively. As shown in Table 3, DeePKS outperforms conventional DFT functionals and generalizes better than the current best-performing ML-based model, ANI-1ccx, which is trained using a huge dataset of 5M molecular configurations with DFT energies and forces, and fine-tuned on about 500K configurations with CCSD(T)/CBS energies.

As a final remark, we show that the DeePKS model can indeed be evaluated efficiently. Fig. 6 shows the computational cost of different methods for calculating alkanes ranging from one to seven carbon atoms. The number of iterations in all SCF-based methods is set to 10. We note that for PBE and other DFT functionals, the implementation in PySCF involves numerical integration over space grids, which is much more expensive for small molecules with the GTO basis set, wherein analytical evaluations of orbital overlapping can be carried out efficiently in the HF method and the HF-based DeePKS. As a result, DeePKS is even faster than PBE and scales similarly with HF. The additional cost over HF scales essentially linearly with respect to system size. For larger systems where the $O(N^4)$ scaling in HF begins to dominate, we can switch to PBE or other KS functionals as the starting point and retain the cubic scaling.
4 Conclusion

We presented a general framework for learning chemically accurate self-consistent energy functionals using different types of labels, including energy, force, and density. The new training method, combined with a self-consistent extension of DeePHF, leads to a generalized Kohn-Sham functional with the accuracy of CCSD(T) and the computational cost of DFT. We examined the performance of the proposed method on multiple molecular datasets, and obtained highly accurate predictions for multiple properties like energy, force, and density. In addition, the proposed method is capable of learning a single functional that covers different molecular systems, and its accuracy can be continuously improved by adding more training data. We believe it is a good starting point towards a universally accurate functional for molecules, and we are confident that it can be extended to include condensed phases.
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A Properties of the modified minimization scheme for density optimization

We discuss the properties of the energy and density when we modify in Eq. 33 the minimization scheme for density optimization. For simplicity, let us use the following notation:

\[ L^\lambda_i \{ \varphi_i \} = E_{\text{model}} \{ \varphi_i \} + \lambda_i D[\rho(\varphi_i), \rho_{\text{label}}], \quad (37) \]

and

\[ \{ \varphi_i^\lambda \} = \arg \min_{\{ \varphi_i \}} L^\lambda_i \{ \varphi_i \}, \quad (38) \]

for which we assume that the global minimizer of \( L^\lambda_i \{ \varphi_i \} \) is unique. In particular,

\[ \{ \varphi_i^1 \} = \arg \min_{\{ \varphi_i \}} L^0 \{ \varphi_i \} = \arg \min_{\{ \varphi_i \}} E_{\text{model}} \{ \varphi_i \}, \quad (39) \]

gives the original minimizer.

For \( \lambda_1 > \lambda_2 \geq 0 \), we have

\[ L^{\lambda_1} \{ \varphi_i^{\lambda_2} \} \geq L^{\lambda_1} \{ \varphi_i^{\lambda_1} \}; \quad (40) \]

\[ L^{\lambda_1} \{ \varphi_i^{\lambda_1} \} \geq L^{\lambda_2} \{ \varphi_i^{\lambda_1} \}; \quad (41) \]

\[ L^{\lambda_2} \{ \varphi_i^{\lambda_1} \} \geq L^{\lambda_2} \{ \varphi_i^{\lambda_2} \}. \quad (42) \]

Eq. 40 holds, since \( \{ \varphi_i^{\lambda_1} \} \) is the minimizer of \( L^{\lambda_1} \); Similarly, Eq. 41 holds, since \( \{ \varphi_i^{\lambda_1} \} \) is the minimizer of \( L^{\lambda_2} \); Eq. 42 holds, since the term \( (\lambda_1 - \lambda_2)D[\rho(\varphi_i^{\lambda_1}), \rho_{\text{label}}] \) is non-negative.

It is straightforward to see that equalities hold for all these equations if and only if both \( D[\rho(\varphi_i^{\lambda_1})], \rho_{\text{label}}] \) and \( D[\rho(\varphi_i^{\lambda_2})], \rho_{\text{label}}] \) are 0. In this case, both the energy \( L^{\lambda_1} \{ \varphi_i^{\lambda_1} \} \) and the minimizing density \( \rho(\varphi_i^{\lambda_1}) \) will be the same for all \( \lambda_1 \geq 0 \). Otherwise, we will have the following two properties:

1. \( E_{\text{model}} \{ \varphi_i^{\lambda_1} \} \) is strictly larger than \( E_{\text{model}} \{ \varphi_i^{\lambda_2} \} \), by taking \( \lambda_1 = \lambda_\rho \) and \( \lambda_2 = 0 \) in Eq. 42.
A larger penalty will lead to a density that is closer to the label. This can be obtained by adding Eq. 40 to Eq. 42, which will lead to
\[(\lambda_1 - \lambda_2)(D[\rho(\{\varphi_1^{\lambda_2}\}), \rho_{\text{label}}] - D[\rho(\{\varphi_1^{\lambda_1}\}), \rho_{\text{label}}]) > 0. \] (43)

Therefore, we have \[D[\rho(\{\varphi_1^{\lambda_1}\}), \rho_{\text{label}}] < D[\rho(\{\varphi_1^{\lambda_2}\}), \rho_{\text{label}}].\]
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