Face Reconstruction Based on Multiscale Feature Fusion and 3D Animation Design
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The development of the Internet of Things and 3D technology promotes the wide application of face models in 3D animation. However, because the expression is inconsistent with the facial muscle movement, the reconstruction results may be far from the real appearance in the process of reconstructing the face appearance. Therefore, this paper proposes a character expression simulation model under the framework of 3DS Max. According to the relationship between head bones and muscles, a facial muscle motion model was established. Then, the expression simulation design of the original three-dimensional animation character "yaya" was carried out under the framework of 3DS Max technology. The experimental results of "yaya" facial expression test showed that the face simulation model using this method not only has vivid and natural expression but also conforms to the law of facial muscle movement, which provides an important reference for the construction and application of 3D face model.

1. Introduction

With the rapid development of the Internet of Things technology, face recognition and reconstruction have attracted much attention [1–3]. 3D face reconstruction has become a research hotspot because of its wide application in computer vision, face recognition, face animation, computer games, and other fields [4, 5]. As a specific object, the human face has made great progress in the construction of its 3D model in recent years [6–8]. Meanwhile, with the development of computer technology, virtual characters often appear in 3D animation design and they are widely used in all kinds of animation [9, 10]. In these studies, the virtual character expression is the key point that the virtual character can arouse the audience’s emotional resonance, which is also an urgent problem to be solved in the 3D virtual animation design. Foreign large-scale animation companies and studios usually use facial expressions to simulate facial expressions. In other words, by setting sensors on the face, the computer model can be defined in advance, so that the virtual character can produce subtle facial expressions. The animators can manually adjust the keyframes and handle the details according to the moving data of the facial expression [11]. Therefore, the virtual characters in Europe, America, and other countries are vivid and lovely, with outstanding personalities and both body and spirit. Due to the problems of capital and production cycle, there is no expensive facial expression capture equipment to help animators create virtual human expressions, and facial expressions often appear in the corners of the mouth, inconsistent dialogue, dull facial expressions, and so on [12, 13]. Therefore, how to create more vivid virtual character expressions in the current environment has become the focus of 3D animation design research.

Face reconstruction is very important for biometric recognition because the estimation of the pose, expression, and illumination can be improved by an accurate individual-specific model. Some researchers have proposed more accurate 3D face algorithms, the most successful of which is based on the 3D deformation model (3DMM) [14]. It is found that because the face is nonrigid and deformed due to aging, expression changes, and muscle changes, the research on face reconstruction has attracted extensive attention in recent years [15–18]. According to the research progress of face reconstruction, face reconstruction often needs to consider many different factors according to the input type.
and the required level of detail. Table 1 lists the most common face reconstruction methods in the past. According to different research purposes and backgrounds, there are many scenes and methods of face reconstruction. In practical application, people often use a variety of methods to overcome the shortcomings of a single method.

Linear shape and texture fitting algorithms have been mainly used in previous studies. Some scholars use single front photos to reconstruct 3D face models, which only need general facial expression and normal lighting [19, 20]. Most of the existing studies use the external features of the 3D face to build a more realistic virtual face model under different conditions, but these methods are difficult to truly reflect the actual expression features of the face in the state of human motion.

2. State of the Art

At present, large-scale animation companies in foreign countries are using expensive expression capture devices for virtual character expression simulation work. The method is used in many big movies; for example, in the animation film “final fantasy” all the digital virtual human characters are made through motion capture so that the digital actor can reach the effect of the real person, which can be called a landmark work [10]. Then, the appearance of “avatar” created the facial expression capture technology in the action capture technology in 2010. Thus, the creation of virtual characters is vivid and flexible. The expressive techniques are rich and delicate, and the characters are rich in personality, which shows the lifelike characteristics of virtual characters for the majority of the audience [20].

Compared with foreign mature 3D animation production technology and capital investment, domestic investment in animation is still insufficient. Therefore, the domestic research of animation is still at the level of traditional 2D animation or low-cost 3D animation. The animation has less technical content [9], which means that domestic animation rarely deals with the character’s expression, and rarely makes up for the expression through lens and sound effects. When the role expression must be displayed, domestic animation companies usually use three-dimensional morph to deal with the expression of the role. That is, the gradient is changed by interpolation between two 3D objects, so as to obtain the expression of the 3D model [16]. The expression of the role is simple and lacks vivid natural sense, and the expression of the role is restricted by the key expression, so it is difficult to deal with the specific expression. With the development of computer technology and 3D animation technology, the 3D animation technology in China has also improved. In 2006, our country’s “magic Bus ring” is the first original 3D animation film in China. It is also the first 100 million 3D animations produced in China [10]. In this animated film, a large number of facial expression capture technologies are used to describe the expressions of virtual characters, but there is a lack of relevant experience and technology in the production of character expressions. Because the role of the production is not natural and vivid, the relevant technology needs to be further studied [10].

3. Method

3.1. Appearance of a Character. The simulation of virtual character expression in 3D animation needs to master and understand the related knowledge of anatomy, for example, traditional painting learning needs to understand the internal structure and relationship of the thing and study the relationship between the muscle and facial expression of the human face so as to study the expression details of virtual characters [10]. Usually, the construction of the character expression simulation model is based on anatomy. Therefore, when building a face model, we need to understand not only the bone structure of the head but also the composition of muscles and the corresponding expression changes.

The first is to understand the head shape structure, as shown in Figure 1, which is the human head figure structure. The recognition of the shape of the head is based on the structure and shape of the skull. The shape of the head will vary greatly depending on age and gender. For example, men’s skulls are larger than women’s, and in families where quarrels often occur, men are more obvious than women. The head can be divided into the neurocranium and the cranial. The cerebral cranium is spherical and the following facial cranium is persistent, and the two parts together constitute the basic shape of the head [21].

As shown in Figure 2, it is the schematic diagram of the head structure. As can be seen from Figure 2, most of the head muscles belong to the weak facial muscles, which determines facial expressions and the other is a complete head shape together with the skull [22].

According to the function of facial muscles, the head can be divided into two types: one is the muscle responsible for facial expression, and the other is the muscle responsible for chewing. The muscles in the expression are mainly the frontal muscle, the orbicularis oculi, the orbicularis muscle, the deltoid muscle, the lower lip muscle, and the zygomatic muscle, which create all the facial expressions and movements of the human face [23]. The muscles responsible for chewing include the teeth muscle and the masseter muscle, which have a direct relationship with the motion movement. It can be seen that the production of facial expressions is not the result of a single muscular movement. Any facial expression is produced by the facial muscles. Due to the limitation of the head, the movement of facial muscles is smaller than that of other parts of the body. The movement of the facial muscles is almost without a straight line with the special distribution and facial muscle movement [23]. Therefore, in the process of constructing the simulation model of virtual character expression, we should design according to the distribution and movement of facial muscles and focus on the movement effect of the muscles around the joint when the joint moves, so as to design a realistic facial expression movement.

3.2. Design of Role Expression Simulation System Based on 3DS Max Technology. The 3DS Max technology has the following two methods to design the role expression simulation. One is based on the fusion deformation animation of the target object,
which is a special form of animation expression. In the three-dimensional space, the target object is deformed into another object with different shapes. In the simulation design of the role expression, the target object is set as the facial expression status generated by individual facial muscles, and then, the multiple targets have a compound effect on the grid so as to obtain the expression of the common movement of muscles. The method has the advantages of simple manipulation and intuitive effect and it can store and call at any time, but its shortcoming is that the role expression can only be carried out according to preset deformation targets. The details of the performance are not ideal. The second method is to simulate the facial expression by bone and facial binding. The method is directly using the controller to control the mesh deformation. With the accurate setting of the premise, it is good to control details and the grid can be deformed at the same time. Its shortcomings lie in the fact that the manipulation is not convenient and the parts need to be adjusted to get an expression. In this paper, according to the requirements of the virtual character of 3DS animation design, the second method of 3DS Max is chosen to simulate the role expression simulation design. The 3D design of facial expression simulation based on 3DS Max technology needs to create the skeleton. The bone creation can be divided into two parts. One part is the control of the skeleton, which is the control of the head, neck, lower collar, and the whole skeleton of the body. The other part is the facial expression bone, which is the real control of the deformed skeleton of the face. The skeleton of the rest of the virtual character is still using the Bipde bone system. Finally, the two parts of the skeleton are connected to realize the animation of the character. The following is the construction of the muscle model in 3DS Max. In general, the characteristics of the facial muscle movement analysis can be divided into three types of muscle, which are stretching the linear muscle, the contraction of the sphincter, and the plane muscle. Then, according to the characteristics of the movement direction of these muscles, the vector model is established. The skeleton structures of the lower layer are independent of each other. In particular, in this model, each muscle vector has its own influence domain and its influence

| Method                  | Input data                  | Model accuracy | Technical features       |
|-------------------------|-----------------------------|----------------|--------------------------|
| 3DMM [14]               | Single image                | Smooth         | Single-face detection    |
| CNN [15]                | Single image                | Smooth         | Unconstrained            |
| Dynamic fusion [8, 16]  | Video                       | Wrinkle        | Deformable               |
| Range scanner [3, 7]    | Point cloud                 | Smooth         | Constrasted              |
| Multiview stereo [1, 17]| Synchronized images         | Wrinkle        | Constrasted              |
| Optical flow tracking [18]| Video                      | Wrinkle        | Unconstrained            |
| Photometric stereo [19] | Photo collection            | Wrinkle        | Unconstrained            |
will be controlled by the radius distance function of other muscle attachment point radius. Figure 3 is a diagram of the linear muscle, where the fixed endpoint of the muscle vector is \( V_1 \) and the other end of the muscle vector is \( V_2 \); the solution of these two variables is directly obtained by the calculation formula of the normal vector. \( P \) means any point in the muscle influence field. \( P \) represents the position after \( P \) moves. \( D \) represents the distance between the point and the fixed endpoint. \( \Omega \) represents the maximum angle in the impact field. \( \mu \) represents the angle of the vector distance to the mainline of action of the point. When the muscle is engaged in a contractile motion, the displacement expression of \( P \) to \( P' \) is as shown in

\[
\overrightarrow{PP'} = K \cdot \cos \mu \cdot h(D) \cdot \frac{\overrightarrow{V_1P}}{\|\overrightarrow{V_1P}\|}.
\]

where \( K \) is the constant, and \( h(D) = \max\{\cos(1 - D/R_2), D \leq R_2, \cos((D - R_2)/(R_3 - R_2)), R_2 \leq D \leq R_f \}. \)

As shown in Figure 4, which is a diagram of the sphincter, the displacement movement of the point on the sphincter is calculated by the following equation:

\[
f_j = a\theta(r_j) \frac{(O - x_j)}{\|O - x_j\|}.
\]

where \( O \) is expressed as the center of gravity and \( a \) represents the elastic parameter. The definition of \( \theta(r_j) \) is shown as in equations (3) and (4), respectively:

\[
\theta(r_j) = \cos\left(\frac{1 - r_j}{2}\right), \quad 0 \leq r_j \leq 1,
\]

\[
\theta(r_j) = \cos\left(\frac{r_j - 1}{R - 1}\right) \cdot \frac{\pi}{2}, \quad 1 \leq r_j \leq R,
\]

where \( R \) is a threshold. That is, when \( R \) is less than \( \theta(r_j) \), \( \theta(r_j) \) is zero. \( r_j \) represents a weighted distance, which is defined as shown in

\[
r_j = \sqrt{u_i^2a_i^2 + v_i^2b_i^2}.
\]

where \( u_i \) and \( v_i \), respectively, represent the ordinate and abscissa of \( x_i \), while \( a_i' \) and \( b_i' \) represent the radius of the length of the ellipse in Figure 4.

Figure 5 is a schematic view of the plane muscle. The width of the plane muscle is expressed as \( W_y \). The length of the plane muscle is expressed as \( L_f \). The point of the impact field is \( x_i \). The displacement of the movement is expressed as \( f_{ji} \). The two endpoints of the maximum line of the muscle action are expressed as \( m_{ji}^l \), \( m_{ji}^r \). The two endpoints of muscle action are expressed as \( m_{ji}^r \), \( m_{ji}^l \). \( l_{ji} \) is the distance between the point and the action line. As shown in equation (6), the calculation method \( f_{ji} \) is shown as follows:

\[
f_{ji} = a\theta(\lambda_{ji}) \frac{m_{ji}^l - m_{ji}^r}{m_{ji}^l - m_{ji}^r}.
\]

where \( a \) represents the parameter, which is depending on the specific circumstances. The expression of the \( \theta \) function is shown in equations (7) and (8):

\[
\theta(\lambda_{ji}) = \cos\left(\frac{\lambda_{ji} - 1}{\delta_j^0 - 1}\right) \cdot \frac{\pi}{2}, \quad 1 \leq \lambda_{ji} \leq \delta_j,
\]

\[
\theta(\lambda_{ji}) = \cos\left(\frac{1 - \lambda_{ji}^0}{\frac{\pi}{2}}\right), \quad 0 \leq \lambda_{ji} \leq 1.
\]

The \( \eta \) index is the parameter selected by itself. And \( \delta_j = \frac{1}{\|m_{ji}^l - m_{ji}^r\|}; \delta_j = \frac{1}{\|m_{ji}^l - m_{ji}^r\|}. \)

The creation of a 3D animation virtual character and the simulation of character expression are completely created and represented by computer 3D graphics technology. Thus, the idea is clear and the correct project production process is conducive to the smooth completion of the task in order to avoid the problems of process error or live sequence confusion, time-consuming, laborious, and high cost in the production process. Then, before the simulation design of 3D animation role expression, we need to design the production principle in order to formulate the process according to the actual technology and needs. As shown in Figure 6, this is the schematic diagram of this article. As can be seen from the diagram, the production principle is based on the 3D animation role expression needs. We use a
scientific polygon model to create routing and assign map coordinates at the same time. When, the ZBrush carves the normal details and uses PS for the rendering of the material. When, it is used to drive the facial expression and the corresponding system of the body and set up the skin and the movement left behind the animation output. Using the face role model and combined with the relevant tools provided by 3DS Max, the simulation of facial expression in motion can be effectively realized.

4. Result Analysis and Discussion

This paper mainly studies the application of the role expression simulation under the framework of 3DS Max in 3D animation design, so the application test in the experiment is based on the 3DS Max technology to create an original 3D animation character “yaya” expression simulation design. The following is the specific process of 3D animated character creation, as shown in Figure 7. By initializing the relevant external face feature information and using the face role simulation model established in this paper, we can realize the real simulation of faces in different scenarios on the 3D platform.

Firstly, according to the above production principle and the requirements of character expression simulation, a 3D animation character production process as shown in Figure 7 is developed. According to the production process, the facial muscle and human bone system were made. Secondly, a medium precision model is established under the 3DS Max framework, and ZBrush is used to subdivide the model and make the corresponding drawing normal map so that the middle model can reflect the detailed effect of the high-precision model and enhance the realism of the character from a visual point of view.

At the same time, optimizing the scene in 3D animation is conducive to the driving of the character model and the rendering of the final model and saves a lot of system resources. Then, a large creation process for the role head is shown in Figure 8. In the creation of a large head, the main structure is the human body. That is, we adjust the basic shape of the head and skull from a rectangle and then complete the basic shape of the head from the whole to the part through the stretching and tangent of the polygon.

In 3DS Max software, the model is decomposed on the whole surface, so we need to strictly set and adjust the wiring according to the muscle structure, so as to effectively plan the number of subdivision surfaces and obtain a better normal effect. After adjustment, the wiring is more reasonable and the spacing is larger, which can meet the needs of 3D animation virtual character expression simulation. As shown in Figure 9, the wiring distribution diagram of the final head form is expressed.

Figure 10 shows part of the face skin adjustment process. In the process of thinning the skeleton envelope, this paper mainly uses the brush weight method to increase the rationality and the natural sense of the skeleton-driven mesh in motion time. It is necessary to pay attention to exaggerated weight adjustment in facial expression and joint movement reaching the limit, so as to ensure the correctness of mesh deformation and avoid the problem of abnormal deformation of joints when moving in a small range.
Figure 7: 3D animation character implementation process.

Figure 8: Large creation process for the role header.
Figure 9: Routing distribution diagram of the final head model.

Figure 10: Partial face skin adjustment process.
Finally, the facial expression of the three-dimensional animated character "yaya" is simulated and tested. Figure 11 shows the expression effect of the "yaya" 3D animation. According to the simulation results, even if it is adjusted to the limit of facial expression, the expression simulation effect of the 3D animated character "yaya" is very good. The facial expression system based on the 3DS Max framework can meet the needs. Although the facial movement is relatively large in the eyes, mouth, chin, and other parts, in terms of expression "yaya" the facial expressions of these parts are more natural, the process of facial muscle deformation is more real, and the expression of characters is more vivid than traditional 3D animation.

Compared with 3DMM, which models the face space through a single Gaussian component and uses multiple mixed components [14], the method proposed in this paper not only effectively improves the accuracy of face feature recognition but also achieves good recognition results for all postures in motion. The accuracy of this method is tested by using the face model constructed in the paper, which shows that the reconstructed 3D face shape is closer to the real 3D shape than the simulation results of existing methods. From the above model simulation results, the face reconstruction method proposed in this paper is implemented by changing the 3D face shape in space and optimizing the 3D shape and its pose as well as expression per frame based on 3DS Max. Compared with the existing methods, this method provides higher simulation accuracy, and the processing time is much faster than the recent related modeling methods when implemented on GPU [24–27].

5. Conclusion

With the development of 3D animation technology and the Internet of things, not only the 3D animation role but also the three-dimensional animation role in the fields of film production and advertising will appear in the animation. However, compared with developed countries, our country has less investment in the field of 3D animation. Limited by the objective environment, the development of 3D animation character expression in China lags behind. Expression and dialogue are seriously inconsistent; even the animation effect is not a natural reality, which can not cause the audience’s resonance. Therefore, how to improve the simulation effect of 3D animation role expression in the current adverse environment has received attention in various fields.

In this paper, the construction of 3D animation character expression under the framework of 3DS Max technology is proposed. The muscle motion model and associated system are constructed according to the requirements and the skeletal muscle movement rules. Finally, through the simulation of the original three-dimensional animation character "yaya" simulation expression test, the 3DS Max technology framework of the role expression simulation can improve the authenticity of the three-dimensional animation role and natural wake. The facial muscle movement is more consistent with the muscle movement rules and makes the role of the role more vivid, avoiding the facial skeleton in the process of deformation abnormal problems.

Some preliminary results are obtained by the reconstructed face models proposed in this paper. While different
face effects are usually determined by face 3D reconstruction models, this study has a certain reference value for the in-depth study of 3D face reconstruction. As a preliminary exploration, this study inevitably has limitations, which points out the direction for further research in the future. In order to truly reflect facial expressions, different feature fusion methods are usually used to deal with different facial expressions and other morphological features [28–30]. Therefore, how to effectively integrate the local features of the human face will be the main problem to be solved in the future.
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