ALMOST-PERIODIC GROUND STATE OF THE NON-SELF-ADJOINT JACOBI OPERATOR AND ITS APPLICATIONS

XING LIANG, HONGZE WANG, AND QI ZHOU

Abstract. We study the ground states of the one-dimensional non-self-adjoint Jacobi operators in the almost periodic media by using the method of dynamical systems. We show the existence of the ground state. Particularly, in the quasi-periodic media, we show that the lower regularity of coefficients can guarantee the existence of ground states. Besides that, we give two applications: the first application is to show the existence and uniqueness of the positive steady state of the discrete Fisher-KPP type equation; the second application is to investigate the asymptotic behavior of the discrete stationary parabolic equation with large lower order terms.

1. Introduction and Main result

The study of the principle eigenvalue problem of the second-order differential operator

\[ Lu = (a(x)u')' + b(x)u' + c(x)u, x \in I \subset \mathbb{R}, a > 0 \]  \hspace{1cm} (1.1)

and the respective Jacobi operator

\[(Lu)(n) = a(n)u(n + 1) + b(n)u(n - 1) + c(n)u(n), n \in I \subset \mathbb{Z}, a, b > 0 \]  \hspace{1cm} (1.2)

has a long history (e.g. see [20, 59, 64] and references therein).

For the operator (1.1), the classic theory originated from the Sturm-Liouville theorem when \( I \) is a bounded interval, and the separated boundary conditions (Dirichlet, Neumann, or Robin type) are considered. From a more general framework of the second-order elliptic operators, the spectral theory of (1.1) was well studied. Particularly, it is known that in this case, (1.1) has a real eigenvalue \( \lambda_1 \) with a positive eigenfunction. Moreover, \( \lambda_1 \) is larger than the real part of any other eigenvalue of (1.1). Such an eigenvalue \( \lambda_1 \) is called the principal eigenvalue of (1.1) since it dominates all other eigenvalues in modulus. The eigenfunction which is corresponding to \( \lambda_1 \) is called the principal eigenfunction. For the operator (1.2), when \( I = \{1, 2, \ldots, N\} \) is a finite (bounded) subset of \( \mathbb{Z} \), the spectrum can be studied in the framework of the nonnegative matrix. It is known after the boundary condition at 1, \( N \) is given, (1.2) also has the principal eigenvalue \( \lambda_1 \) with a positive positive eigenfunction. Moreover, \( \lambda_1 \) is larger than the real part of any other eigenvalue of (1.2). Indeed, the existence and other properties of the principal eigenvalues of both (1.1) and (1.2) can be obtained by transferring the problem to that of the positive operators and applying the Krein-Rutman theorem (Perron-Frobenius theorem for finite-dimensional case, e.g. see [24, 26, 59, 64] and references therein).
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The above results can easily be generalized if \( I = \mathbb{R} \) or \( \mathbb{Z} \), with periodic boundary conditions, i.e., \( a, b, c \) are periodic with the same period since it is strongly positive. However, the problem becomes complicated when \( I = \mathbb{R} \) or \( \mathbb{Z} \) in the non-periodic media because of loss of compactness. In this paper, we mainly focus on the eigenvalue problem of the Jacobi operator in \( l^2(\mathbb{Z}) \) if \( a, b, c \) are almost periodic. Recall that a function \( f : \mathbb{Z} \to \mathbb{R} \) is almost periodic if \( \{ f(\cdot + k) | k \in \mathbb{Z} \} \) has a compact closure in \( l^\infty(\mathbb{Z}) \). Denote by \( \mathcal{H}(f) \) the hull of the almost periodic sequence \( f \), i.e., \( \mathcal{H}(f) = \{ f(n + k) | k \in \mathbb{Z} \} \), the closure in \( l^\infty(\mathbb{Z}) \). \( \mathcal{H}(f) \) is isomorphic to \( \mathbb{T}^d \) with \( d \in \mathbb{N}_+ \) or \( d = \infty \), and we say \( f \) is quasi-periodic if \( d \in \mathbb{N} \) [68]. One should note in the almost periodic media, principle eigenfunction doesn’t necessarily exist in \( l^2(\mathbb{Z}) \), which is due to the absence of point spectrum [22, 25]. Instead one can consider the natural concept almost-periodic ground state - the eigenfunction (not necessary belongs to \( L^2(\mathbb{R}) \) (resp.\( l^2(\mathbb{Z}) \)) corresponding to the minimal value (resp. maximum value) of the energy, since it admits similar properties as the ones of the principal eigenfunction. To make it more precise, let’s introduce the following concept:

**Definition 1.1.** We say that \( u \) is an almost-periodic (quasiperiodic) ground state of the Jacobi operator (1.2), if \( u \) is a positive almost-periodic (quasi-periodic) solution of \( \mathcal{L}u = E_0u \), where \( E_0 \in \mathbb{R} \) is at the rightmost point of the spectrum \( \Sigma(\mathcal{L}) \).

Note if \( \mathcal{L} \) is self-adjoint, it is well known that \( \Sigma(\mathcal{L}) \subset \mathbb{R} \) and \( E_0 = \max \Sigma(\mathcal{L}) \). However, we emphasize that here \( \mathcal{L} \) may not be self-adjoint, and then one could select \( E_0 \geq \Re E \) for any \( E \in \Sigma(\mathcal{L}) \) since \( \Sigma(\mathcal{L}) \) might not lie in the real line. In the following, we just call this \( E_0 \) the ground state energy. Furthermore, we say \( E_0 \) is simple if \( u, v \) are two almost periodic eigenfunctions, then \( u = \lambda v \) for some \( \lambda \in \mathbb{R} \).

In the continuous case, Kozlov [48] first established the existence of quasi-periodic ground state of the elliptic operator

\[
\mathcal{L}u = (A(\omega x)u')' + B(\omega x)u' + W(\omega x)u, \quad x \in \mathbb{R}, \quad A > 0
\]

(1.3)

where \( A, B, W \in C^k(\mathbb{T}^d, \mathbb{R}), d \in \mathbb{N}_+, \omega \in \mathbb{R}^d \setminus \mathbb{Q}^d \). Based on the celebrated KAM theory, Kozlov [48] showed that if \( \omega \) satisfies the well-known Diophantine condition,

\[
\inf_{j \in \mathbb{Z}} |\langle n, \omega \rangle - j| \geq \frac{\gamma}{|n|} \quad \text{for all } n \in \mathbb{Z}^d \setminus \{0\},
\]

(1.4)

and if \( k \geq C(\tau) \), and \( B, V \) are both sufficiently small, then (1.3) has a quasi-periodic ground state. In the discrete case, based on reducibility theory of quasi-periodic \( SL(2, \mathbb{R}) \) cocycles, Liang-Wang-Zhou-Zhou [55] consider a class of almost-periodic \(^1\) Schrödinger operator (i.e. \( a = b = 1 \)):

\[
(\mathcal{L}u)(n) = u(n + 1) + u(n - 1) + V(n\omega)u(n), \quad n \in \mathbb{Z},
\]

(1.5)

and show that if the potential \( V \) is small enough, then (1.5) has an almost periodic ground state. One should notice that both results are perturbative, i.e., the smallness of \( B, V \) depends on the frequency \( \omega \). The main difference is that while Kozlov [48] dealt with the self-adjoint operator and non-self-adjoint operator simultaneously, the method of [55] can be only generalized to the Schrödinger operator.

\(^1\)The hull \( \mathcal{H}(f) \) of the almost periodic sequence \( f \) is isomorphic to \( T^\infty = \prod_{i \in \mathbb{N}} T^1 \).
In this paper, we are interested in establishing the almost-periodic ground state of the non-self-adjoint Jacobi operator (1.2). Let us first comment on the history and motivations. While there was already an almost-periodic flow around the 1980s [66, 67]. Stemming from methods of dynamical systems and harmonic analysis, many breakthroughs have appeared in recent years [1, 3, 5, 8, 9, 41, 42, 56]. However, because of lacking spectral theorem and spectral measure, the basic spectral theory of non-self-adjoint operator was even not well-developed. There are very few rigorous results for the non-self-adjoint almost-periodic Jacobi operator. The best result still goes back to Sarnak [65], a result of 40 years ago. On the other hand, in recent years, the non-self-adjoint Jacobi operator (Non-Hermitian Hamiltonian in physical literature) has been a hot topic in physics. While Hermiticity lies at the heart of quantum mechanics, recent experimental advances in controlling dissipation have brought about unprecedented flexibility in engineering non-Hermitian Hamiltonians in open classical and quantum systems [30, 45]: non-Hermitian Hamiltonians exhibits rich phenomena without Hermitian counterparts, e.g. parity-time (PT) symmetry breaking, topological phase transition, non-Hermitian skin effects, e.t.c [12, 13], while all of these phenomena can be exhibited in non-Hermitian quasicrystals (non-self-adjoint almost-periodic Jacobi operator) [57, 37]. All of these motivate us to try to understand the non-self-adjoint almost-periodic Jacobi operator.

In the field of partial differential equations, when the eigenvalue problem and the principal eigenvalue problem of linear elliptic operators or general positive operators are investigated, the symmetry (self-adjointness) of the operator is also usually considered to bring out better structures and allow weaker conditions. In fact, in the smooth bounded domain, the classical works on the existence of the principal eigenvalues of elliptic operators require the same smoothness of the coefficients which are regardless of the self-adjointness, see [26]. After establishing the existence of the ground state, the self-adjointness of the operator and the “Rayleigh” quotient formula of the principal eigenvalue play an important role in the estimation, optimization, and other problems (see [31] and references therein). These problems become very difficult, and there are only few works when the non-self-adjointness appears [31, 52, 61].

As mentioned by Kozlov [48], usually one can only anticipate better results in the self-adjoint setting. However, in this paper, we will show this is not always true, at least in the problem of the ground state. Let’s consider the following physical model:

\[(L_{W_1,W_2,V}^g u) (n) = (e^{-g} + W_1(n\omega)) u(n + 1) + (e^g + W_2(n\omega)) u(n - 1) + V(n\omega) u(n), \quad (1.6)\]

where \(g \in \mathbb{R}, \omega \in \mathbb{T}^d, W_1, W_2, V \in C(\mathbb{T}^d, \mathbb{R}), d \in \mathbb{N}_+ \cup \{\infty\}\) and \(e^{-g} + W_1 > 0, e^g + W_2 > 0\). If \(W_1 = W_2 = 0, V(n\omega)\) is random instead of almost-periodic, this is the well-known Hatano-Nelson model [32]. To the best knowledge of the authors, this is the first well-studied discrete non-self-adjoint operator in physics literature. The case \(V(n\omega)\) is quasi-periodic has been received more attention in recent years [57, 37, 51].

For the operator (1.6), the crucial observation is that non-self-adjointness\(^2\) will give us certain hyperbolicity (consult section 3.2.1 for more explanations). Benefitting from this, one can anticipate weaker conditions and better results than the self-adjoint case. However, compared to method of Kozlov [48], our scheme only works for \(\ell^2(\mathbb{Z})\) (resp. \(L^2(\mathbb{R})\)), while [48] works equally for \(L^2(\mathbb{R}^d)\).

\(^2\)In our case, the non-self-adjointness is given by \(g \neq 0\).
Now let’s state our main results. Our first result concerns smooth quasi-periodic potential \( V \), where the frequency satisfies a kind of (strong) Diophantine condition. For any \( 0 < \gamma < 1 \), we denote \( C^{k,\gamma}(\mathbb{T}) \) the vector space of all continuous functions such that \( f^{(l)} \in C(\mathbb{T}), f^{(k)} \in C^{0,\gamma}(\mathbb{T}), 0 \leq l \leq k \), and denote

\[
\|f\|_{k,\gamma} := \sum_{0 \leq l \leq k} \sup_{x \in \mathbb{T}} |f^{(l)}(x)| + \sup_{x,y \in \mathbb{T}, x \neq y} \frac{|f^{(k)}(x) - f^{(k)}(y)|}{|x - y|^\gamma} < \infty,
\]

where \( f^{(l)}(x) \) is the \( l \)-th derivative function of \( f \). For any \( \omega \in \mathbb{R} \backslash \mathbb{Q} \), denote \( \frac{p_n}{q_n} \) the \( n \)-th order continued fraction expansion of \( \omega \), and denote

\[
\mathcal{P} = \{ \omega \in \mathbb{R} \backslash \mathbb{Q} \mid \lim_{n \to \infty} q_n^{\frac{1}{n}} =: \zeta(\omega) < \infty \}.
\]

It follows from Khinchin’s theorem [43] that the set \( \mathcal{P} \) has full Lebesgue measure. Once we have this, our first result can be stated as follows:

**Theorem 1.1.** Let \( g \neq 0 \), \( W_1, W_2, V \in C^{1,\gamma}(\mathbb{T}, \mathbb{R}) \) for some \( 0 < \gamma < 1 \). Then there exists an absolute constant \( C_0 > 0 \), such that if

\[
\|W_1\|_{1,\gamma} + \|W_2\|_{1,\gamma} + \|V\|_{1,\gamma} \leq C_0 e^{-12|g|} g^6,
\]

then for any \( \omega \in \mathcal{P} \), \( L_{0}^{(1)} \) admits a simple ground state energy and a quasi-periodic ground state \( p(n) = P(n\omega) \) with \( P \in C(\mathbb{T}, \mathbb{R}) \) and \( P > 0 \).

We first point out that the smallness of \( V \) can’t be discarded. To see this, one only need to consider the almost Mathieu operator

\[
(\mathcal{L}u)(n) = u(n + 1) + u(n - 1) + 2\kappa \cos(\theta + n\omega)u(n).
\]

it is well-known that if \( \omega \) is Diophantine and \( |\kappa| > 1 \), then it has a ground state in \( \ell^2(\mathbb{Z}) \) [40], and thus if \( g \) is small enough, \( \ell^2(\mathbb{Z}) \) eigenfunction of \( L_{0}^{(1)} \) still persists [37, 50], which means the operator doesn’t have quasi-periodic ground state.

As was pointed out by Kozlov [48], the problem of finding an almost-periodic ground state contains small denominators, thus the most efficient method is KAM. We stress that Theorem 1.1 is out of the scope of the classical KAM method. One can understand this from two aspects: First, in applying the KAM method, it requires the presence of a significant number of derivatives of functions \( W_1, W_2 \), and \( V \) [48]. Even for self-adjoint operators, by method of analytic smoothing [71], one may only anticipate the results for \( k \geq 2\tau + \frac{d}{2} + 3 \), where \( \tau \) is the Diophantine constant, \( d \) is the dimensional of the frequency (consult Remark 3 of [48]). However, not to mention whether or not analytic smoothing works in the non-self-adjoint setting, even it works, one can’t anticipate approaching \( C^{1,\gamma} \) smoothness in our result. Secondly, in the classical KAM results, the smallness of the perturbation must depend on the frequency \( \omega \) [48, 55], while in our result, we can select the perturbation to be independent of \( \omega \), thus the result lies in the semi-local regime defined by Avila-Krikorian [7] (the readers are invited to consult nice ICM proceedings of Fayad-Krikorian [27] for more history on semi-global results). To the best knowledge of the authors, Theorem 1.1 gives the first semi-local result in the non-self-adjoint setting.

Once we have this, people may be curious about whether we can remove the smoothness condition on \( W_1, W_2 \), and \( V \), or whether one can completely remove the arithmetic condition on \( \omega \). The answer is yes at the cost of perturbing the potential \( V \).
Theorem 1.2. Let $\omega \in \mathbb{R}^d \setminus \mathbb{Q}^d$, $d \in \mathbb{N}_+$, $g \neq 0$, $W_1, W_2, V \in C(\mathbb{T}^d, \mathbb{R})$. Then there exists an absolute constant $C_0 > 0$ such that if
\begin{equation}
\|V\|_0 + \|W_1\|_0 + \|W_2\|_0 \leq C_0 e^{-12|g|} g^6,
\end{equation}
then for any $\varepsilon > 0$, there exists $V' \in C(\mathbb{T}^d, \mathbb{R})$ with $\|V' - V\|_0 \leq \varepsilon$ such that $L_{W_1, W_2, V'}^g$ admits a simple ground state energy and a quasi-periodic ground state $p(n) = P(n\omega)$ with $P \in C(\mathbb{T}^d, \mathbb{R})$ and $P > 0$.

Theorem 1.2 is also surprising from the point of Hamiltonian systems. As we said above, the smoothness of the systems is necessary to apply the KAM method. If the smoothness $k$ is smaller than some threshold, then KAM tori might be destroyed [21, 33, 34]. For example, for exact and area-preserving twist maps on the annulus, it was proved by Herman [33] that invariant circles can be destructed by $C^{3-\delta}$ arbitrarily small perturbations where $\delta$ is a small positive constant. Secondly, arithmetic condition on $\omega$ is also necessary for applying the KAM method. For example, the well-known results of Mather and Forni [28, 58] says that for certain Liouvillean frequency, the invariant circles with the frequency can be destroyed by small perturbations in finer topology.

Theorem 1.1 and Theorem 1.2 are restricted to the quasi-periodic ground state. Now we state the existence of a special kind of “real” almost-periodic ground state, i.e. the hull $\mathcal{H}(f)$ of the almost periodic sequence $f$ is isomorphic to $\mathbb{T}^\infty = \prod_{i \in \mathbb{N}} \mathbb{T}^1$ with product topology.

We assume that the frequency $\omega = (\omega_j)_{j \in \mathbb{N}}$ belonging to the infinite dimensional cube $\mathcal{R}_0 := [1, 2]^\mathbb{N}$, which is endowed with the probability measure $\mathcal{P}$ induced by the product measure of the infinite dimensional cube $\mathcal{R}_0$. Define the set of Diophantine frequencies that was first developed by Bourgain [16]:

**Definition 1.2 ([16]).** Given $\gamma \in (0, 1), \tau > 1$, we denote by $DC_\infty(\gamma, \tau)$ the set of Diophantine frequencies $\omega \in \mathcal{R}_0$ such that
\[
\inf_{n \in \mathbb{Z}} |\langle k, \omega \rangle - n| \geq \gamma \prod_{j \in \mathbb{N}} \frac{1}{1 + |k_j|^\tau}, \quad \forall k \in \mathbb{Z}^\infty, 0 < \sum_{j \in \mathbb{N}} |k_j| < \infty,
\]
where $\langle j \rangle := \max\{1, |j|\}$.

As proved in [16, 17], for any $\tau > 1$, Diophantine frequencies $DC_\infty(\gamma, \tau)$ are typical in the set $\mathcal{R}_0$ in the sense that there exists a positive constant $C(\tau)$ such that
\[
\mathcal{P}(\mathcal{R}_0 \setminus DC_\infty(\gamma, \tau)) \leq C(\tau)\gamma.
\]
Denote $\mathbb{Z}_*^\infty := \{k \in \mathbb{Z}^\infty : |k_1| := \sum_{j \in \mathbb{N}} (\langle j \rangle |k_j| < \infty\}$ the set of infinite integer vectors with finite support. For any $F \in C(\mathbb{T}^\infty, \mathbb{R})$, $k \in \mathbb{Z}_*^\infty$, we define $\hat{F}(k) := \int_{\mathbb{T}^\infty} F(\theta)e^{-i\langle k, \theta \rangle} d\theta$. Once we introduce this, our result can be stated as follows:

**Theorem 1.3.** Let $\omega \in DC_\infty(\gamma, \tau)$, $0 < \gamma < 1$, $\tau > 1$, $g \neq 0, r > 0$, $W_1, W_2, V \in C(\mathbb{T}^\infty, \mathbb{R})$. There exists an absolute constant $C_0 > 0$ such that if
\begin{equation}
\sum_{k \in \mathbb{Z}_*^\infty} (|\hat{W}_1(k)| + |\hat{W}_2(k)| + |\hat{V}(k)|) e^{r|k_1|} \leq C_0 e^{-12|g|} g^6,
\end{equation}
then $\mathcal{L}_{W_1,W_2,V}^\eta$ admits a simple ground state energy and an almost-periodic ground state $p(n) = P(n\omega)$ with $P \in C(T^\infty, \mathbb{R})$, $P > 0$, and $\sum_{k \in \mathbb{Z}^\infty} |\hat{P}(k)|e^{r'|k|} < \infty$ for any $r' \in (0, r)$.

Similar to Theorem 1.1, the smallness of the perturbation doesn’t depend on $\omega$. To the best knowledge of the authors, our result gives the first semi-local result with infinite dimensional frequency, previous semi-local results are restricted to one-frequency case [1, 2, 6, 36, 70].

1.1. Applications. Now we give some applications of our main results. Before that, to state our application in a broader way, we notice that our main results actually state the existence of the positive almost periodic eigenfunction of the difference operator

$$D^*(A_1(n\omega)Du) + A_2(n\omega)D^*u + W(n\omega)u.$$ (1.10)

where $Du(n) := u(n+1) - u(n)$, $D^*u(n) := u(n) - u(n-1)$. (1.10) is usually used to describe the discrete diffusion processes: $D^*(A_1(n\omega)Du)$ is the diffusion term, $A_2(n\omega)D^*u$ is the drifting term and $W(n\omega)u$ is the local growth term. Indeed, under the assumption $(\hat{A}_1(0) - \hat{A}_2(0)), \hat{A}_1(0) > 0$, (1.10) can be rewritten as

$$h \left[ e^{-g} + \frac{W_1(n\omega)}{h} \right] p(n+1) + \left( e^{g} + \frac{W_2(n\omega)}{h} \right) p(n-1) + \frac{W(n\omega)}{h} p(n),$$ (1.11)

where $e^{-g} = \frac{\hat{A}_1(0)}{\hat{A}_1(0) - \hat{A}_2(0)}$, $h = \sqrt{(\hat{A}_1(0) - \hat{A}_2(0))\hat{A}_1(0)}$ (one can consult section 4 for details). Then $g \neq 0$ corresponds to $\hat{A}_2(0) \neq 0$. Thus roughly speaking, [48] deals with the non-self-adjoint operator which is close to the self-adjoint one, while we deal with the non-self-adjoint operator which is far from the self-adjoint ones. Now we give the applications as follows:

1.1.1. Steady states of the KPP-type discrete diffusion equation. First, we consider the positive steady state of the following KPP type equation in discrete media

$$u_t = D^*(a(n)Du) + b(n)D^*u + c(n)u - u^2, \ (t,n) \in \mathbb{R} \times \mathbb{Z},$$ (1.12)

where $a, b, c$ are bounded and $\inf_{n \in \mathbb{Z}} a(n), \inf_{n \in \mathbb{Z}} (a(n-1) - b(n)) > 0$. This equation is usually used to model the growth and discrete migration of species in mathematical biology. Its dynamics and propagation phenomena are investigated in many papers, e.g. see [55, 29, 54] and the references therein.

A steady state is a function $u = u(n)$ satisfying (1.12) which is independent of time $t$. Notice that in the previous work, before the further study, (1.12) was supposed to have the monostable property, that is, (1.12) has a unique positive steady state. Moreover, this steady state is stable. We should notice that the monostable property can be obtained under some additional hypotheses on $c$. For example, applying the sub- and super-solution method, the existence of a bounded positive steady state can be obtained from the hypothesis $\inf c > 0$. If we further suppose that $a, b, c$ are periodic, the bounded positive steady state is unique and also periodic.

However, there is no progress on the positive steady state of (1.12) when $a, b, c$ are almost periodic and $\inf c \leq 0$. Here, after establishing the existence of the almost periodic ground state of $Lu = D^*(a(n)Du) + b(n)D^*u + c(n)u$, a different sufficient condition for the positive steady state is provided below.
Proposition 1.1. Let $a, b, c$ be almost periodic, and suppose that for some $E_0 > 0$, there exists an almost periodic function $\phi$ with $\inf \phi > 0$ satisfying

$$D^*(a(n)D\phi) + b(n)D^*\phi + c(n)\phi = E_0\phi.$$  

Then (1.12) has a unique bounded steady state $u$ with $\inf u > 0$. Furthermore, $u$ is almost periodic.

In the following, let’s consider a more special equation

$$u_t = A_0D^*Du + B_0D^*u + W(n\omega)u - u^2, \quad \text{in } \mathbb{R} \times \mathbb{Z}. \quad (1.13)$$

Here we always assume that $A_0, B_0 \in \mathbb{R}$ with $A_0 > \max\{0, B_0\}$.

Based on Proposition 1.1 and Theorem 1.1 (resp. Theorem 1.2), we can provide several different sufficient conditions on the existence of the positive steady state of (1.13).

Recall that $\hat{V}(0) = \int_{\pi^d} V(\theta) d\theta$, for $d \in \mathbb{N}_+$, we have the following result:

Theorem 1.4. Let $\omega \in \mathcal{P}$, $0 < \gamma < 1$, $B_0 \neq 0$, and suppose that $W \in C^{1,\gamma}(\mathbb{T}, \mathbb{R})$ with $\hat{W}(0) \geq 0$, $W \neq 0$. Then there exists $\epsilon_0 = \epsilon_0(A_0, B_0)$ such that for any $W$ with

$$||W - \hat{W}(0)||_{1,\gamma} \leq \epsilon_0,$$

(1.13) has a unique bounded steady state $u(n) = U(n\omega)$ with $U \in C(\mathbb{T}, \mathbb{R})$ and $U > 0$.

Theorem 1.5. Let $\omega \in \mathbb{R}^d \setminus \mathbb{Q}^d$, $d \in \mathbb{N}_+$, and suppose that $B_0 \neq 0$, $W' \in C(\mathbb{T}^d, \mathbb{R})$, $\hat{W}'(0) \geq 0$. There exists $\epsilon_0 = \epsilon_0(A_0, B_0) > 0$, and if

$$||W' - \hat{W}'(0)||_0 < \epsilon_0,$$

then for any $\epsilon > 0$, there exists $W \in C(\mathbb{T}^d, \mathbb{R})$ which satisfies $||W - W'||_0 < \epsilon$ and $\hat{W}(0) = \hat{W}'(0)$ such that (1.13) has a unique bounded steady state $u(n) = U(n\omega)$ with $U \in C(\mathbb{T}^d, \mathbb{R})$ and $U > 0$.

Remark 1.1. Notice that $\hat{W}(0) \geq 0, W \neq 0$ is a weaker assumption than $\inf_{n \in \mathbb{Z}} W(n\omega) > 0$. Actually, if a potential $W$ satisfies $\hat{W}(0) = 0$ and $W \neq 0$, then $\inf_{n \in \mathbb{Z}} W(n\omega) < 0$.

Remark 1.2. The assumption of $\hat{W}(0) \geq 0, W \neq 0$ guarantees $E_0 > 0$ in Proposition 1.1, and it is a necessary condition as we could check from the case $W = 0$. In fact, Theorem 1.4 (Theorem 1.5) is also valid for a more general equation:

$$u_t = D^*(A_1(n\omega)Du) + B_0D^*u + W(n\omega)u - u^2, \quad \text{in } \mathbb{R} \times \mathbb{Z},$$

if we impose on an additional assumption $||A_1 - \hat{A}_1(0)||_{1,\gamma} \leq \epsilon_0$ ($||A_1 - \hat{A}_1(0)||_0 \leq \epsilon_0$) with $\epsilon_0$ depending on $\hat{A}_1(0), B_0$.

1.1.2. Averaging problem for the discrete parabolic equation with large lower term. The averaging problem for the parabolic equations is to investigate the asymptotic behavior of the solution for the parabolic equations with rapidly oscillating coefficients (such as periodic, almost periodic, random).

Let $\Omega$ be a Lipschitz domain in $\mathbb{R}^n, n \in \mathbb{N}_+$, and $u_\epsilon \in H^1(\Omega)$ be the weak solution of the Dirichlet problem

\[
\begin{aligned}
\rho_\epsilon(x)\partial_t u_\epsilon - div(A_\epsilon(x)\nabla u_\epsilon) &= 0 \quad \text{in } [0, T] \times \Omega, \\
\rho_\epsilon u_\epsilon|_{\partial\Omega} &= \varphi \quad \text{in } \Omega,
\end{aligned}
\]

(1.14)
where \( \mathcal{A} = \{a_{ij}\}, \mathcal{A}_\epsilon(x) = \mathcal{A}(\epsilon^{-1}x), \rho_\epsilon(x) = \rho(\epsilon^{-1}x) \) are periodic, almost periodic or random. Moreover, \( \mathcal{A}(x) \) satisfies the ellipticity condition
\[
a_{ij}(x)\xi_i\xi_j \geq \lambda|\xi|^2, \quad \forall \xi, x \in \mathbb{R}^n, \lambda > 0.
\]

In the periodic case, the qualitative homogenization theory for (1.14) has been known since 1970s [14]. Indeed, as \( \epsilon \to 0 \), the solution \( u_\epsilon \) converges to the solution \( u_0 \) of a parabolic equation with constant coefficients, and the equation with constant coefficients is called averaged (homogenized) equation.

In recent years, there have been a great many works in the quantitative homogenization theory for partial differential equations. Some progress has been made for elliptic equations and systems of the divergence type in the periodic and non-periodic settings. Besides that, the convergence rate of \( u_\epsilon \) was also obtained, e.g. see [10, 46, 47, 69, 63, 39, 44].

In 1984, Kozlov [48] studied the averaging problem for a singularly perturbed parabolic equation with large lower order term:
\[
\begin{align*}
\left\{ \begin{array}{ll}
(u_\epsilon)_t = & \left( a(x)\frac{x}{\epsilon} \right)(u_\epsilon)_x + \frac{1}{\epsilon} b(x)\frac{t}{\epsilon} (u_\epsilon)_x + \frac{1}{\epsilon^2} c(x)u_\epsilon \quad \text{in } [0,T] \times \mathbb{R}, \\
u_\epsilon|_{t=0} = & \psi \quad \text{in } \mathbb{R},
\end{array} \right.
\end{align*}
\tag{1.15}
\]
where \( a, b, c \) are sufficiently smooth quasi-periodic functions, and \( \psi \in L^2(\mathbb{R}) \). He proved that if the frequencies of \( a, b, c \) satisfy some kind of arithmetic condition, and if there exist quasi-periodic functions \( p, p_* \) and \( \lambda_0 \in \mathbb{R} \) that satisfy
\[
(a(x)p_x)_x + b(x)p_x + c(x)p = \lambda_0 p, \quad (a(x)(p_*)_x)_x - (b(x)(p_*)_x)_x + c(x)p_* = \lambda_0 p_*, \tag{1.16}
\]
and their means \( \langle p \rangle = \langle p^* \rangle = 1 \), then we have
\[
\lim_{\epsilon \to 0} \frac{u_\epsilon(t,x-\lambda t/\epsilon)}{p(x/\epsilon - \lambda t/\epsilon^2)} e^{-\lambda_0 t/\epsilon^2} = v_0(t,x),
\]
where the convergence is uniform in any compact set in \( \mathbb{R} \) for any \( t \in (0,T] \), and \( v_0 \) is the solution of the averaged problem
\[
\begin{align*}
\left\{ \begin{array}{ll}
(v_0)_t = & \hat{a} v_0_{xx} \quad \text{in } [0,T] \times \mathbb{R}, \\
v_0|_{t=0} = & \frac{1}{\langle pp_* \rangle} \psi(x) \quad \text{in } \mathbb{R},
\end{array} \right.
\end{align*}
\tag{1.17}
\]
with the constant \( \hat{a} > 0 \) only depending on \( a, b, c \).

Besides that, equation (1.15) was also studied in the periodic case [23, 11]. However, as for the almost periodic case, we still don’t know anything about the averaging.

Now we consider the averaging problem for the discrete version of (1.15). First we introduce the difference operator on \( L^2(\mathbb{Z}) \): \( D_\epsilon u(x) = \frac{u(x+\epsilon) - u(x)}{\epsilon} \), \( D_\epsilon^* u(x) = \frac{u(x) - u(x-\epsilon)}{\epsilon} \), and define the following function space on \( \epsilon \mathbb{Z} \):
\[
L^2(\epsilon \mathbb{Z}) := \left\{ u : \epsilon \mathbb{Z} \to \mathbb{R} | \| u \|_{L^2(\epsilon \mathbb{Z})}^2 := \epsilon^2 \sum_{x \in \epsilon \mathbb{Z}} |u(x)|^2 < \infty \right\}.
\]
Let \( \omega \in DC_\infty(\gamma, \tau) \), \( 0 < \gamma < 1, \tau > 1 \). Consider the discrete parabolic equation with almost periodic coefficients in \([0, T] \times \mathbb{Z}\), with \( T > 0 \) as follows:

\[
\begin{cases}
\partial_t u_\epsilon = D^*_\epsilon(A_1(\frac{\omega_x}{\epsilon})D_t u_\epsilon) + \frac{1}{\epsilon} A_2(\frac{\omega_x}{\epsilon})D^*_\epsilon u_\epsilon + \frac{1}{\epsilon^2} W(\frac{\omega_x}{\epsilon})u_\epsilon, \\
u_\epsilon(0, x) = \varphi(x) \quad \text{in} \; \mathbb{Z},
\end{cases}
\tag{1.18}
\]

where \( A_1, A_2, W \in C(\mathbb{T}\mathbb{\bar{\omega}}, \mathbb{R}) \) with \( \inf A_1(\theta), \inf(A_1(\theta) - A_2(\theta + \omega)) > 0 \), \( \varphi \in C^1(\mathbb{R}) \) and satisfies \( |\varphi(z)| \leq C|z|^{-k} \) with \( k \geq 2, z \in \mathbb{R} \). Note that in (1.18), \( \varphi \) can be restricted as a function in \( \epsilon \).

The averaging result involves, as in quasi-periodic media [48], the principal eigenvalue problem of the operator

\[
\mathcal{L} p = D^*(A_1(n\omega)Dp) + A_2(n\omega)D^*p + W(n\omega)p = E_0p. \tag{1.19}
\]

As the application of Theorem 1.3, the existence of the almost periodic ground state of (1.19) is given by:

**Proposition 1.2.** Let \( \omega \in DC_\infty(\gamma, \tau) \), \( 0 < \gamma < 1, \tau > 1 \), \( r > 0 \), \( A_1, A_2, W \in C(\mathbb{T}\mathbb{\bar{\omega}}, \mathbb{R}) \). Suppose that \( \hat{A}_2(0) \neq 0 \). Then there exists \( \epsilon_0 > 0 \), depending only on \( \hat{A}_1(0), \hat{A}_2(0) \), such that if

\[
\sum_{k \in \mathbb{Z}^\infty} (|\hat{A}_1(k)| + |\hat{A}_2(k)| + |\hat{W}(k)|) |r|^{k|1|} - |\hat{A}_1(0)| - |\hat{A}_2(0)| - |\hat{W}(0)| \leq \epsilon_0,
\]

then (1.19) admits a simple ground state energy and an almost-periodic ground state \( p(n) = P(n\omega) \) with \( P \in C(\mathbb{T}\mathbb{\bar{\omega}}, \mathbb{R}) \), \( P > 0 \). Moreover, \( \sum_{k \in \mathbb{Z}^\infty} |P(k)| e^{\epsilon r^{k|1|}} < \infty \) for any \( r' \in (0, r) \).

Denote \([z]\) the floor of \( z \). Now we state the result for the discrete parabolic equation:

**Theorem 1.6.** Under the assumption of Proposition 1.2, let \( p \) be the almost periodic ground state of (1.19). Then the solution \( u_\epsilon \in L^2(0, T; L^2(\mathbb{E}^2)) \) of the equation (1.18) satisfies the relation

\[
\lim_{\epsilon \to 0} \frac{u_\epsilon(t, |z/\epsilon - lt/\epsilon^2|)}{p([z/\epsilon - lt/\epsilon^2])} e^{-E_0t/\epsilon^2} = u_0(t, z), \; z \in \mathbb{R}, \tag{1.20}
\]

where the convergence is uniform in any compact set in \( \mathbb{R} \) for any \( t \in (0, T] \), and \( u_0 \) is the solution of the averaged equation

\[
\begin{cases}
(u_0)_t = \bar{a}\partial_{zz}u_0 & \text{in} \; [0, T] \times \mathbb{R}, \\
u_0|_{t=0} = c_0\varphi & \text{in} \; \mathbb{R},
\end{cases}
\tag{1.21}
\]

for \( \bar{a}, c_0 > 0, l \in \mathbb{R} \) being constants which only depend on \( A_1, A_2, W \).

Although the result is very similar to Kozlov’s, our discrete model is different from the Kozlov’s continuous setting in some ways. First, as the application of Theorem 1.3, we discuss the averaging result for discrete parabolic equation in the almost periodic media, while in [48], Kozlov only established the averaging result in quasi-periodic media. Secondly, Kozlov’s work can not be directly applied to the discrete model due to the loss
of continuity. In fact, under the assumption of (1.16), Kozlov observed that \( v_\epsilon(t,x) := e^{-\lambda_\epsilon t} \frac{u_{\epsilon(t,x-l\epsilon)}}{p\left(\frac{x}{\epsilon}\right)} \) satisfies the equation defined in \([0,T] \times \mathbb{R}\),

\[
\begin{align*}
(pp_\epsilon)(x-\frac{lt}{\epsilon})(v_\epsilon)_t &= (\tilde{a}(x-\frac{lt}{\epsilon})(v_\epsilon)_x + \frac{1}{\epsilon}(\tilde{c} - l(pp_\epsilon)(x-\frac{lt}{\epsilon}))(v_\epsilon)_x), \\
v_\epsilon|_{t=0} &= \frac{\psi(x)}{p(x/\epsilon)}^{1},
\end{align*}
\]

(1.22)

where \( \tilde{a} > 0, \tilde{c} \equiv \text{const} \) which only depend on \( a, b, c, \) and \( l \in \mathbb{R} \) to be specified. After solving the cell problem of (1.22):

\[
(\tilde{a}(x)u_x)_x - \tilde{c}u_x = \tilde{a}_x + \tilde{c} - lpp_\epsilon,
\]

(1.23)

the averaging result can be obtained by the multiscale expansion method. Note that (1.23) is solvable for \( l = \frac{\tilde{c}}{(pp_\epsilon)} \) and the additional arithmetic condition on frequencies.

Unfortunately, the transformation \( v_\epsilon(t,x) = e^{-\lambda_\epsilon t} \frac{u_{\epsilon(t,x-l\epsilon)}}{p\left(\frac{x}{\epsilon}\right)} \) seems to lose its effect in our discrete setting. To overcome this difficulty, we will extend (1.18) continuously in \([0,T] \times \mathbb{R}\) by lifting it in the infinite dimensional torus and restricting it in the line \( \{\omega \epsilon | \omega \in \mathbb{R}\} \), and then the resulting equation can be analyzed in Kozlov’s method.

1.2. Structure of the paper. Now we organize our paper as follows: In section 2, we introduce some notations and preliminary knowledge which will be needed in the rest of the paper. In section 3, based on the reducibility of GL(2,\( \mathbb{R} \)) cocycles, we establish a general criterion of existence of positive almost periodic eigenfunction (Proposition 3.1), and then apply it to obtain the existence of the positive almost periodic eigenfunction in various conditions.

In section 4, we prove the positive almost periodic eigenfunction is exactly the almost periodic ground state and the associated eigenvalue is the simple ground state energy. Then we discuss the fundamental properties of the ground state. This finishes the proof of Theorem 1.1, Theorem 1.2, Theorem 1.3.

In section 5, as applications of Theorems 1.1 and Theorem 1.2, we establish the existence of the positive almost periodic steady state of (1.12). Finally, we discuss the asymptotic behavior of the solution of the equation (1.18) and finish the proof of Theorem 1.6.

2. Preliminaries

2.1. GL(2,\( \mathbb{R} \)) cocycle and Jacobi operator. Let \( X \) be a compact metric space, \((X,\nu,T)\) be ergodic, and \( A : X \to \text{GL}(2,\mathbb{R}) \) be a continuous map. A GL(2,\( \mathbb{R} \)) cocycle over \((T,X)\) is an action defined on \( X \times \mathbb{R}^2 \) such that

\[
(T,A) : (x,v) \in X \times \mathbb{R}^2 \mapsto (Tx,A(x) \cdot v) \in X \times \mathbb{R}^2.
\]

For \( n \in \mathbb{Z} \), \( A_n \) is defined by \( (T,A)^n = (T^n,A_n) \), where \( A_0(x) = \text{id} \),

\[
A_n(x) = \prod_{j=n-1}^{0} A(T^jx) = A(T^{n-1}x) \cdots A(Tx)A(x), \quad n \geq 1,
\]

and \( A_{-n}(x) = A_n(T^{-n}x)^{-1} \).
Let \( W_1, W_2, V \) be a continuous function defined on torus \( \mathbb{T}^d \) \( (d \in \mathbb{N}_+ \text{ or } d = \infty) \). For \( \omega \in \mathbb{R}^d \setminus \mathbb{Q}^d \), we define the non-self-adjoint Jacobi operator on \( L^2(\mathbb{Z}) \):

\[
(L_{W_1, W_2, V}^g(u))(n) = (e^{-g} + W_1(n\omega))u(n + 1) + (e^g + W_2(n\omega))u(n - 1) + V(n\omega)u(n).
\]

Note that the eigenfunction problem of \( L_{W_1, W_2, V}^g \) can be represented as:

\[
\begin{pmatrix}
  u(n + 1) \\
  u(n)
\end{pmatrix}
= S_{W_1, W_2, V}^{E, g}(\theta + n\omega)
\begin{pmatrix}
  u(n) \\
  u(n - 1)
\end{pmatrix},
\]

where we denote

\[
S_{W_1, W_2, V}^{E, g}(\theta) = \begin{pmatrix}
  \frac{E - V(\theta)}{e^{-g} + W_1(\theta)} & -\frac{e^g + W_2(\theta)}{e^{-g} + W_1(\theta)} \\
  1 & 0
\end{pmatrix}.
\]

Then \((\omega, S_{W_1, W_2, V}^{E, g})\) defines a \( GL(2, \mathbb{R}) \) cocycle on \( \mathbb{T}^d \times \mathbb{R}^2 \), and we will call this non-self-adjoint Jacobi cocycle.

**Remark 2.1.** If \( g = 0 \), \( W_1 = W_2 = 0 \), then it reduces to the classical (self-adjoint) Schrödinger cocycle \([55]\).  

### 2.2. Maximum principle, existence and uniqueness for the Cauchy Problem.

The maximum principle on the whole space can be stated as follows:

**Proposition 2.1** (Maximum principle\([19]\)). Let \( v \in \ell^\infty(\mathbb{Z}) \). Assume that for any bounded interval \( I = [0, t_0] \subset [0, \infty) \), \( u \) is bounded in \( I \times \mathbb{Z} \). If \( u \) satisfies

\[
\begin{aligned}
  u_t - D^*(a(n)Du) - b(n)D^*u + c(n)u &\geq 0 & \text{in } I \times \mathbb{Z}, \\
  u(0, n) &\geq 0 & \text{in } \mathbb{Z},
\end{aligned}
\]

then \( u \geq 0 \) in \( I \times \mathbb{Z} \).

The following Harnack inequality is a very useful technique when we study the properties of the solution of \((2.1)\). We will present it here for the reader’s convenience.

**Proposition 2.2** (Harnack inequality\([53]\)). Assume that \( u \) is bounded on \( (0, \infty) \times \mathbb{Z} \) and solves \((2.1)\). Then for any \((t, n) \in (0, \infty) \times \mathbb{Z}, T > 0\), there exists a positive constant \( C = C(T) \) such that

\[
u(t, n) \leq C(T)u(t + T, m), \quad m \in \{n \pm 1, n\}.
\]

**Remark 2.2.** The proof of the Harnack inequality could be found in \([53]\) with the initial value \( u(0, n) \) having a finite support. However, we should notice that the argument can be applied to \((2.1)\) similarly with minor modification.

Combining the Harnack inequality with the maximum principle, we can deduce the strong maximum principle as follows:

**Corollary 2.1** (Strong maximum principle\([53]\)). Under the assumption of Proposition 2.1, either \( u \equiv 0 \) or \( u > 0 \) in \( I \times \mathbb{Z} \).

The comparison principle is a consequence of the strong maximum principle, and it is useful for us to construct the almost periodic steady state. To state it, we first define super-sub solutions of the discrete Fisher-KPP type equation:

Let \( \bar{u}, \underline{u} \in C(\mathbb{R} \times \mathbb{Z}) \) be two bounded functions. We say that \( \bar{u} \) is a supersolution of

\[
\bar{u}_t - D^*(a(n)D\bar{u}) - b(n)D^*\bar{u} - c(n)\bar{u} + \bar{u}^2 = 0
\]

(2.2)
if for any given \( n \in \mathbb{Z} \), \( \bar{u} \) is absolutely continuous in \( t \) and satisfies
\[
\bar{u}_t - D^*(a(n)D\bar{u}) - b(n)D^*\bar{u} - c(n)\bar{u} + \bar{u}^2 \geq 0 \quad \text{for} \quad t \in (0, \infty),
\]
and \( u \) is a subsolution if for any given \( n \in \mathbb{Z} \), \( u \) is absolutely continuous in \( t \) and satisfies
\[
u_t - D^*(a(n)D\nu) - b(n)D^*\nu - c(n)\nu + \nu^2 \leq 0 \quad \text{for} \quad t \in (0, \infty).
\]

The strong comparison principle is given by

**Proposition 2.3** (Strong comparison principle). Let \( \overline{u} \) and \( u \) be a supersolution and a subsolution of (2.2) respectively. If \( \overline{u}(0,n) \leq \overline{u}(0,n) \) in \( \mathbb{Z} \), then \( \overline{u}(t,n) \leq \overline{u}(t,n) \) or \( u \equiv \overline{u} \) in \( (0,\infty) \times \mathbb{Z} \).

Usually, well-behaved Cauchy Problem possesses the property that it admits a unique global solution. For the convenience of our applications, we give the following existence and uniqueness theorems for discrete Fisher-KPP type equations and linear parabolic equations.

**Theorem 2.1** ([62]). For any initial value \( \varphi \in \ell^\infty(\mathbb{Z}) \), there exists a unique \( u \in C([0,\infty) \times \mathbb{Z}) \) with \( u(t,\cdot) \in \ell^\infty(\mathbb{Z}) \) for any \( t \in [0,\infty) \) such that
\[
\begin{cases}
  u_t - D^*(a(n)D\bar{u}) - b(n)D^*\bar{u} - c(n)\bar{u} + \bar{u}^2 = 0 & \text{in} \quad [0,\infty) \times \mathbb{Z}, \\
  u(0,n) = \varphi(n) & \text{in} \quad \mathbb{Z}.
\end{cases}
\]

**Theorem 2.2** ([62]). For any initial value \( \varphi \in \ell^2(\mathbb{Z}) \), there exists a unique \( u \in C([0,\infty) \times \mathbb{Z}) \) with \( u(t,\cdot) \in \ell^2(\mathbb{Z}) \) for any \( t \in (0,\infty) \) such that
\[
\begin{cases}
  u_t - D^*(a(n)D\bar{u}) - b(n)D^*\bar{u} - c(n)\bar{u} = 0 & \text{in} \quad [0,\infty) \times \mathbb{Z}, \\
  u(0,n) = \varphi(n) & \text{in} \quad \mathbb{Z}.
\end{cases}
\]

**3. Construction of positive almost-periodic eigenfunction**

In this section, we develop a new method to construct the positive almost periodic eigenfunction of the non-self-adjoint operator (1.2). The method is from the side of dynamical systems.

**3.1. Criterion of the existence of positive almost periodic eigenfunction.** First we give a criterion, which says that if the non-self-adjoint Jacobi cocycle \( (\omega,S^{E,g}_{W_1,W_2,V}) \) is reducible to a constant cocycle with eigenvalue 1, and the conjugacy has special form, then the corresponding non-self-adjoint Jacobi operator admits a positive almost-periodic eigenfunction. Recall that a \( GL(2,\mathbb{R}) \) cocycle \( (\omega,A) \) is said to be reducible if there exist \( B(\cdot) \in C(\mathbb{T}^d, GL(2,\mathbb{R})) \) and constant \( \hat{A} \in GL(2,\mathbb{R}) \) such that
\[
B(\theta + \omega)^{-1}A(\theta)B(\theta) = \hat{A}.
\]

Then we have the following:

**Proposition 3.1.** Let \( d \in \mathbb{N}_+ \cup \{\infty\} \). Suppose that there exists \( B \in C(\mathbb{T}^d, GL(2,\mathbb{R})) \) such that
\[
B(\theta + \omega)^{-1}S^{E,g}_{W_1,W_2,V}(\theta)B(\theta) = \begin{pmatrix} 1 & 0 \\ 0 & s \end{pmatrix},
\]
(3.1)
where \( s \in \mathbb{R} \). Moreover, \( B \) takes the form

\[
B(\theta) = \begin{pmatrix} B_{11}(\theta) & B_{12}(\theta) \\ B_{21}(\theta) & B_{22}(\theta) \end{pmatrix} := Pe^Y(\theta) \begin{pmatrix} e^{y_1(\theta)} & 0 \\ 0 & e^{y_2(\theta)} \end{pmatrix} \in C(\mathbb{T}^d, \text{GL}(2, \mathbb{R}))
\]

where \( P \in \text{GL}(2, \mathbb{R}) \), and

\[
\|Y\|_0 \leq \tilde{\epsilon} \leq \frac{|P_{11}|}{4(|P_{11}| + |P_{12}|)}.
\] (3.2)

Then \( u(n) = U(n\omega) \) is an almost periodic solution of

\[
(e^{-g} + W_1(n\omega))u(n + 1) + (e^{g} + W_2(n\omega))u(n - 1) + V(n\omega)u(n) = Eu(n),
\] (3.3)

where \( U \in C(\mathbb{T}^d, \mathbb{R}), \ U > 0 \).

**Remark 3.1.** Note here we don’t need any control on \( y_1(\theta) \), that’s the main reason why we obtain semi-local results (c.f. Theorem 1.1, Theorem 1.3).

**Remark 3.2.** One should compare Proposition 3.1 with the criterion in the self-adjoint case (Lemma 5.1 of [55]), where the conjugacy \( B \) is only allowed to be close to the identity.

**Proof.** Denote \( B(\theta) = \begin{pmatrix} B_{11}(\theta) & B_{12}(\theta) \\ B_{21}(\theta) & B_{22}(\theta) \end{pmatrix} \), then (3.1) gives us

\[
\frac{E - V(\theta)}{e^{-g} + W_1(\theta)}B_{11}(\theta) - \frac{e^g + W_2(\theta)}{e^{-g} + W_1(\theta)}B_{21}(\theta) = B_{11}(\theta + \omega),
\]

\[
B_{11}(\theta) = B_{21}(\theta + \omega),
\]

that is

\[
(e^{-g} + W_1(\theta))B_{11}(\theta + \omega) + (e^{g} + W_2(\theta))B_{11}(\theta - \omega) + V(\theta)B_{11}(\theta) = EB_{11}(\theta).
\]

Hence \( u(n) = B_{11}(n\omega) \) is the almost periodic solution of (3.3).

Denote that \( e^Y(\theta) = \begin{pmatrix} Y_{11}(\theta) & Y_{12}(\theta) \\ Y_{21}(\theta) & Y_{22}(\theta) \end{pmatrix} \). Direct computation shows that

\[
B_{11}(\theta) = e^{y_1(\theta)}(P_{11}Y_{11}(\theta) + P_{12}Y_{21}(\theta)).
\]

Without loss of generality, assume \( P_{11} > 0 \) (otherwise consider \(-B_{11}\) instead). By our assumption,

\[
\|Y_{11} - 1\|_0 \leq 2\tilde{\epsilon}, \|Y_{12}\|_0 \leq 2\|Y\|_0 \leq 2\tilde{\epsilon},
\]

thus by (3.2), we have

\[
B_{11}(\theta) \geq \frac{P_{11}}{2} e^{\min \ y_1(\theta)} > 0.
\]

This yields that \( B_{11}(n\omega) \) is a positive almost periodic solution.
3.2. Reducibility of the non-self-adjoint Jacobi cocycle. If we denote
\[ A_g(E) := \begin{pmatrix} Ee^g & -e^{2g} \\ 1 & 0 \end{pmatrix}, \quad F_{E,g}(\theta) := \begin{pmatrix} 1 & 0 \\ e^{-2g}V(\theta) + Ee^{-g}W_1(\theta) & e^{-g} + W_1(\theta) \end{pmatrix}, \]
then \( S_{W_1,W_2,V}^{E,g}(\theta) = A_g(E)F_{E,g}(\theta) \). Then basic observation is that if \( W_1, W_2, V \) are small enough, then \( F_{E,g}(\theta) \) is close to identity, i.e. \( S_{W_1,W_2,V}^{E,g} \) is close to constant. Hence one can try to use Newton’s iteration to conjugate the cocycle \((\omega, S_{W_1,W_2,V}^{E,g}) \) to constant. We will distinguish the proof into three steps:

3.2.1. Diagonalization using Implicit Function Theorem. The first step is to diagonalize the cocycle \((\omega, S_{W_1,W_2,V}^{E,g}) \) using Implicit Function Theorem. There are two main observations of this step. The first observation (indeed the key observation of the whole proof) is that in the non-self-adjoint case \( g \neq 0 \) (without loss of generality, assume \( g > 0 \)), the constant cocycle \((\omega, A_g(E)) \) is strongly hyperbolic. To see this, since we are looking for the almost periodic ground state of the operator \((1.6)\), the energy should lie in the upper bound of the spectrum. Thus without loss of generality, we just consider the case
\[ E \geq 2 + \delta \] (3.4)
for \( \delta > 0 \) to be specified. Notice that the characteristic equation of \( A_g(E) \) reads as
\[ \lambda^2 - Ee^g\lambda + e^{2g} = 0. \] (3.5)
If we denote its eigenvalues as \( \lambda(E) \) and \( \mu(E) \), direct computation shows that
\[ \lambda(E) = e^g\frac{E - \sqrt{E^2 - 4}}{2}, \quad \mu(E) = e^g\frac{E + \sqrt{E^2 - 4}}{2}. \]
Then under the assumption \((3.4)\), \( \lambda(E), \mu(E) \) are both real, and furthermore
\[ \mu(E) - \lambda(E) \geq e^g\delta. \]
The second observation is that as a consequence of strong hyperbolicity of \((\omega, A_g(E))\), and if \( V, W_1, W_2 \) are small enough, then one can diagonalize \((\omega, S_{W_1,W_2,V}^{E,g}) \). Just note in this step, we don’t need to assume any arithmetic condition on \( \omega \), since one will not meet small divisor problem.

To prove this, we need a non-resonance cancelation lemma which will be the basis of our proof. Now we first introduce some settings of it. Denote \( \mathcal{B}(*) \) as an *-valued Banach space with the norm \( | \cdot |_{\mathcal{B}} \), where * will usually denote \( \mathbb{R}, gl(2, \mathbb{R}) \) or \( GL(2, \mathbb{R}) \). Moreover, we assume that \( \mathcal{B}(*) \) admits a crucial property:

**Definition 3.1.** A Banach space \( \mathcal{B} \) admits condition \((H)\) if \( \|fg\|_{\mathcal{B}} \leq \|f\|_{\mathcal{B}}\|g\|_{\mathcal{B}} \) for any \( f, g \in \mathcal{B} \).

Let \( \mathcal{I} \) be any closed interval in \( \mathbb{R} \). Then we denote the function space
\[ \mathcal{B}(\mathcal{I})(*) := \{ f \in C(\mathcal{I} \times \mathbb{T}^d, *) | f(\xi, \cdot) \in \mathcal{B}(*) \text{ for any given } \xi \in \mathcal{I} \} \]
with the norm \( \|f\|_{\mathcal{I}, \mathcal{B}} := \sup_{\xi \in \mathcal{I}} |f(\xi)|_{\mathcal{B}}, \) \( d \in \mathbb{N}_+ \cup \{ \infty \} \). For simplicity of the notations, in the following we just denote \( \mathcal{B}(gl(2, \mathbb{R})) \) as \( \mathcal{B} \), and \( \mathcal{B}(\mathcal{I}, gl(2, \mathbb{R})) \) as \( \mathcal{B}(\mathcal{I}) \).

Assume that for any given \( \eta > 0, \omega \in \mathbb{T}^d, A \in C(\mathcal{I}, GL(2, \mathbb{R})) \), and we have a decomposition of the Banach space \( \mathcal{B}(\mathcal{I}) \) into non-resonant spaces and resonant spaces,
i.e. $\mathcal{B}_I = \mathcal{B}_I^{\text{re}}(\eta) \oplus \mathcal{B}_I^{\text{re}}(\eta)$. Here $\mathcal{B}_I^{\text{re}}(\eta)$ is defined in the following way: for any $Y \in \mathcal{B}_I^{\text{re}}(\eta)$, we have

$$A(\xi)^{-1} Y(\xi, \theta + \omega) A(\xi) \in \mathcal{B}_I^{\text{re}}(\eta)$$

for any $\xi \in \mathcal{I}$,

$$|A(\xi)^{-1} Y(\xi, \theta + \omega) A(\xi) - Y(\xi, \theta)|_{\mathcal{B}} \geq \eta |Y(\xi, \theta)|_{\mathcal{B}}$$

for any $\xi \in \mathcal{I}$.

For any $f \in \mathcal{B}_I$, denote $\hat{f}(\xi)(k)$ the Fourier coefficient of $f(\xi, \cdot)$ with respect to the second variable $\theta \in \mathbb{T}^d$.

Once we have this, then the following holds:

**Lemma 3.1.** Let $\mathcal{I}$ be a closed interval in $\mathbb{R}$, and assume that $A \in C(\mathcal{I}, \text{GL}(2, \mathbb{R}))$. Then there exists an absolute constant $c_1 > 0$ such that for any $F \in \mathcal{B}_I$ with $\|F\|_{\mathcal{B}, I} \leq \epsilon \leq \frac{\inf |\det A|^2 \min(g^2, 1)}{c_1(\|A\|^2 + 1)^2}$, there exist $Y \in \mathcal{B}_I$ and $F^{\text{re}} \in \mathcal{B}_I^{\text{re}}(\eta)$ such that

$$e^{-Y(\xi, \theta + \omega)} A(\xi) e^{F(\xi, \theta)} e^{Y(\xi, \theta)} = A(\xi) e^{F^{\text{re}}(\xi, \theta)},$$

where $\|Y\|_{\mathcal{B}, I} \leq \epsilon^2$ and $\|F^{\text{re}}\|_{\mathcal{B}, I} \leq 2\epsilon$.

**Remark 3.3.** This lemma generalizes the previous result of [18] where $A$ is a constant SL(2, $\mathbb{R}$) matrix. The proof is based on the quantitative Implicit Function Theorem, and it will be given in Appendix A.

In the following, we will always fix $\mathcal{I} := [2 + \frac{1}{2} \min\{g^2, 1\}, 2(e^g + e^{-g})]$. The key step for us is the following:

**Proposition 3.2.** Let $d \in \mathbb{N}_+ \cup \{\infty\}$, $g > 0$. Then there exists an absolute constant $C_0 > 0$ such that if

$$\|W_1\|_{\mathcal{B}, \mathcal{I}} + \|W_2\|_{\mathcal{B}, \mathcal{I}} + \|V\|_{\mathcal{B}, \mathcal{I}} \leq \epsilon \leq C_0 e^{-12g} g^6,$$

then there exist $Y, f_i \in \mathcal{B}_I$ such that

$$e^{-Y(E, \theta + \omega)} P(E)^{-1} S_{W_1, W_2, V}(\theta) P(E) e^{Y(E, \theta)} = \begin{pmatrix} \lambda(E) e^{f_1(E, \theta)} & 0 \\ 0 & \mu(E) e^{f_2(E, \theta)} \end{pmatrix},$$

where $P(E) = \begin{pmatrix} \lambda(E) & \mu(E) \\ 1 & 1 \end{pmatrix}$ and

$$\|Y\|_{\mathcal{B}, \mathcal{I}} \leq \epsilon^2 \leq \frac{\lambda(E)}{4 \lambda(E) + 4 \mu(E)}; \quad \|f_i\|_{\mathcal{B}, \mathcal{I}} \leq \epsilon^2.$$  \hspace{1cm} (3.6)

**Proof.** It is straightforward to check that for any $E \in \mathcal{I}$, one has

$$\left| \frac{\lambda(E)}{\mu(E)} - 1 \right| = \left| \frac{E + \sqrt{E^2 - 4}}{E - \sqrt{E^2 - 4}} - 1 \right| \geq \frac{\min\{g^2, 1\}}{9},$$

$$\left| \frac{\mu(E)}{\lambda(E)} - 1 \right| = \left| \frac{E - \sqrt{E^2 - 4}}{E + \sqrt{E^2 - 4}} - 1 \right| \geq \frac{\min\{g^2, 1\}}{27},$$

$$\frac{\lambda(E)}{\lambda(E) + \mu(E)} \geq \frac{E - \sqrt{E^2 - 4}}{2E} \geq \frac{e^{-2g}}{16}.$$  \hspace{1cm} (3.7)

Denote $P(E) := \begin{pmatrix} \lambda(E) & \mu(E) \\ 1 & 1 \end{pmatrix} \in \text{GL}(2, \mathbb{R})$, then we can diagonalize $A_g(E)$ as

$$A'_g(E) := P(E)^{-1} A_g(E) P(E) = \text{diag}(\lambda(E), \mu(E)).$$
On the other hand, note that \( \| \hat{F}_{E,g}(\theta) - \text{id} \|_{\mathcal{B}_I} \leq e^g \epsilon \). Thus by Implicit Function Theorem, there exists \( F_g \in \mathcal{B}_I \), such that \( \hat{F}_{E,g}(\theta) = e^{F_g(E,\theta)} \) with the estimate \( \| F_g \|_{\mathcal{B}_I} \leq 2e^g \epsilon \). Denote
\[
F'_g(E, \theta) = P(E)^{-1} F_g(E, \theta) P(E),
\]
then there holds the estimate
\[
\| F'_g \|_{\mathcal{B}_I} \leq \sup_{E \in I} \frac{2\| P(E) \|^2 e^g \epsilon}{| \det P(E) |} \leq \sup_{E \in I} \frac{2(E + 2)^2 e^g \epsilon}{\sqrt{E^2 - 4}} \leq C' e^{2g} \max \{ \frac{1}{g^2}, 1 \} \epsilon,
\]
where \( C' > 0 \) is an absolute constant.

Now we are ready to apply the non-resonance cancelation lemma (Lemma 3.1) to the cocycle \((\omega, A'_g(E) e^{F'_g(E,\theta)})\). Define
\[
\Lambda = \left\{ f \in C(\mathcal{T} \times \mathbb{T}^d, \text{gl}(2, \mathbb{R})) \left| f = \begin{pmatrix} 0 & f_1 \\ f_2 & 0 \end{pmatrix} \right\} \in \mathcal{B}_I \right\}.
\]
Then we prove that for any \( Y \in \Lambda \), the operator
\[
Y \to A'_g(E)^{-1} Y(E, \theta + \omega) A'_g(E) - Y(E, \theta)
\]
has a bounded inverse. To prove this, we only need to consider the equation
\[
A'_g(E)^{-1} Y(E, \theta + \omega) A'_g(E) - Y(E, \theta) = G(\theta).
\]
Write that
\[
Y(E, \theta) = \begin{pmatrix} 0 & Y_1(E, \theta) \\ Y_2(E, \theta) & 0 \end{pmatrix}, \quad G(E, \theta) = \begin{pmatrix} 0 & G_1(E, \theta) \\ G_2(E, \theta) & 0 \end{pmatrix}.
\]
Comparing the Fourier coefficients of the equation (3.10), we arrive at
\[
\begin{cases}
\hat{Y}_1(E)(k) = \frac{\hat{G}_1(E)(k)}{\nu(E) \mu(k, \omega) - 1}, \\
\hat{Y}_2(E)(k) = \frac{\hat{G}_2(E)(k)}{\nu(E) \mu(k, \omega) - 1}.
\end{cases}
\]
Notice (3.7) implies that
\[
| \lambda(E)/\mu(E) - e^{i(k, \omega)} | \geq |1 - \lambda(E)/\mu(E)| \geq \frac{\min \{ g^2, 1 \}}{27},
\]
\[
| \mu(E)/\lambda(E) - e^{i(k, \omega)} | \geq | \mu(E)/\lambda(E) - 1 | \geq \frac{\min \{ g^2, 1 \}}{27}.
\]
Thus for any \( Y \in \Lambda \), we have
\[
\| A'_g(E)^{-1} Y(E, \theta + \omega) A'_g(E) - Y(E, \theta) \|_{\mathcal{B}_I} \geq \frac{\min \{ g^2, 1 \}}{27} \| Y \|_{\mathcal{B}_I},
\]
which just means \( \Lambda \subset \mathcal{B}_I^{\text{nore}} \left( \frac{\min \{ g^2, 1 \}}{27} \right) \).

Just note \( \det A'_g(E) = \lambda(E) \mu(E) = e^{2g} \), and then
\[
C' e^{3g} \epsilon \max \{ \frac{1}{\nu^2}, 1 \} \leq \frac{e^{4g} \min \{ g^4, 1 \}}{c_2 \sup_{E \in I} | \mu(E) |^6},
\]
where $c_2$ is an absolute constant. It follows from Lemma 3.1 that there exist $Y, f_1 \in B_I$ such that
\[ e^{-Y(E)(\theta+\omega)} P(E)^{-1} S_{W_1, W_2, V}(\theta) P(E) e^{Y(E)(\theta)} = e^{-Y(E)(\theta+\omega)} A_g^I(E) e^{f_1(E, \theta)} e^{Y(E)(\theta)} = \begin{pmatrix} \lambda(E) e^{f_1(E, \theta)} & 0 \\ 0 & \mu(E) e^{f_2(E, \theta)} \end{pmatrix}, \]
Moreover, there hold the estimates
\[ \| f_1 \|_{B, I} \leq 2C' e^{g} \max\{ \frac{1}{g^2}, 1 \} \epsilon \leq \epsilon^2, \]
\[ \| Y \|_{B, I} \leq C \epsilon^2 e^{g} \max\{ \frac{1}{g}, 1 \} \epsilon \leq \epsilon^2. \]

3.2.2. Solving the cohomological equation. Note Proposition 3.2 says that one can diagonalize the cocycle, thus to make the cocycle reducible, one only need to solve the typical cohomological equation
\[ y(\theta + \omega) - y(\theta) = f(\theta) - \tilde{f}(0). \tag{3.12} \]
To solve this equation, there arises the small divisor problem, and then one has to assume some regularity condition on $f$, and some arithmetic property on $\omega$. It is well-known that if $\omega$ is Diophantine, say $\omega \in DC_d(\gamma, \tau)$, where $\tau > d + 1$, $f \in C^k(\mathbb{T}^d, \mathbb{R})$ then (3.12) has a solution if $k > \tau + 1$.

Finitely differentiable function

However, if $f$ is a function with lower regularity, this result can be improved in the following:

Proposition 3.3 ([38]). Assume that $f \in C^{k, \gamma}(\mathbb{T})$ for some $k \geq 1$ and $0 < \gamma < 1$. Then for any $\omega \in \mathcal{P}$, the equation (3.12) possesses a solution $y \in C^{k-1, \gamma'}(\mathbb{T})$ for any $\gamma' < \gamma$.

Denote $B_{k, \gamma} := C^{k, \gamma}(\mathbb{T}, \text{gl}(2, \mathbb{R}))$, and the function space
\[ B_{k, \gamma, I} := \{ f \in C(I \times \mathbb{T}, \text{gl}(2, \mathbb{R})) | f(E, \cdot) \in B_{k, \gamma} \text{ for any given } E \in I \} \]
which is equipped with the norm $\| f \|_{k, \gamma, I} := \sup_{E \in I} \| f(E) \|_{k, \gamma}$, and it is straightforward to check that $C^{1, \gamma}(\mathbb{T}, \text{gl}(2, \mathbb{R}))$ admits condition $(H)$.

Then as a result of Proposition 3.2 and Proposition 3.3, we have the following:

Lemma 3.2. Let $g > 0$, $\omega \in \mathcal{P}$, $\gamma \in (0, 1)$, and suppose that $W_1, W_2, V \in C^{1, \gamma}(\mathbb{T}, \mathbb{R})$. Then there exists an absolute constant $C_0 > 0$ such that if
\[ \| W_1 \|_{1, \gamma} + \| W_2 \|_{1, \gamma} + \| V \|_{1, \gamma} \leq \epsilon \leq C_0 e^{-12g} g^6, \]
then for any $0 < \gamma' < \gamma$, there exists $B \in B_{0, \gamma', I}$ such that
\[ B(E, \theta + \omega)^{-1} S_{W_1, W_2, V}(\theta) B(E, \theta) = \begin{pmatrix} \lambda(E) e^{f_1(E)(0)} & 0 \\ 0 & \mu(E) e^{f_2(E)(0)} \end{pmatrix}, \]
where $B$ takes the form
\[ B(E, \theta) := \begin{pmatrix} \lambda(E) & \mu(E) \\ 1 & 1 \end{pmatrix} e^{Y(E, \theta)} \begin{pmatrix} e^{y_1(E, \theta)} & 0 \\ 0 & e^{y_2(E, \theta)} \end{pmatrix} \]
with the estimate
\[ \|Y\|_{0,\gamma,\mathcal{I}} \leq \epsilon \frac{1}{4(\lambda(E) + \mu(E))}. \]

**Proof.** Denote $P(E) = \begin{pmatrix} \lambda(E) & \mu(E) \\ 1 & 1 \end{pmatrix}$. By Proposition 3.2, there exist $Y, f_i \in \mathcal{B}_{1,\gamma,\mathcal{I}}$ such that
\[ e^{-Y(E, \theta + \omega)} P(E)^{-1} S_{W_1, W_2}(\theta) P(E) e^{Y(E, \theta)} = \begin{pmatrix} \lambda(E) e^{f_1(E, \theta)} & 0 \\ 0 & \mu(E) e^{f_2(E, \theta)} \end{pmatrix}. \]
By Proposition 3.3, the equation
\[ y_1(E, \theta + \omega) - y_1(E, \theta) = f_1(E, \theta) - f_1(E)(0), \quad i = 1, 2. \]
(3.13)
has a solution $f_i \in \mathcal{B}_{0,\gamma,\mathcal{I}}$. Denote
\[ B(E, \theta) := P(E) e^{Y(E, \theta)} \begin{pmatrix} e^{y_1(E, \theta)} & 0 \\ 0 & e^{y_2(E, \theta)} \end{pmatrix}, \]
then the result follows. \qed

**Continuous function without any frequency restriction**

If we don’t add any arithmetic assumption on the frequency $\omega$, or if we just assume $f$ to be a continuous function, then (3.12) might have no continuous solution, even no $L^2$ solution [35]. However, if $f$ is trigonometric polynomial, then (3.12) always have a solution $y(\theta)$. Indeed, the price is the norm of $y(\theta)$ might lose uniform control. This motivates us to prove that if we perturb the potential $V$, then the resulting operator has a positive almost periodic eigenfunction. The key step is Lemma 3.3, which says a perturbation of the (non-self-adjoint) Jacobi cocycle can be converted into a (non-self-adjoint) Jacobi cocycle.

Define $A^{V,W} = \begin{pmatrix} V & W \\ 1 & 0 \end{pmatrix}$, and denote the function space
\[ \mathcal{B}_{0,\mathcal{I}}(*) = C(\mathcal{I} \times \mathbb{T}^d, \ast) \]
with the norm $\|f\|_\mathcal{I} := \sup_{E \in \mathcal{I}} \|f(E, \cdot)\|_0$. It is straightforward to check that $C(\mathbb{T}^d)$ admits condition (H).

**Lemma 3.3.** Let $\omega \in \mathbb{R}^d \setminus \mathbb{Q}^d$ be rationally independent, and let $\tilde{V}, \frac{1}{V}, W, \frac{1}{W} \in \mathcal{B}_{0,\mathcal{I}}(\mathbb{R})$. There exists $\epsilon > 0$ such that if $A \in \mathcal{B}_{0,\mathcal{I}}(\text{GL}(2, \mathbb{R}))$ satisfies $\|A - A^{\tilde{V},W}\|_\mathcal{I} < \epsilon$, then there exist $V' \in \mathcal{B}_{0,\mathcal{I}}(\mathbb{R})$ and $Y \in \mathcal{B}_{0,\mathcal{I}}(\text{gl}(2, \mathbb{R}))$ satisfying
\[ e^{-Y(\theta + \omega)} A(\theta) e^{Y(\theta)} = A^{V',W}. \]
Moreover, $\|Y\|_0 \leq C\epsilon$, and $\|\tilde{V} - V'\|_0 \leq C\epsilon$, where $C$ depends on $\tilde{V}, W$.

**Remark 3.4.** If $W \equiv -1$, i.e., $(\omega, A^{E-V,-1})$ is a Schrödinger cocycle, it was first proved in analytic topology by Avila-Jitomirskaya (Lemma 2.3 in [4]).
Proof. Denote $A_0 = AV^W$, and $A = A_0e^{X_0}$, $X_0 = \begin{pmatrix} f_1 & f_2 \\ f_3 & f_4 \end{pmatrix} \in \mathcal{B}_{0,I}(\mathfrak{gl}(2, \mathbb{R}))$ be such that $\|X_0\|_I$ small enough. Let $y = \begin{pmatrix} y_1 \\ y_2 \\ y_3 \\ -y_1 \end{pmatrix} \in \mathcal{B}_{0,I}(\mathfrak{gl}(2, \mathbb{R}))$ be defined by $y_1 = 0, y_2 = f_2 - \frac{Wf_1}{V}, y_3 = -\frac{f_1(\theta - \omega)}{V(\theta - \omega)}$, and let $V_1 \in \mathcal{B}_{0,I}(\mathbb{R})$ be given by

$$V_1(\theta) = \tilde{V}(\theta) + W(\theta)f_3(\theta) + f_2(\theta + \omega) - \frac{Wf_1(\theta + \omega)}{V(\theta + \omega)} + \tilde{V}(\theta)f_1(\theta) + \frac{W(\theta)f_1(\theta - \omega)}{V(\theta - \omega)}.$$ 

Then $\|V_1 - \tilde{V}\|_0 \leq C\|X_0\| \leq C\epsilon$ and $e^{y(E, \theta + \omega)} A(E, \theta) e^{-y(E, \theta)}$ is for the form $A^{V_1, W} e^{X_1}$, where $\|X_1\|_0 \leq C\|X_0\|_0^2$ for some constant $C$ depending on $\|V\|_I, \frac{1}{V}, \|W\|_I, \|\tilde{V}\|_I$. Then the result follows by iteration. □

As a consequence, we have the following:

**Lemma 3.4.** Let $\omega \in \mathbb{R}^d \setminus \mathbb{Q}^d$ be rationally independent, $d \in \mathbb{N}_+$, $g > 0$, and suppose that $W_1, W_2, V \in C(\mathbb{T}^d, \mathbb{R})$. Then there exists an absolute constant $C_0 > 0$ such that if

$$\|W_1\|_0 + \|W_2\|_0 + \|V\|_0 \leq \epsilon \leq C_0 e^{-12g^6},$$

then for any $\epsilon > 0$, there exist $B \in \mathcal{B}_{0,I}(\mathfrak{gl}(2, \mathbb{R}))$, $V' \in \mathcal{B}_{0,I}(\mathbb{R})$ with $\|V'\|_0, I \leq \epsilon$ satisfying

$$B(E, \theta + \omega)^{-1} S_{W_1, W_2, V}(E, \theta, B(E, \theta) = \begin{pmatrix} \lambda(E) e^{\hat{f}_1(E)(0)} & 0 \\ 0 & \mu(E) e^{\hat{f}_2(E)(0)} \end{pmatrix},$$

where $B$ takes the form

$$B(E, \theta) := \begin{pmatrix} \lambda(E) & \mu(E) \\ 1 & 1 \end{pmatrix} e^{Y(E, \theta)} \begin{pmatrix} \lambda(E) e^{\hat{f}_1(E)(0)} & 0 \\ 0 & \mu(E) e^{\hat{f}_2(E)(0)} \end{pmatrix},$$

with the estimate

$$\|Y\|_I \leq 4e^{\frac{1}{4}} \leq \frac{\lambda(E)}{4(\lambda(E) + \mu(E))}.$$ 

Proof. We only need to consider the case $\epsilon < \epsilon$. Denote $P(E) = \begin{pmatrix} \lambda(E) & \mu(E) \\ 1 & 1 \end{pmatrix}$. By Proposition 3.2, there exist $Y', f_i \in \mathcal{B}_{0,I}, i = 1, 2$ with $\|Y'\|_I \leq \epsilon^{\frac{1}{4}}, \|f_i\|_I \leq \epsilon^{\frac{1}{2}}$ such that $B'(E, \theta) := P(E) e^{Y'(E, \theta)}$ satisfying

$$B'(E, \theta + \omega)^{-1} S_{W_1, W_2, V}(E, \theta) B'(E, \theta) = \begin{pmatrix} \lambda(E) e^{f_1(E, \theta)} & 0 \\ 0 & \mu(E) e^{f_2(E, \theta)} \end{pmatrix}. $$

For any $K > 0$, we define the truncating operator $T_K$ as

$$T_K F(E, \theta) = \sum_{k \in \mathbb{Z}^d, |k| < K} F(E)(k) e^{i(k, \theta)}.$$ 

Let

$$A_K(E, \theta) := B'(E, \theta + \omega) \begin{pmatrix} \lambda(E) e^{T_K f_1(E, \theta)} & 0 \\ 0 & \mu(E) e^{T_K f_2(E, \theta)} \end{pmatrix} B'(E, \theta)^{-1}.$$ 

Then for any $\epsilon > 0$, there exists sufficiently large $K = K(\epsilon) > 0$ such that

$$\|S_{W_1, W_2, V} - A_K\|_I \leq \|B'\|_I (B')^{-1}\|_I \text{diag}(\lambda(e^{f_1} - e^{T_K f_1}), \mu(e^{f_2} - e^{T_K f_2}))\|_I \leq C\epsilon.$$
where $C'_\omega$ only depends on $g$. 

On the other hand, just note $A\frac{e^{-V} - e^{-g + W_1}}{e^{-g + W_1}} = S^{E,g}_{W_1,W_2,V}$, then one can verify that $\frac{e^{-V} - e^{-g + W_1}}{e^{-g + W_1}} - e^{-g + W_2} = e^{-g + W_1} \in \mathcal{B}_{0,T}(\mathbb{R})$. As consequence of Lemma 3.3 with $W = -\frac{e^{-g + W_2}}{e^{-g + W_1}}$, there exist $Y'' \in \mathcal{B}_{0,T}(\mathfrak{gl}(2, \mathbb{R}))$, $V \in \mathcal{B}_{0,T}(\mathbb{R})$ such that

$$e^{-Y''(E,\theta + \omega)} A_{K}(E, \theta)e^{Y''(E, \theta)} = A \tilde{V}(E,)\frac{e^{\omega} - e^{-g + W_1}}{e^{-g + W_1}},$$

with the estimates

$$\|Y''\|_I \leq C''\varepsilon, \quad \|\tilde{V} - \frac{E - V}{e^{-g + W_1}}\|_I \leq C''\varepsilon,$$

where $C''$ only depends on $g$. Let $V'(E, \theta) = E - \tilde{V}(E, \theta)(e^{-g + W_1}(\theta))$. We can check that

$$\|V - V'\|_I \leq \|e^{-g + W_1}\|_I \|\tilde{V} - \frac{E - V}{e^{-g + W_1}}\|_I \leq 2C''\varepsilon e^{-g}\varepsilon.$$  

Let $\tilde{B}(E, \theta) := e^{-Y''(E, \theta)}B'(E, \theta)$. Note that $A \tilde{V}(E,)\frac{e^{\omega} - e^{-g + W_1}}{e^{-g + W_1}} = S^{E,g}_{W_1,W_2,V'(E,\cdot)}$, and then we have

$$\tilde{B}(E, \theta + \omega)S^{E,g}_{W_1,W_2,V'(E,\cdot)} \tilde{B}(E, \theta) = B'(E, \theta + \omega)^{-1} A_{K}(E, \theta)B'(E, \theta) = \begin{pmatrix} \lambda(E)e^{f_1(E,\theta)} & 0 \\ 0 & \mu(E)e^{f_2(E,\theta)} \end{pmatrix}.$$  

Also note for any $\omega \in \mathbb{R}^d \setminus \mathbb{Q}^d$,

$$y_i(E, \theta + \omega) - y_i(E, \theta) = T_K f_i(E, \theta) - \tilde{f}_i(E)(0), i = 1, 2$$

always have a continuous solution. Let $B(E, \theta) = \tilde{B}(E, \theta) diag(e^{y_1(E)}, e^{y_2(E)})$. It is clear that $B$ satisfies (3.14).

Finally we show that $B$ has desired form. To prove this, note if $B, D$ are small $\mathfrak{gl}(2, \mathbb{R})$ matrices, then there exists $H \in \mathfrak{gl}(2, \mathbb{R})$ such that

$$e^{B}e^{D} = e^{B+D+H},$$

where $H$ is a sum of terms at least 2 orders in $B, D$. Thus there exists $Y \in \mathcal{B}_{0,T}(\mathfrak{gl}(2, \mathbb{R}))$ such that

$$e^{Y(E, \theta)} = e^{-P(E)^{-1}Y''(E, \theta)P(E)}e^{Y'(E, \theta)}$$

with the estimate

$$\|Y(E, \theta)\|_I \leq 2\|P(E)Y''(E, \theta)P(E)^{-1}\|_I + 2\|Y'(E)\|_I \leq 4\varepsilon^\frac{1}{2}.$$  

Consequently, one has

$$B(E, \theta) = e^{-Y''(E, \theta)}P(E)e^{Y'(E, \theta)} diag(e^{y_1(E)}, e^{y_2(E)}) = P(E)e^{Y(E, \theta)} diag(e^{y_1(E)}, e^{y_2(E)}),$$

and then we finish the proof. \qed
Analytic almost periodic function.

Finally we consider the analytic almost periodic case. First let’s define the almost periodic functions in the context of analytic functions on a thickened infinite dimensional torus $\mathbb{T}^\infty_r$, where $\mathbb{T}^\infty_r$ is defined as

$$\theta = (\theta_j)_{j \in \mathbb{N}}, \quad \theta_j \in \mathbb{C} : \Re(\theta_j) \in \mathbb{T}, |\Im(\theta_j)| \leq r(j).$$

For any $r > 0$, we define the space of analytic functions $\mathbb{T}^\infty_r \to \ast$ as

$$C^\omega_r(\mathbb{T}^\infty_r, \ast) := \left\{ F(\theta) = \sum_{k \in \mathbb{Z}^\infty} \hat{F}(k)e^{i(k,\theta)} \in \mathcal{F} : |F|_r^k := \sum_{k \in \mathbb{Z}^\infty} e^{r|k|_1} |\hat{F}(k)| < \infty \right\} \quad (3.15)$$

where $\ast$ usually denotes $\mathbb{R}, \text{gl}(2, \mathbb{R})$ or $\text{GL}(2, \mathbb{R})$, and $\mathcal{F}$ denotes the space of pointwise absolutely convergent formal Fourier series $\mathbb{T}^\infty_r \to \ast$ as

$$F(\theta) = \sum_{k \in \mathbb{Z}^\infty} \hat{F}(k)e^{i(k,\theta)}, \quad \hat{F}(k) := \int_{\mathbb{T}^\infty_r} F(\theta)e^{-i(k,\theta)} d\theta,$$

and $\mathbb{Z}^\infty_r := \{ k \in \mathbb{Z}^\infty : |k|_1 := \sum_j \langle j \rangle |k_j| < \infty \}$ denotes the set of infinite integer vectors with finite support.

In this case, we can solve the cohomological equation as follows:

**Lemma 3.5.** Let $\gamma \in (0, 1)$, $\tau > 1, r > 0$, $f \in C^\omega_r(\mathbb{T}^\infty_r, \mathbb{R})$. Then for any $\omega \in DC^\infty_r(\gamma, \tau)$ and any $0 < r' < r$, the equation (3.12) possesses a solution $y \in C^\omega_r(\mathbb{T}^\infty_r, \mathbb{R})$.

**Proof.** First we recall the following estimate:

**Lemma 3.6 ([60]).** Let $\tau > 0$. Then

$$\sup_{k \in \mathbb{Z}^\infty_r, |k|_1 < \infty} \prod_{i \in \mathbb{Z}} (1 + \langle i \rangle^\tau |k_i|^\tau) e^{-r|k|_1} \leq \exp\left( \frac{\mu}{r} \ln\left( \frac{\mu}{r} \right) \right)$$

for some constant $\mu = \mu(\tau)$.

Then as a consequence, if $\omega \in DC^\infty_r(\gamma, \tau)$, for any $0 < r' < r$, we have

$$\|y_i\|_{r'} \leq \sum_{k \in \mathbb{Z}^\infty_r \setminus \{0\}} \frac{|\tilde{f}_r(E)(k)|}{e^{r(k,\omega)} - 1} e^{r|k|_1} e^{r'|k|_1(r'-r)}$$

$$\leq \sum_{k \in \mathbb{Z}^\infty_r \setminus \{0\}} \frac{|\tilde{f}_r(E)(k)|e^{r|k|_1}}{\gamma} \prod_{j \in \mathbb{N}} (1 + |k_j|^\tau \langle j \rangle^\tau) e^{r|k|_1(r'-r)}$$

$$\leq \frac{2\varepsilon}{\gamma} \sup_{k \in \mathbb{Z}^\infty_r \setminus \{0\}} \prod_{j \in \mathbb{N}} (1 + |k_j|^\tau \langle j \rangle^\tau) e^{r|k|_1(r'-r)}$$

$$\leq \frac{2\varepsilon}{\gamma} \exp\left( \frac{\mu}{r - r'} \ln\left( \frac{\mu}{r - r'} \right) \right).$$

$\square$
For any \( r > 0 \), denote \( \mathcal{B}_r := C^\omega_r(\mathbb{T}^\infty, \text{gl}(2, \mathbb{R})) \), and the function space
\[
\mathcal{B}_{r, \mathcal{I}} := \{ f \in C(\mathcal{I} \times \mathbb{T}^\infty, \text{gl}(2, \mathbb{R})) | f(E, \cdot) \in \mathcal{B}_r \text{ for any given } E \in \mathcal{I} \}
\]
with the norm \( \| f \|_{r, \mathcal{I}} := \sup_{E \in \mathcal{I}} |f(E)|_r \). It is clear that \( \mathcal{B}_r \) admits condition (H).

**Lemma 3.7.** Let \( g, r > 0, \omega \in D_{C_0}(\gamma, \tau), \gamma \in (0, 1), \tau > 1 \). Suppose that \( W_1, W_2, V \in C^\omega_r(\mathbb{T}^\infty, \mathbb{R}) \). Then there exists an absolute constant \( C_0 > 0 \) such that if
\[
|W_1|_r + |W_2|_r + |V|_r \leq \varepsilon \leq C_0 e^{-12g^6},
\]
then for any \( 0 < \tilde{r} < r \), there exists \( B \in \mathcal{B}_{\tilde{r}, \mathcal{I}} \) such that
\[
B(E, \theta + \omega) = e^{Eg}_{W_1, W_2, V} B(E, \theta) = \begin{pmatrix}
\lambda(E)e^{f_1(E)(0)} & 0 \\
0 & \mu(E)e^{f_2(E)(0)}
\end{pmatrix},
\]
where \( B \) takes the form
\[
B(E, \theta) := \begin{pmatrix}
\lambda(E) & \mu(E) \\
1 & 1
\end{pmatrix} e^{\gamma(E, \theta)} \begin{pmatrix}
e^{f_1(E, \theta)} & 0 \\
0 & e^{f_2(E, \theta)}
\end{pmatrix}
\]
with estimates
\[
\| Y \|_{r, \mathcal{I}} \leq \frac{\lambda(E)}{4(\lambda(E) + \mu(E))}.
\]

**Proof.** The proof is same as Lemma 3.2, one only needs to replace Proposition 3.3 by Lemma 3.5. \( \square \)

3.2.3. **Continuity argument.** Motivated by Proposition 3.1 and Lemma 3.2, it suffices to find some \( E_0 \in \mathcal{I} \) such that \( \lambda(E_0)e^{f_1(E_0)(0)} = 1 \), which is the content of the following lemma:

**Lemma 3.8.** Under the assumption of Proposition 3.2, there exists \( E_0 \in \mathcal{I} \), such that
\[
\lambda(E_0)e^{f_1(E_0)(0)} = 1.
\]

**Proof.** By (3.6), for any \( E \in \mathcal{I} \), we have
\[
|\lambda(E)e^{f_1(E)(0)} - \lambda(E)| \leq 2|\lambda(E)|\varepsilon^\frac{1}{2}.
\]  
(3.16)

On the other hand, for \( E_1 = 2 + \min\{1, g^2\} \), by (3.5), the minimum eigenvalue of \( A_g(E_1) \) is \( \lambda(E_1) = e^g\frac{E_1 - \sqrt{E_1^2 - 4}}{2} > 1 \). And for \( E_2 = 2e^g + 2e^{-g} \), the minimum eigenvalue of \( A_g(E) \) is \( \lambda(E_2) = e^g\frac{E_2 - \sqrt{E_2^2 - 4}}{2} < 1 \).

By (3.16), one has
\[
|\lambda(E_i) - \lambda(E_0)e^{f_1(E_0)(0)}| \leq 2e^\frac{1}{2}|\lambda(E_i)| \leq \frac{\min\{g^2, 1\}}{18}, \quad i = 1, 2,
\]
which implies that
\[
\lambda(E_1)e^{f_1(E_1)(0)} \geq \lambda(E_1) - \lambda(E_1)|1 - e^{f_1(E_1)(0)}| \geq e^g\frac{E_1 - \sqrt{E_1^2 - 4}}{2} - \frac{\min\{g^2, 1\}}{18} > 1,
\]
\[
\lambda(E_2)e^{f_1(E_2)(0)} \leq \lambda(E_2) + \lambda(E_2)|1 - e^{f_1(E_2)(0)}| \leq e^g\frac{E_2 - \sqrt{E_2^2 - 4}}{2} + \frac{\min\{g^2, 1\}}{18} < 1.
\]

By Proposition 3.2, \( f_1(E, \cdot) \) is continuous in \( E \), which implies that \( \lambda(E)e^{f_1(E)(0)} \) in continuous in \( E \), and then the result follows by the intermediate value theorem. \( \square \)
3.3. Positive almost-periodic function. As a consequence, we get the positive almost-periodic eigenfunction of the non-self-adjoint Jacobi operator $L^g_{W_1,W_2,V}$.

**Corollary 3.1.** Let $\omega \in \mathcal{P}, g \neq 0$, and suppose that $W_1, W_2, V \in C^{1,\gamma}(\mathbb{T}, \mathbb{R})$ for some $0 < \gamma < 1$. Then there exists an absolute constant $C_0 > 0$ such that if
\[
\|W_1\|_{1,\gamma} + \|W_2\|_{1,\gamma} + \|V\|_{1,\gamma} \leq C_0 e^{-12|g|} g^6,
\]
then there exist $E_0 \in \mathbb{R}, U \in C(\mathbb{T}, \mathbb{R})$, with $U > 0$ such that $u(n) = U(n\omega)$ is a quasi-periodic solution of
\[
(e^{-g} + W_1(n\omega))u(n+1) + (e^g + W_2(n\omega))u(n-1) + V(n\omega)u(n) = E_0 u(n).
\]

**Proof.** It suffices to consider the case that $g > 0$, since one can transform the operator $(L^g_{W_1,W_2,V}p)(n) := (e^{-g} + W_1(n\omega))p(n+1) + (e^g + W_2(n\omega))p(n-1) + V(n\omega)p(n)$ by $S : \delta_n \to \delta_{-n}$ into $(SL^g_{W_1,W_2,V}S^{-1}p)(n) = (e^g + W_2(-n\omega))p(n+1) + (e^{-g} + W_1(-n\omega))p(n-1) + V(-n\omega)p(n)$.

In this case, by Lemma 3.2, there exists a conjugation $B$ such that
\[
B(E, \theta + \omega)^{-1} S_{W_1,W_2,V}^{E,g}(\theta) B(E, \theta) = \begin{pmatrix} \lambda(E)e^{f_1(E)(0)} & 0 \\ 0 & \mu(E)e^{f_2(E)(0)} \end{pmatrix},
\]
Moreover, $B$ takes the form as
\[
B(E, \theta) := P(E)e^{Y(E,\theta)} \text{diag}(e^{y_1(E,\theta)}, e^{y_2(E,\theta)}).
\]
By Lemma 3.8, there exists $E_0 \in \mathcal{I}$, such that
\[
\lambda(E_0)e^{f_1(E_0)(0)} = 1.
\]
Thus for this $E_0$, one has
\[
B(E_0, \theta + \omega)^{-1} S_{W_1,W_2,V}^{E_0,g}(\theta) B(E_0, \theta) = \begin{pmatrix} 1 & 0 \\ 0 & \mu' \end{pmatrix},
\]
where $\mu' \in \mathbb{R}$ is a constant. Moreover, by Lemma 3.2, one has
\[
\|Y(E_0, \cdot)\|_0 \leq \epsilon \leq \frac{\lambda(E)}{4\lambda(E) + 4\mu(E)}.
\]
Thus one can apply the criterion (Proposition 3.1) to get the desired result. 

**Corollary 3.2.** Let $\omega \in \mathbb{R}^d \setminus \mathbb{Q}^d, d \in \mathbb{N}_+, g \neq 0$, and suppose that $W_1, W_2, V \in C(\mathbb{T}^d, \mathbb{R})$. Then there exists an absolute constant $C_0 > 0$ such that if
\[
\|V\|_0 + \|W_1\|_0 + \|W_2\|_0 \leq C_0 e^{-12|g|} g^6,
\]
then for any $\varepsilon > 0$, there exist $V' \in C(\mathbb{T}^d, \mathbb{R})$ with $\|V' - V\|_0 \leq \varepsilon$, and $E_0 \in \mathbb{R}, U \in C(\mathbb{T}^d, \mathbb{R})$ with $U > 0$ such that $u(n) = U(n\omega)$ is a quasi-periodic solution of
\[
(e^{-g} + W_1(n\omega))u(n+1) + (e^g + W_2(n\omega))u(n-1) + V'(n\omega)u(n) = E_0 u(n).
\]

**Proof.** The proof is the same as Corollary 3.1, if one only needs to replace Lemma 3.2 by Lemma 3.4. 

\[\square\]
Corollary 3.3. Let $\omega \in DC_{\infty}(\gamma, \tau), 0 < \gamma < 1, \tau > 1, g \neq 0, r > 0$, and suppose that $W_1, W_2, V \in C^{\omega}_0(\mathbb{T}^\infty, \mathbb{R})$. Then there exists an absolute constant $C_0 > 0$ such that if

$$|W_1|_r + |W_2|_r + |V|_r \leq C_0 e^{-12|g|^6},$$

then there exists $E_0 \in \mathbb{R}, U \in C^{\omega}_0(\mathbb{T}^\infty, \mathbb{R})$ for any $0 < r' < r$ with $U > 0$ such that $u(n) = U(n\omega)$ is an almost periodic solution of

$$(e^{-g} + W_1(n\omega))p(n+1) + (e^g + W_2(n\omega))p(n-1) + V(n\omega)p(n) = E_0p(n).$$

Proof. The proof is the same as Corollary 3.1, if one only needs to replace Lemma 3.2 by Lemma 3.7.

4. Ground state of the non-self-adjoint Jacobi operator

Define the ground state energy set of a linear bounded operator $\mathcal{L}$

$$E_{\max}(\mathcal{L}) := \{ E \in \Sigma(\mathcal{L}) | RE' \leq RE, \text{ for any } E' \in \Sigma(\mathcal{L}) \},$$

where $\Sigma(\mathcal{L})$ denotes the spectrum of $\mathcal{L}$. Since $\mathcal{L}$ is a linear bounded operator, it is well known that $\Sigma(\mathcal{L})$ is a compact, non-empty set, and for any $E \in \Sigma(\mathcal{L}), |E| \leq \|\mathcal{L}\|$, where $\|\cdot\|$ denotes the operator norm. Hence $E_{\max}(\mathcal{L})$ is not an empty set.

In the last section, we have constructed a positive almost-periodic eigenfunction of $\mathcal{L}_{W_1, W_2, V}^g$ with energy $E_0$. In this section, we will prove actually $E_0 \in E_{\max}(\mathcal{L}_{W_1, W_2, V}^g)$, and further show it is simple. It is direct to see the Jacobi operator $\mathcal{L}_{W_1, W_2, V}^g$ can be rewritten as the discrete elliptic operator:

$$\mathcal{L}u = D^*(a(n)Du) + b(n)D^*u + c(n)u.$$  \hfill (4.2)

where $\inf_{n \in \mathbb{Z}} a(n) > 0, \inf_{n \in \mathbb{Z}} (a(n-1) - b(n)) > 0$. As we have explained in the introduction, the results for (4.2) will be given first for applications. We should notice the results for (4.2) still hold for $\mathcal{L}_{W_1, W_2, V}^g$.

4.1. Ground state of the discrete elliptic operator. We introduce the adjoint operator of $\mathcal{L}$ in $\ell^2(\mathbb{Z})$:

$$\mathcal{L}^* u = D^*(a(n)Du) - D(b(n)u) + c(n)u.$$  \hfill (4.3)

Now we will show if there exist $E_0, E_0' \in \mathbb{R}$ and two almost-periodic functions $p, p_*$ with $\inf_{n \in \mathbb{Z}} p, \inf_{n \in \mathbb{Z}} p_* > 0$ satisfying

$$\mathcal{L}p = E_0p, \quad \mathcal{L}^*p_* = E_0'p_*,$$

then $E_0 = E_0' \in E_{\max}(\mathcal{L})$, and thus $E_0$ is the ground state energy.

The first observation is the following:

Lemma 4.1. Let $p$ and $p_*$ be two bounded solutions of $\mathcal{L}p = E_0p$ and $\mathcal{L}^*p_* = E_0'p_*$. If $\inf_{n \in \mathbb{Z}} p, \inf_{n \in \mathbb{Z}} p_* > 0$, then $E_0 = E_0'$.

Proof. Let $\chi_k$ be the characteristic function such that

$$\chi_k(n) = \begin{cases} 1 & \text{if } |n| \leq k \\ 0 & \text{otherwise}. \end{cases}$$
Denote \( \tilde{b}(n) = a(n) - b(n) \). Since for any \( k \in \mathbb{Z}, \chi_k p, \chi_k p_* \in \ell^2(\mathbb{Z}) \), one has

\[
\langle \chi_k \mathcal{L}(\chi_k p), \chi_k p_* \rangle = \sum_{n=-k}^{k} E_0(pp_*)(n) - (ap_*)(k)p(k + 1) - (\tilde{b}_p)(-k)p(-k - 1), \tag{4.4}
\]

and similarly,

\[
\langle \chi_k p, \chi_k \mathcal{L}^*(\chi_k p_*) \rangle = \sum_{n=-k}^{k} E_0'(pp_*)(n) - (ap_*)(-k - 1)p(-k) - (\tilde{b}_p)(k + 1)p(k). \tag{4.5}
\]

Note that \( \langle \chi_k \mathcal{L}(\chi_k p), \chi_k p_* \rangle = \langle \chi_k p, \chi_k \mathcal{L}^*(\chi_k p_*) \rangle \). Subtracting (4.5) from (4.4), one has

\[
\sum_{n=-k}^{k} (E_0 - E_0')(pp_*)(n) = (ap_*)(k)p(k + 1) + (\tilde{b}_p)(-k)p(-k - 1) - (\tilde{b}_p)(k + 1)p(k) - (ap_*)(-k - 1)p(-k).
\]

Since \( p, p_* \) are two bounded solutions with positive infimums, the right-hand side is bounded. However, the left-hand side tends to infinite if \( E_0 \neq E_0' \). Then the result follows. \( \square \)

This lemma also shows such \( E_0 \), with the property that the corresponding eigenfunction is positive almost periodic, is unique. Once we have this, we shall show a crucial observation that is needed in the rest of the paper.

**Lemma 4.2.** Let \( p, p_* \in \ell^\infty(\mathbb{Z}) \) be two bounded solutions of \( \mathcal{L}p = E_0p, \mathcal{L}^*p_* = E_0p_* \). If \( \inf p, \inf p_* > 0 \), then we have

\[
p_*(\mathcal{L} - E_0)(pu) = D^*(\bar{a}(n)Du) + \bar{c}(D^*u + Du),
\]

where \( \bar{c} \equiv \text{const} \) and \( \inf \bar{a} > |\bar{c}| \).

**Proof.** Denote \( c' = c - E_0 \). For any \( u \in \ell^\infty(\mathbb{Z}) \), since \( \mathcal{L}p = E_0p \), one has

\[
\hat{\mathcal{L}}u := p_*(\mathcal{L} - E_0)(pu)
= p_*(n)D^*(a(n)D(p(n)u) + (bp_*)(n)D^*(p(n)u) + (p_*c'p)(n)u
= p_*(n)D^*(a(n)D(p(n)u) + (bp_*)(n)D^*(p(n)u)
\]

\[
- p_*(n)\left[ D^*(a(n)Dp(n)) + b(n)D^*p(n) \right] u
= D^*(a(n)p_*(n)p(n + 1)Du) + \bar{c}(n)Du = (I),
\]

where \( \bar{c}(n) = (ap_*)(n - 1)p(n) - (ap)(n - 1)p_*(n) + (bp_*)(n)p(n - 1) \).

Meanwhile, let \( \bar{b}(n) = a(n) - b(n) \). One can rewrite that

\[
(\mathcal{L} - E_0)u = D^*(a(n)Du) + b(n)D^*u + c'(n)u = D(\bar{b}(n)D^*u) + b(n + 1)Du + c'(n)u.
\]
Then we have,
\[
(\mathcal{L}u) = p_p(n)D\left(b(n)D^*(p(n)u)\right) + b(n + 1)p_p(n)D(p(n)u) + (c'p_p)(n)u
\]
\[
= p_p(n)D\left(b(n)D^*(p(n)u)\right) + b(n + 1)p_p(n)D(p(n)u) - p_p(n)\left[D\left(b(n)D^*(p(n))\right) + b(n + 1)Dp(n)\right]u
\]
\[
= D\left(b(n)p_p(n)p(n - 1)D^*u\right) + \bar{c}(n + 1)Du = (II).
\]
It is straightforward to check from \(\mathcal{L}pp_p = \mathcal{L}^*p_p = E_0pp_p\) that \(\bar{c}(n) = \bar{c}(n + 1)\). Hence
\[
\bar{c}(n) = a(n - 1)p_p(n - 1)p(n) - \bar{b}(n)p(n - 1)p_p(n) \equiv \text{const} := 2\bar{c}.
\] (4.6)
Adding (I) and (II), we have
\[
2\mathcal{L}u = D\left(b(n)p(n - 1)p_p(n)D^*u\right) + 2\bar{c}Du + D^*(a(n)p_p(n)p(n + 1)Du) + 2\bar{c}D^*u,
\]
where \(\bar{a}(n) = \frac{1}{2}[(ap)(n)p_p(n + 1) - (bp_p)(n + 1)p(n) + (ap_p)(n)p(n + 1)]\). One can check that \(\inf \bar{a} > 0\). Then we finish the proof. \(\square\)

**Proposition 4.1.** Let \(p, p_p \in \ell^\infty(\mathbb{Z})\) be two bounded solutions of \(\mathcal{L}p = E_0p, \mathcal{L}^*p_p = E_0p_p\). If \(\inf p, \inf p_p > 0\), then \(E_0 \in E_{\max}\).

**Proof.** For \(\Re(E - E_0) > 0\), consider the equation
\[
(E_0 - \mathcal{L})v = f, \quad f \in \ell^2(\mathbb{Z}).
\] (4.7)
Since \(\mathcal{L}p = E_0p, \mathcal{L}^*p_p = E_0p_p\), it follows from Lemma 4.2 that one can transform \(\mathcal{L} - E_0\) into
\[
p_p(n)(E_0 - \mathcal{L})(p(n)v) = -D^*(\bar{a}(n)Du) - \bar{c}(Du + D^*v),
\]
where \(\inf \bar{a} > 0, \bar{c} \in \mathbb{R}\). Denote that \(v = u/p \in \ell^2(\mathbb{Z})\). For \(\Re(E - E_0) > 0\), equation (4.7) becomes
\[
-D^*(\bar{a}(n)Du) - \bar{c}(Du + D^*v) + (E - E_0)(pp_p)(n)v = (p_p f)(n).
\] (4.8)
Since \(pp_p \geq \inf p, \inf p_p := \delta\), multiplying both sides of (4.8) by \(v\), and taking their sums, one could notice from its real part that for any \(\Re(E - E_0) > 0\),
\[
\frac{\delta\Re(E - E_0)}{2}\|v\|^2_{\ell^2(\mathbb{Z})} \leq \sum_{n \in \mathbb{Z}} \bar{a}(n)|Du(n)|^2 + \Re(E - E_0)(pp_p, v, v)
\]
\[
\leq \frac{2\|p_p f\|^2_{\ell^2(\mathbb{Z})}}{\delta\Re(E - E_0)} + \frac{\delta\Re(E - E_0)}{2}\|v\|^2_{\ell^2(\mathbb{Z})}
\]
\[
\leq \frac{C_1\|f\|^2_{\ell^2(\mathbb{Z})}}{\Re(E - E_0)} + \frac{\delta\Re(E - E_0)}{2}\|v\|^2_{\ell^2(\mathbb{Z})},
\]
where \(C_1\) depends only on \(p, p_p\). Hence
\[
\|u\|_{\ell^2(\mathbb{Z})} \leq C_2\|v\|_{\ell^2(\mathbb{Z})} \leq C_3\frac{\|f\|^2_{\ell^2(\mathbb{Z})}}{\Re(E - E_0)},
\]
where $C_2$ only depends only on $p, p_*$. Then (4.8) can be solved by Lax-Milgram theorem, and this yields that $\mathcal{L} - E$ is invertible for $\Re E > \Re E_0$. Thus $E$ lies in the resolvent set of $\mathcal{L}$ if $\Re E > \Re E_0$.

Finally, we will check that $E_0$ belongs to the spectrum of $\mathcal{L}$. In fact, for any $v \in \ell^2(\mathbb{Z})$,
\[
\sum_{n \in \mathbb{Z}} p_*(n)(\mathcal{L} - E_0)(pv)(n) = \sum_{n \in \mathbb{Z}} D^* (\check{a}(n)Dv(n)) + \check{c} \sum_{n \in \mathbb{Z}} (D^* v(n) + Dv(n)) = 0,
\]
and this yields that the image of $\mathcal{L} - E_0$ is contained in the space of
\[
\left\{ u \in \ell^2(\mathbb{Z}) \mid \sum_{n \in \mathbb{Z}} u(n)p_*(n) = 0 \right\} \neq \ell^2(\mathbb{Z}).
\]
Thus the result follows since $\mathcal{L} - E_0$ is not surjective. \(\square\)

In the following, we notice the following fact that positive almost periodic solution $p$ of $\mathcal{L}p = E_0p$ is unique (up to linear dependence) in some sense, and this is an important property of the ground state.

**Lemma 4.3.** Let $p_1, p_2$ be two almost periodic functions that satisfy $(\mathcal{L} - E_0)p_1 = (\mathcal{L} - E_0)p_2 = 0$. If $\inf p_1 > 0$, then we have $p_1 = C p_2$ for some constant $C$.

**Proof.** Assume by contradiction that $p_1 \neq C p_2$ for any $C \in \mathbb{R}$. Without loss of generality, we assume that $p_2(n_0) > 0$ at some point $n_0$ (Otherwise, we consider $-p_2$ instead). Define the function $F(\lambda) = \inf_{n \in \mathbb{Z}} (p_1(n) - \lambda p_2(n))$. It is clear that $F$ is continuous, since $(p_1(n) - \lambda p_2(n))$ is continuous in $\lambda \in \mathbb{R}$, uniformly with respect to $n \in \mathbb{Z}$. Note since $\inf_{n \in \mathbb{Z}} p_1 > 0$ for $\lambda < \inf_{n \in \mathbb{Z}} \sup_{p_2}$, there holds $F(\lambda) > 0$. For $\lambda$ sufficiently large, there of course holds $F(\lambda) < 0$. Hence by the intermediate value theorem, there exists $\lambda_0 > 0$ such that $F(\lambda_0) = \inf_{n \in \mathbb{Z}} (p_1(n) - \lambda_0 p_2(n)) = 0$.

Let $n_i \in \mathbb{Z}$ be such that $(p_1(n_i) - \lambda_0 p_2(n_i)) \to 0$ as $i \to \infty$. By the almost periodicity of $a, b, c$, the limits $a_*(n) = \lim_{i \to \infty} a(n + n_i), \ b_*(n) = \lim_{i \to \infty} b(n + n_i), \ c_*(n) = \lim_{i \to \infty} c(n + n_i)$ exist after we pass along a subsequence, and we still denote the subsequence $\{n_i\}$.

Consider the limit operator
\[
\mathcal{L}_*u = D^*(a_*(n)Du) + b_*(n)Du + c_*(n)u.
\]
We can check that $w_*(n) := \lim_{i \to \infty} (p_1(n) - \lambda_0 p_2(n))u(n) \geq 0$ is also the eigenfunction of $\mathcal{L}_*$ associated with $E_0$.

Now we claim that $w_* = 0$. From the choice of $n_i$, we have $w_*(0) = 0$. Note that $w_*(\pm 1) = 0$ immediately implies that $w_* \equiv 0$, hence we only consider the case that $w_*(\pm 1) > 0$. Since
\[
\inf_{n \in \mathbb{Z}} a_*(n) \geq \inf_{n \in \mathbb{Z}} a(n) > 0, \quad \inf_{n \in \mathbb{Z}} (a_*(n) - b_*(n) - 1) \geq \inf_{n \in \mathbb{Z}} (a(n) - b(n) - 1) > 0,
\]
it follows that
\[
(\mathcal{L}_*w_*)(0) = a_*(0)w_*(1) + (a_*(0) - b_*(-1))w_*(-1) > 0,
\]
which contradicts the fact that $\mathcal{L}_*w_*(0) = E_0w_*(0) = 0$. Then the claim is proved.

By the almost periodicity of $w$, we have
\[
0 = \lim_{i \to \infty} w_*(n - n_i) = \lim_{j \to \infty} \lim_{i \to \infty} w(n + n_i - n_j) = \lim_{i \to \infty} w(n + n_i - n_i)
\]
which yields that $p_1 = \lambda p_2$. Then we obtain the result.

The positivity of the ground state energy is also important in our applications, and we will provide some kind of conditions to guarantee it.

**Proposition 4.2.** Let $d \in \mathbb{N}_+$, and suppose that $A_1, W \in C(\mathbb{T}^d, \mathbb{R})$, $A_2 \in \mathbb{R}, A_1 > A_2$. Let $P \in C(\mathbb{T}^d, \mathbb{R}), P > 0$ and $p(n) = P(n\omega)$ be an almost periodic solution of

\[
\mathcal{L}p = D^*(A_1(n\omega)Dp) + A_2D^*p + W(n\omega)p = E_0p.
\]

If $\hat{W}(0) \geq 0$ and $W \not\equiv 0$, then $E_0 > 0$.

**Proof.** In the case that $A_2 \leq 0$. Dividing $p$ from both sides of $\mathcal{L}p = E_0p$ and taking its average, one has

\[
E_0 = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \left( \frac{D^*(A_1(\omega_i)Dp(i))}{p(i)} + A_2 \frac{D^*p(i)}{p(i)} + W(\omega_i) \right).
\]

Note that for any $u(n) = U(n\omega)$ with $U \in C(\mathbb{T}^d, \mathbb{R})$, by Birkhoff ergodic theorem, there holds

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} u(i) = \int_{\mathbb{T}^d} U(\theta)d\theta.
\]

By (4.9), it follows that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \frac{D^*(A_1(\omega_i)Dp(i))}{p(i)} = \lim_{n \to \infty} \sum_{i=1}^{n} \frac{A_1(\omega_i)}{n} \left( \frac{(Dp(i))^2}{p(i)p(i+1)} \right)
\]

\[
= \int_{\mathbb{T}^d} \frac{A_1(\theta)(P(\theta + \omega) - P(\theta))^2}{P(\theta)P(\theta + \omega)}d\theta,
\]

which yields that $\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \frac{D^*p(i)}{p(i)} \geq 0$, and the equality holds only if $P(\theta) \equiv$ const. Meanwhile, by the rearrangement inequality, one has

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{p(i-1)}{p(i)} \geq \frac{1}{n} \sum_{i=1}^{n} \frac{p(i)}{p(i)} = 1,
\]

and then $A_2 \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \frac{D^*p(i)}{p(i)} \geq 0$ follows directly. Then we conclude that

\[
E_0 = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \left( \frac{D^*(A_1(\omega_i)Dp(i))}{p(i)} + A_2 \frac{D^*p(i)}{p(i)} + W(\omega_i) \right)
\]

\[
\geq \int_{\mathbb{T}} \frac{A_1(\theta)(P(\theta + \omega) - P(\theta))^2}{P(\theta)P(\theta + \omega)}d\theta + \int_{\mathbb{T}} W(\theta)d\theta \geq 0,
\]

and the equality holds if and only if $\int_{\mathbb{T}} Wd\theta = 0$ and $P \equiv$ const, and this implies $W \equiv 0$ which contradicts with the assumption.

In the case that $0 < A_2 < A_1(\theta)$, we can rewrite that

\[
\mathcal{L}u = D^*(A_1(n\omega)Du) + A_2D^*u + W(n\omega)u = D^*\left( A_1(n\omega) - A_2 \right)Du + A_2Du + W(n\omega)u.
\]
Similar to the above argument, we still have \( A_2 \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \frac{Dp(i)}{p(i)} \geq 0 \), which also yields \( E_0 > 0 \). Then we finish the proof. \( \square \)

4.2. From Jacobi to discrete elliptic operator. It is straightforward to check that the Jacobi operator \( L_{W_1,W_2,V}^n \) can be rewritten as

\[
Lu = D^*(a(n)Du) + b(n)D^*u + c(n)u,
\]

where \( a(n) = e^{-g} + W_1(n\omega) \), \( b(n) = e^{-g} - e^g + W_1(n\omega - \omega) - W_2(n\omega) \), \( c(n) = (V - W_1 - W_2)(n\omega) - e^{-g} - e^g \). Note that \( \inf(e^{-g} + W_1), \inf(e^g + W_2) > 0 \) provided that \( C_0e^{-12|g|}g^0 < e^{-|g|} \). Meanwhile, direct computation shows that

\[
L^*u = D^*(a(n)Du) - D(b(n)u) + c(n)u = L_{W_2(-\omega),W_1(-\omega),V}^n u.
\]

Since we have obtained the almost periodic solution of \( L_{W_1,W_2,V}^n p = E_0p \) in the last section, then the main result can be proved as follows:

**Proof of Theorem 1.1.** By Corollary 3.1, there exist \( E_0, E'_0 \in \mathbb{R} \) and \( P, P_* \in C(\mathbb{T}, \mathbb{R}) \), \( P, P_* > 0 \) such that \( p(n) = P(n\omega), p_*(n) = P_*(n\omega) \) satisfy

\[
L_{W_1,W_2,V}^n p = E_0p, L_{W_2(-\omega),W_1(-\omega),V}^n p_* = E'_0p_*.
\]

By Lemma 4.1, we have \( E_0 = E'_0 \), and then from Proposition 4.1 and Lemma 4.3, we have obtained the result. \( \square \)

**Proof of Theorem 1.2.** Replacing Corollary 3.1 with Corollary 3.2 in the proof of Theorem 1.1, the result follows directly. \( \square \)

**Proof of Theorem 1.3.** Replacing Corollary 3.1 with Corollary 3.3 in the proof of Theorem 1.1, the result follows directly. \( \square \)

Conversely, one can rewrite any discrete elliptic operator

\[
Lu = D^*(A_1(n\omega)Du) + A_2(n\omega)D^*u + W(n\omega)u,
\]

as a Jacobi operator. Here we assume \( A_1, A_2, W \in C(\mathbb{T}^d, \mathbb{R}), d \in \mathbb{N}_+ \cup \{\infty\} \), and \( \inf A_1(\theta) > 0, \inf(A_1(\theta - \omega) - A_2(\theta)) > 0 \). Indeed, by direct computation, if we denote \( W_1(\theta) = A_1(\theta) - \hat{A}_1(0), W_2(\theta) = A_1(\theta - \omega) - A_2(\theta) - \hat{A}_1(0) + \hat{A}_2(0), V(\theta) = (W - A_1 + A_2)(\theta) - A_1(\theta - \omega) \), then one has

\[
\frac{1}{h}(Lu)(n) = \left(e^{-g} + \frac{W_1(n\omega)}{h}\right)u(n+1) + \left(e^g + \frac{W_2(n\omega)}{h}\right)u(n-1) + \frac{V(n\omega)}{h}u(n), \quad (4.10)
\]

where \( e^{-g} = \sqrt{\frac{A_1(0)}{A_1(0) - A_2(0)}} \), \( h = \sqrt{(\hat{A}_1(0) - \hat{A}_2(0))\hat{A}_1(0)} \). Thus \( \hat{A}_2(0) \neq 0 \) means \( g \neq 0 \). Consequently, we have the following:

**Proof of Proposition 1.2.** Note that adding any constant to potential \( W \) or multiplying \( L \) by any constant does not affect the existence of the almost periodic ground state of \( L \). Hence we only need to consider \( \frac{L}{h} - \frac{\hat{V}(0)}{h} \).
Since we have (4.10), applying Theorem 1.3, the existence of the ground state energy $E_0$ and the almost periodic ground state can be obtained provided that

$$\sum_{k \in \mathbb{Z}^2} \frac{1}{h}(|\dot{A}_1(k)| + |\dot{A}_2(k)| + |\dot{W}(k)|)e^{\tau|k|} - |\dot{A}_1(0)| - |\dot{A}_2(0)| - |\dot{W}(0)|) \leq \frac{3\epsilon_0}{h} \leq C_0 e^{-|g||g|},$$

where $C_0$ is given by Theorem 1.3, and $g = -\frac{1}{2} \ln(\frac{\dot{A}_1(0)}{\dot{A}_1(0) - \dot{A}_2(0)})$. Then we finish the proof.

\begin{corollary}
Let $A_2 \in \mathbb{R}, A_2 \neq 0, A_1, W \in C^{1, \gamma}(\mathbb{T}, \mathbb{R})$ for some $0 < \gamma < 1$. Suppose that $\dot{W}(0) \geq 0, W \neq 0$. Then there exists $\epsilon_0 = \epsilon_0(\dot{A}_1(0), A_2) > 0$ such that if

$$\|A_1 - \dot{A}_1(0)\|_{1, \gamma} + \|W - \dot{W}(0)\|_{1, \gamma} \leq \epsilon_0,$$

then for any $\omega \in \mathcal{P}$, $\mathcal{L}$ admits a simple ground state energy $E_0 > 0$ and a quasi-periodic ground state $p(n) = P(n\omega)$ with $P \in C(\mathbb{T}, \mathbb{R})$ and $P > 0$.

\textbf{Proof.} Replacing Theorem 1.3 with Theorem 1.1 in the proof of Proposition 1.2 with minor modification, one can establish the existence of the quasi-periodic ground state. Then the result follows from Proposition 4.2.

\begin{corollary}
Let $\omega \in \mathbb{R}^d \setminus Q^d, d \in \mathbb{N}_+$, and suppose that $A_2 \in \mathbb{R}, A_2 \neq 0, A_1, W' \in C(\mathbb{T}^d, \mathbb{R}), W'(0) \geq 0$. There exists $\epsilon_0 = \epsilon_0(\dot{A}_1(0), A_2) > 0$ such that if

$$\|A_1 - \dot{A}_1(0)\|_0 + \|W - \dot{W}(0)\|_0 \leq \epsilon_0,$$

then for any $\epsilon > 0$, there exists $W \in C(\mathbb{T}^d, \mathbb{R})$ which satisfies $\|W - W'|_0 < \epsilon$ and $\dot{W}(0) = \dot{W}'(0)$ such that $\mathcal{L}$ admits a simple ground state energy $E_0 > 0$ and a quasi-periodic ground state $p(n) = P(n\omega)$ with $P \in C(\mathbb{T}^d, \mathbb{R}), P > 0$.

\textbf{Proof.} The result can be proved by replacing Theorem 1.3 with Theorem 1.2 in the proof of Proposition 1.2 with minor modification.

\section{5. Steady state of the discrete Fisher-KPP equation}

As our first application, we establish the existence of the positive almost periodic steady state of the Fisher-KPP type equation in discrete media

$$u_t = D^*(a(n)Du) + b(n)D^*u + c(n)u - u^2 = 0, \text{ in } \mathbb{R} \times \mathbb{Z}.$$  (5.1)

where $a, b, c$ are almost periodic and $\inf_{n \in \mathbb{Z}} a(n), \inf_{n \in \mathbb{Z}} (a(n) - b(n) - 1) > 0, \langle c \rangle := \frac{1}{n} \sum_{i=1}^{\infty} c(i) \geq 0$ and $c \neq 0$. Here, we will always assume that the linearized operator

$$\mathcal{L}p = D^*(a(n)Dp) + b(n)D^*p + c(n)p = E_0p$$  (5.2)

has a ground state energy $E_0 > 0$ and a bounded function $p$ with positive infimum.

\begin{lemma}
Let $p$ be a bounded solution of (5.2) with positive infimum. Then (5.1) has a unique steady state with positive infimum.

\textbf{Proof.} Now we prove the result in the following steps:
Step 1: First we claim there exists a solution $u$ of the equation (5.1). Moreover, $u(t, n)$ is nondecreasing in $t$. 


Since \(-c(n)M + M^2 > 0\) for \(M > \sup c\), then \(\overline{\pi} := M\) is a supersolution of (5.1). Denote \(u := \epsilon p\) with \(\epsilon\) to be chosen. Then for \(\epsilon < \frac{\min\{M, E_0\}}{\sup p}\),

\[ u_t - \mathcal{L}u + u^2 = -\epsilon(\mathcal{L}p) + \epsilon^2 p^2 = -\epsilon E_0 p + \epsilon^2 p^2 < 0. \]

This yields that \(u\) is a subsolution of (5.1). Moreover, \(u = \epsilon p < M = \bar{u}\).

Define the sequence \(\{u_i\}\) as follows: \(u_i\) is the solution of (5.1) for \(t > -i\) with initial condition \(u_i(-i, n) = \overline{\pi}(-i, n)\), and the existence and uniqueness of \(u_i\) is due to Theorem 2.1. By Proposition 2.3, \(u_i\) satisfies

\[ \forall t > -i, \ n \in \mathbb{Z}, \ u(t, n) \leq u_i(t, n) \leq \overline{u}(t, n). \]

Thus, for \(i, j \in \mathbb{N}\) with \(j < i\) and for any \(0 < h < 1\), using the monotonicity of \(\overline{\pi}\), we will get

\[ u_j(-j, n) = \overline{\pi}(-j, n) \geq \overline{\pi}(-j - h, n) \geq u_i(-j - h, n). \]

Note that \(u_i(-h, \cdot)\) is also a solution of (5.1). Proposition 2.3 gives us

\[ \forall j < i, \ 0 < h < 1, t > -j, \ u_j(t, n) \geq u_i(t - h, n). \]

Now by the arguments before, we can prove \(\{u_i\}\) converges locally uniformly to a global function \(u \leq \overline{u}\) of (5.1). Then passing to the limit as \(i, j \to \infty\), \(u(t, n) \geq u(t - h, n)\) for all \((t, n) \in \mathbb{R} \times \mathbb{Z}\) and \(0 < h < 1\). This means that \(u\) is nondecreasing in \(t\). Then the claim is proved.

Step 2: Then we get the steady state of the equation (5.1).

Note that \(u(t, n) \leq M\) with \(M > \sup c\) and \(u\) is nondecreasing in \(t\). Hence by the monotone convergence theorem, \(u_0(n) := \lim_{t \to \infty} u(t, n) \geq u \geq \epsilon \inf p\). Note that \(\lim_{t \to \infty} u_0(t, n) = 0\). Taking limit in \(t \to \infty\) from the both sides of the equation (5.1), one has

\[ \mathcal{L}u_0 - u_0^2 = D^*(a(n)Du_0) + b(n)D^*u_0 + c(n)u_0 - u_0^2 = 0. \]

Moreover, \(\epsilon p \leq u_0 \leq M\).

Step 3: Now we conclude the proof by proving uniqueness.

Assume by contradiction that \(v_0\) is a steady state with positive infimum which is different from \(u_0\). Without loss of generality we assume that \(u_0(0) > v_0(0)\). Note that \(\inf v_0 > 0\) and \(u_0, v_0\) are both bounded, then as we have explained in the proof of Lemma 4.3, there exists \(\epsilon \in (0, 1)\) such that \(\inf (v_0 - \epsilon u_0) = 0\). Let \(w = \epsilon e^{\delta t} u_0\) with \(\delta\) to be chosen later. By the direct calculation,

\[ w_t - \mathcal{L}w + w^2 \leq \epsilon e^{\delta t} (\delta u_0 - \mathcal{L}u_0 + \epsilon e^{\delta t} u_0^2) \leq \epsilon e^{\delta t} u_0(\delta + \epsilon e^{\delta t} u_0 - u_0). \]

Choose \(\delta < \frac{1 - \epsilon}{2} \inf_{n \in \mathbb{Z}} u_0(n)\), then for any \(t \leq \frac{1}{\delta} \ln\left(\frac{1}{2\epsilon} + \frac{1}{2}\right)\), we have \(\delta + \epsilon e^{\delta t} u_0 - u_0 \leq 0\). This implies that

\[ \begin{cases} \frac{w_t - \mathcal{L}w + w^2}{2} \leq 0, & \text{in } \left[0, \frac{1}{\delta} \ln\left(\frac{1}{2\epsilon} + \frac{1}{2}\right)\right] \times \mathbb{Z}, \\ w(0, n) \leq v_0(n), & \text{in } \mathbb{Z}, \end{cases} \]

and thus \(w\) is a subsolution of \(u_t - \mathcal{L}u + u^2 = 0\). By Proposition 2.3, we have \(w \leq v_0\) in \(\left[0, \frac{1}{\delta} \ln\left(\frac{1}{2\epsilon} + \frac{1}{2}\right)\right] \times \mathbb{Z}\). This contradicts with the assumption \(\inf_{n \in \mathbb{Z}} (v_0 - \epsilon u_0)(n) = 0\). Hence we have proved uniqueness. The proof is finished. 

Using the sliding method, we can prove the almost periodicity of the steady state:
Proposition 5.1. Let $u_0$ be the steady state which is obtained in Lemma 5.1. Then the steady state $u_0$ of the equation (5.1) is almost periodic. Moreover, if for any sequence \( \{n_i\}_i \) such that $a(\cdot + n_i), b(\cdot + n_i), c(\cdot + n_i)$ converge uniformly, so does $u_0(\cdot + n_i)$.

Proof. Now we divide the proof in the following steps:

Step 1: First we claim that there exists a unique bounded solution with positive infimum of the following equation

$$D^*(\tilde{a}(n)Du) + \tilde{b}(n)D^*u + \tilde{c}(n)u - u^2 = 0. \quad (5.3)$$

where $\tilde{a}(n) = \lim_{i \to \infty} a(n + n_i), \tilde{b}(n) = \lim_{i \to \infty} b(n + n_i), \tilde{c}(n) = \lim_{i \to \infty} c(n + n_i)$ for some sequence \( \{n_i\}_i \).

From $\mathcal{L}p = E_0p$, we have $|p(n)| \leq C(n)$, and then $p(\cdot + n_i)$ converges locally uniformly to a positive bounded solution $\hat{p}$ of

$$D^*(\tilde{a}(n)Dp) + \tilde{b}(n)D^*p + \tilde{c}(n)p = E_0p.$$ 

Meanwhile, $\inf p(\cdot + n_i) \geq \inf p$ implies that $\inf \hat{p} > \inf p$. Now by the arguments in the proof of Lemma 5.1, the claim is proved.

Step 2: Now we prove the steady state is almost periodic. Let $u_0$ be the steady state of (5.1). It is sufficient to prove for any pair of sequences $\{n_i\}_i \in \mathbb{N}, \{m_i\}_i \in \mathbb{N}$ in $\mathbb{Z}$, we can extract a common subsequences $\{n_i'\}_i \in \mathbb{N}, \{m_i'\}_i \in \mathbb{N}$ such that

$$\lim_{i \to \infty} u_0(n + m_i' + n_i') = \lim_{i \to \infty} \left( \lim_{j \to \infty} u_0(n + n_i' + m_j') \right).$$

Now consider two sequences $\{n_i\}_i \in \mathbb{N}, \{m_i\}_i \in \mathbb{N}$ in $\mathbb{Z}$ such that $\tilde{a}_s(n) := \lim_{i \to \infty} a(n + n_i + m_i), \tilde{b}_s(n) := \lim_{i \to \infty} b(n + n_i + m_i), \tilde{c}_s(n) := \lim_{i \to \infty} c(n + n_i + m_i)$ exist. Since the limits

$$\tilde{u}_0 := \lim_{i \to \infty} u_0(\cdot + n_i), \tilde{u}_s := \lim_{i \to \infty} \tilde{u}_0(\cdot + m_i), u_* := \lim_{i \to \infty} u_0(\cdot + n_i + m_i),$$

exist (up to subsequences) locally uniformly in $n \in \mathbb{Z}$, and from the almost periodicity of $a, b, c$, we have $\tilde{u}_s$ and $u_*$ are both solutions of (5.3) with the coefficients of $\tilde{a}_s, \tilde{b}_s, \tilde{c}_s$. Moreover,

$$\sup \tilde{u}_s \leq \sup u_0, \sup u_* \leq \sup u_0, \inf u_0 \leq \inf \tilde{u}_s, \inf u_0 \leq \inf u_*.$$

By step 1, $u_* = \tilde{u}_s$, and then the result is proved.

With these at hand, we will prove the main result in this application as follows.

Proof of Proposition 1.1. Combing Proposition 5.1 with Lemma 5.1, the result follows.

Then as the application of Corollaries 4.1 and 4.2, we now begin to prove Theorems 1.4 and 1.5.

Proof of Theorem 1.4. We will prove the result for more general equation

$$u_t = D^*(A_1(n\omega)Du) + B_0D^*u + W(n\omega)u - u^2, \text{ in } \mathbb{R} \times \mathbb{Z}, \quad (5.4)$$

where $\|A_1 - \tilde{A}_1(0)\|_{1, \gamma} + \|W(0) - \tilde{W}(0)\|_{1, \gamma} \leq \epsilon_0$, and $\epsilon_0$ depends on $\tilde{A}_1(0), B_0$. By Corollary 4.1, there exist a ground state $E_0 > 0$ and a quasi-periodic ground state $p(n) = P(n\omega)$ with $P \in C(T, \mathbb{R}), \ P > 0$. Thus the existence and uniqueness of
the positive bounded steady state with positive infimum can be obtained in Proposition 1.1.

Now it remains to prove \( u_0(n) = U_0(n\omega) \) with \( U_0 \in C(T, \mathbb{R}) \) and \( U_0 > 0 \). Similar to (5.4), for any fixed \( \theta \in T \), there exists a unique bounded steady state \( u_\theta(n) \) with positive infimum of (5.4), where \( A_1(\cdot), W(\cdot) \) is replaced by \( A_1(\cdot+\theta), W(\cdot+\theta) \). Redefining function on \( T^d : U_0(\theta) := u_\theta(0) \). It is clear from the uniqueness of the bounded steady state with positive infimum, we have \( u_{k\omega+\theta}(0) = u_\theta(k\omega) \). Now we prove that \( U_0 \) is continuous in \( \theta \in T \). It is sufficient to prove for any \( \theta \to \theta_k \), \( U_0(\theta_k) \to U_0(\theta) \).

For any \( \theta \in T \) and any sequence \( \{\theta_k\} \) such that \( A_1(n_i\omega+\theta+\cdot), W(n_i\omega+\theta+\cdot) \) converge uniformly to \( A(\cdot+\theta), W(\cdot+\theta) \) respectively, by Proposition 5.1 and the uniqueness of the bounded steady state with positive infimum, \( u_\theta(n_i\omega+\cdot) \) converges uniformly to \( u_\theta(\cdot) \). Hence this implies that

\[
\lim_{i \to \infty} U_0(n_i\omega + \theta) = \lim_{i \to \infty} u_{n_i\omega+\theta}(0) = \lim_{i \to \infty} u_\theta(n_i\omega) = u_\theta(0) = U_0(\theta).
\]

Then for any \( \theta_k \) such that \( \theta_k \to \theta \), since \( \{n\omega \mid n \in \mathbb{Z}\} \) is dense in \( T \), there exists a subsequence \( \{n_{i,k}\} \) such that \( n_{i,k}\omega \to \theta_k \) as \( i \to \infty \) for any \( k \in \mathbb{Z} \). Hence by diagonal extraction of a subsequence, there holds

\[
\lim_{k \to \infty} U_0(\theta + \theta_k) = \lim_{k \to \infty} \lim_{i \to \infty} U_0(\theta + n_{i,k}\omega) = U_0(\theta).
\]

Thus we have proved the result. \( \square \)

**Proof of Theorem 1.5.** Replacing Corollary 4.1 with Corollary 4.2 in the proof of Theorem 1.4, the result follows directly. \( \square \)

### 6. Averaging of Discrete Parabolic Equations

The other application is to investigate the averaging of the discrete parabolic operator of the divergence type with large lower terms. For any \( \epsilon > 0 \), define the following family of operators \( L_\epsilon \) from \( L^2(\mathbb{Z}) \) to \( L^2(\mathbb{Z}) \) that is constructed from the operator \( L \):

\[
L_\epsilon u_\epsilon := D/epsilon^2\left(A_1\left(\frac{\omega T}{\epsilon}\right)D_\epsilon u_\epsilon\right) + \frac{1}{\epsilon} A_2\left(\frac{\omega T}{\epsilon}\right)D_\epsilon^2 u_\epsilon + \frac{1}{\epsilon^2} W\left(\frac{\omega T}{\epsilon}\right)u_\epsilon, \ x \in \epsilon \mathbb{Z},
\]

(6.1)

where \( A_1, A_2, W \in C_0^\infty(\mathbb{T}, \mathbb{R}), r_0 > 0 \) (c.f. (3.15)) with \( A_1 > 0, A_1(\theta - \omega) > A_2(\theta), \omega \in DC_\infty(\gamma, \tau), \gamma \in (0, 1), \tau > 1 \).

For any \( \epsilon > 0 \), we consider the evolution equation defined in \([0,T] \times \epsilon \mathbb{Z}\) with \( T > 0 \):

\[
\begin{cases}
(u_\epsilon)_t = L_\epsilon u_\epsilon & \text{in } [0,T] \times \epsilon \mathbb{Z}, \\
u_\epsilon(0, x) = \varphi(x) & \text{in } \epsilon \mathbb{Z},
\end{cases}
\]

(6.2)

where \( \varphi \in C^2(\mathbb{R}) \) and \( \varphi(z) \leq C|z|^{-k} \) for some \( C > 0, k \geq 2, z \in \mathbb{R} \). Note that \( \varphi \) can be restricted as a function in \( \epsilon \mathbb{Z} \). Motivated by Lemma 4.2, we will discuss the asymptotic behavior of \( u_\epsilon \) of (6.2) based on the following crucial assumption:

There exist \( E_0 \in \mathbb{R} \) and positive functions \( P, P_\ast \in C_r^\infty(\mathbb{T}, \mathbb{R}) \) such that

\[
\bar{D}^*(A_1 \bar{D} P) + A_2 \bar{D}^* P + WP = E_0 P, \bar{D}^*(A_1 \bar{D} P_\ast) - \bar{D}(A_2 P_\ast) + WP_\ast = E_0 P_\ast,
\]

(6.3)

where \( \bar{D} P(\theta) = P(\theta + \omega) - P(\theta), \bar{D}^* P(\theta) = P(\theta) - P(\theta - \omega) \).
Now for any $U \in C^\omega_0(T^\infty, \mathbb{R})$, denoting $\langle U \rangle = \int_{T^\infty} U d\theta$, without loss of generality, we assume that
\[ \langle P \rangle = \langle P_\ast \rangle = 1, \quad P, P_\ast \geq \delta > 0. \] (6.4)

Consider the operator $\tilde{D}^* (A_1 \tilde{D} P) + A_2 \tilde{D}^* P + WP = E_0 P$ restricted to a line $\theta = \omega z$, $z \in \mathbb{R}$,
\[ Lu := D^*(A_1(\omega z)Du) + A_2(\omega z)D^*u + W(\omega z)u = E_0 u, \]
where $D = D_1$, and $D_\epsilon$ defined on $\ell^2(\mathbb{Z})$ is naturally extended to $L^2(\mathbb{R})$ as $D_\epsilon^\ast u(\epsilon) = \frac{u(\epsilon) - u(\epsilon - \epsilon)}{\epsilon}$, $D_\epsilon u = \frac{u(\epsilon + \epsilon) - u(\epsilon)}{\epsilon}$, for any $u \in L^2(\mathbb{R})$ and any $\epsilon > 0$. By the same calculation in Lemma 4.2, there exists $c(\epsilon)$ such that
\[ P_\epsilon(\omega z)(L - E_0)(P(\omega z)u(z)) = D^*(\tilde{A}_1(\omega z)Du) + \tilde{c}(\omega z)(D + D^* )u, \]
where $\tilde{A}_1(\theta) = \frac{1}{2} \left[ (A_1 P_\epsilon(\theta + \omega) - (A_2 P_\epsilon)(\theta + \omega)P(\theta) + (A_1 P_\epsilon(\theta)P(\theta + \omega)) \right]$, $\tilde{c}(\theta) = (A_1 P_\epsilon)(\theta - \omega)P(\theta) - (A_1 P_\epsilon(\theta - \omega)P_\epsilon(\theta) + (A_2 P_\epsilon)(\theta)P(\theta - \omega)$, Notice that the proof of Lemma 4.2 shows $\tilde{c}(\theta) = \tilde{c}(\theta + \omega)$, and thus $\tilde{c}(\theta)$ is a constant function since $\{k\omega | k \in \mathbb{Z}\}$ is dense in $T^\infty$, and $\tilde{A}_1 > |\tilde{c}(\theta)|$. Hence for simplicity, we denote $\tilde{c}(\theta) = \tilde{c} \in \mathbb{R}$, and
\[ P_\epsilon(\omega z)(L - E_0)(P(\omega z)u(z)) = D^*(\tilde{A}_1(\omega z)Du) + \tilde{c}(D + D^* )u. \] (6.5)

In this way, equation (6.1) and (6.2) can be lifted up to the family of equations defined in $[0, T] \times \mathbb{R}$
\[ L_\epsilon u_\epsilon := D^*_\epsilon \left( A_1(\omega z)D_\epsilon u_\epsilon \right) + \frac{1}{\epsilon} A_2(\omega z)D^*_\epsilon u_\epsilon + \frac{1}{\epsilon^2} W(\omega z)u_\epsilon, \quad z \in \mathbb{R}, \] (6.6)
and
\[ \begin{cases} (u_\epsilon)_t = L_\epsilon u_\epsilon, \quad (t, z) \in [0, T] \times \mathbb{R} \\ u_\epsilon(0, z) = \varphi(z), \quad z \in \mathbb{R}, \end{cases} \] (6.7)
respectively, and the equations (6.1)/(6.2) can be regarded as the equations (6.6)/(6.7)) restricted into $\mathbb{Z}$. It is straightforward to check from (6.5) that
\[ P_\epsilon(\omega z)(L_\epsilon - E_0(\epsilon))(P(\omega z)u_\epsilon) = D^*_\epsilon \left( \tilde{A}_1(\omega z)D_\epsilon u_\epsilon \right) + \frac{\tilde{c}}{\epsilon}(D_\epsilon + D^*_\epsilon)u_\epsilon. \] (6.8)

Denote $Q = PP_\epsilon$. Multiplying $P_\epsilon(\omega z)$ from both sides of (6.7), and using (6.8), we can check that $v_\epsilon(t, z) = e^{-\frac{E_0(t, z)}{\epsilon}} u_\epsilon(t, z)$ with $z' = \omega(\frac{t}{\epsilon} - \frac{t}{\epsilon^2})$ satisfies the equation defined in $(t, z) \in [0, T] \times \mathbb{R}$,
\[ \begin{cases} \mathcal{P}_\epsilon v_\epsilon := Q(z')(v_\epsilon)_t - D^*_\epsilon \left( \tilde{A}_1(z')D_\epsilon v_\epsilon \right) - \left[ \frac{\tilde{c}}{\epsilon}(D_\epsilon + D^*_\epsilon) - \frac{l}{\epsilon} Q(z') \partial_z \right] v_\epsilon = 0, \\ v_\epsilon(0, z) = \varphi(z) \frac{P(\omega z)}{P(\omega z)} \text{ in } \mathbb{R}, \end{cases} \] (6.9)
where $\partial_z u(t, z)$ denotes the derivative in the second variable, and $l \in \mathbb{R}$ is to be chosen later. Then we only need to analyse the asymptotic behaviour of the solution $v_\epsilon$ of (6.9).

To solve (6.9), we derive certain energy estimate. Let us introduce some function spaces:
\[ H^1(\mathbb{R}) = \{ u : \mathbb{R} \rightarrow \mathbb{R} : \| u \|_{H^1} = \| u' \|_{L^2} + \| u \|_{L^2} < \infty \}, \]
and we denote $H^{-1}(\mathbb{R})$ the dual space of $H^1(\mathbb{R})$. Let $\mathcal{S} := L^2([0, T]; H^1(\mathbb{R}))$ which is endowed with the norm $\| \cdot \|_{\mathcal{S}}$, and $\mathcal{S}'$ be the dual of $\mathcal{S}$ which is endowed with the norm $\| \cdot \|_{\mathcal{S}'}$. 
Proposition 6.1. Let $f \in \mathcal{S}' \cap C^1([0,T] \times \mathbb{R}), \phi \in L^2(\mathbb{R}) \cap C^1(\mathbb{R})$. Then there exists a unique solution $v_\epsilon \in \mathcal{S} \cap C^1([0,T] \times \mathbb{R})$ of

$$
\begin{align*}
    
    \mathcal{P}_\epsilon v_\epsilon &= f, & \text{in } [0,T] \times \mathbb{R}, \\
    v_\epsilon(0, z) &= \phi(z), & \text{in } \mathbb{R}.
\end{align*}
\quad (6.10)
$$

Moreover, there holds the estimate

$$
\sup_{0 \leq t \leq T} \|v_\epsilon(t, \cdot)\|^2_{L^2(\mathbb{R})} \leq C (\|f\|^2_{\mathcal{S}'} + \|\phi\|^2_{L^2(\mathbb{R})}),
\quad (6.11)
$$

where the constant $C$ depends only on $\inf P \inf P_*, \inf A_1, \inf (A_1(\theta - \omega) - A_2(\theta))$.

Proof. Recall that $z' = \omega(\frac{z}{r} - \frac{\theta}{r})$. Let $\sigma(z) = Q(z'), \tilde{\alpha}(z) = \frac{1}{2} [((A_1 P)(z') P_*(z' + \omega) - (A_2 P_*) (z' + \omega) P(z')]$. Then it is straightforward to check that $\sigma, \tilde{\alpha}$ are bounded analytic, hence smooth. By the standard semigroup theory [62], the existence of the solution $v_\epsilon$ of equation (6.10) can be obtained, and moreover, $v_\epsilon \in C^1([0, T] \times \mathbb{R})$. Multiplying both sides of (6.10) by $v_\epsilon$ and integrating over $[0, t] \times \mathbb{R}$, we obtain for any $0 < t' \leq T$,

$$
\frac{1}{2} \int_0^{t'} \int_\mathbb{R} \sigma(v_\epsilon^2)dzdt + \int_0^{t'} \int_\mathbb{R} \tilde{\alpha}(D_\epsilon) v_\epsilon^2 dzdt - \frac{1}{2} \int_0^{t'} \int_\mathbb{R} \sigma \partial_z v_\epsilon^2 dzdt = \int_0^{t'} \int_\mathbb{R} f v_\epsilon dzdt.
$$

Thus we have

$$
\frac{1}{2} \int_\mathbb{R} \sigma v_\epsilon^2(z, t')dz + \int_0^{t'} \int_\mathbb{R} \tilde{\alpha}(D_\epsilon) v_\epsilon^2 dzdt = \int_0^{t'} \int_\mathbb{R} f v_\epsilon dzdt + \frac{1}{2} \int_\mathbb{R} \sigma \phi^2 dz.
$$

Since $\inf \sigma \geq \inf P \inf P_* > 0$ and $\inf \tilde{\alpha} \geq \inf A_1 + \inf (A_1(\theta - \omega) - A_2(\theta))$, by Cauchy Schwartz inequality, (6.11) is obtained. Lastly, as we could notice from (6.10), $v_\epsilon \in \mathcal{S} \cap C^1([0, T] \times \mathbb{R})$, as desired.

The following lemma is crucial for us to determine the exact value of $l$, and to analyze the asymptotic behavior of the solution $v_\epsilon$ of (6.9).

Lemma 6.1. Let $r > 0, \omega \in DC_{\infty}(\gamma, \tau), \gamma \in (0, 1), \tau > 1, \epsilon \in \mathbb{R}$. Suppose that $A, F \in C^{\omega}_{r}(\mathbb{T}^\infty, \mathbb{R})$ with $\langle F \rangle = 0$, $A > |\epsilon|$. Then for any $0 < r' < r$, there exists $N \in C^{\omega}_{r'}(\mathbb{T}^\infty, \mathbb{R})$ such that $N(\omega z)$ satisfies

$$
D^*(A(\omega z) D)^* N + \tilde{\epsilon}(D + D^*)N = F(\omega z) \text{ in } \mathbb{R}.
\quad (6.12)
$$

Proof. Recall that $\hat{D}P(\theta) = P(\theta + \omega) - P(\theta)$, $\tilde{D}^* P(\theta) = P(\theta) - P(\theta - \omega)$. To solve equation (6.12), it suffices to solve the following equation:

$$
\tilde{D}^* (A(\theta) + \tilde{\epsilon}) \tilde{D} N + 2 \tilde{\epsilon} \tilde{D}^* N = F.
\quad (6.13)
$$

Changing of variable $Y = (A + \epsilon) \tilde{D} N + 2 \epsilon N$, (6.13) becomes $Y(\theta) - Y(\theta - \omega) = F(\theta)$ which can be solved if and only if $\langle F \rangle = 0$, and the solution is not unique. It can be calculated directly that $Y$ has the following representation

$$
Y(\theta) = Y_0(\theta) + c' = \sum_{k \in \mathbb{Z}^\infty \setminus \{0\}} \frac{\hat{F}(k)}{1 - e^{-i(k, \omega)}} e^{i(k, \theta)} + c',
$$
for any \( c' \in \mathbb{R} \). Since \( \omega \in \text{DC}_{\infty}(\gamma, \tau) \), then as the application of Lemma 3.6, for any \( 0 < r_1' := \frac{r + \mu}{2} < r \),

\[
|Y_0|_{r_1'} = \sum_{k \in \mathbb{Z}^\omega_0 \setminus \{0\}} \frac{\hat{F}(k)}{1 - e^{-i[k, \omega]}} |e^{r_1'|k|} e^{(r_1' - r)|k|} |
\]

\[
\leq \frac{1}{r} \sup_{k \in \mathbb{Z}^\omega_0} \prod_{i \in \mathbb{Z}} (1 + \langle i \rangle^\gamma |k_i|^\tau) e^{(r_1' - r)|k|} \sum_{k \in \mathbb{Z}^\omega_0 \setminus \{0\}} |\hat{F}(k)| e^{r_1'|k|}
\]

\[
\leq \frac{1}{r} \exp \left( \frac{2\mu}{r - r'} \ln \left( \frac{2\mu}{r - r'} \right) \right) |F|_{r_1'},
\]

for some \( \mu = \mu(\tau) \).

Now from (6.13), it suffices to prove that there exists \( N \in C^\omega_\tau(\mathbb{T}^\infty, \mathbb{R}) \) such that

\[
N(\theta + \omega) - N(\theta) + \frac{2\bar{c}}{A + \bar{c}} \cdot N(\theta) = \frac{Y_0(\theta)}{A(\theta) + \bar{c}} := G.
\]

(6.14)

Note that \( c' \) plays an important role in solving (6.14). For \( c' = -\langle Y_0 \rangle / \langle \frac{1}{A + \bar{c}} \rangle \), we have \( \langle G \rangle = 0 \). Thus one can check that

\[
U(\theta) = \sum_{k \in \mathbb{Z}^\omega_0 \setminus \{0\}} \frac{\hat{G}(k)}{e^{i(k, \omega)} - 1 + \frac{2\bar{c}}{A + \bar{c}}} e^{i(k, \theta)}.
\]

(6.15)

Since \( \inf_{n \in \mathbb{Z}} |e^{i(k, \omega)} - 1 + \frac{2\bar{c}}{A + \bar{c}} - n| \geq \inf_{n \in \mathbb{Z}} |\langle k, \omega \rangle - n| \) for any \( k \in \mathbb{Z}^\omega_0 \setminus \{0\} \), applying Proposition 3.6 once again, we have

\[
|U|_{r'} \leq \frac{\sup(A + \bar{c})}{\gamma \inf(A + \bar{c})} \exp \left( \frac{4\mu}{r - r'} \ln \left( \frac{2\mu}{r - r'} \right) \right) |Y_0|_{r_1'}
\]

\[
\leq \frac{\sup(A + \bar{c})}{\gamma^2 \inf(A + \bar{c})} \exp \left( \frac{4\mu}{r - r'} \ln \left( \frac{2\mu}{r - r'} \right) \right) |F|_{r}.
\]

Hence (6.15) admits a solution \( U \in C^\omega_\tau(\mathbb{T}^\infty, \mathbb{R}) \). Then we finish the proof.

Let us return to the averaging problem, first we consider the Cauchy problem with \( \ell^2 \) initial value without oscillation term:

**Proposition 6.2.** Let \( f_\epsilon \in \mathcal{S}' \cap C([0, T] \times \mathbb{R}) \), and \( v_\epsilon \in \mathcal{S} \cap C([0, T] \times \mathbb{R}) \) be the solution of the Cauchy problem

\[
\begin{cases}
\mathcal{P}_\epsilon v_\epsilon = f_\epsilon & \text{in } [0, T] \times \mathbb{R}, \\
v_\epsilon(0, z) = \phi(z) & \text{in } \mathbb{R},
\end{cases}
\]

(6.16)

with \( \| f_\epsilon \|_{\mathcal{S}'} \to 0 \), \( \phi \in L^2(\mathbb{R}) \cap C^1(\mathbb{R}) \). Then as \( \epsilon \to 0 \), \( v_\epsilon \to u_0 \) weakly in \( \mathcal{S} \), and strongly in \( L^2([0, T], L^2(\epsilon \mathbb{Z})) \), where \( u_0 \) is the solution of the averaged Cauchy problem

\[
\begin{cases}
\hat{P} u_0 := \langle Q \rangle u_0_t - \alpha \partial_{zz} u_0 = 0 & \text{in } [0, T] \times \mathbb{R}, \\
u_0(0, z) = \phi(z) & \text{in } \mathbb{R},
\end{cases}
\]

(6.17)

with \( \alpha \equiv \text{const} > 0 \).

**Proof.** Now we approximate the solution \( v_\epsilon^a \) of (6.16) in the form:

\[
v_\epsilon^a(t, z) = u_0(t, z) + \epsilon N\left( \frac{\omega z}{\epsilon} - \frac{\omega t}{\epsilon^2} \right) \partial_z u_0(t, z) \text{ in } [0, T] \times \mathbb{R}
\]
where \( l \in \mathbb{R} \) and \( N \in C(T^\infty, \mathbb{R}) \) will be determined later.

Recall that \( z^i = \omega \left( \frac{x}{\epsilon} - \frac{L^i}{\epsilon} \right) \). Since \( u_0 \in C^\infty \), we collect up \( O(1), O(\frac{1}{\epsilon}) \) terms in the left-hand side of the equation \( \mathcal{P}_\epsilon v^a = f_\epsilon \), and present them below:

\[
O(1): Q(z')(u_0)_t, t, z, z'-z + eA_1 D_{z}N + \epsilon D_{z'}(\hat{A}_1 N) + 2\epsilon N - lQN(z') \partial_{z z}u_0(t, z).
\]

\[
O(\frac{1}{\epsilon}): -[\epsilon D_{z'}(\hat{A}_1 z') D_{z}N(z')] + \bar{c}(D_{x} + D_{z})N(z') + D_{z'}\hat{A}_1(z') + \frac{2\epsilon}{\epsilon} - \frac{1}{\epsilon} Q(z') \partial_{z z}u_0(t, z),
\]

where we have used \( \partial_{z z}u_0 = D_{x}u_0 + o(1), \partial_{z z} = D_{z}D_{z}u_0 + o(1) \).

To guarantee the convergence of the left hand side of the equation \( \mathcal{P}_\epsilon v^a = f_\epsilon \), \( O(\frac{1}{\epsilon}) \) are expected to vanish in \( \mathcal{S}' \), and thus we only need to consider the equation:

\[
D^*(\hat{A}_1(z)D_{z}N(z') + \bar{c}(D^* + D)N(z') + D^*\hat{A}_1(z') + 2\bar{c} - lQ(z') = 0. \tag{6.18}
\]

Since \( \hat{A}_1(\theta) > |\bar{c}| \), as the application of Lemma 6.1, for any \( 0 < r' < r \), equation (6.18) admits an almost periodic sequence \( N(z') \) with \( N \in C^\omega_p(T^\infty, \mathbb{R}) \) provided \( l = \frac{2\bar{c}}{(\bar{c})} \).

Meanwhile, as we could notice from \( O(1) \), there holds

\[
\mathcal{P}_\epsilon v^a = \langle Q \rangle (u_0)_t - \bar{a}\partial_{z z} u_0 + o(1) + f_\epsilon + R_0(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) (u_0)_t + R_1(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) \partial_{z z} u_0, \tag{6.19}
\]

where \( \bar{a} = \langle \hat{A}_1(1 + D)N \rangle + \langle (2\bar{c} - lQ)N \rangle \), and \( R_0, R_1 \in C^\omega_p(T^\infty, \mathbb{R}) \) with \( \langle R_0 \rangle = \langle R_1 \rangle = 0 \).

By (6.18), one has

\[
\bar{a} = \langle \hat{A}_1(1 + D)N \rangle + \langle (2\bar{c} - lQ)N \rangle \geq \inf \hat{A}_1(1 + D)N \geq 0.
\]

Now we turn to analyze (6.19). We claim the component of (6.19) \( R_0(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) (u_0)_t + R_1(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) \partial_{z z} u_0 \) converges strongly to 0 in \( \mathcal{S}' \). Notice that similar to the proof of Lemma 6.1, there exists an almost periodic solution \( w_i, i = 1, 2 \) of the equation

\[
\partial_{z} w_i(t) = R_i(z') \text{ in } \mathbb{R}.
\]

Then we have \( R_i(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) = \epsilon \partial_{z} w_i(\frac{x}{\epsilon} - \frac{L^i}{\epsilon}) \). Therefore,

\[
\| R_0(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) (u_0)_t \|_{\mathcal{S}'} \leq \sup_{\|v\|_{\mathcal{S}'} \leq 1} \int_0^T \int_{\mathbb{R}} | R_0(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) (u_0)_t v | \leq C \epsilon,
\]

and similarly,

\[
\| R_1(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) \partial_{z z} u_0 \|_{\mathcal{S}'} \leq C \epsilon,
\]

where \( C \) depends only on \( \| u_0(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) \|_{L^2([0, T] \times \mathbb{R})} \), \( \| w_0(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) \|_{L^2([0, T] \times \mathbb{R})} \), \( \| w_1(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) \partial_{z} u_0 \|_{L^2([0, T] \times \mathbb{R})} \), \( \| w_1(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) \partial_{zz} u_0 \|_{L^2([0, T] \times \mathbb{R})} \). Thus we have 
(6.19) \( R_0(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) (u_0)_t + R_1(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) \partial_{z z} u_0 \to 0 \) strongly in \( \mathcal{S}' \).

Finally, we obtain

\[
\begin{cases}
\mathcal{P}_\epsilon (v_\epsilon - v^a_\epsilon) = o(1) + R_0(z')(u_0)_t + R_1(z') \partial_{z z} u_0 \quad \text{in } [0, T] \times \mathbb{R},

v_\epsilon - v^a_\epsilon|_{t=0} = -\epsilon N(z') \partial_{z} u_0 \quad \text{in } \mathbb{R},
\end{cases}
\]

where \( o(1) + R_0(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) (u_0)_t + R_1(\frac{\omega z}{\epsilon} - \frac{\omega lt}{\epsilon^2}) \partial_{z z} u_0 \to 0 \) in \( \mathcal{S}' \). It follows from Proposition 6.1 that \( \| v_\epsilon - v^a_\epsilon \|_{\mathcal{S}'} \to 0 \), and then \( v_\epsilon \to u_0 \) weakly in \( \mathcal{S} \) since \( \langle N \rangle = 0 \). From the form of \( v^a_\epsilon, v_\epsilon \to u_0 \) strongly in \( L^2([0, T], L^2(\mathbb{R})) \). The lemma is proved.
However, the initial value $v(0, z) = \frac{w(z)}{P(z)}$ in (6.9) is oscillatory decaying, unlike (6.16). For this kind of initial value, we have the following:

**Lemma 6.2.** Suppose that the function $v_\epsilon(t, z)$ satisfies the equation

\[
\begin{align*}
\mathcal{P}_\epsilon v_\epsilon &= 0 \quad \text{in } [0, T] \times \mathbb{R}, \\
v_\epsilon(0, z) &= \varphi(z) \Phi\left(\frac{w(z)}{\epsilon}\right) \quad \text{in } \mathbb{R},
\end{align*}
\]  

(6.20)

where $\varphi \in L^2(\mathbb{R}), \Phi \in C(\mathbb{T}^\infty, \mathbb{R})$ and $\langle Q \Phi \rangle = 0$. Then $v_\epsilon \to 0$ weakly in $\mathcal{S}$ as $\epsilon \to 0$.

**Proof.** Since $\mathcal{S}$ is a reflexive space, by Proposition 6.1, $v_\epsilon$ is bounded, and thus weakly compact. We may assume that after passing to a subsequence, $v_\epsilon \to v$ weakly in $\mathcal{S}$. The result is proved if we show that $v = 0$.

For any $w \in C_0^\infty([0, T] \times \mathbb{R})$, consider the dual averaging problem

\[
\begin{align*}
\mathcal{P}^*_\epsilon w_\epsilon &= \hat{\mathcal{P}}^* w \quad \text{in } [0, T] \times \mathbb{R}, \\
w_\epsilon(T, z) &= w(T, z) \quad \text{in } \epsilon \mathbb{Z},
\end{align*}
\]  

(6.21)

where $\mathcal{P}^*_\epsilon, \hat{\mathcal{P}}^*$ denotes the adjoint operator of $\mathcal{P}_\epsilon, \hat{\mathcal{P}}$ in $\mathcal{S}$ respectively, and $\hat{\mathcal{P}}$ is defined in (6.17). Then as we could check from the argument of Proposition 6.1, (6.21) admits a unique solution $w_\epsilon$. Now we prove the result in the following steps:

Step 1: First, we show that $w_\epsilon \to w_0$ weakly in $\mathcal{S}$, where $w_0$ is the solution of the averaged equation

\[
\begin{align*}
- \langle Q \rangle (w_0)_t - w_0 \partial_z w_0 &= -\langle Q \rangle w_0 - \bar{a} \partial_z w_0 \quad \text{in } [0, T] \times \mathbb{R}, \\
w_0(T, z) &= w(T, z) \quad \text{in } \mathbb{R},
\end{align*}
\]  

(6.22)

where $\bar{a}$ is defined in Proposition 6.2, and $\bar{a}_s = \text{const} > 0$ to be specified.

We look for an approximate solution of (6.21) in the form

\[
w_\epsilon^a = w_0 + \epsilon N_s\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right) \partial_z w_0,
\]

where $t \in \mathbb{R}$ and $N_s \in C(\mathbb{T}^\infty, \mathbb{R})$ to be specified. Applying the argument in the proof of Proposition 6.2, $N_s$ satisfies the following equation

\[
D^*\left(\tilde{A}_1(\omega z)DN_s(\omega z)\right) - \partial(D^* + D)N_s(\omega z) + D^*\tilde{A}_1(\omega z) - (2\tilde{c} - lQ(\omega z)) = 0,
\]

(6.23)

and $\mathcal{P}^*_\epsilon w_\epsilon^a = -\langle Q \rangle (w_0)_t + \tilde{a} \partial_z w_0 + o(1) + \tilde{R}_0\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right)(w_0)_t + \tilde{R}_1\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right) \partial_z w_0$, where $\tilde{a} = \langle \tilde{A}_1(1 + \tilde{D}N_s) - (2\tilde{c} - lQ)N_s \rangle$, and $\tilde{R}_0, \tilde{R}_1 \in C(\mathbb{T}^\infty, \mathbb{R})$ with $\langle \tilde{R}_0 \rangle = (\tilde{R}_1) = 0$. Moreover, $\tilde{R}_0\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right)(w_0)_t + \tilde{R}_1\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right) \partial_z w_0 \to 0$ strongly in $\mathcal{S}'$. Hence we have

\[
\begin{align*}
\mathcal{P}^*_\epsilon (w_\epsilon - w_\epsilon^a) &= o(1) + \tilde{R}_0\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right)(w_0)_t + \tilde{R}_1\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right) \partial_z w_0 \quad \text{in } [0, T] \times \mathbb{R}, \\
(w_\epsilon - w_\epsilon^a)(T, z) &= -\epsilon N_s\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right) \partial_z w_0(T, z) \quad \text{in } \mathbb{R}.
\end{align*}
\]

(6.24)

Since $o(1) + \tilde{R}_0\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right)(w_0)_t + \tilde{R}_1\left(\frac{w(z)}{\epsilon} - \frac{\omega t}{\epsilon^2}\right) \partial_z w_0 \to 0$ strongly in $\mathcal{S}'$, by the same argument in the proof of Proposition 6.1, one has $\|w_\epsilon^a - w_\epsilon\|_{\mathcal{S}} \to 0$, and so $w_\epsilon^a \to w_0$ weakly in $\mathcal{S}$ and strongly in $L^2([0, T]; L^2(\mathbb{R}))$.

Step 2: Now we claim that $w_0 = w$. 

From (6.22), it is sufficient to prove the identity $\tilde{a}_s = \tilde{a}$. Multiplying both sides of (6.18) by $N_s$ and (6.23) by $N$ respectively, we arrive at the identity

$$-\langle \tilde{A}_1 \tilde{D} N \tilde{D} N_s \rangle + \tilde{c}(\langle \tilde{D} + \tilde{D}^* \rangle N N_s) = \langle \tilde{D}^* (\tilde{A}_1 \tilde{D} N) N_s \rangle + \tilde{c}(\langle \tilde{D} + \tilde{D}^* \rangle N N_s)$$

$$= -\langle \tilde{D}^* \tilde{A}_1 N_s \rangle - \langle (2\tilde{c} - lQ) N_s \rangle$$

$$= \langle \tilde{A}_1 \tilde{D} N_s \rangle - \langle (2\tilde{c} - lQ) N_s \rangle,$$

and

$$-\langle \tilde{A}_1 \tilde{D} N \tilde{D} N_s \rangle + \tilde{c}(\langle \tilde{D} + \tilde{D}^* \rangle N N_s) = \langle \tilde{D}^* (\tilde{A}_1 \tilde{D} N_s) N \rangle - \tilde{c}(\langle \tilde{D} + \tilde{D}^* \rangle N_s N)$$

$$= -\langle \tilde{D}^* \tilde{A}_1 N \rangle + \langle (2\tilde{c} - lQ) N \rangle$$

$$= \langle \tilde{A}_1 \tilde{D} N \rangle + \langle (2\tilde{c} - lQ) N \rangle.$$

Hence $\tilde{a} = \tilde{a}_s$. Thus from (6.22), one has

$$\begin{cases} 
\tilde{P}^*(w_0 - w) = 0 & \text{in } [0, T] \times \mathbb{R}, \\
(w_0 - w)(T, z) = 0 & \text{in } \mathbb{R},
\end{cases}$$

and this implies $w_0 = w$ by the uniqueness.

Step 3: Finish the proof by proving $v = 0$.

Multiplying $w_\epsilon$ and integrating from $[0, T] \times \mathbb{R}$ from both sides of $\mathcal{P}_\epsilon v_\epsilon = 0$, one has

$$0 = \int_0^T \int_\mathbb{R} \mathcal{P}_\epsilon v_\epsilon w_\epsilon dt dz = \int_0^T \int_\mathbb{R} v_\epsilon \mathcal{P}_\epsilon^* w_\epsilon dt dz + \int_\mathbb{R} \left[ Q(\frac{\omega z}{\epsilon} - \omega \frac{lT}{\epsilon^2}) (v_\epsilon w_\epsilon)(T, z) - Q(\frac{\omega z}{\epsilon}) (v_\epsilon w_\epsilon)(0, z) \right] dz.$$  (6.24)

By Proposition 6.1, $v_\epsilon$ is continuous in $t \in [0, T]$, and then one conclude from Proposition 6.2 that $v_\epsilon(T, z) \rightarrow v(T, z)$ strongly in $L^2(\mathbb{R})$. We also have $w_\epsilon(0, z) \rightarrow w(0, z)$ by step 1 and step 2, and meanwhile, by assumption, $Q(\frac{\omega z}{\epsilon}) v_\epsilon(0, z) = Q(\frac{\omega z}{\epsilon}) \Phi(\frac{\omega z}{\epsilon}) \varphi(z) \rightarrow 0$ weakly in $L^2(\mathbb{R})$ as $\epsilon \rightarrow 0$. Passing along to a subsequence in equation (6.24) as $\epsilon \rightarrow 0$, one has for any function $w \in C_0^\infty([0, T] \times \mathbb{R})$, there holds

$$\int_0^T \int_\mathbb{R} v(t, z) \tilde{P}^* w(t, z) dt dz + \langle Q \rangle \int_\mathbb{R} v(T, z) w(T, z) dt dz = 0,$$

Hence $v$ is a weak solution of the equation $\tilde{P} v = 0$ in $[0, T] \times \mathbb{R}$ and $v(0, z) = 0$ in $\mathbb{R}$, and it is of course 0. Thus the lemma is proved. \hfill \square

**Proof of Theorem 1.6.** As we have seen from Proposition 1.2, there exist $P, P_s \in C(T^\infty, \mathbb{R})$ such that $p(n) = P(n\omega), p_*(n) = P_s(n\omega)$ satisfy

$$D^*(A_1(n\omega) Dp) + A_2(n\omega) D^* p + W(n\omega) p = E_0 p,$$

$$D^*(A_1(n\omega) Dp_s) - D(A_2(n\omega) p_s) + W(n\omega) p_s = E_0 p_s,$$  (6.25)

where $\sum_{k \in \mathbb{Z}} |\tilde{P}(k)|e^{k |1|} < \infty$. Hence we have $P, P_s \in C_{r'}^\omega(T^\infty, \mathbb{R})$ for any $0 < r' < r$.

Note that for any $k \in \mathbb{Z}$, $p_k(n) = P(n\omega + k\omega)$ solves

$$D^*(A_1(n\omega + k\omega) Dp_k) + A_2(n\omega + k\omega) D^* p_k + W(n\omega + k\omega) p_k = E_0 p_k,$$

and $q_k(n) = P_s(n\omega + k\omega)$ solves

$$D^*(A_1(n\omega + k\omega) Dq_k) - D(A_2(n\omega + k\omega) q_k) + W(n\omega + k\omega) q_k = E_0 q_k.$$
Hence by continuity of $P$ and $P_\epsilon$, the crucial assumption (6.3) is satisfied.

Now we first prove that the equation (1.18) has a unique solution $u_\epsilon \in L^2([0, T], L^2(\epsilon \mathbb{Z}))$.

Changing of variable $v_\epsilon(t, x) = e^{\frac{-\epsilon}{\epsilon^2}} u_\epsilon(t, x)$, $x \in \epsilon \mathbb{Z}$, equation (1.18) becomes

\[
\begin{cases}
Q(\omega^X(\epsilon)) v_\epsilon(t) = D^\epsilon_1(\omega^X(\epsilon)) D_\epsilon v_\epsilon - \frac{c}{\epsilon} (D^\epsilon_1 + D_\epsilon ) v_\epsilon & \text{in } [0, T] \times \epsilon \mathbb{Z}, \\
v_\epsilon(0, x) = \frac{\varphi(x)}{P\left(\frac{\omega^X}{\epsilon}\right)} & \text{in } \epsilon \mathbb{Z}.
\end{cases}
\tag{6.26}
\]

Since $\varphi \in C^1(\mathbb{R})$ and $|\varphi(x)| \leq C/|x|^k$ for some $k \geq 2$, it follows from Theorem 2.2 that

\[
v_\epsilon(t, x) = e^{t \frac{\omega^X}{\epsilon} \mathbb{L}_\epsilon} \frac{\varphi(x)}{P\left(\frac{\omega^X}{\epsilon}\right)} \in L^2([0, T], L^2(\epsilon \mathbb{Z})) \cap C^1([0, T], L^2(\epsilon \mathbb{Z})),
\]

and then $u_\epsilon \in L^2([0, T], L^2(\epsilon \mathbb{Z})) \cap C^1([0, T], L^2(\epsilon \mathbb{Z}))$. Similar to the proof of Proposition 6.1, one can deduce that

\[
\sup_{0 \leq t \leq T} \|v_\epsilon(t, \cdot)\|^2_{L^2(\epsilon \mathbb{Z})} \leq C\|\varphi\|^2_{L^2(\epsilon \mathbb{Z})},
\]

where the constant $C$ depends only on $\inf P \inf P_\epsilon$, and this implies the uniqueness of $u_\epsilon$.

Now it follows from Proposition 6.1, there exists $\tilde{v}_\epsilon(t, z) \in \mathcal{H}$ which solves

\[
\begin{cases}
P_\epsilon \tilde{v}_\epsilon = 0 & \text{in } [0, T] \times \mathbb{R}, \\
\tilde{v}_\epsilon(0, z) = \frac{\varphi(z)}{P\left(\frac{\omega^X}{\epsilon}\right)} & \text{in } \mathbb{R},
\end{cases}
\tag{6.27}
\]

where $z' = \omega\left(\frac{z}{\epsilon} - \frac{z'}{\epsilon'}\right)$. Restricting $\tilde{v}_\epsilon(t, z + \frac{z'}{\epsilon}) \in \epsilon \mathbb{Z}$, we can argue similarly as $v_\epsilon$ that $\tilde{v}_\epsilon(t, \cdot + \frac{z'}{\epsilon}) \in L^2([0, T], L^2(\epsilon \mathbb{Z})) \cap C^1([0, T] \times \mathbb{R})$, and it solves (6.26). By the uniqueness of the solution of (6.26), $\tilde{v}_\epsilon(t, x + \frac{z'}{\epsilon}) = v_\epsilon(t, x)$.

Let $\tilde{w}_\epsilon$ be the solution of the equation

\[
\begin{cases}
P_\epsilon \tilde{w}_\epsilon = 0 & \text{in } [0, T] \times \mathbb{R}, \\
\tilde{w}_\epsilon(0, z) = \varphi/\langle Q \rangle & \text{in } \mathbb{R},
\end{cases}
\tag{6.28}
\]

Since the initial value $\varphi/\langle Q \rangle \in L^2(\mathbb{R})$, it follows from Proposition 6.2, $\tilde{w}_\epsilon \rightharpoonup u_0$ weakly in $\mathcal{H}$ as $\epsilon \to 0$, where $u_0$ solves the averaged equation

\[
\begin{cases}
P_0 u_0 : = \langle Q \rangle u_0_t - \bar{a} \partial_{zz} u_0 = 0 & \text{in } [0, T] \times \mathbb{R}, \\
u_0(0, z) = \varphi/\langle Q \rangle & \text{in } \mathbb{R}.
\end{cases}
\tag{6.29}
\]

Subtracting (6.28) from (6.27), one has the difference $\tilde{v}_\epsilon - \tilde{w}_\epsilon$ satisfying the relation:

\[
\begin{cases}
P_\epsilon (\tilde{v}_\epsilon - \tilde{w}_\epsilon) = 0 & \text{in } [0, T] \times \mathbb{R}, \\
(\tilde{v}_\epsilon - \tilde{w}_\epsilon)(0, z) = \varphi(z)\left(\frac{1}{P\left(\frac{\omega^X}{\epsilon}\right)} - \frac{1}{\langle Q \rangle}\right) & \text{in } \mathbb{R}.
\end{cases}
\]

Due to (6.4), $\langle \left(\frac{1}{\langle Q \rangle} - \frac{1}{\langle Q \rangle}\right) Q \rangle = 0$, and then it follows from Lemma 6.2, $\tilde{v}_\epsilon - \tilde{w}_\epsilon \rightharpoonup 0$ weakly as $\epsilon \to 0$ which yields that $\tilde{v}_\epsilon \rightharpoonup u_0$ weakly in $\mathcal{H}$. By the Sobolev embedding theorem, for any $t \in (0, T]$, as $\epsilon \to 0$, $\tilde{v}_\epsilon \rightharpoonup u_0$ uniformly in any compact set in $\mathbb{R}$. Note that by
the continuity in $z \in \mathbb{R}$ of $\tilde{v}_e(t, z)$, as $\epsilon \to 0$, $v_e(t, \lfloor \frac{z}{\epsilon} \rfloor \epsilon) - \tilde{v}_e(t, z) \to 0$ in $\mathbb{R}$. Hence by diagonal extracting a subsequence,
\[ v_e(t, \lfloor \frac{z}{\epsilon} \rfloor \epsilon) = e^{-\frac{\|\|}{\epsilon^2}} u_e(t, \lfloor \frac{z}{\epsilon} \rfloor \epsilon) \to u_0(t, z) \text{ in } \mathbb{R}, \]
where the convergence is uniform in any compact set in $\mathbb{R}$ for any $t \in (0, T)$. Then the result follows directly. \[ \square \]

**Appendix A. Proof of Lemma 3.1**

We need the following quantitative implicit function theorem:

**Theorem A.1** ([24, 15]). Let $X, Y, Z$ be Banach spaces, $U \subset X$ and $V \subset Y$ neighborhoods of $x_0$ and $y_0$ respectively. Fix $s, \delta > 0$ and define $B_s(x_0) = \{x \in X : \|x - x_0\|_X \leq s\}$, $B_\delta(y_0) = \{y \in Y : \|y - y_0\|_Y \leq \delta\}$. Let $\Psi \in C^1(U \times V, Z)$ and $B_{s_0}(x_0) \times B_{\delta_0}(y_0) \subset U \times V$. Suppose also that $\Psi(x_0, y_0) = 0$, and that $D_y \Psi(x_0, y_0) \in L(Y, Z)$ is invertible. If
\[ \sup_{B_s(x_0)} \|\Psi(x, y_0)\|_Z \leq \frac{\delta}{2\|D_y \Psi(x_0, y_0)\|^{-1}}, \tag{A.1} \]
\[ \sup_{B_s(x_0) \times B_\delta(y_0)} \|\text{id}_Y - (D_y \Psi(x_0, y_0))^{-1}D_y \Psi(x, y)\|_{L(Y, Z)} \leq \frac{1}{2}, \tag{A.2} \]
then there exists a unique $y \in C^1(B_s(x_0), B_\delta(y_0))$ such that $\Psi(x, y(x)) = 0$.

**Proof of Lemma 3.1.** Now we construct the nonlinear functional
\[ \Psi : \mathcal{I} \times \mathcal{B}^{\text{mre}}(\eta) \times \mathcal{B}_\mathcal{I} \rightarrow \mathcal{B}^{\text{mre}}(\eta) \]
by
\[ \Psi(\xi, Y, f) = e^{-A(\xi)^{-1}Y(\xi, \theta + \omega)A(\xi)}e^{f(\xi, \theta)}e^{Y(\xi, \theta)}. \]
Let $X = \mathcal{I} \times \mathcal{B}_\mathcal{I}, Y = Z = \mathcal{B}^{\text{mre}}(\eta)$. It is clear that $\Psi \in C^1(X \times Y, Z)$. Now we check the assumptions of Theorem A.1. It is clear that for any $\xi \in \mathcal{I}$,
\[ \Psi(\xi, 0, 0) = 0, \|\Psi(\xi, 0, f)\| \leq \|f\|_{\mathcal{B}, \mathcal{I}} \leq \epsilon. \]

By the similar calculation in [18, Lemma 3.1],
\[ D_Y \Psi(\xi, 0, 0)(Y') = -A(\xi)^{-1}Y'(\xi, \theta + \omega)A(\xi) + Y'(\xi, \theta). \]
Thus
\[ \|D_Y \Psi(\xi, 0, 0)(Y')\| \geq |A(\xi)^{-1}Y'(\xi, \theta + \omega)A(\xi) - Y'(\xi, \theta)|_{\mathcal{B}} \geq \eta|Y'|_{\mathcal{B}}. \]
So we have $\|(D_Y \Psi(\xi, 0, 0))^{-1}\| \leq \eta^{-1}$.

Fix $\xi_0 \in \mathcal{I}$, since $A \in C(\mathcal{I}, \text{GL}(2, \mathbb{R}))$, there exists $\rho = \rho(\xi_0) > 0$ with $|\xi_0 - \xi| \leq \rho$ such that $\|A(\xi_0) - A(\xi)\| + \|A(\xi_0)^{-1} - A(\xi)^{-1}\| \leq \epsilon$. Setting $s = \min\{\rho, \epsilon\}, \delta = \epsilon^2$ and $\eta \geq \frac{60\|A\|^{3+1}}{\inf|\det A|} \epsilon^{-\frac{1}{2}}$, there holds the estimate
\[ 2\sup_{B_s(\xi_0, 0)} \|\Psi(\xi, 0, f)\| \times \|(D_Y \Psi(\xi_0, 0, 0))^{-1}\| \leq 2\epsilon^{\inf|\det A|} \epsilon^{-\frac{1}{2}} \leq \delta, \]
and then (A.1) is satisfied.
On the other hand, since \( Y, f \) are small \( \mathfrak{gl}(2, \mathbb{R}) \) matrices, by Baker-Campbell-Hausdorff formula, one has
\[
\begin{align*}
D_Y \Psi(\xi, Y, f)(Y') - D_Y \Psi(\xi_0, 0, 0)(Y') \\
= \mathbb{P}_{nre}(A(\xi_0)^{-1} - A(\xi)^{-1})Y'(\xi, \theta + \omega)A(\xi_0) - A(\xi)^{-1}Y'(\xi, \theta + \omega)(A(\xi) - A(\xi_0)) \\
- \mathbb{P}_{nre}(O(A(\xi)^{-1}Y(\xi, \theta + \omega)A(\xi))A(\xi)^{-1}Y'(\xi, \theta + \omega)A(\xi) + \frac{1}{2}[Y''', M + H] + \cdots) \\
+ \mathbb{P}_{nre}(O(Y(\xi, \theta))Y'(\xi, \theta) + \frac{1}{2}[D + G, -Y''] + \cdots).
\end{align*}
\]
where \( Y''(\xi, \theta) = Y'(\xi, \theta) + O(Y(\xi, \theta))Y'(\xi, \theta) \), \( Y'''(\xi, \theta) = -A(\xi)^{-1}Y'(\xi, \theta + \omega)A(\xi) - O(A(\xi)^{-1}Y(\xi, \theta + \omega)A(\xi))A(\xi)^{-1}Y'(\xi, \theta + \omega)A(\xi), \)
\( D(\xi, \theta) = -A(\xi)^{-1}(Y(\xi, \theta + \omega) + Y'(\xi, \theta + \omega))A(\xi) + f(\xi, \theta + \omega)A(\xi) \)
and \( G, H \) are higher order terms.

Therefore, since \( B \) admits property \((H)\), for \( \| Y \|_{B,I} \leq \delta, \| f \|_{B,I} \leq s, \)
\[
\begin{align*}
&\| D_Y \Psi(\xi, Y, f)(Y') - D_Y \Psi(\xi_0, 0, 0)(Y') \| \\
\leq &\frac{6\| Y' \|_{B}([A]_{1})^{3} + 1}{|\det A(\xi_0)|} (2\| A(\xi) - A(\xi_0) \| + 2\| A(\xi_0)^{-1} - A(\xi)^{-1} \| + \| Y \|_{B} + |f|_{B}) \\
\leq &\frac{6([A]_{1}^{3} + 1)\| Y \|_{B}}{\inf |\det A(\xi)|} (3\epsilon + \epsilon^{2}).
\end{align*}
\]
which implies
\[
\sup_{B_{\eta}(\xi_0, 0, 0) \times B_{\eta}(0)} \| D_Y \Psi(\xi_0, 0, 0) - D_Y \Psi(\xi, Y, f) \| \leq \frac{6([A]_{1}^{3} + 1)\epsilon^{2} + 3\epsilon}{\inf |\det A(\xi)|}.
\]
Thus we have
\[
\begin{align*}
&\sup_{B_{\eta}(\xi_0, 0, 0) \times B_{\eta}(0)} \| \text{id}_{B_{\eta}^{re}(\eta)} - (D_Y \Psi(\xi_0, 0, 0))^{-1} \times D_Y \Psi(\xi, Y, f) \| \\
\leq &\sup_{B_{\eta}(\xi_0, 0, 0) \times B_{\eta}(0)} \| D_Y \Psi(\xi_0, 0, 0) - D_Y \Psi(\xi, Y, f) \| \| (D_Y \Psi(\xi_0, 0, 0))^{-1} \| \\
\leq &\frac{6([A]_{1}^{3} + 1)\epsilon^{2} + 3\epsilon}{\inf |\det A(\xi)|} |\det A(\xi)|^{-\frac{1}{2}} \leq \frac{1}{2}
\end{align*}
\]
which implies that \((A.2)\) is satisfied. By Theorem A.1, for \( \| f \|_{B,I} \leq \epsilon \) and \( \eta \geq \frac{60(1 + [A]_{1}^{3})^{\frac{1}{2}}}{\inf |\det A|} \), there exist \( Y = Y(\xi, f), F^{re} = F^{re}(\xi, f) \in C(I \times B_{I}, B_{I}^{re}) \) with the estimates \( \| Y(\xi, f) \|_{B,I} \leq \epsilon^{\frac{1}{2}} \) such that
\[
\Psi(A(\xi), Y(\xi, f), f) = 0,
\]
i.e.,
\[
e^{-A(\xi)^{-1}Y(\xi, f)(\theta + \omega)}A(\xi) e^{f(\theta)} e^{Y(\xi, f)(\theta)} = e^{F^{re}(\xi, f)(\theta)}.
\]
It is equivalent to
\[
e^{-Y(\xi, \theta + \omega)}A(\xi) e^{F(\xi, \theta)} e^{Y(\xi, \theta)} = A(\xi) e^{F^{re}(\xi, \theta)}.
\]
It is clear to check that \( \| F^{re} \|_{B,I} \leq 2\epsilon \). The proof is complete. \( \square \)
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