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Abstract—Time-scale theory, due to its ability to unify the continuous and discrete cases, allows handling intractable non-uniform measurements, such as intermittent received signals. In this work, we address the state estimation problem of a vibration-induced intermittent optical wireless communication (OWC) system by designing a Kalman filter on time scales. First, the algorithm of the time-scale Kalman filter is introduced and a numerical example is given for illustration. Then the studied intermittent OWC system is presented, and experimental data are collected to determine the time scale’s form, which has bounded graininess (a.k.a. bounded time jumps). Finally, we design a Kalman filter on the previously defined time scale for the intermittent OWC system and critically analyzed its estimation performance. Moreover, the obtained conclusions are further validated on a reference system. The simulation results corroborate that the time-scale Kalman filtering technique is considerably promising to solve the state estimation problem with non-uniform measurements. This study reveals for the first time the feasibility of applying the time-scale Kalman filter theory to practical applications.

I. INTRODUCTION

Optical wireless communication (OWC) is superior to traditional radio frequency (RF) communication in many aspects, such as it has super-high bandwidth, no license fee, etc., and is therefore widely studied and applied [1], [2]. In OWC systems, one often adopts a narrow beam transmission configuration within the line-of-sight (LOS) setup. This setup not only saves energy but also ensures a more secure communication link. However, it is apparent that the LOS configuration depends on the precise alignment between the optical signal transmitter and the optical sensing receiver, which is even more challenging to achieve for slightly longer distance communication links [3]. Researchers have proposed some solutions to this problem, including $H_{\infty}$ pointing error control [4], extremum seeking control [5], etc., in an attempt to solve the alignment problem of OWC systems. However, the control algorithms proposed in these works are only applicable to low-interference OWC systems and still need further improvement for the case of strong interference, where state estimation is a problem that needs to be addressed. State estimation is a common and well-established technique to observe the internal state quantities of a system. However, implementing state estimation in alignment control of OWC systems is by no means an easy task. This is because, in practice, the optical communication links of OWC systems are often subject to a lot of interference, such as from waves, fish obstacles, and so on. Weaker interference can be eliminated by filtering techniques, but stronger interference can directly cause the receiver to lose signal completely from time to time, which is difficult to handle for state estimation. Such irregular intermittent reception signals are called non-uniform measurements or intermittent measurements, which are professionally defined as measurements that are not necessarily available at every constant time period [6].

Recently, state estimation with intermittent measurements in networked systems has received increasing attention. Researchers have proposed a variety of observer structures and corresponding construction methods. In [7], the authors perform state estimation with respect to a linear time-invariant system with sporadic output measurements. A hybrid dynamics model interconnected with a jumping-fashion observer is considered, where the observer is activated by the arriving measurements. An improved approach is developed in [8] using the hybrid system formalism as well. Their strategy relies on solving a linear matrix inequalities problem with infinite dimensions. Similarly, the authors in [9] tackle the problem of designing attitude observers with measurement-triggered behavior in a hybrid framework. For nonlinear systems, two kinds of hybrid nonlinear observers with intermittent landmark position measurements for inertial navigation systems are introduced in [10]. These two types rely on an infinite-dimensional optimization and a continuous-discrete Riccati equation, respectively.

In Kalman filtering with intermittent measurements, researchers focus on analyzing the updated state covariance performance, as it defines the amount of uncertainty present in the system. Such works include [11], which analyzes the statistical convergence characteristics in a discrete Kalman filter formulation for the estimation error covariance updating; [12], which investigates the estimation uncertainty bound for a mobile robot system based on the extended Kalman filter; [13], shows that the expected estimation error covariance for accessible sensors would diverge in a multsensor Kalman filtering setting as the transmission capacity is less than a threshold.

As presented, we broadly divide the above methods into two classes. One is the intuitive approach, that is to apply the hybrid formalism in which discrete and continuous time dynamics are coexisting. The other is to determine the bounds
of state covariance to adjust the Kalman gain, such that the estimation performance is guaranteed. However, these methods are not straightforward because of the complexity of the design procedure, particularly the need for specific analyses of different systems, and the fact that they do not provide general answers for systems with non-uniform measurements of arbitrary bounded jumps (bounded graininess). Instead, an innovative idea to solve the state estimation problem with non-uniform measurements is to adopt the time scales theory. Specifically, our interest is to fulfill the state estimation for an intermittent OWC system by designing a Kalman filter on time scales.

The main idea behind time scales theory is that it unifies discrete and continuous analysis. More specifically, it allows simultaneous operation of difference equations and differential equations, unifying these two kinds of equations to the so-called time scale dynamic equations. As well known, many results within the framework of differential equations require complex derivations to be applied to difference equations, and in some cases, such extensions are even infeasible [14]. And time scales theory, studying the dynamic equations, is devoted to revealing and bridging such discrepancies. The field of time-scale dynamic equations encompasses, links, and extends the classical theory of difference and differential equations, hence the results obtained based on dynamic equations are of generalized characteristics. Therein, time scale, an arbitrary nonempty closed subset in the field of real numbers, is the domain of the dynamic equations. Specifically, if the time scale is selected as a set of continuous real numbers, then the generalized solution of the dynamic equation is in fact a solution of an ordinary differential equation (ODE); similarly, the dynamic equation’s generalized result is precisely the result of a difference equation if time scale is defined on integers. Generally, the typical form of the time scale is neither reals nor integers, but an arbitrary union of the both, as depicted in Fig. 1.

![Different forms of time scales](image)

In addition to some theoretical studies of time scales theory in control [15]–[18], this method has been employed to solve several engineering problems evolving especially on non-uniform time domains [19]–[22], due to the unification and extension characteristics of time scales. These works illustrating the applicability of the theory in several fields such as economics, computer physics, population dynamics, etc. Nonetheless, most of the works on the time scales remain on the mathematical and theoretical sides. For instance, in the case of Kalman filtering on time scales, some progress has been made in its theory, while in terms of practical applications, no research has been conducted to verify the feasibility and validity of the theory.

In this paper, based on the theoretical algorithm of the time-scale Kalman filter proposed in [23], we design a Kalman filter on time scales for an intermittent OWC system that suffers from packet loss issues. The idea is motivated by the following reasons:

- The intermittent OWC system is a typical physical model characterized by continuous and discrete elements. And time scales theory, as a novel branch of mathematics, is undoubtedly an ideal candidate for achieving accurate modeling of intermittent OWC systems. This is because time scales theory allows a mathematical description of continuous-discrete hybrid processes using more general dynamical equations within a unified framework, rather than unilaterally using difference or differential equations.

- A conventional approach to solving the problem is the continuous-discrete Kalman filter, which consists of continuous-time state prediction and discrete-time state update [24], [25]. Yet, the limitation of this approach is that the discrete output must be uniformly sampled (i.e., with a fixed step size), which is often not the case for realistic intermittent OWC systems. In contrast, the time-scale Kalman filter perfectly suits the systems with non-uniform measurements of arbitrary bounded jumps (bounded graininess).

To the best of our knowledge, the time-scale Kalman filter has never been deployed to a real system to evaluate the estimation performance of the theory in practical engineering. The primary contributions of this paper are outlined below:

1) We provide a numerical analysis of the time-scale Kalman filter to facilitate the reader’s understanding after giving the algorithm. As an extension of the numerical example in [23], two plotting methods are presented to illustrate the estimation performance: plot in iteration and plot in time scale.

2) A linear model is derived for an intermittent OWC system subject to stochastic vibrations and therefore receives intermittent optical signals (non-uniform measurements).

3) Based on a specific form of time scale obtained from the experimental data, we design a Kalman filter on that time scale for the intermittent OWC system.

4) Simulation results indicate that Kalman filter on time scales is a decent candidate to resolve the state estimation problem for non-uniform measurements.

Meanwhile, this study unveils the feasibility and current limitations of the time-scale Kalman filter theory in practical applications.

II. PRELIMINARIES

In this section, we briefly introduce a few of basic concepts about time scales theory [26].

**Definition 1**: A time scale \( \mathbb{T} \) is an arbitrary nonempty closed subset of the real numbers \( \mathbb{R} \). Accordingly, \( \mathbb{R} \), \( \mathbb{Z} \), \( \mathbb{N} \), and \( \mathbb{N}_0 \) are examples of time scales, while \( \mathbb{Q}, \mathbb{R} \setminus \mathbb{Q}, \mathbb{C}, (0, 1) \) are not time scales.
Definition 2: Let $T$ be a time scale. For $t \in T$ we define:
- the forward jump operator $\sigma : T \to T$ by $\sigma(t) := \inf \{s \in T : s > t\}$;
- the graininess function $\mu : T \to [0, \infty)$ by $\mu(t) := |\sigma(t) - t|$;
- let $f : T \to \mathbb{R}$, the function $f^\sigma : T \to \mathbb{R}$ is given by $f^\sigma(t) = f(\sigma(t))$ for all $t \in T$.

Definition 3: Assume a function $f : T \to \mathbb{R}$, is continuous and $t \neq \sigma(t)$, then the delta derivative of $f$ at $t$ is defined by $f^\Delta(t)$, with

$$f^\Delta(t) = \frac{f^\sigma(t) - f(t)}{\mu(t)}.$$ 

Example 1: Let’s consider the two special cases:
- if $T = \mathbb{R}$, $\sigma(t) = t$, $\mu(t) = \sigma(t) - t = 0$,
  $$f^\Delta(t) = \lim_{s \to t} \frac{f(t) - f(s)}{t - s} = f'(t);$$
- if $T = \mathbb{Z}$, $\sigma(t) = t + 1$, $\mu(t) = \sigma(t) - t = 1$,
  $$f^\Delta(t) = \frac{f^\sigma(t) - f(t)}{\mu(t)} = \frac{f(t + 1) - f(t)}{1} = \Delta f(t).$$

III. KALMAN FILTER ON TIME SCALES

A. Algorithm Description

The generalized Kalman filter on arbitrary time scales was introduced in [23] and the algorithm description is given in Table I. From the algorithm, one could discover that the Kalman filter on time scales $T$ has a similar structure with those in the classical time-domain (discrete and continuous domains) [27], [28], while two differences are emphasized here:

- The time-scale Kalman filter algorithm adopts dynamic equations $x^\Delta(t)$ instead of differential variations $\dot{x}(t)$ or difference equations $\Delta x(t)$ (for $P$ and $\dot{x}$ as well). Therefore, the generalized algorithm includes discrete and continuous Kalman filters as particular cases, and its structure or results can be extended to any non-uniform time domain.
- In the time-scale Kalman filter algorithm, the graininess function $\mu$ is involved in updating the Kalman gain and error covariance. Consequently, the Kalman filter on time scales depends heavily on $\mu$, that is, on the form of the time scales $T$. (In fact, it also depends on the system, which will be discussed later in Section V).

B. Numerical Illustration

In this part, the performance of the Kalman filter estimation on several different time sets is investigated for the following dynamics [23]:

$$\begin{cases}
    x^\Delta(t) = Ax(t) + Bu(t) + G\omega(t) \\
y = Cx(t) + D + v(t)
\end{cases} \tag{1}$$

where $x = (x_1, x_2)^\top \in \mathbb{R}^2$ is the state vector and $u = (u_1, u_2)^\top \in \mathbb{R}^2$ is the input vector. Variable $\omega \sim N(0, 1)$ is the normally distributed process noise and $v \sim N(0, 2)$ denotes the normally distributed measurement noise. Besides, we have

$$A = \begin{bmatrix} 0 & 1 \\ -1 & -2 \end{bmatrix}, \quad B, D = 0, \quad G = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 \\ 0 \end{bmatrix}^\top.$$ 

The values of the state, state estimation, and error covariance are initialized by

$$\bar{x}_0 = \hat{x}_0 = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \quad \text{and} \quad P_0 = \begin{bmatrix} 2 & 0 \\ 0 & 3 \end{bmatrix}.$$ 

Applying the considered algorithm, we design Kalman filters for system (1) on four time scales that have bounded
The algorithm of time-scale Kalman filter [23]

System \( x(t) = Ax(t) + Bu(t) + Gw(t), x(t_0) = x_0 \)

Measurement \( y(t) = Cx(t) + v(t) \)

When \( t \in T_3 \), the conclusion is analogous to the first case. When \( t \in T_4 \), the performance of the Kalman filter is sufficiently accurate. Moreover, the estimation error is much smaller than the measurement error. When \( t \in T_5 \), the conclusion is analogous to the first case. When \( t \in T_6 \), the performance of the Kalman filter is also good. However, the estimation error is not always the case. When \( t \in T_7 \), the estimation error is larger than the measurement error, which is not the case in the classical time domain. The Kalman filter has a good estimation, as can be seen from the left-hand plots of Fig. 2a, 1a, 2b, and Fig. 2c. However, the estimation error is significantly larger than the measurement error, which is not the case in the classical time domain. The Kalman filter has a good estimation, as can be seen from the left-hand plots of Fig. 2a, 1a, 2b, and Fig. 2c. However, the estimation error is significantly larger than the measurement error, which is not the case in the classical time domain. The Kalman filter has a good estimation, as can be seen from the left-hand plots of Fig. 2a, 1a, 2b, and Fig. 2c.
slightly worse, and the estimation error is somewhat smaller than the measurement error. In conclusion, the estimation performance of the time-scale Kalman filter is closely related to the time scale \( T \). Although the estimation effect varies with the form of \( T \), it is satisfactory in most cases. Moreover, the absolute value of the estimation error seems to be bounded in all cases, which is crucial when considering practical applications. Furthermore, it should be mentioned that although the values of the measurement error and estimation error depend heavily on the values of the measurement noise \( \nu \) and the system process noise \( \omega \), the estimation effect of system (1) at a particular \( T \) is consistent. For instance, the estimation error is always greater than the measurement error when \( T = T_1 \) for all appropriate noise levels.

IV. INTERMITTENT OWC SYSTEM

This section describes the constructed intermittent OWC system, including the experimental setup, the model design of the system, and the determination of the time scale form.

A. Experimental Setup

The experimental setup of the vibrating optical communication system is shown in Fig. 3. An ordinary collimating laser is used as the transmitter, which is mounted on a vibration table, performing horizontally left-right vibrations along with the vibration table. The vibration signal comes from a signal generator (we adopt, in this work, a random signal with a frequency of 2\text{Hz}). The generated signal is controlled by the “gain” knob of the vibration controller to regulate the amplitude (intensity) of the vibration. The photodetector (PD) acts as a receiver, and the power of the received optical signals is continuously recorded by a power meter. When the vibration amplitude is high enough, the received optical power decays to zero. Therefore, with a random vibration signal, an intermittent optical signal (non-uniform measurement) is acquired.

B. Model Design

Based on the experimental setup diagram, a simplified model is obtained as shown in Fig. 4, which illustrates the relative motion between the transmitter (laser) and the receiver (PD). The laser vibrates from the origin to the right with a maximum vibration amplitude of \( l \), which is corresponded to the maximum relative angle \( \theta_{\max} \) between the receiver and the transmitter (the link spacing is \( d \)). When the laser is at a certain position within \( l \), the relative angle is \( \theta_i \) and the received optical power \( (P_i) \) at each angle \( \theta_i \) is measured. Obviously, the maximum power \( (P_{\text{max}} = 270\text{mW}) \) occurs when the laser is at the origin, and the minimum power \( (P_{\text{min}} = 0\text{mW}) \) occurs when the laser vibrates to the far right.

The relation mapping with 30 sampling points between the received optical power \( P_i \) and the relative angle \( \theta_i \) is shown in Fig. 5. One can observe that the optical power drops quite smoothly when the angle is in the range of \([0, 0.4] \cup [0.7, 1.51]\). This can be explained by the fact that the photodetector has a specified detection area, and the power of the moving optical spot within the detection area is almost...
invariant. However, while moving the optical spot out of the detection area, the received power will decay rapidly and approximately linearly. The linear portion intercepted from Fig. 5(a) is shown enlarged in Fig. 5(b), with \( \theta_i \) ranging in the interval \([0.4141, 0.6729]\). Since the slope of this linear part is the largest, the optical power varies most dramatically with the relative angle. Therefore, we are more interested in designing the Kalman filter within this range.

From the linear fitting equation shown in Fig. 5(b), the relation mapping formula between \( P_i \) and \( \theta_i \) is written as \( P_i(\theta_i) = -637.35\theta_i + 511.97 \). We choose the system state and output as \( x = \theta_i \) and \( y = P_i \). As a result, the dynamic equation of the intermittent OWC system on time scales can be expressed as

\[
\begin{align*}
x^\Delta(t) &= x(t) + \omega(t) \\
y(t) &= -637.35x(t) + 511.97 + \nu(t)
\end{align*}
\]  

(2)

Variable \( \omega \) refers to the process noise, which in this case represents the increments or decrements of the relative angle induced by the random (Gaussian) vibrations. From the system’s operational perspective, \( \omega \) is the amount of randomly turning the “gain” knob of the vibration controller, obeying \( \omega \sim N(0, 1) \). And \( \nu \) is the measurement noise with \( \nu \sim N(0, 100) \).

C. Determine the Time Scale

After deriving the time-scale model of the system, the objective of this subsection is to determine a specific time scale \( T_d \) based on the experimental data. Figure 6(a) shows a 5-minute (300 seconds) “time-power” experimental graph, where blue dots represent the valid data and red dots represent the invalid data. “Invalid” means that the received optical power is equal to or less than zero, i.e., the PD is not receiving any signal at this moment, which is regarded as a signal interruption (the corresponding signal is called intermittent signal). In the rest of the paper, we name the length of the discontinued interval of the intermittent signal as a time jump \( J \). In addition, some blue data points are densely distributed in the figure, while others are sparsely distributed. Therefore, by considering the dense part as continuous, the sparse part as discrete, and the invalid part as time jump, the “time-power” plot can be redrawn as shown in Fig. 6(b).

The numbers in the circles in Fig. 6(b) indicate the values of the five time jumps \( J \). Taking “2” as an example, when \( t = 30s \), the subsequent signal is interrupted for two seconds, i.e., \( \mu(30) = 2 \), so the time sequence is “\( \ldots, 30 \) ∪ \{32, \ldots, 67\} ∪ \{67, 75\} ∪ \{75, \ldots, 81\} ∪ \{81, 83\} ∪ \{83, \ldots, 86\} ∪ \{86, 126\} ∪ \{128, 131\} ∪ \{135, \ldots, 154\} ∪ \{154, 173\} ∪ \{173, \ldots, 204\} ∪ \{204, 209\} ∪ \{212, 218\} ∪ \{224, \ldots, 238\} ∪ \{238, 273\} ∪ \{273, \ldots, 285\} ∪ \{285, 300\}”.

V. DESIGN KALMAN FILTER ON TIME SCALES

In this section, the implementation of Kalman filter for the intermittent OWC system on time scales is elaborately examined, exposing the potential capabilities and restrictions of applying time scales theory. The design of Kalman filter for the derived OWC system (2) on \( T_d \) follows the algorithm in Table I as well, whose result is shown in Fig. 7.

The results are plotted in the time scale form directly. As can be observed, the estimation errors are much larger than the measurement errors when \( t \in \{32, 128, 135, 212, 224\} \). Additionally, except for the five marked points, both the measurement and the estimation are very close to the true state \( \theta \) (the three lines almost overlap). In other words, the Kalman filter seems to perform well if the five points (which we call problematic points) are not taken into account. Interestingly, from the time scale form \( T_d \), it can be found that these five points are exactly the time points after each time jump \( J \). This is essentially due to the fact that the graininess function of the time scale affects the error covariance update and the Kalman gain. We thus conclude that the time jumps will affect the estimation performance of the Kalman filter. Moreover, from the error magnitude point of view, it can be asserted that the estimation error increases as the time jump \( J \) goes up. Note that the estimation results of the designed Kalman filter differ slightly in multiple sets of simulations due to the presence of random vibration \( \omega \). Nevertheless, the estimation effects are generally consistent. For instance, a considerable estimation error always occurs at the time point after the time jump \( J \), and the largest estimation error...
Fig. 7. The result of Kalman filter for the intermittent OWC system (2) on $T_d$.

Fig. 8. The result of Kalman filter for the reference system (1) on $T_d$.

generally arises at $J = 6$. The last point worth noting is that although the estimation errors at those five points are fairly large, the estimation errors converge so rapidly that they have almost no effect on the estimation of the next state.

To further validate the previous conclusions, we design a Kalman filter on the identical time scale $T_d$ for the reference system (1). The results are displayed in Fig. 8. As can be noticed, the five marked points in the right-hand plot are the same as the previous case, locating at the time points after the five jumps, respectively. But unlike before, the estimation errors are within an acceptable range when $t \in \{32, 128, 212\}$ ($J = 2, 2, 3$ correspondingly) and only become quite alarming when $t \in \{135, 224\}$ ($J = 4, 6$ correspondingly). In fact, it can be inferred from [29] that for a given dynamical system, there exists an upper bound on the graininess function $\bar{\mu}$ to ensure that the estimation error is bounded. From simulation verification, we find that the $\bar{\mu}$ of the OWC system is about 1.4, while the $\bar{\mu}$ of the reference system is about 3.1. This is why the estimation errors in Fig. 7 and Fig. 8 behave differently. Consequently, it can be recognized that the estimation error depends not only on the value of the time jump $J$, but is also closely related to the system itself. Furthermore, the former conclusion that the estimation error is larger at the point with larger $J$ remains valid.

According to the numerical example and the above simulation results, the conclusions about the time-scale Kalman filter are described in the following:

- Except for some problematic points after time jumps, the state estimation of the Kalman filter on time scales
is generally satisfactory.
• The estimation error of the problematic point depends
  on the value of the time jump $J$ and the system itself.
• The estimation error of the problematic point increases
  as the time jump $J$ increases.
• The estimation error of the problematic point converges
  promptly and has almost no effect on the estimation of
  the next state.

These points demonstrate partially the feasibility of the time-
scale Kalman filter. Nevertheless, there are still some limita-
tions of this approach, and more developments are required.
Firstly, in our case, the Kalman filter is implemented on
a time scale of which the graininess function is bounded,
so it is reasonable to obtain bounded estimation errors.
Nevertheless, to be rigorous and generalized, sufficient and
necessary conditions that enable bounded errors need to be
further explored. Secondly, another interesting topic is to
find methods that can reduce the estimation errors at the
problematic points. For example, a preliminary idea is to
“rescale” the time scale according to the upper bound of the
graininess function. Finally, in this simulation, the time scale
is presumed as a priori information. Therefore, it is also
a matter of attention to effectively obtain the time scale of
the system in a real-world scenario.

VI. CONCLUSION
For the very first time, we apply the time scales theory to
a practical application, that is, design a Kalman filter for the
vibration-induced intermittent OWC system on time scales.
Superior to other traditional methods, the proposed time-
scale Kalman filter eases the analysis of a particular system
and provides general solutions for systems with non-uniform
measurements of arbitrary bounded graininess. Moreover,
by revealing the feasibility and current limitations of the
time-scale Kalman filter in the OWC application, this study
promotes the further development and employment of the
time scales theory.
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