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Abstract. During the last few years, significant attention has been paid to the stochastic training of artificial neural networks, which is known as an effective regularization approach that helps improve the generalization capability of trained models. In this work, the method of modified equations is applied to show that the residual network and its variants with noise injection can be regarded as weak approximations of stochastic differential equations. Such observations enable us to bridge the stochastic training processes with the optimal control of backward Kolmogorov’s equations. This not only offers a novel perspective on the effects of regularization from the loss landscape viewpoint but also sheds light on the design of more reliable and efficient stochastic training strategies. As an example, we propose a new way to utilize Bernoulli dropout within the plain residual network architecture and conduct experiments on a real-world image classification task to substantiate our theoretical findings.
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1. Introduction. Artificial neural networks are appearing as the state-of-the-art technologies in many machine learning tasks including, but not limited to, computer vision, speech recognition, and natural language processing [20, 29], among which the residual network (ResNet) and its numerous variants (see [9, 7, 14, 25, 36] and references cited therein) have attracted broad attention for their simplicity and effectiveness. In addition, ResNet makes it possible to train up to hundreds or even thousands of layers without performance degradation [10]. However, deeper networks usually require extensive training, thereby impeding their real-time applications. To circumvent this issue as well as improve the generalization capability of trained models, the use of stochastic training techniques has become widespread in deep learning community [15, 25]. Unfortunately, design of the data-oriented network architecture for real-world learning problems is often more art than science, e.g., injection of the dropout layer into ResNet-like models [10, 36], tuning of the dropout probability and model hyperparameters [15, 32], etc. As such, the latest studies have concentrated on the continuous-time dynamic of ResNets via (stochastic) modified equations [24, 25, 35], which is highly desirable.
in order to explore the nature of deep ResNets and construct potentially more effective ones.

One essential objective of deep learning problems is to optimize their non-convex and highly rugged loss landscape [4], for which the stochastic gradient descent (SGD) method and its variants are commonly used. Although the optima found by SGD-based algorithms are of high quality measured by the training accuracy, it has been observed in practice [2, 12, 13, 17] that sharp minima often lead to persistent degradations in test errors while flat minima tend to generalize well. Therefore, a number of regularization methods have emerged over the past few years to force the optimization toward flat plateau regions, among which the dropout approach [31, 33] has enjoyed widespread usage for its computing efficiency. Although the study in [10] reported negative effects of ResNet using dropout, more recent studies [15, 36] have shown that, by carefully inserting dropout layers into ResNet architectures, consistent gains on the generalization task can be achieved. However, the mechanism behind the demonstrate performance improvement has not been fully explored.

To better understand the dropout regularization effects as well as many other stochastic training methods, we propose in this work a ResNet-type architecture with dropout being inserted after the last convolutional layer of each building module. The method of stochastic modified equations is then applied to show its connection with a continuous-time stochastic differential equation. Since no dropout is applied at test time [31], the categorical scores are naturally described as the expectation of trained outputs, with the interpretation of evaluating an ensemble prediction over all the possible sub-networks [31]. In turn, the Itô's formula is utilized to bridge the dropout training process with the optimal control of backward Kolmogorov's equations, where the training procedure of a plain ResNet can be interpreted as the optimization of systems constrained by transport equations. Consequently, from partial differential equations (PDEs) viewpoint [6], the injected dropout layers act explicitly as a second-order artificial viscosity term to regularize the loss landscape, which cuts down the number of bad minimizers and lessens the energy barriers between pairs of local minima to aid optimization. This finding offers us a novel perspective on the regularization effects of a variety of stochastic training techniques such as Gaussian dropout [31], uniform dropout [23], and shake-shake regularization [7]. As a simple demonstration of the regularization properties, the rugged loss landscape of a one-dimensional binary classification can be flattened out so that the network can escape from poor local minima and converge to flat minima. Then, experimental evaluations on a real-world image classification problem [19] are provided to further validate our theoretical findings. Though a higher training loss may be obtained, the generalization capability of the trained network is improved by using a suitable noise level, and the gap between training and inference procedures is significantly reduced. In other words, noise injection incurs a trade-off between model regularization and data fitting, the determination of the optimal noise level associated with the depth and structure of ResNets is thus an important subject for further investigation.

The rest of this paper is organized as follows. Section 2 is devoted to illustrating the notation used in this work, the plain ResNet architecture, and the method of modified equations. In Section 3, the ResNet with inserted dropout layers is introduced, and a connection between the supervised learning task and the PDE-constrained optimization is established. More examples such as Gaussian dropout, uniform dropout, and shake-shake regularization are presented to show the wide applicability of this framework. A binary classification prob-
lem in dimension one is carried out in Section 4 to support our arguments, and experimental results on a real-world application are reported as further validation. Conclusion remarks and future work are discussed in Section 6.

2. Preliminaries. This section is devoted to illustrating the notation used in this paper, the architecture of a plain ResNet associated with the image classification task and its connection with the modified equations.

2.1. Notation. The standard notation in [6, 27, 11] is adopted in this paper to formulate the (stochastic) training processes of ResNet-like models as the PDE-constrained optimization problems. We shall denote by \( \mathbb{Z}_n = \{0, \ldots, n - 1\} \) the group of integers modulo \( n \in \mathbb{N} \) and \( \mathbb{Z}_n^m \) an \( m \times 1 \) vector whose elements belong to \( \mathbb{Z}_n \). If \( a = (a_1, \ldots, a_n) \) and \( b = (b_1, \ldots, b_n) \) belong to \( \mathbb{R}^{n \times 1} \), \( A = (a_{ij}) \) and \( B = (b_{ij}) \) are \( m \times n \) matrices, we define

\[
    a \cdot b = \sum_{i=1}^{n} a_i b_i \quad \text{and} \quad A : B = \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} b_{ij}.
\]

The triplet \( (\Omega, \mathcal{A}, P) \) represents a complete probability space where \( \Omega \) is a set of possible outcomes, \( \mathcal{A} \) is the \( \sigma \)-algebra of events, and \( P : \mathcal{F} \to [0,1] \) is the probability measure. Then, given a random variable \( \omega \) distributed according to a certain probability distribution \( \mathcal{N} \), the expectation and variance of a function \( \ell(\omega) \) in variable \( \omega \in \Omega \) are defined, respectively, by

\[
    \mathbb{E}_{\omega \sim \mathcal{N}}[\ell(\omega)] = \int_{\Omega} \ell(\omega) \, dP(\omega) \quad \text{and} \quad \mathbb{V}_{\omega \sim \mathcal{N}}[\ell(\omega)] = \mathbb{E}_{\omega \sim \mathcal{N}}\left[ (\ell(\omega) - \mathbb{E}_{\omega \sim \mathcal{N}}[\ell(\omega)])^2 \right],
\]

where the subscript \( \omega \sim \mathcal{N} \) is retained throughout this paper to show under which distribution the expectation is being taken. In particular, if the random variable \( \omega \) is independent and identically distributed over \( \Omega \), the expected value of \( \ell(\omega) \) is denoted by \( \mathbb{E}_{\omega \in \Omega}[\ell(\omega)] \) for simplicity. Furthermore, \( \mathcal{N}(\mu, \nu^2) \) indicates a Gaussian random variable with mean \( \mu \) and variance \( \nu^2 \), and the uniform distribution on interval \( [\alpha, \beta] \) is written by \( \mathcal{U}(\alpha, \beta) \).

On the other hand, let \( X_t \) evolve according to a stochastic differential equation

\[
    dX_t = f(X_t, t) \, dt + g(X_t, t) \, dW_t,
\]

then for any \( s \geq t \), the expectation of a function \( \ell(X_s) \) over all paths that originate from state \( x \) at time \( t \) is denoted by \( \mathbb{E}\left(\ell(X_s) \mid X_t = x\right) \) [27].

2.2. Plain ResNet. In this work, we focus on the supervised learning problems, e.g., the image classification task over a given number of classes \( m \in \mathbb{Z^+} \). ResNet is designed to infer the ground-truth label or, equivalently, the categorical distribution on one end for the input image given at the other.

Note that the adjacent pixels within natural images are strongly correlated (as is normally the case in early convolution layers where feature maps exhibit strong spatial correlation [5]), a convolutional layer with fixed or learned parameters is often utilized to map the raw image into its feature space [8], followed by several stages each consisting of multiple building blocks [9, 10]. Since the input data usually has thousands of pixel values, e.g., an RGB image of size \( 32 \times 32 \) for the CIFAR dataset [19] and \( 256 \times 256 \) for the ImageNet dataset [5] after
pre-processing, dimension reduction is carried out at transition stages of ResNet architecture for parameter-efficiency. After implementing the pooling operation, the network ends with a fully connected layer which reduces the output into a single vector of size $m \times 1$ \[9\]. In other words, ResNet maps the domain of complicated input images into a simpler but robust feature space so that the categorical scores can be easily obtained through a softmax classification layer \[10\]. This allows us to measure the discrepancy between the ground-truth and predicted categorical distributions under a cross-entropy loss regime and, therefore, optimize the ResNet parameters via gradient-based algorithms.

For the ease of illustration, $n \in \mathbb{Z}^+$ denotes a universal constant whose value may change with the stage of feature flow, the dataset is assumed to contain the pre-processed image $y$ in a set of samples $\Omega \subset \mathbb{R}^d$ and its ground-truth label $h(y) \in \mathbb{Z}_2^m$, and the hyperparameters are manually set as those in benchmark models before the training process begins \[8, 24, 25, 35\]. More specifically, the first layer in a ResNet architecture is defined by the convolutional operation without bias terms:

\begin{equation}
S : \mathbb{R}^d \rightarrow \mathbb{R}^n, \quad y \mapsto Sy := X_0,
\end{equation}

where $S \in \mathbb{R}^{d \times n}$ is a matrix to be learned, and the output feature map $X_0$ corresponds to the input of the subsequent building modules:

$$X_{k+1} = X_k + F(X_k, w_k), \quad k = 0, \ldots, K - 1.$$ 

Here, $X_k$ indicates the input feature map of the $k$-th block, $F$ typically a composition of linear and nonlinear functions, $w_k$ the module parameters to be trained, and $K \in \mathbb{Z}^+$ the total number of building blocks.

**Remark 2.1.** For instance, the BasicBlock in a full pre-activation ResNet (PreResNet) \[10\] takes the form

$$F(X_k, w_k) = w_k^{(2)} \cdot a \left( w_k^{(1)} \cdot a(X_k) \right)$$

where $a = \text{ReLU} \circ \text{BN}$ is a composition of ReLU activation function and batch normalization (BN), $w_k := \{w_k^{(1)}, w_k^{(2)}\}$ represents the weight parameters in convolutional layers to be learned, and the parameters in BN layers are omitted for simplicity. One can also adopt the more economical residual block, e.g., the Bottleneck module \[9\], and many others which are irrelevant to the purpose of this work.

At the final layer, the input feature map is computed with a matrix multiplication followed by a bias offset, therefore leading to the single vector of categorical scores after softmax normalization, namely,

\begin{equation}
T : \mathbb{R}^n \rightarrow (0, 1)^m, \quad X_K \mapsto T(X_K) = \sigma(AX_K + b),
\end{equation}

where $A \in \mathbb{R}^{n \times m}$ contains the classification weights, $b \in \mathbb{R}^m$ the bias vector, and $\sigma$ a softmax function (the pooling operation is ignored here, since the input feature map $X_T$ is already a vector). Consequently, the training procedure of a plain ResNet can be expressed as the
minimization of a loss function

\[ J(S, F, T) = E_{y \in \Omega} \left[ \| T(X_K) - h(y) \| \right] \]

subject to the following constraints

\[ X_0 = S y, \quad X_{k+1} = X_k + F(X_k, w_k), \quad k = 0, \ldots, K - 1. \]

Note that in (2.3), \( \| \cdot \| \) is a metric that measures the discrepancy between the ground-truth label and the model prediction for each training data, and the expectation is taken over all the samples in a given training database.

**2.3. Modified Equation.** The method of modified equations is widely used in numerical solution of PDEs, especially for finite difference schemes in the literature. Due to its ability to capture the effective behavior of numerical approximations, modified equation has become the primary technique for analyzing and improving finite difference algorithms [22, 34].

This methodology has been recently applied to gaining insight into the nature of ResNet-like architectures with or without noise injection [24, 35], which also sheds light on the designing of more effective neural networks and explainable stochastic training strategies [7, 25]. To be specific, by conceptually introducing two positive parameters \( \eta = \Delta t \), the feature flow associated with a plain ResNet (2.4) can be formulated as:

\[ X_0 = S y, \quad X_{k+1} = X_k + \frac{F(X_k, w_k)}{\eta} \Delta t, \quad k = 0, \ldots, K - 1, \]

which is nothing but the forward Euler discretization of the following modified equations with time step \( \Delta t = \eta > 0 \), that is,

\[ X_0 = S y, \quad dX_t = f(X_t, t) dt, \quad t \in (0, 1], \]

where \( f(X_t, t) := \frac{F(X_t, w_t)}{\eta} \) and \( \eta^{-1} = K \) is the number of building modules in a ResNet architecture [1, 35]. Note that the hyperparameters are manually defined prior to the commencement of the learning process, seeking the model parameters \( \{w_k\}_{k=0}^{K-1} \) of a ResNet architecture (2.4) is equivalent to finding the function \( f(x, t) \) of dynamic system (2.5) in the sense of modified equations.

This connection immediately allows the use of numerous existing numerical schemes regarding the discretization of ordinary differential equations (2.5), and therefore constructs potentially more powerful architectures such as the linear multi-step ResNet [25]. However, deeper network usually requires days or weeks for training, which makes it practically infeasible for online learning. To circumvent this issue as well as improve the generalization capability of the learned network, stochastic training strategies have enjoyed widespread usage in which the units or layers of a ResNet model are randomly dropped during training, e.g., ResNet with stochastic depth [15] which can be interpreted as the weak approximation of continuous-time stochastic modified equations [25]. We refer the readers to section 3 for more examples and a detailed analysis.

---

1In contrast to the output of the first building block in a ResNet architecture (2.4), \( X_1 \) (not relabeled) refers to the termina value of modified equations throughout this work, where the subscript represents the terminal time \( t = 1 \) for the ease of notation.
3. Stochastic Training as PDE-constrained Optimization. In this section, we show that ResNet with injected noise can be regarded as numerical discretization of stochastic modified equations, which bridges a variety of stochastic training strategies with the optimal control of backward Kolmogorov’s equations [16]. The underlying PDE interpretation enables us to study the stochastic regularization effects via the perspective of artificial viscosity [6].

For the ease of illustration, we first propose a new way of utilizing Bernoulli dropout [31] within the plain ResNet architecture such that a connection between the image classification task and the PDE-constrained optimization can be established. We should emphasize here that although the analysis is confined to Bernoulli dropout, this framework is applicable to various stochastic training methods including, but not limited to, Gaussian dropout, uniform dropout, and shake-shake regularization [15, 25, 7], which helps understand and improve the stochastic regularization effects. More details can be found in section 3.4 which support our aforesaid arguments.

3.1. Dropout ResNet as Stochastic Modified Equations. Without loss of generality, we consider here the modified PreResNet in which a single dropout layer is assigned after the last convolutional layer in each building block as depicted Figure 1a. Then the feature flow of the proposed network during training can be described as:

$$X_0 = S_y, \quad X_{k+1} = X_k + F(X_k, w_k) \odot \gamma_k, \quad k = 0, \ldots, K - 1,$$

where $\odot$ is the element-wise product, and $\gamma_k \in \mathbb{Z}_n^2$ represents a binary mask vector with each element drawn independently from a Bernoulli distribution $\text{Bern}(p)$ with survival probability $p \in (0, 1]$ during iteration. That is, for every component of $\gamma_k$ (not relabeled), we have

$$P(\gamma_k = 1) = p = 1 - P(\gamma_k = 0).$$

Put differently, the binary vector $\gamma_k$ determines which parts of the feature map are taken into account or dropped in the subsequent blocks. Moreover, by expanding the ResNet in an unraveled view as depicted in Figure 2b, [32] states that one do not need a specific policy,
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Figure 2: (a) The residual mapping using dropout during training. (b) The unraveled view of a 3-block ResNet with residual block \(\mathcal{F}_{k+1}\) dropped \([32]\), i.e., \(\gamma_k = \gamma_{k+2} = I = I - \gamma_{k+1}\).

e.g., stochastic depth \([15]\), to determine the optimal survival probability associated with the depth of feature flow. As such, the survival probability is set uniformly for all building blocks to get a single model hyperparameter \(0 < p \leq 1\) throughout this work.

At test time, the trained units need to be scaled down by a factor of \(p > 0\) in order to attain the ensemble prediction of exponentially many sub-networks \([31, 32]\). To achieve the same effect, one can scale up the retained activations by \(1/p\) at training time, i.e.,

\[
X_{k+1} = X_k + \mathcal{F}(X_k, w_k) \odot \frac{\gamma_k}{p},
\]

and not modify the parameters in inference \([31]\). By incorporating the parameters \(\eta = \Delta t > 0\) and letting \(I\) be an all-ones vector that has the same size as \(\gamma_k\), formula (3.1) can be rewritten as:

\[
X_{k+1} = X_k + \frac{\mathcal{F}(X_k, w_k)}{\eta} \Delta t + \frac{\sqrt{\eta(1-p)}}{\sqrt{p}} \mathcal{F}(X_k, w_k) \odot \left(\frac{\gamma_k - p \cdot I}{\sqrt{p(1-p)}}\right)\]

where \(\mathcal{G}(X_k, w_k)\) is a diagonal matrix with diagonal entries defined by \(\mathcal{F}(X_k, w_k)\), and \(p \cdot I\) is the product of a scalar \(p\) and a vector \(I\).

Note that the expectation and variance of the random vector in (3.2) satisfy

\[
\mathbb{E}_{\gamma_k \sim \text{Bern}(p)} \left[ \frac{(\gamma_k - p \cdot I)\sqrt{\Delta t}}{\sqrt{p(1-p)}} \right] = 0 \cdot I \quad \text{and} \quad \mathbb{V}_{\gamma_k \sim \text{Bern}(p)} \left[ \frac{(\gamma_k - p \cdot I)\sqrt{\Delta t}}{\sqrt{p(1-p)}} \right] = \Delta t \cdot I,
\]
which implies that (3.2) is a weak approximation of the stochastic modified equations [18, 25] (3.4)

\[ X_0 = S_y, \quad dX_t = f(X_t, t)dt + \varepsilon g(X_t, t)dW_t, \quad t \in (0, 1), \]

where \(\varepsilon^2 := \eta^2, \nu^2 := (1 - p)/p = \nabla_{\gamma_k \sim \text{Ben}(p)}[\gamma_k/p - 1], \) \(g(X_t, t) := G(X_t, w_t)/\eta, \) and \(W_t\) indicates the multidimensional Brownian motion [27].

### 3.2. Dropout Training as Optimal Control of PDEs

Recall that at the final layer, the input feature map or, equivalently, the terminal value \(X_1\) in (3.4) is evaluated by the mapping \(T(\cdot)\) in classification problems to get the categorical scores \(T(X_1)\). Moreover, there is no dropout applied at test time [31], namely, \(p = 1\) or, equivalently, \(\varepsilon^2 = 0\) in (3.4), with the interpretation of evaluating an ensemble prediction over all the possible sub-networks with shared parameters [31]. As such, by defining the conditional expectation

\[ u(x, t) = \mathbb{E}(T(X_1) | X_t = x), \quad t \in [0, 1], \]

where the expectation in (3.5) is taken over all sample paths of \(X_1\) that originate from state \(x\) at time \(t\) [27], it follows immediately from (3.4), (3.5), and (2.2) that \(u(S_y, 0)\) serves as the predicted categorical distribution for the input image \(y \in \Omega\).

On the other hand, by the multidimensional Itô’s formula [16], function (3.5) is known to solve the backward Kolmogorov’s equation

\[ \begin{cases} u_t + f \cdot \nabla u + \frac{\varepsilon^2}{2} gg^T : \nabla^2 u = 0 \quad \text{in } \Omega \times [0, 1), \\ u(x, 1) = T(x) \quad \text{in } \Omega. \end{cases} \]

Consequently, for a classification problem with ground-truth label function \(h(y)\), by introducing the loss function

\[ \mathcal{J}_{\varepsilon}(S, f, T) = \mathbb{E}_{y \in \Omega} \left[ \|u(S_y, 0) - h(y)\| \right], \]

the training process for the proposed ResNet with injected dropout layers is defined as:

\[ \text{seek } S, f, T \text{ such that } (3.7) \text{ is minimized subject to constraint } (3.6). \]

In particular, the function \(g\) in (3.4) is diagonal and so is \(g^T\), which implies that the high-order term \(gg^T : \nabla^2 u\) in (3.6) is an anisotropic Laplacian, i.e., there is no mixed derivative terms.

To sum up, the method of stochastic modified equations enables us to establish a connection between training the ResNet with dropout layers being inserted and the optimal control of backward Kolmogorov’s equations, which is highly desirable in order to understand and improve the dropout regularization effects. More discussions are carried out in the following sections to further illustrate the significance of this PDE interpretation.

### 3.3. Dropout Regularization as Artificial Viscosity

Based on the analysis established in the previous section, we are now able to reformulate the training procedure of a plain ResNet as the optimal control of transport equations. That is, by setting \(p = 1\) in (3.4) (i.e., there is
no dropout layers inserted in the ResNet architecture), the parabolic constraint (3.6) reduces to a hyperbolic system

\[
\begin{cases}
  v_t + f \cdot \nabla v = 0 & \text{in } \Omega \times [0, 1), \\
v(x, 1) = T(x) & \text{in } \Omega,
\end{cases}
\]  

since \( \varepsilon = \eta \mu^2 \) and \( \mu^2 = (1 - p)/p = 0 \). Therefore, the control objective of a plain ResNet can be expressed as the minimization of a loss function

\[
J_0(S, f, T) = \mathbb{E}_{y \in \Omega} \left[ \|v(Sy, 0) - h(y)\| \right]
\]

subject to the transport equations (3.9) or, equivalently,

\[
\text{seek } S, f, T \text{ such that (3.10) is minimized subject to constraint (3.9).}
\]

Remark 3.1. Such a model problem can also be derived through the method of characteristics, in which the modified equations (2.5) associated with the feature flow of plain ResNets serve as the characteristic line of (3.9). We refer the readers to reference [24, 6] for more details. Note also that the functional given by (3.10) can be formally seen as the zero viscosity limit (\( \varepsilon = 0 \)) of the one given in (3.7).

As mentioned before, an anisotropic Laplacian appears in constraint (3.6) as compared to the plain ResNet (3.9). Mathematically, such a term becomes relevant only when \( \nabla^2 u \) or \( g \) is large, that is, in the region where \( \nabla u \) changes rapidly or \( f \) is sufficiently large. This makes the PDE (3.6) act somewhat like the heat equations [6], in spite of the nonlinearity, such as the ReLU activation function, in the building module \( \mathcal{F}(X_k, w_k) \) and hence the velocity field \( f(x, t) \). Physically, we can regard this term as imposing an artificial viscosity to the hyperbolic system (3.9), where \( u(x, t) \) indicates the viscous approximation of \( v(x, t) \) [6].

Due to the softmax normalization in the terminal condition \( T(\cdot) \), another key observation is that the label prediction for both the plain ResNet (3.11) and dropout ResNet (3.8) may have sharp contrast at the terminal time \( t = 1 \). For instance, let \( m = 2 \) and the model parameters \( A = (a_0, a_1)^T \), \( b = (b_0, b_1)^T \) in (2.2), where \( a_i \in \mathbb{R}^{n \times 1} \) and \( b_i \in \mathbb{R} \) for \( 0 \leq i \leq 1 \), then the final layer associated with a binary classification task takes on the form

\[
\mathcal{T}(X_K) = \frac{1}{1 + e^{-(a_0^T - a_1^T)X_K - (b_0 - b_1)}} - \frac{1}{1 + e^{-(a_0^T - a_1^T)X_K - (b_0 - b_1)}}.
\]

Clearly, both the components of terminal condition \( \mathcal{T}(\cdot) \) are \( S \)-shaped sigmoid functions that may have sharp contrast. As a result, the loss landscape for plain ResNet (3.11) can be highly non-convex and rugged since \( v(x, t) \) remains constant along the characteristic line (2.5). On the contrary, the viscous solution \( u(x, t) \) becomes flattened out for \( t < 1 \), therefore leading to a regularized loss landscape (3.7) which brings down the poor local minima while almost retains the flat minima to close the generalization gap (see section 4 for more details).
3.4. Noise Injection, Artificial Viscosity, and Beyond. Before a comprehensive characterization of the stochastic regularization effects, several noise injection techniques are studied in this section to illustrate how the proposed theory helps gaining insight into the nature of stochastic training of ResNet-like models.

For instance, the dropout ResNets (3.2) can be generalized by multiplying the activations with a Gaussian random variable \( \gamma_k \sim N(1, \nu^2) \) (not relabeled) [31]. Then, the flow of feature map during training can be expressed as:

\[
X_{k+1} = X_k + \mathcal{F}(X_k, w_k) \circ \gamma_k \\
= X_k + \frac{\mathcal{F}(X_k, w_k)}{\eta} \Delta t + \nu \sqrt{\eta} \frac{\mathcal{F}(X_k, w_k)}{\eta} \circ \frac{(\gamma_k - I) \sqrt{\Delta t}}{\nu}
\]

which is the Euler-Maruyama discretization [11] of stochastic modified equations (3.4) with time step \( \Delta t = \eta \) and parameter \( \varepsilon = \nu \sqrt{\eta} \) due to the fact that

\[
\mathbb{E}_{\gamma_k \sim N(1, \nu^2)} \left[ \frac{(\gamma_k - I) \sqrt{\Delta t}}{\nu} \right] = 0 \cdot I \quad \text{and} \quad \mathbb{V}_{\gamma_k \sim N(1, \nu^2)} \left[ \frac{(\gamma_k - I) \sqrt{\Delta t}}{\nu} \right] = \Delta t \cdot I.
\]

Apparently the parameter \( \nu \) is set equal to zero or, equivalently, \( \varepsilon = 0 \) in (3.4) at test time to attain the ensemble prediction (3.5), which coincides with the practical implementation where no Gaussian dropout is used in inference.

Similar in spirit is the uniform dropout [23], where a random variable \( \gamma_k \sim U(-\beta, \beta) \) (not relabeled) is adopted in the feature flow during training:

\[
X_{k+1} = X_k + \mathcal{F}(X_k, w_k) \circ (I + \gamma_k) \\
= X_k + \frac{\mathcal{F}(X_k, w_k)}{\eta} \Delta t + \frac{\beta \sqrt{\eta}}{\sqrt{3}} \mathcal{G}(X_k, w_k) \frac{\sqrt{3 \Delta t}}{\beta} \gamma_k,
\]

which is the weak approximation [18] of stochastic modified equations (3.4) with time step \( \Delta t = \eta \) and parameter \( \varepsilon = \frac{\beta \sqrt{\eta}}{\sqrt{3}} \) since

\[
\mathbb{E}_{\gamma_k \sim U(-\beta, \beta)} \left[ \frac{\sqrt{3 \Delta t}}{\beta} \gamma_k \right] = 0 \cdot I \quad \text{and} \quad \mathbb{V}_{\gamma_k \sim U(-\beta, \beta)} \left[ \frac{\sqrt{3 \Delta t}}{\beta} \gamma_k \right] = \Delta t \cdot I.
\]

On the other hand, the random variable \( \gamma_k \) is set to be zero in test mode [23] to improve the accuracy, which is straightforward and easy to illustrate by our theory.

In addition to the aforementioned architectures, a 3-branch ResNet with noise injection is introduced in [7], which achieves the best single shot published results on the CIFAR dataset. More specifically, let \( \mathcal{F}_i(X) := \mathcal{F}(X, w^{(i)}) \) be the residual mapping characterized by parameter \( w^{(i)} \) for \( 1 \leq i \leq 2 \) and \( \gamma_k \sim U(0, 1) \) denote a scalar random variable (not relabeled), then the
training procedure using shake-shake regularization [7] takes on the form

\[
X_{k+1} = X_k + \mathcal{F}_1(X_k)\gamma_k + \mathcal{F}_2(X_k)(1 - \gamma_k)
= X_k + \frac{\mathcal{F}_1(X_k) + \mathcal{F}_2(X_k)}{2} + \frac{\mathcal{F}_1(X_k) - \mathcal{F}_2(X_k)}{2}(2\gamma_k - 1)
= X_k + \frac{\mathcal{F}_1(X_k) + \mathcal{F}_2(X_k)}{2\eta} \Delta t + \frac{\sqrt{\eta}}{\sqrt{3}} \frac{\mathcal{F}_1(X_k) - \mathcal{F}_2(X_k)}{2\eta} (2\gamma_k - 1) \sqrt{3\Delta t},
\]

which is a weak approximation of (3.4) with time step \( \eta = \Delta t \), \( g(X_{t},t) = \text{diag} \left( \frac{\mathcal{F}_1(X_{t}) - \mathcal{F}_2(X_{t})}{2\eta} \right) \), \( f(X_{t},t) = \frac{\mathcal{F}_1(X_{t}) + \mathcal{F}_2(X_{t})}{2\eta} \), and parameter \( \varepsilon = \frac{\sqrt{\eta}}{\sqrt{3}} \) due to

\[
\mathbb{E}_{\gamma_k \sim U(0,1)} \left[ (2\gamma_k - 1) \sqrt{3\Delta t} \right] = 0 \quad \text{and} \quad \mathbb{V}_{\gamma_k \sim U(0,1)} \left[ (2\gamma_k - 1) \sqrt{3\Delta t} \right] = \Delta t.
\]

At test time, the parameter \( \gamma_k \) is set to be 0.5 [7] which validates our analysis.

To conclude, the method of stochastic modified equations shows that the stochastic training strategies (3.13), (3.14), and (3.15) can be regarded as inserting multiplicative noise terms into the feature flow of their plain ResNet counterparts. The proposed PDE interpretation is thus applicable, where the injected noise acts explicitly as a second-order artificial viscosity term during the training process (3.6) to aid optimization. Although the Gaussian dropout has the highest entropy among all distributions of equal variance [31], the Bernoulli dropout seems preferable in the deep learning community due to its parameter-efficiency, i.e., a smaller number of model parameters are computed per-iteration (see Figure 2a) when compared with the Gaussian and uniform dropout networks.

4. A Landscape Perspective on Stochastic Training. To further characterize the regularization effects of stochastic training algorithms, the loss landscape perspective is used in this section to illustrate the potential boost in test accuracy by revealing the difference between minimizers found by (3.11) and (3.8). That is, by injecting a suitable amount of noise into the plain ResNet architecture (2.4), the highly non-convex and rugged loss landscape (2.3) can be flattened out which offers the capability of escaping from poor local optima. We theoretically justify this finding through a binary classification problem in one dimension, while extensive experimental results for a real-world application support our arguments in the general high-dimensional case.

More specifically, recent evidences from practical applications [17] showed that although the multiple local minima have nearly equivalent training accuracy, the flat minimizers tend to generalize well while the sharp minimizers always lead to a degradation in generalization performance. As such, closing the gap in accuracy between training and testing procedures has received significant attention in recent years, which is the focus of this section.

4.1. Binary Classification Task in Dimension One. To begin with, we consider a binary classification problem in which the model parameter or, equivalently, the velocity function \( f(x,t) \) is a constant value to be determined, and the operation (2.1) is set to be an identity mapping \( S = \text{id} \). Note that for this concrete example, there is one redundant component in the terminal condition (3.12). As such, we may, without any loss of generality, assume that \( T(x) = \sigma(x) = \frac{1}{1 + e^{-x}} \) is the sigmoid function and \( \Omega = \mathbb{R} \).
Noise injection can smooth the $\ell_2$-loss landscape to aid optimization, e.g., lessening of energy barrier between pairs of minima and enhancing the convexity of rugged landscape.

Accordingly, for the plain ResNet (3.11), the solution to constrained equations (3.9) and the loss function (3.10) are, respectively, given by

$$v(x, t) = \sigma(x + (1-t)f) \quad \text{and} \quad J_0(f) = \mathbb{E}_{y \in \mathbb{R}} \left[ \|\sigma(y + f) - h(y)\| \right].$$

On the contrary, by reversing time $\tilde{u}(x, t) = u(x, 1-t)$, the backward Kolmogorov’s equations (3.6) can be reformulated as an initial value problem in forward time, that is,

$$\begin{align*}
\tilde{u}_t - f \cdot \tilde{u}_x - \frac{\varepsilon^2}{2} f^2 \cdot \tilde{u}_{xx} &= 0 \quad \text{in} \ R \times (0, 1], \\
\tilde{u}(x, 0) &= \sigma(x) \quad \text{in} \ R,
\end{align*}$$

where $\varepsilon$ and $f$ are parameters.
where \( g(x, t) = f \in \mathbb{R} \). By the Fourier transform [6], the solution to constraint (4.1) takes the form

\[
\tilde{u}(x, t) = \sigma \ast \varphi(x, t) \quad \text{where} \quad \varphi(x, t) = \frac{1}{\sqrt{2\pi t \epsilon^2 f^2}} \exp \left( -\frac{(x + tf)^2}{2t \epsilon^2 f^2} \right),
\]

and the associated loss function (3.7) is thus defined as

\[
\mathcal{J}_\epsilon(f) = \mathbb{E}_{y \in \mathbb{R}} \left[ \| \sigma \ast \varphi(y, 1) - h(y) \| \right].
\]

Given a particular dataset consisting of the sample \( y \in \mathbb{R} \) and its ground-truth label \( h(y) \in \mathbb{Z}_2 \), Figure 3 implies that the non-convex and rugged landscape for quadratic loss, namely, \( \| \cdot \| = \| \cdot \|_2 \) in both (3.10) and (3.7), can be flattened out through stochastic training, which offers the capability of escaping from poor local minima and therefore forces the optimization algorithms toward better optima. More specifically, the energy barriers between pairs of local minima can be lessened by injecting noise so that the convexity of rugged loss landscape is enhanced to aid optimization. Similar regularization effects are observed in Figure 4 for the \( \ell_1 \)-loss (i.e., \( \| \cdot \| = \| \cdot \|_1 \)), which validate the effectiveness of our method.

However, injecting more noise in the feature flow (3.4) makes it harder to fit the training data. As a consequence, the resulting model parameters could be invalid for inference as depicted in Figure 4b, since the effective information in the flow of feature map is swamped by the injected noise. Put differently, stochastic training of a plain ResNet incurs a trade-off between model regularization and data fitting, where both parts are imperative to improve the generalization performance. Therefore, instead of simply setting the survival probability to be the default value \( (p = 0.5) \) [31] that may cause negative feedback [10], we argue here that a fine-tuned noise level can improve the generalization capability of trained models, and experimental results in the following section validate our statements.

Since the machine learning models are typically trained using SGD or one of its variants, we show, in Figure 5, the SGD iterative solutions on a plain/regularized loss landscape using a small/large-batch size \( m \in \mathbb{Z}_+ \) (not relabeled). As mentioned before, the loss landscape of plain ResNet is highly rugged as depicted in Figure 5c, where the large-batch SGD approximations are trapped in sharp ravine due to the high energy barrier between pairs of local minima. Although this issue can be circumvented by using a small-batch method as shown in Figure 5a, large-batch methods are preferable in practice due to computing efficiency [30]. Hence, the stochastic training strategy is highly desirable for practical applications since the training task can be well simplified due to the smoothing effects (see Figure 5g and Figure 5e for example).

In addition, recent work by [2, 17, 12, 13] conjectures that the flatness of minimizer in the loss landscape is critically related to the generalization error of trained networks. That is, the optima found by small-batch methods usually lie in relatively flat ravines and are more likely to have a small gap between error on the training and test datasets, even if the training loss is worse than for the sharp minima found by large-batch methods. As such, we consider a double well like potential depicted in Figure 5d and Figure 5b, where the stochastic regularization effects shown in Figure 5f and Figure 5h allow the SGD algorithm to converge to broader minimizer without tuning the batch size.
Figure 5: Small/large-batch SGD iterative solutions on the plain/regularized $\ell_2$-loss landscape where the color is arranged from light pink to dark red as the iteration increases. The left and right columns correspond to two different datasets, and the same setting is utilized for each column except for the noise level $\varepsilon$ and batch-size $m$. 
4.2. Experiments on Real-world Dataset. In this section, we evaluate the proposed stochastic training strategy (3.1) for a real-world image classification task, i.e., the CIFAR-10 dataset [19] where the dropout technique has been actively used [15, 7, 26]. To isolate the stochastic regularization effects, we compare the empirical performance of PreResNets with or without injecting dropout layers.

4.2.1. Implementation Details. Models are trained on the 50k training images with a batch size of 128, a weight decay of $10^{-4}$ and momentum 0.9, which is then evaluated on the 10k test images. Standard data augmentation is utilized [21]. The training starts with a learning rate of 0.1, and is divided by 10 at 81 and 122 epochs. All models are trained on 2 Nvidia Tesla GPUs and terminated after 164 epochs.

During training, the retained activation is scaled up by $1/p$ as shown in (3.1), where the dropout tensor $\gamma_k$ is overwritten with new random numbers over iterations. At test time, the plain PreResNet (2.4) with learned model parameters is used for validation, i.e., no noise is injected in validation or, equivalently, $p \equiv 1$ in (3.1). To be specific, the proposed training procedure using BasicBlock (see Remark 2.1) is defined by

$$\begin{align*}
\min_{S, F, T} & \quad J_\varepsilon(S, F, T) = \frac{1}{|\Omega|} \sum_{y_i \in \Omega} \| T(X_K | X_0 = Sy_i) - h(y_i) \| , \\
\text{subject to} & \quad X_{k+1} = X_k + \left[ w_k^{(2)} \cdot a \left( w_k^{(1)} \cdot a(X_k) \right) \right] \odot \frac{\gamma_k}{p},
\end{align*}$$

(4.2)

where $J_\varepsilon$ is the empirical loss (not relabeled) over the training database $\{y_i, h(y_i)\}_{i=1}^{50k}$, $\gamma_k \sim \text{Bern}(p)$ the dropout mask tensor where $p \in (0, 1]$ during training and $p = 1$ in test mode, $\| \cdot \|$ the cross-entropy loss for multi-class classification task, and $0 \leq k \leq K - 1$ in which $K$ is the total number of residual blocks.

4.2.2. Experimental Results. The results in Table 1 represent the validation errors of the proposed PreResNet with a different number of layers and survival probabilities, where the case $p = 100\%$ corresponds to the plain PreResNet (baseline). We run each method 4 times and report the mean validation error. The best results, as well as the highest accuracy, are displayed in bold. Graphs showing the standard error bars (mean ± standard deviation)

| $p$ | 85% | 87.5% | 90% | 92.5% | 95% | 97.5% | 100% |
|-----|-----|-------|-----|-------|-----|-------|-----|
| PreResNet-20 | 7.65 | 7.67 | **7.59** (7.28) | 7.80 | 7.91 | 7.98 | 8.22 (7.98) |
| PreResNet-56 | **6.19** (6.05) | 6.24 | 6.22 | 6.28 | 6.30 | 6.43 | 6.55 (6.44) |
| PreResNet-110 | 5.88 | **5.58** (5.48) | 5.74 | 5.65 | 5.69 | 5.75 | 6.00 (5.86) |

Table 1: Top-1 error rates (%) on CIFAR-10 test set. All the results are mean value of 4 runs where the best results (with the highest accuracy in the bracket) are displayed in bold.
Figure 6: Training loss and validation error versus survival probability. The results are computed with 4 runs on CIFAR-10, shown with standard error bars.

are given in Figure 6. Clearly, both Table 1 and Figure 6 imply that the stochastic training strategy (4.2) can improve the generalization capability of trained networks, provided that a suitable survival probability $p$ is used. Otherwise, the neural network may fail to converge to a good solution when eliminating too many connections [10], since the loss landscape is somewhat over-damped as the regularization parameter $\varepsilon$ increases.

Moreover, for the learning curve of PreResNet-20, the deviation from its mean is depicted in Figure 7 where two different dropout probabilities are chosen. Note that, as $p \to 100\%$ (or, equivalently, the parameter $\varepsilon \to 0$), the improvement in inference is reduced since the regularization term diminishes. The determination of the optimal dropout probability associated with the depth of ResNet, which depends on the regularization of loss landscape associated with the discrete dynamic, is an interesting open question that needs further study.

We also present the training and validation loss (accuracy) for PreResNet-20 of one simulation in Figure 7. By adding dropout layers, the gap between training and inference procedures is reduced for both the loss value and accuracy. In other words, we can trade some loss in training accuracy (or cross-entropy loss) for improvement in the generalization performance. Similar observations can be make for PreResNet-56/110 which validate our arguments, we refer the readers to Figure 8 for more details.

5. Conclusion and Future Work. The method of (stochastic) modified equations is applied in this work to show that ResNet-like models with noise injection can be regarded as
numerical discretizations of stochastic differential equations with multiplicative noise, which enables us to bridge a variety of stochastic training strategies with the optimal control of backward Kolmogorov’s equations. Based on this connection, the training procedure of a plain ResNet can be naturally interpreted as the minimization of systems governed by transport equations. This finding brings us a novel perspective on the regularization effects of stochastic training techniques, e.g., the injected noise acts explicitly as a second-order artificial viscosity term in the backward Kolmogorov’s equations which cuts down the number of poor local minima and forces the optimization algorithm toward optima that generalize well, which we hope to shed light on the design of more explainable and efficient stochastic training methods. To further characterize the regularization effects, a perspective of loss landscape is applied to a binary classification problem in dimension one, and experimental results for a real-world application support our arguments.

Since stochastic training strategy incurs a trade-off between data fitting and model regularization, it will be interesting to determine the optimal noise level associated with the depth of ResNet models. Moreover, in contrast to the aforementioned methods that regularize the label prediction, the rugged loss landscape could also be smoothed by convolution with a Gaus-
Figure 8: Learning curves (mean ± variance) for PreResNet-56/110 with different dropout ratios, and learning curves for PreResNet-56/110 at training (T) and validation (V) during one simulation.
sian kernel [2, 3] or an elliptic smoothing operator [28]. The latter offers a regularization that can be achieved by simply modifying SGD algorithms during iteration. Furthermore, one may combine both methods into a hybrid approach that forces optimization towards flat plateau regions to improve the generalization performance. We leave to future work more detailed analysis of these approaches and quantitative studies of tuning of regularization parameters.
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