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Quantum spaces are revealing rich geometrical structures and are the subject of intense research activities. In this paper we present a construction of monopoles on the quantum projective plane $\mathbb{C}P^2_q$. By a monopole we mean a line bundle over $\mathbb{C}P^2_q$, that is to say a ‘rank 1’ (in a sense to be made precise) finitely generated projective module over the coordinate algebra $\mathcal{A}(\mathbb{C}P^2_q)$, endowed with a connection having anti-selfdual curvature; these are described in Sect. 6. Necessary for the anti-selfduality was a differential calculus and a Hodge star operators on forms. In Sect. 5 we give a full differential $\ast$-calculus on $\mathbb{C}P^2_q$ with an Hodge star operator which satisfies all the required properties.

Both the K-theory and the K-homology groups of the quantum projective plane are known: $K_0(\mathcal{A}(\mathbb{C}P^2_q)) \cong \mathbb{Z}^3 \cong K^0(\mathcal{A}(\mathbb{C}P^2_q))$ while $K_1(\mathcal{A}(\mathbb{C}P^2_q)) = 0 = K^1(\mathcal{A}(\mathbb{C}P^2_q))$. Thus, a finitely generated projective module over $\mathcal{A}(\mathbb{C}P^2_q)$ is uniquely identified by three integers. Hermitian vector bundles over a homogeneous space – actually the corresponding modules of sections – can be equivalently described as vector valued functions over the total space which are equivariant for a suitable action of the structure group: that is to say, one thinks of sections as ‘equivariant maps’. This construction still makes sense for quantum homogeneous spaces. In Sect. 3 we describe general Hermitian ‘vector bundles’ on $\mathbb{C}P^2_q$ as modules of equivariant elements; we then specialize to line bundles, for which we construct explicit projections (they are all finitely generated projective modules). The generators of the K-homology are obtained in Sect. 4 where we also compute their pairings with the line bundle projections; the resulting numbers are interpreted as the rank (always 1 for line bundles) and 1st and 2nd Chern numbers of the underlying ‘vector bundles’. In particular, we identify three natural generators for the K-theory of $\mathbb{C}P^2_q$ and three dual generators for its K-homology.

Classically, topological invariants are computed by integrating powers of the curvature of a connection, and the result depends only on the class of the vector bundle, and not on the chosen connection. In order to integrate the curvature of a connection on the quantum projective space $\mathbb{C}P^2_q$ one needs ‘twisted integrals’; moreover, one does not gets integers any longer but rather $q$-analogues of integers. In Sect. 7 we give some general result on equivariant K-theory and K-homology and corresponding Chern-Connes characters, and then focus on $\mathbb{C}P^2_q$ with equivariance under the action of the symmetry algebra $U_q(\mathfrak{su}(3))$. In particular, we construct 2 and 4 twisted cocycles that, when paired
with the line bundle projections, give \( q \)-analogues of monopole and instanton numbers of the line bundle. When the deformation parameter \( q \) is transcendental the equivariant \( K_0 \)-group has (at least) a countable number of generators, \( K_0^{A(\mathbb{C}P^2_q)}(\mathcal{A}(\mathbb{C}P^2_q)) \supset \mathbb{Z}^\infty \).

After this introduction, we start in Sect. 2 with some basic results on the geometry of the quantum projective plane \( \mathbb{C}P^2_q \) and its symmetry algebra \( \mathcal{U}_q(\mathfrak{su}(3)) \).

One of our motivation for the present work was to study quantum field theories on noncommutative spaces. The construction of monopoles on \( \mathbb{C}P^2_q \) that we present here (instanton configurations on \( \mathbb{C}P^2_q \) will be reported in [9]) is a step in this direction. In this spirit, in Sect. 6.2 we study gauged Laplacian operators acting on modules of sections of monopole bundles. Its complete diagonalization is made possible by the presence of many symmetries. From the point of view of physics, such an operator would describe ‘excitations moving on the quantum projective space’ in the field of a magnetic monopole. In the limit \( q \to 1 \) it provides a model of quantum Hall effect on the projective plane.

**Notations.**
Throughout this paper the deformation parameter will be taken to be \( 0 < q < 1 \). The symbol \([x] \) denotes the \( q \)-analogue of any \( x \in \mathbb{C} \),

\[
[x] := \frac{q^x - q^{-x}}{q - q^{-1}} ;
\]

For \( n \) a positive integer the \( q \)-factorial is \([n]! := [n][n-1]\ldots[2][1] \), with \([0]! := 1 \) and the \( q \)-binomial is given by

\[
[n \choose m] := \frac{[n]!}{[m]![n-m]!}.
\]

For convenience we define the \( q \)-trinomial coefficient as

\[
[j,k,l]! = q^{-(jk+kl+lj)} \frac{[j+k+l]!}{[j]![k]![l]!} .
\]

We shall use Sweedler notation for coproducts \( \Delta(h) = h(1) \otimes h(2) \) with a sum understood. Finally, all algebras will be unital \(*\)-algebras over \( \mathbb{C} \), and their representations will be implicitly assumed to be unital \(*\)-representations.

2. The quantum projective plane and its symmetries

We recall from [6] some results on the geometry of the quantum projective plane.

2.1. The algebra of ‘infinitesimal’ symmetries.

Let \( \mathcal{U}_q(\mathfrak{su}(3)) \) denote the Hopf \(*\)-algebra generated by elements \( \{K_i, K_i^{-1}, E_i, F_i\}_{i=1,2} \), with \(*\)-algebra structure \( K_i = K_i^* \) and \( F_i = E_i^* \), and relations

\[
[K_i, K_j] = 0 , \quad [E_i, F_i] = \frac{K_i^2 - K_j^2}{q - q^{-1}} , \quad [E_i, F_j] = 0 \quad \text{if} \ i \neq j ,
\]

\[
K_i E_i K_i^{-1} = q E_i \quad K_i E_j K_i^{-1} = q^{-1/2} E_j \quad \text{if} \ i \neq j ,
\]

and (Serre relations)

\[
E_i^2 E_j - (q + q^{-1}) E_i E_j E_i + E_j E_i^2 = 0 \quad \forall \ i \neq j .
\]
Additional relations for the $F_i$’s are obtained from the above ones by taking their $*$-conjugated. Our $\mathcal{U}_q(\mathfrak{su}(3))$ is the ‘compact’ real form of the Hopf algebra denoted $\tilde{U}_q(\mathfrak{sl}(3))$ in Sect. 6.1.2 of [11]. With the $q$-commutator defined as

$$[a, b]_q := ab - q^{-1}ba,$$

relations (2.1) can be rewritten in the form $[E_i, [E_j, E_i]]_q = 0$ or $[[E_i, E_j]_q, E_i]_q = 0$. Counit, antipode and coproduct are given by

$$\epsilon(K_i) = 1, \quad \epsilon(E_i) = \epsilon(F_i) = 0,$$

$$S(K_i) = K_i^{-1}, \quad S(E_i) = -qE_i, \quad S(F_i) = -q^{-1}F_i,$$

$$\Delta(K_i) = K_i \otimes K_i, \quad \Delta(E_i) = E_i \otimes K_i + K_i^{-1} \otimes E_i, \quad \Delta(F_i) = F_i \otimes K_i + K_i^{-1} \otimes F_i,$$

for $i = 1, 2$. An easy check on generators gives for the square of the antipode:

$$S^2(h) = (K_1K_2)^4 h (K_1K_2)^{-4}, \quad \text{for all } h \in \mathcal{U}_q(\mathfrak{su}(3)). \quad (2.2)$$

For obvious reasons we denote $\mathcal{U}_q(\mathfrak{su}(2))$ the Hopf $*$-subalgebra of $\mathcal{U}_q(\mathfrak{su}(3))$ generated by the elements $\{K_1, K_1^{-1}, E_1, F_1\}$, while $\mathcal{U}_q(\mathfrak{u}(2))$ denotes the Hopf $*$-subalgebra generated by $\mathcal{U}_q(\mathfrak{su}(2))$ and $L = K_1K_2^2$ and $L^{-1} = (K_1K_2^2)^{-1}$. We shall also use the notation $\mathcal{U}_q(\mathfrak{u}(1))$ for the Hopf $*$-subalgebra generated by $L$ and $L^{-1}$.

We need finite-dimensional highest weight irreducible representations for which the $K_i$’s are positive operators; these are all the finite-dimensional irreducible representations that are well defined for $q \to 1$. For $\mathcal{U}_q(\mathfrak{su}(3))$ these representation are labelled by a pair of non-negative integers $(n_1, n_2) \in \mathbb{N}^2$. Basis vectors of the representation $(n_1, n_2)$ carry a multi-index $\mathbf{j} = (j_1, j_2, m)$ satisfying the constraints

$$j_i = 0, 1, 2, \ldots, n_i, \quad i = 1, 2, \quad \text{and} \quad \frac{1}{2}(j_1 + j_2) - |m| \in \mathbb{N}. \quad (2.3)$$

The representation $(n_1, n_2)$ is conveniently described as follows. We let $|\uparrow\rangle$ denote its highest weight vector, i.e. $E_i |\uparrow\rangle = 0$ and $K_i |\uparrow\rangle = q^{n_i/2} |\uparrow\rangle$ for $i = 1, 2$, and we let $X^{|n_1, n_2\rangle}_L \in \mathcal{U}_q(\mathfrak{su}(3))$ be the element

$$X^{|n_1, n_2\rangle}_L := \sum_{j_1, j_2, m}^{n_1-j, n_2} \sum_{k=0}^{j_1+j_2+m+1} q^{k(j_1+j_2+k+1)} \left[ \begin{array}{c} n_1-j \\ j_1+j_2+k+1 \end{array} \right] \left[ \begin{array}{c} n_2 \\ j_1+j_2+k+1 \end{array} \right] F_1^{j_1+j_2-m+k} F_2^{j_1+j_2-k} F_1^{j_1+j_2+k}, \quad (2.4)$$

with

$$N^{|n_1, n_2\rangle}_L := \sqrt{\frac{(j_1+j_2+1)!}{(j_1+j_2+2-m)!}} \frac{(j_1+j_2+1)!}{(j_1+j_2+2-m)!} \frac{(n_1-j_2)!}{(n_1-j_1)!} \frac{(n_1+j_1+1)!}{(n_1+j_1+2-m)!} \frac{(n_2-j_1)!}{(n_2-j_2)!} \frac{(n_2+j_2+1)!}{(n_2+j_2+2-m)!},$$

Then, the vector space $V_{n_1, n_2}$ underlying the representation is spanned by the vectors $|\mathbf{j}\rangle := X^{|n_1, n_2\rangle}_L |\uparrow\rangle$. Using the commutation rules of $\mathcal{U}_q(\mathfrak{su}(3))$ one proves that in this basis the representation is given by (cf. [6] Sect. 2))

$$K_1 |j_1, j_2, m\rangle := q^m |j_1, j_2, m\rangle,$$

$$K_2 |j_1, j_2, m\rangle := q^{\frac{1}{2}(j_1-j_2)+\frac{1}{2}(n_2-n_1-m)} |j_1, j_2, m\rangle,$$

$$E_1 |j_1, j_2, m\rangle := \sqrt{\frac{1}{2}(j_1+j_2) - m} \left[ \begin{array}{c} 1 \\ j_1+j_2 \end{array} + m+1 \right] |j_1, j_2, m+1\rangle,$$

$$E_2 |j_1, j_2, m\rangle := \sqrt{\frac{1}{2}(j_1+j_2) - m} \left[ \begin{array}{c} 1 \\ j_1+j_2 \end{array} - m+1 \right] |j_1, j_2, m-1\rangle,$$

$$F_1 |j_1, j_2, m\rangle := \sqrt{\frac{1}{2}(j_1+j_2) - m} \left[ \begin{array}{c} 1 \\ j_1+j_2 \end{array} - m \right] |j_1, j_2, m+1\rangle,$$

$$F_2 |j_1, j_2, m\rangle := \sqrt{\frac{1}{2}(j_1+j_2) - m} \left[ \begin{array}{c} 1 \\ j_1+j_2 \end{array} - m \right] |j_1, j_2, m-1\rangle.$$
\[ E_2 |j_1, j_2, m\rangle := \sqrt{\frac{1}{2}(j_1 + j_2) - m + 1} A_{j_1, j_2} |j_1 + 1, j_2, m - \frac{1}{2}\rangle \\
+ \sqrt{\frac{1}{2}(j_1 + j_2) + m} B_{j_1, j_2} |j_1, j_2 - 1, m - \frac{1}{2}\rangle , \]
with \( F_i \) the transpose of \( E_i \), and with coefficients given by
\[
A_{j_1, j_2} := \frac{[n_1 - j_1][n_2 + j_1 + 2][j_1 + 1]}{[j_1 + j_2 + 1][j_1 + j_2 + 2]},
\]
\[
B_{j_1, j_2} := \begin{cases} 
\sqrt{\frac{1}{2}(j_1 + j_2 + 1)[n_2 - j_2 + 1][j_2]} & \text{if } j_1 + j_2 \neq 0 \\
1 & \text{if } j_1 + j_2 = 0.
\end{cases}
\]
It is a \( \ast \)-representation for the inner product \( \langle j|j'\rangle = \delta_{jj'} \). With our notation, the highest weight vector is \( |1\rangle = |n_1, 0, \frac{1}{2} n_1\rangle \). The representation \( \rho^{n_1, n_2} : U_q(\text{su}(3)) \to \text{End}(V_{n_1, n_2}) \), has matrix elements \( \rho^{n_1, n_2}(h) := \langle 1| h |j\rangle \).

Since \( L = K_1 K_2^2 \) commutes with all elements of \( U_q(\text{su}(2)) \), any irreducible representation \( \sigma_{\ell,N} \) of \( U_q(\text{u}(2)) \) is the product of a representation of \( U_q(\text{su}(3)) \) (these are labelled by the ‘spin’ \( \ell \) with \( \ell \in \frac{1}{2}\mathbb{N} \)), and a representation of charge \( N \) of the Hopf \( \ast \)-subalgebra \( U_q(\text{u}(1)) \) generated by \( L \), that is \( \sigma_{\ell,N}(L) = q^{N}\). Restricting the representation \( \rho^{n_1, n_2} \) of \( U_q(\text{su}(3)) \) to \( U_q(\text{u}(2)) \) we get:
\[
\rho^{n_1, n_2}|_{U_q(\text{u}(2))} \simeq \bigoplus_{2\ell=0}^{n_1+n_2} \bigoplus_{N+\frac{\ell}{2}+n_2=\max\{-\ell, -n_2\}}^{\min\{\ell, n_1-n_\ell\}} \sigma_{\ell,N},
\]
and thus the representations \( \sigma_{\ell,N} \) of \( U_q(\text{u}(2)) \) appearing as components in at least one representation of \( U_q(\text{su}(3)) \) are only those for which \( \ell + \frac{1}{3}N \in \frac{1}{2}\mathbb{Z} \), or equivalently \( \ell + N \in \mathbb{Z} \) (since \( 2\ell \in \mathbb{Z} \)).

For later use (in Sect. 2.2) we need the Casimir operator; it is the operator given (in a slightly enlarged algebra, cf. [8]) by
\[
C_q = (q - q^{-1})^{-2} \left\{ (H + H^{-1}) \left( (qK_1 K_2)^2 + (qK_1 K_2^{-2}) \right) + H^2 + H^{-2} - 6 \right\} \\
+ (q H K_2^2 + q^{-1} H^{-1} K_2^{-2}) F_1 E_1 + (q H^{-1} K_1^2 + q^{-1} H K_1^{-2}) F_2 E_2 \\
+ q H [F_2, F_1]_q [E_1, E_2]_q + q H^{-1} [F_1, F_2]_q [E_2, E_1]_q , \tag{2.5}
\]
with \( H := (K_1 K_2^{-1})^{2/3} \). In the representation \( \rho^{n_1, n_2} \) it has spectrum
\[
C_q|_{V_{n_1, n_2}} = \left[ \frac{1}{3} (n_1 - n_2)^2 + \frac{1}{3} (2n_1 + n_2) + 1 \right]^2 + \left[ \frac{1}{3} (n_1 + 2n_2) + 1 \right]^2 . \tag{2.6}
\]

2.2. The quantum SU(3) group.
The deformation \( \mathcal{A}(\text{SU}_q(3)) \) of the Hopf \( \ast \)-algebra of representative functions of SU(3) is given in [12] (see also [11], Sect. 9.2). As a \( \ast \)-algebra it is generated by elements \( u_j^i \), with \( i, j = 1, 2, 3 \), having commutation relations
\[
u^i_k u^j_k = qu^j_k u^i_k , \quad u^i_k u^j_k = qu^j_k u^i_k , \quad \forall i < j ,
\]
\[ [u^i, u^j_k] = 0 , \quad [u^i_k, u^j_l] = (q - q^{-1})u^i_k u^j_l , \quad \forall \ i < j , \ k < l . \]

There is also a cubic relation
\[
\sum_{\pi \in S_3} (-q)^{||\pi||} u^1_{\pi(1)} u^2_{\pi(2)} u^3_{\pi(3)} = 1 ,
\]
with the sum over all permutations \( \pi \) of the three elements \{1, 2, 3\} and \( ||\pi|| \) is the length of \( \pi \). The \( * \)-structure is given by
\[
(u^i_j)^* = (-q)^{i-j}(u^{k_1}_{i_1} u^{k_2}_{i_2} - q u^{k_1}_{i_2} u^{k_2}_{i_1}) ,
\]
with \( \{k_1, k_2\} = \{1, 2, 3\} \setminus \{i\} \) and \( \{l_1, l_2\} = \{1, 2, 3\} \setminus \{j\} \), as ordered sets. Thus for example \((u^1_1)^* = u^2_2 u^3_3 - q u^2_3 u^3_2 \). Coproduct, counit and antipode are the standard ones:
\[
\Delta(u^i_j) = \sum_k u^k_i \otimes u^j_k , \quad \epsilon(u^i_j) = \delta^i_j , \quad S(u^i_j) = (u^i_j)^* .
\]

There is a non-degenerate dual pairing (cf. [11], Sect. 9.4)
\[
\langle \ , \rangle : \mathcal{U}_{q}(\mathfrak{su}(3)) \times \mathcal{A}(\mathcal{S}_{q}(3)) \rightarrow \mathbb{C} ,
\]
which allows one to define left \( \triangleright \) and right \( \triangleleft \) canonical actions of \( \mathcal{U}_{q}(\mathfrak{su}(3)) \) on \( \mathcal{A}(\mathcal{S}_{q}(3)) \),
\[
h \triangleright a = a_{(1)} \langle h, a_{(2)} \rangle , \quad \text{and} \quad a \triangleleft h = \langle h, a_{(1)} \rangle a_{(2)} .
\]
By using the counit on these equations one gets that
\[
\langle h, a \rangle = \epsilon(h \triangleright a) = \epsilon(a \triangleleft h) , \quad (2.7)
\]
for all \( h \in \mathcal{U}_{q}(\mathfrak{su}(3)) \) and \( a \in \mathcal{A}(\mathcal{S}_{q}(3)) \). Also, it is known that the left (resp. right) canonical action is dual to the right (resp. left) regular action. For the case at hand this is the statement that
\[
\langle x, y, a \rangle = \langle x, a_{(1)} \rangle \langle h, a_{(2)} \rangle \langle y, a_{(3)} \rangle = \langle h, y \triangleright a \triangleleft x \rangle , \quad (2.8)
\]
for all \( x, y, h \in \mathcal{U}_{q}(\mathfrak{su}(3)) \) and \( a \in \mathcal{A}(\mathcal{S}_{q}(3)) \). On generators the actions are given by
\[
K_i \triangleright u^j_k = q^{\delta(i+1,k)-\delta(i,k)} u^j_k , \quad E_i \triangleright u^j_k = \delta_{i,k} u^j_{i+1} , \quad F_i \triangleright u^j_k = \delta_{i+1,k} u^j_i ,
\]
\[
u^j_k \triangleleft K_i = q^{\delta(i+1,j)-\delta(i,j)} u^j_k , \quad u^j_k \triangleleft E_i = \delta_{i+1,j} u^j_i , \quad u^j_k \triangleleft F_i = \delta_{i,j} u^{i+1}_k . \quad (2.9)
\]
By the Peter-Weyl theorem [11] a linear basis \( \{ t^{n_1,n_2}_{i_1,i_2} \} \) of \( \mathcal{A}(\mathcal{S}_{q}(3)) \) is defined implicitly by
\[
\langle h, t^{n_1,n_2}_{i_1,i_2} \rangle = \rho^{n_1,n_2}_{i_1,i_2}(h) , \quad \forall \ h \in \mathcal{U}_{q}(\mathfrak{su}(3)) .
\]
From the definition it follows that \( \Delta(t^{n_1,n_2}_{i_1,i_2}) = \sum_k t^{n_1,n_2}_{i_1,i_2} \otimes t^{n_1,n_2}_{k_1,k_2} \) and \( (t^{n_1,n_2}_{i_1,i_2})^* = S(t^{n_1,n_2}_{i_1,i_2}) \) (that is, \( t^{n_1,n_2}_{i_1,i_2} \) is a unitary matrix). Also, this matrix transforms according to the representation \( \rho^{n_1,n_2}_{i_1,i_2} \) under the left/right canonical action:
\[
h \triangleright t^{n_1,n_2}_{i_1,i_2} = \sum_k \rho^{n_1,n_2}_{i_1,i_2} \rho^{n_1,n_2}_{k_1,k_2}(h) , \quad t^{n_1,n_2}_{i_1,i_2} \triangleleft h = \sum_k \rho^{n_1,n_2}_{i_1,i_2}(h) \rho^{n_1,n_2}_{k_1,k_2} , \quad (2.10)
\]
for all \( h \in \mathcal{U}_{q}(\mathfrak{su}(3)) \). For \((n_1, n_2) = (0, 1)\) the elements \( t^{n_1,n_2}_{i_1,i_2} \) are just the generators \( u^j_i \) (properly reordered). Let us describe them in general.
Proposition 2.1. We have

\[ t_{k^1_2}^{n_1 n_2} = X_2^{n_1 n_2} \triangleright \{ (u_1^3)^* \}^{n_1} (u_3^a)^{n_2} \triangleleft (X_2^*{n_1 n_2})^* , \tag{2.11} \]

where \( X_2^{n_1 n_2} \) are given in [2.4].

Proof. By the Poincaré-Birkhoff-Witt theorem \([\text{11 \ Thm. 6.24}]\), the vector space \( U_q(\mathfrak{su}(3)) \) is spanned by elements of the form \( h = f K^1_2 K^2_2 e \), where \( e \) is a product of \( E_i \)'s and \( f \) is a product of \( F_i \)'s. Since \( E_i \triangleright \) = \( \langle \triangleright \, F_i = 0 \), it follows that \( \rho_1^0(n_2) = 0 \) unless \( e \) and \( f \) have degree zero. For \( e = f = 1 \) one gets \( \rho_1^1(n_2) = q^{1/2(n_1 - sn_2)} \), since \( K_1 \triangleright \) = \( q^{n_2/2} \triangleright \).

Let us define \( u_1^{n_1 n_2} := \{ (u_1^3)^* \}^{n_1} (u_3^a)^{n_2} \). From the explicit formul\( e \) it follows that \( E_i \triangleright u_1^{n_1 n_2} = 0 = u_1^{n_1 n_2} \triangleleft F_i \). Thus, by using \([2.7]\), \( \langle f K^2_2 e, u_1^{n_1 n_2} \rangle = 0 \) unless \( e = f = 1 \). When \( e = f = 1 \), from \( K_i \triangleright u_1^{n_1 n_2} = u_1^{n_1 n_2} \triangleleft K_i = q^{n_2/2} u_1^{n_1 n_2} \) it derives that \( \langle K^2_2 e, u_1^{n_1 n_2} \rangle = q^{1/2(n_1 - sn_2)} \). Hence, \( \langle h, u_1^{n_1 n_2} \rangle = \rho_1^1(n_2) \) for all \( h \in U_q(\mathfrak{su}(3)) \). But this implies that

\[
\langle h, t_{k^1_2}^{n_1 n_2} \rangle = \langle h, u_1^{n_1 n_2} \rangle = \langle \uparrow | X_2^{n_1 n_2} h X_2^{n_1 n_2} | \uparrow \rangle = \langle h, X_2^{n_1 n_2} \triangleright u_1^{n_1 n_2} \triangleleft (X_2^{n_1 n_2})^* \rangle ,
\]

using the identity \([2.8]\). Thus \( t_{k^1_2}^{n_1 n_2} = X_2^{n_1 n_2} \triangleright u_1^{n_1 n_2} \triangleleft (X_2^{n_1 n_2})^* \), which is just \([2.11]\). \( \square \)

2.3. The quantum 5-sphere and the quantum projective plane.

The most natural way to arrive to \( \mathbb{C}P^2_q \) is via the 5-sphere \( S^5_q \). We shall therefore start from the algebra of coordinate functions on the latter, defined as

\[
\mathcal{A}(S^5_q) := \{ a \in \mathcal{A}(SU_q(3)) \mid a \triangleleft h = \epsilon(h) a , \forall h \in U_q(\mathfrak{su}(2)) \}
\]

and, as such, it is the \( * \)-subalgebra of \( \mathcal{A}(SU_q(3)) \) generated by elements \( \{ u^3_i \}, i = 1, \ldots, 3 \) of the last ‘row’. In \([\text{17}]\) it is proved to be isomorphic, through the identification \( z_i = u^3_i \), to the abstract \( * \)-algebra with generators \( z_i, z_i^* \), \( i = 1, 2, 3 \), and relations:

\[
\begin{align*}
    z_i z_j &= q z_j z_i \quad \forall \ i < j ,
    z_i^* z_j &= q z_j z_i^* \quad \forall \ i \neq j ,
    [z_1^*, z_1] &= 0 ,
    [z_2^*, z_2] &= (1 - q^2) z_1 z_1^* ,
    [z_3^*, z_3] &= (1 - q^2) (z_1 z_1^* + z_2 z_2^*) ,
    z_1 z_1^* + z_2 z_2^* + z_3 z_3^* &= 1 .
\end{align*}
\]

These relations will be useful later on.

The \( * \)-algebra \( \mathcal{A}(\mathbb{C}P^2_q) \) of coordinate functions on the quantum projective plane \( \mathbb{C}P^2_q \) is the fixed point subalgebra of \( \mathcal{A}(SU_q(3)) \) for the right action of \( U_q(\mathfrak{u}(2)) \),

\[
\mathcal{A}(\mathbb{C}P^2_q) := \{ a \in \mathcal{A}(SU_q(3)) \mid a \triangleleft h = \epsilon(h) a , \forall h \in U_q(\mathfrak{u}(2)) \}
\]

\[
\cong \{ a \in \mathcal{A}(S^5_q) \mid a \triangleleft K_1 K_2^2 = a \} . \tag{2.12}
\]

Clearly, both \( \mathcal{A}(S^5_q) \) and \( \mathcal{A}(\mathbb{C}P^2_q) \) are left \( U_q(\mathfrak{su}(3)) \)-module \( * \)-algebras.
The $*$-algebra $\mathcal{A}(\mathbb{C}P^2_q)$ is generated by elements $p_{ij} := z_i^* z_j = (u_i^3)^* u_j^3 = p_{ji}^*$ and from the relations of $\mathcal{A}(S^5_q)$ one gets analogous commutation relations for $\mathcal{A}(\mathbb{C}P^2_q)$:

\[
\begin{align*}
p_{ii}p_{jk} &= q^{\text{sign}(i-j)+\text{sign}(k-i)} p_{jk}p_{ii} & \text{if } i, j, k \text{ are distinct,} \\
p_{ii}p_{ij} &= q^{\text{sign}(j-i)+1} p_{ij}p_{ii} - (1 - q^2) \sum_{k<i} p_{ik}p_{kj} & \text{if } i \neq j, \\
p_{ij}p_{lk} &= q^{\text{sign}(k-j)} p_{lk}p_{ij} & \text{if } i \notin \{j, k\}, \\
p_{ij}p_{jk} &= q^{\text{sign}(i-j)+\text{sign}(k-j)+1} p_{jk}p_{ij} - (1 - q^2) \sum_{l<j} p_{il}p_{lk} & \text{if } i, j, k \text{ are distinct,} \\
p_{ij}p_{ji} &= (1 - q^2) \left( \sum_{l<i} p_{jl}p_{lj} - \sum_{l<j} p_{il}p_{li} \right) & \text{if } i \neq j 
\end{align*}
\]

with $\text{sign}(0) := 0$. The elements $p_{ij}$ are the matrix entries of a projection $P = (p_{ij})$, that is $P^2 = P = P^*$. This projection has $q$-trace:

\[\text{Tr}_q(P) := q^4 p_{11} + q^2 p_{22} + p_{33} = 1.\]

This projection gives the ‘tautological line bundle’ on $\mathbb{C}P^2_q$; general line bundles will be discussed in Sect. 3.2 below.

**Remark 2.2.** The two equalities in (2.12) give algebra inclusions $\mathcal{A}(\mathbb{C}P^2_q) \hookrightarrow \mathcal{A}(SU_q(3))$ and $\mathcal{A}(\mathbb{C}P^2_q) \hookrightarrow \mathcal{A}(S^5_q)$. These could be seen as ‘noncommutative principal bundles’ with ‘structure Hopf algebra’ $U_q(2)$ and $U(1)$ respectively. Indeed, the action of $U_q(\mathfrak{u}(2))$ on $\mathcal{A}(SU_q(3))$ dualizes to a coaction of $U_q(2)$ for which $\mathcal{A}(\mathbb{C}P^2_q)$ is the algebra of coinvariants. Analogously, the action of $U_q(\mathfrak{u}(1))$ on $\mathcal{A}(S^5_q)$ dualizes to a coaction of $U_q(1) \simeq U(1)$ for which again $\mathcal{A}(\mathbb{C}P^2_q)$ is the algebra of coinvariants. These are noncommutative analogues of the classical $U(2)$-principal bundle $SU(3) \to \mathbb{C}P^2$ and $U(1)$-principal bundle $S^5 \to \mathbb{C}P^2$.

### 3. Hermitian vector bundles

On the manifold $\mathbb{C}P^2_q$ we shall select suitable ‘monopole’ bundles. These will come as associated bundles to the principal fibrations on $\mathbb{C}P^2_q$ mentioned in the previous section. We start with the general construction of associated bundles: the starting idea is to define their modules of ‘sections’ as equivariant vector valued functions on $SU_q(3)$.

#### 3.1. Hermitian bundles of any rank.

With any $n$-dimensional $*$-representation $\sigma : U_q(\mathfrak{u}(2)) \to \text{End}(\mathbb{C}^n)$, one associates an $\mathcal{A}(\mathbb{C}P^2_q)$-bimodule of equivariant elements:

\[
\mathcal{M}(\sigma) = \mathcal{A}(SU_q(3)) \boxtimes_{\sigma} \mathbb{C}^n \\
:= \{ v \in \mathcal{A}(SU_q(3))^n \mid \sigma(S(h_{(1)}))(v \triangleleft h_{(2)}) = \epsilon(h) v; \ \forall h \in U_q(\mathfrak{u}(2)) \},
\]

where $v = (v_1, \ldots, v_n)^t$ is a column vector and row by column multiplication is implied. It is easy to see that $\mathcal{M}(\sigma)$ is also a left $\mathcal{A}(\mathbb{C}P^2_q) \rtimes U_q(\mathfrak{su}(3))$-module. In particular, $\mathcal{A}(\mathbb{C}P^2_q) = \mathcal{M}(\epsilon)$ is the module associated to the trivial representation given by the counit. A natural $\mathcal{A}(\mathbb{C}P^2_q)$-valued Hermitian structure on $\mathcal{M}(\sigma)$ is defined by

\[
\mathcal{M}(\sigma) \times \mathcal{M}(\sigma) \to \mathcal{A}(\mathbb{C}P^2_q), \quad (v, v') \mapsto v^\dagger \cdot v',
\]
where $v^\dagger$ is the conjugate transpose of $v$ and again one multiplies row by column. Indeed, if $v, v' \in \mathcal{M}(\sigma)$, for $h \in \mathcal{U}_q(\mathfrak{u}(2))$, and denoting $t := S(h)^*$, we have that

$$v^\dagger \cdot v' \triangleleft h = (v^\dagger \triangleleft h(1))(v' \triangleleft h(2)) = (v^\dagger \triangleleft h(1))\sigma(h(2))\sigma(S(h(3)))(v' \triangleleft h(4))$$

$$= (v^\dagger \triangleleft h(1))\sigma(h(2))\epsilon(h(3))v' = \{\sigma(h(2))^*v \triangleleft S(h(1))^*\}^* v'$$

$$= \{\sigma(S(t(1)))v \triangleleft t(2)\}^* v' = \epsilon(t)^* v^\dagger \cdot v' = \epsilon(h) v^\dagger \cdot v' ;$$

thus $v^\dagger \cdot v' \in \mathcal{A}(\mathbb{CP}^2_q)$ as it should be. We think of each $\mathcal{M}(\sigma)$ endowed with this Hermitian structure as the module of sections of an equivariant ‘Hermitian vector bundle’ over $\mathbb{CP}^2_q$.

**Remark 3.1.** Composing the Hermitian structure with (the restriction to $\mathcal{A}(\mathbb{CP}^2_q)$ of) the Haar functional $\varphi : \mathcal{A}(SU_q(3)) \to \mathbb{C}$, we get a non-degenerate $\mathbb{C}$-valued inner product on $\mathcal{M}(\sigma)$, $\langle v, v' \rangle := \varphi(v^\dagger \cdot v')$. This will be used later on in Sect. 5.3 when defining a Hodge operator on forms and gauged Laplacian operators on modules of sections.

Clearly $\mathcal{M}(\sigma_1) \oplus \mathcal{M}(\sigma_2) \simeq \mathcal{M}(\sigma_1 \oplus \sigma_2)$ for any pair of representations $\sigma_1, \sigma_2$. We have also an inclusion $\mathcal{M}(\sigma_1) \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} \mathcal{M}(\sigma_2) \subset \mathcal{M}(\sigma)$, where $\sigma := \sigma_1 \otimes \sigma_2$ is the Hopf tensor product of the two representations. Indeed, for $v = (v_1, \ldots, v_n)^t \in \mathcal{M}(\sigma_1)$ and $v' = (v'_1, \ldots, v'_n)^t \in \mathcal{M}(\sigma_2)$, the product $w = v \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} v'$ satisfies

$$\sigma(S(h(1))) \cdot (w \triangleleft h(2)) = \sigma_1(S(h(1)(1)))(v \triangleleft h(2)(1)) \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} \sigma_2(S(h(1)(2)))(v' \triangleleft h(2)(2))$$

$$= \sigma_1(S(h(2)))(v \triangleleft h(3)) \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} \sigma_2(S(h(1)))(v' \triangleleft h(4))$$

$$= \epsilon(h(2))v \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} \sigma_2(S(h(1)))(v' \triangleleft h(3))$$

$$= \epsilon(h)v \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} \sigma_2(S(h(1)))(v' \triangleleft h(2))$$

$$= \epsilon(h)v \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} v' = \epsilon(h)w ,$$

where we used anti-comultiplicativity of the antipode,

$$S(h(1)) \otimes S(h(2)) = S(h(2) \otimes h(1)) .$$

Thus, $w \in \mathcal{M}(\sigma)$. The inclusion is an isomorphism for the natural inner product

$$\langle v_1 \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} v_2, v'_1 \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} v'_2 \rangle = \langle v_1, v'_1 \rangle \langle v_2, v'_2 \rangle$$

on $\mathcal{M}(\sigma_1) \otimes_{\mathcal{A}(\mathbb{CP}^2_q)} \mathcal{M}(\sigma_2)$.

For the representations discussed at the end of Sect. 2.1 $\sigma_{\ell,N} : \mathcal{U}_q(\mathfrak{u}(2)) \to \text{End}(\mathbb{C}^{2\ell+1})$, with $\ell \in \frac{1}{2} \mathbb{N}$ and $\ell + N \in \mathbb{Z}$, we denote $\Sigma_{\ell,N} := \mathcal{M}(\sigma_{\ell,N})$. All these $\Sigma_{\ell,N}$ are finitely-generated and projective as one sided (i.e. both as left or right) $\mathcal{A}(\mathbb{CP}^2_q)$-modules. Now, since there always exists an irreducible representation $\rho^{n_1,n_2}$ of $\mathcal{U}_q(\mathfrak{su}(3))$ containing $\sigma_{\ell,N}$ as a summand, and since $\mathcal{M}(\sigma_{\ell,N})$ is a direct summand (as a bimodule) in the corresponding bimodule $\mathcal{M}(\rho^{n_1,n_2}|_{\mathcal{U}_q(\mathfrak{u}(2))})$, to establish the statement it is enough to show that all the $\mathcal{M}(\rho^{n_1,n_2}|_{\mathcal{U}_q(\mathfrak{u}(2))})$ are free both as left and right (but not as bimodules!) $\mathcal{A}(\mathbb{CP}^2_q)$-modules. But this is easy: indeed, as left $\mathcal{A}(\mathbb{CP}^2_q)$-modules, we have the following isomorphism

$$\phi : \mathcal{A}(\mathbb{CP}^2_q)^{\dim \rho^{n_1,n_2}} \to \mathcal{M}(\rho^{n_1,n_2}|_{\mathcal{U}_q(\mathfrak{u}(2))}) , \quad \phi(a)_j := \sum_j a_j t_j^{n_1,n_2} ,$$

$$\phi^{-1} : \mathcal{M}(\rho^{n_1,n_2}|_{\mathcal{U}_q(\mathfrak{u}(2))}) \to \mathcal{A}(\mathbb{CP}^2_q)^{\dim \rho^{n_1,n_2}} , \quad \phi^{-1}(v)_j := \sum_j v_j t_j^{(n_1,n_2)*} ,$$
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where \( t_{\frac{n_1}{2}, \frac{n_2}{2}} \in \mathcal{A}(SU_q(3)) \) are the elements defined in (2.11). The maps \( \phi \) and \( \phi^{-1} \) are well defined from (2.10); and clearly, they are left \( \mathcal{A}(\mathbb{CP}_q^2) \)-module maps. That they are one the inverse of the other follows from the unitarity of the matrix \( t_{n_1, n_2} \).

Similarly, as right \( \mathcal{A}(\mathbb{CP}_q^2) \)-modules we have the following isomorphism

\[
\phi' : \mathcal{A}(\mathbb{CP}_q^2)^{\dim \rho_{n_1, n_2}} \rightarrow \mathcal{M}(\rho_{n_1, n_2} | \mathcal{U}_q(\mathfrak{u}(2))) ,
\phi'^{-1} : \mathcal{M}(\rho_{n_1, n_2} | \mathcal{U}_q(\mathfrak{u}(2))) \rightarrow \mathcal{A}(\mathbb{CP}_q^2)^{\dim \rho_{n_1, n_2}} ,
\]

where \( \phi' \) is given by (2.10); and clearly, they are left \( \mathcal{A}(\mathbb{CP}_q^2) \)-module maps.

3.2. Line bundles.

In the construction of the vector bundles over \( \mathbb{CP}_q^2 \) we have in particular \( \Sigma_{0,0} = \mathcal{A}(\mathbb{CP}_q^2) \).

Moreover \( \Sigma_{0,N} \) are ‘sections’ of ‘line bundles’; before we discuss them in more details in this section, we note that they can equivalently be obtained out of the sphere \( S_q^5 \):

\[
\Sigma_{0,N} \cong \{ \eta \in \mathcal{A}(S_q^5) \mid \eta \leq K_1 K_2 = q^N \eta \} .
\]

We are ready to compute projections \( P_N \) for the modules \( \Sigma_{0,N} \), thus realizing them as \( \Sigma_{0,N} \cong P_N \mathcal{A}(\mathbb{CP}_q^2)^{dN} \) as right modules, and \( \Sigma_{0,N} \cong \mathcal{A}(\mathbb{CP}_q^2)^{dN} P_{-N} \) as left modules (notice the ‘−’ sign; and remember that \( N \) labels representations), for a suitable integer \( d_N \).

**Lemma 3.2.** For \( N \geq 0 \) we have

\[
\sum_{j+k+l=N} j, k, l ![z_1^j z_2^k z_3^l](z_1^j z_2^k z_3^l)^* = 1 ,
\sum_{j+k+l=N} q^{2(j-l)} [j, k, l !](z_1^j z_2^k z_3^l)^*(z_1^j z_2^k z_3^l) = q^{-2N} ,
\]

where \( [j, k, l !] \) are the \( q \)-trinomial coefficients in (1.1).

**Proof.** We seek coefficients \( c_{j,k,l}(N) \) such that \( \sum_{j+k+l=N} c_{j,k,l}(N)(z_1^j z_2^k z_3^l)(z_1^j z_2^k z_3^l)^* = 1 \).

From the algebraic identity

\[
1 = \sum_{j+k+l=N+1} c_{j,k,l}(N + 1)(z_1^j z_2^k z_3^l)^*(z_1^j z_2^k z_3^l)^* = \sum_{j+k+l=N} c_{j,k,l}(N)(z_1^j z_2^k z_3^l)^*(z_1^j z_2^k z_3^l)^* = \sum_{j+k+l=N} q^{-(2k+l)}c_{j,k,l}(N)(z_1^j z_2^k z_3^l)^*(z_1^j z_2^k z_3^l)^* + \sum_{j+k+l=N} q^{-2l}c_{j,k,l}(N)(z_1^j z_2^k z_3^l)^*(z_1^j z_2^k z_3^l)^* + \sum_{j+k+l=N} c_{j,k,l}(N)(z_1^j z_2^k z_3^l)^*(z_1^j z_2^k z_3^l)^* ,
\]
we get the recursive equations

\[
c_{j,k,l}(N + 1) = q^{-(2k+l)}c_{j-1,k,l}(N) + q^{-2l}c_{j,k-1,l}(N) + c_{j,k,l-1}(N) ,
\]

where \( N + 1 = j + k + l \) and with ‘initial datum’ \( c_{0,0,0}(0) = 1 \). Thus, \( c_{j,k,l}(N) \) are the vertices of a \( q \)-Tartaglia tetrahedron. Since

\[
[j + k + l] = q^{-k-1}[j] + q^{-l}[k] + q^{j+k}[l] ,
\]

one verifies that \( c_{j,k,l}(N) = [j, k, l !] \) is a solution by plugging it into (3.3).
Similarly, since \( q^4z_1^4 + q^2z_2^2 + z_3^3 = 1 \), we have the algebraic identity

\[
1 = \sum_{j+k+l=N+1} d_{j,k,l}(N + 1)(z_1^j z_2^k z_3^l)^*(z_1^j z_2^k z_3^l)
\]

\[
= \sum_{j+k+l=N} d_{j,k,l}(N)(z_1^j z_2^k z_3^l)^*(q^4 z_1^j + q^2 z_2^k + z_3^l)(z_1^j z_2^k z_3^l)
\]

\[
= \sum_{j+k+l=N} q^4d_{j,k,l}(N)(z_1^{j+1} z_2^k z_3^l)^*(z_1^j z_2^k z_3^l)
\]

\[
+ \sum_{j+k+l=N} q^{-2j+k}d_{j,k,l}(N)(z_1^j z_2^k z_3^l)^*(z_1^j z_2^k z_3^l)
\]

\[
+ \sum_{j+k+l=N} q^{-2(j+k)}d_{j,k,l}(N)(z_1^j z_2^k z_3^l)^*(z_1^j z_2^k z_3^l)
\]

that gives the recursive equations on the coefficients

\[
d_{j,k,l}(N + 1) = q^4d_{j-1,k,l}(N) + q^{-2j+k}d_{j,k-1,l}(N) + q^{-2(j+k)}d_{j,k,l-1}(N)
\]

with ‘initial datum’ \( d_{0,0,0}(0) = 1 \). The solution is \( d_{j,k,l}(N) = q^{2jN}j^{2j-1}(j,k,l)! \), as one can check by using the identity \([j + k + l] = q^{k+l}[j] + q^{l+k}[k] + q^{j+k}[l]\).

Lemma 3.3. Define

\[
(\psi_{j,k,l}^N)^*: = \sqrt{[j,k,l]!}z_1^{-j}z_2^{-k}z_3^{-l}, \quad \text{if } N \geq 0 \text{ and with } j + k + l = N,
\]

\[
(\psi_{j,k,l}^N)^*: = q^{-N+j-l}\sqrt{[j,k,l]!}(z_1^{-j}z_2^{-k}z_3^{-l})^*, \quad \text{if } N \leq 0 \text{ and with } j + k + l = -N.
\]

Let \( \Psi_N \) be the column vector with components \( \psi_{j,k,l}^N \) and \( P_N \) be the projection – of size \( d_N := \frac{1}{2}(|N| + 1)(|N| + 2) \) – given by

\[
P_N := \Psi_N \Psi_N^\dagger.
\]

Then one has \( \Sigma_0,N \simeq P_N \mathcal{A}(\mathbb{CP}_q^2)^{dN} \) as right \( \mathcal{A}(\mathbb{CP}_q^2) \)-modules and \( \Sigma_0,N \simeq \mathcal{A}(\mathbb{CP}_q^2)^{dN} P_N \) as left \( \mathcal{A}(\mathbb{CP}_q^2) \)-modules.

Proof. The column vector \( \Psi_N \) has entries in number \( d_N = \frac{1}{2}(|N| + 1)(|N| + 2) \) and \( \Psi_N^\dagger \) is a row vector of the same size. By the previous lemma \( \Psi_N^\dagger \Psi_N = 1 \), so \( P_N := \Psi_N \Psi_N^\dagger \) is a projection. Next, consider the right \( \mathcal{A}(\mathbb{CP}_q^2) \)-module map

\[
P_N \mathcal{A}(\mathbb{CP}_q^2)^{dN} \to \mathcal{A}(\text{SU}_q(3)), \quad v = (v_{j,k,l}) \mapsto \Psi_N^\dagger \cdot v = \sum_{i+j+k=N} (\psi_{j,k,l}^N)^* v_{j,k,l}.
\]

Since each \( z_i \) is \( \mathcal{U}_q(\text{su}(2)) \)-invariant and \( z_i \triangleleft K_2 = q^{\frac{i}{2}}z_i \), it follows that \( \Psi_N^\dagger \cdot h = \epsilon(h) \Psi_N^\dagger \) for all \( h \in \mathcal{U}_q(\text{su}(2)) \) and \( \Psi_N^\dagger \triangleleft K_2 = q^N \Psi_N^\dagger \). Hence, the image of \( v \) is in \( \Sigma_0,N \). The inverse \( \mathcal{A}(\mathbb{CP}_q^2) \)-module map is

\[
\Sigma_0,N \to P_N \mathcal{A}(\mathbb{CP}_q^2)^{dN}, \quad a \mapsto \Psi_N a,
\]

thus proving that we have an isomorphism of right \( \mathcal{A}(\mathbb{CP}_q^2) \)-modules. The proof for the left module structure is completely analogous, the two module maps being in this case

\[
v = \sum_{i+j+k=N} v_{j,k,l} \psi_{j,k,l}^N \text{ and } a = a \Psi_N^\dagger.
\]

It turns out that what we just computed are the elements \( t_{ij}^{0,N} \) for \( N \geq 0 \) (resp. \( t_{ij}^{−N,0} \) if \( N \leq 0 \)). The next lemma yields the exact relation with the matrix entries of \( \Psi_N^\dagger \).
Lemma 3.4. It holds that

\[
\psi_{j,k,l}^{N} = \begin{cases} 
(1_{0}^N)^*, & \text{with } j = (0, j + k, \frac{1}{2}(j - 1)) \text{ and for all } N \geq 0, \\
(1_{0}^N)^*, & \text{with } j = (j + k, 0, \frac{1}{2}(j - k)) \text{ and for all } N \leq 0.
\end{cases}
\]

Proof. For \( N \geq 0 \) and \( j = (0, 2l, m) \) the generic label of the representation \((0, N)\), definition (2.11) gives

\[
t_{0,1}^{0,N} = X_{1}^{0,N} \triangleright z_{3}^{N} = \frac{1}{2l!} \frac{[N - 2l]! [l + m]!}{[N]! [l - m]!} F_{1}^{l-m} F_{2}^{2l} \triangleright z_{3}^{N}.
\]

Induction on \( N \) yields

\[
F_{2} \triangleright z_{3}^{N} = q^{-\frac{N-1}{2}} [N] z_{2} z_{3}^{N-1},
\]

and induction on \( l \) yields

\[
F_{2}^{2l} \triangleright z_{3}^{N} = q^{-\frac{N-1}{2}} q^{-l(2l-1)} \frac{[N]!}{[N - 2l]!} z_{2}^{2l} z_{3}^{2l - 2l}.
\]

Similarly, changing the labels \( 3 \rightarrow 2 \) and \( 2 \rightarrow 1 \):

\[
F_{1}^{l-m} \triangleright z_{2}^{2l} = q^{-\frac{1}{2}(l-m)(l-m-1)} \frac{[2l]!}{[l + m]!} z_{1}^{l-m} z_{2}^{l+m}.
\]

Thus

\[
t_{0,1}^{0,N} = \frac{[N]!}{[N - 2l]! [l + m]! [l - m]!} q^{-\frac{N-1}{2}} q^{-l(2l-1)} q^{-\frac{2l-1}{2}} q^{-\frac{1}{2}(l-m)(l-m-1)} z_{1}^{l-m} z_{2}^{l+m} z_{3}^{N-2l},
\]

which establishes the case \( N \geq 0 \). The proof for the case \( N \leq 0 \) is similar. \( \Box \)

It is computationally useful to introduce the left action \( h \mapsto L_{h} \), of \( U_{q}(\mathfrak{su}(3)) \) on \( \mathcal{A}(\mathfrak{su}(3)) \), given by \( L_{a} := a \rhd S^{-1}(h) \); it satisfies \( L_{b}(ab) = (L_{a}b)(L_{b}a) \) due to the presence of the antipode. Also, it is a unitary action for the inner product on \( \mathcal{A}(\mathfrak{su}(3)) \) coming from the Haar state \( \varphi \). The proof is a simple computation:

\[
\varphi((L_{a} \triangleleft b)) = \varphi(\{a \triangleleft S^{-1}(h^{*})\} \triangleleft b) = \varphi(\{a^{*} \triangleleft h\} \triangleleft b) = \varphi(\{a^{*} \triangleleft h_{(1)}\} \triangleleft (h_{(2)} b))
\]

\[
= \varphi(\{a^{*} \triangleleft h_{(1)}\} b \triangleleft S^{-1}(h_{(3)} h_{(2)})) = \varphi(\{a^{*} (b \triangleleft S^{-1}(h_{(2)})) \triangleleft h_{(1)}\})
\]

\[
= \epsilon(h_{(1)}) \varphi(a^{*} \{b \triangleleft S^{-1}(h_{(2)})\}) = \varphi(a^{*} \{b \triangleleft S^{-1}(h)\})
\]

\[
= \varphi(a^{*} (L_{h} b)) ,
\]

for all \( a, b \in \mathcal{A}(\mathfrak{su}(3)) \) and \( h \in U_{q}(\mathfrak{su}(3)) \). With this action the bimodule \( \mathcal{M}(\sigma) \) can be viewed as the set of elements of \( \mathcal{A}(\mathfrak{su}(3)) \otimes \mathbb{C}^{\dim \sigma} \) that are invariant under the action \( L_{h_{(1)}} \otimes \sigma(h_{(2)}) \) of \( h \in U_{q}(\mathfrak{u}(2)) \).
4. Topological invariants

Equivalence classes of finitely generated projective (left or right) modules over an algebra $\mathcal{A}$ – the algebraic counterpart of vector bundles – are elements of the group $K_0(\mathcal{A})$. Equivalence classes of even Fredholm modules – the algebraic counterpart of ‘fundamental classes’ – give a dual group $K^0(\mathcal{A})$. The natural non-degenerate pairing between K-theory and K-homology, which pairs projective modules with even Fredholm modules, gives index maps $K_0(\mathcal{A}(\mathbb{CP}^2)) \to \mathbb{Z}$. For the quantum projective plane, $K_0(\mathcal{A}(\mathbb{CP}^2)) \simeq \mathbb{Z}^3 \simeq K^0(\mathcal{A}(\mathbb{CP}^2))$. The result for K-theory can be proved viewing the corresponding $C^*$-algebra as the Cuntz–Krieger algebra of a graph $[10]$. The group $K_0$ is given as the kernel of the transposed matrix canonically associated with the graph; the result for K-homology can be proven using the same techniques: the groups $K^0$ is now given as the kernel of the transposed matrix $[3]$. It is worth mentioning that $K_1(\mathcal{A}(\mathbb{CP}^2)) = K^1(\mathcal{A}(\mathbb{CP}^2)) = 0$ with the group $K_1$ (resp. $K^1$) given as the kernel (resp. the cokernel) of the incidence matrix (resp. the transposed matrix).

Thus a finitely generated projective (left or right) module over $\mathcal{A}(\mathbb{CP}^2)$ is uniquely identified by three integers and these are obtained by pairing the corresponding idempotents with the three generators of the K-homology. This section is devoted to the explicit construction of three Fredholm modules that, in the next section will be shown to be generators of the K-homology by pairing them with suitable idempotents.

4.1. Fredholm modules and their characters.

We recall that a $(k+1)$-summable even Fredholm module for the algebra $\mathcal{A}$ is a triple $(\pi, \mathcal{H}, F)$ consisting of a $\mathbb{Z}_2$-graded Hilbert space $\mathcal{H} = \mathcal{H}^+ \oplus \mathcal{H}^-$, a graded representation $\pi = \pi^+ \oplus \pi^- : \mathcal{A} \to \mathcal{B}(\mathcal{H}^+) \oplus \mathcal{B}(\mathcal{H}^-)$ and an odd operator $F$ such that $[F, a_0][F, a_1] \ldots [F, a_k]$ is of trace class for any $a_0, \ldots, a_k \in \mathcal{A}$. With a $(k+1)$-summable even Fredholm module there are canonically associated even cyclic cocycles $\text{ch}_{\pi, \mathcal{H}; F}^n$, for $2n \geq k$. The map $\text{ch}_{\pi, \mathcal{H}; F}^n : \mathcal{A}^{2n+1} \to \mathbb{C}$ is given by

$$\text{ch}_{\pi, \mathcal{H}; F}^n(a_0, \ldots, a_{2n}) := \frac{1}{2}(-1)^n \text{Tr}_\mathcal{H} (\gamma F[a_0][F, a_1] \ldots [F, a_{2n}])$$

where $\gamma$ is the grading and the symbol $\pi$ for the representation is understood. We recall that a cyclic $2n$-cocycle $\tau_n$ is a $\mathbb{C}$-linear map $\tau_n : \mathcal{A}^{2n+1} \to \mathbb{C}$ which is cyclic, i.e. it satisfies

$$\tau_n(a_0, a_1, \ldots, a_{2n}) = \tau_n(a_{2n}, a_0, \ldots, a_{n-1}),$$

and Hochschild boundary closed, i.e. it satisfies $b \tau_n = 0$, with $b$ the boundary operator:

$$b \tau_n(a_0, \ldots, a_{2n+1}) := \sum_{j=0}^{2n} (-1)^j \tau(a_0, \ldots, a_j a_{j+1}, \ldots, a_{2n+1}) - \tau(a_{2n+1} a_0, a_1, \ldots, a_{2n}).$$

When applied to an idempotent one gets a pairing

$$\langle , \rangle : K^0(\mathcal{A}) \times K_0(\mathcal{A}) \to \mathbb{Z},$$

$$\langle [\pi, \mathcal{H}; F], [\epsilon] \rangle := \text{ch}_{\pi, \mathcal{H}; F}^n([\epsilon]) := \frac{1}{2}(-1)^n \text{Tr}_{\mathcal{H} \otimes \mathbb{C}^m} (\gamma F[e][F, e]^{2n+1}).$$

(4.1)
where \( m \) is the size of \( e \) and matrix multiplication is understood. The pairing is integer valued, being the index of the Fredholm operator \( \pi_m(e)F_m\pi_m(e) \) from \( \pi_m(e)\mathcal{H}_m^- \) to \( \pi_m(e)\mathcal{H}_m^- \), with the natural extensions

\[
\mathcal{H}_m = \mathcal{H} \otimes \mathbb{C}^m, \quad F_m = F \otimes 1,
\]

forming an even Fredholm modules over \( M_m = \mathcal{A} \otimes M_m(\mathbb{C}) \). The result of the pairing depends only on the classes of \( e \) and of the Fredholm module (for details see \([2]\)).

To construct three independent Fredholm modules we need (at least) four representation. Four is exactly the number of irreducible representations of the algebra \( \mathcal{A}(\mathbb{C}P^2_q) \), that we describe in the next section. It is peculiar of the quantum case that one we needs to consider only irreducible representations: at \( q = 1 \) irreducible representation are all 1-dimensional and give only one of the generators of the K-homology (the trivial Fredholm module). An additional true ‘quantum effect’ is that for \( \mathbb{C}P^2_q \) one gets three independent 1-summable Fredholm modules corresponding to independent traces on \( \mathcal{A}(\mathbb{C}P^2_q) \). Thus all relevant information leaves in degree zero. In contrast, for the classical \( \mathbb{C}P^2 \) one needs (there exist) cohomology classes in degree zero, two and four.

Both at the algebraic and at the \( C^* \)-algebraic levels there is a sequence

\[
\mathcal{A}(\mathbb{C}P^2_q) \to \mathcal{A}(\mathbb{C}P^1_q) \to \mathcal{A}(\{\text{pt}\}) = \mathbb{C} \to \mathcal{A}(\emptyset) = 0,
\]

(4.2)
of \(*\)-algebra morphisms. In reverse order: the empty space, the space with one point, the quantum projective line and the quantum projective plane.

The first map is the quotient of \( \mathcal{A}(\mathbb{C}P^2_q) \) by the ideal generated by \( p_{1i} \) and \( p_{i1} \): roughly speaking, by putting \( p_{1i} = p_{i1} = 0 \) the remaining generators satisfy the relations of \( \mathbb{C}P^1_q \), the quantum projective line – also known as the standard Podleś sphere –; and any \(*\)-representation of \( \mathcal{A}(\mathbb{C}P^2_q) \) with \( p_{1i} \) in the kernel comes from a representation of \( \mathbb{C}P^1_q \). The second map is the further quotient by the ideal generated by \( p_{2i} \) and \( p_{i2} \): roughly speaking, in \( \mathcal{A}(\mathbb{C}P^2_q) \) we send \( p_{ij} \mapsto \chi_0(p_{ij}) = \delta_{ij} \delta_j \) and get the algebra \( \mathbb{C} \); this is the only non-trivial character \( \chi_0 \) of the algebra \( \mathcal{A}(\mathbb{C}P^2_q) \), the ‘classical point’ of \( \mathbb{C}P^2_q \). The last map is simply \( 1 \mapsto 0 \).

4.2. The rank and the 1st Chern number of a projective module.
For \( \mathcal{A}(\emptyset) \) there is only one irreducible representation, the trivial one, not enough to construct a Fredholm module (and indeed, \( K^0(\emptyset) = 0 \)).

For \( \mathcal{A}(\{\text{pt}\}) \) there is the representation coming from the morphism \( \mathbb{C} \to 0 \), and one further faithful irreducible representation given by the identity map \( c \mapsto c \). These two are all\(^1\) the irreducible \(*\)-representations of \( \mathbb{C} \), and are enough to construct an even Fredholm module,

\[
\mathcal{H}_0 = \mathbb{C} \oplus \mathbb{C}, \quad \pi_0(c) = \begin{pmatrix} c & 0 \\ 0 & 0 \end{pmatrix}, \quad F_0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

\(^1\)Irreducible \(*\)-representations of \( \mathbb{C} \) are 1-dimensional (it is abelian). By linearity, they are in 1 to 1 correspondence with maps \( 1 \to p \), with \( p \in \mathbb{C} \) a projection. Hence \( p = 0 \) or 1, and the corresponding representations are the trivial map \( c \mapsto 0 \), and the identity map \( c \mapsto c \).
which generates $K^0(\mathbb{C}) = \mathbb{Z}$. The pairing \([4.1]\) with $K_0(\mathbb{C}) = \mathbb{Z}$ (projections in Mat$_\infty(\mathbb{C})$ are equivalent iff they have the same rank) is given by the matrix trace:

$$\text{ch}^0_{(\pi_0, \mathcal{H}_0, F_0)}(\{e\}) = \text{Tr}(e).$$

The pullback of this Fredholm module to $\mathbb{C}P_q^2$ just substitutes the representation $\pi_0$ of $\mathbb{C}$ with the character $\chi_0 : \mathcal{A}(\mathbb{C}P_q^2) \to \mathbb{C}$ of $\mathcal{A}(\mathbb{C}P_q^2)$. Using the same symbol for the character, one gets the topological invariant

$$\text{ch}^0_{(\pi_0, \mathcal{H}_0, F_0)} : K_0(\mathcal{A}(\mathbb{C}P_q^2)) \to \mathbb{Z}, \quad \text{ch}^0_{(\pi_0, \mathcal{H}_0, F_0)}(\{e\}) = \text{Tr} \chi_0(e), \quad (4.3)$$

The geometrical meaning is the following: the rank of a vector bundle is the dimension of the fiber at any point $x$ of the space, and this coincides with the trace of the corresponding projection evaluated at $x$. Here we have only one ‘classical point’, and the map in \([4.3]\) computes the rank of the restriction of the vector bundle to this classical point. Notice that if the module is free, then \([4.3]\) is really the rank of the module.

We pass to the next level of the sequence \([4.2]\), that is the algebra $\mathcal{A}(\mathbb{C}P_q^1)$. There are two irreducible $*$-representations coming from the map in the sequence – the trivial one and the character of the algebra $-$, and one further representation that is faithful and irreducible. The latter is the restriction of the representation $\chi_1 : \mathcal{A}(S_q^0) \to \mathcal{B}(\ell^2(\mathbb{N}))$ given by

$$\begin{align*}
\chi_1(z_1) &= 0, \quad (4.4a) \\
\chi_1(z_2) |n\rangle &= q^n |n\rangle, \quad (4.4b) \\
\chi_1(z_3) |n\rangle &= \sqrt{1 - q^{2(n+1)}} |n + 1\rangle, \quad (4.4c)
\end{align*}$$


A potential Fredholm module is given by

$$\mathcal{H}_1 = \ell^2(\mathbb{N}) \oplus \ell^2(\mathbb{N}), \quad \pi_1(a) = \begin{pmatrix}
\chi_1(a) & 0 \\
0 & \chi_0(a) \text{id}_{\ell^2(\mathbb{N})}
\end{pmatrix}, \quad F_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. $$

However, this is not a Fredholm module over $\mathcal{A}(S_q^0)$, since

$$\gamma F_1[F_1, \pi(z_3)] = \{\chi_1(z_3) - \chi_0(z_3)\} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$$

is not compact. On the other hand, this is a Fredholm module when restricted to $\mathcal{A}(\mathbb{C}P_q^2)$ (or $\mathcal{A}(\mathbb{C}P_q^1)$). Indeed, due to the tracial relation $q^2p_{11} + q^2p_{22} + p_{33} = 1$, a complete set of generators for $\mathcal{A}(\mathbb{C}P_q^2)$ is made of $\{p_{11}, p_{12}, p_{13}, p_{22}, p_{23}\}$ and their adjoints. On these generators the representation $\chi_1$ is

$$\begin{align*}
\chi_1(p_{1i}) &= 0, \quad \forall i = 1, 2, 3, \\
\chi_1(p_{22}) |n\rangle &= q^{2n} |n\rangle, \\
\chi_1(p_{23}) |n\rangle &= q^{n+1} \sqrt{1 - q^{2(n+1)}} |n + 1\rangle,
\end{align*}$$

and $\chi_1(p_{ij}) - \chi_0(p_{ij})$ is of trace class for all $i, j$. In particular, this means that the Fredholm module is 1-summable. The associated topological invariant is

$$\text{ch}^0_{(\pi_1, \mathcal{H}_1, F_1)} : K_0(\mathcal{A}(\mathbb{C}P_q^2)) \to \mathbb{Z}, \quad \text{ch}^0_{(\pi_1, \mathcal{H}_1, F_1)}(\{e\}) = \text{Tr}_{\ell^2(\mathbb{N}) \otimes \mathbb{C}^m} (\chi_1 - \chi_0)(e), \quad (4.5)$$
where \( m \) is the size of the matrix \( e \). The value in (1.5) depends only on the restriction of
the ‘vector bundle’ to the subspace \( \mathbb{C}P^1_q \), and will be called for this reason the 1st Chern
number (or also the monopole charge). This is the ‘quantum’ version of the fact that a
principal bundles over \( \mathbb{C}P^1 \) can always be reduced to a bundle with structure group \( U(1) \).

### 4.3. The 2nd Chern number of a projective module.

Besides the representations (and the Fredholm modules) coming from the sequence (4.2),
the algebra \( \mathcal{A}(\mathbb{C}P^2_q) \) has a further irreducible representation and a further Fredholm mod-
ule, which is independent from the previous two. The representation is faithful and comes
from the representation \( \chi_2 : \mathcal{A}(\mathbb{C}P^2_q) \rightarrow \mathcal{B}(\ell^2(N^2)) \) given by

\[
\chi_2(z_1) |k_1, k_2\rangle := q^{k_1+k_2} |k_1, k_2\rangle ,
\]

\[
\chi_2(z_2) |k_1, k_2\rangle := q^{k_1} \sqrt{1 - q^{2(k_2+1)}} |k_1, k_2 + 1\rangle ,
\]

\[
\chi_2(z_3) |k_1, k_2\rangle := \sqrt{1 - q^{2(k_2+1)}} |k_1 + 1, k_2\rangle .
\]

The construction of the Fredholm module is a bit involved. Let us use the labels \( \ell = \frac{1}{2}(k_1 + k_2) \) and \( m = \frac{1}{2}(k_1 - k_2) \). A new basis for the Hilbert space is then given by
\( |\ell, m\rangle \) with \( \ell \in \frac{1}{2}\mathbb{N} \) and \( m = -\ell, -\ell + 1, \ldots, \ell \). In this basis the representation reads

\[
\chi_2(z_1) |\ell, m\rangle = q^{2\ell} |\ell, m\rangle ,
\]

\[
\chi_2(z_2) |\ell, m\rangle = q^{\ell+m} \sqrt{1 - q^{2(\ell-m+1)}} |\ell + \frac{1}{2}, m - \frac{1}{2}\rangle ,
\]

\[
\chi_2(z_3) |\ell, m\rangle = \sqrt{1 - q^{2(\ell+m+1)}} |\ell + \frac{1}{2}, m + \frac{1}{2}\rangle .
\]

For the third Fredholm module we take as Hilbert space \( \mathcal{H}_2 \) two copies of the linear span
of orthonormal vectors \( |\ell, m\rangle \), with \( \ell \in \frac{1}{2}\mathbb{N} \) and \( \ell + m \in \mathbb{N} \). The grading \( \gamma_2 \) and the
operator \( F_2 \) are the obvious ones. It remains to describe the representation \( \pi_2 = \pi_+ \oplus \pi_- \).
As subrepresentation \( \pi_+ \) we choose

\[
\pi_+(a) |\ell, m\rangle := \begin{cases}
\chi_2(a) |\ell, m\rangle & \text{if } m \leq \ell , \\
\chi_0(a) |\ell, m\rangle & \text{if } m > \ell .
\end{cases}
\]

One checks that modulo traceless operators:

\[
\pi_+(p_{11}) \sim \pi_+(p_{12}) \sim \pi_+(p_{13}) \sim 0 ,
\]

\[
\pi_+(p_{22}) |\ell, m\rangle \sim \begin{cases}
q^{2(\ell+m)} |\ell, m\rangle & \text{if } m \leq \ell , \\
0 & \text{if } m > \ell ,
\end{cases}
\]

\[
\pi_+(p_{23}) |\ell, m\rangle \sim \begin{cases}
q^{\ell+m+1} \sqrt{1 - q^{2(\ell+m+1)}} |\ell, m + 1\rangle & \text{if } m \leq \ell - 1 , \\
0 & \text{if } m \geq \ell .
\end{cases}
\]

We define the subrepresentation \( \pi_- \) by adding multiplicities to \( \chi_1 \). On the generators:

\[
\pi_-(p_{11}) = \pi_-(p_{12}) = \pi_-(p_{13}) = 0 ,
\]

\[
\pi_-(p_{22}) |\ell, m\rangle = q^{2(\ell+m)} |\ell, m\rangle , \quad \pi_-(p_{23}) |\ell, m\rangle = q^{\ell+m+1} \sqrt{1 - q^{2(\ell+m+1)}} |\ell, m + 1\rangle .
\]
On each invariant subspace with a fixed $\ell$, putting $n = \ell + m$ one just recover the representation $\chi_1$. Since $\sum_{m>\ell} q^{2(\ell + m)} = (1 - q^4)^{-2}$ is finite, on the subspace $m > \ell$ the operators $\pi_- (p_{22})$ and $\pi_- (p_{23})$ are trace class, and so $\pi_+(a) - \pi_-(a)$ is of trace class as well for all $a \in \mathcal{A}(\text{CP}^2_\varrho)$: the Fredholm module is 1-summable. The corresponding topological invariant is

$$
\text{ch}_0^{(\pi_2, \mathcal{H}_2, F_2)} : K_0(\mathcal{A}(\text{CP}^2_\varrho)) \to \mathbb{Z}, \quad \text{ch}_0^{(\pi_2, \mathcal{H}_2, F_2)}([e]) = \text{Tr}_{\mathcal{H}_2 \otimes \mathbb{C}^m} (\pi_+ - \pi_-)(e), \quad (4.6)
$$

where $m$ is the size of the matrix $e$. The above replaces the 2nd Chern class of the module.

One could prove that any irreducible $*$-representation of $\mathcal{A}(\text{CP}^2_\varrho)$ is equivalent to one of the representations described above.

By iterating the construction, for any positive integer $n$ one obtains the $n+2$ irreducible representations of the quantum projective spaces $\text{CP}^n_\varrho$ (only one of these is faithful, the others coming from the morphism $\mathcal{A}(\text{CP}^n_\varrho) \to \mathcal{A}(\text{CP}^{n-1}_\varrho)$), and the corresponding $n + 1$ Fredholm modules; details will be reported elsewhere [8].

### 4.4. Invariants for line bundles.

We know from Sect. 3.2 that the bimodule $\Sigma_{0,N} := \mathcal{M}(\sigma_{0,N})$ is isomorphic to $\mathcal{A}(\text{CP}^2_\varrho)^{d_N} P_{-N}$ as left module and to $P_N \mathcal{A}(\text{CP}^2_\varrho)^{d_N}$ as right module, with $d_N = \frac{1}{2} (|N| + 1)(|N| + 2)$ and $P_N := \Psi_N \Psi_N^\dagger$ given by Lemma 3.3. We next compute rank, and 1st and 2nd Chern numbers of $P_N$. We focus the discussion on $N \geq 0$, the case $N \leq 0$ being similar.

Since $\chi_0(P_N)_{j,k,l,j',k',\mu} = \delta_{j,0} \delta_{k,0} \delta_{l,0} \delta_{j',0} \delta_{k',0} \delta_{\mu,N}$, the rank given by (4.3) results in

$$
\text{ch}_0^{(\pi_0, \mathcal{H}_0, F_0)} ([P_N]) = 1,
$$

thus justifying the name ‘line bundles’ for the virtual bundles underlying the modules $\Sigma_{0,N}$. The same result is valid when $N \leq 0$.

Next, we compute

$$
\text{Tr}_{\mathcal{C}^{d_N}} (P_N) = \sum_{j+k+l=\ell} q^{-(j+k+l+j)} \frac{|N|!}{|j|! |k|! |l|!} (z_3^j)(z_2^k)(z_1^l) \chi_1(z_3)^j \chi_1(z_2)^k \chi_1(z_1)^l \quad (4.7)
$$

and

$$
\chi_1 (\text{Tr}_{\mathcal{C}^{d_N}} (P_N)) = \sum_{k+l=\ell} q^{-kl} \frac{|N|!}{|k|! |l|!} \chi_1(z_3)^k \chi_1(z_2)^k \chi_1(z_1)^l ,
$$

$$
\chi_0 (\text{Tr}_{\mathcal{C}^{d_N}} (P_N)) = \chi_0(z_3)^N \chi_0(z_3)^N = 1.
$$

The use of (4.4b) and (4.4c) leads to

$$
x_n := \langle n | \chi_1 \text{Tr}_{\mathcal{C}^{d_N}} (P_N) | n \rangle = \sum_{k+l=\ell} q^{-kl} \frac{|N|!}{|k|! |l|!} q^{2k(n+l)} (1 - q^{2(n+1)})(1 - q^{2(n+2)}) \ldots (1 - q^{2(n+l)})
$$

$$
= \sum_{k=0}^N q^{2kn} + O(q) = \begin{cases} \frac{1 - q^{2(N+1)}}{1 - q^{2N}} + O(q) = 1 + O(q) & \text{if } n > 0 , \\ N + 1 + O(q) & \text{if } n = 0 . \end{cases}
$$
As usual we can compute the index for \( q \to 0^+ \) (see \[4, 7\]); we get
\[
\sum_{n \geq 0} (x_n - 1) = \sum_{n \geq 0} \lim_{q \to 0^+} (x_n - 1) = (x_0 - 1)|_{q=0} = N.
\]
The very same result holds for \( N \leq 0 \). So, the 1st Chern number is
\[
\text{ch}^0_{(\pi_0, \mathcal{H}_0, F_0)}([P_N]) = N.
\]
It remains to compute the last invariant. The representations \( \pi_\pm \) in the third Fredholm module are the restriction of (homonymous) representations of \( \mathcal{A}(S_q^5) \) given as follows. With \( \chi_0 \) and \( \chi_2 \) the representation described in the previous section, one has that \( \pi_+(z_i) | \ell, m \rangle = \chi_2(z_i) | \ell, m \rangle \) if \( m \leq \ell \), and \( \pi_+(z_i) | \ell, m \rangle = \chi_0(z_i) | \ell, m \rangle \) if \( m > \ell \). On the other hand, for any \( m, \ell \) it holds that
\[
\pi_-(z_1) = 0, \\
\pi_-(z_2) | \ell, m \rangle = q^{\ell+m} | \ell, m \rangle, \\
\pi_-(z_3) | \ell, m \rangle = \sqrt{1 - q^{2(\ell+m+1)}} | \ell, m + 1 \rangle.
\]
The use of (4.7) yields:
\[
\langle \ell, m | \pi_+ \text{Tr}_{C^*N} (P_N) | \ell, m \rangle = \sum_{r+s=N} q^{-rs} [N]! [r]![s]! q^{2r(\ell+m+s)} \prod_{k=1}^j (1 - q^{2(\ell+m+k)}) \\
= \sum_{r=0}^N q^{2\ell+m} \{1 + O(q)\} = 1 + N\delta_{\ell,-m} + O(q)
\]
for the representation \( \pi_- \); for the representation \( \pi_+ \) one gets instead
\[
\langle \ell, m | \pi_+ \text{Tr}_{C^*N} (P_N) | \ell, m \rangle = 1
\]
if \( m > \ell \), and
\[
\langle \ell, m | \pi_+ \text{Tr}_{C^*N} (P_N) | \ell, m \rangle = \sum_{i+j+k=N} q^{-(i+j+k+i)} [N]! [i]![j]![k]! q^{2(i+j+k+i)} \times \\
\prod_{r=1}^j (1 - q^{2(\ell-m+r)}) \prod_{s=1}^k (1 - q^{2(\ell+m+s)}) \\
= \sum_{i+j+k=N} q^{4\ell+2j(\ell+m)} + O(q)
\]
if \( m \leq \ell \). In the computation we have used \( [N]_q^{[i]}_q^{[j]}_q^{[k]}_q^{[l]} = q^{-(i+j+k+i)}(1 + O(q)) \). Putting things together results in
\[
\langle \ell, m | \pi_+ \text{Tr}_{C^*N} (P_N) - \pi_- \text{Tr}_{C^*N} (P_N) | \ell, m \rangle = \begin{cases} 
O(q) & \text{if } m > \ell \\
\frac{1}{2} N(N + 1) \delta_{\ell,0} + O(q) & \text{if } m \leq \ell.
\end{cases}
\]
Again, we compute the invariant for \( q \to 0^+ \) to get
\[
\text{ch}^0_{(\pi_2, \mathcal{H}_2, F_2)}([P_N]) = \lim_{q \to 0^+} \sum_{\ell \in \frac{1}{2} N} \sum_{m=-\ell}^\ell \frac{1}{2} N(N + 1) \delta_{\ell,0} + O(q)
\]
\[
= \frac{1}{2} N(N + 1) .
\]
The same formula is valid for $N \leq 0$. We summarize the results in a proposition.

**Proposition 4.1.** For any $N \in \mathbb{Z}$, the (right) module $\Sigma_{0,N}$ has ‘rank’ 1, ‘1st Chern number’ $N$ and ‘2nd Chern number’ $\frac{1}{2}N(N + 1)$.

**Corollary 4.2.** A complete set of generators $\{e_1, e_2, e_3\}$ of $K_0(\mathcal{A}(\mathbb{CP}_q^2))$ is given by

- $e_1 = [1]$ the class of the rank one free (left or right) $\mathcal{A}(\mathbb{CP}_q^2)$-module $\Sigma_{0,0}$,
- $e_2$ the class of the left module $\Sigma_{0,1}$ (or equivalently of the right module $\Sigma_{0,-1}$),
- $e_3$ the class of the left module $\Sigma_{0,-1}$ (or equivalently of the right module $\Sigma_{0,1}$).

Thus, in terms of left modules, $e_2$ is the class of the tautological bundle and $e_3$ the class of the dual vector bundle. A complete set of generators of $K^0(\mathcal{A}(\mathbb{CP}_q^2))$ is given by the classes of the Fredholm modules $(\pi_i, \mathcal{H}_i, F_i)$, $i = 0, 1, 2$, given in Sect. 4.

**Proof.** We have already mentioned that $K_0(\mathcal{A}(\mathbb{CP}_q^2)) \simeq K^0(\mathcal{A}(\mathbb{CP}_q^2)) \simeq \mathbb{Z}^3$. A set of generators of the abelian group $\mathbb{Z}^3$ is the same as a basis of $\mathbb{Z}^3$ as a $\mathbb{Z}$-module.

Suppose we have three elements $e_i \in \mathbb{Z}^3$ and three elements $\varphi_i : \mathbb{Z}^3 \rightarrow \mathbb{Z}$ in the dual space of $\mathbb{Z}$-linear maps; call $g \in \text{Mat}(3, \mathbb{Z})$ the matrix with elements $g_{ij} = \varphi_i(e_j)$. Assume that $\det g \neq 0$ and that the inverse $g^{-1} = ((g^{ij}))$ of $g$ is an element of $GL(3, \mathbb{Z})$. Then for any linear map $\psi$ the difference $\psi - \sum_{ij} \psi(e_i)g^{ij}\varphi_j$ vanishes on all the $e_i$'s and, by the linear independence over $\mathbb{Z}$ of the $e_i$'s, we deduce that any element $\psi \in (\mathbb{Z}^3)^*$ is a sum

$$
\psi = \sum_{ij} \psi(e_i)g^{ij}\varphi_j
$$

with integer coefficients $\psi(e_i)g^{ij} \in \mathbb{Z}$. Hence, the $\varphi_j$'s are a basis of $(\mathbb{Z}^3)^*$. Similarly for any $v \in \mathbb{Z}^3$ the difference $v - \sum_{ij} e_i g^{ij}\varphi_j(v)$ is in the kernel of all $\varphi_i$, meaning that the $e_i$'s are a basis of $\mathbb{Z}^3$ over $\mathbb{Z}$.

Now, let $e_i \in K_0(\mathcal{A}(\mathbb{CP}_q^2))$ and $\varphi_{i+1} = [(\pi_i, \mathcal{H}_i, F_i)] \in K^0(\mathcal{A}(\mathbb{CP}_q^2))$, $i = 0, 1, 2$, be the classes in the Corollary. By Prop. 4.1 the matrix $g$ is given by

$$
g = \begin{pmatrix}
1 & 1 & 1 \\
0 & -1 & 1 \\
0 & 0 & 1
\end{pmatrix}.
$$

It is invertible in $GL(3, \mathbb{Z})$ with inverse

$$
g^{-1} = \begin{pmatrix}
1 & 1 & -2 \\
0 & -1 & 1 \\
0 & 0 & 1
\end{pmatrix}.
$$

This proves that we got generators of K-theory and K-homology. \hfill \Box

5. THE DIFFERENTIAL CALCULUS

On the line bundles described previously we aim to define and study (anti-)selfdual connections. To this end we need the full machinery of a differential calculus on $\mathbb{CP}_q^2$ and additional ingredients like a Hodge star operator. We start with forms.
5.1. Holomorphic and antiholomorphic forms.

In [6] we studied the antiholomorphic part of the differential calculus on $\mathbb{CP}_q^2$. Antiholomorphic forms were defined as

$$\Omega^{0,0}(\mathbb{CP}_q^2) := \mathcal{A}(\mathbb{CP}_q^2), \quad \Omega^{0,1}(\mathbb{CP}_q^2) := \Sigma_{\frac{3}{2}, \frac{3}{2}} \quad \text{and} \quad \Omega^{0,2}(\mathbb{CP}_q^2) := \Sigma_{0,3}.$$  

We complete the calculus presently. Each bimodule of forms $\Omega^{i,j}(\mathbb{CP}_q^2)$ will be identified with a suitable bimodule $\mathfrak{M}(\sigma)$ of equivariant elements as described in the previous section. That is to say, $\Omega^{i,j}(\mathbb{CP}_q^2) = \mathfrak{M}(\sigma^{i,j}) = \mathcal{A}(SU_q(3)) \boxtimes_{\sigma^{i,j}} V^{i,j}$ for a (not necessarily irreducible) representation $\sigma^{i,j}: \mathcal{U}_q(\mathfrak{u}(2)) \to \text{Aut}(V^{i,j})$ of the Hopf algebra $\mathcal{U}_q(\mathfrak{u}(2))$ on $V^{i,j} \cong \mathbb{C}\text{dim}\sigma^{i,j}$. The representations $\sigma^{0,j}$ are known from [6] and the $\sigma^{i,0}$ are obtained by conjugation. The dimension of $\sigma^{i,j}$ does not depend on $q$, and for $q = 1$ gives the rank $r = \binom{2}{i,j}$ of $\Omega^{i,j}(\mathbb{CP}_q^2)$. There is a unique sub-representation of the Hopf tensor product $\sigma^{i,0} \otimes \sigma^{0,j}$ with the prescribed dimension: this allows one to identify $\sigma^{i,j}$. The representations relevant for the calculus are listed in the following figure:

\[
\begin{array}{c}
V^{0,0} \\
V^{0,1} \quad V^{1,0} \\
V^{0,2} \quad V^{1,1} \quad V^{2,0} = (0,3) \\
V^{1,2} \quad V^{2,1} \\
V^{2,2} \\
\end{array}
\]

In the diamond on the right, in the position $(i, j)$, we give the values of spin and charge $(\ell, N)$ of the representation $\sigma^{i,j}$.

For later use, we list the representations $\sigma_{\frac{1}{2},N}$ and $\sigma_{1,N}$ explicitly:

\[
\begin{align*}
\sigma_{\frac{1}{2},N}(K_1) &= \left( \begin{array}{cc} q^\frac{1}{2} & 0 \\ 0 & q^{-\frac{1}{2}} \end{array} \right), & \sigma_{\frac{1}{2},N}(E_1) &= \left( \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array} \right), & \sigma_{\frac{1}{2},N}(F_1) &= \left( \begin{array}{cc} 0 & 0 \\ 1 & 0 \end{array} \right), \\
\sigma_{1,N}(K_1) &= \left( \begin{array}{ccc} q & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & q^{-1} \end{array} \right), & \sigma_{1,N}(E_1) &= [2]^\frac{1}{2} \left( \begin{array}{ccc} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right), & \sigma_{1,N}(F_1) &= [2]^\frac{1}{2} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{array} \right),
\end{align*}
\]

and furthermore, $\sigma_{\frac{1}{2},N}(K_1K_2)$ (resp. $\sigma_{1,N}(K_1K_2^2)$) is $q^N$ times the identity matrix.

5.2. The wedge product.

We first make $\Omega^{\bullet,\bullet}(\mathbb{CP}_q^2) = \bigoplus_{i,j} \Omega^{i,j}(\mathbb{CP}_q^2)$ a bi-graded associative algebra.

Let $V^{\bullet,\bullet} = \bigoplus_{i,j} V^{i,j}$, and suppose we have a bi-graded associative left $\mathcal{U}_q(\mathfrak{u}(2))$-covariant product on $V^{\bullet,\bullet}$, denoted $\wedge_q$. For $\omega = av$ and $\omega' = a'v'$, with $a, a', v, v' \in \mathcal{A}(SU_q(3))$ and $v \in V^{i,j}$, $v' \in V^{i',j'}$, define

$$\omega \wedge_q \omega' := (a a') (v \wedge_q v').$$
Using left $\mathcal{U}_q(u(2))$-covariance of the product on $V^{\ast\ast}$ and the fact that $\mathcal{A}(SU_q(3))$ is a $\mathcal{U}_q(u(2))$-bimodule algebra so that $aa^t \in S^{-1}(h) = \{ a \in S^{-1}(h(2)) \} \{ a \in S^{-1}(h(1)) \}$, we get
\[ (L_{h(1)} \otimes \sigma^{i+j,j'}(h(2)))(\omega \wedge q \omega') = (L_{h(2)} a)(L_{h(3)} a')(\sigma^{i,j}(h(3))v) \wedge q (\sigma^{i,j}(h(4))v') . \]
If $\omega$ is invariant (i.e. it belongs to $\Omega^{i,j}(\mathbb{C}P^2_q)$), this can be simplified and becomes
\[ (L_{h(1)} \otimes \sigma^{i+j,j'}(h(2)))(\omega \wedge q \omega') = a(L_{h(1)} a')v \wedge q (\sigma^{i,j}(h(4))v') . \]
If also $\omega'$ is invariant (i.e. it belongs to $\Omega^{i',j'}(\mathbb{C}P^2_q)$), we get
\[ (L_{h(1)} \otimes \sigma^{i+j,j'}(h(2)))(\omega \wedge q \omega') = \epsilon(h) aa^t (v \wedge q v') = \epsilon(h) \omega \wedge q \omega' . \]
Thus, $\wedge_q$ defines a bilinear map $\Omega^{i,j}(\mathbb{C}P^2_q) \times \Omega^{i',j'}(\mathbb{C}P^2_q) \to \Omega^{i+i',j+j'}(\mathbb{C}P^2_q)$. Its associativity follows from associativity of both the products in $\mathcal{A}(SU_q(3))$ and $V^{\ast\ast}$.

The datum $(\Omega^{\ast\ast}(\mathbb{C}P^2_q), \wedge_q)$ is automatically a left $\mathcal{A}(\mathbb{C}P^2_q) \times \mathcal{U}_q(u(3))$-module algebra, since left and right canonical actions commute and $\mathcal{A}(SU_q(3))$ is a left $\mathcal{A}(\mathbb{C}P^2_q) \times \mathcal{U}_q(u(3))$-module algebra. This means that $h \triangleright (\omega \wedge_q \omega') = (h(1) \triangleright \omega) \wedge_q (h(2) \triangleright \omega')$, for all $h \in \mathcal{U}_q(u(3))$ and $\omega, \omega' \in \Omega(\mathbb{C}P^2_q)^{\ast\ast}$.

All we need is then a graded associative left $\mathcal{U}_q(u(2))$-covariant product on $V^{\ast\ast}$. For all $i, j, i', j'$, we shall now construct a left $\mathcal{U}_q(u(2))$-module map $\wedge_q : V^{i,j} \times V^{i',j'} \to V^{i+i',j+j'}$ which is unique up to some normalization constants.

When $q = 1$, one can fix the normalization, up to some phase factors and angles, by requiring that these maps are partial isometries. Requiring that vectors with real components form a subalgebra (so that real forms are an algebra), the phases must be $\pm 1$; the remaining angles and signs are then fixed by the requirement of associativity and graded anticommutativity of the product.

For $q \neq 1$, partial isometries do not give an associative product. We determine in App. A the most general value of the normalization constants in order to have a left $\mathcal{U}_q(u(2))$-covariant product on $V^{\ast\ast}$ which is i) associative, ii) graded anticommutative for $q = 1$, and iii) it sends real vectors into real vectors. Here we just present the result.

**Proposition 5.1.** A left $\mathcal{U}_q(u(2))$-covariant graded associative product $\wedge_q$ on $V^{\ast\ast}$, sending real vectors to real vectors and graded anticommutative for $q = 1$, is given by

\[
\begin{align*}
V^{0,1} \times V^{0,1} & \to V^{0,2}, & v \wedge_q w & := c_0 \mu_0(v, w)^t, \\
V^{0,1} \times V^{1,0} & \to V^{1,1}, & v \wedge_q w & := (c_1 \mu_1(v, w), c_2 \mu_0(v, w))^t, \\
V^{0,1} \times V^{2,1} & \to V^{2,2}, & v \wedge_q w & := c_3 \mu_0(v, w)^t, \\
V^{0,1} \times V^{1,1} & \to V^{1,2}, & v \wedge_q w & := \frac{c_0}{[2]c_1} \mu_2(v, w)^t - \frac{c_0}{[2]c_2} v w_4, \\
V^{1,0} \times V^{1,0} & \to V^{2,0}, & v \wedge_q w & := c_4 \mu_0(v, w)^t, \\
V^{1,0} \times V^{0,1} & \to V^{1,1}, & v \wedge_q w & := \left(-q^{\frac{1}{2}} c_1 \mu_1(v, w), q^{-\frac{1}{2}} c_2 \mu_0(v, w)\right)^t, \\
V^{1,0} \times V^{1,2} & \to V^{2,2}, & v \wedge_q w & := \frac{c_3 c_4}{c_0} \mu_0(v, w)^t, \\
\end{align*}
\]
Let real/quaternionic structures change sign to $N$ for any $h$ where the maps $c_i$'s are

$$v \wedge q w := -q^{-1/s} c_4 \mu_2(v,w)^t - q^{3s} c_4 \mu_2(v,w)^t \mu_3(v,w)^t - q^{3s} c_0 \mu_3(v,w)^t - q^{3s} c_4 \mu_4(v,w) - \frac{c_4}{2|c_1|} \mu_5(v,w)^t - \frac{c_4}{2|c_2|} \mu_5(v,w)^t - q^{3s} c_4 \mu_4(v,w) - \frac{c_4}{2|c_1|^2} \mu_5(v,w)^t - \frac{c_4}{2|c_2|^2} \mu_5(v,w)^t - q^{3s} c_4 \mu_4(v,w)$$

where the maps $\mu_i$'s are

$$
\begin{align*}
\mu_0 : \mathbb{R}^2 \times \mathbb{R}^2 & \to \mathbb{R}, \quad \mu_0(v,w) := [2]^{-1/2} (q^{1/2} v_1 w_2 - q^{-1/2} v_2 w_1), \\
\mu_1 : \mathbb{R}^2 \times \mathbb{R}^2 & \to \mathbb{R}^3, \quad \mu_1(v,w) := (v_1 w_1, [2]^{-1/2} (q^{1/2} v_1 w_2 + q^{1/2} v_2 w_1), v_2 w_2), \\
\mu_2 : \mathbb{R}^2 \times \mathbb{R}^2 & \to \mathbb{R}, \quad \mu_2(v,w) := (q^{1/2} v_2 w_2 - q^{-1/2} [2]^{1/2} v_1 w_1, q^{1/2} [2]^{1/2} v_1 w_3 - q^{1} v_2 w_2), \\
\mu_3 : \mathbb{R}^2 \times \mathbb{R}^2 & \to \mathbb{R}, \quad \mu_3(v,w) := (q^{1/2} [2]^{1/2} v_1 w_1 - q^{-1} v_1 w_2, q v_2 w_2 - q^{-1} q [2]^{1/2} v_1 w_1), \\
\mu_4 : \mathbb{R}^3 \times \mathbb{R}^2 & \to \mathbb{R}, \quad \mu_4(v,w) := q v_1 w_3 - v_2 w_2 + q^{-1} v_3 w_1.
\end{align*}
$$

The parameters $c_0, \ldots, c_4 \in \mathbb{R}^\infty$ and $s = \pm 1$ are not fixed for the time being.

To get an involution we use the fact that the spin 1/2 (resp. spin 1) representation of $U_q(\mathfrak{su}(2))$ is quaternionic (resp. real). Rephased in terms of the representations $\sigma_{1/2,N}$ and $\sigma_{1,N}$ of $U_q(\mathfrak{u}(2))$ we have the following lemma, which takes into account the fact that real/quaternionic structures change sign to $N$.

**Lemma 5.2.** Let $V_{\ell,N} = \mathbb{C}^{2\ell+1}$ be the vector space underlying the representation $\sigma_{\ell,N}$ of $U_q(\mathfrak{u}(2))$. An antilinear map $J : V_{\ell,N} \to V_{\ell,-N}$ satisfying $J^2 = (-1)^{2\ell}$ and such that

$$J \sigma_{\ell,N}(h) = \sigma_{\ell,-N}(S(h)^\ast) J,$$

for any $h \in U_q(\mathfrak{u}(2))$, is given, for $\ell = 0, 1, 2, 1, 3, 2, \ldots, 1, 2, 1, 0$, by

$$J a = a^\ast, \quad J(v_1,v_2)^t = (-q^{-1/2} v_2^t, q^{1/2} v_1^t)^t, \quad J(w_1,w_2,w_3)^t = (-q^{-1} w_2^t, w_2^t, -q w_1^t)^t,$$

for any $a \in V_{0,N}, v \in V_{1/2,N}$, and $w \in V_{1,N}$ respectively. Moreover, if $c_0 = c_4$, the map

$$^* : V^{\ast} \to V^{\ast}, \quad (v_{i,j}) \mapsto (v^*)_{i,j} := (-1)^j J(v_{j,i}),$$

is a graded involution, i.e. it satisfies $(v^*)^\ast = v$ and

$$(v \wedge q v')^\ast = (-1)^{kk'} v'^\ast \wedge q v^\ast,$$

for all $v \in V^{i,k-i}$ and $v' \in V^{i',k'-i'}$.

**Proof.** The property $J^2 = (-1)^{2\ell}$ is easy checked in all the above mentioned cases, and the condition $\ast^2 = \text{id}$ is a direct corollary: $\ast^2 |_{V_{i,j}} = (-1)^{i+j} J^2$, and $V_{i,j}$ is a sum of spaces $V_{\ell,N}$ having $2\ell$ with the same parity of $i + j$. Since $J$ always commutes with $\sigma_{\ell,N}(K_{1/2} K_{1/2}^2)$,
and \( \sigma_{\ell,N}(K_1K_2^2) = \sigma_{\ell,-N}(S(K_1K_2^2)^*) \), the claim (5.1) for \( h = K_1K_2^2 \) is trivially satisfied. We have to check (5.1) for the remaining generators \( h = K_1, E_1, F_1 \), and in the non-trivial cases \( \ell = \frac{1}{2}, 1 \). A direct computation yields:

\[
J\sigma_{\frac{1}{2},N}(K_1)J^{-1} = \begin{pmatrix}
0 & -q^{-\frac{1}{2}} & 0 \\
q^{\frac{1}{2}} & 0 & q^{-\frac{1}{2}} \\
0 & q^{\frac{1}{2}} & 0 \\
\end{pmatrix} = \sigma_{\frac{1}{2},-N}(K_1^{-1}) ,
\]

\[
J\sigma_{\frac{1}{2},N}(E_1)J^{-1} = \begin{pmatrix}
0 & -q^{-\frac{1}{2}} \\
q^{\frac{1}{2}} & 0 \\
0 & q^{\frac{1}{2}} \\
\end{pmatrix} = -q\sigma_{\frac{1}{2},-N}(E_1) ,
\]

\[
J\sigma_{\frac{1}{2},N}(F_1)J^{-1} = \begin{pmatrix}
0 & -q^{-\frac{1}{2}} \\
q^{\frac{1}{2}} & 0 \\
0 & q^{\frac{1}{2}} \\
\end{pmatrix} = -q^{-1}\sigma_{\frac{1}{2},-N}(F_1) ,
\]

\[
J\sigma_{1,N}(K_1)J^{-1} = \begin{pmatrix}
0 & 0 & -q^{-1} \\
0 & 1 & 0 \\
-q & 0 & 0 \\
\end{pmatrix} = \sigma_{1,-N}(K_1^{-1}) ,
\]

\[
J\sigma_{1,N}(E_1)J^{-1} = [2]^{\frac{1}{2}} \begin{pmatrix}
0 & 0 & -q^{-1} \\
0 & 1 & 0 \\
-q & 0 & 0 \\
\end{pmatrix} = -q\sigma_{1,-N}(E_1) ,
\]

\[
J\sigma_{1,N}(F_1)J^{-1} = [2]^{\frac{1}{2}} \begin{pmatrix}
0 & 0 & -q^{-1} \\
0 & 1 & 0 \\
-q & 0 & 0 \\
\end{pmatrix} = -q^{-1}\sigma_{1,-N}(E_1) .
\]

Also, by a direct computation one checks that

\[
J\mu_0(v,v') = -\mu_0(Jv',Jv) , \quad J\mu_1(v,v') = -\mu_1(Jv',Jv) ,
\]

\[
J\mu_2(v,v') = \mu_3(Jv',Jv) , \quad J\mu_3(v,v') = \mu_2(Jv',Jv) , \quad J\mu_4(v,v') = \mu_4(Jv',Jv) .
\]

With these, (5.2) is straightforwardly established. \( \square \)

From now on, we take that \( c_4 = c_0 \) for the coefficients of Prop. 5.1.

The composition of the involution on \( \mathcal{A}(\text{SU}_q(3)) \) with the * in the previous Lemma, yields a map \( \omega \mapsto \omega^* \) sending forms into forms and extending the involution of the algebra \( \mathcal{A}(\text{CP}_q^4) = \Omega^{0,0}(\text{CP}_q^4) \). Indeed, with \( h \in \mathcal{U}_q(\text{u}(2)) \), and \( t := S(h)^* \), from (5.1), we get

\[
(\mathcal{L}_{h_{(1)}} \otimes \sigma^{i,j}(h_{(2)}))(\omega^*)_{i,j} = (-1)^i(\mathcal{L}_{h_{(1)}} \otimes \sigma^{i,j}(h_{(2)}))(* \otimes J)\omega_{j,i}
\]

\[
= (-1)^i(* \otimes J)(\mathcal{L}_{S(h_{(1)}} \otimes \sigma^{j,i}(S(h_{(2)}))^{*})\omega_{j,i}
\]

\[
= (-1)^i(* \otimes J)(\mathcal{L}_{S^2(t_{(2)}} \otimes \sigma^{j,i}(t_{(1)}))\omega_{j,i} .
\]
Invariance of $\omega_{j,i}$ gives
\[ \mathcal{L}_h \omega_{j,i} = (1 \otimes \sigma^{ij}(S^{-1}(h(3))))(\mathcal{L}_{h(1)} \otimes \sigma^{ij}(h(2)))\omega_{j,i} = \sigma^{ij}(S^{-1}(h))\omega_{j,i}, \]
and in turn, using $\epsilon(S(h)^*) = \epsilon(h)$,
\[ (\mathcal{L}_{h(1)} \otimes \sigma^{ij}(h(2)))(\omega^*)_i,j = (1)^{ij}(\ast \otimes J)(1 \otimes \sigma^{ij}(t(1)S(t(2))))\omega_{j,i} = \epsilon(h)(-1)^{ij}(\ast \otimes J)\omega_{j,i} = \epsilon(h)(\omega^*)_i,j. \]
Thus, the involution maps invariant elements into invariant elements, i.e. forms into forms.

As a consequence of (5.2), $(\Omega^{\bullet\bullet}(\text{CP}_q^2), \wedge_q, \ast)$ is a graded $*$-algebra:
\[ (\omega \wedge_q \omega')^* = (-1)^{dg(\omega)dg(\omega')} \omega'^* \wedge_q \omega^*, \quad \forall \omega, \omega' \in \Omega^{\bullet\bullet}(\text{CP}_q^2). \quad (5.3) \]

**Lemma 5.3.** The algebra $(\Omega^{\bullet\bullet}, \wedge_q)$ is generated in degree $1$, that is any form of degree $\geq 1$ can be written as a sum of products of 1-forms.

**Proof.** We need to show that the maps
\[ V^{0,1} \times V^{i,j} \to V^{i,j+1}, \quad (v, w) \mapsto v \wedge_q w, \]
and
\[ V^{1,0} \times V^{i,j} \to V^{i+1,j}, \quad (v, w) \mapsto v \wedge_q w, \]
are surjective for all $i, j$. We give the proof for the first map, the second being analogous.

If $w$ is a scalar, the claim is clearly true.

If $(i, j) = (0, 1)$ (resp. $(2, 1)$) the scalar
\[ (1, 0)^t \wedge_q (0, 1)^t = c_0[2]^{-1/2}, \quad \text{resp.} \quad (1, 0)^t \wedge_q (0, 1)^t = c_3[2]^{-1/2}, \]
is a basis $V^{0,2}$ (resp. $V^{2,2}$), and the map is clearly surjective.

If $(i, j) = (1, 0)$, the map $\wedge_q$ is invertible; indeed, $v \wedge_q w = \text{diag}(c_1, c_1, c_1, c_2)U(v \otimes w)$ with $U$ the unitary matrix in [A.1].

Finally, if $(i, j) = (1, 1)$ the vectors
\[ (1, 0)^t \wedge_q (0, 0, 0, 1)^t = -c_0c_2^{-1}[2]^{-1}(1, 0)^t, \quad (0, 1)^t \wedge_q (0, 0, 0, 1)^t = -c_0c_2^{-1}[2]^{-1}(0, 1)^t, \]
form a basis of $V^{1,2}$, and the maps surjective. This concludes the proof. \[ \square \]

### 5.3. Hodge star and a closed integral.

Having an (associative, graded involutive) algebra of forms, the next steps consist in endowing it with i) two derivations $\partial$ and $\bar{\partial}$ giving a double complex, with $d := \partial + \bar{\partial}$ the total differential; ii) a closed integral; iii) an Hodge star operator.

We postpone to the next section the explicit construction of the exterior differentials and start here with the integral. Recall from Remark 3.1 that an inner product on forms is given by composing the natural Hermitian structure on the module $\omega_{i,j}$ of forms with the restriction to $\mathcal{A}(\text{CP}_q^2)$ of the Haar state $\varphi : \mathcal{A}(\text{SU}_q(3)) \to \mathbb{C}$; that is
\[ \langle \omega, \omega' \rangle := \sum_{i,j} \varphi(\omega_{i,j}^* \cdot \omega'_{i,j}), \]

where $\omega_{i,j}$ is the $i,j$-th component of $\omega$. Since $\text{SU}_q(3)$ acts by holomorphic automorphisms on $\mathbb{CP}_q^2$, it induces an action on $\omega_{i,j}$.

Finally, if $(i, j) = (1, 1)$ the vectors
\[ (1, 0)^t \wedge_q (0, 0, 0, 1)^t = -c_0c_2^{-1}[2]^{-1}(1, 0)^t, \quad (0, 1)^t \wedge_q (0, 0, 0, 1)^t = -c_0c_2^{-1}[2]^{-1}(0, 1)^t, \]
form a basis of $V^{1,2}$, and the maps surjective. This concludes the proof. \[ \square \]

### 5.3. Hodge star and a closed integral.

Having an (associative, graded involutive) algebra of forms, the next steps consist in endowing it with i) two derivations $\partial$ and $\bar{\partial}$ giving a double complex, with $d := \partial + \bar{\partial}$ the total differential; ii) a closed integral; iii) an Hodge star operator.

We postpone to the next section the explicit construction of the exterior differentials and start here with the integral. Recall from Remark 3.1 that an inner product on forms is given by composing the natural Hermitian structure on the module $\omega_{i,j}$ of forms with the restriction to $\mathcal{A}(\text{CP}_q^2)$ of the Haar state $\varphi : \mathcal{A}(\text{SU}_q(3)) \to \mathbb{C}$; that is
\[ \langle \omega, \omega' \rangle := \sum_{i,j} \varphi(\omega_{i,j}^* \cdot \omega'_{i,j}), \]

where $\omega_{i,j}$ is the $i,j$-th component of $\omega$. Since $\text{SU}_q(3)$ acts by holomorphic automorphisms on $\mathbb{CP}_q^2$, it induces an action on $\omega_{i,j}$.
where the sum is over all the homogeneous components \( \omega_{i,j}, \omega'_{i,j} \in \Omega^i,j(\mathbb{C}P^2_q) \) of \( \omega \) and \( \omega' \). Both the left canonical action \( \triangleright \) and the left action \( \mathcal{L} \) of \( \mathcal{U}_q(\mathfrak{su}(3)) \) on \( \mathcal{A}(\text{SU}_q(3)) \) are unitary for this inner product, as well as the action of \( \mathcal{A}(\mathbb{C}P^2_q) \) by left multiplication.

Now \( \Omega^{2,2}(\mathbb{C}P^2_q) = \mathcal{A} \) is a free module of rank one, with basis a central element which we denote 1 (the volume form). Indeed, we call \( \text{vol} \) the form with all components equal to zero but for the one in degree 4, which is 1. We think of this as the volume form and define an integral by

\[
\int \omega := \langle \text{vol}, \omega \rangle = \varphi(\omega_{2,2}) , \quad \forall \omega \in \Omega^{2,2}(\mathbb{C}P^2_q) .
\]

(5.4)

In particular, \( \int \text{vol} = 1 \). If the differentials \( \partial \) and \( \bar{\partial} \) are given via the (right) action of elements of \( \mathcal{U}_q(\mathfrak{su}(3)) \) which are in the kernel of the counit \( \epsilon \), the integral is automatically closed, i.e.

\[
\int \bar{\partial} \omega = \int \partial \omega = 0 ,
\]

a simple consequence of the invariance of the Haar state: \( \varphi(a \triangleleft h) = \epsilon(h)\varphi(a) \). Having the integral and the inner product on forms, the Hodge star operator is defined on real forms via the usual requirement that \( \int \omega \wedge_q \omega' = \langle \ast_H \omega, \omega' \rangle \). This can be extended to complex forms both linearly (as e.g. in [19]) or antilinearly (as e.g. in [16]). In the context of solutions of the Yang-Mills equations, a curvature, being the square of a connection, is always real and it doesn’t matter which extension we choose. We choose the former.

Recalling that the inner product \( \langle \ , \rangle \) is linear in the second entry and antilinear in the first, the Hodge star on complex forms is the linear operator \( \ast_H : \Omega^{i,j}(\mathbb{C}P^2_q) \to \Omega^{2-j,2-i}(\mathbb{C}P^2_q) \) defined by

\[
\int \omega^\ast \wedge_q \omega' = \langle \ast_H \omega, \omega' \rangle .
\]

(5.5)

Since \( \Omega^{2,2}(\mathbb{C}P^2_q) \simeq \mathcal{A}(\mathbb{C}P^2_q) \) and the Haar state is faithful, an equivalent definition is

\[
\omega^\ast \wedge_q \omega' = \langle \ast_H \omega, \omega' \rangle \text{vol} .
\]

(5.6)

With a \( \ast \)-calculus, a closed integral and the graded Leibniz rule for the differential, definition (5.5) implies that

\[
\langle \ast_H (d\omega), \omega' \rangle = \int (d\omega)^\ast \wedge_q \omega' = - \int d(\omega^\ast) \wedge_q \omega' = - \int d(\omega^\ast) \wedge_q \omega' + (-1)^{dg(\omega)} \int \omega^\ast \wedge_q d\omega' = 0 + (-1)^{dg(\omega)} \langle \ast_H \omega, d\omega' \rangle ,
\]

which becomes

\[
d^\dagger \omega = \ast_H d \ast_H \omega ,
\]

(5.7)

if \( \ast_H d \omega = (-1)^{dg(\omega)} \omega \). To obtain this last property, which is automatic when \( q = 1 \), one needs suitable constraints on the parameters \( c_i \)'s in Prop. 5.1.
Proposition 5.4. On any form \( \omega \) one has \( *_{H}^2 \omega = (-1)^{\text{deg}(\omega)} \omega \) if

\[
c_1 = \pm q^{-\frac{1}{2}}[2]^{-\frac{1}{2}} \sqrt{|c_0|}, \quad c_2 = \pm q^{\frac{1}{2}}[2]^{-\frac{1}{2}} \sqrt{|c_0|}, \quad c_3 = \pm [2]^{\frac{1}{2}},
\]

with arbitrary signs. For this choice of parameters, on (anti-)holomorphic 2-form the Hodge star is the identity, and on (1, 1) forms it is the linear map

\[
*_{H} : (w, w_4) \mapsto \text{sign}(c_3)(-w, w_4).
\] (5.8)

Proof. If \( *_{H} \omega \) and \( \omega' \) are homogeneous with different degree, both sides of (5.5) are zero. It is then enough to consider the case \( \omega \in \Omega^{2,i}(\mathbb{CP}^2_q), \omega' \in \Omega^{2-i,2-j}(\mathbb{CP}^2_q) \). From the definition of the involution on forms, for the possible values of the labels, one gets

\[
(i, j) = (0, 0), (0, 2), (2, 0), (2, 2) : \quad \omega^* \wedge_q \omega' = \omega^\dagger \cdot \omega',

(i, j) = (0, 1), (1, 0), (1, 2), (2, 1) : \quad \omega^* \wedge_q \omega' = c_3 c_4 \left( -q^{-\frac{1}{2}} |c_1|^{-2} w^1, q^{\frac{1}{2}} |c_2|^{-2} w_4 \right) \omega'.

(i, j) = (1, 1) : \quad \omega^* \wedge_q \omega' = \frac{c_3 c_4}{2} \left( -q^{-\frac{1}{2}} |c_1|^{-2} w^1, q^{\frac{1}{2}} |c_2|^{-2} w_4 \right) \omega'.
\]

From (5.6), the right hand side of the above expressions must be equal to \( (*_{H} \omega)^\dagger \cdot \omega' \).

Hence,

\[
(*_{H} \omega)_{2-i,2-j} = \begin{cases} 
\omega_{j,i} & \text{if } (i, j) = (0, 0), (0, 2), (2, 0), (2, 2), \\
(-1)^{j}[2]^{-\frac{1}{2}} c_3 \omega_{j,i} & \text{if } (i, j) = (0, 1), (1, 0), (1, 2), (2, 1), \\
\frac{1}{|c_3 c_0|} (-q^{-\frac{1}{2}} |c_1|^{-2} w, q^{\frac{1}{2}} |c_2|^{-2} w_4) & \text{if } (i, j) = (1, 1).
\end{cases}
\]

The square of \( *_{H} \) on \( \omega \) is verified to be \( (-1)^{\text{deg}(\omega)} \omega \) if the \( c_i \) are those given in the statement of the lemma. With these, (5.8) is immediately checked.

With the previous lemma, all parameters are fixed, but for some arbitrary signs and a global rescaling\(^2\) encoded in \( c_0 \). On the other hand, fixing the sign of \( c_3 \) corresponds to fixing an orientation, as flipping the the orientation results in exchanging selfdual with anti-selfdual forms. From now on we assume that \( c_3 < 0 \), so that by (5.8) selfdual (1, 1)-forms are of the type \( (w, 0) \), and anti-self dual ones are of the type \( (0, w_4) \).

Corollary 5.5. The Hodge star operator is an isometry.

Proof. Notice that since \( \varphi(a^*) = \overline{\varphi(a)} \), by graded involutivity of the conjugation of forms we have

\[
\langle *_{H} \omega, *_{H} \omega' \rangle = \langle *_{H} \omega', *_{H} \omega \rangle = \left( \int \omega^* \wedge_q *_{H} \omega \right)^* = \int (\omega^* \wedge_q *_{H} \omega)^*
\]

\[
= (-1)^{\text{deg}(\omega)} \int (*_{H} \omega)^* \wedge_q \omega' = (-1)^{\text{deg}(\omega)} \langle *_{H}^2 \omega, \omega' \rangle = \langle \omega, \omega' \rangle,
\]

where we used the fact that \( \omega \) and \( \omega' \) have the same degree, and \( \text{deg}(\omega) \) and \( \text{deg}(\omega)^2 \) have the same parity. \( \square \)

\(^2\) Notations are simplified by choosing \( c_0 = [2]^{\frac{1}{2}} \). In the notations of [1] we would have \( c_0 = 2[2]^{-\frac{1}{2}} \).
Remark 5.6. There is an equivalent definition of the Hodge star operator. Firstly, one can define the “exterior multiplication” \( \epsilon : \Omega^{\bullet \bullet}(\mathbb{CP}^2_q) \to \text{End}(\Omega^{\bullet \bullet}(\mathbb{CP}^2_q)) \) and the dual “contraction” \( i : \Omega^{\bullet \bullet}(\mathbb{CP}^2_q) \to \text{End}(\Omega^{\bullet \bullet}(\mathbb{CP}^2_q)) \) by formulae:

\[
\epsilon(\omega)\omega' := \omega \wedge \omega', \quad i(\omega) := \epsilon(\omega)\dagger, \quad \forall \omega, \omega' \in \Omega^{\bullet \bullet}(\mathbb{CP}^2_q).
\]

Then, from definitions \( (5.5) \) and \( (5.4) \) one has

\[
\langle \star_H \omega, \omega' \rangle = \langle \text{vol}, \omega^* \wedge \omega' \rangle = \langle \text{vol}, \epsilon(\omega^*)\omega' \rangle = \langle i(\omega^*)\text{vol}, \omega' \rangle
\]

which, from the non degeneracy of the scalar product, yields

\[
\star_H \omega = i(\omega^*)\text{vol}
\]

for any \( \omega \in \Omega^{\bullet \bullet}(\mathbb{CP}^2_q) \).

5.4. The exterior derivatives.

We are left with the definition of the exterior derivative \( d \). As we recall in App. \( \mathbb{B} \), in order to have a real differential calculus for \( \Omega^\bullet(\mathbb{CP}^2_q) = \bigoplus_k \Omega^k(\mathbb{CP}^2_q) \) one needs a derivation, that is a map \( d : \mathcal{A}(\mathbb{CP}^2_q) \to \Omega^1(\mathbb{CP}^2_q) \) obeying the Leibniz rule and such that \( \mathcal{A}(\mathbb{CP}^2_q) \left( \text{d}\mathcal{A}(\mathbb{CP}^2_q) \right) = \Omega^1(\mathbb{CP}^2_q) \) and \( da = -(da^*)^* \). Then the exterior derivative \( d \) is extended uniquely to forms of higher degree. If \( \Omega^k(\mathbb{CP}^2_q) := \bigoplus_{i+j=k} \Omega^{i,j}(\mathbb{CP}^2_q) \), this is equivalent to write \( d = \partial + \bar{\partial} \) with two derivations \( \partial : \mathcal{A}(\mathbb{CP}^2_q) \to \Omega^{1,0}(\mathbb{CP}^2_q) \) and \( \bar{\partial} : \mathcal{A}(\mathbb{CP}^2_q) \to \Omega^{0,1}(\mathbb{CP}^2_q) \), such that \( \bar{\partial} \omega = -(\partial \omega^*)^* \); again both \( \partial \) and \( \bar{\partial} \) are extended uniquely to forms of higher degree.

We write \( X = \sum_i X_i \otimes e^i \in \mathcal{U}_q(\text{su}(3)) \otimes V^{1,0} \), with \( e^1 = (1,0)^t \) and \( e^2 = (0,1)^t \) the basis vectors of \( V^{1,0} \). Then, we set

\[
\partial(\cdot) := \mathcal{L}_X \wedge_q (\cdot) = \sum_k \mathcal{L}_{X_k} \otimes e^k \wedge_q (\cdot)
\]

and determine the conditions on the elements \( X_i \)'s that yield \( \partial \) to send a form, that is any \( \omega \in \Omega^{i,j}(\mathbb{CP}^2_q) = \mathcal{A}(\text{SU}_q(3)) \boxtimes_{i,j} V^{i,j} \), to a \( (i+1,j) \)-form; namely we impose that \( \partial \omega \in \Omega^{i+1,j}(\mathbb{CP}^2_q) = \mathcal{A}(\text{SU}_q(3)) \boxtimes_{i+1,j} V^{i+1,j} \).

Since the assignment \( h \to \mathcal{L}_h \) is a representation, for all \( h, x \in \mathcal{U}_q(\text{su}(3)) \) one gets that

\[
\mathcal{L}_h \mathcal{L}_x = \mathcal{L}_{x \otimes^{\text{ad}} S^{-1}(h(2)) \mathcal{L}_h(1)}, \text{ with the right adjoint action given by}
\]

\[
x \otimes^{\text{ad}} h = S(h(1)) x h(2).
\]

In turn, left covariance of the wedge product yields

\[
\{ \mathcal{L}_{h(1)} \otimes \sigma^{i+1,j}(h(2)) \} \partial(\cdot) = \sum_k \mathcal{L}_{h(1)} \mathcal{L}_{X_k} \otimes \sigma^{i+1,j}(h(2)) e^k \wedge_q (\cdot) = \sum_k (\mathcal{L}_{X_k \otimes^{\text{ad}} S^{-1}(h(2))} \otimes \sigma^{1,0}(h(3)) e^k \wedge_q (\mathcal{L}_{h(1)} \otimes \sigma^{i,j}(h(4))))(\cdot),
\]

for any \( h \in \mathcal{U}_q(\text{u}(2)) \). Then, for \( X \) an element which is invariant for the tensor product of the right adjoint action with \( \sigma^{1,0} \), i.e. for \( X \) such that

\[
\sum_k X_k \otimes^{\text{ad}} S^{-1}(h(1)) \otimes \sigma^{1,0}(h(2)) e^k = \epsilon(h) \sum_k X_k \otimes e^k,
\]
we conclude that
\[
\{ \mathcal{L}_{h(1)} \otimes \sigma^{i+j}(h(2)) \} \circ \partial = \partial \circ \{ \mathcal{L}_{h(1)} \otimes \sigma^{i+j}(h(2)) \} .
\] (5.9)
This means that $\partial$ maps invariant elements of $\mathcal{A}(SU_q(3)) \otimes V^{i,j}$ into invariant elements of $\mathcal{A}(SU_q(3)) \otimes V^{i+1,j}$, that is, forms to forms. Since both $\mathcal{L}_h$ and $\sigma^{i,j}$ are $*$-representation, taking the adjoint of equation \((5.9)\) yields
\[
\partial^* \{ \mathcal{L}_{h(1)} \otimes \sigma^{i+j}(h(2)) \} = \{ \mathcal{L}_{h(1)} \otimes \sigma^{i+j}(h(2)) \} \partial^* ,
\]
which means that $\partial^*$ maps $(i,j)$-forms to $(i-1,j)$-forms.

Similarly, by replacing $V^{1,0}$ with the representation $V^{0,1}$, an invariant element $Y$ of $\mathcal{U}_q(\mathfrak{su}(3)) \otimes V^{0,1}$ would give an operator $\overline{\partial} = \mathcal{L}_Y \wedge_q (\cdot)$ mapping $(i,j)$-forms to $(i,j+1)$-forms and the adjoint $\overline{\partial}^*$ mapping $(i,j)$-forms to $(i,j-1)$-forms.

On $\mathbb{CP}_q^2$ the only elements of $\mathcal{U}_q(\mathfrak{su}(3))$ which act on the right as derivations of $\mathcal{A}(\mathbb{CP}_q^2)$ are the operators $E_2, F_2, [E_1, E_2]_q$ and $[F_2, F_1]_q$. These must be applied in such a way to get an element of $\Omega^1(\mathbb{CP}_q^2)$.

**Proposition 5.7.** One defines two exterior derivations $\partial : \mathcal{A}(\mathbb{CP}_q^2) \to \Omega^{1,0}(\mathbb{CP}_q^2)$ and $\overline{\partial} : \mathcal{A}(\mathbb{CP}_q^2) \to \Omega^{0,1}(\mathbb{CP}_q^2)$ by
\[
\partial a := q^{-\frac{1}{2}}(\mathcal{L}_{q^{-1}K_2 E_2} a, \mathcal{L}_{-K_1 K_2 [E_1, E_2]} a)^t , \quad \overline{\partial} a := (\mathcal{L}_{K_1 K_2 [F_2, F_1]} a, \mathcal{L}_{K_2 F_2} a)^t , \quad (5.10)
\]
for all $a \in \mathcal{A}(\mathbb{CP}_q^2)$. The map $d = \partial + \overline{\partial} : \mathcal{A}(\mathbb{CP}_q^2) \to \Omega^1(\mathbb{CP}_q)$ satisfies the conditions $\mathcal{A}(\mathbb{CP}_q^2) d \mathcal{A}(\mathbb{CP}_q^2) = \Omega^1(\mathbb{CP}_q^2)$ and $da^* = -(da)^*$.

**Proof.** The elements $X \in \mathcal{U}_q(\mathfrak{su}(3)) \otimes V^{1,0}$ and $Y \in \mathcal{U}_q(\mathfrak{su}(3)) \otimes V^{0,1}$ given by
\[
X := (q^{-1} K_2 E_2, -K_1 K_2 [E_1, E_2])^t , \quad Y := (K_1 K_2 [F_2, F_1], K_2 F_2)^t , \quad (5.11)
\]
are invariant, hence by the above discussion the maps $\omega \mapsto \mathcal{L}_X \wedge_q \omega$ and $\omega \mapsto \mathcal{L}_Y \wedge_q \omega$ send $\Omega^{1,0}(\mathbb{CP}_q^2)$ into $\Omega^{i+1,j}(\mathbb{CP}_q^2)$, resp. $\Omega^{i,j+1}(\mathbb{CP}_q^2)$. The wedge product on zero forms is diagonal multiplication and on functions these maps becomes (proportional to) \((5.10)\).

Since $S^{-1}$ is an anticomultiplicative and $\mathcal{L}_h a = a \triangleleft S^{-1}(h)$, from the covariance of the right canonical action we get that for all $a, b \in \mathcal{A}(SU_q(3))$
\[
\mathcal{L}_{X_1}(ab) = (\mathcal{L}_{X_1} a) b + (a \triangleleft K_2^{-2})(\mathcal{L}_{X_1} b) ,
\]
\[
\mathcal{L}_{X_2}(ab) = (\mathcal{L}_{X_2} a) b + (a \triangleleft K_1^{-2} K_2^{-2})(\mathcal{L}_{X_2} b) + q^{-\frac{1}{2}}(q - q^{-1})(a \triangleleft K_1^{-1} K_2^{-2} E_1)(\mathcal{L}_{X_2} b) ,
\]
\[
\mathcal{L}_{Y_1}(ab) = (\mathcal{L}_{Y_1} a) b + (a \triangleleft K_1^{-2} K_2^{-2})(\mathcal{L}_{Y_1} b) - q^{\frac{1}{2}}(q - q^{-1})(a \triangleleft K_1^{-1} K_2^{-2} F_1)(\mathcal{L}_{Y_1} b) ,
\]
\[
\mathcal{L}_{Y_2}(ab) = (\mathcal{L}_{Y_2} a) b + (a \triangleleft K_2^{-2})(\mathcal{L}_{Y_2} b) .
\]
If $a, b$ are indeed in $\mathcal{A}(\mathbb{CP}_q^2)$, right $\mathcal{U}_q(\mathfrak{u}(2))$-invariance gives $\mathcal{L}_X(ab) = (\mathcal{L}_X a) b + a(\mathcal{L}_X b)$ and $\mathcal{L}_Y(ab) = (\mathcal{L}_Y a) b + a(\mathcal{L}_Y b)$, so $\partial$ and $\overline{\partial}$ are graded derivations on $\mathcal{A}(\mathbb{CP}_q^2)$.

Reality is a simple check. From $(a^* \triangleleft h)^* = a \triangleleft S(h)^*$ it follows that
\[
\overline{\partial} a + (\partial a^*)^* = a \triangleleft (S^{-1}(Y_1) - q^{-1} X_2^*, S^{-1}(Y_2) + X_1^*)
\]
\[
= a \triangleleft (K_1 K_2 [F_2, F_1]_q + q(K_1 K_2)^{-1}[F_1, F_2]_q, (K_2 - K_2^{-1})F_2)
\]
\[
= a \triangleleft ((q - q^{-1})F_1 F_2, 0)
\]
= 0.

For the generators $p_{ij} = z_i^* z_j$ of $\mathcal{A}(\mathbb{C}P^2_q)$ one computes that
\[
\partial p_{ij} = -q^{-1}(u_i^3)^*(u_j^3), \quad \bar{\partial} p_{ij} = q^{-1}\left(-q^{-\frac{1}{2}}(u_i^1)^*\right)u_j^3,
\]
and shows that $dp_{ij}$ are a generating family for
\[
\Omega^{1,0}(\mathbb{C}P^2_q) \oplus \Omega^{0,1}(\mathbb{C}P^2_q) = M(\sigma_{\frac{1}{2}, -\frac{3}{2}}) \oplus M(\sigma_{\frac{1}{2}, \frac{3}{2}})
\]
as a left $\mathcal{A}(\mathbb{C}P^2_q)$-module. Indeed, for any $\omega = (v_1, v_2)^t \oplus (w_1, w_2)^t \in \Omega^{1,0}(\mathbb{C}P^2_q) \oplus \Omega^{0,1}(\mathbb{C}P^2_q)$ the coefficients
\[
a_{ij}(\omega) := -q^{1-2j}\left\{q^2 v_1(u_j^2)^* + v_2(u_j^1)^*\right\}u_i^3,
\]
\[
b_{ij}(\omega) := q^{5-2j}\left\{-q^\frac{j}{2} w_1(u_j^2)^* u_i^1 + q^{-\frac{j}{2}} w_2(u_j^3)^* u_i^1\right\},
\]
are right $U_q(\mathfrak{u}(2))$-invariant, i.e. $a_{ij}(\omega), b_{ij}(\omega) \in \mathcal{A}(\mathbb{C}P^2_q)$. Since
\[
\sum_j q^{2(a-j)(u_j^a)^* u_j^b} = \sum_j u_j^a(u_j^b)^* = \delta_{a,b}, \quad \sum_j u_j^3(u_j^3)^* = \sum_j q^{6-2j}(u_j^3)^* u_j^3 = 1,
\]
the following algebraic identities
\[
\sum_{i,j} a_{ij}(\omega) \partial p_{ij} = (v_1, v_2)^t, \quad \sum_{i,j} b_{ij}(\omega) \bar{\partial} p_{ij} = (w_1, w_2)^t,
\]
\[
\sum_{i,j} a_{ij}(\omega) \bar{\partial} p_{ij} = 0, \quad \sum_{i,j} b_{ij}(\omega) \partial p_{ij} = 0
\]
hold. Assembling all together, for any 1-form $\omega$ one finally gets
\[
\omega = \sum_{i,j}\left\{a_{ij}(\omega) + b_{ij}(\omega)\right\}dp_{ij},
\]
proving that the vectors $dp_{ij}$ are a generating family for $\Omega^1(\mathbb{C}P^2_q)$ as a left $\mathcal{A}(\mathbb{C}P^2_q)$-module. This concludes the proof. □

**Remark 5.8.** Using the properties $a \triangleleft K_1 = a$, $a \triangleleft K_2 = a$ and $a \triangleleft E_1 = a \triangleleft F_1 = 0$, for any element $a \in \mathcal{A}(\mathbb{C}P^2_q)$, simple manipulations in (5.10) yields
\[
\partial a := -q^{-\frac{3}{2}}(a \triangleleft E_2, a \triangleleft E_2 E_1)^t, \quad \bar{\partial} a := -(a \triangleleft F_2 F_1, a \triangleleft F_2)^t.
\]
Also, modulo a proportionality constant the operator $\bar{\partial}$ coincides with the one of [6].

We close this section with invariant (anti-)selfdual 2-forms that we shall use later on in the paper for the monopole connections. Since $\Omega^{0,2}(\mathbb{C}P^2_q) \simeq \Sigma_{0,3}$, $\Omega^{2,0}(\mathbb{C}P^2_q) \simeq \Sigma_{0,-3}$, and $\Omega^{1,1}(\mathbb{C}P^2_q) \simeq \Sigma_{1,0} \oplus \Sigma_{0,0}$, by the harmonic decomposition
\[
\Sigma_{0,0} \simeq \bigoplus_{n \in \mathbb{N}} (n, n), \quad \Sigma_{0,3} \simeq \bigoplus_{n \in \mathbb{N}} (n, n + 3), \quad \Sigma_{0,-3} \simeq \bigoplus_{n \in \mathbb{N}} (n + 3, n),
\]
\[
\Sigma_{1,0} \simeq \bigoplus_{n \in \mathbb{N}} (n + 1, n + 1) \oplus \bigoplus_{n \in \mathbb{N}} (n, n + 3) \oplus (n + 3, n),
\]
a 2-form $\omega$ is invariant iff $\omega \in \Omega^{1,1}(\mathbb{C}P^2_q)$ and it has the form $\omega = (0, w_4)$ with $w_4 \in \mathbb{C}$. By (5.8) such a 2-form is anti-selfdual, for the choice of orientation ($e_3 < 0$) made above.
6. Monopoles

In Sect. 3.2 we have described at length the isomorphism \( \Sigma_{0,N} \rightarrow \mathcal{A}(\mathbb{CP}^2_{qD}) \) as left \( \mathcal{A}(\mathbb{CP}^2_{qD}) \)-modules and the isomorphism \( \Sigma_{0,N} \rightarrow P_N \mathcal{A}(\mathbb{CP}^2_{qD}) \) as right \( \mathcal{A}(\mathbb{CP}^2_{qD}) \)-modules. Any of the two isomorphisms may be used to transport the Grassmannian connection on the bimodule \( \Sigma_{0,N} \). We use the second one because it is notationally simpler.

Recall that the isomorphism \( \phi : \Sigma_{0,N} \rightarrow P_N \mathcal{A}(\mathbb{CP}^2_{qD}) \) is given \( \phi(a) := \Psi_N a \), with inverse \( \phi^{-1} : P_N \mathcal{A}(\mathbb{CP}^2_{qD}) \rightarrow \Sigma_{0,N} \), \( \phi^{-1}(v) = \Psi^\dagger v \); and \( \Psi_N \) is the column vector with components \( \psi^N_{j,k,l} \) given in Lemma 3.3, \( d_N := \frac{1}{2}(|N| + 1)(|N| + 2) \) and \( P_N := \Psi_N \Psi_N^\dagger \).

6.1. The anti-selfdual connections.

The Grassmannian connection on the right \( \mathcal{A}(\mathbb{CP}^2_{qD}) \)-module \( \mathcal{E}_N := P_N \mathcal{A}(\mathbb{CP}^2_{qD}) \), with respect to the differential calculus of Sect. 5 is the map

\[
\nabla_N : \mathcal{E}_N \otimes \mathcal{A}(\mathbb{CP}^2_{qD}) \Omega^n(\mathbb{CP}^2_{qD}) \rightarrow \mathcal{E}_N \otimes \mathcal{A}(\mathbb{CP}^2_{qD}) \Omega^{n+1}(\mathbb{CP}^2_{qD}) ,
\]

for its curvature we get

\[
\nabla_N^2 \omega = P_N d \left( P_N d(P_N \omega) \right) = P_N dP_N \wedge \eta d(P_N \omega)
\]

\[
= P_N dP_N \wedge \eta \{ P_N d\omega + dP_N \wedge \eta \omega \} = \{ P_N dP_N \wedge \eta \} \wedge \eta \omega ,
\]

were we used that \( \omega = P_N \omega \) for any \( \omega \in \mathcal{E}_N \otimes \mathcal{A}(\mathbb{CP}^2_{qD}) \Omega^n(\mathbb{CP}^2_{qD}) \) and the identity

\[
ed e = (d e)(1 - e)
\]

and so \( e(d e)e = 0 \), both valid for any idempotent \( e \) (and any differential calculus).

When transported to equivariant maps, the connection

\[
\nabla_N : = \phi^{-1} \nabla_N \phi : \Sigma_{0,N} \otimes \mathcal{A}(\mathbb{CP}^2_{qD}) \Omega^n(\mathbb{CP}^2_{qD}) \rightarrow \Sigma_{0,N} \otimes \mathcal{A}(\mathbb{CP}^2_{qD}) \Omega^{n+1}(\mathbb{CP}^2_{qD}) ,
\]

is readily found to be given by

\[
\nabla_N \eta = \Psi_N^\dagger d(\Psi_N \omega) ,
\]

and the curvature \( \nabla_N^2 = \phi^{-1} \nabla_N^2 \phi \) becomes the operator of left wedge multiplication by the 2-form, still denote \( \nabla_N^2 \), given by

\[
\nabla_N^2 = \Psi_N^\dagger (dP_N \wedge \eta dP_N) \Psi_N .
\]

**Lemma 6.1.** The connection \( \nabla_N \) is left \( U_q(\mathfrak{su}(3)) \)-invariant.

**Proof.** From Lemma 3.4 we deduce

\[
\Psi_N^\dagger \otimes \Psi_N = \sum_{t} \mathcal{L}_{1,2}^0 \otimes (t_{1,2}^0)^* .
\]

In turn, for any \( h \in U_q(\mathfrak{su}(3)) \), \( (2.10) \) yields

\[
h_{(1)} \triangleright \Psi_N^\dagger \otimes h_{(2)} \triangleright \Psi_N = \sum_{t} h_{(1)} \triangleright t_{1,2}^0 \otimes (S(h_{(2)}))^* \triangleright t_{1,2}^0
\]

\[
= \sum_{t} \rho_{\frac{1}{2}, \frac{1}{2}}^0 (h_{(1)}) \rho_{\frac{1}{2}, \frac{1}{2}}^0 (S(h_{(2)})) t_{1,2}^0 \otimes (t_{1,2}^0)^*
\]

\[
= \epsilon(h) \sum_{t} t_{1,2}^0 \otimes (t_{1,2}^0)^* = \epsilon(h) \Psi_N^\dagger \otimes \Psi_N .
\]
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Thus, for any \( h \in \mathcal{U}_q(\mathfrak{su}(3)) \),
\[
h \triangleright (\nabla_N \eta) = h \triangleright (\Psi_N^\dagger d\Psi_N \eta) = (h(1) \triangleright \Psi_N^\dagger) d(h(2) \triangleright \Psi_N)(h(3) \triangleright \eta) = \Psi_N^\dagger d\Psi_N (h \triangleright \eta) = \nabla_N (h \triangleright \eta).
\]
This concludes the proof. \( \square \)

The connection being invariant from Lemma 6.1, its curvature \( \nabla_N^2 \) is invariant as well. Then, from the discussion at the end of Sect. 5, the two-form \( \nabla_N^2 \in \Omega^{1,1}(\mathbb{CP}_q^2) \) is necessarily of the type \( \nabla_N^2 = (0, w_N) \) for some \( w_N \in \mathbb{R} \). Hence by (5.8) it is anti-selfdual.

**Lemma 6.2.** The connection \( \nabla_N \) is anti-selfdual, that is to say, its curvature is a (constant) anti-selfdual two-form:
\[
\ast_H \nabla_N^2 = -\nabla_N^2, \tag{5.8}
\]

For its use later on we compute the constant \( w_N \) for \( N \geq 0 \); a similar computation being possible for \( N \leq 0 \) as well. By construction
\[
\Psi_N \triangleleft K_2 = q^{-\frac{N}{2}} \Psi_N \quad \text{and} \quad \Psi_N \triangleleft h = \epsilon(h) \Psi_N \quad \forall \ h \in \mathcal{U}_q(\mathfrak{u}(2)). \tag{6.4}
\]
Since \( z_i \triangleleft F_2 = 0 \), it also holds that
\[
\Psi_N \triangleleft E_2 = 0, \quad \Psi_N^\dagger \triangleleft F_2 = 0. \tag{6.5}
\]
Using the condition \( \Psi_N^\dagger \Psi_N = 1 \) and covariance of the action one deduces that
\[
(\Psi_N^\dagger \triangleleft E_2) \Psi_N = 0, \quad \Psi_N^\dagger (\Psi_N \triangleleft F_2) = 0. \tag{6.6}
\]
These equations allow one to compute
\[
q^{-\frac{N}{2}} \Psi_N^\dagger dP_N = -q^{-\frac{3}{2}} \left( \Psi_N^\dagger \triangleleft E_2 \right) \in \Omega^{1,0}(\mathbb{CP}_q^2),
\]
\[
q^{-\frac{N}{2}} (dP_N) \Psi_N = -\left( \Psi_N \triangleleft F_2 F_1 \right) \Psi_N^\dagger \in \Omega^{0,1}(\mathbb{CP}_q^2). \tag{6.7}
\]
By (2.10) we have
\[
q^{-N} \nabla_N^2 = -c_2 q^{-\frac{3}{2}s - 3}[2]^{-\frac{1}{2}} \sum_1 \sum_2 q(t_{12}^{0, N} \triangleleft E_2)(t_{12}^{0, N} \triangleleft E_2)^* + q^{-1}(t_{12}^{0, N} \triangleleft E_2 E_1)(t_{12}^{0, N} \triangleleft E_2 E_1)^*
\]
\[
= -c_2 q^{-\frac{3}{2}s - 3}[2]^{-\frac{1}{2}} \sum_1 \sum_2 \left\{ q \rho_{12}^{0, N}(E_2) \rho_{12}^{0, N}(E_2) + q^{-1} \rho_{12}^{0, N}(E_2 E_1) \rho_{12}^{0, N}(E_2 E_1) \right\}
\]
\[
= -c_2 q^{-\frac{3}{2}s - 3}[2]^{-\frac{1}{2}} \sum_1 \sum_2 \left\{ q \rho_{12}^{0, N}(E_2) \rho_{12}^{0, N}(F_2) + q^{-1} \rho_{12}^{0, N}(E_2 E_1) \rho_{12}^{0, N}(F_2) \right\} \delta_{jk}
\]
\[
= -c_2 q^{-\frac{3}{2}s - 3}[2]^{-\frac{1}{2}} q E_2 F_2 + q^{-1} E_2 E_1 F_2
\]
\[
= -c_2 q^{-\frac{3}{2}s - 3}[2]^{-\frac{1}{2}} \langle 0, 0, 0 | q E_2 F_2 + q^{-1} E_2 E_1 F_2 | 0, 0, 0 \rangle.
\]
with \(|↑\rangle = |0, 0, 0\rangle\) the highest weight vector of the representation \(\rho^{0,N}\). Using the vanishing \(E_1F_2|0, 0, 0\rangle = F_2E_1|0, 0, 0\rangle = 0\), one gets that

\[
\langle 0, 0, 0|E_2E_1F_1F_2|0, 0, 0\rangle = \langle 0, 0, 0|E_2[E_1, F_1]F_2|0, 0, 0\rangle = \langle 0, 0, 0|E_2\frac{K_2^2 - K_1^{-2}}{q - q^{-1}}F_2|0, 0, 0\rangle
\]

giving \(w_N = -q^{-\frac{3}{2}}c_2|2\rangle \frac{1}{2}q^N \langle 0, 0, 0|E_2F_2|0, 0, 0\rangle\).

Since \(F_2|0, 0, 0\rangle = \sqrt{|N|}|0, 1, \frac{1}{2}\rangle\) we finally get that \(w_N = -q^{-\frac{3}{2}}c_2|2\rangle \frac{1}{2}q^N\). Hence

\[
\nabla^2_N = q^{N-1}|N\rangle \nabla^2_1,
\]

where \(\nabla^2_1 = w_1 \in \mathbb{R}\) is an irrelevant normalization constant.

6.2. Gauged Laplacians.

With monopoles connection on the modules \(\Sigma_{0,N}\) we can study the corresponding gauged Laplacian operator acting on \(\Sigma_{0,N}\). Such an operator describes ‘excitations moving on the quantum projective space’ in the field of a magnetic monopole and in the limit \(q \to 1\) provides a model of quantum Hall effect on the projective plane.

We know that on both the modules \(\Sigma_{0,N}\) of sections and \(\Omega^n(\mathbb{CP}^2_q)\) of forms there are \(\mathcal{A}(\mathbb{CP}^2_q)\)-valued Hermitian structures. These can be combined to get a similar Hermitian structure on their tensor products \(\Sigma_{0,N} \otimes \mathcal{A}(\mathbb{CP}^2_q) \Omega^n(\mathbb{CP}^2_q)\) which, when composed with the restriction to \(\mathcal{A}(\mathbb{CP}^2_q)\) of the Haar functional \(\varphi: \mathcal{A}(\mathbb{CP}^2_q) \to \mathbb{C}\), gives a non-degenerate \(\mathbb{C}\)-valued inner product. Using the latter inner product, one generalized the equation (5.7) for forms to an analogous statement on connections, that is to say

\[
\nabla^\dagger_N \eta = *_H \nabla_N *_H \eta.
\]

Having this, as usual we define the gauged Laplacian acting on elements \(\eta \in \Sigma_{0,N}\) by

\[
\Box_N \eta = \nabla^\dagger_N \nabla_N \eta = \Psi_N^Ld^\dagger[\Psi_X \Psi_N^Ld(\Psi_N \eta)]
\]

where \(\nabla_N \eta = \Psi_N^Ld(\Psi_N \eta)\) is the connection in (6.2). Using the covariance of the action – remember that \(\mathcal{L}_x(ab) = (\mathcal{L}_x(a))((\mathcal{L}_x(a)) b)\) due to the presence of the antipode –, and equation (6.4), straightforward computations yield

\[
\partial(\Psi_N \eta) = q^{\frac{N}{2} - \frac{1}{2}}(\mathcal{L}_X \Psi_N) \eta + q^{\frac{N}{2} - \frac{1}{2}} \Psi_N(\mathcal{L}_X \eta), \quad \bar{\partial}(\Psi_N \eta) = q^{\frac{N}{2} - \frac{1}{2}}(\mathcal{L}_Y \Psi_N) \eta + q^{\frac{N}{2}} \Psi_N(\mathcal{L}_Y \eta).
\]

From (6.5) and (6.6): \(\mathcal{L}_X \Psi_N = 0\) and \(\Psi_N^\dagger(\mathcal{L}_Y \Psi_N) = 0\); hence

\[
\Box_N \eta = q^{N/2} \Psi_N^Ld^\dagger(\Psi_N \{ q^{-\frac{1}{2}} \mathcal{L}_X \oplus \mathcal{L}_Y \}) \eta
\]

\[
= q^{N/2} \Psi_N^L \{ q^{-\frac{1}{2}} \mathcal{L}_X \oplus \mathcal{L}_Y \} \{ q^{-\frac{1}{2}} \mathcal{L}_X \oplus \mathcal{L}_Y \} \eta.
\]

Again, (6.5) and (6.6) yield \(\mathcal{L}_{X^\dagger} \Psi_N = 0\) and \(\Psi_N^\dagger(\mathcal{L}_{X^\dagger} \Psi_N) = 0\); hence using the coproduct,

\[
\Box_N \eta = q^N \mathcal{L}_{q^{-1}X^\dagger X + Y^\dagger Y} \eta = \eta \circ S^{-1}(q^{-1}X^\dagger X + Y^\dagger Y) q^N.
\]

Now,

\[
S^{-1}(q^{-1}X^\dagger X + Y^\dagger Y) = K_2^{-2}(q^{-1}E_2F_2 + q^{-2}F_2E_2) + K_1^{-2}K_2^{-2}(q[E_2, E_1]q[F_1, F_2]q + q^{-2}[F_1, F_2]q[E_2, E_1]q),
\]
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which, with the commutation rule

$$[[F_1, F_2]_q, [E_2, E_1]_q] = [[F_1, [E_2, E_1]_q], F_2]_q + [F_1, [F_2, [E_2, E_1]_q]]_q$$

$$= [[E_2, [F_1, E_1]_q], F_2]_q + [F_1, [[F_2, E_2], E_1]_q]_q$$

$$= -[[E_2, \frac{K_2^2 - K_1^2}{q-q^{-1}}]_q, F_2]_q - [F_1, \frac{K_2^2 - K_1^2}{q-q^{-1}}, E_1]_q$$

$$= -[K_1^2 E_2, F_2]_q + [F_1, E_1 K_2^{-2}]_q$$

$$= K_1^2(q^{-2} F_2 E_2 - E_2 F_2) + (F_1 E_1 - q^{-2} E_1 F_1) K_2^{-2} ,$$

can be rewritten as

$$S^{-1}(q^{-1}X^{\dagger}X + Y^{\dagger}Y) = K_2^{-2}([2] \frac{K_2^2 - K_1^2}{q-q^{-1}} + (q + q^{-2}) F_2 E_2)$$

$$+ K_1^{-2} K_2^{-2}(q + q^{-2}) [F_1, F_2]_q [E_2, E_1]_q - q K_1^{-2} K_2^{-4} (F_1 E_1 - q^{-2} E_1 F_1) .$$

By construction the action of $U_q(su(2))$ is trivial on $\eta$, that is to say $\eta \triangleleft E_1 = \eta \triangleleft F_1 = 0$ and $\eta \triangleleft K_1 = \eta$, while $\eta \triangleleft K_2 = q^{N/2} \eta$. Then, an intermediate result states that

$$\Box \eta = \eta \triangleleft \left( \frac{K_2^2 - K_1^2}{q-q^{-1}} [2] + (q + q^{-2}) (F_2 E_2 - q^{-1} F_2 E_1 [E_2, E_1]_q) \right)$$

Using the commutator $[F_2, E_1] = 0$ and again $\eta \triangleleft E_1 = 0$, a further simplification comes from the computation

$$\eta \triangleleft F_2 F_1 E_1 E_2 = \eta \triangleleft F_2 [F_1, E_1] E_2 = -\eta \triangleleft F_2 K_2^2 \frac{K_2^2 - K_1^2}{q-q^{-1}} E_2 = \eta \triangleleft F_2 E_2 , \quad (6.10)$$

leading to:

$$\Box \eta = \eta \triangleleft \left( [2] [N] + (1 + q^{-3}) ([2] F_2 E_2 - F_2 F_1 E_2 E_1) \right) . \quad (6.11)$$

Next, we relate the gauged Laplacian operator to the Casimir operator in (2.5). Now, when acting from the right on $\Sigma_{0,N}$, a straightforward computation leads to

$$\eta \triangleleft C_q = \eta \triangleleft \left\{ \left[ \frac{1}{3} N \right]^2 + \left[ \frac{1}{3} N + 1 \right]^2 + \left[ \frac{2}{3} N + 1 \right]^2 + (q^{\frac{4}{3} N + 1} + q^{-\frac{4}{3} N - 1}) F_2 E_2 \right\}$$

$$+ F_2 F_1 \left( q^{-\frac{4}{3} N + 1} [E_1, E_2]_q - q^{\frac{N}{3}} [E_2, E_1]_q \right) ,$$

which, using again (6.10) reduces to

$$\eta \triangleleft C_q = \eta \triangleleft \left\{ \left[ \frac{1}{3} N \right]^2 + \left[ \frac{1}{3} N + 1 \right]^2 + \left[ \frac{2}{3} N + 1 \right]^2 + (q^{\frac{4}{3} N} + q^{-\frac{4}{3} N}) ([2] F_2 E_2 - F_2 F_1 E_2 E_1) \right\} . \quad (6.12)$$

The generator $L = K_1 K_2^2$ of the ‘structure algebra’ $U_q(u(1))$ act on $\Sigma_{0,N}$ as $\eta \triangleleft L = q^{N/2} \eta$. Then, a comparison of (6.11) and (6.12) yields the following proposition.

**Proposition 6.3.** The gauged Laplacian is related to the Casimir operator by

$$q^2 \frac{L^{\frac{1}{3}} + L^{-\frac{1}{3}}}{q^2 + q^{-2}} \left( \Box \eta + [2] \frac{L - L^{-1}}{q - q^{-1}} \right)$$

$$= C_q - (q - q^{-1})^{-1} \left( (L^{\frac{1}{2}} - L^{-\frac{1}{2}})^2 + (q L^{\frac{1}{2}} - q^{-1} L^{-\frac{1}{2}})^2 + (q L^{\frac{1}{4}} - q^{-1} L^{-\frac{3}{4}})^2 \right) .$$
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or
\[ q^{\frac{3}{2}} \left( q^{\frac{N}{2}} + q^{-\frac{N}{2}} \right) (\Box_\nabla - [2][N]) = C_q - \left[ \frac{1}{3} N \right]^2 - \left[ \frac{1}{3} N + 1 \right]^2 - \left[ \frac{2}{3} N + 1 \right]^2. \]

The diagonalization of the gauged Laplacian is made simple by the observation that for the Casimir left and right action is the same: \( C_q \triangleright a = a \triangleleft C_q \) for all \( a \in \mathcal{A}(SU_q(3)) \), and by the fact that with respect to the left action of \( \mathcal{U}_q(su(3)) \) there are decompositions:
\[ \Sigma_{0,N} \simeq \bigoplus_{n \in \mathbb{N}} \rho^{(n,N,n)} \] if \( N \geq 0 \),
\[ \Sigma_{0,N} \simeq \bigoplus_{n \in \mathbb{N}} \rho^{(n-N,N,n)} \] if \( N \leq 0 \).

**Proposition 6.4.** The eigenvalues of the gauged Laplacian \( \Box_\nabla \) are given by
\[ \lambda_{n,N} = (1 + q^{-3}) [n][n + N + 2] + [2][N] \] if \( N \geq 0 \),
\[ \lambda_{n,N} = (1 + q^{-3}) [n + 2][n - N] + [2][N] \] if \( N \leq 0 \),
with \( n \in \mathbb{N} \).

**Proof.** Using the above harmonic decomposition of \( \Sigma_{0,N} \) and the spectrum \( (2.6) \) of the Casimir operator, one gets
\[ \lambda_{n,N} := q^{-\frac{3}{2}} \frac{q^{\frac{3}{2}} + q^{-\frac{3}{2}}}{q^{\frac{N}{2}} + q^{-\frac{N}{2}}} \left( [n + \frac{2}{3} N] + 1 \right)^2 + [n + \frac{2}{3} N - 1] + 1 \right)^2 - \left[ \frac{1}{3} N + 1 \right]^2 - \left[ \frac{2}{3} N + 1 \right]^2 \right] + [2][N] \right). \]
with \( n \in \mathbb{N} \) and for any \( N \in \mathbb{Z} \). This expression can be simplified using the identity \( [a + b]^2 - [b]^2 = [a][a + 2b] \). For \( N \geq 0 \) this becomes
\[ \lambda_{n,N} = q^{-\frac{3}{2}} \frac{q^{\frac{3}{2}} + q^{-\frac{3}{2}}}{q^{\frac{N}{2}} + q^{-\frac{N}{2}}} \left( [n + \frac{2}{3} N + 2] + [n + \frac{4}{3} N + 2] \right) + [2][N] \right), \]
that with a further simplification is the claimed expression in the proposition. One proceeds similarly for the case \( N \leq 0 \). \( \square \)

It is worth stressing that the spectrum of \( \Box_\nabla \) is not symmetric under the exchange \( N \leftrightarrow -N \), not even when exchanging in addition the parameter as \( q \leftrightarrow q^{-1} \). A similar phenomenon was already observed in \([12]\) for gauged Laplacians on the standard Podleś sphere; the latter can be though of as the quantum projective line \( \mathbb{C}P^1_q \).

7. **Quantum invariants**

Classically, topological invariants are computed by integrating powers of the curvature of a connection, the result being independent of the particular connection. On the other hand, in order to integrate the curvature of a connection on the quantum projective space \( \mathbb{C}P^2_q \) one needs ‘twisted integrals’; the results are not integers any longer but rather \( q \)-analogues, as we shall see in Sect. \([7,2]\). We start with some general result on equivariant K-theory and K-homology and corresponding Chern-Connes characters.
7.1. Equivariant K-theory and K-homology.

Classically, the equivariant topological $K_0$-group of a manifold is the Grothendieck group of the abelian monoid whose elements are equivalence classes of equivariant vector bundles. It has an algebraic version that can be generalized to noncommutative algebras. One has a bialgebra $\mathcal{U}$ and a left $\mathcal{U}$-module algebra $\mathcal{A}$. Equivariant vector bundles are replaced by one sided (left, say) $\mathcal{A} \times \mathcal{U}$-modules that are finitely generated and projective as left $\mathcal{A}$-modules; these will be simply called ‘equivariant projective modules’. Any such a module is given by a pair $(e, \sigma)$, where $e$ is an $N \times N$ idempotent with entries in $\mathcal{A}$, and $\sigma : \mathcal{U} \to \text{Mat}_N(\mathbb{C})$ is a representation and the following compatibility requirement is satisfied (see e.g. [5, Sect. 2]),

$$ (h(1) \triangleright e) \sigma(h(2))^t = \sigma(h)^t e \, , \quad \text{for } h \in \mathcal{U}, $$

with $\triangleright$ denoting transposition.

The corresponding module $\mathcal{E} = \mathcal{A}^N e$ is made of elements $v = (v_1, \ldots, v_N) \in \mathcal{A}^N$ in the range of the idempotent, $ve = v$, with left-module structure given by

$$(a.v)_i := av_i \, , \quad (h.v)_i := \sum_{j=1}^N (h(1) \triangleright v_j)\sigma_{ij}(h(2)) \, , \quad \text{for } a \in \mathcal{A} \text{ and } h \in \mathcal{U}.$$ 

An equivalence between any two equivariant modules is simply an invertible left $\mathcal{A} \times \mathcal{U}$-module map between them; $\mathcal{V}^\mathcal{U}(\mathcal{A})$ will denote the abelian monoid whose elements are equivalence classes of equivariant projective left modules with operation the direct sum, as usual. The equivariant K-theory group $K_0^\mathcal{U}(\mathcal{A})$ is the Grothendieck group of the abelian monoid $\mathcal{V}^\mathcal{U}(\mathcal{A})$. The equivalence of equivariant projective modules can be rephrased in terms of idempotents. What follows is a direct extension of well known results [1]. We give the proof for completeness.

**Lemma 7.1.** Two equivariant projective modules $\mathcal{E} = \mathcal{A}^N e$ and $\mathcal{E}' = \mathcal{A}^N e'$ are equivalent iff $e = uv$ and $e' = vu$ for some $u \in \text{Mat}_{N \times N'}(\mathcal{A})$ and $v \in \text{Mat}_{N' \times N}(\mathcal{A})$ satisfying the equivariance conditions

$$(h(1) \triangleright u)\sigma'(h(2))^t = \sigma(h)^t u \, , \quad (h(1) \triangleright v)\sigma(h(2))^t = \sigma'(h)^t v \, .$$

**Proof.** Let $w_* = \sum_i w_i e_i \cdot$ be the generic element of $\mathcal{A}^N e$. If $\pi : \mathcal{A}^N e \to \mathcal{A}^N e'$ is a left $\mathcal{A}$-module map, then $\pi(w_*) = \sum_i w_i \pi(e_i \cdot)$, so the map is uniquely determined by the its value on rows of the idempotent $e$, and similarly for $\pi^{-1}$. We call $u \in \text{Mat}_{N \times N'}(\mathcal{A})$ (resp. $v \in \text{Mat}_{N' \times N}(\mathcal{A})$) the matrix with entries $u_{ij} := \pi(e_i \cdot)_j$ (resp. $v_{ij} := \pi^{-1}(e'_i \cdot)_j$). Since $\pi$ maps into the range of $e'$ (resp. $\pi^{-1}$ maps into the range of $e$), we have the conditions

$$\sum_j \pi(e_i \cdot)_j e'_{jk} = \pi(e_i \cdot)_k \, , \quad \text{and} \quad \sum_j \pi^{-1}(e'_i \cdot)_j e_{jk} = \pi^{-1}(e'_i \cdot)_k \, ,$$

that in term of row vectors become

$$\sum_j u_{ij} e'_{j \cdot} = u_{i \cdot} \, , \quad \text{and} \quad \sum_j v_{ij} e_{j \cdot} = v_{i \cdot} \, .$$
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Next, we apply $\pi^{-1}$ to the equation on the left, $\pi$ to the one on the right, and use $\mathcal{A}$-linearity. Since $u_{ij}$ is the $j$-th component of image, via $\pi$, of the $i$-th row of $e$, and $\pi^{-1}$ is the inverse map, we have $\pi(u_{i\bullet}) = e_{i\bullet}$ and similarly for $\pi^{-1}$. Thus:

$$\sum_j u_{ij}v_{jk} = e_{ik}, \quad \sum_j v_{ij}u_{jk} = e'_{ik}.$$  

From the definition of $u$, the equivariance properties of $e$, and the fact that $\pi$ is an $\mathcal{U}$-module map, we get

$$h \cdot u_{i\bullet} = h(1) \cdot u_{i\bullet} \sigma'(h(2))^t = \pi(h \cdot e_{i\bullet}) = \pi(h(1) \cdot e_{i\bullet} \sigma(h(2))^t) = \pi((\sigma(h)^t e_{i\bullet})) = (\sigma(h)^t u_{i\bullet}),$$

which is the first equivariance condition in (7.2). Similarly one proves the equivariance condition for $v$. With this, the ‘only if’ part is proved.

Next, assume that $e = uv$ and $e' = vu$ for some $u$ and $v$ satisfying (7.2) above. Then,

$$(h(1) \cdot e) \sigma'(h(2))^t = (h(1) \cdot u)(h(2) \cdot v) \sigma'(h(3))^t = (h(1) \cdot u) \sigma'(h(2))^t v = \sigma(h)^t uv,$$

which means $e$ that satisfies (7.1). Similarly for $e'$.

We define $\pi : \mathcal{A}^N e \to \mathcal{A}^N e'$ and $\pi^{-1} : \mathcal{A}^N e' \to \mathcal{A}^N e$ via the formulæ $\pi(w) := wu$ and $\pi^{-1}(w) := wv$; we need to show that (i) the maps are well defined, (ii) they are one the inverse of the other, (iii) they are left $\mathcal{A} \rtimes \mathcal{U}$-module maps. Point (iii) is a consequence of the fact that left and right multiplication commute, and of the equivariance conditions for $u$ and $v$. Point (ii) follows from the identity $\pi^{-1}(w) = we$ (resp. $\pi\pi^{-1}(w) = we'$), and the fact that $w$ is in the range of $e$ (resp. $e'$). Finally if $w \in \mathcal{A}^N e$, we have

$$\pi(w)e' = w(uvu) = (we)u = wu = \pi(w),$$

i.e. $\pi(w) \in \mathcal{A}^N e'$, and similarly for $\pi^{-1}$: the maps are well defined. □

There is a natural map from equivariant K-theory to equivariant cyclic homology given for instance in [14]. We adapt that construction to our situation. One start with $\text{Hom}_\mathbb{C}(\mathcal{U}, \mathcal{A}^{n+1})$, the collection of $\mathbb{C}$-linear maps from $\mathcal{U}$ to $\mathcal{A}^{n+1}$, and defines operations $b_{n,i} : \text{Hom}_\mathbb{C}(\mathcal{U}, \mathcal{A}^{n+1}) \to \text{Hom}_\mathbb{C}(\mathcal{U}, \mathcal{A}^n)$, for $i = 0, \ldots, n$,

$$b_{n,i}(a_0 \otimes a_1 \otimes \ldots \otimes a_n)(h) := (a_0 \otimes \ldots \otimes a_i a_{i+1} \otimes \ldots \otimes a_n)(h), \quad \text{if } i \neq n,$$

$$b_{n,n}(a_0 \otimes a_1 \otimes \ldots \otimes a_n)(h) := ((h(1) \cdot a_n) a_0 \otimes a_1 \otimes \ldots \otimes a_{n-1})(h(2)), \quad (7.3)$$

and an operation $\lambda_n : \text{Hom}_\mathbb{C}(\mathcal{U}, \mathcal{A}^{n+1}) \to \text{Hom}_\mathbb{C}(\mathcal{U}, \mathcal{A}^{n+1})$,

$$\lambda_n(a_0 \otimes a_1 \otimes \ldots \otimes a_n)(h) := (-1)^n ((h(1) \cdot a_n) \otimes a_0 \otimes a_1 \otimes \ldots \otimes a_{n-1})(h(2)). \quad (7.4)$$

They are the face operators and the cyclic operator of equivariant cyclic homology as we are going to show. The maps $b_{n,i}$ make up a presimplicial module – one checks that $b_{n-1,j} b_{n,j} = b_{n-1,j-1} b_{n,i}$ for all $0 \leq i < j \leq n$, so that

$$b_n := \sum_{i=0}^n (-1)^i b_{n,i}$$

is a boundary operator [19]. The Hopf algebra $\mathcal{U}$ acts on $\mathcal{A}^{n+1}$ via the rule

$$h \cdot (a_0 \otimes a_1 \otimes \ldots \otimes a_n) := h(1) \cdot a_0 \otimes h(2) \cdot a_1 \otimes \ldots \otimes h(n-1) \cdot a_n,$$
and \( C^\mathcal{U}_n(\mathcal{A}) \) will denote the collection of elements \( \omega \in \text{Hom}_\mathbb{C}(\mathcal{U}, \mathcal{A}^{n+1}) \) which are ‘equivariant’, meaning that
\[
(h_{(1)} \triangleright \omega)(x h_{(2)}) = \omega(h x),
\]
for all \( h, x \in \mathcal{U} \). Next, one establishes that the operators \( b_{n,i} \) commute with the action of \( \mathcal{U} \) (a not completely trivial task for the last one \( b_{n,n} \)), and it makes sense to consider the complex of equivariant maps. The cyclic operator \( \lambda_n \) commutes with the action of \( \mathcal{U} \) thus it descends to an operator on \( C^\mathcal{U}_n(\mathcal{A}) \) as well. Finally, with
\[
b'_n := \sum_{i=0}^{n-1} (-1)^n b_{n,i},
\]
it holds that \( b_n (1 - \lambda_n) = (1 - \lambda_{n-1}) b'_n \), which says that the boundary operator \( b_n \) maps \( C^\mathcal{U}_n(\mathcal{A}) / \text{Im}(1 - \lambda_n) \) into \( C^\mathcal{U}_{n-1}(\mathcal{A}) / \text{Im}(1 - \lambda_{n-1}) \). The homology of this last complex is called the ‘\( \mathcal{U} \)-equivariant cyclic homology’ of \( \mathcal{A} \) with corresponding homology groups usually denoted \( HC^\mathcal{U}_n(\mathcal{A}) \).

Next, for \( \sigma : \mathcal{U} \rightarrow \text{Mat}_N(\mathbb{C}) \) a representation as above, consider the set
\[
\text{Mat}^\sigma_N(\mathcal{A}) := \{ T \in \text{Mat}_N(\mathcal{A}) \mid (h_{(1)} \triangleright T) \sigma(h_{(2)})^t = \sigma(h)^t T , \ \forall h \in \mathcal{U} \}.
\]
This is a subalgebra of \( \text{Mat}_N(\mathcal{A}) \); indeed given any two of its elements \( T_1, T_2 \) one has:
\[
(h_{(1)} \triangleright (T_1 \otimes T_2)) \sigma(h_{(2)})^t = ((h_{(1)} \triangleright T_1)(h_{(2)} \triangleright T_2)) \sigma(h_{(3)})^t
= (h_{(1)} \triangleright T_1) \sigma(h_{(2)})^t T_2 = \sigma(h)^t T_1 T_2.
\]
Moreover, \( \sigma \)-equivariant \( N \times N \) idempotents as in (7.1) are elements of \( \text{Mat}^\sigma_N(\mathcal{A}) \). Due to the definition of \( \text{Mat}^\sigma_N(\mathcal{A}) \) there exists a map \( \text{Tr}_\sigma : \text{Mat}^\sigma_N(\mathcal{A})^{n+1} \rightarrow C^\mathcal{U}_n(\mathcal{A}) \) given by
\[
\text{Tr}_\sigma(T_0 \otimes T_1 \otimes \ldots \otimes T_n)(h) := \text{Tr}(T_0 \otimes T_1 \otimes \ldots \otimes T_n \sigma(h)^t)
= \sum_{i_0, i_1, \ldots, i_{n+1}} (T_0)_{i_0 i_1} \otimes (T_1)_{i_1 i_2} \otimes \ldots \otimes (T_n)_{i_n i_{n+1}} \sigma(h)_{i_0 i_{n+1}},
\]
where \( \otimes \) denotes composition of the tensor product over \( \mathbb{C} \) with matrix multiplication.

Also,
\[
(-1)^n \lambda_n \text{Tr}_\sigma(T_0 \otimes T_1 \otimes \ldots \otimes T_n)(h) = \text{Tr}(h_{(1)} \triangleright T_n \sigma(h)^t \otimes T_0 \otimes T_1 \otimes \ldots \otimes T_{n-1})
= \text{Tr}(\sigma(h)^t T_n \otimes T_0 \otimes T_1 \otimes \ldots \otimes T_{n-1})
= \text{Tr}_\sigma(T_n \otimes T_0 \otimes \ldots \otimes T_{n-1})(h),
\]
which amounts to say that \( \text{Tr}_\sigma \) transform the ordinary cyclic operator for the algebra \( \text{Mat}^\sigma_N(\mathcal{A}) \) into the ‘\( \mathcal{U} \)-equivariant’ cyclic operator for \( \mathcal{A} \). Since \( b_{n,n} = b_{n,0} \lambda_n \), the map \( \text{Tr}_\sigma \) is a morphism of differential complexes, mapping the complex of the cyclic homology of \( \text{Mat}^\sigma_N(\mathcal{A}) \) to the complex of the ‘\( \mathcal{U} \)-equivariant’ cyclic homology of \( \mathcal{A} \). This construction is completely analogous to the ‘non-equivariant’ case, cf. [13 Cor. 1.2.3].

At this point, one can repeat verbatim the proof of Thm 8.3.2 in [13], replacing the ring \( R := \text{Mat}_N(\mathcal{A}) \) there, with \( \text{Mat}^\sigma_N(\mathcal{A}) \) (which is still a matrix ring) and replacing the generalized trace map there, with \( \text{Tr}_\sigma \), to prove the following theorem.
Theorem 7.2. A map \( \text{ch}^n : K^d_0(\mathcal{A}) \to HC^d_n(\mathcal{A}) \) is defined by

\[
\text{ch}^n(e, \sigma) := \text{Tr}_\sigma(e^{\otimes n+1}).
\]

We give in App. [C] an alternative, more explicit proof for the cases \( n \leq 4 \). We stress that what we denote here \( HC_n \) and call cyclic homology is Connes’ first version of cyclic homology, i.e. the homology of Connes’ complex denoted \( H_n^\lambda \) in [13].

Modulo a normalization, the map \( \text{ch}^n(e, \sigma)(1) \) is the usual Chern-Connes character in cyclic homology (and in fact, no \( \sigma \)'s in the formulae). This would be the same as identifying \( C_n^d(\mathcal{A}) = \mathcal{A}^{n+1} \), with the homology groups \( HC^d_n(\mathcal{A}) \) giving the cyclic homology groups \( HC_n \) of Connes’ cyclic homology (the homology of Connes’ complex denoted \( H_n^\lambda \) in [13]).

On the other hand, \( \text{ch}^n(e, \sigma)((K_1K_2)^{-4}) \) is what we are about to use for \( \mathbb{C}P_q^2 \). In general, one fixes a group-like element \( K \in \mathcal{U} \) calling \( \eta \) the corresponding automorphism of \( \mathcal{A} \), \( \eta(a) := K \triangleright a \) for all \( a \in \mathcal{A} \). Next, one pairs \( HC^d_n(\mathcal{A}) \) with the Hochschild cohomology of \( \mathcal{A} \) with coefficients in \( \eta \mathcal{A} \); the latter is \( \mathcal{A} \) itself with bimodule structure \( a'(a)a'' = \eta(a')aa'' \). Indeed, the pairing \( \langle , \rangle : \text{Hom}_C(\mathcal{A}^{n+1}, \mathbb{C}) \times \text{Hom}_C(\mathcal{U}, \mathcal{A}^{n+1}) \to \mathbb{C} \) defined by

\[
\langle \tau, \omega \rangle := \tau(\omega(K)) \quad (7.5)
\]

when used to compute the dual \( b^*_{n,i} : \text{Hom}_C(\mathcal{A}^n, \mathbb{C}) \to \text{Hom}_C(\mathcal{A}^{n+1}, \mathbb{C}) \) of the face operators introduced in [7.3], yields the formulæ:

\[
\begin{align*}
\tau(a_0, a_1, \ldots, a_n) &= \tau(a_0, \ldots, a_ia_{i+1}, \ldots, a_n), \quad \text{if} \ i \neq n, \\
\tau(a_0, a_1, \ldots, a_n) &= \tau(\eta(a_n)a_0, a_1, \ldots, a_{n-1}).
\end{align*}
\]

These are just the face operators of the Hochschild cohomology \( H^\bullet(\mathcal{A}, \eta \mathcal{A}) \) of \( \mathcal{A} \) with coefficients in \( \eta \mathcal{A} \) (cf. [13]). Thus, the pairing in \( (7.5) \) descends to a pairing

\[
H^n(\mathcal{A}, \eta \mathcal{A}) \times HC^d_n(\mathcal{A}) \to \mathbb{C}.
\]

7.2. Quantum topological invariants for \( \mathbb{C}P_q^2 \).

As mentioned, for \( \mathbb{C}P_q^2 \) we take \( K = (K_1K_2)^{-4} \) the element implementing the square of the antipode (cf. [2.2]). Now, the Haar state of \( \mathcal{A}(SU_q(3)) \), satisfies (cf. Eq. (11.26) and Eq. (11.36) in [11])

\[
\varphi(ab) = \varphi((K \triangleright b \triangleleft K)a), \quad \text{for} \ a, b \in \mathcal{A}(SU_q(3)),
\]

which for \( a, b \in \mathcal{A}(\mathbb{C}P_q^2) \) results in

\[
\varphi(ab) = \varphi((K \triangleright b)a) = \varphi(\eta(b)a). \quad (7.6)
\]

This just means that the restriction of the Haar state of \( \mathcal{A}(SU_q(3)) \) to \( \mathcal{A}(\mathbb{C}P_q^2) \) is the representative of a class in \( H^0(\mathcal{A}(\mathbb{C}P_q^2), \eta \mathcal{A}(\mathbb{C}P_q^2)) \). An additional zero cocycle is given by the restriction of the counit \( \epsilon \) of \( SU_q(3) \), which on \( \mathbb{C}P_q^2 \) yields the ‘classical point’, that is the character \( \chi_0 \) in [4.3].
On the other hand, with the integral defined in (5.4) by using the Haar state as well, an element $[\tau_4] \in H^4(A(\mathbb{CP}_q^2), \eta A(\mathbb{CP}_q^2))$ is constructed as

$$\tau_4(a_0, \ldots, a_4) := \int a_0 da_1 \wedge \ldots \wedge da_4.$$ 

Let us check that it is a cocycle. Leibniz rule gives

$$b^*_5 \tau_4(a_0, \ldots, a_5) = \int a_0 a_1 da_2 \wedge \ldots \wedge da_5 - \int a_0(a_1 da_2 + da_1 a_2) \wedge \ldots \wedge da_5$$

$$+ \int a_0 da_1 \wedge \ldots \wedge da_5 \wedge \ldots \wedge da_5 - \int a_0 da_1 \wedge \ldots \wedge da_5 \wedge \ldots \wedge da_5$$

$$= \int a_0(da_1 \wedge \ldots \wedge da_4) a_5 - \int \eta(a_5) a_0 \wedge \ldots \wedge da_4,$$

which is zero by the modular property (7.6) of the Haar state.

A 2-cocycle can be defined in a similar way. Recall that elements of $\Omega^{1,1}(\mathbb{CP}_q^2)$ have the form $\omega = (\alpha, \alpha_4)$, with $\alpha_4 \in A(\mathbb{CP}_q^2)$. Let $\pi : \Omega^{1,1}(\mathbb{CP}_q^2) \to A(\mathbb{CP}_q^2)$ be the projection onto the second component $\pi(\omega) = \alpha_4$, and extend it to a projection $\pi : \Omega^2(\mathbb{CP}_q^2) \to A(\mathbb{CP}_q^2)$ by setting $\pi(\omega) = 0$ if $\omega \in \Omega^{0,2}$ or $\omega \in \Omega^{2,0}$. The map $\pi$ is an $A(\mathbb{CP}_q^2)$-bimodule map. Then, the map

$$\tau_2(a_0, a_1, a_2) := \varphi \circ \pi(a_0 da_1 \wedge da_2)$$

is the representative of a class $[\tau_2] \in H^2(A(\mathbb{CP}_q^2), \eta A(\mathbb{CP}_q^2))$. Indeed, by the Leibniz rule,

$$b^*_5 \tau_2(a_0, a_1, a_2, a_3) = \varphi \circ \pi(a_0(da_1 \wedge da_2)a_3 - \eta(a_3)a_0(da_1 \wedge da_2)),$$

Being $\pi$ a bimodule map we get in turn

$$b^*_5 \tau_2(a_0, a_1, a_2, a_3) = \varphi(a_0 \pi(da_1 \wedge da_2)a_3 - \eta(a_3)a_0 \pi(da_1 \wedge da_2)),$$

which is zero by the modular property of the Haar state.

Both classes $[\tau_4]$ and $[\tau_2]$ will be proven to be not trivial by pairing them with the monopole projections (3.4). Firstly,

**Lemma 7.3.** The monopole projections $P_N = \Psi_N \Psi^\dagger_N$ in (3.4) are equivariant with respect to the representation $\sigma^N$ of $U_q(\mathfrak{su}(3))$ defined as

$$\sigma^N(h) := \begin{cases} 
\rho^{0,N}(S(h))^t & \text{if } N \geq 0, \\
\rho^{-N,0}(S(h))^t & \text{if } N \leq 0.
\end{cases}$$

**Proof.** By Lemma [3.4] it holds that

$$h \triangleright \Psi^\dagger_N = \begin{cases} 
\Psi^\dagger_N \rho^{0,N}(h) & \text{if } N \geq 0, \\
\Psi^\dagger_N \rho^{-N,0}(h) & \text{if } N \leq 0,
\end{cases}$$

for all $h \in U_q(\mathfrak{su}(3))$. Using $(h \triangleright a^*)^* = S(h)^* \triangleright a$, we get $h \triangleright \Psi_N = \sigma^N(h)^t \Psi_N$, and the equivariance of $P_N$ follows. \qed
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From the construction of the previous section, we can pair \(\text{ch}^4(P_N, \sigma^N)\) with \(\tau_4\) and \(\text{ch}^2(P_N, \sigma^N)\) with \([\tau_2]\). The pairing of \([\tau_2]\) with \(\text{ch}^2(P_N, \sigma^N)\) gives

\[
\langle \tau_2, \text{ch}^2(P_N, \sigma^N) \rangle = \varphi \text{Tr}(P_N \pi(dP_N \wedge q dP_N) \sigma^N(K_1^{-4}K_2^{-4})^t) = q^{-2N} \varphi(\Psi_N^\dagger \pi(dP_N \wedge q dP_N) \Psi_N).
\]

Since \(\Psi_N\) are ‘functions’ on the total space of the bundle, we cannot move them inside \(\pi\) (which is an \(\mathcal{A}(\mathbb{CP}_q^2)\)-bimodule map, not an \(\mathcal{A}(\text{SU}_q(3))\)-bimodule map). Nevertheless, – with a little abuse of notations – the form \(\nabla_N^2 = \pi(\nabla_N^2)\) is a constant, and

\[
P_N dP_N \wedge q dP_N = \Psi_N \nabla_N^2 \Psi_N^\dagger = \pi(\nabla_N^2) \Psi_N^\dagger = \pi(\nabla_N^2) P_N.
\]

With this, and using \(\Psi_N^\dagger P_N \Psi_N = 1\), we come to the final formula

\[
\langle \tau_2, \text{ch}^2(P_N, \sigma^N) \rangle = q^{-2N} \varphi(\pi(\nabla_N^2)).
\]

In (6.8), we have already shown that \(\nabla_N^2 = q^{N-1}[N] \nabla_1^2\) with \(\nabla_1^2 = (0, w_1)\). Thus the corresponding quantum invariant is proportional to \(q^{-N}[N]\):

\[
\langle \tau_2, \text{ch}^2(P_N, \sigma^N) \rangle = (\varphi(\pi(\nabla_1^2))) q^{-N-1}[N].
\]

At \(q = 1\) the integral of the curvature is (modulo a global normalization constant) the monopole number of the bundle; it is the same as the first Chern number.

As for the pairing of \(\text{ch}^4(P_N, \sigma^N)\) with \(\tau_4\),

\[
\langle \tau_4, \text{ch}^4(P_N, \sigma^N) \rangle = \int \text{Tr}(P_N(dP_N)^4 \sigma^N(K_1^{-4}K_2^{-4})^t),
\]

using the modular properties of the Haar state, which means

\[
\int \text{Tr}(\Psi_N V) = \int \text{Tr}(V(K_1 K_2)^4 \lhd \Psi_N \lhd (K_1^{-1} K_2^{-1})) = q^{-2N} \int \text{Tr}(V \sigma^N(K_1^4 K_2^4)^t \Psi_N)
\]

and is valid for any row vector \(V\) with entries in \(\mathcal{A}(\text{SU}_q(3))\), we get:

\[
\langle \tau_4, \text{ch}^4(P_N, \sigma^N) \rangle = q^{-2N} \int \Psi_N^\dagger(dP_N)^4 \Psi_N.
\]

We need to compute the top form \(\Psi_N^\dagger(dP_N)^4 \Psi_N\). From the identity [6,1] it follows that \(P_N(dP_N)^2 \Psi_N = (dP_N)^2 \Psi_N = (dP_N)^2 \Psi_N\), and

\[
\Psi_N^\dagger(dP_N)^4 \Psi_N = \Psi_N^\dagger(dP_N)^2 \Psi_N \wedge q P_N(dP_N)^2 \Psi_N = \Psi_N^\dagger(dP_N)^2 \Psi_N \wedge q \Psi_N^\dagger(dP_N)^2 \Psi_N = \nabla_N^2 \wedge q \nabla_N^2,
\]

leading to

\[
\langle \tau_4, \text{ch}^4(P_N, \sigma^N) \rangle = q^{-2N} \int \nabla_N^2 \wedge q \nabla_N^2.
\]

Using \(\nabla_N^2 = q^{N-1}[N] \nabla_1^2\) the corresponding quantum invariant is proportional to \([N]^2\):

\[
\langle \tau_4, \text{ch}^4(P_N, \sigma^N) \rangle = (q^{-2} \int \nabla_1^2 \wedge q \nabla_1^2) [N]^2.
\]

At \(q = 1\), the integral of the square of the curvature is (modulo a global normalization constant) the instanton number of the bundle. The pairing of a projection with the third
Fredholm module as in Sect. 4.3 does not give the ‘classical’ instanton number, that is $N^2$, but rather the 2nd Chern number which is combination of the instanton number and of the monopole number.

By pairing $\text{ch}^0(P_N, \sigma^N)$ with the Haar state, and using its modular property, one gets

$$\langle \varphi, \text{ch}^0(P_N, \sigma^N) \rangle = \varphi \left( \text{Tr} \, P_N \sigma^N(K_1^{-4}K_2^{-4}) \right) = q^{-2N} \varphi(\Psi_N^4\Psi_N) = q^{-2N}.$$ 

On the other hand, the pairing with the classical point $\chi_0$ yields

$$\langle \chi_0, \text{ch}^0(P_N, \sigma^N) \rangle = \text{Tr} \, \chi_0(P_N) \sigma^N(K_1^{-4}K_2^{-4}) = \langle 0, 0, 0 | K_1^4 K_2^4 | 0, 0, 0 \rangle = q^{2N},$$

with $|0,0,0\rangle$ the highest weight of the representation $\rho^{0,N}$ if $N \geq 0$ or $\rho^{-N,0}$ if $N \leq 0$.

As a byproduct, we see that if $q$ is transcendental, the equivariant $K_q$-group has (at least) a countable number of generators: $K_0^{\text{u}(3)}(A(\mathbb{CP}^2)) \supset \mathbb{Z}^\infty$, i.e. all $[P_N]$ are independent. Indeed, were the classes $[P_N]$ not independent, there would exist a sequence $\{k_N\}$ of integers – all zero but for finitely many – such that $\sum_N k_N q^{2N} = 0$, and $q$ would be the root of a non-zero polynomial with integer coefficients.

The results above are analogous to the ones obtained in [18] for the standard Podleś sphere, cf. Prop. 5.1 and 5.2 therein.

**Appendix A. Proof of Proposition 5.1**

In this appendix, we determine the most general value of the normalization constants in order to have a left $\mathcal{U}_q(\mathfrak{u}(2))$-covariant product on $V^{***}$ which is i) associative, ii) graded anticommutative for $q = 1$, and iii) it sends real vectors into real vectors.

Indeed, as a way of illustration, let us start by considering the cases $V^{0,1} \times V^{1,0} \to V^{1,1}$ and $V^{0,1} \times V^{0,1} \to V^{0,2}$. As vector spaces $V^{0,1} \simeq V^{1,0} \simeq \mathbb{C}^2$. For $v, w \in \mathbb{C}^2$ we order the components of $v \otimes w$ as: $v \otimes w = (v_1w_1, v_1w_2, v_2w_1, v_2w_2)^t$. A unitary equivalence $U$ between $\sigma_{\frac{1}{2},N} \otimes \sigma_{\frac{1}{2},N'}$ and $\sigma_{1,N+N'} \oplus \sigma_{0,N+N'}$ is given by

$$U = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & q^{-\frac{1}{2}}[2]^{-\frac{1}{2}} & q^{\frac{1}{2}}[2]^{-\frac{1}{2}} & 0 \\
0 & 0 & 0 & 1 \\
0 & q^{\frac{1}{2}}[2]^{-\frac{1}{2}} & -q^{-\frac{1}{2}}[2]^{-\frac{1}{2}} & 0
\end{pmatrix} \quad (A.1)$$

It is easy to check that $U(\sigma_{\frac{1}{2},N}(h_{(1)})v \otimes \sigma_{\frac{1}{2},N'}(h_{(2)})w) = (\sigma_{1,N+N'}(h) \oplus \sigma_{0,N+N'}(h))U(v \otimes w)$ for all $h \in \mathcal{U}_q(\mathfrak{u}(2))$ by doing it explicitly on all generators. For $h = K_1, K_1K_2^2$ this is trivial. For $h = E_1$, and omitting the representation symbols, we have

$$U(E_1v \otimes K_1w + K_1^{-1}v \otimes E_1w) = U\begin{pmatrix}
q^{\frac{1}{2}}v_2w_2 \\
q^{\frac{1}{2}}v_2w_2 \\
0 \\
q^{-\frac{1}{2}}v_1w_2 + q^{\frac{1}{2}}v_2w_1
\end{pmatrix} = \begin{pmatrix}
q^{-\frac{1}{2}}v_1w_2 + q^{\frac{1}{2}}v_2w_1 \\
q^{\frac{1}{2}}v_2w_2 \\
0 \\
0
\end{pmatrix},$$
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Thus $U\Delta(E_1) = E_1U$. Then the statement holds for $F_1$ since $F_1 = E_1^*$. The map $\wedge_q : V^{0,1} \times V^{1,0} \to V^{1,1}$ is then $v \wedge_q w = \text{diag}(c_1, c_1, c_1, c_2)U(v \otimes w)$, where $c_1, c_2 \in \mathbb{R}$ are arbitrary for the time being. When $c_i = \pm 1$ we would get partial isometries; by composing $U$ with the orthogonal projection onto the last component, we would get a partial isometry from $V^{0,1} \times V^{0,1} \to V^{0,2}$.

The general situation is listed in the following proposition.

**Proposition A.1.** The most general left $\mathcal{U}(u(2))$-covariant graded product $\wedge_q$ on $V^{**}$, sending real vectors to real vectors, is given by

\[
\begin{align*}
V^{0,1} \times V^{0,1} &\to V^{0,2}, & v \wedge_q w := c_0 \mu_0(v, w)^t, \\
V^{0,1} \times V^{1,0} &\to V^{1,1}, & v \wedge_q w := (c_1 \mu_1(v, w), c_2 \mu_0(v, w))^t, \\
V^{0,1} \times V^{2,1} &\to V^{2,2}, & v \wedge_q w := c_3 \mu_0(v, w)^t, \\
V^{0,1} \times V^{1,1} &\to V^{1,2}, & v \wedge_q w := c_0^1[3]^{-\frac{1}{2}} \mu_2(v, w)^t + c_2^0 vw_4, \\
V^{1,0} \times V^{1,0} &\to V^{2,0}, & v \wedge_q w := c_4 \mu_0(v, w)^t, \\
V^{1,0} \times V^{0,1} &\to V^{1,1}, & v \wedge_q w := (-d_0 \mu_1(v, w), d_1 \mu_0(v, w))^t, \\
V^{1,0} \times V^{1,2} &\to V^{2,2}, & v \wedge_q w := d_2 \mu_0(v, w)^t, \\
V^{1,0} \times V^{1,1} &\to V^{2,1}, & v \wedge_q w := c_1^1[3]^{-\frac{1}{2}} \mu_2(v, w)^t + c_1^2 vw_4, \\
V^{1,2} \times V^{1,0} &\to V^{2,2}, & v \wedge_q w := d_3 \mu_0(v, w)^t, \\
V^{2,1} \times V^{0,1} &\to V^{2,2}, & v \wedge_q w := d_4 \mu_0(v, w)^t, \\
V^{1,1} \times V^{0,1} &\to V^{1,2}, & v \wedge_q w := -c_2^1[3]^{-\frac{1}{2}} \mu_3(v, w)^t + c_2^2 vw_4, \\
V^{1,1} \times V^{1,0} &\to V^{2,1}, & v \wedge_q w := -c_3^1[3]^{-\frac{1}{2}} \mu_3(v, w)^t + c_3^2 vw_4, \\
V^{1,1} \times V^{1,1} &\to V^{2,2}, & v \wedge_q w := c_4^1[3]^{-\frac{1}{2}} \mu_4(v, w)^t + c_4^2 vw_4.
\end{align*}
\]

The coefficients $c_i, d_j$ and $c_i^j \in \mathbb{R}$ are arbitrary for the time being; and the maps $\mu_i$’s are

\[
\begin{align*}
\mu_0 : \mathbb{R}^2 \times \mathbb{R}^2 &\to \mathbb{R}, & \mu_0(v, w) := [2]^{-\frac{1}{2}}(q_2^2 v_1 w_2 - q_1^2 v_2 w_1), \\
\mu_1 : \mathbb{R}^2 \times \mathbb{R}^2 &\to \mathbb{R}^3, & \mu_1(v, w) := (v_1 w_1, [2]^{-\frac{1}{2}}(q_2^2 v_1 w_2 + q_1^2 v_2 w_1), v_2 w_2), \\
\mu_2 : \mathbb{R}^2 \times \mathbb{R}^3 &\to \mathbb{R}^2, & \mu_2(v, w) := (q_3^2 v_1 w_2 - q_2^2 [2]^{-\frac{1}{2}} v_2 w_1, q_2^1[2]^{-\frac{1}{2}} v_1 w_3 - q_2^{-1} v_2 w_2), \\
\mu_3 : \mathbb{R}^3 \times \mathbb{R}^2 &\to \mathbb{R}^3, & \mu_3(v, w) := (q_2^1[2]^{-\frac{1}{2}} v_1 w_2 - q_3^{-1} v_2 w_1, q_2 v_2 w_2 - q_3^{-\frac{1}{2}} [2]^{-\frac{1}{2}} v_3 w_1), \\
\mu_4 : \mathbb{R}^3 \times \mathbb{R}^3 &\to \mathbb{R}, & \mu_4(v, w) := q_3 v_1 w_3 - v_2 w_2 + q_3^{-1} v_3 w_1.
\end{align*}
\]

On the other hand, there is no need to specify the multiplication rule by elements in $V^{0,0} = V^{0,2} = V^{2,0} = V^{2,2} = \mathbb{C}$, being scalars.
When all the coefficients $c_i$’s and $d_i$’s are equal to ±1 and $(c_1^1)^2 + (c_2^2)^2 = 1$, the maps in the proposition are partial isometries. In general, not all the choices give an associative product. Associativity fixes the value of the parameters $d_i$’s and $c_i^1$’s.

**Lemma A.2.** We have

\[
\begin{align*}
\mu_4(v, v', w) &= \mu_0(v, \mu_2(v', w)) , \\
\mu_0(v, w, v') &= \mu_0(v, \mu_3(w, v')) , \\
\mu_0(v, w, v') &= \mu_4(w, \mu_1(v, v')) , \\
m_2(v, \mu_1(v', v'')) &= [2] \mu_0(v, v')v'' + v \mu_0(v', v'') , \\
m_3(v, v', v'') &= \mu_0(v, v')v'' + [2] v \mu_0(v', v'') ,
\end{align*}
\]

for all $v, v', v'' \in \mathbb{C}^2$ and $w \in \mathbb{C}^3$.

**Proof.** By direct computation. Both sides of (A.2a) are equal to

\[q_1v_1'w_3 - [2]^{-\frac{1}{2}} (q^{-\frac{1}{2}} v_1' + q^{\frac{1}{2}} v_2')w_2 + q^{-\frac{1}{2}} v_2v_1w_1 ,\]

both sides of (A.2b) are equal to

\[q^{\frac{1}{2}} [2]^{-\frac{1}{2}} v_1w_2v'_2 - v_1w_3v'_1 - v_2w_1v'_2 + q^{-\frac{1}{2}} [2]^{-\frac{1}{2}} v_2w_1v'_1 ,\]

both sides of (A.2c) are equal to

\[qv_1w_2v'_2 - [2]^{-\frac{1}{2}} v_1v_2(q^{-\frac{1}{2}} w_1v'_2 + q^{\frac{1}{2}} w_2v'_1) + q^{-1} v_3w_1v'_1 ,\]

both sides of (A.2d) are equal to

\[
\left( q^{\frac{1}{2}} [2]^{-\frac{1}{2}} v_1v'_1v''_2 + q^{\frac{3}{2}} [2]^{-\frac{1}{2}} v_1v'_1v''_1 - q^{-\frac{1}{2}} [2]^{\frac{1}{2}} v_2v'_1v''_1 \right) ,
\]

both sides of (A.2e) are equal to

\[
\left( q^{\frac{1}{2}} [2]^{\frac{1}{2}} v_1v'_2v''_1 - q^{\frac{3}{2}} [2]^{-\frac{1}{2}} v_1v'_2v''_1 - q^{-\frac{1}{2}} [2]^{-\frac{1}{2}} v_2v'_1v''_1 \right) .
\]

\[\square\]

**Proposition A.3.** The map $\wedge_q$ in Prop. A.1 is a graded associative product on $V^{**}$ if

\[
\begin{align*}
d_0 &= s_1q^{-\frac{1}{2} s_2} c_4 , \\
c_1^1 &= \sqrt{\frac{3}{2}} \frac{c_0}{c_1} , \\
c_2^2 &= -\frac{1}{2} \frac{c_0}{c_2} , \\
c_1^2 &= -s_1q^{-\frac{1}{2} s_2} \sqrt{\frac{3}{2}} \frac{c_4}{c_1} , \\
c_2^2 &= -s_1q^{\frac{1}{2} s_2} \frac{1}{2} \frac{c_4}{c_2} , \\
d_1 &= s_1q^{-\frac{1}{2} s_2} c_2 , \\
c_1^2 &= s_1q^{-\frac{1}{2} s_2} \sqrt{\frac{3}{2}} \frac{c_0}{c_1} , \\
c_2^2 &= -s_1q^{\frac{1}{2} s_2} \frac{1}{2} \frac{c_0}{c_2} , \\
c_1^3 &= -\sqrt{\frac{3}{2}} \frac{c_4}{c_1} , \\
c_2^2 &= -\frac{1}{2} \frac{c_4}{c_2} ,
\end{align*}
\]
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where \( \{s_1, s_2\} \in \{\pm 1\} \) are arbitrary signs. The algebra is graded anticommutative in the 
\( q \to 1 \) limit iff \( s_1 = 1 \).

**Proof.** We seek solutions with all parameters different from zero. The product is graded 
by construction. We impose the condition:

\[
(v \wedge_q v') \wedge_q v'' = v \wedge_q (v' \wedge_q v'') \tag{A.3a}
\]

If one of the three vectors \( v, v', v'' \) is a scalar, i.e. an element of \( V^{0,0}, V^{0,2}, V^{2,0} \) or \( V^{2,2} \), 
the equality follows by the bilinearity of \( \wedge_q \). The non-trivial cases are when all three 
_vectors are not scalars. If the total degree is greater than 4, we get \( 0 = 0 \). The remaining 
non-trivial cases are firstly \( (v, v', v'') \in V^{1,0} \times V^{1,0} \times V^{1,0} \) and (two) permutations:

\[
(v \wedge_q v') \wedge_q v'' = c_0 \mu_0 (v, v') v'' ,
\]

\[
v \wedge_q (v' \wedge_q v'') = c_1 c_1^{[3]} - \frac{1}{2} \mu_2 (v, \mu_1 (v', v'')) + c_2 c_2^2 \mu_0 (v', v'') ,
\]

\[
(v \wedge_q v') \wedge_q v'' = -c_1 c_1^{[3]} - \frac{1}{2} \mu_3 (v, v'', v') + c_2 c_2^2 \mu_0 (v, v''') v' ,
\]

\[
v \wedge_q (v'' \wedge_q v') = -d_0 c_1^{[3]} - \frac{1}{2} \mu_2 (v, \mu_1 (v'', v')) + d_1 c_2^2 \mu_0 (v'', v') ,
\]

\[
(v'' \wedge_q v') = d_0 c_1^{[3]} - \frac{1}{2} \mu_3 (v, v'', v') + d_1 c_2^2 \mu_0 (v', v') v'' .
\]

Using \( A.2d, A.2e \) one sees that associativity is just the conditions 
\( A.3a - A.3c \) respectively.

Then, \( (v, v', v'') \in V^{1,0} \times V^{1,0} \times V^{0,1} \) and (two) permutations:

\[
(v \wedge_q v') \wedge_q v'' = c_4 \mu_0 (v, v') v'' ,
\]

\[
v \wedge_q (v' \wedge_q v'') = -d_0 c_1^{[3]} - \frac{1}{2} \mu_2 (v, \mu_1 (v', v'')) + d_1 c_2^2 \mu_0 (v', v'') ,
\]

\[
(v \wedge_q v') \wedge_q v'' = d_0 c_1^{[3]} - \frac{1}{2} \mu_3 (v, v'', v') + d_1 c_2^2 \mu_0 (v, v''') v' ,
\]

\[
v \wedge_q (v'' \wedge_q v') = c_1 c_1^{[3]} - \frac{1}{2} \mu_2 (v, \mu_1 (v'', v')) + c_2 c_2^2 \mu_0 (v'', v') ,
\]

\[
(v'' \wedge_q v') = c_4 \mu_0 (v, v') v'' ,
\]

Using again \( A.2d, A.2e \) one sees that associativity is just the condition \( A.3d, A.3e \) 
respectively.

Finally, \( (v, v', v'') \in V^{0,1} \times V^{1,0} \times V^{1,1} \) and (five) permutations:

\[
\{v \wedge_q v'\} \wedge_q v'' = c_2 c_2^2 \mu_0 (v, v') w_4 + c_1 c_1^{[3]} - \frac{1}{2} \mu_4 (v, v'), v'' ,
\]
\[ v \wedge \{ v' \wedge v'' \} = c_3c_2^2 \mu_0(v, v'w_4) + c_3c_1^3 \left[ -\frac{1}{2} \mu_0(v, \mu_2(v', v'')) \right], \]
\[ \{ v \wedge v' \} \wedge v'' = c_1 d_3 \mu_0(vw_4, v') + d_3 c_1^3 \left[ -\frac{1}{2} \mu_0(v_2(v', v''), v') \right], \]
\[ v \wedge \{ v'' \wedge v' \} = c_3c_2^3 \mu_0(v, w_4v') - c_3c_1^3 \left[ -\frac{1}{2} \mu_0(v, \mu_2(v'', v')) \right], \]
\[ \{ v' \wedge v \} \wedge v'' = d_1c_2^2 \mu_0(v', v)w_4 - d_0c_1^3 \left[ -\frac{1}{2} \mu_4(\mu_1(v'), v), v'' \right], \]
\[ v' \wedge \{ v \wedge v'' \} = d_2c_2^3 \mu_0(v', v_4w) + d_2c_1^3 \left[ -\frac{1}{2} \mu_0(v', \mu_2(v, v'')) \right], \]
\[ \{ v' \wedge v' \} \wedge v'' = d_2c_2^3 \mu_0(v', v), \]
\[ v' \wedge \{ v'' \wedge v \} = d_2c_2^3 \mu_0(v', v_4w) - d_2c_1^3 \left[ -\frac{1}{2} \mu_0(v', \mu_3(v'', v)) \right], \]
\[ \{ v'' \wedge v \} \wedge v' = d_3c_2^3 \mu_0(w_4v, v') - d_3c_1^3 \left[ -\frac{1}{2} \mu_0(v_3(v''), v), v' \right], \]
\[ v'' \wedge \{ v \wedge v' \} = c_2c_3^2 w_4 \mu_0(v, v') + c_1c_5^3 \left[ -\frac{1}{2} \mu_4(v'', \mu_1(v, v')) \right], \]
\[ \{ v'' \wedge v' \} \wedge v = d_4c_2^3 \mu_0(w_4v', v) - d_4c_1^3 \left[ -\frac{1}{2} \mu_0(v_3(v'', v'), v) \right], \]
\[ v'' \wedge \{ v' \wedge v' \} = d_1c_2^3 w_4 \mu_0(v', v) - d_0c_1^3 \left[ -\frac{1}{2} \mu_4(v'', \mu_1(v', v)) \right]. \]

Using (A.2), associativity for the first couple is shown to be equivalent to (A.3b), for the second couple to the second condition in (A.3g), for the third couple to the first condition in (A.3g), for the fourth couple to (A.3h). For the last two couples the associativity is automatically satisfied.

Graded anticommutativity in the \( q \to 1 \) limit is a simple check, based on the observation that for \( q = 1 \): \( \mu_0 \) is antisymmetric, \( \mu_1 \) is symmetric, \( \mu_2(v', v'') = -\mu_3(v'', v') \), and \( \mu_4 \) is symmetric. This concludes the proof. \( \square \)

**APPENDIX B. SOME GENERAL FACTS ON CALCULI**

In this appendix we review the material that leads to the construction of the differential calculus \((\Omega^*(\mathbb{C}P^2_q), d)\) on \(\mathbb{C}P^2_q\), in particular the fact that it is enough to define things for one-forms and then extend them in a natural and unique (by universality) way.

Recall that a first order differential calculus on a unital \(*\)-algebra \(\mathcal{A} \) is a pair \((\Omega^1 \mathcal{A}, d)\), where \(\Omega^1 \mathcal{A} \) is an \(\mathcal{A}\)-bimodule giving the space of one-forms and \(d : \mathcal{A} \to \Omega^1 \mathcal{A} \) is the exterior differential – a linear map satisfying the Leibniz rule,

\[ d(ab) = a(db) + (da)b \quad \text{for all} \quad a, b \in \mathcal{A}. \]

We also assume that \(\Omega^1 \mathcal{A} = \mathcal{A}(d \mathcal{A})\) and that we are dealing with a \(*\)-calculus with the \(*\)-structure on \(\Omega^1 \mathcal{A}\) given (uniquely) by \((da)^* = -d(a^*)\) for all \(a \in \mathcal{A}\).

To go beyond one forms a differential graded \(*\)-algebra \((\Omega^* = \bigoplus \Omega^k \mathcal{A}, d)\) is defined as follows. The set \(\Omega^* \mathcal{A}\) is a graded algebra, with \(\Omega^0 \mathcal{A} = \mathcal{A}\) and graded product denoted \(\wedge_q : \Omega^k \mathcal{A} \times \Omega^l \mathcal{A} \to \Omega^{k+l} \mathcal{A}\). The *universal* differential calculus of \(\mathcal{A}\) is obtained when \(\wedge_q\) is the tensor product, \(\Omega^1 \mathcal{A}\) is the kernel of the multiplication map \(m(a \otimes b) = ab\) and
\[ da = a \otimes 1 - 1 \otimes a. \] With a general associative (unital) graded multiplication \( \wedge_q \), the calculus will always be a quotient of the universal calculus by a differential ideal.

Element in \( \Omega^k \mathcal{A} \) (that is \( k \)-forms) are (sums of) products of \( k \) 1-forms: \( \omega = v_1 \wedge_q \ldots \wedge_q v_k \). The differential is extended to \( \Omega^k \mathcal{A} \) by requiring that its square vanishes, \( d^2 = 0 \), and that it is a graded derivation of degree 1, that is \( d : \Omega^k \mathcal{A} \rightarrow \Omega^{k+1} \mathcal{A} \) and
\[
d(\omega \wedge_q \omega') = d\omega \wedge_q \omega' + (-1)^{\deg(\omega)} \omega \wedge_q d\omega',
\]
for any two forms \( \omega \) and \( \omega' \). By universality, these two properties uniquely identify \( d \). It is the map given on 1-forms by
\[
d(ab) = da \wedge_q db = -d(da \ b)
\]
on any product of \( k \) 1-form by
\[
d(v_1 \wedge_q \ldots \wedge_q v_k) = \sum_{i=1}^{k} (-1)^{i-1} v_1 \wedge_q \ldots \wedge_q dv_i \wedge_q \ldots \wedge_q v_k,
\]
and extended by linearity. Finally, a \( * \)-structure on a differential calculus is given by a graded involution which anti-commutes with the differential. Given a \( * \)-structure on \( \mathcal{A} \), a \( * \)-structure on \( (\Omega^* \mathcal{A}, d) \) is uniquely defined firstly on 1-forms by \( (ab)^* = -(db^*)a^* \), and then by induction on \( k \)-forms by
\[
(v \wedge_q w)^* = (-1)^{k-1} w^* \wedge_q v^*,
\]
where \( v \) is a 1-form and \( w \) is a \( k-1 \) form. With this, one easily check, again by induction, that \( d\omega^* = -(d\omega)^* \) for any form \( \omega \).

An equivalent way to give a \( * \)-differential calculus \( (\Omega^* \mathcal{A}, d) \) is via a differential double complex \( (\Omega^{*,*} \mathcal{A}, \partial, \bar{\partial}) \). That is to say, starting with a bigradation \( \Omega^k \mathcal{A} := \bigoplus_{i+j=k} \Omega^{i,j} \mathcal{A} \) with a bigraded product, the following statements are equivalent:

i) there is a graded derivation \( d : \Omega^* \mathcal{A} \rightarrow \Omega^{*+1} \mathcal{A} \) satisfying
\[
d^2 = 0 \quad \text{and} \quad d\omega = -(d\omega^*)^*;
\]
ii) there are two graded derivations \( \partial : \Omega^{*,*} \mathcal{A} \rightarrow \Omega^{*+1,*} \mathcal{A} \) and \( \bar{\partial} : \Omega^{*,*} \mathcal{A} \rightarrow \Omega^{*,*+1} \mathcal{A} \), satisfying
\[
\partial^2 = \bar{\partial}^2 = \partial \bar{\partial} + \bar{\partial} \partial = 0 \quad \text{and} \quad \bar{\partial}\omega = -(\partial\omega^*)^*.
\]

Appendix C. An alternative proof of Theorem 7.2 for \( n \leq 4 \)

We give an alternative proof that the map \( \text{ch}^n : K^n_q(A) \rightarrow \text{HC}_n^{qU}(A) \) given by
\[
\text{ch}^n(e, \sigma)(h) := \text{Tr}(e^\hat{\gamma}^n \sigma(h)^t), \quad \text{(C.1)}
\]
is well-defined. This proof is valid for \( n \leq 4 \) and for it we use the results of Lemma 7.1 stating the equivalence of equivariant projective modules in terms of idempotents.
Thus, we aim at proving that for any \([e, \sigma]\) \(\in K^n_\partial(A)\), the expression in (C.1) is an equivariant cyclic \(n\)-cycle, and that if \((e, \sigma)\) is in the same class of \((e', \sigma')\), the difference \(\text{ch}^n(e, \sigma) - \text{ch}^n(e', \sigma')\) is a boundary. In fact, when \(n\) is odd (C.1)

\[
\text{ch}^n(e, \sigma) = \frac{1}{2}(1 - \lambda_n)\text{ch}^n(e, \sigma),
\]

and \(\text{ch}^n(e, \sigma)\) reduces in \(C^n_\partial(A)/\text{Im}(1 - \lambda_n)\) to the trivial equivariant cyclic cocycle 0.

For \(n\) even, one finds that \(b_n\text{ch}^n(e, \sigma) = \text{ch}^{n-1}(e, \sigma)\) which vanishes in \(C^{n-1}_\partial(A)/\text{Im}(1 - \lambda_n)\) since \(n - 1\) is now odd and the class of \(\text{ch}^{n-1}(e, \sigma)\) is zero as before. Thus, \(\text{ch}^n(e, \sigma)\) is an equivariant cyclic cocycle.

For the last part of the proof, \(\text{ch}^0(e, \sigma) - \text{ch}^0(e', \sigma')\) is the boundary of the function

\[
\text{Tr}(u \otimes v \sigma(h)^t);
\]

\(\text{ch}^2(e, \sigma) - \text{ch}^2(e', \sigma')\) is the boundary (modulo the image of \(1 - \lambda_2\)) of

\[
\text{Tr}(e^{\otimes 2} \otimes u \otimes v \sigma(h)^t) + \text{Tr}(u \otimes e^{\otimes 2} \otimes v \sigma(h)^t) + \frac{1}{2}\text{Tr}(u \otimes v \otimes u \otimes v \sigma(h)^t);\]

and \(\text{ch}^4(e, \sigma) - \text{ch}^4(e', \sigma')\) is the boundary (modulo the image of \(1 - \lambda_4\)) of

\[
\text{Tr}(e^{\otimes 4} \otimes u \otimes v \sigma(h)^t) + \text{Tr}(u \otimes e^{\otimes 2} \otimes v \sigma(h)^t) - \frac{1}{2}\text{Tr}(e^{\otimes 2} \otimes u \otimes v \otimes u \otimes v \sigma(h)^t) - \frac{1}{2}\text{Tr}(u \otimes e^{\otimes 2} \otimes v \otimes u \otimes v \sigma(h)^t) + \frac{1}{2}\text{Tr}(e^{\otimes 2} \otimes u \otimes e^{\otimes 2} \otimes v \sigma(h)^t) + \frac{1}{6}\text{Tr}(u \otimes v \otimes u \otimes v \otimes u \otimes v \sigma(h)^t).\]

This concludes the proof. In general, for an arbitrary high \(n\), it is not an easy task to write \(\text{ch}^n(e, \sigma) - \text{ch}^n(e', \sigma')\) explicitly as the boundary of something else.
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