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1 Introduction

Multiobjective optimization is the process of simultaneously optimizing two or more real-valued objective functions. Usually, no single point will minimize all given objective functions at once (i.e., there is no ideal minimizer), and so the concept of optimality has to be replaced by the concept of Pareto optimality or as we will see, Pareto-Clarke critical; see [14]. These types of problems have applications in the economy, industry, agriculture, and the others fields; see [22]. Bonnel et al. [8] considered extensions of the proximal point method to the multiobjective setting, see also, Bento et al. [4], Ceng and Yao [10], Ceng et al. [9], Choung et al. [11], Villacorta and Oliveira [32] and references therein. We point out that other methods, associated to scalar-valued optimization, have already been extended to multiobjective optimization; see, for instance, Fliege and Svaiter [18], Graña Drummond and Iusem [16], Graña Drummond and Svaiter [24], Fliege et al. [17], Fukuda and Graña Drummond [19, 20], Bello Cruz et al. [1], Bento et al. [5, 6], Cruz Neto et al. [15], Bento and Cruz Neto [2].

Our goal is to study the proximal method for multiobjective problems, introduced by Bonnel et al. [8], where the coordinate functions are like Lower-$C^1$, which include a special class of nonconvex functions. In the last four decades, several authors have proposed generalized proximal point methods for certain nonconvex minimization problems as well as problems of finding singularities of nonmonotone operators. As far as we know the first generalization has been performed by Fukushima and Mine [21], see also Kaplan and Tichatschke [26] for a review. For the problem of finding singularities of nonmonotone operators (e.g. where the operator is hypomonotone), see e.g., Spingarn and Jonathan [31], Pennanen [29], Iusem et al. [25], Combettes and Pennanen [13] and Garcia and Iusem [23].

Our approach extend to the multiobjective context the results of Kaplan and Tichatschke [26] (see also, [6]). More precisely, we show that the method is well defined and the accumulation points of any generated sequence, if any, are Pareto-Clarke critical points for the multiobjective function. Moreover, under some
additional assumptions, we show full convergence of the generated sequence.

The organization of the paper is as follows. In Section 2, some notations and basic results used throughout the paper are presented. In Section 3, the main result is stated and proved. Some final remarks are made in Section 4.

2 Basic results and definitions

Let $\Omega \subset \mathbb{R}^n$ be a convex set. A function $f: \mathbb{R}^n \to \mathbb{R}$ is said strongly convex on $\Omega$ with constant $L > 0$ if,

$$f(\alpha x + (1 - \alpha)y) \leq \alpha f(x) + (1 - \alpha)f(y) - \frac{1}{2}L(1 - \alpha)\|x - y\|^2,$$

for all $x, y \in \Omega$ with $\alpha \in [0, 1]$. If $L = 0$ then $f$ is said convex on $\Omega$. It is possible to show that $f$ is strongly convex with constant $L$ iff

$$\langle u - v, x - y \rangle \geq L\|u - v\|^2, \quad u \in \partial f(x), \quad v \in \partial f(y),$$

whenever $x, y \in \Omega$, where $\partial f$ denotes the subdifferential.

Remark 2.1. The subdifferential of a convex functions is always nonempty, convex and compact. Furthermore, if $f_1, f_2$ are two convex functions on $\Omega$ and $\lambda_1, \lambda_2 \geq 0$, then $\partial(\lambda_1 f_1 + \lambda_2 f_2)(x) \subset \lambda_1 \partial f_1(x) + \lambda_2 \partial f_2(x)$, for all $x \in \Omega$; see [30, Theorem 23.8].

Let $C \subset \mathbb{R}^n$ be a nonempty, closed and convex set. The normal cone is defined by

$$N_C(x) := \{v \in \mathbb{R}^n : \langle v, y - x \rangle \leq 0, \ y \in C\}.$$  

(2)

Remark 2.2. Note that, if $g: \mathbb{R}^n \to \mathbb{R}$ is a convex function then the first-order optimality condition for the optimization problem $\min_{x \in C} g(x)$ takes the following form $0 \in \partial g(x) + N_C(x)$. 
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Proposition 2.1. Let $h_i : \mathbb{R}^n \to \mathbb{R}$ be a strongly convex function with constant $L_i$, for $i \in I = \{1, ..., p\}$. Then $h : \mathbb{R}^n \to \mathbb{R}$ defined by $h(x) = \max_{i \in I} h_i(x)$ is strongly convex function with constant $L := \min_{i \in I} L_i$. In particular, if $h_i$ is convex for all $i \in I$, $h$ is convex on $\Omega$.

Proof. It follows from the definition of strongly convex function.

The proof of next result follows directly from [7, Proposition 4.5.1].

Proposition 2.2. Let $\Omega \subset \mathbb{R}^n$ be a convex set and $h_i : \mathbb{R}^n \to \mathbb{R}$ a differentiable convex function on $\Omega$ for $i \in I = \{1, ..., p\}$. If $h : \mathbb{R}^n \to \mathbb{R}$ is defined by $h(x) = \max_{i \in I} h_i(x)$, then:

$$\partial h(x) = \left\{ \sum_{i \in I(x)} \alpha_i \text{grad } h_i(x) : \sum_{i \in I(x)} \alpha_i = 1, \alpha_i \geq 0 \right\},$$

where $I(x) = \{i \in I : h(x) = h_i(x)\}$. In particular, $x$ minimizes $h$ on $\Omega$, if and only if, there exist $\alpha_i \geq 0$, $i \in I(x)$, such that:

$$0 = \sum_{i \in I(x)} \alpha_i \text{grad } h_i(x), \quad \sum_{i \in I(x)} \alpha_i = 1.$$

Next definition can be found in [12, page 10].

Definition 2.1. Let $f : \mathbb{R}^n \to \mathbb{R}$ be a locally Lipschitz function at $x \in \mathbb{R}^n$ and $d \in \mathbb{R}^n$. The Clarke directional derivative of $f$ at $x$ in the direction $d$, denoted by $f^\circ(x,d)$, is defined as

$$f^\circ(x,d) := \limsup_{t \downarrow 0} \frac{f(y + td) - f(y)}{t},$$

and the Clarke subdifferential of $f$ at $x$, denoted by $\partial^\circ f(x)$, is defined as

$$\partial^\circ f(x) := \{w \in \mathbb{R}^n : \langle w, d \rangle \leq f^\circ(x,d), \forall d \in \mathbb{R}^n\}.$$

Remark 2.3. If $f$ is a convex function, $f^\circ(x,d) = f'(x,d)$, where $f'(x,d)$ is the usual directional derivative of $f$ at $x$ in the direction $d$. Moreover $\partial^\circ f(x) = \partial f(x)$ for all $x \in \mathbb{R}^n$, i. e., the Clarke’s subdifferential generalize of the usual subdifferential for convex functions; see [12, Proposition 2.2.7].
The following two Lemmas, are results well known from Clarke’s subdifferential theory. They can be found in [12, page 39] and [28, page 49] respectively.

**Lemma 2.1.** Let $\Omega \subset \mathbb{R}^n$ be an open convex set. If $f : \mathbb{R}^n \to \mathbb{R}$ is locally Lipschitz on $\Omega$ and $g : \mathbb{R}^n \to \mathbb{R}$ is convex on $\Omega$, then $(f + g)^\circ(x, d) = f^\circ(x, d) + g'(x, d)$, for each $x \in \Omega$ and $d \in \mathbb{R}^n$. As a consequence, if $g : \mathbb{R}^n \to \mathbb{R}$ is continuously differentiable on $\Omega$, $\partial^o (f + g)(x) = \partial^o f(x) + \text{grad} g(x)$, for each $x \in \Omega$.

**Lemma 2.2.** Let $\Omega \subset \mathbb{R}^n$ be an open convex set and $I = \{1, \ldots, m\}$. Let $f_i : \mathbb{R}^n \to \mathbb{R}$ be a continuously differentiable function on $\Omega$ for all $i \in I$. Define $f : \mathbb{R}^n \to \mathbb{R}$ by $f(x) := \max_{i \in I} f_i(x)$, and $I(x) := \{i \in I : f_i(x) = f(x)\}$. Then, $f$ is locally Lipschitz on $\Omega$ and $\text{conv}\{\text{grad} f_i(x) : i \in I(x)\} \subset \partial^o f(x)$, for each $x \in \Omega$.

Next definition can be found in [14].

**Definition 2.2.** Let $F = (f_1, \ldots, f_m)^T : \mathbb{R}^n \to \mathbb{R}^m$ be locally Lipschitz on $\mathbb{R}^n$. We say that $x^* \in \mathbb{R}^n$ is a Pareto-Clarke critical point of $F$ if, for all directions $d \in \mathbb{R}^n$, there exists $i_0 = i_0(d) \in \{1, \ldots, m\}$ such that $f_{i_0}^\circ(x^*, d) \geq 0$.

**Remark 2.4.** We point out that a similar definition, in the Riemannian context, has also appeared in [2]. Note that, when $m = 1$, last definition becomes the classic definition of critical point for nonsmooth convex function. Note also that the last definition generalizes, for nonsmooth multiobjective optimization, the condition $\text{Im}(JF(x^*)) \cap (-\mathbb{R}^m_+) = \emptyset$, (where $\text{Im}(JF(x^*))$ denotes the image of the Jacobian of $F$ at point $x^* \in \mathbb{R}^n$), which characterizes a Pareto critical point when $F$ is a continuously differentiable vector function.
3 Multiobjective Optimization

In this section, we present the Multiobjective problem. First we need some basic definitions.

\[ \mathbb{R}^m_+ := \{ x \in \mathbb{R}^m : x_j \geq 0, j \in I \}, \quad \mathbb{R}^m_{++} := \{ x \in \mathbb{R}^m : x_j > 0 \, j \in I \}, \quad I := \{1, \ldots, m\}. \]

For \( y, z \in \mathbb{R}^m, z \succeq y \) (or \( y \preceq z \)) means that \( z - y \in \mathbb{R}^m_+ \) and \( z \succ y \) (or \( y \prec z \)) means that \( z - y \in \mathbb{R}^m_{++} \). We consider the unconstrained multiobjective optimization problem:

\[
\min_{x \in \mathbb{R}^n} F(x),
\]

where \( F: \mathbb{R}^n \to \mathbb{R}^m \), with \( F(x) = (f_1(x), \ldots, f_m(x)) \) and \( f_i: \mathbb{R}^n \to \mathbb{R} \) for \( i = 1, \ldots, m \).

**Definition 3.1.** A point \( x^* \in \mathbb{R}^n \) is a weak Pareto solution of the problem (3) iff there is no \( x \in \mathbb{R}^n \) with \( F(x) \prec F(x^*) \). Denotes by \( U^* := \arg\min_{x \in C} \{ F(x) : x \in C \} \), the weak Pareto solutions set.

The proof of the next proposition can be found in [8].

**Proposition 3.1.** Let \( H: \mathbb{R}^n \to \mathbb{R}^m \) be a vectorial function and \( C \subset \mathbb{R}^n \) a convex set. Then,

\[
\bigcup_{z \in \mathbb{R}^m_+ \setminus \{0\}} \arg\min_{x \in C} \langle H(x), z \rangle = U^*.
\]

**Definition 3.2.** Let \( H: \mathbb{R}^n \to \mathbb{R}^m \) be a multiobjective function.

i) \( H \) is called convex iff for every \( x, y \in \mathbb{R}^n \), the following holds:

\[
H((1 - t)x + ty) \preceq (1 - t)H(x) + tH(y), \quad t \in [0, 1];
\]

ii) \( H \) is called strongly convex with constant \( \nu \in \mathbb{R}^m_{++} \) iff for every \( x, y \in \mathbb{R}^n \), the following holds:

\[
H((1 - t)x + ty) \preceq (1 - t)H(x) + tH(y) - t(1 - t)\|x - y\|^2 \nu, \quad t \in [0, 1].
\]

**Remark 3.1.** For the first definition above, see [27, Definition 6.2]. Note that \( H \) is convex (resp. strongly convex) iff \( H \) is component-wise convex (resp. strongly convex). From the above definitions, it is easy to see that if \( H \) is strongly convex, in particular, it is also convex (the reciprocal is clearly false).
3.1 Convergence Analysis of a Proximal Algorithm for Multiobjective Optimization

In this section, we present an application of the proximal point method to minimize a multiobjective function $F : \mathbb{R}^n \to \mathbb{R}^m$ (not necessarily convex) where each component is given by the maximum of a certain class of continuously differentiable functions. Our goal is to prove the following theorem:

**Theorem 3.1.** Let $\Omega \subset \mathbb{R}^n$ be an open convex set, $\bar{y} \in \Omega$, $\hat{I} := \{1, \ldots, m\}$ and $I_j := \{1, \ldots, \ell_j\}$, with $\ell_j \in \mathbb{Z}_+$. Let $F : \mathbb{R}^n \to \mathbb{R}^m$ defined by $F(x) := (f_1(x), \ldots, f_m(x))$, where $f_j(x) := \max_{i \in I_j} f_{ij}(x)$, $j \in \hat{I}$, and $f_{ij} : \mathbb{R}^n \to \mathbb{R}$ is a continuously differentiable function on $\Omega$ and continuous on $\bar{\Omega}$, for all $i \in I_j$. Assume that for all $j \in \hat{I}$, $-\infty < \inf_{x \in \mathbb{R}^n} f_j(x)$, grad$f_{ij}$ is Lipschitz on $\Omega$ with constant $L_{ij}$ for each $i \in I_j$ and $S_F(F(\bar{y})) := \{x \in \mathbb{R}^n : F(x) \preceq F(\bar{y})\} \subset \Omega$, $\inf_{x \in \mathbb{R}^n} f_j(x) < \min_{s \in \hat{I}} f_s(\bar{y})$, $j \in \hat{I}$.

Let $\bar{\lambda} > 0$ and $\bar{\mu} > 0$. Take sequences $\{e^k\} \subset \mathbb{R}^m_+$ and $\{\lambda_k\} \subset \mathbb{R}_+$ satisfying

$$
\|e^k\| = 1, \quad \bar{\mu} < e^k_j, \quad \frac{1}{\bar{\mu}} \max_{i \in I_j} L_{ij} < \lambda_k \leq \bar{\lambda}, \quad j \in \hat{I}, \quad k = 0, 1, \ldots \tag{4}
$$

Let $\hat{x} \in S_F(F(\bar{y}))$. If $\Omega_k := \{x \in \mathbb{R}^n : F(x) \preceq F(x^k)\}$, then the proximal point method

$$
x^{k+1} \in \text{argmin}_x \left\{F(x) + \frac{\lambda_k}{2} \|x - x^k\|^2 e^k : x \in \Omega_k \right\}, \quad k = 0, 1, \ldots, \tag{5}
$$

with starting point $x^0 = \hat{x}$ is well defined, the generated sequence $\{x^k\}$ rests in $S_F(F(\bar{y}))$ and any accumulation point of $\{x^k\}$ is a Pareto-Clarke critical point of $F$, as long as $\Omega_k$ is a convex set, for each $k$. Moreover, assuming that

(H1) $U = \{y \in \mathbb{R}^n : F(y) \preceq F(x^k), \ k = 0, 1, \ldots\} \neq \emptyset$. 
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Let $c \in \mathbb{R}$ such that $\inf_{x \in \mathbb{R}^n} f_j(x) < c < \min_{x \in \tilde{I}} f(x)$, for all $j \in \tilde{I}$. If, in addition, hold:

(H2) $S_F(c) := \{ x \in \mathbb{R}^n : F(x) \leq c \}$ is convex and $F$ is convex on $S_F(c)$, where $e := (1, \ldots, 1) \in \mathbb{R}^m$;

(H3) For each point $z \in \mathbb{R}^m \setminus \{0\}$, $x \in S_F(F(\tilde{y})) \setminus S_F(c)$ and $w_z(x) \in \partial^\circ (\langle F(\cdot), z \rangle)(x) + N_{\Omega_k}(x)$ we have $\|w_z(x)\| > \delta_z > 0$,

then the sequence $\{x^k\}$ generated by proximal point method converges to a point $x^* \in U^*$.

In general, the set $U$ defined in assumption (H1) may be an empty set. To guarantee that $U$ is nonempty, an additional assumption on the sequence $\{x^k\}$ is needed. In the next remark we give such a condition.

**Remark 3.2.** If the sequence $\{x^k\}$ has an accumulation point, then $U$ is nonempty, i.e. assumption (H1) holds. Indeed, let $\bar{x}$ be an accumulation point of the sequence $\{x^k\}$. Then, there exists a subsequence $\{x^{k_j}\}$ of $\{x^k\}$ which converges to $\bar{x}$. Since $F$ is continuous, $\{F(x^k)\}$ has $F(\bar{x})$ as an accumulation point. Besides, using definition of $\{x^k\}$ in (5), we conclude that $\{F(x^k)\}$ is a decreasing sequence. Hence, usual arguments easily show that the whole sequence $\{F(x^k)\}$ converges to $F(\bar{x})$ and $\bar{x} \in U$, i.e., $U \neq \emptyset$.

In order to prove the above theorem we need some preliminary results. From now on we assume that every assumptions on Theorem 3.1 hold, with the exception of (H1), (H2) and (H3), which will be considered to hold only when explicitly stated. First of all we show, in the next remark, that if $\Omega$ is bounded and $F$ is convex on $\Omega$ then $F$ satisfies the assumptions (H1), (H2) and (H3).

**Remark 3.3.** Assume that $\Omega$ is bounded and $F$ is convex on $\Omega$. Since $\Omega$ is bounded, Remark 3.2 implies that assumptions (H1) holds. As $F$ is convex on $\Omega$, assumptions (H2) holds. For each $z \in \mathbb{R}^m_+ \setminus \{0\}$, define $F_z(x) = \langle F(x), z \rangle$. If $F$ is convex on $\Omega$, then $F_z$ is convex on $\Omega$ and from Remark 2.3,

$$\partial^\circ F_z(x) = \partial F_z(x), \quad x \in \Omega.$$ (6)
Take $c \in \mathbb{R}$ such that $\inf_{x \in \mathbb{R}^n} f_j(x) < c < \min_{x \in \tilde{I}} f_s(y)$, for all $j \in \tilde{I}$, $x^* \in U$ and set

$$0 < \epsilon = \sup \left\{ \| x - x^* \| : x \in S_F(F(y)) \setminus S_F(c) \right\} < +\infty. \quad (7)$$

Let $x \in S_F(F(y)) \setminus S_F(c)$ and $w_z(x) = u_z(x) + v(x)$ with $u_z(x) \in \partial F_z(x)$ and $v(x) \in N_{\Omega_k}(x)$. The convexity of $F_z$ on $\Omega$ implies $F_z(x^*) \geq F_z(x) + \langle u_z(x), x^* - x \rangle$. As $v(x) \in N_{\Omega_k}(x)$, we obtain

$$F_z(x^*) \geq F_z(x) + \langle w_z(x), x^* - x \rangle - \langle v(x), x^* - x \rangle \geq F_z(x) + \langle w_z(x), x^* - x \rangle. \quad (8)$$

Since $\| w_z(x) \| \| x^* - x \| \geq F_z(x) - F_z(x^*)$, the set $U$ is a proper subset of $S_F(c)$ and $x \in S_F(F(y)) \setminus S_F(c)$, we conclude that $\| w_z(x) \| \| x^* - x \| > c(e, z) - F_z(x^*) > 0$. Thus, from $(7)$ and the latter inequality, we have

$$\| w_z(x) \| \epsilon > c(e, z) - F_z(x^*) > 0.$$ 

Therefore, choosing $\delta_z = (c(e, z) - F_z(x^*))/\epsilon$, we obtain $\| w_z(x) \| > \delta_z > 0$ which, combined with $(9)$, shows that $F_z$ satisfies (H3).

**Proposition 3.2.** The proximal point method $(5)$ applied to $F$ with starting point $x^0 = \hat{x}$ is well defined.

**Proof.** The proof will be made by induction on $k$. Let $\{x^k\}$ be a sequence defined in $(5)$. By assumption $\hat{x} \in S_F(F(y))$. Thus, we assume that $x^k \in S_F(F(y))$ for some $k$. Take $z \in \mathbb{R}^n_+ \setminus \{0\}$ and define $\varphi : \mathbb{R}^n \to \mathbb{R}$ by

$$\varphi_k(x) = \langle F(x), z \rangle + \frac{\lambda}{2} \langle e^k, z \rangle \| x - x^k \|^2. \quad (9)$$

As $-\infty \leq f_j(x)$ for all $j \in \tilde{I}$, the function $\langle F(\cdot), z \rangle$ is bounded below and, taking into account that $\langle e^k, z \rangle > 0$, follows that $\varphi_k$ is coercive. Then, as $\Omega_k$ is closed, there exists $\hat{x} \in \Omega_k$ such that

$$\hat{x} = \arg\min_{x \in \Omega_k} \varphi_k(x).$$

Therefore, from Proposition 3.1 we can take $x^{k+1} := \hat{x}$ and the induction is done, which conclude the proof.  

\[ \square \]
From now on, \( \{x^k\} \) is the sequence generated by (5). Note that Proposition 3.1 implies that there exists a sequence \( \{z^k\} \subset \mathbb{R}^n \setminus \{0\} \) such that

\[
x^{k+1} = \arg\min_{x \in \Omega_k} \psi_k(x),
\]

(10)

where the function \( \psi_k : \mathbb{R}^n \rightarrow \mathbb{R} \) is defined by

\[
\psi_k(x) := \langle F(x), z^k \rangle + \frac{\lambda_k}{2} \langle e^k, z^k \rangle \|x - x^k\|^2.
\]

(11)

Note that the solution of problem in (10) is not altered through multiplication of \( z^k \) by positive scalars. Hence, from now on we assume, without loss of generality, that \( \|z^k\| = 1 \) for \( k = 0, 1, \ldots \).

**Lemma 3.1.** Assume that (H1) and (H2) hold and \( \lambda_k \) satisfies (4). If \( x^k \in S_F(c) \) for some \( k \) then \( \{x^k\} \) converges to a point \( x^* \in U^* \subset \Omega \).

**Proof.** By hypothesis, \( x^k \in S_F(c) \) for some \( k \), i.e., there exists \( k_0 \) such that \( F(x^{k_0}) \leq ce \). Hence, definition of \( \{x^k\} \) in (5) implies that \( \{x^k\} \subset S_F(c) \), for all \( k \geq k_0 \). Therefore, using (4), (H1) and (H2) the result follows by applying Theorem 3.1 with \( F_0 = F, S = S_F(c), X = \mathbb{R}^n, C = \mathbb{R}^m \) and by taking into account that (H1) replaced assumption (A). \( \square \)

**Lemma 3.2.** For all \( \tilde{x} \in \mathbb{R}^n \), \( v := (v_1, \ldots, v_m) \in \mathbb{R}_+^m \), \( j \in \hat{I} \) and \( \lambda \) satisfying \( \sup_{i \in I_j} L_{ij} < \lambda v_j \), the function \( f_{ij} + \lambda v_j\| - \tilde{x}\|^2/2 \) is strongly convex in \( \Omega \) with constant \( \lambda v_j - \sup_{i \in I_j} L_{ij} \). Consequently, the function \( f_{ij} + \lambda v_j\| - \tilde{x}\|^2/2 \) is strongly convex in \( \Omega \) with constant \( \lambda v_j - \sup_{i \in I_j} L_{ij} \) and \( F + (\lambda/2)\| - \tilde{x}\|^2 v \) is strongly convex in \( \Omega \). Moreover, \( \langle F(\cdot), z \rangle + \lambda \langle v, z \rangle \| - \tilde{x}\|^2/2 \) is strongly convex in \( \Omega \) for each \( z \in \mathbb{R}^m \setminus \{0\} \).

**Proof.** Take \( j \in \hat{I}, i \in I_j, \tilde{x} \in \mathbb{R}^n \), \( v_j \in \mathbb{R}_+^m \) and define \( h_{ij} = f_{ij} + \lambda v_j\| - \tilde{x}\|^2/2 \). Since \( \text{grad} h_{ij}(x) = \text{grad} f_{ij}(x) + \lambda v_j(x - \tilde{x}) \), we have \( \langle \text{grad} h_{ij}(x) - \text{grad} h_{ij}(y), x - y \rangle = \langle \text{grad} f_{ij}(x) - \text{grad} f_{ij}(y), x - y \rangle + \lambda v_j\|x - y\|^2 \). Using Cauchy inequality, last equality becomes

\[
\langle \text{grad} h_{ij}(x) - \text{grad} h_{ij}(y), x - y \rangle \geq -\|\text{grad} f_{ij}(x) - \text{grad} f_{ij}(y)\|\|x - y\| + \lambda v_j\|x - y\|^2.
\]
As $\nabla f_{ij}$ is Lipschitz in $\Omega$ with constant $L_{ij}$, last inequality give us

$$
\langle \nabla h_{ij}(x) - \nabla h_{ij}(y), x - y \rangle \geq (\lambda v_j - L_{ij}) \|x - y\|^2.
$$

Hence, combining latter inequality with assumption $\lambda v_j > \sup_{i \in I_j} L_{ij}$ we conclude that $\nabla h_{ij}$ is strongly monotone with constant $\lambda v_j - \sup_{i \in I_j} L_{ij}$. Therefore, from (1) we conclude that $h_{ij}$ is strongly convex with constant $\lambda v_j - \sup_{i \in I_j} L_{ij}$, which proof the first part of the lemma.

The second and third part of the lemma follows easily by combination of Proposition 2.1 and Remark 3.1.

Lemma 3.3. Assume that (H1) and (H3) hold and $\lambda_k$ satisfies (11). Then after a finite number of steps the proximal iterates go into the set $S_F(c)$, i.e., there exists $k_0$ such that $\{x^k\} \subset S_F(c)$, for all $k \geq k_0$.

Proof. Suppose, by contradiction, that $x^k \in S_F(F(\bar{y})) \setminus S_F(c)$ for all $k$. Let $\{z_k\}$ be a sequence satisfying (10). Hence, we can combine Lemma 3.2, Remark 2.2 and Lemma 2.1 to obtain

$$
0 \in \partial^\circ \left(\langle F(\cdot), z^k \rangle \right)(x^{k+1}) + \frac{\lambda_k}{2} \langle e^k, z^k \rangle (x^{k+1} - x^k) + N\Omega_k(x^{k+1}), \quad k = 0, 1, \ldots.
$$

Then,

$$
-\frac{\lambda_k}{2} \langle e^k, z^k \rangle (x^{k+1} - x^k) \in \partial^\circ \left(\langle F(\cdot), z^k \rangle \right)(x^{k+1}) + N\Omega_k(x^{k+1}), \quad k = 0, 1, \ldots.
$$

As $x^{k+1} \in S_F(F(\bar{y})) \setminus S_F(c)$, the assumption (H3) and last inclusion give us

$$
\frac{\lambda_k}{2} \langle e^k, z^k \rangle \|x^{k+1} - x^k\| > \delta_z, \quad k = 0, 1, \ldots. \tag{12}
$$

On the other hand, since that $x^{k+1} = \arg\min_{x \in \mathbb{R}^n} \psi_k(x)$, see (10) and (11), and $\|z^k\| = 1$, we conclude that

$$
\frac{\lambda_k}{2} \langle e^k, z^k \rangle \|x^{k+1} - x^k\|^2 \leq \langle F(x^k), z^k \rangle - \langle F(x^{k+1}), z^k \rangle \leq \|F(x^k) - F(x^{k+1})\|.
$$

Using assumption (H1) we conclude that the sequence $\{\|F(x^k) - F(x^{k+1})\|\}$ goes to zero. Hence, combining assumption (11) with last inequality, we obtain that $\{x^{k+1} - x^k\}$ converges to zero, which contradicts (12).

Therefore, the proof is done.
Proof of Theorem 3.1. The well definedness of the proximal point method follows from Proposition 3.2. Let \( \{x^k\} \) be the sequence generated by the proximal point method. As \( x_0 = \hat{x} \in S_F(F(\hat{y})) \subset \Omega \), definition of \( \{x^k\} \) in 9 implies that \( \{x^k\} \subset S_F(F(\hat{y})) \). Let \( \hat{x} \) be an accumulation point of \( \{x^k\} \), assume that \( \Omega_k \) is a convex set and, by contradiction, that \( \hat{x} \) is not Pareto-Clarke critical point in \( \mathbb{R}^n \). Then, there exists a direction \( d \in \mathbb{R}^n \) such that

\[
f_i^0(\hat{x}, d) < 0, \quad i \in \{1, \ldots, m\}.
\]

(13)

Thus, \( d \) is a descent direction for the multiobjective function \( F \) in \( \hat{x} \) and there exists \( \delta > 0 \) such that \( F(\hat{x} + td) < F(\hat{x}) \), for all \( t \in (0, \delta) \). This tell us that, \( \hat{x} + td \in \Omega_k \), for \( k = 0, 1, \ldots \).

Let \( \{z_k\} \) be a sequence satisfying (10). Hence, we can combine Lemma 3.2 and Remark 2.2 to obtain

\[
0 \in \partial \left( \langle F(\cdot), z^k \rangle + \frac{\lambda_k}{2} \langle \epsilon^k, z^k \rangle \cdot - x^k \rangle^2 \right) (x^{k+1}) + N_{\Omega_k}(x^{k+1}), \quad k = 0, 1, \ldots.
\]

Letting \( z^k = (z_1^k, \ldots, z_m^k) \) and \( e^k = (e_1^k, \ldots, e_m^k) \), Remark 2.1 give us,

\[
0 \in \sum_{j=1}^m z_j^k \partial \left( f_j + \frac{\lambda_k}{2} e_j^k \cdot - x^k \rangle^2 \right) (x^{k+1}) + N_{\Omega_k}(x^{k+1}), \quad k = 0, 1, \ldots.
\]

Last inclusion implies that there exists \( v^{k+1} \in N_{\Omega_k}(x^{k+1}) \) such that

\[
0 \in \sum_{j=1}^m z_j^k \partial \left( f_j + \frac{\lambda_k}{2} e_j^k \cdot - x^k \rangle^2 \right) (x^{k+1}) + v^{k+1}, \quad k = 0, 1, \ldots.
\]

Since \( \max_{i \in I_j} L_{ij} < \lambda_k e^k_j \), Lemma 3.2 implies that \( f_{ij} + \lambda_k e^k_j \cdot - x^k \rangle^2/2 \) and \( f_j + \lambda_k e^k_j \cdot - x^k \rangle^2/2 \) are strongly convex functions, for all \( j \in \hat{I} \) and \( k = 0, 1, \ldots \). For each \( j \in \hat{I} \), we can apply Proposition 2.2 with \( I = I_j \), \( h_i = f_{ij} + \lambda_k e^k_j \cdot - x^k \rangle^2/2 \) and \( h = f_j + \lambda_k e^k_j \cdot - x^k \rangle^2/2 \), to conclude that there exists constant \( \alpha_{ij}^{k+1} \geq 0 \) with \( i \in I_j(x^{k+1}) \) such that

\[
0 = \sum_{j=1}^m z_j^k \left( \sum_{i \in I_j(x^{k+1})} \alpha_{ij}^{k+1} \text{grad} \left( f_{ij} + \frac{\lambda_k e^k_j}{2} \cdot - x^k \rangle^2 \right) (x^{k+1}) \right) + v^{k+1}, \quad \sum_{i \in I_j(x^{k+1})} \alpha_{ij}^{k+1} = 1,
\]

for all \( k = 0, 1, \ldots \). This tells us that

\[
0 = \sum_{j=1}^m z_j^k \left( \sum_{i \in I_j(x^{k+1})} \alpha_{ij}^{k+1} \left( \text{grad} f_{ij}(x^{k+1}) + \lambda_k e^k_j (x^{k+1} - x^k) \right) \right) + v^{k+1}, \quad \sum_{i \in I_j(x^{k+1})} \alpha_{ij}^{k+1} = 1,
\]

(14)
for all \( k = 0, 1, \ldots \). Now, for each \( j \in \tilde{I} \), let \( \{ \alpha_{ij}^{k+1} \} \subset \mathbb{R}^m \) be the sequence defined by
\[
\alpha_{ij}^{k+1} = (\alpha_{ij}^{k+1}, \alpha_{i2j}^{k+1}, \ldots, \alpha_{imj}^{k+1}), \quad \alpha_{ij}^{k+1} = 0, \quad i \in I_j \setminus I_j(x^{k+1}), \quad k = 0, 1, \ldots.
\]
Since \( \sum_{i \in I_j(x^{k+1})} \alpha_{ij}^{k+1} = 1 \), we have \( \| \alpha_{ij}^{k+1} \|_1 = 1 \) for all \( k \), where \( \| \cdot \|_1 \) denotes the sum norm in \( \mathbb{R}^n \). Thus \( \{ \alpha_{ij}^{k+1} \} \) is bounded. Let \( \{ z^{k,s} \}, \{ x^{k,s} \}, \{ e^{k,s} \}, \{ \lambda_{k,s} \}, \) and \( \{ \alpha_{ij}^{k,s} \} \) be the subsequences of \( \{ z^{k+1} \}, \{ x^{k+1} \}, \{ e^{k+1} \}, \{ \lambda_{k+1} \}, \) and \( \{ \alpha_{ij}^{k+1} \} \), respectively, such that
\[
\lim_{s \to +\infty} z^{k,s} = \tau, \quad \lim_{s \to +\infty} x^{k,s} = \bar{x}, \quad \lim_{s \to +\infty} e^{k,s} = \bar{e}, \quad \lim_{s \to +\infty} \lambda_{k,s} = \hat{\lambda}, \quad \lim_{s \to +\infty} \alpha_{ij}^{k,s} = \bar{\alpha}_{ij}.
\]
As \( \{ x^k \} \subset S_F(F(y)) \), continuity of \( F \) on \( \Omega \) allow us to conclude that \( \bar{x} \in S_F(F(y)) \). Since \( I_j \) is finite we can assume without loss of generality that
\[
I_j(x^{k_1+1}) = I_j(x^{k_2+1}) = \cdots = \tilde{I}_j,
\]
and (14) becomes
\[
0 = \sum_{j=1}^m z_j^{k_j} \left( \sum_{i \in I_j} \alpha_{ij}^{k_j} \text{grad} f_{ij}(x^{k_j+1}) + \lambda_{k,s} e^{k_j}(x^{k_j+1} - x^{k_j}) \right) + v^{k_s+1}, \quad \sum_{i \in I_j} \alpha_{ij}^{k_j+1} = 1, \quad s = 0, 1, \ldots.
\]
From continuity of \( F \) we obtain that \( \Omega_k \) is closed. Taking into account that \( x^{k_s} \in \Omega_{k_s}, \Omega_{k_s} \) is a convex set and \( \Omega_{k_s+1} \subset \Omega_{k_s} \), for \( s = 0, 1, \ldots \), we obtain that
\[
\tilde{\Omega} := \bigcap_{s=0}^{+\infty} \Omega_{k_s},
\]
is a nonempty closed and convex set. As \( v^{k_s+1} \in N_{\Omega_{k_s}}(x^{k_s+1}) \) and \( \tilde{\Omega} \subset \Omega_{k_s} \), (2) implies
\[
\langle v^{k_s+1}, x - x^{k_s+1} \rangle \leq 0, \quad x \in \tilde{\Omega}, \quad s = 0, 1, \ldots.
\]
Combining (15) and (17), we can suppose that \( \lim_{s \to +\infty} v^{k_s+1} = \bar{v} \). From (19), we have \( \bar{v} \in N_{\tilde{\Omega}}(\bar{x}) \). Letting \( s \) goes to infinity in (17), we obtain
\[
0 = \sum_{j=1}^m \bar{z}_j \sum_{i \in I_j} \bar{\alpha}_{ij} \text{grad} f_{ij}(\bar{x}) + \bar{v}, \quad \sum_{i \in I_j} \bar{\alpha}_{ij} = 1.
\]
Let $x \in \bar{\Omega}$. Taking $u_j = \sum_{i \in I_j} \bar{\alpha}_{ij} \text{grad} f_{ij}(\bar{x})$ it follows from above equality that

$$0 = \sum_{j=1}^{m} \bar{z}_j \langle u_j, x - \bar{x} \rangle + \langle \bar{v}, x - \bar{x} \rangle.$$  \hfill (20)

As $\bar{x} + td \in \Omega_k$, for all $k = 0, 1, \ldots$, definition of $\bar{\Omega}$ in (18) implies that $\bar{x} + td \in \bar{\Omega}$, $t \in (0, \delta]$. Since $u_j = \sum_{i \in I_j} \bar{\alpha}_{ij} \text{grad} f_{ij}(\bar{x})$ and $\sum_{i \in I_j} \bar{\alpha}_{ij} = 1$, combining Proposition 2.2 with Lemma 2.2 we conclude that $u_j \in \partial^c f_j(\bar{x})$. Hence, using that $\bar{v} \in N_{\bar{\Omega}}(\bar{x})$ and definition of $f^\circ_j(\bar{x}, d)$, equality (20) with $x = \bar{x} + td$ yields

$$0 \leq \sum_{j=1}^{m} \bar{z}_j \langle u_j, d \rangle \leq \sum_{j=1}^{m} \bar{z}_j f^\circ_j(\bar{x}, d).$$

So, there exists $j \in \{1, \ldots, m\}$ such that $f^\circ_j(\bar{x}, d) \geq 0$, which contradicts (13). Therefore, $\bar{x}$ is Pareto-Clarke critical point and the first part is proved.

The second part follows from Lemma 3.3 and Lemma 3.1 which conclude the proof of the theorem.  \hfill \Box

4 Conclusions

In this paper a convergence analysis of proximal point method for special class of nonconvex multiobjective functions is studied. In one sense, it is a continuation of [6], where the proximal point method, for special class of nonconvex functions, has been studied in the Riemannian context. We expect that the results of the present paper become a further step towards solving general multiobjective optimization. We foresee further progress in this topic in the nearby future.
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