Research on a novel passive islanding detection method

In distributed generation systems, islanding detection is a necessary function of grid-connected inverters. In view of the performance disadvantages of traditional passive and active islanding detection methods, this paper proposes a novel passive islanding detection method. The proposed method first extracts characteristic parameters from the inverter output voltage signal and inverter output current signal through lifting wavelet transform, and then conducts the pattern recognition of these extracted characteristic parameters via BP neural network, so as to judge if there is an islanding phenomenon. As verified by the simulation and experiment results, the islanding detection method proposed in this paper is effective, and is featured by high detection speed and small non-detection zone, without affecting electric energy quality; its detection performance has been remarkably improved in comparison with that of traditional islanding detection methods.
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1.0 Introduction

The renewable energy based distributed generation (DG) technology has seen a rapid development all over the world in recent years. In DG systems, renewable energies are first transformed into electric energy and then transmitted to the grid through grid-connected inverters, which poses challenges to the safe and stable operation of the grid, a major one of which is the islanding detection of grid-connected inverters. The so-called “islanding” refers to the phenomenon in which, due to the interruption of power supply by the grid as a result of failure or power-cut maintenance, the inverter still transmits electric energy to the grid and consequently forms a self-contained power supply island with local load which cannot be controlled by the public grid system. When a DG system is in the islanding operation state, it will endanger the safety of maintenance personnel, and if the islanding phenomenon is not eliminated before the grid is reclosed, it will result in asynchronous grid connection and may damage electric equipment. Thus, it is of great importance to quickly and accurately detect the islanding phenomenon of DG system and adopt related anti-islanding protection measures [1,2,3,4].

Currently, the inverter-based islanding detection methods can be divided into the following two types: passive detection methods and active detection methods. Passive islanding detection methods are based on the fact that the islanding phenomenon is generally accompanied by the remarkable changes of voltage, frequency, phase and so forth, and we can judge the occurrence of islanding through detecting these electric parameters to see if their changes have exceeded the set thresholds. Common passive detection methods include the overvoltage/under voltage and over frequency/under frequency detection method, the harmonics detection method, the phase jump detection method and the detection method of key electric parameters change rate. Active islanding detection methods are conducted through injecting a disturbance signal into the voltage or current control signal of the inverter, as the disturbance signal causes the amplitude or frequency of inverter output voltage to continuously deviate from normal and exceed the threshold after the occurrence of islanding, thus detecting the phenomenon of islanding. Common active detection methods include the active frequency drift method, the Sandia frequency shift method, the slip-mode frequency shift method, the impedance measurement method and the output power disturbance method [5,6,7,8].

Passive islanding detection methods exert no influence on the quality of power supply, but they have the disadvantages of long detection time and large non-detection zone (NDZ), and easily results in wrong detection and missed detection. Active islanding detection methods have overcome the disadvantages of passive islanding detection methods and are featured by relatively high detection speed and remarkably reduced NDZ, but, due to the introduction of the disturbance signal, they have increased the harmonics in the inverter output current and reduced the quality of the electric energy provided by the DG system.

Aimed at the disadvantages of traditional passive and active islanding detection methods, this paper proposes a
novel passive islanding detection method based on lifting wavelet and neural network. This method first extracts characteristic parameters from related signals of the grid-connected inverter through lifting wavelet transform, and then conducts the pattern recognition of these extracted characteristic parameters via BP neural network, so as to judge if there is an islanding phenomenon. As indicated by the simulation and experiment results, the proposed islanding detection method is featured by extremely high accuracy and reliability, has not only overcome the disadvantages of long detection time and large NDZ of traditional passive islanding detection methods, but also avoided the adverse influence of active islanding detection methods on the quality of power supply [9,10].

2.0 Passive islanding detection technology based on lifting wavelet and neural network

2.1 OVERVIEW OF ISLANDING DETECTION PRINCIPLE

The principle of the proposed islanding detection method is shown in Fig.1. First, collect inverter output voltage value and inverter output current value, subject of the collected voltage and current values to lifting wavelet transform to obtain the related wavelet coefficients; then, provide algorithm processing for the obtained wavelet coefficients; finally, adopt the processed signal as the characteristic vector space of BP neural network, provide it to the input layer neurons of neural network, and use the neural network to judge the working state of the DG system according to the input characteristic vector: if the system is detected to be in the islanding state, anti-islanding protection will be provided; if the system is detected to be in the grid-connected state, no anti-islanding protection will be provided.

2.2 LIFTING WAVELET TRANSFORM AND SIGNAL CHARACTERISTIC PARAMETER EXTRACTION

2.2.1 Principle of lifting wavelet transforms

Wavelet transform is the most effective method for analyzing non-stationary signals or signals with singularity mutations, and applies to the occasions where transient mutation signals are generated, such as islanding detection. Compared to traditional wavelet algorithms which impose a heavy calculation burden and consume a lot of time, the lifting wavelet algorithm is featured by simple algorithm and quick calculation, and can complete wavelet transform at the current position without having to allocate additional memory, thus facilitating the realization of chips. Lifting wavelet transform does not depend on Fourier transform, and can satisfactorily overcome the boundary problem of wavelet transform; based on the Euclidean algorithm, all the traditional wavelets can be constructed through the lifting scheme. In view of the above advantages of lifting wavelet, this paper adopts lifting wavelet transform to extract the signal characteristic parameters needed by islanding detection [11].

The basic process of lifting wavelet transform can be divided into three links: split, prediction and update, the latter two of which are introduced to realize the high and low frequency separation of signals.

(1) Split

Split means to split an original signal \( s_j = \{s_{j,k}\} \) into two mutually disjoint subsets, the length of each subset is half of that of the original set. Usually, a sequence is split into the even sequence \( e_{j-1} \) and the odd sequence \( o_{j-1} \), that is,

\[
\text{Split} (s_j) = (e_{j-1}, o_{j-1}) \quad \text{... (1)}
\]

Where \( e_{j-1} = \{e_{j-1,k} = s_{j,2k}\} \), \( o_{j-1} = \{o_{j-1,k} = s_{j,2k+1}\} \). Such decomposition is referred to as inert wavelet transform.

(2) Prediction

Given the certain correlation between the even sequence and the odd sequence, the even sequence \( e_{j-1} \) can be used to predict the odd sequence \( o_{j-1} \). The difference \( d_{j-1} \) between the actual value \( o_{j-1} \) and the predicted value \( P(e_{j-1}) \) reflects the degree of approximation between the two, which is referred to as wavelet coefficient and corresponds to the high-frequency component of the original signal \( s_j \). If the prediction is rational, the information contained in the difference dataset \( d_{j-1} \) will be much less than the information contained in the original set \( o_{j-1} \). The prediction process can be expressed as:

\[
d_{j-1} = o_{j-1} - P(e_{j-1}) \quad \text{... (2)}
\]

Where the prediction operator \( P \) is expressed by the prediction function \( P_k \), which can be set at the corresponding data in \( e_{j-1} \).

\[
P_k(e_{j-1}) = e_{j-1,k} = s_{j,2k} \quad \text{... (3)}
\]

Or it can be set at the mean value of the corresponding data in \( e_{j-1} \) and its adjacent data:
The general processing method of extracting signal characteristic parameters through wavelet transform is to solve the norms of all the wavelet coefficients of the high-frequency component of each layer. To reduce the input signal value of neural network and prevent an excessively large absolute value of its net input from causing the nerve cell output to be saturated and further affecting the learning convergence speed of neural network, instead of calculating the norm of the wavelet coefficient, this paper chooses to calculate the absolute mean value of the wavelet coefficient as the input signal of neural network. In addition, to reduce the degree of complexity of neural network and to lighten the calculation burden for the purpose of improving the real-time performance of islanding detection, the number of characteristic parameters input into the neural network should be controlled. On that account, under the premise of guaranteeing the accuracy rate of identification, the characteristics significantly affecting the identification results can be retained, while those having an insignificant influence can be stripped out. By comparing the absolute mean values of the wavelet coefficients of seven scales obtained at both islanding state and non-islanding state, the absolute mean

\[ P_k(e_j) = (e_{j-k} + e_{j-k+1})^2 = (s_{j-2k} + s_{j-2k+2})/2 \]  

(4)

\( P_k \) can also be expressed by a more complex function.

(3) Update

The prediction process may witness the loss of some signal characteristics which happen to be the expected useful information, such as the mean value of the signal. To recover these characteristics lost in the prediction process, the update operator \( U \) is introduced in the following update process:

\[ s_{j-1} = e_{j-1} + U(d_{j-1}) \]  

... (5)

Where \( s_{j-1} \) is the low-frequency component of \( s_j \); just like the prediction function, the update operator can also be expressed by different functions, such as

\[ U_k(d_{j-1}) = d_{j-1,k/2} \]  

... (6)

Or

\[ U_k(d_{j-1}) = (d_{j-1,k-1} + d_{j-1,k})/4+1/2 \]  

... (7)

Expressing \( P \) and \( U \) with different functions constructs different wavelet transforms.

Through wavelet lifting, the signal \( s_j \) can be decomposed into the low-frequency component \( s_{j-1} \) and high-frequency component \( d_{j-1} \); the low-frequency data subset \( s_{j-1} \) can also be subject to split, prediction and update in the same manner and be further decomposed into \( s_{j-2} \) and \( d_{j-2} \). In this way, after \( n \) times of decomposition, the wavelet coefficients of the original data \( s_j \) can be expressed as \( \{s_{j,n},d_{j,n},d_{j,n+1}, \ldots, d_{j-1}\} \), wherein, \( s_{j,n} \) represents the low-frequency component of the signal and \( \{d_{j,n},d_{j,n+1}, \ldots, d_{j-1}\} \) represent the high-frequency component coefficients of the signal from low to high. The decomposition corresponds to the above three lifting steps: split, prediction and update.

2.2.2 Extraction and processing of signal characteristic parameters

When lifting wavelet is used to decompose a signal, the decomposition will cause the lengths of the low-frequency and high-frequency components of the signal to be cut by half, and, with the increase of the decomposition scale, the numbers of data points of low-frequency and high-frequency components will become less and less. Redundant lifting wavelet transform adopts interpolation zero-padding operation for the predictors and updaters of different layers, thus ensuring that the lengths of low-frequency and high-frequency components are equal to that of the original signal and providing richer characteristic data. On that account, this paper selects redundant lifting wavelet transform to extract the characteristic parameters of related signals, with the purpose of making a sound judgment about islanding state and non-islanding state.

According to the real-time requirements on classification accuracy, detection speed and hardware service, the signal sampling frequency for islanding detection was set at 10KHz in this paper; according to Shannon’s Theorem, there can be a maximum of seven layers of decomposition above the fundamental frequency, and the high-frequency components of the seven layers are represented by \( D_1 \sim D_7 \), respectively; see the decomposition levels and frequency band range in Table 1.

| Decomposition levels | High-frequency components | Frequency bandrange |
|----------------------|---------------------------|---------------------|
| 1                    | D1                        | 2500~5000           |
| 2                    | D2                        | 1250~2500           |
| 3                    | D3                        | 625~1250            |
| 4                    | D4                        | 312.5~625           |
| 5                    | D5                        | 156.25~312.5        |
| 6                    | D6                        | 78.125~156.25       |
| 7                    | D7                        | 39.0625~78.125      |

Before using lifting wavelet and neural network technology for islanding detection, it is necessary to select some voltage or current signals from the DG system to construct characteristic parameters. However, when extracting voltage signal characteristic parameters or current signal characteristic parameters alone for islanding identification, the characteristic parameters extracted at islanding state and those extracted at non-islanding state will be very approximate under certain loading conditions, which will further result in mode mixing and causes the neural network to make a misjudgment in identifying the islanding mode. For that reason, this paper simultaneously extracts the characteristic parameters of both inverter output voltage and inverter output current, for the purpose of identifying the islanding mode.

The characteristic parameters of both inverter output voltage and inverter output current are input into the neural network as the input signal of neural network. In addition, to reduce the degree of complexity of neural network and to lighten the calculation burden for the purpose of improving the real-time performance of islanding detection, the number of characteristic parameters input into the neural network should be controlled. On that account, under the premise of guaranteeing the accuracy rate of identification, the characteristics significantly affecting the identification results can be retained, while those having an insignificant influence can be stripped out. By comparing the absolute mean values of the wavelet coefficients of seven scales obtained at both islanding state and non-islanding state, the absolute mean
values of the wavelet coefficients of layer $D_1$ and layer $D_2$ were selected for the mode identification of neural network. To enlarge the differences among characteristic vectors of the system at different working states and ensure that the neural network can make an accurate judgment about the islanding state, six signals, consisting of the absolute mean values of the wavelet coefficients of the layer $D_1$ and layer $D_2$ of the selected voltage and current as well as their corresponding differences, were adopted to constitute the characteristic vector space of neural network. The specific processing of characteristic parameters by this islanding detection method is thus described here: Provide two-scale wavelet decomposition for the collected inverter output voltage and inverter output current signals respectively, extract the wavelet coefficients of the high-frequency components of the two scales and solve their absolute values; respectively calculate the mean values of the wavelet coefficients within a voltage period; denote the absolute mean values of voltage signal wavelet coefficients as $D_{u1}$ and $D_{u2}$, denote the absolute mean values of current signal wavelet coefficients as $D_{i1}$ and $D_{i2}$, and use the six signals, $D_{u1}$, $D_{u2}$, $D_{i1}$ and $D_{i2}$ as well as their corresponding differences ($D_{u1}-D_{i1}$) and ($D_{u2}-D_{i2}$), to constitute the characteristic vector space of neural network [12].

### 2.3 Structural Design and Algorithm Improvement of Neural Network

After lifting wavelet transform and processing, the values of the characteristic parameters will change significantly under different loading conditions, so it is very difficult to judge the islanding state and non-islanding state of the DG system through setting thresholds; therefore, a powerful system identification tool should be introduced in such case. By virtue of their unique learning ability and approximation function, artificial neural networks can be used to identify any non-linear system. Among them, BP neural network has received the closest attention and been most widely applied, so BP neural network was adopted by this paper for the mode identification of the working state of the DG system. BP neural network is a multi-layer feed-forward network trained by the error back-propagation algorithm, and the topological structure of its network model consists of input layer, hidden layer and output layer.

The number of input layer nodes of BP network is generally equal to the number of vector dimensions of the sample to be trained, and the number of output layer nodes adopts the number of categories in the classification network. There were six signals in the characteristic vector space of neural network selected by this paper, so the number of input layer nodes was set at 6. Given that output only classifies the current working state of the DG system, i.e., islanding state and non-islanding state, the number of output layer nodes was set at 1 [13].

Setting the number of hidden layer nodes is the key, because if the number of nodes is insufficient, there will be a low fault tolerance and a low ability of identifying unlearned samples, and, if the number of nodes is excessive, the duration of network training will be prolonged. Usually, the number of hidden layer nodes can be designed with reference to the following formula:

$$l = \sqrt{n + m + a}$$

... (8)

Where $l$ is the number of hidden layer nodes, $n$ is the number of input nodes, $m$ is the number of output nodes, and $a$ is a constant between 1 and 10. According to multiple trainings and experiments, when the number of hidden layer nodes is set at 12, there will be relatively satisfactory training speed and identification effects, so the number of hidden layer nodes was set at 12.

To reduce signal collection quantity and improve detection accuracy, the neural network structure adopts the method of redundant design, that is, two identical neural network modules are designed for islanding detection, so that anti-islanding protection will be provided only when the islanding state has been detected by both modules in succession; otherwise, no control signal for anti-islanding protection will be produced. In this way, in the case of short circuit, voltage reduction or other sudden changes having occurred at a non-zero crossing point of voltage in the grid, the transient strong disturbance signal hereby generated can be prevented from causing the neural network to make a misjudgment. Meanwhile, it is not necessary in this case to massively collect the voltage and current samples at different moments of mutations for the purpose of avoiding misjudgments, which as a result reduces the collection quantity of signals and lightens the calculation burden.

The most common learning algorithm of BP neural network is the steepest descent static optimization algorithm with a momentum term, and its weight adjustment formula is:

$$\Delta W(n)=\eta \frac{\partial E}{\partial W}(n)+\alpha \Delta W(n-1)$$

... (9)

Where $\Delta W(n)$ is the adjustment amount of this iterative weight; $\alpha \Delta W(n-1)$ is the momentum term, where $\alpha$ is the momentum factor ($0<\alpha<1$), $E$ is the learning error, and $\eta$ is the learning rate (also referred to as step size; here it is a fixed value) [14]. The disadvantages of this algorithm mainly include:

1. Seen from the error curved surface, in a flat zone, an excessively small $\eta$ will increase the number of trainings; in a zone with intensive error changes, an excessively large $\eta$ will result in vibrations and increase the number of iterations. Thus, adopting a fixed value for $\eta$ makes it extremely difficult to ascertain an optimal learning rate that is always suitable.

2. Given that the activation function adopted by BP network is sigmoid, when a nerve cell output approaches the saturation zone of S function, the gradient becomes very small, causing the adjustment amounts of related weights to
be almost zero and making it extremely difficult to get rid of the local minimum state, as a result of which the network learning rate becomes poor or even unable to converge.

With regard to the above disadvantages, this paper adopts a dynamic variable-step size learning algorithm. In addition, reducing the sensitivity of neural network can not only improve the performance of neural network but also increase its learning efficiency, and the sensitivity of neural network is related to its weight adjustment. On that account, for the purpose of algorithm modification, the author adopts the algorithm that combines self-adaptive variable step size and reduced neural network sensitivity. See the modified algorithm below:

\[ \eta = k_1 \eta_0 + k_2 [2O_k(n-1)]^2 + k_3 \text{sign} \left( \frac{\partial E}{\partial W}(n) - \frac{\partial E}{\partial W}(n-1) \right) \]  

... (10)

It can be seen from the above formula that the learning rate \( \eta \) consists of three stacked parts.

In the first part \( k_1 \eta_0 \), \( \eta_0 \) is a fixed component and is set at 0.3; \( k_1 \) varies with the size of the training error \( E \). When the absolute value of the training error \( |E|>15\% \), \( k_1 \) is set at 2 to increase the weight adjustment amount, thus to rapidly change neural network output to reduce the error; when \( 5\%<|E|<15\% \), \( k_1 \) is set at 1.5 to reduce neural network sensitivity and prevent network output overshoot and backward error; when \( |E|<5\% \), \( k_1 \) is set at 1 to reduce network sensitivity again and quickly reduce the training error to the allowed value.

In the second part of (10), \( O_k(n) \) represents the actual output value of the neural network node of this iteration, and, in sigmoid function, it ranges between 0 and 1. Thus, when the nerve cell output approaches the saturation zone of S function, \( O_k(n) \) is approximate to 0 or 1, while \([2O_k(n)-1]2\) is approximate to the maximum value 1; the farther the nerve cell output away from the saturation zone, the lower the \([2O_k(n)-1]2\) value. Thus, the second component of step size calculation dynamically changes with neural cell output, and, when approaching the saturation zone of S function, correspondingly increasing the step size helps to increase the gradient change rate and accelerates the training. It is proper to set \( k2 \) between 0.05 and 0.15.

The third part of (10) dynamically increases or decreases the learning rate \( \eta \) according to the symbol of the gradient direction \( \frac{\partial E}{\partial W}(n) \) of two iterations, and \( k_3 \) is set at 0.1 after multiple experiments. Increasing this component in \( \eta \) aims to eliminate the complex variable canyon area on the error curved surface; fixed step size, due to its inability to adapt to complex variations, will result in the reduction of convergence speed. The basic idea is that, under the trend of gradient reduction, when the gradient direction symbols of two continuous iterations are opposite, it suggests the excessively quick gradient reduction, so the step size should be reduced, that is, subtracting 0.1 from \( \eta \); contrarily, when the gradient direction symbols are the same, it suggests that gradient reduction can be further accelerated, in which case the step size should be increased by 0.1.

The authors continuously tested a group of samples for ten times by the traditional learning algorithm, and the mean number of iterations was 7,432. When the method proposed by the author was adopted to test the same samples, the mean number of iterations declined to 2,128. It is thus clear that the modified algorithm remarkably reduces the number of iterations of neural network training, and further significantly shortens the training time.

3.0 Simulation modelling and analysis of simulation results

The simulation uses a single phase grid-connected DG system, and the MATLAB model is shown in Fig.2. In this figure, L1 is the local RLC parallel load, and the grid voltage is supplied by the A-phase of the three-phase programmable power supply, which can realize the voltage mutation or join the harmonics. The PI_PWM module is a PI control and a PWM pulse generating circuit, the grid-connected inverter adopts current control, and the specified value of current amplitude is 20A. The wave_nn1 module is the islanding detection module which is based on lifting wavelet and neural network, the internal structure of this module is shown in Fig.1. The structure of islanding detection part in wave_nn2 module is the same as that of wave_nn1 module, which is used for the secondary judgment on the system state. When the wave_nn1 module hasn’t detected the islanding state, the neural network in wave_nn2 is not put into work, the value of output signal out1 of wave_nn2 module is equal to that of output signal out of module wave_nn1, it is a high level; If wave_nn1 module detects a system islanding state, it will start the neural network in wave_nn2 to make the secondary judgment of the system state. If the result of secondary judgment is still an islanding state, the output signal out1 of wave_nn2 module goes low, then the trigger pulse of the inverter is blocked, and the islanding protection of the system is implemented; if the result of secondary judgment is not an islanding state, the output signal out 1 remains high level, and does not implement the islanding protection.

In Fig.2, five different states has been designed to test the effect of islanding detection: (1) islanding state, the breaker S1 in Fig.2 is disconnected and the DG system is separated from the main grid to form an islanding; (2) load mutation status, the switch S2 in this figure is suddenly closed from the disconnected state, and the load L2 is added into the circuit; (3) harmonic disturbance state, 4% pu 3rd harmonic and 2% Pu 5th harmonic is added to the grid voltage to implement the disturbance of the circuit; (4) short-circuit state, the switch S3 in Fig.2 is closed from the disconnected state, so that the output of the inverter is short to ground; (5) grid voltage mutation state, the grid voltage suddenly dropped to 60% of the original.
After the simulation model is established, the BP network can be trained, and the training process is as follows: (1) The islanding state is set to mode 1, the non-islanding states such as short-circuit, load mutation, voltage mutation and harmonic disturbance are all set to mode 2; (2) Set the local RLC parallel load for a wide variety of parameter values, and in each load parameters condition, 7 groups inverter output voltage and inverter output current signals in islanding state and each non-islanding states are collected respectively, the samples of input characteristic vector of neural network is obtained after the wavelet transform and data processing, 5 groups of characteristic vectors are used as training samples of BP neural network, and 2 groups of characteristic vectors are used as test sample of BP network; (3) Neural network is trained with the training sample, and the training effect of neural network is tested by the test sample. When the test results show that the neural network can accurately identify the islanding and non-islanding mode and then end the training. Afterwards, we can use the trained neural network to carry on the islanding detection simulation test.

Fig.3(a) is the waveform when the breaker S1 is disconnected at the moment of 0.04 seconds. Due to the formation of an islanding state, the grid current is reduced to 0 at 0.04 seconds, and the output signal of wave_nn2 module of Fig.2 changes from high level to low level at 0.08 seconds to block the trigger pulse of the inverter, so the output current and output voltage of the inverter are reduced to 0, which means that the islanding state has been successfully detected, and the detecting time is 0.04 seconds, which meets the detecting time requirement of national standard GB/T 19939–2005 [15].

Fig.3(b) is the waveform when the local load has sudden change. The figure shows that after 0.04 seconds the grid current becomes smaller due to local load shunt increases. Because it is a non-islanding state, the islanding protection has not been provided, so the output voltage and output current of the inverter remain unchanged.

Fig.3(c) is the waveform when has the harmonic disturbance. The harmonic component is added to the grid voltage at the moment of 0.04 seconds, so after 0.04 seconds the grid current has a certain distortion. Again, because it is a non-islanding state, the

Fig.3(d) is the waveform when a short-circuit occurs. At 0.04 seconds the grid current becomes very large because of short-circuit, and the inverter output voltage is approximately zero, due to the non-islanding state, islanding protection does not carry out, so the inverter output current remains unchanged.

Fig.3(e) is the waveform when has grid voltage mutation. A non-zero-crossing moment of grid voltage (here set to 0.041 seconds) is selected when the grid voltage dip 40%, so the grid voltage and the inverter output voltage have significant change in 0.041 seconds, also since the non-islanding state and without islanding protection, the inverter output current remains unchanged.

In order to prove the necessity of redundancy design of neural network module, the wave_nn2 module in Fig.2 is removed, the same non-zero-crossing moment of grid voltage (that is 0.041 seconds) is selected to make the grid voltage dip 40%, Fig.4 is the simulation waveform. The figure shows that the inverter output current is reduced to zero due to the islanding protection malfunction. To compare Fig.4 and Fig.3(e), because the grid voltage dips, the grid current forms a large impact current in 0.041 seconds, so that at this moment the extracted values of characteristic parameters of grid voltage sag state are similar to that of islanding state, and the neural network is likely to mistakenly judge the voltage mutation as a islanding occurrence. Through several tests, authors found
that for any voltage mutational event occurred in non-zero-crossing moment, as long as the sample has not been learned, the neural network has the possibility of misjudgment. It is similar to the voltage mutation, the short-circuit event occurred in non-zero-crossing moment may also be misjudged by neural network. Using secondary judgment in the next voltage cycle, the impact of the mutation signal has passed, no longer affect the work of the neural network, thereby improving the accuracy of pattern recognition of neural network. At the same time, it can reduce the collected amount of training sample, and save the training time of neural network.

The islanding detection method proposed in this paper does not add perturbation to signals, and overcomes the disadvantages of the active islanding detection method which can affect the power quality. Changing the parameters of local load $L_1$ many times to carry out simulation test under the load matching and load mismatch conditions, all can effectively detect the occurrence of islanding. Therefore, compared to the traditional passive islanding detection method, the proposed method has the advantages of fast detection speed and small NDZ. Moreover, the reliability of detection is improved by using secondary judgment of islanding.

### 4.0 Analysis of experimental results

According to the simulation model, a set of experimental apparatus was designed. In order to verify the detection
performance of the proposed islanding detection method under the condition of multi grid-connected inverters, 3 SG1K5TL photovoltaic inverters are used in the experimental apparatus, as shown in Fig.5. In DG system, the signal is mainly interfered by low order harmonics such as the 3rd and 5th harmonic, and the wavelet decomposition in this paper only have two scales, that is the high-frequency components of a signal is extracted to identify DG system state, along with the use of secondary judgment, so the neural network never has misjudgment of system state in the harmonic disturbance experiment. Therefore, the analysis is focused on the experimental results of the island state, the load mutation status and the grid voltage mutation state. The experimental parameters are set as follows: the output power of the 3 inverters are all 1000W, the local load is set to $P_L=3000W$, $Q_L=Q_C=3000\text{var}$, the inverter output active power is close to matching the active power consumed by local load.

Fig.6 is the experimental waveform when the islanding occurs. In this figure, waveform 1 is the grid current, and waveform 2, 4, 3 are the output currents of the 3 inverters. The figure shows that after the grid current is reduced to zero, that is after the islanding is occurred, the inverter output currents immediately dropped to 0, which means the inverters have successfully detected the islanding and have implemented protective measures.

Fig.7 is the experimental waveform when the local load has sudden change. In this figure, the four kinds of waveforms are the same as those in Fig.6, the local load suddenly increases 1000W during the experiment. As can be seen from the figure, the grid current increases suddenly when the load mutates, because it is a non-islanding state, the islanding protection does not carry out, and the output currents of the inverters remains unchanged.

Fig.8 is the experimental waveform of grid voltage plunged by 30%. In this figure, waveform 1 is the grid
voltage, and waveforms 2, 4, 3 are the output currents of the 3 inverters. The figure shows, after a sudden drop of grid voltage, the inverter output currents do not drop to zero as in Fig.6, indicating that the neural network correctly identifies the non-islanding state there is no islanding protection error.

The above experimental results show that the proposed method can detect the islanding quickly and accurately, and the disturbance signals such as load mutation and grid voltage mutation will not cause disoperation. In addition, this method can overcome the shortcoming of traditional passive detection method which will have NDZ under the condition of load matching.

5.0 Conclusions
This paper proposes a novel passive islanding detection method based on lifting wavelet and neural network. This method first extracts characteristic parameters from related signals of the DG system through lifting wavelet transform, and then conducts the pattern recognition of these extracted characteristic parameters via BP neural network, so as to judge if the DG system is at the islanding state. As indicated by the simulation and experiment results, the islanding detection method proposed by this paper, by virtue of the excellent performance of lifting wavelet in extracting the transient characteristics of the power system and the powerful mode identification ability of neural network, can accurately judge and identify the islanding state and various non-islanding states. As indicated by the simulation and experiment results under multiple loading conditions of matching and mismatching between the grid-connected inverter and the local load power, this method is featured by high detection speed and small NDZ. In addition, given that the proposed islanding detection method does not introduce any disturbance variable into the control signal, it does not adversely affect electric energy quality.
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