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Abstract

We present analytical expressions for the means and covariances of the sample distribution of the cross-validated Mahalanobis distance. This measure has proven to be especially useful in the context of representational similarity analysis (RSA) of neural activity patterns as measured by means of functional magnetic resonance imaging (fMRI). These expressions allow us to construct a normal approximation to the estimated distances, which in turn enables powerful inference on the measured statistics. Using the results, the difference between two distances can be statistically assessed, and the measured structure of the distances can be efficiently compared to predictions from computational models.

1 Introduction

Representational similarity analysis (RSA) has recently gained much popularity in various branches of neuroscience [17][18]. The main idea behind RSA is as follows: The nervous system shows complex patterns of neural activity under different conditions (for example when perceiving stimuli, performing tasks or making movements), which are a reflection of the functional processing performed by the neuronal tissue. These activity patterns can be measured using a range of different techniques: functional magnetic resonance imaging (fMRI) or magneto-encephalography (MEG) measure activity patterns on scales of mm to cm, averaging activity over millions of neurons. On the other side of the scale, electro-physiological recording of individual neurons provide a very sparse sample of the underlying population activity, but resolve the activity of the individual processing units. To understand these activity patterns, one may build models that predict the activity of each individually measured neurons or units. However, the exact spatial arrangement of the activity patterns on a fine spatial scale is rather variable across individuals [9], and likely reflects random biological variation. Which neuron in a given region carries out exactly which function is to a large degree arbitrary and hence interchangeable.
Thus, RSA does not analyze the distributed activity patterns themselves, but rather how different activity patterns relate to each other [5]. This relationship is quantified in the relative similarity or dissimilarity of two patterns. For example, if two stimuli elicit identical patterns of activity in a region, we can assume that this region is “blind” to the difference between the two conditions. If, however, different conditions evoke significantly different activity patterns, we can surmise that the region encodes something about the difference. Importantly, the pattern of relative dissimilarities across a number of different conditions can allow inferences about the latent features that underlie these neuronal representations.

RSA is especially suited to compare representations measured with different methodologies, as it does not require a 1:1 mapping between measurements. Similarly, the results can be related to the predictions of computational models, without needing to match individual measurements to individual model elements [17,18]. In this note, we focus mostly on the application to fMRI data, for which RSA was initially developed. However, very similar techniques can be fruitfully applied to other measurement modalities as well.

An important factor in RSA is the choice of dissimilarity measure. In the literature, a variety of such measures have been used, including the accuracy of linear classifiers [2,20], Euclidean distances measures [5,15], or correlation-based distances [11,14]. In this paper, we focus exclusively on one particular distance measure: The cross-validated Mahalanobis distance [1,22]. We have recently shown that the multivariate noise normalization inherent in this measure makes it more reliable than other competing distance measures [25]. Furthermore, by using cross-validation, we could derive an estimate of the true Mahalanobis distance that is unbiased by the level of measurement noise, greatly improving its interpretability. The measure has also been given the name linear discriminant contrast (LDC) [22] due to the close link to discriminant analysis [8].

The purpose of this paper is to derive an approximation to the sample distribution of the vector of all pairwise LDCs, using the multivariate normal distribution. It is easy to show that the mean of this distribution is given by the true distance - i.e. that our estimate is unbiased. The covariance matrix of the distance estimates, however, has a more complex structure. Distances with a larger true value are estimated with higher variability. Furthermore, the estimated distance between conditions $i$ and $j$ is not independent of the estimated distances between $i$ and $k$. We derive an analytical expression for the covariance matrix and study its dependence spatial noise correlations.

These results have great utility for RSA, when making inferences based on the estimated dissimilarity measures. For example, one may wish to determine whether two activity patterns are significantly different from each other. Furthermore, one may test for linear contrasts over different distances, for example to determine if one distance is significantly larger than another. Finally, one may want to evaluate computational models using the matrix of pairwise distances. In all these cases, an approximation to the sample distribution of the distances can greatly help to improve inference, as it allows analytical expressions for the distribution under different null hypotheses, and the computation of an approximate likelihood for parameter estimation and model comparison.

In section 2, we will introduce the cross-validated Mahalanobis distance itself, focusing on the application to fMRI analysis. In section 3, we derive a multivariate normal approximation to the sampling distribution, and verify its stability under a variety of realistic assumptions in section 4. In section 5, we provide a number of practical examples of how this approximation can be fruitfully used for inference in RSA.
2 The cross-validated Mahalanobis distance

2.1 Definition

In this section, we introduce the cross-validated squared Mahalanobis distance, which provides an unbiased estimate of the true squared Mahalanobis distance. More specifically, let $b_i$ be the “true” – that is, noiseless – activation pattern for the $i^{th}$ condition. In fMRI, the activation patterns are measured in terms of voxels, cubes of neural tissue of a size of approximately 1 to 9 mm$^3$, and dissimilarities are calculated typically for groups of 10 – 10000 voxels. We define the $j^{th}$ true squared Mahalanobis distance $d_j$ as that between conditions $i$ and $k$:

$$d_j = (b_i - b_k)\Sigma_P^{-1}(b_i - b_k)^T / P,$$

where $\Sigma_P$ is the voxel-by-voxel noise-covariance matrix. Furthermore, we have normalized the distances by the number of voxels, denoted by $P$, to make the measure comparable across regions of different sizes. For $K$ conditions, we would have a total of $K(K-1)/2 \equiv D$ unique distances.

2.2 Estimation of activity patterns

Let $B$ be the $K \times P$ matrix of true activation patterns. To estimate these patterns, we present each condition multiple times to the participant, each time measuring the neuronal response. In the context of fMRI, the data comes in terms of time-series of blood-oxygenation level dependent (BOLD) signal measurements. The time series is usually separated into $M$ different runs or phases of data recording. Because the responses in fMRI are temporally extended (up to 30s), we obtain activation estimates by deconvolving the BOLD signal through a first-level linear model analysis [9]. In this approach, the time series from each run is modeled using the design matrix $X_m$, which has one column per condition. For each condition, the phases of activity are convolved with an estimate of the hemodynamic response function [10] to yield a predicted response. The time series data are then modeled as the product of a design matrix and the true activity patterns:

$$Y_m = X_m B_m + \epsilon_m,$$

where the random errors $\epsilon_m$ have a temporal autocorrelation [9, 28], and possibly non-stationary variance along the time dimension [3]. After determining an estimate of the covariance matrix $\Sigma_T$ along the time axis, we can obtain an optimal general least-squares estimate of the activity patterns from the $m^{th}$ run

$$\hat{B}_m = (X^T_m \Sigma_T^{-1} X_m)^{-1} X^T_m \Sigma_T^{-1} Y_m.$$

We assume that the activity estimates are independent across runs. However, because of the temporal autocorrelation of the noise and the slow hemodynamic response, which leads to overlapping responses from different conditions, we generally cannot assume independence of activation estimates within a single run.
2.3 Spatial pre-whitening of activity patterns

We are interested in the Mahalanobis distance, rather than the simpler Euclidean distance, for two reasons: First, multivariate noise-normalization (weighting the quadratic form by $\Sigma^{-1}$) leads to more reliable distance estimates than univariate noise normalization, i.e. dividing by the diagonal entries of $\Sigma_P$ [25]. Secondly, we may want to give less weight to the information contained in two voxels or neurons that are highly correlated in their random variability than to information contained in two uncorrelated neurons. In short, the Mahalanobis distance measures the amount of information extracted by an optimal Gaussian linear decoder.

In practice, we do not have access to the voxel-by-voxel covariance matrix. However, we can use the residuals $R_m$ from the regression analysis (Eq. 3) to derive an estimate,

$$\hat{\Sigma}_P = \frac{1}{M(T_m - K - Q)} \sum_{m=1}^{M} R_m^T R_m,$$

where $K$ is the number of regressors of interest and $Q$ the number nuisance regressors in each $X_m$. Oftentimes, we have the case that $P > T$, which renders the estimate non-invertible. Even with $T > P$, it is usually prudent to regularize the estimate, as it stabilizes the distance estimates. A practical way of doing this is to shrink the estimate of the covariance matrix to a diagonal version of the raw sample estimate:

$$\tilde{\Sigma}_P = h \text{diag}(\hat{\Sigma}_P) + (1 - h) \hat{\Sigma}_P.$$

The scalar $h$ determines the amount of shrinkage, with 0 corresponding to no shrinkage and 1 to only using the diagonal of the matrix. Estimation methods for the optimal shrinkage coefficient have been proposed [19], but usually values around $h = 0.4$ perform well for fMRI data analysis (see below).

This estimate is used for determining Mahalanobis distances. For convenience of notation, we can operate on spatially prewhitened versions of $\hat{B}_m$:

$$\hat{U}_m = \hat{B}_m \tilde{\Sigma}_P^{-1/2}.$$

Using this notation, the Mahalanobis distance simplifies to the Euclidean distance between prewhitened activity patterns.

To derive the statistical properties of distances calculated on the basis of these activity estimates, we shall assume that $\hat{U}_m$ has matrix-variate normal distribution [2]:

$$\hat{U}_m \sim \mathcal{MN}(U, \Sigma_K, \Sigma_R).$$

The mean centers on the true (prewhitened) activity patterns $U$. The covariance between rows (conditions) is $\Sigma_K$, which captures the variance of (and covariance between) the activity estimates from the same partition. Finally, the columns (voxels) are assumed to have a residual covariance $\Sigma_R$ that persists even after prewhitening. This residual covariance arises from the fact that the regularised estimate of the covariance matrix (Eq. 5) will differ somewhat from the true voxel-by-voxel covariance matrix $\Sigma_P$:

$$\Sigma_R = \tilde{\Sigma}_P^{-1/2} \Sigma_P \tilde{\Sigma}_P^{-1/2}.$$
2.4 Cross-validation

One way to calculate pattern distances is to simply substitute the activity patterns in Eq. \( \text{with their noisy estimates. However, because the noise enters into a quadratic form, it is squared and causes a positive bias. Specifically, distances on estimated activity patterns will always be larger than zero, even if the true value is zero. In general, the expected value of the distance estimate will increase with increasing noise level. This complicates the comparison of different distances (and especially their ratios) between different brain regions or individuals, which can differ considerably in the level of measurement noise.}

We can obtain an unbiased estimate for the pattern distances using cross-validation. We first define \( \hat{\delta}_{j,m} \) to be the difference between two corresponding activity pattern estimates from the \( m \)th partition as

\[
\hat{\delta}_{j,m} = \hat{u}_{i,m} - \hat{u}_{k,m}
\]

and then calculate the distance estimate as the inner product between pairs of independent estimates of \( \delta_j \):

\[
\hat{d}_j = \frac{1}{MP} \sum_{i=1}^{m} \hat{\delta}_{j,m} \hat{\delta}_{j,\sim m}^T
\]

where \( \hat{\delta}_{j,m} \) is the estimate of the pattern difference based on partition \( m \), and \( \hat{\delta}_{j,\sim m} \) is the estimate of the pattern difference estimated from all partitions except \( m \). The latter estimate is usually obtained by averaging across all partitions except \( m \) (however, see sections 3.4-3.5 for more details).

3 Sample distribution of LDC distances

3.1 Normal approximation to the joint sample distribution of LDC distances

In this section, we derive an approximation to the sample distribution of LDC distances. Specifically, we will show that the vector of all possible pairwise distances \( \hat{d} \) has approximately a multivariate normal distribution, with

\[
\hat{d} \sim \mathcal{N}_D(\boldsymbol{d}, \mathbf{V})
\]

where the mean is given by the vector of true distances \( \boldsymbol{d} \). The covariance matrix \( \mathbf{V} \) depends on the true distances and the covariance structure of the activity estimates.

It can be relatively easily seen that the mean of the sampling distribution is the vector of true distances \( \boldsymbol{d} \), i.e., that the estimate is unbiased. Consider the estimate of each pattern difference to be the true pattern difference plus independent noise, i.e.,

\[
\hat{\delta}_{j,m} = \delta_{j,m} + \epsilon_{j,m}, \text{ where } \epsilon \text{ is both independent of the true difference and of the noise terms of other partitions. Then,}
\]
Figure 1: Joint sample distribution of the distance estimates (LDC) between conditions 1 and 2 (x-axis) and conditions 1 and 3 (y-axis). Samples are based on simulated data with \( P = 50 \) voxels, \( M = 3 \) partitions and \( K = 3 \) conditions. The main panel shows the joint scatter plot of the samples, the lateral insets showing the marginal distributions. (a) Sample distributions for the case wherein the true distances \( d_{12} \) and \( d_{13} \) are zero. (b) Sample distributions when the true distances are set to \( d_{1,2} = 2.6 \) and \( d_{1,3} = 1.4 \) (dotted lines).

\[
E(\hat{d}_j) = E\left( \frac{1}{MP} \sum_{i=1}^{m} (\delta_j + \eta_{j,m}) (\delta_j + \eta_{j,\sim m})^T \right) \\
= E\left( \frac{1}{MP} \sum_{i=1}^{m} \delta_j \delta_j^T + \delta_j \eta_{j,m}^T + \delta_j \eta_{j,\sim m}^T + \eta_{j,m} \eta_{j,\sim m} \right) \\
= \delta_j \delta_j^T / P = d_j.
\]  

A simulation example of the sample distribution of the LDC is shown in Figure 1. The simulated example includes a modest number of voxels (50) and a low number of partitions. Despite this, it is clear that the joint distribution of the two distances can be well approximated by a multivariate normal, and that the distribution centers on the true value of the simulated distance (dotted line).

The covariance matrix of the vector distances, however, has more complex features, which are clearly apparent in the simulation. First, the variability of the distance estimates increases as the true distances increase (Fig. 1b) - that is, the variance depends on the mean. Furthermore, the distance estimate between conditions 1 and 2 and the distance estimate between conditions 1 and 3 are not independent, but positively correlated.

In the remainder of this section, we will show that the covariance of the distance estimates depends on \( \mathbf{d} \), the vector of true distances, \( \Sigma_K \), the covariance of the pattern estimates across rows or conditions, and \( \Sigma_R \), the residual covariance of the pattern estimates across columns or voxels, namely that

\[
\mathbf{V} = \left[ 4 \frac{\Delta \circ \Xi}{M} + 2 \frac{\Xi \circ \Xi}{M(M-1)} \right] \frac{\text{tr}(\Sigma_R \Sigma_R)}{P^2},
\]
where $\circ$ denotes the element-by-element multiplication of two matrices. The matrix $\Delta$ is the second-moment matrix of the activity differences of the true activation patterns, with

$$\Delta_{i,k} = \delta_i \delta_k^T / P. \quad (14)$$

To express this quantity in matrix notation, we can define a $D \times K$ contrast matrix $C$. The $j^{th}$ row of this matrix contains a 1 and a $-1$ for the two conditions that are contrasted in the $j^{th}$ distance. $\Delta$ can then be simply expressed as

$$\Delta = C U \ U^T C^T / P = -\frac{1}{2} C D C^T. \quad (15)$$

The last equality implies that we do not need the full second-moment matrix of the true activity patterns, $U \ U^T / P$, but only the vector of true distances $d$, arranged in a $K \times K$ representational dissimilarity matrix $D$. Finally, $\Xi$ is the covariance matrix of the estimated pattern differences across the different partitions, and depends simply on the covariances of the rows of $\hat{U}_m$:

$$\Xi = \text{Cov}(C \hat{U}_m) = C \Sigma_k C^T. \quad (16)$$

From Eq. 13 it is apparent that the (co-)variance of the distance estimates contains two components: a signal-dependent part that relies on the “true” distances and a signal-independent part that only depends on the variability of the activity estimates across different partitions.

In the next sections, we will derive the representation of $V$ given in Eq. 13 including a more general form thereof, by making use of basic statistical results on the inner product of two random vectors.

### 3.2 Statistical properties of inner products – independent elements

In this section, we will assume that the distinct elements (voxels) of the random vectors are independent of each other. We will generalize these results to vectors with correlation between voxels in section 3.3. For now, suppose we have two $1 \times P$ row random vectors

$$\hat{\delta}_A = \delta_A + \epsilon_A$$
$$\hat{\delta}_B = \delta_B + \epsilon_B \quad (17)$$

where $\delta_A$ and $\delta_B$ are constant $1 \times P$ vectors, and $\epsilon_A$ and $\epsilon_B$ being vectors of independent random variables with mean zero and variances $\sigma_A^2$ and $\sigma_B^2$, respectively. We are initially interested in the expected value and the variance of the inner product $\hat{\delta}_{A} \hat{\delta}_{B}^T$, which can be expressed as follows

$$\hat{\delta}_{A} \hat{\delta}_{B}^T = \delta_A \delta_B^T + \delta_A \epsilon_B^T + \epsilon_A \delta_B^T + \epsilon_A \epsilon_B^T. \quad (18)$$
Because the expected inner product between the two independent noise vectors, and between a noise and a constant vector are zero, we have

\[ E(\hat{\delta}_A\delta_B^T) = \delta_A\delta_B^T. \]  \hspace{1cm} (19)

In order to determine the variance of the inner product, we first consider the variance of the product of two independent random variables. Making use of the identity

\[ \text{var}(xy) = E(x)^2\text{var}(y) + E(y)^2\text{var}(x) + \text{var}(x)\text{var}(y), \]  \hspace{1cm} (20)

we obtain the following result for the inner product of two independent random vectors:

\[ \text{var}(\hat{\delta}_A\hat{\delta}_B^T) = \text{var}(\delta_A\delta_B^T + \delta_A\epsilon_B^T + \epsilon_A\delta_B^T + \epsilon_A\epsilon_B^T) \]
\[ = 0 + \delta_A\delta_B^T\sigma_A^2 + \delta_B\delta_B^T\sigma_B^2 + P\sigma_A^2\sigma_B^2. \]  \hspace{1cm} (21)

Finally, we need an expression for the covariance between two inner products. As before, we assume that the random vectors \( \hat{\delta}_A \) and \( \hat{\delta}_B \) are independent of each other, and that \( \hat{\delta}_C \) and \( \hat{\delta}_D \) are also mutually independent; however, we allow the elements of the other pairs of vectors to share covariance \( \gamma \). Thus,

\[
\text{Cov}(\hat{\delta}_A\hat{\delta}_B^T, \hat{\delta}_C\hat{\delta}_D^T) = \text{Cov}\left[(\delta_A + \epsilon_A)(\delta_B + \epsilon_B)^T, (\delta_C + \epsilon_C)(\delta_D + \epsilon_D)^T\right]
\]
\[ = \text{Cov}\left[\delta_A\delta_B^T + \delta_A\epsilon_B^T + \epsilon_A\delta_B^T + \epsilon_A\epsilon_B^T, \delta_C\delta_D^T + \delta_C\epsilon_D^T + \epsilon_C\delta_D^T + \epsilon_C\epsilon_D^T\right]
\]
\[ = \delta_A\delta_C^T\gamma_{B,D} + \delta_A\delta_D^T\gamma_{B,C} + \delta_B\delta_C^T\gamma_{A,D} + \delta_B\delta_D^T\gamma_{A,C}
\]
\[ + P(\gamma_{A,C}\gamma_{B,D} + \gamma_{A,D}\gamma_{B,C}). \]  \hspace{1cm} (22)

When \( A = C \) and \( B = D \), this simplifies to Eq. 21.

### 3.3 Dependence across voxels

The previous result on products between random variables needs to be extended to the situation wherein the elements of the random vector are not mutually independent, but have a known covariance structure. Such a dependence structure arises in the context of imaging: Spatial noise correlations are ubiquitous, and prewhitening is usually incomplete, leaving a remaining dependence between voxels.

Analogous to Eq. 22, let us consider the covariance between two products of activity estimates from two different voxels \( i \) and \( j \). The covariance of the activation estimates of these two voxels within partition \( A \) is denoted by \( \sigma_{A,i,j} \). The two activity estimates that are multiplied are always independent, as they come from non-overlapping partitions. We can therefore apply the result from Eq. 22 to obtain

\[
\text{Cov}(\hat{\delta}_{A,i}\hat{\delta}_{B,i}, \hat{\delta}_{A,j}\hat{\delta}_{B,j}) = \delta_{B,i}\delta_{B,j}\sigma_{A,i,j} + \delta_{A,i}\delta_{A,j}\sigma_{B,i,j} + \sigma_{A,i,j}\sigma_{B,i,j}. \]  \hspace{1cm} (23)
Thus, the full covariance matrix of the element-wise products (\(\circ\)) between two random vectors can be written as
\[
\text{Cov}(\hat{\delta}_A \circ \hat{\delta}_B) = \delta_B^T \delta_B \circ \Sigma_A + \delta_A^T \delta_A \circ \Sigma_B + \Sigma_A \circ \Sigma_B \tag{24}
\]
where for instance \(\Sigma_A\) is the covariance matrix across voxels for partition A. The inner product is now simply the sum of the element-wise products:
\[
\hat{\delta}_A \hat{\delta}_B^T = 1^T (\hat{\delta}_A \circ \hat{\delta}_B) \tag{25}
\]
where 1 is a column vector of ones. Consequently, the variance of the inner product can be expressed as follows:
\[
\text{var}(\hat{\delta}_A \hat{\delta}_B^T) = 1^T \text{Cov}(\hat{\delta}_A \circ \hat{\delta}_B) 1
= 1^T (\delta_B^T \delta_B \circ \Sigma_A + \delta_A^T \delta_A \circ \Sigma_B + \Sigma_A \circ \Sigma_B) 1
= \text{tr}(\delta_B^T \delta_B \Sigma_A + \delta_A^T \delta_A \Sigma_B + \Sigma_A \Sigma_B). \tag{26}
\]

To progress further, we now have to make the simplifying assumption that the spatial structure of the true mean signal (\(\delta\)) and the spatial structure of the random variation are the same, that is, that the expected outer products are equal to the matrix \(\Sigma_R\) scaled by different constants:
\[
\Sigma_A = \Sigma_R \sigma_A^2, \\
\Sigma_B = \Sigma_R \sigma_B^2, \\
\delta_A^T \delta_A = \Sigma_R (\delta_A \delta_A^T) / P, \\
\delta_B^T \delta_B = \Sigma_R (\delta_B \delta_B^T) / P, \tag{27}
\]
wherefrom we can obtain the following result:
\[
\text{var}(\hat{\delta}_A \hat{\delta}_B^T) = \text{tr}(\delta_B^T \delta_B \Sigma_R \sigma_A^2 / P + \delta_A^T \delta_A \Sigma_R \sigma_B^2 / P + \sigma_A^2 \Sigma_R \Sigma_R \sigma_B^2 / P)
= \left(\delta_B^T \delta_B \sigma_A^2 + \delta_A^T \delta_A \sigma_B^2 + P \sigma_A^2 \sigma_B^2\right) \frac{\text{tr}(\Sigma_R \Sigma_R)}{P}, \tag{28}
\]
which equals Eq. [21] for the case of independent voxels, but this time scaled by the factor \(\text{tr}(\Sigma_R \Sigma_R) / P\). When all voxels are independent, i.e., \(\Sigma_P = I\), \(\text{tr}(\Sigma_R \Sigma_R) = P\) and the correction factor vanishes. For the case of remaining spatial correlations in the data, one has \(\text{tr}(\Sigma_R \Sigma_R) > P\), and the predicted variance will increase. Note that \(\text{tr}(\Sigma_R \Sigma_R) = \sum \lambda_i^2\) where the \(\lambda_i\)'s denote the eigenvalues of \(\Sigma_R\). Thus our ability to estimate the variability of the LDC correctly will depend on how accurately this quantity can be determined from sample estimates. We will address this problem in section 4.2.
3.4 Averaging distances across different cross-validation folds

In the last step, we need to take into account the averaging of the estimated distances across the \( M \) different cross-validation folds. While data from different partitions can be assumed to be independent, the inner products across cross-validation folds are not. This is because the partitions from one cross-validation fold will be again included in other folds. The two pattern differences that enter the product in Eq. \( 10 \) come from a single partition (that is, \( A = m \)), or from all other partitions (that is, \( B \) corresponding to \( \sim m \)).

As a shorthand for the covariance between difference estimates \( i \) and \( j \) that are based on partitions \( A \) and \( B \), we introduce the symbol

\[
\Xi_{i,j}^{A,B} = \text{Cov}(\hat{\delta}_{i,A}, \hat{\delta}_{j,B}).
\] (29)

This is the covariance for each individual voxel. We now exploit the bilinearity of the covariance operator, that is,

\[
\text{Cov}(\sum_m x_m, \sum_n y_n) = \sum_m \sum_n \text{Cov}(x_m, y_n),
\] (30)

to obtain the following general result:

\[
\text{Cov}(\hat{d}_i, \hat{d}_j) = \sum_m \sum_n \frac{\text{Cov}(\hat{\delta}_{i,m}, \hat{\delta}_{j,m}^T)}{M^2P^2}
\]
\[
\times \text{tr}(\Sigma_R \Sigma_R) \sum_m \sum_n \left\{ \delta_i \delta_j^T \left( \Xi_{i,j}^{\sim m,n} + \Xi_{i,j}^{m,n} + \Xi_{i,j}^{m} + \Xi_{i,j}^{mn} \right) + \left( \Xi_{i,j}^{mn} \Xi_{i,j}^{m,n} + \Xi_{i,j}^{m,n} \Xi_{i,j}^{mn} \right) \right\}
\]
\[
= \frac{\text{tr}(\Sigma_R \Sigma_R)}{P^2} \left\{ \frac{\delta_i \delta_j^T}{P} S_{i,j} + N_{i,j} \right\}
\] (31)

where

\[
S_{i,j} = \frac{1}{M^2} \sum_m \sum_n \left\{ \Xi_{i,j}^{\sim m,n} + \Xi_{i,j}^{m,n} + \Xi_{i,j}^{m} + \Xi_{i,j}^{mn} \right\}
\]

and

\[
N_{i,j} = \frac{1}{M^2} \sum_m \sum_n \left\{ \Xi_{i,j}^{mn} \Xi_{i,j}^{\sim m,n} + \Xi_{i,j}^{m,n} \Xi_{i,j}^{mn} \right\}.
\]

This is the most general expression of the LDC variance, which can even be used when the covariance structure of different partitions (\( \Sigma_K \)) differs from each other (section 3.5). For the basic case whereby the difference estimates from all \( M \) partitions can be assumed to have the same covariance, that is, \( \Xi_{i,j} \equiv \text{Cov}(\delta_{i,m}, \delta_{j,m}) \), a dramatic simplification
can be obtained. In this instance the best estimate of $\delta_{\sim m}$ is the average of all partitions except $m$:

$$\hat{\delta}_{\sim m} = \sum_{n\neq m} \hat{\delta}_n/(M - 1). \quad (32)$$

Accordingly, we have

$$\Xi^{A,B} = \begin{cases} \Xi & \text{if } A = m, B = m \\ 0 & \text{if } A = m, B = \sim m \\ \Xi/(M - 1) & \text{if } A = \sim m, B = \sim m, \end{cases} \quad (33)$$

and for $n \neq m$,

$$\Xi^{A,B} = \begin{cases} 0 & \text{if } A = m, B = n \\ \Xi/(M - 1) & \text{if } A = m, B = \sim n \\ (M - 1)\Xi/(M - 1)^2 & \text{if } A = \sim m, B = \sim n. \end{cases} \quad (34)$$

Substituting the elements of the appropriate representations of $\Xi^{A,B}$ into Eq. 31 and summing up, we have

$$S_{i,j} = \frac{1}{M^2} \left\{ M \left( \frac{\Xi_{i,j}}{M - 1} + \Xi_{i,j} \right) + M(M - 1) \left( \frac{(M - 2)\Xi_{i,j}}{(M - 1)^2} + \frac{2\Xi_{i,j}}{M - 1} \right) \right\}$$

$$= \frac{1}{M^2} \Xi_{i,j} \left\{ \frac{M}{M - 1} + M + \frac{M(M - 2)}{M - 1} + 2M \right\}$$

$$= \frac{4}{M} \Xi_{i,j}$$

$$N_{i,j} = \left\{ \frac{M\Xi_{i,j}\Xi_{i,j}}{M - 1} + \frac{M(M - 1)\Xi_{i,j}\Xi_{i,j}}{(M - 1)^2} \right\}$$

$$= 2\Xi_{i,j}\Xi_{i,j}/M(M - 1), \quad (35)$$

and

$$\text{Cov}(\hat{d}_i, \hat{d}_j) = \frac{\text{tr}(\Sigma_R^T \Sigma_R)}{P^2} \left( 4\frac{\delta_i^T \delta_j}{P} \Xi_{i,j} + 2\Xi_{i,j}\Xi_{i,j}/M(M - 1) \right).$$

Finally, on writing the desired complete covariance matrix using element-by-element multiplication, we obtain the result given in Eq. 13.
3.5 Estimation of the condition-by-condition covariance $\Sigma_K$

If the condition-by-condition covariance of the activity estimates $\Sigma_K$ can be assumed to be equal across the different partitions, then the best estimates for the activity differences is Eq. 32 and the variance of the LDC is given by Eq. 13. In this case the condition-by-condition covariance can be estimated directly from the prewhitened activity estimates, averaged over the voxels:

$$\hat{\Sigma}_K = \sum_m (\hat{U}_m - \bar{U})(\hat{U}_m - \bar{U})^T/(M - 1)P.$$  \hspace{1cm} (36)

The more general result specified by Eq. 31 is useful when the covariance structure of the activation estimates ($B_m$) cannot be assumed to be constant across partitions. In neuroimaging experiments this can easily occur when different imaging runs have different sequences of conditions (inducing different correlations between the estimates), or if the number of conditions per run is not balanced (for example due to the exclusion of error trials). When the structure of the estimation is not the same across cross-validation folds, the best estimate of the pattern difference is different from that given in Eq. 32 and depends on the structure of the design matrix of the partitions. If set $A$ includes all partitions except partition $m$, then the best linear estimate of a pattern distance is given by

$$\hat{\delta}_{i,A} = c_i(X_A^T \hat{\Sigma}_T^{-1} X_A)^{-1} X_A^T \hat{\Sigma}_T^{-1} Y_A,$$  \hspace{1cm} (37)

where the design matrix $X_A$ contains the concatenated design matrices from all included partitions, and $\hat{\Sigma}_T$ is an appropriately sized estimate of the temporal autocovariance matrix. It follows that

$$\Xi_{i,j}^{AB} = c_i(X_A^T \hat{\Sigma}_T^{-1} X_A)^{-1} X_A^T X_B (X_B^T \hat{\Sigma}_T^{-1} X_B)^{-1} c_j^T.$$  \hspace{1cm} (38)

Note that Eq. 36 has an added advantage over Eq. 38 as it does not depend on a valid estimate of the temporal autocorrelation. The latter can be difficult to obtain using current standard analysis packages [7]. Thus, in general, the assumption of equal partitions and making use of Eq. 36 may be recommended.

4 Numerical simulations

4.1 Normal approximation with low number of voxels

This section presents numerical simulations to test the accuracy of the suggested approximation to the sample distribution of the LDC. We start with a simulation, in which we generate $\hat{U}$ directly from a known multivariate normal distribution. We used $K = 5$ conditions and $M = 5$ runs. To assess the limits of the normal approximation, we used $P = 30$ voxels, which is a comparatively low number for fMRI analyses. We first generated data assuming that all the true distances are equal to zero. We then varied the signal level $\sigma_a^2$ from 0.05 to 0.2, setting the true distance between conditions 1 and 2 to
\[ d = 1.5 \sigma_a^2, \text{ the distances between conditions 1 and 3-5 to } d = 1 \sigma_a^2, \text{ and the distances between conditions 2 and 3-5 to } d = 0.5 \sigma_a^2. \] In this simulation, both the noise and the signal were spatially independent across voxels.

Fig. 2a shows the variance-covariance matrix of the 10 distances for \( d = 0 \). As expected, distances between non-overlapping sets of conditions (i.e. \( d_{1,2} \) and \( d_{4,5} \)) are uncorrelated, whereas distances that share one condition correlate positively. As the true distances increase (Fig. 2b), their variance increases with the mean - the largest variance being measured for the largest distance (\( d_{1,2} \)). Furthermore, the covariance between non-zero distances (\( d_{1,2}, d_{2,3} \)) also increases. The numerical expression for the expected variance (Eq. 13) accurately predicts these increases in variance and covariance with increasing mean (Fig. 2e).

Fig. 2c,d shows quantile-quantile plots for the empirical distribution of the LDC against the predicted normal approximation (Eq. 11). Even with low numbers of voxels, the distribution is well approximated, although the tails show some deviation from normality. The left tail of the distribution is slightly lighter than predicted, the right tail is heavier. This deviation may result in increased Type I errors when using the normal approximation for statistical tests. However, in typical analyses, we use \( P > 60 \) voxels, for which the normal approximation of the tails becomes increasingly accurate.

### 4.2 Spatially dependent noise and prewhitening

In the previous section we have used spatially independent data. In reality, however, we need to rely on prewhitening to make the data more independent, and we need to estimate \( \Sigma_R \) in order to utilize Eq. 13.

Accordingly, in this section, we verify the determination of the variance of LDC under more realistic conditions. We based our simulation on parameter values derived from a real fMRI experiment, in which we mapped the finger representations in primary motor and sensory cortex [6, 26]. In this study, we employed an event-related design in which participants tapped one of their 10 fingers for 8.1s. Hence, there were \( K = 10 \) conditions, and each condition was measured 3 times during each of the \( M = 8 \) independent imaging runs or partitions. Each run contained \( T_m = 123 \) images (time points) with a sampling rate of 2s. To simulate the temporal dependence of fMRI noise [23, 27], we approximated the temporal autocorrelation observed in this experiment using a double exponential function:

\[
r(t, t + \tau) = 0.5 \exp(-\tau) + 0.5 \exp(-\tau/40). \tag{39}\]

We generated data for a spherical ROI with a radius of 8mm, assuming a voxel size of \( 2 \times 2 \times 2 \text{mm} \), resulting in \( P = 257 \) voxels. The spatial correlation between two voxels depended on their spatial distance \( p_1 - p_2 \), using an exponential kernel of width \( s_e \), with

\[
r(1, 2) = \exp(-(p_1 - p_2)^2 / s_e^2). \tag{40}\]

The simulated noise data was analyzed separately for each run, using a design matrix that included an intercept and one regressor per condition. Each regressor consisted of a boxcar function covering the duration of the 3 trials. As is typical for fMRI analysis, the
Figure 2: Joint sample distribution of the distance estimates (LDC) between 5 conditions. (a) Covariance matrix between distance estimates when the true distances $d = 0$. (b) Covariance matrix with $d_{1,2} = 0.3$, $d_{1,3-5} = 0.2$, $d_{2,3-5} = 0.1$. (c) Q-Q plot of the estimated distances and the normal approximation for zero distances. (d) Q-Q plot of the estimated distances and the normal approximation for zero distances. (e) Covariances of the distances as the true distances increase. The dotted line shows the numerical prediction.
boxcar function was convolved with a standard estimate of the hemodynamic response function [4] to arrive at a predicted overall response. We estimated the activity patterns and the spatial autocorrelation of the noise using Eq. 3 and 4 and prewhitened the activity estimates (Eq. 6) using a regularised estimate of the spatial covariance matrix (Eq. 5). These estimates were then used to determine the LDC distances between the 10 conditions. We systematically varied the regularization constant between $h = 0.1$ and 1.

The variability of these simulated distances for different widths of the spatial noise kernel (x-axis) and for different values of the regularisation constant (different plots) are shown as solid lines in Fig. 3.

To predict the size of the variance from a single data set, we either assumed that the voxels were independent after prewhitening ($\Sigma_R = I$, Fig. 3, gray line) or we used the estimate from Eq. 8 for the residual spatial correlation (Fig. 3, dashed line).

The actual variance was systematically larger than the predicted variability assuming independent voxels (gray line), indicating that the assumption of spatial independence after prewhitening is too optimistic. When using an estimate for the residual variance (dashed line), the situation depended on the size of the shrinkage coefficient. When the estimate was based only on the diagonal of the covariance matrix ($h = 1$), we systematically overpredicted the variance, due to the fact that the expected value of $\text{tr}(\hat{\Sigma}_R \hat{\Sigma}_R)$ is larger than $\text{tr}(\Sigma_R \Sigma_R)$. For a shrinkage coefficient of $h = 0.4$, the prediction was accurate for all tested widths of the noise kernel. Coincidentally, this is also well in the range of values for which the split-half reliability of the distance estimates using the empirical data from [6, 26] becomes maximal (see Fig. 4). For $h = 0.2$, we under-predicted the variance for spatially independent data. However, for spatial noise correlations with realistic values ($\sigma_x > 2.5$), the variance estimate approached the simulated value.

In sum, these results show that the proposed normal approximation is sufficiently accurate for the parameter range typically encountered in fMRI experiments. Furthermore, a regularization constant of approximately 0.4 is recommended to further improve the estimation accuracy of the variance.

## 5 Applications

### 5.1 Significance test for individual distances

The normal approximation to the LDC distance enables us to obtain confidence intervals on distance estimates, and to generate significance tests as to whether a specific distance (or a linear combination of distances) is significantly larger than zero. Such a test is important in the context of RSA as it indicates that a given area encodes the difference between two conditions.

For illustration we used the same experiment as in the last section, however this time generating data for a real region-of-interest (ROI) of $P = 375$ voxels with a spatial covariance matrix estimated from the original experiment. We simulated 10,000 replications of the experiment, each time estimating the 45 distances between the 10 fingers. For each simulation, we used the estimates for $\Sigma_K$ and $\Sigma_R$, to obtain a predicted variance-covariance matrix $\mathbf{V}$. To test whether a specific linear combination $\mathbf{c}$ of the estimated distances is zero, one can define the following $z$-test statistic:
Figure 3: Simulated and predicted variance of LDC distances as a function of the width of the spatial noise kernel ($\sigma_\epsilon$). The variances of the simulated distances are shown in the black solid line. Distances are calculated on prewhitened activity estimates, using regularised estimates of the spatial noise covariance with regularisation factors of (a) $h = 0.2$, (b) $h = 0.4$, (c) $h = 0.6$, (d) $h = 1$. The predicted variance assuming spatially independent voxels after prewhitening is shown in gray; the predicted variance using an estimated residual spatial correlation (Eq. 8) is shown as a dashed line.

Figure 4: Average split-half reliabilities of pattern distance estimates in primary motor cortex for finger movements of the contralateral (blue) and ipsilateral (red) hands [4]. Activity patterns were prewhitened using different values of $h$ for Eq. 5 with 0 corresponding to no shrinkage and 1 to using only the diagonal of the spatial covariance matrix. The 10 distances for each hand were then calculated separately for odd and even and finally correlated. The dotted lines indicate the 95% confidence interval.
To test whether an individual distance is larger than zero, \( c \) would be a vector of zeros with a single 1 at the place of the distance to be tested. For the average distance, one would use a vector of ones, etc. The false positive rate, i.e., the number of \( z > \Phi(1 - \alpha) \) was 0.0497 for \( \alpha = 0.05 \) and 0.0122 for \( \alpha = 0.01 \), again demonstrating the appropriateness of the normal approximation in a realistic scenario.

Applied to the real data from the left primary motor cortex in the a single subject from [4], we obtained a significant z-value for the average distance between contralateral (right) fingers of \( z = 21.08 \), but also a significant result for the fingers of the ipsilateral (left) hand of \( z = 14.58 \). Whereas all individual contralateral finger pairs differed significantly from each other, only 6 of the 10 ipsilateral finger pairs were significant at a \( p < 0.05 \) level.

The z-statistic (Eq. 41) can also be applied to tests on the difference between two distances; for example one can test the hypothesis that the distance \( d_{1,2} \) is smaller than the distance \( d_{1,5} \). In this case \( V \) needs to be predicted under the null hypothesis that \( d_{1,2} = d_{1,5} \), and not, as before, under the hypothesis that \( d_{1,2} = d_{1,5} = 0 \). In a simulation in which the true distances between all fingers were set to \( d = 0.01 \), the latter test would result in a false-positive rate of \( p = 0.09 \) for \( \alpha = 0.05 \). Using the mean of \( \hat{d}_{1,2} \) and \( \hat{d}_{1,5} \) as the assumed true value in the calculation of \( V \) reduced this value to the \( p = 0.05 \) mark.

In sum, the normal approximation provides a simple and straightforward way of testing linear combinations of distances, freeing the user of the need to perform permutation statistics [21, 24]. The significance test allows one, for example, to carry out efficient statistical thresholding of representational dissimilarity matrices (e.g., see [22]), and to test for differences between distances on the single-subject level.

### 5.2 Model comparison

A second important application of the normal approximation lies in the comparison of different representational models. We define representational models as explicit hypotheses that predict the relative distances between conditions, i.e., how different the neural codes for different conditions are from one another. The power of this approach lies in the fact that one does not have to worry about which voxel corresponds to which unit of the model, but only whether the overall representational structures match.

Consider the two models of movement representations in the primary motor cortex shown in Fig 5. The first model (Fig. 5a,b) states that the representational structure is determined by the covariances between movements of the fingers in everyday life [12]. The second model (Fig. 5c,d) predicts that the representational structure is determined by the similarity of muscle activities required to produce the patterns. While the prediction of the two models have some commonalities (e.g., the distances involving the thumb, first row, are the largest), the two models make distinguishable predictions for an experiment in which five movements of the individual fingers were tested (Fig. 5a,c), and an experiment in which 31 different hand movements were tested [6] (Fig. 5b,d).

The models make only predictions about the relationship or ratios between the distances; the absolute size of the distances depends on the signal-to-noise level of the fMRI
Figure 5: Comparing representational models. (a) Predicted distances (black 0 - white 1) for the 5 fingers from the natural statistics of movement. (b) Predictions from the same model for an experiment with 31 different multi-finger movement conditions. (c) Predicted distances for the 5 fingers of the contralateral hand from the pattern of muscle activities. (d) Predictions from the same model for an experiment with 31 movement conditions. (e) Percentage of correct model selection decisions on simulated data with varying degrees of signal strength (s). The models were selected on the basis of rank correlations (black solid line), cosine angles (gray solid line) and approximated likelihoods (Eq. 44, dashed line). (f) Model selection accuracy for the experiment with 31 conditions.
signal for that particular subject and region. That is, the expected distance under a representational model is

\[
d = s \mathbf{m},
\]

where \( \mathbf{m} \) is a \( D \times 1 \) vector of predicted distances from a particular model and \( s \) an arbitrary (but positive) scaling factor for a particular subject.

Traditionally, RSA models have been evaluated using the relatively cautious approach of comparing the rank-ordering of the \( D \) predicted distances with the rank-ordering of the estimated distances [22]. The use of the LDC distance, however, makes the zero-point of the distances meaningful (implying that the activity patterns for these two conditions are identical), a fact that also renders the ratio of distances interpretable. Thus, an alternative approach to rank-based correlations is to compute the cosine angle between the model predictions \( \mathbf{m} \) and the estimated distances

\[
r = \frac{\mathbf{m}^T \hat{\mathbf{d}}}{\sqrt{\mathbf{m}^T \mathbf{m} \hat{\mathbf{d}}^T \hat{\mathbf{d}}}}.
\]

Ultimately, however, this expression will be very sensitive to large predicted distances, as these also have much larger leverage than smaller distances. Unfortunately, large distances are also estimated with a higher variance. Using the normal approximation (Eq. 11), we express the log-likelihood of the distances under the model as

\[
\log p(\hat{\mathbf{d}}|\mathbf{m}, s) = -\frac{D}{2} \log(2\pi) - \frac{1}{2} \log(|\mathbf{V}|) - \frac{1}{2} (\hat{\mathbf{d}} - \mathbf{m}s)^T \mathbf{V}^{-1} (\hat{\mathbf{d}} - \mathbf{m}s).
\]

Note that \( \mathbf{V} \) not only depends on \( \Sigma_K \) and \( \Sigma_R \), which are estimated, but also on the model prediction \( \mathbf{m} \) and the scaling factor \( s \). The latter can be estimated by maximizing Eq. 44 using iteratively-reweighted least squares. Starting from an arbitrary value for \( \hat{s} \), one estimates \( \mathbf{V} \) and then obtains an updated estimate

\[
\hat{s}^* = (\mathbf{m}^T \mathbf{V}^{-1} \mathbf{m})^{-1} \mathbf{m}^T \mathbf{V}^{-1} \hat{\mathbf{d}},
\]

iterating until convergence is obtained.

For the two experiments, we simulated distances according to the two competing models. For each simulation we then evaluated the two competing models using Spearman rank correlation, the cosine angle (Eq. 43) or the approximated likelihood (Eq. 44) using the maximum-likelihood estimate for the scaling factor. The model with the higher criterion value was selected and the correct model selection decisions were counted.

The percentage of correct decisions increased with increasing signal strength (Fig. 5e,f). For the 5-condition experiment, the cosine angle and likelihood approach clearly outperformed the rank correlation approach. This is expected, as the rank ordering of the distances was relatively similar across the two models, with the differences mostly residing in the predicted ratios between distances. For the 31-condition experiment, however, the likelihood approach performed better than the other two criteria, likely because both models contained a few large distances that dominated the cosine angle.
In sum, the likelihood-based approach provides an elegant and powerful way to compare representational models. As an extension of this example, we can also consider models with more free parameters. These can also be estimated using an iteratively-reweighted least squares approach as outlined in Eq. [45]. In general, the normal approximation allows users to make use of the large toolkit of regression techniques, including Bayesian regression and model comparison using marginal likelihoods.

6 Discussion

In this paper, we derived and tested a normal approximation to the sampling distribution of the cross-validated Mahalanobis distance or linear discriminant contrast (LDC). The LDC serves as a measure of dissimilarity to quantify the relationship between neural activity patterns. It is central to RSA, which is a powerful analysis approach with which one can relate the structure of neuronal activity patterns across a variety of measurement techniques and compare these to theoretical predictions from computational models [13, 16, 17]. In this context, the LDC has a number of advantageous features: Due to its multivariate noise normalization, it tends to be more reliable than other distance measures [25]. The cross-validated nature of the quadratic form makes the measure unbiased - i.e., the expected mean of the sampling distribution equal the true distance between the two patterns. Therefore, the measure will be on average zero if the true patterns are identical, making it interpretable across different levels of measurement noise. This feature is especially important when comparing the representational structure across different individuals, brain regions, or techniques, all of which can differ in their amount of measurement noise.

The main advance introduced in this paper is the derivation of an analytical expression for the covariance matrix of a sample LDCs. The expression has two parts: one component only depends on the variability of the underlying activity estimates; the other is signal-dependent and increases as the true distances increase. The second component arises from the fact that the true signal is multiplied by the noise in the quadratic form. In sum, the variance of the LDC increases linearly in the true distance with a non-zero offset when the true distance is zero.

This feature also prevents the use of a simple non-linear transform of the LDC, which would render the variance constant. For example, in the analysis of Poisson-distributed neuronal spike rates, the square-root transform is widely used [29], as it renders the variance of the resultant measure approximately independent of the mean. However, due to the non-zero offset of the variance (which can be substantial), such simple transform is not available for the LDC.

We show that the normal distribution using analytical expressions for mean and variance provides a sufficiently accurate approximation to the sampling distribution of the LDC. The goodness of the approximation hinges on two factors: First, the number of voxels should be higher than 30 to guarantee that the tails of the distribution are fitted well. This, however, is usually given, as multivariate analyses are typically performed in regions of interest or searchlights with \( P > 50 \) voxels. Secondly, the multivariate noise estimate used for prewhitening should be regularized using a factor of 0.2 – 0.5 to ensure good accuracy of the variance approximation. This range of regularization constants is recommended, as it also maximizes the reliability of the resultant distance measures [25].
While the normal approximation has universal utility for a whole range of secondary analyses based on the LDC, we have focussed here on two examples: First, it allows a straightforward test to assess the significance of any linear contrast of LDCs from the same sample. Currently such inferences in the context of multivariate analysis are made using permutation tests \[1,24\], in which the labels for the conditions within each imaging runs are exchanged. Apart from the added computational costs, permutation tests are typically less powerful than good closed-form approximations. Furthermore, while it is straightforward to define an exchangeability condition for the hypothesis that two conditions have the same pattern (i.e. that a distance is zero), it is much harder to determine exchangeability conditions for the hypothesis that two distances are the same.

As an alternative to permutation tests, Nili et al. \[22\] proposed the use of an approximately t-distributed transform of the LDC. This approximation, however, has a number of distinct disadvantages compared to the approximation used here: it can only be applied to distances computed using a single cross-validation fold, whereas in typical fMRI experiments more independent partitions are used. Furthermore, the expression ignores the covariance between related distance estimates, and the possible signal dependence of the variance. Therefore, the approach can only be used to assess significance of individual distances in a very restricted set of applications. The z-test proposed in this paper retains validity over a larger range of situations.

The second application example lies in the comparison of two representational models based on a whole matrix of dissimilarities. In this case, the normal approximation is utilized to derive a closed-form expression of the data likelihood. This expression can be used to estimate the free parameters of the model; here simply the single signal strength parameter. In this context, iterative procedures, such as iteratively-reweighted least squares, are necessary to take the signal-dependent variability into account. The likelihood can then serve as a criterion for model selection. As shown in two examples, this approach provides more accurate model selection, as compared to rank correlations \[13,22\], Pearson correlations \[6\], or cosine angles.

In this paper we have focused on the application of RSA to fMRI data. RSA is being applied widely to other methodologies in neuroscience, such as invasive neurophysiology and recordings of evoked potentials from the scalp. In all these applications, the cross-validated Mahalanobis distance provides a powerful way to quantify the similarity of multivariate patterns - especially when the signal-to-noise level of individual measurements is low. The normal approximation presented here lays the foundation for secondary analyses based on this measure.
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# Appendices

## A Summary of Notations

| Symbol | Dimension | Meaning |
|--------|-----------|---------|
| $T$    | 1         | Overall number of time points in the data set |
| $T_m$  | 1         | Number of time points in partition $m$ |
| $M$    | 1         | Number of independent partitions of the data (imaging runs) |
| $K$    | 1         | Number of conditions (stimuli) |
| $P$    | 1         | Number of measurement channels (voxels in fMRI) |
| $D$    | 1         | Number of pairwise distances, usually $K(K-1)/2$ |
| $\mathbf{B}$ | $K \times P$ | Matrix of true activation patterns |
| $\hat{\mathbf{B}}_m$ | $K \times P$ | Matrix of estimated activation patterns from partition $m$ |
| $\mathbf{U}$ | $K \times P$ | Matrix of true whitened activation patterns |
| $\hat{\mathbf{U}}_m$ | $K \times P$ | Matrix of estimated whitened activation patterns from partition $m$ |
| $\mathbf{u}_{i,m}$ | $1 \times P$ | Activation pattern for $i$th condition from partition $m$ |
| $\mathbf{X}_m$ | $T_m \times K$ | Design matrix to estimate activation from time series |
| $\mathbf{Y}_m$ | $T_m \times P$ | Raw time series data from partition $m$ |
| $\mathbf{R}_m$ | $T_m \times P$ | Residuals from first-level regression model for partition $m$ |
| $\delta_j$ | $1 \times P$ | Pattern difference between the $j$th pair of conditions |
| $\hat{\delta}_{j,m}$ | $1 \times P$ | Estimate of the pattern difference from partition $m$ |
| $\mathbf{C}$ | $D \times K$ | Contrast matrix, each of the rows defining one pairwise contrast between conditions |
| $d_j$ | $1$ | True value of the $j$th distance, defined between condition $i$ and $k$ |
| $\hat{d}_j$ | $1$ | Estimated $j$th distance, integrated over partitions |
| $\mathbf{d}$ | $D \times 1$ | Vector of all pair-wise true distances |
| $\mathbf{V}$ | $D \times D$ | Covariance matrix of estimates of $\mathbf{d}$ |
| $\Sigma_P$ | $P \times P$ | Spatial covariance of noise across the $P$ voxels |
| $\Sigma_R$ | $P \times P$ | Residual voxel-by-voxel covariance matrix after prewhitening |
| $\Sigma_T$ | $T \times T$ | Temporal covariance of time-series data |
| $\Sigma_K$ | $K \times K$ | Covariance matrix of rows of $\hat{\mathbf{U}}_m$ |
| $\mathbf{\Xi}$ | $D \times D$ | Covariance matrix of pattern differences |