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Abstract

We present a comprehensive rotation-free Kirchhoff—Love (KL) shell formulation for peridynamics (PD) that is capable of modeling large elasto-plastic deformations and fracture in thin-walled structures. To remove the need for a predefined global parametric domain, Principal Component Analysis is employed in a meshfree setting to develop a local parameterization of the shell mid-surface. The KL shell kinematics is utilized to develop a correspondence-based PD formulation. A bond-stabilization technique is employed to naturally achieve stability of the discrete solution. Only the mid-surface velocity degrees of freedom are used in the governing thin-shell equations. 3D rate-form material models are employed to enable simulating a wide range of material behavior. A bond-associative damage correspondence modeling approach is adopted to use classical failure criteria at the bond level, which readily enables the simulation of brittle and ductile fracture. Discretizing the model with asymptotically compatible meshfree approximation provides a scheme which converges to the classical KL shell model while providing an accurate and flexible framework for treating fracture. A wide range of numerical examples, ranging from elastostatics to problems involving plasticity, fracture, and fragmentation, are conducted to validate the accuracy, convergence, and robustness of the developed PD thin-shell formulation. It is also worth noting that the present method naturally enables the discretization of a shell theory requiring higher-order smoothness on a completely unstructured surface mesh.
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1. Introduction

Low-weight components are widely used in the design of engineering structures, where it is preferable to keep the structural weight low by using high-strength material (e.g., aircraft). These structures - having through-thickness dimension much smaller than the other two - are referred to as shell structures [109]. Despite great progress made over the years to develop both structural shell theories and their discretization, challenges remain to efficiently and accurately predict the shell structural response under extreme loading conditions exhibiting large deformation and material failure using existing computational methods and tools.

Formulations based upon the Reissner–Mindlin (RM) shell theory [91, 80] are widely implemented and used in commercial Finite Element Methods (FEM) software. The RM shell theory is suitable for thicker shells and includes through-thickness shearing deformations. The discrete equations of motion for the RM shell are written in terms of displacement and rotational degrees of freedom (DOFs) and are typically discretized with traditional $C^0$-continuous finite elements. While the KL shell formulation [72] is a recent newcomer in the world of FEM, however, its popularity and adoption are soaring [59, 60] mainly due to the introduction of Isogeometric Analysis (IGA) [53, 35]. The KL shell formulation neglects transverse shear deformations and is thus suitable for describing thin structures. In the discrete setting, the KL equations of motion are formulated in terms of the midsurface displacement DOFs, without the need to introduce rotational DOFs. This efficiency gain comes with the need to use smooth basis functions (e.g., NURBS [35]), which is a distinguishing feature of IGA. It is also worth noting that the lack of rotational DOFs and transverse shear deformations in the KL shell formulation circumvents transverse-shear locking issues that need to be addressed for the RM shells.

Peridynamics (PD) [97, 102] has been in development in the past two decades. It provides an integrodifferential model for solid mechanics which naturally accommodates both nonlocal physics and low-regularity solutions typical of fracture and interface problems. PD has been particularly effective in handling fracture mechanics problems involving: concrete cracking [44, 120, 83, 21]; crack branching phenomena [47, 18]; ductile fracture in metallic materials and structures [119, 7, 52, 23, 61]; pitting corrosion damage [28, 54, 92]; and fracture in porous materials [85, 11, 29], among others. An in-depth review of recent developments in PD may be found in [75, 20, 55].

There are several PD formulations that were developed for thin structures, modeling membranes [100, 93, 84] and plates and flat shells [86, 107]. A number of PD theories, mostly based on RM kinematics, were proposed for thick-shell analysis [40, 31, 82, 116, 122], consequently involving computationally unfavorable rotational DOFs for thin-shell analysis. The existing KL-based PD models [86, 121] were developed only for linearly elastic flat plates. In cases where simple curved geometries were considered (e.g., cylindrical or spherical surfaces), an approach based upon global, analytical parameterization of the shell was employed [31, 82, 122].

The correspondence principle [102] has been developed to enable the use of classical constitutive models within the PD framework. In correspondence-based PD, a deformation or strain measure (e.g., the deformation gradient) is computed using a PD estimator and used to evaluate the stress tensor using traditional constitutive laws. The stress state is then converted to the force state, which is more natural to PD. While the correspondence technique was initially found to suffer from instabilities [24, 113, 98, 32, 10], several stabilization techniques have been proposed to circumvent these issues [70, 98, 25, 27, 32, 9]. A higher-order, stable correspondence-based PD framework was recently presented in [13, 12] and was shown to improve the performance of
correspondence-based PD in both static and dynamic regimes.

The objective of the present work is to develop a comprehensive correspondence-based PD formulation for the analysis of thin-shell structures undergoing large elasto-plastic deformation and damage in the static and dynamic regimes, which asymptotically converges to the classical KL shell theory. In addition, to enable complex-geometry computations, we no longer rely on the global parameterization of the mid-surface and utilize Principal Component Analysis (PCA) to define a local parameterization for the neighborhood of each PD node. The KL kinematic assumptions are employed to obtain the 3D spatial velocity gradient using only the mid-surface velocity unknowns. For this, we adopt the approach detailed in [16, 1] for IGA-based KL shells. As a result, the governing equations do not use rotational DOFs and is thus more computationally efficient. The mid-surface velocity gradient is calculated using a higher-order PD differential operator. The rate-of-deformation, defined as the symmetrized spatial velocity gradient, is used to evolve the stress using 3D rate-form constitutive relations. The field variables (e.g., strain and stress) are used to incorporate classical fracture criteria at the bond level to naturally accommodate modeling of material failure, thus eliminating extra effort required to develop native PD shell constitutive models.

In the broader meshfree discretization literature, a number of works have developed discretizations of general surface PDE. Such schemes treat the manifold extrinsically, working in ambient space and projecting to manifold, or intrinsically, using compact reconstructions of the manifold to obtain local coordinates. The latter generally apply polynomial reconstruction to obtain estimates of the metric tensor necessary for computing surface differential operators. In contrast, by working in the reference configuration, the linear PCA reconstruction used in the current approach provides high-order treatment of surface curvature, avoiding the need for either high-order polynomial reconstruction or use of greater than \( C^0 \) continuity shape functions. When the resulting model is discretized with an asymptotically compatible meshfree approximation, we preserve high-order \( \delta\)-convergence to solutions of the local KL shell theory.

The remainder of the paper is structured as follows. In Section 2.1, we show how PCA is used to develop local parametric domains from a 3D point cloud. The basics of the KL shell kinematics, generalized from the IGA-based formulations in [16, 1], are reviewed. In Section 3, the rate form of the energy balance law is employed to derive the PD force state in the KL shell framework. Other important aspects of the formulation, i.e., the evaluation of the PD parametric gradients, the co-rotational formulation of standard J2 plasticity, the enforcement of the plane stress condition, the local thickness update, and continuum damage modeling, are presented in the same section. A battery of numerical tests, ranging from linear elastostatics to nonlinear dynamics with plasticity and fracture, are presented in Section 4 to demonstrate the accuracy, robustness, and the general-purpose nature of the proposed PD KL shell formulation. In Section 5, we provide concluding remarks and outline future research directions.

In what follows, material points and PD bonds are indicated by parentheses and angle brackets by subscripts, respectively. For example, \( \mathbf{X}_{(P)} \) denotes the position of a material point \( P \); and \( T_{(P\rightarrow Q)} \) is the force state for the bond \( (P \rightarrow Q) \), which is a bond from \( P \) to its neighbor \( Q \). The field variables varying along the thickness direction are denoted by the superscript “3D”, and those that are defined on the mid-surface only are indicated by the superscript “2D”.

3
2. Shell Structures

The main characteristic of shell structures is their small thickness relative to the other two dimensions. These structures are commonly described using a mid-surface, which is a 2D manifold in a 3D space, with a given distribution of thickness in the surface-normal direction. To achieve a good description of the mechanics of shell structures, the mid-surface geometry should be accurately represented and physically realistic through-thickness kinematic assumptions should be employed.

2.1. Local Parameterization from a Point Cloud

We start with a meshfree, local parameterization of the shell mid-surface. We employ the approach detailed in [111] to define a local parameterization of a point cloud without resorting to using a global parametric map. Considering the undeformed configuration of a mid-surface $B^{2D}$, we approximate a tangent plane at each surface mesh point $P \in B^{2D}$ using Principal Component Analysis (PCA) [118]. In this approach, the positions of points in the local neighborhood of $P$, i.e., $Q \in H(P)$, are used to estimate the local tangent plane. The centering point is defined as

$$\bar{X}(P) = \frac{1}{N_P} \sum_{Q \in H(P)} X(Q),$$

(1)

where $X$ is the reference-configuration position vector, and $N_P$ is the number of points in the local neighborhood. The covariance matrix for the neighborhood of $P$ is given by

$$\mathbf{C}(P) = \text{Cov}(\{P\}) = \frac{1}{N_P} \sum_{Q \in H(P)} (X(Q) - \bar{X}(P))(X(Q) - \bar{X}(P))^T.$$

(2)

The eigenvectors corresponding to the two largest eigenvalues of the covariance matrix $\mathbf{C}(P)$ are orthogonal and define a good approximation to the tangent plane at $P$. After normalizing, we denote the orthonormal bases of the tangent plane at $P$ by $\psi_{1(P)}$ and $\psi_{2(P)}$. This, in turn, allows us to define the local parametric coordinates for each neighbor $Q$ as

$$\xi_{1(p,Q)} = (X(Q) - X(P)) \cdot \psi_{1(P)},$$

$$\xi_{2(p,Q)} = (X(Q) - X(P)) \cdot \psi_{2(P)}.$$  

(3)

A schematic of the process for obtaining the local parametric space from a given point set is provided in Figure 1.

Remark 1. It is important to note that the tangent plane at $P$ defined above is not thought of as the local approximation of the mid-surface, but rather as the local parametric domain for the mid-surface, much like in the isoparametric FEM or IGA approaches. This is in contrast to the local surface reconstruction approaches for the discretization of PDEs on surfaces that enhance the tangent plane with an estimate of the local curvature to improve solution accuracy (see, e.g., [111, 45, 62].)

Remark 2. Note that the above approach constructs a local parametric domain for each $P$ in the reference configuration, which remains unchanged throughout the deformation. This is akin to the Lagrangian formulation typically employed in FEM or IGA. A semi-Lagrangian approach, where the local parameterization is periodically recomputed based on the current coordinates of the neighbors as the structure deforms, could also be adopted [95, 46, 9]; we leave this development for the future work.
Figure 1: Schematic of the local parametric space from a point cloud using the PCA algorithm. First, PCA is used to obtain a plane approximately tangent to the point P using the reference positions of its neighborhood. Next, the neighbors Q are projected to the tangent space using the base vectors of the plane $\psi_1$ and $\psi_2$ to obtain the local parametrization.

2.2. Thin Shell Kinematics

Equipped with the local parameterization of the mid-surface, in this section we adopt the KL shell kinematics from the formulation presented in [16, 1] in the context of IGA.

In addition to the in-plane parametric coordinates $\xi_1, \xi_2$, we denote by $\xi_3 \in [-1, +1]$ the through-thickness parametric coordinate. We define the 3D position vector $x^{3D}$ in the current configuration as

$$x^{3D}(\xi_1, \xi_2, \xi_3) = x^{2D}(\xi_1, \xi_2) + \frac{h}{2} \xi_3 n(\xi_1, \xi_2),$$

(4)

where $x^{2D}(\xi_1, \xi_2)$ is the mid-surface position vector, $h$ is the local shell thickness, and $n(\xi_1, \xi_2)$ is the unit surface normal vector, all defined in the current configuration. The normal vector may be expressed as

$$n(\xi_1, \xi_2) = \frac{\frac{\partial x^{2D}}{\partial \xi_1} \times \frac{\partial x^{2D}}{\partial \xi_2}}{|\frac{\partial x^{2D}}{\partial \xi_1} \times \frac{\partial x^{2D}}{\partial \xi_2}|},$$

(5)

using a suitable definition of the parametric derivatives, which we present in later sections. A schematic of the KL shell kinematics with respect to the parametric space is provided in Figure 2.

Taking the material time derivative of the position vector and dropping functional dependence on $\xi_i=1,2$ for brevity, the velocity vector $v^{3D}$ may be expressed in index notation as

$$v^{3D}_i = v^{2D}_i + \frac{h}{2} \xi_3 \dot{n}_i,$$

(6)

where

$$\dot{n} = \frac{I - n \otimes n}{\frac{\partial x^{2D}}{\partial \xi_1} \times \frac{\partial x^{2D}}{\partial \xi_2}} \left( \frac{\partial v^{2D}}{\partial \xi_1} \times \frac{\partial x^{2D}}{\partial \xi_2} + \frac{\partial x^{2D}}{\partial \xi_1} \times \frac{\partial v^{2D}}{\partial \xi_2} \right).$$

(7)
Denoting the first fraction on the right-hand side of Equation (7) as $A$,

$$A = \frac{I - n \otimes n}{\left\| \frac{\partial x^{2D}}{\partial \xi_1} \times \frac{\partial x^{2D}}{\partial \xi_2} \right\|},$$

(8)

$n$ can be written in index notation as

$$\dot{n}_i = B^1_{ik} v^{2D}_k \xi^1 + B^2_{il} v^{2D}_l \xi^2,$$

(9)

where the auxiliary second-order tensors $B^1$ and $B^2$ are defined as

$$B^1_{ik} = A_{ij} \epsilon_{jkl} x^{2D}_l \xi^2,$$

$$B^2_{il} = A_{ij} \epsilon_{jkl} x^{2D}_k \xi^1,$$

(10)

and $\epsilon_{ijk}$ is the alternator or Levi–Civita tensor.

Using Equations (6) and (9), the full 3D velocity vector may be expressed as

$$v^{3D}_i = v^{2D}_i + \frac{h}{2} \xi^3 \left( B^1_{ik} v^{2D}_k \xi^1 + B^2_{il} v^{2D}_l \xi^2 \right).$$

(11)

Taking the partial derivatives of $v^{3D}$ with respect to the in-plane and through-thickness parametric coordinates, we obtain

$$v^{3D}_{i,\xi^j} = v^{2D}_{i,\xi^j} + \frac{h}{2} \xi^3 \left( B^1_{ik,\xi^j} v^{2D}_k \xi^1 + B^1_{ik,\xi^j} v^{2D}_k \xi^2 + B^2_{il,\xi^j} v^{2D}_l \xi^2 + B^2_{il,\xi^j} v^{2D}_l \xi^1 \right), \quad j = 1, 2 \text{ (in-plane),}$$

$$v^{3D}_{i,\xi^j} = \frac{h}{2} \left( B^1_{ik,\xi^j} v^{2D}_k + B^2_{il,\xi^j} v^{2D}_l \right), \quad j = 3 \text{ (through-thickness),}$$

(12)

where, using Equation (10), we can express

$$B^1_{ik,\xi^j} = \epsilon_{pkl} \left( A_{ip,\xi^j} x^{2D}_l \xi^2 + A_{ip} x^{2D}_l \xi^1 \right),$$

$$B^2_{il,\xi^j} = \epsilon_{pkl} \left( A_{ip,\xi^j} x^{2D}_k \xi^1 + A_{ip} x^{2D}_k \xi^2 \right).$$

(13)
Using Equation (8), $A_{ip,\xi_j}$ is computed as

$$A_{ip,\xi_j} = -\epsilon_{klm} A_{ik} n_p A_{pk} n_i + A_{ip} n_i \left( x^{2D}_{i\xi_1\xi_j} x^{2D}_{m\xi_2} + x^{2D}_{i\xi_1} x^{2D}_{m\xi_2\xi_j} \right). \tag{14}$$

Partial derivatives of the position vector $x^{3D}$ with respect to the parametric coordinates are computed in a similar fashion,

$$x^{3D}_{i\xi_j} = x^{2D}_{i\xi_j} + \frac{h}{2} \xi_3 \left( B_{1i} x^{2D}_{k\xi_1\xi_j} + B_{2i} x^{2D}_{l\xi_2\xi_j} \right), \quad j = 1, 2 \text{ (in-plane)},$$

$$x^{3D}_{i\xi_j} = \frac{h}{2} n_i, \quad j = 3 \text{ (through-thickness)}. \tag{15}$$

Finally, using the chain rule, the spatial velocity gradient tensor in index notation may be expressed as

$$v_{i,j}^{3D} = v_{i,\xi_k}^{3D} F_{kj}^{-1}, \tag{16}$$

or in matrix notation as

$$\nabla v^{3D} = \begin{bmatrix} \frac{\partial v^{3D}}{\partial \xi_1} & \frac{\partial v^{3D}}{\partial \xi_2} & \frac{h}{2} \hat{n} \end{bmatrix} \cdot F_{3D}^{-1}, \tag{17}$$

where $F_{kj}^{3D} = x^{3D}_{k,\xi_j}$ is the Jacobian of the mapping between the local parametric domain and the physical domain of the current configuration,

$$F_{3D} = \begin{bmatrix} \frac{\partial x^{3D}}{\partial \xi_1} & \frac{\partial x^{3D}}{\partial \xi_2} & \frac{h}{2} \hat{n} \end{bmatrix}. \tag{18}$$

3. Peridynamic KL Shell Formulation

In this section, the mathematical formulation for the proposed PD shell framework is detailed.

3.1. Derivation from the Energy Balance Law

Let $B^{3D}$ denote a body in the undeformed configuration. The rate form of the energy balance law states that the rate of change of total energy of the body is balanced by the supplied power $W_{\text{supp}}(B)$. Neglecting the thermal effects, the rate-form energy balance law may be expressed as:

$$\dot{K}(B) + \dot{U}(B) = W_{\text{supp}}(B), \tag{19}$$

Here, $K(B)$ is the total kinetic energy

$$K(B) = \int_{B^{3D}} \frac{1}{2} \rho(P) v(P) \cdot v(P) \, dP, \tag{20}$$

where $dP$ is the infinitesimal volume of the material point $P$, $\rho(P)$ is the mass density of $P$ in the undeformed configuration, and $v(P)$ is the velocity of $P$. 
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The total strain power $\dot{U}_{(3)}$ may be expressed as

$$\dot{U}_{(3)} = \int_{\mathcal{B}^{3D}} \dot{U}_{(P)} \, dP,$$

(21)

where $\dot{U}_{(P)}$ is the strain-power density at $P$. The PD theory regularizes $\dot{U}_{(P)}$ as [101, 6]

$$\dot{U}_{(P)} = \int_{\mathcal{B}^{3D}} \alpha_{(P-Q)} \dot{U}^{*}_{(P-Q)} \, dQ,$$

(22)

where $\dot{U}^{*}_{(P-Q)}$ is the strain-power density associated with a bond $\langle P - Q \rangle$, and $\alpha_{(P-Q)}$ is a normalized weighting function constrained to satisfy the identity

$$\int_{\mathcal{B}^{3D}} \alpha_{(P-Q)} \, dQ = 1.$$

(23)

The bond-associated strain-power density is defined as:

$$\dot{U}^{*}_{(P-Q)} = \tau_{(P-Q)} : L_{(P-Q)},$$

(24)

where $\tau_{(P-Q)}$ and $L_{(P-Q)}$ are the bond-associated, power-conjugate Kirchhoff stress and velocity gradient tensors, respectively. Combining Equations (21), (22) and (24), we obtain

$$\dot{U}_{(3)} = \int_{\mathcal{B}^{3D}} \int_{\mathcal{B}^{3D}} \alpha_{(P-Q)} \tau_{(P-Q)} : L_{(P-Q)} \, dQ \, dP.$$

(25)

The above equations have general applicability to any 3D continuum body. In order to specialize the formulation to a thin shell, we need to appropriately restrict the kinematics to respect the Kirchhoff hypothesis, which states that the shell director remains orthogonal to the mid-surface throughout the deformation. For this, let $\mathcal{B}^{2D}$ denote the shell mid-surface in the reference configuration. Introducing the Kirchhoff–Love shell kinematics given by Equation (6) into Equation (20) and integrating through the thickness at each material point $P$, we obtain the rate of kinetic energy per unit area as

$$\dot{K}_{(P)} = \int_{-1}^{1} \rho^{2D} (\mathbf{\dot{v}}^{2D} + h^{2D} \mathbf{\dot{n}}_{(P)} / 2) \cdot (\mathbf{\dot{v}}^{2D} + h^{2D} \mathbf{\dot{n}}_{(P)} / 2) \, d\xi_{3},$$

(26)

where $\rho^{2D}_{(P)}$ is the body mass per unit area at $P$ given by

$$\rho^{2D}_{(P)} = \rho_{(P)} h_{(P)}.$$

(27)

Integrating over the shell undeformed surface results in the following expression for the kinetic energy rate in terms of the translational and rotational contributions:

$$\dot{K}_{(3)} = \dot{K}_{(2)}^{\text{tran}} + \dot{K}_{(2)}^{\text{rot}},$$

$$\dot{K}_{(3)} = \int_{\mathcal{B}^{2D}} \rho^{2D}_{(P)} \mathbf{\dot{v}}^{2D}_{(P)} \cdot \mathbf{\dot{v}}^{2D}_{(P)} \, dP + \int_{\mathcal{B}^{2D}} \frac{\rho^{2D}_{(P)} h^{2D}_{(P)} / 12}{\mathbf{\dot{n}}_{(P)} \cdot \mathbf{\dot{n}}_{(P)}} \, dP.$$

(28)
Starting from Equation (25), the stress power terms may be re-expressed as follows:
\[ \mathcal{U}_{(2D)} = \int_{B^{2D}} \int_{B^{2D}} \alpha_{(P-Q)} \mathbf{t} \cdot \mathbf{L}_{(P-Q)} \, dQ \, dP = \int_{B^{2D}} \int_{B^{2D}} \mathbf{T}^{\text{int}}_{(P-Q)} : \mathbf{v}^{2D}_{(P-Q)} \, dQ \, dP, \quad (29) \]
where \( \mathbf{T}^{\text{int}} \) is the PD force state (with units of force per unit area squared in the shell framework) and \( \mathbf{v}^{2D}_{(P-Q)} \) is the mid-surface velocity state defined as
\[ \mathbf{v}^{2D}_{(P-Q)} = \mathbf{v}^{2D}_{(Q)} - \mathbf{v}^{2D}_{(P)}. \quad (30) \]

The expression for the velocity gradient in Equations (17) and (18), which depends on \( \mathbf{v}^{2D} \), determines the exact relationship between the force state and stress tensor in Equation (29), which is to be defined in Section 3.3. Using Equation (30) and changing the order of integration in Equation (29) results in
\[ \mathcal{U}_{(2D)} = \int_{B^{2D}} \left( \int_{B^{2D}} \left( \mathbf{T}^{\text{int}}_{(Q-P)} - \mathbf{T}^{\text{int}}_{(P-Q)} \right) \, dQ \right) \cdot \mathbf{v}^{2D}_{(P)} \, dP. \quad (31) \]

Noting that \( \mathbf{n} \) is a function of \( \mathbf{v}^{2D} \) as per Equation (9), the rate of the rotational kinetic energy may also be re-expressed as
\[ \mathcal{K}^{\text{rot}}_{(P)} = \int_{B^{2D}} \frac{\rho^{2D}_{(P)} h^2_{(P)}}{12} \mathbf{n} \cdot \mathbf{\dot{n}}_{(P)} \, dP = \int_{B^{2D}} \left( \int_{B^{2D}} \left( \mathbf{T}^{\text{rot}}_{(Q-P)} - \mathbf{T}^{\text{rot}}_{(P-Q)} \right) \, dQ \right) \cdot \mathbf{v}^{2D}_{(P)} \, dP, \quad (32) \]
where the detailed expression for the corresponding force state \( \mathbf{T}^{\text{rot}} \) is also provided in Section 3.3. Combining Equations (19), (26), (28), (31) and (32), we obtain
\[ \int_{B^{2D}} \left[ \rho^{2D}_{(P)} \mathbf{\dot{v}}^{2D}_{(P)} + \int_{B^{2D}} (\mathbf{T}_{(Q-P)} - \mathbf{T}_{(P-Q)}) \, dQ - \rho^{2D}_{(P)} \mathbf{b}_{(P)} \right] \cdot \mathbf{v}^{2D}_{(P)} \, dP = 0, \quad (33) \]
where
\[ \mathbf{T}_{(P-Q)} = \mathbf{T}^{\text{int}}_{(P-Q)} + \mathbf{T}^{\text{rot}}_{(P-Q)} \quad (34) \]
and \( \rho^{2D}_{(P)} \mathbf{b}_{(P)} \) is the body force per unit area. Using a localization argument that Equation (33) must hold for all choices of \( \mathbf{v}^{2D}_{(P)} \) and at each material point \( P \), we arrive at a PD version of the local balance of linear momentum:
\[ \rho^{2D}_{(P)} \mathbf{\dot{v}}^{2D}_{(P)} = \int_{B^{2D}} (\mathbf{T}_{(P-Q)} - \mathbf{T}_{(Q-P)}) \, dQ + \rho^{2D}_{(P)} \mathbf{b}_{(P)}. \quad (35) \]

Equation (35) represents the state-based PD formulation [102] of the equation of motion for the KL shell structure. In the discrete setting, only a finite number of material points \( P \) are employed, each corresponding to a mesh node, and the integral over \( B^{2D} \) is carried out using nodal quadrature equipped with appropriate corrections (i.e., asymptotically compatible schemes).
3.2. Evaluation of the Parametric Derivatives

The spatial derivatives in meshfree methods, including PD, are typically computed directly from the point cloud with the aid of higher-order kernel functions and/or numerical integration [30, 76, 50, 13, 112]. In the proposed thin shell framework, however, the spatial derivatives are computed using a chain rule that involves a mapping from the parametric to the physical domain, as outlined in the previous sections. The chain rule involves computation of the parametric derivatives at each material point \( P \), which is done as follows. In the continuous form, an integral-based first-order partial derivative operator acting on a vector-valued function \( f \) is defined as

\[
\mathbf{f}_{e_j(P)} = \int_{\mathcal{B}_{2D}} \mathbf{f}_{(P-Q)} \Phi_{e_j} \left( \xi_{1(P-Q)}, \xi_{2(P-Q)} \right) dQ, \quad j = 1, 2. \tag{36}
\]

In practice, the discrete form of the partial-derivative operator is obtained by applying nodal quadrature in the above expression, namely,

\[
\mathbf{f}_{e_j(P)} = \sum_{Q \in \mathcal{B}_{2D}} \mathbf{f}_{(P-Q)} \Phi_{e_j} \left( \xi_{1(P-Q)}, \xi_{2(P-Q)} \right) \mathbf{A}(Q), \quad j = 1, 2. \tag{37}
\]

Here, \( \mathbf{f}_{(P-Q)} = \mathbf{f}_{(Q)} - \mathbf{f}_{(P)} \),

and \( \Phi (\xi_1, \xi_2) \) is the kernel function of two in-plane parametric variables that can be defined explicitly as in the reproducing kernel (RK) methods [30, 50] or using alternative algorithms as in the generalized moving least squares (GLMS) methods [112, 67]. As shown in [13], similar performance can be generally expected from both approaches. Because the KL shell kinematics involves both first- and second-order in-plane parametric derivatives, we also calculate the second parametric derivatives of \( f \) as

\[
\mathbf{f}_{e_j e_k(P)} = \sum_{Q \in \mathcal{B}_{2D}} \mathbf{f}_{(P-Q)} \Phi_{e_j e_k} \left( \xi_{1(P-Q)}, \xi_{2(P-Q)} \right) \mathbf{A}(Q), \quad j = 1, 2, \quad k = 1, 2. \tag{39}
\]

The RK-based kernel functions and their derivatives [50] (which is closely related to the RKPM implicit gradient [30] and the PD differential operator [76]) are constructed based on the Taylor series expansion by including the parametric-domain monomials up to order \( n \) as

\[
\Phi^{[n]}_{(P-Q)} = \omega_{(P-Q)} \Xi^{[n]}_{(P-Q)} \mathbf{M}^{[n]-1}_{(P-Q)} \Xi^{[n]}_{(P-Q)}, \tag{40}
\]

where the vector \( \Phi^{[n]}_{(P-Q)} \) has the following structure:

\[
\Phi^{[n]}_{(P-Q)} = [\Phi_{\xi_1}, \Phi_{\xi_2}, \Phi_{\xi_1 \xi_1}, \Phi_{\xi_1 \xi_2}, \Phi_{\xi_2 \xi_2}]^\top_{(P-Q)}, \tag{41}
\]

\( \omega_{(P-Q)} \) is the scalar weighting function that depends on the relative distance between the material points normalized by the PD support size or horizon \( \delta \) (note, \( \omega_{(P-Q)} = 0 \) for the bonds outside of the horizon), and \( \Xi^{[n]}_{(P-Q)} \) is a column vector of the parametric-domain monomials. The discrete form of the moment matrix \( \mathbf{M}^{[n]}_{(P)} \) in Equation (40) is given by

\[
\mathbf{M}^{[n]}_{(P)} = \sum_{Q \in \mathcal{B}_{2D}} \omega_{(P-Q)} \Xi^{[n]}_{(P-Q)} \Xi^{[n]}_{(P-Q)}^\top \mathbf{A}(Q), \tag{42}
\]
and \(\Xi^{[n]}\) is the following \(5 \times d_\Xi\) matrix, where \(d_\Xi\) is the dimension of \(\Xi^{[n]}\):

\[
\Xi^{[n]} = \begin{bmatrix}
1, 0, 0, 0, 0, \ldots, 0 \\
0, 1, 0, 0, 0, \ldots, 0 \\
0, 0, 2, 0, 0, \ldots, 0 \\
0, 0, 0, 1, 0, 0, \ldots, 0 \\
0, 0, 0, 0, 2, 0, \ldots, 0
\end{bmatrix}.
\]  

(43)

Note that \(n \geq 2\) is required in order to have well-defined second-derivative kernel functions.

**Example 1.** For \(n=3\) (cubic kernel functions) we have

\[
\Xi^{[3]} = [\xi_1, \xi_2, \xi_1^2, \xi_1 \xi_2, \xi_2^2, \xi_1^2 \xi_2, \xi_1 \xi_2^2, \xi_1^2 \xi_2^2]^{\top},
\]  

(44)

\[
\tilde{\Xi}^{[3]} = \begin{bmatrix}
1, 0, 0, 0, 0, 0, 0, 0 \\
0, 1, 0, 0, 0, 0, 0, 0 \\
0, 0, 2, 0, 0, 0, 0, 0 \\
0, 0, 0, 1, 0, 0, 0, 0 \\
0, 0, 0, 0, 2, 0, 0, 0
\end{bmatrix},
\]  

(45)

and the vector \(\Phi_{\xi_j}^{[3]}\) is computed using the expression given by Equation (40).

3.3. **Computation of the PD Force State**

The methodology described in Section 2.1 is utilized to construct a local parametric domain for each material point, while the methodology to evaluate parametric gradients is developed in Section 3.2. Equipped with these ingredients, we are now able to compute the PD force state.

We compute the parametric derivatives of the current-configuration position vector as

\[
x_{i\xi_j}^{2D} = \int_{g_{2D}} x_{i\xi_j(p-Q)}^{2D} \Phi_{\xi_j(p-Q)} \, dQ, \quad j = 1, 2,
\]  

(46)

\[
x_{i\xi_j}^{2D} = \int_{g_{2D}} x_{i\xi_j(p-Q)}^{2D} \Phi_{\xi_j(p-Q)} \, dQ, \quad j = 1, 2,
\]  

where

\[
x_{i\xi_j(p-Q)}^{2D} = x_{i\xi_j}^{2D} - x_{i(p)}^{2D}.
\]  

(47)

Although integral notation is employed in the above expressions, as well as in what follows, we carry out the integrals using nodal quadrature (see, e.g., Equations (37) and (39)). The normal vector \(n\) and the matrices \(A, B^1\) and \(B^2\) are evaluated using Equations (5), (8) and (10). Using these objects, together with Equations (15), (18) and (46), we compute the Jacobian \(F^{3D}\).

The velocity gradient is a key object in our shell formulation, and we develop it in what follows. The mid-surface parametric gradient is given by

\[
v_{i\xi_j}^{2D} = \int_{g_{2D}} v_{i\xi_j(p-Q)}^{2D} \Phi_{\xi_j(p-Q)} \, dQ, \quad j = 1, 2,
\]  

(48)

\[
v_{i\xi_j}^{2D} = \int_{g_{2D}} v_{i\xi_j(p-Q)}^{2D} \Phi_{\xi_j(p-Q)} \, dQ, \quad j = 1, 2.
\]
where

\[ v_{3D}^{2D, p-q} = v_{3D}^{2D} - v_{3D}^{2D, p} \] (49)

Using Equations (12) and (48), the full parametric gradient may be expressed as

\[
\begin{align*}
  v_{i,k}(p) &= \int_{\mathbb{R}^2} \Phi_{i,j}(p) v_{i,j}(p) \ dQ + \frac{h(p)}{2} \xi^3 \int_{\mathbb{R}^2} \left( B_{i,k}(p) \Phi_{i,j}(p) + B_{i,k}(p) \Phi_{i,j}(p) \right) v_{k,p}^{2D} \ dQ \\
  &+ \frac{h(p)}{2} \xi^3 \int_{\mathbb{R}^2} \left( B_{i,k}(p) \Phi_{i,j}(p) + B_{i,k}(p) \Phi_{i,j}(p) \right) v_{k,p}^{2D} \ dQ, \quad j = 1, 2 \text{ (in-plane)}, \\
  v_{i,k}(p) &= \int_{\mathbb{R}^2} \Phi_{i,j}(p) v_{i,j}(p) \ dQ, \quad (\text{through-thickness}).
\end{align*}
\] (50)

The spatial velocity gradient \( v_{i,j}^{3D}(p) \) can be obtained using Equations (16) and (50),

\[
 v_{i,j}^{3D}(p) = \left( \int_{\mathbb{R}^2} \beta_{i,j}(p) v_{i,j}^{2D}(p) \ dQ \right) F_{j,k}^{3D},
\] (51)

where the auxiliary object \( \beta_{i,j}^{3D}(p) \) is given by

\[
\begin{align*}
  \beta_{i,j}^{3D}(p) &= \Phi_{i,j}(p) \delta_{i,j} + \frac{h(p)}{2} \xi^3 \left( B_{i,k}(p) \Phi_{i,j}(p) + B_{i,k}(p) \Phi_{i,j}(p) + B_{i,k}(p) \Phi_{i,j}(p) + B_{i,k}(p) \Phi_{i,j}(p) \right), \quad j = 1, 2 \\
  \beta_{i,j}^{3D}(p) &= \frac{h(p)}{2} \left( B_{i,k}(p) \Phi_{i,j}(p) + B_{i,k}(p) \Phi_{i,j}(p) \right), \quad j = 3.
\end{align*}
\] (52)

To avoid instability, we use the bond-stabilization technique [9] and define the following bond-associated velocity gradient directly in the physical domain:

\[
\begin{align*}
  v_{i,j}(p) &= \frac{v_{i,j}^{3D}(p) + v_{i,j}^{3D}(p)}{2} + \left( v_{i,j}^{3D}(p) - \frac{v_{i,j}^{3D}(p) + v_{i,j}^{3D}(p)}{2} x_{i,j}^{3D}(p) \right) x_{i,j}^{3D}(p),
\end{align*}
\] (53)

where

\[
 v_{i,j}^{3D}(p) = v_{i,j}^{3D} - v_{i,j}^{3D},
\] (54)

and

\[
 x_{i,j}^{3D}(p) = x_{i,j}^{3D} - x_{i,j}^{3D}.
\] (55)

Introducing the Kirchhoff-Love kinematics into Equations (54) and (55) allows us to re-express the full position and velocity vectors in terms of their mid-surface counterparts as

\[
\begin{align*}
  x_{i,j}^{3D}(p) &= \left( x_{i,j}^{3D}(p) + \frac{h(p)}{2} \tilde{n}_{i,j}(p) \right) - \left( x_{i,j}^{3D} - \frac{h(p)}{2} \tilde{n}_{i,j}(p) \right) \\
  &= x_{i,j}^{3D}(p) + \frac{\tilde{n}_{i,j}(p)}{2} (h(p) - h(p) \tilde{n}_{i,j}(p))
\end{align*}
\] (56)

and

\[
\begin{align*}
  v_{i,j}^{3D}(p) &= \left( v_{i,j}^{3D}(p) + \frac{h(p)}{2} \tilde{n}_{i,j}(p) \right) - \left( v_{i,j}^{3D} - \frac{h(p)}{2} \tilde{n}_{i,j}(p) \right) \\
  &= v_{i,j}^{3D}(p) + \left( \int_{\mathbb{R}^2} \gamma_{i,k}^{3D}(p) v_{i,k}^{2D}(p) \ dS - \int_{\mathbb{R}^2} \gamma_{i,k}^{3D}(p) v_{i,k}^{2D}(p) \ dS \right),
\end{align*}
\] (57)
where the auxiliary object $\gamma_{(P-S)}^{3D}$ is given by

$$
\gamma_{ik(P-S)}^{3D} = \frac{h_{(P)}}{2} \xi_3 \left( B_{ik(P)}^1 \Phi_{\xi_1(P-S)} + B_{ik(P)}^2 \Phi_{\xi_2(P-S)} \right). \tag{58}
$$

The bond-associated Kirchhoff stress is given by

$$
\tau_{(P-Q)}^{3D} = J_{(P-Q)}^{3D} \sigma_{(P-Q)}^{3D}, \tag{59}
$$

where $J_{(P-Q)}^{3D}$ is the bond-associated Jacobian of the deformation gradient evolved using the trace of the bond-associated spatial velocity gradient

$$
J_{(P-Q)}^{3D} = J_{(P-Q)}^{3D} v_{i,k(p,q)}, \tag{60}
$$

and $\sigma_{(P-Q)}^{3D}$ is the bond-associated Cauchy stress that is obtained from the appropriate rate-form constitutive law. The latter leads to a stress update algorithm driven by the stain increment that depends on the bond-associated symmetric spatial velocity gradient and the time step size.

Introducing the objects derived in this section into Equation (25) for the stress power yields the following expressions:

$$
\dot{\mathcal{U}}_{(\mathcal{B})} = \dot{\mathcal{U}}_1 + \dot{\mathcal{U}}_2 + \dot{\mathcal{U}}_3,
\dot{\mathcal{U}}_1 = \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} a_{i(k,p)}^{3D} v_{k,p}^{3D} \, d\xi_3 \, dQ \, dP,
\dot{\mathcal{U}}_2 = \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} b_{i(k,p)}^{3D} v_{k,p}^{3D} \, d\xi_3 \, dQ \, dP,
\dot{\mathcal{U}}_3 = \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} b_{(i,k)(p,q)}^{3D} \, d\xi_3 \, dQ \, dP, \tag{61}
$$

where the auxiliary objects $a_{(P-Q)}^{3D}$ and $b_{(P-Q)}^{3D}$ are given by

$$
a_{i(k,p)}^{3D} = \frac{h_{(P)}}{2} \alpha_{(P-Q)}^{3D} \frac{x_{j(k,p)}^{3D}}{|x_{(P-Q)}^{3D}|^2},
b_{(i,k)(p,q)}^{3D} = \frac{h_{(P)}}{4} \alpha_{(P-Q)}^{3D} \frac{\delta_{jk} - \frac{x_{j(k,p)}^{3D} x_{k(p,q)}^{3D}}{|x_{(P-Q)}^{3D}|^2}}. \tag{62}
$$

The first term in Equation (61) is evaluated using Equation (57) resulting in

$$
\dot{\mathcal{U}}_1 = \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} a_{i(k,p)}^{3D} v_{k,p}^{3D} \, d\xi_3 \, dQ \, dP + \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} a_{i(k,p)}^{3D} \int_{g_{2D}} \gamma_{ik(q,s)}^{3D} v_{k(s)}^{2D} \, dS \, d\xi_3 \, dQ \, dP - \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} a_{i(k,p)}^{3D} \int_{g_{2D}} \gamma_{ik(p,s)}^{3D} v_{k(s)}^{2D} \, dS \, d\xi_3 \, dQ \, dP. \tag{63}
$$
Interchanging the order of integration in Equation (63) we get

\[
\dot{U} = \int_{g_{2D}} \int_{g_{2D}} \left( \int_{-1}^{1} a_{i_{p-(q)}}^{3D} \, d\xi_3 \right) v_{k_{p-(q)}}^{2D} \, dQ \, dP + \int_{g_{2D}} \int_{g_{2D}} \left( \int_{g_{2D}} \int_{-1}^{1} y_{ik_{p-(q)}}^{3D} a_{i_{p-(q)}}^{3D} \, d\xi_3 \, dS \right) v_{k_{p-(q)}}^{2D} \, dQ \, dP - \int_{g_{2D}} \int_{g_{2D}} \left( \int_{g_{2D}} \int_{-1}^{1} y_{ik_{p-(q)}}^{3D} a_{i_{p-(q)}}^{3D} \, d\xi_3 \, dS \right) v_{k_{p-(q)}}^{2D} \, dQ \, dP
\]

(64)

\[
= \int_{g_{2D}} \int_{g_{2D}} \left( \int_{-1}^{1} a_{i_{p-(q)}}^{3D} \, d\xi_3 \right) v_{k_{p-(q)}}^{2D} \, dQ \, dP + \int_{g_{2D}} \int_{g_{2D}} \left( \int_{g_{2D}} \int_{-1}^{1} y_{ik_{p-(q)}}^{3D} \left( a_{i_{p-(q)}}^{3D} - a_{i_{p-(q)}}^{3D} \right) \, d\xi_3 \, dS \right) v_{k_{p-(q)}}^{2D} \, dQ \, dP.
\]

The second term in Equation (61) can be rewritten using Equations (16) and (51) as

\[
\dot{U} = \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} b_{ik_{p-(q)}}^{3D-1} \left( \int_{g_{2D}} \beta_{ij_{p-(q)}}^{3D} v_{l_{p-(q)}}^{2D} \, dS \right) F_{jk_{p}}^{3D-1} \, d\xi_3 \, dQ \, dP
\]

(65)

\[
= \int_{g_{2D}} \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} b_{ik_{p-(q)}}^{3D-1} \left( \int_{g_{2D}} \int_{-1}^{1} b_{ik_{p-(q)}}^{3D} \, d\xi_3 \, dS \right) v_{l_{p-(q)}}^{2D} \, dQ \, dP.
\]

Similarly, the last term in Equation (61) may be expanded using Equations (16) and (51) as

\[
\dot{U} = \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} b_{ik_{p-(q)}}^{3D-1} \left( \int_{g_{2D}} \beta_{ij_{p-(q)}}^{3D} v_{l_{p-(q)}}^{2D} \, dS \right) F_{jk_{p}}^{3D-1} \, d\xi_3 \, dQ \, dP
\]

(66)

\[
= \int_{g_{2D}} \int_{g_{2D}} \int_{g_{2D}} \int_{-1}^{1} b_{ik_{p-(q)}}^{3D-1} \left( \int_{g_{2D}} \int_{-1}^{1} b_{ik_{p-(q)}}^{3D} \, d\xi_3 \, dS \right) v_{l_{p-(q)}}^{2D} \, dQ \, dP.
\]

Finally, the rate of rotational kinetic energy may be expressed as

\[
\int_{g_{2D}} \frac{\rho_{(P)}^{2D} h_{(P)}^{2}}{12} \, \dot{\mathbf{n}}_{(P)} \cdot \mathbf{n}_{(P)} \, dP = \int_{g_{2D}} \frac{\rho_{(P)}^{2D} h_{(P)}^{2}}{12} \, \dot{\mathbf{n}}_{(P)} \left( B_{ik_{p}}^{1} v_{k_{p-(q)}}^{2D} + B_{ik_{p}}^{2} v_{k_{p-(q)}}^{2D} \right) \, dP
\]

(67)

\[
= \int_{g_{2D}} \frac{\rho_{(P)}^{2D} h_{(P)}^{2}}{12} \, \dot{\mathbf{n}}_{(P)} \left( B_{ik_{p}}^{1} \Phi_{\xi_{1-(p-q)}} + B_{ik_{p}}^{2} \Phi_{\xi_{2-(p-q)}} \right) \, v_{k_{p-(q)}}^{2D} \, dQ \, dP,
\]

where \( \dot{\mathbf{n}}_{(P)} \) can be obtained analytically by taking a time derivative of Equation (9) or numerically using a finite difference approach.

Combining the above results and comparing with Equations (31) and (32), we deduce that the total force state that includes the internal stress and rotation contributions becomes

\[
T_{i_{p-(q)}} = \int_{-1}^{1} a_{i_{p-(q)}}^{3D} \, d\xi_3 + \int_{-1}^{1} \left( \int_{g_{2D}} \left( a_{i_{k_{p}}}^{3D} - a_{k_{p}}^{3D} \right) \, dS \right) y_{ik_{p-(q)}}^{3D} \, d\xi_3 + \int_{-1}^{1} \left( \int_{g_{2D}} \left( b_{i_{k_{p}}}^{3D} + b_{k_{p}}^{3D} \right) \, dS \right) \left( F_{jk_{p}}^{3D} \right)^{-1} \beta_{ij_{p-(q)}}^{3D} \, d\xi_3
\]

(68)

\[
+ \frac{\rho_{(P)}^{2D} h_{(P)}^{2}}{12} \, \dot{\mathbf{n}}_{(P)} \left( B_{ik_{p}}^{1} \Phi_{\xi_{1-(p-q)}} + B_{ik_{p}}^{2} \Phi_{\xi_{2-(p-q)}} \right) \, v_{k_{p-(q)}}^{2D} \, dQ \, dP,
\]
The through-thickness integration is carried out using Gaussian quadrature in the parametric $\xi_3$ direction. Let $N_G$ denote the number of through-thickness quadrature points and let $w_I$ denote the $I$th quadrature weight. The space-discrete PD formulation of the KL shell can be thus summarized as follows:

$$\rho^{2D}(P) \dot{v}^{2D}(P) = \sum_{Q \in B^{2D}} (T_{(P,Q)} - T_{(Q,P)}) A_{(Q)} + \rho^{2D}(P) b(P),$$

(69)

where

$$T_{i(P,Q)} = \sum_{I=1}^{N_G} w^I T^\text{int}_I + T^\text{tot}_I,$$

$$T^\text{int}_I = a^I_{i(P-Q)} + \tilde{a}^I_{k(p)} \gamma^I_{k(P-Q)} + \tilde{b}^I_{l(k)p} B^I_{lj(P-Q)} (F^I_{jk(p)})^{-1},$$

$$\tilde{a}^I_{k(p)} = \sum_{S \in B^D} (a_{k(S-P)} - a^I_{k(P-S)}) A_{(S)},$$

$$\tilde{b}^I_{l(k)p} = \sum_{S \in B^D} (b_{l(k)(S-P)} + b^I_{l(k)(S-P)}) A_{(S)},$$

$$T^\text{tot}_I = \rho^{2D}(P) h^2 \dot{\eta}^{(p)}_{k(p)} \left( B^1_{kl(p)} \Phi_{\xi_1(P-Q)} + B^2_{kl(p)} \Phi_{\xi_2(P-Q)} \right),$$

(70)

in which $T^\text{int}_I$ is the internal force state at the through-thickness quadrature point $I$, and $T^\text{tot}_I$ is the rotational force state, which is pre-integrated through the thickness analytically. The algorithmic implementation of the above formulation is summarized in Appendix A. A linearized version of the formulation is provided in Appendix B, and may be used in quasi-static or implicit calculations.

3.4. Stress Update

It is necessary to ensure that the principle of material frame indifference, or objectivity, is maintained in the rate-form constitutive relations [15]. To this end we make use of the co-rotational formulation for the stress update. The rate of deformation $D$ is defined as the symmetric part of the velocity gradient

$$D_{ij} = \frac{1}{2} \left( \dot{v}_{ij}^{3D} + \dot{v}_{ji}^{3D} \right).$$

(71)

The rate of deformation $\hat{D}$ in the unrotated coordinate configuration is related to $D$ by the following transformation:

$$\hat{D} = R^\top D R,$$

(72)

where $R$ is the rotation tensor associated with the polar decomposition $F = V R$. The numerical algorithm of [42], summarized in Algorithm 1, is used to evolve $R$ in time. In the polar decomposition, $V$ is the left-stretch tensor, which is equal to the identity tensor at every point in the undeformed configuration. Note that the co-rotational approach does not suffer from the spurious stress oscillations associated with the Jaumann rate in shear-dominated deformations [38, 42].

The stress update is performed in the unrotated configuration as

$$\hat{\sigma}^{(n+1)} = \hat{\sigma}^{(n)} + \Delta \hat{\sigma},$$

(73)

using a constitutive law for the stress rate, i.e.,

$$\Delta \hat{\sigma} = \hat{\sigma}(\hat{D}) \Delta t.$$

(74)
Algorithm 1 Time integration of the rotation matrix [42] at the bond level

1: Decompose the bond-level velocity gradient into symmetric (D) and anti-symmetric (W) parts.
   \[ z_l = \epsilon_{ikj} D_{jm} V_{mk} \]
   \[ \omega = w + [I \text{tr}(V^n) - V^n]^{-1} z \quad \text{where} \quad W_{ij} = \epsilon_{ikj} w_k \]
2: Calculate auxiliary vector states \( z \), \( \omega \), and the rate of rigid-body rotation tensor \( \Omega \) such that,
   \[ z_i = \epsilon_{ikj} D_{jm} V_{mk} \]
   \[ \omega = w + [I \text{tr}(V^n) - V^n]^{-1} z \quad \text{where} \quad W_{ij} = \epsilon_{ikj} w_k \]
   \[ \Omega_{ij} = \epsilon_{ikj} \omega_k \]
3: Solve for the bond-level rotation matrix,
   \[ \left( I - \frac{1}{2} \Delta t \, \Omega \right) R^{(n+1)} = \left( I + \frac{1}{2} \Delta t \, \Omega \right) R^{(n)} \]
4: Compute the rate of change of the bond-level left-stretch tensor \( \dot{V} \),
   \[ \dot{V} = (D + W) V^{(n)} - V^{(n)} \Omega \]
5: Update the left-stretch tensor state \( V^{(n+1)} \),
   \[ V^{(n+1)} = V^{(n)} + \dot{V} \Delta t \]
6: Store the left-stretch and rotation tensor states for the next time step,
   \[ V^{(n+1)} \leftarrow V^{(n+1)} \]
   \[ R^{(n)} \leftarrow R^{(n+1)} \]

The updated stress tensor is rotated back to the deformed configuration as
   \[ \sigma^{(n+1)} = R^{(n+1)} \hat{\sigma}^{(n+1)} R^{(n+1)\top}. \] (75)

Note that all the above calculations are performed at the bond level.

Remark 3. In the computation, at time \( t = 0 \) the rotation tensor is initialized as
   \[ R^{(0)} = \left[ \begin{array}{ccc} \uparrow & \uparrow & \uparrow \\
\hat{e}^1 & \hat{e}^2 & \hat{n} \\
\uparrow & \uparrow & \uparrow \end{array} \right], \] (76)

where \( \hat{n} \) is the mid-surface unit normal in the undeformed configuration, and \( \hat{e}^1 \) and \( \hat{e}^2 \) are the orthonormal vectors in the shell mid-surface tangent plane. As the rotation matrix is evolved in time according to Algorithm 1, its first two columns will contain the vectors that align with the material principal axes, while its third column will contain the surface normal vector, all in the current configuration. This setup is particularly convenient for: i. Modeling of anisotropic materials, such as fiber-reinforced composites, where the unrotated-configuration stress components \( \hat{\sigma}_{11} \), \( \hat{\sigma}_{22} \), and \( \hat{\sigma}_{12} = \hat{\sigma}_{21} \) correspond to the fiber, matrix, and in-plane shear stress, respectively, and may be used directly to drive the corresponding damage modes (see, e.g., [49, 77, 64]); ii. Enforcing the zero through-thickness stress condition directly on the \( \hat{\sigma}_{33} \) component of the unrotated stress (see Section 3.6). In the present formulation, the rotation tensor is initialized at each bond \( \langle P - Q \rangle \), for which we define the bond-associated unit normal in the undeformed configuration
   \[ \hat{n}_{(P - Q)} = \frac{\hat{n}_{(P)} + \hat{n}_{(Q)}}{\left| \hat{n}_{(P)} + \hat{n}_{(Q)} \right|}. \] (77)

3.5. \( J_2 \) Plasticity Theory

In this work, we use the rate-independent three-dimensional von Mises \( J_2 \) (isotropic) plasticity [36] with a return mapping algorithm, which is briefly recalled here. Note that all the calculations are performed in the co-rotational system detailed in the previous section.
The rate of deformation tensor is decomposed additively into elastic and plastic parts as
\[ \dot{D} = \dot{D}^e + \dot{D}^p. \] (78)

An elastic predictor step is assumed for computing the trial Cauchy stress state:
\[ \hat{\sigma}_{ij}^{tr} = \hat{\sigma}_{ij}^{(n)} + \Delta t \hat{\sigma}_{ijkl}^e \dot{D}_{kl} \] (79)

where \( \hat{\sigma}_{ijkl}^e = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) \) is the standard fourth-order isotropic elasticity tensor with Lamé parameters \( \lambda \) and \( \mu \). Next, we calculate the deviatoric part of the trial Cauchy stress as
\[ \hat{\sigma}_{ij}^{dev} = \hat{\sigma}_{ij}^{tr} - \frac{1}{3} \hat{\sigma}_{kk} \delta_{ij} \] (80)

and the trial von Mises stress as
\[ \hat{\sigma}_{vm} = \sqrt{ \frac{3}{2} \hat{\sigma}_{ij}^{dev} \hat{\sigma}_{ij}^{dev} }. \] (81)

The yield function \( f \) is defined as
\[ f \left( \hat{\sigma}_{vm}, \bar{\epsilon}_P \right) = \hat{\sigma}_{vm} - \sigma_Y \left( \bar{\epsilon}_P \right), \] (82)

where the yield stress \( \sigma_Y \) is a function of the equivalent plastic strain \( \bar{\epsilon}_P \).

If \( f \left( \hat{\sigma}_{vm}, \bar{\epsilon}_P \right) \leq 0 \), the stress update is completed with the elastic predictor. Otherwise, plastic yielding occurs and we radially return to the yield surface such that \( f \left( \hat{\sigma}_{vm}, \bar{\epsilon}_P \right) = 0 \). Using Newton’s method, the plastic consistency parameter \( \Delta \gamma \) is computed as follows:
\[ \Delta \gamma^{(k+1)} = \Delta \gamma^{(k)} + \frac{\tilde{f} \left( \Delta \gamma^{(k)} \right)}{3 \mu + H^{(k)}}, \] (83)

\[ \tilde{f} \left( \Delta \gamma^{(k)} \right) = \hat{\sigma}_{vm} - 3 \mu \Delta \gamma^{(k)} - \sigma_Y \left( \bar{\epsilon}_P^{(n)} + \Delta \gamma^{(k)} \right), \]

where \( H^{(k)} = \frac{d\sigma_Y}{d\bar{\epsilon}_P} \bigg|_{\bar{\epsilon}_P^{(0)} + \Delta \gamma^{(k)}} \) is the hardening modulus computed at the iteration step \( k \). Once \( \tilde{f} \left( \Delta \gamma^{(k+1)} \right) = 0 \), the yield condition is met, and the step is completed by updating the stress tensor and equivalent plastic strain states using
\[ \hat{\sigma}_{ij}^{(n+1)} = \frac{1}{3} \hat{\sigma}_{kk} \delta_{ij} + \left( 1 - \frac{3 \mu \Delta \gamma^{(k+1)}}{\hat{\sigma}_{vm}} \right) \hat{\sigma}_{ij}^{dev}, \]
\[ \bar{\epsilon}_P^{(n+1)} = \bar{\epsilon}_P^{(n)} + \Delta \gamma^{(k+1)}. \] (84)

3.6. Enforcing Zero Through-Thickness Stress and Updating the Jacobian and Thickness

The direct use of 3D constitutive modeling in conjunction with the KL shell kinematics may result in a non-zero through-thickness stress state and lead to an overly stiff structural response [17]. Following the approach in [48, 5, 1], the condition \( \hat{\sigma}_{33} = 0 \) (i.e., the plane-stress condition) is enforced by adjusting the through-thickness component of the rate of deformation \( \dot{D}_{33} \). This is done iteratively using Newton’s method, with the details provided in Algorithm 2. In the Algorithm 2,
Algorithm 2  Enforcement of zero through-thickness stress

1: \( (\hat{\sigma}^{(0)}_{ij}, \hat{C}_{ijkl}^{alg,(0)}) \) \( \leftarrow \) Elasto-plastic stress update using \( \hat{D}_{ij}^{(0)} \) (cf. Section 3.5)
2: \( (v) \leftarrow (0) \)
3: while \( |\hat{\sigma}_{33}^{(v)}| \geq tol \) do
4: \( \Delta \hat{D}_{33} = -\hat{\sigma}_{33}^{(v)} \Delta t \hat{C}_{3333}^{alg,(v)} \)
5: \( \hat{D}_{33}^{(v+1)} = \hat{D}_{33}^{(v)} + \Delta \hat{D}_{33} \)
6: \( (\hat{\sigma}^{(v+1)}_{ij}, \hat{C}_{ijkl}^{alg,(v+1)}) \) \( \leftarrow \) Elasto-plastic stress update with \( \hat{D}_{ij}^{(v+1)} \)
7: \( (v) \leftarrow (v + 1) \)
8: end while

\( \hat{C}_{ijkl}^{alg} \) is the consistent tangent modulus in the unrotated configuration. For \( J_2 \) plasticity, \( \hat{C}_{ijkl}^{alg} \) is given by [103]:

\[
\hat{C}_{ijkl}^{alg} = \left( \lambda + \frac{2\mu}{3} \right) \delta_{ij} \delta_{kl} + 2\mu \beta \hat{\sigma}_{dev}^{ijkl} - 2\mu \gamma \hat{n}_{ij} \hat{n}_{kl},
\]

\[
\beta = \frac{\sigma_Y}{\sigma_{vm}}, \quad \gamma = \frac{1}{1 + \frac{H}{3\mu}} - (1 - \beta), \quad \hat{n}_{ij} = \frac{\hat{\sigma}_{ij}^{dev}}{\sqrt{\hat{\sigma}_{kl}^{dev} \hat{\sigma}_{kl}^{dev}}},
\]

(85)

where \( \hat{\sigma}_{dev}^{ijkl} = \frac{1}{2} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) - \frac{1}{3} \delta_{ij} \delta_{kl} \) is the fourth-order deviatoric tensor.

Using the computed values of the rate of deformation tensor, the Jacobian of the deformation gradient and local shell thickness are obtained from the rate form of the corresponding equations. Applying midpoint time integration to both quantities gives the following update formula for the Jacobian:

\[
j^{(n+1)} = \left( \frac{1 + \Delta t/2 \hat{D}_{ik}}{1 - \Delta t/2 \hat{D}_{ik}} \right) j^{(n)},
\]

(86)

and for the local thickness [1]:

\[
h^{(n+1)} = \left( \frac{1 + \Delta t/2 \hat{D}_{33}}{1 - \Delta t/2 \hat{D}_{33}} \right) h^{(n)}.
\]

(87)

Note that because the Jacobian is used to compute the Kirchhoff stress as per Equation (59), the update given by Equation (86) takes place at the bond level. Conversely, because the local thickness is a material-point variable, the update given by Equation (87) takes place at the node level.

3.7. Damage Modeling

The bond-associative damage modeling approach [9, 8] is utilized in this work. Compared to the state-based PD correspondence damage formulation [114], the bond-associative approach applies a degradation function to the bonds instead of the nodes which results in enhanced stability and significant reduction of mass loss in damaged zones [9]. In this approach, the influence
function for a bond $\langle \eta \rangle$ is modified as

$$
\omega_{(q)} = \hat{\omega}(|\eta|, q_{(q)}) = \omega_{\eta}(|\eta|) \omega_{D}(D_{(q)}),
$$

where $\omega_{\eta}(|\eta|)$ is the conventional damage-independent influence function providing the relative strength of interaction between two material points in the undamaged reference configuration, and $\omega_{D}(D_{(q)})$ is the damage-dependent part of the influence state. The bond-associated damage parameter $D_{(q)} \in [0, 1]$ depends on the bond-associated internal variables $q$ (strain, stress, stretch, temperature, etc.) and is governed using classical continuum damage models. Damage irreversibility is included by requiring $\omega_{D}$ to be a non-increasing function of $D_{(q)}$. For an undamaged bond ($D_{(q)} = 0$), we require that $\omega_{D}(0) = 1$. For a fully-broken bond ($D_{(q)} = 1$), on the other hand, $\omega_{D}(1) = 0$. For visualization purposes, a node-associated damage variable is defined as the average damage at each material point, i.e.,

$$
D_{(P)} = \frac{\sum_{Q} D_{(P-Q)}}{N_{(P)}},
$$

where $Q$ belongs to the neighbor set of $P$ with the total number of neighbors $N_{(P)}$.

In this work, a cubic B-spline kernel is used to define the radial influence function, i.e.,

$$
\omega_{\eta}(\hat{\eta}) = \begin{cases} 
\frac{2}{3} - 4 \hat{\eta}^2 + 4 \hat{\eta}^3 & \text{for } 0 < \hat{\eta} \leq \frac{1}{2} \\
\frac{3}{4} - 4 \hat{\eta} + 4 \hat{\eta}^2 - \frac{4}{3} \hat{\eta}^3 & \text{for } \frac{1}{2} < \hat{\eta} \leq 1 \\
0 & \text{otherwise}
\end{cases}
$$

where $\hat{\eta}$ is defined for a bond $\langle P - Q \rangle$ as

$$
\hat{\eta}_{(P-Q)} \equiv \frac{|X^{2D}_{(Q)} - X^{2D}_{(P)}|}{\delta}.
$$

To model brittle fracture, a stress-based damage criterion (e.g., Tresca or von Mises) or a stretch-based failure theory (e.g., the critical stretch fracture model [99]) can be incorporated, among others. To respect the immediate crack growth and unstable crack propagation nature of brittle materials, a bond is suddenly broken once its corresponding field variable exceeds a prescribed value. Alternatively, one can gradually degrade the bond stiffness.

To simulate ductile fracture, which is a gradual process in material degradation of malleable materials, we consider a plasticity-driven fracture model and decay the load-carrying capacity of a bond as follows:

$$
\omega_{D}(D_{(q)}) = 1 - D_{(q)},
$$

$$
D_{(q)} = D(\bar{\varepsilon}_{(q)}) = \begin{cases} 
0, & \bar{\varepsilon}_{(q)} \leq \bar{\varepsilon}_{th}, \\
\frac{\bar{\varepsilon}_{(q)} - \bar{\varepsilon}_{th}}{\bar{\varepsilon}_{cr} - \bar{\varepsilon}_{th}}, & \bar{\varepsilon}_{th} < \bar{\varepsilon}_{(q)} < \bar{\varepsilon}_{cr}, \\
1, & \bar{\varepsilon}_{(q)} \geq \bar{\varepsilon}_{cr},
\end{cases}
$$

where $\bar{\varepsilon}_{th}$ is the yield strain, $\bar{\varepsilon}_{cr}$ is the critical strain, and $\bar{\varepsilon}_{(q)}$ is the plastic strain.
where $\bar{\varepsilon}_p^{(q)}$ is the bond-associated equivalent plastic strain. The model parameters $\bar{\varepsilon}_\text{th}$ and $\bar{\varepsilon}_\text{cr}$ are calibrated for a given material. In this approach, an undamaged bond has $\bar{\varepsilon}_p^{(q)} \leq \bar{\varepsilon}_\text{th}$, and a fully-damaged bond has $\bar{\varepsilon}_p^{(q)} = \bar{\varepsilon}_\text{cr}$. Other, more sophisticated failure criteria may be incorporated in the modeling, e.g., the Johnson-Cook fracture model [56] (also see [9]).

4. Numerical Results

In this section, several numerical case studies including some shell benchmark problems (e.g. the shell obstacle course [14]) are provided to highlight the capabilities of the developed formulation. The examples cover small-strain elasticity, large-deformation elasto-plasticity, and crack growth problems (brittle and ductile fracture). In the following examples, we consider the asymptotic convergence of the proposed model (also known as the $\delta$-convergence in PD [19]) to reference local solutions (e.g., IGA simulations). Thus, the horizon size and nodal spacing approach zero at the same rate. Quadratic RK shape functions are employed in the computations unless otherwise noted. The horizon size is chosen to be $p + 1$ times the average node spacing for RK shape functions of order $p$. Following [1], we use three Gauss points in the through-thickness direction, which results in

$$\left\{ \left( \varepsilon_3^I, w^I \right) \right\} = \left\{ \left( 0, \frac{8}{9} \right), \left( -\frac{\sqrt{3}}{5}, \frac{5}{9} \right), \left( \frac{\sqrt{3}}{5}, \frac{5}{9} \right) \right\}. \quad (93)$$

The normalized influence state $\alpha_{(P-Q)}$ is defined as

$$\alpha_{(P-Q)} = \frac{\omega_{(P-Q)}}{\omega_{0(P)}} \quad \omega_{0(P)} = \int_{2D} \omega_{\eta(P-Q)} \, dQ. \quad (94)$$

For visualization purposes, the nodal field variables (strains, stresses, etc.) are computed by applying the kinematic and constitutive relations at the nodes.

This section contains three main parts. We first study the accuracy of the local surface parameterization in approximating curved geometries in Section 4.1. Next, in Section 4.2, we carry out a set of elastostatic benchmark simulations to assess the convergence behavior of the PD formulation. The computations are done using an in-house Python code involving a quasi-static solver with Backward Euler time integration and a linearized version of the thin shell formulation detailed in Appendix B. The remainder of the verification simulations involving plasticity and fracture in Section 4.3 are carried out using the explicit dynamics solver (Velocity Verlet integration) of an extended version of the open-source PD code Peridigm [87]. Section 4.4 shows two demonstrative examples that involve severe material damage and fragmentation. For the explicit calculations, the stability analysis of [99] gives a good estimate of the critical time step. Some quasi-static problems are solved using the explicit solver. In these cases, in order to speed up the computations, the loading rates are scaled up while respecting the fact that the inertial forces must remain small to achieve quasi-static response. In addition, to suppress the elastic transients in these cases, the velocity boundary conditions are ramped up smoothly from zero to the desired values over a short time period.

4.1. Geometry Tests

In this section we assess the accuracy of our approach in representing curved geometries. Note that we do not solve the equations of motion here, but only calculate the geometric quantities of
interest, i.e., the normal vector and principal curvatures. An elliptical cylinder and a vase-like shape are considered (see Figure 3) where the normal and curvatures may be computed analytically and used to assess the approximation error. In each case, the local manifolds are reconstructed using the PCA algorithm as described in Section 2.1. Then, the parametric derivatives of the reference positions are computed using the PD gradient operator as in Section 3.2. Quadratic, cubic, and quartic RK shape functions are considered. The normal vector is computed using Equation (5), which involves only the first-order parametric derivatives. The principal curvatures are calculated as detailed in [89, Section 8.2], which involves both first- and second-order gradients. The normal and curvature errors are calculated using the root-mean-square (RMS) norm

$$\|e\|_2 = \sqrt{\frac{\sum_{i=1}^{N} e_i^2}{N}}. \quad (95)$$

Both geometries are meshed in a quasi-uniform fashion such that the number of nodes along each length is 8, 16, 32, and 64 at each level of discretization. Figure 4 shows the RMS error in the normal vector and curvatures plotted against the average nodal spacing for the elliptical cylinder. Figure 5 shows the same data for the vase-like shape. For the normal vector, the quadratic discretization shows a nearly second-order convergence rate, while the cubic and quartic discretizations converge at a rate between 3.5 and 4. For the curvatures, the quadratic and cubic discretizations converge at the rate between 1.5 and 2, while the quartic discretizations converge at the rate between 3.5 and 4. The results indicate the presence of super-convergence, which is not uncommon for meshfree schemes [65, 112, 50, 13]. In particular, when calculating the normal vector, which involves only the first-order derivatives, the super-convergence behavior happens for the odd orders (i.e., cubic). On the other hand, the super-convergence behavior shifts to the even orders (i.e., quadratic and quartic) for computing the curvatures, in which both the first- and second-order derivatives are involved.
Figure 4: Geometry test on the elliptical cylinder. RMS error analysis of (a): normals and (b): curvatures.

Figure 5: Geometry test on the vase. RMS error analysis of (a): normals and (b): curvatures.
4.2. Elastostatic Problems

Several elastostatic benchmark problems, including those from the shell obstacle course [14], are studied in this section.

4.2.1. Clamped Circular Plate under Uniform Transverse Loading

For the first example, we study a problem with an existing analytical solution. Consider a circular plate (flat shell) that is clamped at its edges and subjected to a uniform transverse load $q$. The exact deflection using the classical theory is given by [58]:

$$w = -\frac{q}{64D}(x^2 + y^2 - R^2), \quad (96)$$

where $x$ and $y$ are in-plane coordinates, $R$ is the plate radius, and $D = \frac{Eh^3}{12(1-\nu^2)}$ is the flexural rigidity of the plate with thickness $h$, Young’s modulus $E$, and Poisson’s ratio $\nu$. In our setup, $R = 10$, $h = 0.1$, $E = 10^5$, $\nu = 0.3$, and $q = 10^{-3}$. Quadratic discretizations with 8, 12, 16, 20, 24, 32, and 40 nodes along the radius of the plate are considered. Clamped boundary conditions are enforced by fixing two rows of PD nodes around the plate circumference. As shown in Figure 6, the PD refined solution is in good agreement with the analytical solution. A displacement convergence rate higher than three is achieved in the asymptotic regime.

![Figure 6](image_url)

Figure 6: Clamped circular plate under uniform transverse loading. (a): Transverse displacement of the plate using 40 PD nodes along the radius, (b): Transverse displacement of the plate corresponding to the exact solution, and (c): $L_2$ norm of the displacement error vs. the average nodal spacing.
4.2.2. Simply Supported Plate under Sinusoidal Pressure Loading

Next, we consider a problem outlined in [41] in which a plate with size \((0, L) \times (0, L)\), thickness \(h = 0.375\), Young’s modulus \(E = 4.8 \times 10^5\), and Poisson’s ratio \(\nu = 0.38\) is subjected to a sinusoidal pressure loading \(p(X, Y) = p_0 \sin(\pi X/L) \cos(\pi Y/L)\). The plate is simply supported along its edges. According to the Navier solution [115], the maximum displacement occurs at the plate center and is given by

\[
 w_{\text{max}} = \frac{p_0 L^4}{4\pi^4 D},
\]

where \(D = \frac{Eh^3}{12(1-\nu^2)}\) is the flexural rigidity of the plate. In our setup, the plate is discretized using \(N \times N\) peridynamic nodes. Zero displacements are prescribed along the edge PD nodes. To stay in the small displacement regime, a small value of \(p_0 = 10^{-3}\) is chosen. Refinements corresponding to \(N = 8, 12, 16, 20, 32\) are considered. The final configuration of the plate and the error in \(w_{\text{max}}\) are shown in Figure 7. A near second-order convergence rate in the maximum norm is obtained.

\[\text{(a)}\]

\[\text{(b)}\]

Figure 7: Plate under sinusoidal pressure load. (a): Deformed configuration for the 32 × 32 PD node discretization (displacements are amplified by a factor of 2 × 10^5) and (b): Maximum deflection error vs. the nodal spacing.

4.2.3. Clamped Plate Under Transverse Loading at the Free Edges

In this section, we compute a case with no analytical solution, instead using a highly resolved IGA solution for reference. The problem setup is shown in Figure 8, where a square-shaped flat plate is clamped at two of its edges and subjected to a (non-uniform) transverse load applied to the mid-section of the free edges. The applied lateral force is treated as a body force for the PD computation. Clamped boundary conditions are enforced by fixing two rows of nodes along the corresponding edges. Quadratic IGA and PD discretizations with varying mesh resolution are employed for this problem. Figure 9(a–b) present the deformed shape of the plate using the converged IGA and PD solutions. Figure 9(c) presents the mid-span deflections for different discretization levels. The converged solutions for both methods are in good agreement.

24
Figure 8: Clamped plate under transverse loading at the free edges. Problem setup.

Figure 9: Clamped plate under transverse loading at the free edges. Deformed shape of the plate using (a): 64x64 IGA discretization and (b): 64x64 PD nodal discretization (a scaling factor of 10 is used for the displacements). Convergence behavior of the mid-span deflections for (c): IGA, and (d): PD.
4.2.4. Scordelis–Lo Roof

The Scordelis–Lo roof problem was proposed as part of the so-called shell obstacle course [14] to challenge shell formulations in their ability to capture complicated membrane stresses and has been widely used as a benchmark problem in the realm of shells [74, 59, 60, 34, 78, 122]. The Scordelis-Lo roof is part of a cylindrical shell, which is supported by rigid end diaphragms (constrained in-plane displacements) and has traction-free side edges. The roof is subjected to a uniform gravity load in the vertical direction. The problem description is shown in Figure 10. The vertical displacement at the midpoint of the free edge is reported as 0.3006 m [53, 59, 34, 78]. Good agreement between the PD and IGA solutions of the deformed shape of the roof is obtained and shown in Figure 11(a–b). As shown in Figure 11(c), cubic RK shape functions exhibit faster convergence to the reference solution than their quadratic counterparts.

4.2.5. Pinched Cylinder

The pinched cylinder is another classical benchmark problem and part of the shell obstacle course [14], which involves a curved geometry with point loads. This example includes a cylindrical shell supported by rigid end diaphragms and subjected to two opposing pinching forces of the same magnitude. This numerical test is demanding due to the severe bending and out-of-plane warping that the cylinder experiences. The problem description is provided in Figure 12. The radial deflection under the point load of $1.8248 \times 10^{-5}$ is commonly used as a reference value in the literature [53, 59, 34, 41, 78]. Good agreement between the PD and IGA solutions is obtained and shown in Figure 13(a–b). As shown in Figure 13(c), the cubic RK shape functions in the PD discretization achieve faster convergence to the reference solution than their quadratic counterparts.

4.2.6. Beam Subjected to Pure Bending

As an example of finite elastic deformation, we consider a beam subjected to pure bending. Using the classical beam theory [109], the following relation holds for an Euler–Bernouilli beam subjected to a constant bending moment $M$:

$$M = \frac{EI}{\rho},$$

(98)

where $E$ is the Young’s modulus, $I$ is the second moment of area, and $\rho$ is the radius of curvature. Therefore, a clamped beam with length $L$ and subjected to bending moment $\frac{EI\theta}{L}$ has the deformed
Figure 11: Scordelis–Lo roof under gravity. Deformed shape of the roof using (a): IGA and (b): PD. (c): Convergence of the free-edge midpoint displacement using quadratic and cubic RK shape functions in the PD discretization.

Figure 12: Setup for the pinched cylinder problem. The point loads are applied in the Z direction at the points $X = 0$, $Y = -L/2$, $Z = \pm R$. 

$$E = 3 \times 10^6$$
$$\nu = 0.3$$
$$F = 1$$
Figure 13: Pinched cylinder problem. Deformed shape of the cylinder using (a): IGA and (b): PD (displacements are amplified by a factor of $4 \times 10^6$). (c): Convergence behavior of the PD shell using quadratic and cubic RK shape functions.
shape of an arc with radius of curvature \( \frac{L}{\theta} \) and angle \( \theta \).

In our setup, the beam is modeled as a narrow plate. The plate is given a Poisson ratio of zero, is clamped on the left, and subjected to pure bending at its right end. The plate has length \( L = 21 \), width \( b = 5 \), and thickness \( h = 0.25 \), and is discretized with \( 21 \times 5 \) nodes along \( L \times b \). The clamped condition is enforced by adding additional rows of fixed nodes to the left of the plate. Following [59], the bending moment is modeled by a pair of opposing forces that act on the last two rows of PD nodes on the right, and follow the deformation. For a given \( \theta \), the force

\[
F = -F \left( \sin \theta \hat{i} + \cos \theta \hat{k} \right),
\]

\[
F = \frac{EI \theta}{Ld}, \tag{99}
\]

is applied to the last row of nodes (and \(-F\) is applied to the adjacent row of nodes). \( \hat{i} \) and \( \hat{k} \) are the coordinate axes along the length and thickness in the undeformed configuration. \( d \) is the distance between the last two rows of nodes, and \( I = bh^3/12 \). The forces are converted to body force per unit area \( F_b \) applied uniformly to the nodes in each row, i.e.,

\[
F_b A_{row} = F, \quad A_{row} = b \Delta X \tag{100}
\]

where \( \Delta X \) is the spacing between each row. In a series of load increments, \( \theta \) is increased from 0 to \( \pi/3 \) and the problem is solved in a quasi-static manner. As shown in Figure 14, good agreement between the numerical and analytical results is achieved.

![Figure 14: Beam subjected to pure bending. (a): Deformed configuration of the beam at different loading stages and (b): PD shell deformed configuration superposed on the analytical result. The angle \( \theta \) is given in degrees.](image)

4.3. Inelastic Problems

In this section, we study several examples involving plasticity and/or damage phenomena.
4.3.1. Necking Tests

Two different elasto-plastic problems involving specimens undergoing necking are considered from the work of [3]. The tests include a flat specimen and a hollow cylinder under tensile loading (displacement-controlled boundary conditions). The problem geometry and boundary conditions are shown in Figure 15. Both cases involve an isotropic hardening material described by the following properties given numerically: Young’s modulus $E = 189 \times 10^3$, Poisson’s ratio $\nu = 0.3$, and a nonlinear hardening law $\sigma_Y(\bar{\epsilon}^P) = 343 + (680 - 343)(1 - \exp(-16.93\bar{\epsilon}^P)) + 300\bar{\epsilon}^P$. A displacement-vector norm $U_{Norm}$ is calculated for each velocity increment to compare with the IGA KL shell solutions using the total Lagrangian approach [3] and the updated Lagrangian approach [1]. The displacement-vector norm $U_{Norm}$ is defined as

$$U_{Norm} = \sqrt{\frac{\sum_{P \in B^{2D}} \mathbf{u}_{(P)} \cdot \mathbf{u}_{(P)}}{N_P}},$$

where $\mathbf{u}_{(P)}$ is the displacement vector of $P$, and $N_P$ is the total number of nodes in the body $B^{2D}$. In each case, the PD solutions are compared with their IGA counterparts. We simulate these tests using an explicit solver with a moderate loading rate.

In the first necking problem, we study a rectangular strip subjected to uniaxial tension. The specimen is discretized with $20 \times 50$ PD nodes. The bottom row of nodes is fixed in all directions while the top row of nodes is assigned a constant velocity in the vertical direction and zero velocity in the other two directions. The evolution of equivalent plastic strains is shown in Figure 16. As expected, plastic deformation starts from the free edges and plastic instability (necking) develops in the middle section where the stress surpasses the yield strength. Figure 17 provides the load-displacement curve of this problem, involving an elastic regime followed by work hardening and
post necking. There is good agreement between the results from our proposed PD shell formulation and the results from [3, 1].

![Equation](image)

The second necking problem considers a cylindrical hollow tube subjected to uniaxial tension. The boundary conditions are applied in a similar fashion to the previous case, i.e., a fixed row of PD nodes at the bottom and a top row of nodes with prescribed velocity boundary conditions in the axial direction and fixed in the other two directions. The specimen is discretized with an average nodal spacing of 0.667 mm (75 × 90 nodes). The distribution of equivalent plastic strain on the deformed geometry is shown in Figure 18, indicating typical characteristics of necking phenomena in hollow tubes. The load-displacement results of the proposed PD shell model is compared with the results of [3, 1] in Figure 19. Good agreement between our results and prior work is obtained.

4.3.2. Twisted Hollow Cylinder

In this example, simulation of a large elasto-plastic twist deformation of a cylindrical shell is conducted. The problem geometry and boundary conditions are shown in Figure 20. The material properties are the same as in Section 4.3.1. The specimen is discretized with an average nodal spacing of 2.5 mm (86 × 100 PD nodes). The problem is driven by displacement control applied to one row of nodes on each end of the structure.
Figure 17: Necking of a rectangular strip. Load-displacement results for the proposed PD shell formulation compared with results reported in [3, 1].

Figure 18: Necking of a hollow cylinder. Equivalent plastic strain ($\vec{\varepsilon}^p$) distribution at different loading stages. (a)–(c): $U_{\text{Norm}} = 2.5, 5.5, 7$ mm. Good agreement between these snapshots and those reported in [3, 1] is observed.
Figure 19: Necking of a hollow cylinder. Load-displacement results for the proposed PD shell formulation compared with results reported in [3, 1].

Figure 20: The setup for the twisted cylinder problem. (a): Problem geometry and BCs. (b): Cross-section of the hollow cylinder with a mid-surface radius of 35 mm and 1 mm wall thickness.
To compare our results with those of [3], $\mathbf{U}^{\text{Norm}}$, as defined in Equation (101), is computed for each load increment. Figure 21 shows a series of snapshots with the equivalent plastic strain plotted on the deformed configuration of the structure at multiple loading stages. The angle of twist versus the total displacement norm is plotted in Figure 22. Good agreement between our results and the reference solution [3] is obtained. Note that the applied loading in this problem is carried out in such a way that no self-contact occurs [3].

![Figure 21: Large plastic deformation of a twisted cylinder. Equivalent plastic strain ($\bar{\epsilon}^p$) distribution at different loading stages. (a)–(g): Twist angle of 5°, 10°, 20°, 30°, 60°, 90°, and 110°.](image)

![Figure 22: Twisted cylinder under large elasto-plastic deformations. Angle of twist-displacement curve for the proposed PD shell formulation compared with the IGA results reported in [3].](image)
4.3.3. Dynamic Crack Branching

A plane stress problem involving dynamic crack branching phenomena is studied in this example. As shown in Figure 23, a pre-notched thin rectangular elastic plate is subjected to impulsive mode-I loading in which the interaction of the reflected stress waves with the propagating fracture causes crack branching [22, 90]. The material (soda-lime glass) properties, geometry, and boundary conditions are chosen as described in [47]. To simulate brittle fracture in this setup, the critical stretch failure criterion [99] is utilized, with the following relationship between the critical bond stretch ($s_0$) and the energy release rate ($G_0$) [47]:

$$s_0 = \sqrt{\frac{5\pi G_0}{9E\delta}}.$$  \hspace{1cm} (102)

To examine the response under mesh refinement, four different discretizations are considered with the nodal spacing of $\Delta x = 1.0, 0.5, 0.25, 0.125$ mm. The horizon size is chosen to be $\delta = 4\Delta x$. The bonds that cross the pre-cracked surface are broken in the undeformed configuration. The traction tensile loads are applied abruptly along a layer of PD nodes at the top and bottom of the plate and then held fixed for the remainder of the simulations.

Figure 24 shows the evolution of the crack and its branching on the finest mesh, which is in good agreement with the Prototype Micro Brittle (PMB) simulations of [47] and [39]. The damage state at the final configuration is compared between different discretizations in Figure 25, where the crack pattern is consistent for all cases. In Figure 26, the crack propagation speed is compared between our results, the PMB simulations [47, 39], and experimental data [22] for maximum crack speed. Good agreement is achieved between our PD results for all the discretizations employed and the reference data.

4.3.4. Plasticity-Driven Fracture

A ductile fracture problem is considered in this section. As described in [2], an elasto-plastic thin cylinder with a initial circumferential through-thickness notch is subjected to the axial tensile
Figure 24: Dynamic crack branching problem. Crack propagation path for the finest mesh ($\Delta x = 0.125$ mm). (a): $t = 10\, \mu s$, (b): $t = 20\, \mu s$, (c): $t = 30\, \mu s$, (d): $t = 40\, \mu s$. Colors indicate the damage index (0 to 0.5).

Figure 25: Dynamic crack branching problem. State of damage at the final configuration ($t = 48\, \mu s$) for different particle discretizations. (a): $\Delta x = 1$ mm, (b): $\Delta x = 0.5$ mm, (c): $\Delta x = 0.25$ mm, (d): $\Delta x = 0.125$ mm.
Figure 26: Dynamic crack branching problem. Crack propagation speed for different discretizations of the proposed PD shell model compared with the PMB simulations [47, 39] and experimental data [22].

loading. The geometry and boundary conditions are shown in Figure 27. An isotropic hardening material with the following properties is used: Young’s modulus $E = 72$ GPa, Poisson’s ratio $\nu = 0.32$, and a linear hardening law $\sigma_y(\bar{\epsilon}_p) = 345 + 250 \bar{\epsilon}_p$ MPa. The plasticity-driven failure approach is used as in Equation (92) with $\bar{\epsilon}_p^{th} = 0.1$ and $\bar{\epsilon}_p^{cr} = 0.3$.

The full cylinder is discretized with an average nodal spacing 0.1 mm, resulting in 48,000 PD nodes. The simulation is conducted using displacement control on the right boundary until failure occurs. The evolution of the plastic strain and damage fields are shown in Figure 28 at several loading stages. Damage is localized and a stable crack propagation is obtained, which is a common feature of ductile fracture. Our results are qualitatively in good agreement with the simulations of [2]. Since the force-displacement data in the IGA simulations are not reported in [2],
Figure 28: Circumferentially notched cylinder under tensile loading. Distribution of (left): equivalent plastic strain ($\bar{\varepsilon}^p$) and (right): damage. Top three rows - PD Shell: the three stages correspond to the loading displacements $U = 0.2, 0.5$ and $0.73$ mm, respectively. Bottom row - PD Solid: $U = 0.73$ mm.
we simulate this problem using the semi-Lagrangian, bond-associated PD solid [9]. The mesh of the solid has five layers of nodes in the thickness direction and the mid-surface layer is coincident with the shell mesh. The macroscopic response of the structure is compared between the shell and solid models in Figure 29, where a good agreement is observed between the two approaches. The simulation time for the solid case is about 15 times longer than the shell case.

![Figure 29: Circumferentially notched cylinder under tensile loading. Load-displacement results for the proposed PD shell formulation are compared with the semi-Lagrangian PD solid simulation.](image)

4.3.5. Mode-III Tearing Fracture

We simulate a plate tearing experiment [69] to show that the PD thin shell model is capable of capturing out-of-plane shear failure despite the fact that the through-thickness shear strains are not considered in the theory. The problem setup is shown in Figure 30a, where a notched plate is subjected to a nominally mode-III loading condition, i.e., the upper left and lower left parts of the plate (above and below the notch) are constrained and displaced orthogonally to the plate in the opposite directions. In the experimental setup, a gripping system involving multiple pins in the constrained region was used to clamp the left side of the plate. While the experimental intent was to achieve a perfectly rigid condition in the clamped region, it was found that there was substantial slippage near the pins that resulted in a fair amount of flexibility in that area. Thus, assuming a perfectly clamped BC in the modeling can degrade the results [69], which is also evident from the computations presented in [106]. To take the grip elasticity into account, we consider a part of the clamped region to be loosely constrained with the stiffness of the plate linearly increasing from $E_0$ to $18E_0$ in that region. The details of the computational setup are shown in Figure 30a.

The plate is made of 6061-T6 aluminum alloy, which is modeled as an isotropic hardening material with the following properties: Young’s modulus $E_0 = 72$ GPa, Poisson’s ratio $\nu = 0.343$, and a linear hardening law $\sigma_y(\epsilon^p) = 320 + 894 \epsilon^p$ MPa. A typical fracture strain for this alloy is around $0.2-0.25$ [123]. The plasticity-driven failure approach is utilized as in Equation (92) with the following threshold and critical values:

$$\bar{\epsilon}_\text{th}^p = 0.23, \quad \bar{\epsilon}_\text{cr}^p = 0.27.$$  \hspace{1cm} (103)
Figure 30: Plate undergoing mode-III tearing fracture. (a): Description of the geometry and boundary conditions employed in the computation. (b): Comparison of the vertical load-deflection curves of the proposed PD shell with the experimental data [69] and the Shear-Flexible (SF) Shell formulation [106]. (v): Evolution of the plastic strain in the PD shell simulation.
The computed vertical force-displacement is plotted in Figure 30b and compared with both experimental data [69] and the Shear-Flexible (SF) Shell simulation data [106]. In the latter, the fracture is represented using a cohesive zone model. Our approach captures the peak force and the steady-state response of the structure well. The SF simulations, however, assume a perfectly rigid clamping boundary condition, which resulted in an over-prediction of the peak force.

4.4. Beyond Inelasticity: Fragmentation

The two numerical examples included in this section are meant to demonstrate the ability of the proposed formulation to handle large-deformation phenomena with fragmentation.

4.4.1. Impact of an Egg-Shaped Thin-Walled Object on a Rigid Wall

In this problem, we consider high-speed impact of an egg-shaped shell structure on a rigid wall. The problem description including the geometry and material properties is provided in Figure 31. Two scenarios are studied by modeling the shell structure as (a) an elastic brittle material (cf. Section 4.3.3) and (b) a ductile elasto-plastic material (cf. Section 4.3.4). Contact is modeled using a short-range repulsive-force approach [99, 57]. The simulations involved about 83,000 PD nodes and 50,000 time steps, which took approximately 1.5 hours to run on the Stampede 2 cluster at Texas Advanced Computing Center using 4 SKX compute nodes (192 processors in total).

Figure 32 shows the evolution of damage and failure in this problem. We note that, as expected [26], severe fragmentation and spalling on the side opposite the impact site occur in the brittle case, while a rupture-type failure occurs in the ductile case. Future studies are warranted to validate our formulation using experimental data that involve fragmentation. For this, a post-processing algorithm will need to be developed and utilized to obtain the histograms of the fragment size (see, e.g., [71, 37]) and compare with experiments (see, e.g., [117, 94]).

4.4.2. Impact and Penetration Problem

We design a scenario where two identical back-to-back spherical shells are impacted by a hollow spherical pellet-like projectile. The problem description, including the geometric and material
Figure 32: Impact of an egg-shaped shell structure on a rigid wall. Evolution of damage in the brittle (a–b) and ductile (c) materials.
properties, is shown in Figure 33. The material properties of the target structures are chosen as those of PMMA [79]. An elastic brittle material is used to describe the spherical targets and the short-range repulsive-force-based approach [99, 57] is employed to model contact. The projectile is assumed to be elastic and intact. The simulation involved about 456,000 PD nodes and 16,500 time steps, which took approximately 1.5 hours to run on the same Stampede2 cluster using 10 SKX compute nodes or 480 processors in total.

Figure 34 shows the damage variable distribution on the structure surfaces in the deformed and fragmented configuration at different time instants. The simulation shows that the initial kinetic energy of the projectile is high enough to penetrate and exit the first target. The penetration event caused several dominant cracks, with micro-branches, to run along the sphere’s surface. Additional fracturing is induced by the projectile’s exit with fractures running in the opposite direction of the projectile’s travel. Cracks due to the penetration and exit quickly merge causing the first sphere to fully fragment. The remaining projectile kinetic energy appears to be high enough to partially fracture, but not penetrate the second sphere. It is also worth noting that the debris from the first sphere caused minor damage to the second sphere and made it easier to fracture upon impact by the projectile.

Figure 33: Pellet-like projectile impacting two back-to-back spherical targets. Problem description. The spherical target material is assumed to be elastic and brittle with the properties of PMMA.

### 5. Conclusions

In this work, a comprehensive PD-based framework is developed for the modeling of KL shells. There is no need for a priori global parameterization of the surface as we use a meshfree technique (PCA) to reconstruct manifolds locally at each nodal point using its neighborhood data. Classical KL kinematics are used in the correspondence PD framework. The rotation-free formulation is written in terms of the mid-surface velocity DOFs. Classical 3D rate-based constitutive models can be directly incorporated to handle different materials. A bond-stabilization technique (i.e.,
Figure 34: Damage plotted on the surfaces of the structure in the deformed and fragmented configuration.
bond-associative modeling) is employed to attain numerical stability. Through studying several benchmark problems including elastostatics, dynamics, plasticity, and fracture growth, we demonstrate that the presented framework is of general applicability and is accurate, efficient, and robust in capturing large deformation and damage in thin-walled structures. It is also important to note that the present formulation enables the use of completely unstructured surface meshes to discretize a thin shell theory that uses higher-order derivatives of the kinematic fields.

We envision an extensive use of the proposed developments as a reliable method in a variety of applications for failure analysis of thin-shell structures as showcased in the last two numerical examples involving fracture and fragmentation. The present developments can be extended to other models. Semi-Lagrangian shell formulations based on this framework can be proposed with applications to extreme events.
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Appendix A. Implementation Algorithm

A step-by-step guide for using the present formulation is provided in this section.

The following steps are only for the initialization phase:

Step 1: Discretize the geometry and define the number of Gaussian quadrature points along the thickness direction $\xi_3$. (We use three Gauss points through the shell thickness in the examples presented.)

Step 2: Obtain the local parametric coordinates $\xi_1(P-Q)$ and $\xi_2(P-Q)$ as described in Section 2.1.

Step 3: Evaluate the first- and second-order gradient kernel functions $\left[\Phi_{\xi_1}, \Phi_{\xi_2}, \Phi_{\xi_1\xi_1}, \Phi_{\xi_1\xi_2}, \Phi_{\xi_2\xi_2}\right]_{(P-Q)}$ as detailed in Section 3.2. Once damage grows, the weights should be recomputed.

The following steps are performed at each time step:

Step 1: Compute the parametric gradients of the mid-surface kinematics (i.e., position and velocity) at each PD node using Equations (46) and (48).

Step 2: Calculate the geometric entities at each PD node, i.e., the normal vector $n_{(P)}$ and the auxiliary tensors $A_{(P)}, B_{(P)}^1$ and $B_{(P)}^2$, using Equations (5), (8) and (10).
Step 3: Obtain the nodal Jacobian matrices $\mathbf{F}^{3D}_{(P)}$ at each through-thickness Gauss point $\xi_3$ using Equations (15) and (18).

Step 4: At each through-thickness Gauss point $\xi_3$, compute the auxiliary state $\mathbf{F}^{3D}_{(P-Q)}$ for each PD bond using Equation (52) and the nodal velocity gradient $v^{3D}_{i(j(P)}$ using Equation (51).

Step 5: Calculate the auxiliary state $\mathbf{F}^{3D}_{(P-Q)}$, the position state $\mathbf{x}^{3D}_{(P-Q)}$, and the velocity state $\mathbf{v}^{3D}_{(P-Q)}$ using Equation (58), Equation (56), and Equation (57), respectively.

Step 6: Compute the bond-associated velocity gradient $\mathbf{v}^{3D}_{(P-Q)}$ using Equation (53).

Step 7: Use an objective stress rate and update the bond-associated Cauchy stress tensor $\sigma^{3D}_{(P-Q)}$ (cf. Sections 3.4 and 3.5) and enforce the plane-stress condition as described in Section 3.6.

Step 8: Update the bond-associated Jacobian of the deformation gradient $J_{(P-Q)}$ and the nodal thickness $h_{(P)}$ as shown in Section 3.6.

Step 9: Calculate the bond-associated Kirchhoff stress tensor $\sigma^{3D}_{(P-Q)}$ using Equation (59).

Step 10: Compute the auxiliary states $\mathbf{a}^{3D}_{(P-Q)}$ and $\mathbf{b}^{3D}_{(P-Q)}$ using Equation (62).

Step 11: Obtain the force state $\mathbf{T}^{3D}_{(P-Q)}$ using Equation (70) and advance the PD equations of motion in time, i.e., Equation (35).

Step 12: Evaluate the damage state at each PD bond (cf., Section 3.7).

Step 13: If the damage grows, update the influence states using Equation (88) and recalculate the gradient kernel functions for the next step.

Appendix B. Linearization

In this section, we linearize the PD equations of motion for an efficient implementation in (quasi-)static and implicit schemes. A left-hand-side (LHS) matrix $\mathbf{K}$ is calculated, which can be utilized in a predictor-multicorrector algorithm to reduce the residual vector $\mathbf{R}$ and update the solution field [33].

To linearize the formulation, we vary $\mathbf{v}^{2D}$ while keeping $\mathbf{x}^{2D}$ fixed, i.e., relaxing their dependence and treating the velocities as independent degrees of freedom in the variation phase. In the discrete setting, the internal force of a material point $P$ at an iteration $(k)$ is defined using Equation (35), i.e.,

$$f_{i(P)} = \sum_Q \left( T_{i(Q-P)} - T_{i(Q-P)} \right) A_{(Q)}, \quad (B.1)$$

where $A_{(Q)}$ is the nodal area of $Q$.

In a static setting, the residual force for $P$ at iteration $(k)$ is defined as

$$R_{i(P)}^{(k)} = \left( f_{i(P)}^{(k)} + b_{i(P)} \right) A_{(P)}, \quad (B.2)$$
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The variation of the residual vector with respect to the degrees of freedom defines the elements of the LHS matrix, i.e.,

\[ K_{ij(P,R)} = \frac{\partial R^{(k)}_{i(p)}}{\partial v^{2D}_{j(R)}}. \] (B.3)

The velocity increments \( \Delta v^{2D} \) are calculated by solving the following linear system:

\[ K_{ij(P,R)} \Delta v^{2D(k+1)} = -R^{(k)}_{i(p)}, \] (B.4)

then,

\[ v^{2D(k+1)} = v^{2D(k)} + \Delta v^{2D(k+1)} \Delta t. \] (B.5)

The positions are updated depending on the integration scheme. For example, for an Euler method,

\[ x^{2D(k+1)} = x^{2D(k)} + \Delta v^{2D(k+1)} \Delta t. \] (B.6)

Using Equations (B.1) to (B.3), \( K \) is obtained as

\[ K_{ij(P,R)} = \sum_{Q} \left( \frac{\partial T_{i(p,Q)}}{\partial v^{2D}_{j(R)}} - \frac{\partial T_{i(Q,p)}}{\partial v^{2D}_{j(R)}} \right) A_{(Q)} A_{(P)}, \] (B.7)

therefore, the variation of the force state with respect to the velocities should be considered.

Using Equations (8), (10) and (18) and observing that the matrices \( A, B^1, B^2, \) and \( F^{3D} \) depend only on the positions, then using Equations (52) and (58),

\[ \frac{\partial \beta^{l}_{i(k(p,Q))}}{\partial v^{2D}_{j(R)}} = 0, \]

\[ \frac{\partial \gamma^{l}_{i(k(p,Q))}}{\partial v^{2D}_{j(R)}} = 0, \] (B.8)

\[ \frac{\partial \left( F^{l}_{km(p)} \right)^{-1}}{\partial v^{2D}_{j(R)}} = 0. \]

Using Equations (70) and (B.8) and the chain rule,

\[ \frac{\partial T_{i(p,Q)}}{\partial v^{2D}_{j(R)}} = \sum_{l=1}^{N_l} W^l \frac{\partial T^{l}_{i(p,Q)}}{\partial v^{2D}_{j(R)}}, \]

\[ \frac{\partial T^{l}_{i(p,Q)}}{\partial v^{2D}_{j(R)}} = \frac{\partial a^{l}_{i(k(P,Q))}}{\partial v^{2D}_{j(R)}} + \frac{\partial a^{l}_{i(k(Q,P))}}{\partial v^{2D}_{j(R)}} \gamma^{l}_{i(k(p,Q))} + \frac{\partial b^{l}_{i(k(p,Q))}}{\partial v^{2D}_{j(R)}} \beta^{l}_{i(k(p,Q))}, \] (B.9)

\[ \frac{\partial a^{l}_{k(S,P)}}{\partial v^{2D}_{j(R)}} = \sum_{S} \left( \frac{\partial a^{l}_{k(S,P)}}{\partial v^{2D}_{j(R)}} - \frac{\partial a^{l}_{k(S,P)}}{\partial v^{2D}_{j(R)}} \right) A_{(S)}, \]

\[ \frac{\partial b^{l}_{k(S,P)}}{\partial v^{2D}_{j(R)}} = \left( F^{l}_{km(p)} \right)^{-1} \sum_{S} \left( \frac{\partial b^{l}_{m(S,P)}}{\partial v^{2D}_{j(R)}} + \frac{\partial b^{l}_{m(S,P)}}{\partial v^{2D}_{j(R)}} \right) A_{(S)}. \]
Using Equation (62),

\[
\frac{\partial a_{3D}^{(p,q)}}{\partial v_{2D}^{(r)}} = \frac{h_{(p)}}{2} \alpha_{(p,q)} \frac{\partial \sigma_{3D}^{(p,q)}}{\partial v_{2D}^{(r)}} \frac{x_{3D}^{(p,q)}}{|x_{3D}^{(p,q)}|^2},
\]

\[
\frac{\partial b_{3D}^{(p,q)}}{\partial v_{2D}^{(r)}} = \frac{h_{(p)}}{4} \alpha_{(p,q)} \frac{\partial \sigma_{3D}^{(p,q)}}{\partial v_{2D}^{(r)}} \left( \delta_{kl} - \frac{x_{3D}^{(p,q)} x_{3D}^{(p,q)}}{|x_{3D}^{(p,q)}|^2} \right).
\]  

(B.10)

Using the chain rule,

\[
\frac{\partial \sigma_{3D}^{(p,q)}}{\partial v_{3D}^{(t)}} = \frac{\partial \sigma_{3D}^{(p,q)}}{\partial v_{3D}^{(1)}} \frac{\partial v_{3D}^{(1)}}{\partial v_{3D}^{(t)}}.
\]  

(B.11)

For elasticity, according to the classical law, the stress-strain relation reads:

\[
\frac{\partial \sigma_{3D}^{(p,q)}}{\partial v_{3D}^{(t)}} = C_{ijtu} \Delta t,
\]

where \( C \) is the fourth-order material tangent stiffness tensor. For elastoplastic analysis, a consistent stiffness tensor should be used. Using Equation (53),

\[
\frac{\partial v_{3D}^{(I)}}{\partial v_{3D}^{(J)}} = \sum_{S} \gamma_{v_{3D}^{(I,S)}} \delta_{v_{3D}^{(J,S)}} - \sum_{S} \gamma_{v_{3D}^{(I,S)}} \delta_{v_{3D}^{(J,S)}} \alpha_{(p,q)} A_{(S)} - \sum_{S} \gamma_{v_{3D}^{(I,S)}} \delta_{v_{3D}^{(J,S)}} \beta_{(p,q)} A_{(S)}.
\]

(B.12)

Using Equations (57) and (B.8),

\[
\frac{\partial v_{3D}^{(I)}}{\partial v_{3D}^{(J)}} = \delta_{ij}(\delta_{QR} - \delta_{PR}) + \sum_{S} \gamma_{v_{3D}^{(I,S)}} \delta_{v_{3D}^{(J,S)}} - \sum_{S} \gamma_{v_{3D}^{(I,S)}} \delta_{v_{3D}^{(J,S)}} \alpha_{(p,q)} A_{(S)} - \sum_{S} \gamma_{v_{3D}^{(I,S)}} \delta_{v_{3D}^{(J,S)}} \beta_{(p,q)} A_{(S)}.
\]

(B.14)

Using Equations (51) and (B.8),

\[
\frac{\partial v_{3D}^{(I)}}{\partial v_{3D}^{(J)}} = \sum_{S} \beta_{v_{3D}^{(I,S)}} \delta_{v_{3D}^{(J,S)}} - \sum_{S} \beta_{v_{3D}^{(I,S)}} \delta_{v_{3D}^{(J,S)}} \alpha_{(p,q)} A_{(S)} - \sum_{S} \beta_{v_{3D}^{(I,S)}} \delta_{v_{3D}^{(J,S)}} \beta_{(p,q)} A_{(S)}.
\]

(B.15)

Introducing Equations (B.9) to (B.15) in Equation (B.7), the tangent matrix \( K \) can be obtained.
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