Entropy Production by Logarithmic Decomposition

Jang-il Sohn

Department of Physics, Korea University, Seoul 136-713, Korea

(Dated: April 30, 2014)

Abstract

In statistical physics, entropy is generally logarithm of probability. Therefore, if dynamics is decomposed by log, entropy production should be decomposed properly. In the present work, log-decomposition of dynamics is introduced. By which time evolution operator is logarithmically decomposed into a symmetric operator and an asymmetric factor. Path probability and path entropy production are also systematically and intuitively decomposed into symmetric and asymmetric parts. From symmetric operator, non-adiabatic entropy production is derived, whereas adiabatic entropy production is from asymmetric factor.

PACS numbers: 05.70.-a, 05.40.-a, 05.20.-y
I. INTRODUCTION AND PURPOSE

According to the 2’nd law of thermodynamics, average entropy change is always larger than or equal to zero, \( \langle \Delta S \rangle \geq 0 \), in macroscopic level. However, because of fluctuation in microscopic level, there definitely exist entropy decreasing events which is explained very well by fluctuation theorems (FTs). Moreover, the 2’nd law of thermodynamics can be derived from which [1, 2]. For the reasons, FTs are considered to be generalized versions of the 2’nd law of thermodynamics, so various types of FTs have been developed ever since the first FT was introduced by Evans, Cohen, and Morriss in 1993 [3].

Most of FTs are based on the conjugated dynamics (so-called dual dynamics or time reversal transitions),

\[ w_{ij}^+ \equiv (p_{ji}^{st}/p_{ij}^{st})w_{ji} \]  

where \( w_{ji} \) is transition probability from \( i \) to \( j \), and \( p_{ij}^{st} \) is a probability distribution in a stationary state [1, 2, 4]. As a representative example, Esposito and Van den-Broeck [1] have defined total, adiabatic and non-adiabatic path entropy productions as \( \Delta S_{tot} \equiv \ln(\mathcal{P}/\overline{\mathcal{P}}) \), \( \Delta S_a \equiv \ln(\mathcal{P}/\overline{\mathcal{P}}^+) \) and \( \Delta S_{na} \equiv \ln(\mathcal{P}/\overline{\mathcal{P}}^+) \), respectively. The symbol \( + \) indicates the conjugated dynamics, and the symbol \( - \) indicates reversed path. From the definitions, three detailed FTs are derived,

\[ \frac{P(\Delta S_{tot/na/a})}{P(-\Delta S_{tot/na/a})} = e^{\Delta S_{tot/na/a}} \]  

or \( \langle e^{\Delta S_{tot/na/a}} \rangle = 1 \)  

where \( P(\Delta S) \) is probability of a event of \( \Delta S \), and \( \Delta S_{tot} = \Delta S_{na} + \Delta S_a \) [1]. The non-adiabatic contribution consists of system entropy and excess entropy, \( \Delta S_{na} = \Delta S_{sys} + \Delta S_{ex} \) [2, 5–7], and the adiabatic contribution is identical with house-keeping entropy, \( \Delta S_a = \Delta S_{hk} \) [2, 7–9].

Not only their FTs but also many other FTs are explained successfully by the conjugated dynamics, Eq. [1].

However, in the present work, we propose another way which is logarithmic decomposition of dynamics. We believe that proper FTs can be intuitively derived by logarithmic decomposition of dynamics, because entropy is defined by logarithm of probability. That is reason we are performing this work. By the log-decomposition of dynamics, path probability and path entropy production are also systematically decomposed. The relevant FTs of
log-decomposition are same with the three detailed or integral FTs. In the present work, we use time-evolution operator (or propagator) instead of transition probability.

II. TOTAL PATH ENTROPY PRODUCTION

We will calculate path entropy productions using time evolution operator instead of transition probability. That makes our works simple, because there is no need to consider waiting time for calculating path probabilities.

Suppose that there is an ergodic system controlled by a schedule of a control parameter \( \lambda \). The system evolves along a path,

\[
[i, \lambda]^T_0 = \begin{bmatrix} i_0 \xrightarrow{\lambda_1} i_1 \xrightarrow{\lambda_2} \cdots \xrightarrow{\lambda_T} i_T \end{bmatrix},
\]

where \( \sigma \) is a set of \( i \) (state of the system) and \( \lambda \). The path probability in forward direction is given by

\[
P[\sigma]^T_0 = \prod_{t=1}^{T} w_{i_{t-1}i_t}(\lambda_t)p_{i_0}(0),
\]

where \( w_{ij}(\lambda) \) is a time evolution operator under influence of \( \lambda \). If \( i \neq j \), that plays a role of transition probability from \( j \) to \( i \). However, if \( i = j \), that becomes a probability for staying at previous state \( j \). For a reversed path,

\[
[i, \lambda]^0_T = \begin{bmatrix} i_T \leftarrow \lambda_T \cdots \lambda_2 \leftarrow \lambda_1 \leftarrow i_0 \end{bmatrix},
\]

the reversed path probability is given by

\[
P[\sigma]^0_T = \prod_{t=1}^{T} w_{i_{T-t}i_{T-t+1}}(\lambda_t)p_{i_T}(T).
\]

In (6) and (7), to indicate *reversed direction*, we use the notation \([\cdot]^0_T\) which means reversed path, *i.e.* \( P[\sigma]^0_T \equiv P[\sigma]^T_0 = P[\bar{\sigma}]_0^T \) where \( \bar{\sigma}_t \equiv (i_{T-t}, \lambda_{T-t}) \).

Total path entropy production is defined by log of the forward and reversed path probabilities, (5) and (7),

\[
\Delta S_{tot}[\sigma]^T_0 = \ln \frac{P[\sigma]^T_0}{P[\sigma]^0_T}.
\]
III. LOGARITHMIC DECOMPOSITION OF DYNAMICS

In the section, let us introduce log-decomposition of dynamics. We decompose $w_{ij}(\lambda)$ into a symmetric operator, $\epsilon_{ij}$, and an log-asymmetric operator, $\nu_{ij}$. The symmetric operator can be defined in any way, provided that detailed balance condition is satisfied in a steady state,

$$\epsilon_{ij}(\lambda)p_{ij}^{st}(\lambda) = \epsilon_{ji}(\lambda)p_{ij}^{st}(\lambda),$$

(9)

where $p_{ij}^{st}(\lambda)$ is a steady state distribution for fixed $\lambda$. Since the symmetric operator satisfies detailed balance condition (9), that can be considered to be an time evolution operator in an *effective equilibrium* [10, 11] or *effective Hamiltonian* [12–16]. Note that $\epsilon_{ij}(\lambda)$ is not actual equilibrium dynamics because $p_{ij}^{st}(\lambda)$ is generally a nonequilibrium steady state distribution (or driven out of equilibrium).

Using the symmetric operator, we try log-decomposition of evolution operator such that

$$\ln w_{ij}(\lambda) = \ln \epsilon_{ij}(\lambda) + \ln \nu_{ij}(\lambda).$$

(10)

Here, we call $\nu_{ij}(\lambda)$ an asymmetric factor,

$$\nu_{ij}(\lambda) \equiv \frac{w_{ij}(\lambda)}{\epsilon_{ij}(\lambda)}.$$  

(11)

If, and only if given system is in an (actual) equilibrium steady state, $\nu_{ij}(\lambda) = \nu_{ji}(\lambda)$.

By the log-decomposition of dynamics (10), forward path probability is also decomposed logarithmically,

$$\ln \mathcal{P}[\sigma]_0^T = \ln \mathcal{P}_\epsilon[\sigma]_0^T + \ln \mathcal{P}_\nu[\sigma]_0^T,$$

(12)

where the path probability due to $\epsilon_{ij}(\lambda)$ is given by

$$\mathcal{P}_\epsilon[\sigma]_0^T \equiv \prod_{t=1}^{T} \epsilon_{i_ti_{t-1}}(\lambda_t)p_{i_0}(0),$$

(13)

and a *path-probability-like* quantity is given by multiplication of the factor $\nu_{ij}(\lambda)$,

$$\mathcal{P}_\nu[\sigma]_0^T \equiv \prod_{t=1}^{T} \nu_{i_ti_{t-1}}(\lambda_t).$$

(14)

Reversed path probability is decomposed in the same manner

$$\ln \mathcal{P}[\sigma]_T^0 = \ln \mathcal{P}_\epsilon[\sigma]_T^0 + \ln \mathcal{P}_\nu[\sigma]_T^0$$

(15)
where

$$\mathcal{P}_\epsilon[\sigma]^0_T \equiv \prod_{t=1}^{T} \epsilon_{i(T-t)j(T-t+1)}(\lambda(T-t+1))p_{ij}(T)$$

$$= \prod_{t=1}^{T} \epsilon_{i_{t-1}i_t}(\lambda_t)p_{i_t}(T)$$

(16)

and

$$\mathcal{P}_\nu[\sigma]^0_T \equiv \prod_{t=1}^{T} \nu_{i(T-t)j(T-t+1)}(\lambda(T-t+1))$$

$$= \prod_{t=1}^{T} \nu_{i_{t-1}i_t}(\lambda_t).$$

(17)

Therefore total entropy production (8) is decomposed as follows

$$\Delta S_{tot}[\sigma]^T_0 = \Delta S_\epsilon[\sigma]^T_0 + \Delta S_\nu[\sigma]^T_0$$

(18)

where the symmetric and asymmetric parts of path entropy production are

$$\Delta S_\epsilon[\sigma]^T_0 \equiv \ln \frac{\mathcal{P}_\epsilon[\sigma]^T_0}{\mathcal{P}_\epsilon[\sigma]^0_T} = \ln \prod_{t=1}^{T} \frac{\epsilon_{i_{t-1}i_t}(\lambda_t)p_{i_t}(0)}{\epsilon_{i_{t-1}i_t}(\lambda_t)p_{i_t}(T)}$$

(19)

and

$$\Delta S_\nu[\sigma]^T_0 \equiv \ln \frac{\mathcal{P}_\nu[\sigma]^T_0}{\mathcal{P}_\nu[\sigma]^0_T} = \ln \prod_{t=1}^{T} \frac{\nu_{i_{t-1}i_t}(\lambda_t)}{\nu_{i_{t-1}i_t}(\lambda_t)}$$

(20)

respectively.

Just taking logarithm of time evolution operator, not only path probability but path entropy production are also decomposed simply, systematically and intuitively as seen in TABLE I. Reminding that entropy is defined by logarithm of probability, log-decomposition makes sense, and indeed intuitive.

| TABLE I. Logarithmic Separations |
|----------------------------------|
| time evolution operator          |
| $\ln w_{ij} = \ln \epsilon_{ij} + \ln \nu_{ij}$ |
| path probability                 |
| $\ln \mathcal{P} = \ln \mathcal{P}_\epsilon + \ln \mathcal{P}_\nu$ |
| path entropy production          |
| $\Delta S_{tot} = \Delta S_\epsilon + \Delta S_\nu$ |
IV. THREE INTEGRAL OR DETAILED FLUCTUATION THEOREMS

The FTs relevant to log-decomposition is same with three integral or detailed FTs. Using (9) and (11), it can be simply shown that the symmetric entropy production is identical with non-adiabatic contribution,

\[ \Delta S_{\epsilon}[\sigma]_0^T = \ln \frac{P_\epsilon[\sigma]_0^T}{P_\epsilon[\sigma]_0} = \ln \frac{P}{P^+} = \Delta S_{na}, \]  

(21)

and the asymmetric entropy production is adiabatic one,

\[ \Delta S_{\nu}[\sigma]_0^T = \ln \frac{P_\nu[\sigma]_0^T}{P_\nu[\sigma]_0^U} = \ln \frac{P}{P^-} = \Delta S_a. \]  

(22)

Therefore the relevant FTs also naturally hold,

\[
\frac{P(\Delta S_{tot/\epsilon/\nu})}{P(-\Delta S_{tot/\epsilon/\nu})} = e^{\Delta S_{tot/\epsilon/\nu}}
\]

(23)

or \( \langle e^{\Delta S_{tot/\epsilon/\nu}} \rangle = 1. \)

(24)

Applying Jensen’s inequality [4] to Eq. (24), the 2’nd law of thermodynamics is derived,

\[ \langle \Delta S_{tot/\epsilon/\nu} \rangle \geq 0 \]

where each average entropy change is given by path integrations over all possible paths,

\[ \langle \Delta S_{tot/\epsilon/\nu} \rangle = \sum_{[\sigma]} P[\sigma]_0^T \Delta S_{tot/\epsilon/\nu}[\sigma]_0^T. \]

V. A SIMPLE EXAMPLE: ENTROPY PRODUCTION IN ASYMMETRIC RANDOM WALK

Generally, \( \Delta S_{na} \) is defined as

\[ \Delta S_{na} = \ln \frac{p_{i_0}(0)}{p_{i_T}(T)} + \prod_{t=1}^{T} \frac{p_{i_t}^{st}(\lambda_t)}{p_{i_{t-1}}^{st}(\lambda_t)} \]  

(25)

So if \( \frac{p_{i_t}^{st}(\lambda_t)}{p_{i_{t-1}}^{st}(\lambda_t)} \) is replaced with \( \frac{e_{i_{t-1}}^{st}(\lambda_t)}{e_{i_{t-1}}^{st-1}(\lambda_t)} \), the symmetric entropy production Eq. (19) is simply obtained. Therefore nothing is different between them, but Eq. (19) is useful in some cases.
For an example, in the case of asymmetric random walk of ratio $w_{x+1,x}/w_{x,x+1} = \lambda$ in periodic 1-dimensional lattice space of size $L$, the symmetric and asymmetric operators can be set as

$$\epsilon_{x+1,x} = \epsilon_{x,x+1} = D \quad \text{(26)}$$

$$\nu_{x+1,x} = \lambda, \quad \nu_{x,x+1} = 1, \quad \text{(27)}$$

where $D$ is diffusion constant. Since the system will be evenly distributed in steady states of any $\lambda$, symmetric operator can be defined as Eq. (26). Then time evolution operator can be set as $w_{x+1,x} = D\lambda$ and $w_{x,x+1} = D$, so asymmetric factor can be defined as Eq. (27). Because of Eq. (26), Eq. (19) becomes system entropy production, $\Delta S_\epsilon = \Delta S_{sys} = \ln p_i(0)/p_i(T)$. So, after some algebra, symmetric entropy production rates are given by

$$\langle \dot{S}_\epsilon(t) \rangle = \langle \dot{S}_{sys}(t) \rangle = -\int_0^L \dot{p}(x;t) \ln p(x;t) dx \quad \text{(28)}$$

at time $t$. As time passes, $\langle \dot{S}_\epsilon \rangle \to 0$ naturally because of diffusive motion, but only asymmetric part remains non-zero. For fixed $\lambda$, from Eq. (20) and (27), asymmetric path entropy production is given by

$$\Delta S_\nu([x]_i^T;\lambda) = T \ln \lambda \quad \text{(29)}$$

since asymmetric entropy is generated at each time step over all space as much as $\ln \lambda$. Dividing by $T$ after summing up over all possible paths, asymmetric entropy production rate is given by

$$\langle \dot{S}_\nu \rangle = D(\lambda - 1) \ln \lambda \quad \text{(30)}$$

for fixed $\lambda$.

**VI. CONCLUSION AND DISCUSSIONS**

Before our works, Zia and Schmittmann have already decomposed flux in steady state into symmetric and asymmetric flux linearly as $W_{ij} = S_{ij} + A_{ij}$, where $W_{ij} \equiv w_{ij}p_{st}^i$, $S_{ij} \equiv (W_{ij} + W_{ji})/2$ and $A_{ij} \equiv (W_{ij} - W_{ji})/2$ are total, symmetric and asymmetric flux in steady states, respectively [10, 11]. System and reservoir entropy production is obtained from $S_{ij}$ and $A_{ij}$, and their FTs are working well.
Although, we have tried a different way which is log–decomposition, because we believe that entropy production is to be decomposed properly by taking logarithm of dynamics since entropy is generally defined by logarithm of probability. So we have tried log-decomposition of time evolution operator. By the log-decomposition, not only path probability but also path entropy production is decomposed systematically as seen in TABLE I.

Symmetric operator $\epsilon_{ij}(\lambda)$ is given by a part satisfying detailed balance condition in steady states. However, it must be remember that $\epsilon_{ij}(\lambda)$ does not mean actual equilibrium dynamics. Symmetric operator can be defined only after $p_{st}^t(\lambda)$ is given. That is a different point from equilibrium dynamics. Symmetric operator can be defined from $p_{st}^t(\lambda)$ in the present work, whereas equilibrium distribution can be determined by Hamiltonian in equilibrium physics. Even if given system had been in equilibrium, that can be driven out of equilibrium after the schedule of $\lambda$ begins. Moreover generally $p_{st}^t(\lambda)$ is a nonequilibrium steady state. Therefore $\epsilon_{ij}(\lambda)$ may be thought as effective equilibrium dynamics, but can not be actual equilibrium dynamics.

As mentioned above, entropy production is also decomposed into symmetric and asymmetric parts. As seen in Eq.s (21) and (22), it can be said that $\Delta S_{na}$ is generated by symmetric (or reversible) dynamics, but $\Delta S_{a}$ is due to asymmetric (or irreversible) properties. Therefore the relevant FTs of log-decomposition is definitely same with three detailed or integral FTs [1, 17], so there is no problem in log-decomposition.
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