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Abstract. This paper focuses on the batch scheduling problem in multi-hybrid cell manufacturing systems (MHCMS) in a dual-resource constrained (DRC) setting, considering skilled workforce assignment (SWA). This problem consists of finding the sequence of batches on each cell, the starting time of each batch, and assigning employees to the operations of batches in accordance with the desired objective. Because handling both the scheduling and assignment decisions simultaneously presents a challenging optimization problem, it is difficult to solve the formulated model, even for small-sized problem instances. Three metaheuristics are proposed to solve the batch scheduling problem, namely the genetic algorithm (GA), simulated annealing (SA) algorithm, and artificial bee colony (ABC) algorithm. A serial scheduling scheme (SSS) is introduced and employed in all metaheuristics to obtain a feasible schedule for each individual. The main aim of this study is to identify an effective metaheuristic for determining the scheduling and assignment decisions that minimize the average cell response time. Detailed computational experiments were conducted, based on real production data, to evaluate the performance of the metaheuristics. The experimental results show that the performance of the proposed ABC algorithm is superior to other metaheuristics for different levels of experimental factors determined for the number of batches and the employee flexibility.

1. Introduction. Cellular manufacturing systems (CMS) are effective productions systems for producing part families, which are composed of parts with similar processing requirements [58, 63, 62]. Through the utilization of CMS, the setup time, work-in-process inventories, material handling cost, and lead time are reduced, while the visibility and quality are enhanced [59, 60]. There are several activities to be
carried out in CMS before starting the production process. Scheduling is the final operational activity, and plays a key role in the smooth operation of CMS. Hence, finding good solutions to the scheduling problems is very important for the successful implementation of CMS.

Scheduling problems in cellular manufacturing system (CMS) are widely investigated in the academic literature to increase the operational efficiency in production. These problems can mainly be classified into two groups: those that consider a single cell and those that consider multiple cells [36].

The process for cell scheduling, known as group scheduling, can be divided into family and job scheduling stages. The family sequence and the job sequences at each family are determined simultaneously in order to compute the completion time for each job [50]. However, the effect of employee skills on the cell cycle times, employee timetabling, and the application of one-piece flow within cells are not considered in cell scheduling. For this reason, a comprehensive batch scheduling problem that integrates employee timetabling and cell scheduling by considering employee skills together with the application of one-piece flow within cells would be a valuable addition to the existing related literature.

In the current study, the batch scheduling problem in a multi-hybrid cell manufacturing system (MHCMS) is addressed, considering skilled workforce assignment (SWA), which refers to employee flexibility. The MHCMS is a type of CMS that consists of a number of parallel independent hybrid cells. Unlike automated and assembly cells, both automatic and manual operations are performed in these hybrid cells; hence the reason for calling the cells hybrid [28]. The importance of SWA for batch scheduling problems becomes especially clear for hybrid cells [62]. As long as the employee flexibility is concerned for these cells, it requires taking into account the different skill levels for the employees to perform the manual operations; thus, the SWA has a crucial effect on the MHCMS performance whenever the manual operations have to be performed in the cells [62, 28]. The reasons for this problem being referred to as the batch scheduling problem are explained in Section 2.

Production systems in a dual-resource constrained (DRC) setting are ones in which the capacity constraints on the output depend on the availability of both the machines and the employees [27]. Employees required for manual operations are considered to be valuable resources when there are fewer employees than the number of workstations at which manual operations are performed. This kind of cellular manufacturing system (CMS) is considered to be a DRC system, which is a well-established trend in the literature [16]. In this type of system, human operators are often constrained resources, and the movements of employees are both intercellular and intracellular [61, 49]. One of the most notable examples of CMS in a DRC setting in which employee resources directly affect the processing times of the batches are hybrid manufacturing cells, where both automatic and manual operations are performed [62, 28]. Furthermore, employee involvement is unrestricted in the hybrid cells, and the assignment of employees has a significant effect on the cell cycle times. Because of the manual operations within the hybrid cells, the cell cycle times vary significantly, and the batch processing times depend on the employees assigned to perform the operations on these batches [62]. Considering employees as the critical resources for both their availability and effect on the manual operation times makes it more important to research this problem. In real manufacturing environments, employees are not unlimited resources, and they cannot be treated equally regarding their skill levels.
In this study, the cells are arranged in a multi-product flow shop layout that applies one-piece flow, and the MHCMS has a DRC setting in such a manner that a batch can only be processed if employee resources and machine resources are available. This problem is composed of the scheduling and assignment decisions, where the sequence of batches, starting times of batches, and assignment of employees to cells for the batches should be determined simultaneously [62].

There are few studies in the academic literature relating to the batch scheduling problem. Das and Canel [19] developed a branch and bound technique to find a solution to the batch scheduling problem in a multi-cell flexible manufacturing system (MCFMS). Celano et al. [8] dealt with the batch scheduling problem for the multiple distinctive manufacturing cells using simulation method. Balaji and Porsevli [6] also developed an optimization model for the batch scheduling problem considering sequence dependent setup times. Yilmaz et al. [62] proposed a novel goal programming optimization model, in which the objectives were the total number of employees in the system and the average flow times, for the batch scheduling problem in the MHCMS. They did not consider limited employee resource as a constraint with SWA affecting the manual operation times on cells. In their study, the primary purpose was the examination of the interaction between the total number of employees and the flow times considering employee resources are unlimited. However, it does not provide any chance to evaluate the effects of different employee skill scenarios on the cell response times with limited employee resources. Therefore, we present a new optimization model to address these critical issues. The selected metaheuristiscs are implemented to solve the problem and compared to each other regarding the solution quality. The test problems were generated based on real production data, presented in the study of Yilmaz et al. [62], and used to investigate both the performance of metaheuristics and the effects of several factors on the average cell response time.

Most studies on batch scheduling have focused on static scheduling problems. In these types of problems, employee resources are accepted to be non-renewable, and they cannot be assigned to more than one operation. In addition, the number of employees in each cell remains unchanged during the scheduling horizon. On the other hand, the employee resources are assumed to be renewable for dynamic scheduling problems, so they can be assigned to several non-overlapping operations. Therefore, the number of employees in each cell varies dynamically throughout the scheduling horizon [21].

The current study focuses on the dynamic batch scheduling problem, considering employee resources to be limited. Employee (worker) allocation and assignment in CMS have been prevalently examined in the existing literature by Suer and Dagli [53], Cesani and Steudel [9], Suer and Tummaluri [54], Fan et al. [24], Suer and Alhawari [52], and Niakan et al. [42].

In recent years, employee flexibility in the CMS has been considered in some studies.

Jensen [29] used the simulation method to examine the performance advantages of the labor flexibility for the departments, the hybrid cells, and the strict cells. Askin and Huang [4] proposed a multi-objective model for the employee assignment and training process. Norman et al. [43] analyzed the problem of assigning employees to the cells while considering technical and human skills. Fowler et al. [25] proposed an optimization model by considering general cognitive ability (GCA) of employees. Davis et al. [20] analyzed employee flexibility with cross-training using simulation.
method. Azadeh et al. [5] examined the employee allocation problem with the learning effects in a CMS by integrating fuzzy data envelopment analysis (FDEA) and simulation method. Eglilmez et al. [22] dealt with the problem of stochastic skill-based workforce assignment in a CMS. Liu et al. [37] analyzed employee allocation in a CMS by considering the learning and the forgetting effects of employees. Costa et al. [17] investigated the effect of the assignment of the heterogeneous workers on both the workforce cost and the makespan in a work cell with a flow shop layout. They stated that allocation of skilled workers to perform setup tasks affects the cell responses. Costa et al. [15] investigated the effect of limited human resources having different skill levels on the performance of a parallel machine production system. Three scenarios, namely high-skill (HS), average-skill (AS), and low-skill (LS), were evaluated for comparison purposes.

Considering the large body of extensive literature, there have been studies that investigate the batch scheduling problem for CMS. However, to the authors’ best knowledge this study is the first attempt to examine the batch scheduling problem for MHCMS in a DRC setting addressing SWA. A detailed explanation of the problem is given in Section 2.

One of our main interests in this paper is to compare the performance of some of the most commonly employed metaheuristics in the literature, and to determine the best among them for the considered problem.

The contributions of this study are as follows:
- The batch scheduling problem considering one-piece flow application within cells for the MHCMS is investigated, which has not been studied in the academic literature to date. In addition, SWA with a DRC setting for MHCMS is considered.
- A new optimization model is presented for the problem.
- A lower bound is determined to use for an experimental comparison of the metaheuristics.
- Several structural properties are described, for a better explanation of the problem.
- The metaheuristics are compared regarding the solution quality, and the best among them is determined as the result of detailed analyses.

The remainder of the study is organized as follows. Section 2 introduces the problem definition and optimization model. Section 3 presents structural properties and the lower bound for the problem. Section 4 describes the selected metaheuristics. Section 5 reports the computational comparison of the metaheuristics. Finally, the conclusion is given in Section 6.

2. Problem definition. In this study, the batch scheduling problem for MHCMS in a DRC setting is examined, considering SWA. The decision problems to be met include determining the sequence and starting times of batches, and assigning employees to cells in which operations are performed while considering employee skill levels.

There are $K$ independent labor-intensive hybrid cells in the CMS. Each hybrid cell is composed of $M$ machines designed as multi-product flow shops allocated to process $N$ batches. The structure of the cells and the allocation of the batches to the cells are known in advance. The batches are available to be processed at time zero. Since only one product family is allocated to each cell, the setup times are ignored for the batches. As long as a batch is being processed in a cell it cannot be interrupted and another batch is not allowed to enter the same cell. The parts/jobs in each batch are processed in an overlapping fashion thanks to the unidirectional
and one-piece flow of parts in each hybrid cell. The term of unidirectional flow implies that there is no backtracking for parts of a batch through the machines in a cell. If an operation is a missing operation (MO), then parts are not processed in the corresponding machine and it is not included in the main operation that is comprised of the remaining operations. Each employee has one skill level to perform operations on cells, and the assignment of employees to the operations affects the batch processing times.

There are two main principles that can be implemented to provide the flow of parts through operations in a hybrid manufacturing cell. One of these is called one-piece flow, while the other is called batch-flow. Figure 1 illustrates the one-piece flow and batch-flow principles for a hybrid manufacturing cell, respectively.

The advantage of one-piece flow is that the parts moving through operations in the cell do not have to wait for the rest of the batch to be completed on any machine [48]. The cycle time is used to compute the batch processing time when one-piece flow is applied. On the other hand, the parts that move based on the batch-flow must wait for the other parts of the batch to be completed on each machine. The cycle time cannot be used in the calculation of the batch processing time when batch-flow is applied. The batch processing time is computed by multiplying the sum of operation times (OT1 + OT2 + OT3) by the batch size (BS) in the case that batch-flow is applied. The walking times are assumed to be equal to zero for each of the cells.

Therefore, implementing one-piece flow within a cell may significantly reduce the batch processing time compared with implementing batch-flow within a cell. It is proved in the structural properties that the batch processing time calculated when batch-flow is applied (PT1) and that calculated when one-piece flow is applied (PT2) are not the same (see Lemma 3.4 in Section 3.1).

Once a batch is considered as a part, it is not possible to apply one-piece flow, and batch flow must be applied. For the investigated problem, a batch cannot
be treated as a part, because the one-piece flow principle is implemented in the cells. If the problem is called the part/job scheduling problem, which means each batch is treated as a part/job, then it can lead to a significant increase in the batch processing time. This is one of the reasons for referring to the problem as the batch scheduling problem. The other reason is that the batches are scheduled on the cells, not on the machines. In other words, the sequence of batches is determined for the cells, not for the machines. If the batches are scheduled on the machines, this may reduce the investigated problem to a cell scheduling problem, which is a different type of problem. As explained in Section 1, the main aim of this study is to present a comprehensive problem containing SWA, employee timetabling, and the one-piece flow principle for the batch scheduling.

The cell cycle time is equal to the difference between the completion times of two adjacent parts processed in the same cell, in which one-piece flow is applied. The cell cycle time is computed by comparing the times provided by employees who perform operations on the cell (equation 8). Each employee is responsible for carrying out some or all manual operations in the cell, and the cell cycle time cannot be smaller than the maximum operation time in the cell (equation 19). Furthermore, the cell cycle time cannot be larger than the sum of the manual operation times and the total walking time [28, 7, 40].

Employees have different skill levels. Costa et al. [15] determined three levels of expertise for an employee: senior, normal, and junior. These levels of expertise are also employed in this study. A senior employee has more work experience than a normal employee, and a normal employee similarly has more work experience than a junior employee. The durations of the manual operations are affected by the skill levels of employees, i.e., a manual operation is performed in less time by a senior employee than by a normal or junior employee. Similarly, the cell cycle times are affected by the numbers of employees assigned to the cells for the batches. Therefore, the batch processing times depend on both the number of employees and the skill levels of the employees assigned to the operations of the batches. The coefficients used to determine the manual operation times are given in Table 7 in Section 5.1.

In our problem, the hybrid manufacturing cells have multi-product flow shop layout that applies one-piece flow in each cell. Immediately before a batch enters a cell, the batch is split into parts/jobs, and one-piece flow is carried out. Therefore, each part of the batch is affected by the manual operation times which are directly related to the SWA. Immediately after the parts leave the cell, they are batched again and transferred. The main difficulty of the investigated problem is that the assignment of employees to the operations of batches, the sequence of batches, and the starting times of batches must be concurrently designated which are related to each other.

In general, there are three types of resources: renewable, non-renewable, and doubly constrained [21]. A resource is called renewable if it can be assigned to several non-overlapping operations, and it is called non-renewable if it cannot be assigned to more than one operation throughout the scheduling horizon. On the other hand, if a resource has both renewable and non-renewable characteristics that vary with the time intervals of the scheduling horizon, then it is called doubly constrained. In a significant number of studies, employees are assumed to be either renewable or non-renewable resources, and the problems are classified with respect to the resource characteristics. Regarding the resource type, there are two kinds of
problems: dynamic scheduling and static scheduling problems. The dynamic scheduling problems deal with renewable resource assignment, whereas static scheduling problems consider non-renewable resource assignment. In this study, we investigate renewable resource assignment, i.e., employee timetabling, and formulate the batch scheduling problem in a dynamic environment to further understand the effect of employee flexibility on the average cell response time objective. The employee timetabling adds significant complexity to the investigated problem, because of the additional set of employee availability constraints. The complexity of the problem for both renewable and non-renewable resource allocation is explained in Section 2.2.

Since the employees are considered to be renewable resources for the investigated problem, a serial scheduling scheme (SSS) is constructed to obtain feasible schedules. The SSS is described in Section 4.2.

2.1. **Optimization model.** An integer programming (IP) optimization model for the batch scheduling problem is presented in this section. The basic version of the problem is parallel machines flexible resources scheduling (PMFRS) problem consisting of determining the sequence of jobs and finding the starting time of jobs with an additional amount of resources [18]. The optimization model is reformulated and modified based on the studies of Edis et al. [21] and Yilmaz et al. [62] by considering the SWA.

The indices, parameters, variables, decision variables and optimization model are as follows:

**Indices**
- $i, j$: Index of batches ($i, j = 1, \ldots, N$
- $f, g$: Index of parts/jobs ($f, g = 1, \ldots, F$
- $z$: Index of employees ($z = 1, \ldots, Z$
- $m$: Index of machines ($m = 1, \ldots, M$
- $k, l$: Index of cells ($k, l = 1, \ldots, K$
- $t$: Index of time periods ($t = 1, \ldots, T$
- $S$: Set of batches

**Parameters**
- $N_k$: Total number of batches assigned to cell $k$
- $N$: Total number of batches \( \sum_{k=1}^{K} N_k = N \)
- $F$: Total number of parts/jobs \( \sum_{i=1}^{N} q_i = F \)
- $q_i$: Number of parts in batch $i$
- $e_{zim}$: Manual operation time of parts in batch $i$ on machine $m$ for employee $z$
- $r_{im}$: Automatic operation time of parts in batch $i$ on machine $m$
- $o_k$: Total walking time of employees for batch $i$
- $a_k$: Average walking time of employees for batch $i$
- $u_{im}$: If machine $m$ is used for any operation of batch $i$, 1; if not, 0
- $T$: Number of time periods in the scheduling horizon (Let $T$ be an upper bound on the cell response time)

**Variables**
- $C_k$: Response time of cell $k$/Completion time of last batch on cell $k$
- $c_i$: Completion time of batch $i$
- $c_i$: Processing time of batch $i$
- $c_y_i$: Cell cycle time for batch $i$
- $w_{1zi}$: If worker $z$ is assigned to main operation of batch $i$, 1; if not, 0
- $n_{ij}$: If starting time of batch $i$ is smaller than batch $j$, 1; if not, 0
Decision variables

- \( n_{1ij} \): If completion time of batch \( i \) is larger than batch \( j \), 1; if not, 0
- \( cn_i \): Minimum cell cycle time for batch \( i \)
- \( cx_i \): Maximum cell cycle time for batch \( i \)
- \( s_i \): Starting time of batch \( i \)
- \( v_{zim} \): Operation time of parts in batch \( i \) on machine \( m \) for employee \( z \)
- \( d_i \): Longest operation time of parts in batch \( i \)
- \( FT_i \): Lead time of the first part in batch \( i \)

\( W_i \): Maximum number of employees that can be assigned to the main operation of batch \( i \)

\( W1_i \): Minimum number of employees that can be assigned to the main operation of batch \( i \)

**Decision variables**

- \( x_{it} \): If batch \( i \) completes its processing at time \( t \), 1; if not, 0
- \( b_{ij} \): If batch \( i \) is processed after batch \( j \), 1; if not, 0
- \( w_{zim} \): If worker \( z \) is assigned to machine \( m \) for operation of batch \( i \), 1; if not, 0

The mathematical formulation of the IP optimization model is as follows:

**Objective function**

\[
\min \text{ objective } = \frac{\sum_{k=1}^{K} C_k}{K} \quad (1)
\]

**Constraints**

\[
C_k \geq c_i \quad i \in S_k/k = 1,...,K \quad (2)
\]

\[
c_i = \sum_{t=1}^{T} t \times x_{it} \quad i = 1,...,N \quad (3)
\]

\[
\sum_{t=1}^{T} x_{it} = 1 \quad i = 1,...,N \quad (4)
\]

\[
c_i \geq (c_j + p_j) - T \times (1 - b_{ij}) \quad i \in S_k, j \in S_k/k = 1,...,K \quad (5)
\]

\[
b_{ij} + b_{ji} = 1 \quad i \in S_k, j \in S_k/k = 1,...,K \quad (6)
\]

\[
p_i = cy_i \times (q_i - 1) + \sum_{z=1}^{Z} \sum_{m=1}^{M} w_{zim} \times (e_{zim} + r_{im}) + o_i \quad i = 1,...,N \quad (7)
\]

\[
cy_i \geq w_{zim} \times c_{zim} \times r_{im} \quad i = 1,...,N; z = 1,...,Z; m = 1,...,M \quad (8)
\]

\[
cy_i \geq \sum_{m=1}^{M} w_{zim} \times (a_i + e_{z,i,m}) \quad i = 1,...,N; z = 1,...,Z \quad (9)
\]

\[
\sum_{z=1}^{Z} w_{zim} = u_{im} \quad i = 1,...,N; m = 1,...,M \quad (10)
\]

\[
w_{1zi} \geq w_{zim} \quad i = 1,...,N; z = 1,...,Z; m = 1,...,M \quad (11)
\]

\[
w_{1zi} \geq W_i \quad i = 1,...,N; z = 1,...,Z \quad (12)
\]

\[
3 - (n_{ij} + n_{1ij}) \geq w_{1zi} + w_{1zj} \quad i \in S_k, j \in S_k/k, l = 1,...,K; k \neq l \quad (13)
\]

\[
T \times n_{ij} \geq (c_j - p_j) \quad i \in S_k/k, l = 1,...,K; k \neq l \quad (14)
\]

\[
T \times n_{1ij} \geq c_j - (c_j - p_j) \quad i \in S_k/k, l = 1,...,K; k \neq l \quad (15)
\]

\[
x_{it}, w_{zim}, w_{1zi}, n_{ij}, n_{1ij}, b_{ij}, x_{it} \in 0,1; cy_i, p_i, c_i \geq 0 \quad (16)
\]

The objective function 1 minimizes the average cell response time which is the average completion time of the last batches on the cells [55]. Equation 2 states that the cell response time \( C_k \) is larger than or equal to the completion time of all
batches in this cell. Equations 3 and 4 ensure that each batch must be completed at a unique time. Equation 5 guarantees that at most one batch can be processed in a cell at the same time. Equation 6 ensure that, within each cell \( k \), either batch \( i \in S_k \) precedes batch \( j \in S_k \), or batch \( j \) precedes batch \( i \). Equation 7 is used to compute the batch processing times, which depend on the employees assigned to the operations of batches. This equation is modified and adapted to one-piece flow structure of parts in cells. Equations 8 and 9 are utilized to calculate the cell cycle time for each batch. The study of Miltenburg [40] is used to obtain these equations.

In a hybrid cell, the cycle time for a batch is made up of the manual operation times and the time to move between machines (walking time). The cell cycle time for the batch must be larger than the minimum cycle time and the cycle time computing for each employee that assigned to the operations in the cells. Equation 10 is used to assign employees to the machines to perform operations. Equation 11 shows that an employee assigned to a machine for an operation of a batch is also assigned to the main operation of this batch. While each machine in a cell corresponds to an operation, the cell corresponds to the main operation if the cell is evaluated as a machine. The variables and the equations related to the main operations are designed to prevent employees from being assigned to more than one cell at the same time. Equation 12 states that the total number of employees assigned to the main operation of a batch must be smaller than the maximum number of employees that can be assigned to the main operation of this batch. Employees are considered renewable resources and they can be assigned several operations over the scheduling horizon. However, employees cannot be assigned overlapping operations performed on different cells. Therefore, Equations 13, 14 and 15 are developed to take employee availability constraint into consideration. Equation 13 states that each employee can be assigned at most one main operation at the same time. This constraint avoids the assignment of the same employee to two main operations overlapped in time. Equations 14 and 15 are used to determine the main operations overlapped in time. Equation 16 enforces the binary and sign restrictions on the variables.

The parameters \( cx_i \) and \( cn_i \) are represented in Equations 17 and 18, respectively [62].

\[
\begin{align*}
    cx_i &= \max\left(\sum_{m=1}^{M} \max_{z}(e_{zim} + a_i); d_i \right) \quad i = 1, ..., N \\
    cn_i &= d_i \quad i = 1, ..., N
\end{align*}
\] (17) (18)

The longest operation time and the operation times for parts within a batch on each machine are computed by Equations 19 and 20, respectively.

\[
\begin{align*}
    d_i &= \max_{\forall z}(v_{zim}) \quad i = 1, ..., N \\
    v_{zim} &= e_{zim} + r_{im} \quad i = 1, ..., N; m = 1, ..., M; z = 1, ..., Z
\end{align*}
\] (19) (20)

Equation 21 is used to calculate the maximum number of employees that can be assigned to the main operation of batch \( i \).

\[
W_i = \left[\frac{cx_i}{cn_i}\right] + 1 \quad i = 1, ..., N
\] (21)

The following equation is used to compute the upper bound \( T \).

\[
T = \max_{vk}(\sum_{i=1}^{N} cx_{ik} \times (q_i - 1) \times FT_{ik})
\] (22)
The following equation is used to compute the starting time $s_i$ of batch $i$. In this equation, $p_i$ represents the batch processing time.

$$s_i = c_i - p_i \quad i = 1, ..., N$$  \hspace{1cm} (23)

The second part of equation 7 is used for computing the first lead time $FT_i$ for batch $i$, which is given in the following equation 24.

$$FT_i = \sum_{z=1}^{Z} \sum_{m=1}^{M} w_{zim} \times (e_{zim} + r_{im}) + o_i \quad i = 1, ..., N$$  \hspace{1cm} (24)

2.2. Complexity of the problem. For the investigated batch scheduling problem, if we make the following assumptions then the problem is reduced to the static PMFRS problem [21]:

- The employee resources are non-renewable and identical.
- The cells are identical.
- Each batch is treated as a part.

For the static PMFRS problem, Daniels et al. [18] developed an algorithm that solves the problem in polynomial time.

If we replace the first assumption with the following, without changing the other assumptions, then the problem is reduced to the dynamic PMFRS problem.

- The employee resources are renewable and identical.

The dynamic PMFRS problem has been proved to be NP-hard in the academic literature [21, 18].

In our problem, the objective is to determine the batch scheduling and the employee assignment decisions that minimize the average cell response time. Thus, the problem with non-identical cells and renewable and non-identical resources is also NP-hard.

Owing to the NP-hard nature of the problem, the computational time of the optimization model increases exponentially with the problem size [21]. Therefore, using metaheuristics to solve the problem is plausible.

3. Structural properties and the lower bound for the problem.

3.1. Structural properties.

Lemma 3.1. There exist a schedule $\pi = (b_1, b_2, ..., b_N)$ for the problem, in which the solutions change when: (1) positions (order) of any two batches are processed in the same cell are exchanged, (2) positions of any two parts in different batches processed in the same cell are exchanged. The solutions remain unchanged when: (3) positions of any two parts in the same batch are exchanged.

Proof. (1) Without loss of generality, let us consider batches $b_i$ and $b_j$ are processed on the same cell where $b_i, b_j \in S_k \ (k=1, ..., K; \ K=1)$. When $b_i$ is processed before $b_j$, there are $c^1_i = s^1_i + p^1_i$, $p^1_i = cy_i \times (q_i - 1) + FT_i$, $c^1_j = s^1_j + p^1_j$, and $p^1_j = cy_j \times (q_j - 1) + FT_j$. After the positions of batches $b_i$ and $b_j$ are exchanged, the updated processing times are $p^2_i = cy_i \times (q_i - 1) + FT_i$ and $p^2_j = cy_j \times (q_j - 1) + FT_j$.

After the processing times $p_i$ and $p_j$ of batches are not affected. However, the starting times $s_i$ and $s_j$ and the completion times $c_i$ and $c_j$ of batches are dependent on both the sequence of batches and the availability of employees. The updated completion times are $c^2_i = s^2_i + p^2_i$ and $c^2_j = s^2_j + p^2_j$. It can be concluded that the difference between the cell response time $C^1_k$ and the updated cell response time $C^2_k$ depend on the difference between the completion times and the updated completion.
times of batches \(b_i\) and \(b_j\). Hence, it is seen that \(c^1_i - c^2_i \neq 0\) \(c^1_j - c^2_j \neq 0\). When multiple cells are considered \((k = K; K > 1)\), we see that the starting times \(s_i\) and \(s_j\) and the completion times \(c_i\) and \(c_j\) of batches \(b_i\) and \(b_j\) change and they affect the starting and completion times of other batches. It is seen that the results are the same for both single cell and multiple cells’ cases.

(2) Without loss of generality, let us consider batches \(b_i\) and \(b_j\) are processed on the same cell where \(b_i, b_j \in S_k\) \(J_f \in b_i, J_g \in b_j\) \((f, g = 1, \ldots, F; k = 1, \ldots, K; K = 1)\). When \(b_i\) and \(b_j\) are processed on the same cell, there are \(c^1_i = s^1_i + p^1_i\), \(p^1_i = cy_i + (q_i - 1) + FT_i\), \(c^1_j = s^1_j + p^1_j\), and \(p^1_j = cy_j + (q_j - 1) + FT_j\). After the positions of jobs \(J_f\) and \(J_g\) are exchanged, the updated batch processing time is \(p^2_f = cy_i \times (q_i - 1) + FT_i\) where \(cy_i\) and \(cy_j\) are dependent on parts belonging to different batches (Equations 8 and 9).

When the positions of jobs are exchanged, the processing times are affected since the manual operation times are not the same. It can be concluded that the difference between the cell response time \(C^1_k\) and the updated cell response time \(C^2_k\) depends on the difference between the completion times of the updated completion times of batches \(b_i\) and \(b_j\). Hence, it is seen that \(c^1_i - c^2_i \neq 0\) and \(c^1_j - c^2_j \neq 0\). When multiple cells are considered \((k = K; K > 1)\), we see that the starting times \(s_i\) and \(s_j\) and the completion times \(c_i\) and \(c_j\) of batches \(b_i\) and \(b_j\) change and they affect the starting times and completion times of other batches. It is seen that the results are the same for both single cell and multiple cells’ cases.

(3) Without loss of generality, let us consider batch \(b_i\) is processed on a cell where \(b_i \in S_k, J_f \in b_i, J_g \in b_i\) \((k = 1, \ldots, K; K = 1)\). When \(J_f\) is processed before \(J_g\) in batch \(b_i\), there are \(c^1_i = s^1_i + p^1_i\) and \(p^1_i = cy_i \times (q_i - 1) + FT_i\). After the positions of jobs \(J_f\) and \(J_g\) are exchanged in batch \(b_i\), the updated batch processing time is \(p^2_f = cy_i \times (q_i - 1) + FT_i\) where \(cy_i\) is not dependent on the sequence of jobs in the same batch (Equations 8 and 9). The updated completion time \(c^2_i = s^2_i + p^2_i\) where \(s_i\) is not affected by the sequence of jobs in batches. Since the difference between the cell response time \(C^1_k\) and the updated cell response time \(C^2_k\) depends on the difference between the completion time \(c^1_i\) and the updated completion time \(c^2_i\) of batch \(b_i\), it can be concluded that \(C^1_k - C^2_k = 0\). When multiple cells are considered \((k = K; K > 1)\), we see that the processing time \(p_i\) of batch \(b_i\) does not change and it does not affect the starting and completion times of the other batches. It is seen that the results are the same for both single cell and multiple cells’ cases.

**Lemma 3.2.** The minimum cell response time of cell \(k\) is \(C_k = \sum_{i \in S_k} p_i\).

**Proof.** Without loss of generality, we assume that there exist a schedule \(\pi = (b_1, b_2, \ldots, b_k, \ldots, b_N)\). It is easy to get that \(C_k = \sum_{i \in S_k} p_i = \sum_{i \in S_k} (cy_i \times (q_i - 1) + FT_i)\). The resulting results can be concluded that the minimum response time of cell \(k\) is \(C_k = \sum_{i \in S_k} p_i = \sum_{i \in S_k} (cy_i \times (q_i - 1) + FT_i)\) when the cell cycle time \(cy_i\) is equal to the minimum cell cycle time \(cn_i\) for batch \(b_i\). In addition, the minimum response time of cell \(k\) is \(C_k = \sum_{i \in S_k} p_i = \sum_{i \in S_k} (cy_i \times (q_i - 1) + FT_i)\) when the cell cycle time \(cy_i\) is equal to the maximum cell cycle time \(cx_i\) for batch \(b_i\).

**Lemma 3.3.** The sum of minimum cell response time of cell \(k\) is \(\sum_{k=1}^{K} C_k = \sum_{i=1}^{N} p_i\).

**Proof.** Based on Lemma 3.2, \(\sum_{k=1}^{K} C_k = \sum_{k=1}^{K} \sum_{i \in S_k} p_i = \sum_{k=1}^{K} \sum_{i \in S_k} cy_i \times (q_i - 1) + FT_i\). The resulting results can be concluded that the sum of minimum response time of all cells is \(\sum_{k=1}^{K} C_k = \sum_{k=1}^{K} \sum_{i \in S_k} p_i = \sum_{k=1}^{K} \sum_{i \in S_k} cy_i \times (q_i - 1) + FT_i\) when the cell cycle time \(cy_i\) is equal to minimum cell cycle time \(cn_i\) for batch \(b_i\). The sum of minimum response time of all cells is \(\sum_{k=1}^{K} C_k = \sum_{k=1}^{K} \sum_{i \in S_k} p_i = \sum_{k=1}^{K} \sum_{i \in S_k} cx_i \times \).
(q_i - 1) + FT_i when the cell cycle time c_{y_i} is equal to minimum cell cycle time c_{x_i} for batch b_i.

**Lemma 3.4.** The batch processing time \( p_i \) is changed when batch \( b_i \) is treated as a part/job.

**Proof.** Without loss of generality, let us consider batch \( b_i \) is processed on a cell where \( b_i \in S_k \) (k = 1, ... , K; K = 1). When batch \( b_i \) is treated as a part/job, one-piece flow cannot be applied within the cell and the batch processing time is

\[
p_i^1 = \left( \sum_{z=1}^{Z} \sum_{m=1}^{M} w_{zim} \times (e_{zim} + r_{im}) + o_i \right) \times q_i \text{ where } \sum_{z=1}^{Z} \sum_{m=1}^{M} w_{zim} \times (e_{zim} + r_{im}) + o_i = FT_i.
\]

We also know that when one-piece flow is implemented during the processing of the batch \( b_i \) in the cell, the batch processing time is \( p_i^2 = cy_i \times (q_i - 1) + FT_i \). If the batch size \( q_i \) is equal to 1, \( p_i^1 = \sum_{z=1}^{Z} \sum_{m=1}^{M} w_{zim} \times (e_{zim} + r_{im}) + o_i = FT_i \) and \( p_i^2 = FT_i \); otherwise \( p_i^1 = FT_i \times q_i \) and \( p_i^2 = cy_i \times (q_i - 1) + FT_i \). Thus, we can conclude that \( p_i^1 = p_i^2 \) when \( q_i = 1 \), and \( p_i^1 \neq p_i^2 \) when \( q_i \) is larger than 1.

**3.2. Lower bound.**

**Theorem 3.5.** The lower bound for the problem is \( LB = \frac{\sum_{k=1}^{K} \sum_{i \in S_k} p_i}{K} \) where \( p_i = cn_i \times (q_i - 1) + FT_i \) for batch \( b_i \) (\( b_i \in S_k \); \( k = 1, ..., K \)).

**Proof.** Assume that there is a solution value \( AC \), which is smaller than \( LB \), i.e.,

\[
AC < \frac{\sum_{k=1}^{K} \sum_{i \in S_k} p_i}{K}.
\]

Thus, \( \sum_{k=1}^{K} \frac{C_k}{K} < \frac{\sum_{k=1}^{K} \sum_{i \in S_k} p_i}{K} \) and \( AC \times K = \sum_{k=1}^{K} C_k < \sum_{k=1}^{K} \sum_{i \in S_k} p_i \). From Lemma 3.3, we know that the sum of minimum cell response times is

\[
\sum_{k=1}^{K} \sum_{i \in S_k} p_i = \sum_{k=1}^{K} \sum_{i \in S_k} c_{y_i} \times (q_i - 1) + FT_i
\]

when the cell cycle time \( c_{y_i} \) is equal to the minimum cell cycle time \( c_{x_i} \) for batch \( b_i \). Therefore, \( AC \times K = \sum_{k=1}^{K} C_k < \sum_{k=1}^{K} \sum_{i \in S_k} p_i \) and \( AC < \frac{\sum_{k=1}^{K} \sum_{i \in S_k} p_i}{K} \) obviously contradict with Lemma 3.2 and Lemma 3.3. Thus, we obtain \( LB = \frac{\sum_{k=1}^{K} \sum_{i \in S_k} p_i}{K} \) where \( p_i = cn_i \times (q_i - 1) + FT_i \) for batch \( b_i \).

**4. Metaheuristics.** In this section, we define three metaheuristics, which will later be used to solve the batch scheduling problem addressing SWA.

**4.1. Representation scheme and an illustrative example.** To implement the algorithms for the problem, a representation scheme has to be developed to encode the solutions. The representation schemes may differ according to the problem structure, i.e., these are problem specific [44].

In this paper, the batch list (BL) representation scheme, which is a modified version of the activity list (AL) representation scheme [34], is developed. The representation of an individual/solution shows the priority among the batches to be scheduled. A solution is comprised of four parts, corresponding to the position numbers, the batch list, the assignment of employees to the batches, and the assignment of employees to the machines. The last two parts of the solution are formed depending on the second part.

As an illustration of the problem, an example is provided in Table 1, where a set of four batches are processed on two cells operated by three employees. Batch 1 and batch 2 are processed on cell 1, and batch 3 and batch 4 are processed on cell 2. The maximum and minimum cell cycle times for batch \( i \), denoted by \( c_{x_i} \) and \( cn_i \) respectively, are computed using the equations 17, 18, 19 and 20. The skill levels of all employees are assumed to be normal for this example (see Table 7 in Section 5.1).
Equation 21 is used to calculate the maximum number of employees that can be assigned to batch \( i \). The number of employees is assigned to each batch has to be determined using the values in Table 2.

For example, the number of employees assigned to batch 2 cannot be larger than three or smaller than one. If four employees are assigned to cell 1 for batch 2, then one employee has no effect on the cell cycle time, and this will lead to wasted time for the employee.

Table 2. Maximum and minimum number of employees

Table 3 shows the batch list representation scheme for this problem. While the first row/part is related to the priorities among batches, which are given in the second row, the third and fourth rows are related to the employee availability constraints (equations 13, 14 and 15). While the third row shows the assignment of employees to the cells, the fourth row indicates the assignment of employees to the machines for the batches. The numbers of employees assigned to the cells are determined by considering the values given in Table 2. The last two parts are created to prevent the assignment of employees to overlapping operations. In order to generate a feasible solution from the BL scheme, the serial scheduling scheme (SSS) is applied in a stage-wise fashion. The SSS is introduced in Section 4.2.

Table 3. The batch list representation scheme (Encoding scheme)

To compute the batch processing times, the cell cycle times \( c_{yi} \) and the first lead times \( FT_i \) have to be calculated. While the cell cycle times are computed using the equations 8 and 9, the first lead times are calculated using the equation 24. Table 4 shows the cell cycle times and the first lead times of the batches.

4.2. Decoding procedure and objective function. Every solution (individual) of the population has to be assessed by a fitness value, which is equal to the average cell response time of the schedule. In this study, the serial scheduling scheme (SSS)
is adopted, and applied to each individual to create a resource feasible schedule. SSS consists of \( i = 1, \ldots, N \) phases, in each of which one batch is taken with the position number and scheduled until a feasible schedule is generated. The sequence is designated through the batch list of the chromosome, as given in the first row of Table 3, and the earliest feasible starting time for each batch is determined such that employee availability constraints are satisfied. The fitness value is computed following the SSS implementation. As an illustration, the individual detailed in Table 3 can be represented as shown in Figure 2, and the corresponding average cell response time is equal to 1213 seconds. The batch processing times are calculated considering the equation 7, which requires the cell cycle times \( c_{yi} \) and the first lead times \( FT_i \) for the batches \( (i \in S_k; k = 1, \ldots, K) \). A detailed explanation of SSS can be found in the study of Kolisch [39].

While Figure 2 shows the schedule for the batches, Figure 3 represents the MHCMS for this illustrative example. There are four batches assigned to two cells to be processed. The sequence of batches and the employee assignments are given in Table 3. Owing to the overlapping operations, the employee assignments to the cells and machines directly affect the average flow time objective.

4.3. **Genetic algorithm.** The genetic algorithm (GA), devised by Holland [26], is a population-based evolutionary algorithm. Since being proposed, this algorithm

|   | \( c_{yi} \) | employee1 | employee2 | employee3 | \( c_{yi} \) | \( FT_i \) |
|---|---|---|---|---|---|---|
| 1 (Cell1) | 35 | - | 66 | - | 66 | 86 |
| 2 (Cell1) | 30 | 43 | 43 | - | 43 | 91 |
| 3 (Cell2) | 30 | 50 | - | 25 | 50 | 120 |
| 4 (Cell2) | 20 | 35 | 20 | - | 35 | 85 |

**Table 4.** The cell cycle times and the first lead times

![Figure 2. Average cell response time (Solution decoding)](image-url)
has been applied to solve a wide range of optimization problems, such as computational intelligence, networks, speech recognition, filtering, and production planning and control [57]-[14].

The process is fundamentally based on evolution in nature, and uses selection, crossover, and mutation operators. Because the effectiveness of GA for solving discrete optimization problems has been demonstrated in many studies [2]-[1], it is included in this study for comparison purposes.

The generic pseudo-code of the GA is given as follows:

Initialization
(1) Set the input parameters, including crossover probability \(pc_{\text{crossover}}\), mutation probability \(pm_{\text{mutation}}\), the population size \(PS\) and the termination condition.
(2) Initialize population with randomly generated individuals.

Loop
(3) Evaluate each individual by the fitness function and choose two individuals.
(4) Improve two individuals with the aid of local search.
(5) If the fitness values of the new individuals are better than existing individuals, update the population; otherwise, do not update.
(6) Select individuals to form a new population with using binary tournament selection.
(7) Perform one-point crossover with probability \(pc_{\text{crossover}}\).
(8) Perform mutation with probability \(pm_{\text{mutation}}\).
(9) If the termination condition is reached, calculate fitness functions and go to Step 9; otherwise, go to Step 3.

End Loop
(10) Output the best solution found so far.
The solution representation scheme and fitness function presented in Sections 4.1 and 4.2, respectively, are used for the GA algorithm.

4.3.1. Genetic operators. There are three classes of genetic operators: selection, crossover, and mutation. To create good individuals in the population, the choice of genetic operators is critical [35].

Selection: GA uses a selection scheme to determine the parents which are utilized to generate the offspring from them. Tournament selection is a selection scheme in which \( S \) competitors are evaluated according to their fitness value and determined the best individual to be a parent [39]. Binary tournament selection (\( S=2 \)) approach is utilized to select the parent individuals for crossover.

Crossover: One-point crossover has been used for all parts of the chromosome. In this process, each pair of individuals is chosen as the parents, a father, and a mother, with a probability \( p_{cross} \) and two new individuals, a daughter and a son, are produced as offspring. It first determines a single crossover point \( t \) randomly and then creates an offspring as follows. The first \( t \) positions in all parts of the chromosome are taken from the father and the remaining positions in all parts of the chromosome are derived from the mother. Note that the employee assignment and the machine assignment parts in both the daughter and the son are obtained...
with the employee and machine assignments of the corresponding batches derived from the father and the mother. The crossover operator is illustrated in Figure 4.

Mutation: Swapping mutation operator is utilized for the diversification purpose for each newly obtained individual. It first selects two positions with a probability of $p_{\text{mutation}}$, and swaps the batches in the selected positions. Note that this affects the employee and the machine assignments: that is, swapping is applied to both the batch-employee assignment and the employee-machine assignment parts. Next, the mutation operator modifies the batch-employee and the employee-machine assignment parts with a probability of $p_{\text{mutation}}$.

4.4. Artificial bee colony. The artificial bee colony (ABC) algorithm, developed by Karaboga [30], is a swarm intelligence-based algorithm. There are three groups of operators used in iterative processes in the algorithm: employed bee, onlooker bee, and scout bee. A bee in charge of exploiting the food sources is named an employed bee. A bee waiting in the hive to choose a food source found by employed bees is called an onlooker bee. A bee performing a random search to find a new food source is named a scout bee. In this study, it is assumed that the number of employed bees is equal to the number of onlooker bees. The amount of nectar for each food source corresponds to a solution to the addressed problem.

The generic pseudo-code of the ABC algorithm is given as follows:

```
Initialization
(1) Set the input parameters, involving the number of food sources ($NFS$), scout iteration ($limit$) and the termination condition.
(2) Initialize population with randomly generated individuals.
Loop
(3) Employed bee stage. The sub-stages applied for population are as follows:
(3.1) For each pair of food sources, create two new food sources with utilizing one-point crossover and mutation operators shown in Section 4.3.1.
(3.2) Evaluate each individual by the fitness function and choose two food sources.
(3.3) Improve two new food sources with the aid of the local search introduced in Section 4.6.
(3.4) If the fitness values of the new food sources are better than existing food sources, update the population; otherwise, set $trialscout = trialscout + 1$, $trialscout$ is the number of abandoning the non-improvement.
(4) Onlooker bee stage. The sub-stages applied for population are as follows:
(4.1) Choose two food sources by utilizing the binary tournament selection.
(4.2) Improve two new food sources based on local search presented in Section 4.6.
(4.3) If the fitness values of the new food sources are better than existing food sources, update the population; otherwise, set $trialscout = trialscout + 1$.
(5) Scout bee stage. If a food source has not been improved ($trialscout > limit$), abandon it, create a new food source randomly.
(6) Record the best solution
(7) If the termination condition is reached, go to Step 8; otherwise, go to Step 3.
End Loop
(8) Output the best solution found so far.
```

Because the ABC algorithm has proven effectiveness and outperforms most of the
commonly employed algorithms regarding distinguished solution performance [31]-[10], such as GA and particle swarm optimization (PSO), ABC is included in this study for comparison purposes.

The solution representation scheme and the fitness function, presented in Sections 4.1 and 4.2 respectively, are also used for the ABC algorithm.

4.5. Simulated annealing algorithm. The simulated annealing (SA) algorithm was introduced by Metropolis [11], and applied to combinatorial optimization problems by Kirkpatrick [33]. The SA is a single-solution based metaheuristic, and it simulates a real-life annealing process. This annealing process entails heating and gradual cooling of a metal to obtain a strong crystalline structure [56].

The SA algorithm has been implemented for optimization problems over the past few decades, and has demonstrated efficiency for discrete optimization problems [[1], [51], and [12]]. Therefore, the SA is included in this study for comparison purposes. The solution representation scheme and the fitness function, presented in Sections 4.1 and 4.2 respectively, are also used for the SA algorithm.

The generic pseudo-code of the SA algorithm is given as follows:

1. Set the input parameters, including initial temperature \( \text{initialtemp} \), cooling rate \( \text{coolingrate} \) and epoch length \( \text{epoch} \) and the termination condition.
2. Initialize a randomly generated solution \( s \) and set \( T = \text{initialtemp}, T \) is the current temperature.
3. Loop
4. Evaluate individual by the fitness function \( f(s) \).
5. Generate a random neighborhood solution \( s' \) with using swap operator and calculate the fitness value \( f(s') \) and set \( \text{Iteequ} = 1, \text{Iteequ} \) is the current iteration for the epoch condition.
6. Set \( \Delta = f(s') - f(s), \Delta \) is the difference between fitness (objective) function values.
7. If \( \Delta \leq 0 \) or \( e^{-\frac{\Delta}{T}} > \text{rand}(0, ..., 1) \) update the solution; otherwise, continue with the existing solution \( s \), set \( \text{Iteequ} = \text{Iteequ} + 1 \). (\( T \) is the current temperature)
8. If \( \text{Iteequ} \geq \text{epoch} \) (\( \text{epoch} \) is the maximum number of iteration for epoch condition), go to Step 8; otherwise, go to Step 4.
9. Set \( T = T \times \text{coolingrate} \) and go to Step 3.
10. If the termination condition is satisfied, go to Step 10; otherwise go to step 4. End Loop
11. Output the best solution.

4.6. Local search. In this study, a local search procedure is adapted to improve the performance of the ABC algorithm. With the aid of the local search, a better solution can be explored from the neighborhoods of an existing solution. The swap and the insertion operators are applied sequentially once at each iteration of local search to generate neighborhood solutions. The stages of the local search are performed for all solutions until the maximum number of iterations \( \lambda \) is reached.

The generic pseudo-code of local search is represented as follows:
Initialization
(1) Set $i=1$. 
Loop
(2) Generate a neighborhood solution by applying both swap and insertion operators sequentially once. 
(3) Evaluate neighborhood solution by the fitness function (objective). 
(4) If the neighborhood solution is better than the existing solution with respect to fitness function, update the solution; otherwise, continue with the existing solution. 
(5) Set $i = i + 1$, if $i$? (is the maximum iteration for the local search), stop; otherwise, go to Step 2. 
End Loop
(5) Output the solution.

5. Computational experiments. In order to evaluate the performance of the selected metaheuristics, it is necessary to compare them with each other for the batch scheduling problem in MHCMS.

To compare the performances of the proposed algorithms, experiments are conducted on real production data provided by a manufacturing company in the pipeline industry. The minimum and maximum cell cycle times, operation times, and total walking times are taken from the study of Yilmaz et al. [62], and are listed in Table 5, where the missing operations are denoted by MO.

The parts families, which are classified as DN 25-32-40-50, DN 65-80, DN 100-125-150 and DN 200-250-300 according to their nominal diameters, are produced in the manufacturing system.

There are seven different types of machines in the cells: roller, TIG welding, horizontal forming, vertical forming, reel, cutting, and closing machines.

The algorithms were coded in MATLAB software and tested on the same computer, a 2.4 GHz Intel(R) Core i7-3630QM CPU with 16 GB of RAM.

5.1. Experimental data. The experiments take three factors into consideration: the number of batches on each cell (NBEC), the number of employees for each skill level (NESL), and the algorithms. The experimental factors, along with their levels, are listed in Table 6. The number of batches on each cell is denoted by NB, and listed in Table 5. For the comparison analysis, the batch sizes were randomly generated from a discrete uniform distribution in the interval $U[1, 20]$. The total number of employees in the system was equal to nine. A benchmark of $3 \times 10=30$ test problems was generated and solved by each of the algorithms. Each experiment was repeated ten times with different random seeds.

The level of the NESL factor affects the distribution of the number of employees in the manufacturing system according to skill levels. For instance, when the NESL level is equal to 1, the employees are equally distributed across the skill levels. Similarly, when the NESL level is equal to 10, each employee has a senior skill level in the system.

The skill levels (namely junior, normal, and senior) of employees affect the manual operation times on the cells. For example, when the skill level of an employee is assumed to be junior, the manual operation times given in Table 5 are divided by 0.63 (skill level coefficient). The determined skill level coefficients are similar to the values in the study of Costa et al. [15], and are listed in Table 7.
Table 5. Cell cycle times, batch sizes, operation times and total walking times

| i | $c_{x_1}$ | $c_{p_1}$ | $q_i$ | $c_{x_{2im}}$ | $c_{x_{im}}$ | $c_{x_{2im}}$ | $c_{x_{im}}$ | $c_{x_{2im}}$ | $c_{x_{im}}$ | $a_i$ |
|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 957 | 450 | 5 | 16 | 150 | MO | MO | 450 | 155 | 108 |
| 2 | 622 | 468 | 4 | 16 | 150 | 110 | 358 | MO | 160 | 108 |
| 3 | 915 | 432 | 10 | 15 | 144 | MO | MO | 432 | 148 | 105 |
| 4 | 590 | 455 | 5 | 15 | 144 | 100 | 355 | MO | 152 | 105 |
| 5 | 887 | 420 | 15 | 15 | 140 | MO | MO | 420 | 145 | 96 |
| 6 | 555 | 438 | 8 | 15 | 140 | 88 | 350 | MO | 145 | 96 |
| 7 | 741 | 319 | 15 | 12 | 135 | MO | MO | 319 | 130 | 84 |
| 8 | 508 | 355 | 5 | 12 | 135 | 75 | 280 | MO | 138 | 84 |
| 9 | 626 | 250 | 10 | 9 | 120 | MO | MO | 250 | 117 | 71 |
| 10 | 436 | 272 | 10 | 9 | 120 | 60 | 212 | MO | 117 | 71 |
| 11 | 472 | 155 | 15 | 8 | 108 | MO | MO | 155 | 88 | 66 |
| 12 | 363 | 186 | 9 | 8 | 108 | 26 | 160 | MO | 102 | 66 |
| 13 | 525 | 182 | 12 | 8 | 115 | MO | MO | 182 | 95 | 71 |
| 14 | 414 | 210 | 8 | 8 | 115 | 50 | 160 | MO | 112 | 71 |
| 15 | 617 | 226 | 14 | 11 | 131 | MO | MO | 226 | 102 | 85 |
| 16 | 469 | 258 | 8 | 11 | 131 | 58 | 200 | MO | 120 | 85 |
| 17 | 755 | 318 | 10 | 14 | 145 | MO | MO | 318 | 115 | 94 |
| 18 | 541 | 360 | 5 | 14 | 145 | 80 | 280 | MO | 134 | 94 |
| 19 | 940 | 431 | 5 | 18 | 153 | MO | MO | 431 | 139 | 118 |
| 20 | 653 | 490 | 15 | 18 | 153 | 120 | 370 | MO | 155 | 118 |
| 21 | 1070 | 485 | 10 | 25 | 168 | MO | MO | 485 | 163 | 135 |
| 22 | 739 | 545 | 8 | 25 | 168 | 135 | 410 | MO | 175 | 135 |
| 23 | 1202 | 528 | 10 | 34 | 185 | MO | MO | 528 | 188 | 161 |
| 24 | 857 | 607 | 5 | 34 | 185 | 147 | 460 | MO | 211 | 161 |

Table 6. Experimental factors and their levels

| Factor | Level |
|---|---|
| Number of Batches on Each Cell (NBEC) *(Problem size factor)* | 1 NB \ 2 \[5 \times \text{NB}\] \ 3 \[10 \times \text{NB}\] |
| Number of Employees for each Skill Level (NESL) | Junior Normal Senior |
| 1 | 33% 33% 33% |
| 2 | 66% 33% 00% |
| 3 | 66% 00% 33% |
| 4 | 100% 00% 00% |
| 5 | 00% 66% 33% |
| 6 | 33% 66% 00% |
| 7 | 00% 100% 00% |
| 8 | 33% 00% 66% |
| 9 | 00% 33% 66% |
| 10 | 00% 00% 100% |
5.2. **Evaluation metric.** In this study, the response variable used for the comparison analysis is the \( RPD \), calculated according to equation 25. The lower bound (\( LB \)), which is computed using Theorem 3.5, is used as the best solution for a given class of problem according to the following formula:

\[
RPD\% = \frac{\text{solution-LB}}{\text{LB}}
\]  

(25)

The \( RPD \) value, which is a percentage deviation of solutions versus \( LB \), is computed for each instance. Obviously, the smaller values of the \( RPD \) are more desirable than the larger values.

5.3. **Parameters tuning.** The results for all metaheuristics are susceptible to the parameters used. Hence, the best combination of parameter values should be determined through repeated simulations [46]. In this study, the primary estimation values of the parameters are obtained through repetitive experiments. One parameter is varied each time, and the others are kept fixed. The best-known combination of parameter values is experimentally achieved as a result of a series of experiments performed with different parameter values. The same benchmark set used for the comparison analysis is employed for the parameter tuning analysis. In particular, the skill level of each employee is assumed to be normal. Each experiment is repeated 10 times with different random seeds. In order to achieve the convergence of each algorithm, the algorithms were terminated after 50 iterations without improvement to the best solutions. The maximum number of iterations without improvements is determined as the termination condition for the parameter tuning analysis, and named \( \text{termination}_{-1} \).

A two-stage adjustment method has been conducted to determine the parameters for ABC, GA, and SA, respectively. The method consists of two stages: an initial stage and improvement stage. In the initial stage, the algorithms are run to determine promising parameter values, as marked in bold in Table 8, for each NBEC level. The method continues to the improvement stage after obtaining the first parameter values from the initial phase. The improvement stage attempts to achieve the best combination of parameter values by running the algorithms in the neighborhoods of the promising values obtained in the initial stage, for each NBEC level. The best combination of parameter values achieved at the end of the improvement stage is denoted in bold in Table 9.

Table 10 shows the maximum computational times, in seconds, of the metaheuristic for each NBEC level.

To make an unbiased comparison, a limited computational time is used as a termination condition for comparison analysis [47, 23] and named as \( \text{termination}_{-2} \), which is fixed to “15 × Level of problemsize factor (NBEC) × (coefficient of NBEC)\(^{\frac{1}{2}}\)” seconds. The formula for the limited CPU time is determined using the values in Table 10.

5.4. **Computational results.** In this section, we present the results of experiments performed with the metaheuristics for the addressed problem. First, in order
Table 8. The promising values of the parameters for the metaheuristics

| Algorithm | Notation | Values                  | Combination |
|-----------|----------|-------------------------|-------------|
| GA        | PS       | `0.2,0.4,0.6,0.8`       | NBEC=1 60 80 |
|           | pcross   | `0.1,0.2,0.3,0.4`       | NBEC=2 0.2 0.2 |
|           | pmutation| `2,4,6,8,10`            | NBEC=3 0.8 0.6 |
| ABC       | NFS      | `20,40,60,80,100`       | NBEC=1 40 60 80 |
|           | λ        | `2,4,6,8,10`            | NBEC=2 2 4 4 |
|           | limit    | `2,4,6,8,10`            | NBEC=3 6 6 4 |
| SA        | initialtemp | `10^3 \times (1,3,5,7)` | NBEC=1 1 3 5 |
|           | coolingrate | `0.9,0.95,0.99`       | NBEC=2 0.99 0.99 0.99 |
|           | epoch    | `5,10,15,20`            | NBEC=3 10 15 15 |

Table 9. The tuned values of the parameters for the metaheuristics

| Algorithm | Notation | Combination |
|-----------|----------|-------------|
| GA        | PS       | `30,40,50` | NBEC=1 40 60 80 |
|           | pcross   | `0.7,0.8,0.9`       | NBEC=2 0.2 0.2 |
|           | pmutation| `0.25,0.3,0.35`       | NBEC=3 0.15 0.15 |
| ABC       | NFS      | `30,40,50` | NBEC=1 40 60 80 |
|           | λ        | `1,2,3`      | NBEC=2 3.45 3.45 |
|           | limit    | `5,6,7`      | NBEC=3 5.67 5.67 |
| SA        | initialtemp | `750,1000,1250` | NBEC=1 4000 5000 6000 |
|           | coolingrate | `0.98,0.99`     | NBEC=2 0.98 0.98 |
|           | epoch    | `8,10,12`     | NBEC=3 13 13.15 |

Table 10. The maximum computational times

|               | ABC | GA | SA |
|---------------|-----|----|----|
| NBEC=1        | 14.87 | 12.68 | 9.16 |
| NBEC=2        | 53.40 | 46.07 | 38.73 |
| NBEC=3        | 98.25 | 95.53 | 83.68 |

To evaluate the effectiveness of the local search procedure, it is excluded from the GA and ABC algorithms, and these algorithms without local search are denoted by GAWLS and ABCWLS, respectively. Then, these algorithms are also implemented for the problem using the same parameter values obtained for the GA and ABC algorithms, in order to make the comparison fairer. Therefore, the number of runs in the experimentation is equal to 1500 (30 × 5 × 10). Table 11 reports the medians of the relative percentage deviation (RPD) obtained by the algorithms, including GA and ABCWLS, for each class of problem, together with the computational time expressed in seconds. In addition, the medians of the RPD values for each NBEC level are presented in the last rows of Table 11, in order to emphasize the differences among them. The RPD values reported in Table 11 are obtained by considering that the total number of employees in the system is equal to nine.
As seen in Table 11, for the majority of the problems the RPD values for each algorithm range from 20% to 40%, depending on the NBEC level. As the NBEC level increases, considerable increases are observed in the RPD values of the algorithms. This is not caused by the poor performance of the algorithms, but rather by the lower bound and the limited number of employees. The developed lower bound equation (Section 3.2) uses the minimum cycle time for each cell, which is possible when the maximum number of employee assignments is conducted in each cell. However, if there is smaller number of employees in the system than the sum of the maximum number of employees that can be assigned to each cell, as computed

| NESL×NBEC | LB | SA | GA | ABC | ABCWLS | GAWLS | CPU |
|-----------|----|----|----|-----|--------|-------|-----|
| 1×1       | 23580 | 17.66 | 16.96 | 18.82 | 18 | 17.14 | 15 |
| 2×1       | 18989 | 19.34 | 20.01 | 16.08 | 20.04 | 21.39 | 15 |
| 3×1       | 22263 | 17.99 | 18.97 | 16.62 | 18.83 | 19.05 | 15 |
| 4×1       | 23196 | 20.22 | 19.23 | 17.4 | 18.55 | 20.13 | 15 |
| 5×1       | 22223 | 18.05 | 19.18 | 16.02 | 18.99 | 18.25 | 15 |
| 6×1       | 22097 | 18.05 | 19.18 | 16.02 | 18.99 | 18.25 | 15 |
| 7×1       | 20685 | 20.57 | 18.87 | 18.53 | 18.32 | 19.08 | 15 |
| 8×1       | 24351 | 19.93 | 21.03 | 16.56 | 17.36 | 21.58 | 15 |
| 9×1       | 19621 | 17.45 | 18.6 | 18.57 | 18.92 | 20.4 | 15 |
| 10×1      | 23961 | 20.42 | 20.57 | 15.97 | 20.02 | 21.16 | 15 |

**Medians**

| 1×2 | 123093 | 34.99 | 30.13 | 26.88 | 27.85 | 32.15 | 51.2 |
| 2×2 | 116383 | 33.24 | 31.81 | 29.88 | 28.44 | 32.73 | 51.2 |
| 3×2 | 125259 | 28.87 | 27.55 | 29.16 | 29.28 | 29.71 | 51.2 |
| 4×2 | 114564 | 30.38 | 28.49 | 28.59 | 29.36 | 29.73 | 51.2 |
| 5×2 | 108065 | 28.37 | 30.16 | 29.74 | 29.65 | 32.76 | 51.2 |
| 6×2 | 121750 | 30.88 | 30.67 | 29.75 | 30.49 | 32.6 | 51.2 |
| 7×2 | 119274 | 31.85 | 31.92 | 27.21 | 31.93 | 33.58 | 51.2 |
| 8×2 | 118577 | 30.56 | 29.65 | 28.24 | 32.1 | 29.16 | 51.2 |
| 9×2 | 104521 | 29.57 | 30.03 | 25.62 | 32.12 | 30.22 | 51.2 |
| 10×2 | 111100 | 29.45 | 29.11 | 29.65 | 31.03 | 35.54 | 51.2 |

**Medians**

| 1×3 | 242399 | 36.45 | 35.13 | 34.05 | 36.48 | 39.72 | 96.9 |
| 2×3 | 249240 | 40.28 | 39.55 | 36.66 | 36 | 41.11 | 96.9 |
| 3×3 | 238045 | 39.79 | 36.61 | 34.87 | 36.76 | 39.92 | 96.9 |
| 4×3 | 246187 | 37.21 | 38.62 | 35.04 | 38.24 | 39.51 | 96.9 |
| 5×3 | 229842 | 36.44 | 35.87 | 36.48 | 39.46 | 41.09 | 96.9 |
| 6×3 | 228375 | 36.34 | 36.01 | 36.14 | 38.63 | 39.45 | 96.9 |
| 7×3 | 211540 | 37.34 | 36.91 | 35.92 | 39.04 | 38.87 | 96.9 |
| 8×3 | 225562 | 40.26 | 40.27 | 36.21 | 37.61 | 41.78 | 96.9 |
| 9×3 | 232299 | 39.72 | 38.53 | 33.32 | 36.2 | 42.21 | 96.9 |
| 10×3 | 237518 | 39.76 | 37.6 | 34.73 | 36.86 | 41.06 | 96.9 |

**Medians**

| 1×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |
| 2×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |
| 3×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |
| 4×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |
| 5×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |
| 6×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |
| 7×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |
| 8×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |
| 9×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |
| 10×2 | 30.816 | 29.952 | 28.472 | 30.225 | 31.818 | 51.2 |

**Medians**

| 1×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |
| 2×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |
| 3×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |
| 4×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |
| 5×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |
| 6×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |
| 7×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |
| 8×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |
| 9×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |
| 10×3 | 38.359 | 37.51 | 35.342 | 37.528 | 40.472 | 96.9 |

**Table 11.** Median of RPD values and computational time of algorithms for 9 employees
by the equation 21, this means that there is a limited number of employees in the system. Thus, it can be concluded that the MHCMS system we consider has a limited number of employees. Because the lower bound equation does not take into account the number of employees in the MHCMS, the $R_P D$ values are large, and these values become larger with the increase in the number of batches assigned to the cells.

In order to evaluate the quality of the lower bound with respect to the total number of employees in the system, it is assumed that the MHCMS has 15 employees, which implies that there are no employee restrictions in the system. Three different problems are solved under the assumption that the total number of employees in the system is 15, and the computational results are presented in Table 12.

| NESL × NBEC | LB     | SA    | GA    | ABC   | ABCWLS | GAWLS | CPU |
|-------------|--------|-------|-------|-------|--------|-------|-----|
| 7 × 1       | 20685  | 3.68  | 3.45  | 3.11  | 3.53   | 3.65  | 15  |
| 7 × 2       | 119274 | 5.11  | 4.9   | 4.65  | 5.07   | 5.15  | 51.2|
| 7 × 3       | 228375 | 6.32  | 5.98  | 5.6   | 5.92   | 6.44  | 96.9|

Table 12. Median of $R_P D$ values and computational time of algorithms for 15 employees

To obtain better $R_P D$ values, the results given in Table 12 show that the total number of employees should be taken into consideration in the lower bound equation. However, the improvement in the lower bound equation is not included in this study. The equation can be improved by considering this fact in future studies.

Explanations and graphs are presented below for the case in which the total number of employees in the system is nine. Figure 5 shows the box plot of the $R_P D$ for each algorithm, from which it is not clear which algorithm outperforms the others. The reason for this is that the box-plots are drawn by taking all of the NBEC and NESL levels into account together. Thus, further analyses are necessary to reach a conclusion regarding the performances of algorithms according to the factor levels.

The interactions of the independent factors of NBEC and NESL for the algorithms are examined using two separate graphs, which summarize the results. The NBEC factor has been taken into consideration to examine the variations in the performances of the algorithms according to the number of batches processed in the cells. Figure 6 presents the $R_P D$ results obtained by the algorithms for each NBEC level. It can be seen from Figure 6 that the ABC algorithm exhibits the same trends for different NBEC levels, and the performance of the ABC algorithm is noticeably better when the level of NBEC is greater than one. From these results, it can be deduced that the ABC algorithm performs better when the number of batches processed in the cells increases, which makes the employee timetabling problem more difficult to solve for systems with a limited number of employees.

It can also be seen that the SA, GA, and ABCWLS algorithms exhibit similar tendencies, and they produce a slightly better performance than the GAWLS algorithm for various levels of NBEC. In addition, the ABCWLS and GAWLS algorithms are slightly better than the SA and GA algorithms with respect to consistency.

Figure 7 is also included to this section, to examine the effects of NESL levels on the performances of the algorithms.
Figure 7 shows the interaction between the algorithms and the NESL levels increasing from 1 to 10. According to this figure, all metaheuristics exhibit the same trends for the different levels of NESL. In addition, the ABC algorithm shows a better performance than the other algorithms regarding consistency along the levels of NESL.

Figures 5 and 6 show that the ABC algorithm implemented in this study clearly exhibits a superior performance than the other algorithms for each level of the NBEC and NESL factors, because the local search procedure significantly boosts ABCs performance. Although the local search also enhances GAs performance, ABC provides better outcomes. Thus, it can be concluded that the local search procedure is more effective for ABCs performance than for GA. The conclusions reached from 5 and 6 are also supported by the ANOVA analysis results presented in Table 13. Once ABC has been identified as the best algorithm for coping with the batch scheduling problem in MHCMS, the effect of the NESL levels on ABCs performance should also be examined. Therefore, we decided to answer the following question by interpreting Figure 8, which represents ABCs performance for each NESL level.

- Which NESL levels have a positive effect on ABCs performance with regard to the criteria of the consistency, median, and upper whisker?
When the NESL level is equal to 1, the $RPD$ results are more consistent compared with the other levels. In other words, if there is an equal number of employees at each skill level, then the most consistent results are achieved.

If the NESL levels are compared with each other with respect to the median, the best $RPD$ results occur in the case that the NESL level is equal to 9. Once 66% of the employees have a senior skill level and 33% of them have a normal skill level in the system, 50% of the $RPD$ values are lower than the midpoint.

When the upper whiskers are considered, the smallest of the maximum $RPD$ results is obtained in the case that the NESL level is equal to 10, which means that each employee in the system has the senior skill level.

It can be inferred from the above information that the employee skill levels affect ABCs performance, and there are trade-offs among NESL levels according to different performance criteria. In addition, the box plot for the NESL factor shows the distributional characteristics of all of the levels. Thus, it is likely that different interpretations can be produced in terms of different criteria. The ANOVA analysis is performed to obtain statistical evidence for the conclusions reached from Figures 5 and 6. The results are analyzed by three-way completely randomized ANOVA, with interactions where the factors are NBEC, NESL, and the algorithms. The response variable used in the ANOVA method is the $RPD$. The interactions provide us with an opportunity to examine the manner in which the algorithms depend on the
The normality assumption is tested by a residual analysis, which indicates departures from normality. However, the ANOVA method is robust to violations of this assumption. In addition, when the group sizes are equal to each other, ANOVA is also robust to violations of the homoscedasticity assumption [47]. Therefore, we decided to use the ANOVA method to evaluate the different factor effects on the RPD, even though the assumptions are violated.

As previously mentioned, the results in Table 13 confirm that the effects of NBEC and the algorithms are separately statistically significant. Furthermore, no interaction effects between any factors are observed to be statistically significant.
6. **Conclusions.** In this paper, the batch scheduling problem has been examined for MHCMS in a DRC setting, considering SWA, with the objective of the average cell response time. The development of an integer linear optimization model is described for the problem. Because the considered problem is NP-hard in the strong sense, three metaheuristics have been proposed, and compared with each other. For comparison purposes, computational experiments were conducted using a set of test instances that were generated based on real production data. Finally, numerical results demonstrated the effectiveness and efficiency of the ABC algorithm compared with the other algorithms. The ABC algorithm outperformed the GA and SA algorithms regarding the solution quality, especially for large-sized problem instances.

Because this paper deals with a batch scheduling problem in a real CMS, the findings of the study could be used by engineering managers for effective scheduling applications in production.

Regarding future research directions, employee skills can be evaluated as zero and one instead of at multiple levels. Furthermore, the operation times can be considered as stochastic or fuzzy in place of deterministic. Finally, this study could be extended to other manufacturing systems, such as a hybrid manufacturing system (HMS).
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