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Abstract

Accelerated gradient-based methods are being extensively used for solving non-convex machine learning problems, especially when the data points are abundant or the available data is distributed across several agents. Two of the prominent accelerated gradient algorithms are AdaGrad and Adam. AdaGrad is the simplest accelerated gradient method, which is particularly effective for sparse data. Adam has been shown to perform favorably in deep learning problems compared to other methods. In this paper, we propose a new fast optimizer, Generalized AdaGrad (G-AdaGrad), for accelerating the solution of potentially non-convex machine learning problems. Specifically, we adopt a state-space perspective for analyzing the convergence of gradient acceleration algorithms, namely G-AdaGrad and Adam, in machine learning. Our proposed state-space models are governed by ordinary differential equations. We present simple convergence proofs of these two algorithms in the deterministic settings with minimal assumptions. Our analysis also provides intuition behind improving upon AdaGrad’s convergence rate. We provide empirical results on MNIST dataset to reinforce our claims on the convergence and performance of G-AdaGrad and Adam.

1 Introduction

In this paper, we consider the minimization problem

$$\min_{x \in \mathbb{R}^d} f(x),$$

where the objective function $f : \mathbb{R}^d \to \mathbb{R}^+$ is smooth and possibly non-convex. In machine learning, $f$ is typically approximated by the average of a large number of loss functions, each loss function being associated with individual training examples or mini-batches, and $x$ typically represents the unknown weights of a model. The goal is to find a critical point of the aggregate loss function $f$.

Several first-order iterative methods exist for solving the optimization problem (1). First-order methods are preferred when the available data-size is large [1]. Besides expensive computations, another drawback of second-order methods, such as Newton’s method [2], is that for linear models these methods cannot be implemented over a distributed network, as the agents do not share their data points with the server [3].

The classical gradient-descent method is the basic prototype of first-order optimization methods [1]. Its stochastic version, known as the stochastic gradient-descent (SGD),
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has become a popular method for solving machine learning problems, especially the large-scale problems [1]. Several accelerated variants of SGD have been proposed since the past decade [5,9]. Two of such notable methods are the adaptive gradient-descent method (AdaGrad) [5], and the adaptive momentum estimation method (Adam) [6]. Both AdaGrad and Adam methods maintain an estimate of a local minima in (1) and update it iteratively using the gradient of the objective function multiplied by an adaptive learning rate.

AdaGrad is a prominent optimization method that achieves significant performance gains compared to SGD. As the name suggests, AdaGrad adaptively updates the learning rate based on the information of all the previous gradients. Specifically [5], for each iteration $k \in \{0, 1, \ldots\}$, let $x_k = [x_{k,1}, \ldots, x_{k,d}]^T$ denote the estimate of a local minima in (1) maintained by AdaGrad. In addition, AdaGrad maintains a set of real valued scalar parameters denoted by $\{b_{k,i} : i = 1, \ldots, d\}$. The algorithm is initialized with arbitrarily chosen initial estimate $x_0 \in \mathbb{R}^d$ and $\{b_{k,i} > 0 : i = 1, \ldots, d\}$. Let the gradient of the objective function evaluated at $x \in \mathbb{R}^d$ be denoted as $\nabla f(x) \in \mathbb{R}^d$, and its $i$-th element in be denoted as $\nabla_i f(x)$ for each dimension $i \in \{1, \ldots, d\}$. At each iteration $k \in \{0, 1, \ldots\}$, each of the parameters $\{b_{k,i} : i = 1, \ldots, d\}$ are updated according to $b_{k+1,i}^2 = b_{k,i}^2 + \|\nabla_i f(x_k)\|^2$. At the same iteration $k$, the estimate is updated to $x_{k+1,i} = x_{k,i} - \eta \frac{\nabla_i f(x_k)}{b_{k+1,i}}$ for each $i \in \{1, \ldots, d\}$. The real valued scalar parameter $\eta > 0$ is called the step-size. Thus, the learning rate in AdaGrad is adaptively weighted along each dimension by the sum of squares of the past gradients. AdaGrad has been shown to particularly effective for sparse gradients [10], but has under-performed for some applications [11].

The Adam algorithm has been observed to compare favorably with other optimization methods for a wide range of optimization problems, including deep learning [12–14]. Like AdaGrad, Adam also updates the learning rate based on the information of past gradients. However, unlike AdaGrad, Adam effectively updates the learning rate based on only a moving window of the past gradients. Specifically [6], Adam maintains two sets of $d$-dimensional vectors, respectively denoted by $\mu_k = [\mu_{k,1}, \ldots, \mu_{k,d}]^T$ and $v_k = [v_{k,1}, \ldots, v_{k,d}]^T$. $\mu_k$ and $v_k$ are respectively known as the biased first moment estimate and biased second raw moment estimate. These vectors are initialized with $\mu_0 = 0_d$ and $\{v_{k,i} > 0 : i = 1, \ldots, d\}$. Three parameters $\eta > 0$, $\beta_1 \in (0, 1)$, and $\beta_2 \in [0, 1)$ are chosen before the iterations begin. At each iteration $k \in \{0, 1, \ldots\}$, the vectors $\mu_k$ and $v_k$ are updated according to $\mu_{k+1,i} = \beta_1 \mu_{k,i} + (1 - \beta_1) \nabla_i f(x_k)$ and $v_{k+1,i} = \beta_2 v_{k,i} + (1 - \beta_2) \|\nabla_i f(x_k)\|^2$ along each dimension $i \in \{1, \ldots, d\}$. Next, the estimate $x_k$ is updated to $x_{k+1,i} = x_{k,i} - \eta \frac{1 - \beta_2}{1 - \beta_1^k} \frac{\mu_{k+1,i}}{\sqrt{v_{k+1,i}}}$ for each $i \in \{1, \ldots, d\}$. The factor $\frac{1 - \beta_2}{1 - \beta_1^k}$ is responsible for the initial bias correction, as proposed in the original Adam algorithm [6]. Thus, the learning rate in Adam is weighted by the exponentially moving averages of the past gradients.

Several algorithms have been proposed to improve upon the convergence of the Adam method, such as AdaShift [15], Nadam [9], AdaMax [6]. Although these algorithms have demonstrated good performance in practice, they do not have theoretical convergence guarantees. While AMSGrad has been shown to perform better than Adam on CIFAR-10 dataset [8], other experiments suggest AMSGrad be similar or worse than Adam. The recently proposed AdaBelief [16] is another variation of Adam with a theoretical convergence guarantee. Note that the RMSprop method is a special case of Adam with the parameter $\beta_1 = 0$ [17].

We aim to present simplified proofs of convergence of the AdaGrad and Adam algorithms to a critical point for non-convex objective functions in the deterministic settings. The
first convergence guarantee of a generalized AdaGrad method for non-convex functions was proved recently in [18], where the additional parameter $\epsilon \geq 0$ generalizes the AdaGrad method. However, the parameter $\epsilon$ in [18] has been assumed to be strictly positive for the convergence guarantee, which excludes the case of the original AdaGrad method [5] where $\epsilon = 0$. We first propose a more general AdaGrad model, coined G-AdaGrad, that subsumes the work in [18]. Our model and corresponding convergence proof allow the parameter $\epsilon$ to be negative, as well as the case of the original AdaGrad. Besides, our proof provides intuition behind how this generalization of AdaGrad impacts its convergence. The analysis for AdaGrad in [19] assumes the gradients to be uniformly bounded. We do not make such an assumption. Other works also analyze the convergence of AdaGrad-like algorithms for non-convex objective functions, notable among them being WNGrad [20] and AdaGrad-Norm [21]. Note that all of the aforementioned analyses of AdaGrad and AdaGrad-like algorithms are in discrete-time. We analyze AdaGrad in the continuous-time domain.

Previous works that demonstrate convergence of the Adam algorithm for non-convex objective functions include [17, 22–26]. In [17], the proof for Adam is provided when the algorithm parameter $\beta_1 = 0$. We consider the general parameter settings where $\beta_1 \geq 0$. An Adam-like algorithm has been proposed and analyzed in [19]. The proofs in [17, 22, 25] do not consider the initial bias correction steps in the original Adam [6]. Our analysis of Adam considers the bias correction steps. The analyses in [17, 19, 22, 24, 25] assume uniformly bounded gradients. We do not make such an assumption. The aforementioned analyses of Adam are in discrete-time. A continuous-time version of Adam has been proposed in [26], which includes the bias correction steps. However, compared to the convergence proof in [26], our proof for Adam is simpler. In addition, [26] assumes that the parameters $\beta_1$ and $\beta_2$ in the Adam algorithm are functions of the step-size $\eta$ such that $\beta_1$ and $\beta_2$ tends to one as the step-size $\eta \rightarrow 0$. We do not make such an assumption in our analysis.

1.1 Summary of Our Contributions

- In this paper, we first propose a more general AdaGrad algorithm, which we refer to as Generalized AdaGrad (G-AdaGrad). The proposed optimizer improves upon the convergence rate of the original AdaGrad algorithm. The original AdaGrad, discussed in Section 1, is a special case of the proposed G-AdaGrad algorithm.

- We propose two state-space models, each for the G-AdaGrad algorithm and the original Adam algorithm, in continuous time-domain. The proposed state-space models are an autonomous and non-autonomous system of ordinary differential equations, respectively, for G-AdaGrad and Adam. The non-autonomy of the model for Adam is due to initial bias correction steps.

- Using a simple analysis of the proposed state-space models, we prove the convergence of the G-AdaGrad and the Adam algorithm to a critical point of the possibly non-convex optimization problem (1) in the deterministic settings. Our analysis requires minimal assumptions about the optimization problem (1).

Compared to the existing works that analyze the convergence of the AdaGrad or the Adam algorithm for non-convex objective functions, the major contributions of our presented analysis are as follows.

1. The gradient $\nabla f$ need not be uniformly bounded, unlike [17, 19, 22, 23, 25].
2. Includes the original AdaGrad algorithm and a more generalized version with intuition behind the generalization, compared to [18].

3. Explanation for the choice of exponent of $b_k$ in the estimation update of AdaGrad, unlike [18].

4. Includes initial bias correction steps in Adam, unlike [17,22–25].

5. Analysis in continuous-time domain, unlike [17–19,22–25].

6. $\beta_1$ and $\beta_2$ in Adam need not be functions of the step-size $\eta$, unlike [26].

7. Simple proof of convergence, compared to the continuous-time version in [26].

2 Continuous-Time Generalized AdaGrad

In this section, we propose a set of autonomous ordinary differential equations. Using first-order Euler discretization, we show that the proposed set of differential equations coincides with a general version of the AdaGrad algorithm, which we refer to as the Generalized AdaGrad (G-AdaGrad). The proposed differential equations include the original AdaGrad as a special case.

We make the following assumptions in order to present our algorithms and their convergence results.

**Assumption 1.** Assume that the minimum of function $f$ exists and is finite. In other words, $|\min_{x \in \mathbb{R}^d} f(x)| < \infty$.

**Assumption 2.** Assume that $f$ is twice differentiable over its domain $\mathbb{R}^d$ and the entries in the Hessian matrix $\nabla^2 f(x)$ are bounded above for all $x \in \mathbb{R}^d$.

The above assumptions about the objective function $f$ are mild and standard in the literature of gradient-based optimization. Assumption [2] is equivalent to the gradient $\nabla f$ being Lipschitz continuous, which is often referred as the function $f$ being smooth [17,18,22].

2.1 Description of Generalized AdaGrad

We propose the Generalized AdaGrad (G-AdaGrad) method which is parameterized by a positive real scalar $\alpha$. For each dimension $i \in \{1, \ldots, d\}$ and $t \geq 0$, consider the following pair of differential equations

\[
\dot{x}_{ci}(t) = \|\nabla_i f(x(t))\|^2, \quad (2)
\]

\[
\dot{x}_i(t) = -\frac{\nabla_i f(x(t))}{(x_{ci}(t))^{\alpha}}, \quad (3)
\]

with initial conditions $x_{ci}(0) \in \mathbb{R}^d$ and $x(0) \in \mathbb{R}^d$. We assume that the initial condition $\{x_{ci}(0) > 0 : i = 1, \ldots, d\}$. The variable $x_{ci}, \forall i$ can be abstracted as dynamic controller state.

The above pair of differential equations (2)-(3) can be seen as a continuous-time variation of the following algorithm, when (2)-(3) are discretized with a fixed sampling time $\delta > 0$. 
For each $i \in \{1, \ldots, d\}$ and $k \in \{0, 1, \ldots\}$,

$$x_{ci}(k+1)\delta = x_{ci}(k\delta) + \delta \|\nabla_i f(x(k\delta))\|^2,$$

(4)

$$x_i((k+1)\delta) = x_i(k\delta) - \delta \frac{\nabla_i f(x(k\delta))}{(x_{ci}(k\delta))^{\alpha}}.$$

(5)

This fact can be seen from the following argument. From Taylor series expansion of $x_{ci}((k+1)\delta)$ and $x_i((k+1)\delta)$ we obtain that,

$$x_{ci}((k+1)\delta) = x_{ci}(k\delta) + \delta \dot{x}_{ci}(k\delta) + O(\delta^2),$$

$$x_i((k+1)\delta) = x_i(k\delta) + \delta \dot{x}_i(k\delta) + O(\delta^2).$$

Upon substituting from above, (4)-(5) can be rewritten as

$$\delta \dot{x}_{ci}(k\delta) + O(\delta^2) = \delta \|\nabla_i f(x(k\delta))\|^2, \ i \in \{1, \ldots, d\},$$

$$\delta \dot{x}_i(k\delta) + O(\delta^2) = -\delta \frac{\nabla_i f(x(k\delta))}{(x_{ci}(k\delta))^{\alpha}}, \ i \in \{1, \ldots, d\}.$$

Defining $t = k\delta$, in the limit $\delta \to 0$, the above equations coincide with (2)-(3).

Note that, (4)-(5) represents a generalization of the AdaGrad algorithm discussed in Section 1 with step-size $\eta = \delta$ and an additional parameter $\alpha$. The controller states $x_c(t)$ in continuous-time corresponds to the variable $b_k$ in discrete-time of the AdaGrad algorithm. When we set $\alpha = 0.5$, (4)-(5) correspond to the original AdaGrad algorithm. Introducing the parameter $\alpha$ can further improve its convergence. This is discussed in the following subsection.

2.2 Convergence of Generalized AdaGrad

Define the set of critical points of the objective function $f$ as

$$X^* = \{x \in \mathbb{R}^d : \nabla f(x) = 0_d\}.$$  

(6)

Theorem 1 below presents a key result on the convergence of the G-AdaGrad algorithm (2)-(3) in continuous-time to a critical point in $X^*$.

Theorem 1. Consider the pair of differential equations (2)-(3) with initial conditions $x_c(0) \in \mathbb{R}^d$ and $x(0) \in \mathbb{R}^d$ such that $\{x_{ci}(0) > 0 : i = 1, \ldots, d\}$. Let the parameter $\alpha \in (0, 1)$. If Assumptions (7)-(11) hold, then

$$\lim_{t \to \infty} \nabla f(x(t)) = 0_d.$$  

(7)

Moreover, for all $t \geq 0$, we have

$$f(x(t)) = f(x(0)) + \sum_{i=1}^d \frac{(x_{ci}(0))^{1-\alpha} - (x_{ci}(0) + \int_0^t \|\nabla_i f(x(s))\|^2 ds)^{1-\alpha}}{1-\alpha}.$$  

(8)

Proof. The time-derivative of $f$ along the trajectories $x(t)$ of (3) is given by

$$\dot{f}(x(t)) = (\nabla f(x(t))^T \dot{x}(t) = \sum_{i=1}^d \nabla_i f(x(t)) \dot{x}_i(t).$$
Substituting (3) yields,
\[ \dot{f}(x(t)) = - \sum_{i=1}^{d} \frac{\|\nabla_i f(x(t))\|^2}{(x_{ci}(t))^{1-\alpha}}. \]

Further utilizing (2) we get,
\[ \dot{f}(x(t)) = - \sum_{i=1}^{d} \frac{\dot{x}_{ci}(t)}{(x_{ci}(t))^{1-\alpha}}. \] (9)

Integrating both sides above with respect to (w.r.t) \(t\) from 0 to \(t\), we get
\[ f(x(t)) - f(x(0)) = - \sum_{i=1}^{d} \int_{0}^{t} \frac{\dot{x}_{ci}(s)}{(x_{ci}(s))^{1-\alpha}} ds. \] (10)

Since \(\alpha < 1\), upon evaluating the integral we have
\[ f(x(t)) = f(x(0)) + \sum_{i=1}^{d} \frac{(x_{ci}(0))^{1-\alpha} - (x_{ci}(t))^{1-\alpha}}{1-\alpha}. \] (11)

Integrating both sides of (2) w.r.t \(t\) from 0 to \(t\), we have
\[ x_{ci}(t) = x_{ci}(0) + \int_{0}^{t} \|\nabla_i f(x(s))\|^2 ds, \quad i \in \{1, \ldots, d\}. \]

Using the above equation in (11) proves (8).

Since \(x_{ci}(0) > 0\), we have \(x_{ci}(t) > 0\). The above equation implies that \(x_{ci}(t)\) is non-decreasing w.r.t \(t\), which combined with (8) and \(\alpha \in (0,1)\) implies that \(f(x(t))\) in non-increasing w.r.t. \(t\). From Assumption 1, \(f\) is bounded below. Thus, \(\lim_{t \to \infty} f(x(t))\) is finite. From (11) then it follows that, \(\lim_{t \to \infty} x_{c}(t)\) is finite. Thus, the above equation implies that \(\|\nabla f(x(t))\|\) is square-integrable w.r.t \(t\). Hence, \(\nabla f(x(t))\) is bounded above.

Since \(\nabla f(x(t))\) is bounded and \(x_{ci}(t) > 0\), from (3) we have that \(\dot{x}(t)\) is bounded above. Now, the time-derivative of \(\|\nabla f\|^2\) along the trajectories \(x(t)\) is given by
\[ \frac{d}{dt} \|\nabla f(x(t))\|^2 = 2\nabla f(x(t))^T \nabla^2 f(x(t)) \dot{x}(t). \]

We have shown that \(\nabla f(x(t))\) and \(\dot{x}(t)\) are bounded above. From Assumption 2, we have all the entries in \(\nabla^2 f(x(t))\) bounded above. Then, from the above equation we have \(\frac{d}{dt} \|\nabla f(x(t))\|^2\) bounded above. Thus, \(\|\nabla f(x(t))\|^2\) is uniformly continuous.

We have shown that, \(\|\nabla f(x(t))\|\) is square-integrable and \(\|\nabla f(x(t))\|^2\) is uniformly continuous. From Barbalat’s lemma \[27\] it follows that \(\lim_{t \to \infty} \|\nabla f(x(t))\|^2 = 0\). This proves (7).

Theorem 1 implies that the G-AdaGrad algorithm, proposed in (2)-(3), converges to a critical point in \(X^*\) of the non-convex optimization problem (1). Furthermore, (8) implies that the convergence of G-AdaGrad is affected by the algorithm parameter \(\alpha\). As we will
show through simulations in Section 4, $\alpha = 0.5$, which corresponds to the original AdaGrad method [5], is not the optimal value of $\alpha$.

Another significance of the above proof is that, it explains why the exponent $\alpha$ of $x_{c}(t)$ (equivalently, $b_k$ in discrete-time) in the update equation of the estimate $x(t)$ is limited to $\alpha < 1$. If $\alpha > 1$, [8] implies that $f(x(t))$ will be increasing in $t$. If $\alpha = 1$, evaluating the integral in (10) we have

$$f(x(t)) = f(x(0)) + \sum_{i=1}^{d} \log \left( \frac{x_{ci}(0)}{x_{ci}(t)} \right).$$

Thus, $f$ decreases at a slower rate for $\alpha = 1$ compared to $\alpha < 1$, because of logarithmic decrements in case of $\alpha = 1$ compared to exponential decrements.

Note that, the parameter $\epsilon$ in [18] plays the same role as $\alpha$. However, the convergence results in [18] is only for $\epsilon \in (0, 0.5]$ which corresponds to $\alpha \in (0, 1]$. Thus, our analysis is more general compared to [18]. In addition, our analysis in Theorem I explains the significance of the parameter $\alpha$, as discussed in the previous paragraph.

### 3 Continuous-Time Adam

In this section, we propose a set of non-autonomous ordinary differential equations. Using first-order Euler discretization, the proposed set of differential equations coincides with the original Adam algorithm.

#### 3.1 Description of Adam

In order to present our algorithm, define two real valued scalar parameters $\lambda_1 \in (0, 1)$ and $\lambda_2 \in (0, 1)$. Define a function $\alpha : [1, \infty) \to \mathbb{R}$ as

$$\alpha(t) = \frac{1 - (1 - \lambda_1)^t}{\sqrt{1 - (1 - \lambda_2)^t}}, \quad t \geq 1. \tag{12}$$

For each $i \in \{1, \ldots, d\}$ and $t \geq 1$, consider the following sets of differential equations

$$\dot{\mu}_i(t) = -\lambda_1 \mu_i(t) + \lambda_1 \nabla_i f(x(t)), \tag{13}$$

$$\dot{v}_i(t) = -\lambda_2 v_i(t) + \lambda_2 \|\nabla_i f(x(t))\|^2, \tag{14}$$

$$\dot{x}_i(t) = -\frac{1}{\alpha(t) \sqrt{v_i(t)}} \mu_i(t), \tag{15}$$

with initial conditions $\mu(1) \in \mathbb{R}^d$, $v(1) \in \mathbb{R}^d$, and $x(1) \in \mathbb{R}^d$. We assume that the initial condition $\{v_i(1) > 0 : i = 1, \ldots, d\}$. The variables $\mu$ and $v$ can be abstracted as dynamic controller states.

Following the argument in Section 2.1, the above pair of differential equations (13)-(15) can be seen as a continuous-time variation of the following algorithm, when (13)-(15) are discretized with a sampling time $\delta > 0$. For each $i \in \{1, \ldots, d\}$ and $k \in \{1, 2, \ldots\}$,

$$\mu_i((k+1)\delta) = (1 - \delta \lambda_1) \mu_i(k\delta) + \delta \lambda_1 \nabla_i f(x(k\delta)), \tag{16}$$

$$v_i((k+1)\delta) = (1 - \delta \lambda_2) \mu_i(k\delta) + \delta \lambda_2 \|\nabla_i f(x(k\delta))\|^2, \tag{17}$$

$$x_i((k+1)\delta) = x_i(k\delta) - \frac{\delta}{\alpha(k\delta) \sqrt{v_i(k\delta)}} \mu_i(k\delta). \tag{18}$$
Note that, \([16]-[18]\) represents the Adam algorithm discussed in Section 1, with the parameters \(\beta_1 = 1 - \delta \lambda_1, \beta_2 = 1 - \delta \lambda_2\) and step-size \(\eta = \delta\). The term \(\alpha(t)\) in \([15]\) of captures the initial bias corrections in Adam. This term renders the system of our differential equations \([13]-[15]\) as non-autonomous.

In the next subsection, we present the convergence of our proposed state-space model in \([13]-[15]\).

### 3.2 Convergence of Adam

Recall the definition of the set of critical points \(X^*\) from \([6]\) in Section 2.2. Theorem 2 below proves the convergence of the Adam algorithm \([13]-[15]\) in continuous-time domain to a critical point in \(X^*\).

**Theorem 2.** Consider the set of differential equations \([13]-[15]\) with initial conditions \(\mu(1) = 0_d, v(1) \in \mathbb{R}^d\) and \(x(1) \in \mathbb{R}^d\) such that \(\{v_i(1) > 0 : i = 1, \ldots, d\}\). Let the parameters \(\lambda_1\) and \(\lambda_2\) satisfy

\[
0 < \lambda_2 < \lambda_1 < 1.
\]

If Assumptions \([7][8]\) hold, then \(\lim_{t \to \infty} \nabla f(x(t)) = 0_d\).

**Proof.** The time-derivative of \(f\) along the trajectories \(x(t)\) of \([15]\) is given by

\[
\dot{f}(x(t)) = \sum_{i=1}^{d} \nabla_i f(x(t)) \dot{x}_i(t) = -\sum_{i=1}^{d} \nabla_i f(x(t)) \frac{\mu_i(t)}{\sqrt{v_i(t)}}.
\]

Multiplying with \(\alpha(t)\) on both sides above we get

\[
\alpha(t) \dot{f}(x(t)) = -\sum_{i=1}^{d} \nabla_i f(x(t)) \frac{\mu_i(t)}{\sqrt{v_i(t)}}.
\]

Upon integrating both sides above w.r.t. \(t\) from 1 to \(t\) and substituting from \([13]\) we have

\[
\int_{1}^{t} \alpha(s) \dot{f}(x(s)) ds = -\sum_{i=1}^{d} \int_{1}^{t} \frac{(\mu_i(s) + \lambda_1 \mu_i(s)) \mu_i(s)}{\lambda_1 \sqrt{v_i(s)}} ds
\]

\[
= -\sum_{i=1}^{d} \int_{1}^{t} \frac{\mu_i(s) \mu_i(s)}{\lambda_1 \sqrt{v_i(s)}} ds - \sum_{i=1}^{d} \int_{1}^{t} \frac{\mu_i(s)^2}{\sqrt{v_i(s)}} ds.
\]

(20)

Integrating by parts we have the first term on R.H.S. as

\[
\int_{1}^{t} \frac{\mu_i(s) \mu_i(s)}{\sqrt{v_i(s)}} ds = \left[ \frac{\mu_i(s)^2}{2 \sqrt{v_i(s)}} \right]_{1}^{t} + \frac{1}{4} \int_{1}^{t} \mu_i(s)^2 v_i(s)^{-1.5} \dot{v}_i(s) ds.
\]

Upon substituting above from \([14]\), and using that \(\mu(1) = 0_d\) we have

\[
\int_{1}^{t} \frac{\mu_i(s) \mu_i(s)}{\sqrt{v_i(s)}} ds = \frac{\mu_i(t)^2}{2 \sqrt{v_i(t)}} - \frac{\lambda_2}{4} \int_{1}^{t} \mu_i(s)^2 v_i(s)^{-0.5} ds + \frac{\lambda_2}{4} \int_{1}^{t} \mu_i(s)^2 v_i(s)^{-1.5} \|\nabla_i f(x(s))\|^2 ds.
\]
Upon substituting above in (20) we obtain that

\[
\int_1^t \alpha(s) \dot{f}(x(s)) ds = -\sum_{i=1}^d \frac{\mu_i(t)^2}{2\lambda_1 \sqrt{v_i(t)}} - \sum_{i=1}^d \left( 1 - \frac{\lambda_2}{4\lambda_1} \right) \int_1^t \mu_i(s)^2 v_i(s)^{-0.5} ds - \sum_{i=1}^d \frac{\lambda_2}{4\lambda_1} \int_1^t \mu_i(s)^2 v_i(s)^{-1.5} \| \nabla_i f(x(s)) \|^2 ds.
\]

(21)

We define, \(\gamma_1 = 1 - \lambda_1\) and \(\gamma_2 = 1 - \lambda_2\). Upon differentiating both sides of (12) w.r.t \(t\) we get \(\dot{\alpha}(t) = \gamma_2^t (1 - \gamma_1^t) \log \gamma_2 - 2\gamma_1^t (1 - \gamma_2^t) \log \gamma_1\). So we have

\[
\dot{\alpha}(t) < 0 \iff \left( \frac{\gamma_2}{\gamma_1} \right)^t \frac{1 - \gamma_1^t}{1 - \gamma_2^t} > \frac{2 \log \gamma_1}{\log \gamma_2}.
\]

(22)

From the condition \(\lambda_1 > \lambda_2\) in (19), we have \(1 > \gamma_2 > \gamma_1 > 0\). Then, \(\left( \frac{\gamma_2}{\gamma_1} \right)^t\) and \(\frac{1 - \gamma_1^t}{1 - \gamma_2^t}\) are, respectively, increasing and decreasing functions of \(t\). Since \(1 > \gamma_2 > \gamma_1 > 0\), we have \(\lim_{t \to \infty} \left( \frac{\gamma_2}{\gamma_1} \right)^t \to \infty\) and \(\lim_{t \to \infty} \frac{1 - \gamma_1^t}{1 - \gamma_2^t} = 1\). Thus, \(\left( \frac{\gamma_2}{\gamma_1} \right)^t \frac{1 - \gamma_1^t}{1 - \gamma_2^t}\) is an increasing function of \(t\). Then, there exists \(T < \infty\) such that (22) holds for all \(t \geq T\). Integrating by parts we rewrite the L.H.S. in (21) as

\[
\int_1^t \alpha(s) \dot{f}(x(s)) ds = [\alpha(s) f(x(s))]_1^t - \int_1^t \dot{\alpha}(s) f(x(s)) ds.
\]

Upon substituting from above in (21), for \(t \geq T\),

\[
\alpha(t) f(x(t)) + \sum_{i=1}^d \frac{\mu_i(t)^2}{2\lambda_1 \sqrt{v_i(t)}} = \alpha(1) f(x(1)) + \int_1^T \dot{\alpha}(s) f(x(s)) ds + \int_T^t \dot{\alpha}(s) f(x(s)) ds
\]

\[
- \sum_{i=1}^d \left( 1 - \frac{\lambda_2}{4\lambda_1} \right) \int_1^t \mu_i(s)^2 v_i(s)^{-0.5} ds - \sum_{i=1}^d \frac{\lambda_2}{4\lambda_1} \int_1^t \mu_i(s)^2 v_i(s)^{-1.5} \| \nabla_i f(x(s)) \|^2 ds.
\]

(23)

Due to (19) and (22), the R.H.S. in (23) is decreasing in \(t \geq T\). Then, the L.H.S. in (23) is also decreasing in \(t \geq T\). From (14) and \(v_i(1) > 0\), \(v_i(t) > 0\). Since \(\mu_i(t)\) and \(v_i(t)\) are continuous and \(v_i(t) > 0\), \(\frac{\mu_i(t)^2}{2\lambda_1 \sqrt{v_i(t)}}\) is continuous. Also, \(\alpha(t) f(x(t))\) is continuous. Thus, considering the compact interval \([1, T]\), \(\alpha(T) f(x(T)) + \sum_{i=1}^d \frac{\mu_i(T)^2}{2\lambda_1 \sqrt{v_i(T)}} =: M_T\) is finite. Since the L.H.S. in (23) is decreasing in \(t \geq T\), we have the L.H.S. in (23) bounded above by \(M_T\) for all \(t \geq T\).

From (23) then we have that \(\mu_i(t)^2 v_i(t)^{-1.5} \| \nabla_i f(x(t)) \|^2\) and \(\mu_i(t)^2 v_i(t)^{-0.5}\) are integrable w.r.t. \(t\) and bounded above. It implies that, \(\| \nabla_i f(x(t)) \|^2\) is bounded unless \(\mu_i(t) = 0\) or \(v_i(t) = \infty\). From (15), either of the conditions \(\mu_i(t) = 0\) and \(v_i(t) = \infty\) implies that \(\dot{x}_i(t) = 0\) and, hence, \(\frac{d}{dt} \nabla_i f(x(t)) = 0\). Due to continuity of \(\nabla_i f\) and \(\| \nabla f(x(1)) \| < \infty\), we then have \(\| \nabla_i f(x(t)) \|^2\) is bounded above for all \(t\). Integrating both sides of (13) and (14)
w.r.t. $t$ from 1 to $t$, we have for $i \in \{1, \ldots, d\}$,

$$
\mu_i(t) = \lambda_1 \int_1^t e^{-\lambda_1(t-s)} \nabla f(x(s)) ds,
$$

$$
v_i(t) = \lambda_2 \int_1^t e^{-\lambda_2(t-s)} \|\nabla f(x(s))\|^2 ds + v_i(1)e^{-\lambda_2 t}.
$$

Since $\|\nabla f(x(t))\|$ is bounded above and $\lambda_1, \lambda_2 > 0$, the above equations implies that $\mu_i(t)$ and $v_i(t)$ are bounded above. Moreover, $v_i(t) > 0$ as $v_i(1) > 0$. From (15) then we have, $\dot{x}(t)$ is bounded above. From (13) and (15), $\mu_i(t) = 0$ implies that $\dot{\mu}_i(t) = \lambda_1 \nabla f(x(t))$ and $\dot{x}_i(t) = 0$. Thus, $\mu_i(t)$ can be zero only at isolated points $t$. Otherwise, for some $h > 0$ there exists an interval $(t - h, t + h)$ such that $\mu_i(s) = 0$ for all $s \in (t - h, t + h)$. In that case, $\mu_i(s) = 0$ for all $s \in (t - h, t + h)$. Since $\dot{\mu}_i(s) = \lambda_1 \nabla f(x(s))$ for all $s \in (t - h, t + h)$, we then have $\nabla f(x(s)) = 0$ for all $s \in (t - h, t + h)$, which proves the theorem.

We have shown above that $\mu_i(t) = 0$ only at isolated points and $v_i(t)$ is bounded above.

So, $\frac{1}{\mu_i(t)^2 v_i(t)^{-0.5}}$ is bounded above except at isolated points. Since $\mu_i(t)^2 v_i(t)^{-0.5}$ is integrable and $\frac{1}{\mu_i(t)^2 v_i(t)^{-0.5}}$ is bounded above except at isolated points, we have $\frac{1}{\mu_i(t)^2 v_i(t)^{-0.5}}$ is integrable. Since $v_i(t)$ is bounded above and $\frac{1}{\mu_i(t)^2 v_i(t)^{-0.5}}$ is integrable, we have $\frac{1}{\mu_i(t)^2 v_i(t)^{-1.5}}$ integrable. Now, we apply Cauchy-Schwartz inequality on the functions $\mu_i(t)v_i(t)^{-0.75} \|\nabla f(x(t))\|$ and $\frac{1}{\mu_i(t)v_i(t)^{-0.75}}$. Since we have $\mu_i(t)^2 v_i(t)^{-1.5} \|\nabla f(x(t))\|^2$ and $\frac{1}{\mu_i(t)^2 v_i(t)^{-1.5}}$ integrable, the Cauchy-Schwartz inequality implies that $\|\nabla f(x(t))\|$ is integrable. Since $\|\nabla f(x(t))\|^2$ is bounded and integrable, it is also square-integrable. Thus, $\|\nabla f(x(t))\|^2$ is integrable.

So we have shown that $\|\nabla f(x(t))\|^2$ is integrable and $\dot{x}(t)$ is bounded above. Following the same argument in last two paragraphs in the proof of Theorem 1 under Assumption 2, we conclude that $\lim_{t \to \infty} \nabla f(x(t)) = 0_d$.

---

**Figure 1:** Optimality gap $\frac{1}{2} \|Ax(t) - B\|^2 - f^*$ for linear regression problem with MNIST dataset, under the algorithms (a) G-AdaGrad and (b) Adam. For the G-AdaGrad algorithm, $x_c(0) = x(0) = [0.01, \ldots, 0.01]^T$, and $\alpha$ is represented by different colors. For the Adam algorithm, $\mu(1) = [0, \ldots, 0]^T$, $v(1) = x(1) = [0.01, \ldots, 0.01]^T$, $\lambda_2 = 0.0067$, and $\lambda_1$ is represented by different colors.
4 Experimental Results

In this section, we present our experimental results validating the convergence guarantees from Section 2.2 and Section 3.2. We consider the problem of recognizing handwritten digit one and digit five.

Although it is a binary classification problem between the digits one and five, we solve it as a regression problem first. The obtained linear regression model can be a good initial decision boundary (ref. Fig. 2) for classification algorithms. We conduct experiments for minimizing the objective function \( f(x) = \frac{1}{2} \| Ax - B \|^2 \). The training data points \((A, B)\) are obtained from the “MNIST” [28] dataset as follows. We select 5000 arbitrary training instances labeled as either the digit one or the digit five. For each instance, we calculate two quantities, namely the average intensity of an image and the average symmetry of an image [29]. Let the column vectors \( a_1 \) and \( a_2 \) respectively denote the average intensity and the average symmetry of those 5000 instances. We perform a quadratic feature transform of the data \((a_1, a_2)\). Then, our input matrix before pre-processing is \( \tilde{A} = [a_1 \ a_2 \ a_1^2 \ a_1 \cdot a_2 \ a_2^2] \). Here, \((\cdot)^2\) represents element-wise multiplication and \((\cdot)^2\) represents element-wise squares. This raw input matrix \( \tilde{A} \) is then pre-processed as follows. Each column of \( \tilde{A} \) is shifted by the mean value of the corresponding column and then divided by the standard deviation of that column. Finally, a 5000-dimensional column vector of unity is appended to this pre-processed matrix. This is our final input matrix.
of dimension \((5000 \times 6)\). Next we consider the logistic regression model and conduct experiments for minimizing the cross-entropy error on the raw training data.

We train both of these models with the G-AdaGrad algorithm \((2)-\(3)) and the Adam algorithm \((13)-(15)). We initialize the algorithms according to the conditions in Theorem 1 and Theorem 2. Specifically, we initialize the G-AdaGrad algorithm with \(x_c(0) = x(0) = [0,0,\ldots,0.01]^T\), and the Adam algorithm with \(\mu(1) = [0,\ldots,0]^T\), \(v(1) = x(1) = [0.01,\ldots,0.01]^T\). Moreover, we set \(\lambda_2 = 0.0067\) for Adam.

G-AdaGrad converges for different values of \(\alpha\) (ref. Fig. 1a and Fig. 3a). We observe that the convergence is faster when \(\alpha\) is smaller. Thus, the coefficient \(\alpha = 0.5\), which corresponds to the original AdaGrad method, is not the optimal choice. In addition, \(\alpha = 1\) leads to poor convergence, as we have theoretically explained in Section 2.2.

Fig. 1b and Fig. 3b show the effect of the relative values of \(\lambda_1\) and \(\lambda_2\) on the convergence of Adam algorithm. The standard choices for \(\beta_1\) and \(\beta_2\) in discrete-time Adam are respectively 0.9 and 0.999 \([6]\). With a sampling time \(\delta = 0.15\), from the relation between discrete-time and continuous-time Adam we have \(\lambda_1 = 0.67\) and \(\lambda_2 = 0.0067\) (ref. Section 3.1). Thus, our result in Fig. 1b and Fig. 3b agrees with the standard choices of these two parameters. A smaller or larger \(\lambda_1/\lambda_2\) leads to oscillations or slows down the convergence. Note that, the condition \((19)\) in Theorem 2 is satisfied with these standard parameter values.

5 Conclusion

We proposed a fast optimizer, named Generalized AdaGrad or G-AdaGrad, a generalization of the prototypical AdaGrad algorithm. We acquired state-space frameworks of the G-AdaGrad algorithm and the Adam algorithm, governed by a set of ordinary differential equations. From the proposed state-space viewpoint, we presented simple convergence proofs of G-AdaGrad and Adam for non-convex optimization problems. Our analysis of G-AdaGrad provided further insights into the AdaGrad method. The theoretical results have been validated empirically on the \(MNIST\) dataset. Future work involves analyzing variations of Adam, such as AdaShift \([15]\), Nadam \([9]\), AdaMax \([6]\), that do not have theoretical guarantees, in the state-space framework proposed in this paper.
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