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We give an improved estimate of primordial magnetic fields generated during cosmological first order phase transitions. We examine the charge distribution at the nucleated bubble wall and its dynamics. We consider instabilities on the bubble walls developing during the phase transition. It is found that damping of these instabilities due to viscosity and heat conductivity caused by particle diffusion can be important in the QCD phase transition, but is probably negligible in the electroweak transition. We show how such instabilities together with the surface charge densities on bubble walls excite magnetic fields within a certain range of wavelengths. We discuss how these magnetic seed fields may be amplified by MHD effects in the turbulent fluid. The strength and spectrum of the primordial magnetic field at the present time for the cases where this mechanism was operative during the electroweak or the QCD phase transition are estimated. On a 10 Mpc comoving scale, field strengths of the order $10^{-29}$ G for electroweak and $10^{-20}$ G for QCD, could be attained for reasonable phase transition parameters.

PACS numbers: 98.62.En, 98.80.Cq, 12.15.Ji

I. INTRODUCTION

The origin of galactic and intra-cluster magnetic fields and the existence of a cosmological magnetic field are still unknown. It has been suggested that dynamo effects in turbulent fluids might amplify small seed fields exponentially. However, it has been shown recently that dynamo theory has difficulties explaining the galactic and cluster magnetic fields. Alternatively, these fields may be the result of compression of a primordial field which would then permeate the universe as a whole. In this scenario, the required strength of the primordial field on a Mpc scale would be much higher, $B_{\text{prim}} \sim 10^{-12} - 10^{-9}$ G at present, compared to the case where the fields have been amplified by a dynamo, $B_{\text{seed}} \sim 10^{-24}$ G.

It is thus of some interest to investigate mechanisms which could produce primordial fields and estimate their strength and spectrum. Scenarios involving inflation can lead to large coherence lengths, but the predicted amplitude is in general very small. Magnetic seed fields can be created by the slightly different dynamical response of the negatively and positively charged components of a quasineutral fluid such as in the Biermann battery mechanism. This thermoelectric effect operates as shocks form with the nucleation of bubbles during the QCD transition, but the created fields are also quite small. More recently, magnetic seed fields caused by the turbulent flow near the walls of bubbles which are being nucleated and grow during a cosmological first order phase transition have been estimated for the QCD and the electroweak (EW) transition. These two publications make different assumptions about the nature of the charge layers and the fluid flow at the bubble walls. As a result, the seed field strength estimates in Ref. are larger by some 14 orders of magnitude compared to the ones in ref. when each generated field is compared to the appropriate equipartition strength for each transition.

Scenarios where magnetic fields are created directly from the Higgs fields involved in the EW transition have been discussed in Refs. Estimates of magnetic fields generated during phase equilibration of a complex Higgs field caused by bubble collisions in a first order phase transition have been given in Ref.

In this paper, we estimate the strength of primordial magnetic fields generated during a cosmological first or-
under phase transition. We rederive the charge density distribution at the bubble wall in Sec. II. We then discuss instabilities in the bubble growth as well as their damping due to a finite shear viscosity and heat conductivity caused by particle diffusion in Sec. III. In Sec. IV, we show how the fluid flows associated with the bubble wall instabilities together with the charge density distribution at the wall will lead to the generation of magnetic seed fields. In this section we determine the wavelength range in which the magnetic fields are initially excited and the amplitude of these seed fields. In Sec. V, we discuss the transition to the non-linear regime and how the fluid turbulence can amplify the initial seed fields. We apply our scenario to the EW and the QCD transition in Sec. VI and estimate the resulting strength and spectrum of the extragalactic magnetic field at present time. A summary of our findings is contained in Sec. VII. We will use natural units and the CGS system throughout the paper.

II. SURFACE CHARGE DENSITIES AT THE QCD AND THE EW PHASE BOUNDARIES

An unmagnetized plasma may develop magnetic fields if the spontaneous separation of electric charges gives rise to a net current. Separation of charges will occur during a first-order EW transition through the development of net baryon number or net top-quark number gradients in or at the EW phase boundaries, regardless of whether baryogenesis does or does not occur at the EW transition. During a first order QCD transition net baryon number discontinuities of appreciable magnitude may develop at the phase boundaries leading to the spontaneous separation of charges. This charge separation has been previously considered by Ref. 3 for QCD phase boundaries and by Ref. 10 for EW phase boundaries.

The first order phase transition proceeds from a high-temperature ("h") to a low-temperature ("l") phase. For the EW transition this would correspond to the phase with a vanishing and non-vanishing vacuum expectation value of the Higgs field, and for the QCD transition to the quark-gluon phase and the hadronic phase, respectively.

In the QCD transition the baryon number susceptibility in the high-temperature phase is larger than that in the low-temperature phase such that in chemical equilibrium there is a net baryon number density contrast, \( R_b = \frac{n_b^h}{n_b^l} - \frac{1}{R_b} \), where \( n_b^h \) is the net baryon number for the quark-gluon phase in equilibrium (high-temperature) and \( n_b^l \) is the same for the hadron phase (low-temperature). \( R_b \sim 10^{10} \) depending on the transition temperature. However, chemical equilibrium can only obtain for small bubble wall velocities, \( v_b \ll 1 \), and, in general, the net baryon number contrast can exceed \( R_b \) significantly.

The width of the baryon number excess layer and the baryon number density contrast between the quark-gluon phase and the hadron phase can be estimated by studying the steady-state solutions for the net baryon density in the wall rest frame. Requiring that the net baryon flux into a thin shell in the quark-gluon phase at the phase boundary be zero, we find that

\[
v_N^h \sum_b n_b^h \left( \frac{n_b^h}{n_b^l} - \frac{1}{R_b} \right) - \frac{l_q}{L_b} n_b^h + v_b n_b^h = 0.
\]

The first term in Eq. (1) represents the net flux of baryon number across the phase boundary where \( v_N^h \) is the thermal nucleon speed in the hadron phase and \( \Sigma_b \) is the probability for a nucleon approaching the phase boundary from the hadron phase to dissociate into three quarks and pass over into the quark-gluon phase. The second and third terms in Eq. (1) give the diffusive baryon flux in the quark-gluon phase away from the phase boundary and the advective flux towards the phase boundary, respectively. Here \( l_q \) is the quark mean free path and \( L_b \) is a characteristic length scale of variation in baryon density. For large bubble velocities, \( v_b \sim 0.1 \), and/or small baryon number penetrability, \( \Sigma_b \ll 1 \), the flux across the phase boundary is negligible and chemical equilibrium between the phases cannot obtain. In this case, an exponentially decaying baryon number layer with width \( L_b \approx l_q/v_b \) develops at the phase boundary in the quark-gluon phase while far away from the wall baryon number is homogeneously distributed. The out-of-equilibrium density discontinuity at the phase boundary can then be much larger than its equilibrium value, \( \left(n_b^h/n_b^l\right) \gg R_b \). In the opposite limit, e.g. \( v_b \ll 1 \) and/or \( \Sigma_b \approx 1 \), equilibrium is approximately maintained such that net baryon density is roughly homogeneous in both phases. Nevertheless, there still exists a baryon number discontinuity at the phase boundary with density contrast \( (n_b^h/n_b^l) \approx R_b \).

For the case of a first order EW transition, let us first consider the case where baryogenesis occurs at energy scales higher than the EW breaking scale. In this case a cosmic baryon number asymmetry (implying a top-quark number asymmetry) already exists in the high-temperature phase through, for example, the existence of an asymmetry in (baryon – lepton) number which is conserved by baryon number violating EW sphaleron processes. Then very similar arguments to net baryon number in the QCD transition hold for net top-quark number in the EW transition. Top quark number densities are thermodynamically suppressed in the low-temperature phase due to their finite rest mass such that in equilibrium, \( (n_b^h/n_b^l) = R_t \approx 2 \). By writing a similar equation to Eq. (1) for top quarks at the EW phase boundaries, and with \( v_{top}^h \approx 1 \), \( \Sigma_{top} \approx 1 \), and \( R_t \) only slightly larger than unity, one finds that only for relativistic wall velocities, \( v_b \approx 1 \), chemical equilibrium cannot be maintained. Since we consider \( v_b \ll 1 \) (see below), net top quark number will be in equilibrium which implies that top quark number density will vary by a factor of order unity over the extension of the EW bubble wall.

If EW baryogenesis is operative during a first order EW
transition, the cosmic baryon asymmetry will be generated either in front of the wall in non-adiabatic (thin wall) baryogenesis scenarios or within the wall in adiabatic (thick wall) baryogenesis scenarios. Note that for the simplest extensions of the standard model of EW interactions one expects thick walls, $L_{\text{wall}}\gg 1/T$ [16]. In this case, a baryon asymmetry (carried by $u$, $d$, $s$, $c$, and $b$ quarks) will smoothly vary from zero in the quark-gluon phase in the high-temperature phase to its cosmic average value deep within the wall where baryon number violating processes shut off.

In the QCD transition, the net baryon number is associated with a net positive charge density. In particular, $\rho_c = (2/3)en_u - (1/3)en_d$ in the quark-gluon phase in the limit where the strange quark mass is large compared to the temperature, and $\rho_c = en_p$ in the hadron phase where $n_u$, $n_d$, and $n_p$ are net number densities for up-quarks, down-quarks, and protons, respectively. Globally this net positive charge is neutralized by a negative charge density due to the net electron number. However, locally net positive charge is neutralized by a negative charge density on the scale of the baryon discontinuity/inhomogeneity $\eta$. In the absence of electric fields, $n_u \simeq n_d$ (for $n_e \simeq n_\nu \ll n_u$), while weak equilibrium in the presence of a positive electric potential requires $n_d > n_u$ and leads to screening of the charge density by the conversion of positively charged up-quarks into negatively charged down-quarks.

Consider the grand potential density for up- and down-quarks in the presence of an electric field, $E$,

$$\Omega = -\sum_{i=u,d} \frac{21\pi^2 T^4}{180} \left[ 1 + \frac{30}{7\pi^2} \left( \frac{\mu_i - q_i \phi}{T} \right)^2 + \ldots \right] + \frac{E^2}{8\pi},$$

where $\phi$ is the electrostatic potential, $\mu_i$ and $q_i$ are chemical potential and electric charge of species $i$, and $\Omega$ is given to lowest order in $\mu_i' = \mu_i - q_i \phi$. Baryon number density $n_b$ and charge density $\rho_c$ can be obtained from the net quark number densities $n_i = -(\partial \Omega / \partial \mu_i)_{\mu_\phi}$, which yield

$$n_b = \frac{1}{3} T^2 (\mu_u' + \mu_d'),$$

$$\rho_c = \frac{1}{3} e T^2 (2\mu_u' - \mu_d').$$

Further demanding weak equilibrium in the case where $\mu_e = \mu_\nu \simeq 0$ (electrons and neutrinos are free streaming) gives $\mu_q = \mu_u + e\phi$. The Poisson equation together with Eq. (3) can then be used to derive the Debye screening equation

$$\frac{\partial^2 \phi}{\partial z^2} - \frac{1}{\lambda^2} \phi = -2\pi e n_b,$$

where $\lambda = (4\pi e^2 T^2)^{-1/2}$ in this model. We note here that the actual Debye screening length in a multi-species relativistic plasma is $\lambda_D \simeq (4\pi e^2 g_* T^2)^{-1/2}$ where $g_*$ is the statistical weight of relativistic charged particles with mean free path $l \lesssim \max(\lambda_D, L_b)$.

The Debye equation can be solved for the expected steady state net baryon number distribution in the QCD transition and the net top-quark/baryon number distribution in the EW transition. For the QCD phase boundaries we find a surface charge density

$$\sigma_c \simeq en_b^l \left( \frac{n_b}{n_b^l} - 1 \right) \lambda_D + \frac{1}{2} en_b^l \left( \frac{\lambda_D}{L_b} \right)^2 L_b.$$  (5)

Here the first term arises from a charge density on the wall (the width of the wall is of order $\sim 1$ fm $\ll \lambda_D$, approximately a QCD-color screening length) and is spread over approximately one electric Debye screening length, whereas the second term results from a much smaller charge density on the scale of the baryon number inhomogeneity in the quark-gluon plasma, $L_b \gg \lambda_D$. The positive charge at the phase boundary in the quark-gluon plasma is balanced by a negative charge density at the wall in the hadron phase, resulting in a thin electric dipole layer. The baryon density at the wall in the quark-gluon phase, $n_b^w \gg n_b^l$, is approximately $n_b^w \simeq 2 n_b$ halfway into the transition when chemical equilibrium is maintained, but can become appreciable towards the end of the transition, $n_b^w \gg R_b n_b$. Here $n_b$ is the cosmic average baryon density, $n_b \simeq 40\eta_b g/(100) T^3$ with $\eta_b \simeq 5 \times 10^{-11}$ the cosmic average baryon-to-entropy ratio.

In the EW transition there are two separate cases depending on the width of the EW phase boundary, in particular either thick walls $L_{\text{wall}} \gg \lambda_D$, or thin walls $L_{\text{wall}} \lesssim \lambda_D$. The resulting surface charge density, if EW baryogenesis is not operative, is

$$\sigma_c \simeq en_{\text{top}}^l \left( \frac{n_b}{n_b^\text{top}} - 1 \right) \left( \frac{\lambda_D}{L_{\text{wall}}} \right)^2 L_{\text{wall}}, \quad \text{if } L_{\text{wall}} \gg \lambda_D$$

$$\sigma_c \simeq en_{\text{top}}^l \left( \frac{n_b}{n_b^\text{top}} - 1 \right) \lambda_D, \quad \text{if } L_{\text{wall}} \lesssim \lambda_D,$$

and is seen to be suppressed by $(\lambda_D / L_{\text{wall}})^2$ for continuous thick walls. Here $n_b^\text{top} \simeq (1/6) n_b \simeq n_b^l$ for all but the largest wall velocities, $v_b \simeq 1$. The magnitude and spatial extension of charge densities when EW baryogenesis does occur is of the same order as that given in Eq. (5).

To summarize, we parametrize the charge density at the bubble wall by

$$\rho_c \sim en T_c^3,$$  (7)

which extends over a length scale $l_c \sim f_c / T_c$ around the wall. In the QCD case $\eta \sim 5 \times 10^{-10} - 10^{-9}$, and $f_c \sim 1$ for the dominant electric charge density resulting...
from the baryon number discontinuity right at the phase boundary, and for the EW transition, \( \eta \approx 10^{-14} \) and \( f_c \approx 40 \), where we assume thick walls, \( L_{\text{Wall}} \approx 40/T \).

III. INSTABILITIES OF BUBBLE GROWTH AND VISCous DAMPING IN THE LINEAR REGIME

During cosmological first order phase transitions, instabilities may develop as bubbles grow. Hydrodynamic instabilities can occur when the transport of latent heat is dominated by the fluid flow. These have been investigated for the QCD transition [17] and the EW transition [18] in the small velocities limit, for cosmological detonation fronts [19], and for general first order transitions in the limit of very small or very large velocities [20]. These bubble wall instabilities may be damped by finite viscosity and heat conductivity due to the diffusion of radiation on small length scales. To account for this damping we will use the approach in Refs. [21,22] for length scales larger than the radiation mean free path.

We note that, depending on the parameters of the phase transition, the heat transport may be dominated by diffusion instead of convection. In that case, bubbles larger than the radiation mean free path would likely become unstable to “dendritic growth” [23]. We discuss below under which conditions this may happen.

The high and low temperature phases for either the EW or the QCD transition can be described by the following two equations of state for pressure \( p_i(T) \), enthalpy density \( w_i(T) \), energy density \( \rho_i(T) \) \((i = h, l)\), and temperature \( T \):

\[
\begin{align*}
p_l(T) &= [w_l(T) + L]/4, \quad \rho_l(T) = [3w_l(T) - L]/4, \\
p_h(T) &= w_h(T)/4, \quad \rho_h(T) = 3w_h(T)/4,
\end{align*}
\]

where \( w_i(T) = (2\pi^2/45)g_iT^4 \) \((i = h, l)\), and \( g_i \) is the number of relativistic degrees of freedom in the plasma. Furthermore, \( \delta \equiv (w_h - w_l)/w_h = L/w_h > 0 \), with \( w_l \equiv w_l(T_c) \) \((i = h, l)\) and \( L \) the latent heat. The critical temperature \( T_c \) is defined by \( p_l(T_c) = p_h(T_c) \) or, equivalently, by equating the free energy densities in the two phases. We assume that charged and strongly interacting particles have approximately the same velocity \( v \) and can thus be described in the one-fluid approximation.

The fluid carries a conserved quantum number, namely baryon number, with a flux given by \( n^\mu = nU^\mu \). Here, \( n \) is the proper baryon number density and \( U^\mu \approx (1, v) \) is the four velocity (we assume non-relativistic flows).

In order to obtain the fluid flow and electromagnetic (EM) fields during bubble nucleation in a first order phase transition, one would have to solve the following equations in the presence of a phase boundary simultaneously: Energy-momentum conservation, \( T^{\mu \nu} = 0 \), where \( T^{\mu \nu} = (\rho + p)U^\mu U^\nu - pg^{\mu \nu} + \tau^{\mu \nu} + T^{\mu \nu}_{\text{EM}} \) is the energy-momentum tensor including non-ideal contributions \( \tau^{\mu \nu} \) from a finite viscosity and heat conductivity caused by the diffusion of photons and neutrinos [21] as well as EM contributions \( T^{\mu \nu}_{\text{EM}} \); baryon number conservation, \( n^\mu \gamma^\nu = 0 \); and, finally, Maxwell’s equations.

A full solution of this set of non-linear equations would require extensive numerical calculations. Analytical approximations are usually obtained by linearizing the equations around their zeroth order equilibrium solution. This has been done in the literature for various limiting cases: For example, in Ref. [22], the case of only one phase was considered and dispersion relations and damping rates for MHD waves were obtained. In this work, Maxwell’s equations were treated in the ideal MHD approximation (assuming infinite conductivity which is an excellent approximation for the evolution of the magnetic field \( B \) in the plasma under consideration [1]), i.e. the hydromagnetic equation

\[
\partial_t B = \nabla \times (v \times B)
\]

was used.

For an ideal fluid (i.e. vanishing viscosity and heat conductivity, \( \tau^{\mu \nu} = 0 \) and no EM fields), the remaining linearized equations for the perturbations in pressure, \( p' \), and velocity, \( v' \), are [17,18]

\[
\begin{align*}
(\partial_t + v \cdot \nabla) v' + \frac{w}{3} \nabla \cdot v' &= 0 \\
(\partial_t + v \cdot \nabla) v' + \frac{1}{w} \nabla p' - 1/3 \nabla \cdot v' &= 0,
\end{align*}
\]

and have to be solved in both phases. Both the zeroth order solutions for a planar bubble wall, represented by the unperturbed quantities \( v \) and \( p \) (or \( w \)) and the perturbations \( v' \) and \( p' \) have to be matched at the phase boundary by requiring continuity of energy and momentum flow and the transverse velocity across the interface. The latter condition comes from assuming equilibrium in the presence of a finite shear viscosity. It has been shown in Ref. [21] that growing instabilities seem to be possible only if the bubble wall velocity \( v_b \) satisfies

\[
v_b \leq v_{\text{crit}} \equiv \left[(T_c^2 - T_h^2)/2T_c^2\right]^{1/2},
\]

where \( T_h \) is the temperature in the high-temperature phase. The treatment in Refs. [17,18] is only adequate in the limit \( v_b \ll v_{\text{crit}} \). It was also pointed out [24] that the QCD transition is a borderline case since \( v_b \gg v_{\text{crit}} \approx 0.03 \), whereas the EW transition is unlikely to fulfill Eq. (11) in the initial stage of fast bubble growth. However, since \( v_b \propto (T_c^2 - T_h^2)/T_c^2 \) [16], the condition Eq. (11) may eventually be satisfied if \( T_h \rightarrow T_c \). Indeed, Ref. [24] argued that the EW bubble walls may slow down significantly (by 1 – 2 orders of magnitude) if reheating is significant. For reasonable phase transition parameters, \( v_b \lesssim 10^{-2} \) during this stage, and Eq. (11) can be met. It is therefore possible that hydrodynamic instabilities develop both in the QCD transition and during the late stages of the EW transition for which the approach in Refs. [17,18] can be applied. In the following, we will assume that this is indeed the case.
Here, we are interested in solutions of the general linearized equations for two phases including viscosity and EM fields. This is still a quite complicated problem and one usually considers the simpler limiting cases of either one phase of a viscous fluid or two phases of an ideal fluid. In the general case, we expect a certain wavelength range over which there are growing instability modes, i.e. the growing instability dominates over the diffusive damping. Since we are only interested in an order of magnitude estimate of the resulting initial seed fields and their coherence scale, we can restrict ourselves to the case where the damping rate is small compared to the instability growth rate. We can then describe these modes by Eq. (10) and verify a posteriori that the damping rate \( \gamma_{d} \) of the corresponding bubble wall instability is small compared to its growth rate \( \gamma_{\text{inst}} \). Seed fields can then be generated by these growing bubble wall instabilities. We will verify that backreaction effects of these seed fields onto the fluid flow in the growing instabilities are negligible also.

Let \( v_{h} \) and \( v_{l} \) be the modulus of the unperturbed velocity of the high- and low-temperature phase, respectively, in the bubble wall rest frame. We assume that the first order transition proceeds as a weak, non-relativistic deflagration, i.e. \( v_{h} / v_{l} \ll c_{s} \), and \( \delta \approx (v_{l} - v_{h}) / v_{h} \ll 1 \), where \( c_{s} \simeq 1 / \sqrt{3} \) is the speed of sound, and get

\[
\gamma_{\text{inst}} \approx \delta v_{h} k / 2.
\] (12)

This holds true in the range of wavenumbers \( k_{\text{min}} \lesssim k \lesssim k_{\text{max}} \), with

\[
k_{\text{min}} = 2 / R_{\delta},
\]

\[
k_{\text{max}} = \delta w_{h} v_{h}^{2} / \sigma,
\]

Here, the first condition comes from requiring that \( \gamma_{d} \) be larger than the expansion rate \( v_{h} / R \) of a spherical bubble of radius \( R \), whereas the second marks the boundary to the regime where the bubble wall is stabilized by the surface tension, \( \sigma \sim T_{c}^{3} \). The hydrodynamic instability therefore can become operative for bubbles with a radius \( R \) large enough such that \( k_{\text{min}} < k_{\text{max}} \). This is certainly the case for the fully developed bubbles near percolation which we consider in this paper. For these bubbles, \( R \sim R_{\text{perc}} \approx f_{b} r_{H} \), where \( r_{H} \approx 2.3 \times 10^{6} (g / 10)^{-1 / 2} (T / 100 \text{ MeV})^{-2} \) cm is the Hubble radius, and \( g \) is the number of relativistic degrees of freedom in the plasma. For the QCD case, \( f_{b} \sim 10^{-6} \sim 10^{-2} \) [25,26], and for the EW case \( f_{b} \sim 10^{-3} \sim 10^{-4} \) [24,26].

The growth rate in Eq. (12) has to be compared with the damping rate

\[
\gamma_{d} \approx \frac{g_{\text{int}}}{5 g_{T}} \min \left[ k^{2} \tau_{r}, \frac{1}{\tau_{r}} \right],
\] (14)

where \( g_{T} \) is the statistical weight for particles efficiently transporting momentum, either neutrinos (\( g_{T} = 5.5 \)) or photons (\( g_{T} = 2 \)), and \( \tau_{r} = \langle \sigma_{r} \rangle g T^{3} / \pi^{2} \) is the mean free path of these particles, and \( \langle \sigma_{r} \rangle \) is the corresponding average cross section. For \( k \tau_{r} \lesssim 1 \), Eq. (14) was obtained from Ref. [23], and for \( k \tau_{r} \gtrsim 1 \), the damping rate is approximately independent of \( k \) and proportional to \( 1 / \tau_{r} \). Associated with the damping rate of instabilities is the Reynolds number of the fluid flow at length scale \( 1 / k \),

\[
R(k) \equiv \frac{v_{f}(k)}{k \tau_{r}},
\] (15)

where \( v_{f}(k) \) is the typical fluid velocity at that length scale. In the linear regime of perturbations, \( v_{f}(k) \lesssim v_{h} \).

For the EW transition, the dominant processes governing diffusion of radiation turn out to be EM bremsstrahlung, \( e + l \rightarrow e + l + \gamma \) and photon-electron pair production, \( e + \gamma \rightarrow e + l^{+}l^{-} \), where \( l \) stands for any charged lepton in the plasma. These processes are influenced by plasma effects. With \( \alpha \) the fine structure constant, \( n_{e} \) the density of charged particles in the plasma, and \( m_{\gamma} \approx (4 \pi n_{e} / 3 T)^{1 / 2} \gtrsim 0.5 T (g / 100)^{1 / 2} \) the plasma mass of the electron at temperature \( T \gg 1 \) MeV [28], the relevant cross sections can be written as \( \langle \sigma_{\gamma} \rangle = \langle \sigma_{\text{EM}} \rangle \approx (8 \pi^{3} / m_{\gamma}^{2}) \ln(6.3 T / m_{\gamma}) \approx 3 \times 10^{-5} (g / 100)^{-1 / 2} / T^{2} \). This leads to the Reynolds number for EM viscosity,

\[
R_{\text{EM}}(k) \approx 4 \times 10^{11} \left( \frac{g}{100} \right)^{-1 / 2} \left( \frac{T_{c}}{100 \text{GeV}} \right)^{-1} \times f_{b} \delta v_{h}(k) \frac{k_{\text{min}}}{k},
\] (16)

where \( m_{\gamma} \) is the Planck mass. Using the numerical parameters \( f_{b} \gtrsim 1 \times 10^{-5}, \delta \sim 10^{-3}, \) and \( v_{h} \approx v_{l} \sim 0.01 \) in the percolation stage of the EW transition [24,26,27], we get \( R_{\text{EM}}(k_{\text{min}}) \gtrsim 10^{2} \).

For the QCD transition, the damping rate Eq. (14) is dominated by neutrino diffusion for \( k \lesssim (\tau_{\text{EM}} \tau_{r})^{-1} \), where \( \tau_{\text{EM}} \) and \( \tau_{r} \) are the mean free paths of EM radiation and neutrinos, respectively. Using \( \langle \sigma_{\gamma} \rangle = \langle \sigma_{\nu} \rangle \approx 2.1 G_{F} T^{2} \), where \( G_{F} \) is Fermi’s constant, we obtain for the Reynolds number for neutrino viscosity

\[
R_{\nu}(k) \approx 10^{3} \left( \frac{g}{10} \right)^{1 / 2} \left( \frac{T_{c}}{100 \text{ MeV}} \right)^{3} \times f_{b} \delta v_{h}(k) \frac{k_{\text{min}}}{k}.
\] (17)

Using the parameters \( f_{b} \sim 10^{-2}, \delta \sim 10^{-1}, \) and \( v_{h} \sim 0.1 \) [23] for the QCD transition, we get \( R_{\nu}(k_{\text{min}}) \sim 1 \) and \( R_{\text{EM}}(k_{\text{min}}) \sim 10^{12} \).

Combining Eqs. (12) and (14), we obtain

\[
\gamma_{d} / \gamma_{\text{inst}} \approx \frac{0.2}{\delta v_{h}(g / 10)^{-1} (g / 5.5) \min \left[ k \tau_{r}, (k \tau_{r})^{-1} \right],
\] (18)

and instabilities are expected to be damped in the wavenumber range \( 5 (g / 10)(g / 5.5)^{-1} R(k_{\text{min}}) \lesssim k \gtrsim 0.2 (g / 10)^{-1} (g / 5.5) R(k_{\text{min}}) / (\delta v_{h})^{2} \). From this we see immediately, that, at least in case of the EW transition, damping is unlikely to be important at the largest length scales over which instabilities can develop,
$k \sim k_{\text{min}}$. Damping probably only plays a role on length scales which are a few orders of magnitude smaller than $1/k_{\text{min}}$, in a window of relatively small logarithmic width of $\sim 2 \log [(g_1/5.5)/\delta v_{\text{th}}(g/10)] - 1.4$. In contrast, for the QCD transition, damping could become important around $k_{\text{min}}$ if $R_\nu(k_{\text{min}}) \lesssim 1$.

We note that since $\gamma_{\text{inst}}(k_{\text{min}}) = v_{\text{th}}/R$ is roughly the convection rate, $\gamma_{\text{d}}(k_{\text{min}})/\gamma_{\text{inst}}(k_{\text{min}}) \gtrsim 1$ corresponds to the case where transport of latent heat is dominated by diffusion instead of hydrodynamic flow. Therefore, depending on the exact phase transition parameters entering Eqs. (4), (5), and (8), this situation could occur in the QCD transition, as remarked in Ref. [23], but not for the EW transition.

IV. SEED FIELDS FROM HYDRODYNAMIC INSTABILITIES

Seed fields associated with instabilities will be generated when positive and negative charges are displaced relative to each other and, therefore, the one fluid approximation cannot be used. However, the resulting EM currents, $j \sim \rho e v \sim \eta T c^2 v$, correspond to very small conduction velocities, $v_c$, of negative relative to positive charge carriers, $v_\nu \sim n\eta v \ll v$. Therefore, the subsequent evolution of the seed fields due to dynamo effects can very well be described within the MHD approximation. Note that seed fields are necessary since the MHD equation (3) is homogeneous in $B$. We now estimate the seed fields generated by the hydrodynamic instabilities.

Let the planar, undisturbed phase boundary be located at $z = 0$ with the low-temperature phase at $z < 0$ and the high-temperature phase at $z > 0$. We can choose the instability to have a wavevector in the $x$ direction and the perturbation of the wall can be described by $z_w(x, t) = z_0 \exp(\gamma_{\text{inst}} t + ikx)$. This corresponds to a nonpropagating instability with $\text{Im}\, \gamma_{\text{inst}} = 0$. To lowest non-trivial order in $v_{\text{th}}$ and $\delta$, and for $k \ll k_{\text{max}}$, the solutions of Eq. (11) take a relatively simple form:

$$v'_h = \delta v_h \left( e^{-ikz/2} + (e^{ikz/2} + i e^z) e^{ikz} \right) k z_w(x, t)/2,$$

$$p'_h = -\delta w_h k_z z_w(x, t) e^{-ikz/2},$$

$$v'_l = \delta v_h \left[ e^{-ikz/2} + (e^{ikz/2} + i e^z) e^{ikz} \right] k z_w(x, t)/2,$$

$$p'_l = -\delta w_h k_z z_w(x, t) e^{ikz/2},$$

where $e_x$ and $e_z$ are unit vectors in the $x$ and $z$ direction, respectively. Note that Eq. (19) only holds for distances from the wall which are much larger than the perturbation amplitude of the wall location, i.e. $z \gg z_w(x, t)$. It is seen from Eq. (19) that the instability perturbs the fluid flow in the low-temperature phase up to a characteristic distance $1/\delta k$, whereas in the high-temperature phase the fluid flow is only perturbed up to a distance $1/k$. For the wavelength regime under consideration, Eq. (11), these scales are typically much larger than the width $\sim f_c/T_c$ of the dipole layer.

Eq. (19) illustrates that, for a given mode with $k = k_{\text{ex}}$, the $x$ component of the perturbed velocity field has a discontinuity at $z = 0$:

$$v'_h - v'_l = -i \delta v_h k z_w(x, t).$$

The dipole layer with charge density given by Eq. (7) thus leads to a net current in the $x$ direction,

$$j_x \sim \eta T c^3 \delta v_h k z_w(x, t) e^{-|z|/f_c}/c,$$

provided $f_c/T_c \gtrsim z_w(x, t)$. We can now superpose all instability modes from Eq. (19) with $k$ in the $z = 0$ plane and write the wall displacement spectrum as $\langle z_w^2 \rangle = \int [z_w(k)]^2 d\ln k$. Using Ampère’s law without the displacement current, $\nabla \times B = 4\pi j$, and Eq. (21), after performing a three dimensional Fourier transformation, we arrive at

$$B_s(k) \sim 4\eta T c^2 \delta v_h f_c (k_{\text{min}} k)^{1/2} |z_w(k)|$$

for the seed field spectrum $\langle B_s^2 \rangle = \int [B_s(k)]^2 d\ln k$. Strictly speaking, Eq. (22) is only reliable for $z_w(k) \lesssim f_c/T_c$.

The instabilities Eq. (19) grow non-linear when the perturbed velocity spectrum

$$v_f(k) \sim \delta^{1/2} v_h (k_{\text{min}} k)^{1/2} |z_w(k)|$$

satisfies $v_f(k) \gtrsim v_h$, where, analogous to the seed field spectrum, the flow velocity spectrum is written as $\langle v_f^2 \rangle = \int [v_f(k)]^2 d\ln k$. Furthermore, the seed field $B_s$ and its source currents $j$ give rise to an additional force acting onto the fluid of the form $j \times B$. This term is of second order in the perturbation amplitude and was neglected in Eq. (11). We now compare its magnitude with the leading force term $\nabla |p'|^2$ which is of first order in the perturbation. By using Eqs. (19), Ampère's law and an equation analogous to Eq. (23) for $\nabla |p'|^2$, we obtain

$$|j B_s| \sim \langle v_f f_c^2 T^2 c \rangle \left[ v_h / w_h \right] \delta^{1/2} v_f(k),$$

on a length scale $1/k$. This is small compared to unity in the linear regime where $v_f(k) \lesssim v_h$. In addition, the electric field $E_s(k)$ induced by the growing magnetic seed field, $E_s(k) \sim \partial B_s(k)/\partial t / k \sim \delta v_h B_s(k)$, is small compared to the zeroth order field $E \sim \eta f_c T_c^2$ caused by the electric charge layer, $E_s(k)/E \sim v_f(k) \ll 1$. We therefore conclude that in most cases backreaction effects of the seed fields onto the medium are negligible in the linear regime. Therefore, a conservative estimate of the seed field $B_s$ is given by assuming $z_w(k) \sim f_c/T_c$:

$$B_s(k) \sim 4\eta T c^2 \delta^{1/2} v_f(k) \gtrsim 4\eta T c^2 \delta v_h f_c^2 \left( k_{\text{min}} k / T_c^2 \right)^{1/2}.$$
V. AMPLIFICATION OF SEED FIELDS BY MHD EFFECTS

The seed fields discussed in the previous section can be amplified by exchange of energy with the turbulent flow. This non-linear MHD regime is usually investigated by numerical simulations \[32\]. The magnetic field energy flow. This non-linear MHD regime is usually investigated by numerical simulations \[32\]. The magnetic field energy spectrum was argued to behave as a power-law, \[\propto k^{-4}\] for the EW and \[\propto k^{-7/3}\] for the QCD transition, for the parameters used above. Note, that in case of the EW transition, \(B_0/R_{eq}\) is much larger than what was estimated in Ref. \[14\] if it is scaled to the same \(\eta\). The reason is that our instability analysis revealed the existence of a monopole layer of an EM current on the bubble wall, whereas in Ref. \[10\] a dipole layer was assumed.

The central question in the theory of magnetic field amplification in a turbulent fluid concerns the time scale over which energy equipartition is achieved and the spectrum of the resulting magnetic field. Here we use the analytic approach and physical arguments developed in Ref. \[3\] which was recently applied to the problem of galactic field generation \[5\]. Once the bubbles start to collide, vorticity is expected to develop which, on a scale \(k\) is of the order \(kv'(k)\) and corresponds to a turnover rate of equal size. This turnover rate becomes larger than the instability growth rate Eq. \(12\) once \(v'(k) > \delta v_h\). If the Reynolds number \(R(k) \gg 1\), one therefore expects the fluid flow to turn turbulent before the instabilities become non-linear, which occurs for \(v'(k) \approx v_h\). At that point, as long as the velocities involved are small compared to the speed of sound \(c_s \approx 1/\sqrt{3}\), one expects a Kolmogorov type of spectrum to develop. The typical velocity on a scale \(k\) is then given by \(v_f(k) \approx v_f(k_c)k^{1/3}\) \[3\]. This holds for \(k_c \lesssim k \lesssim k_{vis} \approx k_c R(k_c)^{3/4}\), where \(k_c\) is the wavenumber for which the eddy turnover rate \(\approx k_c v_f\) is equal to the inverse of the percolation time \(t\) percolation \(R_{perc}/v_h\), giving \(k_c \approx v_h/R_{perc}v_f \approx 1/R_{perc}\). The viscous scale \(k_{vis}\), at which dissipation becomes important, is basically the scale of the smallest eddy in the turbulent flow.

Neglecting resistive damping for the moment, the growth rate of the magnetic field energy during the MHD regime is given by \[3\]

\[
\frac{dE_M}{dt} = 2\gamma_M E_M ,
\]

with

\[
2\gamma_M \approx \int v_f(k)dk ,
\]

where the velocity spectrum is again written as \(\langle v_f^2 \rangle = \int [v_f(k)]^2 dk\). Thus, \(\gamma_M\) is basically the maximum turnover rate of the eddies in the flow. For a Kolmogorov spectrum,

\[
\gamma_M \approx v_f k_c \left( \frac{k_{vis}}{k_c} \right)^{2/3} \approx v_f k_c \left[ R(k_c) \right]^{1/2} .
\]

The resistive scale \(k_c\) is defined as the wavenumber where the resistive damping rate \(\approx -k_c^2/(4\pi\sigma_{cond})\)
caused by the finite conductivity \( \sigma_{\text{cond}} \simeq 10 T_c \) becomes comparable to the growth rate \( 2 \gamma_M \). Thus, \( k_c \simeq (4 \pi \sigma_{\text{cond}} \gamma_M)^{1/2} \simeq k_{\text{vis}} |R_M/R(k_c)|^{1/2}, \) where \( R_M = 4 \pi (2 \pi/k_c) v_f \sigma_{\text{cond}} \approx 10^5 (g/100)^{-1} R_{\text{EM}}(k_c) \) is the magnetic Reynolds number. The magnetic field spectrum cuts off exponentially for \( k \gtrsim k_c \). It has been shown in Ref. \[34\] that \( \gamma_M \) is constant and \( E_M \) grows exponentially until \( 2 \gamma_M E_M \) becomes comparable with the turbulent power \( P \simeq g T_c^4 \int v_f^2 (k) dk \simeq g T_c^4 k_c v_f^4 \ln R(k_c) \) which is also the dissipation rate due to viscosity. At that point, the Alfvén velocity \( v_A \simeq (2 E_M/g T_c^4)^{1/2} \) becomes comparable to the turbulent velocity at the viscous scale, \( v_f(k_{\text{vis}}) \simeq v_f R(k_c)^{-1/4} \), which implies \( E_M \simeq E_{\text{eq}}^0 R(k_c)^{-1/2} \). Since the magnetic field on scales \( k \) with \( k v_A \gtrsim \gamma_M \simeq k v_f(k_{\text{vis}}) \) cannot grow, the magnetic field energy should be concentrated around \( k_{\text{vis}} \) by the time when \( P \approx 2 \gamma_M E_M \). From then on, \( 2 \gamma_M E_M \approx P \) is roughly constant, so that \( E_M \) only grows linearly in time until it reaches \( E_{\text{eq}}^0 \). Therefore, at the same time, \( \gamma_M \) has to decrease until it reaches \( v_f/k_c \). By comparing with the second equality in Eq. \[34\], this means that the high wavenumber cutoff in the velocity power spectrum decreases until it reaches \( k_c \). The viscous length scale grows due to the extra viscosity caused by the energy drain from the smallest eddy to the magnetic field. The same happens to the magnetic field spectrum, so that in the end all the magnetic energy \( E_{\text{eq}}^0 \) is concentrated at \( k = k_c \), i.e. at the largest wavelengths. The time scale over which this process occurs can be estimated as

\[
t_M \simeq \int \frac{dE_M}{2 \gamma_M E_M} \simeq \frac{E_{\text{eq}}^0}{P} \approx \frac{1}{k_c v_f} \approx t_{\text{perc}}. \tag{31}\]

We have thus verified that amplification up to equipartition is possible within the percolation time. Furthermore, the magnetic field is expected to be coherent on the scale \( k_c \), and we can write \( B(1/k_c, T_c) \simeq (8 \pi g \delta)^{1/2} T_c^2 \).

VI. RELIC EXTRAGALACTIC MAGNETIC FIELDS

On length scales \( r \gtrsim 1/k_c \), we will again assume a power-law behavior \( \propto (k, r)^{-p} \) for the magnetic field. Since \( k_c \) is a macroscopic scale compared to the correlation length of the order parameter of the phase transition which is \( \sim 1/T_c \), the large scale fields should be determined by the randomly oriented magnetic dipole moments, leading to \( p \simeq 3/2 \) \[35\]. For the magnetic field on a comoving scale \( r \) at redshift \( z \) this eventually leads to

\[
B(r, z) \sim 10^{-21} (1 + z)^2 B_0^{3/2} \delta^{1/2} \left( \frac{g}{100} \right)^{-1/4} \times \left( \frac{T_c}{100 \text{ GeV}} \right)^{-3/2} \left( \frac{r}{10 \text{ Mpc}} \right)^{-3/2} \text{G}. \tag{32}\]

We could have followed previous authors by choosing a fiducial value for \( r \) of 1 Mpc, which corresponds to the scale that collapsed to form a galaxy. The estimated field would then be appropriate for seeding the galactic fields. However, it was recently suggested that magnetic fields on scales smaller than the Silk scale \( \simeq 10 \text{ Mpc} \) are likely to be damped by photon diffusion at recombination \[22\]. Thus, Eq. \[32\] probably only applies for \( r \gtrsim 10 \text{ Mpc} \) and leads to an extragalactic magnetic field spectrum \( B(r, z = 0) \sim 10^{-28} (r/10 \text{ Mpc})^{-3/2} \text{G} \) for the EW transition, and \( B(r, z = 0) \sim 10^{-20} (r/10 \text{ Mpc})^{-3/2} \text{G} \) for the QCD transition for the parameters used above. In the latter case our mechanism thus predicts a field strength on a 10 Mpc scale which is roughly comparable to the field expected from the Biermann battery mechanism acting on intergalactic distance scales during large-scale structure formation \[34\].

For comparison, the stochastic models mentioned in Sec. \[2\] lead to a field strength \( B(r, z) \simeq (8 \pi)^{1/2} T_0^2 (1 + z)^2 T_0^- \text{G} \), where \( T_0 \simeq 2.7 \text{ K} \) is the present temperature of the cosmic microwave background. For both the EW and the QCD transition this gives \( B(10 \text{ Mpc}, z = 0) \sim 10^{-19} \text{ G} \) and \( 10^{-32} \text{ G} \) for \( p = 1/2 \) \[22\] and \( p = 1 \) \[4\], respectively.

In Refs. \[37\]-\[38\] it was pointed out that hydromagnetic turbulence in the early universe might shift a given magnetic field power spectrum near equipartition with the fluid to length scales larger by a factor \( f \) which can be as large as a few orders of magnitude. In that case, the length scale \( r \) in the above estimates should be substituted by \( r/f \). At large scales characterized by a given \( r \), this could increase the fields by a few orders of magnitude.

VII. CONCLUSIONS

We have discussed the generation of magnetic fields during the growth of weak deflagration bubbles nucleated in a cosmological first order phase transition in some detail. This proceeds essentially in two steps: First, instabilities can arise which can be described by linear perturbation theory. Together with a finite charge density along the bubble walls these instabilities cause EM currents and thus magnetic seed fields. While currently we are unable to decide unambiguously whether such instabilities form, for reasonable phase transition parameters this is at least plausible. Taking into account damping due to a finite viscosity and heat conductivity caused by radiation diffusion we showed that the resulting bubble instabilities can grow on length scales somewhat smaller than the bubble radius at percolation. Once these perturbations grow non-linear, the fluid is expected to turn turbulent and the seed fields can be amplified by MHD effects in the form of a dynamo. Qualitative physical arguments show that equipartition of the magnetic field energy with the kinetic energy in the turbulent motion can be achieved and the field spectrum can be concentrated at length scales not much smaller than the bubble
radius at percolation. Random superposition of the magnetic dipole moments associated with the bubbles leads to large scale fields which can be estimated and have a characteristic spectrum. On a 10 Mpc comoving scale, field strengths of the order $10^{-29}$ G from the EW transition and $10^{-20}$ G from the QCD transition could be attained at $z = 0$ for reasonable phase transition parameters. Finally, hydromagnetic turbulence after the phase transition may further enhance the large scale fields.
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