You Really Shouldn’t Roll Your Own Crypto: 
An Empirical Study of Vulnerabilities in Cryptographic Libraries

Jenny Blessing 
MIT 
Michael A. Specter 
MIT 
Daniel J. Weitzner 
MIT

Abstract

The security of the Internet rests on a small number of opensource cryptographic libraries: a vulnerability in any one of them threatens to compromise a significant percentage of web traffic. Despite this potential for security impact, the characteristics and causes of vulnerabilities in cryptographic software are not well understood. In this work, we conduct the first comprehensive analysis of cryptographic libraries and the vulnerabilities affecting them. We collect data from the National Vulnerability Database, individual project repositories and mailing lists, and other relevant sources for eight widely used cryptographic libraries.

Among our most interesting findings is that only 27.2% of vulnerabilities in cryptographic libraries are cryptographic issues while 37.2% of vulnerabilities are memory safety issues, indicating that systems-level bugs are a greater security concern than the actual cryptographic procedures. In our investigation of the causes of these vulnerabilities, we find evidence of a strong correlation between the complexity of these libraries and their (in)security, empirically demonstrating the potential risks of bloated cryptographic codebases. We further compare our findings with non-cryptographic systems, observing that these systems are, indeed, more complex than similar counterparts, and that this excess complexity appears to produce significantly more vulnerabilities in cryptographic libraries than in non-cryptographic software.

1 Introduction

Cryptographic libraries are responsible for securing virtually all network communication, yet have produced notoriously severe vulnerabilities. In 2014, OpenSSL’s Heartbleed vulnerability [58] enabled attackers to read the contents of servers’ private memory. More recently, in June 2020 GnuTLS suffered a significant vulnerability allowing anyone to passively decrypt traffic [36]. Given the critical role these libraries play, a single vulnerability can have tremendous security impact. At the time of Heartbleed’s disclosure, up to 66% of all websites were vulnerable [58].

A common aphorism in applied cryptography is that cryptographic code is inherently difficult to secure due to its complexity; that one should not “roll your own crypto.” In particular, the maxim that complexity is the enemy of security is a common refrain within the security community. Since the phrase was first popularized in 1999 [52], it has been invoked in general discussions about software security [32] and cited repeatedly as part of the encryption debate [26]. Conventional wisdom holds that the greater the number of features in a system, the greater the risk that these features and their interactions with other components contain vulnerabilities.

Unfortunately, the security community lacks empirical evidence supporting the “complexity is the enemy of security” argument with respect to cryptographic software. Since software that implements cryptographic algorithms and protocols may have characteristics and testing processes that are quite distinct from non-cryptographic software, further study of the impact of complexity on security in cryptographic software specifically is needed.

In this paper, we conduct the first comprehensive, longitudinal analysis of cryptographic libraries and vulnerabilities affecting them. We examine eight of the most widely used cryptographic libraries and build a dataset of the 300+ entries in the National Vulnerability Database (NVD) [55] for these systems. In our analysis, we combine data from the NVD with information scraped from the projects’ GitHub repositories, internal mailing lists, project bug trackers, and various other external references. We extensively characterize the vulnerabilities originating in cryptographic software, measuring exploitable lifetime, error type, and severity to better understand their security impact on cryptographic software.

Having surveyed the characteristics of the vulnerabilities themselves, we further investigate the causes of these vulnerabilities within cryptographic software. We study the relationship between software complexity and vulnerability frequency in an analysis of 11 years of vulnerabilities in cryptographic libraries, recording codebase size and cyclomatic complexity [45] of each library. We also repeat our methodology on two non-cryptographic systems as a point of comparison.
Our findings include the following: just 27.2% of vulnerabilities in cryptographic software are cryptographic issues as defined by the NVD, while 37.2% of errors are related to memory management or corruption, suggesting that developers should focus their efforts on systems-level implementation issues. The median exploitable lifetime of a vulnerability in a cryptographic library is 4.18 years, providing malicious actors a substantial window of exploitation. At least one vulnerability is introduced for every thousand lines of code added in the most widely used cryptographic library, OpenSSL; and the rate of vulnerability introduction is up to three times as high in cryptographic software as in non-cryptographic software.

We hope that empirical evidence of security risk in cryptographic software will be helpful for software engineers working with cryptographic implementations. Our findings support the conventional wisdom preaching the dangers of “rolling your own crypto” and provide empirical estimates for cryptographic software risk. Through better understanding the causes and properties of vulnerabilities in cryptographic software, the security community can more effectively direct their efforts in mitigating against them.

Renewed government interest in regulating and modifying cryptographic code to facilitate law enforcement surveillance adds relevance and urgency to research on sources of vulnerabilities in cryptographic software. A greater technical understanding of the causes of security failures in cryptographic implementations and quantitative metrics for the consequences of the complexity of such systems will contribute to a more informed debate on the trade-offs between system security and national security when considering technical proposals to modify cryptographic protocols to provide law enforcement access to encrypted data, referred to as an “exceptional access mechanism.”

The rest of the paper is organized as follows: We begin in §2 with a brief discussion of related work examining cryptographic software, vulnerability life cycles, and the relationship between complexity and security. In §3, we describe our process for selecting systems and data sources in more detail and discuss mitigation strategies for inconsistencies in vulnerability data reporting. We then describe the properties of vulnerabilities in cryptographic libraries, measure the complexity of these libraries, and discuss its impact on security (§4). We conclude in §5 and §6 with a discussion of takeaways for developers and users of cryptographic libraries and implications for the ongoing exceptional access debate.

2 Related Work

Relationship Between Complexity and Security: There have been several studies broadly investigating software complexity and its effect on security in general-purpose, non-cryptographic software. Ozment et al. [48] conducted an empirical study of security trends in the OpenBSD operating system across approximately 8 years, focusing specifically on how vulnerability lifetimes and reporting rates have changed during that period. They found that vulnerabilities live in the OpenBSD codebase for over two years on average before being discovered and patched. Zimmermann et al. [64] similarly analyzed vulnerability correlation with various software metrics in the Windows Vista operating system, finding a weak correlation. More recently, Azad et al. [29] studied the effects of software debloating in web applications, observing how removing significant percentages of the codebase in PHP web applications impacted vulnerabilities present. Their dataset included three cryptography-related vulnerabilities that were not removed through debloating, but their small sample size precludes drawing meaningful conclusions. In contrast to prior work, we focus specifically on cryptographic software and the vulnerabilities it produces.

Vulnerability Life Cycle: Lazar et al. [42] studied 269 cryptographic vulnerabilities, finding that only 17% of the vulnerabilities they studied originated in the source code of cryptographic libraries, with the majority coming from improper uses of the libraries. In contrast to Lazar et al., we draw an important distinction between cryptographic software and cryptographic vulnerabilities: cryptographic vulnerabilities must necessarily originate in cryptographic software, but cryptographic software produces a broader class of vulnerabilities that are not only cryptographic in nature. Heartbleed, for instance, was a systems-level vulnerability caused by a missing bounds check. Lazar et al. studied only cryptographic vulnerabilities and therefore excluded Heartbleed and a significant percentage of vulnerabilities present in cryptographic software.

Most recently, Walden [61] conducted a case study of OpenSSL in the aftermath of Heartbleed, analyzing changes made to the codebase after Heartbleed and observing that OpenSSL adopted additional recommended best practices, including reducing the complexity of the code, in the wake of the breach. While Walden also studied OpenSSL, they looked at more general software metrics than the granular complexity metrics studied in this paper. Walden counted vulnerabilities affecting each OpenSSL version instead of vulnerabilities introduced in each version, and only tracked the total size of the codebase rather than the individual sizes of the versions. Moreover, in this work we conduct a larger-scale analysis of codebase and vulnerability trends across multiple cryptographic libraries.

While there is a large existing body of work studying vulnerability life cycles and patches, prior work has not included cryptographic software in their datasets, despite the security-critical nature of such software. Li et al. [44] and Shahzad et al. [53] both conducted large-scale analyses of vulnerability characteristics in non-cryptographic open-source soft-
ware, including various operating systems and web browsers. Rescorla et al. [50] manually analyzed a dataset of 1,675 vulnerabilities from the Linux kernel and other large software systems, defining vulnerability lifetime through window of exposure, and found inconclusive evidence that public vulnerability disclosure is worth the security implications. The unique characteristics of cryptographic software suggest that vulnerability data from non-cryptographic systems may not be applicable, necessitating a separate investigation of cryptographic software specifically.

3 Methodology

To study the causes and characteristics of vulnerabilities in cryptographic software, we collect source code repository and vulnerability data from eight open-source cryptographic libraries. We chose to look at open-source cryptographic libraries because these systems are the most widely used software codebases where the source code is almost entirely cryptographic in nature (i.e. implements cryptographic primitives, protocols, or algorithms). We define vulnerability as an entry in the Common Vulnerabilities and Exposures (CVE) list maintained by MITRE [33].

For each cryptographic system, we measured (1) source code repository size and cyclomatic complexity over time and (2) vulnerabilities published in the NVD over the same time period. For each vulnerability, we measured (1) error type as reported in the NVD, (2) severity, and (3) exploitable lifetime. To investigate whether trends observed are unique to cryptographic source code, we collect the same complexity metrics from three systems that are non-cryptographic in nature.

While we collected some of the repository and vulnerability data through automated web scraping, due to inconsistencies and inaccuracies in the NVD and other sources much of our dataset was manually compiled and analyzed. We describe issues encountered with the quality of the NVD in more detail in §3.1, §3.2 and §3.3 describe our criteria for selecting systems and complexity metrics, and §3.4 discusses the challenges of determining system versions affected by a vulnerability when calculating vulnerability lifetime.

3.1 Vulnerability Data Sources

We use the National Vulnerability Database (NVD) [55], managed by the National Institute of Standards and Technology (NIST), as a standardized source of vulnerabilities from which to construct our dataset. When a new CVE (Common Vulnerabilities and Exposures) ID [33] is created, the NVD calculates a severity score (CVSS) [56] and performs additional analysis before adding the vulnerability to the NVD. While individual product bug trackers often provide more granularity, they do not allow us to standardize or compare across systems as the NVD does.

We scrape CVE data from two third-party platforms, CVE Details [1] and OpenCVE [2], which contain much the same data as the official NVD but organize CVEs by product and vendor, enabling us to retrieve all CVEs for a particular system. OpenCVE is a newer replacement for CVE Details, which at the time of data collection had not been updated since 2019. We began our study prior to the release of OpenCVE in December 2020, and so we include data scraped from both CVE Details and OpenCVE.

To supplement the data provided by the NVD, we manually retrieve CVE information from individual projects’ bug trackers, mailing lists, blogs, and other external references. Incorporating information from project-specific sources and standardized external sources enables us to conduct an analysis that is sufficiently in-depth to generalize across multiple projects.

In total, our dataset consists of \( n = 312 \) CVEs in cryptographic libraries and 2,000+ CVEs in non-cryptographic software. In our study of cryptographic vulnerability characteristics, we consider only CVEs published by the NVD between 2010 and 2020, inclusive.

3.2 Systems Analyzed

We select cryptographic and non-cryptographic systems for inclusion in our study on the basis of the following requirements:

1. **Open-Source**: A critical component of this work is measuring software characteristics of codebases at particular points in time, and so we consider only systems where we have access to the source code.

2. **Written in C/C++**: To ensure an accurate comparison, we select only systems primarily written in C or C++. For instance, we exclude Bouncy Castle from our list of cryptographic libraries because its primary distribution is written in Java [57]. Prior work [40] has demonstrated significant differences in vulnerability causes in memory-unsafe C/C++ source code compared to systems written in memory-safe languages such as Java.

3. **Sufficient CVE Reporting**: We further select for systems that have sufficient quantities of CVEs reported to allow us to generalize. In cryptographic software, we consider only cryptographic libraries that have at least 10 CVEs published from 2010 - 2020. In non-cryptographic software, to ensure that we avoid systems which are under-reporting CVEs we select only non-cryptographic systems with comparatively high absolute vulnerability counts relative to all products in the NVD. Both non-cryptographic systems we collect CVE data from are among the top 10 software products with the largest number of CVEs as studied by Li et al. [44].
| Cryptographic Library | Num. of CVEs |
|-----------------------|-------------|
| 1. OpenSSL             | 153         |
| 2. GnuTLS              | 43          |
| 3. Mozilla NSS         | 40          |
| 4. WolfSSL             | 36          |
| 5. Botan               | 21          |
| 6. Libgcrypt           | 12          |
| 7. LibreSSL            | 6           |
| 8. BoringSSL           | 1           |
| **Total**              | **312**     |

Table 1: The eight cryptographic libraries studied, listed in order of the total CVEs published in each library from 2010 through 2020.

In line with the criteria above, we study the following six cryptographic libraries: OpenSSL [3], GnuTLS [4], Mozilla Network Security Services (NSS) [5], Botan [6], Libgcrypt [7], and WolfSSL [8]. We additionally collect data from the LibreSSL [9] and BoringSSL [10] libraries, though they do not meet our CVE reporting requirement, as part of a case study of OpenSSL forks discussed further in §4.3.

We also study three non-cryptographic systems, Ubuntu Linux [11], Chrome [12], and Wireshark [13], as part of our comparison of the security impact of complexity. We are limited in the number of non-cryptographic systems we can consider by the quality of the CVE data available. In order to accurately track vulnerabilities within a system, we need software systems that report all product versions affected for each CVE, not merely the patched version. This level of granularity gives us the version in which a CVE was introduced, which we use to calculate both exploitable lifetime and individual version security. As we discuss further in §3.5, few systems consistently report CVE version data.

### 3.3 Complexity Metrics Analyzed

There are a variety of mechanisms for approximating software complexity. We select two particular complexity metrics through which to study security outcomes across different systems: total lines of code (LOC) and cyclomatic complexity. Prior work [64, 54] has shown that these two metrics are among the best complexity predictors of vulnerabilities in non-cryptographic software. We define cyclomatic complexity as the number of linearly independent paths through a system’s source code, following McCabe’s 1976 definition [45].

**Lines of Code:** We use cloc [38], a command-line tool, to count the total lines of code for each language in a codebase. Throughout our study, we only consider C or C++ source code lines in our count, and we exclude blank lines, comment lines, and header files. We collect LOC measurements of the relevant systems over time as well as for specific version releases.

**Cyclomatic Complexity:** We use a separate command-line tool, lizard [63], to calculate cyclomatic complexity of all C and C++ source files. Lizard calculates the complexity of each file individually and averages them together, outputting a single average cyclomatic complexity number (CCN).

### 3.4 Calculating Vulnerability Lifetime

Determining how long a vulnerability was actively exploitable, rather than merely how long it existed in the source code, is critical to fully understanding its security impact. The exploitable lifetime represents the period in which the vulnerability could actually be abused, while the codebase lifetime represents how long it took for someone to notice the vulnerability. We therefore define a vulnerability’s lifetime as the period of time in which it can be exploited by a malicious actor. A vulnerability is exploitable from the moment the source code in which it lives is released until the patch for the vulnerability is installed by an affected client. Calculating this lifetime, then, involves determining the release date of the first version affected and the release date of the patch. Because clients frequently continue using outdated versions without updating, even in the wake of a major security breach [39], these calculations represent a lower bound on the actual exploitable lifetime.

#### 3.4.1 Determining Versions Affected

The first step in calculating a vulnerability’s exploitable lifetime is to determine which versions of a system the vulnerability affected. The NVD’s reporting requirements ask that CVE listings include either the patch version or the full list of affected versions. Because the patch version is usually the latest version of the system, it is much easier to obtain and report, and so the vast majority of CVEs contain only the patch version.

We manually review systems and the CVEs reported in them to ensure we only collect data from systems that consistently and accurately record affected versions. For each CVE ID, CVE Details provides a list of versions affected in a tabular format. In our review, we encounter several common types of errors with reporting of affected versions:

1. **No Versions Listed:** A CVE had only a special character or blank space listed as the affected version, indicating that no versions related to the CVE are known, as in CVE-2018-16868 in GnuTLS [35]. We necessarily exclude these vulnerabilities from lifetime calculations.

2. **One Version Listed:** A significant percentage of CVEs had only one affected version listed. After manually reviewing several hundred CVEs and patches, we conclude that this is almost always in error and represents a situation where only the current version (as of CVE
discovery) is listed instead of all affected versions. We eliminate such vulnerabilities from our dataset, since to include them would artificially lower the lifetime data collected.

3. All Versions Listed: In some systems, the text description of the CVEs gives the affected versions as some variation of “version X and before”, and the table containing affected versions lists all versions the system has ever released. While the table produced is a technically correct reading of the CVE description, we found that this reporting is almost always incorrect and should not be interpreted literally. Our approach here differs from Rescorla [50], who also measured exploitable lifetime and collected affected version data but interpreted phrasing like “version X and earlier” at face value. In our work, we avoid studying any systems that consistently exhibit this version reporting pattern.

After thorough manual review, we identified two cryptographic systems (OpenSSL and GnuTLS) and two non-cryptographic systems (Ubuntu Linux and Wireshark) that have sufficiently accurate version reporting to calculate lifetime. For each of these systems, we scrape all affected versions from CVE Details and sort the versions alphabetically to obtain the first affected version and the patch version. In the case of OpenSSL, the project itself keeps a detailed record of vulnerabilities and affected versions, so we scraped from the project’s vulnerabilities page [14] instead. While Mozilla NSS does not report affected versions for its CVEs, we use the CVE references to manually estimate versions affected.

3.4.2 Mapping Versions to Release Dates

Once we know the initial and patch versions of a CVE, we need to determine the release dates of those versions in order to calculate lifetime. For each system we study, we construct a dataset of versions and release dates by manually reviewing individual system websites and developer mailing lists for version release dates. While most systems clearly publish the release dates of major versions, we found that minor version release dates were trickier to track down, particularly for versions released over a decade ago, and required substantial manual trawling of various mailing lists. In a small number (n = 3) of cases, we were only able to find the month and year of a vulnerability’s release date. In these cases, we used the 15th of the month as an approximation of the release date.

Given the time-consuming nature of determining release dates for all versions of a system and the difficulty of finding systems that accurately report affected versions for each vulnerability, we limited ourselves to collecting CVE lifetime data from three cryptographic libraries (OpenSSL, GnuTLS, and Mozilla NSS) and two non-cryptographic systems (Ubuntu and Wireshark).

3.5 CVE Reporting Practices

Since our analysis relies heavily on the quality of the vulnerability reporting in the National Vulnerability Database, we briefly discuss observed reporting practices in both cryptographic and non-cryptographic systems.

How reliable is the CVE data on cryptographic libraries?

After manually reviewing CVEs reported in approximately ten of the most widely used cryptographic libraries, we observe that OpenSSL has a far greater number of CVEs than any other cryptographic library, with 153 CVEs published during our timeframe of 2010 - 2020 compared to the second-highest count of 43 CVEs in GnuTLS. The question, then, is whether this difference is due to variations across libraries in security, attention, internal reporting policies, or some linear combination of the three.

We examine the CVE data on the LibreSSL and BoringSSL forks of OpenSSL as a test case to study how the official NVD vulnerability counts compare. While OpenSSL’s absolute vulnerability count from 2010 - 2020 was 153 CVEs, LibreSSL and BoringSSL recorded just six and one CVEs, respectively, across the same time period. Since we conducted extensive manual examination of project commits, team mailing lists, and security advisories as part of our case study of the forks (described in greater detail in §4.3), we confirm that the NVD count of vulnerabilities affecting LibreSSL and BoringSSL is substantially lower than the actual number of vulnerabilities affecting those libraries. We discuss this discrepancy further in §4.3.2. This finding reinforces the unreliability of absolute vulnerability counts as an indication of project security.

How do CVE reporting practices vary between cryptographic and non-cryptographic systems?

Overall, CVE reporting quality is more consistent and accurate among cryptographic software and systems focused on security (such as Wireshark and Tor). Of the top 10 software products with the highest number of reported CVEs as calculated by Li et al. [44], after manual review we find that only 3 of them—Ubuntu, Wireshark, and Android—consistently report affected system versions. Most projects report only the version in which the CVE was patched.

Non-cryptographic projects more frequently report a skewed distribution of vulnerability severity as determined by the standard CVE severity scoring system, CVSS. For instance, we find that Android’s average and median CVSS score for CVEs published from 2012 through 2020 were 6.88 and 7.2, respectively, suggesting internal practices that favor reporting only higher-severity vulnerabilities. By contrast, median severity in cryptographic libraries is consistently 5.0, as discussed in §4.1.4.

In summary, we observe the following common issues with CVE reporting across cryptographic and non-cryptographic systems:

1. The number of CVEs reported in a project is small rela-
tive to the widespread use of the project. We expected this of non-cryptographic systems, but found this is also true of a surprising number of cryptographic libraries. For instance, only one CVE has ever been reported in cryptlib [15], a commonly used library.

2. CVEs reported skew towards high-severity vulnerabilities, suggesting vulnerabilities reported as CVEs are being somewhat cherry-picked by the vendor.

3. Affected versions are frequently not reported, making it difficult to find the version in which a CVE was introduced.

3.6 Limitations

3.6.1 National Vulnerability Database (NVD)

Reporting Bias: The NVD suffers from selection bias in that not all systems report vulnerabilities when they are discovered. Some vendors pay little attention to the CVE database and do not bother to register vulnerabilities as CVEs, and others skew towards only reporting high-severity CVEs.

We mitigate this by intentionally selecting only non-cryptographic systems with comparatively high vulnerability counts. We further avoid using known CVE count as an absolute metric in our analysis because of these limitations, since this may be a better indicator of a vendor’s policy than of a system’s security.

Quality Bias: Even when a system has high quantities of CVEs reported, the CVE listings often fail to include sufficient detail. For instance, as discussed in §3.4.1, most systems do not accurately report versions affected by a CVE.

3.6.2 Systems Studied

Open-Source: All the systems we study are open-source projects. It is possible that the trends we observe will not be present in proprietary, closed-source software. In order to accurately measure complexity, though, we find it necessary to focus solely on open-source systems.

Non-Technical Factors: The security of a system is impacted by many economic and human factors in addition to codebase complexity and other software metrics. Software development and testing practices, developer experience level, and other considerations all affect the quantity of vulnerabilities introduced but are not reflected in codebase data.

4 Results

Here, we present our empirical analysis of the causes and characteristics of vulnerabilities in cryptographic software. We begin by exploring qualitative and quantitative properties of vulnerabilities discovered in the cryptographic libraries we study. Next, we study how cryptographic software complexity affects how many of these CVEs are present in a codebase. Finally, we look at how the relationship between complexity and vulnerability count in cryptographic software compares with the same effect in non-cryptographic software, finding that cryptographic software complexity is indeed more dangerous than non-cryptographic software complexity. In the interest of open access, we intend to publicly release all data used in this analysis.

4.1 Characteristics of Vulnerabilities in Cryptographic Software

In this section, we characterize the 312 vulnerabilities affecting the eight cryptographic libraries studied. We first categorize vulnerabilities by type, including broadly categorizing them as cryptographic or non-cryptographic as defined in §4.1.2, and also study the severity and exploitable lifetime of these vulnerabilities.

4.1.1 Vulnerability Type

Vulnerabilities in cryptographic software can be divided into several different categories based on error type. The National Vulnerability Database assigns each vulnerability a Common Weakness Enumeration (CWE) [34] broadly classifying the vulnerability type. Of the 312 CVEs in our dataset, 38 do not
have a CWE listed, so we exclude them in this section for a new total of \( n = 274 \) CVEs.

Because CWE labeling can be inconsistent and overly granular, particularly when studied across multiple systems and years, we manually group CWEs into broader categories. For instance, CWE-125: Out-of-bounds Read, CWE-787: Out-of-bounds Write, and CWE-131: Incorrect Calculation of Buffer Size can all be grouped under the larger category of Memory Buffer Issues. The 312 vulnerabilities we studied had 36 distinct CWEs, so we combined these 36 CWEs into 7 more general categorizations.

Figure 1 shows each of the 7 categories created, the absolute count of CVEs in each category, and their relative percentages. While cryptographic issues are the largest individual category, comprising 25.8% of CVEs, memory-related errors are the most common overall type, producing 37.1% of CVEs when combining memory buffer issues and resource management errors. A further 27.9% of CVEs arise from various smaller sub-categories, including exposure of sensitive information, improper input validation, and numeric errors (i.e. errors in numerical calculation or conversion).

### 4.1.2 Cryptographic Vulnerabilities

**How many vulnerabilities in cryptographic libraries are actually cryptographic?** We previously distinguished between cryptographic software and cryptographic vulnerabilities in §2. Cryptographic software can produce plenty of vulnerabilities where the error is non-cryptographic in nature, as shown in Figure 1.

We define cryptographic vulnerability more broadly than Lazar et al. [42] did in their study of cryptographic CVEs. They considered only CVEs tagged as “CWE-310: Cryptographic Issue” under the NVD categorization, which is the largest cryptographic CWE category. However, the NVD also contains a number of more specific CWE classifications, such as CWE-326: Inadequate Encryption Strength or CWE-327: Use of a Broken or Risky Cryptographic Algorithm, that should also broadly be considered cryptographic issues. We find six such CWE categories (representing 25 CVEs) and include CVEs classified under them in our accounting of cryptographic issues. For CVEs with multiple CWEs, if at least one of the CVEs is cryptographic then we consider the CVE to also be cryptographic.

Our findings show that just 27.24%, or approximately 1 in 4, CVEs in cryptographic software are actually cryptographic. Table 2 shows the breakdown of cryptographic CVEs in each of the six cryptographic libraries we study. The percentages are remarkably consistent across libraries, with the exception of Botan where only 10.52% of CVEs are cryptographic.

**Of high-severity vulnerabilities, how many are cryptographic?** We also investigate the prevalence of cryptographic CVEs in high-severity vulnerabilities specifically. CVSS v2.0 defines vulnerabilities with a score of 7.0 - 10.0 to be “high” in severity [60], so we exclude CVEs not in that range. We find that 64 of the 274 CVEs with CWEs are classified as high-severity under CVSS v2.0. Of these 56 CVEs, 2 had a cryptographic CWE and 54 were non-cryptographic. Of the most severe CVEs, just 3.57% were cryptographic, a substantially lower percentage compared to 27.24% of all CVEs.

Since we observed a significant difference in cryptographic vulnerability frequency in severe vulnerabilities compared to the total vulnerability population under CVSS 2.0 scoring, we also examine high-severity vulnerabilities under CVSS 3.0, a more recent CVSS scoring system released in 2015. CVSS v3.0 further divides severe vulnerabilities into two sub-categories: “high” for scores in the range of 7.0 - 8.9, and “critical” for scores between 9.0 - 10.0. Due to qualitative changes in the scoring system from v2.0 to v3.0, there is a substantially larger number of severe vulnerabilities: 99 CVEs are either “high” or “critical.” Of these 99 CVEs, 11 had a cryptographic CWE and 88 had only non-cryptographic CVEs. We calculate that 11.11% of severe vulnerabilities are cryptographic.

Overall, while 27.24% of all vulnerabilities in cryptographic libraries are cryptographic errors, only 3.57% to 11.11% of the most severe vulnerabilities are errors in the cryptographic nature of the code.

### 4.1.3 Vulnerability Lifetime

We calculate a vulnerability’s “exploitable” lifetime by measuring time elapsed between the version in which the vulnerability was introduced and the version where the vulnerability was patched, as discussed in §3.4. Of the eight cryptographic libraries considered in this study, we find that only three of them ( OpenSSL, GnuTLS, and Mozilla NSS) report data on versions affected for at least one-third of their CVEs, and so we calculate lifetimes for these systems only. Within these three libraries, we further remove CVEs that did not report affected versions or did not do so accurately, giving us a total sample size of 201 vulnerabilities.

Table 3 displays the median and average lifetimes for each system along with the sample standard deviation. We find that overall, the median lifetime of a vulnerability in cryptographic software is 1,527 days, or 4.18 years. In all three systems, the average lifetime is slightly greater than the median due to a small number of outlier CVEs that persist in the software for abnormally long periods. Because these calculations necessarily include only vulnerabilities that have been discovered and reported, these numbers should be interpreted as lower bounds on the actual lifetimes.

---

2Note that a small number of CVEs have more than one CWE listed, and so the 282 total CVEs shown in the figure is slightly higher than the 274 CVEs with CWEs included in this experiment.

3We consider the following CWEs to be cryptographic: CWE-310, CWE-326, CWE-320, CWE-355, CWE-330, CWE-311.
| System       | Num. of CVEs with CWEs | Num. of Cryptographic CVEs | % Cryptographic |
|--------------|------------------------|----------------------------|-----------------|
| 1. OpenSSL   | 134                    | 38                         | 28.35%          |
| 2. GnuTLS    | 39                     | 12                         | 30.76%          |
| 3. Botan     | 19                     | 2                          | 10.52%          |
| 4. Libgcrypt | 12                     | 3                          | 25%             |
| 5. WolfSSL   | 32                     | 9                          | 28.13%          |
| 6. Mozilla NSS | 32                  | 9                          | 28.13%          |
| Total        | 268                    | 73                         | 27.24%          |

Table 2: Percentage breakdown of cryptographic versus non-cryptographic CVEs in cryptographic libraries. We exclude LibreSSL and BoringSSL from this table due to their small vulnerability counts.

| System       | Num. CVEs | Median Lifetime | Avg. Lifetime | StdDev Lifetime |
|--------------|-----------|-----------------|---------------|-----------------|
| 1. OpenSSL   | 143       | 4.14            | 6.16          | 3.19            |
| 2. GnuTLS    | 22        | 1.65            | 2.35          | 2.18            |
| 3. Mozilla NSS | 36      | 12.43           | 9.43          | 5.85            |
| Total        | 201       | 4.18            | 5.13          | 4.29            |

Table 3: Exploitable lifetimes (in years) of vulnerabilities in cryptographic libraries. We only include OpenSSL, GnuTLS, and Mozilla NSS in our calculations since only these three libraries report data on versions affected by vulnerabilities.

4.1.4 Vulnerability Severity

We further study vulnerability severity across systems using CVSS v2 scores. While the latest CVSS v3 is the most recent CVSS version, the NVD’s policy was not to retroactively score vulnerabilities published prior to December 20, 2015 according to the CVSS v3.0 scale [37], so a number of vulnerabilities in our dataset only have v2 scoring. To maintain consistency, we use CVSS v2 for all CVEs.

Across the eight cryptographic libraries studied and the 312 CVEs affecting them, the average severity score was 5.21, with a standard deviation of 1.73. All libraries except Libgcrypt had a median severity of 5.0, with Libgcrypt’s median severity slightly lower at 4.3. There was very little variation among libraries in vulnerability severity. We conclude that an average severity score of around 5 is a sign of healthy CVE reporting and scoring. For a severity score to be higher would suggest that the system is under-reporting CVEs by reporting only the more severe vulnerabilities.

4.2 Code Complexity and Security

Excessive complexity is often cited within the security community as the reason for adverse security outcomes. We explore this association by studying how the size of a codebase affects vulnerabilities introduced in two different studies. First, we study how many CVEs are introduced for every thousand lines of code across relevant OpenSSL versions. Second, we use the LibreSSL and BoringSSL forks of OpenSSL as a natural experiment to study how the changes made in the forks impacted the security of the projects.

4.2.1 Correlation Between LOC and Vulnerability Count

To control for variations in vulnerability reporting practices, rather than considering entirely different systems we instead contrast CVEs introduced across different versions of the same system, OpenSSL. We consider only OpenSSL here because it is the only cryptographic library with sufficient quantity and quality of CVE entries to allow us to do such a comparison. It is also to date still the single most widely used cryptographic library [16].

Here, we examine whether there is a linear correlation between the lines of code introduced in a version and the number of CVEs introduced. We select four OpenSSL versions (0.9.8, 1.0.0, 1.0.1, and 1.0.2) whose release dates roughly span the 10-year period from 2005 to 2015. OpenSSL 0.9.8 was released in July 2005, and 1.0.2 was released in January 2015. Versions released within this timespan are old enough that vulnerabilities have had time to be discovered but recent enough that the results are still relevant for contemporary software development. Since OpenSSL releases major versions every two to three years on average, we are necessarily limited in the number of versions we can include in our study.

For each of the four releases, we approximate the net lines of code added in the version by measuring the overall size of the major version in question and the most recent prior version (in all four cases, a minor version) and taking the difference. The source code for all versions was obtained from the releases stored in OpenSSL’s source code repository [17]. A lack of data on the precise commits that were included in a version release makes it necessary to measure LOC added
in a version in this indirect manner, but the LOC difference between a release and the one immediately preceding it gives a very near approximation of the size of the version. It should be noted that this calculation yields the net change of lines added and removed, rather than solely lines added, which represents a better approximation of the impact of the version on the codebase. Again, we consider only C & C++ source code and exclude blank lines, comment lines, and header files.

Column 5 in Table 4 gives the LOC change for each version, for an average of 19,921.5 lines of C added per version. We further calculate the number of CVEs introduced in each version using vulnerability data tracked by the OpenSSL project [14]. We estimate the number of CVEs introduced per thousand lines of code by taking the ratio of columns 5 and 6 in Table 4.

Column 7 shows that, on average, around 1 CVE is introduced in OpenSSL for every thousand lines of code added. This ratio should be interpreted as a lower bound since this necessarily includes only vulnerabilities that have been discovered. The ratio of vulnerabilities existing in the codebase per thousand LOC is very likely higher when taking into account vulnerabilities that have not yet been discovered, though it is impossible to know just how much higher. Furthermore, we made a methodological decision to calculate these sizes based on the net LOC difference (which takes into account LOC removed) instead of solely considering LOC added, since this gives a more complete accounting of changes made in the version.

Comparing across versions, we observe a consistent trend of larger version sizes producing higher quantities of CVEs. The outlier to the overall trend is version 1.0.1, which is the version in which Heartbleed was introduced. OpenSSL’s codebase received a sudden influx of attention in 2014 after Heartbleed was discovered, which may partially explain the higher number of vulnerabilities discovered. Spearman’s non-parametric correlation test calculates a correlation coefficient of $\rho = 0.8$, indicating a strong linear relationship.

4.3 Case Study: OpenSSL, LibreSSL, and BoringSSL

The Heartbleed vulnerability [58] gained international attention in April 2014, bringing OpenSSL into the spotlight with it. The increased scrutiny of the OpenSSL codebase in the wake of Heartbleed prompted the creation of two major forks of the codebase: LibreSSL, developed by the OpenBSD project and released on July 11, 2014 [18], and BoringSSL, developed by Google and released on June 20, 2014 [31].

Although LibreSSL and BoringSSL are both forks of OpenSSL, they were intended for very different purposes: LibreSSL was conceived of as a replacement for OpenSSL that maintained prior API compatibility and portability [9], while BoringSSL was developed for internal Google use only. OpenBSD forked OpenSSL with the goal of creating a more modern and secure TLS library after a particular disagreement over the way OpenSSL handled memory management [9, 19]. The BoringSSL project, on the other hand, specifically states that the library is not recommended for external use outside of Google [10]. This difference in purpose helps to explain why BoringSSL diverges more from OpenSSL than LibreSSL in overall size (as shown in Figure 2) and features offered.

![Figure 2: Relative sizes of OpenSSL, LibreSSL, and BoringSSL over seven years from July 2014 through July 2020. LOC count includes only C and C++ source code (excluding blank lines, comment lines, and header files). The unusual 2018 spike in the size of OpenSSL’s codebase was due to testing files temporarily added for FIPS-140 compliance [28].](image-url)
4.3.1 Code Removal

Post-fork, LibreSSL and BoringSSL both removed significant amounts of the OpenSSL codebase. On April 7, 2014, the day that Heartbleed was patched and announced, OpenSSL contained 269,179 lines of C and C++ source code. In the months that followed from early April through June 2014, LibreSSL removed roughly 60,000 C/C++ LOC while BoringSSL removed 180,000 LOC.

Figure 2 shows a comparison of the codebase sizes over time, beginning in July 2014 once all three libraries had been released. The comparatively large size of OpenSSL compared to the other two is primarily due to OpenSSL’s maintenance of legacy ciphers and protocols in order to maintain backwards compatibility and portability.

We summarize the major changes made by LibreSSL and BoringSSL in the immediate aftermath of Heartbleed below, focusing on features removed between April and July of 2014.

LibreSSL Changes The OpenBSD team built LibreSSL under the design that the library would only be used on a POSIX-compliant OS with a standard C compiler [59, 19]. This assumption enabled them to remove much of OpenSSL’s operating system and compiler-specific source code. The LibreSSL team further removed a handful of unnecessary or deprecated ciphers and protocols, many of which dated back to the 1990s, including SSLv2 and Kerberos.

BoringSSL Changes BoringSSL has more limited intended use cases than LibreSSL and so was able to discard roughly three times as many LOC as LibreSSL. Since they removed anything not needed for Chromium or Android, BoringSSL discarded a variety of outdated ciphers, protocols, and other algorithms, including Blowfish, Camellia, RC5, MD2, and Kerberos [31]. We also observed that BoringSSL refactored what source code remained more extensively than LibreSSL.

4.3.2 Determining Vulnerabilities Removed

The abrupt jettisoning of 22% and 70% of OpenSSL’s codebase by LibreSSL and BoringSSL, respectively, raises the question of what impact this had on the security of the two new codebases. Specifically, of the 59 vulnerabilities introduced but not yet discovered in the OpenSSL codebase as of the April 2014 fork, how many still affected LibreSSL and BoringSSL after the steps they took to shrink the codebase? To answer this question, we study vulnerabilities reported in OpenSSL in the wake of Heartbleed and whether they also affected LibreSSL and BoringSSL.

Since we find the official National Vulnerability Database count wholly inaccurate for tracking whether LibreSSL and BoringSSL were affected by CVEs (as described further in §3.5), we create our own database based on OpenSSL’s vulnerability list [14]. For each CVE affecting OpenSSL post-fork, we manually classify it as having also affected LibreSSL or BoringSSL as of July 11, 2014. To do so, we conducted an extensive manual review of commit descriptions in the source code of both libraries [20, 21], the LibreSSL team mailing list archives [22], the LibreSSL change log [23], LibreSSL security advisories [47], and the BoringSSL bug tracker [24]. We consider only vulnerabilities introduced prior to the forks (e.g. introduced in OpenSSL version 1.0.1g or earlier) and discovered after July 11, 2014 (e.g. patched in OpenSSL version 1.0.1i or later). We select a July 11 cut-off date since that is the official release date of LibreSSL. BoringSSL was first released in late June, and so by July 11 both libraries had been released. Vulnerabilities discovered and patched between April 7 and July 11 are not included in our dataset to allow the LibreSSL and BoringSSL projects time to make initial modifications to the source code and officially release their versions of the library.

In our review of individual project resources, if the team indicated they were not affected by a particular CVE then we use the OpenSSL patch commit location to identify the relevant source code in Libre and Boring and determine why they were unaffected. If the offending OpenSSL source code was not present in the library as of July 11, then we consider the library to have been unaffected by the CVE in the

| Library     | % of Codebase Removed | % of Vulnerabilities Removed |
|-------------|-----------------------|-----------------------------|
| LibreSSL    | 22%                   | 25% (15/59)                 |
| BoringSSL   | 70%                   | 40.6% (24/59)               |

Table 5: Percentages of source code and CVEs removed in LibreSSL and BoringSSL compared to OpenSSL.
context of our study. Approximately 1/3 of OpenSSL CVEs were not mentioned in any of the aforementioned LibreSSL or BoringSSL sources, in which case we again revert to independently reviewing the source code covered by the OpenSSL patch and use git diffs to compare files across libraries.

### 4.3.3 Impact of Code Removal

Our dataset consists of 59 CVEs introduced in OpenSSL prior to the Heartbleed fork on April 7 and discovered after the releases of both LibreSSL and BoringSSL. Table 5 shows that of those 59 CVEs, 44 still affected LibreSSL and just 35 affected BoringSSL. The clear correspondence between the percentage of the OpenSSL codebase removed and the percentage of OpenSSL vulnerabilities removed demonstrates the security implications for reducing codebase size. Figure 3 further breaks down the total based on the year OpenSSL published the CVE. Only the years 2014 through 2016 are included in the figure because no additional CVEs were discovered in 2017 or later that were introduced prior to April 2014 (and therefore qualified for inclusion in our study).

Because these forks inadvertently created a natural experiment in reducing software complexity, we conclude that these vulnerabilities were removed from the respective codebases because the original source code was removed, a stronger conclusion than merely demonstrating a correlation between size and security.

### 4.4 Non-Cryptographic Software Complexity

The findings detailed in §4.2 and §4.3 raise the question of whether these findings are unique to cryptographic software. In this section, we study how the relationship between complexity and security in cryptographic systems compares to non-cryptographic systems. We do not study vulnerability type or severity in non-cryptographic systems since there has been an extensive body of work on that subject already [44, 48]. Rather, we apply the same methodology used in §4.2 to measure complexity in various non-cryptographic systems.

#### 4.4.1 Cyclomatic Complexity Comparison

We use McCabe’s cyclomatic complexity measure [45] as a proxy for estimating the overall complexity of a codebase. We calculate the cyclomatic complexities of all cryptographic libraries studied as well as for three non-cryptographic systems. To vary the systems we selected, we studied an operating system (Ubuntu Linux), a web browser (Chrome/Chromium), and a software application with a security focus (Wireshark).

| System     | Average CCN |
|------------|-------------|
| WolfSSL    | 7.8         |
| OpenSSL    | 6.5         |
| Libgcrypt  | 6.0         |
| GnuTLS     | 5.9         |
| LibreSSL   | 5.5         |
| Mozilla NSS| 4.7         |
| BoringSSL  | 3.8         |
| Botan      | 2.2         |

Table 6: Cyclomatic complexities of C/C++ files in cryptographic and non-cryptographic systems, averaged over the previous five major versions for each system.

#### 4.4.2 CVEs Introduced

To directly study the impact of complexity on vulnerabilities in non-cryptographic systems, we again use a ratio of CVEs reported relative to the number of lines of code introduced. Vulnerability count is too subjective to be used as an absolute metric across systems that vary so widely, and so to more fairly compare security we control for codebase size.

Table 7 reports the number of CVEs per thousand lines of C and C++ source code across two cryptographic systems and two non-cryptographic systems. Of the systems studied, we collect LOC diffs for the major version releases during the six-year period of approximately 2010 through 2015, using 2015 as the cutoff year to allow time for CVEs to be discovered and reported. We further calculate the number of CVEs introduced in those versions, necessarily including only CVEs that accurately listed versions affected. As shown in Table 7, both OpenSSL and Mozilla NSS have higher rates of CVEs per source code introduced than both non-cryptographic systems, with OpenSSL producing up to three times as many CVEs per line of code.

In selecting systems, we are limited by the quality of the data available. As discussed in §3.2, very few systems consistently report the version in which a vulnerability was introduced. Manually tracking down the source code commit for each vulnerability, as we did for Mozilla NSS, is a laborious
| System  | Versions       | LOC Change | CVEs Introduced | CVEs/KLOC |
|---------|----------------|------------|----------------|-----------|
| Crypto  | OpenSSL 1.0.0 - 1.0.2 | 58,980 | 70 | 1.187 |
|         | NSS 3.12 - 3.21     | 35,554     | 16 | 0.450 |
| Non-Crypto | Ubuntu Linux 10.10 - 15.10 | 3,629,869 | 1,464 | 0.403 |
|         | Wireshark 1.4.0 - 2.0.0 | 994,607 | 292 | 0.293 |

Table 7: CVEs per thousand lines of code in cryptographic and non-cryptographic systems.

process and not easily scalable. We exclude Chromium since manual inspection of CVEs reported showed that Chromium, like many systems, reports only the version in which a CVE was patched. We also exclude GnuTLS and other cryptographic libraries for similar reasons.

We further filtered systems by CVSS score on the basis that systems with high-quality vulnerability reporting practices have average and median CVSS scores of around 5.0. For instance, we originally included Android in our study but later excluded it after finding that its vulnerabilities had unusually high CVSS scores, as discussed in §3.5, indicating a strong skew towards reporting only high-severity vulnerabilities.

4.4.3 Exploitable Lifetime

The actively exploitable lifetime of a vulnerability helps us further understand security outcomes in software. We collect lifetime data from Ubuntu and Wireshark on CVEs published between 2010 and 2020, inclusive, to compare with the vulnerability lifetimes in cryptographic libraries found in §4.1.3.

For Ubuntu, of the 2,187 CVEs studied the average and median lifetimes are 3.89 and 4.03 years, with a standard deviation of 1.44 years. Of the 509 CVEs in Wireshark, the average and median lifetimes are 1.29 and 1.4 years, with a standard deviation of 0.61. We find no comparable difference compared to cryptographic systems and conclude that vulnerability lifetime is mainly a function of a particular project’s version release patterns and patching policies, and tells us little that is generalizable across systems.

5 Discussion

We set out to better understand the connection between software complexity and security and to quantify this connection in cryptographic software. Here, we highlight the most noteworthy results and their implications for software development practices and the ongoing encryption debate.

Need for a systems approach to cryptographic software: Our findings lay bare the discrepancy between the critical role cryptographic libraries hold in securing network traffic and the amount of attention paid to the software quality of the libraries. §4.3.1 demonstrated the substantial levels of software bloat in cryptographic software. At the time that Heartbleed was discovered in 2014, OpenSSL had grown to an extent that BoringSSL was able to remove approximately two-thirds of the original codebase while still providing the same core SSL/TLS functionality. Moreover, one of the more interesting trends from Figure 2 is that all three of OpenSSL, LibreSSL, and BoringSSL have been gradually increasing in size since the 2014 fork, to the point where LibreSSL is now roughly the same size as OpenSSL was at Heartbleed’s discovery. Even projects that set out to be minimalist and security-focused, as both LibreSSL and BoringSSL did, naturally accumulate excess source code and features over time.

This excess is particularly alarming in cryptographic software given that it produces vulnerabilities at higher rates than in non-cryptographic software (as discussed in §4.4.2). Since approximately three out of every four vulnerabilities in cryptographic software are caused by common implementation errors, and particularly by memory management issues, overly bloated software threatens significant implications for library security. Furthermore, the most severe vulnerabilities are even more likely to have been caused by implementation errors.

All of these findings underscore that the security community needs to devote a level of attention and resources that reflect the importance of cryptographic libraries. Other studies [44, 39] investigating vulnerabilities in cryptographic or open-source software have previously called for our community to improve development and testing processes for security software. Since the scope of this work is to investigate the causes of vulnerabilities in software, not the causes of complexity in software, further research is needed to to understand how to more effectively support OpenSSL and other cryptographic libraries.

Don’t roll your own crypto: Our research has demonstrated with empirical analysis of security-critical code bases that complexity is indeed the enemy of security. While this will not come as a surprise to most in the security community, that fact that we have, for the first time, empirical evidence of just how much greater of an impact complexity has on cryptographic software should garner support for establishing secure practices and standards around cryptographic implementations. The cryptographic libraries we studied produced vulnerabilities at rates of up to one CVE for each thousand lines of code added, a rate roughly three times as much as in non-cryptographic software. In our analysis, we even find one
instance where the patch for a vulnerability introduced a new vulnerability [25].

The findings of this work lend empirical support to conventional wisdom preaching the dangers of “rolling your own crypto”—meaning that software developers should always defer to established libraries and tools instead of re-implementing their own versions. However, cryptography libraries suffer from serious usability issues that make them challenging for non-specialists to navigate. Other studies [46, 27, 41] have found that the software and documentation of these libraries are opaque and that developers overwhelmingly struggle to use them correctly. A usability-centered approach to designing cryptography APIs could make it easier for developers to actually follow this maxim.

Lessons of empirical evidence of cryptographic software risk to exceptional access policy: Our empirical findings showing high levels of security vulnerabilities in cryptographic codebases have important lessons for the ongoing encryption and surveillance debate. The long-term consequences of general cryptographic source code maintenance provide insights on the ways in which making similar cryptographic changes when creating an exceptional access capability would impact system security.

There are two categories of technical risk that exceptional access has the potential to introduce: (1) protocol design risk and (2) system implementation risk. Much of the historical and contemporary discussion around exceptional access schemes has focused on protocol design: the flaws Blaze uncovered in the NSA’s 1993 “Clipper chip” proposal [30] were failures in the underlying transmission protocol. There may have been additional vulnerabilities in the software implementation, but as the cipher was not shared with the public we cannot evaluate those risks. In this work, we evaluated system implementation risk, using vulnerability rates in cryptographic libraries as an approximation of the security consequences of introducing an exceptional access capability.

Recent proposals put forward to implement lawful access have demonstrated an intentional shift away from modifying the underlying cryptography, largely due to anecdotal beliefs in the difficulty of modifying cryptographic code. Levy and Robinson of GCHQ [43] stressed in their proposal that a vendor wouldn’t have to “touch the encryption”; Savage [51] and Ozzie [49] both emphasized that their proposals would not require major new cryptographic primitives; and Wright and Varia [62] highlighted the relative simplicity of their proposed cryptographic constructions. While our findings support the choice to limit the introduction of new primitives, the fact that the majority of vulnerabilities discovered in these codebases were not cryptographic in nature indicate that the overall system complexity (as opposed to the implementation of primitives used) should be considered a more pressing concern; that protocol and system complexity in practice overwhelms complexity of cryptographic constructions.

It may be more risky to modify cryptographic software, but this should not be taken as evidence that modifying non-cryptographic software is benign. A lawful access scheme requiring non-trivial server and client modifications (as is the case with GCHQ’s proposal [43]) may yet pose a substantially higher level of risk than a scheme involving minor cryptographic changes. In presenting our findings, we hope to encourage an evidence-based debate about how much security risk a proposal might introduce and whether that level of risk is worth assuming to meet the surveillance needs of law enforcement.

6 Conclusion

In this paper, we analyzed the impact complexity has on security outcomes in modern cryptographic software, including (1) characteristics of vulnerabilities in cryptographic software and (2) correlations between various complexity metrics and corresponding vulnerability counts. We further presented a comparison of complexity measurements in cryptographic and non-cryptographic systems. We found that only 27.2% of vulnerabilities introduced in cryptographic software are actually cryptographic, while 37.2% are memory or resource management issues. Vulnerabilities in cryptographic libraries have an median exploitable lifetime of 4.18 years.

Comparing vulnerability counts in different versions within OpenSSL relative to version size, we find empirical evidence that larger code changes produce more vulnerabilities. In OpenSSL specifically, we find a lower bound of 1 vulnerability introduced for every thousand lines of code. Our case study of the LibreSSL and BoringSSL forks further demonstrates a linear correspondence between source code removal and vulnerability removal. Our findings support the common intuition that it is dangerous to maintain excess amounts of C or C++ source code, and particularly so in cryptographic software.

In our study of non-cryptographic systems, we find that code complexity in cryptographic software is substantially greater than in non-cryptographic software across almost all systems studied, and that non-cryptographic source code generally has a lower density of CVEs introduced compared to cryptographic libraries. Confirming a belief long held within the security community, our findings suggest that cryptographic source code is indeed more brittle and prone to producing security bugs than a comparable amount of source code in a web browser or operating system. The empirical data leads us to conclude that complexity is an even worse enemy of security in cryptographic software than in non-cryptographic software.
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