Even though it might have taken some time, the three-point line ultimately changed the way the game is played as evidenced by the increase in the three-point shot attempts over the years. However, during the last few years we have experienced record-breaking seasons in terms of both three-point attempts and field goals made. This brings back to the surface questions such as “What is the rationale behind the three-point line?”, “Is the three-point shot distance appropriate?” and many more similar questions. In this work, even though we do not take a stand against the three-point line, we provide evidence that challenge its distance. In particular, we analyze shot charts and we identify a statistically significant discontinuity in the shot attempts between 1-feet zones just inside and outside the three-point line. In addition we introduce a metric inspired by fractal theory to quantify this bias and our results clearly indicate that the space dimensionality in these areas of the court is not fully exploited. By further examining the field goal percentages in the zones considered, we do not identify a similar discontinuity, i.e., the field goal percentage just inside the three-point line and just outside the line are statistically identical. Therefore, even though the shooting behavior of the teams appears to be rational, it raises important questions about the rationality of the three-point line itself.

1 Introduction

During last two-seasons the Golden State Warriors have introduced a game plan that is heavily relying on three-point shots. Fans are split on this with some finding it fascinating - who did not enjoy seeing Klay Thompson set a new record for the number of three-points shots made for a single game against Oklahoma City Thunders - while other boring and even hurtful for the game. Despite where one lays on the spectrum of preference for this type of game plan, the hard fact is that teams rely on three-point shooting more than ever before.

However, have the teams that rely heavily on three-point shots simply beaten the game by identifying inefficiencies in its current form? Can these inefficiencies be eliminated? Will this be a long term solution or just a short term remedy? These are some of the questions that our analysis in this paper aims into answering.

Figure 1 presents the three-point attempts per game since the 1980-81 season. As we can see the last two-years the increasing trend in shooting is comparable only for the increase observed during 1995 when the distance to the three-point line was shortened. The increase in three-point attempts is not necessarily bad from the onset. For example,
teams might be taking calculated risks when focusing on the outside threat. In fact, as our analysis will reveal, this behavior is a response to game design inefficiencies and is completely rational from a coaching perspective.

Figure 1. There is a stable increasing trend in the three-point attempts per game the last 3 seasons.

However, simply comparing aggregate numbers cannot reveal a lot about the behavior of teams with regards to the three-point shot. In this work, we analyze shot charts from the last two NBA regular seasons. Shot charts have been central to the analysis of the game due to the richness of information included in them [2–4]. Our goal is to describe and understand the behavior of teams around the three-point line. Our analysis reveals that there is a clear bias on shot attempts just outside the three-point line as compared to those just inside the line. Furthermore, the field goal percentage for these two zones is statistically identical. This marks a clear inefficiency of the game, since two shots with an apparent equal difficulty are rewarded differently! We also use ideas borrowed from fractal theory, and in particular the notion of fractal dimensionality, to quantify the spatial bias of the three-point attempts.

The rest of the paper is organized as follows. In Section 2 we describe our data and required background for our analysis, while in Section 3 we present the results of our analysis. Finally, 4 discusses the implications of our findings and concludes our study.

2 Materials and Methods

In this section we will briefly describe the dataset we collected and used, while we will also provide some necessary background for our analysis.

Dataset: Using NBA’s API we collected detailed shot charts\(^2\) for each player during the last two regular seasons, namely, 2014-15 and 2015-16. Each data point corresponds to a shot taken (made or missed) and includes detailed information in the following tuple format: <Game_ID, Game_Event_ID, Player_ID, Player_Name, Team_ID, Team_Name, Period, Minutes_Remaining, Seconds_Remaining, Event_Type, Action_Type, Shot_Type, Shot_Zone, Shot_Distance, Location_X, Location_Y, Location_Z, X_3D, Y_3D, Z_3D, Shot_Angle, Shot_Accuracy, Type>

\(^2\)Data and scripts can be made available upon request.
Location_X, Location_Y, Shot_Made_Flag. For our study particularly important is the information about the Shot_Distance, the location of the shot (Location_X and Location_Y) and the Shot_Zone (i.e., whether the shot were from the corners or the crest). Figure 2 depicts an example of a color-coded shot chart for Giannis Antetokoumpo for the 2014-15 regular season. As we can see, shot chart datasets provide a very detailed view of the shots taken in the league and are the appropriate source for the purposes of our study.

Figure 2. An example of a shot chart for Giannis Antetokoumpo. Shots made are marked with green color, while missed shot are labeled with red.

Fractal Dimension: Fractal theory can quantify the dimensionality structure of complex geometric objects beyond their pure topological aspects. In contrast to topological dimensions, fractal dimensions can take non-integer values allowing us for a more detailed description of the space that the object of interest fills [1]. While there are various definitions for fractal dimension, the most appropriate for spatial data is the definition of the fractal correlation dimension $D_2$ on a cloud of points $S$. In particular, with $C(r)$ being the fraction of pairs of points from $S$ that have distance smaller or equal to $r$, $S$ behaves like a fractal with intrinsic fractal dimension $D_2$ in the range of scales $r_1$ to $r_2$ iff:

$$C(r) \propto r^{D_2} \quad r_1 \leq r \leq r_2 \quad (1)$$

An infinitely complicated set $S$ would exhibit the above scaling over all the possible ranges of $r$. However, real objects are finite and hence, Equation (1) holds only over a specific range of scales. For example, a cloud of points uniformly distributed in the unit square, has intrinsic dimension $D_2 = 2$, for the range of scales $[r_{\text{min}}, 1]$, where $r_{\text{min}}$ is the smallest distance among the pairs of $S$.

The correlation dimension $D_2$ can be used to describe shot charts. This can either include full shot charts, or subsets of them (i.e., over a particular space of interest). In what follows we will use the fractal dimension $D_2$, to quantify the spatial bias of three-point shots and the inefficiency related with the use of the space around the three-point line.
3 Results

In this section we will present our results. In particular, we will start by analyzing the shots taken around the three-point line both in aggregate and based on their spatial distribution. We will then explore whether there is a way to remove the inefficiency identified by rethinking the three-point line.

3.1 Spatial Bias

We begin by focusing on an one-feet zone just inside the three-point line and an one-feet zone just outside the three-point line. The distance of the three-point line is different at the corners (22 feet) and the crest (23.9 feet) and hence, we analyze these cases separately. Furthermore, the shape of the three-point line is different in the corners (straight line) and the crest (arc). This impacts the baselines that we will use for comparison as we elaborate on in what follows.

We begin by analyzing the distribution of the shots based on their distance from the basket. Figure 3 depicts the probability density function for the two seasons we examined. As we can see there are various local minima and maxima. Players tend to take shots mostly around the basket, while the next largest local maximum is observed around the 24 feet distance. While these density plots gives us a basic idea of how players take their shots based on distance it cannot really capture a lot of spatial granularity. One of the problem is that given that there are two different distances for the three-point line (marked with the dashed lines on the figure), we cannot know from these results whether the shots between the range of 22 and 23.9 feet are three or two point attempts.

Given the above problem we analyze the fraction of shots within each two-feet zone around the three-point area that were three-point attempts. The thesis behind this calculation is that if there was not any spatial bias, the shots would be evenly allocated within the zone just inside the line and that just outside the line. In the case of the corner threes, where the shape of the three-point mark is a straight line, the expected baseline is 50%, i.e., one should expect in the absence of any spatial bias, 50% of the

![Figure 3. The probability density function of the shot distance is fairly stable between the two seasons examined (2014-15 on the left and 2015-16 on the right).](image-url)
shots to be just outside the line and 50% just inside. For the crest threes, where the shape of the three-point line is an arc, the one-feet area just inside the three-point line covers 52% of the total area examined and hence, one would expect 52% of the shots be just outside the line. Figure 4 presents our results where we can see that in all field locations and for both seasons, the fraction of three points taken in the zone examined are statistically significant3 higher than the expected one if no spatial bias was present. The most startling result is that the difference between the actual fraction and the baseline is between 35-40%. In S1 Appendix we further present a control case, which aims at examining whether the observed bias is more inherent to the game and not really related with the three-point line. The results indicate that this bias is not present in mid-range shots.

![Figure 4](image)

**Figure 4.** The fraction of three-point shots taken in the zone examined is significantly higher to what one might have expected if there was no spatial-bias around the three-point line.

We then examine the field goal percentages for the same zones around the three point line. In particular, we want to examine whether the discontinuity observed at the field goal attempts between the two zones is accompanied with a similar discontinuity at the field goal percentage. The results are presented in Figure 5, where we can see that when comparing the two and three-point field goal percentages for the same position, there is not any statistically significant difference. Simply put, two shots with the same level of difficulty can potentially be rewarded with different number of points. This essentially means that players behave exactly as a rational agent would, i.e., bias their shots outside the three-point line.

What the above analysis reveals is that there is an inefficiency in the game, since a shot, say shot \( x \), that is equally as hard as shot \( y \) might be rewarded with 33% more points. The area just inside the three-point line appears to provide less court equity \( \mathcal{E}(x, y) \) to the teams/players and thus, the space is not utilized efficiently. If we consider the court equity \( \mathcal{E}(x, y) \) to be proportional to the expected points gained through a shot from position \((x, y)\), we would have:

\[3\text{We use a confidence level of } \alpha = 0.05 \text{ unless otherwise specified.}\]
Figure 5. There is no statistically significant difference between the field goal percentage just outside and just inside the three-point line.

\[ E(x, y) = FGP(x, y) \cdot [(2 \cdot (1 - 1_{3PT}(x, y))) + (3 \cdot 1_{3PT}(x, y))] \]  

where \( FGP(x, y) \) is the field goal percentage for location \((x, y)\), while \( 1_{3PT} \) is an indicator function on whether the shot taken is a three-point attempt. We can see that in order for the equity of the two zones examined to be equal, and therefore, to not have inefficient use of the space, \( FPG_{OUT} = 0.66 \cdot FPG_{IN} \), where \( OUT \) (\( IN \)) represents the one-feet area just outside (inside) the three-point line.

In the following, we quantify this inefficiency in utilizing the space using the notion of fractal dimensionality introduced in Section 2.

3.2 Spatial Inefficiency

One way to quantify the aforementioned inefficiency is through estimating the fractal dimensionality of the point set comprised of the shot locations that fall within the zones examined. We can then compare it with the dimensionality expected if the shots were taken without any bias, i.e., distributed uniformly over the area examined. The benefit of using the fractal dimensionality lays on the fact that it is not restricted to integer values. In particular, the topological dimensionality of the basketball court is equal to 2. However, the players do not exploit the different court locations equally and therefore, the effective dimensionality is reduced.

We begin by examining the actual dimensionality observed in the 3 zones we considered in our analysis - left corner, right corner and the crest. Given that both seasons exhibit similar dimensionality we present the results for both seasons together. Table 1 presents our results. Along with the computed dimensionality we present the dimensionality that should have been expected if there was not any spatial bias. This was computing by reshuffling the shots taken in the area uniformly at random within the area of interest.

As we see the shooting behavior of the players appears to be single-dimensional even in the crest three-point area, where the expected dimensionality is almost equal to the
Table 1. The dimensionality observed on the court locations around the three-point line is much smaller as compared to the one expected if there was no spatial bias in shot taking.

topological one. For the corner areas, the theoretical/expected dimensionality is much smaller since the complexity of the area examined is significantly smaller (practically it is a narrow straight line). Nevertheless, the actual dimensionality is still significantly smaller. Overall, in both the corners and the crest, there is an approximately 30% reduction in the dimensionality. Figure 6 depicts a uniformly sampled (for better visualization) shot chart with the shots color-coded based on the different courts areas within where they were taken. As one can observe, there is a significant absence of shots just inside the three-point line as compared to the density of the shots taken just outside the three-point line.

Figure 6. There is an approximately 30% reduction in the dimensionality of the court floor utilized around the three-point line.

3.3 Data-driven Recommendations

Despite the above analysis the question still remaining is how can one eliminate this observed inefficiency in the court utilization. In our opinion, from a pure equity perspective, the three-point line should mark a location where there is a statistically significant discontinuity in the field goal percentage of the shots taken just inside the line and just outside the line. One might argue that the equity of every court location should be constant, i.e., that the reward should be tied with the difficulty of making the
shot. Of course, this might cause other problems that we discuss in Section 4.

To see whether there is any distance from the basket that a significant discontinuity exists for the field goal percentage, we compute \( FPG \) as a function of distance. Figure 7 presents our results. As we can see overall there is a smooth transition - and not statistically significant change - of the \( FGP \) over the different distances. Of course, there are significant discontinuities for the very small distances to the basket, which however for obvious reasons one cannot consider being the three-point line. The only distance where there is a discontinuity (p-value < 0.1) in the field goal percentage is 30 feet. The observed discontinuity (9% change) still provides more equity at the three-point shot, however, the differential is not reduced. Of course, there are many things to consider before changing the three-point line. In particular, players are expected to adopt to the new distance and this discontinuity might (quickly or slowly) disappear. Furthermore, a 30-feet three-point line distance means that the court dimensions need to change, in order for the corner threes be adjusted as well. We briefly discuss these topics in the following section.

![Figure 7](image.png)

**Figure 7.** There is an approximately 30% reduction in the dimensionality of the court floor utilized around the three-point line.

4 Discussion

The objective of our work is twofold and should be treated as such; (i) emphasize on the current inefficiency of the three-point line from the perspective of a “fair” game and (ii) introduce ideas borrowed from the theory of fractals in the analysis of the game. There are a few things however to consider in order to place our analysis in the right context. We understand that pushing the three-point line 5 feet back is not trivial. Various other changes need to be accompanied - with the major one being the expansion of the court dimensions, especially its width. More importantly, the change might still not eliminate this inefficiency since players evolve and they might easily adopt to the new distance. Furthermore, this recommendation is based on the objective of having an (approximately) statistically constant court equity \( E \) around the three-point line, which might as well not align with the objective in the league’s eyes. Nevertheless, it might be appropriate for the league to test some changes in its development league and hence, get a better understanding on how such a change will impact the game. The development league should be seen not only as a forum for player development but also as a channel for the advancement of the game as a whole.
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Supporting Information

**S1 Appendix. Control Case for 2PT shots.** We examine a control case, that is, a two-feet zone around the 17-feet distance arc (this is a mid-range shot, that regardless of the location in this area the shot is a two-point shot) in order to increase our confidence that the spatial bias observed around the three-point line is not something that is observed even into mid-range two-point shots. The results are presented in Figure 8, where the baseline fraction is also presented (given the arc shape and the radius of the zone this is 51.4%). As we can see in this case there is no spatial bias; the 95% confidence intervals of the observed fractions includes the baseline fraction! The players exploit *equally* the examined areas, in contrast to the zones around the three-point line.
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**Figure 8.** When examining the one-feet zones around the 17-feet distance, we do not observe any spatial bias.