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Abstract—Precise prediction on brain age is urgently needed by many biomedical areas including mental rehabilitation prognosis as well as various medicine or treatment trials. People began to realize that contrasting physical (real) age and predicted brain age can help to highlight brain issues and evaluate if patients' brains are healthy or not. Such age prediction is often challenging for single model-based prediction, while the conditions of brains vary drastically over age. In this work, we present an age-adaptive ensemble model that is based on the combination of four different machine learning algorithms, including a support machine (SVR), a convolutional neural network (CNN) model, and the popular GoogLeNet and ResNet deep networks. The ensemble model proposed here is nonlinearly adaptive, where age is taken as a key factor in the nonlinear combination of various single-algorithm-based independent models. In our age-adaptive ensemble method, the weights of each model are learned automatically as nonlinear functions over age instead of fixed values, while brain age estimation is based on such an age-adaptive integration of various single models. The quality of the model is quantified by the mean absolute errors (MAE) and spearman correlation between the predicted age and the actual age, with the least MAE and the highest spearman correlation representing the highest accuracy in age prediction. By testing on the Predictive Analysis Challenge 2019 (PAC 2019) dataset, our novel ensemble model has achieved a MAE down to 3.19, which is a significantly increased accuracy in this brain age competition. If deployed in the real world, our novel ensemble model having an improved accuracy could potentially help doctors to identify the risk of brain diseases more accurately and quickly, thus helping pharmaceutical companies develop drugs or treatments precisely, and potential offer a new powerful tool for researchers in the field of brain science.
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I. Introduction

The increasing aging population presents many acute challenges globally in the 21st century, with a profound impact on all aspects of life. Amongst them, brain function decline and neurodegenerative diseases in the aging population result in serious economic, medical, and societal issues to our society [1-2]. In life science and biomedical domain, methods of predicting and assessing the risk of age-related neurodegeneration in the elderly and related treatments to reduce and reverse the process are one of the fundamental research topics [3]. Although brain aging is a natural process, there are individual differences in the changes of brain volume, cortical thickness, and white matter microstructure [4-6]. In addition, the degree of deviation in brain aging trajectory for a particular person from the average trajectory of healthy brain aging has been shown to reflect the individual's future risk of developing neurodegenerative diseases [7-8]. Therefore, building models based on the characteristic patterns of brain aging within neuroimaging data and detecting the aging trajectories of individual brains offer a new perspective for studying brain aging differences [3].

The accurate prediction of brain age has not only critical scientific significance but also extensive clinical value [9]. Research has shown that along with the increased difference between the predicted brain age and the biological age, the risk of mortality or physical problems increases, together with the increased likelihood of early death [10]. Brain age estimation can diagnose patients with Alzheimer's disease [67-68], psychiatric disorders [69], physical problems [70] and traumatic brain injuries [71] according to accelerated brain age. This method can also predict the conversion from mild cognitive impairment to Alzheimer's disease in the future [72]. This approach can not only diagnose disease, but also provides the basis for good living habits; for example, Steffener et al. [8] proved that high education and physical exercise can help make brain activity and keep young. Luders et al. [7] reported that the brains of people who meditate regularly are more active than those of normal people of the same age. Also, the work Erus et al. [73] suggested that accelerated cognitive development is an important factor leading to accelerated brain development in young subjects. Cheng et al.,[74] used a two-satge 3D convolutional network for brain age estimation. He et al. [75] utilized a global-local vision transformer to achieve a good accuracy on brain age estimation. Peng et al. [76] exploited a simple lightweight fully convolutional network to address the challenges on the
brain age estimation. These single-method models have demonstrated their merits on this challenging topic.

Predicting brain age can also play a meaningful role in medical development, with clinical trials being an important part of clinical science [12-13]. At present, many pharmaceutical companies across the world are committed to the research of medicine for the treatment of age-related diseases. However, the effect of these medications will not be obvious in the short term. Even experienced doctors cannot judge whether the drugs have played a role, so the curative effect may take several years to follow up. This problem makes it difficult for pharmaceutical companies to collect medical data, which restricts the research and development of aging diseases medicine [13]. Nevertheless, brain age estimation provides an alternative direction to address the problem in observing the effects of drugs, by the changes of predicted human brain age [13]. In recent years, deep learning has been the main approach for the estimation of brain age, as it can capture subtle changes in the brain through hierarchical feature representations in an end-to-end way [3].

Existing research has shown that the difference between predicted brain age and the participant’s actual age is small for healthy people [3],[7],[10]. The development of deep learning in brain age estimation enables pharmaceutical companies to conduct follow-up investigations from the beginning of patients taking drugs, so as to know the effect of drugs in time and acquire patients’ data at fast pace.

The process of brain condition detection by brain age estimation has basically two steps. Initially, we need to develop a model that can determine the biological age of a healthy person with this state of the brain based on brain neuroimaging data [3]. This model can be determined by training deep learning models on healthy samples. Subsequently, we would compare the predicted age and real age. If a sample’s predicted brain age is older than his real age, it represents poor brain health. It is worth noting that the training data must be collected from healthy people, because the age predicted by the model would show the age of a person generated from healthy people under similar brain conditions. For example, if the training data contains samples with diseases, the predicted age will not represent the age that the patient should be at in this brain condition, consequently, the comparison between the predicted age and the true age is meaningless.

A frequently used method for brain age estimation is making a classification or regression for brain images [1],[14]. There exist several machine learning methods for this purpose. Previously, Huang et al. [42] applied CNNs in brain age estimation, and notably, Cole et al. [43] implemented a 3D CNN, which is trained on T1-weighted MRI, to predict brain age and achieved promising results. Our initial motivation is to identify which of the various models for predicting brain age works best, and find the most suitable model for each age stage. Further, we aim to establish a novel ensemble model by combining different independent models together, and benchmark with single independent model on brain age prediction.

The major innovation of this work relates to a novel nonlinear age-adaptive ensemble model (nl-AAE), which is considered as a nonlinear function in the combination of multiple independent models. The age-adaptive ensemble model, with the advantages of multiple independent models, can be fully learned over the characteristics of the brain of each age group, thus achieving high accuracy of the predictions. Here, we have considered four different independent models, including a GoogLeNet, a ResNet, an SVR, and a self-designed CNN model. The nonlinear age-adaptive learning encoded in our ensemble model utilizes the changed weights of the constituent models based on the age of the sample. The combined model is adaptable to age changes nonlinearly and learns the brain characteristics over different ages.

We have tested our nl-AAE models using the PAC 2019 competition dataset, and benchmarked our models with four constituent algorithms. Such integrated model has great potential to provide a highly accurate measure of brain health for clinical trials of neuroprotective therapies, screening groups of people at-risk of poorer cognitive aging, and provide mechanistic insights into the downstream consequences of different aging-related diseases. Figure 1 shows the contributions of our AAE model, it has higher accuracy in predicting brain age compared to other classical methods, which can make it has better performance in Alzheimer’s detection, traumatic brain injury detection, Schizophrenia detection, medicine testing and so on.

The remainder of the paper is organized as follows. Section II reviews the existing relevant work. Section III gives a preliminary overview on existing models. Section IV presents our proposed nonlinear age-adaptive ensemble model. Section V shows the experimental results. Finally, Section VI concludes the whole paper.

II. RELATED WORK

Previously, brain age prediction is conducted using feature extraction with brain MRIs followed by a classification or regression analysis. However, useful information might be lost since the manually engineered features are not likely to explicitly describe the relevant information on brain age. To be specific, pre-processing the image subjectively requires additional assumptions at the various stages during the pre-processing pipeline. However, these assumptions can hardly be satisfied, which can result in a model error [17-18]. Besides, extracting features manually is a time-consuming task. In practice, decisions should be made within a few minutes to avoid the delay of treatment in the application. The above issues are the main
reasons why brain age prediction was not widely adopted.

The emergence of deep learning models provides a possibility to address those issues. Convolutional neural networks, which are widely adopted in image classification tasks, have shown great potential in visual feature extraction. The astonishing learning ability and automated decision-making pipeline of CNN models make it a perfect alternative for brain age estimation that can improve the efficiency for medical consultation, clinical diagnosis as well as treatment decision making [2], [19-20]. At present, deep learning not only has successfully developed in the field of diagnosing schizophrenia [21], ADHD [22], autism [23], and Alzheimer's disease [24], but also helps to identify new biomarkers [25] and formulating new hypotheses [26].

Although deep learning has achieved success in biomedical fields, there are still several remaining challenges in terms of technology and practical applications [3], [27-29]. For example, deep neural networks require large sample sizes for fitting models, while neuroimaging datasets often have relatively smaller capacities [30-31]. The data scarcity has restricted the ability to learn image features effectively, and the problem of overfitting can also appear. Compared with 2D neuroimaging data, 3D images require larger GPU memory, which means that successful models in 2D data are not necessarily feasible in 3D scenes (e.g., ImageNet classification [32-33]). Besides, further improving the model accuracy is a long-term objective in deep learning research. Literature shows that deep learning models fail to achieve the best result for certain tasks [34-35]. Another open question is how to choose the suitable complexity of the model. The no free lunch theorem suggests that task specified design is necessary for to achieve better result.

Ensemble modeling provides a solution in choosing the best predictive model in machine learning. An ensemble model combines the prediction from several models to make the final prediction, by which the overall performance of the model is increased [36]. Several strategies of combining the prediction from individual models were proposed, such as averaging, voting, to improve performance. As early as 1785, Marquis de Condorcet argued that if the probability of each independent voter being correct is above 0.5, then the addition of more voters increases the probability of the majority vote being correct [37], which is a strong evidence to show that ensemble models have better performance than individual models.

III. PRELIMINARIES ON BRAIN AGE ESTIMATION

A. Dataset

The dataset we used here is based on [3], including 2641 healthy individuals’ brain sMRIs and information of samples such as their age and gender. The sample age ranged from 16 to 90 years old, the average age of samples is 35.8 years old, and the standard deviation of age is 16.2 years. Of the participants, 53% are females, and 47% are males. The average age of females is 37 years old, and the standard deviation of females’ age is 17.2 years. The average age of males is 34.6 years old, and the standard deviation of males’ age is 14.9 years. The age distribution of the data is shown in Figure 2. Here we remark that the dataset has an unbalanced distribution, with fewer data samples in the aged population and more data samples toward younger population. Cole et al. [43] shows the details of the samples.

B. Data features

In our project, we use two different kinds of data as input for the models. One is Gray Matter and White Matter Maps, the other is Surface-Based Processing of Gray Matter.

The Gray Matter and White Matter Maps were distributed by the PAC organization. The pre-processing of nonlinear registration for the brain sMRIs used MNI152 space. Then, these images were segmented using DARTEL and SPM12 as different tissues, such as Gray Matter and White Matter so that each tissue has a map and the map was smoothed by using a 4-mm kernel. For more details, please refer to [43]. This kind of data is used for the input of self-defined CNN, ResNet and GoogLenet in our project.

As for Surface-Based Processing of Gray Matter, we extract the vertex-wise measurements of cortical thickness and surface area based on the sMRIs by using FreeSurfer 6.0 [45]. As such, a vertex-wise feature of seven subcortical nuclei thickness and surface was also extracted by the ENIGMA-shape protocol [46-47]. After these data-pre-processings, we get nearly 650,000 gray matter measurements per individual. This processing method was used by Baptiste Couvy-Duchesne et al. [48], and they proved that these processed data have a max association with age. This kind of data is used for the input of SVR in our project.

C. Basic Independent Models

Recent progress on deep neural networks [51-53] has greatly enlightened the applications of medical biometrics [54-56] for
health diagnosis, particularly toward understanding how neurons in brain function [37] and dysfunction [38]. In this work, we aim to exploit deep learning techniques with ensemble approaches for our brain age estimation task.

Before we describe the architecture of the ensemble model, we first introduce the basic blocks of our proposed model. According to previous research, each of the models has remarkable performance in estimating brain age [3, 42-43].

1) Convolutional Neural Networks: The CNN we have built was implemented using Keras with TensorFlow as backend. For the first 5 consecutive blocks, each of them consists of a 3×3×3 3D convolution layer, a Batch Norm layer, an ELU activation and a Max Pooling layer. As for the 6th block, it contains a dropout layer and the 7th block contains a fully connected layer. The input data is a 3D volume image of 121×145×121 pixels, and the convolutional part of this model reduces this image to 128 feature maps of size 4×5×4. The finally fully connected layer reduces the feature maps down to the numbers that stand for predicted ages.

We train this model on two channels by using the concatenation of gray matter and white matter. The loss function is MAE, and the optimization machine is Adam. The learning rate is 0.001, the decay is 10⁻⁴, β1 is 0.9 and β2 is 0.999.

2) GoogLeNet (Inception V1): This structure is used for brain age estimation in [44]. It is composed of a stem network, two inception modules, a max-pooling layer, five inception modules (note that two of them are connected to an auxiliary regression each), a max-pooling layer, two inception modules, an average pooling layer, a dropout layer, and a fully connected layer. Compared to Google’s Inception V1, it changes the softmax layer to a fully connected layer as the final layer so that this task becomes a regression task but not a classification task. The convolutional filter in this model consists of an input layer, a convolutional layer, a batch normalization layer, a ReLU activation and an output layer. The stem network consists of an input layer, a convolutional filter, a max-pooling layer, two convolutional filters, a max-pooling layer and an output layer. In the inception modules, there is an input layer, seven convolutional filters, a max-pooling layer, a concatenation layer and an output layer. The auxiliary regression, which is used for mitigating the vanishing gradient problem, is composed of an input layer, an average pooling layer, a convolutional filter, a fully connected layer, a ReLU layer, a dropout layer, a fully connected layer and an output layer.

The input data of this model is 3D maps of gray matter density with 121×145×121 pixels, and the output is the predicted age. The loss function is MAE, and we use Adam as the model’s optimization machine. the learning rate is 0.0001 and the batch size is 8.

3) ResNet: The parameters of the ResNet we built are similar to the above CNNs built by ourselves. The difference is that the ResNet includes residual blocks, while our self-built CNNs do not have these blocks. The ResNet consists of 5 residual blocks, each followed by a max pooling layer of kernel size 3×3×3 and stride 2×2×2, and one fully connected block. The residual block is a combination of layers which are repeated twice inside. This combination consists a 3D convolutional layer with stride 1×1×1 and kernel size 3×3×3, a batch renormalization layer, and an ELU activation function. It also adds the signal feeding into the residual block to the output of a layer close to the end of the block. The fully connected block is a multilayer perceptron which has one hidden layer. The input layer has 128×4×5×4=10240 neurons, there are 256 neurons that use an ELU activation function in the hidden layer (FC 1), and there is a single neuron in the output layer. A dropout layer, whose keep rate is 0.8, is employed following the hidden layer. And finally the output layer (FC 2) performs a linear regression on the hidden layer features.

We use 3D maps of gray matter density as input data, and MAE as loss function. The model is optimized using Adam with a learning rate of 0.001. We set the decay is 10⁻⁴, β1 is 0.9 and β2 is 0.999.

4) SVR: SVM is a classical machine learning model which construct a set of hyperplanes that separate the feature space. It was first used for the binary classification task, and then it was updated to the regression version called SVR, which can solve the regression tasks. In this work, we use SVR with a radial basis function kernel, the input data is Surface-Based Processing of Gray Matter, which has nearly 650,000 gray matter measurements per individual, and the output is the sample’s predicted age. The implementation we used is package scikit-learn in Python. The number of epochs we set is over 300 to keep the models with the highest accuracy.

With the above four models, we will investigate these models over different age groups and establish an ensemble model based on these independent models.

IV. PROPOSED AGE-ADAPTIVE ENSEMBLE MODEL

A. Fundamentals of Ensemble Learning

Ensemble learning completes learning tasks by constructing and combining multiple learners. It is also referred to as a multi-classifier system or committee-based learning. The general structure of an ensemble learning model is to generate a group of individual learners first, and then combine them with a certain fusion strategy. In general, the generalization performance of ensemble learning is better than the individual learners [59-60].

There are six common types of ensemble learning models: Bayes optimal classifier, Boosting, Bootstrap aggregating (bagging), Bayesian model averaging (BMA), Bayesian model combination (BMC), and Stacking.

Bayes optimal classifier is based on Bayesian decision theory. It is an ensemble of all the hypotheses in the hypothesis space [61]. Until now, it is still a popular supervisor learning for the problem of classification.

Boosting is an algorithm that can boost weak learners to strong ones [62]. It first trains a base learner from the initial training set, and then adjust the distribution of training samples according to the performance of the base learner, so that the misclassified samples will receive more attention in the follow-up. This process is repeated until the number of base learners reaches the pre-specified value.

Bagging is the most famous representative of parallel type ensemble learning. Its principle is based on bootstrap sampling
For a subset with capacity of $m$ is constructed with sampling with replacement. For an ensemble model with $T$ base learners, $T$ subsets are generated to train each of the learners. The prediction is then made by fuse the results from base learners. Random Forest is one of the most famous extended variants of Bagging.

BMA, BMC and Stacking represent different model combining strategies. BMA [64] uses the weighted average method to combine the models where the weight of each model is equal to the posterior probability of the model. BMC [65] is an algorithmic correction to BMA. Instead of sampling each model in the ensemble individually, it samples from the space of possible ensembles.

Stacking first trains the initial learner from the initial data set, and then generates a new data set for training the secondary learner. In this new data set, the output of the primary learner is used as the sample input feature, and the initial sample’s label is still used as the sample label. In general, the secondary learner always uses the logistic regression model [66]. Stacking is usually provide better robustness than BMA and BMC, since BMA and BMC are sensitive to model approximation errors.

B. Proposed Nonlinear Age-Adaptive Ensemble Model

Through extensive experimentations, we found that the performance of all the models is influenced by the true age of samples (see part V). This indicates that some models are suitable for predicting young samples, and some models are suitable for older samples. In order to improve the prediction accuracy, we built a model named nonlinear age-adaptive ensemble model. Different from the stacking strategy, our ensemble model can adjust weights of inside independent models according to the ground truth label.

The proposed framework is shown in Fig.3. First, we used different independent models as the initial learners. In our work, we employed four models: SVR, ResNet, GoogLeNet, and our own CNN. We used them to predict brain age, recorded the prediction results of these independent models, and then used these results as input values for the ensemble model.

Thereafter, we divided the sample into many groups by age, and in each group, there is an ensemble model which is combined by the independent models.

$$M = \sum \omega_i H_i$$  \hspace{1cm} (1)

Here, $M$ represents the prediction result of the ensemble model in a determined age group, $H_i$ means the prediction result of the $i$-th independent model in this age group, and $\omega_i$ is the weight of the $i$-th independent model in this age group with $\sum \omega_i = 1$.

Our model adopts a novel method to decide the weights of independent models. In each age group, we set a loss function, its equation is shown below:

$$J(\omega) = \frac{1}{2} (H \omega - Y)^T (H \omega - Y)$$  \hspace{1cm} (2)

$H$ is an $m \times n$-dimensional matrix, $m$ is the number of samples, $n$ is the number of independent models, $\omega$ is an $n \times 1$-dimensional vector, which is $(\omega_1, \omega_2, ..., \omega_n)^T$, $\omega_i$ means the weight of the $i$-th independent model, $Y$ is a $m \times 1$-dimensional vector, which is $(y_1, y_2, ..., y_n)$, and $y_i$ is the $i$-th sample’s real age.

In this work, we tested two optimizers in minimizing the loss function. The gradient descent updates the weights by moving towards the steepest direction:

$$\omega = \omega - \alpha H^T (H \omega - Y)$$  \hspace{1cm} (3)

where $\alpha$ is learning rate.

The ordinary least squares can also accomplish this task, it can be described as below:

LIST I. List of pseudocode on our brain age estimation

```plaintext
Begin
Input brain sMRI as x
H_1 = ResNet (x)
H_2 = GoogLeNet (x)
H_3 = CNN (x)
H_4 = SVM (x)
H_ave = mean(H_1 + H_2 + H_3 + H_4)
For i = 1 to n
    If H_ave \in G_i
        Then
            Age-adaptive ensemble model = M_i
    End If
End For
Final result = Age-adaptive ensemble model (x)
Output Final result
End
```

Figure 3 The schematic view of our nonlinear age-adaptive ensemble method on brain age estimation.
\[ \omega = (H^T H)^{-1} H^T Y \]  

It is worth noting that the results from these two methods are the same after experiments.

For each age group, we then obtain a series of suitable weights for independent models, so that the model is able to adaptively combine the results from base models for different age groups. Formally, the age-adaptive model can be expressed as:

\[ F(x) = \sum_{x \in \text{age}} \omega_A H(x, p_A) \]  

Here, “age” represents the set of different age ranges, \( x \) is input data, \( \omega_A \) is the value of \( \omega \) at age \( A \), and \( p_A \) is the parameters of independent models at age \( A \).

The process of predicting the brain age of the sample is as follows. First, each independent model predicts the brain age of the sample, we record them as \((H_1, H_2, \ldots, H_n)\). Once done, we calculate the average of all predicted ages and call it \( H_{\text{ave}} \), \( H_{\text{ave}} = \text{mean}(H_1 + H_2 + \ldots + H_n) \). Next, we check which age group \( H_{\text{ave}} \) belongs to. For each age group \( G_t \in (G_1, G_2, \ldots, G_m) \), there is an ensemble model \( M_t \in (M_1, M_2, \ldots, M_n) \) that combines the results of base models adaptively. In particular, if \( H_{\text{ave}} \in G_1 \), then we select \( M_1 \) as the final ensemble model, and use it to predict the age of the sample. Figure 3 shows the estimation process of our ensemble model, and List I gives the list of the pseudocode of our method.

V. EXPERIMENTAL RESULTS

A. Experimental Results

The test method used is based on a 5-fold-cross-validation strategy, with the mean MAE and Spearman correlation between the predicted age and the actual age of them as final results.

The details of MAE for each model in a 5-fold-cross-validation are shown in Table I. Min means the minimum MAE, Max represents the maximum, and Mean is the average of 5 results in 5-fold-cross-validation while Std relates to the standard deviation of results, which represents the degree of dispersion of the results of the model. For the Std, Table I shows that the 6-layer CNN has the greatest value of 0.22, followed by SVR with 0.21. For the ResNet architecture, Std value is 0.08, which is the minimum of all models. OE and MedianE have the same value of 0.13, nl-AAE-2 and nl-AAE-c are 0.12, GoogLeNet and nl-AAE-6 are 0.11, and MeanE is 0.1. These results suggest the results of 6-layer-CNN have the largest degree of dispersion. In contrast, the results of ResNet have the smallest degree of dispersion, which means the predictions of ResNet are more stable.

Our test results are shown in Figure 4 and Table II. In Table I, we first present the results of 4 independent models: SVR, 6-layer self-built CNN, ResNet and GoogLeNet. The achieved mean errors in term of years are 5.15, 4.33, 3.99 and 3.88 years in age, and the Spearman correlation between predicted age and real age are 0.83, 0.89, 0.88 and 0.89, respectively. We then combine the prediction of base learners together using the median and mean of their predictions. The result shows that the median based ensemble model has a larger mean error than the mean value based ensemble model. The possible reason is that a median-based ensemble model actually only chooses one model each time, and ignores other models that are not the median outputs.

Following these preliminary tests, we investigate the non-linear age-adaptive model. First, we used only one linearly approximated ensemble model to be applied to the data sample of all ages. In other words, we first test the performance of ensemble model without age-adaptive. Compared with naive fusing strategies, the model performance is marginally improved with a MAE of 3.52 years, and the Spearman correlation of 0.91 (OE in Table II).

In our second experiment, we divided the prediction results of four independent models into two groups. The first group contains the samples over 40 years old while the other group contains the samples under 40 years old. We separately trained the models on two sets of data, and used the results of 4 base models as the input feature of secondary learner. By establishing two ensemble models for different groups and combining them into a non-linear ensemble model, a lower MAE with 3.45 years is achieved, but its Spearman correlation also drops to 0.89 (nl-AAE-2 in Table II).

Next, we divided the prediction results into six parts according to the actual age of the samples, which were 10-20 years old, 20-30 years old, 30-40 years old, 40-50 years old, 50-60 years old, and 60-90 years old, then we applied the same method to build the non-linear ensemble model (nl-AAE-6 in Table II). This time, the ensemble model’s average MAE is 3.39 years, and its Spearman correlation improves to 0.95.

Finally, we divided the data more finely, taking all the same age sample as a group, but due to the small amount of data, we can only use a simplified method, that is, for samples from 17 to 30 years old, we treated each age as a group. However, the size of data decreases as age increases. Therefore, for the 30 to 60-year-old samples, we took every 5 years old samples as a group. Likewise, we group the 60 to 70-year-old samples and the 70 to 90-year-old samples. We refer this finely split model as a “continuous” (or year-wise) model, namely nl-AAE-c in Table II. The ensemble model trained on this division provides the best performance with a MAE of 3.19 years and a Spearman correlation of 0.95.

Here, we present a comparison of our model with previous researchers’ models which are also tested on the PAC 2019 dataset. Couvy-Duchesne et al. [44] built an ensemble model com-
bined by 7 different algorithms, and its performance is attractive with a MAE of 3.33 years. Da Costa et al. [49] developed an ensemble of shallow machine learning methods (e.g., Support Vector Regression and Decision Tree-based regressors) with a MAE of 3.75 years. Soch [50] thought that distributional transformation (DT) can map the predicted values to the variable’s distribution in the training data, which would improve decoding accuracy, and finally his model’s performance is good with a MAE of 4.58 and spearman correlation between predicted age and the actual age of 0.93. These research results are attractive. By summarizing the experience of the previous researchers, we have developed the AAE method resulting in a marginal improvement compared to the previous research results.

The brain age gap represents the difference between predicted age and chronological age. Figure 5 shows the brain age gap as functions of the chronological age using 7 different machine-learning methods. The slope of the line in Figure 5 indicates how much the prediction accuracy of the model is affected by increasing the age. As such, the prediction accuracy of AAE has the lowest influence by aging, and the prediction accuracy of SVR is most affected by aging.

The above experiment provides the following inspirations: 1) deep neural networks are in-general better than SVR; 2) all ensemble models have lower errors than discrete models; 3) our age-adaptive models have better performance than non-adaptive ensemble models; 4) finer the age-based division, lower the error can be achieved by the nl-AAE-c model.

**B. Investigation on Age-Sensitivity per Models**

The age-sensitivity shows the trend of MAE for each model according to the age. Therefore, in this section, we investigate the age-sensitivity of the models we built previously. Figure 6 shows the results suggesting that all the models are good at predicting young people but not old people where the MAE increases with the age of the sample. As for independent models, GoogLeNet and ResNet are more sensitive for age, their MAE has a significant increase in the age of 20 to 30, but SVR does not change drastically as a whole. Besides, GoogLeNet has the best performance for middle-aged people, and the MAE of all models has a significant change when the sample age is 70 years old.

The age-sensitivity of nonlinear age-adaptive ensemble model is similar to that of the independent models but more stable. Obviously, as the sample age increases, the MAE becomes larger and the model's performance gets worse and worse. When the samples’ age is 50 to 60, the model’s performance is the worst, with MAE exceeding 5. For a machine learning perspective, this is due to the lack of older samples that resulted in an insufficient training of the model. From a medical perspective, we believe that this is due to the fact that the differences between the brains of different people will become larger when aging, which in turn will increase the difficulty of prediction. On the other hand, brain differences between young people are not that big. Therefore, when training the model in the future, we can increase the proportion of young people's data to improve the accuracy of the model.

| Model | Average MAE (years) | Spearman correlation |
|-------|---------------------|----------------------|
| SVR [45] | 5.15 | 0.83 |
| 6-layer CNN [44] | 4.33 | 0.89 |
| ResNet [43] | 3.99 | 0.88 |
| GoogLeNet [45] | 3.88 | 0.89 |
| MedianE [45] | 3.72 | 0.9 |
| MeanE [45] | 3.57 | 0.91 |
| OE [43] | 3.52 | 0.91 |
| Our nl-AAE-2 | 3.45 | 0.89 |
| Our nl-AAE-6 | 3.39 | 0.95 |
| **Our nl-AAE-c** | **3.19** | **0.95** |

Figure 4 Performance of each individual model

Figure 5 The brain age gap and MAE as functions of the chronological age using 7 different machine-learning methods, the horizontal black line represents 0 brain age gap.
C. Learning the Model Weights

Figure 7 shows the change of each independent model’s weights in the AAE according to the age. Through this figure, we can know the different importance of each independent model in the AAE at different ages.

The SVR’s weights are relatively average for a sample between 25 and 70 years old. But for young samples from 10 to 25 years old, SVR does not perform well, which shows that SVR is not suitable for predicting the age of young people.

The CNN model plays an important role in the prediction results when the sample age ranges from 20 to 50 years old. CNN receives a high weight in the prediction of the data of young samples, while for the data of old samples, CNN has less contribution to the ensembled result.

GoogLeNet model is important in the AAE among elder groups. Although it has average weights in the 20-40 age groups, its prediction significantly determines the results of the ensemble models in the elder groups, especially for middle-aged. This shows that the function of GoogLeNet is powerful, and it is suitable to predict the age of middle-aged and elderly samples.

ResNet model has basically maintained high weights for samples aged 10-35 years old, which shows that it is suitable for predicting the age of young samples. In the data of middle-aged and elderly people aged 35 to 70, it has average performance therefore it does not have a large weight. But for data over 70 years old, it has a good performance, which means that ResNet is suitable for inferring the age of people over 70 years old.

VI. DISCUSSION

A. Discussion of AI models

In this work, we have proposed a nonlinear age-adaptive ensemble (nl-AAE) model for brain age estimation with better results than other benchmark models. The most important contribution of this work is the age adaptive fusing strategy which significantly improves the performance of the ensemble model. To the best of our knowledge, no previous literatures documented this strategy. The characteristic of AAE is that it not only combines the advantages of multiple models, but the weights of independent models also change with age. This makes the AAE become a dynamic model, where the prediction results are more accurate given BrainAge projection is sensitive to age change.

Although our model yields state-of-art prediction results, there are still several issues that can be improved in future works. First, more advanced models can be introduced as initial models. For example, as for GoogLeNet, we used the Inception V1 version, now it has already had Inception V4 versions.

Second, MAE is generally used to evaluate the performance of the model. However, MAE is affected by age distribution and the number of objects in the training set, so MAE of different data sets cannot be directly compared. The lower the physiological age of the general object, the smaller the brain difference and the smaller the MAE value of the same age individuals. Actually for adolescents, the MAE value of the monomodular prediction model is 1 to 2 years, and that of the multimodal prediction model is about 1 year. However, for individuals of all ages or middle-aged and old age, the MAE value of the prediction model can only reach 4-5 years in general. Meanwhile, the larger the overall age span of the object is, the larger the evaluation index MAE will be. Therefore, the comparison between models can be made with various factors.

Third, we can try more ensemble methods, and compare their performance for brain age estimation in our future work. The approach we have used in this work is to re-weight the results of multiple independent models by integration and utilizing a nonlinear function which can have many types. For example, one can select only the best performing independent models as the ensemble model for each age group. In addition, we can also change the method of re-weighting. Using a multiple layer perceptron to combine the results of independent models is an interesting idea, although its training speed may be a little slower, its prediction accuracy is worth investigating.

Fourth, the gender is always an important variable in many experiments, based on the subtle differences between men’s and women’s brains. Therefore, the gender may be a key factor in improving model prediction accuracy. In our future work, we will investigate the influence of gender on brain age estimation and consider gender as a factor in our experiments.

Brain age prediction is a burgeoning research field that is developing rapidly. Brain age prediction models based on neuroimaging and their applications are increasing day by day. A
-growing number of researchers are using brain age analysis to explore brain aging in the course of health and disease, and many new and promising avenues of research are emerging. From the perspective of image modes, various image modes have their advantages and disadvantages, and the fusion of information from multiple modes is more likely to further improve the performance of the model. In addition, with the improvement of the architecture of the convolutional neural network and the appearance of the image data set of big data, we believe that the performance of the future model is likely to be further improved. The key to future model development is to continuously improve the accuracy of the model while improving the generalization ability of the model for new data. The ultimate goal of this field is to build a brain age model based on large image sets that can be applied to provide accurate personalized cloud diagnosis services.

B. Discussion of medical findings

From our research, we also have some interesting findings from medical perspectives. First, we found that the performance of constituent models decreased with the age of the sample, which implies that young people have their brains in similar conditions. In addition, we have found that with an increase of age, the risk of people suffering from brain diseases increases, too. The differences between the brains are getting larger, and the accuracy of the model's prediction begins to decline. However, these results may be influenced by biological reasons, sample size or problems with the model, or a combination of both, so in the future, we still need to find a fairer way to prove these findings.

From the results of our experiments, we believe that changes in the brain can be divided into 4 stages, namely 0-30 years old, 30-50 years old, 50-70 years old and 70-80 years old. The criterion for classification is whether there is a significant change in the model's performance in predicting age. From Figure 5, we notice that during the period of 0-30 years old, the human brain undergoes a significant process of change. Speaking at a meeting of the Academy of Medical Sciences in Oxford in the UK, researchers explained that our brains slowly transition to adulthood, which is finally reached in our 30s. After the age of 30, the brain’s working memory capacity begins to slowly decline [40], which is in agreement with our research findings. At the age of 30 to 50, the brain changes little, but there will be a significant change around the age of 50. Research in the British Medical Journal [41] also shows that in a group of people who were first tested on various mental abilities when they were 45–49 years old, reasoning skills declined by 3.6 percent over 10 years. At the age of 50-70, the brain does not change much, but after the age of 70, the brain will have the last significant change. Peter Jones’s research also shows that the overall volume of the brain begins to shrink when we’re in our 30s or 40s, with the rate of shrinkage increasing around age 60-70 [40], the results of our experiments can also be evidence of it.

Exercise, reading, meditation and other similar behaviors are good methods to prevent brain disease [7-8]. People who exercise, meditate regularly, and those with higher education levels have lower predicted brain age than their peers, which shows that their brains are more active and the risk of brain diseases is lower. A study reported in [38] analyzed samples over the age of 50 and found that people who do not exercise or who exercise little have their brains about 5-10 years older than those who exercise regularly. Another recent research found that stem cells in the brain’s hypothalamus likely control how fast aging occurs in the body [39]. Specifically, the number of hypothalamic neural stem cells naturally declines over the life of the animal, and this decline accelerates aging. Researchers injected hypothalamic stem cells into the brains of normal old and middle-aged mice, whose stem cells had been destroyed, the measures of aging were slowed or reversed. This is an exciting discovery, which will be an important step in slowing down aging and treating brain diseases. The brain age prediction model in this article is sensitive to changes in the brain, and we believe it can be a useful tool for detecting medicine performance.

VII. Conclusion

In this paper, we proposed a nonlinear age-adaptive ensemble method for brain age estimation from MRI images. From our experiments, we clearly show that ensemble models can in general achieve lower errors than discrete models, and our nonlinear age-adaptive ensemble models are consistently better than age-agnostic ensemble models. Among discrete models, GoogLeNet basically has a good performance on data of all age groups, especially for middle-aged and old samples. With the significantly increased accuracy on brain age estimation, our nonlinear age-adaptive ensemble models can potentially help doctors to identify the risk of brain diseases more accurately and efficiently, help pharmaceutical companies develop drugs or treatments more precisely, and provide a powerful tool for researchers in the field of brain science.

ACKNOWLEDGEMENT

This work was supported in part by the Engineering and Physical Sciences Research Council (EPSRC) Grant EP/P009727/1 and in part by the Leverhulme Trust Grant RF-2019-492.

REFERENCES

[1] Reeve, A., Simcox, E. & Turnbull, D. Ageing and Parkinson’s disease: why is advancing age the biggest risk factor? Ageing Res. Rev. 14, 19–30 (2014).

[2] R. Jiang, et al, “Private Facial Prediagnosis as an Edge Service for Parkinson’s DBS Treatment Valuation”, IEEE Journal of Biomedical & Health Informatics, in press, 2022.

[3] Cole J H, Franke K. Predicting age using neuroimaging: innovative brain ageing biomarkers. Trends Neurosci, 2017, 40(12): 681-690.

[4] Groves, A.R., Smith, S.M., Fjell, A.M., Tennes, C.K., Walhovd, K.B., Douaud, G., Woolrich, M.W., Westlye, L.T., 2012. Benefits of multi modal fusion analysis on a large-scale dataset: life-span patterns of inter-subject variability in cortical morphometry and white matter microstructure. NeuroImage 63, 365–380. http://dx.doi.org/10.1016/j.neuroimage.2012.06.038.

[5] Storvise, A.B., Fjell, A.M., Tennes, C.K., Westlye, L.T., Overbye, K., Aasland, H.W., Walhovd, K.B., 2014. Differential longitudinal changes in cortical thickness, surface area and volume across the adult life span: regions of accelerating and decelerating change. J. Neurosci. 34,8488–8498.

[6] Fjell, A.M., Walhovd, K.B., Fennema-Notestine, C., McEvoy, L.K., Hagler, D.J., Holland, D., Brewer, J.B., Dale, A.M., 2009. One-year brain atrophy evident in healthy aging. J. Neurosci. 29, 15223–15231. http://dx.doi.org/10.1523/JNEUROSCI.13525-09.2009.
[2013, 2016, 2018]
[46] Gutman BA, Madsen SK, Toga AW, Thompson PM. A family of fast spherical registration algorithms for cortical shapes. In: Shen L, Liu T, Yap P-T, Huang H, Shen D, and Westin, C. editors. Multimodal Brain Image Analysis. Springer International Publishing. (2013) p. 246–57.

[47] Gutman BA, Wang Y, Rajagopalan P, Toga AW, Thompson PA. “Shape matching with medial curves and 1-D group-wise registration,” in 2012 9th IEEE International Symposium on Biomedical Imaging (ISBI). (2012). p. 716–9. doi: 10.1109/ISBI.2012.6235648

[48] Couvy-Duchesne B, Strick LT, Zhang F, Holtz Y, Zheng Z, Kemper KE, et al. A unified framework for association and prediction from vertex-wise grey-matter structure. Human Brain Mapp. (2020) 41:4062–76. doi: 10.1002/hbm.25109

[49] Da Costa P., Dafflon, J. and Pinaya, W., 2020. Brain-Age Prediction Using Shallow Machine Learning: Predictive Analytics Competition 2019. Frontiers in Psychiatry, 11.

[50] Soch, J., 2020. Distributional Transformation Improves Decoding Accuracy When Predicting Chronological Age From Structural MRI. Frontiers in Psychiatry, 11.

[51] Jiang, Z., Chazot, P. L., Celebi, M. E., Crookes, D. & Jiang, R., "Social Behavioral Phenotyping of Drosophila with a 2D-3D Hybrid CNN Framework", 2019, IEEE Access.

[52] C. Chiang, C. Barnes, P. Angelov and R. Jiang, "Deep Learning based Automated Forest Health Diagnosis from Aerial Images", 2020, IEEE Access. (2022 IF: 3.476, Q1)

[53] F. Mehbboob, A. Rauf, R. Jiang, et al, "Towards Robust Diagnosis of COVID-19 using Vision Self-attention Transformer", Nature Scientific Reports, 2022.

[54] Jiang, R., Zhang, L., Wei, H.-L., Crookes, D., & Chazot, P. (Eds.). (2022). Recent Advances in AI-enabled Automated Medical Diagnosis (1st ed.). CRC Press. https://doi.org/10.1201/9781003176121.

[55] Deep Biometrics, Springer, 2019, Editors: Jiang, R., Al-Maadeed, S., Bouridane, A., Crookes, D., Bgehdata, A.

[56] Biometric Security and Privacy - Opportunities & Challenges in The Big Data Era (Link), Springer, 2016, Editors: Jiang, R., Al-Maadeed, S., Bouridane, A., Crookes, D., Bgehdata, A.

[57] R. Jiang and D. Crookes, "Shallow Unorganized Neural Networks Using Smart Neural Model for Visual Perception", 2019, IEEE Access. (2022 IF: 3.476, Q1)

[58] Z. Jiang, Y. Wang, C. Li, P. Angelov, R. Jiang, "Delve into Neural Activations: Towards Understanding Dying Neurons", IEEE Trans Artificial Intelligence, 2022.

[59] Kuncheva, L. and Whitaker, C., Measures of diversity in classifier ensembles, Machine Learning, 51, pp. 181-207, 2003

[60] Sollich, P. and Krogh, A., Learning with ensembles: How overfitting can be useful, Advances in Neural Information Processing Systems, volume 8, pp. 190-196, 1996

[61] Friedman, N., Geiger, D. & Goldszmidt, M. Bayesian Network Classifiers. Machine Learning 29, 131 – 163 (1997). https://doi.org/10.1023/A:1007465528199

[62] Zhou Zhi-Hua (2012). Ensemble Methods: Foundations and Algorithms. Chapman and Hall/CRC. p. 23. ISBN 978-1439830031. The term boosting refers to a family of algorithms that are able to convert weak learners to strong learners

[63] Breiman, L. Bagging Predictors, Machine Learning, 24(2), pp.123-140, 1996. doi:10.1007/BF00058655

[64] Chris Fraley; Adrian Raftery; J. McLean Sloughter; Tilmann Gneiting, 1996. doi:10.1007/BF00058655

[65] Monteith, Kristine; Model Averaging, Wikidata Q98972500

[66] Chris Fraley; Adrian Raftery; J. McLean Sloughter; Tilmann Gneiting, 1996. doi:10.1007/BF00058655

[67] Gutman, B., A new unified framework for association and prediction from vertex-wise grey-matter structure. Human Brain Mapp. (2020) 41:4062–76. doi: 10.1002/hbm.25109

[68] Breiman, L., Bagging predictors, Machine Learning, 24(2), pp123-140, 1996. doi:10.1007/BF00058655

[69] Kotsoulieris, N., Dovatzikos, C., Borgwardt, S., Gaser, C., Bottlender, R., Frodl, T., Falkai, P., Riecher-Rössler, A., Möller, H.-J., Reiser, M., Pantelis, C., Meisenzahl, E., 2013. Accelerated brain aging in schizophrenia and beyond: a neuroanatomical marker of psychiatric disorders. Schizophr. Bull. 40. http://dx.doi.org/10.1093/ schbul/sbt142. (sbt142–1153. URL: http://schizophreniabulletin.oxfordjournals.org/content/early/2013/10/11/schbul.sbt142.full))

[70] Franke, K., Ristow, M., Gaser, C., Alzheimer's Disease Neuroimaging Initiative. 2014. Gender-specific impact of personal health parameters on individual brain aging in cognitively unimpaired elderly subjects. Front. Aging Neurosci. 6, 94, (URL (http://journal.frontiersin.org/arti- cle/10.3389/fnagi.2014.00094/abstract)).

[71] Cole, J.H., Leech, R., Sharp, D.J., Alzheimer's Disease Neuroimaging Initiative. 2015: Prediction of brain age suggests accelerated atrophy after traumatic brain injury. Ann. Neurol. 77, 571–581, (URL (http://doi.wiley.com/10.1002/ana.24367))

[72] Gaser, C., Franke, K., Klöppel, S., Kotsoulieris, N., Sauer, H., Alzheimer's Disease Neuroimaging Initiative. 2013. BrainAGE in mild cognitive impaired patients: predicting the conversion to Alzheimer's diseasePLoS ONE 8, e67346, (URL (http:// dx.plos.org/10.1371/journal.pone.0067346)).

[73] Erus, G., Battapady, H., Satterthwaite, T.D., Hakonarson, H., Gur, R.E., Dovatzikos, C., Gur, R.C., 2014. Imaging Patterns of Brain Development and their Relationship to Cognition. Cerebral Cortex, http://dx.doi.org/10.1093/cercor/bht425. URL (http://eu- tils.ncbi.nlm.nih.gov/entrez/eutils/elink.fcgi?dbfrom=pubmed & id=24421175 & retmode=ref & cmd=prlinks)

[74] Cheng, Jian, et al. "Brain age estimation from MRI using cascade networks with ranking loss." IEEE Transactions on Medical Imaging 40.12 (2021): 213-224.

[75] He, Sheng, P. Ellen Grant, and Yangming Ou. "Global-Local Transformer for Brain Age Estimation." IEEE Transactions on Medical Imaging 41.1 (2021): 213-224.

[76] Peng, Han, et al. "Accurate brain age prediction with lightweight deep neural networks." Medical image analysis 68 (2021): 101871. http://dx.doi.org/10.1024/1662-9647/a000074, (URL:http://www.psycontent.com/index/7931125923970246.pdf)).

[77] Franke, K., Ziegler, G., Klöppel, S., Gaser, C., Alzheimer's Disease Neuroimaging Initiative. 2010. Estimating the age of healthy subjects from T1-weighted MRI scans using kernel methods: exploring the influence of various parametersNeuroImage 50, 883–892. http://dx.doi.org/10.1016/j.neuroimage.2010.01.005, (URL (http://eutils.ncbi.nlm.nih.gov/entrez/eutils/elink.fcgi?id=dbfrom=pubmed & id=20070949 & retmode=ref & cmd=prlinks)).

[78] Franke, K., Gaser, C., 2012. Longitudinal Changes in Individual Brain AGE in Healthy Aging, Mild Cognitive Impairment, and Alzheimer's Disease 1. J. Gerontopsychology Geriatr. Psychiatry 25, 235–245.