We develop the representation of free spinor fields in the bulk of Lorentzian anti-de Sitter space in terms of smeared operators in the dual conformal field theory. To do this we expand the bulk field in a complete set of normalizable modes, work out the extrapolate dictionary for spinor fields, and show that the bulk field can be reconstructed from its near-boundary behavior. In some cases chirality and reality conditions can be imposed in the bulk. We study the action of the CFT modular Hamiltonian on bulk fermions to show that they transform with the expected spinor Lie derivative, and we calculate bulk–boundary two-point functions starting from CFT correlators.
1 Introduction

The AdS/CFT correspondence [1] relates a theory of gravity in anti-de Sitter space to a large-$N$ conformal field theory on the boundary. One aspect of the correspondence is that, perturbatively in the $1/N$ expansion, bulk quantum fields can be expressed as CFT operators. In the large $N$ limit the bulk fields are free and can be written as smeared single-trace operators in the CFT. In the $1/N$ expansion interactions can be taken into account by adding multi-trace corrections. This has been established explicitly for bulk scalars as well as for bulk fields with integer spin [2, 3, 4].

To fill in a somewhat neglected corner of the AdS/CFT correspondence, in this paper we develop the CFT representation of bulk fields with spin $1/2$. Bulk fermions have been studied before [7, 8], generally in a Euclidean setting where the CFT is deformed by adding sources [9, 10]. By contrast we work in Lorentzian signature and we do not introduce sources in the CFT. Instead we construct on-shell bulk fields describing normalizable fluctuations about the AdS vacuum. According to the extrapolation dictionary [11, 12], as a bulk point approaches the boundary such fields go over to local operators in the CFT. Thus at leading large $N$, where the bulk fields are free, our goal is to represent an on-shell bulk field as a smeared operator in the CFT. To do this we will follow the approach developed in [2, 13] for fields with integer spin and extend it to fields with spin $1/2$.

The CFT operators that we construct should have all the properties of free bulk fields in AdS. As one test of this, we will show that they can be used to recover bulk – boundary correlators from the CFT. As another test we study their behavior under CFT modular flow. Modular flow in the CFT is dual to modular flow in the bulk [14], which in the vacuum reduces to flow along an AdS isometry. Bulk fields should transform with the appropriate Lie derivative, and we check that this is indeed the case.

An outline of this paper is as follows. In Section 2 we develop the representation of free bulk fermions in the CFT. We do this by expanding the bulk field in normalizable modes. There are two types of modes we consider, normalizable in different mass ranges. Moreover spinor representations make a sharp distinction between even- and odd-dimensional AdS, so we analyze all these cases separately. In Section 3 we recover bulk – boundary correlators from the CFT by applying the smearing functions to a CFT two-point function. In Section 4 we study the action of the CFT modular Hamiltonian on the bulk fermions we have constructed and in Section 5 we consider the various possible chirality and reality conditions that can be imposed on a bulk fermion. The appendices contain some supporting material. Appendix A gives our conventions for spin matrices. In Appendix B we study the conditions for a bulk fermion to be normalizable and we discuss permissible boundary conditions for fermions in AdS. We review the analog of the Breitenlohner-Freedman (BF) bound [15].

\[^{1}\text{For reviews of bulk reconstruction see [5, 6].}\]
for fermions and note that there is a range of masses $-\frac{1}{2} < m < \frac{1}{2}$ where inequivalent quantizations are possible. Appendix C reviews spinor representations in general dimensions.

2 Smearing functions from mode sums

In this section we derive the smearing functions that let us represent a Dirac fermion $\Psi(T, X, Z)$ in $\text{AdS}_{d+1}$ in terms of a spinor field $\psi(t, x)$ in $\text{CFT}_d$. We do this using a bulk mode expansion, following the approach developed for scalar fields in [2]. Compared to scalar fields, the main novelty is that the fermion representations are rather different depending on whether $d = (\text{number of spacetime dimensions in the CFT})$ is even or odd.

- If $d$ is even then the bulk and boundary Dirac matrices have the same size. We will see that a Dirac fermion in the bulk is dual (in the sense of the extrapolate dictionary) to a chiral fermion on the boundary. The smearing functions will let us reconstruct a bulk Dirac fermion from a boundary chiral fermion.

- If $d$ is odd then a bulk Dirac fermion has twice as many components as a boundary Dirac fermion. In this case we will see that a Dirac fermion in the bulk is dual (in the sense of the extrapolate dictionary) to a Dirac fermion on the boundary. The smearing functions will let us reconstruct a bulk Dirac fermion from a boundary Dirac fermion.

Note that in both cases half of the spinor degrees of freedom disappear as one goes to the boundary.

By way of outline, below we’ll first set up the Dirac equation in general $\text{AdS}$. Then we’ll study the extrapolate dictionary and construct smearing functions, first in odd-dimensional $\text{AdS}$ then in even-dimensional $\text{AdS}$.

2.1 Preliminaries

We start with the metric for the Poincaré patch of Lorentzian $\text{AdS}_{d+1}$,

$$ ds^2 = \frac{R^2}{Z^2} \left( -dT^2 + |dX|^2 + dZ^2 \right). \quad (1) $$

Here $T, X, Z$ are bulk or $\text{AdS}$ coordinates. Below, when we want to distinguish bulk and boundary coordinates, we will write the boundary coordinates as $t, x$. From now on we set the $\text{AdS}$ radius $R = 1$. 
Our notation is as follows. $A, B$ are local Lorentz indices in the bulk and $M, N$ are coordinate indices in the bulk; these capital indices range over all dimensions. We will use lowercase letters $a, b$ to denote local Lorentz indices in the CFT directions (i.e. excluding the $Z$ direction) and $m, n$ to denote bulk coordinate indices that exclude $Z$. In Section 4 we will use $i, j$ to denote local Lorentz indices that exclude both $T$ and $Z$. The bulk fermion will be denoted $\Psi$, with bulk Dirac matrices $\Gamma^A$, while the CFT fermion will be denoted $\psi$ with CFT Dirac matrices $\gamma^a$.

For a vielbein $e^A = e^A_M dx^M$ we take

$$e^A_M = \frac{1}{Z} \delta^A_M. \tag{2}$$

These satisfy $ds^2 = e^A e^B \eta_{AB}$ where $\eta_{AB} = \text{diag}(- + \cdots +)$ is the Minkowski metric. The corresponding spin connection

$$\omega^{AB} = \omega^{AB}_M dx^M \tag{3}$$

is given by

$$\begin{align*}
\omega^{ab} &= 0 \\
\omega^{aZ} &= -\omega^{Za} = -e^a \\
\omega^{ZZ} &= 0. \tag{4}
\end{align*}$$

The spin connection has been chosen so that the torsion vanishes

$$de^A + \omega^{A}_{\phantom{A}B} \wedge e^B = 0. \tag{5}$$

Next we introduce a set of Dirac matrices $\Gamma^A$ satisfying $\{\Gamma^A, \Gamma^B\} = -2\eta^{AB} \mathbb{1}$. We will be more explicit about the form of these matrices below as it changes depending on whether $d$ is even or odd. The action for a free Dirac fermion in AdS$_{d+1}$ is

$$S = \int d^{d+1}x \sqrt{-g} \bar{\Psi} \left( i \Gamma^A e^M_A D^M_M - m \right) \Psi, \tag{6}$$

where $\bar{\Psi} = \Psi^\dagger \Gamma^0$ is the Dirac adjoint, and the covariant derivative is

$$D^M_M = \partial^M_M - \frac{1}{8} \omega^{AB}_M [\Gamma_A, \Gamma_B]. \tag{7}$$

The conventions that enter in this covariant derivative are discussed in Appendix A. Given the spin connection (4), the covariant derivative has components

$$\begin{align*}
D_m &= \partial_m + \frac{1}{2} e^a_m \Gamma_a \Gamma_Z \\
D_Z &= \partial_Z. \tag{8}
\end{align*}$$
Using the fact that $\Gamma^a \Gamma_a = -d$, the Dirac operator in AdS is simply

$$\Gamma^A e^M_A D_M = Z \Gamma^a \partial_a + Z \Gamma^Z \partial_Z - \frac{d}{2} \Gamma^Z.$$  \hfill (9)

2.2 AdS$_{\text{odd}} / \text{CFT}_{\text{even}}$

When the CFT spacetime dimension $d$ is even the bulk and boundary Dirac matrices have the same size, namely $2^{d/2} \times 2^{d/2}$. To construct these matrices we begin with the CFT. There we have a set of $d$ Dirac matrices $\gamma^a$ satisfying $\{\gamma^a, \gamma^b\} = -2\eta^{ab} \mathbb{1}$. Since the spacetime dimension is even we also have a chirality operator $\gamma$ which we take to be diagonal

$$\gamma = \begin{pmatrix} -\mathbb{1} & 0 \\ 0 & \mathbb{1} \end{pmatrix}.$$  \hfill (10)

That is, we’re using a chiral basis for the CFT Dirac matrices. We’ll write a boundary Dirac spinor in terms of its chiral components as $\psi = (\psi_-, \psi_+)$. The chirality operator satisfies $\{\gamma, \gamma^a\} = 0$ as well as $\gamma^2 = \mathbb{1}$. This means the CFT Dirac matrices have the form

$$\gamma^a = \begin{pmatrix} 0 & \sigma^a \\ \bar{\sigma}^a & 0 \end{pmatrix},$$  \hfill (11)

where the matrices $\sigma^a, \bar{\sigma}^a$ satisfy

$$\sigma^a \bar{\sigma}^b + \sigma^b \bar{\sigma}^a = -2\eta^{ab} \mathbb{1},$$

$$\bar{\sigma}^a \sigma^b + \bar{\sigma}^b \sigma^a = -2\eta^{ab} \mathbb{1}.\hfill (12)$$

For example in a 2-D CFT we could take $\sigma^a = (-i, i)$ and $\bar{\sigma}^a = (i, i)$, while in a 4-D CFT the usual choice is $\sigma^a = (\mathbb{1}; \vec{\sigma})$ and $\bar{\sigma}^a = (\mathbb{1}; -\vec{\sigma})$.

Given these ingredients we can build a set of bulk Dirac matrices $\Gamma^A$ by setting

$$\Gamma^a = \gamma^a, \quad \Gamma^Z = -i\gamma.$$  \hfill (13)

That is, the chirality operator in the CFT becomes $(i \times)$ the radial Dirac matrix. By construction these matrices satisfy $\{\Gamma^A, \Gamma^B\} = -2\eta^{AB} \mathbb{1}$.

Now let’s solve the Dirac equation. With the Dirac operator (9) and the Dirac matrices (13) the Dirac equation $(i \Gamma^A e^M_A D_M - m)\Psi = 0$ becomes

$$\begin{pmatrix} -Z \partial_Z + \frac{d}{2} - m \\ iZ \sigma^a \partial_a \\ iZ \bar{\sigma}^a \partial_a \\ Z \partial_Z - \frac{d}{2} - m \end{pmatrix} \begin{pmatrix} \Psi_- \\ \Psi_+ \end{pmatrix} = 0.$$  \hfill (14)

\[^2\text{We’re slightly mixing notation: on the right-hand side we’ve made use of the vielbein [2], so the Dirac matrices $\Gamma^a, \Gamma^Z$ are in a local Lorentz basis while the derivatives $\partial_a, \partial_Z$ are in a coordinate basis.}\]

\[^3\text{As in four dimensions the overbar is just part of the notation for these matrices. It doesn’t indicate complex conjugation.}\]
Note that on the boundary the subscripts $\psi_-$, $\psi_+$ indicate chirality, while in the bulk by \((13)\) the subscripts $\Psi_-$, $\Psi_+$ indicate the $\Gamma^Z$ eigenvalue. We adopt the general solution\(^4\)

$$
\Psi(T, X, Z) = \sum_s \int d\omega d^{d-1}k a_{s\omega k} e^{-i\omega T} e^{i k \cdot X} Z^{\frac{d+1}{2}} \left( -\sigma^a p_a \epsilon_{s\omega k} J_{m+1/2} \left( \sqrt{\omega^2 - |k|^2} Z \right) \sqrt{\omega^2 - |k|^2} \epsilon_{s\omega k} J_{m-1/2} \left( \sqrt{\omega^2 - |k|^2} Z \right) \right).
$$

(16)

Here $\sum_s$ is a sum over polarizations, $\epsilon_{s\omega k}$ are a complete set of positive-chirality boundary spinors, $a_{s\omega k}$ are the corresponding mode amplitudes, and $\sigma^a p_a = -\sigma^0 \omega + \vec{\sigma} \cdot \vec{k}$.

A few comments on this mode expansion:

- The mode expansion \((16)\) is valid provided $m$ is large enough for the field to be normalizable as $Z \to 0$. This requirement is studied in Appendix B where we show that the mode expansion in terms of $J$-type Bessel functions is normalizable provided $m > -\frac{1}{2}$.

- We also want fields that are well-behaved at the Poincaré horizon. For this reason we have restricted $|\omega| > |k|$ in \((16)\), so that the arguments of the Bessel functions are real and the modes oscillate rather than grow exponentially as $Z \to \infty$.

- There’s an analogous mode expansion in terms of $Y$-type Bessel functions which is normalizable provided $m < +\frac{1}{2}$. We will return to consider this alternate branch of solutions in Section 2.2.3.

2.2.1 AdS\(_{odd}\) extrapolate dictionary

To understand how the extrapolate dictionary works – that is, to see how a bulk fermion turns into a CFT operator as $Z \to 0$ – we study the near-boundary behavior of the mode sum \((16)\). As $Z \to 0$ we can use $J_\nu(x) \sim x^\nu$ to find that

$$
\Psi(T, X, Z) \xrightarrow{Z \to 0} Z^{m+\frac{1}{2}} \begin{pmatrix}
0 \\
\psi_+(T, X)
\end{pmatrix} + \text{(subleading)}.
$$

(17)

We propose that $\psi_+$ should be identified with a CFT operator. There are a few pieces of evidence in favor of this identification.

- By construction $\psi_+$ is a positive-chirality spinor under the $SO(d - 1, 1)$ Lorentz group of the CFT.

\(^4\) $J_\nu(x)$ are Bessel functions of the first kind. In checking that the Dirac equation is satisfied, a useful identity is

$$
x \partial_x J_\nu(x) = \mp \nu J_\nu(x) \pm x J_{\nu \mp 1}(x).
$$

(15)

For more details, see Appendix B.
• $\psi_+$ has a definite scaling dimension $\Delta = m + \frac{d}{2}$. To see this note that the AdS metric (11) is invariant under rescaling $(T, X, Z) \rightarrow \lambda(T, X, Z)$. The Dirac action (6) respects this symmetry, with $\Psi$ transforming with weight zero under the rescaling. On the boundary this transformation acts as a dilation, and from (17) we see that $\psi$ transforms with weight $m + \frac{d}{2}$ under a dilation, $\psi \rightarrow \lambda^{-(m + \frac{d}{2})}\psi$.

This suggests that a Dirac fermion in the bulk extrapolates to a chiral fermion in the CFT. That is, we can identify $\psi_+$ with a positive-chirality spin-$1/2$ primary field of dimension $\Delta = m + \frac{d}{2}$ in the CFT.

2.2.2 AdS_odd smearing functions

Our goal now is to recover the bulk field $\Psi(T, X, Z)$ from its boundary behavior $\psi_+(t, x)$. This turns out to be relatively straightforward with the help of some calculations from [2].

Our ingredients are the bulk mode expansion (16) for the field $\Psi = (\Psi_+ - \Psi_-)$ and the definition (17) of the boundary operator $\psi_+$. We start with the expansion for $\Psi_+$. Denoting $\nu_\pm = m \pm \frac{1}{2}$ it reads

$$
\Psi_+(T, X, Z) = \sum_s \int \frac{d\omega d\omega^d}{|\omega| > |\mathbf{k}|} \epsilon_{s\omega \mathbf{k}} a_{s\omega \mathbf{k}} e^{-i\omega T} e^{i\mathbf{k} \cdot X} Z^{\frac{d+2}{2}} \sqrt{\omega^2 - |\mathbf{k}|^2} J_{\nu_-} \left( \sqrt{\omega^2 - |\mathbf{k}|^2} Z \right).
$$

By sending $Z \rightarrow 0$ and stripping off a factor $Z^{m + \frac{d}{2}}$ we obtain an expression for $\psi_+$.

$$
\psi_+(t, x) = \sum_s \int \frac{d\omega d\omega^d}{|\omega| > |\mathbf{k}|} \epsilon_{s\omega \mathbf{k}} a_{s\omega \mathbf{k}} e^{-i\omega t} e^{i\mathbf{k} \cdot x} \frac{(\omega^2 - |\mathbf{k}|^2)^{\nu_+ / 2}}{2\nu_- \Gamma(\nu_- + 1)}.
$$

A Fourier transform gives

$$
\sum_s \epsilon_{s\omega \mathbf{k}} a_{s\omega \mathbf{k}} = \int dt d\omega d^d x e^{i\omega t} e^{-i\mathbf{k} \cdot x} \frac{2\nu_- \Gamma(\nu_- + 1)}{(\omega^2 - |\mathbf{k}|^2)^{\nu_+ / 2}} \Psi_+(t, x).
$$

Substituting this back in the expression (18) for $\psi_+$ we find that

$$
\Psi_+(T, X, Z) = \int dt d\omega d^d x K_+(T, X, Z|t, x) \psi_+(t, x),
$$

where

$$
K_+ = Z^{1/2} \int \frac{d\omega d\omega^d}{|\omega| > |\mathbf{k}|} e^{-i\omega(T-t)} e^{i\mathbf{k} \cdot (X-x)} \frac{2\nu_- \Gamma(\nu_- + 1)}{(\omega^2 - |\mathbf{k}|^2)^{\nu_+ / 2}} Z^{d/2} J_{\nu_-} \left( \sqrt{\omega^2 - |\mathbf{k}|^2} Z \right).
$$
Aside from the factor of $Z^{1/2}$ in front of \((22)\), the same integrals appear in (9), (10) of \([2]\)\(^5\). So from (21) in that paper we can read off

\[
\Psi_+(T, X, Z) = \frac{Z^{1/2}\Gamma(m + \frac{1}{2})}{\pi^{d/2}\Gamma(m - \frac{d}{2} + \frac{3}{2})} \int_{t^2 + |y|^2 < Z^2} dt d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{m - \frac{d}{2} - \frac{1}{2}} \psi_+(T + t, X + i y).
\]

(23)

It remains to obtain an expression for $\Psi_-$. By following the same procedure, of substituting the expression \((20)\) for $\sum_s \epsilon_s a_s k$ back into the mode expansion for $\Psi_-$, we find that

\[
\Psi_-(T, X, Z) = \int dt d^{d-1}x K_-(T, X, Z|t, x) \psi_+(t, x),
\]

(24)

where

\[
K_- = \frac{Z^{1/2}i\sigma^a \partial_a}{2m + 1} \int_{|\omega|>|k|} d\omega d^{d-1}k e^{-i\omega(T-t)} e^{i k(x-x)} \frac{2
u^+ \Gamma(\nu_+ + 1)}{(\omega^2 - |k|^2)^{\nu_+ + 1/2}} Z^{d/2} J_{\nu_+}(\sqrt{\omega^2 - |k|^2} Z).
\]

(25)

We’ve pulled a factor out in front, including a derivative that brings down a factor of $i\sigma_a$.

The integral itself appears in (10) of \([2]\)\(^6\) and leads to

\[
\Psi_-(T, X, Z) = \frac{Z^{1/2}\Gamma(m + \frac{1}{2})}{2\pi^{d/2}\Gamma(m - \frac{d}{2} + \frac{3}{2})} \int_{t^2 + |y|^2 < Z^2} dt d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{m - \frac{d}{2} + \frac{1}{2}} i\sigma^a \partial_a \psi_+(T + t, X + i y).
\]

(26)

Together \((23)\) and \((26)\) provide an expression for the bulk fermion in terms of the CFT operator $\psi_+$. Just to summarize, we’ve found

\[
\Psi_-(T, X, Z) = \frac{Z^{1/2}\Gamma(m + \frac{1}{2})}{2\pi^{d/2}\Gamma(m - \frac{d}{2} + \frac{3}{2})} \int_{t^2 + |y|^2 < Z^2} dt d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{m - \frac{d}{2} + \frac{1}{2}} i\sigma^a \partial_a \psi_+(T + t, X + i y)
\]

\[
\Psi_+(T, X, Z) = \frac{Z^{1/2}\Gamma(m + \frac{1}{2})}{\pi^{d/2}\Gamma(m - \frac{d}{2} + \frac{1}{2})} \int_{t^2 + |y|^2 < Z^2} dt d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{m - \frac{d}{2} - \frac{1}{2}} \psi_+(T + t, X + i y).
\]

(27)

There are a few consistency checks we can perform.

- As $Z \to 0$ our fermion fields have the requisite behavior \((17)\). To see this note that the region of integration becomes very small as $Z \to 0$, so one can bring the CFT operators out of the integral and explicitly verify the $Z \to 0$ behavior.

\(^5\)Set $\nu = \nu_-, \Delta = \nu_- + \frac{d}{2}$ in \([2]\).

\(^6\)Now we’re setting $\nu = \nu_+, \Delta = \nu_+ + \frac{d}{2}$ in \([2]\).
The $SO(d-1,1)$ Lorentz representations work out: on the boundary $\sigma^a \partial_a \psi_+$ transforms as a spinor with negative chirality. This is clear from the form of the CFT Dirac matrices \([11]\) which map a spinor of one chirality to a spinor of the opposite chirality.

Finally, we discuss the validity of \((27)\). As shown in Appendix \([13]\) normalizeability of the modes \((16)\) requires $m > -\frac{1}{2}$. But for the kernels in \((27)\) to be integrable against smooth test functions we must impose a stronger condition, namely that $m > \frac{d}{2} - \frac{1}{2}$. This condition also avoids poles in the gamma functions. If the condition $m > \frac{d}{2} - \frac{1}{2}$ is violated we expect that the smearing functions \((27)\) should be replaced with distributions, as noted for scalar fields in \([13, 16, 17]\). But we leave an exploration of this issue to future work.

\section*{2.2.3 AdS$_{\text{odd}}$ fields – alternate branch}

There is another branch of solutions to the Dirac equation \((14)\), obtained by replacing $J_\nu$ with $Y_\nu$ in \((16)\). As discussed in Appendix \([13]\) this other branch of solutions is normalizable provided $m < +\frac{1}{2}$. We could derive the smearing functions for this other branch by repeating the steps in Section \(2.2.2\) But it’s simpler to make use of a parity symmetry that takes $m \to -m$ and exchanges the two branches of solutions.

Given a bulk spinor field $\Psi$ we define the parity-transformed field $\Psi^P$ by

$$\Psi^P(T, X_1, \ldots, X_{d-1}, Z) = P\Psi(T, X_1, \ldots, X_{d-1}, Z) \equiv i \Gamma^1 \Psi(T, -X_1, X_2, \ldots, X_{d-1}, Z). \quad (28)$$

This parity transformation reflects the $X_1$ spatial coordinate. We’ve defined $P$ so that it’s a symmetry of both the bulk and boundary metrics; the factor of $i$ is present in the definition so that $P^2 = 1$. By acting with $P$ on the Dirac equation \((14)\) one finds that $\Psi^P$ satisfies exactly the same equation but with the replacement $m \to -m$. That is,

$$i \left( Z \Gamma^a \partial_a + Z \Gamma^Z \partial_Z - \frac{d}{2} \Gamma^Z \right) \Psi = m \Psi \quad (29)$$

implies

$$i \left( Z \Gamma^a \partial_a + Z \Gamma^Z \partial_Z - \frac{d}{2} \Gamma^Z \right) \Psi^P = -m \Psi^P. \quad (30)$$

Thus parity is explicitly broken by the mass term$^7$

$^7$This is true in odd spacetime dimensions, where parity changes the sign of the mass. In even spacetime dimensions one has a chirality matrix $\Gamma$ and one can combine $P$ with $\Psi \to \Gamma \Psi$ to obtain a modified parity operation that leaves the mass invariant.
can be used to obtain an expression for $\Psi$ itself. In doing this the representation (11), (13) and the algebra (12) is crucial. We find that the near-boundary behavior is

$$
\Psi(T, X, Z) \sim Z^{-m+d/2} \left( \begin{array}{c} \psi_-(T, X) \\ 0 \end{array} \right) + \text{(subleading)} \quad (31)
$$

and that the bulk field can be reconstructed as $\Psi = (\Psi_-)$ with

$$
\Psi_-(T, X, Z) = \frac{Z^{1/2} \Gamma(-m + \frac{1}{2})}{\pi^{d/2} \Gamma(-m - \frac{d}{2} + \frac{1}{2})} \int dt d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{-m-\frac{d}{2} + \frac{1}{2}} \psi_-(T + t, X + iy) \quad (32)
$$

From (31) we see that $\psi_-$ can be identified with a negative-chirality spinor in the CFT with dimension $\Delta = -m + \frac{d}{2}$. From Appendix B, unitarity in the CFT (or normalizeability in the bulk) requires $m < -\frac{1}{2}$, but convergence of the integral (32) places a stronger condition $m < \frac{1}{2} - \frac{d}{2}$.

### 2.3 $\text{AdS}_{\text{even}} / \text{CFT}_{\text{odd}}$

We now consider the case where the spacetime dimension of the CFT $d$ is odd. The basic steps are the same as before but some new features arise from the nature of the Dirac matrices. In particular, bulk spinors now have twice as many components as boundary spinors ($2^{d+1}$ in the bulk compared to $2^{d-1}$ on the boundary). Our treatment will be somewhat brief and emphasize the differences from the previous case.

In the CFT we have a set of $d$ Dirac matrices $\gamma^a$ satisfying $\{\gamma^a, \gamma^b\} = -2\eta^{ab}\mathbb{1}$. We can build a set of bulk Dirac matrices by setting

$$
\Gamma^a = \left( \begin{array}{cc} 0 & \gamma^a \\ \gamma^a & 0 \end{array} \right), \quad \Gamma^Z = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right). \quad (33)
$$

In the bulk we also have a chirality operator

$$
\Gamma = \left( \begin{array}{cc} -\mathbb{1} & 0 \\ 0 & \mathbb{1} \end{array} \right). \quad (34)
$$

It’s straightforward to check that these matrices satisfy $\{\Gamma^A, \Gamma^B\} = -2\eta^{AB}\mathbb{1}$, $\{\Gamma, \Gamma^A\} = 0$. We’ll write a bulk Dirac spinor in terms of its chiral components as $\Psi = (\psi_- \psi_+)$. Note that
in AdS$_{\text{even}}$ the subscripts $\Psi_-$, $\Psi_+$ refer to bulk chirality while in AdS$_{\text{odd}}$ they referred to boundary chirality or equivalently the bulk $\Gamma_Z$ eigenvalue.

Using the Dirac operator (9) and the Dirac matrices (33), the Dirac equation $(i\Gamma^A e^M_A D_M - m)\Psi = 0$ becomes

\[
\begin{pmatrix}
-m & i(Z\gamma^a \partial_a + Z\partial_Z - \frac{d}{2}) \\
-\frac{1}{m} & -m
\end{pmatrix}
\begin{pmatrix}
\Psi_- \\
\Psi_+
\end{pmatrix} = 0.
\]

We take the general solution\footnote{Again in checking that the Dirac equation is satisfied, a useful Bessel identity is}

\[
\Psi(T, X, Z) = \sum_s \int d\omega d^{d-1}k a_{s\omega k} e^{-i\omega T} e^{ik\cdot X} Z^\frac{d-1}{2}
\begin{pmatrix}
\epsilon_{s\omega k} J_- + \frac{i\gamma^a p_a \epsilon_{s\omega k}}{\sqrt{\omega^2 - |k|^2}} J_+ \\
-i\epsilon_{s\omega k} J_- - \frac{\gamma^a p_a \epsilon_{s\omega k}}{\sqrt{\omega^2 - |k|^2}} J_+
\end{pmatrix}.
\]

Here $J_\pm = J_{m\pm1/2}(\sqrt{\omega^2 - |k|^2} Z)$, $\sum_s$ is a sum over polarizations, $\epsilon_{s\omega k}$ are a complete set of boundary spinors, $a_{s\omega k}$ are the corresponding mode amplitudes, and $\gamma^a p_a = -\gamma^0 \omega + \vec{\gamma} \cdot \vec{k}$.

As before, normalizeability of the modes (37) requires $m > -\frac{1}{2}$. But in AdS$_{\text{even}}$ one can flip the sign of the fermion mass by performing a chiral rotation. This leads to an alternate branch of solutions which we discuss in Section 2.3.3.

### 2.3.1 AdS$_{\text{even}}$ extrapolate dictionary

As $Z \to 0$ we can use $J_\nu(x) \sim x^\nu$ to find that

\[
\Psi(T, X, Z) \overset{Z \to 0}{\sim} Z^{m+\frac{d}{2}} \begin{pmatrix}
\psi(T, X) \\
-i\bar{\psi}(T, X)
\end{pmatrix} + \text{(subleading)}.
\]

Given the representation of $\Gamma_Z$ in (33), this means that as $Z \to 0$ the bulk spinor approaches an eigenstate of $\Gamma_Z$ with eigenvalue $-i$

\[
\Gamma_Z \Psi \sim -i\Psi \quad \text{as } Z \to 0.
\]

Up to a factor of $-i$, the two chiral components of the bulk spinor both asymptote to the same Dirac spinor $\psi$ on the boundary. Following the same logic as before we propose that $\psi$ can be identified with a spin-1/2 primary field of dimension $\Delta = m + \frac{d}{2}$ in the CFT.
2.3.2 AdS\textsubscript{even} smearing functions

To recover the bulk field $\Psi(T, X, Z)$ from its boundary behavior $\psi(t, x)$ we follow the same steps as before. By sending $Z \to 0$ in the mode expansion (37) and stripping off a factor $Z^{m+\frac{d}{2}}$ we obtain an expression for $\psi$. A Fourier transform then gives

$$
\sum_s \epsilon_{s,w} \delta_{s,w} = \int \frac{dtdd_{-1}X}{(2\pi)^d} e^{i\omega t} e^{-ik\cdot x} 2^{\nu_+ - \frac{d}{2}} \Gamma(\nu_+ + 1) \left(\frac{\omega^2 - |k|^2}{\omega^2 - |k|^2}\right)^{\nu_+ - \frac{d}{2}} \psi(t, x).
$$

Substituting this back in the bulk mode expansion (37) and bringing some trivial factors out in front\footnote{Factors of $Z^{1/2}$ and $Z^{1/2} \partial_a$, in case you’re curious.} we are left with the integrals (9), (10) of [2], and from (21) in that paper we can read off an expression for the bulk fermion. To save writing it’s convenient to define two combinations that essentially already appeared in (27), namely

$$
\Psi_{1}(T, X, Z) = \frac{Z^{1/2}\Gamma\left(m + \frac{1}{2}\right)}{\pi^{d/2}\Gamma\left(m - \frac{d}{2} + \frac{1}{2}\right)} \int \frac{dtdy}{\pi^{d/2}Z^{2+|y|^2}} \left(\frac{Z^2 - t^2 - |y|^2}{Z}\right)^{m - \frac{d}{2} - \frac{1}{2}} \psi(T + t, X + iy)
$$

$$
\Psi_{2}(T, X, Z) = \frac{Z^{1/2}\Gamma\left(m + \frac{1}{2}\right)}{2\pi^{d/2}\Gamma\left(m - \frac{d}{2} + \frac{3}{2}\right)} \int \frac{dtdy}{\pi^{d/2}Z^{2+|y|^2}} \left(\frac{Z^2 - t^2 - |y|^2}{Z}\right)^{m - \frac{d}{2} + \frac{1}{2}} \gamma^a \partial_a \psi(T + t, X + iy).
$$

In terms of these combinations the bulk Dirac spinor has chiral components given by

$$
\Psi(T, X, Z) = \begin{pmatrix} \Psi_- \\ \Psi_+ \end{pmatrix} = \begin{pmatrix} \Psi_1 + \Psi_2 \\ -i(\Psi_1 - \Psi_2) \end{pmatrix}.
$$

Just as before, for the kernels in (41) to be integrable against smooth test functions we must have $m > \frac{d}{2} - \frac{1}{2}$. If this condition is violated we expect that the smearing functions should be replaced with distributions, as noted for scalar fields in [13, 16, 17].

2.3.3 AdS\textsubscript{even} fields – alternate branch

In AdS\textsubscript{even} an alternate branch of solutions can be obtained by replacing $J_\nu$ with $Y_\nu$ in (37). As shown in Appendix B this alternate branch is normalizable for $m < +\frac{1}{2}$. The simplest way to obtain smearing functions for this alternate branch is to use a symmetry which takes $m \to -m$ and exchanges the two branches of solutions. To this end we define a chirally-rotated bulk field

$$
\Psi^\Gamma(T, X, Z) = \Gamma \Psi(T, X, Z).
$$

\footnote{Factors of $Z^{1/2}$ and $Z^{1/2} \partial_a$, in case you’re curious.}
It’s straightforward to check that $\Psi^\Gamma$ obeys a Dirac equation with the opposite sign for $m$. So we can use (41), (42) to obtain an expression for $\Psi^\Gamma$ which in turn can be used to obtain an expression for $\Psi$. We find that $\Psi$ has the near-boundary behavior

$$
\Psi(T, X, Z) \sim Z^{-m + \frac{d}{2}} \left( \frac{\psi(T, X)}{i\psi(T, X)} \right) + \text{(subleading).} \quad (44)
$$

That is, as $Z \to 0$ the bulk spinor approaches an eigenstate of $\Gamma^Z$ with eigenvalue $+i$

$$
\Gamma^Z \Psi \sim i\Psi \quad \text{as } Z \to 0. \quad (45)
$$

In terms of $\psi$ the bulk field can be expressed as

$$
\Psi(T, X, Z) = \begin{pmatrix} \psi_+ \\ \psi_- \end{pmatrix} = \begin{pmatrix} \Psi_1 + \Psi_2 \\ i(\Psi_1 - \Psi_2) \end{pmatrix}, \quad (46)
$$

where

$$
\Psi_1(T, X, Z) = \frac{Z^{1/2}\Gamma(-m + \frac{1}{2})}{\pi^{d/2}\Gamma(-m - \frac{d}{2} + \frac{1}{2})} \int dt d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{-m - \frac{d}{2} - 1} \psi(T + t, X + iy),
$$

$$
\Psi_2(T, X, Z) = \frac{Z^{1/2}\Gamma(-m + \frac{1}{2})}{2\pi^{d/2}\Gamma(-m - \frac{d}{2} + \frac{3}{2})} \int dt d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{-m - \frac{d}{2} + \frac{1}{2}} \gamma^a \partial_a \psi(T + t, X + iy). \quad (47)
$$

From (44) we see that $\psi$ can be identified with a spinor of dimension $\Delta = -m + \frac{d}{2}$ in the CFT. For this branch of solutions boundary unitarity (or bulk normalizeability) requires $m < +\frac{1}{2}$ but convergence of the integral (47) requires the stronger condition $m < \frac{1}{2} - \frac{d}{2}$.

There is one aspect of this alternate branch which is a bit different from the way things worked in AdS_{odd}. In AdS_{odd} the two branches could be distinguished from the CFT point of view by examining the chirality of the boundary fermion. But in AdS_{even} the CFT has no way to tell the two branches apart. In AdS_{even} it’s best to think of the transformation $\Psi \to \Gamma\Psi$ as a bulk field redefinition which relates the two branches in the bulk but acts trivially on the CFT.

### 3 Recovering bulk correlators

In this section we explicitly compute the bulk-boundary two-point function for Dirac spinors

$$
\langle \Psi(T, X, Z) \bar{\psi}(0) \rangle = \int dt d^{d-1}x \ K(T, X, Z|t, x) \langle \psi_+(t, x) \bar{\psi}_+(0) \rangle \quad (48)
$$
in both AdS$_{\text{even}}$ and AdS$_{\text{odd}}$. The necessary CFT boundary data is contained in the Dirac spinor boundary two-point function \[18, 7, 8\]

\[
\langle \psi(t, x) \bar{\psi}(0) \rangle = \frac{\gamma^a x_a}{(-t^2 + |x|^2)^{m + \frac{d}{2} + \frac{1}{2}}}.
\] (49)

The application of the smearing functions to the boundary data involves $d$ dimensional integrals which can be evaluated using the same techniques as in \[3, 13\]. The following identity will be useful

\[
I(\alpha, \beta; T, X, Z) = \int_{t^2 + |y|^2 < Z^2} dt d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{\alpha} \frac{1}{[-(T + t)^2 + (X + iY)^2]^\beta} = \pi \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha + \frac{d}{2} + 1)} \frac{Z^{\alpha + d}}{(-T^2 + |X|^2)^{\frac{d}{2}}} F_1 \left( \beta, \beta - \frac{d}{2} + 1; \alpha + \frac{d}{2} + 1; -\frac{Z^2}{(-T^2 + |X|^2)} \right),
\] (50)

where $F_1(a, b; c; x)$ is the ordinary hypergeometric function.

All correlators that we obtain are functions of the AdS invariant distance

\[
\sigma(T, X, Z|T', X', Z') = \frac{Z^2 + Z'^2 - (T - T')^2 + |X - X'|^2}{2ZZ'},
\] (51)
as expected.

### 3.1 AdS$_{\text{odd}}$

We now compute the two-point function in CFT$_{\text{even}}$/AdS$_{\text{odd}}$ by applying the smearing functions \[27\] to \[49\]. The boundary Dirac spinors in terms of their chiral components are $\psi = \begin{pmatrix} \psi_- \\ \psi_+ \end{pmatrix}$. Using the convention for the Dirac matrices \[13\], remembering that

\[
\psi \bar{\phi} = \psi \phi^\dagger \gamma^0 = \begin{pmatrix} \psi_- \phi^\dagger_- \sigma^0 & \psi_- \phi^\dagger_+ \sigma^0 \\ \psi_+ \phi^\dagger_- \sigma^0 & \psi_+ \phi^\dagger_+ \sigma^0 \end{pmatrix},
\] (52)

we identify the lower-left quadrant as the relevant boundary two-point function of chiral spinors.

\[
\langle \psi_+(t, x) \psi^\dagger_+(0) \rangle \sigma^0 = \frac{\bar{\sigma}^a x_a}{(-t^2 + |x|^2)^{m + \frac{d}{2} + \frac{1}{2}}} = \frac{1}{D} \left( -t^2 + |x|^2 \right)^{m + \frac{d}{2} - \frac{1}{2}}.
\] (53)
The introduction of the differential operator
\[
\mathcal{D} = -\frac{1}{2m+d-1}\bar{\sigma}^a\partial_a
\]  
(54)
allows us to apply (50) in the upcoming integrals.

Using the constant 
\[C_1 = \frac{\Gamma(m+\frac{1}{2})}{\pi^{d/2}\Gamma(m-d+\frac{3}{2})},\]
we compute
\[
\langle \Psi_+(T, X, Z)\psi_+^\dagger(0) \rangle \bar{\sigma}^0 = \left( Z^2 - t^2 - |y|^2 \right)^{m-\frac{d}{2}-\frac{1}{2}} \int_{t^2+|y|^2<Z^2} dt \, d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{m-\frac{d}{2}-\frac{1}{2}} \mathcal{D} \frac{1}{(-T^2 - |X + iy|^2)^{m+\frac{3}{2}+\frac{1}{2}}}.
\]
(55)

After acting with the differential operator \( \mathcal{D} \), we arrive at the bulk-boundary two-point function\(^{10}\)
\[
\langle \Psi_+(T, X, Z)\psi_+^\dagger(0) \rangle \bar{\sigma}^0 = \left( Z^2 - t^2 - |y|^2 \right)^{m-\frac{d}{2}-\frac{1}{2}} \int_{t^2+|y|^2<Z^2} dt \, d^{d-1}y \left( \frac{Z^2 - t^2 - |y|^2}{Z} \right)^{m-\frac{d}{2}-\frac{1}{2}} \mathcal{D} \frac{1}{(-T^2 - |X + iy|^2)^{m+\frac{3}{2}+\frac{1}{2}}}.
\]
(56)

Using the constant \( C_2 = \frac{\Gamma(m+\frac{1}{2})}{2\pi^{d/2}\Gamma(m-d+\frac{3}{2})} \), we obtain the other component
\[
\langle \Psi_-(T, X, Z)\psi_+^\dagger(0) \rangle \bar{\sigma}^0 = \left( Z^2 - t^2 - |y|^2 \right)^{m-\frac{d}{2}+\frac{1}{2}} i\sigma^a\partial_a \left\langle \psi_+(T + t, X + iy)\psi_+^\dagger(0) \right\rangle \bar{\sigma}^0.
\]
\]
(57)

The combination of differential operators \( \sigma^a\partial_a\mathcal{D} \) is proportional to
\[
\sigma^a\partial_a\bar{\sigma}^b\partial_b = \frac{1}{2}(\sigma^a\bar{\sigma}^b + \sigma^b\bar{\sigma}^a)\partial_a\partial_b = -\eta^{mn}\partial_m\partial_n,
\]
(58)
\(^{10}\)\( _2F_1(\alpha; \beta; \beta; x) = (1 - x)^{-\alpha}. \)
where we used (12). After acting with the differential operators, we arrive at
\[
\left\langle \Psi_-(T, X, Z)\psi_+(0) \right\rangle \bar{\sigma}^0 = iZ^{m+\frac{d}{2}+1} \frac{1}{(-T^2 + |X|^2 + Z^2)^{m+\frac{d}{2}+\frac{1}{2}}}.
\tag{59}
\]

Equations (56) and (59) are the only non-zero components of the bulk-boundary two-point function (48). Using the projection operator \( P_{\pm} = \frac{1}{2}(\mathbb{1} \pm \gamma) \), where \( \gamma \) is the chirality matrix (10), we can summarize the results as
\[
\left\langle \Psi(T, X, Z)\bar{\psi}(0) \right\rangle = Z^m + \frac{d}{2} \frac{\gamma^a X_a - i\gamma Z}{(-T^2 + |X|^2 + Z^2)^{m+\frac{d}{2}+\frac{1}{2}}} P_- \Gamma^A X_A P_- \tag{60}
\]

This computation confirms that the application of our smearing functions correctly reproduces the known results of [7, 8, 19], which have been obtained through different methods.

We now check that we recover the boundary data from the bulk-boundary two-point functions in the boundary limit. Starting with (56), we have
\[
\lim_{Z \to 0} Z^{-m-\frac{d}{2}} \left\langle \psi_+(T, X, Z)\psi_+(0) \right\rangle \bar{\sigma}^0 = \frac{\bar{\sigma}^a X_a}{(-T^2 + |X|^2 + Z^2)^{m+\frac{d}{2}+\frac{1}{2}}},
\tag{61}
\]
which correctly reproduces (53). The boundary limit of (59) vanishes due to the extra factor of \( Z \).

### 3.2 AdS_{even}

The computations of two-point functions in AdS_{even}/CFT_{odd} is analogous to the previous case. Using our conventions (33), we simply identify \( \sigma \) and \( \bar{\sigma} \) with \( \gamma \), and the CFT operator is now the entire boundary spinor \( \psi \). The application of the smearing functions (41) results in essentially the same integrals as above, and we obtain
\[
\left\langle \Psi_1(T, X, Z)\psi_+(0) \right\rangle \gamma^0 = Z^{m+\frac{d}{2}} \frac{\gamma^a X_a}{(-T^2 + |X|^2 + Z^2)^{m+\frac{d}{2}+\frac{1}{2}}},
\tag{62}
\]
\[
\left\langle \Psi_2(T, X, Z)\psi_+(0) \right\rangle \gamma^0 = Z^{m+\frac{d}{2}+1} \frac{1}{(-T^2 + |X|^2 + Z^2)^{m+\frac{d}{2}+\frac{1}{2}}},
\tag{63}
\]

The Dirac components can be given with (12). To present the result we define an enlarged boundary field with the same number of components as the bulk spinor.
\[
\Psi_{\text{bdy}} = \begin{pmatrix} \psi \\ -i\psi \end{pmatrix}
\tag{64}
\]

\[11 \frac{d}{dx^2} F_1(\alpha, \beta; \gamma; x) = \frac{\alpha}{\gamma} F_1(\alpha + 1, \beta + 1; \gamma + 1; x)\]
Then the bulk-boundary correlator in AdS_{even} can be presented in a form similar to (60),
\[ \langle \Psi(T, X, Z) \tilde{\Psi}_{\text{bdy}}(0) \rangle = Z^{m+\frac{d}{2}} \frac{2 \Gamma^A X_A P_-}{(-T^2 + |X|^2 + Z^2)^{m+\frac{d}{2}+\frac{1}{2}}} \] (65)
where \( P_- = \frac{1}{2}(1 - i \Gamma^Z) \) projects onto a definite \( \Gamma^Z \) eigenvalue.

4 CFT modular flow as a bulk Lie derivative

In this section we compute the action of the CFT modular Hamiltonian on the CFT representation of bulk fermion operators. We compare the results to the action of a bulk Lie derivative along a Killing vector on bulk spinors. We find perfect agreement.

Before we start, let us state a few results that we will need later. The CFT modular Hamiltonian in the vacuum state, for a spherical region of radius \( R \) centered around the origin, is given by
\[ \frac{1}{2\pi} H_{\text{mod}} = \frac{1}{2R}(Q_0 - R^2 P_0), \] (66)
where \( Q_0 \) generates a special conformal transformation in the time direction and \( P_0 \) generates a translation in the time direction. The action of the CFT modular Hamiltonian on a CFT primary Dirac fermion is given by
\[ \frac{1}{2\pi i} [H_{\text{mod}}, \psi(t, x)] = \frac{1}{2R} \left( (x^2 + t^2 - R^2) \partial_t + 2tx^i \partial_i + 2t \Delta - x^i \gamma^0 \chi^i \right) \psi(t, x), \] (67)
where \( \gamma^a \) are the Dirac matrices in the CFT and \( \Delta \) is the conformal dimension of the primary fermion. We define the smearing function
\[ K_{\Delta, d}(Z, X, T|t, x) = \Theta \left( \frac{Z^2 + (X - x)^2 - (T - t)^2}{Z} \right) \left( \frac{Z^2 + (X - x)^2 - (T - t)^2}{Z} \right)^{\Delta-d}, \] (68)
where \( \Theta(x) \) is the step function. We state a result from [20, 21]. For any operator \( O(t, x) \) in the CFT, with \( x = X + iy \),
\[ \frac{1}{2R} \int dt dx dK_{\Delta, d}(Z, X, T|t, x) \left( (x^2 + t^2 - R^2) \partial_t + 2tx \partial_x + 2\Delta t \right) O(t, x) \]
\[ = \xi^M \partial_M \int dt dx dK_{\Delta, d}(Z, X, T|t, x) O(t, x), \] (69)
where
\[ (\xi^T, \xi^X, \xi^Z) = \left( \frac{1}{2R} (Z^2 + X^2 + T^2 - R^2), \frac{TX}{R}, \frac{TZ}{R} \right). \] (70)
This can be generalized to a spherical region centered around \( X_0 \) by replacing \( X \rightarrow X - X_0 \) in the above result.
4.1 AdS\textsubscript{odd} / CFT\textsubscript{even}

The CFT Dirac matrices are given by

$$\gamma^a = \left( \begin{array}{cc} 0 & \sigma^a \\ \bar{\sigma}^a & 0 \end{array} \right),$$

(71)

where the matrices $\sigma^a, \bar{\sigma}^a$ satisfy

$$\sigma^a \sigma^b + \sigma^b \sigma^a = -2i \eta^{ab} \mathbb{1},$$

$$\bar{\sigma}^a \sigma^b + \sigma^b \bar{\sigma}^a = -2i \eta^{ab} \mathbb{1}. \hspace{1cm} (72)$$

The action of the modular Hamiltonian on a primary chiral fermion is then given by

$$\frac{1}{2\pi i} [H_{\text{mod}}, \psi_+(t, x)] = \frac{1}{2R} \left( (x^2 + t^2 - R^2) \partial_t + 2tx^i \partial_i + 2t \left( \Delta - \frac{1}{2} \right) + (t - x^i \bar{\sigma}^0 \sigma^i) \right) \psi_+(t, x).$$

(73)

From Section 2.2.2, the representation of a Dirac fermion in the bulk of AdS\textsubscript{d+1} of mass $m = \Delta - \frac{d}{2}$, using $x = X + iY$, is given by

$$\Psi_+(T, X, Z) = \frac{Z^{1/2} \Gamma(\Delta - \frac{d}{2} + \frac{1}{2})}{\pi^{d/2} \Gamma(\Delta - d + \frac{3}{2})} \int dtd^{-1} y K_{\Delta - \frac{1}{2}, d}(Z, X, T|t, x) \psi_+(t, x)$$

$$\Psi_-(T, X, Z) = \frac{Z^{1/2} \Gamma(\Delta - \frac{d}{2} + \frac{1}{2})}{2\pi^{d/2} \Gamma(\Delta - d + \frac{3}{2})} \int dtd^{-1} y K_{\Delta + \frac{1}{2}, d}(Z, X, T|t, x) i \sigma^a \partial_a \psi_+(t, x).$$

(74)

$$\hspace{1cm} (75)$$

We now compute

$$\frac{1}{2\pi i} [H_{\text{mod}}, \Psi_+(Z, X, T)] = \frac{Z^{1/2} \Gamma(\Delta - \frac{d}{2} + \frac{1}{2})}{2R \pi^{d/2} \Gamma(\Delta - d + \frac{3}{2})} \int dtd^{-1} y K_{\Delta - \frac{1}{2}, d}(Z, X, T|t, x) \times \left\{ (x^2 + t^2 - R^2) \partial_t + 2tx^i \partial_i + 2t \left( \Delta - \frac{1}{2} \right) \right\} \psi_+(t, x) + (t - x^i \bar{\sigma}^0 \sigma^i) \psi_+(t, x).$$

(76)

The first factor in curly brackets in the second line has the form (69), thus it gives

$$Z^{1/2} \xi^M \partial_M (Z^{-1/2} \Psi_+(Z, X, T)) = \xi^M \partial_M \Psi_+ - \frac{T}{2R} \Psi_+. \hspace{1cm} (77)$$

The second factor in the second line can be written as

$$\frac{Z^{1/2} \Gamma(\Delta - \frac{d}{2} + \frac{1}{2})}{\pi^{d/2} \Gamma(\Delta - d + \frac{3}{2})} \int dtd^{-1} y K_{\Delta - \frac{1}{2}, d}(Z, X, T|t, x)((t-T) - (x^i \bar{\sigma}^0 \sigma^i)) \psi_+(t, x) + \frac{1}{2R} (T - X^i \bar{\sigma}^0 \sigma^i) \Psi_+. \hspace{1cm} (78)$$
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The first factor (involving the integral) can be written as
\[
-\frac{Z}{2(\Delta - d + \frac{1}{2})} \frac{Z^{1/2} \Gamma(\Delta - d + \frac{1}{2})}{\pi^{d/2} \Gamma(\Delta - d + \frac{1}{2})} \int dtd^{-1}y \ \left((\partial_t + \bar{\sigma}^0 \sigma^i \partial_i) K_{\Delta + \frac{1}{2}, d}(Z, X, T | t, x)\right) \psi_+(t, x),
\]
which after integration by parts becomes
\[
-\frac{i}{2R} \bar{\sigma}^0 \Psi_-. \tag{80}
\]

Thus overall we find
\[
\frac{1}{2\pi i} [H_{\text{mod}}, \Psi_+] = \xi^M \partial_M \Psi_+ - \frac{X^i}{2R} \bar{\sigma}^0 \sigma^i \psi_+ - i \frac{Z}{2R} \bar{\sigma}^0 \Psi_. \tag{81}
\]

Let us now compute \(\frac{1}{2\pi i} [H_{\text{mod}}, \Psi_-]\). For this, using equation (67), we compute
\[
\frac{1}{2\pi i} [H_{\text{mod}}, \sigma^a \partial_a \psi_+] = \frac{1}{2R} \left((x^2 + t^2 - R^2) \partial_t + 2tx^i \partial_i + 2t \left(\Delta + \frac{1}{2}\right)\right) \sigma^a \partial_a \psi_+ + \frac{1}{2R} \left(t \sigma^a \partial_a + (2\Delta - d + 1) \sigma^0 + \sigma^j x_j \partial_t - x^i \sigma^0 \bar{\sigma}^i \sigma^j \partial_j\right) \psi_+ \tag{82}
\]
so
\[
\frac{1}{2\pi i} [H_{\text{mod}}, \Psi_-] = \frac{Z^{1/2} \Gamma(\Delta - d + \frac{1}{2})}{2\pi^{d/2} \Gamma(\Delta - d + \frac{1}{2})} \int dtd^{-1}y K_{\Delta + \frac{1}{2}, d}(Z, X, T | t, x)
\left\{ \frac{1}{2R} \left((x^2 + t^2 - R^2) \partial_t + 2tx^i \partial_i + 2t \left(\Delta + \frac{1}{2}\right)\right) \sigma^a \partial_a \psi_+ \right.
\left. + \frac{1}{2R} \left(t \sigma^a \partial_a + (2\Delta - d + 1) \sigma^0 + \sigma^j x_j \partial_t - x^i \sigma^0 \bar{\sigma}^i \sigma^j \partial_j\right) i \psi_+ \right\}. \tag{83}
\]

The contribution of the second line of (83) has the form (69), thus it contributes
\[
Z^{1/2} \xi^M \partial_M (Z^{-1/2} \Psi_-). \tag{84}
\]

The third line can be written as
\[
\frac{1}{2R} (T - X^i \sigma^0 \bar{\sigma}^i) i \sigma^a \partial_a \psi_+ + \frac{1}{2R} \left((t - T) \sigma^a \partial_a + (2\Delta - d + 1) \sigma^0 + \sigma^j (x_j - X_j) \partial_t - (x^i - X^i) \sigma^0 \bar{\sigma}^i \sigma^j \partial_j\right) i \psi_+. \tag{85}
\]

The first line of (85) results in a contribution of
\[
\frac{T}{2R} \Psi_- - \frac{X^i}{2R} \sigma^0 \bar{\sigma}^i \Psi_-. \tag{86}
\]
The second line in (85) can be integrated by parts inside the integral of (83) and after some algebra it is seen to take the form
\[ i \frac{Z}{2R} \sigma^0 \Psi_+. \]  
(87)
Thus overall we find
\[ \frac{1}{2\pi i} [H_{\text{mod}}, \Psi_-] = \xi^M \partial_M \Psi_- - \frac{X^i}{2R} \sigma^0 \sigma^i \Psi_- + i \frac{Z}{2R} \sigma^0 \Psi_+. \]  
(88)

4.2 AdS\text{even} / CFT\text{odd}

Here we start with a Dirac fermion \( \psi(t, x) \) and the Dirac matrices \( \gamma^a \) in the CFT. The action of the modular Hamiltonian is
\[ \frac{1}{2\pi i} [H_{\text{mod}}, \psi_0] = \frac{1}{2R} \left( (x^2 + t^2 - R^2) \partial_t + 2tx^i \partial_i + 2t \Delta - x^i \gamma^0 \gamma^i \right) \psi(t, x) \]  
(89)
from which we can compute
\[ \frac{1}{2\pi i} [H_{\text{mod}}, \gamma^a \partial_a \psi_0] = \frac{1}{2R} \left( (x^2 + t^2 - R^2) \partial_t + 2tx^i \partial_i + 2t(\Delta + \frac{1}{2}) \right) \gamma^a \partial_a \psi(t, x) \]  
\[ + \frac{1}{2R} \left( t \gamma^a \partial_a + (2\Delta - d + 1) \gamma^0 + x_i \gamma^i \partial_t + x_i \gamma^i \gamma^0 \gamma^j \partial_j \right) \psi(t, x). \]  
(90)

Starting with the expressions for \( \Psi_1 \) and \( \Psi_2 \) in Section 2.3.2 with steps similar to the computation in AdS_{odd}, we find
\[ \frac{1}{2\pi i} [H_{\text{mod}}, \Psi_1(T, X, Z)] = \xi^M \partial_M \Psi_1 - \frac{X^i}{2R} \gamma^0 \gamma^i \Psi_1 + \frac{Z}{2R} \gamma^0 \Psi_2 \]  
(91)
\[ \frac{1}{2\pi i} [H_{\text{mod}}, \Psi_2(T, X, Z)] = \xi^M \partial_M \Psi_2 - \frac{X^i}{2R} \gamma^0 \gamma^i \Psi_2 + \frac{Z}{2R} \gamma^0 \Psi_1. \]  
(92)

4.3 Bulk spinor Lie derivative

Given a bulk Killing vector field \( \xi^M \), one can define a natural bulk spinor Lie derivative
\[ \mathcal{L}_\xi \Psi = \xi^M \nabla_M \Psi - \frac{1}{8} (\nabla_M \xi_N - \nabla_N \xi_M) e^M_A e^N_B \Gamma^A \Gamma^B \Psi, \]  
(93)
where
\[ \nabla_M = \partial_M - \frac{1}{8} \omega^A_M [\Gamma_A, \Gamma_B], \quad \{\Gamma_A, \Gamma_B\} = -2\eta_{AB}. \]  
(94)
The \((M, N)\) indices are raised and lowered with the bulk metric and the \((A, B)\) indices are raised and lowered with \(\eta_{AB}\). Our Killing field is given by

\[
(\xi^T, \xi^X, \xi^Z) = \left( \frac{1}{2R} \left( Z^2 + X^2 + T^2 - R^2 \right), \frac{TX}{R}, \frac{TZ}{R} \right). \tag{95}
\]

Using all this, we find the bulk result

\[
\mathcal{L}_\xi \Psi = \xi^M \partial_M \Psi - \frac{X^j}{2R} \Gamma^0 \Gamma^j \Psi - \frac{Z}{2R} \Gamma^0 \Gamma^Z \Psi. \tag{96}
\]

### 4.3.1 AdS\(_{\text{odd}}\)

For AdS\(_{\text{odd}}\) we have

\[
\Gamma^a = \begin{pmatrix} 0 & \sigma_a \\ \bar{\sigma}_a & 0 \end{pmatrix}, \quad \Gamma^Z = i \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \tag{97}
\]

thus we find

\[
\mathcal{L}_\xi \Psi_+ = \xi^M \partial_M \Psi_+ - \frac{X^j}{2R} \sigma^0 \sigma^j \Psi_+ - \frac{iZ}{2R} \sigma^0 \Psi_- \tag{98}
\]

\[
\mathcal{L}_\xi \Psi_- = \xi^M \partial_M \Psi_- - \frac{X^j}{2R} \sigma^0 \bar{\sigma}^j \Psi_- + \frac{iZ}{2R} \bar{\sigma}^0 \Psi_+ \tag{99}
\]

which agrees with (81) and (88).

### 4.3.2 AdS\(_{\text{even}}\)

For AdS\(_{\text{even}}\) we have

\[
\Gamma^a = \begin{pmatrix} 0 & \gamma^a \\ \gamma^a & 0 \end{pmatrix}, \quad \Gamma^Z = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \tag{100}
\]

thus we find

\[
\mathcal{L}_\xi \Psi_+ = \xi^M \partial_M \Psi_+ - \frac{X^j}{2R} \gamma^0 \gamma^j \Psi_+ - \frac{Z}{2R} \gamma^0 \Psi_+ \tag{101}
\]

\[
\mathcal{L}_\xi \Psi_- = \xi^M \partial_M \Psi_- - \frac{X^j}{2R} \gamma^0 \gamma^j \Psi_- + \frac{Z}{2R} \gamma^0 \Psi_- \tag{102}
\]

With \(\Psi_1 = \frac{1}{2}(\Psi_- + i\Psi_+)\) and \(\Psi_2 = \frac{1}{2}(\Psi_- - i\Psi_+)\) we recover (91) and (92).
5 Chirality and reality conditions

So far we’ve considered Dirac spinors in AdS. We’ve developed smearing functions appropriate to either the $J_\nu$ or $Y_\nu$ branch of solutions, finding that

- A Dirac spinor in $\text{AdS}_{\text{odd}}$ is dual to a chiral spinor in $\text{CFT}_{\text{even}}$.
- A Dirac spinor in $\text{AdS}_{\text{even}}$ is dual to a Dirac spinor (which has half as many components) in $\text{CFT}_{\text{odd}}$.

But as reviewed in Appendix C, depending on the number of dimensions it may be possible to impose additional conditions on the bulk spinor representation: that it be chiral, or real, or both. And as reviewed in Appendix B a fermion in AdS must satisfy one of a limited choice of boundary conditions. Our goal in this section is to figure out when a spinor projection in the bulk is compatible with AdS boundary conditions. In cases where they’re compatible we want to identify the corresponding projection condition in the CFT.

We begin by summarizing our results. The compatible spinor projections are as follows.

- A Dirac spinor in $\text{AdS}_3$ is dual to a chiral spinor on the boundary. A reality condition can be imposed on both sides of the duality, so a Majorana spinor in $\text{AdS}_3$ is dual to a Majorana - Weyl spinor on the boundary.
- A Dirac spinor in $\text{AdS}_4$ is dual to a Dirac spinor on the boundary. A reality condition can be imposed on both sides, so a Majorana spinor in $\text{AdS}_4$ is dual to a Majorana spinor in $\text{CFT}_3$. In $\text{AdS}_4$ Majorana and chiral spinors are equivalent, so a chiral spinor in $\text{AdS}_4$ can also be expressed in terms of a Majorana spinor in $\text{CFT}_3$.
- A Dirac spinor in $\text{AdS}_{10}$ is dual to a Dirac spinor on the boundary. A reality condition can be imposed on both sides, so a Majorana spinor in $\text{AdS}_{10}$ is dual to a Majorana spinor in $\text{CFT}_9$.

The list above exhausts the distinct possibilities, with the pattern of compatible projections repeating in dimension mod 8.

The argument leading to this list is as follows. As reviewed in Appendix B, fermions in AdS must satisfy one of two types of boundary conditions

\[
\begin{align*}
J \text{ type:} & \quad \Gamma \bar{Z} \Psi = -i \Psi \quad \text{as} \ Z \to 0 \quad (103) \\
Y \text{ type:} & \quad \Gamma \bar{Z} \Psi = i \Psi \quad \text{as} \ Z \to 0.
\end{align*}
\]

(By $\doteq$ we mean the coefficient of the leading $Z \to 0$ behavior of the two sides is the same.)
First we consider chiral spinors in AdS\textsubscript{even}. Could a bulk field be an eigenstate of the chirality operator $\Gamma$? Starting from $\Gamma^Z \Psi \doteq \pm i \Psi$ and applying $\Gamma$ to both sides gives $\Gamma^Z \Gamma \Psi \doteq \mp i \Gamma \Psi$. That is, $\Psi$ and $\Gamma \Psi$ obey opposite boundary conditions, as we indeed saw in Section 2.3.3. So AdS boundary conditions are not compatible with having a bulk spinor of definite chirality.

Next consider imposing a Majorana condition. We start from
\[ \Gamma^Z \Psi \doteq \pm i \Psi \quad (105) \]
and apply charge conjugation $\Psi^C = X \Psi^*$ to both sides. Here $X = D$ or $X = \tilde{D}$ as reviewed in Appendix [C]. This leads to
\[ X(\Gamma^Z)^* X^{-1} \Psi^C \doteq \mp i \Psi^C. \quad (106) \]
So a Majorana condition $\Psi = \Psi^C$ is compatible with AdS boundary conditions if and only if $X(\Gamma^Z)^* X^{-1} = -\Gamma^Z$. From Appendix [C] this only happens in AdS\textsubscript{d+1} if the bulk spacetime dimension satisfies $d+1 = 2, 3, 4 \pmod{8}$. This leads to the possibilities for Majorana spinors given above. A curious fact, which appears unrelated: this is also the list of dimensions in which a Majorana mass term is possible, see Appendix [C] for details.

Finally, there is one special case to consider. A chiral spinor is not compatible with the AdS boundary conditions (103), (104). But in AdS\textsubscript{4} a Majorana spinor is allowed, and moreover in AdS\textsubscript{4} chiral and Majorana spinors are equivalent as Lorentz representations. So there must be a consistent boundary condition that describes a chiral spinor in AdS\textsubscript{4}. The appropriate boundary condition is
\[ \Gamma^Z \Psi_{\text{chiral}} \doteq \pm i \Psi^C_{\text{chiral}}, \quad (107) \]
This boundary condition is only possible if $d + 1 = 4 \pmod{8}$. It accounts for the last case given above, of a chiral spinor in AdS\textsubscript{4} being dual to a Majorana spinor in CFT\textsubscript{3}.

6 Conclusions

In this paper we developed an approach to reconstructing bulk fermions in AdS in terms of the CFT. We obtained smearing functions that let us represent a free bulk fermion as an
operator in the CFT, calculated the bulk-boundary correlators, showed that bulk fermions transform as expected under modular flow, and saw that in some cases chirality and reality conditions can be imposed. We conclude with a few directions for further development.

In this paper we only considered free fermions in the bulk. To describe an interacting bulk fermion, presumably one has to add a tower of higher-dimension multi-trace operators. This has been shown in considerable detail for scalar fields [4]. It would be interesting to identify the appropriate CFT operators and carry out the construction of interacting spin-1/2 fields.

In Section 4 we showed that the bulk fermions we have constructed transform as expected under boundary modular flow. It should be possible to reverse the logic and use modular flow as a starting point for constructing bulk fermions, along the lines used in [21], to construct bulk massive vectors by considering intersecting RT surfaces.
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A Conventions for spin matrices

The covariant derivative in any representation can be written in terms of a set of spin matrices $\Sigma_{ab}$

$$D_{\mu} = \partial_{\mu} + \frac{1}{2} \omega_{\mu}^{ab} \Sigma_{ab}. \tag{108}$$

In the vector representation we took $D_{\mu} v^a = \partial_{\mu} v^a + \omega_{\mu}^{ab} v^b$ (this is the representation that was used in (5) to determine the spin connection). This means that in the vector representation we’re using

$$(\Sigma_{ab})^c_d = \delta^c_a \eta_{bd} - \delta^c_b \eta_{ad}. \tag{109}$$

These matrices generate the Lorentz algebra (suppressing the matrix indices)

$$[\Sigma_{ab}, \Sigma_{cd}] = -\eta_{ac} \Sigma_{bd} + \eta_{ad} \Sigma_{bc} + \eta_{bc} \Sigma_{ad} - \eta_{bd} \Sigma_{ac}. \tag{110}$$

Given a set of Dirac matrices obeying $\{\Gamma^a, \Gamma^b\} = -2 \eta^{ab}$ one can check that by setting

$$\Sigma_{ab} = -\frac{1}{4} \{\Gamma^a, \Gamma^b\} \tag{111}$$

we obtain exactly the same algebra. This shows that (111) are the appropriate spin matrices to use in the spinor representation and leads to the spinor covariant derivative (7). In comparing to the literature note that the minus sign appearing in the Clifford algebra is correlated with the minus sign appearing in the spin matrices.
B The mass spectrum

In this section we derive the spectrum of free, massive fermions in the AdS$_{d+1}$/CFT$_d$ correspondence and derive the analog to the BF bound for fermions. The case of free, massive scalar fields in AdS was first discussed in [15]. It was shown that the theory is unitary only if the mass obeys $m^2 > -\frac{d^2}{4}$. In addition, it was shown that in the window of $-\frac{d^2}{4} < m^2 < -\frac{d^2}{4} + 1$ two AdS-invariant quantizations are possible, while for $m^2 > -\frac{d^2}{4} + 1$ only a single, unique solution is admissible. We will now derive the analog constraints for the fermionic case.

B.1 The Dirac equation

We conduct our analysis of fermions in the Poincaré patch of Lorentzian AdS$_{d+1}$. The equation of motion associated with the action (6) is the Dirac equation

$$(i\Gamma^A e^M_A D_M - m) \Psi = 0, \quad (112)$$

where the Dirac operator is given by

$$\Gamma^A e^M_A D_M = Z\Gamma^A \partial_A - \frac{d}{2}\Gamma^Z$$

$$(113)$$

$$Z\Gamma^a \partial_a + Z\Gamma^Z \partial_Z - \frac{d}{2}\Gamma^Z. \quad (114)$$

The components of the spinor also satisfy the squared Dirac equation

$$(i\Gamma^A e^M_A D_M - m) (i\Gamma^A e^M_A D_M + m) \Psi = 0, \quad (115)$$

which can be written as the Klein-Gordon-like equation

$$\left[\eta^{MN} \partial_M \partial_N - \frac{d}{Z} \partial_Z + \frac{1}{Z^2} \left(\frac{d^2}{4} + \frac{d}{2} - m^2 + im\Gamma^Z\right)\right] \Psi = 0. \quad (116)$$

Using the ansatz

$$\Psi(T, X, Z) = e^{-i\omega T} e^{i k \cdot X} \phi(Z), \quad (117)$$

we obtain the second order differential equation

$$\phi'' - \frac{d}{Z} \phi' + \left(q^2 - \frac{M^2}{Z^2}\right) \phi = 0, \quad (118)$$
where we denoted \( \gamma = i \Gamma^Z \), \( M^2 = m^2 - \gamma m - \frac{d^2}{4} - \frac{d}{2} \) and \( q^2 = \omega^2 - |k|^2 \). It is implied that all terms except \( \gamma \) are multiples of the unit matrix. With a basis of eigenspinors \( \gamma \epsilon_{\pm} = \pm \epsilon_{\pm} \), the solution to (118) is

\[
\Psi(T, X, Z) = e^{-i\omega T} e^{ik \cdot X} Z^{d+1 \over 2} \left[ a_1 \epsilon_+ J_{\nu_+} (q Z) + a_2 \epsilon_- J_{\nu_-} (q Z) \right],
\]

(119)

where \( J_{\alpha}(x) \) are Bessel functions of the first kind, \( \nu_\pm = m \pm \frac{1}{2} \) and \( a_i \) are constants. There is a second branch of solutions in terms of Bessel functions of the second kind \( Y_{\alpha}(x) \) with constants \( b_i \)

\[
\Psi(T, X, Z) = e^{-i\omega T} e^{ik \cdot X} Z^{d+1 \over 2} \left[ b_1 \epsilon_+ Y_{\nu_+} (q Z) + b_2 \epsilon_- Y_{\nu_-} (q Z) \right].
\]

(120)

Since the Dirac equation is of first order, the constants are not independent for each branch. By plugging the solutions of the Klein-Gordon equation into the Dirac equation, we find the mode expansion (16) and (37) for AdS_odd and AdS_even, respectively.

**B.2 Boundary behavior and normalizability**

For \( 0 < x \ll \sqrt{\nu + 1} \), the Bessel functions behave like

\[
J_{\nu}(x) \sim x^{\nu}, \quad Y_{\nu}(x) \sim x^{-\nu}.
\]

(121)

The behavior near the boundary (\( Z \rightarrow 0 \)) of (119) and (120) is thus

\[
\Psi(T, X, Z) \sim \epsilon_+ \left( Z^{m+\nu+1 \over d} \left[ \psi_+(T, X) + {\mathcal {O}}(Z^2) \right] + Z^{-m+\nu+1 \over d} [\chi_+(T, X) + {\mathcal {O}}(Z^2)] \right) \\
+ \epsilon_- \left( Z^{m-\nu+1 \over d} \left[ \psi_-(T, X) + {\mathcal {O}}(Z^2) \right] + Z^{-m-\nu+1 \over d} [\chi_-(T, X) + {\mathcal {O}}(Z^2)] \right).
\]

(122)

We can now determine which of the fields corresponds to a source in the CFT and which describes a physical fluctuation of the CFT without sources by requiring that the norm of the physical state is finite.

The norm of a spinor in curved space-time is given by

\[
\langle \Psi | \Psi \rangle = \int_{\Sigma} d\Sigma \sqrt{|g_{\Sigma}|} \, n_M e^M_A \Psi \gamma^A \Psi,
\]

(123)

where \( n^M \) is a future-directed unit vector orthogonal to the spacelike Cauchy surface \( \Sigma \), \( g_{\Sigma} \) is the determinant of the induced metric and \( \Psi = \Psi \Gamma^0 \). Divergences of the norm may arise from contributions near the boundary. Choosing a constant time slice, we obtain

\[
\langle \Psi | \Psi \rangle \sim \int_{t=\text{const}} dZ \, Z^{-d} \psi^\dagger \psi.
\]

(124)

By plugging in the expansion (122) and requiring finiteness of the norm, we distinguish three cases:
• If $m > \frac{1}{2}$, the Bessel functions of the first kind are normalizable and $\psi$ is a physical fluctuation on the boundary, while $\chi$ is a source.

• If $m < -\frac{1}{2}$, the Bessel functions of the second kind are normalizable and the role of $\psi$ and $\chi$ is interchanged.

• In the window $-\frac{1}{2} < m < \frac{1}{2}$ both solutions are normalizable, and one must decide which field represents the source and which represents a physical (source-free) fluctuation [11].

A convenient way to characterize the physical field is in terms of the boundary condition it satisfies. The possibilities are

\begin{align*}
\text{J-type or standard branch:} & \quad \Gamma^Z \Psi = -i \Psi \quad \text{as } Z \to 0 \\
\text{Y-type or alternate branch:} & \quad \Gamma^Z \Psi = i \Psi \quad \text{as } Z \to 0.
\end{align*}

(\doteq \text{means the coefficient of the leading } Z \to 0 \text{ behavior of the two sides is the same.}) One can see this $Z \to 0$ behavior explicitly in (17), (31), (38), (44). These boundary conditions have several desirable features. They lead to a well-defined variational principle, after adding suitable surface terms to the Dirac action [7, 22]. Also, as discussed for example in [23], they imply a vanishing flux of momentum and fermion number through the boundary.

These bounds we have given are the equivalent of the Breitenlohner-Freedman bound for fermions. We identify the scaling dimension of the fermion for the two possible branches as

$$\Delta = \pm m + \frac{d}{2},$$  \hspace{1cm} (127)

where the plus sign is chosen for the J-type solutions and the minus sign for the Y-type solutions, respectively. We note that the unitarity bound of a CFT with spin 1/2 fields [24]

$$\Delta \geq \frac{d - 1}{2}$$  \hspace{1cm} (128)

is always satisfied and is saturated if $m = \mp \frac{1}{2}$.

C  Fermion representations in general dimensions

In this appendix we review some standard facts about fermion representations and mass terms in general dimensions. To avoid repetition we adopt notation and borrow results from Sohnius [25], Section 14.1 and Appendix A.7.
First recall that reality (Majorana) and chirality (Weyl) conditions can be imposed in the following space-time dimensions. Assuming one time dimension, and with \( d \) denoting the total number of space-time dimensions, we have (table 14.1 in Sohnius)

| spinor             | space-time dimension          |
|--------------------|-------------------------------|
| Dirac              | any \( d \)                   |
| Majorana           | \( d = 0, 1, 2, 3, 4 \) (mod 8)|
| chiral             | \( d \) even                  |
| Majorana–Weyl      | \( d = 2 \) (mod 8)           |

Next, let’s study how charge conjugation \( \psi^C = X\psi^* \) acts on Dirac matrices. The options for the matrix \( X \) are

- **AdS\(_{\text{even}}\):** either \( X = D \) or \( X = \tilde{D} \), with
  - \( D^{-1}\Gamma_a D = -(\Gamma_a)^* \)
  - \( \tilde{D}^{-1}\Gamma_a \tilde{D} = +(\Gamma_a)^* \)
- **AdS\(_{\text{odd}}\):** only \( X = D \) is available, with
  - \( D^{-1}\Gamma_a D = +(\Gamma_a)^* \) if \( d = 1 \) (mod 4)
  - \( D^{-1}\Gamma_a D = -(\Gamma_a)^* \) if \( d = 3 \) (mod 4)

(see Sohnius (A.60) and (A.65) in even dimensions and table A.1 in odd dimensions). Then from table A.4, among the dimensions where a Majorana condition is possible, we have

- \( X^{-1}(\Gamma_a)^*X = -\Gamma_a \) if \( d = 2, 3, 4 \) (mod 8)
- \( X^{-1}(\Gamma_a)^*X = +\Gamma_a \) if \( d = 8, 9 \) (mod 8)

Next, let’s see if we can write a fermion mass term. In any number of dimensions we can write a mass term for a Dirac spinor,

\[
\mathcal{L}_{\text{Dirac}} = m\bar{\psi}\psi,
\]

(129)

where \( \bar{\psi} = \psi^\dagger A \). A real spinor satisfies \( \psi^C = \psi \), where the charge conjugate spinor \( \psi^C = CA^T\psi^* \). (See equations (14.8) and (14.9) in Sohnius; the possibility of including \( \Gamma_{d+1} \) in the definition of \( \psi^C \) leads to the same conclusion.) So for a Majorana spinor it would seem we can write a mass term

\[
\mathcal{L}_{\text{Majorana}} = m\bar{\psi}\psi = m\bar{\psi}\psi^C = m(\psi^*)^TACA^T\psi^*.
\]

(130)

\textsuperscript{15}So in the body of this paper \( d \) refers to the spacetime dimension of the CFT, while in this appendix it could refer to either bulk or boundary. Also in this appendix \( \psi \) could refer to either a bulk or boundary spinor. Note that our Clifford algebra convention corresponds to \( d_+ = 1 \) in Sohnius.
The matrix $ACA^T$ appearing in the mass term satisfies
\[
(ACA^T)^T = AC^T A^T = \eta ACA^T, \tag{131}
\]
where $\eta = \pm 1$ is defined in Sohnius (A.61). If $\eta = -1$ the matrix is antisymmetric and a Majorana mass term is possible, but if $\eta = +1$ the matrix is symmetric and the mass term vanishes by Fermi statistics. Then from table A.3 in Sohnius we have, among the dimensions where a Majorana spinor is possible,
\[
d = 0, 1 \pmod{8} \quad \eta = +1, \text{ no mass term allowed}
d = 2, 3, 4 \pmod{8} \quad \eta = -1, \text{ a Majorana mass is possible}
\]

Now let’s specialize to even dimensions and include the possibility of chiral spinors. The basic property, which we’ll establish below, is that in $d = 4k$ dimensions charge conjugation flips the chirality of a spinor while in $d = 4k + 2$ dimensions it leaves chirality unchanged. This means that in $4k$ dimensions real spinors and chiral spinors are equivalent since we can define
\[
\psi_{\text{Majorana}} = \psi_{\text{chiral}} + \psi_{\text{chiral}}^C. \tag{132}
\]
From the discussion above a mass term for these spinors is possible if $d = 4 \pmod{8}$ but not if $d = 0 \pmod{8}$. On the other hand if $d = 4k + 2$ then $\psi$ and $\psi^C$ have the same chirality and there is no way to write a Lorentz-invariant mass term. To summarize, the options for defining chiral or real (but not both!) spinors and writing mass terms are

| dimension | chiral? | real? | equivalent? | chiral mass? | real mass? |
|-----------|--------|------|-------------|--------------|------------|
| $d = 0 \pmod{8}$ | yes | yes | yes | no | no |
| $d = 1 \pmod{8}$ | no | yes | – | – | no |
| $d = 2 \pmod{8}$ | yes | yes | no | no | yes |
| $d = 3 \pmod{8}$ | no | yes | – | – | yes |
| $d = 4 \pmod{8}$ | yes | yes | yes | yes | yes |
| $d = 5 \pmod{8}$ | no | no | – | – | – |
| $d = 6 \pmod{8}$ | yes | no | – | no | – |
| $d = 7 \pmod{8}$ | no | no | – | – | – |

Note that we’re indicating whether it’s possible to write a mass term for a single fermion. In some cases when this is forbidden it’s still possible to write a symplectic mass term for an even number of fermion species [26].

The discussion can be summarized in the following table, where we’ve listed the possible spinors and underlined the dimensions in which a mass term is allowed. For completeness we’ve included Majorana-Weyl spinors, possible only if $d = 2 \pmod{8}$; a mass term is not allowed for these spinors since it’s already forbidden for chiral spinors.

28
It only remains to establish the claim above, that charge conjugation flips the chirality of a spinor in $4k$ dimensions but leaves it invariant in $4k + 2$. Following Sohnius we denote

\begin{align*}
\text{charge-conjugate spinor} & \quad \psi^C = X \psi^* \\
\text{chirality operator} & \quad \Gamma_{d+1} = \Gamma_1 \cdots \Gamma_d,
\end{align*}

where either $X = D$ or $X = \bar{D}$. Consider a chiral spinor (an eigenstate of $\Gamma_{d+1}$) with $\Gamma_{d+1} \psi = \lambda \psi$ so that $\Gamma_{d+1}^* \psi^* = \lambda^* \psi^*$. From Sohnius (A.60a) and (A.65) note that

$$\Gamma_{d+1} X = XX^{-1} \Gamma_1 XX^{-1} \Gamma_2 \cdots \Gamma_d X = (\pm 1)^d X \Gamma_{d+1}^* \quad (135)$$

($-$ for $D$, $+$ for $\bar{D}$). But since $d$ is even

$$\Gamma_{d+1} \psi^C = \Gamma_{d+1} X \psi^* = X \Gamma_{d+1}^* \psi^* = X \lambda^* \psi^* = \lambda^* \psi^C. \quad (136)$$

So $\psi^C$ is also an eigenstate, but with eigenvalue $\lambda^*$. From equation (A.61) and table A.2 in Sohnius we have $(\Gamma_{d+1})^2 = \beta 1$ where

$$\beta = \begin{cases} 
-1 & \text{when } d = 0 \text{ (mod 4)} \\
+1 & \text{when } d = 2 \text{ (mod 4)} 
\end{cases} \quad (137)$$

So in $4k$ dimensions the possible eigenvalues of $\Gamma_{d+1}$ are $\pm i$. Then $\lambda^* = -\lambda$ which means $\psi$ and $\psi^C$ have opposite chirality. But in $4k + 2$ dimensions the eigenvalues of $\Gamma_{d+1}$ are $\pm 1$. Then $\lambda^* = \lambda$ so $\psi$ and $\psi^C$ have the same chirality.
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