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Abstract

It is important to transcribe and archive speech data of endangered languages for preserving the heritages of their oral culture. Since it is highly expensive to manually transcribe a large amount of speech data of unfamiliar languages, there is a strong demand for an automatic speech recognition (ASR) system to facilitate the transcription process. ASR performance, however, strongly depends on the training data, and a speech corpus of an endangered language generally has only a small number of speakers since there are not so many people who can speak it. As a result, when trained with such a small corpus, the ASR model cannot be generalized well and becomes poor at recognizing the speech of unknown speakers.

In this work, we tackle the challenge of a typical problem situation in very low-resource languages: there are transcribed speech data from only a few speakers and we have a new speaker whose oral recordings need to be transcribed. In order to handle this, we propose an effective speaker adaptation method which employs non-parallel voice conversion (VC) based on CycleGAN. The proposed approach consists of two steps: (1) utterances in the training data are transformed to sound like the test speaker’s voice, (2) the ASR model is trained using the original and transformed data. Through these steps, the ASR model can learn an “unknown” speaker’s voice in advance although it is an artificial one. For the step (1), non-parallel VC is adopted since it does not require any parallel speech data, which is hard to construct with low-resource languages. Moreover, we use only a small part of the target speaker’s speech in this step and the target speech in the test set remains untouched. As described, this method is a label-free, data-efficient, and completely unsupervised way of speaker adaptation. This is the first study to apply non-parallel VC-based speaker adaptation to real low-resource corpora. We evaluated this method with the Ainu speech corpus and the Mboshi corpus. Furthermore, we investigate how much target speaker’s speech is needed for our VC-based approach to work effectively.

1. Introduction

It is important to transcribe and archive endangered languages for preserving the heritages of their oral culture. Since it is highly expensive to manually transcribe large amounts of speech data of unfamiliar languages, there is a strong demand for an automatic speech recognition (ASR) system to facilitate the transcription process. ASR performance, however, strongly depends on the training data, and a speech corpus of an endangered language generally has only a small number of speakers since there are not so many people who can speak it. As a result, when trained with such a small corpus, the ASR model cannot be generalized well and becomes poor at recognizing the speech of unknown speakers.

In this work, we tackle the challenge of a typical problem situation in very low-resource languages: there are transcribed speech data from only a few speakers and we have a new speaker whose oral recordings need to be transcribed. In order to handle this, we propose an effective speaker adaptation method which employs non-parallel voice conversion (VC) based on CycleGAN. The proposed approach consists of two steps: (1) utterances in the training data are transformed to sound like the test speaker’s voice, (2) the ASR model is trained using the original and transformed data. Through these steps, the ASR model can learn an “unknown” speaker’s voice in advance although it is an artificial one. For the step (1), non-parallel VC is adopted since it does not require any parallel speech data, which is hard to construct with low-resource languages. Moreover, we use only a small part of the target speaker’s speech in this step and the target speech in the test set remains untouched. As described, this method is a label-free, data-efficient, and completely unsupervised way of speaker adaptation. This is the first study to apply non-parallel VC-based speaker adaptation to real low-resource corpora. We evaluated this method with the Ainu speech corpus and the Mboshi corpus. Furthermore, we investigate how much target speaker’s speech is needed for our VC-based approach to work effectively.

2. Speaker sparsity problem

2.1. Ainu speech corpus

The Ainu speech corpus is a low-resource data set of an endangered language. It has only 8 speakers and the amount of the recordings are not balanced among speakers; instead more than half of the data is from only a single speaker (labeled “K”) as seen in Table 1. In our previous work, we evaluated the ASR performance on this corpus. We found that with the best modeling unit the performance was fairly good considering the limited amount of training data when speakers in the test set are included in the training set (the speaker-closed setting). However, when the test speakers were not included in the training set (the speaker-open setting), the recognition accuracy was significantly degraded due to the highly limited number of training speakers. In this paper, we work on this speaker sparsity problem, considering the situation where there are other Ainu speakers whose oral recordings are waiting to be transcribed.

Other endangered languages also do not have speech corpora with sufficient numbers of speakers. In our best knowledge of published speech corpora of endangered languages, the Griko corpus has 9 speakers, the Mboshi corpus has 3 speakers, and the Basaa corpus is said to have “a few speakers”. Therefore, the speaker sparsity problem widely appears in ASR of endangered languages besides Ainu.

2.2. Conventional approaches

We review speaker adaptation and multilingual training as conventional approaches to solve the speaker sparsity problem in sequence-to-sequence ASR.

In a widely adopted approach, a speaker-independent model is finetuned on the test data from new speakers using initial recognition results as labels. We refer to this method as self-
supervised adaptation in this paper. Ochiai et al. investigated which part of their combined speech enhancement and ASR model should be fixed considering the risk of overtraining [7]. Meng et al. introduced Kullback-Leibler divergence (KLD) regularization, adversarial speaker adaptation (ASA), and multitask learning speaker adaptation to mitigate the overfitting [8]. In spite of these efforts, the ASR model is often affected by errors in the first-pass recognition results used as labels for adaptation data. Another popular way for speaker adaptation is appending i-vectors to input acoustic features [9]. The i-vector represents the specific characteristics of a speaker’s voice, and it is extracted with universal background model (UBM), which generally requires many speakers and is difficult to construct in low-resource languages. Other feature-space adaptation methods such as maximum likelihood linear regression [10] and maximum a posteriori adaptation using GMM-derived features [11] [12] are not as effective as model retraining in a low-resource situation.

It is well-known that the performance of low-resource ASR is improved by using corpora of other languages. This method is called multilingual training. Typically, one ASR model is shared with multiple languages and it picks up an output label from the union of grapheme sets of the languages [13] [14] [15]. We examined the effectiveness of multilingual training on the Ainu corpus and obtained some improvement [1].

### 3. Non-parallel voice conversion approach

#### 3.1. Basic concept and processing flow

As mentioned in the previous section, self-supervised adaptation exploits the matched data but easily overfits them and is also error-prone. On the other hand, multilingual training does not augment data of the very target language for training. To overcome the drawbacks of these two approaches, we adopt an approach of unsupervised adaptation to generate data matched to test speakers without relying on erroneous labels or using a large number of speakers, or data of other languages. Instead, the proposed approach attempts to convert the existing data of one or a few speakers in the training set to the new speaker in the test set. This idea is simple, but has not been practical when the quality of voice conversion is not good.

In recent years, high-quality non-parallel VC methods based on CycleGAN [2] [3] have been introduced [16] [17]. They do not require parallel utterance pairs, which are generally not available in low-resource languages. Therefore, we investigate the CycleGAN-based approach in a very low-resource situation.

The procedure of the proposed method is as follows. First, we prepare source and target acoustic features (S and T, respectively) to train CycleGAN. S is from original training data, and T is from the target speaker who is in the test set and unseen in the training set. The CycleGAN is trained to minimize the loss described in the next section to obtain a generator with which utterances in S are transformed to have characteristics of utterances in T. After the training of the CycleGAN, all features in the training data are converted using the generator. Finally, the ASR model is trained with converted and original training data.

#### 3.2. CycleGAN-based non-parallel voice conversion

In this section, we explain the details of CycleGAN. CycleGAN has two generators and two discriminators. Generators convert source/target speaker’s voice into target/source speaker’s voice, and discriminators judge whether the input voice is from a real dataset or a generator as shown in Figure 1.

![Figure 1: The architecture of CycleGAN. S and T are the source and target speaker’s features, respectively. X denotes generated fake features of X. The red paths start from S and the blue ones from T: The identity-mapping loss is not described here.](image)

In the following equations, S and T represent the total sets of source and target speaker’s features, respectively. $G_{S\rightarrow T}$ means the generator which is trained to convert source speaker’s voice into target speaker’s voice. $D_S$ is the discriminator for real and fake source speaker’s voices. Note that 1 and 0 are labels for real data and fake data in equations (1) and (5). Generators are trained with the following three objectives:

1. **Adversarial Loss:** This loss encourages generators to output more confusing features for discriminators. The least mean square error is used following LSGAN [18].

   $\mathcal{L}_{G(adv)} = E_{s \sim p_s(s)} [(D_T(G_{S\rightarrow T}(s)) - 1)^2] + E_{t \sim p_T(t)} [(D_S(G_{T\rightarrow S}(t)) - 1)^2]$  \hspace{1cm} (1)

2. **Cycle-consistency Loss:** With this loss, input features can be reconstructed after passing two generators. The linguistic consistency between generators’ input and output is expected to be maintained.

   $\mathcal{L}_{G(cyc)} = E_{s \sim p_s(s)} ||G_{T\rightarrow S}(G_{S\rightarrow T}(s)) - s||_1 + E_{t \sim p_T(t)} ||G_{S\rightarrow T}(G_{T\rightarrow S}(t)) - t||_1$  \hspace{1cm} (2)

3. **Identity-mapping Loss:** This loss requires generators to avoid unnecessary modification of input features.

   $\mathcal{L}_{G(id)} = E_{t \sim p_T(t)} ||G_{T\rightarrow S}(t) - t||_1 + E_{s \sim p_s(s)} ||G_{S\rightarrow T}(s) - s||_1$  \hspace{1cm} (3)

With hyperparameters $\lambda_{cyc}$ and $\lambda_{id}$, the entire loss of the generators is defined as below:

$\mathcal{L}_G = \mathcal{L}_{G(adv)} + \lambda_{cyc}\mathcal{L}_{G(cyc)} + \lambda_{id}\mathcal{L}_{G(id)}$  \hspace{1cm} (4)

Discriminators are trained with the following loss:

$\mathcal{L}_D = E_{s \sim p_s(s)} [(D_T(G_{S\rightarrow T}(s)) - 0)^2 + (D_S(s) - 1)^2] + E_{t \sim p_T(t)} [(D_S(G_{T\rightarrow S}(t)) - 0)^2 + (D_T(t) - 1)^2]$  \hspace{1cm} (5)

When generators’ parameters are updated with $\mathcal{L}_G$, discriminators’ parameters are left unchanged, and vice versa.
For generators and discriminators, we employ CycleGAN-VC2 \cite{VC2}, which is a CycleGAN specially developed for voice conversion task. We use the networks adopted in related works in Section 3.3. Specifically, its generators have 2-1-2D CNN architecture, which is the combination of 1D CNN for modeling dynamic change in speech signal and 2D CNN for preserving the original structure. ParchGAN \cite{ParchGAN} \cite{ParchGAN2} is used for its discriminators. We do not use two-step adversarial loss proposed in \cite{ParchGAN} because we found it not so helpful for ASR in a preliminary experiment.

### 3.3. Related works

There has been some previous work on adaptation with CycleGAN-based feature mapping. Mimura \textit{et al.} adopted it for domain adaptation including speech enhancement. This was the first work to use CycleGAN for front-end feature transformation. Mimura \textit{et al.} used the original structure. ParchGAN \cite{ParchGAN, ParchGAN2} is used for its discriminators. We report our work in this paper as the first study that applies a CycleGAN-based voice cloning technique to individual speaker adaptation of ASR and demonstrates its effectiveness for very low-resource ASR in the practical situation.

### 4. Experimental evaluations

#### 4.1. Dataset

We evaluated the proposed VC-based approach through speech recognition experiments using the Ainu corpus and the Mboshi corpus. The Ainu corpus contains about 40 hours of folklore recited by 8 speakers. From among them, 2 different speakers were chosen as unknown target speakers ($U_i, i = \{1, 2\}$), and transcribed speech data from the other speakers (ALL/$U_i$) were used for the training set in the experiment. In addition, we tried the extreme situation where we assumed we had only one “known” (i.e., labeled) speaker (K), who has the largest amount of data among the Ainu speakers. We performed four experiments with the Ainu corpus (Table 2), where experimental IDs of K-$U_i$ and ALL-$U_i$ are given for convenience. CycleGAN was trained using all of the entire known speaker’s features and randomly chosen 1/5/10/20/30 minutes of target speaker’s features that are set aside from the test set.

Furthermore, the Mboshi corpus \cite{Mboshi} was chosen to see whether this approach is effective in other low-resource languages. The Mboshi corpus contains about 5 hours of speech read by 3 speakers that we refer to as A, B, and C. The data portion for each speaker is divided into training and development set in the corpus and we adopt this “official” definitions of subsets. We designated the speaker C, who speaks the least, as the unknown test speaker and speaker A and B as known training speakers in the experiment. The CycleGAN was trained using the training set portion of the data to learn the conversion from training speakers A and B to the test speaker C. The ASR model was trained using this converted data and evaluated using development set of C.

#### 4.2. Experimental details

In CycleGAN training, acoustic features are 40-dimensional log Mel filter banks (MFBs) extracted every 10 ms over a 25-ms window. While generators convert an entire sequence, discriminators accept cropped 128 frames of features. In Eq. \ref{eq:cycle_loss}, $\lambda_{\text{cyc}}$ is 5 only for the first $10^4$ iterations and then set to 0, while $\lambda_{\text{adv}}$ is 10 throughout the training. We trained the networks for $5 \times 10^4$ steps with the Adam optimizer \cite{Adam} with a batch size of 5. The learning rate for generators is $2 \times 10^{-4}$ and that for discriminators is $1 \times 10^{-4}$. The ASR model is an attention-based encoder-decoder model \cite{VC2} \cite{VC22} with Connectionist Temporal Classification (CTC) \cite{CTC} \cite{CTC2} subtasks \cite{CTC3}. In ASR training, we stack 3 consecutive input frames to form a sequence of 120-dimensional features \cite{CTC4}. The encoder is a 5-layer bidirectional long short-term memory (LSTM) \cite{LSTM} and the decoder is a 1-layer unidirectional LSTM. All LSTMs have 320 hidden units. The 1D convolution layer in the location-based attention mechanism has 10 channels and their kernel width is 100. Dropout \cite{Dropout} of 0.2 is applied to the encoder LSTM. The total loss $L$ is a weight sum of the main loss $L_{\text{attn}}$ and the loss of CTC subtask $L_{\text{ctc}}$:

$$L = 0.8L_{\text{attn}} + 0.2L_{\text{ctc}}$$ \label{eq:total_loss}

We chose syllable for the modeling unit following \cite{Ainu} on the Ainu corpus, and chose phone on the Mboshi corpus. The modeling unit for CTC subtasks is phone for the both corpora. For the baseline experiment, we evaluated the ASR model trained only with the original training data shown in Table 2. We trained the networks for 60 epochs with weight decay \cite{WeightDecay} of $1 \times 10^{-5}$. The learning rate is $1 \times 10^{-3}$ for the first 30 epochs and is then multiplied by 0.9 at the beginning of each epoch. In the proposed approach, the whole converted data are added to original training data for ASR training. Self-supervised adaptation and multilingual training are compared with the proposed approach. In self-supervised adaptation, the baseline ASR model was finetuned with the same learning rate scheduling as mentioned above. KLD regularization and ASA \cite{ASA} in Section 2.2 were not applied because we found in preliminary experiments that they were not so helpful on the Ainu and Mboshi corpora. In multilingual training, the English corpus WSJ \cite{WSJ} and the Japanese corpus JNAS \cite{JNAS} are used. JNAS comprises about 80 hours of speech from 324 speakers, and WSJ has about 70 hours of speech from 282 speakers. The encoder and the attention mechanism are shared with the three languages as in \cite{Ainu}. The modeling unit for English and Japanese is phone.

### 4.3. Results and discussions

First, we show the speech recognition result on the Ainu corpus in Table 3. The numbers for ‘self-supervised’ and ‘VC’ are the best PERs among 5 different amounts (i.e. 1/5/10/20/30 minutes) of data for adaptation. In all of the four experiments, the VC-based approach with CycleGAN yields drastically better results than other methods. In experiments K-$U_1$ and K-$U_2$, the PERs are improved from 45.4% to 17.8% (60.6% relative improvement) and from 42.6% to 18.3% (57.0% relative improvement), respectively, with 30 minutes of target speaker’s data. In experiments ALL-$U_1$ and ALL-$U_2$, the baseline model performs much better than those in experiments K-$U_1$ and K-$U_2$. This means that the number of speakers in training data

### Table 2: Four experimental settings in the Ainu corpus

| Experiment ID | K-$U_1$ | K-$U_2$ | ALL-$U_1$ | ALL-$U_2$ |
|---------------|--------|--------|----------|----------|
| # speakers    | 1      | 1      | 7        | 7        |
| duration (h)  | 19.68  | 19.68  | 37.18    | 37.17    |
| target spkr.  | $U_i$  | $U_i$  | $U_i$    | $U_i$    |
| known spkr.   | K      | K      | ALL/$U_i$| ALL/$U_i$|
| Experiment ID | K-$U_1$ | K-$U_2$ | ALL-$U_1$ | ALL-$U_2$ |
| # speakers    | 1      | 1      | 7        | 7        |
| duration (h)  | 19.68  | 19.68  | 37.18    | 37.17    |
| target spkr.  | $U_i$  | $U_i$  | $U_i$    | $U_i$    |
| known spkr.   | K      | K      | ALL/$U_i$| ALL/$U_i$|

In experiments ALL-$U_1$ and ALL-$U_2$, the baseline model performs much better than those in experiments K-$U_1$ and K-$U_2$. This means that the number of speakers in training data
is critical for recognizing unknown speaker’s speech. Although the baseline model already performs well, our proposed method improves it further as in Table 3. For instance, the PER is decreased from 15.9% to 10.5% (33.7% relative improvement) in experiment ALL-U2 with 5 minutes of target speaker’s features. Note that this result is obtained without using the test sets in the VC training. Therefore, when additional data from the same test speaker is found and to be recognized, there is no need to apply this VC-based adaptation again.

The PERs with various lengths of target speaker’s speech for the VC training and self-supervised adaptation are shown in Figure 2. In all experiments, 20 minutes of target speaker’s features looks enough for the convergence of performance. This demonstrates the data efficient nature of the proposed method and suggests that the CycleGAN VC-based approach can be applied to a wide range of practical low-resource situations. The self-supervised adaptation is not as much effective in low-resource ASR. This is probably because the self-supervised adaptation requires a first-pass decoding result for adaptation data with a certain level of accuracy, which is rarely reached with low-resource datasets. In all settings, the VC-based method with only 5-minute adaptation data from a target speaker outperforms the multilingual training.

We show an example of voice conversion in 40-dimensional log MFB domain in Figure 3. Here, (a) is speaker K’s original speech and (b) is speaker U1-like converted speech. While the original speech tend to have high energies around the middle-frequency bins, the converted speech do not have such a trend as seen in the red dashed squares in Figure 3. In Table 4, we show an example of improvement seen in experiment K-U1. This sentence is the first two utterances in the test set of speaker K-U1. Despite some errors, deletions are significantly decreased and the results is much more useful for making a transcript.

Table 3: The PERs (%) on the Ainu corpus. The numbers for ‘self-supervised’ and ‘VC’ are the best PERs among 5 different amounts (i.e. 1/5/10/20/30 minutes) of data for adaptation.

| Experiment ID | K-U1 (min.) | K-U2 (min.) | ALL-U1 (min.) | ALL-U2 (min.) |
|---------------|-------------|-------------|---------------|---------------|
| baseline      | 45.4        | 42.6        | 15.9          | 13.8          |
| self-supervised| 45.6        | 38.8        | 14.7          | 12.0          |
| multilingual  | 30.4        | 33.6        | 13.2          | 11.1          |
| VC            | 17.8        | 18.3        | 10.5          | 8.8           |

Table 4: An example of improvement. The VC result has far fewer deletion errors than the baseline result.

Table 5: The PERs (%) on the Mboshi corpus

|                | baseline | self-supervised | multilingual | VC |
|----------------|----------|-----------------|--------------|----|
| Mboshi         | 44.0     | 43.3            | 34.6         | 25.9|

5. Conclusion

In this work, we proposed the non-parallel VC-based approach with CycleGAN for speaker adaptation in the situation where there are only a very limited number of speakers in the corpus. In this adaptation method, acoustic features in the training data are converted to target speaker-like data via the generator of CycleGAN, and then the ASR model is trained with the original and the converted training data. Comparing with conventional self-supervised adaptation and multilingual training, we demonstrated that the proposed approach is the most effective among these to mitigate the speaker sparsity problem on the Ainu corpus. This approach brings significant improvement from the baseline to the level to be used for transcriptions. In addition, we observed the same trend of results with the Mboshi corpus. This suggests that non-parallel VC-based speaker adaptation will be effective in ASR of various endangered languages.
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