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Abstract—Recent advances in text-conditioned generative models have provided us with neural networks capable of creating images of astonishing quality, be they realistic, abstract, or even creative. These models have in common that (more or less explicitly) they all aim to produce a high-quality one-off output given certain conditions, and in that they are not well suited for a creative collaboration framework. Drawing on theories from cognitive science that model how professional designers and artists think, we argue how this setting differs from the former and introduce CICADA: a Collaborative, Interactive Context-Aware Drawing Agent. CICADA uses a vector-based synthesis-by-optimisation method to take a partial sketch (such as might be provided by a user) and develop it towards a goal by adding and/or sensibly modifying traces. Given that this topic has been scarcely explored, we also introduce a way to evaluate desired characteristics of a model in this context by means of proposing a diversity measure. CICADA is shown to produce sketches of quality comparable to a human user’s, enhanced diversity and most importantly to be able to cope with change by continuing the sketch minding the user’s contributions in a flexible manner.

Index Terms—Human-computer interaction, computational creativity, image generation.

I. INTRODUCTION

The most common conception of a computer within the process of drawing is that of something enabling and unobtrusive: a tool. While that mindset is in accordance with the actual computer capabilities of up to a few years ago, recent advances (particularly generative models in the fields of imaging and language processing [1], [2]) offer a potential reframing, permitting enough for us to start looking at computers as co-creators [3].

This co-creative, agentive role for creative AI offers an opportunity to address one of the biggest shortcomings of generative AI to date. In the creative professions, from art to interface design to composition to architecture, the primary purpose of early sketching is conceptual exploration. Designers not only tend not to know what they are looking for when they start a creative process [4], but those that think they do tend to fail [5]. Designing is not—at least in its early stages—a process of synthesis given some requirements, but instead a co-evolution of problem and solution [6]: an iterative process of discovering and refining requirements in conjunction with design behaviour and structure [7]. If generative AI is to seriously augment human creativity, these ideas from design cognition need to move from psychology journals into our cost functions and model architectures.

From the perspective of building a co-creative design tool, this means that is not sufficient to focus on the problem of generating useful, novel or diverse proposals. Instead we need to see the task as a collaborative user/system process characterised by both sides developing, refining, and aligning their intentions and adapting to each others’ changing goals. By contrast, most existing applications of generative AI to creative domains focus on generating outputs of high visual quality, typically conditioned on a specific stimulus. In this paper we discuss how generative models based on multimodal contrastive training could be designed to be effective aids to human–machine collaborative creativity.

In light of this, our current work shall focus on three aspects. First, we must introduce this somewhat underexplored problem (at least in the Machine Learning (ML) literature) and define the key requirements that a successful co-creative agent must address. Second, we build such an agent. And third, given the novelty of the co-creative AI problem, we propose (and apply) some ways to test our agent against the aforementioned requirements. We further argue the robustness of our approach to additional technological advances in this field.

A. Operationalising Co-Creative Drawing Systems

Designers sketch to think. The vast majority of sketches are not intended to be part of a complete design, but instead serve to further the designer’s understanding of the problem. Creative design is, by definition, the solving of underspecified problems [8], and thus developing the required level of specification is a key component of early portions of the design process. This has been described as a parallel co-evolution of problem and solution [6], as it’s impossible to properly search the space of possible solutions to an ill-defined problem without also searching the space of full definitions of that problem.
We are developing generative models capable of augmenting human performance during this uniquely fluid cognitive process. Existing computational models of this creative design have developed the notion of “creative meta-search”\cite{9,10}: the exploration of a problem-space that serves to define the subsequent solution-space. Changes in problem-space have also been suggested as a way to evaluate whether a solution is in fact creative – “transformational creativity”, solutions that exist outside of the solution space as originally formulated\cite{11}.

From the perspective of the designer, this process has been modelled as a kind of iterative explore/exploit trade-off, a “reflective conversation with the materials of the situation”\cite{12}. To bring the discussion back to the AI-assisted drawing setting: designers draw, reflect on what they see in their drawings, and in doing so potentially refine their approach to the problem. Designers who engage in this process of acting, reflecting, and revising their approach more frequently have been shown to produce more creative output\cite{13}. Our purpose in raising all of this literature from cognitive science is to show that the overwhelming weight of evidence suggests that for generative models to effectively work alongside designers in the early phases of design, they must be focused on helping shape problems, not produce solutions.

To begin operationalising these ideas, consider a blank canvas on which a user intends to sketch out some ideas for a design, given an initial set of goals, requirements, or description. The output is not required to be a finished design solution, nor is there any mention of a specific design domain. The intent is to make progress on some artefact, which might be anything – a magazine cover, a house, an outfit, a website, a machine part, or a corporate strategy, to name a few. Making progress on the design does not (solely) mean drawing the sketch, it means iteratively exploring...
and refining ideas. We call this task “conceptual designing” [4], or more colloquially: “sketching”. Our goal is to build an ML system that can, in real-time, augment a human’s performance on this task, supporting productive and creative human-machine collaboration.

In this paper, we present this framing of human-machine collaborative conceptual designing as a new focus for generative ML (and more specifically text-to-image models). As a user draws, the kind of model we describe should contribute meaningfully in real-time, not only to the lines being drawn but also to the emerging design concept. These contributions need to be contextualised both to the current state of the artefact (in our case, the sketch) and the manifest intentions of the user (in our case, the prompt). To do this we have developed CICADA, a Collaborative, Interactive and Context Aware Drawing Agent that can cope with these requirements. In the remainder of the paper we present the CICADA method and validate its appropriateness for human-AI collaborative creative design tasks.

B. Related Work

While a diverse array of AI-based drawing systems has been introduced over the last few decades [3], [14], [15], [16], [17], there are two types most relevant to our work. First, those conditional generative models that encompass an interactive component (though they primarily work with raster images) and second, those that work with vector graphics, even when most of them are designed for fully autonomous operation.

1) Interactive, Conditional Generative Approaches: As deep generative networks such as GANs, VAEs and Diffusion Models became easier to condition on input stimuli, they began to be used in interactive, human-guided settings. Algorithms like pix2pix [18], Sketch & Fill [19] and GauGAN [20] generate natural images from segmentation maps and other spatial cues, which can be drawn by users in real time using a painting interface. The capacity to control a diffusion model leapt forward with the advent of ControlNet [21], but even there the AI has a role of adding detail or realism to the image, rather than steering an on-going collaborative generation process. Other recently developed agents such as ShadowDraw [22] and ICanDraw [23] allow users to take a more active role on guiding the creation process, but they are based on geometric cues or image matching, and act as a user aid rather than a novelty-inducing instance. With the advent of CLIP [24] and other models that match images and text together, interactive generators are being developed that leverage both text prompts and the provision of freehand masks [2], [25], [26]. These semantic inpainting systems, like earlier interactive conditional models, have the primary goal of synthesising a raster image based on user input – they do not suit our conceptual design setting.

2) Vector-Based Generative Approaches: In order to enable a user and our agent to interact directly through “drawing” on the same sketch, we based our model in vector rather than raster images. Working within this framework comes with a cost in terms of image realism when compared to state-of-the-art pixel-based generative models, both due to the lack of detail in drawings with (at maximum) several hundred lines, and due to the orders of magnitude more natural images available to train such models. However, the cognitive science of sketching and creativity shows that designers prioritise rapid iterative exploration over fidelity when early in a creative task [27], [28]. This may mean that the abstractness and simplicity of vector drawings is an asset, given our goal of augmenting conceptual design.

An earlier example of this approach is Sketch-RNN, in which an autoregressive VAE (with LSTM encoder and decoder) was trained to generate class-conditioned sketches [29]. Training was made possible by the large-scale QuickDraw dataset, which contains about 75,000 sketches in each of several hundred classes. A major landmark in vector-based generation, Sketch-RNN, could auto-complete, interpolate between, and refine drawings. Later work has been devoted to increasing quality [30], scalability [31] and to interface development [32]. A significant disadvantage of these systems is related to data availability: recurrent VAEs require very large amounts of training data, and the QuickDraw dataset, while certainly very large, is limited to novice sketches in several hundred object classes.

The model in [33], on which this work is based, is itself based on the synthesis-by-optimisation approach in CLIPDraw ([11]). CLIPDraw combines a differentiable rasteriser ([34]) with Contrastive Language-Image Pretraining (CLIP, [35]) to produce images that match a certain description $t$, by minimising the cost function

$$L_s(f, x) = -\langle g(t), f \circ h(x) \rangle$$

with respect to $x$, where $\langle \cdot, \cdot \rangle$ denotes the normalized inner product (cosine similarity), $h$ is the differentiable rasteriser and $g$ and $f$ are Neural Networks encoding the text prompt $t$ and the rasterised image into a latent space. We build on this in two different ways. First, we modify the loss function, adding a curve fidelity loss that ensures the user’s traces are partially preserved and a geometric loss function that weights in the image resemblance to the user’s partial sketch. Second, we incorporate initialisation and pruning methods to achieve results better suited for design, favouring objects over background. Given that curve-fitting is a gradient descent process and the initialisation gives a compelling start point, optimisation can occur in real time as the user draws, resulting in an overall more fluid and interactive experience. The model is explained in more detail in the next section.

II. The CICADA Method

At any point in time, CICADA’s goal is to progress the user’s partial sketch in a creative manner, complying with provided intent (in the form of text prompts). “Creative” is a strongly contested term [36], but perhaps the most well-established definition (at least of a creative artefact or idea) is “something that is both novel/surprising and valuable/useful” [37]. In the context of collaborative drawing we adopt the operationalisation of these two factors used in [38]: quality (utility measured with respect to some domain-dependent metrics) and novelty proxied as diversity (the novelty of a set of artefacts measured as their coverage of a particular space) ([38]). However, we do not want to focus solely on the outcomes of the sketching process, both because our task is not to complete the design, and our setting...
features a human in the loop, making it difficult to determine who contributed to what. We shall hence add awareness (the degree to which the system respects the existing partial sketch) to the above two qualities. We say awareness rather than fidelity, because we are not trying to keep the user’s traces intact, but to respect them conceptually, making sensible changes where appropriate, as creative tasks often entail.

CICADA must also be designed with conceptual pivots originating from the user in mind. This means that it should be able to cope with significant changes to both the sketch and prompt(s) without throwing everything away and starting over. CICADA should, in summary, be able to produce high quality and diverse outputs even after significant and iterative changes to both the prompt and the partial sketch throughout the process.

We now define a CICADA model, then demonstrate how – unlike preexisting methods – it aligns with the aforementioned requirements simultaneously, and is thus suitable for co-creative design tasks. We will work under the assumption that the partial sketch provided by the user is in the form of a set of traces (i.e., curves made by user input) drawn over a canvas. That is, a set of \( K_0 \) Bézier curves \( \bar{x} \), where \( x_k^{(1)} \in \mathbb{R}^{D_k \times 2} \) is a set of coordinates, \( x_k^{(2)} \in [0,1]^4 \) is the RGBA stroke colour vector, and \( x_k^{(3)} > 0 \) is the stroke width – the width of each curve as it is traced. These hypotheses reflect the industry standard representation of simple un-filled vector paths as encoded in formats like SVG. This framework is advantageous by comparison to methods that work directly with raster images because of the dramatically smaller number of parameters available to the user: they can select any subset of the points or properties of the Bézier curves and modify them throughout the design process. Furthermore, both user-drawn and system-drawn curves can be modified in the same way.

Additionally, it is useful in some instances to request that the user provide a broadly defined drawing region \( \Omega \) as a subset of the canvas. This allows the user to specify what part of the existing sketch the agent should modify or refrain from modifying – it is intended to be used as a suggested drawing space rather than providing a hard constrain as would be expected in an inpainting task, even if it could function like that given sufficiently large penalization. Additionally, this helps by providing cues for a good initialisation of the curves.

### A. Curve Fidelity

We want to enforce curve fidelity – by which we mean restrict the degree to which the system changes the curves drawn by the user – so that the model’s output is still recognisable consistent with the user’s drawing. One way of enforcing this, used in [33], is to penalise the discrepancies between \( \bar{x} \) and the first \( K_0 \) curves our agent must draw. To do that, let us denote by \( K_0 \) the number of additional curves being drawn by CICADA, and let \( K = K_0 + K_a \) be the total number of curves. Then, we can define a penalisation term as:

\[
L_b(x, \bar{x}) = \sum_{k=1}^{K_0} \sum_{m=1}^3 \lambda_m \| \bar{x}_k^{(m)} - x_k^{(m)} \|^2_2, \tag{2}
\]

where \( \lambda_m > 0 \) are regularisation parameters weighing the importance of matching the original curves for every type of variable. This approach poses the advantage that we can tune those parameters depending on how much freedom we want to give the agent on adjusting the traces, as greater values of \( \lambda_m \) will tighten the restrictions and smaller values will loosen them. The \( \lambda_m \) parameters can even be chosen dependant on the traces, so as to loosen the restrictions on the parts of the drawing of which the user is less confident.

While this is a very good method for enforcing the user-drawn curves to be kept in place during the design process, it does not entirely enforce that the drawing stays unaltered. In fact, our agent would still be capable of drawing on top of the provided sketch (and often will) even to the point of completely obscuring it, if given a large enough number of curves.
B. Geometric Fidelity

In order to prevent the agent from drawing on top of the user-provided sketch (or rather from abusing its capacity to do so) previous attempts were made at using a square-distance penalisation approach [33]. However, this type of pixel-by-pixel penalisation can often be too rigid, as identical objects in adjacent but non-overlapping positions are penalised as heavily as if they were on opposite corners of a canvas. Intuitively, this means we are implying that moving something a little matters the same that moving it a lot, which in our context is clearly undesirable. This effect – which is particularly pronounced in a line drawing context – can stiffle the gradients needed for further optimisation. Other metrics can account for distance more effectively, such as the Earth Mover’s Distance, but their computation is often costly, and our heavily interactive use case requires real-time optimisation progress.

A simpler answer lies in the very same NN that builds up the CLIP encoding function, as it has been shown in style transfer [39] applications that different layers of a Convolutional Neural Network (CNN) account for different geometric properties of an image. Thus, if we consider CLIP’s encoding function as a composition of its inner layers \( f = f^{(Q)} \circ \cdots \circ f^{(2)} \circ f^{(1)} \), we can define a new penaliser in term of the layer outputs. Namely, if we use \( \Omega \) to denote a masked image where the color of the pixels inside \( \Omega \) is replaced by the background color, then we can attest similarity using the function

\[
L_\Omega(x, \bar{x}) = \alpha \sum_{q \in \Omega} \| f^{(q)}(h(x))|_{\Omega^c} - f^{(q)}(h(\bar{x}))|_{\Omega^c} \|_2,
\]

where \( \alpha > 0 \) is a regularisation parameter, and \( \Omega \subset \mathbb{N}_Q \) is the set of indices of the layers used for computing image fidelity. This will effectively deal with the issues related to spatial arrangement, since this loss is sensitive to positioning, not just overlapping.

C. Optimisation

Having established all of the main terms, we can formulate our problem as that of minimising the cost function

\[
L(x; \bar{x}, \bar{t}) = L_s(t_k, x) + L_b(x, \bar{x}) + L_\Omega(x, \bar{x}),
\]

with respect to \( x \).

In order to do that, we can make use of a gradient descent method

\[
x \leftarrow x - \eta \nabla_x L(x; \bar{t}, \bar{x}),
\]

where \( \eta > 0 \) is the descent step. It is worth mentioning here that in practice, we can use more advanced gradient descent methods, such as ADAM. The code for this optimisation and the methods that follow is available online\(^1\) and illustrated in Fig. 2.

A problem often found when minimizing non-convex cost functions such as \( L \) using iterative methods is that they are prone to converge to local minima. Nevertheless, since we have established that we are looking for a set of diverse solutions rather than a global optimum, this actually plays in our favour.

In fact, if we define quality in terms of a loss function, then any set of diverse high-quality solutions is a subset of the local minimisers of said function. On the other hand, variety in the drawings does not always entail diversity on the designs. In fact, since CLIP was trained in natural images, it is often the case that the method produces undesirable scribbles attempting to match some background, but that can be mitigated using initialisation and pruning techniques.

D. Treebranch Initialisation

The standard CLIPDraw initialisation method is based on uniformly sampled random points, which makes sense when drawing from scratch, but poses an issue for design completion. The proposed gradient descent optimisation can only move points within a small neighborhood around the previous point locations, and since every small displacement needs to entail a decrease in the loss, traces tend to end up very close to their starting points. Given that most sketches have a central focus point on a blank canvas, this means many of these “stuck” traces become background noise. This is a form of the vanishing gradient problem [40] specific to optimising sparse vector drawings.

To avoid this issue, we propose a “treebranch” initialisation method for the traces added to the design, using a partition of the set of new traces \( T = T_1 \cup T_2 \cup T_3 \).

1) Initialise the traces of \( T_1 \) such that the starting points are randomly selected from the set of all the points from the user provided sketch inside the drawing region \( \Omega \). The other points of the traces should be randomly Initialised at a fixed distance from the previous ones, the same as in CLIPDraw.
2) Initialise the traces of \( T_2 \) such that the starting points are randomly selected from the set of all the endpoints in \( T_1 \).
3) Initialise the traces of \( T_3 \) such that the starting points are uniformly sampled from the drawing region.

Using this initialisation, we make sure that the new traces are positioned in a way that they are more likely to become part of the focal point of the sketch – the “design” – than the background.

E. Pruning

Given that the chosen optimisation process is local, CICADA greatly benefits from initialising an oversized number of additional traces for drawing completion. The drawback of this approach is that we end up with quite a lot of unnecessary scribbles on the canvas, making pruning some of them highly desirable. However, distinguishing between a scribble and a trace critical to the the drawing is an ill-defined task, as there is no ground truth to decide which is which, but merely a subjective, intuitive notion.

One approach to attest this would be removing a set of paths and see how much the semantic loss \( L_s(x; \bar{t}) \approx -\langle g(\tilde{t}), f \circ h(x) \rangle \) changes. So we could think of removing the set of \( M \) traces that least increases \( L_s \), but that would amount to testing \( K_a!/(M!(K_a - M)! \) combination. Instead, we can think of compromising and removing the \( M \) paths whose individual removals least increase \( L_s \), therefore needing only \( K_a \) evaluations.

\(^1\)https://github.com/fibarrola/cicada
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On the other hand, let us consider the example of designing a mug. In that case, removing a path representing a painting on top should not negatively affect the semantic loss, since the drawing should still be recognised as a mug. In addition to semantic loss, we shall consider the minimum distance between the guide-points \( x \) on a path and those of the partial sketch as a notion of how related the traces are to the drawing. This will tend to disregard scribbles that are separated from the actual sketch.

Keeping both ideas in mind, we can prune out the \( M \) traces with the lowest scores

\[
s_p = L_s(\{x_k : k \neq p\}, \bar{t}) - \beta \min_{1 \leq k \leq K_0} \{\min_{i,j} \|x_{k,j} - x_{p,i}\|\}
\]

where \( \beta > 0 \) is a weighting parameter. It is worth noting at this point, that while pruning can help us get a “cleaner” sketch, it may also delete traces that could otherwise serve for inspiration.

III. EXPERIMENTS AND RESULTS

Before we evaluate the performance of the CICADA model, we provide an illustrative validation of how each of the penalisation components discussed in the previous section influence its results. Fig. 3 depicts a partial sketch of “A red chair”, along with four different outputs obtained with different penalisation settings. We can readily see that without any type of fidelity term, the system completely overrules the partial sketch, effectively disregarding it completely. When introducing Curve Fidelity, the output resembles the partial sketch (in the legs of the chair) but the added curves occlude the original ones. On the other hand, Geometric Fidelity precludes the agent from drawing over the fixed lines outside the drawing region (top half), but offers no control inside. Finally, CICADA combines the advantages of both fidelity measures into a drawing that is consistent with the partial sketch without being too rigid. While CICADA is meant to be used in an iterative setting involving a human user and a computer, that requires a user interface, the design of which poses its own challenges (that go beyond the scope of this paper).

Henceforth, in order to test CICADA, we will consider the problem of completing a partial sketch drawn by a human. Over those sketches, we can evaluate output creativity (in terms of quality and diversity, metrics suggested for collaborative creative AI in [41]) and awareness (w.r.t. the user’s input). However, we have established that this is not enough, given that there is a process in place, which from the model’s perspective can be seen as iteratively adapting to changes made by the user to the prompt and the traces constituting the sketch. Hence, we evaluate for CICADA’s adaptability to those two types of changes as a way to account for the design sketching task as a process.

Our evaluation process will heavily rely on measuring output diversity, to which there is no standard approach. In order to cope with this, we begin by establishing a way to do so in terms of the well known Shannon’s Entropy [42].

A. Measuring Output Diversity

One of the most widely adopted methods for comparing the quality of sets of generated images is the Frechét Inception Distance (FID, [43]). While not a measure of diversity, FID is often improved by explicit diversity features of a generator (such as the diversity regularisation in [44], so it is necessary to first unpack the connection between generator quality and diversity, as well as to specify exactly what we mean by “diversity” in a co-creative design sense.

FID compares the empirical means and covariance matrices over the latent variables of two sets of images (ground truth and generated) as obtained by a reference neural network (encoder) based on Imagenet [45]. Where the boundary between quality and diversity becomes blurred is that insufficiently diverse generators score poorly according to FID, on account of the differences between the covariance matrices. This has been particularly important for assessing issues in generative models, such as mode-collapse in GANs.

Nonetheless, FID is not a usable measure of diversity in the case of CICADA for two reasons: first, once a generator’s diversity exceeds that of the ground truth, its FID will be penalised, because further “diversity” is unwanted noise with respect to the ground truth. In our case, however, we want a measure of diversity that is unbounded. Second, and perhaps more prosaically, we have no usable ground truth for CICADA drawings, making FID impossible to use in practice. While some alternatives for using FID and set partitions to measure diversity were tried in early experiments, they were readily discarded on account of being too noisy.

We can, however, use the underlying hypotheses of FID to derive an appropriate measure of diversity. Given that FID considers the mapped latents of the images as realisations of random variables, we can interpret diversity as the uncertainty over such variables, which is to say the entropy of their underlying probability distribution [42].
Let us consider a set of images $A$, mapped to a multivariate normal distribution $f \sim \mathcal{N}(\mu, \Sigma)$ by the same methods used for computing FIDs. We could then assess the diversity of the set by computing the differential entropy $h$ of such distribution, defined as

$$h(f) = -\mathbb{E}\log(f) = \frac{1}{2} \log \det(2\pi e \Sigma).$$

Unfortunately, the dimension $D$ of the domain of $f$ is often too large for the determinant in the equation to be computed with a limited number $N$ of available samples. The estimated covariance matrix is computed as $\Sigma = B(I - \frac{1}{N}1_N1_N^T)B^T$, where $B \in \mathbb{R}^{D \times N}$ is the matrix concatenating the inception model’s latent vectors for each of the $N$ samples in the dataset $A$, meaning that in practice $\text{range}(\Sigma) = N - 1$.

To overcome this, we define the Truncated Inception Entropy (TIE) as

$$\text{TIE}(A) = \frac{K}{2} \log(2\pi e) + \frac{1}{2} \sum_{k=1}^{K} \log \lambda_k,$$

where $\{\lambda_k\}$ are the non-zero eigenvalues of $\Sigma$, and $K = \min\{N - 1, D\}$. It can be shown that this definition matches the differential entropy when $\Sigma$ has full rank.

We shall henceforth use the TIE, as an entropic measure derived from the same underlying representation as FID, as an indicator of diversity over sets of images.

### B. Output Creativity

In order for a set of generated sketches to be considered creative, we have established they have to attest for sufficient quality and diversity. To test for this, we asked 12 participants to complete a set of five randomly assigned sketches according to their respective text prompts, and compare them to sketches generated by CICADA.²

First, we compare the semantic loss $L_s$ of the user-completed sketches against those completed by CICADA. In Fig. 4, we can see that the CICADA outputs greatly outperform the user generated sketches, but this is no great surprise since $L_s$ is a term of the loss our model is optimised to fit. CICADA is hence working correctly, yet this does not really speak to quality in accordance with human perception.

There is not a well established, automated way to get a sense of the quality of CICADA drawings with respect to those made by users. The most popular FID requires a point of reference that we do not have, but we can fabricate by changing CICADA’s parameters. The second boxplot in Fig. 4 shows (in blue) the FID between sets of sketches completed by users and CICADA and (in green) FIDs between sets of sketches completed by CICADA and yet other CICADA-completed drawings, but using a higher pruning ratio. It can be seen that the results vary substantially by class, likely due to aspects of the different partial sketches used in our test (top row of Fig. 1), with 3/8 classes showing no significant differences between the User-CICADA and CICADA-CICADA FIDs, 3/8 showing greater user-CICADA FID, and the remaining two showing greater CICADA-CICADA FID. The lack of a clear prevalence indicates similar quality in terms of what FID can measure.

To account for diversity, sketch completion from both human users and CICADA were compared in terms of TIE. Fig. 5 shows that there is a significantly ($p < 0.05$) larger degree of diversity.

²All tests involving humans were conducted as part of protocols approved by The University of Sydney’s Human Research Ethics Committee.
in favour of CICADA in all but one category, where they are rather similar.

In order to complement these automated results, we asked another set of eight participants to rate sketches completed by both CICADA and other users. We asked them to rate a random subset of six images per partial sketch from one to five on two scales: perceived quality as a representation of the prompt and novelty given the prompt. A number of the CICADA-generated images had some scribbles in the background even after the techniques described in Sections II-E and 2.5, and we pruned these errant strokes by hand: they are not relevant to the comparison and may cause confusion. In any practical use-case, this removal is expected to take place anyway. Some examples of the CICADA-generated images can be seen in Fig. 1.

The user ratings we obtained are depicted in Fig. 6. While the observed differences are moderate, the ratings do point to a tendency for better quality of the user-produced outputs over CICADA, while CICADA tends to produce a higher degree of novelty. This is overall aligned with the idea that CICADA can help the user explore new paths during the creative process, but also suggests the final decisions and finishing touches on the design remain a human’s task.

C. Awareness

We want to assess CICADA’s “awareness” – how mindful it is of the user’s sketch in progress. Too little would mean that a user’s progress is disregarded (such as would happen by using CLIPDraw initialised with the user’s strokes), whilst too much would mean leaving little room for creativity or re-interpretation (as in an inpainting framework where existing parts of the image are inviolate). In order to get a sense of this, we can compare the CICADA outputs obtained by using very low, medium, or very high penalisation. A very low penalisation will make CICADA act like CLIPDraw (just with our custom initialisation and pruning), and a very high will act as if using CLIPDraw for inpainting (i.e., restricting it to the blank regions of the canvas.

Additionally we would expect to see a decrease in diversity as the penalisation level is increased.

To corroborate this, we generated 30 drawings from each partial sketch, using three levels of penalisation. For a more robust comparison, we then built five sets of 20 randomly selected samples from those 30, and computed the TIEs to assess diversity over those sets. As can be seen in Fig. 7, the TIE is lower for higher levels of penalisation, which is consistent with constraining some of aspects of the image to match more strongly those of the provided partial sketch.

D. Adaptability

Throughout the design process we expect users to regularly do two things: change their mind and redirecting the drawing. Here we test, using in-silico proxies, CICADA’s capacity to effectively respond to these changes.
1) Changing One’s Mind. CICADA’s Conceptual Adaptability: In our co-creative setting, users are expected – as per literature in design cognition – to continually rethink what they are doing, and hence change the direction of their design. This is likely to include making changes to the text prompt describing the task. In the setting of an interface, this means a need to recover from the (non-differentiable) change in prompt by seamlessly and non-disruptively resetting CICADA’s optimisation process. The co-creative model must therefore dynamically respond to the new prompt, adapting the previous developments towards the new goal.

For each of the eight partial sketches, we have first produced five samples using a prompt $t_2$. Using each of those five drawings as starting points, we changed the prompt to $t_1$ and let CICADA optimise the drawing to fit it, for 20 trials. On the other hand, we generated 30 sketches optimising to fit the prompt $t_1$ from the start. Fig. 8 illustrates the differences between the TIEs of the five sets of $t_2$-initialised results and five randomly sampled subsets of the 30 directly-optimised ones. It can be seen there is a significant TIE reduction across all classes, showing that the pre-optimisation for $t_2$ conditions the results, reducing their overall diversity and indicating that information from the original prompt is retained. Furthermore, the increase in variance among the changed-prompt FIDs suggests some sketches fit to match $t_2$ are more constraining than others when adapting to the new prompt $t_1$, in terms of the diversity of the results that can be obtained. We also show the semantic loss $L_s$ of the obtained results, showing comparable values, which is an indicator of the process not jeopardising the output quality.

Additionally, Fig. 9 shows the changes in the loss on two processes: one where the user changes their mind about the prompt halfway, and another where CICADA starts with the final prompt from the start. The plot loss is against the new prompt only: the partial decrease in the (green) loss at the beginning has to do with the fact that the prompts contain some similarities (“a short blue chair” versus “a tall red chair”), chosen so as to mimic changes that might occur in a design process, where the designer is not likely to suddenly decide that they are designing something entirely different. When we switch prompts (blue), the loss immediately starts to decay and rapidly becomes effectively indistinguishable from a drawing directly optimised for that new prompt. Note we are displaying the results for ten independent runs, and there are still observable oscillations in the loss. A $t$-test of the last 10 iterations showed no significant difference ($p > 0.05$).

2) Steering the Drawing. CICADA’s Visual Adaptability: Collaboration is all about give and take, and in a co-creative drawing context a system will need to respond to partial acceptance and partial rejection of changes made by the system. When a user changes some strokes and discards others, CICADA needs to be able to produce new results that incorporate those changes. This parallels the “conceptual adaptability” scenario above, in which the prompt is changed, but in this case CICADA needs to adapt to changes in the sketch. A co-creative interface will need to re-initialise the optimiser to incorporate these changes seamlessly and without sacrificing quality, which again we can measure based on changes in diversity (TIE) and loss between modified and unmodified sets.

For each of the eight partial sketches, we first produced 30 samples in the standard (i.e., uninterrupted generation) fashion, and randomly chose five of them. We heavily pruned the sketches, leaving just six strokes using the method described in Section II-E, to simulate a user’s choice of traces to keep.
Fig. 10. Left: TIE of obtained results. Right: Semantic loss $L_s$ of results. In both cases, the results are split into those obtained with and without being conditioned by a subset of fixed traces.

There was a significant decrease in the TIE for the trace-conditioned sets across all eight categories, with no increase in the semantic loss (student’s t-test on the per-category TIE and loss, $p < 0.05$ as the threshold, Holm-Bonferroni [46] correction applied). This means that the addition of traces is constraining the end result without jeopardising quality (in terms of semantic loss). As with the previous experiment there was a significant increase in the variance of the TIE diversity measure between runs, which points towards some choices of traces to fix being more restrictive than others. As a technical note, restarting the CICADA optimiser takes only a fraction of a second due to its low number of parameters, making seamless interactions using these techniques not only possible in theory but very simple in practice. This makes user-agent interaction fully real-time, as well as enabling interface features like undo and redo.

E. Users’ Experiences

As a complement to the simulation-based testing of CICADA’s capabilities, we present some output from real human users collaborating with an early interface prototype (Fig. 11). The interface, documented more thoroughly in [47], allows users to interact fluidly and in real-time with CICADA by leveraging the speed at which CICADA optimisation can be re-initialised. Human inputs (i.e., changes in $\bar{x}$) are obviously non-differentiable and cannot be incorporated into the optimisation process, but since there are no large images, recurrent states, or weight matrices involved, we can just re-initialise and continue seamlessly. By the majority of user accounts post-task, engaging with CICADA was highly different from any digital...
drawing tool used previously (example quote: “it provides a different perspective”), but enjoyable (e.g., “That was good fun!”), and useful, at least for abstract sketching (e.g., “I found it useful to create something new.”). Users also found the experience inspired new visual elements or ideas to incorporate into their drawings, which led to a feeling that the drawing was authored collaboratively, rather than solely their own (e.g., “It’s like you’re collaborating with the AI to come up with the design”). The process was not without friction, however, as sometimes, particularly when users did have a specific spatial structure in mind, CICADA would ignore or reinterpret it, even with our penalisation regimes in place. For a more thorough evaluation of the user experience of this prototype, including a new survey-based tool for measuring co-creative systems’ efficacy, see [47].

IV. DISCUSSION

Upon assessing the experimental results there are some findings regarding CICADA’s capabilities in terms of output creativity, awareness and adaptability. First, given a partial sketch and an accompanying prompt, CICADA has been shown to be capable of producing creative outputs as accounted for in terms of quality and diversity. Our modified loss functions improve on previous vector-based synthesis by optimisation approaches to enable the integration of a partial sketch in a flexible but coherent way. This permits deployment to our co-creative drawing context in ways not facilitated by existing models.

CICADA outputs align well with the provided prompts, although as low-fidelity vector drawings they do not match the quality observed in current state-of-the-art raster image-based models such as Dalle 2 [2] or Imagen [48]. However, vector outputs compatible with the SVG framework permit native integration with user-authored drawings. Additionally, the fact that the CICADA drawings have a lower semantic loss than drawings produced by users suggests that optimiser capability is not a bottleneck, and that performance may improve once loss functions that better align with user expectations are available.

CICADA outputs are also diverse, both as measured by our participants’ ratings and our TIE diversity measure derived from FID. The capacity for diverse output is doubly critical in a co-creative context: first in order to support the many possible interpretations a user may have in mind when they provide a prompt, and second to facilitate adaptability as the user changes the drawing and/or the prompt. Very low output diversity would suggest significant conceptual brittleness, and would be unlikely to lead to high-quality output after user intervention.

It has also been observed that CICADA is aware or “respectful” of the user’s contributions to the drawing process. This is demonstrated by the variations of TIE scores when changing the level of penalisation. The addition of penalisation terms makes our model capable of “taking into account” the current state of the design, modifying it without ever disregarding it entirely. This means that it has the potential to take an idea being elaborated by the user and steer it in a novel (yet still prompt-conditioned) direction, which may aid user creativity and prevent premature convergence (A phenomenon familiar to us ML researchers that turns out to occur as well in humans, where it is known as design fixation [49]). We hypothesise that these capabilities constitute an asset in augmenting creativity when deployed in a human-computer collaborative drawing context.

The capacity for cooperation is been further aided by CICADA’s adaptability, both conceptual and visual. Our model can accommodate a user changing their mind about some aspect of their drawing goal: should the user decide to change the prompt, the loss function is changed, and the model begins optimising for the new loss, initialised with the current canvas state. Similarly, users of a future CICADA-based interface will be able to modify (add, move, remove, rotate, scale, etc) curves at any point and the optimiser will re-initialise and then continue. Our experiments show that in both of these contexts (changing the sketch and changing the prompt) the existing sketch has an influence on the final sketch, meaning that the work done up to that point is not discarded, with no detriment on quality (at least as measured by the semantic loss).

Finally, it is worth mentioning that the design and development of a user interface that integrates CICADA is underway. A preliminary exploratory study suggests the system has capacity to facilitate co-creative drawing, with the majority of participants stating that it was a useful way to explore early ideas and visual concepts, although further experimentation and development is needed. Some subjects mentioned potential utility in specific design domains, such as character creation and interior design. Future evaluation of the complete system will explore its efficacy more rigorously, we mention our work to date solely in support of what our experiments here suggest: that the adaptations embedded in CICADA facilitate co-creative design.

V. CONCLUSION

We have operationalised co-creative drawing AI as an ML problem by drawing on literature in the cognitive science of design. We defined co-creative drawing not as the production of sketches to be used as design output, but the iterative negotiation of ideas through drawing. We then proposed CICADA, a vector-based, CLIP-guided, synthesis-by-optimisation method intended for the co-creative drawing context. We show that CICADA is suitable for co-creative drawing in that it can 1) produce diverse and high-quality sketches, 2) adapt to changes in the prompt, and 3) adapt to changes in the drawing. In evaluating our model we propose TIE, or Truncated Inception Entropy, as a measure of the diversity of a set of generated images. We apply this diversity measure directly to the task of estimating CICADA’s diversity when compared to humans, but also to the task of demonstrating that partial sketches provided by the user have an impact on CICADA’s drawing (in that they reduce the diversity of what it can generate – indicating that its outputs are conditioned on what was provided. We argue that these qualities make CICADA well suited to the co-creative drawing context.
we defined, and our preliminary results obtained with a user interface align with this prediction.

We are developing an improved version of a user interface that will allow CICADA to be integrated into an interactive co-creative drawing software, with a particular emphasis on tasks like character design and storyboarding where playful and abstract-yet-evocative content is valued. This will also allow for further evaluation and reflection on how well our proposed metrics align with interactivity. Work also continues on other aspects of the model, where there is still much room for improvement, such as defining more effective loss functions, faster methods for pruning, and mechanisms to focus on specific parts of the drawing.
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