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Abstract: This article proposes a unified method to estimation of group action by using the inverse Fourier transform of the input state. The method provides optimal estimation for commutative and non-commutative group with/without energy constraint. The proposed method can be applied to projective representations of non-compact groups as well as of compact groups. This paper addresses the optimal estimation of $\mathbb{R}$, $\text{U}(1)$, $\text{SU}(2)$, $\text{SO}(3)$, and $\mathbb{R}^2$ with Heisenberg representation under a suitable energy constraint.

1. Introduction

In quantum theory, the reversible dynamics of a system is often described by an element in a projective unitary representation of a group. In this case, the unitary acting on the real quantum system reflects important physical parameters. Therefore, we can estimate these physical parameters by estimating the true unitary among a given projective unitary representation of a group. Indeed, it is known that estimation of unitary has a square speed up over the state estimation in quantum case. However, only the limited case of estimation of unitaries has been solved [1,2,3,4,5,6,7,8]. Other case of estimation of unitaries has not been solved while their Fisher information has been calculated [10]. Indeed, several researchers consider that the Fisher information describes the attainable limit of the precision of the estimation of unitary [9,10,11,12,13,14,15]. However, as was pointed in [17], it does not give the attainable bound of precision of the estimation of unitary.

The first studies [1,2] treated the phase estimation, which is essentially the estimation of the representation of $\text{U}(1)$. Next, the estimation of $\text{SU}(2)$ was studied [3,4,5]. Chiribella et al. [6] established a general theory of estimation of unitary representation of a compact group. Chiribella [17] extended the result to the case of projective representations. Kahn [18] applied this result to the
case of SU(d). These studies showed that the estimation error behaves as \( \frac{C}{n^2} \)
when \( n \) is the number of tensor products of the representation. We often call this phenomena the square speed up. For a real implementation, the energy of the input state might be a more important factor than the available number of tensor products. However, many existing studies do not address the optimal estimation with an energy constraint for the input state. This paper deals with this kind of optimization problem.

On the other hand, Imai et al \([7]\) treated phase estimation by using Fourier analysis. In the estimation of action of finite group, the minimum error probability has been shown by \([20,21,22]\), and that with the projective representation case by \([23]\). In the case of non-compact groups, the estimation of group action has been formulated by Holevo \([26,34]\) when the input state is fixed. However, the optimization of input state has been not resolved. That is, there is no general theory of estimation of group action for non-compact groups. In fact, the Fourier transform can be generalized to the case of a non-compact group \( G \), whose generalized version is often called Plancherel transform. In topological group theory, a locally compact Hausdorff topological group is called unimodular when the left invariant measure is equal to the right invariant measure. Further, when a unimodular group satisfies an additional condition, it is called Type I. In fact, Fourier transform can be defined for a Type I group \([24,25]\). In this paper, we extend the concept of Type I group and the Fourier transform to the case of projective representation with a fixed factor system. In this case, we focus on the set \( \hat{G} \) of irreducible representations. Under this method, the input state \( \phi \) can be written as totally square summable (integrable) matrices on irreducible representation spaces. The inverse Fourier transform is given as the unitary operator from the input state \( \phi \) to the square integrable function on \( G \), which can be regarded as an element of \( L^2(G) \). Hence, using the Fourier transform, we derive a general optimization result for estimation of a group. In this formula, the minimum error can be written as the minimum of the average error under the distribution given as the square integral of the inverse Fourier transform of the input pure state. Then, we recover existing general results for finite groups and compact groups by \([20,21,22,23]\) from our obtained general result.

Further, when the input system is infinite-dimensional, it is natural to restrict the energy of the input state. This constraint is also needed even in the finite-dimensional case, as is mentioned before. However, the optimal estimation of group action with this type constraint has not been studied sufficiently with a general framework even in the compact case. Using the Fourier transform, this paper gives a general result for this problem for a Type I group. The merit of the obtain general result is to decrease the freedom of optimization. That is, thanks to these results, it is enough to treat the case when the measurement is a specific measurement and the input is pure state. These result reduce our optimization problem to the optimization with respect to input pure states. Further, these results enable us to apply the known result of Fourier analysis because these results clarify the relation with Fourier analysis.

In addition, we can consider the case when we can choose the input state probabilistically as well as the case when we choose only one input state. When an arbitrary entangled state is available as the input state, there is no difference between two schemes. However, the relation between both is not so simple when
there is restriction for available entanglement in the input state. We treat this problem carefully, and show that there is no difference even when there is restriction for available entanglement in the input state. However, we cannot show the same equivalence when there is an energy constraint.

Applying these general results, we treat the estimation of actions of several concrete groups with and without energy constraint. Firstly, we treat the case of commutative groups, in which, the input state can be written as a function of the weight space. We address the estimation of the action of real numbers $\mathbb{R}$ with energy constraint for the input state. Then, we proceed to the same problem when the support of the input state belongs to the positive numbers. We also discuss the estimation of the action of real numbers $\mathbb{R}$ when the support of the input state is limited to an interval. These cases are treated by combination of the obtained general results and respective uncertainty relations. We also discuss the estimation of action of integers $\mathbb{Z}$.

Further, we treat the estimation of action of the one-dimensional unitary group $U(1)$ under the constraint of the support of the input state as well as the constraint of the energy of the input state. Under a suitable energy constraint and a suitable error function, the problem can be converted to the eigenvalue problem of the specific periodic differential equation, Mathieu equation. Then, the optimal input state can be constructed from Mathieu function, which is the solution of Mathieu equation with the minimum eigenvalue among periodic even functions. Further, when the constraint energy is sufficiently large, the optimal input state converges to a Gaussian state, which is the wave function of the vacuum state. As a byproduct, we derive an uncertainty relation for the wave function on the unit circle.

Next, we proceed to the non-commutative case. First, we treat the estimation of the action of the two-dimensional special unitary group $SU(2)$ and the three-dimensional special orthogonal group $SO(3)$ under the constraint of the available irreducible representation of the input state as well as the constraint of the energy of the input state. In fact, usually we consider the estimation of $SU(2)$ with the gate fidelity in the standard tensor product representation. However, the standard tensor product representation of $SU(2)$ can be regarded as at least a projective representation of $SO(3)$. Further, the gate fidelity can distinguish all elements in $SO(3)$, but cannot in $SU(2)$. So, this paper treats them as a projective representation of $SO(3)$. Hence, we discuss the estimation of $SU(2)$ by using the trace of an element of $SU(2)$ as error criterion when the input state is given as the superposition of a representation of $SO(3)$ and a projective representation of $SO(3)$, which cannot be regarded as a projective representation of $SO(3)$. Under the constraint of the available irreducible representation of the input state, we can derive the optimal input state in a similar way to the case of $U(1)$. Under a suitable energy constraint and a suitable error function, similar to the case of $U(1)$, the problem can be converted to the eigenvalue problem of Mathieu equation. The case of $SU(2)$ is different from the case of $U(1)$ in that the solution can be derived from the minimum eigenvalue among periodic odd functions. Then, the optimal input state can be constructed as a superposition of maximally entangled state over irreducible representation. The coefficients of superposition is given from the inverse Fourier transform of another type of Mathieu function, which is the solution of Mathieu equation with the minimum eigenvalue among periodic odd functions. Further, when the constraint energy
is sufficiently large, the coefficients of superposition of the optimal input state converges to the wave function of the single photon state. As a byproduct, we derive an uncertainty relation for the wave function on the 3-dimensional sphere, which is isomorphic to SU(2).

Next, we treat the case of SO(3). Under the constraint of the available irreducible representation of the input state, the asymptotically optimal estimation was derived by [3, 4, 5]. However, they did not derive the exact form of the optimal estimation. In the case of truly projective representation of SO(3), we can exactly derive the optimal input state in a similar way to the cases of U(1) and SU(2). However, in the case of representation of SO(3), we exactly derive the optimal input state in a way slightly different from the cases of U(1) and SU(2). Under a suitable energy constraint and a suitable error function, similar to the case of SU(2), the problem can be converted to the eigenvalue problem of Mathieu equation. In the case of representation of SO(3), the solution can be derived from the minimum eigenvalue among anti-periodic odd functions, and in the case of truly projective representation of SO(3), the solution can be derived from the minimum eigenvalue among periodic odd functions. Then, the optimal input state can be constructed as a superposition of maximally entangled state over irreducible representation in a way similar to the case of SU(2).

We also show that the asymptotically optimal performance under the energy constraint can be physically realized by a repetition of the same input state and the individual measurement in the cases of U(1), SU(2), and SO(3). Since these methods require less entangled states (no entangled state in the case of U(1)), they give practical constructions.

When we can use so many tensor product systems, it is natural to restrict the average energy given by the total angular momentum of the input state. However, the optimal estimation under this type of energy constraint has not been studied. This paper treats the asymptotic behavior of this type optimization by using the above mentioned result with respect to U(1) with energy constraint and positivity constraint of the weight.

As a byproduct, we can show the limiting distribution of the outcome of the measurement corresponding to the irreducible decomposition in the n-fold tensor representation in the qubit system when the true state is the completely mixed state. In fact, when the true state is the n-fold tensor state of a non-completely-mixed state, it is known that the limiting distribution is a Gaussian distribution [37, 38, 39, 40]. In the case of the completely mixed state, we derive the limiting distribution, which is different from the Gaussian distribution.

Finally, we treat Heisenberg representation of $\mathbb{R}^2$ as a typical example of non-compact and non-commutative representation by employing the uncertainty relation on $\mathbb{R}^2$ and the general result based on the Fourier transform. Under this representation, we give the minimum error of the estimation of action of group when the average energy of the input state is fixed. In this derivation, the Fourier analytic approach plays an important role.

The remaining parts are organized as follows. Firstly, we summarize the typical obtained results with our typical energy constraint and its application to uncertainty relations in Section 2, which are a part of our obtained result. In Section 3, we introduce two schemes of the estimation of unknown group action. In Section 4, we give a formulation of the estimation of unknown group action. In Section 5, we derive a general formula for minimum error as Theorems 4 and
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In Section 6 we give their proofs. Section 7 clarifies the relation between our theorem and the existing result for the case of finite groups by [20, 21, 22, 23]. That is, this section explains how to recover the existing result for the case of finite group. Section 8 treats the relation between our theorem and the existing result for the case of compact groups by [6, 18]. The remaining sections discuss the concrete examples. Sections 9, 10, 11, 12, 13, and 14 treat the estimation of the action of \( \mathbb{R} \), \( \mathbb{Z} \), U(1), SU(2), SO(3), and the Heisenberg representation of \( \mathbb{R}^2 \), respectively.

Appendix A summarizes the knowledges of Mathieu equation and Mathieu function, which play essential roles in the case of U(1), SU(2), and SO(3). Appendices B and C are devoted for technical lemmas.

### 2. Summary of obtained results with energy constraints

Here, we summarize the typical obtained results with our typical energy constraint and its application to uncertainty relations as follows although our obtained results cover more general setups.

**Estimation of the location sift operation** \( \mathbb{R} \): Firstly, let us consider the estimation of the location sift operation \( x \in \mathbb{R} \). In this case, any irreducible representation can be written as \( x \mapsto e^{xp} \) with the momentum \( p \in \hat{\mathbb{R}} = \mathbb{R} \). Hence, any representation can be written as the unitary \( U_x := \int_{\mathbb{R}} e^{xp} |p\rangle\langle p| \) on \( L^2(\mathbb{R}) \).

In this case, the input state can be written as a square integrable function \( \phi \) on the momentum space \( \hat{\mathbb{R}} \). When we apply the estimator \( M(\hat{x}) \), which is a POVM, we obtain the output distribution \( \langle \phi | U_x^\dagger M(\hat{x}) U_x | \phi \rangle \).

Now, we consider the energy constraint on the momentum space \( \hat{\mathbb{R}} \) as \( \int_{\mathbb{R}} p^2 |\phi(p)|^2 \frac{dp}{\sqrt{2\pi}} \leq E \), which can be regarded as a constraint for the kinetic energy. When we adopt the mean square error \( D(M, \phi) := \int_{\mathbb{R}} (\hat{x} - x)^2 \langle \phi | U_x^\dagger M(\hat{x}) U_x | \phi \rangle \), our problem can be formulated as the minimization problem:

\[
\min_{M, \phi} \{ D(M, \phi) | \int_{\mathbb{R}} p^2 |\phi(p)|^2 \frac{dp}{\sqrt{2\pi}} \leq E \} = \frac{8}{E},
\]

which can be shown by employing the conventional minimum uncertainty relation as Theorem [3]. The optima input state is given by a Gaussian wave function. Due to the central limit theorem, the Gaussian wave function can be approximated by the tensor product \( \phi \otimes \phi \) of an arbitrary pure state \( \phi \). In this case, the optimal coefficient of the first order can be attained by the maximum likelihood estimator with \( n \) repeated applications of a proper covariant measurement to the system with the single copy input \( \phi \).

**Estimation of the periodic location sift operation** U(1): Next, we consider the estimation of the location sift operation with the periodic condition. In this case, the action can be described as the action \( e^{i\theta} \in U(1) \). Then, any irreducible representation can be written as \( \theta \mapsto e^{ik\theta} \) with the momentum \( k \in U(1) \) with \( U(1) = \mathbb{Z} \). Hence, any representation can be written as the unitary \( U_{\theta} := \oplus_{k=0}^\infty e^{ik\theta} |k\rangle\langle k| \) on \( L^2(\mathbb{Z}) \). The input state can be written as a square integrable function \( \phi \) on the momentum space \( U(1) = \mathbb{Z} \). Now, we consider the energy constraint on the
momentum space $U(1)$ as $\sum_{k=-\infty}^{\infty} k^2|\phi(k)|^2 \leq E$. Similarly, the output distribution is written as $\langle \phi | U_0^\dagger M(d\theta)|U_0|\phi \rangle$ with the estimator $M(d\theta)$. When we adopt the error $D(M, \phi) := \int_{-\infty}^{\infty} (1 - \cos(\theta - \theta))|\phi | U_0^\dagger M(d\theta)|U_0|\phi \rangle$, our problem can be formulated as the minimization problem:

$$
\min_{M, \phi} \left\{ D(M, \phi) \left| \sum_{k=-\infty}^{\infty} k^2|\phi(k)|^2 \leq E \right. \right\} = \max_{s>0} \frac{sa_0(\frac{2}{s})}{4} + 1 - sE
$$

$$
\approx \frac{1}{8E} - \frac{1}{128E^2} \quad \text{as } E \to \infty, \quad (2)
$$

where $a_0$ is a function related to the Mathieu function, and is defined in Appendix A. The above relations are shown as Theorem 96 and (97).

Further, the optimal coefficient of the first order can be attained by the following method. The input state is the tensor product $\phi \otimes \phi$ of an arbitrary pure state $\phi$. We apply a proper covariant measurement to the system with the single copy input $\phi$. Finally, we apply the maximum likelihood estimator for $n$ repeated applications of the above measurement.

**Estimation of the action $SO(3)$ and $SU(2)$**: Next, we consider the estimation of the rotating action $g \in SO(3)$. In this case, any irreducible representation can be written as $g \mapsto U_{\lambda, g}$ on the irreducible representation space $\mathcal{H}_\lambda$ with the maximum weight $\lambda \in SO(3)$. Hence, any representation can be written as the unitary $U_g := \oplus_{\lambda \in SO(3)} U_{\lambda, g}$ on $\mathcal{H} \otimes \mathcal{H}_\lambda^\ast$, where $\mathcal{H}_\lambda^\ast$ is the dual space of $\mathcal{H}_\lambda$. In this case, the input state can be written as a square integrable function $\phi$ on $\oplus_{\lambda \in SO(3)} \mathcal{H}_\lambda \otimes \mathcal{H}_\lambda^\ast$. When we apply the estimator $M(d\phi)$, we obtain the output distribution $\langle \phi | U_0^\dagger M(d\phi)|U_0|\phi \rangle$.

Now, we consider the energy constraint as $\langle \phi | \oplus_{\lambda \in SO(3)} \lambda(\lambda + 1) I_\lambda |\phi \rangle \leq E$, where $I_\lambda$ is the projection to the space $\mathcal{H}_\lambda \otimes \mathcal{H}_\lambda^\ast$, which is natural in the relation with the angular momentum. When we adopt the error $D(M, \phi) := \int_{-\infty}^{\infty} \frac{1}{4} (4 - |\text{Tr} g^{-1}\hat{g}|)^2 |\phi | U_0^\dagger M(d\phi)|U_0|\phi \rangle$ with use of the gate fidelity $\frac{1}{2} |\text{Tr} g^{-1}\hat{g}|^2$, our problem can be formulated as the minimization problem:

$$
\min_{M, \phi} \left\{ D(M, \phi) \left| \left( \oplus_{\lambda \in SO(3)} \lambda(\lambda + 1) I_\lambda \right) |\phi \rangle \leq E \right. \right\} = \max_{s>0} \frac{sa_1(\frac{2}{s})}{4} + 1 - s(E + \frac{1}{4})
$$

$$
\approx \frac{9}{8E} - \frac{81}{128E^2} \quad \text{as } E \to \infty, \quad (3)
$$

as $E \to \infty$, where $a_1$ is a function related to the Mathieu function, and is defined in Appendix A. The above relations are shown as Theorem 198 and 199.

Further, the optimal coefficient of the first order can be attained by the method given in the case of $U(1)$. A similar result can be shown when we consider the projective representation of $SO(3)$.
For SU(2), we adopt the error $D(M, \phi) := \int_{-\infty}^{\infty} (1 - \frac{1}{2} \text{Tr} g^{-1} \hat{g}) \langle \phi | U_2^\dagger M(d\hat{x}) U_2 | \phi \rangle$. Then, our problem can be formulated as the minimization problem:

$$\min_{M, \phi} \left\{ D(M, \phi) \mid \langle \phi | \sum_{\lambda \in \text{SU}(2)} \lambda (\lambda + 1) I_{\lambda} | \phi \rangle \leq E \right\} = \max_{s > 0} \frac{sb_2(s)}{16} + 1 - s \left( E + \frac{1}{4} \right)$$

$$\cong \frac{9}{32E} - \frac{7 \cdot 3^3}{2 \cdot 11 E^2} \tag{4}$$

where $b_2$ is a function related to the Mathieu function, and is defined in Appendix $A$. The above relations are shown as Theorem $13$ and $19$.

### Estimation of the action of the Heisenberg representation

Finally, we consider the action of the Heisenberg representation $x = (x_1, x_2) \in \mathbb{R}^2$. In this case, the irreducible representation is the equivalent with the Heisenberg representation $x \mapsto U_x$ on $L^2(\mathbb{R})$ when we fix the commutation relation. Then, the input state can be written as a square integrable operator $\phi$ on $L^2(\mathbb{R})$, which is a pure state on $L^2(\mathbb{R}) \otimes L^2(\mathbb{R})$. When we apply the estimator $M(d\hat{x})$, we obtain the output distribution $\langle \phi | U_2^\dagger M(d\hat{x}) U_2 | \phi \rangle$. Now, we consider the energy constraint as $\langle \phi | (Q^2 + P^2) \otimes I | \phi \rangle \leq E$. When we adopt the mean square error $D(M, \phi) := \int_{-\infty}^{\infty} (\hat{x}_1 - x_1)^2 + (\hat{x}_2 - x_2)^2 \langle \phi | U_2^\dagger M(d\hat{x}) U_2 | \phi \rangle$, our problem can be formulated as the minimization problem:

$$\min_{M, \phi} \{ D(M, \phi) \mid \langle \phi | (Q^2 + P^2) \otimes I | \phi \rangle \leq E \} = \frac{1}{2E}, \tag{5}$$

which can be shown by reducing the problem to the minimum uncertainty relation on the two-dimensional space as Theorem $22$.

### Uncertainty relations on $S^1$ and $S^3$

Using the relation $S^1 \cong U(1)$ and $S^3 \cong \text{SU}(2)$, we derive uncertainty relations on $S^1$ and $S^3$. Given $\varphi \in L^2(S^1)$, we focus on the relation between $\Delta^2_{\varphi}(\cos Q, \sin Q) := \Delta^2_{\varphi} \cos Q + \Delta^2_{\varphi} \sin Q$ and $\Delta^2_{\varphi} P$, where $\Delta^2_{\varphi} X := \langle \varphi | X^2 | \varphi \rangle - \langle \varphi | X | \varphi \rangle^2$. Then, as is shown in Theorem $10$, we obtain

$$\min_{\varphi \in L^2_n(S^1)} \{ \Delta^2_{\varphi}(\cos Q, \sin Q) | \Delta^2_{\varphi} P \leq E \} = \max_{s > 0} 1 - s E - \frac{sa_0(s)}{4} \leq \frac{1}{4E} - \frac{1}{32E^2} \text{ as } E \to \infty, \tag{6}$$

where $L^2_n(\Omega)$ is the set of normalized functions of $L^2(\Omega)$. Given $\varphi \in L^2(S^3)$, we focus on the relation between $\Delta^2_{\varphi} Q := \sum_{j=0}^3 \Delta^2_{\varphi} Q_j$ and $\Delta^2_{\varphi} P := \sum_{j=1}^3 \Delta^2_{\varphi} P_j$, where $P_j$ is the momentum operator for the $i$-th direction of $\sigma_j$ via the relation $S^3 \cong \text{SU}(2)$. Then, as is shown in Theorem $15$, we obtain

$$\min_{\varphi \in L^2_n(S^3)} \{ \Delta^2_{\varphi} Q | \Delta^2_{\varphi} P \leq E \} = 1 - \left( \min_{s > 0} s E + \frac{1}{4} - \frac{sb_2(s)}{16} \right)^2 \cong \frac{9}{16E} - \frac{5 \cdot 3^3}{29E^2} \text{ as } E \to \infty. \tag{7}$$
3. Estimation schemes of group action

We focus on a group $G$ acting on the Hilbert space $\mathcal{H}$ of our interest. That is, we treat a projective unitary representation $f$ of $G$ over $\mathcal{H}$. Our aim is estimating the unknown unitary $f(g)$ under the assumption that $g \in G$. For this purpose, we can choose the input state $\rho$ and the output measurement, which is described by the POVM $M$ over the Hilbert space $\mathcal{H}$. Since the aim of the measurement is the estimation of the element of $g \in G$, the POVM $M$ takes values in the group $G$. We describe the set of the above kinds of POVMs by $\mathcal{M}(G)$. Hence, our estimator is given as a pair of an input state $\rho \in \mathcal{S}(\mathcal{H})$ and a POVM $M$, where $\mathcal{S}(\mathcal{H})$ is the set of density operators on $\mathcal{H}$. There are two kinds of extensions for this setting. As the first extension, we allow to input a state entangled with the other system $\mathcal{H}_R$ and to apply an joint measurement between the output system and the other system $\mathcal{H}_R$ as Fig. 1. As the second extension given in Fig. 2, we choose the input state $\rho_i$ with the probability $p_i$ for $i = 1, \ldots$ and choose the output POVM $M_i$ depending on the input state $\rho_i$. Indeed, if we treat the representation space $\mathcal{H} \otimes \mathcal{H}_R$, the first extension can be treated as the original setting. The first extension (Fig. 1) covers the second extension (Fig. 2) when there is no restriction for the size of allowable entanglement in the initial state in the first extension (Fig. 1) as follows. Let $\mathcal{H}$ be the original input system and $\mathcal{H}_R$ be the system spanned by $|i\rangle$. Then, we choose the input state $\sum_i p_i \rho_i \otimes |i\rangle \langle i|$ on $\mathcal{H} \otimes \mathcal{H}_R$ and the POVM $\mathcal{M}([M_i])(g) := \sum_i M_i(g) \otimes |i\rangle \langle i|$ on $\mathcal{H} \otimes \mathcal{H}_R$. Hence, the second extension (Fig. 2) is included in the first extension (Fig. 1) with sufficient large entanglement. However, the second extension has less choices than the first extension and the second extension has larger choices than original setting. Hence, we need to treat the second extension as a different setting.

Fig. 1. Strategy for estimating the unknown group action $g$ with an entangled input

\begin{center}
\begin{tikzpicture}
  \node[align=center,draw,rectangle] (rho) at (0,0) {$\rho$};
  \node[align=center,draw,rectangle] (fg) at (1,0) {$f(g)$};
  \node[align=center,draw,rectangle] (fgrfgdagger) at (2,0) {$f(g)\rho f(g)^\dagger$};
  \node[align=center,draw,rectangle] (m) at (3,0) {$M$};
  \draw[->] (rho) -- (fg);
  \draw[->] (fg) -- (fgrfgdagger);
  \draw[->] (fgrfgdagger) -- (m);
\end{tikzpicture}
\end{center}

Fig. 2. Stochastic strategy for estimating the unknown group action $g$

\begin{center}
\begin{tikzpicture}
  \node[align=center,draw,rectangle] (rhoi) at (0,0) {$\rho_i$};
  \node[align=center,draw,rectangle] (fg) at (1,0) {$f(g)$};
  \node[align=center,draw,rectangle] (fgrfgdagger) at (2,0) {$f(g)\rho_i f(g)^\dagger$};
  \node[align=center,draw,rectangle] (mi) at (3,0) {$M_i$};
  \draw[->] (rhoi) -- (fg);
  \draw[->] (fg) -- (fgrfgdagger);
  \draw[->] (fgrfgdagger) -- (mi);
\end{tikzpicture}
\end{center}
Thus, we have the following two schemes for a given projective unitary representation \( f \) of \( G \) over \( \mathcal{H} \) as follows.

**Scheme 1** We input a state \( \rho \) in the system \( \mathcal{H} \). We apply a measurement corresponding to a POVM \( M \) on \( \mathcal{H} \) after the unitary evolution \( \rho \mapsto f(g)\rho f(g)^\dagger \).

In this scheme, we can use a state \( \rho \) and a POVM \( M \) on \( \mathcal{H} \).

**Scheme 2** In the above scheme, we choose the input state \( \rho_i \) with the probability \( p_i \) for \( i = 1, \ldots \), and choose the output POVM \( M_i \) depending on the input state \( \rho_i \). The choices of the input and the measurement are abbreviated to \( (p_i, \rho_i) \) and \( (M_i) \).

Then, we will discuss Schemes 1 and 2. Subsection 4.1 addresses Scheme 1 with the optimization with respect to the POVM \( M \) under the fixed choice of the input state \( \rho \) in an arbitrary group \( G \). Subsection 4.2 extends the analysis to Scheme 2.

### 4. Formulations of estimation of group action

#### 4.1. Estimation with fixed input.

In order to treat the first scheme with the fixed input state \( \rho \), we focus on the risk function \( R \) depending on the true value \( g \) and the estimate \( \hat{g} \). Then, when the true value is \( g \), the average error is given as

\[
D_{R,g}(\rho, M) := \int_G R(g, \hat{g}) \text{Tr} f(g)\rho f(g)^\dagger M(d\hat{g}).
\]  

(8)

Given a prior distribution \( \nu \) for \( g \) over \( G \), we can define the Bayesian error:

\[
D_{R,\nu}(\rho, M) := \int_G D_{R,g}(\rho, M) \nu(dg).
\]  

(9)

Hence, our aim is finding a pair of the input state \( \rho \) and POVM \( M \in \mathcal{M}(G) \) minimizing \( D_{R,\nu}(\rho, M) \).

As an alternative criterion, we optimize the worst case as

\[
D_R(\rho, M) := \max_G D_{R,g}(\rho, M),
\]  

(10)

which is called the mini-max criterion.

Since the difference between \( g \) and \( \hat{g} \) is thought to be the same as that between \( g'g \) and \( g'\hat{g} \), we assume the left invariant condition in the following:

\[
R(g, \hat{g}) = R(g'g, g'\hat{g}), \quad \forall g, \hat{g}, g' \in G.
\]  

(11)

According to Holevo\(^{22}\), as an important class of POVMs, we introduce a covariant POVM. In the original formulation, he treats the estimation of a homogeneous space. Since the group with the left action can be regarded as a homogeneous space, we can apply his general method to our problem. Hence, the right invariance in (11) is not needed for its application. A POVM \( M \) taking values in \( G \) is called covariant with respect to the projective representation \( f \) when

\[
f(g)M(B)f(g)^\dagger = M(gB).
\]  

(12)
Holevo defined the concept “covariant POVM” for a general homogeneous space. The group $G$ can be regarded as a special case of homogeneous spaces. We describe the set of covariant POVMs by $\mathcal{M}_{\text{cov}}(G)$. For any covariant POVM $M \in \mathcal{M}_{\text{cov}}(G)$, the average error $D_{R,g}(\rho, M)$ does not depend on the true value $g$. Hence, we obtain

$$D_{R,g}(\rho, M) = D_{R,\nu}(\rho, M) = D_R(\rho, M).$$

(13)

In the following, we denote the left invariant measure of the group $G$ by $\mu_G$. When $G$ is compact, $\mu_G$ is chosen to be the probability measure. Then, we obtain the following theorem, which is called quantum Hunt-Stein theorem.

**Lemma 1.** When the risk function $R$ is invariant and $G$ is compact and Hausdorff, we obtain

$$\min_{M \in \mathcal{M}(G)} D_{R,G}(\rho, M) = \min_{M \in \mathcal{M}(G)} D_R(\rho, M)$$

(14)

$$= \min_{M \in \mathcal{M}_{\text{cov}}(G)} D_{R,G}(\rho, M) = \min_{M \in \mathcal{M}_{\text{cov}}(G)} D_R(\rho, M).$$

(15)

However, when $G$ is not compact, it has no invariant probability measure. In this case, the above theorem can be generalized to the following way.

**Lemma 2.** When the risk function $R$ is left invariant and $G$ is locally compact and Hausdorff, we obtain

$$\min_{M \in \mathcal{M}(G)} D_R(\rho, M) = \min_{M \in \mathcal{M}_{\text{cov}}(G)} D_R(\rho, M).$$

(16)

Hence, in the following, in order to treat our problem without the compactness condition, we treat the minimization

$$\min_{\rho \in \mathcal{S}(\mathcal{H})} \min_{M \in \mathcal{M}_{\text{cov}}(G)} D_{R}(\rho, M),$$

(17)

where $\mathcal{S}(\mathcal{H})$ is the set of densities on $\mathcal{H}$. That is, we can restrict our measurement into covariant measurements without loss of generality. Given an input mixed state $\rho = \sum_i p_i |\phi_i\rangle \langle \phi_i|$, any measurement $M$ satisfies

$$D_{R,g}(\rho, M) = \sum_i p_i D_{R,g}(|\phi_i\rangle \langle \phi_i|, M).$$

(18)

Hence, any covariant measurement $M$ satisfies

$$D_R(\rho, M) = \sum_i p_i D_R(|\phi_i\rangle \langle \phi_i|, M).$$

(19)
4.2. Estimation with probabilistic input. Next, we extend the above discussion to Scheme 2. For this purpose, we apply the above discussion to the case with the Hilbert space $\mathcal{H} \otimes \mathcal{H}_R$ and the input state $\sum_i p_i \rho_i \otimes |i\rangle \langle i|$. Then, for any POVM $M$ on $\mathcal{H} \otimes \mathcal{H}_R$, we define the POVM $M'$ on $\mathcal{H} \otimes \mathcal{H}_R$ and the POVMs $M_i$ on $\mathcal{H}$ satisfying that

$$M[[M_i]](\hat{g}) = \sum_{i=1}^I P_i M(\hat{g}) P_i,$$

(20)

where $P_i$ is the projection $I_\mathcal{H} \otimes |i\rangle \langle i|$. Then, we obtain

$$\mathcal{D}_{R,g}(\sum_i p_i \rho_i \otimes |i\rangle \langle i|, M) = \mathcal{D}_{R,g}(\sum_i p_i \rho_i \otimes |i\rangle \langle i|, M[[M_i]]) = \sum_i p_i \mathcal{D}_{R,g}(\rho_i, M_i).$$

(21)

Combining Lemma 2, we obtain the following lemma.

**Lemma 3.** When the risk function $R$ is left invariant and $G$ is locally compact and Hausdorff, we obtain

$$\min_{M \in M(G)} \sum_i p_i \mathcal{D}_{R,g}(\rho_i, M_i) = \min_{M_i \in M_{cov}(G)} \sum_i p_i \mathcal{D}_{R,g}(\rho_i, M_i).$$

(22)

Hence, in the following, in order to treat our problem without the compactness condition, we treat the minimization

$$\min_{\{p_i\}} \min_{\rho \in \mathcal{S}(\mathcal{H})} \min_{M \in M_{cov}(G)} \sum_i p_i \mathcal{D}_R(\rho_i, M).$$

(23)

Next, we characterize covariant POVMs. It is known that any covariant measurement $M$ can be described by using a positive semi-definite operator $T$ such that

$$M(B) = \int_B f(g) T f(g)^\dagger \mu_G(dg).$$

(24)

Conversely, the above kind of operator $T$ satisfies

$$I = \int_G f(g) T f(g)^\dagger \mu_G(dg).$$

(25)

When a positive semi-definite $T$ satisfies (25), it gives a covariant measurement by (24), which is denoted by $M_T$. 
5. Analysis with irreducible decomposition

For a further analysis for general locally compact topological group, we employ the decomposition by irreducible representation spaces. For this purpose, we prepare several notations and a condition for group. In the following, we assume that the group $G$ is a unimodular group, i.e., $G$ is a locally compact Hausdorff topological group and its left invariant measure $\mu_G$ is equal to its right invariant measure.

For a given projective representation $f$ of the group $G$, we have the relation

$$f(g) f(g') = e^{i\theta(g,g')} f(gg')$$ (26)

for $g, g' \in G$. The set $L := \{e^{i\theta(g,g')}\}_{g, g' \in G}$ of complex numbers is called the factor system. In particular, we call the factor system $\{1\}_{g, g' \in G}$ the trivial factor system and denote it by $L$. The irreducible representation depends on the factor system $L$. In the following, we denote the set of symbols of irreducible projective representation of $G$ with the factor system $L$ by $\hat{G}[L]$. For any label $\lambda \in \hat{G}[L]$, we denote the irreducible space corresponding to $\lambda$ by $U_\lambda$, and its irreducible representation by $f_\lambda$. In the case of no factor system, i.e., the case of representation, we denote the set $\hat{G}$ by $\hat{G}$. When the group is simply connected, any projective representation can be reduced to usual representation. Then, since $\hat{G}[L]$ does not depends on the factor system $L$, we denote $\hat{G}[L]$ by $\hat{G}$.

When $G$ is compact, all of irreducible spaces $U_\lambda$ are finite-dimensional. When $G$ is not compact, there might be infinite-dimensional irreducible spaces $U_\lambda$. In this case, we define the generalized dimension as follows. When the integral

$$\int_G |\langle \phi | f_\lambda(g) | \psi \rangle|^2 \mu_G(dg)$$ (27)

is finite for a normalized vector $\phi \in U_\lambda$, the integral (27) does not depend on $\phi \in U_\lambda$ because $G$ is a unimodular group. Letting $d_\lambda$ be the inverse of the integral (27), we have

$$I = d_\lambda \int_G f_\lambda(g) \rho f_\lambda(g)^\dagger \mu_G(dg)$$ (28)

for an arbitrary state $\rho$ on $U_\lambda$. In the compact case, since $\mu_G$ is a probability measure, the generalized dimension $d_\lambda$ coincides with $\dim U_\lambda$.

For any projective representation $f$ of a group $G$ on the Hilbert space $H$, we define the commutant and the double commutant as follows.

$$f(G)' := \{A | f(g)A = Af(g), \forall g \in G\}$$ (29)

$$f(G)'' := \{A | BA = AB, \forall B \in f(G)'\}.$$ (30)

Now, we introduce an important class of topological groups [25, p.206].

**Definition 1.** A locally compact Hausdorff topological group $G$ is called type I with the factor system $L$ if $G$ is unimodular and satisfies the following condition. For a unitary projective representation $f$ of on a Hilbert space $H$, the set $f(G)' \cap f(G)''$ is the set of the constant operators on $H$ if and only if $f$ is a direct sum of copies of a irreducible representation.
The concept of ‘Type I’ is closely related to Type I in von Neumann algebra [25, p.206]. The original definition of ‘Type I’ [25, p.206] is based on unitary representations, i.e., the case of the trivial factor system $E$. However, we employ the concept of ‘Type I’ based on unitary projective representations with the factor system $L$. For example, any compact group is Type I with the trivial factor system $E$ [25, Example 1]. Since any projective representation of a compact group can be regarded as a representation of its universal covering group, any compact group is Type I with any factor system $L$. Any commutative group is also Type I with the trivial factor system $E$ [24, Example 2]. Also the group $\mathbb{R}^d$ is Type I with the factor system given by the Heisenberg representation [25, Example 3]. In the following, we assume that the group $G$ and the factor system $L$ satisfies $G$ is type I with the factor system $L$.

For a given projective representation $f$ of the group $G$ to the Hilbert space $H$, we can make the irreducible decomposition as follows [24, Theorem 3.24]:

$$H = \bigoplus_{\lambda \in A(H)} U_\lambda \otimes \mathcal{V}_\lambda$$  \hspace{1cm} (31)

where $V_\lambda$ is the space describing the multiplicity of the irreducible space $U_\lambda$, i.e., the group $G$ acts only on $U_\lambda$ but not on $V_\lambda$. Here, $A(H)$ is defined as a subset of $\hat{G}[L]$. By $A(H) := \{ \lambda \in \hat{G}[L]|\text{The space } H \text{ contains } U_\lambda \}$. For a pure state $|\phi\rangle\langle \phi|$, the family of output states $\{ f(g)|\phi\rangle\langle f(g)| \}_{g \in G}$ belongs to a subspace $\bigoplus_{\lambda \in A} U_\lambda \otimes \mathcal{V}_\lambda$, where the dimension $\mathcal{V}_\lambda$ is min\{dim $\mathcal{V}$, dim $U_\lambda$\}. Then, choosing an inclusion $\mathcal{V}_\lambda \subset \mathcal{U}_\lambda^*$, we have $|\phi\rangle \in H_\lambda$. In fact, denoting the dual space of $\mathcal{V}_\lambda$ by $V_\lambda^*$, we can regard a linear map $A$ from $V_\lambda^*$ to $U_\lambda$ as an element of the entangled space $U_\lambda \otimes \mathcal{V}_\lambda$. In this correspondence, we denote the entangled state by $|\lambda\rangle \in U_\lambda \otimes V_\lambda$.

Now, we fix a subset $A \subset \hat{G}[L]$ such that the integral \((27)\) is finite for any $\lambda \in A$. As a typical case, we focus on the following representation space:

$$K_\lambda := \bigoplus_{\lambda \in A} U_\lambda \otimes U_\lambda^*$$ \hspace{1cm} (32)

In order to employ the Fourier analysis, we identify the space $U_\lambda \otimes U_\lambda^*$ with the space of the Hilbert Schmidt operators on $U_\lambda$. By depending on the factor system $L$, the Fourier transform (Plancherel transform) with the factor system $L$ is defined as a map $F_L$ from $L^2(G)$ to $\bigoplus_{\lambda \in \hat{G}[L]} U_\lambda \otimes U_\lambda^*$ as follows. Given $\varphi \in L^2(G)$, we define

$$(F_L[\varphi])_\lambda := \int_G f_\lambda(g)\varphi(g)g_\mu_G(dg).$$ \hspace{1cm} (33)

Then, we have the following characterization [24, Theorem 3.31][25, Section 7.5].

**Proposition 1 (Plancherel Theorem).** When $G$ is type I with the factor system $L$, there is a measure $\mu_{G[L]}$ on $\hat{G}[L]$ such that

$$\int_G |\varphi(g)|^2g_\mu_G(dg) = \int_{\hat{G}[L]} \|(F_L[\varphi])_\lambda\|^2\mu_{G[L]}(d\lambda)$$ \hspace{1cm} (34)

for $\varphi \in L^2(G)$, where

$$\|(F_L[\varphi])_\lambda\|^2 := \text{Tr} (F_L[\varphi])_\lambda (F_L[\varphi])^\dagger_\lambda.$$ \hspace{1cm} (35)
In fact, Plancherel Theorem given in [23] Theorem 3.31 [23] Section 7.5] is based on representations. It can be trivially extended to the case with a fixed factor system \( L \).

The measure \( \mu_{\hat{G}[L]} \) on \( \hat{G}[L] \) is called \textit{Plancherel measure}. In order to understand the meaning of Proposition 1, we define the norm for \( |\phi\rangle = \oplus_{\lambda \in \hat{G}[L]}|\phi_{\lambda}\rangle \in \oplus_{\lambda \in \hat{G}[L]}U_\lambda \otimes U_\lambda^* \) as follows.

\[
\|\phi\|^2 := \int_{\hat{G}[L]} \|\phi_{\lambda}\|^2 \mu_{\hat{G}[L]}(d\lambda).
\] (36)

Here, we define the space \( L^2(\hat{G}[L]) := \{ \phi \in \oplus_{\lambda \in \hat{G}[L]}U_\lambda \otimes U_\lambda^* \|\phi\| < \infty \} \), and denote the subsets of normalized vectors in \( L^2(\hat{G}[L]) \) by \( L_2^2(\hat{G}[L]) \) and \( L_2^2(\hat{G}[L]) \), respectively. Then, we find that the map \( \mathcal{F}_L \) is a unitary map from \( L^2(\hat{G}[L]) \) to \( L^2(\hat{G}[L]) \). By using the Plancherel measure \( \mu_{\hat{G}[L]} \), the inverse Fourier transform \( \mathcal{F}_L^{-1} \) from \( L^2(\hat{G}[L]) \) to \( L^2(\hat{G}[L]) \) is given as

\[
\mathcal{F}_L^{-1}[\phi](g) := \int_{\lambda \in \hat{G}[L]} \text{Tr} f_\lambda(g) \lambda \mu_{\hat{G}[L]}(d\lambda)
\] (37)

for \( |\phi\rangle = \oplus_{\lambda \in \hat{G}[L]}|\phi_{\lambda}\rangle \in L^2(\hat{G}[L]) \).

When the group \( G \) is compact, the Plancherel measure \( \mu_{\hat{G}[L]} \) is discrete. That is, we have

\[
\|\phi\|^2 = \sum_{\lambda \in \hat{G}[L]} d_\lambda \|\phi_{\lambda}\|^2.
\] (38)

Then, the inverse Fourier transform \( \mathcal{F}_L^{-1} \) from \( L^2(\hat{G}[L]) \) to \( L^2(\hat{G}[L]) \) is given as

\[
\mathcal{F}_L^{-1}[\phi](g) = \sum_{\lambda \in \hat{G}[L]} d_\lambda \text{Tr} f_\lambda(g) \lambda \phi_{\lambda}
\] (39)

for \( |\phi\rangle = \oplus_{\lambda \in \hat{G}[L]}|\phi_{\lambda}\rangle \in L^2(\hat{G}[L]) \). The relations (38) and (39) hold when the set \( \hat{G}[L] \) is discrete.

In order to give a typical covariant POVM, we define a vector \( \mathcal{I}_\lambda := \sum_i |e_i\rangle\langle e_i| \) for CONS \( \{ e_i \} \) of \( U_\lambda \). Then, we obtain an element \( \langle \mathcal{I}_{\lambda}| \rangle \in U_\lambda \otimes U_\lambda^* \). Then, we define \( \mathcal{I} := \sum_{\lambda \in \hat{G}[L]} \langle \mathcal{I}_{\lambda}| \rangle \). Here, the group \( G \) acts only on the first space \( U_\lambda \) under the representation space \( U_\lambda \otimes U_\lambda^* \). Now, for a given representation space \( \mathcal{H} \), we define a subset \( \mathcal{K}_H \) of \( K_{\Lambda(H)} \) by

\[
\mathcal{K}_H := \{ \phi = \oplus_{\lambda \in \Lambda(H)}|\phi_{\lambda}\rangle \in K_{\Lambda(H)}| \rho_{\lambda} \leq \dim \mathcal{V}_{\lambda} \}.
\] (40)

where \( \text{rank} \phi_{\lambda} \) is defined as a map from \( U_\lambda \) to \( \mathcal{V}_{\lambda}^* \) by including the infinity.

Here, we can show the following lemma.

\textbf{Lemma 4.} When the measure \( \mu_{\hat{G}[L]}(\Lambda(H)) \) is zero, there is no covariant POVM on \( \mathcal{H} \).
When the group $G$ is not compact, there is a possibility that the set $\Lambda(\mathcal{H})$ has zero measure under the Plancherel measure $\mu_{\hat{G}[\mathcal{L}]}$. In this case, as is shown in Lemma 4, we can perform no proper estimation. Hence, for a proper estimation, we have to prepare the Hilbert space $\mathcal{H}$ such that $\mu_{\hat{G}[\mathcal{L}]}(\Lambda(\mathcal{H})) > 0$. In the following, we assume that any Hilbert space $\mathcal{H}$ satisfies the above condition and has the form (31). Then, we employ the following inner product for $\Lambda(\mathcal{H})$.

$$\langle \phi | \phi' \rangle := \int_{\Lambda(\mathcal{H})} \langle \phi_{\lambda} | \phi'_{\lambda} \rangle \mu_{\hat{G}[\mathcal{L}]}(d\lambda).$$ (41)

Then, we can define the POVM $M(|I\rangle \langle I|)$ on the quantum system $K_{\Lambda}$. Using the notation of the inverse Fourier transform, we have

$$D_R(|\phi\rangle \langle \phi |) = \int_{G} R(e, \hat{g}) |T[f(\hat{g})|\phi]\rangle |^{2} \mu_{G}(d\hat{g})$$

$$= \int_{G} R(e, \hat{g}) |T[f(\hat{g})|\phi]\rangle |^{2} \mu_{G}(d\hat{g})$$

$$= \int_{G} R(e, \hat{g}) \int_{\Lambda} \text{Tr} f(\hat{g})\phi_{\lambda} \mu_{G}[\mathcal{L}](d\lambda) |^{2} \mu_{G}(d\hat{g})$$

$$= \int_{G} R(e, \hat{g}) F^{-1}_{\mathcal{L}} |\phi\rangle |^{2} \mu_{G}(d\hat{g}),$$ (42)

which is simplified to $D_R(|\phi\rangle \langle \phi |)$. Hence, the output distribution can be written by using the inverse Fourier transform.

Then, we obtain the following theorem.

**Theorem 1.** Let $f$ be a projective representation of a unimodular group $G$ to a Hilbert space $\mathcal{H}$. Then, we obtain

$$\min_{\rho \in \mathcal{S}(\mathcal{H})} \min_{M \in \mathcal{M}_{\text{cov}}(G)} D_R(\rho, M) = \min_{\langle \phi \rangle \in K_{\mathcal{H},n}} \min_{\rho_i \in \mathcal{S}(\mathcal{H})} \min_{M_i \in \mathcal{M}_{\text{cov}}(G)} \sum_{i} p_i D_R(\rho_i, M_i)$$

$$= \min_{\langle \phi \rangle \in K_{\mathcal{H},n}} D_R(\langle \phi \rangle \langle \phi |),$$

where $K_{\mathcal{H},n}$ is the set of normalized vectors in $\mathcal{K}_{\mathcal{H}}$.

When $G$ is not compact, the representation space $\mathcal{H} = \oplus_{\lambda \in \mathcal{S}} \mathcal{U}_{\lambda} \otimes \mathcal{V}_{\lambda}$ might be infinite-dimensional. In this case, it is difficult to prepare an arbitrary state on the Hilbert space $\mathcal{H}$ as the initial state. Hence, it is natural to restrict the average energy for the input state. That is, we consider a positive semi-definite self-adjoint operator $H_{\lambda}$ on the respective space $\mathcal{U}_{\lambda}$ and a given constant $E$, and we assume the condition for the initial state $\rho$

$$\text{Tr} H \rho \leq E,$$ (43)

by using the Hamiltonian $H$ with the form

$$H := \bigoplus_{\lambda \in \Lambda(\mathcal{H})} H_{\lambda} \otimes I.$$ (44)

This condition is meaningful even in the compact case when there is a restriction for energy while all of irreducible representation space in $\hat{G}[\mathcal{L}]$ can be prepared.
When the initial state is given by the pure state \( |\phi\rangle = \bigoplus_\lambda |\phi_\lambda\rangle \in L^2(\hat{G}|L]) \), the above condition can be simplified to

\[
\int_S \text{Tr} \, H_\lambda \phi_\lambda^1 \mu_{\hat{G}|L]}(d\lambda) \leq E. \tag{45}
\]

In Scheme 2, the constraint for the input choice \((p_i, \rho_i)\) is given as

\[
\sum_i p_i \text{Tr} \, H \rho_i \leq E. \tag{46}
\]

When the states \( \rho_i \) is given by the pure state \( |\phi_i\rangle = \bigoplus_\lambda |\phi_{\lambda,i}\rangle \in L^2(\hat{G}|L]) \), the above condition can be simplified to

\[
\sum_i p_i \int_S \text{Tr} \, H_\lambda \phi_{\lambda,i}^1 \mu_{\hat{G}|L]}(d\lambda) \leq E. \tag{47}
\]

Then, using the function

\[
\kappa(E) := \min_{\phi \in K_{\mathcal{H},n}} \{ \mathcal{D}_R(|\phi\rangle) \langle \phi | H | \phi \rangle \leq E \}, \tag{48}
\]

we can show the following theorem.

**Theorem 2.** The relations

\[
\kappa(E) \geq \min_{\rho \in \mathcal{S}(\mathcal{H})} \min_{M \in \mathcal{M}_{\text{cov}}(G)} \{ \mathcal{D}_R(\rho, M) | \text{Tr} \, H \rho \leq E \}
\geq \min_{\{p_i\}} \min_{\rho_i \in \mathcal{S}(\mathcal{H})} \min_{M_i \in \mathcal{M}_{\text{cov}}(G)} \{ \sum_i p_i \mathcal{D}_R(\rho_i, M_i) | \sum_i p_i \text{Tr} \, H \rho_i \leq E \}
= \min_{\{p_i, E_i\}} \{ \sum_i p_i \kappa(E_i) \} \sum_i p_i E_i = E \tag{49}
\]

hold. In particular, when the function \( \kappa(E) \) is convex, the relations

\[
\min_{\rho \in \mathcal{S}(\mathcal{H})} \min_{M \in \mathcal{M}_{\text{cov}}(G)} \{ \mathcal{D}_R(\rho, M) | \text{Tr} \, H \rho \leq E \}
= \min_{\{p_i\}} \min_{\rho_i \in \mathcal{S}(\mathcal{H})} \min_{M_i \in \mathcal{M}_{\text{cov}}(G)} \{ \sum_i p_i \mathcal{D}_R(\rho_i, M_i) | \sum_i p_i \text{Tr} \, H \rho_i \leq E \} = \kappa(E) \tag{50}
\]

hold.

Further, we have the following lemma.

**Lemma 5.** When the relation \( \dim \mathcal{V}_\lambda \geq \dim \mathcal{U}_\lambda \) holds for any \( \lambda \in \mathcal{A}(\mathcal{H}) \), the function \( \kappa(E) \) is convex.

Therefore, when the above condition holds, it is sufficient to minimize \( \mathcal{D}_R(|\phi\rangle) \) among pure input states \( |\phi\rangle \) under the condition \( \langle \phi | H | \phi \rangle \leq E \).

It is often that \( \kappa(E) \) is not easy to calculate. In this case, we consider its Legendre transform \( \gamma(s) := \min_E \kappa(E) + sE \), which is concave and easier to
calculate by the following way. Since the map \( \phi \mapsto D_\rho(|\phi\rangle \rangle) \) is affine, there exists an operator \( Y \) such that \( \langle \phi | Y | \phi \rangle = D_\rho(|\phi\rangle \rangle) \). Then, \( \gamma(s) \) is written as
\[
\gamma(s) = \min_{\phi \in K_{\mathcal{H}, n}} \langle \phi | Y + sH | \phi \rangle.
\]

This value can be calculated by seeking the minimum eigenvalue of the operator \( Y + sH \) when \( K_{\mathcal{H}} \) is a vector space, i.e., the relation \( \dim \mathcal{V}_\lambda \geq \dim \mathcal{U}_\lambda \) holds for any \( \lambda \in \Lambda(\mathcal{H}) \). Using the function \( \gamma(s) \), we can calculate \( \kappa(E) \) as follows.

**Lemma 6.** Assume that the function \( \gamma(s) \) exists. Any \( \kappa(E) \) is convex. For any \( E \), there uniquely exists \( s_E \) such that \( \gamma(s_E) = E \), where \( \gamma^\prime \) is the derivative of \( \gamma \). Then, we have
\[
\kappa(E) = \gamma(s_E) - s_E E = \max_{s > 0} \gamma(s) - sE.
\]

**Further,** \( s_E \) is positive and monotone decreasing with respect to \( E \).

### 6. Proofs of Theorems 1 and 2 and Lemmas 4, 5, and 6

**Proof of Theorem 1.** For any \(|\phi\rangle \rangle = \oplus_{\lambda \in \Lambda} (|\phi_\lambda\rangle \rangle) \) \( \in K_{\mathcal{H}} \), the rank of \( \phi_\lambda \) is not greater than \( \dim \mathcal{V}_\lambda \). We choose a subspace \( \mathcal{V}_\lambda' \) of \( \mathcal{V}_\lambda \) so that \( \dim \mathcal{V}_\lambda' = \min(\dim \mathcal{V}_\lambda, \dim \mathcal{U}_\lambda) \). Then, we choose an inclusion map \( P_\lambda' : \mathcal{V}_\lambda' \to \mathcal{U}_\lambda \). We have the map \( \phi_\lambda P_\lambda' \) from \( \mathcal{V}_\lambda' \) to \( \mathcal{U}_\lambda \) and the dual map \( \Lambda_\lambda : \mathcal{U}_\lambda \to \mathcal{V}_\lambda' \) so that \( \langle \phi_\lambda P_\lambda' | \rangle \rangle \) \( \in \mathcal{U}_\lambda \otimes \mathcal{V}_\lambda \) and \( \langle \phi : \mathcal{L} = \oplus_{\lambda} P_\lambda' \rangle \) and \( \langle \phi : \mathcal{L} = \oplus_{\lambda} \Lambda_\lambda P_\lambda \rangle \), we have
\[
D_\rho(|\phi\rangle \rangle, M_\mathcal{L}(|\mathcal{L}\rangle \rangle) = D_\rho(|\phi\rangle \rangle, M_\mathcal{L}(|\mathcal{L}\rangle \rangle).
\]

Hence, we have
\[
\min_{|\phi\rangle \rangle \in K_{\mathcal{H}, n}} D_\rho(|\phi\rangle \rangle) \geq \min_{\rho \in \Sigma(\mathcal{H}), M \in \mathcal{M}_{\mathcal{H}, n}} D_\rho(R, M).
\]

Further, the relations
\[
\min_{\rho \in \Sigma(\mathcal{H}), M \in \mathcal{M}_{\mathcal{H}, n}} D_\rho(R, M) \geq \min_{\{p_i\}, \rho_i \in \Sigma(\mathcal{H}), M_i \in \mathcal{M}_{\mathcal{H}, n}} \sum_i p_i D_\rho(R, M_i)
\]
\[
= \min_{\{p_i\}, \rho_i \in \Sigma(\mathcal{H}), M_i \in \mathcal{M}_{\mathcal{H}, n}} \sum_i p_i D_\rho(R, M_i)
\]
are trivial, where \( \mathcal{H}_n \) is the set of normalized vectors in \( \mathcal{H} \). For any probabilistic strategy \( \{p_i, \rho_i, M_i\} \), we can choose \( i \) such that \( \sum_i p_i D_\rho(R, M_i) \geq D_\rho(R, M_i) \), which implies the equality of the above second inequality. Hence, we show the opposite inequality of the above first inequality.

Now, we make a decomposition of the operator \( T \) as \( T = \sum_k \eta_k |\eta_k\rangle \langle \eta_k| \). In the following, we use the notations \( |\phi\rangle = \oplus_{\lambda \in \Lambda} (|\phi_\lambda\rangle \rangle) \), \( |\eta\rangle = \oplus_{\lambda \in \Lambda} (|\eta_\lambda\rangle \rangle) \), \( |x_k\rangle :=
\(\oplus_{\lambda \in A} (\phi, \eta_{k,\lambda}^T)\). The output \(\hat{g}\) satisfies the following distribution.

\[
\langle \phi | f(\hat{g})^T f(\hat{g}^{-1}) | \phi \rangle \mu_G(d\hat{g}) = \sum_k |\langle \eta_k | f(\hat{g}^{-1}) | \phi \rangle|^2 \mu_G(d\hat{g})
\]

\[
= \sum_k \left| \int_A \text{Tr} \eta_{k,\lambda}^T f_\lambda(\hat{g}^{-1}) \phi \mu_G(\lambda)(d\lambda) \right|^2 \mu_G(d\hat{g})
\]

\[
= \sum_k \left| \int_A f_\lambda(\hat{g})^T \phi \eta_{k,\lambda}^T \mu_G(\lambda)(d\lambda) \right|^2 \mu_G(d\hat{g})
\]

\[
= \sum_k \left( \int f(\hat{g})^T |x_k|^2 \right) \mu_G(d\hat{g}) = \sum_k |F_{\hat{g}}^{-1}[x_k](\hat{g})|^2 \mu_G(d\hat{g}).
\]

Hence, the relation

\[
1 = \int_G \langle \phi | f(\hat{g})^T f(\hat{g}^{-1}) | \phi \rangle \mu_G(d\hat{g}) = \sum_k \int_G |F_{\hat{g}}^{-1}[x_k](\hat{g})|^2 \mu_G(d\hat{g})
\]

\[
= \int_A \text{Tr} \phi_\lambda^T \phi_\lambda \sum_k \eta_{k,\lambda}^T \eta_{k,\lambda} \mu_G(\lambda)(d\lambda)
\]

holds for any \(\phi\) with \(\|\phi\| = 1\). We obtain

\[
\sum_k \eta_{k,\lambda}^T \eta_{k,\lambda} = I_\lambda,
\]

which is opposite to (54).

Thus, \(\text{Tr} \sum_k |x_k\rangle\langle x_k| = \int_A \text{Tr} \phi_\lambda^T \phi_\lambda \mu_G(\lambda)(d\lambda) = 1\),

i.e., \(\sum_k |x_k\rangle\langle x_k|\) is a density operator. Hence, we obtain

\[
\mathcal{D}_R(\langle \phi |, M_T) = \mathcal{D}_R \sum_k |x_k\rangle\langle x_k|, M_{|I\rangle\langle I|}) = \sum_k \|x_k\|^2 \mathcal{D}_R(\frac{1}{\|x_k\|^2} |x_k\rangle\langle x_k|, M_{|I\rangle\langle I|}).
\]

Similarly, for the pure state \(|\phi_i\rangle\langle \phi_i|\) and the covariant POVM \(M_{T_i}\), we choose \(\eta_{k,\lambda,i}\) as

\[
T_i = \sum_k |\eta_{k,\lambda,i}\rangle\langle \eta_{k,\lambda,i}|, \eta_{k,\lambda,i} = \oplus_{\lambda \in A} |\eta_{k,\lambda,i}\rangle, |\phi_i\rangle = \oplus_{\lambda \in A} |\phi_{\lambda,i}\rangle\]

and \(|x_{k,i}\rangle = \oplus_{\lambda \in A} |\phi_{\lambda,i}\rangle \eta_{k,\lambda,i}\rangle\), which implies that

\[
\sum_i p_i \mathcal{D}_R(\langle \phi_i |, M_{T_i}) = \sum_i p_i \mathcal{D}_R(\sum_k |x_{k,i}\rangle\langle x_{k,i}|, M_{|I\rangle\langle I|})
\]

\[
= \sum_{k,i} p_i \|x_{k,i}\|^2 \mathcal{D}_R(\frac{1}{\|x_{k,i}\|^2} |x_{k,i}\rangle\langle x_{k,i}|, M_{|I\rangle\langle I|}).
\]

Hence, there exist \(k\) and \(i\) such that

\[
\sum_i p_i \mathcal{D}_R(\langle \phi_i |, M_{T_i}) \geq \mathcal{D}_R(\frac{1}{\|x_{k,i}\|^2} |x_{k,i}\rangle\langle x_{k,i}|, M_{|I\rangle\langle I|}).
\]

Since the rank of \(\phi_{\lambda,i} \eta_{k,\lambda,i}^T\) is not greater than \(\dim \mathcal{V}_\lambda\), \(|x_{k,i}\rangle\) belongs to \(\mathcal{K}_H\).

Hence, we have the inequality

\[
\min_{|\phi\rangle \in \mathcal{K}_H} \mathcal{D}_R(|\phi\rangle) \leq \min_{\{p_i \}} \min_{|\phi_i\rangle \in \mathcal{H}} \min_{M_i \in \mathcal{M}_{cov}(G)} \sum_i p_i \mathcal{D}_R(\langle \phi_i |, M_i),
\]

which is opposite to (54).\)

\[\blacksquare\]
Proof of Theorem 2. We have the relations
\[
\kappa(E) \geq \min_{\rho \in \mathcal{S}(\mathcal{H})} \min_{M \in \mathcal{M}_{cov}(G)} \{ D_R(\rho, M) | \text{Tr} H \rho \leq E \}
\]
\[
\geq \min_{\{p_i\}} \min_{\rho_i, \in \mathcal{S}(\mathcal{H})} \min_{M_i \in \mathcal{M}_{cov}(G)} \left\{ \sum_i p_i D_R(\rho_i, M_i) \right\} \sum_i p_i \text{Tr} H \rho_i \leq E
\]
\[
= \min_{\{p_i\}} \min_{\phi_i \in \mathcal{H}} \min_{M_i \in \mathcal{M}_{cov}(G)} \left\{ \sum_i p_i D_R(\phi_i, M_i) \right\} \sum_i p_i \langle \phi_i | H \phi_i \rangle \leq E \}, \quad (55)
\]
where the first inequality can be shown by (53). Other relations in (55) are trivial. In fact, the relation (53) yields that
\[
\min_{\{p_i\}} \min_{\phi_i \in \mathcal{H}} \min_{M_i \in \mathcal{M}_{cov}(G)} \left\{ \sum_i p_i D_R(\phi_i, M_i) \right\} \sum_i p_i \langle \phi_i | H \phi_i \rangle \leq E \}
\]
\[
\leq \min_{\{p_i, E_i\}} \left\{ \sum_i p_i \kappa(E_i) \right\} \sum_i p_i E_i = E. \quad (56)
\]
Hence, it is enough to show the inequality opposite to (55). Similar to Proof of Theorem 1 for pure states |\phi_i\rangle \langle \phi_i| and covariant POVM M_{T_i}, we choose \eta_{k,\lambda,i} and |x_{k,i}\rangle. Then,
\[
\sum_{i} p_i \langle \phi_i | H \phi_i \rangle = \sum_{i} p_i \int \langle \phi_{\lambda,i} | H \phi_{\lambda,i} \rangle \mu_{G[L]}(d\lambda)
\]
\[
= \sum_{i} p_i \int \text{Tr} \phi_{\lambda,i}^\dagger H \phi_{\lambda,i} \sum_{k} \eta_{k,\lambda,i} \eta_{k,\lambda,i}^\dagger \mu_{G[L]}(d\lambda)
\]
\[
= \sum_{k} \sum_{i} p_i \int \text{Tr} \eta_{k,\lambda,i} \phi_{\lambda,i}^\dagger H \phi_{\lambda,i} \eta_{k,\lambda,i} \eta_{k,\lambda,i}^\dagger \mu_{G[L]}(d\lambda) = \sum_{k} \sum_{i} p_i \langle x_{k,i} | H | x_{k,i} \rangle. \quad (57)
\]
Since
\[
\sum_{i, k} \sum_{i} p_i D_R(\langle \phi_i | \phi_i \rangle, M_i) = \sum_{i, k} \sum_{i} p_i D_R(\frac{1}{\|x_{k,i}\|^2} \|x_{k,i}\|^2 \langle \phi_i | \phi_i \rangle, M_i | x_{i} \rangle | x_{i} \rangle),
\]
we obtain the inequality opposite to (55).

Further, when \kappa(E) is convex \min_{\{p_i, E_i\}} \{ \sum_i p_i \kappa(E_i) \} \sum_i p_i E_i = E = \kappa(E),
which implies (56).

Proof of Lemma 3. It is enough to show that
\[
pD_R(|\phi_1\rangle) + (1-p)D_R(|\phi_2\rangle) \geq \min_{|\phi\rangle \in \mathcal{K}_{M,n}} \{ D_R(|\phi\rangle) | \langle \phi | H \phi \rangle \leq E \} \quad (58)
\]
when \(p \in [0, 1]\) and \(p \langle \phi_1 | H | \phi_1 \rangle + (1-p) \langle \phi_2 | H | \phi_2 \rangle = E\). The map \(\rho \mapsto D_R(\rho, M_{T_j} | x_j \rangle \langle x_j |)\)
is affine. Thus, there exists a self-adjoint map Y such that \(\text{Tr} \rho Y = D_R(\rho, M_{T_j} | x_j \rangle \langle x_j |)\).

We apply Lemma 12 to the two-dimensional subspace spanned by |\phi_1\rangle and |\phi_2\rangle.
Then, there exists a vector $|\phi\rangle$ given as a superposition of $|\phi_1\rangle$ and $|\phi_2\rangle$ such that
\[ pD_R(|\phi_1\rangle) + (1 - p)D_R(|\phi_2\rangle) \geq D_R(|\phi\rangle) \] and $\langle\phi|H|\phi\rangle = E$.

Thanks to the condition of Lemma 5, $|\phi\rangle$ belongs to $K_{H,n}$. Hence, we obtain
\[ 58. \]

Remark 1. Here, we should remark that the condition of Lemma 5 is crucial for the above proof. If the condition does not hold, we cannot say that the superposition $|\phi\rangle$ of $|\phi_1\rangle$ and $|\phi_2\rangle$ belongs to $K_{H}$ because $K_{H}$ is not a linear space.

Proof of Lemma 6: Due to the concavity of $\gamma(s)$, there uniquely exists $s_E$ $\gamma'(s_E) = E$.

Since $\kappa(E)$ is convex,
\[ \gamma(-\kappa'(E)) = \kappa(E) - E\kappa'(E). \] (59)

Taking the derivative with respect to $E$, we have $-\kappa''(E)\gamma'(-\kappa'(E)) = \kappa'(E) - E\kappa''(E) = -E\kappa''(E)$. That is, $\gamma'(-\kappa'(E)) = E$, which implies $s_E = -\kappa'(E)$. Hence, substituting $-\kappa'(E) = s_E$ into (59), we have the first equation in (62). Since $\gamma$ is concave, we have the second equation in (62).

Since $\kappa(E)$ is monotone decreasing and convex, $s_E$ is positive and monotone decreasing with respect to $E$.

Proof of Lemma 4: For any $|\phi\rangle = \otimes_{\lambda \in \Lambda(H)}|\phi_{\lambda}\rangle \in H$ with $\|\phi\| = 1$, we have
\[ \| \int_G f(g)|\phi\rangle\langle f(g)| \| \geq \| \int_G f(g)|\phi\rangle\langle f(g)| \| \]
\[ = \int_G |\langle f(g)|\phi\rangle|^2 \mu_G(dg) = \int_{\Lambda(H)} |\langle \phi_{\lambda}|\phi_{\lambda}\rangle|^2 \mu_{\hat{G}|\Lambda}(d\lambda) \]
\[ \geq \frac{\int_{\Lambda(H)} |\langle \phi_{\lambda}|\phi_{\lambda}\rangle|^2 \mu_{\hat{G}|\Lambda}(d\lambda)}{\int_{\Lambda(H)} 1 \mu_{\hat{G}|\Lambda}(d\lambda)} = \frac{\|\phi\|^4}{\mu_{\hat{G}|\Lambda}(\Lambda(H))}. \] (60)

where the inequality in (60) follows from Schwarz inequality. This inequality implies that the norm $\| \int_G f(g)|\phi\rangle\langle f(g)| \| \| \mu_G(dg)\|$ is infinity when the measure $\mu_{\hat{G}|\Lambda}(\Lambda(H))$ is zero. This fact implies that no covariant measure exists when the measure $\mu_{\hat{G}|\Lambda}(\Lambda(H))$ is zero.

7. Finite group

As a typical case, we treat finite groups. This section explains how we recover the minimum error formula for finite groups by [20][21][22][23] from our general result, Theorem 1.

It is natural to treat the case
\[ R(g, \hat{g}) = \begin{cases} 0 & \text{if } g = \hat{g} \\ 1 & \text{if } g \neq \hat{g}. \end{cases} \]
In this case, since the invariant probability measure is \( \frac{1}{|G|} \),

\[
D_R((\phi)\langle \phi |, M_{[\mathbb{I}]}(\mathbb{I})) = 1 - \frac{|F^{{\text{tr}}}_R(\phi)\langle e |)^2}{|G|}.
\]

Hence, it is sufficient to calculate \( |F^{{\text{tr}}}_R(\phi)\langle e |)^2 \). Since \( V_\lambda \) is a subspace of \( \mathcal{U}_\lambda^* \), \( \mathcal{V}_\lambda^* \) can be regarded as subspace of \( \mathcal{U}_\lambda \). Now, we denote the projection to the subspace by \( P(\mathcal{V}_\lambda^*) \). Hence, for any state \( |\phi\rangle = \oplus_{\lambda\in S}|\phi_\lambda\rangle \), we have

\[
|F^{{\text{tr}}}_R(\phi)\langle e |)^2 = |\sum_{\lambda\in S} d_\lambda \text{Tr} \phi_\lambda|^2 = |\sum_{\lambda\in S} d_\lambda \text{Tr} \phi_\lambda P(\mathcal{V}_\lambda^*)|^2
\leq (\sum_{\lambda\in S} d_\lambda \text{Tr} P(\mathcal{V}_\lambda^*)^2)(\sum_{\lambda\in S} d_\lambda \text{Tr} \phi_\lambda^*) = \sum_{\lambda\in S} d_\lambda \text{dim} \mathcal{V}_\lambda.
\]

Further, the equality holds when \( \phi_\lambda = \frac{1}{\sqrt{\sum_{\lambda\in S} d_\lambda \text{dim} \mathcal{V}_\lambda}} P(\mathcal{V}_\lambda^*) \). Thus, we can recover the existing result [20][21][22][23]

\[
\min_\phi D_R((\phi)\langle \phi |, M_{[\mathbb{I}]}(\mathbb{I})) = 1 - \frac{\sum_{\lambda\in S} d_\lambda \text{dim} \mathcal{V}_\lambda}{|G|}.
\]

8. Characterization by irreducible characters

When \( G \) is a compact group, Chiribella et al. [6] showed that a general formula for the minimum error by using irreducible characters. Chiribella [18] extended the result to the case with projective representation. This section explains how we recover the result from our general result, Theorem 1.

When the error function \( R \) satisfies that the right invariance \( R(g, \hat{g}) = R(gg', \hat{g}g') \) for \( g, g, g' \in G \) as well as the left invariance, we have \( R(g, \hat{g}) = R(e, g^{-1} \hat{g}) = R(g' e g^{-1}, g' g^{-1} \hat{g} g^{-1}) = R(e, g' g^{-1} \hat{g} g^{-1}) \). Hence, the function \( R(g, \hat{g}) \) can be written as \( R(g, \hat{g}) = \sum_{\lambda\in \hat{G}} \tilde{a}_\lambda \chi_\lambda(g^{-1} \hat{g}) \) with constants \( \tilde{a}_\lambda \), where \( \chi_\lambda \) is the irreducible character of the representation \( f_\lambda \). For a factor system \( \mathcal{L} \), we denote the factor system composing of the complex conjugate of \( \mathcal{L} \) by \( -\mathcal{L} \). Then, for a projective representation \( f_\lambda \) with \( \lambda \in \hat{G}[-\mathcal{L}] \), the complex conjugate projective representation is denoted as \( f_\lambda^* \) and its factor system is \( -\mathcal{L} \). That is, \( \lambda^* \in \hat{G}[-\mathcal{L}] \).

In particular, when \( \lambda \in \hat{G}, \lambda^* \in \hat{G} \).

Now, we additionally assume

\[
R(g, \hat{g}) = R(e, \hat{g} g^{-1}) = a_0 - \sum_{\lambda \in \hat{G}\setminus\{0\}} a_\lambda (\chi_\lambda(\hat{g} g^{-1}) + \chi_{\lambda^*}(\hat{g} g^{-1})), \quad a_\lambda = a_{\lambda^*} \geq 0,
\]

(61)

where we denote the trivial representation by \( f_0 \) and \( f_0^* \).

This problem is equivalent with the maximization of the merit function

\[
\tilde{R}(g, \hat{g}) = \sum_{\lambda \in \hat{G}\setminus\{0\}} a_\lambda (\chi_\lambda(\hat{g} g^{-1}) + \chi_{\lambda^*}(\hat{g} g^{-1})), \quad a_\lambda = a_{\lambda^*} \geq 0.
\]

(62)
For example, in the case of $G = SU(d)$, as a merit function, we often adopt the gate fidelity $\frac{1}{2} |\text{Tr } gg^{-1}|^2$. In the case of $d = 2$, the set $\hat{G}$ can be identified with the set $\left\{ \frac{1}{\sqrt{n}} | n \in \mathbb{Z}, n \geq 0 \right\}$ by identifying the irreducible representation space by the maximal weight of the representation of $\left( \frac{1}{2} \begin{pmatrix} 0 & 0 \\ 0 & -1/2 \end{pmatrix} \right) \in \mathfrak{su}(2)$. Then, the gate fidelity $\frac{1}{2} |\text{Tr } gg^{-1}|^2$ is calculated to $1 + \chi_1(gg^{-1})$. When $\hat{g} = g$, the gate fidelity is 1. Hence, we often use the quantity $4 - |\text{Tr } gg^{-1}|^2 = 3 - \chi_1(gg^{-1})$ as an error function.

In order to deal with the compact case, we define the coefficient $C_{\lambda',\lambda}^{\nu',\nu}$ for $\lambda \in \hat{G}[\mathcal{L}]$, $\lambda' \in \hat{G}[-\mathcal{L}]$, and $\lambda' \in \hat{G}$ as follows.

$$U_{\lambda} \otimes U_{\lambda'} = \bigoplus_{\lambda'' \in \hat{G}} U_{\lambda''} \otimes C_{\lambda',\lambda}^{\nu',\nu}.$$  \hfill (63)

That is, the integer $C_{\lambda',\lambda}^{\nu',\nu}$ is the multiplicity of the irreducible representation space $U_{\lambda''}$ in the tensor product space $U_{\lambda} \otimes U_{\lambda'}$.

In this case, any input pure state $|\phi\rangle \in L^2(\hat{G}[\mathcal{L}])$ has a decomposition

$$|\phi\rangle = \bigoplus_{\lambda \in \hat{G}[\mathcal{L}]} c_\lambda |\Phi_\lambda\rangle$$ \hfill (64)

with the conditions $c_\lambda \geq 0$ and $\text{Tr } \Phi_\lambda^\dagger \Phi_\lambda = 1$. The normalized condition is given as $\sum_{\lambda \in \hat{G}[\mathcal{L}]} d_\lambda c_\lambda^2 = 1$. Then, we obtain the following lemma.

**Lemma 7.** For any input pure state $|\phi\rangle \in L^2(\hat{G}[\mathcal{L}])$, choosing an error function $R$ satisfying (67), under the decomposition (64), we obtain

$$D_R(|\phi\rangle) \geq - \sum_{\lambda,\lambda' \in \hat{G}[\mathcal{L}]} \sqrt{d_\lambda d_{\lambda'}} c_{\lambda'} \sum_{\lambda'' \in \hat{G}} a_{\lambda\lambda'} (C_{\lambda',\lambda''}^{\nu',\nu} + C_{\lambda',\lambda''}^{\nu',\nu}) \hfill \text{(65)}$$

The equality holds when $|\phi\rangle = \bigoplus_{\lambda \in \hat{G}[\mathcal{L}]} c_\lambda |\Psi_\lambda\rangle$, where $\Psi_\lambda := \frac{1}{\sqrt{d_\lambda}} I_\lambda$. Further, in this case, the relations

$$\min_{M \in \mathcal{M}_{\text{con}}(G)} D_R(|\phi\rangle, M) = D_R(|\phi\rangle, M_{|I\rangle\langle I|}) \hfill \text{(66)}$$

and

$$F^{-1}_L[\phi] = \sum_{\lambda \in \hat{G}[\mathcal{L}]} \sqrt{d_\lambda} c_{\lambda} \chi_{\lambda} \hfill \text{(67)}$$

hold.

Therefore, our optimization problem can be reduced to the optimization concerning the choice of $c = (c_\lambda)_{\lambda \in \Lambda}$ when our representation space is $\mathcal{H}_\Lambda$.

That is, combining Theorem 1, we can recover the following known result [6, 18]. Under the same assumption as Lemma 7, we have

$$\min_{\rho \in S(\mathcal{H}_\Lambda), M \in \mathcal{M}(G)} D_R(\rho, M) \geq \min_{\rho \in S(\mathcal{H}_\Lambda), M \in \mathcal{M}(G)} D_R(\rho, M) \hfill \text{(68)}$$

$$= \min_{c \in V_\Lambda} \sum_{\lambda,\lambda' \in \Lambda} c_{\lambda} c_{\lambda'} \sqrt{d_\lambda d_{\lambda'}} \sum_{\lambda'' \in \hat{G}} a_{\lambda\lambda'} (C_{\lambda',\lambda''}^{\nu',\nu} + C_{\lambda',\lambda''}^{\nu',\nu}).$$
where $V_\Lambda$ is the set of real vectors $c = (c_\lambda)_{\lambda \in \Lambda}$ satisfying that $c_\lambda \geq 0$ and $\sum_{\lambda \in \Lambda} d_\lambda c_\lambda^2 = 1.$

Proof: The relations

\[
\mathcal{D}_R(\phi) = \int_G R(e, \hat{g}) |F^{-1}[\phi(\hat{g})]|^2 \mu_G(d\hat{g})
\]

\[
= \int_G R(e, \hat{g}) \sum_{\lambda \in \mathcal{G}[C]} \text{Tr} f_\lambda(\hat{g}) c_\lambda d_\lambda \Phi_\lambda |\mu_G(d\hat{g})
\]

\[
= \int_G R(e, \hat{g}) \sum_{\lambda \lambda' \in \mathcal{G}[C]} c_{\lambda'} c_\lambda \text{Tr} f_\lambda(\hat{g}) \otimes f_{\lambda'}(\hat{g}) d_\lambda \Phi_\lambda \otimes d_{\lambda'} \Phi_{\lambda'} |\mu_G(d\hat{g})
\]

\[
= \sum_{\lambda \lambda' \in \mathcal{G}[C]} c_{\lambda'} c_\lambda \sqrt{d_\lambda d_{\lambda'}} \text{Tr} \left[ \int_G R(e, \hat{g}) f_\lambda(\hat{g}) \otimes f_{\lambda'}(\hat{g}) \mu_G(d\hat{g}) \right] \sqrt{d_\lambda \Phi_\lambda \otimes d_{\lambda'} \Phi_{\lambda'}}
\]

\[
= \sum_{\lambda \lambda' \in \mathcal{G}[C]} c_{\lambda'} c_\lambda \sqrt{d_\lambda d_{\lambda'}} \text{Tr} \Xi_{\lambda, \lambda'} \sqrt{d_\lambda \Phi_\lambda \otimes d_{\lambda'} \Phi_{\lambda'}}
\]

(68)

hold, where we use the matrix $\Xi_{\lambda, \lambda'} := \int_G -R(e, \hat{g}) f_\lambda(\hat{g}) \otimes f_{\lambda'}(\hat{g}) \mu_G(d\hat{g}).$ Using the formula $\int_G \chi_\lambda(g) f_{\lambda'}(g) \mu_G(dg) = \int_G \chi_{\lambda'}(g) f_\lambda(g^{-1}) \mu_G(dg) = \frac{\delta_{\lambda, \lambda'}}{d_\lambda} I_{\lambda'},$ we obtain

\[
\Xi_{\lambda, \lambda'} = \int_G \sum_{\lambda'' \in \mathcal{G}} a_{\lambda''} (\chi_{\lambda''} + \chi_{\lambda''}(\hat{g})) f_\lambda(\hat{g}) \otimes f_{\lambda''}(\hat{g}) \mu_G(d\hat{g})
\]

\[
= \sum_{\lambda'' \in \mathcal{G}} a_{\lambda''} \int_G \left( \chi_{\lambda''}(\hat{g}) + \chi_{\lambda''}(\hat{g}) \right) f_\lambda(\hat{g}) \otimes f_{\lambda''}(\hat{g}) \mu_G(d\hat{g})
\]

\[
= \sum_{\lambda'' \in \mathcal{G}} \frac{a_{\lambda''}}{d_{\lambda''}} \left( C_{\lambda, \lambda'}^{\lambda''} I_{\lambda''} + C_{\lambda, \lambda'}^{\lambda''} I_{\lambda''} \right) \geq 0.
\]

Hence, applying Schwarz inequality with respect to the inner product $\langle A, B \rangle := \text{Tr} A^\dagger B,$ to the case $A := I_\Lambda \otimes \sqrt{d_\lambda \Phi_\lambda \otimes I_{\lambda'}}, \quad B := \sqrt{d_{\lambda'} \Phi_{\lambda'} \otimes I_{\lambda'}},$ we obtain

\[
\text{Tr} \Xi_{\lambda, \lambda'} \sqrt{d_\lambda \Phi_\lambda \otimes d_{\lambda'} \Phi_{\lambda'}} \leq \sqrt{\text{Tr} \Xi_{\lambda, \lambda'} d_\lambda \Phi_\lambda \otimes I_{\lambda'}} \text{Tr} \Xi_{\lambda, \lambda'} I_\Lambda \otimes d_{\lambda'} \Phi_{\lambda'}.
\]

Since $\Xi_{\lambda, \lambda'}$ is invariant with respect to the action of $G,$

\[
\text{Tr} \Xi_{\lambda, \lambda'} d_\lambda \Phi_\lambda \otimes I_{\lambda'} = \text{Tr} \Xi_{\lambda, \lambda'} \int_G (f_\lambda(g) \otimes f_{\lambda''}(g)) d_\lambda \Phi_\lambda \otimes I_{\lambda'} (f_\lambda(g) \otimes f_{\lambda''}(g)) \mu_G(dg)
\]

\[
= \text{Tr} \Xi_{\lambda, \lambda'} I_\Lambda \otimes I_{\lambda'} = \sum_{\lambda'' \in \mathcal{G}} a_{\lambda''} (C_{\lambda, \lambda''}^{\lambda''} + C_{\lambda, \lambda''}^{\lambda''}),
\]

where we used the condition $\text{Tr} \Phi_\lambda^\dagger \Phi_\lambda = 1.$ Similarly, we have

\[
\text{Tr} \Xi_{\lambda, \lambda'} I_\Lambda \otimes d_{\lambda'} \Phi_{\lambda'} = \sum_{\lambda'' \in \mathcal{G}} a_{\lambda''} (C_{\lambda, \lambda''}^{\lambda''} + C_{\lambda, \lambda''}^{\lambda''}),
\]
which implies
\[ \text{Tr} \sum_{\lambda' \in \mathcal{G}} d\phi^* \Phi_\lambda \otimes I_{\lambda'} \leq \sum_{\lambda' \in \mathcal{G}} a_{\lambda'} (C^{\lambda''}_{\lambda \lambda'} + C^{\lambda''}_{\lambda \lambda'}). \]

Hence, combining the above relation with (68), we obtain (65). Due to the equality condition for Schwarz inequality, the equality in (65) holds when \( |\phi\rangle = \oplus_{\lambda \in \mathcal{G}} |c_{\lambda}\rangle |\Psi_\lambda\rangle \).

Next, we show (66) when \( |\phi\rangle = \oplus_{\lambda \in \mathcal{G}} |c_{\lambda}\rangle |\Psi_\lambda\rangle \). Any covariant measurement \( M \) can be written as \( M_T \) by using an operator \( T \). We make a decomposition of the operator \( T \) as \( T = \sum_k |\eta_k\rangle \langle \eta_k| \). Then, we use the notations \( |\phi\rangle = \oplus_{\lambda \in \mathcal{G}} |c_{\lambda}\rangle |\Psi_\lambda\rangle \), \( |\eta_k\rangle = \oplus_{\lambda \in \mathcal{G}} |c_{\lambda}\rangle |\eta_{k\lambda}\rangle \), \( |x_k\rangle := \oplus_{\lambda \in \mathcal{G}} |\phi_{k\lambda}\rangle \). Using (65) and its equality condition, we have
\[
\mathcal{D}_R(|\phi\rangle \langle \phi|, M_T) = \sum_k \|x_k\|^2 \mathcal{D}_R(|x_k\rangle \langle x_k|, M_{|x_k\rangle \langle x_k|}) = \sum_k \|x_k\|^2 \mathcal{D}_R(|x_k\rangle \langle x_k|)
\geq \mathcal{D}_R(|\phi\rangle),
\]
which implies (66). In this case,
\[
\mathcal{F}^{-1}(|\phi\rangle(g) = \sum_{\lambda \in \mathcal{G}} \text{Tr} f_\lambda(g) d\lambda \Phi_\lambda = \sum_{\lambda \in \mathcal{G}} \text{Tr} f_\lambda(g) \sqrt{d\lambda} c_{\lambda} = \sum_{\lambda \in \mathcal{G}} \sqrt{d\lambda} c_{\lambda} \lambda(g),
\]
which implies (67).

9. Real numbers \( \mathbb{R} \)

9.1. Energy constraint. In this section, as a typical example of commutative group, we treat the real group \( \mathbb{G} = \mathbb{R} \). In this case, \( \mathbb{G} \) is also \( \mathbb{R} \) and is called the weight space. That is, since \( L^2(\mathbb{G}) = L^2(\mathbb{R}) \), the input state is given as a wave function \( \phi(\lambda) \) on the space \( L^2(\mathbb{R}) \). Here, we choose the invariant measure \( \mu_\mathbb{R} = \frac{1}{\sqrt{2\pi}} d\lambda \) on \( \mathbb{R} \). Then, \( \mu_\mathbb{R} (d\lambda) = \frac{1}{\sqrt{2\pi}} d\lambda \). The input state \( \phi \) satisfies \( \int_{\mathbb{R}} |\phi(\lambda)|^2 \frac{1}{\sqrt{2\pi}} d\lambda = 1 \). The covariant POVM \( M_{|x\rangle \langle x|} \) is the spectral decomposition of the position operator \( Q \) on \( L^2(\mathbb{R}) \). When the true parameter is 0, the estimate \( \hat{g} \in \mathbb{R} \) obeys the distribution \( |\mathcal{F}^{-1}(|\phi\rangle(\hat{g})))^2 \frac{1}{\sqrt{2\pi}} d\hat{g} \), which is given by the inverse Fourier transform \( \mathcal{F}^{-1}(|\phi\rangle \langle \phi| \omega) \).

We minimize the average of the square error \( (\hat{g} - g)^2 \), which is calculated to \( \int \hat{g}^2 |\mathcal{F}^{-1}(|\phi\rangle(\hat{g})|)^2 \frac{1}{\sqrt{2\pi}} d\hat{g} \). In this setting, it is natural to restrict the average energy for input state \( \phi \), i.e., we impose the constraint
\[
\int \lambda^2 |\phi(\lambda)|^2 \frac{1}{\sqrt{2\pi}} d\lambda \leq E \quad (69)
\]
for a given constant \( E \).
When the uncertainty of operator $X$ is defined as $\Delta_X^2 = \langle X - \langle X \rangle \rangle^2$ and the momentum operator $P$ is defined as $P := -i\frac{\partial}{\partial X}$, we have the uncertainty relation between $\Delta_X^2 Q$ and $\Delta_Q^2 P$ as

$$\min_{|\phi\rangle \in L^2(\mathbb{R})} \{ \langle \phi | P^2 | \phi \rangle , \langle \phi | Q^2 | \phi \rangle \leq E \} = \min_{|\phi\rangle \in L^2(\mathbb{R})} \{ \Delta_X^2 P , \Delta_Q^2 Q \leq E \} = \frac{1}{4E}. \tag{69}$$

Thus, the combination of (42), (70), and Theorem 2 yields the following theorem.

**Theorem 3.** The relations

$$\min_{\rho \in \mathcal{S}(L^2(\mathbb{R}))} \min_{M \in \mathcal{M}_{\text{con}}(\mathbb{R})} \{ \mathcal{D}_R(\rho, M) | \text{Tr} \rho Q^2 \leq E \}$$

$$= \min_{\{\rho_i\}} \min_{\rho \in \mathcal{S}(L^2(\mathbb{R}))} \min_{M \in \mathcal{M}_{\text{con}}(\mathbb{R})} \{ \sum_i p_i \mathcal{D}_R(\rho_i, M_i) | \sum_i p_i \text{Tr} \rho_i Q^2 \leq E \}$$

$$= \min_{|\phi\rangle \in L^2(\mathbb{R})} \{ \langle \phi | P^2 | \phi \rangle , \langle \phi | Q^2 | \phi \rangle \leq E \} = \frac{1}{4E}. \tag{71}$$

hold. The minimum $\frac{1}{4E}$ is attained if and only if the input state $\phi(\lambda)$ is $\frac{1}{\sqrt{4\pi}} e^{-\frac{\lambda^2}{4}}$, whose inverse Fourier transform is $(2E)^{1/4} e^{-EX^2}$.

That is, in Schemes 1 and 2, the minimum average square error with the energy constraint (69) is $\frac{1}{16E}$.

Now, we consider two systems $\mathcal{H}_i$ ($i = 1, 2$) equivalent with $L^2(\mathbb{R})$ with the Hamiltonian $Q^2$. We focus on the composite system $\mathcal{H}_1 \otimes \mathcal{H}_2$ with the Hamiltonian $(Q^2 \otimes I + I \otimes Q) = Q^2 \otimes I + 2Q \otimes Q + I \otimes Q^2$, which has a strong interaction term $2Q \otimes Q$. In this case, the optimal estimation in the composite system with the energy $E_1 + E_2$ can be realized by the following way. Let the input state $|\phi\rangle$ be the optimal input state with the energy $E_i$. In this case, the input state $|\phi_1 \otimes \phi_2\rangle = |\phi_1\rangle \otimes |\phi_2\rangle$ has the energy $E_1 + E_2$ because

$$\langle \phi_1 \otimes \phi_2 | (Q^2 \otimes I) | \phi_1 \otimes \phi_2 \rangle = 2 \langle \phi_1 | Q^2 | \phi_1 \rangle \langle \phi_2 | Q | \phi_2 \rangle = E_1 + E_2.$$
9.2. Energy constraint and positivity constraint. In the above setting, we assume that all irreducible representations are available while the energy constraint is imposed. Next, we assume that only the irreducible representation with positive λ > 0 is available. That is, the real number λ is restricted to $\mathbb{R}_+ := \{ x \in \mathbb{R} | x \geq 0 \}$. This problem with the energy constraint can be solved in the following way.

**Theorem 4.** The relations

$$
\min_{\rho \in S(L^2(\mathbb{R}_+))} \min_{M \in \mathcal{M}_{cov}(\mathbb{R})} \{ \mathcal{D}_R(\rho, M) | \text{Tr} \rho Q^2 \leq E \}
$$

$$
= \min_{\{ \rho_i \}} \min_{\rho \in S(L^2(\mathbb{R}_+))} \min_{M \in \mathcal{M}_{cov}(\mathbb{R})} \left\{ \sum_i p_i \mathcal{D}_R(\rho_i, M_i) | \sum_i p_i \text{Tr} \rho_i Q^2 \leq E \right\}
$$

$$
= \min_{|\phi\rangle \in L^2_\text{odd}(\mathbb{R}_+)} \left\{ \int_{-\infty}^{\infty} \hat{g}^2 |\mathcal{F}^{-1}[|\phi\rangle]|^2 \frac{d\hat{g}}{\sqrt{2\pi}} | \int_0^\infty |\phi(\lambda)|^2 \frac{d\lambda}{\sqrt{2\pi}} \leq E \right\}
$$

$$
= \min_{|\phi\rangle \in L^2_\text{odd}(\mathbb{R}_+)} \left\{ \langle \phi | P^2 | \phi \rangle | \langle \phi | Q^2 | \phi \rangle \leq E \right\} = \frac{9}{4E} \tag{72}
$$

hold, where a function $\phi \in L^2(\mathbb{R}_+)$ is regarded as an element on $L^2(\mathbb{R})$ in the following sense.

$$
\phi(x) := \begin{cases} 
\phi(x) & \text{if } x \geq 0 \\
0 & \text{if } x < 0.
\end{cases} \tag{73}
$$

The minimum $\frac{9}{4E}$ is attained if and only if the input state $\phi(\lambda)$ is $\sqrt{2} \left( \frac{3}{E} \right)^{3/4} \lambda e^{-\frac{3\lambda^2}{4E}} \in L^2_\text{odd}(\mathbb{R}_+)$, whose inverse Fourier transform is $i \left( \frac{4E}{3} \right)^{3/4} \lambda e^{-\frac{3\lambda^2}{4E}}$.

That is, in Schemes 1 and 2, the minimum average square error is $\frac{9}{4E}$ when we consider the energy constraint (69) and the positivity constraint for $\lambda$.  

**Proof:** The first and the second equation follow from Theorem 2 and (42). The third equation can be shown by the correspondence (73). The fourth equation can be shown by Lemma 5 and considering the following odd function $\tilde{\phi}$ for any function $\phi \in L^2(\mathbb{R}_+)$. 

$$
\tilde{\phi}(x) := \begin{cases} 
\sqrt{2} \phi(x) & \text{if } x > 0 \\
-\sqrt{2} \phi(-x) & \text{if } x < 0 \\
0 & \text{if } x = 0.
\end{cases} \tag{74}
$$

Using the above correspondence and Lemma 8, we can show that the minimum can be attained by $\phi(\lambda) := \sqrt{2} \left( \frac{3}{E} \right)^{3/4} \lambda e^{-\frac{3\lambda^2}{4E}} \in L^2_\text{odd}(\mathbb{R}_+)$.  

**Lemma 8.** The relation

$$
\min_{|\phi\rangle \in L^2_\text{odd}(\mathbb{R})} \left\{ | \langle \phi | P^2 | \phi \rangle | \langle \phi | Q^2 | \phi \rangle \leq E \right\} = \frac{9}{4E} \tag{75}
$$

holds, where the minimum value is $\frac{9}{4E}$ is attained only by the wave function $\phi(\lambda) := \left( \frac{4E}{3} \right)^{3/4} \lambda e^{-\frac{3\lambda^2}{4E}} \in L^2_\text{odd}(\mathbb{R})$ whose inverse Fourier transform is $i \left( \frac{4E}{3} \right)^{3/4} \lambda e^{-\frac{3\lambda^2}{4E}}$. 
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Since
\[
\min_{|\phi\rangle \in L^2_{\text{odd},n}(\mathbb{R})} \left\{ \langle \phi \vert P^2 \vert \phi \rangle \left| \langle \phi \vert Q^2 \vert \phi \rangle \leq E \right. \right\} = \min_{|\phi\rangle \in L^2_{\text{odd},n}(\mathbb{R})} \left\{ \Delta_0^2 \lambda \left| \Delta_0^2 \mu \leq E \right. \right\}
\] (76)

Lemma 8 can be regarded as the uncertainty relation between $\Delta_0^2 \mu$ and $\Delta_0^2 \lambda$ among odd functions on $\mathbb{R}$.

**Proof:** Since the condition of Lemma 5 hold,
\[
\kappa_1(E) := \min_{|\phi\rangle \in L^2_{\text{odd},n}(\mathbb{R})} \left\{ \langle \phi \vert P^2 \vert \phi \rangle \left| \langle \phi \vert Q^2 \vert \phi \rangle \leq E \right. \right\}
\]
\[
= \min_{|\phi\rangle \in L^2_{\text{odd},n}(\mathbb{R})} \left\{ \langle \phi \vert P^2 \vert \phi \rangle \left| \langle \phi \vert Q^2 \vert \phi \rangle \leq E \right. \right\}
\]
is convex. Hence, we employ Lemma 8 to calculate $\kappa_1(E)$. For this purpose, we consider a squeezed number operator $\frac{1}{2} \left( P^2 + tQ^2 - \frac{1}{2} \right)$. The minimum eigenvalue in $L^2_{\text{odd}}(\mathbb{R})$ is 1 and the corresponding eigenvector is the squeezed one-photon state. Then, we obtain
\[
\gamma_1(s) := \min_{\phi \in L^2_{\text{odd},n}(\mathbb{R})} \langle \phi \vert P^2 \vert \phi \rangle + s \langle \phi \vert Q^2 \vert \phi \rangle
\]
\[
= \sqrt{s} \min_{\phi \in L^2_{\text{odd},n}(\mathbb{R})} \frac{1}{\sqrt{2}} (\langle \phi \vert P \vert \phi \rangle + \sqrt{s} \langle \phi \vert Q \vert \phi \rangle) = 3\sqrt{s}
\] (77)

Solving the equation $\gamma_1(s_E) = E$, we have $s_E = \frac{9}{4E^2}$. Hence,
\[
\kappa_1(E) = \gamma_1(s_E) - s_E E = \frac{9}{2E} - \frac{9}{4E} = \frac{9}{4E},
\]
which implies (75). Since the minimum (77) with $s = \frac{9}{4E^2}$ is attained only by $\phi(\lambda) = \left( \frac{3}{E} \right)^{3/4} \lambda e^{-\frac{3\lambda^2}{4E^2}}$, the minimum in (75) is attained only by $\phi(\lambda) = \left( \frac{1}{E} \right)^{3/4} \lambda e^{-\frac{3\lambda^2}{4E^2}}$.

9.3. **Interval constraint.** As another restriction, we assume that the support of the input state $\phi(\lambda)$ is included in the interval $[-L, L]$. In this case, we have the following theorem.

**Theorem 5.** The relations
\[
\min_{\rho \in S(L^2([-L, L]))} \min_{M \in M_{\text{cov}}(\mathbb{R})} \mathcal{D}_{\mathcal{R}}(\rho, M)
\]
\[
= \min_{\{\rho_i\}} \min_{\rho_i \in S(L^2([-L, L]))} \min_{M_i \in M_{\text{cov}}(\mathbb{R})} \sum_i p_i \mathcal{D}_{\mathcal{R}}(\rho_i, M_i)
\]
\[
= \min_{|\phi\rangle \in L^2([-L, L])} \int_{-\infty}^{\infty} \tilde{g}^2 |\mathcal{F}^{-1}[\phi](\tilde{g})|^2 \frac{d\tilde{g}}{2\pi} = \min_{|\phi\rangle \in L^2([-L, L])} \langle \phi \vert P^2 \vert \phi \rangle = \frac{\pi^2}{4L^2}
\] (78)

hold. The minimum value $\frac{\pi^2}{4L^2}$ is attained only by the input state $\phi(\lambda) = \left( \frac{3}{E} \right)^{3/4} \lambda e^{-\frac{3\lambda^2}{4E^2}}$ whose inverse Fourier transform is $\frac{\pi^{3/4}}{21/4} \cos \frac{\pi L}{2} \sin \frac{(1 + \pi L)}{2}$.
Now, we define the maximum uncertainty of an operator $X$ by $\Delta_{\phi, \text{max}} X := \inf \{ a \in \mathbb{R} | \{ |X - \langle \phi | X | \phi \rangle > a \} | \phi \} = 0 \}$, where the projection $\{ |X > a \}$ is defined by using the spectral measure $E_X$ of $X$ as $\{ |X > a \} := \int_{|x| < a} E_X(dx)$. Since

$$\min_{|\phi| \in L^2([-L, L])} \langle \phi | P^2 | \phi \rangle = \min_{|\phi| \in L^2(\mathbb{R})} \{ \Delta^2_{\phi} P | \Delta_{\phi, \text{max}} Q \leq L \} \tag{79}$$

Theorem 5 can be regarded as the uncertainty relation between $\Delta^2_{\phi} P$ and $\Delta_{\phi, \text{max}} Q$.

Proof: Combining Theorem 1 and (42), we obtain the first and the second equations. The third equation follows from knowledge for Fourier analysis. As in [7], the fourth equation can be shown in the following way. The restriction of the operator $P^2$ on $L^2([-L, L])$ has the minimum eigenvalue $\frac{\pi^2}{L^2}$ with the eigenvector $\frac{(2\pi)^{1/4}}{\sqrt{L}} \sin \frac{\pi (1 + x)}{2}$. Then, we obtain the desired argument. 

Now, we consider the energy of the optimal input state $\phi(\lambda) = \frac{(2\pi)^{1/4}}{\sqrt{L}} \sin \frac{\pi (1 + x)}{2}$ in Theorem 5.

$$\langle \phi | Q^2 | \phi \rangle = \int_L \frac{\lambda^2}{L} \sin^2 \left( \frac{\pi (1 + \frac{\lambda}{L})}{2} \right) d\lambda = \int_L \frac{(\lambda + L)^2}{L} \sin^2 \left( \frac{\pi (1 + \frac{\lambda}{L})}{2} \right) d\lambda - L^2$$

$$= \frac{8L^2}{\pi^3} \int_0^\pi x^2 \sin^2 x dx - L = \frac{1}{3} - \frac{2}{\pi^2} L^2.$$ 

Hence, the energy $\langle \phi | Q^2 | \phi \rangle$ increases with the order $L^2$ when $L$ is large.

10. Integers $\mathbb{Z}$

As another typical example of commutative group, we treat the real group $G = \mathbb{Z}$. The one-dimensional unitary representation is characterized by $e^{i\lambda n}$ with a real number $\lambda \in \mathbb{R}$. When the difference between two real numbers $\lambda$ and $\lambda'$ is an integer times of $2\pi$, we obtain $e^{i\lambda n} = e^{i\lambda' n}$. Hence, $G = U(1) = (-\pi, \pi]$, i.e., $L^2(G) = L^2(U(1))$. That is, the input state is given as a wave function $\phi(\lambda)$ on the space $L^2(U(1))$. In this case, the measure on the dual space $U(1)$ is $\mu_{U(1)}(\lambda) = \frac{1}{2\pi} d\lambda$. Hence, The input state $\phi$ satisfies $\int_{U(1)} \langle \phi | \phi(\lambda) \rangle^2 \frac{1}{2\pi} d\lambda = 1$.

Now, we define the CONS $\{|f_n\rangle\}$ of $L^2(U(1))$ by $f_n(\lambda) := e^{in\lambda}$. Then, the covariant POVM $M_{\mathbb{Z}}(\mathbb{Z})$ is the PVM $\{|f_n\rangle \langle f_n|\}$. When the true parameter is $0$, the estimate $\hat{g} \in U(1)$ obeys the distribution $|\mathcal{F}^{-1}|\phi(\hat{g})|^2 \frac{1}{2\pi} d\hat{g}$, which is given by the inverse Fourier transform $\mathcal{F}^{-1}|\phi|$ of $\phi$.

In this case, when $\phi(\lambda) = 1$, we have

$$\mathcal{F}^{-1}|\phi| (n) = \begin{cases} 0 & \text{if } n \neq 0 \\ 1 & \text{if } n = 0. \end{cases} \tag{80}$$

Hence, if the input $\phi(\lambda) = 1$ is available, the perfect discrimination is possible.
11. One-dimensional unitary group \( U(1) \)

11.1. General structure. Next, we treat the estimation of action of the group \( U(1) \). The square integrable space \( L^2(U(1)) \) can be identified with the space of the periodic square integrable functions with the period \( 2\pi \), which is denoted by \( L^2_p((-\pi, \pi]) \). Under this correspondence, the one-dimensional unitary representation is characterized by \( e^{i\lambda \theta} \) with \( \lambda = \frac{k}{\pi}k \) and \( k \in \mathbb{Z} \). That is, \( \hat{U}(1) \) can be regarded as \( \hat{U}(\mathbb{Z}) \), and \( L^2(U(1)) \) can be identified with the square summable space \( L^2(\mathbb{Z}) \) := \( \{ \{a_n\}_{n \in \mathbb{Z}} | \sum_{n \in \mathbb{Z}} |a_n|^2 < \infty \} \). In this case, we denote the Fourier transform by \( \mathcal{F}_L \). In the following discussion of this section, we consider the case of \( L = \pi \). Then, the input state is given as a wave function \( \phi(\lambda) \) on the space \( L^2(\mathbb{Z}) \). Here, we choose the invariant measure \( \mu_G(d\theta) = \frac{1}{2\pi}d\theta \) on \( G \).

The covariant POVM \( M_{\mathcal{I}, \mathcal{Z}} \) is the spectral decomposition of the position operator \( Q \) on \( L^2_p((-\pi, \pi]) \). When the true parameter is 0, the estimate \( \hat{\theta} \in \hat{U}(1) \) obeys the distribution \( |\mathcal{F}^{-1}[\phi](\hat{\theta})|^2 \frac{1}{2\pi}d\hat{\theta} \), which is given by the inverse Fourier transform \( \mathcal{F}^{-1}[\phi] \) of \( \phi \). Since the amount of error should be invariant under the change of the sign, it is natural to assume that the risk function \( R(\theta, \hat{\theta}) \) is written as

\[
R(\theta, \hat{\theta}) = R(0, \hat{\theta} - \theta) = w(\hat{\theta} - \theta)
\]

by using an even function \( w \) on \((-\pi, \pi]\). Further, we assume that the function \( w \) satisfies the condition (81), i.e., is written as

\[
w(\hat{\theta}) = w(0) - \sum_{n=1}^{\infty} c_n \cos n\hat{\theta}
\]

with \( c_n \geq 0 \). Hence, defining the unitary \( U_{\text{sgn}} \) on \( L^2_p((-\pi, \pi]) \) by \( U_{\text{sgn}}[\varphi](\theta) = \varphi(-\theta) \) for \( \varphi \in L^2_p((-\pi, \pi]) \), we have \( U_{\text{sgn}}w(Q)U_{\text{sgn}}^{-1} = w(Q) \). In this case, we can decompose the space \( L^2_p((-\pi, \pi]) \) as \( L^2_{p, \text{even}}((-\pi, \pi]) \oplus L^2_{p, \text{odd}}((-\pi, \pi]) \), where \( L^2_{p, \text{even}}((-\pi, \pi]) \) \( (L^2_{p, \text{odd}}((-\pi, \pi])) \) is the space of even (odd) functions in \( L^2_p((-\pi, \pi]) \). For example, we often employ the risk function \( R_{1, U(1)}(0, \hat{\theta}) := 1 - \cos \hat{\theta} \). Further, it is also natural to assume that the Hamiltonian \( H \) is written as

\[
H = h(0)I_0 + \sum_{k=1}^{\infty} h(k^2)(I_k + I_{-k})
\]

by using a function \( h \). Note that the support restriction case can be realized by the energy constraint with a proper Hamiltonian.

**Theorem 6.** Under the assumptions (81), (82), and (83), the relations

\[
\min_{\rho \in S(K_{U(1)})} \min_{M \in \mathcal{M}_{\text{cov}}(U(1))} \{ D_R(\rho, M) | Tr \rho H \leq E \} = \\
\min_{\{\rho_i \}} \min_{\{M_i \} \in \mathcal{M}_{\text{cov}}(U(1))} \{ \sum_i p_i D_R(\rho_i, M_i) | \sum_i p_i Tr \rho_i H \leq E \} = \\
\min_{|\phi\rangle \in E_2(\mathcal{Z})} \{ D_R(|\phi\rangle) | Tr \langle \phi | H | \phi \rangle \leq E \} = \\
\min_{\varphi \in L^2_{p, \text{even, \mu}}((-\pi, \pi])} \{ \langle \varphi | w(Q) \varphi \rangle | \langle \varphi | h(D^2) | \varphi \rangle \leq E \}
\]
hold. Further, an input state \( |\phi\rangle := \oplus_{k=-\infty}^{\infty} \beta_k |k\rangle \) satisfies the relation
\[
\min_{M \in \mathcal{M}_{\text{cov}}(U(1))} \mathcal{D}_R(|\phi\rangle \langle M| |\phi\rangle) = \mathcal{D}_R(|\phi\rangle) = (84) \tag{85}
\]
if and only if \( F^{-1} |\phi\rangle \) is an even function and realizes the minimum \( (84) \).

Additionally, when \( H = \sum_{k=-\infty}^{\infty} k^2 I_k \), i.e., \( h(x) = x \), we have
\[
(84) = \min_{\phi \in L^2_{p,\text{even},n}((-\pi,\pi])} \{ \langle \phi| w(Q)|\phi\rangle |\langle \phi| F^{-1}H F|\phi\rangle \leq E \} \tag{86}
\]

**Proof:** Any odd function \( \varphi_o \in L^2_{p,\text{odd},n}((-\pi,\pi]) \) satisfies that
\[
\langle \varphi_o| w(Q)|\varphi_o\rangle = w(0). \tag{87}
\]

So, combining \( (83) \) and this fact, we have
\[
\varphi \in L^2_{p,\text{even},n}((-\pi,\pi]) \min \{ \langle \varphi| w(Q)|\varphi\rangle |\langle \varphi| F^{-1}H F|\varphi\rangle \leq E \}
\]
\[
\leq \varphi \in L^2_{p,\text{odd},n}((-\pi,\pi]) \min \{ \langle \varphi| w(Q)|\varphi\rangle |\langle \varphi| F^{-1}H F|\varphi\rangle \leq E \}\right). 
\]

Since
\[
\mathcal{D}_R(|\phi\rangle) = \int_{-\pi}^{\pi} w(\hat{\theta}) F^{-1} |\phi(\hat{\theta})|^2 \frac{d\hat{\theta}}{2\pi} = \langle \varphi| w(Q)|\varphi\rangle, \tag{88}
\]

Theorem 2 and (42) implies that
\[
\min_{|\phi\rangle \in L^2(\mathbb{Z})} \{ \mathcal{D}_R(|\phi\rangle)|\text{Tr} \langle \phi| H |\phi\rangle \leq E \} 
= \min_{\varphi \in L^2_{p,\text{even},n}((-\pi,\pi])} \{ \langle \varphi| w(Q)|\varphi\rangle |\langle \varphi| F^{-1}H F|\varphi\rangle \leq E \}
= \min_{\varphi \in L^2_{p,\text{even},n}((-\pi,\pi])} \{ \langle \varphi| w(Q)|\varphi\rangle |\langle \varphi| F^{-1}H F|\varphi\rangle \leq E \}, \tag{89}
\]

Since \( (83) \) implies \( \langle \varphi| F^{-1}H F|\varphi\rangle = \langle \varphi|h(P^2)|\varphi\rangle \), combining Theorem 2 and Lemma 5, we obtain \( (84) \).
11.2. Constraint for available irreducible representations. Since the error can be reduced infinitesimally with the infinite support of the input state, it is natural to restrict the support of $\phi$ to $A_n := \{k \in \mathbb{Z} | |k| \leq n\}$. Now, we treat the error function $1 - \cos(\hat{\theta} - \hat{\theta}) = 1 - \frac{(e^{i(\hat{\theta} - \hat{\theta})} + e^{-i(\hat{\theta} - \hat{\theta})})}{2} = 2\sin^2(\frac{\hat{\theta}}{2})$, which satisfies the condition $\text{(61)}$. When the input state is $(\phi(\lambda))_{n}^{2}$, the average error is calculated to

$$1 - \frac{1}{2} \sum_{\lambda = -n}^{n-1} 2(\phi(\lambda)\phi(\lambda + 1)) = \frac{1}{2} \sum_{\lambda = -n}^{n-1} (\phi(\lambda - 1)\phi(\lambda) - \phi(\lambda)\phi(\lambda + 1)).$$

(90)

Then, we obtain the following theorem.

**Theorem 7.** The relations

$$\min_{\rho \in \mathcal{S}(K_{A_n})} \min_{M \in \mathcal{M}_{cov}(U(1))} \mathcal{D}_R(\rho,M)$$

$$= \min_{\{\rho_i\}} \min_{\rho_i \in \mathcal{S}(K_{A_n})} \min_{M_i \in \mathcal{M}_{cov}(U(1))} \sum_{i} p_i \mathcal{D}_R(\rho_i,M_i)$$

$$= \min_{\phi \in K_{A_n}} \mathcal{D}_R(|\phi\rangle) = 1 - \cos \frac{\pi}{2n + 2}$$

(91)

hold. The minimum $1 - \cos \frac{\pi}{2n + 2}$ is attained by the input state $|\phi\rangle$ with the measurement $M_{\theta}(l)$ if and only if the input state $\phi(\lambda)$ is $C\sin \frac{\pi(\lambda + n + 1)}{2n + 2}$ with the normalizing constant $C$.

**Proof:** Thanks to Theorem 1 and (62) and (90), the above theorem can be shown from Lemma (34) in Appendix C with $m = 2n + 1$. Hence, the above minimum error is $1 - \cos \frac{\pi}{2n + 2}$, which is attained by $\phi(\lambda) = C\sin \frac{\pi(\lambda + n + 1)}{2n + 2}$ with the normalizing constant $C$. Since $1 - \cos \frac{\pi}{2n + 2} \cong 1 - (1 - \frac{1}{2}(\frac{\pi}{2n + 2})^2) \cong \frac{\pi^2}{8}$, we have the following asymptotic characterization.

$$\lim_{n \to \infty} n^2 \min_{\rho \in \mathcal{S}(K_{A_n})} \min_{M \in \mathcal{M}_{cov}(U(1))} \mathcal{D}_R(\rho,M)$$

$$= \lim_{n \to \infty} n^2 \min_{\{\rho_i\}} \min_{\rho_i \in \mathcal{S}(K_{A_n})} \min_{M_i \in \mathcal{M}_{cov}(U(1))} \sum_{i} p_i \mathcal{D}_R(\rho_i,M_i) = \frac{\pi^2}{8}.$$

For the asymptotic optimality condition with respect to input states, we obtain the following lemma.

**Lemma 9.** For a sequence $\{\phi_n\}$ in $\mathcal{K}_{A_n}$ satisfying $\phi_n(k) \geq 0$, the relation

$$\min_{M \in \mathcal{M}_{cov}(U(1))} \mathcal{D}_R(|\phi_n\rangle) = \mathcal{D}_R(|\phi_n\rangle) \geq \frac{1}{n^2}$$

holds as $n \to \infty$, if and only if the sequence of functions $\phi_n(\lambda) := (2\pi)^{1/4} \sqrt{\pi} \phi_n([n\lambda + \frac{1}{2}]) \in L^2([-1,1])$ satisfies that $\phi_n(\lambda)$ goes to $(2\pi)^{1/4} \sin \frac{\pi(\lambda + \frac{1}{2})}{2}$ as $n \to \infty$.

**Proof:** Since $\phi_n(k) \geq 0$ and the condition $\text{(61)}$ holds, Lemma 7 guarantees that $\min_{M \in \mathcal{M}_{cov}(U(1))} \mathcal{D}_R(|\phi_n\rangle) = \mathcal{D}_R(|\phi_n\rangle)$. Now, we choose $\lambda := \frac{k}{n}$ and $\hat{g} := n\hat{\theta}$. Then, using the limiting function $\phi(\lambda) := \lim_{n \to \infty} \phi_n(\lambda)$, we have

$$\frac{1}{n^2} \sum_{k = -n}^{n} k^2 |\phi_n(k)|^2 = \sum_{k = -n}^{n} \left(\frac{k}{n}\right)^2 \frac{1}{\sqrt{2\pi n}} \phi_n(\frac{k}{n})^2 \to \int_{-\infty}^{\infty} \lambda^2 |\phi(\lambda)|^2 \frac{d\lambda}{2\pi}.$$
as \( n \to \infty \). Similarly, since
\[
\frac{\mathcal{F}^{-1}_n(\phi_n)(\frac{\theta}{n})}{(2\pi)^n n^{\frac{1}{2}}} = \sum_{k=-n}^{n} e^{-\frac{\pi^2}{4} \phi_{E}(k)} \frac{1}{(2\pi)^n n^{\frac{1}{2}}}
\]
\[
= \sum_{k=-n}^{n} e^{-\frac{\pi^2}{4} \phi_{n}(k)} \frac{1}{\sqrt{2n}} \rightarrow \int_{-\infty}^{\infty} e^{-\frac{\pi^2}{4} \phi_{\lambda}(\lambda)} \frac{d\lambda}{\sqrt{2\pi}} = \mathcal{F}^{-1}_\pi(\phi_{\tilde{\lambda}}),
\]
we have
\[
n^2 \int_{-\pi}^{\pi} (1 - \cos(\theta))|\mathcal{F}^{-1}_\pi[\phi_{n}](\theta)|^2 \frac{d\theta}{2\pi} \cong n^2 \int_{-\pi}^{\pi} \tilde{\phi}_{\lambda}^2 \mathcal{F}^{-1}_\pi[\phi_{n}](\theta)|^2 \frac{d\theta}{2\pi}
\]
\[
= \int_{-\pi}^{\pi} \tilde{\phi}_{\lambda}^2 \mathcal{F}^{-1}_\pi[\phi_{n}](\theta)|^2 \frac{d\theta}{2\pi} \rightarrow \int_{-\infty}^{\infty} \tilde{\phi}_{\lambda}^2 \mathcal{F}^{-1}_\pi[\phi_{\lambda}](\lambda)|^2 \frac{d\lambda}{\sqrt{2\pi}}.
\]

In Theorem \[5\] the minimum \[78\] with \( L = 1 \) is attained by \( \tilde{\phi}(\lambda) = (2\pi)^{1/4}\sin \frac{\pi(1+\lambda)}{2} \).

Hence, \( \mathcal{D}(|\phi_{n}\rangle) \cong \frac{1}{n^{\frac{1}{2}}} \) as \( n \to \infty \) if and only if \( \phi_{n}(\lambda) \) goes to \( (2\pi)^{1/4}\sin \frac{\pi(1+\lambda)}{2} \) as \( n \to \infty \).

11.3. Typical energy constraint. Next, we consider the risk function \( R_{\Phi(1)}(\theta, \tilde{\theta}) = 1 - \cos(\tilde{\theta} - \theta) \) and the Hamiltonian \( H = \sum_{k=-\infty}^{\infty} \kappa^2 |k\rangle\langle k| \). Then, thanks to Theorem \[6\] the minimum error can be characterized by the following value.

\[
\kappa_{\Phi(1)}(E) := \min_{\varphi \in L^2_{\Phi(1)}(-\pi,\pi)} \{ \langle \varphi | 1 - \cos(Q) | \varphi \rangle | \langle \varphi | P^2 | \varphi \rangle \leq E \}.
\] (92)

For example, we can show that
\[
\kappa_{\Phi(1)}(0) = 1.
\] (93)

This fact can be also checked by the following way. In fact, the condition \( \langle \phi | H | \phi \rangle = 0 \) can be realized only when \( \phi(0) = 1 \) and \( \phi(n) = 0 \) with \( n \neq 0 \), i.e., \( \mathcal{F}^{-1}_n[\phi] = 1 \).

In this case, we have \( \int_{-\pi}^{\pi} (1 - \cos(\theta))|\mathcal{F}^{-1}_n[\phi(0)]|\theta|^2 \frac{d\theta}{2\pi} = 1 \). Hence, we see (93).

Now, we consider the case with non-zero \( E \). Since the condition of Lemma \[5\] hold, \( \kappa_{\Phi(1)}(E) \) is convex. Hence, we employ Lemma \[6\] to calculate \( \kappa_{\Phi(1)}(E) \), and consider the minimum
\[
\gamma_{\Phi(1)}(s) := \min_{\varphi \in L^2_{\Phi(1)}(-\pi,\pi)} \{ \langle \varphi | (1 - \cos(Q)) + sP^2 | \varphi \rangle \}
\]
\[
= \min_{\varphi \in L^2_{\Phi(1)}(-\pi,\pi)} \{ \langle \varphi | (1 - \cos(Q)) + \frac{sP^2}{4} | \varphi \rangle \}.
\]

So, \( \gamma_{\Phi(1)}(s) \) can be characterized as the minimum \( \gamma_{\Phi(1)} \) having the solution in \( L^2_{\Phi(1)}(-\pi/2, \pi/2) \) of the following differential equation.
\[
\frac{s}{4} \frac{d^2}{d\theta^2} \varphi(\theta) + (\gamma_{\Phi(1)} - 1 + \cos(2\theta)) \varphi(\theta) = 0,
\] (94)
which is equivalent to
\[
\frac{d^2}{d\theta^2} \varphi(\theta) + \left( \frac{4(\gamma_{U(1)} - 1)}{s} + \frac{4}{s} \cos(2\theta) \right) \varphi(\theta) = 0, \tag{95}
\]

In order to find the minimum \( \gamma_{U(1)}(s) \), we employ Mathieu equation (229), whose detail is summarized in Subsection A. Hence, using the function \( a_0 \) given in Subsection A, we have \( \gamma_{U(1)}(s) = \frac{s a_0(-\frac{\pi}{2})}{4} + 1 = \frac{s a_0(\frac{\pi}{2})}{4} + 1 \). So, applying (52) to \( \kappa_{U(1)}(E) \), and combining the facts given in Subsection A, we obtain the following theorem.

**Theorem 8.**

\[
\kappa_{U(1)}(E) = \max_{s > 0} \frac{s a_0(\frac{\pi}{2})}{4} + 1 - sE. \tag{96}
\]

The minimum \( \kappa_{U(1)}(E) \) attained by the input state \( |\phi\rangle \) with the measurement \( M_{\{1\}} \) if and only if \( F^{-1}[\phi](\theta) = c\varphi(\theta, -\frac{\pi}{2}, \frac{\pi}{4}) \), where \( s_E \) is \( \arg\max_{s > 0} \frac{s a_0(\frac{\pi}{2})}{4} + 1 - sE \) and the function \( c\varphi(\theta, -\frac{\pi}{2}, \frac{\pi}{4}) \) is given in Subsection A.

Using the formula (96), we can calculate \( \kappa_{U(1)}(E) \) as Fig. 3.

\begin{figure}[h]
  \centering
  \includegraphics[width=\textwidth]{fig3.png}
  \caption{Graph of \( \kappa_{U(1)}(E) \).}
  \label{fig:fig3}
\end{figure}

By using the expansion (231) for \( a_0 \), as \( s \to 0 \), \( \gamma_{U(1)}(s) \) can be expanded to

\[
\gamma_{U(1)}(s) \approx \frac{s(-2\frac{\pi}{2} + 2\sqrt{2 - \frac{1}{16}})}{4} + 1 = \sqrt{s - \frac{s}{16}}.
\]

As is shown in Lemma 6, \( s_E \) is decreasing as a function of \( E \). Hence, when \( E \) is large, solving the equation \( \gamma_{U(1)}'(s_E) = 0 \), we approximately obtain \( s_E \approx 1 \frac{s}{8(E + 1/16)} \). Hence,

\[
\kappa_{U(1)}(E) = \gamma_{U(1)}(s_E) - s_E E \approx \sqrt{\frac{s_E}{2} - \frac{s_E}{16}} - s_E E = \sqrt{\frac{s_E}{2} - s_E(E + \frac{1}{16})} \approx \frac{1}{8(E + 1/16)} \approx \frac{1}{8E} - \frac{1}{128E^2}.
\]

\tag{97}
As is shown in Fig. 4, while the first order approximation \( \kappa_{1,U(1)}(E) := \frac{1}{8E} \) gives a good approximation for \( \kappa_{U(1)}(E) \) with a large \( E \), the second order approximation \( \kappa_{2,U(1)}(E) := \frac{1}{8E} - \frac{1}{128E^2} \) much improves the approximation for \( \kappa_{U(1)}(E) \) with a large \( E \). Hence, we have the following asymptotic characterization.

\[
\lim_{E \to \infty} E \min_{\rho \in S(L^2(\mathbb{Z}))} \min_{M \in \mathcal{M}_{\text{cov}}(U(1))} \{ \text{Tr} \rho H \leq E \} = \lim_{E \to \infty} E \min_{\{ |\phi \rangle \}} \min_{\rho \in S(L^2(\mathbb{Z}))} \min_{M \in \mathcal{M}_{\text{cov}}(U(1))} \{ D_R(\rho, M) \mid \langle \phi | H | \phi \rangle \leq E \} = \frac{1}{8}.
\]

(98)

\[\lim_{E \to \infty} E \min_{\rho \in S(L^2(\mathbb{Z}))} \min_{M \in \mathcal{M}_{\text{cov}}(U(1))} \{ \text{Tr} \rho H \leq E \} = \lim_{E \to \infty} E \min_{\{ |\phi \rangle \}} \min_{\rho \in S(L^2(\mathbb{Z}))} \min_{M \in \mathcal{M}_{\text{cov}}(U(1))} \{ D_R(\rho, M) \mid \langle \phi | H | \phi \rangle \leq E \} = \frac{1}{8}.
\]

(99)

This expansion with \( E = 0 \) coincides with (93). As is shown in Fig. 5, while the first order approximation \( \kappa_{1,U(1),+0}(E) := 1 - \sqrt{2E} \) gives a good approximation for \( \kappa_{U(1)}(E) \) with a small \( E \), the second order approximation \( \kappa_{2,U(1),+0}(E) :=}
1 - √2E + \frac{2\sqrt{2}}{16}E^2 \quad \text{much improves the approximation for } \kappa_{U(1)}(E) \text{ with a small } E.

**Fig. 5.** Comparison of two approximations \( \kappa_{1,U(1)} \) and \( \kappa_{2,U(1)} \) of \( \kappa_{U(1)} \) with a small \( E \). Thick line expresses the error ratio \( \frac{\kappa_{2,U(1)}(E) - \kappa_{1,U(1)}(E)}{\kappa_{1,U(1)}(E)} \), and dashed line expresses the error ratio \( \frac{\kappa_{2,U(1)}(E) - \kappa_{U(1)}(E)}{\kappa_{U(1)}(E)} \).

For the asymptotic optimality condition with respect to input states, we obtain the following lemma.

**Lemma 10.** For a sequence \( \{E_l\} \) satisfying \( E_l \to \infty \) as \( l \to \infty \), we focus on a sequence of input states \( \{\phi_{E_l}\} \) satisfying that \( \phi_{E_l}(n) \geq 0 \) and \( \langle \phi_{E_l}|H|\phi_{E_l} \rangle \leq E_l \). Then, \( \min_{M \in M_{\text{cov}}(U(1))} D_R(\langle \phi_{E_l}|H|\phi_{E_l} \rangle, M) = D_R(\langle \phi_{E_l}|H|\phi_{E_l} \rangle) \) if and only if the sequence of functions \( \tilde{\phi}(\lambda) := (2\pi E_l)^{1/4}\phi_{E_l}(\sqrt{E_l}(\lambda + \frac{1}{2})) \in L^2(\mathbb{R}) \) satisfies that \( \tilde{\phi}(\lambda) \) goes to \( e^{-\frac{\lambda^2}{2}} \) as \( l \to \infty \). For example, when we \( E_l = \frac{1}{2} \), the following input state \( |\phi_{b,l}\rangle \) asymptotically attains the minimum [85].

\[
\phi_{b,l}(k) := \begin{cases} 
\frac{1}{\sqrt{2}} \sqrt{n+1} & \text{if } |k| \leq l \\
0 & \text{if } |k| > l.
\end{cases}
\]  

**Proof:** The relation \( \min_{M \in M_{\text{cov}}(G)} D_R(\langle \phi_{E_l}|H|\phi_{E_l} \rangle, M) = D_R(\langle \phi_{E_l}|H|\phi_{E_l} \rangle) \) holds by the same reason as Lemma [9]. Now, we choose \( \lambda := \frac{k}{\sqrt{E_l}} \) and \( \tilde{g} := \sqrt{E_l} \). Then, we have

\[
\frac{1}{E_l} \sum_{k=-\infty}^{\infty} k^2 |\phi_{E_l}(k)|^2 = \sum_{k=-\infty}^{\infty} \frac{k}{\sqrt{E_l}} \frac{1}{\sqrt{2\pi E_l}} |\tilde{\phi}_{E_l}(\frac{k}{\sqrt{E_l}})|^2 \to \int_{-\infty}^{\infty} \lambda^2 |\tilde{\phi}(\lambda)|^2 \frac{d\lambda}{2\pi}
\]  
as \( E_l \to \infty \). Similarly, since

\[
\frac{F^{-1}_n(\phi_{E_l})}{(2\pi E_l)^{1/2}} = \sum_{k=-\infty}^{\infty} e^{-ik\tilde{g}} \phi_{E_l}(k) \frac{1}{(2\pi E_l)^{1/2}}
\]  

\[
= \sum_{k=-\infty}^{\infty} e^{-ik\tilde{g}} \phi_{E_l}(k) \frac{1}{(2\pi E_l)^{1/2}} \to \int_{-\infty}^{\infty} e^{-i\lambda\tilde{g}} \tilde{\phi}(\lambda) \frac{d\lambda}{\sqrt{2\pi}} = F^{-1}_n(\tilde{g})(\tilde{g}),
\]
we have
\[
E_i \int_{-\pi}^{\pi} (1 - \cos(\dot{\theta})) |\mathcal{F}^{-1}[\phi_{E_i}](\dot{\theta})|^2 \frac{d\dot{\theta}}{2\pi} \geq E_i \int_{-\pi}^{\pi} \frac{\dot{g}^2}{2} |\mathcal{F}^{-1}[\phi_{E_i}](\dot{\theta})|^2 \frac{d\dot{\theta}}{2\pi} \]
\[
= \int_{-\pi}^{\pi} \frac{\dot{g}^2}{2} |\mathcal{F}^{-1}[\phi_{E_i}](\frac{\dot{g}}{\sqrt{E_i}})|^2 \frac{d\dot{g}}{2\pi \sqrt{E_i}} \rightarrow \int_{-\infty}^{\infty} \frac{\dot{g}^2}{2} |\mathcal{F}^{-1}[\tilde{\phi}](\dot{g})|^2 \frac{d\dot{g}}{2\pi}.
\]
In Theorem 3, the minimum (71) with \(\lambda\) but changes the energy slightly. By using a modification does not effect the asymptotic behavior of the energy. Even in this modification, the result in Theorem 8 is not changed because this

Since
\[
\langle \phi_{b,l}|H|\phi_{b,l} \rangle = \sum_{k=-l}^{l} k^2 \frac{1}{2^m} \left( \frac{2l}{4} \right) = \frac{2l}{4} = \frac{l}{2},
\]
the state \(|\phi_{b,l} \rangle\) has the energy \(\frac{l}{2}\). Thanks to the central limit theorem, \((\pi l)^\frac{1}{2} |\phi_{b,l}(\sqrt{\frac{l}{2}})\rangle|^2\) goes to \(e^{-\frac{l^2}{2}}\), i.e., \((\pi l)^\frac{1}{2} \sqrt{\frac{l}{2}} \theta |\phi_{b,l}(\sqrt{\frac{l}{2}})\rangle\) goes to \(e^{-\frac{l^2}{2}}\). Hence, the input state \(|\phi_{b,l} \rangle\) also asymptotically attains the minimum (78).

In this problem, the global phase factor does not effect the representation, but changes the energy slightly. By using a \(\lambda_0 \in \mathbb{R}\), the representation is changed to
\[
f_{0}(\lambda_0) := \sum_{k=-\infty}^{\infty} e^{(k+\lambda_0)\theta} |k\rangle |k\rangle.
\]
Then, the Hamiltonian is given as
\[
H_{(\lambda_0)} := N_{(\lambda_0)}^2, \quad N_{(\lambda_0)} := \sum_{k=-\infty}^{\infty} (k + \lambda_0)|k\rangle \langle k|.
\]
Even in this modification, the result in Theorem 8 is not changed because this modification does not effect the asymptotic behavior of the energy.

11.4. Practical construction of asymptotically optimal estimator with energy constraint. While (75) provides an asymptotically optimal estimator with energy constraint, its construction is not so practical. However, the optimal performance with energy constraint can be realized with easier construction by the following ways. Now, we fix a state \(|\phi\rangle = \sum_{k=-\infty}^{\infty} \sqrt{p_k} |k\rangle \in \ell^2(\mathbb{Z})\), and choose the real number \(\lambda := -\sum_{k=-\infty}^{\infty} kp_k\). The energy of \(|\phi\rangle\) is \(E_{\phi} := \langle \phi|H_{(\lambda)}|\phi\rangle = \sum_{k=-\infty}^{\infty} (k + \lambda)^2 p_k\) under the Hamiltonian \(H_{(\lambda)}\).

We also consider the \(m\)-tensor product system \(\mathcal{H}_m := \ell^2(\mathbb{Z}) \otimes \cdots \otimes \ell^2(\mathbb{Z})\), the Hamiltonian \(H_m := (\sum_{i=1}^{m} I_{\otimes(i-1)} \otimes N_{(\lambda)} \otimes I_{\otimes(m-i)})^2\), and the tensor product representation \(f_{0}(\theta) \otimes \cdots \otimes f_{0}(\theta)\). Then, since \(\langle \phi|I_{\otimes(i-1)} \otimes N_{(\lambda)} \otimes I_{\otimes(m-i)}|\phi\rangle = 0\), the
energy of $|\phi^\otimes m\rangle$ is

$$
\langle \phi^\otimes n | H_m | \phi^\otimes m \rangle = \langle \phi^\otimes n | \left( \sum_{i=1}^{m} I^\otimes (i-1) \otimes N(\lambda) \otimes I^\otimes (m-i) \right)^2 | \phi^\otimes n \rangle = mE_{\phi}.
$$

Now, we give the following estimation protocol (Protocol 1).

(1.1) We set the initial state $|\phi^\otimes m\rangle$.

(1.2) We apply the covariant measurement $M_{I[I]}$ on each system $\ell^2(Z)$. Then, we obtain $m$ outcomes $\theta_1, \ldots, \theta_m$. Each outcome $\theta_i$ obeys the distribution $p_{\theta}(\theta_i)d\theta_i := |\sum_{k=-\infty}^{\infty} \sqrt{p_k} e^{-ik(\theta_i-\theta)}|^2 \frac{d\theta_i}{2\pi}$ when the true parameter is $\theta$.

(1.3) We apply the maximum likelihood estimator to the obtained outcomes $\theta_1, \ldots, \theta_m$. Then, we obtain the final estimate $\hat{\theta}_m$. That is, we decide $\hat{\theta}_m$ as

$$
\hat{\theta}_m := \operatorname{argmax}_{\theta \in [-\pi,\pi]} \sum_{i=1}^{m} \log p_{\theta}(\theta_i). \tag{104}
$$

We denote the above measurement with the output $\hat{\theta}_m$ by $\tilde{M}_m$. Then, due to the following theorem, the above protocol asymptotically realizes the minimum error under the energy constraint. The optimal performance with energy constraint can be attained without use of quantum correlation in the measurement process.

**Theorem 9.** Assume that $\phi$ satisfies one of two conditions.

(a) $\lambda = 0$ and $F[\phi]$ is an even function.

(b) $\lambda = \frac{-1}{2}$ and $\sum_{k=-\infty}^{\infty} \sqrt{p_k} e^{i(k+\lambda)\theta}$ is an even function.

The relation

$$
\lim_{m \to \infty} mD_R(|\phi^\otimes m\rangle, \tilde{M}_m) = \frac{1}{8E_{\phi}}. \tag{105}
$$

holds. That is,

$$
\lim_{m \to \infty} \langle \phi^\otimes m | H_m | \phi^\otimes m \rangle D_R(|\phi^\otimes m\rangle, \tilde{M}_m) = \frac{1}{8}. \tag{106}
$$

**Proof:** We show [148]. For this purpose, we calculate the Fisher information of the distribution family $\{p_{\theta}(\theta')\}$. Due to the assumption, we have

$$
\sqrt{p_{\theta}(\theta')} = \sum_{k=-\infty}^{\infty} \sqrt{p_k} e^{-i(k+\lambda)(\theta,-\theta)}. \tag{107}
$$

and $\sqrt{p_k} = \sqrt{p_{k'}}$ when $k + \lambda = -(k' + \lambda)$. The logarithmic derivative is given as

$$
l_{\theta}(\theta_i) := \frac{d}{d\theta} \log p_{\theta}(\theta_i) = 2 \frac{d}{d\theta} \log \sqrt{p_{\theta}(\theta_i)} = 2 \sum_{k=-\infty}^{\infty} i(k + \lambda) \frac{p_k e^{-i(k+\lambda)(\theta_i-\theta)}}{\sqrt{p_{\theta}(\theta_i)}}. \tag{108}
$$
Since
\[
\int_{-\pi}^{\pi} e^{-i(k+\lambda)(\theta_i - \theta)} e^{-i(k'+\lambda)(\theta_i - \theta)} \frac{d\theta_i}{2\pi} = \begin{cases} 0 & \text{if } k + \lambda \neq -(k' + \lambda) \\ 1 & \text{if } k + \lambda = -(k' + \lambda), \end{cases}
\]
the Fisher information is calculated to
\[
J_\theta := \int_{-\pi}^{\pi} l_\theta(\theta_i) \frac{d\theta_i}{2\pi} = \int_{-\pi}^{\pi} 4(\sum_{k=-\infty}^{\infty} (k+\lambda)\sqrt{p_k} e^{-i(k+\lambda)(\theta_i - \theta)})^2 \frac{d\theta_i}{2\pi} = 4 \sum_{k=-\infty}^{\infty} (k+\lambda)^2 p_k = 4E_\phi.
\]
(109)

Remember that the asymptotic mean square error of the maximum likelihood estimator can be characterized by the inverse of Fisher information $J_\theta$ [42]. That is, we obtain $nE_\theta(\hat{\theta}_n - \theta)^2 \to J_\theta^{-1}$, where $E_\theta$ expresses the expectation under the distribution $p_\theta$. Hence, we have
\[
D_R(\langle \phi^m \rangle, \hat{M}_n) = E_\theta[1 - \cos(\hat{\theta}_n - \theta)] \approx \frac{1}{2} E_\theta[(\hat{\theta}_n - \theta)^2] \approx \frac{1}{2} \frac{1}{4E_\phi n} = \frac{1}{8E_\phi n},
\]
where $E_\theta$ expresses the expectation under the distribution $p_\theta(\theta')$.

11.5. Uncertainty relation. We consider the relation between the above results and the uncertainty relation on the space $L^2_p((\pi, \pi])$. In this space, we can consider the pair of operators $(\cos Q, \sin Q)$. Then, we focus on the uncertainty
\[
\Delta^2_\phi(\cos Q, \sin Q) := \Delta^2_\phi \cos Q + \Delta^2_\phi \sin Q
\]
\[
= \langle \phi | \cos^2 Q | \phi \rangle + \langle \phi | \sin^2 Q | \phi \rangle - \langle \phi | \cos Q | \phi \rangle^2 - \langle \phi | \sin Q | \phi \rangle^2
= 1 - \langle \phi | \cos Q | \phi \rangle^2 - \langle \phi | \sin Q | \phi \rangle^2.
\]
Then, as the uncertainty relation, we consider trade-off between $\Delta^2_\phi(\cos Q, \sin Q)$ and $\Delta^2_\phi P$, which is formulated as the following theorem.

**Theorem 10.** The minimum of the uncertainty $\Delta^2_\phi(\cos Q, \sin Q)$ under the constraint for $\Delta^2_\phi P$ is calculated as
\[
\min_{\phi \in L^2_{p,n}((\pi, \pi])} \{ \Delta^2_\phi(\cos Q, \sin Q) | \Delta^2_\phi P \leq E \} = \max_{s>0} \left( 1 - (sE - \frac{s_0(s)}{4})^2 \right).
\]
(110)

The minimum in (110) is realized by $\phi$ if and only if $\phi$ is given as a shift of the Mathieu function $ce_0(\frac{2}{s}, -\frac{s}{s_0})$. Further, $\min_{s>0} sE - \frac{s_0(s)}{4}$ is a positive value, (110) has the asymptotic expansion $\frac{1}{4E} - \frac{1}{32E^2}$ as $E \to \infty$. 

Theorem 11. The minimum of the uncertainty $\Delta^{2}(\cos Q, \sin Q)$ under the constraint for $\Delta_{\varphi, \text{max}} P$ is calculated as

$$
\min_{\varphi \in L_{p,n}^{\varphi}([-\pi, \pi])} \{ \Delta^{2}(\cos Q, \sin Q) | \Delta_{\varphi, \text{max}} P \leq E \} = \sin^{2} \frac{\pi}{2[E] + 2}.
$$

The minimum uncertainty is realized by $\varphi$ if and only if $\mathcal{F}_{\pi} |\varphi(\lambda)|$ is given as a shift of the wave function $C \sin \frac{\pi(\lambda + E) + \pi}{2[E] + 2}$, where $C$ is the normalizing constant.

Proof: Due to the symmetry, without loss of generality, we can assume that $\langle \varphi | \sin Q | \varphi \rangle = 0$ and $\langle \varphi | P | \varphi \rangle = 0$. Hence, we obtain

$$
\min_{\varphi \in L_{p,n}^{\varphi}([-\pi, \pi])} \{ \Delta^{2}(\cos Q, \sin Q) | \Delta_{\varphi, \text{max}} P \leq E \}
$$

$$
= \min_{\varphi \in L_{p,n}^{\varphi}([-\pi, \pi])} \{ 1 - \langle \varphi | \cos Q | \varphi \rangle^{2} | \langle \varphi | P^{2} | \varphi \rangle \leq E \}
$$

$$
= 1 - \max_{\varphi \in L_{p,n}^{\varphi}([-\pi, \pi])} \{ \langle \varphi | \cos Q | \varphi \rangle | \langle \varphi | P^{2} | \varphi \rangle \leq E \}.
$$

Thanks to Theorem 8, we have

$$
1 - (\max_{\varphi \in L_{p,n}^{\varphi}([-\pi, \pi])} \{ \langle \varphi | \cos Q | \varphi \rangle | \langle \varphi | P^{2} | \varphi \rangle \leq E \}^{2})
$$

$$
= 1 - (1 - \max_{s > 0} \frac{\sin(\frac{\pi}{4})}{4} + 1 - sE)^{2} = 1 - (\max_{s > 0} \frac{\sin(\frac{\pi}{4})}{4} - sE)^{2}.
$$

Since $\max_{s > 0} \frac{\sin(\frac{\pi}{4})}{4} + 1 - sE \leq 1$, $sE - \frac{\sin(\frac{\pi}{4})}{4} \geq 0$. Hence,

$$
1 - (\max_{s > 0} \frac{\sin(\frac{\pi}{4})}{4} - sE)^{2} = 1 - (\min_{s > 0} sE - \frac{\sin(\frac{\pi}{4})}{4})^{2} = 1 - (sE - \frac{\sin(\frac{\pi}{4})}{4})^{2},
$$

which implies (111). Then, the minimum uncertainty in (110) is realized by $\varphi$ if and only if $\varphi$ is given as a shift of the Mathieu function $e_{0}(\frac{\pi}{4}, \frac{\pi}{4})$.

Further, when $E$ approaches infinity, $\max_{s > 0} 1 - (sE - \frac{\sin(\frac{\pi}{4})}{4})^{2} \approx 1 - (1 - (\frac{\pi}{4E})^{2})^{2} = \frac{1}{1 + 2E^{2}}$. 

Next, as another type of uncertainty relation, we consider the trade-off between $\Delta^{2}(\cos Q, \sin Q)$ and $\Delta_{\varphi, \text{max}} P$, which is defined as the maximum eigenvalue of $|P - \langle \varphi | P | \varphi \rangle |$ such that the corresponding projection $A$ satisfies $\langle \varphi | A | \varphi \rangle > 0$.

Theorem 11. The minimum of the uncertainty $\Delta^{2}(\cos Q, \sin Q)$ under the constraint for $\Delta_{\varphi, \text{max}} P$ is calculated as

$$
\min_{\varphi \in L_{p,n}^{\varphi}([-\pi, \pi])} \{ \Delta^{2}(\cos Q, \sin Q) | \Delta_{\varphi, \text{max}} P \leq E \} = \sin^{2} \frac{\pi}{2[E] + 2}.
$$

The minimum uncertainty is realized by $\varphi$ if and only if $\mathcal{F}_{\pi} |\varphi(\lambda)|$ is given as a shift of the wave function $C \sin \frac{\pi(\lambda + E) + \pi}{2[E] + 2}$, where $C$ is the normalizing constant.

Proof: Due to the symmetry, without loss of generality, we can assume that $\langle \varphi | \sin Q | \varphi \rangle = 0$ and $\langle \varphi | P | \varphi \rangle = 0$. Hence, we obtain

$$
\min_{\varphi \in L_{p,n}^{\varphi}([-\pi, \pi])} \{ \Delta^{2}(\cos Q, \sin Q) | \Delta_{\varphi, \text{max}} P \leq E \}
$$

$$
= \min_{\varphi \in L_{p,n}^{\varphi}([-\pi, \pi])} \{ 1 - \langle \varphi | \cos Q | \varphi \rangle^{2} | \mathcal{F}_{\pi} |\varphi(\lambda)| \in K_{A(E)} \leq E \}
$$

$$
= 1 - \max_{\varphi \in L_{p,n}^{\varphi}([-\pi, \pi])} \{ \langle \varphi | \cos Q | \varphi \rangle | \mathcal{F}_{\pi} |\varphi(\lambda)| \in K_{A(E)} \}^{2}.
$$
Thanks to Theorem \([4]\), we have
\[
1 - \max_{\varphi \in L^2_{p,n}([\pi, \pi])} \{ \langle \varphi | \cos Q | \varphi \rangle \langle \varphi | P^2 | \varphi \rangle \leq E \mathcal{F}_\pi[\varphi] \in \mathcal{K}_{\Lambda(E)} \}^2 \\
= 1 - (1 - \cos \pi) = \sin^2 \frac{\pi}{2} \cdot \left\lfloor \frac{E}{2} \right\rfloor + 2 = \sin \frac{\pi}{2} \cdot \left\lfloor \frac{E}{2} \right\rfloor + 2 
\] (112)

Then, the minimum uncertainty in (111) is realized by \(\varphi\) if and only if \(\mathcal{F}_\pi[\varphi](\lambda)\) is given as a shift of the wave function \(C \sin \frac{\pi}{2} \cdot \left\lfloor \frac{E}{2} \right\rfloor + 2\), where \(C\) is the normalizing constant.

12. 2-dimensional special unitary group \(SU(2)\)

12.1. General structure of \(SU(2)\) estimation. We consider the special linear group \(SU(2)\), which is simply connected. In the case of \(G = SU(2)\), we identify the elements of the set \(\tilde{G} = SU(2)\) by the highest weight. Now, we consider two kinds of parametrization of \(SU(2)\). Using the matrices
\[
\sigma_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 := \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, 
\]
we have the first kind of parametrization
\[
g_\theta := \exp \left( i \sum_{k=1}^{3} \frac{\theta_k}{2} \sigma_k \right) 
\] (114)

with the range \({\theta} = (\theta^1, \theta^2, \theta^3)|\|\theta\| := \sqrt{\sum_{k=1}^{3} (\theta_k)^2} \leq 2\pi\}. We also have the second kind of parametrization
\[
\tilde{g}_{\theta, \eta_1, \eta_2} := \begin{pmatrix} x_0 + i x_1 & x_2 + i x_3 \\ x_2 - i x_3 & x_0 - i x_1 \end{pmatrix},
\] (115)

where \(x_0 = \cos \frac{\theta}{2}, x_1 = \sin \frac{\theta}{2} \cos \eta_1, x_2 = \sin \frac{\theta}{2} \sin \eta_1 \cos \eta_2, x_3 = \sin \frac{\theta}{2} \sin \eta_1 \sin \eta_2\) with the range \(\theta \in (-2\pi, 2\pi], \eta_1 \in (-\frac{\pi}{2}, \frac{\pi}{2}], \eta_2 \in (-\frac{\pi}{2}, \frac{\pi}{2}]. \) Under these parametrization, the character \(\chi_\frac{k}{2}\) can be written as
\[
\chi_\frac{k}{2} \left( \tilde{g}_{\theta, \eta_1, \eta_2} \right) = \sum_{l=0}^{\frac{k}{2}} \cos \theta = \frac{\sin \frac{k+1}{2} \theta}{\sin \frac{\theta}{2}} \] (116)
\[
\chi_\frac{k}{2} (g_\theta) = \sum_{l=0}^{\frac{k}{2}} \cos l |\|\theta\|. \] (117)
The second equation of (116) can be shown as follows.

**Proof of the second equation of (116):** Then, for an even \(k\), we have \(\chi_{\frac{k}{2}}(\tilde{g}_{\theta, \eta_1, \eta_2}) = 1 + \sum_{l=1}^{\frac{k}{2}} 2 \cos l\theta\), which implies

\[
\chi_{\frac{k}{2}}(\tilde{g}_{\theta, \eta_1, \eta_2}) \sin \frac{\theta}{2} = (1 + \sum_{l=1}^{\frac{k}{2}} 2 \cos l\theta) \sin \frac{\theta}{2} = \sin \frac{\theta}{2} + \sum_{l=1}^{\frac{k}{2}} (\sin \frac{2l+1}{2}\theta - \sin \frac{2l-1}{2}\theta) = \sin \frac{k+1}{2}\theta. \tag{118}
\]

For an odd \(k\), we have \(\chi_{\frac{k}{2}}(\tilde{g}_{\theta, \eta_1, \eta_2}) = \sum_{l=0}^{k-1} \cos(l + \frac{1}{2})\theta\), which implies

\[
\chi_{\frac{k}{2}}(\tilde{g}_{\theta, \eta_1, \eta_2}) \sin \frac{\theta}{2} = \left(\sum_{l=0}^{k-1} \cos(l + \frac{1}{2})\theta\right) \sin \frac{\theta}{2} = \sum_{l=0}^{k-1} (\sin(l + 1)\theta - \sin l\theta) = \sin \frac{k+1}{2}\theta. \tag{119}
\]

When the risk function \(R\) satisfies the condition (61), the risk function is written as

\[
R(e, \hat{g}) = \alpha_0 - \sum_{k=1}^{\infty} \alpha_{\frac{k}{2}} \chi_{\frac{k}{2}}(\hat{g}) \tag{120}
\]

with \(\alpha_{\frac{k}{2}} \geq 0\). Defining the even periodic function \(w(\theta) := (\alpha_0 - \sum_{k=1}^{\infty} \alpha_{\frac{k}{2}} (\sum_{l=0}^{\frac{k}{2}} \cos l\theta))\) with the period \(4\pi\), we have \(R(e, \tilde{g}_{\theta, \eta_1, \eta_2}) = w(\theta)\). As a typical risk function, we often adopt the risk function \(R_{SU(2)}(e, \hat{g}) = 1 - \frac{1}{2} \chi_{\frac{1}{2}}(\hat{g})\), which is written as \(R_{SU(2)}(e, g_{\theta}) = 1 - \cos ||\theta||\) and \(R_{SU(2)}(e, \tilde{g}_{\theta, \eta_1, \eta_2}) = 1 - \cos \frac{\theta}{2}\).

We often use the risk function \(R(e, g_{\theta}) = \frac{3}{2} - \chi_{\frac{1}{2}}(g_{\theta}) = 1 - \cos ||\theta||\). However, we cannot distinguish matrices \(e\) and \(-e\) under this risk function because \(\frac{3}{2} - \chi_{\frac{1}{2}}(-e) = 0\). That is, under the projection \(\pi_{SU(2)} : SU(2) \to SO(3)\), the two elements in \(\pi_{SU(2)}(g)\) cannot be distinguished. So, it is better to use this function as a risk function of estimation of \(SO(3)\). In this case, the representation with the highest weight \(\frac{1}{2}\) can be treated as a projective representation of \(SO(3)\).

Further, we also assume that the Hamiltonian \(H\) is written by using a function \(h\) as

\[
H = \sum_{k=0}^{\infty} h\left(\frac{k+1}{2}\right)^2 I_{\frac{k}{2}}. \tag{121}
\]

Then, we have the following theorem.
Theorem 12. Assume the assumptions \((120)\) and \((121)\). For an input state

\[
|\phi\rangle := \bigoplus_{k=0}^{\infty} \frac{\beta^k}{\sqrt{k+1}} |\psi_k\rangle
\]

we have the relations

\[
\varphi(\theta) := F^{-1}[|\phi\rangle](\tilde{g}_0, \eta_1, \eta_2) \sin \frac{\theta}{2} = \sqrt{2} \sum_{k=0}^{\infty} \beta_k \sin(k + \frac{1}{2}) \theta,
\]

\[
D_R(|\phi\rangle) = \langle \varphi|w(Q)|\varphi\rangle, \quad \langle \phi|H|\phi\rangle = \langle \varphi|h(P^2)|\varphi\rangle.
\]

Here \(\varphi(\theta)\) is an odd function and is included in \(L_p^2((-2\pi, 2\pi])\).

Then, the relations

\[
\min_{\rho \in S(K_{SU(2)})} \min_{M \in M_{cov}(SU(2))} \{D_R(\rho, M)|\text{Tr} \rho H \leq E\}
\]

\[
\min_{\tilde{\rho}, \tilde{M}} \min_{\rho \in S(K_{SU(2)})} \min_{M \in M_{cov}(SU(2))} \{\sum_i p_i D_R(\rho_i, M_i)|\sum_i p_i \text{Tr} \rho_i H \leq E\}
\]

\[
= \min_{\|\phi\| \in L_p^2(SU(2))} \{D_R(|\phi\rangle)||\phi|H|\phi\rangle \leq E\}
\]

\[
= \min_{\varphi \in L_p^2_{\text{odd}, n}((-2\pi, 2\pi])} \{\langle \varphi w(Q)|\varphi\rangle|\langle \varphi|h(P^2)|\varphi\rangle \leq E\}
\]

hold.

Further, an input state \(|\phi\rangle\) given in \((122)\) with \(\beta_k \geq 0\) satisfies the relation

\[
\min_{M \in M_{cov}(SU(2))} D_R(|\phi\rangle, M) = D_R(|\phi\rangle) = (125)
\]

if and only if

\[
F^{-1}[|\phi\rangle](\tilde{g}_0, \eta_1, \eta_2) \sin \frac{\theta}{2} = \arg\min_{\varphi \in L_p^2_{\text{odd}, n}((-2\pi, 2\pi])} \{\langle \varphi w(Q)|\varphi\rangle|\langle \varphi|h(P^2)|\varphi\rangle \leq E\}.
\]

(127)

Additionally, when \(H = \sum_{k=0}^{\infty} \frac{k}{2} + 1 \lceil \frac{k}{2} \rceil \lceil 1 + \frac{1}{2} \rceil\), i.e., \(h(x) = x - \frac{1}{4}\), we have

\[
(128)
\]

Proof: The second equation in \((110)\) and the equation \((127)\) yields that

\[
F^{-1}[|\phi\rangle](\tilde{g}_0, \eta_1, \eta_2) \sin \frac{\theta}{2} = \sum_{k=0}^{\infty} \beta_k \sqrt{k+1} \lceil \frac{k}{2} \rceil \lceil 1 + \frac{1}{2} \rceil\langle \tilde{g}_0, \eta_1, \eta_2\rangle \sin \frac{\theta}{2} = \sum_{k=0}^{\infty} \beta_k \sin(k + \frac{1}{2}) \theta,
\]

which implies \((123)\).

Due to the form of Hamiltonian, Theorem 1 implies the first, the second, and the third equations in \((125)\). So, we need to show only the fourth equation in \((125)\). Thanks to Lemma 7, the minimum value
we have

\[ \min_{\phi \in L^2(SU(2))} \{ D_R(\phi) \mid \langle \phi | H | \phi \rangle \leq E \} \]

can be attained by the input state \(|\phi\rangle\) with the form \(122\). Hence, for the minimization of \(D_R(\phi)\), it is enough to consider the inputs with the form \(122\). Since \(R(\epsilon, \tilde{\theta}_{\eta_1, \eta_2})\) depends only on \(\theta\), we have

\[
D_R(\phi) = \int_{SU(2)} (\alpha_0 - \sum_{k=1}^{\infty} \alpha_k \chi_k(g)) |F^{-1}[\phi](g)|^2 \mu_{SU(2)}(dg)
\]

\[
= \int_{-2\pi}^{2\pi} (\alpha_0 - \sum_{k=1}^{\infty} \alpha_k \left( \sum_{l=0\text{ or } \frac{1}{2}}^{\frac{k}{2}} \cos l\theta \right) |F^{-1}[\phi](\tilde{\theta}_{\eta_1, \eta_2})|^2 \sin^2 \frac{\theta}{2} \frac{d\theta}{2\pi}
\]

\[
= \int_{-2\pi}^{2\pi} w(\theta) \sum_{k=0}^{\infty} \beta_k \sin \frac{k + 1}{2} \theta^2 \frac{d\theta}{2\pi}
\]

where \(\varphi(\theta) = \sum_{k=0}^{\infty} \beta_k \sin \frac{k + 1}{2} \theta\). Then, we have

\[
\langle \phi | H | \phi \rangle = \sum_k h(\left(\frac{k + 1}{2}\right)^2) \beta_k^2 = \langle \varphi | h(P^2) | \varphi \rangle.
\]

Hence, we obtain \(124\). Since any odd function with the period \(4\pi\) can be written as \(\sqrt{2} \sum_{k=0}^{\infty} \beta_k \sin \frac{k + 1}{2} \theta\), the relations \(129\) and \(130\) yield

\[
\min_{|\phi\rangle \in L^2(SU(2))} \{ D_R(|\phi\rangle) \mid \langle \phi | H | \phi \rangle \leq E \} = \min_{\varphi \in L^2_{\text{odd}, n}((-2\pi, 2\pi])} \{ \langle \varphi | L(\varphi) | \varphi \rangle \mid \langle \varphi | h(P^2) | \varphi \rangle \leq E \}.
\]

\[\]

12.2. Constraint for available irreducible representation. Next, we restrict available weights to the set \(A_n := \{0, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{n}{n}\}\). Then, we consider the risk function \(R_{SU(2)}\) on the system \(K_{A_n}\). When the input state \(|\phi\rangle\) has the form \(122\), \(124\) in Theorem 12 implies that

\[
D_{SU(2)}(|\phi\rangle) = 1 - \frac{1}{2} \sum_{k=0}^{n-1} (\beta_k \beta_{k+1} + \beta_{n-k} \beta_{k+1}).
\]

Hence, applying Lemma 14 we have

\[
\min_{|\phi\rangle \in K_{A_n}} D_{SU(2)}(|\phi\rangle) = 1 - \cos \frac{\pi}{n + 2}.
\]

This fact can be also shown by the relation \(C_{\frac{1}{n}, \frac{1}{n}} = \delta_{k, k-1} + \delta_{k, k+1}\) and Lemma 4. Hence, Theorem 4 implies

\[
\min_{\rho \in \mathcal{M}(K_{A_n}, M) \in \mathcal{M}(G)} D_{SU(2)}(\rho, M)
\]

\[
= \min_{\{\rho_i\}} \min_{\rho_i \in \mathcal{M}(K_{A_n}, M) \in \mathcal{M}(G)} \sum_i p_i D_{SU(2)}(\rho_i, M_i)
\]

\[
= \min_{|\phi\rangle \in K_{A_n}} \min_{\rho \in \mathcal{M}(SU(2), G)} D_{SU(2)}(|\phi\rangle) = 1 - \cos \frac{\pi}{n + 2}.
\]
Due to Lemma 14, the minimum is attained only by $|\phi\rangle = C \sum_{n,k=0}^{\infty} \sin \left(\frac{k+1}{n+2}\right) \frac{\pi}{\sin \frac{\theta}{2}} |\Psi_k\rangle$.

12.3. Typical energy constraint. Next, we consider the risk function $R_{\text{SU}(2)}(e, \hat{g}) = 1 - \frac{1}{2} \chi_{1,2}^2(\hat{g})$ and the Hamiltonian $H = \sum_{k=0}^{\infty} \frac{1}{2}(k+1)I_k^2$. In this case, the function $w(\theta)$ is given as $1 - \cos \frac{\theta}{2}$. Then, thanks to Theorem 12, the minimum error can be characterized by the following value.

$$
\kappa_{\text{SU}(2)}(E) := \min_{\phi \in L^2_{p,n}((-2\pi,2\pi))} \{ \langle \phi | I - \cos(\frac{Q}{2}) | \phi \rangle | \langle \phi | P^2 | \phi \rangle \leq E + \frac{1}{4} \}. \tag{134}
$$

For example, we can show that

$$
\kappa_{\text{SU}(2)}(0) = 1. \tag{135}
$$

This fact can be also checked by the following way. In fact, the condition $\langle \phi | H | \phi \rangle = 0$ can be realized only when $\beta_0 = 1$ and $\beta_k = 0$ with $k \neq 0$, i.e., $\varphi(\theta) = \sqrt{2} \sin \frac{\theta}{2}$.

In this case, we have $\int_{-2\pi}^{2\pi} (1 - \cos(C)) | \varphi(\hat{C}) |^2 d\hat{C} = 1$. Hence, we see (135).

Now, we consider the case with non-zero $E$. Since the condition of Lemma 5 hold, $\kappa_{\text{SU}(2)}(E)$ is convex. Hence, we employ Lemma 6 to calculate $\kappa_{\text{SU}(2)}(E)$, and consider the minimum

$$
\gamma_{\text{SU}(2)}(s) := \min_{\phi \in L^2_{p,n}((-\pi/2,\pi/2))} \{ \langle \phi | I - \cos(2Q) | \phi \rangle | \langle \phi | P^2 | \phi \rangle \leq \frac{1}{16} \}. \tag{136}
$$

So, $\gamma_{\text{SU}(2)}(s)$ can be characterized as the minimum $\gamma_{\text{SU}(2)}$ having the solution in $L^2_{p,n}((-\pi/2,\pi/2))$ of the following differential equation.

$$
\frac{s}{16} \frac{d^2}{d\theta^2} \varphi(\theta) + (\gamma_2 - 1 + \cos(2\theta)) \varphi(\theta) = 0, \tag{137}
$$

which is equivalent to

$$
\frac{d^2}{d\theta^2} \varphi(\theta) + \left( \frac{16}{s} \gamma_{\text{SU}(2)} - 1 \right) \varphi(\theta) + \frac{16}{s} \cos(2\theta) \varphi(\theta) = 0, \tag{137}
$$

In order to find the minimum $\gamma_{\text{SU}(2)}$, we employ Mathieu equation (229), whose detail is summarized in Subsection [A]. Hence, using the function $b_2$ given in Subsection [A] we have $\gamma_{\text{SU}(2)}(s) = \frac{a_2(-\hat{B})}{16} + 1 = \frac{a_2(\hat{B})}{16} + 1$. So, applying (52) to $\kappa_{\text{SU}(2)}(E)$, and combining the facts given in Subsection [A] we obtain the following theorem.
Theorem 13.

\[
\kappa_{SU(2)}(E) = \max_{s > 0} \frac{sb_2(\frac{s}{2})}{16} + 1 - s(E + \frac{1}{4}). \tag{138}
\]

The minimum is attained by the input state \(|\phi\rangle\) with the measurement \(M_{I\langle I|}\) if and only if \(E - 1|\phi\rangle[p_{\theta_1, \theta_2}] = \frac{\text{sec}(\frac{\theta - \eta}{2})}{\sin \frac{\theta}{2}}\), where \(s_E\) is \(\arg \max_{s > 0} \frac{sb_2(\frac{s}{2})}{16} + 1 - s(E + \frac{1}{4})\) and Mathieu function \(se_2\) is given in Subsection A.

Using the formula (138), we can calculate \(\kappa_{SU(2)}(E)\) as Fig. 6.

By using the expansion (232) for \(b_2\), as \(s \to 0\), \(\gamma_{SU(2)}(s)\) can be expanded to

\[
\gamma_{SU(2)}(s) \approx s(-\frac{2s}{\pi} + 6\sqrt{\frac{s}{\pi}} - \frac{9}{4}) + 1 = \frac{3}{2}\sqrt{\frac{s}{2}} - \frac{5s}{64}.
\]

As is shown in Lemma 3, \(s_E\) is decreasing as a function of \(E\). Hence, when \(E\) is large, solving the equation \(\gamma'_{SU(2)}(s_E) = E + \frac{1}{4}\), we approximately obtain \(s_E \approx 2 \cdot (\frac{3}{8E + 21/8})^2\). Hence,

\[
\kappa_{SU(2)}(E) = \gamma_{SU(2)}(s_E) - s_E(E + \frac{1}{4}) \approx \frac{3}{2\sqrt{2}}\sqrt{s_E} - \frac{5s_E}{64} - s_E(E + \frac{1}{4})
\]

\[
= \frac{9}{2(8E + 21/8)} - \frac{9}{4(8E + 21/8)} - \frac{9}{4(8E + 21/8)} \approx \frac{9}{32E} - \frac{7 \cdot 3^3}{211E^2}. \tag{139}
\]

As is shown in Fig. 7, while the first order approximation \(\kappa_{1, SU(2)}(E) := \frac{9}{32E}\) gives a good approximation for \(\kappa_{SU(2)}(E)\) with a large \(E\), the second order approximation \(\kappa_{2, SU(2)}(E) := \frac{9}{32E} - \frac{7 \cdot 3^3}{211E^2}\) much improves the approximation for
\( \kappa_{\text{SU}(2)}(E) \) with a large \( E \). Hence, we have the following asymptotic characterization.

\[
\lim_{E \to \infty} E \min_{|\phi\rangle \in L^2_n(\hat{\text{SU}}(2))} \{ \mathcal{D}_{R_{\text{SU}(2)}}(|\phi\rangle) | \langle \phi | H | \phi \rangle \leq E \} = \frac{9}{32}
\]  

(140)

\[ \text{Error Ratio} \ (\text{SU}(2)) \]

![Fig. 7. Comparison of two approximations \( \kappa_{1,\text{SU}(2),\infty} \) and \( \kappa_{2,\text{SU}(2),\infty} \) of \( \kappa_{\text{SU}(2)} \) with a large \( E \). Thick line expresses the error ratio \( \frac{\kappa_{2,\text{SU}(2),\infty}(E) - \kappa_{\text{SU}(2)}(E)}{\kappa_{\text{SU}(2)}(E)} \), and dashed line expresses the error ratio \( \frac{\kappa_{1,\text{SU}(2),\infty}(E) - \kappa_{\text{SU}(2)}(E)}{\kappa_{\text{SU}(2)}(E)} \).}]

Next, we consider the case when \( E \) is small. By using the expansion (235) for \( b_2 \), when \( s \) is large, \( \gamma_{\text{SU}(2)}(s) \) can be expanded to

\[
\gamma_{\text{SU}(2)}(s) \approx \frac{s(4 - \frac{1}{12}(\frac{8}{s})^2 + \frac{5}{18s^2}(\frac{8}{s})^4)}{16} + 1 = \frac{s}{4} + 1 - \frac{1}{3s} + \frac{5}{54s^3}.
\]

When \( E \) is small, since \( \gamma'_{\text{SU}(2)}(s_E) \approx \frac{1}{4} + \frac{1}{3s} + \frac{5}{54s^3} \), solving the equation \( \gamma'_{\text{SU}(2)}(s_E) = E + \frac{1}{4} \), we approximately obtain \( s_E \approx \sqrt{\frac{1}{3}E} + \frac{5}{6} \approx \sqrt{\frac{1}{3}E}(1 + \frac{5}{4}E) \). Hence,

\[
\kappa_{\text{SU}(2)}(E) = \gamma_{\text{SU}(2)}(s_E) - s_E(E + \frac{1}{4})
\]

\[
\approx \frac{s_E}{4} + 1 - \frac{1}{3s_E} + \frac{5}{54s^2_E} - s_E(E + \frac{1}{4}) = 1 + \frac{1}{3s_E}(\frac{5 - 18s^2_E}{18s^2_E}) - s_EE
\]

\[
= 1 + \frac{1}{3(\sqrt{\frac{3}{E}}(1 + \frac{5}{4}E))}(\frac{5 - 18(\frac{1}{3}E + \frac{5}{6})}{18(\frac{1}{3}E + \frac{5}{6})}) - (\sqrt{\frac{3}{E}(1 + \frac{5}{4}E)})E
\]

\[
= 1 - \frac{\sqrt{E}}{\sqrt{3}(1 + \frac{5}{4}E)}(\frac{1 + \frac{5}{4}E}{1 + \frac{5}{4}E}) - (\sqrt{\frac{E}{3}(1 + \frac{5}{4}E)})E
\]

\[
\approx 1 - \frac{\sqrt{E}}{\sqrt{3}}(1 - \frac{5}{4}E + \frac{5}{3} - \frac{5}{2}) - (\sqrt{\frac{E}{3}(1 + \frac{5}{4}E))}
\]

\[
= 1 - \frac{\sqrt{E}}{\sqrt{3}}(1 - \frac{25}{12}E) - \sqrt{\frac{E}{3}(1 + \frac{5}{4}E)} = 1 - \frac{2}{\sqrt{3}} \sqrt{E} + \frac{5}{6\sqrt{3}} E^{\frac{3}{2}}
\]  

(141)
This expansion with $E = 0$ coincides with $\kappa_{1,\text{SU}(2),+0}(E) = 0$. As is shown in Fig. 8, while the first order approximation $\kappa_{1,\text{SU}(2),+0}(E)$ gives a good approximation for $\kappa_{\text{SU}(2)}(E)$ with a small $E$, the second order approximation $\kappa_{2,\text{SU}(2),+0}(E) := 1 + \frac{4}{\sqrt{\pi}} E + \frac{5}{8\sqrt{\pi}} E^2$ much improves the approximation for $\kappa_{\text{SU}(2)}(E)$ with a small $E$.

For the asymptotic optimality condition with respect to input states, we obtain the following lemma.

**Lemma 11.** For a sequence $\{E_l\}$ satisfying $E_l \to \infty$ as $l \to \infty$, we focus on a sequence of input states $\{\phi_{E_l}\}$ in $L^2_{\pi}(\text{SU}(2))$ with the form $\phi_{E_l} = \oplus_{k=0}^{\infty} \frac{\beta_{2k+1} E_l}{\sqrt{k+1}} |\psi_k}\rangle $ satisfying that $\langle \phi_{E_l} | H | \phi_{E_l} \rangle \leq E_l$. We also define the odd function

$$\tilde{\phi}_{E_l}(\lambda) := \begin{cases} (2\pi E_l)^{1/4} \beta_{2\sqrt{\pi}l/2} e^{-\lambda/2E_l} & \text{if } \lambda > 0 \\ -(2\pi E_l)^{1/4} \beta_{2\sqrt{\pi}l/2} e^{-\lambda/2E_l} & \text{if } \lambda < 0 \\ 0 & \text{if } \lambda = 0. \end{cases}$$

Then, $\min_{M \in M_{\infty}(\text{SU}(2))} \mathcal{D}_R(\phi_{E_l}, M) = \mathcal{D}_R(\phi_{E_l}) \approx \frac{9}{2\pi E_l} \frac{\lambda}{2\pi E_l} \sin \frac{k+1}{2} \theta \in L^2_{\pi}((-2\pi, 2\pi))$, and the parameters $\lambda := \frac{k+1}{2\sqrt{E_l}}$ and $\bar{g} := \sqrt{E_l}$.

**Proof:** The relation $\min_{M \in M_{\infty}(\text{SU}(2))} \mathcal{D}_R(\phi_{E_l}, M) = \mathcal{D}_R(\phi_{E_l})$ holds by the same reason as Lemma 9. Now, we choose the function $\varphi_{E_l}(\theta) := \sum_{k=0}^{\infty} \sqrt{2}\beta_{2k+1} E_l \sin \frac{k+1}{2} \theta \in L^2_{\pi}((-2\pi, 2\pi))$, and the parameters $\lambda := \frac{k+1}{2\sqrt{E_l}}$ and $\bar{g} := \sqrt{E_l}$. Then, we have

$$\int_0^{2\pi} \sum_{k=0}^{\infty} (\frac{k+1}{2})^2 |\beta_{2k+1} E_l| \frac{k+1}{2\sqrt{E_l}} \left| \tilde{\phi}_{E_l}(\frac{k+1}{2\sqrt{E_l}}(\frac{k+1}{2\sqrt{E_l}}) \right|^2 d\lambda = \int_0^{\infty} \lambda^2 \left| \tilde{\phi}(\lambda) \right|^2 \frac{d\lambda}{\sqrt{2\pi}} = \int_{-\infty}^{\infty} \lambda^2 \left| \tilde{\phi}(\lambda) \right|^2 \frac{d\lambda}{\sqrt{2\pi}}$$
Further, we have

\[
\varphi_{E_l} \left( \frac{\hat{g}}{(2\pi E_l)^{1/4}} \right) = \sum_{k=0}^{\infty} \frac{e^{-i \frac{k+1}{2} \sqrt{2} l}}{\sqrt{2}} \beta_{E_l}^{k+1}(2\pi E_l)^{1/4} - \sum_{k=0}^{\infty} \frac{e^{-i \frac{k+1}{2} \sqrt{2} l}}{\sqrt{2}} \beta_{E_l}^{k}(2\pi E_l)^{1/4} = \sum_{k'=k+1, -(k+1)}^{\infty} \frac{e^{-i \frac{k'}{2} \sqrt{2} l}}{\sqrt{2} \sqrt{2}} \beta_{E_l}^{k'}(2\pi E_l)^{1/4} \rightarrow \sqrt{2} \int_{-\infty}^{\infty} e^{-i \lambda \phi(\lambda)} d\lambda = \sqrt{2} \mathcal{F}^{-1}[\phi(\hat{g})],
\]

where \( k' = k + 1, -(k + 1) \), we have

\[
E_l \int_{-2\pi}^{2\pi} (1 - \cos \frac{\theta}{2}) |\varphi_{E_l}(\phi(\hat{\theta}))|^2 \frac{d\theta}{4\pi} \approx E_l \int_{-2\pi}^{2\pi} \frac{\hat{g}^2}{8} |\varphi_{E_l}(\phi(\hat{\theta}))|^2 \frac{d\lambda}{4\pi E_l} \\
= \int_{-2\pi \sqrt{E_l}}^{2\pi \sqrt{E_l}} \frac{\hat{g}^2}{8} \varphi_{E_l}(\phi(\hat{\theta}))^2 \frac{d\lambda}{4\pi E_l} \rightarrow \int_{-\infty}^{\infty} \frac{\hat{g}^2}{8} |\mathcal{F}^{-1}[\phi(\hat{g})]|^2 \frac{d\lambda}{\sqrt{2\pi}}.
\]

In Lemma 8 the minimum \((15)\) with \( E = 1 \) is attained only by \( \phi(\lambda) = 3^{1/2} \lambda e^{-\frac{3\lambda^2}{2}} \).

Hence, \( D_R(\varphi_{E_l}) \cong \frac{3}{8 \pi E_l^2} = \frac{1}{\sqrt{2\pi}} \frac{9}{4} \) as \( l \to \infty \) if and only if \( \phi_l(\lambda) \) goes to \( 3^{1/2} \lambda e^{-\frac{3\lambda^2}{2}} \) as \( l \to \infty \). ■

12.4. Practical construction of asymptotically optimal estimator with energy constraint. While Lemma 11 characterizes the asymptotically optimal estimator with energy constraint, no practical construction is provided. In this subsection, we give its practical construction. For this purpose, we introduce th operators on \( K_{\text{SU}(2)} \) as

\[
J_l := \bigoplus_{k=0}^{\infty} f_{\frac{1}{2}}(\sigma_l). \tag{142}
\]

Since

\[
f_{\frac{1}{2}}(\sigma_1)^2 + f_{\frac{1}{2}}(\sigma_2)^2 + f_{\frac{1}{2}}(\sigma_3)^2 = 4 \cdot \frac{k}{2} \cdot \frac{k}{2} + 1, \tag{143}
\]

the Hamiltonian \( H \) is characterized as

\[
J_1^2 + J_2^2 + J_3^2 = 4H, \tag{144}
\]

Further, we have

\[
\text{Tr} \ f_{\frac{1}{2}}(\sigma_1)^2 = 4 \cdot \frac{k+1}{3} \cdot \frac{k}{2} + 1. \tag{145}
\]

Now, we give the tensor product system \( K_{\text{SU}(2)}^\otimes n \) and define the Hamiltonian \( H^{(n)} \) as follows.

\[
H^{(n)} := \frac{1}{4} \sum_{i=1}^{3} (J_i^{(n)})^2, \quad J_i^{(n)} := \sum_{t=1}^{n} J_{i,t}^{(n)}, \quad J_{i,t}^{(n)} := I^\otimes i-1 \otimes J_i \otimes I^\otimes n-i. \tag{146}
\]
Now, we choose a state $|\phi\rangle = \oplus_{k=0}^{\infty} \frac{\beta_{k}}{\sqrt{\delta_{k}+1}} |\psi_{k}\rangle \in \mathcal{K}_{SU(2)}$ with $\beta_{k} \geq 0$. This state has the energy $E_{\phi} := \sum_{k=0}^{\infty} \frac{k}{2} (\frac{k}{2} + 1) \beta_{k}^{2}$. 

Now, we give a practical estimation protocol for the $n$-tensor-products system $\mathcal{K}_{SU(2)}^{\otimes n}$ in the following way:

(2.1) We set the initial state $|\phi\rangle^{\otimes n}$ on the tensor product system $\mathcal{K}_{SU(2)}^{\otimes n}$. 

(2.2) We apply the covariant measurement $M_{[2]}(x)$ on each system $\mathcal{K}_{SU(2)}$. Then, we obtain $n$ outcomes $g_{1}, \ldots, g_{n}$. Each outcome $g_{i}$ obeys the distribution $p_{g}(g_{i}) = p_{SU(2)}(dg_{i})$ where $p_{g}(g_{i}) := |\sum_{k=0}^{\infty} \frac{\delta_{k}}{\sqrt{\delta_{k}+1}} \text{Tr} f_{k/2}(g_{i}^{-1}g)|^{2} = |\sum_{k=0}^{\infty} \frac{\beta_{k}}{\sqrt{\delta_{k}+1}} \chi_{k/2}(g_{i}^{-1}g)|^{2}$.

(2.3) We apply the maximum likelihood estimator to the obtained outcomes $g_{1}, \ldots, g_{n}$. Then, we obtain the final estimate $\hat{g}_{n}$. That is, we decide $\hat{g}_{n}$ as

$$\hat{g}_{n} := \arg\max_{g \in SU(2)} \sum_{i=1}^{n} \log p_{g}(g_{i}). \quad (147)$$

We denote the above measurement with the output $\hat{g}_{n}$ by $M_{n}$. Then, due to the following theorem, the above protocol asymptotically realizes the minimum error under the energy constraint.

**Theorem 14.** Assume that there exist at least one even number $k_{e} \geq 0$ and one odd number $k_{o} > 0$ such that $\beta_{k_{e}} > 0$ and $\beta_{k_{o}} > 0$. Then, the relations

$$\lim_{n \to \infty} n D_{R}(|\phi^{\otimes n}\rangle, M_{n}) = \frac{9}{32} E_{\phi} \quad (148)$$

$$\langle \phi^{\otimes n}|H(n)|\phi^{\otimes n}\rangle = E_{\phi} n \quad (149)$$

hold. That is,

$$\lim_{n \to \infty} \langle \phi^{\otimes n}|H^{(n)}|\phi^{\otimes n}\rangle D_{R}(|\phi^{\otimes n}\rangle, M_{n}) = \frac{9}{32}. \quad (150)$$

**Proof:** First, we show (149). Since $\langle \phi^{\otimes n}|J_{1,t}^{(n)}|\phi^{\otimes n}\rangle = \langle \phi|J_{1}|\phi\rangle = 0$, the interaction terms vanish so that

$$\langle \phi^{\otimes n}|(J_{1,t}^{(n)})^{2}|\phi^{\otimes n}\rangle = \sum_{t=1}^{n} \langle \phi^{\otimes n}|(J_{1,t}^{(n)})^{2}|\phi^{\otimes n}\rangle.$$

Thus,

$$\langle \phi^{\otimes n}|H^{(n)}|\phi^{\otimes n}\rangle = \frac{1}{4} \sum_{t=1}^{n} \langle \phi^{\otimes n}|(J_{1,t}^{(n)})^{2} + (J_{2,t}^{(n)})^{2} + (J_{3,t}^{(n)})^{2}|\phi^{\otimes n}\rangle$$

$$= \frac{n}{4} \langle \phi|J_{1}^{2} + J_{2}^{2} + J_{3}^{2}|\phi\rangle = n E_{\phi},$$

which implies (149).

Next, we show (148). Due to the assumption, the map $g \mapsto p_{g}(g_{i})$ is one-to-one. Then, the Fisher information gives the asymptotic error. Note that if the map $g \mapsto p_{g}(g_{i})$ is one-to-one, e.g., the case when the distribution $p_{g}(g_{i})$ is decided by the element $\varpi(g) \in SO(3)$ with the projection $\varpi : SU(2) \to SO(3)$,
the Fisher information does not give the asymptotic error. So, this assumption is crucial.

Due to the covariance of the estimator, it is enough to show \ref{142} in the case of \( g = I \). We choose the parameter \( \hat{\theta}_n \) as \( \hat{\theta}_n = \hat{g}_n \) by using the parametrization \ref{141}. For this purpose, we calculate the Fisher information of the distribution family \( \{ p_\theta \} \) with \( p_\theta(g) := p_\theta(g) \). Then, we can define the square root \( \sqrt{p_\theta(g)} \) as \( \sqrt{p_\theta(g)} := \sum_{k=0}^{\infty} \frac{\hat{\beta}_{k/2}}{\sqrt{k+1}} \chi_{k/2}(g^{-1} g) \in \mathbb{R} \) because all characters \( \chi_{k/2} \) are real.

Since \( \frac{d}{d\theta} \sqrt{p_\theta(g)} = i\sigma_s \) and \( \frac{d}{d\theta} \sqrt{p_\theta(g)}|_{\theta=0} = \sum_{k=0}^{\infty} \frac{\hat{\beta}_{k/2}}{\sqrt{k+1}} \text{Tr} f_{k/2}(g^{-1})i\frac{f_{k/2}(\sigma_s)}{2} \), the logarithmic derivative is given as

\[
I_0^s(g) := 2 \frac{d}{d\theta_s} \log \sqrt{p_\theta(g)}|_{\theta=0} = 2 \frac{\frac{d}{d\theta_s} \sqrt{p_\theta(g)}|_{\theta=0}}{\sqrt{p_\theta(g)}} \tag{151}
\]

Since \( \text{Tr} f_{k/2}(g^{-1})i f_{k/2}(\sigma_s) \) is real, we have

\[
\text{Tr} f_{k/2}(g^{-1})i f_{k/2}(\sigma_s) = -i \text{Tr} f_{k/2}(\sigma_s) f_{k/2}(g^{-1}) = -i \text{Tr} f_{k/2}(\sigma_s) f_{k/2}(g). \tag{152}
\]

Further, we have

\[
\int_{\text{SU}(2)} \langle\langle f_{k/2}(\sigma_s) f_{k/2}(g) \rangle\rangle \langle\langle f_{k/2}(g^{-1}) f_{k/2}(\sigma_s) \rangle\rangle \mu_{\text{SU}(2)}(dg) = \begin{cases} (k + 1) \langle\langle f_{k/2}(\sigma_s) f_{k/2}(\sigma_s) \rangle\rangle & \text{if } k' = k, \\ 0 & \text{if } k' \neq k. \end{cases} \tag{153}
\]

By combining \ref{145}, \ref{141}, \ref{152}, and \ref{153}, the Fisher information matrix is calculated to

\[
J_{0,s}^t = \int_{\text{SU}(2)} I_0^s(g) I_0^s(g) p_\theta(g) \mu_{\text{SU}(2)}(dg)
\]

\[
= 4 \int_{\text{SU}(2)} \frac{d}{d\theta_s} \sqrt{p_\theta(g)}|_{\theta=0} \frac{d}{d\theta_s} \sqrt{p_\theta(g)}|_{\theta=0} \mu_{\text{SU}(2)}(dg)
\]

\[
= 4 \int_{\text{SU}(2)} \sum_{k=0}^{\infty} \frac{\hat{\beta}_{k/2}}{\sqrt{k+1}} \text{Tr} f_{k/2}(g^{-1})i\frac{f_{k/2}(\sigma_s)}{2} \sum_{k'=0}^{\infty} \frac{\hat{\beta}_{k'/2}}{\sqrt{k'+1}} \text{Tr} f_{k'/2}(g^{-1})i\frac{f_{k'/2}(\sigma_s)}{2} \mu_{\text{SU}(2)}(dg)
\]

\[
= \int_{\text{SU}(2)} \sum_{k=0}^{\infty} \frac{\hat{\beta}_{k/2}}{\sqrt{k+1}} \text{Tr} f_{k/2}(g^{-1}) f_{k/2}(\sigma_s) \sum_{k'=0}^{\infty} \frac{\hat{\beta}_{k'/2}}{\sqrt{k'+1}} \text{Tr} f_{k'/2}(\sigma_s) f_{k'/2}(g) \mu_{\text{SU}(2)}(dg)
\]

\[
= \sum_{k=0}^{\infty} \frac{\hat{\beta}_{k/2}^2}{k + 1} \int_{\text{SU}(2)} \langle\langle f_{k/2}(\sigma_s) f_{k/2}(g) \rangle\rangle \langle\langle f_{k/2}(g^{-1}) f_{k/2}(\sigma_s) \rangle\rangle \mu_{\text{SU}(2)}(dg)
\]

\[
= \sum_{k=0}^{\infty} \frac{\hat{\beta}_{k/2}^2 \langle\langle f_{k/2}(\sigma_s) f_{k/2}(\sigma_s) \rangle\rangle}{k + 1}
\]

\[
= \sum_{k=0}^{\infty} \frac{\hat{\beta}_{k/2}^2 \text{Tr} f_{k/2}(\sigma_s) f_{k/2}(\sigma_s)}{k + 1} = \sum_{k=0}^{\infty} \frac{\hat{\beta}_{k/2}^2}{3} \frac{\hat{\delta}_{s,t}}{3} \cdot 4 \frac{k}{2} \left( \frac{k}{2} + 1 \right) = \frac{4}{3} E_{\phi} \hat{\delta}_{s,t}. \tag{154}
\]
Hence, \((J^{-1})_{i,j} = \frac{3\delta_{ij}}{4(\theta)}\). We have \(R_{\text{SU}(2)}(\epsilon, g_0) = 1 - \cos \frac{\|\theta\|^2}{2} \approx \frac{\|\theta\|^2}{8} = \frac{1}{8}((\theta_1)^2 + (\theta_2)^2 + (\theta_3)^2)\) when \(\|\theta\|\) is small. Remember that the asymptotic mean square error of the maximum likelihood estimator can be characterized by the inverse of Fisher information matrix \(\mathcal{F}\). Hence, we obtain \(nE_0 \frac{\partial^2 \theta^2}{\partial \theta^2} \rightarrow (J^{-1})_{i,j}\), where \(E_0\) expresses the expectation under the distribution \(p_\theta\). Hence, we have

\[
n\mathcal{D}_R(|\phi^\otimes n\rangle, M_n) = nE_0 \frac{1}{8}((\hat{\theta}_n^1)^2 + (\hat{\theta}_n^2)^2 + (\hat{\theta}_n^3)^2)
- \frac{1}{8} \sum_{i=1}^{3} (J^{-1})_{i,i} = \frac{1}{8} \sum_{i=1}^{3} \frac{3\delta_{i,i}}{4E_0} = \frac{9}{32E_0}.
\]

Since the error of the maximum likelihood estimator does not depend on the true parameter, we obtain \((148)\).

Remark 2. In fact, \((154)\) coincides with the symmetric logarithmic derivative (SLD) Fisher information matrix by the following reason. The SLD \(L_0\) is given as

\[
\frac{d}{d\theta} |g_0/\sqrt{2}\rangle \langle g_0/\sqrt{2}| \bigg|_{\theta=0} = \frac{1}{2} (L_0^1 I/\sqrt{2}) (I/\sqrt{2}) (I/\sqrt{2}) (I/\sqrt{2}) |L_0^1|, 
\]

Then, \(L_0^1 = 2(|\sigma_3/\sqrt{2}\rangle \langle I/\sqrt{2}|| I/\sqrt{2}) \langle I/\sqrt{2}| I/\sqrt{2}) \langle I/\sqrt{2}| L_0^1).\) Thus, the SLD Fisher information matrix is calculated to

\[
J_{SLD,0}^2 = \text{Tr} L_0^1 \frac{1}{2} (L_0^1 I/\sqrt{2}) (I/\sqrt{2}) (I/\sqrt{2}) (I/\sqrt{2}) |L_0^1) = 4(|\sigma_3/\sqrt{2}| \langle I/\sqrt{2}| L_0^1).\]

Hence, the Fisher information matrix given in \((153)\) coincides with the SLD Fisher information matrix. This coincidence holds for a general pure state family \(\{|\phi_\theta\rangle\}_\theta\) and a continuous POVM \(|\omega\rangle \langle \omega| d\omega\) when the following conditions hold because the above discussion uses only the following properties.

1. \(\langle \phi_\theta|\omega\rangle\) is a real number.
2. \(\langle \phi_\theta|\phi_\theta\rangle|_{\theta=0}) = 0.\)
3. The probability of the set \(\{\omega|\langle \phi_\theta|\omega\rangle = 0\}\) is zero when the true parameter \(\theta\) is zero.

12.5. Uncertainty relation. We consider the relation between the above results and the uncertainty relation on the space \(L^2(\text{SU}(2))\). In fact, the group \(\text{SU}(2)\) is isomorphic to the 3-dimensional sphere \(S^3\) by the correspondence \(g \mapsto (x^0(g), x^1(g), x^2(g), x^3(g))\), where \(x^j(g)\) \((j = 0, 1, 2, 3)\) is given as \(g = x^0(g) I + \sum_{j=1}^{3} x^j(g) \sigma_j\) for \(g \in \text{SU}(2)\).

This, we have \(L^2(\text{SU}(2)) = L^2(S^3).\) Then, we define the operator \(Q_j\) as the multiplication of \(x^j(g)\). For the set of operators \(Q := (Q_0, Q_1, Q_2, Q_3)\), we focus on the uncertainty

\[
\Delta^2 Q := \sum_{j=0}^{3} \Delta^2 Q_j = \sum_{j=0}^{3} \langle \varphi^*|Q_j|\varphi^*\rangle - \sum_{j=0}^{3} \langle \varphi^*|Q_j|\varphi^*\rangle^2 = 1 - \sum_{j=0}^{3} \langle \varphi^*|Q_j|\varphi^*\rangle^2
\]
for \( \varphi^* \in L^2(\text{SU}(2)) \). Next, we define the momentum operator \( P_j \) on \( L^2(\text{SU}(2)) \) as

\[
P_j \varphi^*(g) := \frac{d \varphi^*(e^{-it \frac{P_j}{\hbar}} g)}{dt} \bigg|_{t=0}.
\]

For the set of momentum operators \( P := (P_1, P_2, P_3) \), we also consider the uncertainty

\[
\Delta_{\varphi^*}^2 P := \sum_{j=1}^{3} \Delta_{\varphi^*}^2 P_j.
\]

Then, as the uncertainty relation, we consider trade-off between \( \Delta_{\varphi^*}^2 Q \) and \( \Delta_{\varphi^*}^2 P \), which is formulated as the following theorem.

**Theorem 15.** The minimum of the uncertainty \( \Delta_{\varphi^*}^2 Q \) under the constraint for \( \Delta_{\varphi^*}^2 P \) is calculated as

\[
\min_{\varphi^* \in L^2_\varphi(\text{SU}(2))} \{ \Delta_{\varphi^*}^2 Q| \Delta_{\varphi^*}^2 P \leq E \} = 1 - \left( \min_{s > 0} s(E + \frac{1}{4}) - \frac{sb(\varphi^*)}{16} \right)^2.
\]

The minimum in \((110)\) is realized by \( \varphi^* \) if and only if there exists \( g \in \text{SU}(2) \) such that \( \varphi^*(g \tilde{g} g_0, g_0) = \frac{sb(\varphi^*)}{\sin \frac{\pi}{2}} \), where \( s_E \) is given in Theorem 13.

Further, \( \min_{s > 0} s(E + \frac{1}{4}) - \frac{sb(\varphi^*)}{16} \) is a positive value, and \((110)\) has the asymptotic expansion \( \frac{9}{16E} - \frac{533}{256E^2} \) as \( E \to \infty \).

**Proof:** Due to the symmetry, without loss of generality, we can assume that \( \langle \varphi^*(Q_j) \varphi^* \rangle = 0 \) and \( \langle \varphi^*(P_j) \varphi^* \rangle = 0 \) for \( j = 1, 2, 3 \). Hence, using the Hamiltonian \( H \) given in Subsection 12.3, we obtain

\[
\min_{\varphi^* \in L^2_\varphi(\text{SU}(2))} \{ \Delta_{\varphi^*}^2 Q| \Delta_{\varphi^*}^2 P \leq E \}
= \min_{\varphi^* \in L^2_\varphi(\text{SU}(2))} \left\{ 1 - \langle \varphi^*(Q_j) \varphi^* \rangle | \langle \varphi^*(H) \varphi^* \rangle \leq E, \langle \varphi^*(Q_j) \varphi^* \rangle = 0, j = 1, 2, 3 \right\}
= 1 - \left( \max_{\varphi^* \in L^2_\varphi(\text{SU}(2))} \{ \langle \varphi^*(Q_j) \varphi^* \rangle | \langle \varphi^*(H) \varphi^* \rangle \leq E, \langle \varphi^*(Q_j) \varphi^* \rangle = 0, j = 1, 2, 3 \} \right)^2.
\]

Using Theorems 12 and 13, we have

\[
\max_{\varphi^* \in L^2_\varphi(\text{SU}(2))} \{ \langle \varphi^*(Q_0) \varphi^* \rangle | \langle \varphi^*(H) \varphi^* \rangle \leq E, \langle \varphi^*(Q_j) \varphi^* \rangle = 0, j = 1, 2, 3 \}
\leq \max_{\varphi^* \in L^2_\varphi(\text{SU}(2))} \{ \langle \varphi^*(Q_0) \varphi^* \rangle | \langle \varphi^*(H) \varphi^* \rangle \leq E \}
= \max_{\varphi \in L^2_{\varphi, odd, n}([-\pi, \pi])} \{ \langle \varphi \cos Q \varphi \rangle | \langle \varphi | P^2 | \varphi \rangle \leq E + \frac{1}{4} \}
= \min_{s > 0} s(E + \frac{1}{4}) - \frac{sb(\varphi^*)}{16} \geq 0,
\]

(157)
where \( \varphi \) is chosen as \( \varphi(\theta) = \varphi^*(\tilde{g}\theta_{n_1,n_2}) \sin \frac{\theta}{2} \). The minimum in right hand side of (157) can be realized by \( \varphi^*(\tilde{g}\theta_{n_1,n_2}) = \frac{\text{se}_{1}(\frac{3}{2} - \frac{n_1}{2})}{\sin \frac{\theta}{2}} \). This function satisfies the condition \( \langle \varphi^*|Q_j|\varphi^* \rangle = 0 \) for \( j = 1, 2, 3 \). Hence, we obtain the equality in (157).

For a general function \( \varphi^* \), there exists an element \( g \in SU(2) \) such that \( \varphi^*(g\tilde{g}\theta_{n_1,n_2}) \) satisfies the condition. \( \langle \varphi^*|Q_j|\varphi^* \rangle = 0 \) for \( j = 1, 2, 3 \). So, \( \varphi^* \) attains the minimum in (110) if and only if \( \varphi^*(g\tilde{g}\theta_{n_1,n_2}) = \frac{\text{se}_{1}(\frac{n}{2} - \frac{n_1}{2})}{\sin \frac{\theta}{2}} \), where \( s_E \) is given in Theorem 13.

Further, we have

\[
1 - (\min_{s>0} s(E + \frac{1}{4}) - \frac{sb_j(\frac{2}{3})}{16})^2 \cong 1 - (1 - \frac{9}{32E} - \frac{2}{211}E^2)^2 \cong \frac{9}{16E} - \frac{2}{9}E \geq 0, \quad E \geq 0. \quad (158)
\]

Next, as another type of uncertainty relation, we consider the trade-off between \( \Delta^2_{\varphi^*} Q \) and \( \Delta_{\varphi^*,\text{max}} P \), which is defined as the square root of the maximum eigenvalue of \( \sum_{j=1}^{3} (P_j - \langle \varphi^*|P_j|\varphi^* \rangle)^2 \) such that the corresponding projection \( A \) satisfies \( \langle \varphi^*|A|\varphi^* \rangle > 0 \).

Then, we obtain the following theorem.

**Theorem 16.** The minimum of the uncertainty \( \Delta^2_{\varphi^*} Q \) under the constraint for \( \Delta_{\varphi^*,\text{max}} P \) is calculated as

\[
\min_{\varphi^* \in L^2_{n_1}(SU(2))} \{ \Delta^2_{\varphi^*} Q | \Delta_{\varphi^*,\text{max}} P \leq E \} \cong \sin^2 \frac{\pi}{2(\sqrt{E^2 + \frac{1}{4}} - \frac{1}{2})} + 2. \quad (159)
\]

The minimum uncertainty is realized by \( \varphi^* \in L^2_{n_1}(SU(2)) \) if and only if there exists \( g \in SU(2) \) such that \( \varphi^*(g\tilde{g}\theta_{n_1,n_2}) = C \sqrt{E} \sum_{k=0}^{n_0} \sin \frac{(k+1)\pi}{n_0 \pm 1} \tilde{g}_k \tilde{g}_{k+1} \), where \( C \) is the normalizing constant, and \( n_0 := |2(\sqrt{E^2 + \frac{1}{4}} - \frac{1}{2})| \).

**Proof:** Due to the symmetry, without loss of generality, we can assume that \( \langle \varphi^*|Q_j|\varphi^* \rangle = 0 \) and \( \langle \varphi^*|P_j|\varphi^* \rangle = 0 \) for \( j = 1, 2, 3 \). Hence, using the Hamiltonian \( H \) given in Subsection 12.2., we obtain

\[
\min_{\varphi^* \in L^2_{n_1}(SU(2))} \{ \Delta^2_{\varphi^*} Q | \Delta_{\varphi^*,\text{max}} P \leq E \}
= \min_{\varphi^* \in L^2_{n_1}(SU(2))} \{ 1 - \langle \varphi^*|Q_0|\varphi^* \rangle^2 |F[\varphi^*] \in K_{A_{n_0}}, \langle \varphi^*|Q_j|\varphi^* \rangle = 0, j = 1, 2, 3 \}
= 1 - \left( \max_{\varphi^* \in L^2_{n_1}(SU(2))} \{ \langle \varphi^*|Q_0|\varphi^* \rangle |F[\varphi^*] \in K_{A_{n_0}}, \langle \varphi^*|Q_j|\varphi^* \rangle = 0, j = 1, 2, 3 \} \right)^2.
\]

Similar to (157), using Theorem 12 and (133), we have

\[
\min_{\varphi^* \in L^2_{n_1}(SU(2))} \{ 1 - \langle \varphi^*|Q_0|\varphi^* \rangle |F[\varphi^*] \in K_{A_{n_0}}, \langle \varphi^*|Q_j|\varphi^* \rangle = 0, j = 1, 2, 3 \}
= \min_{|\varphi| \in K_{A_{n_0}}} \{ R_{SU(2)}(|\varphi|) |\langle \varphi^*|Q_j|\varphi^* \rangle = 0, j = 1, 2, 3 \}
\geq \min_{|\varphi| \in K_{A_{n_0}}} R_{SU(2)}(|\varphi|) = 1 - \cos \frac{\pi}{2(\sqrt{E^2 + \frac{1}{4}} - \frac{1}{2})} + 2. \quad (160)
\]
Since \(1 - \cos^2 \frac{n}{2(\sqrt{E^2 + \frac{1}{4}}) + 2} = \sin^2 \frac{n}{2(\sqrt{E^2 + \frac{1}{4}}) + 2}\), we obtain (159). Similar to Theorem 13, the condition for realizing the minimum in (133) yields the condition for realizing the minimum in (159).

13. 3-dimensional Special Orthogonal Group \(\text{SO}(3)\)

13.1. General structure of \(\text{SO}(3)\) estimation. Next, we consider the group \(\text{SO}(3)\), whose universal covering group is \(\text{SU}(2)\). That is, there is the projection \(\pi : \text{SU}(2) \to \text{SO}(3)\). When \(\lambda\) is even, the representation \(f_\lambda\) of \(\text{SU}(2)\) gives the representation of \(\text{SO}(3)\). When \(\lambda\) is odd, the representation \(f_\lambda\) of \(\text{SU}(2)\) gives the projective representation of \(\text{SO}(3)\) with the same factor system, which will be denoted by \(-\lambda\). More precisely, firstly, we define the projective representation \(f_\lambda\) of \(\text{SO}(3)\) by \(f_\lambda(g) := f_\lambda(g')\) with a choice of \(g' \in \pi^{-1}(g)\). Next, we define the projective representation \(f_{k+\frac{1}{2}}\) of \(\text{SO}(3)\) whose factor system is the same as \(f_k\) for \(k > 0\). Then, we have \(\text{SU}(2) = \text{SO}(3) \cup \text{SO}(3)[-1]\). That is, we describe the elements of \(\text{SO}(3)\) and \(\text{SO}(3)[-1]\) by using the maximal weight of the representation of \(\text{SU}(2)\). Using two kinds of parameterizations of \(\text{SU}(2)\), we introduce two kinds of parameterizations of \(\text{SO}(3)\) as \(\pi_\theta := \pi(g_\theta)\) with the range \(\{\theta \mid ||\theta|| \leq \pi\}\) and \(\tilde{\pi}_{\theta, m_1, m_2} := \pi(g_{\theta, m_1, m_2})\) with the range \(\theta \in (-\pi, \pi), m_1 \in (-\frac{\pi}{2}, \frac{\pi}{2}], m_2 \in (-\frac{\pi}{2}, \frac{\pi}{2}]\).

When the risk function \(R\) satisfies the condition (61), the risk function is written as

\[
R(e, \hat{g}) = \alpha_0 - \sum_{k=1}^{\infty} \alpha_k \chi_k. \tag{161}
\]

Then, we obtain \(R(e, \tilde{\pi}_{\theta, m_1, m_2}) = w(\theta)\), where we define the even function \(w(\theta) := (\alpha_0 - \sum_{k=1}^{\infty} \alpha_k (\sum_{l=0}^{k} \cos l\theta))\) with the period \(2\pi\). As a typical risk function, we often adopt the risk function \(R_{\text{SO}(3)}(e, \hat{g}) = \frac{1}{4}(3 - \chi_1(\hat{g})) = \frac{1}{4}(4 - |\text{Tr} \hat{g}|^2)\) by using the gate fidelity, and is written as \(R_{\text{SO}(3)}(e, \pi_\theta) = 1 - \cos ||\theta||\) by using (117).

Further, we also assume that the Hamiltonians \(H_1\) and \(-H_{-1}\) on \(K_{\text{SO}(3)}\) and \(K_{\text{SO}(3)[-1]}\) are written by using a function \(h\) as

\[
H_1 = \sum_{k=0}^{\infty} h((k + \frac{1}{2})^2)I_k, \quad H_{-1} = \sum_{k=0}^{\infty} h((k + 1)^2)I_{k+\frac{1}{2}}. \tag{162}
\]

For the description of the following theorem, we prepare the function space:

\[
L^2_{\text{even, odd}}(-\pi, \pi] := \{f \in L^2_{\text{even, odd}}(-2\pi, 2\pi]) | f(\theta + 2\pi) = -f(\theta)\}.
\]

The following theorem holds for the representation of \(\text{SO}(3)\).

**Theorem 17.** Assume the assumptions (161) and (162). For an input state

\[
|\phi\rangle := \sum_{k=0}^{\infty} \frac{\beta_k}{\sqrt{2k + 1}} |\psi_k\rangle \tag{163}
\]
on $\mathcal{K}_{\text{SO}(3)}$, we have the relations

$$\varphi(\theta) := F^{-1}[\varphi](\zeta_{\theta, n_1, n_2}) \sin \frac{\theta}{2} = \sqrt{2} \sum_{k=0}^{\infty} \beta_k \sin(k + \frac{1}{2}) \theta$$  \hspace{1cm} (164)

$$D_R(\varphi) = \langle \varphi | w(Q) | \varphi \rangle, \quad \langle \phi | H_1 | \phi \rangle = \langle \varphi | h(P^2) | \varphi \rangle.$$  \hspace{1cm} (165)

Here, $\varphi(\theta)$ is an odd function belonging to $L^2_{a, \text{odd}}([-(\pi, \pi])$. Then, the relations

$$\min_{\rho \in \mathcal{S}(\mathcal{K}_{\text{SO}(3)})} \min_{M \in \mathcal{M}_{\text{cov}}(\text{SO}(3))} \{D_R(\rho, M) | Tr \rho H_1 \leq E \}$$

$$= \min_{\{p_i \} \in \mathcal{S}(\mathcal{K}_{\text{SO}(3)})} \min_{M_i \in \mathcal{M}_{\text{cov}}(\text{SO}(3))} \{ \sum_i p_i D_R(\rho_i, M_i) | \sum_i p_i Tr \rho_i H_1 \leq E \}$$

$$= \min_{|\phi \rangle \in L^2_{\text{a, odd}}([-(\pi, \pi])} \{ \langle \varphi | w(Q) | \varphi \rangle | \langle \varphi | h(P^2) | \varphi \rangle \leq E \}$$  \hspace{1cm} (166)

hold. Further, an input state $\phi$ given in (163) with $\beta_k \geq 0$ satisfies the relation

$$\min_{M \in \mathcal{M}_{\text{cov}}(\text{SO}(3))} D_R(\langle \phi | M | \phi \rangle) = D_R(\langle \phi \rangle) = (166)$$  \hspace{1cm} (167)

if and only if the odd function $F^{-1}[\varphi](\zeta_{\theta, n_1, n_2}) \sin \frac{\theta}{2} = \sqrt{2} \sum_{k=0}^{\infty} \beta_k \sin(k + \frac{1}{2}) \theta$

realizes the minimum (166). Additionally, when $H_1 = \sum_{k=0}^{\infty} k(k+1) I_k$ i.e., $h(x) = x - \frac{1}{4}$, we have

$$\min_{\varphi \in L^2_{\text{a, odd}}([-(\pi, \pi])} \{ \langle \varphi | w(Q) | \varphi \rangle | \langle \varphi | h(P^2) | \varphi \rangle \leq E + \frac{1}{4} \},$$  \hspace{1cm} (168)

The following theorem holds for the projective representation of SO(3) with the factor system $-1$.

**Theorem 18.** Assume the assumptions (161) and (162). For an input state

$$|\phi \rangle := \bigoplus_{k=0}^{\infty} \frac{\beta_k}{\sqrt{2k+2}} |\varphi_{k+\frac{1}{2}} \rangle$$  \hspace{1cm} (169)

on $\mathcal{K}_{\text{SO}(3)[-1]}$, we have the relations

$$\varphi(\theta) := F^{-1}[\varphi](\zeta_{\theta, n_1, n_2}) \sin \frac{\theta}{2} = \sqrt{2} \sum_{k=0}^{\infty} \beta_{k+\frac{1}{2}} \sin(k + 1) \theta$$  \hspace{1cm} (170)

$$D_R(\langle \phi \rangle) = \langle \varphi | w(Q) | \varphi \rangle, \quad \langle \phi | H_{-1} | \phi \rangle = \langle \varphi | h(P^2) | \varphi \rangle.$$  \hspace{1cm} (171)

Here, $\varphi(\theta)$ is an odd function belonging to $L^2_{p, \text{odd}}([-(\pi, \pi])$. Then, the relations

$$\min_{\rho \in \mathcal{S}(\mathcal{K}_{\text{SO}(3)[-1]})} \min_{M \in \mathcal{M}_{\text{cov}}(\text{SO}(3))} \{D_R(\rho, M) | Tr \rho H_{-1} \leq E \}$$

$$= \min_{\{p_i \} \in \mathcal{S}(\mathcal{K}_{\text{SO}(3)[-1]})} \min_{M_i \in \mathcal{M}_{\text{cov}}(\text{SO}(3))} \{ \sum_i p_i D_R(\rho_i, M_i) | \sum_i p_i Tr \rho_i H_{-1} \leq E \}$$

$$= \min_{|\phi \rangle \in L^2_{\text{p, odd, n}}([-(\pi, \pi])} \{ \langle \varphi | w(Q) | \varphi \rangle | \langle \varphi | h(P^2) | \varphi \rangle \leq E \}$$  \hspace{1cm} (172)
hol. Further, an input state $|\phi\rangle$ given in (163) with $\beta_{k+\frac{1}{2}}$ satisfies the relation

$$\min_{M \in M_{\text{cov}}(SO(3))} \mathcal{D}_R(|\phi\rangle, M) = \mathcal{D}_R(|\phi\rangle) = (172)$$

if and only if the odd function $F^{-1}[\phi](\tilde{\varphi}_{\theta, n_1, n_2}) \sin \frac{\theta}{2} = \sum_{k=0}^{\infty} \beta_k \sin (k+1)\theta$

realizes the minimum (172). Additionally, when $H_{-1} = \sum_{k=0}^{\infty} (k+\frac{1}{2}) \lambda_k I_{k+\frac{1}{2}}$, i.e., $h(x) = x - \frac{1}{4}$, we have

$$(172) = \min_{\varphi \in L_2^p \text{odd}, \theta, \eta \in (-\pi, \pi)} \{\langle \varphi | w(Q) | \varphi \rangle | \langle \varphi | \pi \rangle^2 | \varphi \rangle \leq E + \frac{1}{4}\}. \quad (174)$$

**Proof of Theorem 17.** Similar to (123), the second equation in (116) and the equation (67) yield (164). Due to the form of Hamiltonian, Theorem 2 implies the first, the second, and the third equations in (164).

Now, we show (165). Thanks to Lemma 7, the maximum value $\min_{|\phi\rangle \in L_2^p(SO(3))} \mathcal{D}_R(|\phi\rangle) | \langle \phi | H_1 | \phi \rangle \leq E$ can be attained by the input state $|\phi\rangle$ with the form (163). Hence, for the minimization of $\mathcal{D}_R(|\phi\rangle)$, it is enough to consider the inputs with the form (163).

We use the parametrization $\tilde{\varphi}_{\theta, n_1, n_2}$ for SO(3) with $\theta \in (-\pi, \pi)$, $\phi_1 \in [0, \pi)$, $\phi_2 \in [0, 2\pi]$. Thanks to (119), the equation (67) implies that

$$F^{-1}[\phi](\tilde{\varphi}_{\theta, n_1, n_2}) \sin \frac{\theta}{2} = \sum_{k=0}^{\infty} \beta_k \sqrt{2k+1} \sin (k+\frac{1}{2})\theta.$$

In this case, since $R(\epsilon, \tilde{\varphi}_{\theta, n_1, n_2})$ depends only on $\theta$, we have

$$\mathcal{D}_R(|\phi\rangle) = \int_{SO(3)} \langle \alpha_0 - \sum_{k=1}^{\infty} \alpha_k \lambda_k (g) | F^{-1}[\phi](g) \rangle^2 \mu_{SO(3)}(dg)$$

$$= \int_{-\pi}^{\pi} \langle \alpha_0 - \sum_{k=1}^{\infty} \alpha_k \sum_{l=0}^{k} \cos \theta l | F^{-1}[\phi](\tilde{\varphi}_{\theta, n_1, n_2}) \rangle^2 \sin^2 \frac{\theta}{2} \frac{d\theta}{\pi}$$

$$= \int_{-\pi}^{\pi} w(\theta) \sum_{k=0}^{\infty} \beta_k \sin (k+\frac{1}{2})\theta^2 \frac{d\theta}{\pi} = \int_{-\pi}^{\pi} w(\theta) |\varphi(\theta)|^2 \frac{d\theta}{\pi}, \quad (175)$$

where $\varphi(\theta) := \sum_{k=0}^{\infty} \beta_k \sin (k+\frac{1}{2})\theta$. Then, we have

$$\langle \phi | H | \phi \rangle = \sum_{k} \lambda((k+\frac{1}{2})^2) |\beta_k|^2 = \langle \varphi | h(P^2) | \varphi \rangle. \quad (176)$$

Hence, we obtain (165). Since any odd function with the period $2\pi$ can be written as $\sum_{k=0}^{\infty} \beta_k \sin (k+\frac{1}{2})\theta$, the relations (175) and (176) yield

$$\min_{|\phi\rangle \in L_2^p(SO(3))} \{\mathcal{D}_R(|\phi\rangle) | \langle \phi | H | \phi \rangle \leq E\}$$

$$= \min_{\varphi \in L_2^p \text{odd}, \theta, \eta \in (-\pi, \pi)} \{\langle \varphi | w(Q) | \varphi \rangle | \langle \varphi | h(P^2) | \varphi \rangle \leq E\}.$$
Hence, we obtain the fourth equation in (166).

Further, (66) of Lemma 7 the first equation in (167). Summarizing the above discussion, we can conclude that (167) if and only if the odd function \( \sum_{k=0}^{\infty} \beta_k \sin(k + \frac{1}{2}) \theta \) realizes the minimum (166).

**Proof of Theorem 18.** Similar to (123), the second equation in (116) and the equation (67) yield (170). Similarly, we can show the first, the second, and the third equations in (172). Next, we show the (171). Thanks to Lemma 7, the maximum value \( \min_{\phi \in L_2^a(\SO(3))} \{ D_R(\ket{\phi}) \langle \phi | H_1 | \phi \rangle \leq E \} \) can be attained by the input state \( \ket{\phi} \) with the form (169).

Hence, for the minimization of \( D_R(\ket{\phi}) \), it is enough to consider the inputs with the form (169). Thanks to (119), the equation (67) implies that

\[
\mathcal{F}^{-1}[\phi](\hat{\omega}_{\theta, \eta_1, \eta_2}) \sin \frac{\theta}{2} = \sum_{k=0}^{\infty} \frac{\beta_{k + \frac{1}{2}}}{\sqrt{2k + 2}} \sqrt{2k + 2} \chi_{k + \frac{1}{2}}(\hat{\omega}_{\theta, \eta_1, \eta_2}) \sin \frac{\theta}{2} = \sum_{k=0}^{\infty} \beta_{k + \frac{1}{2}} \sin(k + 1) \theta.
\]

In this case, since \( R(e, \hat{\omega}_{\theta, \eta_1, \eta_2}) \) depends only on \( \theta \), we have

\[
D_R(\ket{\phi}) = \int_{\SO(3)} \left( \alpha_0 - \sum_{k=1}^{\infty} \alpha_k \chi_k(g) \right) |\mathcal{F}^{-1}[\phi](g)|^2 \mu_{\SO(3)}(dg) = \int_{-\pi}^{\pi} \left( \alpha_0 - \sum_{k=1}^{\infty} \alpha_k \sum_{l=0}^{k} \cos l\theta \right) |\mathcal{F}^{-1}[\phi](\hat{\omega}_{\theta, \eta_1, \eta_2})|^2 \sin^2 \frac{\theta}{2} \frac{d\theta}{2\pi} = \int_{-\pi}^{\pi} w(\theta) \sum_{k=0}^{\infty} \beta_{k + \frac{1}{2}} \sin(k + 1) \theta \frac{d\theta}{\pi} = \int_{-\pi}^{\pi} w(\theta) \varphi(\theta) \frac{d\theta}{\pi},
\]

where \( \varphi(\theta) := \sum_{k=0}^{\infty} \beta_{k + \frac{1}{2}} \sin(k + 1) \theta \). Then, we have

\[
\langle \phi | H | \phi \rangle = \sum_{k=0}^{\infty} h((k + 1)^2) \beta_{k + \frac{1}{2}}^2 = \langle \varphi | h(P^2) | \varphi \rangle.
\]

We obtain (171). Since any odd function in \( L_{a, \text{odd}}^2((-\pi, \pi]) \) can be written as \( \sum_{k=0}^{\infty} \beta_{k + \frac{1}{2}} \sin(k + 1) \theta \), the relations (177) and (178) yield

\[
\min_{\phi \in L_2^a(\SO(3))} \{ D_R(\ket{\phi}) \langle \phi | H | \phi \rangle \leq E \} = \min_{\varphi \in L_{a, \text{odd}}^2((-\pi, \pi])} \{ \langle \varphi | h(P^2) | \varphi \rangle \leq E \}.
\]

Hence, we obtain (172). We can show the equivalence condition by the same way as Theorem 17. \[\blacksquare\]
13.2. Constraint for available irreducible representations. We restrict available weights to the set $\tilde{\Lambda}_n := \{0, 1, 2, \ldots, n\}$ or $\tilde{\Lambda}_n + 1 := \{\frac{1}{2}, \frac{3}{2}, \ldots, n + \frac{1}{2}\}$. First, we consider the risk function $R_{\text{SO}(3)}$ on the system $K_{\tilde{\Lambda}_n}$. When the input state $|\phi\rangle$ has the form (163), Theorem 12 implies that

$$D_{R_{\text{SO}(3)}}(|\phi\rangle) = 1 + \frac{1}{2}|\beta_0|^2 - \frac{1}{2} \sum_{k=0}^{n-1} (\beta_k \beta_{k+1} + \beta_{k+1} \beta_k).$$  

(179)

This fact can be also shown by Lemma 7 and the relation

$$C_{k,k'}^l = \begin{cases} \delta_{k,k'-1} + \delta_{k,k'+1} & \text{if } k > 0 \\ \delta_{0,k'-1} & \text{if } k = 0. \end{cases}$$

In order to find the minimum eigenvalue and the eigenvector, we focus on the operator (240). Then, the discussion in Appendix C with $l = n + 1$ implies that

$$\min_{|\phi\rangle \in K_{\tilde{\Lambda}_n,n}} D_{R_{\text{SO}(3)}}(|\phi\rangle) = 1 - \cos \frac{2\pi}{2n + 3}.$$  

(180)

Hence, Theorem 1 implies

$$\min_{\rho \in S(K_{\tilde{\Lambda}_n})} \min_{M \in \mathcal{M}_{\text{cov}}(\text{SO}(3))} D_{R_{\text{SO}(3)}}(\rho, M) = \min_{\{p_i\}} \min_{\rho_i \in S(K_{\tilde{\Lambda}_n})} \min_{M_i \in \mathcal{M}_{\text{cov}}(\text{SO}(3))} \sum_i p_i D_{R_{\text{SO}(3)}}(\rho_i, M_i) = 1 - \cos \frac{2\pi}{2n + 3} \simeq \frac{\pi^2}{2n^2}.\quad (181)$$

Next, we consider the risk function $R_{\text{SO}(3)}$ on the system $K_{\tilde{\Lambda}_n + \frac{1}{2}}$. When the input state $|\phi\rangle$ has the form (163), Theorem 12 implies that

$$D_{R_{\text{SO}(3)}}(|\phi\rangle) = 1 - \frac{1}{2} \sum_{k=0}^{n-1} (\beta_k \beta_{k+1} + \beta_{k+1} \beta_k).$$  

(182)

This fact can be also shown by Lemma 7 and the relation $C_{k,k'+1}^l = \delta_{k,k'-1} + \delta_{k,k'+1}$. Hence, applying Lemma 14 with $m = n + 1$, we obtain

$$\min_{|\phi\rangle \in K_{\tilde{\Lambda}_n + \frac{1}{2},n}} D_{R_{\text{SO}(3)}}(|\phi\rangle) = 1 - \cos \frac{\pi}{n + 2}.$$  

(183)

Hence, Theorem 1 implies

$$\min_{\rho \in S(K_{\tilde{\Lambda}_n + \frac{1}{2}})} \min_{M \in \mathcal{M}_{\text{cov}}(\text{SO}(3))} D_{R_{\text{SO}(3)}}(\rho, M) = \min_{\{p_i\}} \min_{\rho_i \in S(K_{\tilde{\Lambda}_n + \frac{1}{2}})} \min_{M_i \in \mathcal{M}_{\text{cov}}(\text{SO}(3))} \sum_i p_i D_{R_{\text{SO}(3)}}(\rho_i, M_i) = 1 - \cos \frac{\pi}{n + 2} \simeq \frac{\pi^2}{2n^2}.\quad (184)$$
Indeed, the asymptotic expansion in (181) and (184) are given in [3, 4, 5]. However, the exact calculations in (181) and (184) are not given in these references.

Now, we consider the \( n \)-tensor product representation on \((\mathbb{C}^2)^\otimes n\). The relation \( K_{\Lambda_m-1} \subset K_{(\mathbb{C}^2)^\otimes n} \subset K_{\Lambda_m} \) holds for the even case \( n = 2m \), and the relation \( K_{\Lambda_{m+\frac{1}{2}}} \subset K_{(\mathbb{C}^2)^\otimes n} \subset K_{\Lambda_{m+1}} \) holds for the odd case \( n = 2m+1 \). For the definition of \( K_{(\mathbb{C}^2)^\otimes n} \), see [4]. Hence, using (181) and (184), we can recover the following proposition known in [3, 4, 5].

**Proposition 2.** The relations

\[
\lim_{n \to \infty} n^2 \min_{\rho \in S(\mathbb{C}^2)^\otimes n} \min_{M \in M_{\text{cov}}(\text{SO}(3))} \mathcal{D}_{\text{SO}(3)}(\rho, M) = 2\pi^2
\]

hold.

13.3. Typical energy constraint. Next, we consider the risk function \( R_{\text{SO}(3)}(e, \hat{g}) = \frac{1}{2}(3 - \chi_1(\hat{g})) \) and the Hamiltonian \( H = \sum_{k=-\infty}^{\infty} \frac{k^2}{2} I_k \). In this case, the function \( w(\theta) \) is given as \( 1 - \cos \theta \). Then, thanks to Theorem 17, the minimum error with respect to the representation can be characterized by the following value.

\[
\kappa_{\text{SO}(3)}(E) := \min_{\varphi \in L^2_{\text{odd}, n}((-\pi, \pi])} \left\{ \langle \varphi | I - \cos(Q) | \varphi \rangle \langle \varphi | P^2 | \varphi \rangle \leq E + \frac{1}{4} \right\}.
\]

Similarly, thanks to Theorem 18, the minimum error with respect to the representation with the factor system \(-1\) can be characterized by the following value.

\[
\kappa_{\text{SO}(3), [-1]}(E) := \min_{\varphi \in L^2_{\text{odd}, n}((-\pi, \pi])} \left\{ \langle \varphi | I - \cos(Q) | \varphi \rangle \langle \varphi | P^2 | \varphi \rangle \leq E + \frac{1}{4} \right\}.
\]

For example, we can show that

\[
\kappa_{\text{SO}(3)}(0) = \frac{3}{2}
\]

\[
\kappa_{\text{SO}(3), [-1]}(\frac{3}{4}) = 1.
\]

These facts can be also checked by the following way. In (188), the condition \( \langle \phi | H | \phi \rangle = 0 \) can be realized only when \( \beta_0 = 1 \) and \( \beta_k = 0 \) with \( k \neq 0 \), i.e., \( \varphi(\theta) = \sqrt{2} \sin \frac{\theta}{2} \). In this case, we have \( \int_{-\pi}^{\pi} (1 - \cos(\theta)) |\varphi(\theta)|^2 \frac{d\theta}{\pi} = \frac{3}{4} \). Hence, we see (188). In (189), the condition \( \langle \phi | H | \phi \rangle = \frac{3}{4} \) can be realized only when \( \beta_0 = 1 \) and \( \beta_k = 0 \) with \( k \neq 0 \), i.e., \( \varphi(\theta) = \sqrt{2} \sin \theta \). In this case, we have \( \int_{-\pi}^{\pi} (1 - \cos(\theta)) |\varphi(\theta)|^2 \frac{d\theta}{\pi} = 1 \). Hence, we see (189).
Now, we consider the general case. Since the condition of Lemma 5 hold, \( \kappa_{SO(3)}(E) \) and \( \kappa_{SO(3),[-1]}(E) \) are convex. Hence, we employ Lemma 6 to calculate \( \kappa_{SO(3)}(E) \) and \( \kappa_{SO(3),[-1]}(E) \), and consider the minimums

\[
\gamma_{SO(3)}(s) := \min_{\varphi \in L^2_{\pi,n}([-\pi,\pi])} \langle \varphi | (I - \cos(Q)) + sP^2 | \varphi \rangle
\]

\[
= \min_{\varphi \in L^2_{\pi,n}([-\pi/2,\pi/2])} \langle \varphi | (I - \cos(2Q)) + sP^2/4 | \varphi \rangle
\]

\[
\gamma_{SO(3),[-1]}(s) := \min_{\varphi \in L^2_{\pi,n}([-\pi,\pi])} \langle \varphi | (I - \cos(Q)) + sP^2 | \varphi \rangle
\]

\[
= \min_{\varphi \in L^2_{\pi,n}([-\pi/2,\pi/2])} \langle \varphi | (I - \cos(2Q)) + sP^2/4 | \varphi \rangle.
\]

So, \( \gamma_{SO(3)}(s) \) and \( \gamma_{SO(3),[-1]}(s) \) can be characterized as the minimums of \( \gamma \) having the solution in \( L^2_{\pi,n}((-\pi/2, \pi/2]) \) and \( L^2_{\pi,n}((-\pi/2, \pi/2]) \) of the following differential equation, respectively.

\[
s^2 \frac{d}{d\theta} \phi(\theta) + (\gamma - 1 + \cos(2\theta))\phi(\theta) = 0,
\]

which is equivalent to

\[
\frac{d}{d\theta} \phi(\theta) + \left( \frac{1}{s} \frac{d}{d\theta} \cos(2\theta) \right) \phi(\theta) = 0.
\]

In order to find the minimums \( \gamma_{SO(3)}(s) \) and \( \gamma_{SO(3),[-1]}(s) \), we employ Mathieu equation (229), whose detail is summarized in Subsection A. Hence, using the functions \( a_1, b_1 \) and \( b_2 \) given in Subsection A we have \( \gamma_{SO(3)}(s) = \frac{b_2(-\frac{1}{2})}{1} + 1 = \frac{sa_1(\frac{1}{2})}{1} + 1 \) and \( \gamma_{SO(3),[-1]}(s) = \frac{b_2(-\frac{1}{2})}{1} + 1 = \frac{sb_2(\frac{1}{2})}{1} + 1 \), where we employ the relation (230). So, applying (191) to \( \kappa_{SO(3)}(E) \) and \( \kappa_{SO(3),[-1]}(E) \), and combining the facts given in Subsection A we obtain the following theorem.

**Theorem 19.** The relations

\[
\kappa_{SO(3)}(E) = \max_{s > 0} \frac{sa_1(\frac{1}{2})}{4} + 1 - s(E + \frac{1}{4})
\]

\[
\kappa_{SO(3),[-1]}(E) = \max_{s > 0} \frac{sb_2(\frac{1}{2})}{4} + 1 - s(E + \frac{1}{4})
\]

hold. The minimum \[186\] is attained by the input state \( |\phi\rangle \) with the measurement \( M_{1}\{1\} \) if and only if \( \mathcal{F}^{-1}|\phi\rangle(\mathbb{E}_{\theta,n_1,n_2}) = \frac{se_{1}(\frac{\theta}{2} - \frac{\pi}{4})}{\sin \frac{\theta}{2}}, \) where \( sE \) is argmax_{s > 0} \[187\] + 1 - s(E + \frac{1}{4}) and Mathieu function \( \text{se}_{1} \) is given in Subsection A.

Similarly, the minimum \[187\] is attained by the input state \( |\phi\rangle \) with the measurement \( M_{1}\{1\} \) if and only if \( \mathcal{F}^{-1}|\phi\rangle(\mathbb{E}_{\theta,n_1,n_2}) = \frac{se_{2}(\frac{\theta}{2} - \frac{\pi}{4})}{\sin \frac{\theta}{2}}, \) where \( sE \) is argmax_{s > 0} \[188\] + 1 - s(E + \frac{1}{4}) and Mathieu function \( \text{se}_{2} \) is given in Subsection A.
Using the formula (138), we can calculate $\kappa_{SO(3)}(E)$ and $\kappa_{SO(3),[-1]}(E)$ as shown in Fig. 9.

Since, as is shown in (232), $a_1$ and $b_2$ have the same asymptotic expansion up to higher orders, $\gamma_{SO(3)}(s)$ and $\gamma_{SO(3),[-1]}(s)$ have the same asymptotic expansion up to higher order as $s$ goes to zero. Hence, $\kappa_{SO(3)}(E)$ and $\kappa_{SO(3),[-1]}(E)$ have the same asymptotic expansion up to higher order as $E$ goes to infinity. So, as is shown in Fig. 10, the difference rate $\frac{\kappa_{SO(3),[-1]}(E) - \kappa_{SO(3)}(E)}{\kappa_{SO(3)}(E)}$ goes to zero very quickly.

Thanks to the expansion (232), as $s \to 0$, $\gamma_{SO(3)}(s)$ can be expanded to

$$\gamma_{SO(3)}(s) \cong \gamma_{SO(3),[-1]}(s) \cong \frac{s(-2\frac{2}{3} + 6\sqrt{\frac{2}{3} - \frac{4}{3}})}{4} + 1 = \frac{3}{2}\sqrt{2}s - \frac{5s}{16}.$$

As is shown in Lemma 6, $s_E$ is decreasing as a function of $E$. Hence, when $E$ is large, solving the equation $\gamma'_{SO(3)}(s_E) \cong \gamma'_{SO(3),[-1]}(s_E) = E + \frac{1}{4}$, we approxi-
mately obtain \( s_E \cong \frac{1}{8} \left( \frac{3}{E + 9/16} \right)^2 \). Hence,

\[
\kappa_{SO(3)}(E) = \gamma_{SO(3)}(s_E) - s_E(E + \frac{1}{4}) \cong \frac{3\sqrt{7}}{2} \sqrt{s_E} - \frac{5s_E}{16} - s_E(E + \frac{1}{4})
\]

\[
\kappa_{SO(3),[-1]}(E) = \gamma_{SO(3),[-1]}(s_E) - s_E(E + \frac{1}{4}) \cong \frac{3\sqrt{7}}{2} \sqrt{s_E} - \frac{5s_E}{16} - s_E(E + \frac{1}{4}).
\]

and

\[
\frac{3\sqrt{7}}{2} \sqrt{s_E} - \frac{5s_E}{16} - s_E(E + \frac{1}{4}) = \frac{3\sqrt{7}}{2} \sqrt{s_E} - s_E \left( \frac{9}{16} + E \right)
\]

\[
\cong \frac{3}{4} E + 9/16 - \frac{1}{8} E + 9/16 = \frac{9}{8} E + 1/16 \cong \frac{9}{8} - \frac{81}{128E^2}.
\]

As is shown in Fig. 11, while the first order approximation \( \kappa_{1,SO(3),\infty}(E) := \frac{9}{8E} \) gives a good approximation for \( \kappa_{SO(3)}(E) \) and \( \kappa_{SO(3),[-1]}(E) \) with a large \( E \), the second order approximation \( \kappa_{2,SO(3),\infty}(E) := \frac{9}{8E} - \frac{81}{128E^2} \) much improves the approximation for \( \kappa_{SO(3)}(E) \) and \( \kappa_{SO(3),[-1]}(E) \) with a large \( E \). Hence, we have the following asymptotic characterization.

\[
\lim_{E \to \infty} \text{Error} \quad \frac{\mathbb{D}_{E,SO(3)}(|\psi\rangle)}{\mathbb{D}_{E,SO(3),[-1]}(|\psi\rangle)} \quad \{ \mathbb{D}_{E,SO(3)}(|\psi\rangle)|\langle\phi|H|\phi\rangle \leq E \}
\]

\[
= \lim_{E \to \infty} E \quad \min_{E \in L^2(\mathbb{R})} \{ \mathbb{D}_{E,SO(3)}(|\psi\rangle)|\langle\phi|H|\phi\rangle \leq E \} = \frac{9}{8}.
\]

Fig. 11. Comparison of two approximations \( \kappa_{1,SO(3),\infty} \) and \( \kappa_{2,SO(3),\infty} \) of \( \kappa_{SO(3)} \) with a large \( E \). Thick line expresses the error ratio \( \frac{\mathbb{D}_{E,SO(3),\infty}(|\psi\rangle)}{\mathbb{D}_{E,SO(3)}(|\psi\rangle)} \), and dashed line expresses the error ratio \( \frac{\mathbb{D}_{E,SO(3),\infty}(|\psi\rangle)}{\mathbb{D}_{E,SO(3),[-1]}(|\psi\rangle)} \).

Next, we consider the case when \( E \) is small. Since \( s \) is large, by using the expansions \( (244) \) and \( (245) \), \( \gamma_{SO(3)}(s) \) and \( \gamma_{SO(3),[-1]}(s) \) can be expanded to

\[
\gamma_{SO(3)}(s) \cong \frac{1}{2} + \frac{1}{4} \left( \frac{2}{5} \right)^2 - \frac{1}{64} \left( \frac{2}{5} \right)^3 + 1 = \frac{s + 3}{2} - \frac{1}{8s} - \frac{1}{32s^3}.
\]

\[
\gamma_{SO(3),[-1]}(s) \cong \frac{1}{2} - \frac{1}{12} \left( \frac{2}{5} \right)^2 + \frac{5}{1824} \left( \frac{2}{5} \right)^4 + 1 = s + 1 - \frac{1}{12s} + \frac{5}{3456s^3}.
\]
Since $E > 0$ is small, since $\gamma'_{SO(3)}(s) \cong \frac{1}{4} + \frac{s}{8s^2} + \frac{1}{16s}$, solving the equation $\gamma'_{SO(3)}(sE) = E + \frac{1}{4}$, we approximately obtain $sE \cong \sqrt{\frac{1}{8E}(1 + \frac{E}{2})}$. Hence,

$$\kappa_{SO(3)}(E) = \gamma_{SO(3)}(sE) - sE(E + \frac{1}{4})$$

$$\cong \frac{sE}{4} + \frac{3}{2} - \frac{1}{8sE} - \frac{1}{32s^2E} - sE(E + \frac{1}{4}) = \frac{3}{2} - \frac{1}{8sE} - \frac{1}{32s^2E} - sE E$$

$$\cong \frac{3}{2} - \frac{1}{8sE}(1 + \frac{E}{4sE}) - sE E \cong \frac{3}{2} - \frac{1}{8sE}(1 + \frac{E}{2}) - sE E$$

$$\cong \frac{3}{2} - \frac{\sqrt{E}}{8}(1 - \frac{E}{\sqrt{2}})(1 + \sqrt{\frac{E}{2}}) - \sqrt{\frac{E}{8}}(1 + \frac{E}{\sqrt{2}})$$

$$\cong \frac{3}{2} - \frac{\sqrt{E}}{8}(1 - \frac{E}{\sqrt{2}} + \sqrt{\frac{E}{2}}) - \sqrt{\frac{E}{8}}(1 + \frac{E}{\sqrt{2}}) = \frac{3}{2} - \sqrt{\frac{E}{8}}(2 + \sqrt{\frac{E}{2}})$$

$$(196)$$

This expansion with $E \to 0$ coincides with $$(188)$$. As is shown in Fig. 12, while the first order approximation $\kappa_{1,SO(3),+0}(E) := \frac{3}{2} - \frac{\sqrt{E}}{\sqrt{2}}$ gives a good approximation for $\kappa_{SO(3)}(E)$ with a small $E$, the second order approximation $\kappa_{2,SO(3),+0}(E) := \frac{3}{2} - \frac{\sqrt{E}}{\sqrt{2}} - \frac{E}{4}$ much improves the approximation for $\kappa_{SO(3)}(E)$ with a small $E$.

![Fig. 12. Comparison of two approximations $\kappa_{1,SO(3),+0}$ and $\kappa_{2,SO(3),+0}$ of $\kappa_{SO(3)}$ with a small $E$. Thick line expresses the error ratio $\frac{\varepsilon_{2,SO(3),+0}(E) - \varepsilon_{SO(3)}(E)}{\varepsilon_{SO(3)}(E)}$, and dashed line expresses the error ratio $\frac{\varepsilon_{1,SO(3),+0}(E) - \varepsilon_{SO(3)}(E)}{\varepsilon_{SO(3)}(E)}$.](image-url)

Next, we consider $\gamma_{SO(3),[-1]}(E)$ in the case when $\eta := E - \frac{1}{4} > 0$ is small, since $\gamma'_{SO(3),[-1]}(s) \cong 1 + \frac{1}{12s^2} - \frac{5}{1152s}$, solving the equation $\gamma'_{SO(3),[-1]}(sE) = E + \frac{1}{4}$,
we approximately obtain \( s_E \cong \sqrt{\frac{1}{12\eta} - \frac{5}{96}} \cong \sqrt{\frac{1}{12\eta}} (1 - \frac{5}{4} \eta) \). Hence,

\[
\kappa_{SO(3),[-1]}(E) = \gamma_{SO(3),[-1]}(s_E) - s_E(E + \frac{1}{4}) \cong s_E + 1 - \frac{1}{12s_E} + \frac{5}{3456s_E^2} - s_E(E + \frac{1}{4}) = 1 - \frac{1}{12s_E} + \frac{5}{3456s_E^2} - s_E\eta \\
\cong 1 - \frac{1}{12s_E} (1 - \frac{5}{288s_E^2}) - s_E\eta \cong 1 - \frac{1}{12s_E} (1 - \frac{5}{288(s_E + \frac{5}{96})}) - s_E\eta \\
\cong 1 - \frac{1}{12s_E} (1 - \frac{5}{4(\eta - 15)}) - s_E\eta \cong 1 - \frac{1}{12s_E} (1 - \frac{5}{24}) - s_E\eta \\
\cong 1 - \sqrt{\frac{\eta}{12}} (1 + \frac{5}{4}\eta - \frac{5}{24}\eta) - \sqrt{\frac{\eta}{12}} (1 - \frac{5}{4}\eta) = 1 - \sqrt{\frac{\eta}{12}} (2 - \frac{5}{24}\eta) \cong 0.5 + 5\sqrt{\frac{\eta}{12}}.
\]

(197)

This expansion with \( E \rightarrow \frac{3}{4} \) coincides with (189).

As is shown in Fig. 13, while the first order approximation \( \kappa_{1,SO(3),[-1],0}(E) := 1 - \frac{5}{4}(E - \frac{3}{4})^\frac{1}{2} \) gives a good approximation for \( \kappa_{SO(3),[-1]}(E) \) with a small \( E - \frac{3}{4} \), the second order approximation \( \kappa_{2,SO(3),[-1],+0}(E) := 1 + \frac{5}{4} (E - \frac{3}{4})^\frac{1}{2} + \frac{5}{8\sqrt{3}} (E - \frac{3}{4})^\frac{3}{2} \) much improves the approximation for \( \kappa_{SO(3),[-1]}(E) \) with a small \( E - \frac{3}{4} \).

![Fig. 13. Comparison of two approximations \( \kappa_{1,SO(3),[-1],0} \) and \( \kappa_{2,SO(3),[-1],+0} \) of \( \kappa_{SO(3)} \) with a small \( E \). Thick line expresses the error ratio \( \frac{\kappa_{2,SO(3),[-1],+0}(E) - \kappa_{SO(3),[-1]}(E)}{\kappa_{SO(3),[-1]}(E)} \), and dashed line expresses the error ratio \( \frac{\kappa_{1,SO(3),[-1],+0}(E) - \kappa_{SO(3),[-1]}(E)}{\kappa_{SO(3),[-1]}(E)} \).](image)

For the asymptotic optimality condition with respect to input states, we obtain the following lemma.

**Lemma 12.** [Case 1] For a sequence \( \{E_l\} \) satisfying \( E_l \rightarrow \infty \) as \( l \rightarrow \infty \), we focus on a sequence of input states \( \{\phi_{E_l}\} \) in \( L^2_{\infty}(SO(3)) \) with the form \( \phi_{E_l} = \oplus_{k=0}^{\infty} \frac{\delta_{E_l, k\frac{\pi}{2}}}{{\sqrt{2k+1}}} |\psi_k\rangle \) satisfying that \( \langle \phi_{E_l} | H | \phi_{E_l} \rangle \leq E_l \). We also define the odd func-
\[ \tilde{\psi}_{E_l}(\lambda) := \begin{cases} \left( \frac{\pi}{2} \right)^{1/4} \beta_{k,E_l} \sqrt{E_l} & \text{if } \lambda > 0 \\ \left( \frac{-\pi}{2} \right)^{1/4} \beta_{k,E_l} \sqrt{E_l} & \text{if } \lambda < 0 \\ 0 & \text{if } \lambda = 0. \end{cases} \]

Then, \( \min_{M \in \mathcal{M}_{\text{cov}}(SO(3))} D_R(\{\phi_{E_l} \} | \phi_{E_l}, M) = D_R(\{\phi_{E_l} \}) \geq \frac{\beta}{2E_l} \) as \( l \to \infty \) if and only if the sequence of functions \( \tilde{\psi}(\lambda) \) goes to \( 3 + \lambda e^{-\frac{|\lambda|^2}{2}} \) as \( l \to \infty \) on \( \mathbb{R}_+ \).

[Case 2] For a sequence \( \{E_l\} \) satisfying \( E_l \to \infty \) as \( l \to \infty \), we focus on a sequence of input states \( \{\phi_{E_l} \} \) in \( L^2_\pi(SO(3)_{-1}) \) with the form \( \phi_{E_l} := \sum_{k=0}^{\infty} \frac{\pi}{2k+1} |\psi_{k+\frac{1}{2}}\rangle \) satisfying that \( \langle \phi_{E_l} | H | \phi_{E_l} \rangle \leq E_l \). We also define the odd function

\[ \tilde{\phi}_{E_l}(\lambda) := \begin{cases} \left( \frac{\pi}{2} \right)^{1/4} \beta_{k,E_l} \sqrt{E_l} & \text{if } \lambda > 0 \\ \left( \frac{-\pi}{2} \right)^{1/4} \beta_{k,E_l} \sqrt{E_l} & \text{if } \lambda < 0 \\ 0 & \text{if } \lambda = 0. \end{cases} \]

Then, \( \min_{M \in \mathcal{M}_{\text{cov}}(SO(3))} D_R(\{\phi_{E_l} \} | \phi_{E_l}, M) = D_R(\{\phi_{E_l} \}) \geq \frac{\beta}{2E_l} \) as \( l \to \infty \) if and only if the sequence of functions \( \tilde{\phi}(\lambda) \) goes to \( 3 + \lambda e^{-\frac{|\lambda|^2}{2}} \) as \( l \to \infty \) on \( \mathbb{R}_+ \).

**Proof:** The relation \( \min_{M \in \mathcal{M}_{\text{cov}}(SO(3))} D_R(\{\phi_{E_l} \} | \phi_{E_l}, M) = D_R(\{\phi_{E_l} \}) \) holds by the same reason as Lemma 2. Now, we show the first part, i.e., we treat the case of the representation. For this purpose, we choose the function \( \varphi_{E_l}(\theta) := \sum_{k=0}^{\infty} \sqrt{2k+1} \beta_{k,E_l} \sin(k + \frac{1}{2}) \theta \in L^2_\pi((0, \pi]) \), and the parameters \( \lambda := \pm \frac{2k+1}{\sqrt{E_l}} \) and \( \tilde{g} := \sqrt{E_l} \theta \). Then, we have

\[ \frac{1}{E_l} \sum_{k=0}^{\infty} (k + \frac{1}{2}) \beta_{k,E_l}^2 = \sum_{k=0}^{\infty} \frac{1}{2} \int_{E_l}^\infty \sqrt{2} \sqrt{E_l} |\tilde{\phi}_{E_l}(\lambda)|^2 \lambda^2 \sqrt{2\lambda} \frac{d\lambda}{\sqrt{2\pi}}. \]

as \( E_l \to \infty \). Similarly, since

\[ \frac{\varphi_{E_l}(\tilde{g})}{(2\pi E_l)^{\frac{3}{2}}} = \sum_{k=0}^{\infty} e^{-i \frac{2k+1}{\sqrt{2} E_l} \tilde{g}} \beta_{k,E_l} \frac{1}{(2\pi E_l)^{\frac{3}{2}}} = \sum_{k=0}^{\infty} e^{-i \frac{2k+1}{\sqrt{2} E_l} \tilde{g}} \beta_{k,E_l} \frac{1}{(2\pi E_l)^{\frac{3}{2}}} \]

and \( k' = 2k + 1, -(2k+1) \), we have

\[ E_l \int_{-\pi}^{\pi} \lambda^2 |\varphi_{E_l}(\lambda)|^2 \frac{d\lambda}{\sqrt{2\pi}} \leq E_l \int_{-\pi}^{\pi} \frac{\tilde{g}^2}{2} |\varphi_{E_l}(\tilde{g})|^2 \frac{d\tilde{g}}{2\pi} \]

\[ E_l \int_{\sqrt{2\pi E_l}}^{\pi} \frac{\tilde{g}^2}{2} |\varphi_{E_l}(\tilde{g})|^2 \frac{d\tilde{g}}{2\sqrt{2\pi}} E_l \to \int_{\sqrt{2\pi E_l}}^{\pi} \frac{\tilde{g}^2}{2} |\varphi_{E_l}(\tilde{g})|^2 \frac{d\tilde{g}}{2\sqrt{2\pi}}. \]
In Lemma 8, the minimum (25) with \( E = 1 \) is attained only by \( \hat{\phi}(\lambda) = 3^2 \lambda e^{-3^2 \lambda^2} \).
Hence, \( D_R(\phi_{E_1}) \equiv \frac{9}{8} \beta_0 = \frac{1}{2^0} \frac{9}{8} \) as \( l \to \infty \) if and only if \( \hat{\phi}(\lambda) \) goes to \( 3^2 \lambda e^{-3^2 \lambda^2} \)
as \( l \to \infty \).

Next, show the second part, i.e., we treat the case of the projective representation with the factor system \(-1\). For this purpose, we choose the function \( \varphi_{E_1}(\theta) := \sum_{k=0}^{\infty} \frac{\beta_k}{\sqrt{k+1}} E_k \sin(k+1) \theta \in L^2((-\pi, \pi]) \), and the parameters \( \lambda := \frac{k+\frac{1}{2}}{\sqrt{2k+1}} \) and \( g := \sqrt{E} \theta \). Then, we can show the desired argument by the similar way.

\subsection{13.4. Practical construction of asymptotically optimal estimator with energy constraint.}
While Lemma 12 characterizes the asymptotically optimal estimator with energy constraint, no practical construction is provided. In this subsection, we give its practical construction under the same Hamiltonian as in Subsection 13.4.

Now, we choose a state \( |\phi \rangle = \bigoplus_{k=0}^{\infty} \frac{\beta_k}{\sqrt{2k+1}} |\psi_k \rangle \in \mathcal{K}_{SO(3)}^{\otimes n} \) or \( \mathcal{K}_{SO(3)}^{\otimes n} \otimes \mathcal{K}_{SU(2)}^{\otimes n} \) on the subspaces \( \mathcal{K}_{SO(3)}^{\otimes n} \) and \( \mathcal{K}_{SO(3)}^{\otimes n} \otimes \mathcal{K}_{SU(2)}^{\otimes n} \) of \( \mathcal{K}_{SU(2)}^{\otimes n} \).

(3.1) We set the initial state \( |\phi \rangle^{\otimes n} \) on the tensor product system \( \mathcal{K}_{SO(3)}^{\otimes n} \) or \( \mathcal{K}_{SO(3)}^{\otimes n} \otimes \mathcal{K}_{SU(2)}^{\otimes n} \).

(3.2) We apply the covariant measurement \( M_{(I)} \) on each system \( \mathcal{K}_{SO(3)} \) or \( \mathcal{K}_{SO(3)} \otimes \mathcal{K}_{SU(2)} \). Then, we obtain \( n \) outcomes \( g_1, \ldots, g_n \). Each outcome \( g_i \) obeys the distribution \( p_g(g_i) \mu_{SO(3)}(dg_i) \), where \( p_g(g_i) := | \sum_{k=0}^{\infty} \frac{\beta_k}{\sqrt{2k+1}} \text{Tr} f_k(g_i^{-1}g) |^2 \) or \( | \sum_{k=0}^{\infty} \frac{\beta_k}{\sqrt{2k+1}} \text{Tr} f_k(g_i^{-1}g) |^2 \).

(3.3) We apply the maximum likelihood estimator to the obtained outcomes \( g_1, \ldots, g_n \). Then, we obtain the final estimate \( \hat{g}_n \). That is, we decide \( \hat{g}_n \) as

\[ \hat{g}_n := \text{argmax}_{g \in SU(2)} \sum_{i=1}^{n} \log p_g(g_i). \]  

(198)

We denote the above measurement with the output \( \hat{g}_n \) by \( M_n \). Then, due to the following theorem, the above protocol asymptotically realizes the minimum error under the energy constraint.

**Theorem 20.** Assume that \( E_\phi > 0 \). Then, the relations

\[ \lim_{n \to \infty} n D_R(|\phi^{\otimes n} \rangle, M_n) = \frac{9}{8} E_\phi \]  

(199)

\[ \langle \phi^{\otimes n} | H^{(n)} | \phi^{\otimes n} \rangle = E_\phi n \]  

(200)

hold. That is,

\[ \lim_{n \to \infty} \langle \phi^{\otimes n} | H^{(n)} | \phi^{\otimes n} \rangle D_R(|\phi^{\otimes n} \rangle, M_n) = \frac{9}{8}. \]  

(201)
Since the Bell state $|\psi_1^2\rangle$ satisfies the condition in Theorem 20, the optimal performance with energy constraint can be attained by using the Bell state $|\psi_1^2\rangle$.

The above protocol with the Bell state $|\psi_1^2\rangle$ does not require use of entanglement among more than two qubits, and requires only the entanglement between two qubits.

Proof: (200) can be shown by the same as (149) in Theorem 14. Similar to the proof of Theorem 14, under the parametrization $\theta$, we can show that the Fisher information matrix $J_0$ at $\theta = 0$ is calculated as

$$J_{s,t}^0 = \frac{4}{3}E_\theta \delta_{s,t}.$$  

(202)

Hence, $(J_0^{-1})_{i,j} = \frac{3}{4}E_\theta \delta_{i,j}$. Remember that the inverse of the Fisher information matrix gives the asymptotic mean square error. Since $R_{S\text{O}(3)}(e, \varpi_\theta) = 1 - \cos \parallel \theta \parallel \sim \parallel \theta \parallel^2 = \frac{1}{2}((\theta^1)^2 + (\theta^2)^2 + (\theta^3)^2)$, we have

$$nD_R(\phi^\otimes n, M_n) \equiv \frac{n}{2}E_\theta \sum_{i=1}^{3} \delta_{i,n}^2 - \frac{1}{2} \sum_{i=1}^{3} (J_0^{-1})_{i,i} = \frac{3}{2} \sum_{i=1}^{3} 3\delta_{i,i} - \frac{9}{8}E_\phi,$$

where $E_\theta$ expresses the expectation under the distribution $p_{\varpi_\theta}$.

13.5. Application to eigenvalue estimation in qubit system. In order to estimate the eigenvalue of the given density $\rho$ on the qubit system $C^2$, we often consider the following irreducible decomposition as

$$(C^2)^\otimes 2m = \bigoplus_{l=0}^{m} U_l \otimes C^{d(2m,l)},$$  

(203)

$$(C^2)^\otimes 2m+1 = \bigoplus_{l=0}^{m} U_{l+\frac{1}{2}} \otimes C^{d(2m+1,l+\frac{1}{2})},$$  

(204)

where

$$d(2m,l) := \begin{cases} \binom{2m}{(m-l)} - \binom{2m}{(m-l-1)} & \text{if } 0 \leq l \leq m - 1 \\ \binom{2m}{(m-l)} & \text{if } l = m \\ 0 & \text{otherwise} \end{cases}$$  

(205)

$$d(2m+1,l+\frac{1}{2}) := \begin{cases} \binom{2m+1}{(m-l)} - \binom{2m+1}{(m-l-1)} & \text{if } 0 \leq l \leq m - 1 \\ \binom{2m+1}{(m-l)} & \text{if } l = m \\ 0 & \text{otherwise} \end{cases}$$  

(206)

Then, we define the projections $P^{(2m)}_l$ and $P^{(2m+1)}_{l+\frac{1}{2}}$ as the projections to $U_l \otimes C^{d(2m,l)}$ and $U_{l+\frac{1}{2}} \otimes C^{d(2m+1,l+\frac{1}{2})}$. These projections form projection-valued measures. When the initial state is given as $\rho^\otimes n$ and we apply the measurement corresponding to the projection-valued measure $\{P^{(2m)}_l\}$ or $\{P^{(2m+1)}_{l+\frac{1}{2}}\}$, the value $\frac{l}{2m}$ or $\frac{l+\frac{1}{2}}{2m+1}$ gives the estimate of the smaller eigenvalue of $\rho$ [36, Appendix A] [37].
When the smaller eigenvalue $p$ of $\rho$ is less than $\frac{1}{2}$, the error $\sqrt{2m(\frac{1}{2m} - p)}$ or $\sqrt{2m + 1(\frac{1}{2m+1} - p)}$ asymptotically obeys the Gaussian distribution with the average 0 and the variance $p(1-p)$. This fact can be shown by combining the local asymptotic normality [39, 40] and the achievement of the asymptotic minimum error bound by this measurement [37, 38]. However, the asymptotic behavior of $\sqrt{2m(\frac{1}{2m} - p)}$ or $\sqrt{2m + 1(\frac{1}{2m+1} - p)}$ is not known when $p = \frac{1}{2}$, i.e., $\rho$ is the completely mixed state. The stochastic asymptotic behaviors of $\frac{l}{\sqrt{2m}}$ and $\frac{l + \frac{1}{2}}{\sqrt{2m + 1}}$ can be given as follows.

$$\Pr(n)\left\{ \frac{l}{\sqrt{2m}} \leq y \right\} \rightarrow \int_{0}^{y} \frac{8}{\sqrt{2\pi}} \lambda^{2} e^{-2\lambda^{2}} d\lambda \text{ as } m \to \infty$$

$$\Pr(n)\left\{ \frac{l + \frac{1}{2}}{\sqrt{2m + 1}} \leq y \right\} \rightarrow \int_{0}^{y} \frac{8}{\sqrt{2\pi}} \lambda^{2} e^{-2\lambda^{2}} d\lambda \text{ as } m \to \infty. \quad (207)$$

That is, the wave function corresponding to the single photon gives the limiting behavior of the outcome of the measurement corresponding to the irreducible decomposition when the true state is the completely mixed state. This argument can be shown by the following generalized argument.

Consider the mixed state $\rho := \sum_{k=0}^{\infty} p_{k}^{2} \rho_{k}^{\text{mix}}$ on the system $H := \sum_{k=0}^{\infty} U_{k}^{\text{mix}}$, where $\rho_{k}^{\text{mix}}$ is the completely mixed state on the system $U_{k}$. Then, we consider the tensor product state $\rho^{\otimes n}$ on $H^{\otimes n}$. Considering the tensor product representation of SU(2), we decompose the tensor product space $H^{\otimes n}$ to $\sum_{k=0}^{\infty} U_{k}^{\otimes n} \otimes V_{k}^{\otimes n}$, where the group SU(2) acts only on $U_{k}$. Then, we can define the projection $P_{\frac{k}{n}}^{(n)}$ to $U_{\frac{k}{n}} \otimes V_{\frac{k}{n}}$. That is, when the state is $\rho^{\otimes n}$ and we apply measurement $\{P_{\frac{k}{n}}^{(n)}\}_{k}$, we obtain the outcome $k$ with the probability $p_{\frac{k}{n}}^{(n)} := \text{Tr} \rho^{\otimes n} P_{\frac{k}{n}}^{(n)}$. Defining

$$E := \sum_{k=0}^{\infty} \frac{k(k+1)}{2} p_{\frac{k}{n}}^{(n)}, \quad (209)$$

The following theorem holds.

**Theorem 21.** When $E > 0$, we have

$$\Pr(n)\left\{ \frac{k}{2\sqrt{n}} \leq x \right\} := \sum_{k=0}^{2x\sqrt{n}} p_{\frac{k}{n}}^{(n)} \rightarrow \int_{0}^{x} \frac{\sqrt{2} \cdot 3^{x}}{\sqrt{\pi} E^{3}} t^{2} e^{-\frac{3t^{2}}{2E}} dt$$

$$= \int_{0}^{3x^{2}/E} \frac{\sqrt{2}}{\sqrt{2\pi} e^{-\frac{z^{2}}{2}}} dz. \quad (210)$$

The right hand side of (210) is called $\chi^{2}$-distribution with 3 degrees of freedom or Gamma distribution.

This theorem with $l = \frac{k}{n}$ and $l + \frac{1}{2} = \frac{k}{n}$ implies (207) and (208), respectively. In fact, this theorem can be regarded as an SU(2)-version of the central limit theorem. When we consider the similar problem in the case of U(1), we recover the conventional central limit theorem because the tensor product gives the
sum of weight in the case of $U(1)$. Further, this theorem has been shown in a more general framework by using the concept “hypergroup” [43]. In particular, Theorem 21 corresponds to the case of Chebychev hypergroup of the second kind [43] p.166. Here, we give another proof by using our result.

**Proof:** Define the pure state $|\phi\rangle := \oplus_{k=0}^{\infty} \beta_{k+1}^{(n)} |\Psi_k^{(n)}\rangle$ with $\beta^{(n)}_{k+1} = \sqrt{p^{(n)}_{k+1}}$. Then, we choose the coefficients $\beta^{(n)}_k$ such that $|\phi\rangle \otimes n := \oplus_{k=0}^{\infty} \beta^{(n)}_{k+1} |\Psi_k^{(n)}\rangle$. Hence, we obtain $\beta^{(n)}_k = \sqrt{p^{(n)}_{k+1}}$.

In the following, we show the theorem with three separated cases. First, we assume that there exist at least one even number $k_0 \geq 0$ and one odd number $k_0 > 0$ such that $p^{(n)}_{k_0} > 0$ and $p^{(n)}_{k_1} > 0$. Theorem 13 implies that the state $|\phi\rangle \otimes n$ satisfies the condition of Lemma 11. Hence,

$$ (2\pi E n)^{\frac{1}{2}} \sqrt{p^{(n)}_{\varepsilon E n - \frac{1}{2}}} \rightarrow 3^{\frac{3}{2}} \lambda e^{-\frac{2\pi^2}{3}}. \quad (211) $$

Choosing $t = \sqrt{E} \lambda$, we have

$$ \sqrt{n p^{(n)}_{\varepsilon E n - \frac{1}{2}}} \rightarrow \sqrt{\frac{3^{3}}{2\pi E^3} t^2 e^{-\frac{2\pi^2}{3}}}. \quad (212) $$

Hence, considering $t = \frac{1}{2\sqrt{n}}$, we have

$$ \sum_{k=0}^{2x\sqrt{n}} p^{(n)}_{k} = 2 \sum_{k=0}^{2x\sqrt{n}} \frac{1}{2\sqrt{n}} \sqrt{n p^{(n)}_{\varepsilon E n - \frac{1}{2}}} \rightarrow \int_{0}^{n} \frac{\sqrt{2} \cdot 3^{3}}{\sqrt{\pi E^3}} t^2 e^{-\frac{2\pi^2}{3}} dt. \quad (213) $$

Next, we assume that $p^{(n)}_{k} = 0$ for all odd numbers $k$. Theorem 20 implies that the state $|\phi\rangle \otimes n$ satisfies the condition of [Case 1] of Lemma 12. Hence,

$$ (\frac{\pi E n}{2})^{\frac{1}{2}} \sqrt{p^{(n)}_{\varepsilon E n - \frac{1}{2}}} \rightarrow 3^{\frac{3}{2}} \lambda e^{-\frac{2\pi^2}{3}}, \quad p^{(n)}_{1+\frac{1}{2}} = 0 \quad (214) $$

Choosing $t = \sqrt{E} \lambda$, we have

$$ \sqrt{n p^{(n)}_{\varepsilon E n - \frac{1}{2}}} \rightarrow \frac{2}{\pi E^3} t^2 e^{-\frac{2\pi^2}{3}}. \quad (215) $$

Hence, considering $t = \frac{k}{\sqrt{n}}$, we have

$$ \sum_{k=0}^{2x\sqrt{n}} p^{(n)}_{k} = 2 \sum_{k=0}^{2x\sqrt{n}} \frac{1}{2\sqrt{n}} \sqrt{n p^{(n)}_{\varepsilon E n - \frac{1}{2}}} \rightarrow \int_{0}^{n} \frac{\sqrt{2} \sqrt{2} \pi E^3}{\sqrt{3^{3}} t^2 e^{-\frac{2\pi^2}{3}} dt. \quad (216) $$

Finally, we consider the case when $p^{(n)}_{k} = 0$ for all even numbers $k$. Theorems 20 implies that the state $|\phi\rangle \otimes n$ satisfies the condition of [Case 1] of Lemma 12 for an even $n$, and the state $|\phi\rangle \otimes n$ satisfies the condition of [Case 2] of Lemma 12 for an odd $n$.

$$ (\frac{\pi E n}{2})^{\frac{1}{2}} \sqrt{p^{(n)}_{\varepsilon E n - \frac{1}{2}}} \rightarrow 3^{\frac{3}{2}} \lambda e^{-\frac{2\pi^2}{3}}, \quad p^{(n)}_{d} = 0. \quad (217) $$

Hence, similar to (216), we can show (211).
14. Heisenberg representation of $\mathbb{R}^2$

As a typical example of non-commutative representation of a non-compact group, we treat the Heisenberg representation of $\mathbb{R}^2$. Then, we fix the factor system $\mathcal{L}$ defined by the Heisenberg representation. In this case, the representation space is $L^2(\mathbb{R})$ and we allow to use the multiplicity space $L^2(\mathbb{R})^\otimes 2$. We employ the operators $Q_1 = Q \otimes I$, $Q_2 = I \otimes Q$, $P_1 = P \otimes I$, and $P_2 = I \otimes P$ in the latter system $L^2(\mathbb{R})^\otimes 2$. Now, we focus on the average of the square error

$$\int_{\mathbb{R}^2} (\hat{x}_1 - x_1)^2 + (\hat{x}_2 - x_2)^2 \text{Tr} f(\zeta)\rho f(\zeta)^\dagger M(d\zeta),$$

(218)

where $\zeta = \frac{x_1 + ix_2}{\sqrt{2}}$ when the input state is $\rho$ and the estimator is $M$. When the input state $\rho$ is a pure state $\phi$ and the estimator $M$ is $M|I\rangle\langle I|$, the average of the square error is simplified to

$$\int_{\mathbb{R}^2} (\hat{x}_1 - x_1)^2 + (\hat{x}_2 - x_2)^2 |\mathcal{F}^{-1}_\mathcal{L}[\phi]|(-\zeta)|^2 dx_1 dx_2 = \langle \phi | Q_1^2 + Q_2^2 | \phi \rangle,$$

(219)

where $\phi := \mathcal{F}^{-1}_\mathcal{L}[\phi]$. Now, we consider the energy constraint as follows.

$$\langle \phi | (Q_1^2 + P_1^2) \otimes I | \phi \rangle \leq E,$$

(220)

which can be rewritten as

$$\langle \phi | (P_2 - \frac{1}{2}Q_1)^2 + (-P_1 - \frac{1}{2}Q_2)^2 | \phi \rangle \leq E.$$

(221)

Now, we apply the unitary transformation $U$ corresponding to the following element of $\text{Sp}(4, \mathbb{R})$:

$$\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & -\frac{1}{2} & 1 & 0 \\
\frac{1}{2} & 0 & 0 & 1
\end{pmatrix}$$

Then, we can convert the above problem to the following: We minimize

$$\langle \phi | U(Q_1^2 + Q_2^2)U^\dagger | \phi \rangle$$

(222)

under the condition

$$\langle \phi | U(P_1^2 + P_2^2)U^\dagger | \phi \rangle \leq E.$$  

(223)

This minimization problem can be solved by the combination of the minimization problems $\min \{\langle \phi | UQ_j^2U^\dagger | \phi \rangle | \langle \phi | UP_j^2U^\dagger | \phi \rangle \leq E/2 \}$ with $j = 1, 2$. Then, the minimum value of (222) is $\frac{E}{\sqrt{2}}$, which can be attained when $U^\dagger | \phi \rangle$ is $\sqrt{E}e^{\frac{i}{\sqrt{2}(x_1 + x_2)}}$. Thus,

$$\min_{| \phi \rangle \in L^2(\mathbb{R})} \{D(R(| \phi \rangle)|\langle \phi | P^2 + Q^2 | \phi \rangle \leq E \} = \frac{1}{E}.$$  

(224)

Applying Theorem 2 to the above discussion, we obtain the following theorem.
In this case, the optimal estimation in the composite system with the energy optimal input state with the energy \( E \) given above, \( \langle E \rangle \), has the energy \( \langle E \rangle \) in the same way as the end of Subsection 9.1. That is, we can realize the optimal estimations are infinite-dimensional. Then, we have succeeded in the calculations of non-compact group because many of their non-commutative projective representations are infinite-dimensional. Then, we have succeeded in the calculations of

Theorem 22. The relations

\[
\begin{align*}
\min_{\rho \in S(L^2(\mathbb{R}))} \min_{M \in \mathcal{M}_{cov}(G)} \{ &D_R(\rho, M)|\text{Tr} \rho (P^2 + Q^2) \leq E \} \\
= & \min_{\{\rho_i\}} \min_{\rho_i \in S(L^2(\mathbb{R}))} \min_{M_i \in \mathcal{M}_{cov}(G)} \{ \sum_i p_i D_R(\rho_i, M_i) | \sum_i p_i \text{Tr} \rho_i (P^2 + Q^2) \leq E \} \\
= & \frac{1}{E} \tag{225}
\end{align*}
\]

holds.

Due to the construction, the outcome of the optimal estimator obeys the Gaussian distribution with the variance \( \frac{1}{2E} \) and the average \( (\theta_1, \theta_2) \) when the true parameter is \( (\theta_1, \theta_2) \).

Now, we consider two systems \( \mathcal{H}_i \) \( (i = 1, 2) \) equivalent with \( L^2(\mathbb{R}) \) with the Hamiltonian \( Q^2 + P^2 \). We focus on the composite system \( \mathcal{H}_1 \otimes \mathcal{H}_2 \) with the Hamiltonian \( (Q \otimes I + I \otimes Q)^2 + (P \otimes I + I \otimes P)^2 = (Q^2 + P^2) \otimes I + 2(Q \otimes Q + P \otimes P) + I \otimes (Q^2 + P^2) \), which has a strong interaction term \( 2(Q \otimes Q + P \otimes P) \).

In this case, the optimal estimation in the composite system with the energy \( E_1 + E_2 \) can be realized by the following way. Let the input state \( |\phi_i\rangle \) be the optimal input state with the energy \( E_i \). Then, due to the construction of \( |\phi_i\rangle \) given above, \( \langle \phi_i | Q | \phi_i \rangle = \langle \phi_i | P | \phi_i \rangle = 0 \). The input state \( |\phi_1 \otimes \phi_2\rangle = |\phi_1\rangle \otimes |\phi_2\rangle \) has the energy \( E_1 + E_2 \) because

\[
\begin{align*}
\langle \phi_1 \otimes \phi_2 \rangle [(P \otimes I + I \otimes P)^2 + (Q \otimes I + I \otimes Q)^2] |\phi_1 \otimes \phi_2\rangle \\
= & \langle \phi_1 \otimes \phi_2 \rangle [(Q^2 + P^2) \otimes I |\phi_1 \otimes \phi_2\rangle + \langle \phi_1 \otimes \phi_2 | I \otimes (Q^2 + P^2) |\phi_1 \otimes \phi_2\rangle \\
& + 2 \langle \phi_1 \otimes \phi_2 | Q \otimes Q + P \otimes P |\phi_1 \otimes \phi_2\rangle \\
= & \langle \phi_1 | Q^2 + P^2 |\phi_1\rangle + \langle \phi_2 | Q^2 + P^2 |\phi_2\rangle \\
& + 2 \langle \phi_1 | Q |\phi_1\rangle \langle \phi_2 | Q |\phi_2\rangle + 2 \langle \phi_1 | P |\phi_1\rangle \langle \phi_2 | P |\phi_2\rangle \\
= & E_1 + E_2.
\end{align*}
\]

Since the outcomes of each optimal estimation in the subsystems \( \mathcal{H}_i \) obey the Gaussian distribution, the state \( |\phi_1 \otimes \phi_2\rangle \) realizes the optimal estimator in the composite system \( \mathcal{H}_1 \otimes \mathcal{H}_2 \) the energy \( E_1 + E_2 \) by constructing the measurement in the same way as the end of Subsection 9.1. That is, we can realize the optimal estimator by the combination of the optimal estimators of the individual systems.

15. Conclusion

We have shown two general formulas for the minimum error in the estimation of group action based on the inverse Fourier transform of the input state. One gives the minimum error without energy constraint, and the other gives the minimum error with energy constraint. Using the obtained former formula, we have derived several known formulas, i.e., the maximum discrimination formula in the finite group case and the minimum error formula for the compact group. In fact, the obtained latter formula is essential for the estimation of action of the non-compact group because many of their non-commutative projective representations are infinite-dimensional. Then, we have succeeded in the calculations of
the minimum error in the case of \( \mathbb{R} \) with two types of energy constraints. Applying the result with the energy constraints, we have succeeded in the asymptotic calculations of the minimum error in the case of \( \mathbb{U}(1) \) with two types of energy constraints. Further, applying the result of \( \mathbb{U}(1) \) with the energy constraint, we have succeeded in the asymptotic calculations of the minimum error in the case of \( \mathbb{SU}(2) \) with the energy constraints for total angular momentum. Finally, we apply our formula with energy constraint to the Heisenberg representation.

Next, we discuss the reasonability of the square speed up in the estimation of unitary. In all of the above examples, when we consider the energy constraint \( \text{Tr} \rho H \leq E \), the minimum error asymptotically behaves as \( \frac{c}{E} \) not \( \frac{c}{E^2} \). This fact implies that there is no square speed up under the energy constraint. However, we have square speed up under the interval constraint for \( \mathbb{R} \) and \( \mathbb{U}(1) \) and the constraint for the number of tensors for \( \mathbb{SO}(3) \). In these cases, the average energy of the input states increases with the order of square of the size of the constraint. In the realistic setting, we have to consider the average energy as the cost even though we are interested in the length of interval of the weight range or the number of tensor products. In such a case, the energy constraint gives a more restrictive constraint than the constraint of the width of the weight range or the number of tensor products when larger sizes in both constraints are available. That is, the energy constraint is dominant. So, we essentially have no square speed up.

This observation may be extended to any other compact groups while it is known that the square speed up phenomena happens with respect to the number of tensor products in \( \mathbb{SU}(d) \) \(^{19}\). This is because the minimum error behaves as \( \frac{c}{E} \) not \( \frac{c}{E^2} \) in the estimation of \( \mathbb{SU}(d) \) when we consider an energy constraint \( \text{Tr} \rho H \leq E \) and the Hamiltonian \( H \) is given by the Casimir element because \( \mathbb{SU}(d) \) contains the \( \mathbb{U}(1) \) as a subgroup.

We have also given a practical construction of the asymptotically optimal estimator for \( \mathbb{U}(1), \mathbb{SO}(3), \) and \( \mathbb{SU}(2) \) as follows. In the estimation of \( \mathbb{U}(1) \), in Subsection \(^{11.4}\), we have shown that the asymptotically optimal estimation with the energy constraint can be realized by the repetition of the estimation of \( \mathbb{U}(1) \) by using the single qubit system. That is, the optimal performance can asymptotically be attained by the maximum likelihood estimator based of the outcomes subject to the independent and identical distribution given by the single qubit system. Hence, such an optimal performance can be easily realized. The similar fact also holds in the estimation of \( \mathbb{SO}(3) \) and \( \mathbb{SU}(2) \). In the case of \( \mathbb{SO}(3) \), as has been shown in Subsection \(^{12.4}\), the asymptotically optimal estimator can be realized as follows. First, we input the Bell state, in which the group \( \mathbb{SO}(3) \) acts only on the first qubit and the second qubit works as the reference system. Then, we apply the covariant measurement on the total system. We repeat this process and apply the maximum likelihood estimator to the obtained data. A similar fact has been shown for \( \mathbb{SU}(2) \). However, in the case of \( \mathbb{SU}(2) \), we need to prepare a superposition input state of maximally entangled states on irreducible representations with an integer weight and a half integer weight. This is because estimation of \( \mathbb{SU}(2) \) requires to distinguish the two elements of \( \mathbb{SU}(2) \) corresponding to the same element of \( \mathbb{SO}(3) \).

We have also shown a similar fact for \( \mathbb{R} \) and \( \mathbb{R}^2 \) with the Heisenberg representation. It was been shown that we can realize the optimal estimator by a linear combination of the optimal estimators of the individual systems \( \mathcal{H}_1 \) and
A function $\phi$ which is a subspace of $L^2$ and $H_2$ under the energy constraint for the estimation of $R$ and $R^2$ with Heisenberg representation. In these cases, any input state entangled between subsystems $H_1$ and $H_2$ is not required for the optimal estimation.
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A. Periodic function space and Mathieu equation

In order to treat the space of periodic function, for a positive real number $L$, we introduce the notations as follows.

$$L^2_p((-L, L]) := \{ f | f(x + 2L) = f(x), \int_{-L}^{L} |f(x)|^2 \frac{dx}{2L} < \infty \}. \quad (226)$$

As a generalization, we define the space of anti-periodic functions

$$L^2_a((-L, L]) := \{ f | f(x + 2L) = -f(x), \int_{-L}^{L} |f(x)|^2 \frac{dx}{2L} < \infty \}, \quad (227)$$

which is a subspace of $L^2_p((-2L, 2L])$. Further, we denote the spaces of even functions and odd functions in $L^2_p((-L, L])$ and $L^2_a((-L, L])$ by $L^2_{p, \text{even}}((-L, L])$, $L^2_{p, \text{odd}}((-L, L])$, $L^2_{a, \text{even}}((-L, L])$, and $L^2_{a, \text{odd}}((-L, L])$, respectively. For any $f, g \in L^2_p((-L, L])$, we define the inner product as

$$\langle f | g \rangle := \int_{-L}^{L} f(x)g(x) \frac{dx}{2L}. \quad (228)$$

The subspaces $L^2_{p, \text{even}}((-L, L])$ and $L^2_{p, \text{odd}}((-L, L])$ (the subspaces $L^2_{a, \text{even}}((-L, L])$ and $L^2_{a, \text{odd}}((-L, L])$) are orthogonal to each other. Also, the two subspaces $L^2_{p, \text{even}}((-L, L])$ and $L^2_{a, \text{even}}((-L, L])$ are orthogonal to each other. Therefore, the space $L^2_p((-2L, 2L])$ can be written as $L^2_{p, \text{even}}((-L, L]) \oplus L^2_{p, \text{odd}}((-L, L]) \oplus L^2_{a, \text{even}}((-L, L]) \oplus L^2_{a, \text{odd}}((-L, L])$.

Now, we consider Mathieu equation:

$$\frac{d^2}{d\theta^2} \varphi(\theta) + (a - 2q \cos(2\theta)) \varphi(\theta) = 0. \quad (229)$$

A function $\varphi$ satisfies the above equation if and only if the function $\varphi$ is the eigenfunction of the differential operator $P^2 + 2q \cos(2Q)$. The operator $X(q) := P^2 + 2q \cos(2Q)$ preserves the subspaces $L^2_{p, \text{even}}((-\frac{\pi}{2}, \frac{\pi}{2}]), L^2_{p, \text{odd}}((-\frac{\pi}{2}, \frac{\pi}{2}]), L^2_{a, \text{even}}((-\frac{\pi}{2}, \frac{\pi}{2}]),$ and $L^2_{a, \text{odd}}((-\frac{\pi}{2}, \frac{\pi}{2}])$. Then, we denote the minimum eigenvalues in $L^2_{p, \text{even}}((-\frac{\pi}{2}, \frac{\pi}{2}])$,
Lemma 13. Then, we have the following lemma. Further expansion is available in [41, Section 28.8].

We show an important technical lemma. For a given Hilbert space $\mathcal{H}$, we consider two self-adjoint operators $Y$ and $Z$ and a two-dimensional subspace $\mathcal{V}$ of $\mathcal{H}$. Then, we have the following lemma.

**Lemma 13.**

$$\min_{\rho \in \mathcal{S}(\mathcal{V})} \{ \Tr \rho Y | \Tr \rho Z \leq E \} = \min_{\phi \in \mathcal{V}} \{ \langle \phi | Y | \phi \rangle | \langle \phi | Z | \phi \rangle \leq E, \| \phi \| = 1 \}.$$  

*If there is no element satisfying the condition, we consider that the above minimums are infinity.*
Proof: It is enough to show

$$\min_{\rho \in S(Y)} \{ \text{Tr} \rho Y | \text{Tr} \rho Z = E \} = \min_{\phi \in \mathbb{V}} \{ \langle \phi | Y | \phi \rangle | \langle \phi | Z | \phi \rangle = E, \| \phi \| = 1 \}. \quad \text{(236)}$$

In this case, we can consider $Y$ and $Z$ as two-dimensional Hermitian matrices. Then, $Z$ can be diagonalized to $z_0 |u_0\rangle \langle u_0| + z_1 |u_1\rangle \langle u_1|$. When $z_0 = z_1$, the above equation is trivial. So, we assume that $z_0 < z_1$ and there exists a density operator $\rho$ satisfying the condition. Then, there exists $p \in [0, 1]$ such that $p y_0 + (1 - p) y_1 = E$. Then, when a density operator $\rho$ satisfies $\text{Tr} \rho Z = E$, $\rho$ can be written as

$$\sum_q q |v_q\rangle \langle v_q|,$$

where $\{q_i\}$ is a distribution and $v_i = \sqrt{p y_0 + e^{\theta_j}} \sqrt{1 - p y_1}$. Hence, we obtain

$$\text{Tr} Y = \sum_l q_l \langle v_l | Z | v_l \rangle \geq \min_{l \in \mathbb{V}} \{ \langle v_l | Z | v_l \rangle \} \geq \min_{\phi \in \mathbb{V}} \{ \langle \phi | Y | \phi \rangle | \langle \phi | Z | \phi \rangle = E, \| \phi \| = 1 \},$$

which implies (236). \[\Box\]

C. Diagonalization of matrix

Lemma 14. [27, 29] The operator $P_m := \sum_{j=1}^{m-1} |j \rangle \langle j| + |j+1 \rangle \langle j+1| \langle k \rangle$ has eigenvalues $2 \cos \frac{2j\pi}{m+1}$ $(j = 1, \ldots, m)$ with the eigenvectors $x_j := \sum_{k=0}^{m} \sin \frac{k\pi}{m+1} |k \rangle$.

Now, we consider the case when $m$ is an even number $2l$. Then, we change the basis with the correspondence $|k \rangle \to |k-l - \frac{1}{2} \rangle$. The matrix $P_m$ is rewritten as $\sum_{k=-l-\frac{1}{2}}^{l+\frac{1}{2}} |k \rangle \langle k| + |k+1 \rangle \langle k+1|$. Now, we decompose the space $V_l$ spanned by the basis $\{|k\rangle\}$ as follows.

$$V_l = V_{l, \text{even}} \oplus V_{l, \text{odd}} \quad \text{(237)}$$

$$V_{l, \text{even}} := \left\{ \sum_k a_k |k \rangle |a_{-k} = a_k \right\} \quad \text{(238)}$$

$$V_{l, \text{odd}} := \left\{ \sum_k a_k |k \rangle |a_{-k} = -a_k \right\} \quad \text{(239)}$$

The operator $P_{2l}$ preserves $V_{l, \text{even}}$ and $V_{l, \text{odd}}$. The space $V_{l, \text{odd}}$ is spanned by $|u_k \rangle := \frac{1}{\sqrt{2}} (|k \rangle - \frac{1}{2} | - k \rangle)$ with $k = 1, \ldots, l$. On the space $V_{l, \text{odd}}$, the operator $P_{2l}$ is written as

$$P_{2l} := - |u_1 \rangle \langle u_1| + \sum_{k=1}^{l-1} (|u_k \rangle \langle u_{k+1}| + |u_{k+1} \rangle \langle u_k|). \quad \text{(240)}$$

Due to Lemma 14 on the space $V_{l, \text{odd}}$, the operator $P_{2l}$ has the eigenvalues $2 \cos \frac{2k\pi}{2l+1}$ with $t = 1, \ldots, l$. The eigenvector associated with the eigenvalues $2 \cos \frac{2k\pi}{2l+1}$ is $|v_{2l} \rangle = \sum_{k=-l+\frac{1}{2}}^{l+\frac{1}{2}} \sin \frac{k\pi}{2l+1} |k \rangle = \sqrt{2} \sum_{k=1}^{l} \sin \frac{2k\pi}{2l+1} |u_k \rangle$. 
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