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Abstract—As collaborative robots move closer to human environments, motion generation and reactive planning strategies that allow for elaborate task execution with minimal easy-to-implement guidance whilst coping with changes in the environment is of paramount importance. In this paper, we present a novel approach for generating real-time motion plans for point-to-point tasks using a single successful human demonstration. Our approach is based on screw linear interpolation, which allows us to respect the underlying geometric constraints that characterize the task and are implicitly present in the demonstration. We also integrate an original reactive collision avoidance approach with our planner. We present extensive experimental results to demonstrate that with our approach, by using a single demonstration of moving one block, we can generate motion plans for complex tasks like stacking multiple blocks (in a dynamic environment). Analogous generalization abilities are also shown for tasks like pouring and loading shelves. For the pouring task, we also show that a demonstration given for one-armed pouring can be used for planning pouring with a dual-armed manipulator of different kinematic structure.

I. INTRODUCTION

We are interested in the problem of a robot manipulating objects in highly constrained, unstructured, possibly cluttered and dynamic environments, in a real-time fashion, and the transfer of the task expertise and constraints to different robotic systems. Take for instance, the shelving task in Fig. 1 where the robot needs to generate a sequence of plans to grasp books from a user and place them in different available spaces in the cupboard while avoiding collision with the cluttered cupboard and dynamic objects in the scene. Designing plans for elaborate tasks such as this requires experienced roboticists to conceptualize and preprogram the robot [1], [2]. It is even more time consuming and limiting when we want to integrate safety aspects, make changes in the environment, structure and/or transfer the task(s) to different robots as seen Fig. 1.

A convenient solution is to teach the robot from human demonstrations. However, existing solutions require multiple demonstrations—which can be cumbersome in cluttered and constrained scenarios—and often have limited capability to generalize to different structure and robots. Furthermore, practical applicability in industry and service robotics, calls for the development of a framework which requires minimal time from demonstration (preferably single) to deployment on the robot [3]. In this work, we propose a reactive planner guided by a single-demonstration that enables the robot to solve such elaborate tasks and that can be straightforwardly transferred to even multiple-arm systems.

These are the key problems that our planning framework solves: First, our planner produces paths through screw linear interpolation (ScLERP) that implicitly maps—and therefore satisfies—all geometric constraints embedded in the single-demonstration. For instance, while pouring a glass of water, the orientation transformations related to the angle deflection along the axis of rotation is coupled with the specific translation position. Our planner explores this information allowing autonomous transfer to new conditions, scenes, new initial or final pose, and even to a completely different robotic system. Note, the user requires no knowledge about the constraints as they are embedded in the topology. Second, our planner shifts interpolated points that can lead to collision through a novel reactive approach ensuring feasibility of the motion. Finally, our planner provides motion generation in real-time with an additional safety layer for guaranteed collision avoidance within the low-level controller.

To the best of our knowledge, this is the first work to integrate this level of reactiveness, collision avoidance and generalization in real-time from a single user demonstration. Furthermore, we demonstrate through real robot experiments the efficiency of our approach and that the coordinate invariant motions generated by our algorithm can be seamlessly transferred to multiple robots with different kinematic structure.

A. Related Work

The basic approach to make robots autonomous for a particular task is hand-engineering of a controller. Yet the generalization of this task across the workspace (different instances) is extremely hard [1]. A well-known strategy, in this regard, is learning from demonstrations (LfD) [4], [5] which is often acquired through teleoperation, kinesthetic or passive observation. A convenient way to encode the
trajectory information is by means of motion primitives, e.g., DMPs [6], [7]. However, adapting DMPs to reach viapoints is not straightforward [8] and they need multiple demonstrations to encode the mean trajectory which can be challenging for rotation. Taking a probabilistic approach such as ProMPs improves generalization [8], yet their convergence is still only guaranteed within the demonstration region. Furthermore, often constraints are embedded in joint-space [9], [10], which limits applicability to variations of the joint to task space mapping, e.g., single changes in the kinematics to changing the robot. Moreover, most of existing approaches have limited generalization capability as well as reactivity in the presence of dynamic obstacles, and they often require a reasonable amount of demonstrations, which is cumbersome in highly constrained scenarios. To avoid multiple demonstrations, recent focus has been given to one-shot learning or learning from a single example [11]–[13]. Nevertheless, studies in this area often assume the existence of an optimization criterion that defines the tasks [14] or make strong distributional assumptions about the means of task motion generation [13]. Also, previous works in animation and robotics have incorporated user inputs in the configuration space [15]–[19] where handling obstacles in a reactive fashion is not usually the case [20]. Our method on the other hand introduces user kinesthetic guidance in task-space planning.

Overall, we take a fundamentally different approach. We explore the one-time kinesthetic demonstration not to learn the trajectory, imitate the human motion, learn a cost function or a policy, but rather to encode and follow the implicit geometric features underlying the path. Our approach is hinged on the observation that from a given set \( \Theta \subseteq \text{Spin}(3) \times \mathbb{R}^3 \), the set of all rigid body motions, proper subsets can be drawn from geometric structures of interest which are then implicitly captured by the human demonstration and preserved by ScLERP. In other words, we differ from the literature in the sense that our algorithms embed the constraints in the topology of the rigid-body transformations rather than learning the region of attraction of the dynamical system approximation [6], [21]. In this work, we also exemplify the use of one single demonstration to different instances of tasks, constraints, topologies, and even kinematic chains (such as single-arm to multi-arm system). Also, the resulting deterministic path is safe in the sense that it always mimics part of the demonstration thereby producing paths which are intuitive and predictable for human co-workers.

II. Problem Formulation

This section presents the definitions and fundamentals of the planning problem. We first briefly recap core concepts regarding the algebra of dual quaternions (DQ) and geometric first-order interpolation properties using screw linear theory. These are the backbone of the proposed approach and rely on unit dual quaternion algebraic and geometric properties. Computational advantages include, e.g., Riemannian geometry, translation and orientation coupling [22]–[25], singularity-free representation, with global convergence controllers [26], [27], that embeds wrenches, twists and primitives, being the universal cover of \( SE(3) \) with a simply-connected topology (in contrast to \( SE(3) \)), and higher efficiency [28]–[31].

A. Problem and Mathematical Background

Our aim is to explore, adapt or define a path, which consists of a sequence of rigid-body transformations, to complete a geometric constrained task—a motion planning problem. To connect the spatial transformations and generate a smooth curve in \( SE(3) \), we must (i) define the rigid body transformation in the Lie group of \( \text{Spin}(3) \times \mathbb{R}^3 \), (ii) describe its Riemannian geometry and geodesics, and finally (iii) define the screw linear interpolation based on the geodesic direction.

An arbitrary rigid body transformation can be represented by the unit dual quaternion \( \mathbf{z} \in \text{Spin}(3) \times \mathbb{R}^3 \),

\[
\mathbf{z} = r + \frac{1}{2} \varepsilon \mathbf{p},
\]

where \( r = \cos(\phi/2) + \sin(\phi/2) \mathbf{n} \) represents a rotation with angle \( \phi \) around the axis \( \mathbf{n} \), in unit quaternions \( \text{Spin}(3) \) [32], \( \mathbf{p} \) is a pure quaternion that represents the translation, and \( \varepsilon \) is such that \( \varepsilon \neq 0 \) but \( \varepsilon^2 = 0 \), [33]. Unit dual-quaternion, \( \text{Spin}(3) \times \mathbb{R}^3 \), is a Lie group with inverse element being \( \mathbf{z}^* = r^* + \frac{1}{2} \varepsilon \mathbf{p}^* \), and identity \( \mathbf{1} \). Dual quaternion elements can also be described by \( \mathbf{z} = \mathcal{P}(\mathbf{x}) + \varepsilon \mathcal{D}(\mathbf{x}) \), where \( \mathcal{P}(\mathbf{x}) \) and \( \mathcal{D}(\mathbf{x}) \) are the primary and dual components.

From its differentiable Riemannian geometry, it is endowed with a collection of inner products on the tangent space at \( \text{Spin}(3) \times \mathbb{R}^3 \), which in turn builds a Riemannian metric [34], [35]. Once a Riemannian metric is assigned to the manifold—e.g., the length of the path [36]—we explore the minimum curve length, i.e., the geodesics [35], see [34], [36]–[38]. In such manifolds, actions in the geodesics can be expressed by means of the exponential map \( \exp_{\mathbf{z}} : \text{Spin}(3) \times \mathbb{R}^3 \rightarrow \text{spin}(3) \times \mathbb{R}^3 \). The \( \exp_{\mathbf{z}} \) locally maps a vector in the tangent space \( \mathcal{T}_{\mathbf{z}} \text{Spin}(3) \times \mathbb{R}^3 \) (at \( \mathbf{z} \in \text{Spin}(3) \times \mathbb{R}^3 \)) to a point on the manifold following the geodesic through \( \mathbf{z} \) [39], [40]. The inverse mapping (from manifold to tangent space at the point \( \mathbf{z} \)) is the logarithm map \( \log_{\mathbf{z}} : \text{Spin}(3) \times \mathbb{R}^3 \rightarrow \mathcal{T}_{\mathbf{z}} \text{Spin}(3) \times \mathbb{R}^3 \).

The mappings \( \exp_{\mathbf{z}} \) and \( \log_{\mathbf{z}} \) are non-trivial to obtain. A solution is to compute them by parallel transport [35], [39], [41]. The parallel transport exploits the exponential function that maps vectors from the tangent space (at the identity) to the manifold [37],

\[
\begin{align*}
\exp_{\mathbf{z}}(\mathbf{y}) &= \mathbf{z} \exp(\mathbf{z}^* \mathbf{y}), \\
\log_{\mathbf{z}}(\mathbf{z}) &= \mathbf{z} \log(\mathbf{z}^{-1} \mathbf{z}),
\end{align*}
\]

where \( \mathbf{z} \in \text{Spin}(3) \times \mathbb{R}^3 \) and \( \mathbf{y} \) is defined in the tangent space at \( \mathbf{z} \)—notice that \( \mathbf{y} \) is not an unit DQ. The \( \exp \) and \( \log \) maps from the tangent space, at the identity, i.e., \( \mathcal{T}_{\mathbf{z}} \text{Spin}(3) \times \mathbb{R}^3 \) are given by the dual vector representing the axis of screw motion and the dual angle containing both the translation length and the angle of rotation, see further details in [35], [40], [42], [43].

Finally, to describe the screw linear interpolation that connects two points \( \mathbf{z}_1 \) and \( \mathbf{z}_2 \), and to find points in the path \( \mathbf{z}(\tau) : [0, 1] \rightarrow \text{spin}(3) \times \mathbb{R}^3 \) with \( \mathbf{z}(0) = \mathbf{z}_1 \) and \( \mathbf{z}(1) = \mathbf{z}_2 \), we exploit [42]. First, we map \( \mathbf{z}_2 \) following the geodesic on \( \text{Spin}(3) \times \mathbb{R}^3 \) through \( \mathbf{z}_1 \) onto the tangent space at \( \mathbf{z}_1 \). Naturally, this mapping yields a vector in the mean \( \text{T}_{\mathbf{z}_1} \text{Spin}(3) \times \mathbb{R}^3 \) corresponding to the geodesic direction of \( \mathbf{z}_2 \) with respect to \( \mathbf{z}_1 \). Hence,

\[
\log_{\mathbf{z}_1}(\mathbf{z}_2) = \mathbf{z}_1 \log(\mathbf{z}_2^* \mathbf{z}_1),
\]

where \( \log_{\mathbf{z}_1}(\mathbf{z}_2) \) is computed using parallel transport. Notice that \( \log_{\mathbf{z}_1}(\mathbf{z}_2) \) is defined in the tangent space of a Riemannian manifold, hence it is a vector space with basis defined by a vector field. Thus, we can linearly interpolate points and compute any point between along the geodesic direction starting from \( \log_{\mathbf{z}_1}(\mathbf{z}_2) \) towards \( \log_{\mathbf{z}_1}(\mathbf{z}_2) \), as \( \log_{\mathbf{z}_1}(\mathbf{z}_2) + (\log_{\mathbf{z}_1}(\mathbf{z}_2) - r + \log_{\mathbf{z}_1}(\mathbf{z}_2)) \).

Note, however that \( \log_{\mathbf{z}_1}(\mathbf{z}_2) - \log_{\mathbf{z}_1}(\mathbf{z}_2) = 0 \). Hence, using parallel transport to map the vector in \( \mathcal{T}_{\mathbf{z}_1} \text{Spin}(3) \times \mathbb{R}^3 \) back to the
We can obtain the demonstration, $DP$, which can depict wrenches, twists, geometric primitives, and other covering groups that satisfy left-invariance and are based on non-minimal representation of rigid displacements. Hence, it is by no means restricted to the choice of $\text{Spin}(3) \times \mathbb{R}^3$. Still, a matrix-based solution is non-attractive due to the additional computational cost—that can possibly restrict real-time implementation—and due to the efficiency, compactness and intuitiveness of $\text{Spin}(3) \times \mathbb{R}^3$ which can depict wrenches, twists, geometric primitives, constraints and its tangent space with the same algebra.

**B. Overview of Problem**

In this work, we are interested in the motion planning problem that completes a geometric constrained task reactively in a real-time fashion, while responding to unforeseen events, such as dynamic obstacles with guaranteed avoidance behaviour—also in real-time.

The proposed motion generation scheme takes as prior knowledge a single successful task demonstration—defined by a sequence of poses expressed as unit dual quaternion

$$DP = \{d_1, d_2, \ldots, d_n\}, \ d_i \in \text{Spin}(3) \times \mathbb{R}^3$$

(6)

Since the task demonstration is a successful one, it satisfies the task-constraints, and this knowledge is implicitly embedded in the demonstration. As an example, during pouring, the axis and angle of rotation is implicitly present in the demonstration. We can obtain the demonstration, $DP$, either by directly sensing the end-effector pose or by recording the joint-space path from the joint encoders and using the forward kinematics map for the manipulator. Kinesthetic teaching along with joint space path recording is used in this paper. A key point here is that no other information, or knowledge, about the task or its constraints are required or needs to be provided.

Given such implicit constraints, our planner aims at finding a sequence of rigid body transformations—herein named the final path and the corresponding robot joint-space actions that takes the manipulator end-effector from an initial configuration $x_0$ to a final goal $x_f$ while satisfying the constraints observed in $DP$. Formally, our problem can be defined as follows:

**Problem Definition:** Given a single-user-demonstrated path $DP$, and the new initial and final pose $x_0$ and $x_f$, respectively, find a path from $x_0$ to $x_f$ such that

1) All constraints that are implicit in $DP$ are satisfied;
2) Obstacles that prevent motion feasibility are avoided;
3) Motion generation is achieved in real-time with an additional safety-layer for low-level controller guaranteeing collision avoidance.

**III. TASK SPACE IMITATION ALGORITHM (TSIA)**

In this section, we present a solution to satisfy the first condition in the problem definition.

**Problem Statement 1:** Compute a path in $\text{Spin}(3) \times \mathbb{R}^3$ starting at an initial pose $x_0$ and ending at a goal pose $x_f$ while still maintaining the task relevant motion constraints implicit in the user demonstration.

From the human demonstration we obtain a series of unit dual quaternions that encode the rigid body constraints along the path, i.e., $DP$ as in (6), where $d_i$ corresponds to the starting pose of the demonstration and $d_n$, the final pose. Let $d_i$ be the new goal pose. To ensure that the relative transformations between the poses in the demonstrated path are preserved on the path to the new goal we want to reach, we replicate the demonstrated motion with respect to the new goal and call this path the *imitated path* ($IP$). The $IP$ reflects the constraints present in the demonstration.

To compute $IP$, we first obtain the transformation, $d_i$, between the last pose on the demonstrated motion ($d_n \in DP$) and every other pose on the demonstrated motion, i.e.,

$$d_i = d_n \delta_i, \ i = 2, \ldots, n.$$  

(7)

Then, the imitated path $IP = \{d_1', d_2', \ldots, d_n'\}$ can be calculated using,

$$d_i' = d_{i-1}' \delta_i', \ i = 2, \ldots, n.$$  

(8)

**Final Path:** The calculation of the final path $FP = \{d_1', d_2', \ldots, d_n'\}$ from a new initial pose $d_0' (= x_0)$ to the new goal pose $d_n'$ is performed using ScLERP [48]. Intuitively speaking, our goal is to find a path that blends into the $IP$ and after blending just follows the $IP$ to obtain the same geometric constraints during motion as in the $DP$.

Let $d_i'$ be a *guiding pose* (in this regard there are various possibilities to explore depending on the scenario) on the $IP$ and $d_i$ be the current task space pose of the manipulator—starting from $x_0$. We now compute a target pose $d_i$ using ScLERP in dual quaternion space, that is,

$$d_i(\tau) = d_0' \cdot (d_i' \cdot d_0')^{-\tau},$$  

(9)

where $\tau \in [0, 1]$ is the time primitive. Different choices of the parameter $\tau$ give different target poses in task space. Notice that $\tau = 0$ corresponds to $d_0'$ and $\tau = 1$ corresponds to $d_i'$. We then select an interpolation pose $d^{(t)}$ and use that pose as a reference ($x^{(t)}$) for our kinematic controller. With the resulting joint velocities $\dot{q}$—from the closed-loop—the robot takes a new configuration closer to $x^{(t)}$ which is thereafter set as the new current pose. The process continues taking $d_i'_{n+1}$ as the new guiding pose on $IP$. This follows until the goal is reached (we define the error $e(d_i, d'_n) = \|\text{vec}(d_i) - \text{vec}(d'_n)\| > \text{a tolerance}$). Building our user-guided motion generation approach based on ScLERP is crucial in order to ensure constraint satisfaction during blending, i.e., during approach through interpolation to the desired imitated path. Since ScLERP is based on exponential and logarithmic maps (see (7)), it is clear that translation and orientation of interpolated poses between key-points remain bounded by both boundary pose. Hence, if both $d_i'$ and $d_i'_{n+1}$ satisfy a constraint, then the interpolated motion also concurs. Note that any projected subset can also make use of the exponential and logarithm mapping and constraints would

As an heuristic, we suggest deploying guiding poses within 20% to 70% of the $IP$ length.
Algorithm 1 Reactive Imitation Algorithm

1: procedure GET FINAL PATH: \((d^c_n, \mathcal{DP}, O)\)
2: \(\delta \leftarrow \) Compute spatial difference with \(\mathcal{DP}\) \((7)\);
3: \(\mathcal{FP} \leftarrow \) Get imitated path with \((\delta, d^c_n)\) \((8)\);
4: while \(e(d, d^c_n) > \text{tol}\) and \(i \leq n\) do
5: \(d \leftarrow \) Get current pose;
6: \(\alpha \leftarrow \) Compute closest obstacle point \((d, O)\);
7: \(\text{if inside detection shell } (d, \alpha) \text{ then}\)
8: \(\mathcal{T} \leftarrow \) Escape Tree Generation \((d^{\text{new}}, \alpha)\);
9: \(d \leftarrow \) Set new current pose \((\mathcal{T})\);
10: \(d' \leftarrow \) Set guiding pose;
11: \(d^c \leftarrow \text{ScLERP} (d', d)\);
12: \(q \leftarrow \) Compute reactive control action \((d)\) \((12)\);
13: \(i \leftarrow i + 1;\)

also be satisfied. Hence, it is a property intrinsic of our method to implicitly satisfy all geometric constraints defined in the task demonstration without having to explicitly define it—which would require a roboticist with good expertise and geometric reasoning to design.

Finally, note that such constraints cannot be guaranteed without a proper screw linear interpolation. A simple example is the usual approach based on decoupling translation and attitude. Even when using proper attitude spherical interpolation, different key points in a rigid body leads to different unpredictable trajectories, see details in [46].

Remark 2: Note that we are not learning the trajectory itself, but rather we are automatically and implicitly transferring the rigid body displacements which naturally embeds the desired task constraints. This facilitates generalization to different initial and end-goals, topologies, slightly different tasks, and even to different kinematic-chains, such as from single-arm to dual-arm—as seen in Section VI.

IV. Reactive Obstacle Avoidance

During the real-time motion generation, unforeseen events such as the presence of obstacles may make the path planned by TSIA infeasible. We now present a reactive approach for real-time obstacle avoidance that we use to modify the path generated by TSIA and hence ensure task success. More formally, we present a solution to the following problem:

Problem Statement 2: Compute a collision-free path in \(\text{Spin}(3) \times \mathbb{R}^3\) while still respecting the constraints embedded in the path in the last step.

For didactic reasons, let us consider a sphere of influence around an obstacle with a radius larger than the obstacle. The robot path is deflected only when it is inside this detection shell. To enable integrated real-time collision-free path during planning we introduce the Rapidly Expanding Plane-oriented Escaping Trees (REPET) algorithm.

Escape Tree Generation: As the robot moves along the real-time generated path from the current pose \(x^c\) towards the detection shell of the closest obstacle, centred at \(O_{\text{obs}}\), we start devising the avoidance scheme. First, we obtain the normal vector \(\eta(T(x^c), O_{\text{obs}})\), given by \(\eta : \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}^3\) based on the current position \(T(x^c) : \text{Spin}(3) \times \mathbb{R}^3 \to \mathbb{R}^3\) and the closest point to the surface of the obstacle described by the shell centre. Then, a tangent plane \(p_i\) is computed using the normal information, which is thereafter used to build a vector \(v\) orthogonal to \(\eta\) (e.g., using unit vector \(i\)),

\[v = i \times \frac{\eta}{||\eta||} \cdot \left(\frac{k_\eta}{2}\right), \quad (10)\]

where \(k_\eta\) denotes the length of the diagonal of the plane. In the same fashion, we define \(u = P(p_i) \times v\) which is used along with \(v\) to obtain points on sides and edges of the plane.

For efficient collision avoidance, we seek to explore poses along the normal vector in the tangent space of the surface—ensuring guaranteed collision free points surrounding convex obstacles or good exploration along non-convex ones. Herein, for brevity, we are focusing on convex ones. The core idea is to integrate such key avoidance points into our motion generation scheme, which is based on a sequence of transformations interpolated through ScLERP. Hence, the key points form a sequence of transformations within the \(\mathcal{FP}\) building a collision-free path along the tangent space of the closest obstacle’s detection shell.

As shown in Alg. 2 we first set a root (based on current pose \(x^c\)) in the tangent plane, and keep exploring vectors along the orthogonal plane \((10)\) with distance \(k_\eta\) from the shell intersection point for fast building of subsequent planes. The length of \(k_\eta\) defines the avoidance strategy. Large \(k_\eta\) ensures good avoidance but larger deviations from the path, while smaller \(k_\eta\) provide smoother motions yet may not be enough to avoid within one single step. Next, we use the rapid plane generation scheme to grow multiple planes iteratively, thus generating numerous paths exploring different avoidance possibilities which we check for end-effector collisions at each step. This leads to a tree that grows along the new plane-key-points generation, which we call the escape tree.

The tree is expanded until either a limited level is reached (stop criterion) or one leaf finds a free Cartesian path towards a free pose within the final path—located after the obstacle shell (exception being if the final goal is within). If we have multiple free path leafs in the breadth, we select the optimal one \(\phi\) in terms of a heuristic cost function. Herein, we are taking the points closer to the goal. If the limited level is reached, we sample random new points in the plane with larger \(k_\eta\). The resulting path follows the tree with our TSIA path generation scheme with new key avoidance poses. An example of REPET is shown in Fig. 2 (Alg. 2) for the real-robot experiment in Section VI.A. Alg. 1 illustrates TSIA combined with the reactive collision avoidance.

V. DQ Based Kinematic Controller

As stressed in the problem definition, the motion generation needs to be achieved in real-time with an additional layer for low-level controller that guarantees collision avoidance. Essentially, the idea is to have a feedback controller with exponential convergence to a desired reference pose in

\[\text{The deflection along the path is deployed in Cartesian coordinates only as we want to disturb the least the constraints. Still, the integrated path}\]

remains connected through ScLERP ensuring the remaining constraints are satisfied during avoidance.

![Algorithm 1 Reactive Imitation Algorithm](image-url)

![Fig. 2. Fast Obstacle avoidance using REPET showing all the tangent planes. This collision avoidance path is generated for the stacking problem along with \(v\) to obtain points on sides and edges of the plane.](image-url)
Algorithm 2 REPET Algorithm
1: procedure BUILD PLANE:(origin \( x_c \), \( k \), obstacle \( o \))
2: \( \eta \leftarrow \) Get normal vector \( (x_c, o) \);
3: \( v \leftarrow \) Orthogonal vector defining plane \( (\eta, k_\eta) \) \((10)\);
4: procedure ESCAPE TREE GENERATION:\( (x_c, d^*_c, o_c) \)
5: while stopping criteria is not satisfied do
6: \( x_c \leftarrow \) Set root \((x_c)\);
7: for Each leaf \( j \) of the decision tree level; do
8: \( P_c \leftarrow \) Build plane \((x_c, k, o_c)\);
9: \( C_c \leftarrow \) Get child from root;
10: \( C_c \leftarrow \) Check for collisions;
11: \( C_c^* \leftarrow \) Select best based on criteria \((cc_c, d_c^*)\);
12: \( \rho, d_o \leftarrow \) Select path, pose \((\rho, \rho)\);

Spin(3) \( \times \mathbb{R}^3 \) without decoupling the translational and rotational components. First, we can define the spatial difference \( x_c \) as, \( x_c = x_{m} \cdot x_d \), where \( x_{m} \) denotes the measured current pose and \( x_d \) the desired pose of the end-effector. The error metric \( \epsilon \) can then be defined as \( \epsilon = 1 - x_c \). This can be rewritten and mapped back into \( \mathbb{R}^8 \) using the Hamilton operator \( H \) (as in [22], [23], [49]) and differentiated as,

\[
\vec{\epsilon} = \vec{H}(x_d) C^8 \vec{x}_{m},
\]

where \( C^8 \) is a diagonal matrix and \( \vec{v} : H \to \mathbb{R}^8 \) as defined in [22], [50]. Now, replacing \( x_{m} \) with the robot Jacobian mapping leads and pseudo-inverse controller leads to

\[
\dot{q} = - (H(x_d) C^8 J)^+ \vec{v} \epsilon = - N^+ \lambda \epsilon \vec{v} \epsilon,
\]

where \( \dot{q} \) is the joint velocities, \( N^+ \) is extended Jacobian pseudoinverse and \( \lambda \) is a positive gain. This controller shows coordinate left-invariance which matches our framework. Due to space limits, we will omit further details or proofs but they can be found in [50]. In this work, we also include additional nullspace tasks such as joint-limit avoidance.

For ensuring avoidance motion only along the constrained obstacle surface within the low-level controller, we continuously modify the desired pose—as it reaches the obstacle detection shell—by means of

\[
x_{obs} = x_{m} \exp \left( \log(x_{m}d) - \frac{1}{2} \Xi(x_{m}d) \right)
\]

where \( \Xi(x_{m}d) \) is the translation element of the spatial difference, \( v_{m} \) represents the current linear velocity of the end effector and \( \eta_{obs} \) denotes the normal vector, viewed from the rigid body frame, of the nearest point on the obstacle surface. \( P(\eta_{obs}) \) is the orthogonal projection for which \( \eta_{obs} \) belongs to its range space. The last term makes sure that no action will violate the constrained surface, that is, any action along the obstacle normal belongs to the nullspace of the solution. Notice that similar strategy has been used before for \( SE(3) \) collision avoidance [36], [51]. However, to the best of the authors’ knowledge, this is the first work to extend it to dual quaternion algebra for real-time deployment.

VI. EXPERIMENTS AND ANALYSIS

In this section, we present a set of experiments to evaluate our proposed framework. We show that our reactive user-guided motion generation scheme can successfully generalize tasks to different initial and final conditions while ensuring embedded constraints from demonstration are satisfied. Our planner is able to evade unforeseen obstacles\(^3\) in real-time while satisfying task constraints. Finally, task demonstrations given on one manipulator (Franka Emika Panda\(^2\)) can be transferred to generate motion plans for a different robot, Baxter\(^6\), with distinct kinematic structure. Demonstrations given for a one-armed task can also be used to generate a plan for the same task done in a bimanual fashion.

Experiments were performed with the Panda arm, in the first three tasks: stacking, pouring, and shelving books. For showing generalization across different types of robot arms, we used the pouring demonstration on the Panda arm to generate dual-armed pouring motion plan with the Baxter. Note that for all experiments, a single demonstration was used, without any need for adjustments or corrections.

A. Analysis and generalization under different conditions

First, to better understand and validate the proposed framework, we performed two different tasks\(^4\): (i) Pouring water from one glass to another with shifting positions of the glasses; (ii) Stacking rectangular wooden cuboids. Both tasks were demonstrated only once, and executed \((\tau = 0.01)\) under different conditions as shown in Figs. 1 and 6.

For pouring, the challenge was to embed the angle transformations around a specific axis of rotation—while executing the task in a completely different location with obstacles in the scene. Manually designing the task would

\(^2\)Experiments conducted at Stony Brook University.

\(^3\)Herein, we assume full knowledge about obstacle poses, as detection is out of scope for this work which is agnostic to the detection strategy.

\(^4\)Experiments executed at the Technical University of Munich.
This paper presents a novel framework for using human demonstration to generate real-time motion plans for complex tasks that satisfy the embedded implicit constraints. Our approach includes a reactive collision-avoidance algorithm that allows execution in the presence of obstacles that were not present during demonstration. Our technical approach exploits the group structure of rigid body motion and also utilizes the computational efficiency of Spin(3) \( \times \mathbb{R}^3 \) representation of rigid body configuration. This allows real-time execution. Extensive experimental studies were performed to highlight the generalization capability of our approach. In future works, we plan to integrate vision feedback for unknown environments \([53]\), improve smoothness to C1 trajectories and the overall performance of the system.

### VII. Conclusion

The final experiment that we conduct validates one interesting feature of our work – generalizing to multiple robots with different hardware architecture and kinematic chain. As our user guidance based planning is done in Spin(3) \( \times \mathbb{R}^3 \), it implies that the same user demonstration can be used again for roughly same constrained tasks and/or for different robotic systems. Therefore, we used the demonstration provided on the Panda robot for the pouring task and used the final generated path to a new goal location as an input for the dual-arm Baxter transfer task (Fig. 7) which also inherently had different initial and final poses.

#### TABLE I

|            | Pouring | Stacking | Shelving |
|------------|---------|----------|----------|
| w/o REPET. | 16.364 ± 2.989 | 6.438 ± 0.984 | 5.183 ± 1.343 |
| REPET      | 16.364 ± 3.004 | 4.287 ± 0.800 | 5.792 ± 0.644 |

Fig. 5. Top view of the shelving task paths showing in Fig. 6. Deflection of the final computed path (blue, green) is crucial for this complex scenario. Note that the plan without collision avoidance (red) is inside the blue obstacle.

Fig. 6. Overview of our approach from single-demonstration (top-left) to generalization and sequential manipulation to reactive collision avoidance (bottom figures).

Tasks, the collision avoidance led to less computational time. This was due to the deflected trajectory being closer to the goal and highlights the heuristic designed in Section [IV]. This also highlights the real-time capability of our approach. The computation for each rapidly expanding plane-oriented escaping tree level took approximately \(0.0429 \pm 0.01094\) ms, therefore having the potential to evade dynamic obstacles in real-time. Algorithms were implemented in C++ (not optimized) using the DQ_Robotics [52] library.

#### B. Reactive user-guided motion planning in clutter

To highlight the performance and robustness of our approach, we devised a cluttered scene where the objective was to shelf books handed by a human in a cluttered cupboard with a specific attitude transformation. In addition to static obstacles, the robot also avoids two unforeseen obstacles that appear during the placing of the second and the third book. Notice the demonstration was provided in a different shelf (lower shelf) as shown in Fig. 6. Regardless, the proposed framework enabled real-time collision-free solution directly with one single new information: the new goal pose. The resulting trajectory for the three book placements are shown in Fig. 5. The red, blue and green curves depict the paths to place three books in a line. The first path is without any obstacle, the second one is with one obstacle (the larger one) and the third is with two obstacles of different size.

#### C. Analyze the real-time capabilities

The average computation time to complete all the aforementioned tasks are shown in Table I. Notice that for some

---

**TABLE I**

|            | Pouring | Stacking | Shelving |
|------------|---------|----------|----------|
| w/o REPET. | 16.364 ± 2.989 | 6.438 ± 0.984 | 5.183 ± 1.343 |
| REPET      | 16.364 ± 3.004 | 4.287 ± 0.800 | 5.792 ± 0.644 |

---

The average time refers to the complete task and not to the motion-generation and control loop which were running under 0.1 ms for all cases.
and introduce multi-modal strategies and human-factors for safe online trajectory adaptation in HRI scenarios as in [54].
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