Understanding the vulnerability of skeleton-based Human Activity Recognition via black-box attack
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A B S T R A C T

Human Activity Recognition (HAR) has been employed in a wide range of applications, e.g. self-driving cars, where safety and lives are at stake. Recently, the robustness of skeleton-based HAR methods have been questioned due to their vulnerability to adversarial attacks. However, the proposed attacks require the full-knowledge of the attacked classifier, which is overly restrictive. In this paper, we show such threats indeed exist, even when the attacker only has access to the input/output of the model. To this end, we propose the very first black-box adversarial attack approach in skeleton-based HAR called BASAR. BASAR explores the interplay between the classification boundary and the natural motion manifold. To our best knowledge, this is the first time data manifold is introduced in adversarial attacks on time series. Via BASAR, we find on-manifold adversarial samples are extremely deceitful and rather common in skeletal motions, in contrast to the common belief that adversarial samples only exist off-manifold. Through exhaustive evaluation, we show that BASAR can deliver successful attacks across classifiers, datasets, and attack modes. By attack, BASAR helps identify the potential causes of the model vulnerability and provides insights on possible improvements. Finally, to mitigate the newly identified threat, we propose a new adversarial training approach by leveraging the sophisticated distributions of on/off-manifold adversarial samples, called mixed manifold-based adversarial training (MMAT). MMAT can successfully help defend against adversarial attacks without compromising classification accuracy.

1. Introduction

Human Activity Recognition (HAR) solutions are mainly based on deep learning, which are vulnerable to adversarial attack [1]. This causes major concerns especially in safety and security [2], as the perturbations are imperceptible to humans but destructive to machine intelligence. Detecting and defending against attacks have been actively investigated [2]. While the research on static data (e.g. images, texts, graphs) has been widely studied, the attack on time-series data has only been recently explored [3]. We investigate a specific yet important type of time series data, skeletal motions, in HAR.

Skeletal motion is widely employed in HAR to mitigate issues such as lighting, occlusion, view angles, etc. Therefore, the vulnerability of skeleton-based classifiers under adversarial attack has recently drawn attention [4–6]. Albeit identifying a key issue that needs to be addressed, their methods are essentially white-box. The only attempt on black-box attack is via surrogates models, i.e. attack a classifier in a white-box manner then use the results to attack the target classifier. While white-box attack requires the full knowledge of the attacked model which is overly restrictive, black-box attack via surrogate models cannot guarantee success due to its heavy dependence on the choice of the surrogate model [6]. Is true black-box attack possible in skeleton-based HAR? To answer the question, we restrict the accessible knowledge to be only the inputs/outputs of the classifiers, and propose BASAR, the very first black-box attack method on skeleton-based activity recognition to our best knowledge.

Black-box attack on skeletal motions brings new challenges due to their unique features compared with other data. First, a skeleton usually has less than 100 Degrees of freedom (DoFs), much smaller than previously attacked data such as images/meshes. This low dimensionality leads to low-redundancy, restricting possible attacks within small
subspaces. Second, imperceptibility is a prerequisite for any successful attack, but its evaluation on skeletal motions is under-explored. Different from the attack where visual imperceptibility has high correlations with the perturbation magnitude (e.g. images), a skeletal motion has dynamics that are well-recognized by human perception. Any sparse attack, e.g. on individual joints or individual poses, albeit small, would break the dynamics and therefore be easily perceptible. In contrast, coordinated attacks on all joints and poses can provide better imperceptibility even when perturbations are relatively large [6]. Consequently, the perturbation magnitude alone (as in most existing methods) is not a reliable metric for skeletal motion. Last but not least, prior methods assume that adversarial samples are off the data manifold [7]. As we will show, skeletal motion is one real-world example where on-manifold adversarial samples not only exist but are rather common, raising serious concerns as these on-manifold adversarial samples are implementable.

Given a motion $x$ with class label $c_x$, BASAR aims to find $x′$ that is close to $x$ (measured by some distance function) and can fool a black-box classifier such that $c_x′ \neq c_x$. BASAR formulates this process as a constrained optimization problem, aiming to find $x′$ that is just outside $c_x$ with a new requirement: $x′$ being on the data manifold. The optimization is highly non-linear due to the compounded non-linearity of the classification boundary and the data manifold. The former dictates that any greedy search (e.g. gradient-based) near the boundary will suffer from local minima; while the latter means that not all perturbation directions result in equal visual quality (in-manifold perturbations tend to be better than off-manifold perturbations). Consequently, there are often conflicts between these two spaces when searching for $x′$. To reconcile the conflicts, we propose a new simple yet effective method called guided manifold walk (GMW) which can compute $x′$ that is close to $x$ and also on the data manifold.

We exhaustively evaluate BASAR on state-of-the-art classifiers on multiple datasets in both untargeted and targeted attack tasks. The results show that not only is BASAR successful across models and datasets, it can also find on-manifold adversarial samples, in contrast to the common assumption that adversarial samples mainly exist off-manifold [7]. On par with recent work that also found on-manifold samples in images [7], we show, for the first time, the existence and commonality of such samples in skeletal motions. We also comprehensively compare BASAR with other methods, showing the superiority of BASAR by large margins. In addition, since the perturbation magnitude alone is not enough to evaluate the attack quality, we propose a new protocol for perceptual study and conduct harsh perceptual evaluation on the naturalness, deceitfulness, and indistinguishability of the attack. The perceptual results show that on-manifold adversarial examples seem more natural and realistic than regular adversarial examples. Further motivated by this observation, we recognize that on/off-manifold adversarial examples have different distributions, which forms a new more fine-grained description of the adversarial sample distribution. Consequently, we propose a new adversarial training approach called mixed manifold-based adversarial training (MMAT) to explore the interactions between on/off-manifold adversarial samples and clean samples during the adversarial training. We show that a proper mixture of adversarial samples with clean samples can simultaneously improve the accuracy and robustness, as opposed to the common assumption that there is always a trade-off between them [8]. Overall, the philosophy behind MMAT is general and can be potentially employed on other data/tasks, e.g. images.

This paper is an extension of our prior research [6,9]. The improvements and extensions include: (1) a new adversarial training method for skeleton-based HAR and detailed defense evaluation, (2) new attack experiments in more competitive classifiers and datasets, (3) new experiments integrating manifold projection with other attacks, (4) new literature review on Adversarial Defense, (5) new discussions about limitations, (6) additional details of mathematical deduction, implementation, and performance and (7) details for perceptual studies.

2. Related work

2.1. Skeleton-based activity recognition

Early HAR research focuses on useful hand-crafted features. In the era of deep learning, features are automatically learned. Motions can be treated as time series of joint coordinates and modeled by Recurrent Neural Networks [10]. Motions can also be converted into pseudo-images and learned with Convolutional Neural Networks [11]. Graph Convolutional Networks (GCN) recently achieve state-of-the-art performance, by considering the skeleton as a graph (joints as the nodes and bones as edges) [12–15]. Our work is complementary to HAR, by demonstrating their vulnerability to adversarial attacks and suggesting potential improvements. We extensively evaluated BASAR on state-of-the-art methods, showing that even the very recent methods with remarkable successes are still vulnerable to adversarial attacks.

2.2. Adversarial attack

Since [1], an increasing number of adversarial attack methods have been proposed in different tasks [2], such as in medical image [16] and person re-identification [17]. Goodfellow et al. [18] generate adversarial examples using the gradient of the model. Most of them consider the white-box setting, where the model is accessible to the attacker. Apart from common computer vision tasks such as classification [18–20], adversarial attacks on general time series [3] and HAR [6] have attracted attention recently. Specifically on skeleton-based HAR, an adapted version of [19] is proposed in [4] to attack skeletal motions. Wang et al. [6] introduced a novel perceptual loss to achieve effective and imperceptible attack. Despite existing successes, current methods are based on the full access to the attacked models, and therefore are not very applicable in real-world scenarios since the details of classifiers are not usually exposed to the attacker.

The difficulties of white-box attack in the real-world motivate the black-box attack, where attackers cannot access the full information of the attacked model. A simple approach is transfer-based attack, which generates adversarial samples from one surrogate model via white-box attack [6]. Existing black-box methods on skeletal motions [4,6] all rely on such a method, and cannot guarantee success due to the heavy dependence on the surrogate model [6]. In a truly black-box setting, only the final class labels (hard-labels) can be used, such setting is also called hard-label attack. Brendel et al. [21] perform the first hard-label attack by a random walk along the decision boundary. The Rays attack [22] employs a discrete search algorithm to reduce unnecessary searches. However, existing hard-label attacks do not explicitly model the data manifold, and are hence incapable of considering the visual imperceptibility of the attack if they are adapted to attack skeletal motions.

2.3. Adversarial training

The original idea of adversarial training (AT) [1] is to train classifiers with a mixture of adversarial samples and clean data, to defend against adversarial attacks. Goodfellow et al. [18] further extended the approach by using an attacker to generate adversarial examples during training. Madry et al. [23] later redefined AT using robust optimization. Despite the significant progresses in AT [2,24], existing methods all compromise the accuracy to different extents. More importantly, the defense for skeleton-based HAR has still been largely under-explored. Early research [8] postulates that the trade-off between adversarial robustness and accuracy may be inherent. However, some recent works have proven that the trade-off can be mitigated or even theoretically eliminated. A series of works [25,26] have demonstrated that using extra (synthesis) data can mitigate such a trade-off. Stutz et al. [27] showed the existence of on-manifold adversarial samples, and reckon
that on-manifold robustness is essentially related to the model generalization. Yang et al. [28] found if different classes are at least $2r$ apart, then there exists an ideal classifier which can defend against any attacks bounded by $r$ without compromising the accuracy. Pang et al. [29] attribute the trade-off to the improper definition of robustness, hence they substitute inductive bias of local invariance with local equivariance to redefine the robust error. Very recently, adversarial defenses for video modality have just been attempted [30,31]. In this paper, we further extend [6,9] to propose a new on-manifold adversarial training for skeleton-based HAR. The results show the proposed defense can potentially truly eliminate the trade-off between robustness and accuracy for skeletal motions.

3. Methodology

We propose a new method called Guided Manifold Walk (GMW) to solve Eq. (2). For simplicity, we start with an abstract 2D illustration of GMW on $x$ shown in Fig. 1. $\mathbf{x}^{*}_{k}$ is the ideal adversarial sample which is on-manifold and close to $\mathbf{x}$ in the $k$th iteration. Given the non-linearity of the classification boundary and the data manifold, BASAR aims to exploit the properties of both simultaneously. The GMW is an iterative approach where two major steps are alternatively conducted. One step is to find an adversarial sample that is close to $\mathbf{x}$ and the other one is to find the closest sample on the data manifold from an arbitrary off-manifold position. Since the former mainly considers the classification boundary, we design two sub-routines: random exploration and aimed probing. Similar sampling strategies have been attempted in attacking images [21]. We extend them to motions by treating a whole motion as an $n \times m$ image, with joint weighting and automatically thresholded attacks. Random exploration is to explore the vicinity of the current adversarial sample to find a random sample (step 1 in Fig. 1). Aimed probing is to find a sample in proximity to $\partial C_k$ and is closer to $\mathbf{x}$ (step 2 in Fig. 1). The details are given in Sections 3.2 and 3.3. Finally, we design a sub-routine: manifold projection which is to project an off-manifold sample $\mathbf{x}^{*}_{k}$ onto $\mathbf{M}$ to obtain $\mathbf{x}^{*}_{k}$ (step 3 in Fig. 1). This is one key element of our approach in bringing the motion manifold into adversarial attack. The algorithm overview is given in Algorithm 1, where $\lambda$ and $\beta$ are hyper-parameters and $l$ is a distance function. Next, we give details of all sub-routines.

3.2. Random exploration

Random exploration is to explore in proximity to the classification boundary, by making a small step towards a random direction:

$$\mathbf{x}^{*} = \mathbf{x} + \mathbf{w} \cdot \Delta,$$

where $\Delta = \mathbf{R}^T \mathbf{d}$ and $\mathbf{d} = \frac{\mathbf{x} - \mathbf{x}^{*}}{\|\mathbf{x} - \mathbf{x}^{*}\|}$.

$$\mathbf{R} = \lambda \frac{\mathbf{r}}{\|\mathbf{r}\|} \|\mathbf{x} - \mathbf{x}^{*}\|, \mathbf{r} \in N(0, I).$$

(3)

where $\mathbf{x}^{*}$ is the new perturbed sample, $\mathbf{x}$ and $\mathbf{x}^{*}$ are the attacked motion and current adversarial sample. The perturbation on $\mathbf{x}^{*}$, $\Delta$, is weighted by $\mathbf{W} - a$ diagonal matrix with joint weights. This is based on the experiments and perceptual study which suggest that equal perturbations on different joints are not equally effective and imperceptible, e.g. perturbations on the spinal joints cause larger visual distortion but are less effective in attacks. We therefore weight them differently, $\lambda$ controls the direction and magnitude of the perturbation, and depends on two variables $\mathbf{R}$ and $\mathbf{d}$. $\mathbf{d}$ is the directional vector from $\mathbf{x}^{*}$ to $\mathbf{x}$. $\mathbf{R}$ is a random directional vector sampled from a Normal distribution $N(0, I)$ where $I$ is an identity matrix, $I \in R^{Dofs \times Dofs}$, $z = m \times n$, $m$ is the number of Dofs in one frame and $n$ is total frame number. This directional vector is scaled by $\|\mathbf{x} - \mathbf{x}^{*}\|$ and $\lambda$.

3.3. Aimed probing

Aimed probing is straightforward, aiming to find a new adversarial sample between the perturbed motion and the original, so that the
Algorithm 1: Overview of the GMW

Input: $x$: attacked motion; $x_0$: random sample, where $c_0 = c$ (targeted) or $c_0 \neq c$ (untargeted); $K$: maximum number of iterations; $c$: perturbation threshold; $\lambda$, $\beta_1$ and $\beta_2$: hyper-parameters.

Initialization: $x'_1 = \text{ Aimed Probing}(x_0, x, \beta_1)$, so that $x'_1$ is adversarial and $\beta_1 = \text{ update}(\beta_1, x'_1)$.

for $k = 1$ to $K$ do

$\tilde{x}_k = \text{Random Exploration}(x'_{k-1}, x, \lambda)$;

while $\tilde{x}_k$ is not adversarial and $\lambda \geq 10^{-10}$ do

$\lambda = \text{ update}(\lambda, \tilde{x}_k)$;

$\tilde{x}_k = \text{Random Exploration}(x'_{k-1}, x, \lambda)$;

end

if $\lambda \geq 10^{-10}$ then $x'_k = \tilde{x}_k$; $\lambda = \text{ update}(\lambda, \tilde{x}_k)$; else $x'_k = x'_{k-1}$; break;

$\tilde{x}_k = \text{ Aimed Probing}(x'_k, x, \beta_1)$;

while $\tilde{x}_k$ is not adversarial and $\beta_1 \geq 10^{-10}$ do

$\beta_1 = \text{ update}(\beta_1, \tilde{x}_k)$;

$\tilde{x}_k = \text{ Aimed Probing}(x'_k, x, \beta_1)$;

end

if $\beta_1 \geq 10^{-10}$ then $x'_k = \tilde{x}_k$; $\beta_1 = \text{ update}(\beta_1, \tilde{x}_k)$; else break;

$\tilde{x}_k = \text{ Manifold Projection}(x'_k, x, \beta_2)$;

while $\tilde{x}_k$ is not adversarial and $\beta_2 \geq 10^{-10}$ do

$\beta_2 = \text{ update}(\beta_2, \tilde{x}_k)$;

$\tilde{x}_k = \text{ Aimed Probing}(x'_k, x, \beta_2)$;

end

if $\beta_2 \geq 10^{-10}$ then $x'_k = \tilde{x}_k$; $\beta_2 = \text{ update}(\beta_2, \tilde{x}_k)$; else break;

if $|x'_k - x| < \epsilon$ then break;

end

return $x'_k$;

end

new sample is closer to the attacked motion and remains adversarial: $\tilde{x} = x' + \beta(x - x')$, where $\beta$ is a forward step size. Similar to $\lambda$, $\beta$ is decreased to conduct the aimed probing again if $\tilde{x}$ is not adversarial; otherwise, we increase $\beta$, then enter the next sub-routine.

3.4. Manifold projection

After aimed probing and random exploration, the perturbed motion $\tilde{x}$ is often off the manifold, resulting in implausible and unnatural poses. We thus project them back to the manifold. The natural pose manifold can be regarded as poses that do not violate bone lengths or joint limits, i.e. they are realizable by humans. Further, a motion is regarded as on-manifold if all its poses are on-manifold. The motion manifold can be obtained in two ways: explicit modeling or implicit learning. Using implicit learning would require to train a data-driven model then use it for projection, breaking BASAR into a two-step system. Therefore we employ explicit modeling. Specifically, we replace the constraint $x' \in M$ in Eq. (2) with hard constraints on bone lengths and joint limits. We also constrain the dynamics of $x'$ to be similar to the original motion $x$:

$$\min_{x'} L(\tilde{x}, x') + w L(x, x')$$

s.t. $B' = B$, and $\theta^\text{min} \leq \theta' \leq \theta^\text{max}$

$C' = c$ (targeted) or $C' \neq C$ (untargeted).

where $x$ and $x'$ are the 2nd-order derivatives of $x$ and $x'$, $w$ is a weight. Matching the 2nd-order derivatives is proven to be important for visual imperceptibility in adversarial attack [8]. $L$ is the Euclidean distance. $B_i$ and $B'_i$ are the $ith$ bone's lengths of the attacked and adversarial motion respectively. When the bone lengths change from frame to frame in the original data, we impose the bone-length constraint on each frame. $\theta_j$ is the $j$th joint angle in every pose of $x'$ and subject to joint limits bounded by $\theta^\text{min}$ and $\theta^\text{max}$. Essentially, the optimization above seeks an adversarial sample that is: (1) close to the perturbed motion $x$ in terms of the Euclidean distance, (2) matching the motion dynamics to the original motion $x$ and (3) on the manifold.

Eq. (4) is difficult to solve, especially to satisfy both the bone length and joint limit constraints in the joint position space [5]. We therefore solve Eq. (4) in two steps. First, we solve it without any constraints by Inverse Kinematics in the joint angle space, which automatically preserves the bone lengths. Next, Eq. (4) is solved in the joint angle space:

$$\min_{\theta'} L(\hat{\theta}', \bar{\theta}') + w L(\hat{\theta}', \bar{\theta}') \quad \text{s.t.} \quad \theta^\text{min} \leq \theta' \leq \theta^\text{max},$$

$C' = c$ (targeted) or $C' \neq C$ (untargeted).

Note that the objective function in Eq. (5) is designed to match the joint angles and the joint angular acceleration. We use a primal–dual interior-point method [32] to solve Eq. (5). After solving for $\theta'$, the joint positions of the adversarial motion are computed using Forward Kinematics. Please refer to the supplementary materials for details of mathematical deduction.

3.5. Mixed on-manifold adversarial training

The assumption of adversarial training is that adversarial samples can help regulate classification boundaries to resist attacks [27]. A common adversarial training (AT) strategy [23] is:

$$\min_{\theta} \mathbb{E}_{(x, y) \sim D} \left[ \max_{\delta \in B(c)} L(x + \delta, \theta, y) \right]$$

where $D$ is the distribution over data pairs of $x \in \mathbb{R}^d$ and label $y$, $\theta \in \mathbb{R}^p$ is the model parameters. $B(c) = \{ \delta \mid \| \delta \|_\infty \leq \epsilon \}$ is the perturbation set. $L$ is a loss function, e.g. cross-entropy. During training, the perturbation $\delta$ is drawn from a prior e.g. Gaussian and uniform distribution, or some adversarial attack method, and restricted within the $\epsilon$-ball $B(c)$.

One issue in Eq. (6) is that there is an underlying assumption of the structural simplicity of the adversarial sample distribution in $B(c)$, which enables the usage of well-defined priors (e.g. Gaussians). However, we argue this assumption is overly simplified. The structure of the adversarial sample distribution can be arbitrarily complex. Consequently, when drawing perturbations from a prior, a conservative prior (e.g. Gaussians with too small variances) cannot resist attacks, while an aggressive one (e.g. Gaussians with too large variances) can be detrimental to the accuracy. On the other hand, drawing perturbations via attack leads to a more guided approximation of the adversarial sample distribution, but it also ignores the different importance across different adversarial samples. As a result, existing AT methods always need to compromise between accuracy and robustness [3].

Unlike existing methods, we explore a finer structure depicted by two distributions in $B(c)$: the distributions of on-manifold and off-manifold adversarial samples. We first assume the distribution of adversarial samples is different from the clean data [7]. Next, we further make a more fine-grained assumption: the distribution of on-manifold adversarial samples is different from that of the off-manifold adversarial samples. We expect the fine-grained distribution modeling to be able to eliminate the trade-off between accuracy and robustness, which remains unsolved currently. This is because on-manifold samples should be directly useful in simultaneously improving the accuracy and robustness, while the off-manifold samples are more aggressive and hence helpful in improving the robustness.

To this end, we propose a mixed manifold-based adversarial training (MMAT) which optimizes a hybrid loss consisting of a standard classification loss ($L_c$), an on-manifold robustness loss ($L_m$) and an off-manifold robustness loss ($L_{\text{off}}$) term:

$$\min_{\theta} \mathbb{E}_{(x, y) \sim D} \left[ \mu_c L_c + \mu_m L_m + \mu_{\text{off}} L_{\text{off}} \right]$$

where $\mu_c$, $\mu_m$ and $\mu_{\text{off}}$ are weights, $\mu_c = 1 - \mu_m - \mu_{\text{off}}$. The losses are:

$$L_c = L(x, \theta, y)$$

and
\[ \mathcal{L}_{\text{on}} = \mathcal{L}(x_{\text{on}}', \theta, y) \text{ s.t. } x_{\text{on}}' \in [0, 1]^m_{\text{on}}, x_{\text{on}}' \in \mathcal{M} \]  
(9)

\[ \mathcal{L}_{\text{off}} = \max \mathcal{L}(x_{\text{off}}', \theta, y) \text{ s.t. } x_{\text{off}}' \in [0, 1]^m_{\text{off}} \]  
(10)

**Adversary Saliency:** During optimization, we need to sample \( x_{\text{on}}' \) and \( x_{\text{off}}' \) as they cannot be described in any analytical form. We propose a black-box and a white-box sampling strategy: BASAR and SMART [6] with MMAT, named BASAR-MMAT and SMART-MMAT respectively. In BASAR-MMAT, \( x_{\text{on}}' \) and \( x_{\text{off}}' \) are generated by BASAR with/without manifold projection (BASAR-NoMP). In SMART-MMAT, \( x_{\text{on}}' \) and \( x_{\text{off}}' \) are generated by SMART [6] with/without perception loss.

4. **Attack experiments**

4.1. **Settings**

To evaluate the proposed method, we conduct experiments on five state-of-the-art target models: ST-GCN [12], MSG3D [33], SGN [13], CTR-GCN [14] and FR-HEAD [15]. We choose not only the most popular benchmark datasets such as HDM05 [34] and NTU 60 [35], but also the challenging dataset UAV-Human [36], Kinetics-400 [37] and Skeletics-152 [38]. UAV-Human [36] was collected by an unmanned aerial vehicle and hence has low visual quality. Kinetics-400 [37] is a large and highly noisy dataset taken from different YouTube videos. Similarly, Skeletics-152 is a 3D pose-annotated subset of videos sourced from much larger Kinetics-700 datasets [39]. The details of these databases are in the supplemental document. The experiments are conducted on a Xeon Silver 4216 CPU and an NVIDIA GTX 2080Ti GPU. The query time and number of queries are shown in the supplemental document.

4.2. **Evaluation metrics**

We employ the success rate as for evaluation. In addition, to further numerically evaluate the quality of the adversarial samples, we also define metrics between the original motion \( x \) and its adversarial sample \( x' \), including the averaged joint position deviation \( \frac{1}{N} \sum_{j=0}^{N} \| x(j) - x'(j) \|_2 \), the averaged joint angular deviation \( \frac{1}{N} \sum_{j=0}^{N} \| \theta(j) - \theta'(j) \|_2 \), and the averaged bone-length deviation \( \frac{1}{N} \sum_{j=0}^{N} \| B(j) - B'(j) \|_2 \), where \( N \) is the number of adversarial samples, \( O \) and \( T \) are the total number of joints and bones in a skeleton, \( n \) is the number of poses in a motion. We also investigate the percentage of on-manifold (OM) adversarial motions. An attack sample is regarded as on-manifold if all its poses respect the bone-length and joint limit constraints. Finally, since Kinetics-400, UAV-Human and Skeletics-152 have missing joints, it is impossible to attack it in the joint angle space. So we only attack it in the joint position space. Consequently, \( \Delta \alpha \) and OM cannot be computed on Kinetics-400, UAV-Human and Skeletics-152.

4.3. **Attack evaluation**

To initialize for untargeted attack, we randomly sample a motion \( x' \) for a target motion \( x \) where \( c_{x'} \neq c_x \). For Kinetics-400, UAV-Human and Skeletics-152, the maximum number of iterations is 1000, and it is set to 500 and 2000 for HDM05 and NTU 60 respectively. The results are shown in Table 1. Note that BASAR achieves 100% success in all tasks. Here we also conduct ablation studies (MP/No MP) to show the effects of the manifold projection. First, the universal successes across all datasets and models demonstrate the effectiveness of BASAR. The manifold projection directly affects the OM results. BASAR can generate as high as 99.55% on-manifold adversarial samples. As shown in the perceptual study later, the on-manifold samples are very hard to be distinguished from the original motions even under very harsh visual comparisons.

For targeted attack, the maximum iterations are set to 1000, 2000, 3000 on HDM05, Kinetics-400 and NTU 60. To initiate a targeted attack on \( x \), we randomly select a \( x' \) where \( c_{x'} = c \) and \( c \) is the targeted class. The results are shown in Table 1. All attacks achieve 100% success. The targeted attack is more challenging than the untargeted attack [6], because the randomly selected label often has completely different semantic meanings from the original one. Attacking an ‘eating’ motion to ‘drinking’ is much easier than to ‘running’. This is why the targeted attack, in general, has worse results than untargeted attack under every metric. Even under such harsh settings, BASAR can still produce as high as 56.98% on-manifold adversarial samples. The performance variation across models is consistent with the untargeted attack.

**Attack on latest classifiers and datasets.** CTR-GCN [14] and FR-HEAD [15] are the recently proposed classifiers with more robust skeleton representations. We hence investigate the effectiveness of BASAR on the two challenging target models. As shown in Table 2, BASAR can still generate manifold adversarial samples with a high probability even when the target models have robust representations. We also test BASAR on the latest wild human motion dataset UAV-Human [36] and Skeletics-152 [38], and the results are reported in Table 3. The data quality of UAV-Human and Skeletics-152 is similar to Kinetics-400 and so is the attack performance. Overall, BASAR with manifold projection can improve the attack quality via reducing the \( l, \Delta \alpha \) and \( \Delta B / B \).

4.4. **Perceptual studies**

Numerical evaluation alone is not sufficient to evaluate the imperceptibility of adversarial attack on skeletal motions, because they cannot accurately indicate whether the attack is perceptible to humans [6]. We, therefore, conduct rigorous perceptual studies to evaluate the imperceptibility of BASAR. Therefore, we design a new perceptual study protocol that includes three perception metrics: Deceitfulness, Naturalness and Indistinguishability. Deceitfulness is to test whether BASAR visually changes the semantics of the motion. Naturalness aims to test whether on-manifold adversarial samples look more natural than off-manifold adversarial samples. Indistinguishability is the strictest test to see whether adversarial samples by BASAR can survive a side-by-side scrutiny. The details of the perceptual study is reported in Supplemental Document.

The success rate of Deceitfulness is 79.64%. Next, 85% of the on-manifold adversarial samples look more natural than off-manifold samples. This is understandable as manifold projection not only makes sure the poses are on the manifold, but also enforces the similarity of the dynamics between the attacked and original motion. Finally, the results of Indistinguishability are 89.90% on average. BASAR even outperforms the white-box attack (80.83%) in [6]. BASAR successfully fools the users under the strictest side-by-side scrutiny. The complete perceptual evaluation is reported in Supplemental Document.

4.5. **Comparison**

Since BASAR is the very first black-box adversarial attack method on skeletal motions, there is no baseline for comparison. So we employ methods that are closest to our approach as baselines. Although SMART [6] is designed for white-box attack, it can also be used as transfer-based attack via requiring surrogate models. We hence employ it as a baseline and choose HRNN [40] and 2SA-GCN [41] as the surrogate models. The second baseline is MTS [3] which is a black-box method but only on general time-series. It is the most similar method to BASAR but does not model the data manifold. Another baseline is BA [21], a decision-boundary based attack designed for images. We choose HDM05, NTU 60 and Skeletics 152 for comparisons. Since MTS is not designed for untargeted attack, we only compare BASAR with it on the targeted attack.
Table 1
Untargeted attack (left) and targeted attack (right) on HDM05 (top), NTU (middle) and Kinetics-400 (bottom). All attacks have a 100% success rate. \( \Delta \): averaged joint position deviation; \( \Delta a \): averaged joint acceleration deviation; \( \Delta B/B \): averaged bone-length deviation percentage; on-manifold sample percentage (OM). MP means Manifold Projection.

| Models | Untargeted attack | Targeted attack |
|--------|------------------|-----------------|
|        | \( l \) | \( \Delta l \) | \( \Delta a \) | \( \Delta B/B \) | OM | \( l \) | \( \Delta l \) | \( \Delta a \) | \( \Delta B/B \) | OM |
| ST-GCN | MP | 0.13 | 0.05 | 0.11 | 0.00% | 99.55% | 0.10 | 0.06 | 3.44% | 56.98% |
| No MP | 0.10 | 0.04 | 0.34 | 0.66% | 0.00% | 6.25 | 0.09 | 0.92 | 5.85% | 0.00% |
| MS-G3D | MP | 0.76 | 0.12 | 0.49 | 1.78% | 0.13% | 4.34 | 0.12 | 0.71 | 4.51% | 1.64% |
| No MP | 0.70 | 0.09 | 0.82 | 1.81% | 0.00% | 4.35 | 0.11 | 1.01 | 5.08% | 0.00% |
| SGN | MP | 11.53 | 1.92 | 6.70 | 9.60% | 60.52% | 16.31 | 1.28 | 6.97 | 12.29% | 28.96% |
| No MP | 7.93 | 2.00 | 14.36 | 39.64% | 0.00% | 16.13 | 1.63 | 13.28 | 29.86% | 0.00% |
| ST-GCN | MP | 0.08 | 0.02 | 0.07 | 4.82% | 4.68% | 0.37 | 0.03 | 0.25 | 9.73% | 0.63% |
| No MP | 0.10 | 0.02 | 0.09 | 5.57% | 1.82% | 0.38 | 0.04 | 0.16 | 11.55% | 0.16% |
| MS-G3D | MP | 0.08 | 0.03 | 0.12 | 8.14% | 0.86% | 0.36 | 0.05 | 0.24 | 15.43% | 0.00% |
| No MP | 0.12 | 0.03 | 0.17 | 10.02% | 0.57% | 0.40 | 0.06 | 0.27 | 17.72% | 0.00% |
| SGN | MP | 0.28 | 0.08 | 0.21 | 11.11% | 28.95% | 1.28 | 0.09 | 0.38 | 28.24% | 2.63% |
| No MP | 0.30 | 0.10 | 0.42 | 28.00% | 4.55% | 1.35 | 0.10 | 0.53 | 39.43% | 0.00% |
| ST-GCN | MP | 0.05 | 0.0057 | n/a | 2.54% | n/a | 0.63 | 0.03 | n/a | 29.10% | n/a |
| No MP | 0.07 | 0.0062 | n/a | 3.53% | n/a | 0.67 | 0.03 | n/a | 31.48% | n/a |
| MS-G3D | MP | 0.10 | 0.011 | n/a | 5.16% | n/a | 0.56 | 0.05 | n/a | 27.26% | n/a |
| No MP | 0.10 | 0.012 | n/a | 5.69% | n/a | 0.57 | 0.07 | n/a | 28.35% | n/a |
| SGN | MP | 0.12 | 0.020 | n/a | 4.23% | n/a | 1.51 | 0.18 | n/a | 68.45% | n/a |
| No MP | 0.13 | 0.022 | n/a | 6.93% | n/a | 1.54 | 0.19 | n/a | 72.09% | n/a |

Table 2
(Untargeted) Attack performance on latest classifiers. All attacks have a 100% success rate.

| Models | HDM05 | NTU 60 |
|--------|-------|--------|
|        | \( l \) | \( \Delta l \) | \( \Delta a \) | \( \Delta B/B \) | OM | \( l \) | \( \Delta l \) | \( \Delta a \) | \( \Delta B/B \) | OM |
| CTR-GCN | MP | 0.67 | 0.14 | 0.31 | 0.80% | 45.0% | 0.05 | 0.02 | 0.03 | 6.50% | 2.2% |
| No MP | 0.63 | 0.13 | 1.00 | 2.18% | 1.4% | 0.07 | 0.02 | 0.04 | 7.14% | 0.8% |
| FR-HEAD | MP | 0.15 | 0.06 | 0.07 | 0% | 93.2% | 0.04 | 0.013 | 0.06 | 4.13% | 10.8% |
| No MP | 0.16 | 0.05 | 0.42 | 0.76% | 5.9% | 0.06 | 0.014 | 0.07 | 5.14% | 7.9% |

Table 3
(Untargeted) Attack performance on the wild human motion dataset with ST-GCN. All attacks have a 100% success rate.

| Models | UAV | Skeletics-152 |
|--------|-----|---------------|
|        | \( l \) | \( \Delta l \) | \( \Delta B/B \) | \( l \) | \( \Delta l \) | \( \Delta B/B \) |
| ST-GCN | MP | 17.68 | 9.30 | 6.81% | 0.995 | 0.019 | 3.73% |
| NO MP | 21.83 | 11.41 | 8.05% | 0.998 | 0.019 | 3.88% |

Table 4 lists the success rates of all methods. BASAR performs the best and often by big margins. In the targeted attack, the highest attack success rate among the baseline methods is merely 30.3% on HDM05, 12.9% on NTU and 4.7% on Skeletics-152 while BASAR achieves 100%. In the untargeted attack, the baseline methods achieve higher performances but still worse than BASAR. SMART achieves as high as 99.33% on NTU/MS-G3D. However, its performance is not reliable as it highly depends on the chosen surrogate model, which is consistent with [6]. In addition, we further look into the results and find that SMART’s results are inconsistent. When the attack is transferred, the result labels are often different from the labels obtained during the attack.

We find that BA can also achieve 100% success. However, BA is designed to attack image data and does not consider the data manifold. We therefore compare detailed metrics and show the results in Table 5. BA is in general worse than BASAR under every metric. The worst is the bone-length constraint violation. Visually, the skeletal structure cannot be observed at all. This happens for both the untargeted and the targeted attack across all datasets and models. This is understandable because BA does not consider the data manifold, while BASAR assumes that in-manifold perturbations provide better visual quality. One qualitative comparison with BA can be found in Fig. 2.

4.5.1. Effectiveness of manifold projection

The manifold projection is a general operation which can theoretically work with other attackers. To verify this, we adapt Rays [22], a state-of-the-art decision-based attack for images, to attack motions by treating a motion sample as an image. Based on our experiments, Rays fails in targeted attack even with manifold projection, which is not surprising as it is not designed for attacking motions. Therefore, we only report the untargeted attack results. The model queries are the same as BASAR. As shown in Table 6, Rays-MP with manifold projection can always improve the attack success rate and the attack quality via reducing the \( l \), \( \Delta a \) and \( \Delta B/B \) metrics. Moreover, Rays-MP can generate more natural adversarial motions.

5. Defense experiments

5.1. Experiment setup

We evaluate MMAT on HDM05 [34] using ST-GCN [12], MS-G3D [33] and SGN [13]. NTU 60 [35] and Kinetics-400 [37] are excluded for their extensive noises making it difficult to evaluate the effects of on-manifold samples in AT. We follow the original settings [12,13,33] to train these networks. For BASAR-MMAT, we regard adversarial examples generated by BASAR as data augmentation. For SMART-MMAT, we use SMART-50 (SMART with 50 iterations) for training. After adversarial training, we attack the trained model with BASAR-NoMP with 500 iterations, as it generates more violent attacks than BASAR. We also employ SMART-200 [6] and CIASA-200 [4] to test the classifier robustness under white-box attacks. Since there are three weights in our adversarial training loss, we conduct an ablation study to identify the optimal weights in different settings in Supplemental Document.
| Models   | Attacked method | Untargeted attack | Targeted attack | HDM05 | NTU | S-152 | HDM05 | NTU | S-152 |
|----------|----------------|------------------|-----------------|--------|-----|-------|--------|-----|-------|
| ST-GCN   | BASAR          | 100%             | 100%            | 100%   | 100%| 100%  | 100%   | 100%| 100%  |
|          | MTS            | n/a              | n/a             | n/a    | n/a | 3.3%  | 12.0%  | 4.7%| 2.2%  |
|          | SMART(HRNN)    | 66.9%            | 89.3%           | 33.6%  | 3.2%| 2.3%  | 0.2%   | 1.1%| 0.1%  |
|          | SMART(2SAGCN)  | 86.1%            | 12.9%           | 14.1%  | 2.3%| 2.3%  | 0.2%   | 1.1%| 0.1%  |
| MS-G3D   | BASAR          | 100%             | 100%            | 100%   | 100%| 100%  | 100%   | 100%| 100%  |
|          | MTS            | n/a              | n/a             | n/a    | n/a | 2.2%  | 12.9%  | 3.6%| 1.4%  |
|          | SMART(HRNN)    | 86.9%            | 99.3%           | 51.1%  | 30.3%| 1.2%  | 1.1%   | 1.1%| 0.1%  |
|          | SMART(2SAGCN)  | 86.1%            | 97.7%           | 10.6%  | 3.2%| 2.8%  | 1.8%   | 1.3%| 1.3%  |
| SGN      | BASAR          | 100%             | 100%            | 100%   | 100%| 100%  | 100%   | 100%| 100%  |
|          | MTS            | n/a              | n/a             | n/a    | n/a | 2.91% | 0.00%  | 1.4%| 0.1%  |
|          | SMART(HRNN)    | 89.2%            | 99.3%           | 51.1%  | 30.3%| 1.2%  | 2.1%   | 2.1%| 1.3%  |
|          | SMART(2SAGCN)  | 88.7%            | 97.7%           | 10.6%  | 3.2%| 2.8%  | 1.8%   | 1.3%| 1.3%  |

Table 5
Boundary Attack (BA) on HDM05 (left), NTU (right). UA/TA refers Untargeted/Targeted attack.

| Models   | Attacks | l_\infty | \Delta l | \Delta a | \Delta \beta/B | OM | l_\infty | \Delta l | \Delta a | \Delta \beta/B | OM | l_\infty | \Delta l | \Delta a | \Delta \beta/B | OM |
|----------|---------|----------|----------|----------|----------------|-----|----------|----------|----------|----------------|-----|----------|----------|----------|----------------|-----|
| ST-GCN   | Rays    | 0.08     | 0.015    | 0.19     | 0.02%          | 27.2%| 100%    | 0.01     | 0.02     | 0.01%          | 25.6%| 0.01     | 0.02     | 0.01%    | 25.6%          | 0.01|
|          | Rays-MP | 0.07     | 0.013    | 0.13     | 0.01%          | 56.7%| 100%    | 0.01     | 0.02     | 0.01%          | 4.2% | 0.01     | 0.02     | 0.01%    | 4.2%           | 0.01|
| MS-G3D   | Rays    | 1.57     | 0.06     | 0.25     | 0.07%          | 3.1% | 96.9%   | 0.01     | 0.014    | 0.006          | 2.61%| 3.8%     | 0.01     | 0.014    | 0.006          | 3.8%|
|          | Rays-MP | 1.35     | 0.07     | 0.2     | 0.1%           | 60.8%| 73.1%   | 0.19     | 0.003    | 0.0006         | 3.2% | 95.9%    | 0.19     | 0.003    | 0.0006         | 95.9%|

Table 6
The results of Rays and Rays with manifold projection(Rays-MP) on HDM05 (left) and NTU 60 (right). l_\infty means the l_\infty norm distance between adversarial examples and original examples. SR means attack success rate. We show the best performance with bold.

5.2. Robustness evaluation

We employ TRADES [8] and MART [24] as baselines, which are the state-of-the-art AT methods on images. Zheng et al. [5] use an adapted random smoothing (RS) [42] approach for defending skeleton-based HAR, so we use it as one baseline. The results are shown in Table 7. First, both BASAR-MMAT and SMART-MMAT can improve the robustness (Table 7) and SMART-MMAT has slightly better overall performance. This is understandable since SMART-MMAT is white-box and computes more aggressive adversaries. However, BASAR-MMAT can achieve better accuracy than standard training and SMART-MMAT, which show BASAR-MMAT can potentially eliminate the accuracy-robustness trade-off. Next, SMART-MMAT is apparently more robust than RS and MART, and outperforms TRADES under most attack scenarios. More importantly, our method not only improves the robustness but also not compromise standard accuracy. The MMAT accuracy is
within a small range(+3.76%/-0.59%) from that of standard training, in contrast to the noticeable accuracy decreased in other baseline methods. This is because the natural motion manifold is not considered in baseline methods, which means the generated adversarial samples are far away from the motion manifold, decreasing the standard accuracy.

To further understand the reason, we plot the deviation distributions of on/off-manifold adversarial samples across three models. The deviation is computed based on the \( l_2 \) distance between each clean sample and its corresponding adversarial sample. Since the distributions are similar across the three models, we only show the distribution on ST-GCN (Fig. 3). From the figure, we can see that there are long tails in both distributions. Further there is clearly more than one mode when combining both distributions. Random Smoothing [42] essentially expands the data distribution homogeneously and symmetrically by a fixed distance at every data point, while TRADES and MART draw perturbations via specific adversary. Their strategy is overly simplified by a fixed distance at every data point, while TRADES and MART draw perturbations via specific adversary. Their strategy is overly simplified.

### 5.3. Gradient obfuscation evaluation

Gradient obfuscation can potentially lead to failure in defense methods [43], because obfuscated gradients can be circumvented and are not truly robust. Considering that adaptive attack has become the de facto standard for evaluating gradient obfuscation [43,44], we follow the adaptive attack criterion [44] to deploy an adaptive attack called EOT-SMART for skeleton-based HAR: in each step, we estimate the expected gradient by averaging the gradients of multiple randomly interpolated samples. Table 8 shows that the robustness under the adaptive attack only slightly worse than original SMART-200, demonstrating that MMAT does not rely on obfuscated gradients.

### 6. Discussion and conclusion

We proposed the very first black-box adversarial attack method which gives strong performance across datasets, models and attack modes. More broadly, we show, for the first time, the wide existence of on-manifold adversarial samples in skeletal motions. We also proposed a new adversarial training method to achieve simultaneous improvement on accuracy and robustness in general. One limitation is that BASAR relies on an explicit manifold parameterization which is not always feasible in other data types, e.g. videos [45]. This can be mitigated by learning from a large video dataset and use the learned model to do the manifold projection. Finally, BASAR adversarial samples can be theoretically realized by humans because they are on the natural manifold. However, how to attack a system in the real world.
using BASAR still depends on the specific setting of the system. In this research, we make the first step to identify the potential danger. In future, we will extend BASAR in other modalities via implicit manifold parameterization.
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