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ABSTRACT

We use three-dimensional (3D) numerical models to examine critical hydrodynamic characteristics of a range of shell shapes found in extinct ammonoid cephalopods. Ammonoids are incredibly abundant in the fossil record and were likely a major component of ancient marine ecosystems. Despite their fossil abundance we lack significant soft body remains, which has made it historically difficult to investigate the potential life modes and ecological roles that these organisms played. By employing numerical tools to study how the morphology of a shell affected an ammonite’s hydrodynamics, we can build a foundation for hypothesizing and testing changes in the organism’s capabilities through time. To achieve this goal, the study was carried out in two major steps. First, we applied a number of simulation methods to a known problem, the drag coefficient of a half-sphere, to select the most appropriate modeling method that is accurate and efficient. These were further checked against previous experimental results on ammonoid hydrodynamics. Next, we produced 3D models of the ammonoid shells using Blender and Zbrush where each shell model emulated a specific fossil ammonoid, recent *Nautilus*, or an idealized shell forms created by systematically varying shell inflation and umbilical exposure. We test the hypothesis that both the overall shell inflation and umbilical exposure will increase the drag experienced by a similarly sized ammonoid shell as it moves through water relative to other morphologies. ANSYS FLUENT was employed to execute the study. We further compare our simulation results to published experimental measurements of drag on ammonoid fossil replicas and live *Nautilus*. The simulation results provide accuracy within an order of magnitude of published values, across the tested range of water flow velocities (1 - 50 cm/s). The simulated drag measurements demonstrate a first-order sensitivity to shell inflation, with a second-order effect from umbilical exposure. The impact of a larger umbilical exposure (shells that are more evolute) is minimal at low velocities, but substantial at higher velocities. We conclude that the overall shell inflation and umbilical exposure influence an individual shell’s drag coefficient, therefore, influence the hydrodynamic efficiency.
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INTRODUCTION

“Traditional” biomechanical analyses can clarify the potential actions or behaviors of extinct animals, but particular challenges arise for groups with anatomy no longer represented among living animals. Ammonoid cephalopods present a prime case study: it is difficult to judge the swimming capacity of these extinct shelled molluscs, because their shell shapes are no longer expressed by living taxa. Shells in ammonoids’ living sister clade are reduced (Paper Nautilus), internalized (cuttlefish, spirula), or eliminated (octopus) (Kröger et al., 2011). External shells of the “living fossil” Chambered Nautilus, meanwhile, provide a useful first-order comparison for the overall function of an external cephalopod shell, but do not offer the range of shell shapes produced by ammonoids (Ward, 1980; Jacobs and Landman, 1993; Walton and Korn, 2018). Additionally, the interpretation that ammonoids are more closely related to today’s coleoids (e.g., Kröger et al., 2011) cautions that Nautilus, alone, is an insufficient model for the soft tissue anatomy, and thus first-order propulsion potential, of ammonoids. Despite their incredible fossil record (Klug et al., 2015b; Ritterbush and Foote, 2017), primary paleoecological significance (Batt, 1989; Ritterbush et al., 2014; Klug et al., 2015a), and continual morphological study (Raup, 1967; Smith, 1986; Tendler et al., 2015), the extent of shell shape’s influence on locomotion efficiency is still poorly constrained for ammonoids. These challenges can be overcome using numerical methods.

Ammonoid research has long included hydrodynamic evaluations of the animals’ mobility potential (e.g., Raup, 1967; Chamberlain, 1976; Chamberlain 1980; Jacobs, 1992; Hammer and Bucher, 2006). Several experiments assessed the hydrodynamic characteristics of ammonoid locomotion by measuring drag forces on a variety of shell shapes in controlled environments (both flume and stationary water systems; Chamberlain, 1976, 1980; Chamberlain and Westermann, 1976; Jacobs, 1992). Chamberlain’s (1976) initial experiments employed scaled plexiglass shell models mounted on a motorized towing platform that was pulled through a pool of stagnant water. Some of the first-published data came from large models with abrupt terminations at the aperture, which produced an excess drag across the range of studied shapes (Chamberlain 1976; Jacobs 1992). Chamberlain (1980) added nuance by examining the effects of soft-body extension from the shell, and Jacobs (1992) further advanced the topic by executing similarly-designed flume experiments with life-size fossil replicas with added soft-body extensions, and a lower range of water velocities. These experiments generally consider the shell-first orientation of jet propulsion, which is typically the fastest mode employed by Nautilus (Chamberlain 1980; Neil and Askew 2018). Physical experiments such as these are costly and present many logistical challenges when a wide range of shell shapes to be tested and iterated while measuring all relevant parameters accurately. As a result, in recent decades, only the aforementioned experiments have been conducted on this topic and further interpretations only have hinged on these limited data (e.g., Westermann, 1996; Smith et al., 2014; Naglik et al., 2015; Ritterbush, 2015; Tendler et al., 2015). A carefully constructed numerical model can be an ideal and comparative investigation method to the challenges of physical experiments.

If carefully constructed and verified, a Computational Fluid Dynamics (CFD) model can be used to investigate fluid flow around ammonoids without the logistical challenges of a physical experiment (Cunningham et al., 2014). Long employed in engineering applications, CFD is now increasingly applied in biological and paleontological research (e.g., Adkins and Yan, 2006; Rigby and Tabor, 2006; Shiino et al., 2009; Dynowski et al., 2016; Rahman, 2017). The benefit of these tools is twofold; (1) apart from the cost of the software itself and appropriate hardware to supply the computing power, there is no additional cost to run simulations and iterate models, and (2) numerical methods allow convenient control over experimental param-
Ammonoids present challenges for these studies in the nuances of their shell shapes (they are not easily reduced to spheres or disks while also capturing the dynamics of changes in coiling); potential behaviors of orientation and jet rhythm, and material interfaces with the water (shell, soft body, etc.). These tools can also be challenging to apply to bio-mechanical problems and can require a great deal more complexity or strategic decision from an investigator. Recent simulations of aquatic motion in fish highlight additional challenges that arise from incorporating dynamic behavior into these models (e.g., Adkins and Yan, 2006; Hannon, 2011; Mossige, 2017).

We present here a first order evaluation of drag force experienced by a wide range of ammonoid shell shapes to create a foundation for understanding how shape must have influenced these organism’s swimming abilities and to allow for future hypothesis testing with focus on what changes in morphology may be indicating about the biology of these animals through time. To achieve these objectives, different simulation methods were verified in terms of their mesh refinement methods, choice of turbulence models, and recommended computational domain sizes.

METHODS

The following modeling and simulations were carried out using a desktop workstation, which makes the settings and considerations discussed here accessible to the widest variety of users. The workstation entails; an Intel 6900k 8 core i7 processor, 64gb of RAM, and 2 Nvidia GTX 1070 graphics processors.

A simulation was constructed in three steps; (1) geometry preparation, (2) mesh generation, and (3) numerical model selection (Figure 1). We produced ammonoid shell models in Blender, an open-source, nonspecific 3D geometry creation and manipulation program. We employed a programmer to design Bezier curves to represent aperture shape, set these around a donut-shaped frame, and iterate the size reduction for three whorls until shape parameters (as defined by Westermann, 1996) of the model shell matched those specified by the user to recreate a target specimen or idealized shell geometry. The models explicitly emulate external morphology and present no imitation of internal features relating to either early ontogeny (details of interior whorls at the center of the umbilicus) or void content (internal chamber shape, shell stability, buoyancy, etc.). Models created using Blender were also given no roughness as the shell texture wasn’t a parameter considered.

**FIGURE 1.** An outline of the workflow from model creation to completed simulation. Boxes are colored based on the general process they are included in: Case generation (blue), Mesh generation (purple), and numerical set-up (green). Two tracks are shown for case generation: one in which a model is created in blender from measurement data (below the dotted line) and the other where the model is created using a Structure from Motion technique such as laser scanning or photogrammetry (above the dotted line). Software used in each process is noted in “()” outside its respective step.
in the study. Our models target basic geometry parameters of three different baselines: common morphotypes (Westermann, 1996; Ritterbush and Bottjer, 2012); fossil specimens used in previous physical experiments (Jacobs, 1992); and one laser scan model of a modern *Nautilus*. The *Nautilus* model, in contrast to the process described above, was created by smoothing the external surface of single scanned half of the shell and mirroring it to ensure symmetry. These shells and their position in Westermann morphospace are shown in Figure 2. Each shell was scaled to 5 cm diameter (measured from the aperture through the central coil; see Smith, 1986) and given a protrusion from the aperture that simulates a simplified soft body extending back approximately 1 cm from the base of the aperture, mimicking previous experiments (Jacobs, 1992). This allows a more direct comparison of the varying shape parameters as variations in overall size, which are known to have a strong effect on hydrodynamics (Klug et al. 2016). *Nautilus* was used at its full size, 14.5 cm, in addition to version of the same model scaled to 5 cm diameter for comparison with experimental data discussed later.

Each shell was then exported to the modeling program Zbrush for retopology. Retopology is the process of removing internal geometry and recreating the exterior geometry with a uniform distribution of faces at a user-specified resolution (Merlo et al. 2013). Prior to retopology, models are automatically constructed at 1 to 1.5 million face resolutions. These high resolutions allow the software to mathematically meet the specified shape parame-
ters as accurately as possible. However, high resolution models can be computationally expensive and are rarely necessary to preserve the shape following its mathematical construction. Consequently, workstation use benefits from simplification of the shell geometry which, for this study, is achieved by retopology. We chose to simplify the models used in flow studies to a moderate resolution, averaging approximately 30 to 60 thousand faces, which qualitatively preserved the character of the geometry without being computationally expensive.

In mesh generation and numerical simulations, the options available to a user and the performance of simulations will vary with choice of CFD software (Iaccarino, 2001; Glatzel et al., 2008). The present study uses the ANSYS FLUENT V18 as the CFD solver. Other CFD programs exist, including some open source programs, but the ANSYS package was chosen because it offered user-friendly tools and is one of the industry standards (for a more comprehensive discussion of programs see Cunningham et al. 2014). We examined three components that can be varied in constructing a given simulation scheme: the dimensions of the fluid domain, the meshing method used to subdivide the domain, and the turbulence model employed by the solver. These components were varied among four different simulation schemes, which are summarized in Table 1 and are detailed component by component below. These components were varied to achieve results with similar relative accuracy while reducing computational expense. Upon comparison of the results, a scheme that performed in the most accurate and efficient manner was selected and applied to further studies.

FLUENT resolves the flow field of interest using the finite volume method and user specified numerical schemes. Specifically, the user must specify the dimensions of the flow area, and the resolution at which the volume is subdivided for calculation. We used Blender to create a rectangular domain, analogous to the test chamber of a flume or tow tank in physical experiments (such a domain could be created in another program and is down to user preference and comfortability). Domains can either be created to match the dimensions of a test chamber or scaled, based on the model size, to mitigate the effects of flow near walls. Our domains were created with the latter goal in mind, allowing flows to fully develop around the object and minimizing any effects caused by flow near the domain edges. Each domain was scaled relative to the diameter of the shell, aperture to venter (Figure 3). We use a Boolean operation to remove an equivalent space from the domain’s interior mesh. This method makes the domain an expression of the space occupied by the water, rather than an expression of the objects themselves. We examined three different dimension suites for these domains. In schemes 1 and 2, a relatively small domain size was used where the inlet is set at 3 diameters from the object, the outlet is 10 diameters from the object and each wall is 5 diameters from the object. This domain was chosen as a starting point because it has been detailed and successful in previous paleontological studies (Shiino et al., 2009, 2012, 2014). In scheme 3, a larger box was employed to reduce the influence of walls on the flow field development. Here the domain inlet was set 6 diameters from the object and each wall is 10 diameters from the object. This domain was chosen as a starting point because it has been detailed and successful in previous paleontological studies (Shiino et al., 2009, 2012, 2014). In scheme 4, a longer box than the other schemes with the outlet at 50 diameters away from the object which allows even more space for the flow field to develop freely. For all of the discussed simulation schemes, we desig-

| Scheme # | Domain Dimension Scalars (leading X sides X trailing) | Meshing Method | Turbulence model | Number of Elements |
|----------|-------------------------------------------------------|----------------|------------------|-------------------|
| 1        | 3 X 5 X 10                                           | Tetrahedra     | Realizable k-ε    | ~3 to 4 million   |
| 2        | 3 X 5 X 10                                           | ANSYS Assembly | SST k-ω           | 300-600 thousand  |
| 3        | 6 X 10 X 30                                          | Polyhedral     | SST k-ω           | ~500 thousand to 1.5 million |
| 4        | 6 X 15 X 50                                          | Tetrahedral    | SST k-ω           | ~6-8 million      |
nated the domain’s attributes (inlet, outlet, walls, and ammonoid-shaped obstruction) in the ANSYS DesignModeler module. We employed a uniform velocity inlet (velocity is equal across the whole inlet) with a zero-pressure outlet (no pressure accumulation at the outlet). Finally, all the walls (including the ammonite obstruction) were given a no-slip condition. This method of boundary condition assignment has been verified in previous studies (Day, 1990; Flanagan, 2004; Hannon, 2011; Mossige, 2017). While this is unrealistic for the walls on the outside of the domain, this condition was used to help determine optimal domain sizes. A more realistic setting for the domain walls would be a free slip or symmetry condition where flows near the walls are not treated differently to the regular flow field better representing the open ocean environment.

Once the domain of fluid flow is created, the volume is subdivided into a mesh of small 3D cells in a process called volume mesh generation. The solver (ANSYS FLUENT) calculates physical processes (water flow speed and associated forces) over multiple iterations through these cells and finally provides a composite assessment of the computational domain. One key aspect of mesh generation is the geometry of each cell. In Schemes 1 and 4 (Table 1), we employ tetrahedral elements as the base mesh, which is shown to be robust in previous studies for CFD studies and is more appropriate for complex geometry than cube/hex elements (Adkins and Yan, 2006; Rigby and Tabor, 2006; Shiino et al., 2009; Rahman et al., 2015; Dynowski et al. 2016; Rahman, 2017). Scheme 2 applied the ANSYS assembly meshing method, which automatically employs a variety of element types and settings to produce a mesh as a single process. Scheme 3 uses FLUENT’s meshing tools to convert a tetrahedral base mesh into a polyhedral mesh, which decreases total cell count by coupling tetrahedra into unified groups following the initial meshing procedure. Scheme 2, 3, and 4 employ prismatic mesh layers around the edges of the shell-shaped void which, when properly implemented, aid in resolving behavior of the flow near the shell (Shiino et al., 2009, 2012). We chose not to implement this in scheme 1, which we use to assess the method baseline, consistent with previous studies (Rahman et al. 2015). Fluid flow through the designated space will also depend on its numerical settings and treatment. In FLUENT we defined the fluid as water using the preprogrammed option in all simulations. In all cases, the behavior of these flows are generally governed by the Reynolds-Averaged Navier-Stokes model (Flanagan, 2004; Weymouth et al., 2005; Adkins and Yan, 2006; Rigby and Tabor, 2006; Wilson et al., 2006; Shiino et al., 2009; Hannon, 2011; Dynowski et al. 2016; Mossige, 2017; Rahman, 2017). The standard form of the Navier-Stokes equation mathematically approximates laminar flow and general patterns, but does not account for the complexities that arise from flow instability, such as the occurrence and behavior of turbulent eddies (Argyropoulos and Markatos, 2015; Rahman, 2017). Eddies can be simulated by supplementing the Navier-Stokes equation with additional computational algorithms, the options for which vary by software (Iaccarino, 2001; Argyropoulos and Markatos, 2015). In this study, Scheme 1 uses a realizable $k$-$\varepsilon$ model (Shiino et al., 2009), and the other three schemes employ the Shear Stress Transport (SST) variation of the $k$-$\omega$ model because it combines many of the advantages of the $k$-$\varepsilon$ model, particularly its stability and behavior near boundaries, with those of the more advanced $k$-$\omega$ model, which more accurately resolves smaller scale flow behavior (Argyropoulos and Markatos, 2015).

We ran all simulations in steady state at 11 water velocities ranging from 1 cm/s to 50 cm/s, to address the range of conditions tested in previous studies, but with greater resolution at slower speeds considered more practical for animals of this size (Jacobs 1992).
static position in the fluid domain to approximate the animal traveling at a constant speed, mimicking a flume tank experiment. Following comparisons to our baselines, we recorded summary drag force and corresponding coefficient of drag for each water velocity across 11 shell models (Appendix 1 and 2) using the chosen Scheme. Coefficients of drag were calculated according to Jacobs (1992). Additional investigations of the components of drag (pressure and viscous), as well as overall lift forces, are addressed in forthcoming works of increased scope and specificity.

RESULTS AND DISCUSSION

Evaluation

We evaluated the performance of each scheme in terms of both its accuracy and computational efficiency. Accuracy was evaluated by comparing the simulated drag force and overall behavior of the simulations to the data of two different benchmarks: analytical solutions for drag on a hemisphere derived from standard coefficient of drag values (Blevins, 1984) and two ammonoid shells used by Jacobs (1992). Any given numerical simulation is, of course, a simplification of the real fluid interactions that the organism would have experienced. Additionally, as described earlier physical experiments have analogous simplifications and noise within their data. For this reason, the objectives of the following numerical comparisons are to replicate the observed trend in the experimental data, and to attain sufficient accuracy that the ranking of the different morphotypes, and the order of magnitude of their drag is preserved. The results of these comparisons are shown in Figures 4 and 5. Efficiency was evaluated based on the total number of mesh elements that result from the simulation scheme employed. The more elements a given system has the more computational resources are required. A scheme that can perform reasonably equally in the accuracy comparisons with fewer overall elements is consequently considered preferable in this study. An average number of elements for each scheme are reported in Table 1.

The accuracy of each method was first evaluated by comparing the simulated drag force to the analytical solution for a hemisphere (Figure 4; raw drag values in Appendix 3); here, both the simulated result and the benchmark are posed in idealized conditions. Most of the simulation schemes provide results in drag force that deviate only a few percent from the benchmarks, with only Scheme 2
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**FIGURE 4.** Hemisphere simulation data plotted as velocity versus % difference from the literature baseline (Blevins 1984). Velocities shown are within a range in which the drag coefficient of a hemisphere is relatively stable around a value of 1.17 (Blevins, 1984). The drag values used to derive this plot are given in Appendix 3.
showing consistently deviating further from the benchmark solution than the other schemes. The inaccuracy of Scheme 2 likely stems from a combination of the smaller domain introducing wall effects and the assembly meshing method distorting the geometry, an example of which is shown in Figure 6. The other three schemes show a reasonable agreement with the hemisphere benchmark solution. Scheme 4 is the most consistently accurate, but is a much larger mesh, hence higher element count, than the other schemes. Consequently, Scheme 4 has the highest memory requirements of those examined here and substantially longer run times on insufficient hardware. However, the scheme would be optimal if more powerful resources such as high-memory workstation or cluster computing are readily available. Schemes 1 and 3 both perform closely to Scheme 4 with lower computational requirements. Scheme 1’s simulated drag force is more accurate than Scheme 3 at higher velocities as well.

As a second benchmark, Schemes 1 and 3 were compared with the experimental drag coefficient values from Jacobs (1992). For this comparison, data for Sphenodiscus and Oppelia were used as both these shells present smooth surface geometries in Jacobs study, and their morphology could therefore be readily replicated under the same conditions under shells that were constructed. Both schemes follow the trends of these results showing a tight correlation with the clustering of the experimental data (Figure 5). Scheme 3 appears to have a slightly better fit to the Oppelia data, fitting more centrally at higher velocity. Compared to Sphenodiscus the performance of each scheme is comparable with Scheme 1 approximating an upper bound of the data and Scheme 3 approximating a lower bound.

For this study, we prefer the slight underestimation of drag seen in Scheme 3 as it allows us to use our results as maximum swimming efficiencies for each shell, and by consequence their potential end member behaviors. This scheme was also more computationally efficient, with less than half the number of elements in Scheme 1 (Table 1). Additionally, the inclusion of the boundary layer in Scheme 3 provides greater confidence that the flow close to the shell is being accurately resolved (Dynowski et al., 2016). For these reasons we collected the remaining shell data using Scheme 3.

Application

Drag forces obtained for all 11 shell models are shown in Figure 7, as a function of velocity. Drag forces are reported in dyne (1e-5 N). Coefficient of drag is also plotted as a function of Reynolds Number in Figure 8. Shells are notably distinct in terms of rank and order of magnitude through
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the majority of speeds, becoming less distinct at the lower swimming speeds. Two trends emerged when comparing the behavior of drag between across the shell morphologies examined here. First, inflated shells generally produced higher drag than shells of other shapes at comparable diameter and velocity. Second, the range of simulated drag between shapes is highly sensitive to velocity, as highlighted in Figure 7.

The trend of greatest drag variation among ammonoid shells matches expectations from previous work: inflated shell morphologies (i.e., the Nautilus and hypothetical spherocene shells) experience more drag than less-inflated shells (i.e., Sphenodiscus, or the hypothetical Oxycone) (Jacobs, 1992; Westermann, 1996; Ritterbush, 2015). Additionally, inflated shells show a steeper gradient of drag force with changing velocity. This is consistent with the analytical formulation of drag force \( D_f = 0.5C_d\rho U^2 \) where \( C_d \) is drag coefficient, \( A \) is cross-sectional area, \( \rho \) is the density of the fluid, and \( U \) is stream velocity. In this formulation, drag force is directly proportional to the square of the stream velocity. When considering this equation using cross-sectional area (A) or volume to the two-thirds power (V\\(^{2/3}\)), as in Jacobs, 1992), inflated morphologies have a larger cross-sectional area, and consequently the gradient of their drag force is steeper. The second trend, that drag values of these shells become increasingly similar to other morphologies as \( U \), decreases can be explained by the dominant viscous effect in this zone. Inflated shells show consistent and lower change in their coefficient as a function of Reynolds number than the less inflated morphologies (Figure 8). We hypothesize that this may be a result of a behavior shift in how the shell is interacting with the water. At high stream velocities, viscous forces are less likely to play a role in drag because water is being shed from the surface more quickly, leading to small low velocity water zones at the shell surface but large low velocity zone behind
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the shell (Figure 9A). At low stream velocity, these zones are much larger to the sides of the shell but greatly decreased behind it (Figure 9B). This behavior change coincides with a shift of the shell’s characteristic area component from cross-sectional area at high velocities where the shell is being forced through the water to a surface area dominant signal as noted in Jacobs (1992). The surface areas of all these morphologies are much more similar than their cross-sectional areas when their diameter is kept similar, and this could be responsible for the differing gradients. The inflated shells show more consistent drag coefficient values because the change between their cross-sectional area and surface area is much lower than for the less-inflated morphologies. Additional testing will need to be done to test if this behavior is consistent and to potentially characterize the nature of the trade-offs it imposes.

In addition to the effect of inflation, the effect of other parameters on drag behavior can be seen, particularly when the inflation of shells is held constant. The degree of umbilical exposure across the central coil appears to substantially influence the widening range of drag between otherwise similar shells with increasing velocity. Figure 10 compares four shell models that have a similar overall thickness ratio – their width at the aperture is 20-22% the value of their diameter – but an order of magnitude difference in the degree of umbilical exposure. The model of *Sphenodiscus* exposes an umbilical area only 6.2% of the diameter, while the idealized model of an extreme Serpenticone (similar to a sub-adult *Dactylioceras*) has an umbilical exposure of 60% (see x-axis of Figure 10). Across the examined velocity range, large contrasts in drag correspond to these contrasts in umbilical exposure. At a velocity of 5 cm/s (one shell-diameter per second), umbilical exposure predicts the natural log of the drag, as the contribution of drag over the exposed umbilicus wanes. In contrast, the umbilical exposure creates a profound and linear drag force slope in high stream velocity simulations, shells with stream velocity of 15 cm/s (three shell diameters per second) are shown as an example in Figure 10. We interpret this to be the result of the increased umbilical exposure, in tandem with decreasing whorl expansion, fomenting vortices of
water and zones of negative pressure that add resistance against the movement of the shell in the intended direction. These effects can be seen in Figure 11, which shows velocity vectors overlaid on the pressure contours for the surrounding fluid. Shells that express both a greater whorl expansion rate and a covering-over of the umbilical flanks are incredibly common among ammonoids, and the shape trend is named Buckman’s rule (Westermann, 1966; Hammer and Bucher, 2006; Monnet et al., 2015). Our results imply that some hydrodynamic streamlining may follow as an ecological consequence of this shape trend.

Drag force, because it is resistive, must be overcome by an ammonoid in addition to its propulsive requirements to reach a desired speed. This imposes an added energetic cost to swimming, and even subtle changes to such costs may have disproportionate impacts on metabolic demands. Consequently, the nuances highlighted here in both inflation and umbilical exposure might have required alterations in behavior. These nuanced relationships deserve further scrutiny, including hydrodynamics studies focused on the isolation of individual shape variables and how those may favor various swimming behavior.

Finally, we compared our data for *Nautilus pompilius* to data collected during a propulsive behavior study (Niel and Askew, 2018; Figure 12). The comparison does not provide sufficient precision to serve as a benchmark by which the CFD methods should be calibrated, but does offer first-order evaluation of the CFD results’ collective accuracy. Our model of *Nautilus* is based on a single mature specimen and was executed at different sizes in the CFD framework, each with a uniform body extension and a null model of jet behavior by simply moving the water around the model. Niel and Askew (2018) analyzed the volume and velocity of water jets released by live specimens of *Nautilus* while the animals maneuvered about an experimental water tank. Their published data provide snapshots of apparent drag forces experienced by the animals, but the inherent variability in
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the experimental design captures a broad variety of conditions: individual animals varied in age and shell size. Isolated jet incidents by each animal additionally varied in body extension, syphon diameter, and jet direction; and total volume and duration of water expulsion. In short, the experimental data are noisy but relevant. Figure 12 shows, in black, the CFD measurements for drag imposed on *Nautilus* tested at two different sizes, each traveling at the same set of velocities. Data representing apparent drag forces encountered during individual jet events from the experiments by Niel and Askew (2018) are shown in green. The CFD data fit well within the order of magnitude of the drag experienced by live animals, as well as the overall trend in Cd/Re space. This comparison serves two critical purposes. First, it illustrates the potential, and difficulties, of comparing simulation and experimental data. Second, it shows the relevance of CFD methods to resolving trends of physics and ranges of likely behavior that can help design new experiments with both live and model animals.

**Considerations for Future Studies**

This work presents methods that are convenient and effective for first-order estimates of flow around a nuanced shape. Below, we discuss three approaches that may need to be refined, or given further research, to serve the needs of a wider range of applications.

First, production properties of 3D models should suit their intended purpose or destination. A model intended for CFD simulations may sacrifice external detail (see below) but must satisfy much
more strict geometric properties than if it were being printed and physically tested in order to integrate successfully with simulation software. For example, an ammonoid shell model could lack external nuance (i.e., ontogenetic or pathological variation in rib spacing) and still be a useful simulation specimen to test larger morphological trends; but if the same model is rendered incorrectly (i.e., as a series of interlocking but hollow tubes; over smoothing relevant subtle features such concavities into flattened surfaces), it may produce artifacts that overpower or strip out the sought-after signals. Additionally, models created with freestyle tools (e.g., Blender, Maya) or in automated processes (e.g., an adjustable spiral as employed here, or by Raup 1967) commonly employ interior trace intersections, overlapping geometries, or unclean surface mesh models, and these should be made compatible with CFD through retopology.

Similarly, models made using photogrammetry, laser scanning, or CT scanning are generally very high fidelity but the surface mesh is typically needlessly dense for CFD applications, particularly if the target variable is a high order variation, such as the broad morphological trends presented here, and can warrant the use of smoothing operations. Such models also tend to produce disorganized, almost random surface meshes with many low-area, inside-out, or otherwise anomalous faces, which can again be rectified through retopology.

In an ideal setting, 3D models used in simulations would provide maximum fidelity relative to their target. In practice, high fidelity simulations are computationally expensive. In many cases, it is advisable to first create a complex model as a baseline, but to then iteratively reduce the complexity to suit each task. A model produced from a laser or CT scan might have millions of geometric
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**FIGURE 10.** Comparison of the drag force at two different velocities (5 and 15 cm/s; Dotted and solid trendlines, respectively) across four different shell shapes. Shells represented (from left to right) include: *Sphenodiscus*, *Cardioceras*, *Serpenticone*, and Extreme *Serpenticone*). All four shells have 20-22% thickness ratio, and therefore plot along the left flank of Westermann Morphospace (see Figure 2). Umbilical exposure is a significant predictor of drag at both velocities but the components of the relationship change: a linear model of drag as a function of umbilical exposure yields an $R^2$ value of 0.9987 for simulations at 15 cm/s ($p$ value = 0.0007); a linear model of drag as a function of the natural log of umbilical exposure yields an $R^2$ value of 0.9991 for simulations at 5 cm/s ($p$ value = 0.0004; via R, R Core Development Team, 2019)
faces, but an iterated decimation operation (reducing the face count by an order of magnitude each time) can yield a model better-suited for morphometric or CFD analysis (e.g., Adkins and Yan, 2006; Bates et al., 2009; Rahman et al., 2015; Liu et al., 2015). Custom reduction in model complexity can be time-consuming or expensive, however, so high-complexity models are not always a necessary starting point. Studies of structure (reaction to stress, pressure, or bite forces) will be sensitive to model complexity in different ways than CFD, and relevant model considerations are presented in simulations that use Finite Elements Analysis (e.g., Dumont et al., 2009; Snively and Theodor, 2011; Lautenschlager, 2013; Lemanis et al., 2016). The main benefit of 3D models produced under these considerations means that they can be shared among researchers and used without need for significant alteration, affording a level of reproducibility that is difficult to achieve with physical experiments and models.

Finally, turbulence models can greatly influence CFD simulations and must be chosen carefully. Ultimately, numerical models are only an approximation of the physical world. When modeling ancient and extinct organisms, validation of numerical models to physical experiments are not always possible. In such cases, it is necessary to apply different numerical schemes and do sensitivity analyses to gain confidence in the numerical results, with the exact choices made varying between organisms. CFD methods are simplifications with well-known philosophical caveats (Spalart, 2015), and researchers may choose the set of assumptions that most emphasize the phenomena under investigation. In this study, the complexity of ammonoid shell spirals was well suited for use with the SST $k$-$\omega$ model, which can allow greater variation within particular elements of the fluid space. Models with $k$-$\varepsilon$ variations are prone to more uniform treatment of the mathematics throughout a problem (Argyropoulos and Markatos, 2015), and may provide greater consistency when repeated. It is also important to acknowledge that Reynolds-averaged simulation methods like these, despite being commonly employed, are also mere approximations of real-world complexity. For ammonoid hydrodynamics, as for all paleontological uses, future interpretations will be well served by continued attention to advances in CFD tools and their

![Figure 11](image)

**FIGURE 11.** Plots of pressure overlain with water velocity vectors for the Serpenticone and Oxycone shells at both 15 cm/s (A) and 5 cm/s (B) inlet velocities. At 15 cm/s the flow around the Serpenticone shell is more chaotic and there is a buildup of pressure at around the trailing coils compared to the Oxycone shell. This difference mostly disappears at 5 cm/s.
increasing application (turbulence tuning, grid-less methods, etc.).

CONCLUSION

Applying modern 3D-CFD simulations methods shows considerable promise for advancing paleobiological research. In this study we use these tools to produce a range of ammonoid shell morphologies, both idealized morphotypes and fossil reconstructions. By employing the developed 3D geometries in CFD simulations, we were able to show that an ammonoid’s swimming capability is strongly influenced by overt parameters such as width. We also found that even subtle differences in coiling between otherwise similarly proportioned morphologies result in noticeable changes in bioenergetic requirements. Subtle changes such as these have the potential to dramatically impact interpretations of the role ammonoids play in paleoecosystems and how marine trophic systems may evolve through deep time (Tajika, et al. 2018; Walton and Korn, 2018).

Future work employing these tools has the potential to be some of the most impactful, reproducible, and distributable yet. This unprecedented communicability also means that researchers must focus even more on reporting the protocols used for creating models and simulations. Doing so will help to maintain relevant and well-developed data sets and facilitate additional improvements upon protocols like the simple guidelines we present in this paper.
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APPENDIX 1.

Drag values retrieved from ANSYS FLUENT for each of the 11 shells. Drag data are reported in dyne. Columns are labeled with the water velocity corresponding to a drag value. Rows are labeled with the shell to corresponding to a given set of drag data.

| Shell ID  | 1 cm/s | 1.75 cm/s | 2.5 cm/s | 2.75 cm/s | 5 cm/s | 7.5 cm/s | 10 cm/s | 15 cm/s | 20 cm/s | 25 cm/s | 50 cm/s |
|-----------|--------|-----------|----------|-----------|--------|----------|--------|--------|--------|--------|--------|
| Cardioceras | 2.46   | 5.12      | 9        | 16.64     | 26.16  | 50.84    | 83.12  | 167.78 | 280.62 | 429.16 | 1629.85 |
| Sphenodiscus | 1.71   | 4.22      | 7.02     | 13.1      | 20.81  | 39.96    | 64.78  | 129.43 | 213.82 | 315.57 | 1079.8 |
| Nautilus lifesize | 17.59 | 48.92     | 95.49    | 206.07    | 355.56 | 772.65   | 1349.12| 2947.88| 5097.65| 7752.39| 25590.25|
| Nautilus 5cm | 3.32   | 8.42      | 15.66    | 32.55     | 55.46  | 118.79   | 205.26 | 441.78 | 765.2  | 1184.07| 4408.79|
| Oppelia | 2.38   | 5.77      | 9.89     | 18.43     | 31.58  | 63.16    | 102.3  | 214.78 | 345.61 | 545.83 | 2078.65|
| Sphereocone | 3.83   | 9.93      | 18.71    | 39.29     | 66.91  | 141.82   | 243.82 | 522.35 | 908.85 | 1385.69| 5259.64|
| Serpenticone | 2.75   | 6.45      | 11.39    | 22.64     | 37.01  | 76.61    | 129.09 | 281.02 | 492.54 | 767.64 | 2996.45|
| Center | 3.02   | 7.08      | 12.84    | 25.84     | 43.12  | 89.33    | 149.67 | 326.62 | 573.49 | 885.92 | 3398.94|
| Oxycone | 2.71   | 5.99      | 10.29    | 19.69     | 32.07  | 64.75    | 107.94 | 223.86 | 378.93 | 576.25 | 2117.9 |
| Serplaty | 2.63   | 5.79      | 9.67     | 17.81     | 28.37  | 56.7     | 94.03  | 197.37 | 342.02 | 527.49 | 2035.6 |
| Extreme Serpenticone | 2.81   | 6.14      | 9.98     | 18.23     | 29.33  | 60.03    | 101.37 | 219.65 | 385.84 | 586.37 | 2304.58|

APPENDIX 2.

Coefficient of drag values calculated following the equations of Jacobs (1992). Columns are labeled with the water velocity corresponding to a given value. Rows are labeled with the shell to corresponding to a given set of values.

| Shell ID  | 1 cm/s | 1.75 cm/s | 2.5 cm/s | 2.75 cm/s | 5 cm/s | 7.5 cm/s | 10 cm/s | 15 cm/s | 20 cm/s | 25 cm/s | 50 cm/s |
|-----------|--------|-----------|----------|-----------|--------|----------|--------|--------|--------|--------|--------|
| Cardioceras | 0.971  | 0.66      | 0.568    | 0.467     | 0.413  | 0.357    | 0.328  | 0.294  | 0.277  | 0.271  | 0.257  |
| Sphenodiscus | 0.994  | 0.801     | 0.653    | 0.541     | 0.484  | 0.413    | 0.376  | 0.334  | 0.311  | 0.293  | 0.251  |
| Nautilus lifesize | 0.528  | 0.48      | 0.459    | 0.44      | 0.427  | 0.412    | 0.405  | 0.393  | 0.383  | 0.372  | 0.307  |
| Nautilus 5cm | 0.718  | 0.595     | 0.542    | 0.501     | 0.48   | 0.457    | 0.444  | 0.425  | 0.414  | 0.41   | 0.382  |
| Oppelia | 0.869  | 0.688     | 0.578    | 0.479     | 0.461  | 0.41     | 0.374  | 0.349  | 0.316  | 0.319  | 0.304  |
| Sphereocone | 0.713  | 0.604     | 0.578    | 0.479     | 0.461  | 0.41     | 0.374  | 0.349  | 0.316  | 0.319  | 0.304  |
| Serpenticone | 0.738  | 0.565     | 0.489    | 0.432     | 0.397  | 0.365    | 0.346  | 0.335  | 0.33   | 0.33   | 0.322  |
| Center | 0.73   | 0.559     | 0.497    | 0.444     | 0.417  | 0.384    | 0.362  | 0.351  | 0.347  | 0.343  | 0.329  |
| Oxycone | 0.883  | 0.637     | 0.536    | 0.456     | 0.418  | 0.375    | 0.352  | 0.324  | 0.309  | 0.3  | 0.276  |
| Serplaty | 0.966  | 0.694     | 0.568    | 0.465     | 0.417  | 0.37     | 0.345  | 0.322  | 0.314  | 0.31   | 0.299  |
| Extreme Serpenticone | 1.106  | 0.789     | 0.629    | 0.51      | 0.462  | 0.42     | 0.399  | 0.384  | 0.38   | 0.369  | 0.363  |
APPENDIX 3.

Drag values retrieved from ANSYS FLUENT for a hemisphere run in each scheme from Table 1. The benchmark data were mathematically derived from coefficient of drag values from Blevins (1984). Columns are named for the water velocity corresponding to a drag value. Row names identify the simulation scheme used to obtain each set of values.

|                | 5 cm/s | 10 cm/s | 20 cm/s | 50 cm/s |
|----------------|--------|---------|---------|---------|
| Scheme 4       | 279.66 | 1138.89 | 4632.3  | 29441.13|
| Scheme 3       | 294.42 | 1185.66 | 4812.26 | 30393.66|
| Scheme 2       | 334.4  | 1282.26 | 5176.69 | 30486.5 |
| Scheme 1       | 278.98 | 1185.66 | 4482.37 | 28368.43|
| Baseline       | 286.59 | 1146.35 | 4585.40 | 28658.76|