Dipole-dipole Interactions Through a Lens
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We study the fluctuation-mediated interactions between two atoms in the presence of an aplanatic lens, demonstrating an enhancement in their resonant dipole-dipole interaction. We derive the field propagation of the linear optical system in terms of the electromagnetic Green’s tensor for an aplanatic lens. The collective internal atomic dynamics is analyzed via a Lindblad master equation, which allows one to characterize the dispersive and dissipative interactions between atoms. We thus demonstrate that the resonant dipole-dipole coupling between the atoms can be enhanced in the focal plane of the lens, and the lens-modified energy exchange between the atoms can create a mutual trapping potential. Our work opens new avenues for expanding dipole-dipole interactions to macroscopic scales and the experimental platforms to study them.

I. INTRODUCTION

Technological advances in the last decade have facilitated the probing and control of single atoms by collecting and focusing light with the help of high numerical aperture (NA) lenses. Some example of this progress are quantum gas microscopes [1–5], programmable atom arrays [6–8], and other novel arrangements of lenses to improve atom-field interfaces [9, 10]. State-of-the-art optical elements allow for an NA as high as 0.92 [11], near the theoretical limit. The rapid progress of such tools opens new possibilities to enhance and manipulate long-range atom-atom interactions.

The ability to collect light from an emitter and guide it over long distances enables a variety of collective quantum optical phenomena, which has been a subject of significant interest in recent theoretical [12–23] and experimental works [24–28] in waveguide quantum electrodynamics (QED). Typically, these implementations rely on the evanescent light-matter coupling wherein the emitters are either placed nearby or embedded in a solid waveguide structure. This introduces various dissipation and decoherence mechanisms and hinders the control and probing of both the atoms and the electromagnetic (EM) field [29–34]. On the contrary, imaging systems involve large distances of operation that allow one to treat the atoms as if they were in free space, while facilitating interactions with their distant counterparts.

At a fundamental level in QED, the interactions between two atoms are mediated by the quantum fluctuations of the EM field. Such interactions depend on the range of separation between the two atoms [35–37], boundary conditions on the EM field [38–44] and its spectral density [45–50], quantum correlations between the atoms [51–54], external classical driving fields [54–56], and other factors. In this work we explore the idea of using an ideal lens together with a weak external drive to amplify and engineer the interaction between two distant atoms. As the atoms scatter the laser field, the lens collects and amplifies the far-field resonant dipole-dipole interaction mediated via the drive photons. This opens the possibility of using atomic imaging technology for engineering long-range dipole-dipole interactions and implementing collective systems without the downsides of near-field interactions.

The rest of the paper is organized as follows. In Sec. II we describe the system consisting of two two-level atoms placed near each focal point of an ideal, aberration free, aplanatic lens. We derive the collective atomic master equation in Sec. III and the Green’s tensor for the EM field propagation in Sec. IV. This allows one to obtain the dispersive and dissipative contributions to the effective dipole-dipole interaction in Sec. V. In Sec. VI, we analyze the effects of such lens-mediated enhancement of the far-field resonant dipole-dipole interaction and the possibility of creating a mutual trap potential for atoms interacting via lenses. We finalize presenting a brief outlook and concluding remarks in Sec. VII.

II. MODEL

We consider a system of two two-level atoms (A1 and A2) separated by an aplanatic lens, as shown in Fig. 1. An aplanatic lens is generally composed of two or three lenses such that spherical and coma aberrations are suppressed [57]. For the purposes of this work, we describe the lens in terms of its effects on the EM field wavefront, regardless of the details of the elements that it is comprised of. The atoms are placed near the focal points on each side of the lens. The system exhibits azimuthal symmetry, that can be broken by the polarization of the atomic dipoles deviating from the optical axis. We further assume that the atoms are weakly driven by a clas-
FIG. 1. Schematic representation of two two-level atoms, A1 and A2, interacting with each other via an aplanatic lens. The atoms are placed at the two focal points of the optical system at \( r_1 = \{0, 0, -f\} \) and \( r_2 = \{0, 0, f\} \), with \( f \) as the focal length. Each atom has a resonance frequency of \( \omega_0 \) and is weakly driven by a laser of frequency \( \omega_D \).

The total Hamiltonian of the system is given by \( H = H_A + H_F + H_{AF} + H_{AD} \), where \( H_A \) corresponds to the Hamiltonian for the two atoms in the rotating frame with respect to the drive frequency:

\[
H_A = \hbar \delta_D \sum_a \sigma^{(a)}_+ \sigma^{(a)}_-
\]

with \( \sigma^{(a)}_+ \equiv |e_a \rangle \langle g_a| \) and \( \sigma^{(a)}_- \equiv |g_a \rangle \langle e_a| \) as the raising and lowering operators for the internal degrees of freedom of the atoms labeled by \( a = 1, 2 \) which corresponds to the atoms A1 and A2, respectively, and \( \delta_D = \omega_0 - \omega_D \) as the detuning between the atomic resonance \( \omega_0 \) and the drive frequency.

The atom-vacuum and atom-drive interaction Hamiltonians in the rotating frame are respectively given as:

\[
H_{AF} = -\sum_a \hat{p}_a \cdot \hat{E}(r_a), \text{ and}
\]

\[
H_{AD} = \sum_a \hbar \Omega \left[ \sigma^{(a)}_+ + \sigma^{(a)}_- \right].
\]

The atomic dipole operator for each atom in the rotating frame is given by \( \hat{p}_a = d_a \hat{\sigma}^{(a)}_+ e^{i\omega_D t} + d_a \hat{\sigma}^{(a)}_- e^{-i\omega_D t} \), with \( d_a \) the dipole matrix element associated with the \( |g_a \rangle \leftrightarrow |e_a \rangle \) transition. \( \hat{E}(r_a) \) represents the electric field at position \( r_a \) of atom \( a \). The Rabi frequency of the drive is given by \( \Omega \). We note that in the presence of a weak classical drive, the atomic dipoles exhibit Rayleigh scattering at the drive frequency.

The field Hamiltonian \( H_F \) and the quantized EM field in the presence of media are described in the macroscopic QED formalism [38, 58–61], as discussed in Appendix A.

III. ATOMIC MASTER EQUATION

We can now describe the dynamics of the atomic internal degrees of freedom in terms of a second-order Lindblad master equation by tracing out the EM field in the Born-Markov approximations (see Appendix B for details) [53, 62]:

\[
\frac{d\rho_A}{dt} = -\frac{i}{\hbar} [H'_A, \rho_A] + \mathcal{L}_A [\rho_A],
\]

where \( \rho_A \) corresponds to the collective density matrix of the two atoms. The effective Hamiltonian \( H'_A \) and the Liouvillian \( \mathcal{L}_A \) describe the dispersive and the dissipative dynamics of the collective atomic system in the presence of the aplanatic lens:

\[
H'_A = \sum_{i,j=1,2} J_{ij}^{(+)} \sigma^{(i)}_+ \sigma^{(j)}_- + J_{ij}^{(-)} \sigma^{(i)}_- \sigma^{(j)}_+,
\]

\[
\mathcal{L}_A [\rho_A] = -\frac{1}{2} \sum_{i,j=1,2} \Gamma_{ij} \left\{ \sigma^{(i)}_+ \sigma^{(j)}_- , \rho_A \right\} + \sum_l \int d^3k \hat{C}^{(l)}_{ki} \rho_A \left( \hat{C}^{(l)}_{ki} \right)^\dagger.
\]

The coherent couplings between the two atoms and the individual energy modifications to the excited and ground states of the atoms are given by \( J_{ij}^{(+)} = -J_{ij}^{OR} - J_{ij}^{R} \) and \( J_{ij}^{(-)} = J_{ij}^{OR} \). The off-resonant and the resonant contributions \( J_{ij}^{OR} \) and \( J_{ij}^{R} \) correspond to the contributions from virtual and real photons, respectively, and are given explicitly as follows:

\[
J_{ij}^{OR} \equiv \frac{\hbar \delta_D}{\pi} \int_0^\infty d\xi \frac{\xi^2}{\xi^2 + \omega_D^2} \left[ \mathbf{d}^\dagger \cdot \hat{G} (\mathbf{r}_i, \mathbf{r}_j, i\xi) \cdot \mathbf{d} \right]
\]

\[
J_{ij}^{R} \equiv \hbar \omega_D^2 \text{Re} \left[ \mathbf{d}^\dagger \cdot \hat{G} (\mathbf{r}_i, \mathbf{r}_j, \omega_D) \cdot \mathbf{d} \right].
\]

We note that while the off-resonant part depends on the broadband frequency response of the environment, the resonant part only depends on the response of the EM environment at the drive frequency.

The dissipative interaction between the atoms is given by:

\[
\Gamma_{ij} \equiv \frac{2\hbar \omega_D^2}{\hbar} \mathbf{d}^\dagger \cdot \text{Im} \left[ \hat{G} (\mathbf{r}_i, \mathbf{r}_j, \omega_D) \right] \cdot \mathbf{d},
\]

which is related to the resonant dispersive interaction \( J_{ij}^{R} \) via the Kramers-Kronig relation [61].

The jump operator \( \hat{C}^{(i)}_{ki} \) for atom \( i \) [63]:

\[
\hat{C}^{(i)}_{ki} = \sqrt{2\hbar \omega_D^2} \int \frac{d^3r e^{i\mathbf{k}\cdot\mathbf{r}}}{(2\pi)^{3/2}} \sqrt{\epsilon (\mathbf{r}, \omega_D)} \mathbf{d}_i G_{id} (\mathbf{r}_i, \mathbf{r}, \omega_D) \hat{d}^\dagger_-, \]

corresponds to the process of recoil of a photon of frequency \( \omega_D \), momentum \( k \) and polarization \( l \); similarly for atom \( j \). It can be seen that \( \sum_l \int d^3k \left( \hat{C}^{(i)}_{ki} \right)_{\dagger} \hat{C}^{(i)}_{kl} = \hbar \Gamma_{ij} \delta^{(i)}_+ \delta^{(i)}_- \).
When analyzing the far-field contributions to the dipole-dipole interactions amplified by the lens we can neglect the off-resonant contributions from virtual photons at second-order ($J_{ij}^{OR}$) that scale as $\sim 1/r^3$, and those at fourth-order that scale as $\sim 1/r^6$. The predominant contribution is the resonant dipole-dipole interaction given by Eq. (8), which scales as $\sim 1/r$, and depends only on the response of the environment at the drive frequency $\omega_D$.

IV. GREEN’S TENSOR FOR THE LENS

We describe the electric field at a given point $r$ emitted by a dipole at the position $r_0$ in terms of the classical EM Green’s tensor [60, 61], defined by the inhomogeneous Helmholtz equation as follows:

$$
\left[ \frac{1}{\mu_0} \nabla \times \nabla \times -\frac{\omega^2}{c^2} \epsilon (r, \omega) \right] \leftrightarrow \mathbf{G}(r, r_0, \omega) = \delta (r-r_0),
$$

(11)


together with the condition that $\mathbf{G}(r, r_0, \omega) \rightarrow 0$ as $|r - r_0| \rightarrow \infty$. One can separate the contributions to the field in terms of the distance between the two points as:

$$
\leftrightarrow \mathbf{G}(r, r_0, \omega) = \leftrightarrow \mathbf{G}_{NF}(r, r_0, \omega) + \leftrightarrow \mathbf{G}_{IF}(r, r_0, \omega) + \leftrightarrow \mathbf{G}_{FF}(r, r_0, \omega),
$$

(12)

where $\leftrightarrow \mathbf{G}_{NF}(r, r_0, \omega)$, $\leftrightarrow \mathbf{G}_{IF}(r, r_0, \omega)$ and $\leftrightarrow \mathbf{G}_{FF}(r, r_0, \omega)$ correspond to the near-field, intermediate-field and far-field contributions, respectively. Since the distance between the emitter and the lens is much greater than the wavelength of the emitted field, we will only be interested in the far-field contribution [60, 61, 62].

Let $r_1$ and $r_2$ be the positions of the atoms A1 and A2, as depicted in Fig. 2. The resonant electric field produced by an arbitrarily oriented electric dipole located at $r_1$, with dipole moment $p$, after propagation to a point $r$ at the vacuum-lens interface is:

$$
\leftrightarrow \mathbf{E}_{FF}(r, r_1) = \frac{\omega^2}{\varepsilon_0 c^2} \leftrightarrow \mathbf{G}_{FF}(r, r_1, \omega_D) \cdot \mathbf{p}.
$$

(13)

The field is collimated after transmission through the first interface of the aplanatic lens, travels as a collimated beam until it reaches the second interface on the opposite side after which it converges at the focal point on the other side. To obtain the field in the region near the second focus, we use the angular spectrum representation in cylindrical coordinates $\{\rho, \varphi, z\}$ [64]:

$$
\mathbf{E}_{fo}(\rho, \varphi, z) = -\frac{i k_D f e^{-ik_D f}}{2\pi} \int_0^{\theta_{\text{max}}} d\theta \sin \theta \int_0^{2\pi} d\phi \mathbf{E}_{FF}(\theta, \phi) e^{ik_D z \cos \theta e^{ik_D \rho \sin \phi}}
$$

(14)

where $k_D = \omega_D / c$, and the coordinate $\theta_{\text{max}}$ represents the maximum angle of a cone of light that can enter the lens, determined by the NA of the lens ($\text{NA} = \sin \theta_{\text{max}}$, in vacuum). Substituting Eq. (13) in Eq. (14) gives a compact form for the electric field in the focal zone $r_2 = \{\rho, \varphi, z\}$ (see Appendix C):

$$
\mathbf{E}_{fo}(r_2, r_1) = \frac{\omega^2}{\varepsilon_0 c^2} \leftrightarrow \mathbf{G}_{PSF}(r_2, r_1, \omega_D) \cdot \mathbf{p},
$$

(15)

where $\leftrightarrow \mathbf{G}_{PSF}(r_1, r_2, \omega_D)$ is the dyadic point-spread function of the optical system with equal focal lengths $f$ on each side of the lens, which describes the field propagation between both focal regions. In general, Eq. (15) connects atoms at opposite ends with the point spread function given by:

$$
\leftrightarrow \mathbf{G}_{PSF}(r_i, r_j, \omega_D) = \frac{\omega_D}{8\pi c} \leftrightarrow \mathbf{g}(r_i, r_j, \omega_D),
$$

(16)

where we have defined

$$
\leftrightarrow \mathbf{g}(r_i, r_j, \omega_D) = \left( I_1 + I_2 \cos (2\varphi_{ij}) & I_2 \sin (2\varphi_{ij}) & -2I_3 \cos (\varphi_{ij}) \\
I_2 \cos (2\varphi_{ij}) & I_1 - I_2 \cos (2\varphi_{ij}) & -2I_3 \sin (\varphi_{ij}) \\
-2I_3 \sin (\varphi_{ij}) & -2I_3 \sin (\varphi_{ij}) & 2I_4
\right)
$$

(17)

The integrals $I_n$ are

$$
I_1 = \int_0^{\theta_{\text{max}}} d\theta \sin \theta \left[ 1 + \cos^2 \theta \right] e^{ik_D \cos \theta \rho_{ij}} J_0 (k_D \rho_{ij} \sin \theta)
$$

(18)

$$
I_2 = \int_0^{\theta_{\text{max}}} d\theta \sin \theta \left[ 1 - \cos^2 \theta \right] e^{ik_D \cos \theta \rho_{ij}} J_2 (k_D \rho_{ij} \sin \theta)
$$

(19)

$$
I_3 = \int_0^{\theta_{\text{max}}} d\theta \sin^2 \theta \cos \theta e^{ik_D \cos \theta \rho_{ij}} J_1 (k_D \rho_{ij} \sin \theta)
$$

(20)

$$
I_4 = \int_0^{\theta_{\text{max}}} d\theta \sin^2 \theta e^{ik_D \cos \theta \rho_{ij}} J_0 (k_D \rho_{ij} \sin \theta)
$$

(21)

where $J_n$ is the $n^{th}$ order Bessel functions of the first kind, and the relative coordinates between the atoms at

FIG. 2. Coordinate systems for the linear optics configuration of Fig. 1. Each end has an origin at its respective origin from which the positions $r_i$ and $r_j$ arise. Within the focal zone the intensities only depend on the relative values $\mathbf{G}_{PSF}(r_i, r_j, \omega_D) = \mathbf{G}_{PSF}(x_{ij}, y_{ij}, z_{ij}, \omega_D)$. 



each end are given by \( \rho_{ij} = \sqrt{x_{ij}^2 + y_{ij}^2} \), \( x_{ij} = x_i - x_j \), \( y_{ij} = y_i - y_j \), and \( z_{ij} = z_i - z_j \). The symmetry under the permutation \( i \leftrightarrow j \) (or equivalently for one atom on each side, change A1 for A2) allows one to deduce that for \( \mathbf{r}_i \) and \( \mathbf{r}_j \) in the focal zone, only the relative distance between the two points will produce detectable changes. The change from absolute to relative perspective is evidenced in the fulfillment of the Onsager reciprocity [60] for symmetric tensors

\[
\leftrightarrow \mathbf{G}_{\text{PSF}} (\mathbf{r}_i, \mathbf{r}_j, \omega_D) = \leftrightarrow \mathbf{G}_{\text{PSF}} (\mathbf{r}_j, \mathbf{r}_i, \omega_D). \tag{22}
\]

Since \( f \gg \lambda_D \), it is only necessary to consider the far-field term \( \mathbf{G}_{\text{FF}} \) of the full free-space Green’s tensor Eq. (12) for the derivation of Eq. (16). Thus, \( \mathbf{G}_{\text{PSF}} \) accounts for the radiation collected by the lens and redirected to the other atom.

V. DIPOLE-DIPOLE INTERACTION LENSING

Having obtained the Green’s tensor for the lens \( \leftrightarrow \mathbf{G}_{\text{PSF}} (\mathbf{r}_i, \mathbf{r}_j, \omega_D) \) in Eq. (16), the dispersive and dissipative resonant dipole-dipole coupling coefficients between the two atoms (\( J_{12}^R \) and \( \Gamma_{12} \)) described by Eq. (8) and (9) respectively can be simplified as:

\[
J_{12}^R / (\hbar \Gamma) = \frac{3}{8} \text{Re} \left[ \mathbf{u}_1 \cdot \hat{\mathbf{g}} \cdot \mathbf{u}_2 \right], \tag{23}
\]

\[
\Gamma_{12} / \Gamma = \frac{3}{4} \text{Im} \left[ \mathbf{u}_1 \cdot \hat{\mathbf{g}} \cdot \mathbf{u}_2 \right], \tag{24}
\]

where we have defined \( \Gamma \equiv |d^2 \omega_D^3 / 3 \pi \hbar \omega_0^3| \) as the emission rate for a dipole radiating at the drive frequency \( \omega_D \), the unit vectors \( \mathbf{u}_i \) correspond to the orientation of the atomic dipole \( i \).

The contribution of the lens to the enhancement of the dipole-dipole interactions can be characterized by the maximum dissipative dipole-dipole interaction (\( \Gamma_{12}^{\text{max}} \)) between two dipoles placed at the foci. Fig. 3 shows \( \Gamma_{12}^{\text{max}} \) as a function of the NA for two orthogonal orientations of the atomic dipole. We see that for a feasibility high NA of \( \theta_{\text{max}} \approx \pi/3 \) and appropriate atomic dipole alignment, the dipole-dipole interaction rate can reach nearly 60% of the atomic decay rate.

Fig. 4 shows a spatial dependence of the resonant dipole-dipole coupling \( J_{12}^D \) (a) and (b)) and \( \Gamma_{12} \) (c) and (d)) for dipoles with orthogonal (\( x \)) and parallel (\( z \)) orientations with respect to the optical axis, evidencing a lensing effect near the focal zone of one of the dipoles. The fringes with periodicity \( \sim \lambda_D \) correspond to two constructive and destructive interference effects in the collective dipole-dipole interactions, leading to super- and sub-radiant dispersive and dissipative interactions.

VI. DIPOLE-DIPOLE POTENTIAL THROUGH THE LENS

The lens-mediated energy exchange between the atoms can be significant enough to create a mutual trapping potential. Let us consider the scenario depicted in Fig. 5 where a single (trapped) atom A1 is externally driven and coupled to a second atom A2 through the lens. Following Eq. (5), the steady-state potential energy created by the exchange of real photons between atoms A1 and A2 is given by

\[
\langle H_A' \rangle_{\text{ss}} = -J_{12}^R \xi, \tag{25}
\]

where \( \xi = \langle \sigma_+^{(1)} \sigma_-^{(2)} \rangle_{\text{ss}} + \langle \sigma_-^{(2)} \sigma_+^{(1)} \rangle_{\text{ss}} \) represents the atomic cross-correlations.

We can compute the steady state solutions of the internal atomic state via the equations of motion for the operators \( \hat{\sigma}_-^{(j)} \) in the Heisenberg picture, considering Eq. (16) and Eq. (4). In the low saturation approximation, this yields:

\[
\dot{\hat{\sigma}}_-^{(1)} = \left( i \delta_D - \Gamma \right) \hat{\sigma}^{(1)}_- + i \Omega + i G_{12} \hat{\sigma}^{(2)}_-, \tag{26}
\]

\[
\dot{\hat{\sigma}}_-^{(2)} = - \Gamma \hat{\sigma}^{(2)}_- + i G_{12} \hat{\sigma}^{(1)}_-, \tag{26}
\]

where \( \delta_D \) and \( \Omega \) are the detuning and Rabi frequency of the external drive and we define \( G_{12} \equiv \hbar \omega_D^2 / \mathbf{d}_1 \). \( \leftrightarrow \mathbf{G}_{\text{PSF}} (\mathbf{r}_1, \mathbf{r}_2) \cdot \mathbf{d} \equiv J_{12} / \hbar + i \Gamma_{12} / 2 \) as the effective complex dipole-dipole coupling. Solving for the steady-state expectation value of the atomic operators and their corre-
FIG. 4. Spatial distribution of the (a,b) dispersive and (c,d) dissipative interaction in the $xz$-plane. The presence of an atom A1 emitting radiation produces a lensed field in the focal zone at the opposite end. A second atom A2 at this end will be subject to dispersive and dissipative interactions depending on the relative positions, correlations and dipole orientations of the two atoms. We have chosen an angular aperture of $\theta_{\text{max}} = \pi/3$ in the figures above.

The steady-state equations lead to the expected result of driving just A1 when the dipole-dipole coupling vanishes ($G_{12} \to 0$). Otherwise, the dispersive shift and linewidth of A1 are modified by the lens-mediated interaction between A1 and A2, as Eq. (27) shows. Furthermore, the probabilities of finding each atom in an excited state, given by Eqs. (29) and (30), depend on the dipole-dipole coupling and the strength of the atomic cross-correlations

$$\langle \sigma_+ \sigma_- \rangle_{ss} = \frac{\alpha \beta + 2 |G_{12}|^2 \beta^*}{|\alpha|^2 - 4 |G_{12}|^2},$$

and $s^2$ is the probability of finding A1 in the excited state. To compare the response of the system at different driving frequencies on an equal footing we fix the saturation parameter $s$, meaning that we have to adjust the intensity of the drive as $\delta_D$ changes, setting $\Omega = s \sqrt{\delta_D^2 + \Gamma^2/4}$.

We now analyze the steady state solutions for a suitable trapping configuration, focusing on two atoms oriented parallel to the x-axis of the coordinate system established in Fig. 2. In order to have an attractive potential for the atom we must look for zones of maximum
where $E$ is the total atomic decay rate. For $J_{12}^\text{ss}$ being of the order of the recoil energy, possibly making trap-}
ment of the time scale.

We now study the behavior of the trap in a realistic scenario with alkaline atoms. Let us consider $^{133}\text{Cs}$ atoms in and their $^6\Sigma^+_{1/2} \rightarrow ^6\Sigma^+_{3/2}$ transition as a two-
level system, with dipole moment $d = 2.69 \times 10^{-29}\text{C} \cdot \text{m}$, decay rate $\Gamma = 2\pi \cdot 5.23\text{MHz}$, $\lambda_0 = \lambda_0^\text{opt}$ and $m = 1.66 \times 10^{-27}\text{Kg}$ [67]. We will consider the limit $|\delta_D| \gg \Gamma$, where the system effectively behaves as a far-detuned optical dipole trap driving $A_1$, such that $A_1$ is trapped in a far-detuned optical dipole trap via the external drive. As a consequence, $A_2$ is then confined only due to the interaction with $A_1$ mediated by an aplanatic lens with an angular aperture $\theta_{\text{max}} = \pi/3$.

Figure 7 shows the trapping potential $(H'_A)_{\text{ss}} + U_g$, where $U_g$ the gravitational potential for the atom with respect to $z_{12} = 0$, and heating rate as a function of the position along the optical axis. The shaded area shows the size of $E_r$ compared to the potential well. We focus on the local minimum of the potential, $z_{12}^\text{min}$, suitable for trapping. We can estimate the lifetime of the trap from Eq. (35) assuming that the atom starts with an initial energy $E_r$ from the bottom of the trap and considering $J_{12}^\text{max} = 0.5\gamma\hbar$ for the present configuration. Eq. (35) gives us a trapping time of about $t_{\text{trap}} \approx 1170\gamma^{-1}(\approx 1/2\omega_r)$.

As we see from Fig 7, the size of the potential well created by the dipole-dipole interactions with a single atom is of the order of the recoil energy, possibly making trapping impractical. However, we can increase the trapping potential by increasing the number of atoms being driven. The general interaction Hamiltonian $H'_A$ with $N_i$ driven atoms on the top of the optical system shown in Fig. 5 is

$$H'_A = -\sum_i N_i J_{i i}^\text{R} \left( \hat{\sigma}^+_i \hat{\sigma}^-_i + \hat{\sigma}^+_i \hat{\sigma}^-_i \right). \quad (36)$$

We see that the dipole-dipole potential increases linearly with the number of atoms, as seen from the inset of Fig. 7. Although such scenario can greatly improve the effects of dipole-dipole interactions due to its collective nature, one would have to carefully consider near-field interactions among atoms on the same side of the lens. Such scenario adds a complexity to the problem that is beyond the scope of this work, but which could be addressed with the presented mathematical formalism. Furthermore, a far-detuned atom trap based on dipole-dipole interactions could be in principle compatible with other near-resonance cooling techniques (as it can be inferred from Fig. 6), creating long-living optical traps.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Left axis: Probability of finding $A_1$ in the excited state as a function of $\delta_D$, with (solid purple) and without (dotted pink) dipole-dipole interaction with atom $A_2$. Right axis: atomic cross-correlations $\xi$ (dashed gold) as a function of the detuning. All the quantities are normalized by the $s^2$ to compare them with the probability of exciting $A_1$ in the absence of dipole-dipole interactions.}
\end{figure}
FIG. 7. (a) Schematic representation of the trap formed by the lensed dipole-dipole forces: \( N \) atoms on the top are trapped by a tweezer at one of the focal points of the aplanatic lens system. The dipole-dipole forces between an atom placed around the other focal point of the lens and the collection of atoms on the top can be sufficiently strong to counteract gravity. (b) Left axis: comparison of potential energy from gravity (dashed pink) and dipole-dipole interaction through a lens (solid purple) evaluated in the steady state from Eq. (25). The height of the blue shaded area is \( E_r \), comparing the trap depth to the recoil energy. Right axis: Scattering rate from the emission of photons (dashed gold) obtained via Eq. (34). The inset shows the minimum potential produced by the lensing field of \( 0 < N < 200 \) atoms.

VII. SUMMARY AND OUTLOOK

In this work we have shown that resonant dipole-dipole interactions between two atoms can be amplified in the presence of a lens. Deriving a master equation for the dynamics of two driven atomic dipoles placed near the foci of an aplanatic lens system, we evaluate the modified dispersive and dissipative interactions between the dipoles, demonstrating a lensing effect in their coupling (Fig. 4). We also illustrate that the dipole-dipole coupling increases with an increasing numerical aperture of the lens, and analyze the dependence of the lens mediated dipole-dipole interaction on the atomic polarization. Such modified dipole-dipole interactions can be used, for example, to create a mutual trapping potential for atoms. We demonstrate such a trap potential for the case of an atom interacting with a weakly driven atom via an aplanatic lens (Fig. 7), estimating the limitations to the trap lifetime due to recoil heating, which could be mitigated by the collectively enhanced potential of \( N \) weakly driven atoms.

The present results open a new avenue for engineering long-ranged dipole-dipole interactions in quantum optical systems, facilitating strong resonant dipole-dipole coupling while avoiding the detrimental near-field effects common in nanophotonics platforms. Lens-mediated dipole-dipole interaction could allow for self-organization of remote atomic systems, where external driving fields can control the dipoles oscillation phases to tailor their amplitude and mutual correlations. The general description of an aplanatic lens presented here encompasses the case of light propagation through a long optical fiber coupled to a lens on each end, a suitable platform for long distance dipole-dipole interfacing. One can consider an extension of the present scheme to a network of lenses and atoms where one can tailor collective multi-atom interactions in long-ranged systems with lenses. Such lens-modified collective dipole-dipole interactions would increase the versatility and modularity of quantum optical systems.
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Appendix A: Medium-assisted EM field

Using the macroscopic QED formalism [58–61], the Hamiltonian for the vacuum EM field in the presence of the surface can be written as

\[
H_F = \sum_{\lambda = e, m} \int d^3r \int d\omega \, \hbar \omega \left( \hat{f}_{\lambda}^\dagger (\mathbf{r}, \omega) \cdot \hat{f}_\lambda (\mathbf{r}, \omega) \right),
\]

with \( \hat{f}_\lambda (\mathbf{r}, \omega) \) and \( \hat{f}_\lambda^\dagger (\mathbf{r}, \omega) \) as the bosonic creation and annihilation operators respectively that take into account the presence of the media. These are the ladder operators corresponding to the noise polarization (\( \lambda = e \)) and magnetization (\( \lambda = m \)) excitations in the medium-assisted EM field, at frequency \( \omega \), created or annihilated at position \( \mathbf{r} \). The medium-assisted bosonic operators obey the canonical commutation relations

\[
\left[ \hat{f}_\lambda (\mathbf{r}, \omega), \hat{f}_{\lambda'}^\dagger (\mathbf{r}', \omega') \right] = \left[ \hat{f}_{\lambda'}^\dagger (\mathbf{r}', \omega'), \hat{f}_\lambda (\mathbf{r}, \omega) \right] = 0,
\]

\[
\left[ \hat{f}_\lambda (\mathbf{r}, \omega), \hat{f}_{\lambda'} (\mathbf{r}', \omega') \right] = \delta_{\lambda, \lambda'} \delta (\mathbf{r} - \mathbf{r}') \delta (\omega - \omega').
\]
The electric field operator evaluated at position \( \mathbf{r}_0 \) is given as
\[
\hat{E}(\mathbf{r}_0) = \sum_{\lambda=e,m} \int d^3r \int d\omega \left[ G_\lambda(\mathbf{r}_0, \mathbf{r}, \omega) : \hat{f}_\lambda(\mathbf{r}, \omega) + \text{H.c.} \right].
\]
(A4)

The coefficients \( G_\lambda(r, \mathbf{r}', \omega) \) are defined as
\[
G_e(r, \mathbf{r}', \omega) = \frac{i}{c^2} \sqrt{\frac{\hbar}{\pi \epsilon_0}} \text{Im}[\epsilon(\mathbf{r}', \omega)] \cdot \nabla \times G(r, \mathbf{r}', \omega),
\]
\[
G_m(r, \mathbf{r}', \omega) = \frac{i}{c^2} \sqrt{\frac{\hbar}{\pi \mu_0}} |\mu(\mathbf{r}', \omega)|^2 \nabla \times G(r, \mathbf{r}', \omega),
\]
(A5)

with \( \epsilon(\mathbf{r}, \omega) \) and \( \mu(\mathbf{r}, \omega) \) as the space-dependent permittivity and permeability, and \( G(\mathbf{r}_1, \mathbf{r}_2, \omega) \) as the field propagator near the given boundary conditions [60, 61].

**Appendix B: Derivation of the master equation**

We describe the dynamics of the atomic internal degrees of freedom in terms of a Born-Markov master equation as follows [62]:
\[
\frac{d\rho_A}{dt} = -\frac{1}{\hbar^2} \text{Tr}_F \int_0^\infty d\tau \hat{H}_{AF}(t) \hat{H}_{AF}(t - \tau) \rho_A \otimes |0\rangle \langle 0| - \frac{1}{\hbar^2} \text{Tr}_F \int_0^\infty d\tau \rho_A \otimes |0\rangle \langle 0| \hat{H}_{AF}(t - \tau) \hat{H}_{AF}(t)
\]

\[+ \frac{1}{\hbar^2} \text{Tr}_F \int_0^\infty d\tau \hat{H}_{AF}(t) \rho_A \otimes |0\rangle \langle 0| \hat{H}_{AF}(t - \tau) + \frac{1}{\hbar^2} \text{Tr}_F \int_0^\infty d\tau \hat{H}_{AF}(t - \tau) \rho_A \otimes |0\rangle \langle 0| \hat{H}_{AF}(t) \]
(B2)

We now consider the terms in the above master equation one by one as follows

(I) = \(-\frac{1}{\hbar^2} \text{Tr}_F \int_0^\infty d\tau \hat{H}_{AF}(t) \hat{H}_{AF}(t - \tau) \rho_A \otimes |0\rangle \langle 0| \)
(B3)

\[
= -\frac{1}{\hbar^2} \text{Tr}_F \int_0^\infty d\tau \left[ \sum_{j=1,2} \sum_{\lambda} \int d^3r \int d\omega \left\{ \frac{d\hat{f}_+^{(j)}( \mathbf{r}_j, \omega, \mathbf{k}) \cdot \hat{G}_\lambda(\mathbf{r}_j, \mathbf{r}, \omega) + \hat{f}_\lambda(\mathbf{r}, \omega, \mathbf{k}) \cdot \hat{G}_\lambda(\mathbf{r}, \mathbf{r}_j, \omega)}{\hbar^2} + \frac{d\hat{f}_-^{(j)}( \mathbf{r}_j, \omega, \mathbf{k}) \cdot \hat{G}_\lambda(\mathbf{r}_j, \mathbf{r}, \omega) + \hat{f}_\lambda(\mathbf{r}, \omega, \mathbf{k}) \cdot \hat{G}_\lambda(\mathbf{r}, \mathbf{r}_j, \omega)}{\hbar^2} \right\} \right]
\]
\[
\times \sum_{j=1,2} \sum_{\lambda'} \int d^3r' \int d\omega' \left\{ \frac{d\hat{f}_+^{(j)}( \mathbf{r}_j', \omega', \mathbf{k}') \cdot \hat{G}_{\lambda'}(\mathbf{r}_j', \mathbf{r}, \omega') + \hat{f}_\lambda(\mathbf{r}, \omega', \mathbf{k}') \cdot \hat{G}_{\lambda'}(\mathbf{r}, \mathbf{r}_j', \omega')}{\hbar^2} + \frac{d\hat{f}_-^{(j)}( \mathbf{r}_j', \omega', \mathbf{k}') \cdot \hat{G}_{\lambda'}(\mathbf{r}_j', \mathbf{r}, \omega') + \hat{f}_\lambda(\mathbf{r}, \omega', \mathbf{k}') \cdot \hat{G}_{\lambda'}(\mathbf{r}, \mathbf{r}_j', \omega')}{\hbar^2} \right\} \rho_A \otimes |0\rangle \langle 0| \right),
\]
(B4)

where we have used Eq. (A4) in Eq. (2) to express the atom-field interaction Hamiltonian in terms of the medium-
collective spontaneous emission and the level shifts respectively. Where we have defined the quantities $\mathbf{d}\psi^+_+(e^{i(\omega+\omega_D)t} + d\psi^+_-(e^{-i(\omega+\omega_D)t}) \cdot \bar{G}_\omega \left( r_i, r, \omega \right), \bar{G}_\omega \left( r_j, r, \omega \right)$

\[
\begin{align*}
(I) &= -\frac{1}{\hbar^2} \int_0^\infty \mathrm{d}t \sum_{i,j=1,2} \int \mathrm{d}^3r \int \omega^2 \left\{ \left[ \psi^+_+(e^{-i(\omega+\omega_D)t} \cdot d\psi^-_-(e^{-i(\omega+\omega_D)t} \cdot \bar{G}_\omega \left( r_i, r, \omega \right) \right) \cdot d \right] \bf{\rho}_A \right. \\
&= -\frac{\mu_0}{\hbar^2} \int_0^\infty \mathrm{d}t \sum_{i,j=1,2} \int \omega^2 \left[ \psi^+_+(e^{i(\omega+\omega_D)t} + d\psi^+_-(e^{-i(\omega+\omega_D)t}) \right] \cdot \bf{\rho}_A \\
&= \sum_{i,j=1,2} \left[ \left( -\frac{\Gamma_{ij}}{2} + \frac{i}{\hbar} J_{ij} \right) \psi^+_+(e^{i(\omega+\omega_D)t} + d\psi^+_-(e^{-i(\omega+\omega_D)t}) \right] \cdot \bf{\rho}_A \right. \\
&= \sum_{i,j=1,2} \left[ \left( -\frac{\Gamma_{ij}}{2} + \frac{i}{\hbar} J_{ij} \right) \psi^+_+(e^{i(\omega+\omega_D)t} + d\psi^+_-(e^{-i(\omega+\omega_D)t}) \right] \cdot \bf{\rho}_A \\
\end{align*}
\]
FIG. 8. Schematic of the step-by-step propagation of the EM field. (1) A point source dipole radiates from z₀ near the left focal region, as described by the Green’s tensor \( \mathbf{G} \). (2) The far field propagates through the aplanatic lens, as described by \( \mathbf{G}^{(L)} \). (3) The field propagates through the aplanatic lens as an ideal unperturbed plane wavefront. (4) The lens-vacuum interface changes the field wavefront to revert the field propagation, as described by \( \mathbf{G}^{(FF)} \). (5) The field is focused down at the focal region, as described by \( \mathbf{G}^{PSF} \).

field emitted by a dipole (Fig. 8 (1)) is characterized by

\[
\mathbf{G}^{(FF)} (r, 0) = \frac{\exp(ikr)}{4\pi r} \begin{pmatrix}
1 - \cos^2 \phi \sin^2 \theta & -\sin \phi \cos \phi \sin^2 \theta & -\sin \phi \sin \theta \cos \theta \\
-sin \phi \cos \phi \sin^2 \theta & 1 - \sin^2 \phi \sin^2 \theta & -\sin \phi \sin \theta \cos \theta \\
-\cos \phi \sin \theta \cos \theta & -\sin \phi \sin \theta \cos \theta & \sin^2 \theta
\end{pmatrix},
\]

Assuming that the reflection indices of the components of the optical system are negligible, we can think that all the radiative content is collimated between the two reference spheres (Fig. 8 (3)), travelling as plane waves. Just after the second reference sphere, and for a non-reflective aplanatic lens, it is possible to write the output field exactly as the far-field component Eq. (C5) with opposite sign regarding its original direction of propagation, meaning focusing down instead of diverging away. Eq. (13) shows the field \( \mathbf{E}^{(FF)} \) just after the linear optical system (Fig. 8 (4)).

In order to obtain a semi-analytic expression for field near the focus (Fig. 8 (5)), we can use the angular spectrum representation, Eq. (14), which allows one to understand the focal field in terms of a series expansion of plane waves with variable amplitudes and propagation directions. The field strength depends on the maximum opening angle \( \theta_{\text{max}} \) of the imaging system, and is given by the numerical aperture \( NA = n_{\text{vacuum}} \sin \theta_{\text{max}} \). We assume a homogeneous environment so the refractive index outside the lens can be set to \( n \approx 1 \). Replacing the far-field towards the focus Eq. (13) into the angular spectrum representation Eq. (14) gives us \( \mathbf{E}_{0\theta} \) in terms of the point-spread Green’s function \( \mathbf{G}^{PSF} \). The integrals over the azimuthal angle \( \phi \) can be performed analytically its full Green’s function in free-space [64]

\[
\mathbf{G} (r, r_0) = \frac{\exp(ikR)}{4\pi R} \left[ \frac{1 + ikR - 1}{k^2 R^2} \mathbf{I} + \frac{3 - 3ikR - k^2 R^2}{k^2 R^2} \mathbf{R} \right].
\]

where \( R = |r - r_0|, R = |\mathbf{R}| \) and \( \mathbf{R} \) denotes the outward product of \( \mathbf{R} \) with itself. The emission can be separated into three contributions: the near-field \( (G_{NF}) \), intermediate-field \( (G_{IF}) \), and far-field \( (G_{FF}) \) Green’s tensors,

\[
\mathbf{G}_{NF} = \frac{\exp(ikR)}{4\pi R} \frac{1}{k^2 R^2} \left[ -\mathbf{I} + 3RR/R^2 \right] \\
\mathbf{G}_{IF} = \frac{\exp(ikR)}{4\pi R} \frac{i}{kR} \left[ \mathbf{I} - 3RR/R^2 \right] \\
\mathbf{G}_{FF} = \frac{\exp(ikR)}{4\pi R} \left[ \mathbf{I} - RR/R^2 \right].
\]

Since \( f \gg \lambda_0 \), at the lens (Fig. 8 (2)) we are only interested in the far-field Green’s function \( (G_{FF}) \), which can be rewritten in spherical coordinates as

\[
\mathbf{G} (r, r_0) = \frac{\exp(ikR)}{4\pi R} \begin{pmatrix}
1 - \cos^2 \phi \sin^2 \theta & -\sin \phi \cos \phi \sin^2 \theta & -\sin \phi \sin \theta \cos \theta \\
-sin \phi \cos \phi \sin^2 \theta & 1 - \sin^2 \phi \sin^2 \theta & -\sin \phi \sin \theta \cos \theta \\
-\cos \phi \sin \theta \cos \theta & -\sin \phi \sin \theta \cos \theta & \sin^2 \theta
\end{pmatrix},
\]

using the identities [68]

\[
\int_0^{2\pi} \sin n\phi \cos n\phi d\phi = 2\pi i^n J_n(x) \begin{pmatrix}
\sin n\varphi \\
cos n\varphi\end{pmatrix},
\]

where \( J_n \) are the Bessel functions of order \( n \) and \( \varphi \) is the azimuthal coordinate for the focal zone, where we will use the cylindrical system \( r = (\rho, \varphi, z) \), as mentioned before Eq. (14). The remaining integral over the polar angle \( \theta \), of the form

\[
\int_{\theta_{\text{max}}}^{\theta_0} J_n(k\rho \sin \theta) \begin{pmatrix}
\sin n\varphi \\
cos n\varphi\end{pmatrix} e^{ikz \cos \theta} e^{ik\rho \sin \theta (\phi - \varphi)} d\theta,
\]

does not have a trivial analytic expression and therefore its value must be found for each coordinate \( z \) and \( \rho \) numerically. The calculation can be generalized for an arbitrary position \( r_0 \neq 0 \) of the emitter near the focal point of the lens, replacing \( r \) by \( |r - r_0| \approx r - (x_0x/r + y_0y/r + z_0z/r) = r - (x_0 \cos \phi + y_0 \sin \phi + z_0 \cos \theta) \). One of the arguments in (C7) can be rewritten as \( \rho \cos(\phi - \varphi) = x_\rho \cos \phi + y_\rho \sin \phi \), where \( x_\rho = \rho \cos \varphi \) and \( y_\rho = \rho \sin \varphi \). Thus, the phase along the plane transverse to the optical axis can be written as \( [x_0 \cos \phi + y_0 \sin \phi] - [x_0 \cos \phi + y_0 \sin \phi] = \rho_{\text{eff}} \cos(\phi - \varphi_{\text{eff}}) \), such that the
complex exponentials in Eq. (C7) becomes

\[
\int_0^{\theta_{\text{max}}} J_n(k_{\text{eff}} \sin \theta) \left\{ \sin n\varphi \cos n\varphi \right\} \times e^{i k z_{\text{eff}} \cos \theta} e^{i k p_{\text{eff}} \sin \theta} \cos(\phi-\varphi_{\text{eff}}) d\theta
\]  

(C8)

with the effective coordinates

\[
z_{\text{eff}} = z - z_0
\]  

(C9)

\[
p_{\text{eff}} = \sqrt{(x_p-x_0)^2 + (y_p-y_0)^2}
\]  

(C10)

\[
\varphi_{\text{eff}} = \begin{cases} 
\tan^{-1} \frac{y_p-y_0}{x_p-x_0} & x_p-x_0 > 0 \\
\tan^{-1} \frac{y_p-y_0}{x_p-x_0} + \pi & x_p-x_0 < 0
\end{cases}
\]  

(C11)

This allows one to generalize \( G_{\text{PP}} \) to source points outside the origin, \( r_0 \neq 0 \), connecting any pair of points between both focal regions and understanding the system in terms of effective coordinates. If the emitter and receiver are in the focal region, then only the relative distance between the two points matters, and not their absolute positions.

One last consideration comes from the study of exchanging the position of the emitter and receiver, which changes both the relative distance \( z_{\text{eff}} \rightarrow -z_{\text{eff}} \) and the direction of propagation \( k_2 \rightarrow -k_2 \). This shows that under exchange of atoms there is no alteration in the arguments of the integral. This is equivalent to having the absolute value \( \vert z_{\text{eff}} \vert \) in the argument of Eq. (C8). In this way, we get the dyadic point-spread function Eq. (16), and its matrix elements given by the matrices in Eqs. (18)-(21) that represent the propagation of the EM field between any two atoms in either side of the optical system.
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