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Cerchiara JA, Kim KJ, Meir E, Wenderoth MP, Doherty JH. A new assessment to monitor student performance in introductory neurophysiology: Electrochemical Gradients Assessment Device. Adv Physiol Educ 43: 211–220, 2019; doi:10.1152/advan.00209.2018.—The basis for understanding neurophysiology is understanding ion movement across cell membranes. Students in introductory courses recognize ion concentration gradients as a driving force for ion movement but struggle to simultaneously account for electrical charge gradients. We developed a 17-multiple-choice item assessment of students’ understanding of electrochemical gradients and resistance in neurophysiology, the Electrochemical Gradients Assessment Device (EGAD). We investigated the internal evidence validity of the assessment by analyzing item characteristic curves of score probability and student ability for each question, and a Wright map of student scores and ability. We used linear mixed-effect regression to test student performance and ability. Our assessment discriminated students with average ability (weighted likelihood estimate: −2 to 1.5 θ); however, it was not as effective at discriminating students at the highest ability (weighted likelihood estimate: >2 θ). We determined the assessment could capture changes in both assessment scores (model $r^2 = 0.51, P < 0.001, n = 444$) and ability estimates (model $r^2 = 0.47, P < 0.001, n = 444$) after a simulation-based laboratory and course instruction for 222 students. Differential item function analysis determined that each item on the assessment performed equivalently for all students, regardless of gender, race/ethnicity, or economic status. Overall, we found that men scored higher ($r^2 = 0.51, P = 0.014, n = 444$) and had higher ability scores ($P = 0.003$) on the EGAD assessment. Caucasian students of both genders were positively correlated with score ($r^2 = 0.51, P < 0.001, n = 444$) and ability ($r^2 = 0.47, P < 0.001, n = 444$). Based on the evidence gathered through our analyses, the scores obtained from the EGAD can distinguish between levels of content knowledge on neurophysiology principles for students in introductory physiology courses.

INTRODUCTION

Neurophysiology is a challenging topic for students to learn (17, 29, 42). The basis for mastering neurophysiology is understanding how ions move across cell membranes and the impact ion movement has on membrane potential. Understanding the movement of ions means being able to integrate both the chemical and electrical driving forces, as well as account for resistance to ion movement. While students recognize ion chemical gradients as a driving force for ion movement, they struggle to simultaneously account for electrical forces acting on the ion (42). This struggle is exemplified in one study that found that, even after a semester of instruction, students entering upper level courses had only a superficial understanding of membrane potential (42). Students also have trouble explaining how ion movement impacts the specific cell functions of generation and propagation of graded and action potentials and synaptic signaling (17).

Instructors must go beyond simple instruction to help students learn and gain mastery of these neurophysiology concepts. Rather, faculty need to provide students with opportunities to explore and practice working with these difficult concepts (16, 30, 32–35). Many instructors have taken on this challenge by creating a wide variety of active-learning instructional materials to teach neurophysiology (8, 9, 24). These innovative tools may indeed help students gain a deeper understanding of ion movement and membrane potentials. However, instructors need a way to empirically test the efficacy of each of these tools in their own classrooms.

One way to assess the efficacy of innovative teaching methods is to use validated assessments published in the primary literature. In the field of physics, the Force Concept Inventory (19) has been used for over 20 yr to show that active learning and physics tutorials worked better than traditional lecture to improve student understanding of the concept of force in physics. In biology, similar concept inventories have been developed for the study of evolution, particularly the Concept Inventory for Natural Selection, as well as the concept of genetic drift in the Genetic Drift Concept Inventory (38, 39). In the field of physiology, there are currently two validated assessments, the Osmosis and Diffusion Concept Assessment (11) and the Homeostasis Concept Inventory (28). In neurophysiology, however, there are currently no tools of which we are aware to assess student learning and the efficacy of learning interventions.

Concept inventories are usually in a multiple-choice format. When creating multiple-choice questions, it is important to realize the limitations of this format. Previous research has shown that students often can pick a correct answer without having the correct underlying reasoning (11, 14, 18). This results in sending a “false positive” message to both the student and the instructor, as a correct answer implies that the student understands why the answer is correct. To guard against this misinterpretation of student understanding, it can be helpful to use a follow-up constructed response question, asking the students to state their reasoning for their previous answer (22). While constructed response items are ideal, they are also labor-intensive and time consuming to construct and grade.
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Neurophysiology is a challenging topic for students to learn (17, 29, 42). The basis for mastering neurophysiology is understanding how ions move across cell membranes and the impact ion movement has on membrane potential. Understanding the movement of ions means being able to integrate both the chemical and electrical driving forces, as well as account for resistance to ion movement. While students recognize ion chemical gradients as a driving force for ion movement, they struggle to simultaneously account for electrical forces acting on the ion (42). This struggle is exemplified in one study that found that, even after a semester of instruction, students entering upper level courses had only a superficial understanding of membrane potential (42). Students also have trouble explaining how ion movement impacts the specific cell functions of generation and propagation of graded and action potentials and synaptic signaling (17).

Instructors must go beyond simple instruction to help students learn and gain mastery of these neurophysiology concepts. Rather, faculty need to provide students with opportunities to explore and practice working with these difficult concepts (16, 30, 32–35). Many instructors have taken on this challenge by creating a wide variety of active-learning instructional materials to teach neurophysiology (8, 9, 24). These innovative tools may indeed help students gain a deeper understanding of ion movement and membrane potentials. However, instructors need a way to empirically test the efficacy of each of these tools in their own classrooms.

One way to assess the efficacy of innovative teaching methods is to use validated assessments published in the primary literature. In the field of physics, the Force Concept Inventory (19) has been used for over 20 yr to show that active learning and physics tutorials worked better than traditional lecture to improve student understanding of the concept of force in physics. In biology, similar concept inventories have been developed for the study of evolution, particularly the Concept Inventory for Natural Selection, as well as the concept of genetic drift in the Genetic Drift Concept Inventory (38, 39). In the field of physiology, there are currently two validated assessments, the Osmosis and Diffusion Concept Assessment (11) and the Homeostasis Concept Inventory (28). In neurophysiology, however, there are currently no tools of which we are aware to assess student learning and the efficacy of learning interventions.

Concept inventories are usually in a multiple-choice format. When creating multiple-choice questions, it is important to realize the limitations of this format. Previous research has shown that students often can pick a correct answer without having the correct underlying reasoning (11, 14, 18). This results in sending a “false positive” message to both the student and the instructor, as a correct answer implies that the student understands why the answer is correct. To guard against this misinterpretation of student understanding, it can be helpful to use a follow-up constructed response question, asking the students to state their reasoning for their previous answer (22). While constructed response items are ideal, they are also labor-intensive and time consuming to construct and grade.
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intensive to score. Multiple true/false formats have shown promise in elucidating student thinking (20, 40). In multiple true/false questions, rather than selecting the “most correct” answer choice as in traditional multiple choice, students will evaluate each potential answer choice and determine whether it is true or false (20, 40). As an alternative, some concept inventories use pairs of questions in two-tiered, multiple-choice format (11, 14, 31). The first question in each pair often asks “what” will happen in the scenario presented in the stem. The follow-up item asks the “how” question, where students are asked to choose the reason for their prediction. This two-tiered design assesses student understanding of both “what” will happen and “how” it happens.

The current best practices that govern the development of learning assessments suggest five types of validity evidence be used to construct a validity argument [American Educational Research Association/American Psychological Association/National Council on Measurement in Education (AERA/APA/NCME) Standards] (2). Three of these types of evidence are most relevant to assessments in the college classroom: 1) that faculty agree the questions align with appropriate learning objectives; 2) that students understand and can provide answers to the questions asked; and 3) the assessment differentiates students based on their performance, and it performs equitably for all students. The first type is “evidence based on test content.” This evidence encompasses logical analysis and expert judgment of the alignment of the assessment questions to the technical content of the discipline. The second type is “evidence based on response process.” This evidence is collected by interviewing students and is meant to answer the questions: 1) Is there evidence that students interpret the questions in the same way that the writers of the question intended? and 2) Do the questions elicit the intended range of student responses? The third type is “evidence based on internal structure” of the assessment. This evidence is collected using a set of statistical analyses to determine whether the internal components of the assessment are free of bias and measure variation in student ability.

A variety of statistical tests can be used to collect evidence for internal structure. We use item response theory (IRT) models, specifically Rasch-family models (15). The use of such models allows us to empirically evaluate the relationship between student performance on assessment items, and the overall student ability distribution, as well as to evaluate the fit of the model to the data at the individual item and student level. Student ability, in IRT modeling, is not a measure of inherent academic ability or potential achievement, but an estimate of their ability to comprehend the content covered in the assessment. Tests using IRT models to confirm the assessment can differentiate students with a wide range of abilities, including, but not limited to, the following: item-person (Wright) mapping, which visualizes assessment item difficulty and student ability on the same scale; item characteristic curves (ICCs), which visualize how well assessment items differentiate students by ability; and test item function (TIF), which visualizes what proportion of the student population the assessment is most informative. The test used to determine whether the assessment is equitable across all student subgroups is a differential item function (DIF) analysis, which determines whether any individual test item is biased against any particular group of students. For a primer on assessment development and validation evidence written for faculty, see Bass et al. (5). A good overview on how the statistical tests are used in assessment creation and how validation evidence is evaluated is presented in Gómez-Benito et al. (15) and Huggins-Manley (21).

In this study, we present how we developed and provide validity evidence for the Electrochemical Gradient Assessment Device (EGAD) for students’ understanding of ion movement and membrane potentials at the introductory college level. We provide the full EGAD (Supplemental Data are available online at dx.doi.org/10.17504/protocols.io.z4ff8tm) as another instrument to add to the growing number of conceptual assessments in biology. The EGAD can be used to assess instructional effectiveness at both the curricular and programmatic levels (46).

METHODS

We developed the EGAD for introductory electrophysiology through multiple rounds of revision and using the AERA/APA/NCME guidelines for collecting validity evidence (2). Two physiologists on the project team (J.H.D., M.P.W.) initially drafted learning objectives and assessment questions. We then proceeded with an iterative process of question revision and validity evidence collection in consultation with a community of physiologists, education researchers, and students (Table 1). We used statistical analysis to collect validity

Table 1. Iterative development of EGAD

| Iteration 1: 23 multiple-choice and 23 constructed response questions |
| --- |
| • Drafted initial set of questions (J.H.D., M.P.W.) |
| • Collected student answers via online assessment (550 students) |
| • Revised questions |

| Iteration 2: 16 multiple-choice and 2 constructed response questions |
| --- |
| • Content validity analysis. Internal expert review: two physiology education researchers (J.H.D., M.P.W.), two discipline-based education researchers (E.M., D.P.), one neurobiologist (K.J.K.) |
| • Content validity analysis (external expert review): four anonymous physiology faculty |
| • Collected student answers via online assessment (100 students) |
| • Revised questions |

| Iteration 3: 16 multiple-choice and 2 constructed response questions |
| --- |
| • Response processes analysis: think-aloud interviews (9 students) |
| • Revised questions |

Final EGAD: 17 multiple-choice questions

| • Collected student answers via online assessment (227 students) |
| • Internal structure analysis |

EGAD, Electrochemical Gradients Assessment Device.
evidence for internal structure. Through this process, we created and tested four versions of the EGAD. Below, we describe in greater detail the steps taken to develop the EGAD and then report on the final version.

Iteration 1. Before assessment development, we established learning objectives for understanding of ion movement and membrane potentials at the introductory college level (Table 2). In general, these learning objectives focused on a student’s mastery of the concept of ion flux (the relationship between concentration gradient, electrical driving force, and resistance) and the impact on membrane potential. We wrote these learning objectives from our own classroom experience teaching undergraduate physiology. To confirm these learning objectives were appropriate for undergraduate physiology, we conducted interviews with 10 physiology faculty across a diversity of institution types. All 10 faculty concluded that these learning objectives were aligned with their in-course instruction and are attainable goals for physiology undergraduate students.

Initially, we wrote 23 questions. Each assessment question was written as both a multiple-choice and a constructed response. We gave questions in the multiple-choice format to test the distractors we created from our own classroom experience. We gave questions in the constructed response format to require students to express their created from our own classroom experience. We gave questions in the multiple-choice format to test the distractors we written as both a multiple-choice and a constructed response. We gave goals for physiology undergraduate students.

To keep the assessment to ~20 min, we distributed the 23 questions across a diversity of institution types. The assessment was administered at two time points, at the beginning and end of the week’s instruction, to capture novice and more sophisticated student reasoning.

Based on the results from this first assessment round, we dropped five questions to shorten the assessment. We dropped four questions because results showed nearly 100% of students were answering them correctly, and we already had more challenging questions that addressed the same topic. We dropped one question because, upon review, it was not aligned with our learning objectives. Furthermore, we used the constructed response answers to refine the incorrect answers to better model students’ alternative reasoning and misconceptions. As a result of these changes, the second iteration of the assessment had a total of 18 questions: 2 constructed response questions and 16 multiple-choice questions. The 16 multiple-choice questions consisted of 6 pairs of two-tiered questions and 4 single questions. We kept two questions in the constructed response format because we observed that, in the multiple-choice format, students of all abilities could recognize the correct answer, but only high-performing students could answer in the constructed response format correctly, and we wished to capture this high-level reasoning.

Iteration 2. First, we used internal expert review (researchers involved with the project) to collect evidence on test content (2). These internal experts, the authors of the paper [two physiology education researchers (M.P.W., J.H.D.), one discipline-based education researchers (E.M.), and one neurobiologist (K.K.)] and an additional discipline-based education researcher (D.P.) reviewed each item for wording, content accuracy, alignment with learning objectives, student misconceptions, and correctness of answer choices. Experts were given the complete assessment and asked for comments. These included tracked changes of the wording, additional answer choices, and open comments on content and alignment to learning objectives.

We next asked four faculty who teach introductory neurobiology and who were external to the project and anonymous to the authors (except E.M.) to review the assessment. Four faculty scored scientific accuracy, clarity, and relevance to learning objectives on a 5-point Likert scale. Three provided tracked-changes wording and open comments. These results allowed us to confirm items were accurate, clear, and relevant to the stated learning objectives. These external expert faculty also provided minor changes in wording the.

Based on these reviews, we again revised the wording of some questions, including changing the format of one item to a “choose all that apply” question, as more than one answer was correct. We administered the revised set of questions at two time points to 100 students in a new offering of the Introductory Plant and Animal Physiology course. The results from administration of iteration 2 of the assessment informed the final revision.

Iteration 3. We collected evidence based on response processes (2) by conducting think-aloud interviews on these revised items with nine students from both lower and upper division biology courses. In these interviews, students were asked to answer the assessment questions.

Table 2. Learning objectives and alignment of the questions of the final version of EGAD

| Learning Objective                                                                 | Assessment Item |
|----------------------------------------------------------------------------------|----------------|
| 1. Explain that diffusion is the net movement of particles from a region of high concentration to a region of low concentration, based on the random motion of particles. | Q1/Q2 |
| 2. Predict and explain ion movement in response to diffusion and electric forces, including application of the concept of the equilibrium potential (membrane potential at which diffusion and electric forces are in balanced opposition, resulting in no net flow of ions). | Q3/Q4, Q5/Q6, Q7/Q8, Q9/Q10 |
| 3. Predict and explain changes in membrane potential based on membrane conductance to Na+ and K+ and ion movement. | Q9/Q10, Q13/Q14 |
| 4. Predict and explain changes in membrane potential based on concentrations of Na+ and K+ and ion movement. | Q11/Q12 |
| 5. Explain that transmission between neurons usually uses chemical neurotransmitter. | Q15 |
| 6. Explain that stimulus intensity determines action potential firing rate. | Q16 |
| 7. Explain that neurons have stimulus thresholds for producing action potentials. | Q17 |

Q1–Q17, questions 1–17.
while they explained their reasoning about their answer choices. These interviews confirmed that the students were interpreting each question the way the question had been intended and did not omit necessary details. However, in a few cases, students reasoned in a way that was not captured by our answer choices. For example, in questions where students were asked to account for charges (± or −) on ions [for example, question 6 (Q6)], students told us they wanted to combine multiple-choice answers that described concentration gradient and ions “needing” or “wanting” to move to affect membrane potential. In these cases, we added an additional distractor that aligned with the reasoning presented in the interview. When additional distractors were developed, we confirmed symmetry in the choices. In Q4, students tended to reason with an understanding of concentration gradient; however, they were also attracted to answer choices that invoked electrical gradient reasoning. For this reason, we added two additional distractors: one that identified only electrical gradient, and another that identified a combination of electrical and concentration gradient. The think-alouds with students also confirmed that the questions returned answers of variable sophistication, and that the assessment could capture the highest-level reasoning possible from this population.

Following student think-alouds, we conducted our final revision of the assessment. We removed the two constructed response questions for this final version. We thought the reasoning that the questions elicited was valuable, but the answers were too laborious to grade. We also split the “choose all that apply” question into two questions (Q13, Q14), as it was easier to grade in that format.

After these revisions, we now have a 17-item EGAD. Of the 17 multiple-choice items, there are six sets (12 total) of two-tiered questions, with Q1 of each pair asking the “what” and Q2 asking the “how” of the electrophysiology situation. Five questions are stand-alone multiple choice.

Final EGAD. We tested the final iteration of the 17-item EGAD in a large-enrollment, Introductory Level Animal and Plant Physiology
course with 257 students at the University of Washington, a large, R1 university. The course consisted of a daily lecture hour, taught with evidence-based teaching methods (12, 13), as well as one weekly laboratory session. Laboratories ran Tuesday through Thursday with 24 students per 3-h laboratory and two laboratory sections run concurrently. During the neurophysiology unit, students began assessment-related content on Monday. Beginning on Tuesday, students attended one weekly laboratory section. During this laboratory, students completed a computer simulation-based laboratory from SimBiotic Software called Action Potentials Extended (24), where they worked through interactive activities that support understanding of membrane potentials. The Action Potentials Module is available from SimBiotic Software at http://simbio.com. Students also worked in groups of four at white boards to answer instructor-generated mechanistic questions about the simulation, and groups reported out results to the larger laboratory section.

The EGAD assessment was identical at each time point and was administered online. The first assessment was completed on Sunday, 1 day before the start of the neurophysiology and action potential unit (lecture and laboratory). Students took the second assessment the evening after they completed their laboratory for that unit. To protect class time, we designed this survey to be taken online. We realize all online surveys are vulnerable to cheating, so we provided no incentive to cheat (i.e., only giving participation points, not points for correctness). Students received credit for completing the EGAD, but questions were not graded for correctness. Given that student laboratories occurred Tuesday through Thursday, students may have attended two to four lecture sessions before the second assessment. For this reason, the number of in-class sessions was included in the data analysis.

Reliability is the degree to which an assessment produces stable and consistent results. To determine reliability for the EGAD we used TIF, which determines whether the information gained from the assessment is consistent across student abilities, and Cronbach’s α, which determines whether the assessment is internally consistent. To collect evidence for internal structure validity, we used IRT and DIF analyses (27).

To determine whether the assessment captures the whole population of students and whether item difficulty corresponded to student abilities, we used IRT (4, 27). IRT estimates student ability and item difficulty and allows us to compare these two variables on the same scale. Student ability is an estimate derived from the likelihood function of the IRT model presented on a logit scale, or more generally, the likelihood of a student to correctly answer an item based upon his/her performance on all items on the assessment and the performance of the population. We used the weighted likelihood estimates (WLE) to estimate student ability. It is important to note that the ability estimate (WLE) does not measure inherent academic ability or potential achievement, but performance on this assessment, given the difficulty of the questions. Item difficulty is a measure of the probability of getting the question correct in relation to the probability of getting other questions correct and student performance on the assessment as a whole.

We fit a four-parameter IRT model (23) that allowed us to account for the potential that students could guess correct answers on the assessment and, therefore, score correct answers, which could artificially inflate ability estimates. We used these data to generate an item-person map [also called a Wright map (6, 36)]. The Wright map correlates a histogram of the students’ WLE with the item difficulty. Difficulty of an item is defined as the 50% probability of a student answering the item correctly. We analyzed ICCs of score probability and student ability for each question to determine whether the questions have a range of difficulties and have sufficient discrimination.

It is vital that our assessment performs equitably for all students and that individual items are free of unintentional bias. We conducted a DIF analysis to determine whether any items were disproportionately more challenging to particular student demographic groups. We obtained students’ college grade point average (GPA) and demographic data from the registrar. Demographic data included binary gender (female = 64%), participation in the University’s Educational Opportunity Program (EOP; i.e., students identified as economically or educationally disadvantaged, 21%), and whether the student was from a race/ethnicity that is an underrepresented minority in science (URM) (i.e., African-American, Hispanic, Native American, or Pacific Islander, 31%). We conducted DIF analysis on these three binary groups (gender, EOP/non-EOP, and URM/non-URM) to determine whether there were significant differences in performance on individual items of the assessment.

We investigated whether the assessment, as a whole, performed equitably for all students, and whether it could capture differences in the ability between populations of students. We will refer to these as two different time points rather than pre- or postinstruction, as we did not use a control to test for the impact of instruction on learning. We removed individuals who did not take both assessments, leaving 444 responses from 222 students. To conduct this exploration, we used a mixed-effects linear regression model with student WLE as the response variable. As fixed effects, we included students’ GPA, gender, EOP status, URM status, timing of the assessment, and the number of days of lecture between the two time points of the assessment, as well as the two-way interaction terms among all of these variables. We included student number as a random effect in the model, as the same students took the assessment at both time points. We conducted backward simplification using the “step” function in R with a maximum of 1,000 iterations (R version 3.1.3). The “step” package simplifies models based on Akaike information criteria (3). The function is conservative by nature, retaining P values as high as 0.33. We selected the best fit model based on Akaike information criterion (AIC). For all statistical tests, we used R Statistical software (R Foundation for Statistical Computing: Development Core Team, version 3.1.3).

Human subjects approval. All procedures were conducted in accordance with approval from the Institutional Review Board at The University of Washington (no. 52146/50120).

RESULTS

Below we present validity evidence we collected for internal structure showing the EGAD is reliable, can measure variation in student ability, and is free from bias in undergraduate physiology students.

Reliability. We determined student ability estimate by calculating WLEs through IRT analysis. WLEs are estimated on a logit scale, which is the likelihood of a student to score correctly an item based on his/her performance on all items on the assessment and the performance of the population. Logit scale is the log-odds, or a logarithm of the odds (probability) of correctly answering an item. The TIF determined that our assessment-discriminated student scores with those of average ability (−2 to 1.5), however, not with students of the highest ability (> 2), suggesting some students had more sophisticated knowledge than was measured by the current assessment (Fig. 2). Cronbach’s α was 0.76, with a 95% confidence interval of 0.73 and 0.78, which is in an acceptable range for reliability (37).

Internal structure validity: items function across student abilities. An ICC assessed each item’s capacity to discriminate student answers of varying student ability (Fig. 3). Four items (Q4, Q6, Q8, Q10) had very steep curves, indicating that they have high probability of a correct answer for students at a tightly defined ability score (−0.5 to 0.5). Ten questions captured students from a middle range of WLE values (−2 to 2), but did not discriminate at a distinct ability. Three items (Q1, particles diffuse from high to low concentration; Q12, K+...
ion movement across the membrane; Q16: modulation of signal intensity) had a very high probability of correct answer and did not capture much variation in student ability.

A Wright map provides a more detailed visualization of the assessment as it displays both the ability score where students have a 50% likelihood of answering correctly (item difficulty), as well as a histogram of students at that ability score (Fig. 4). The Wright map showed that paired questions (e.g., Q5/6, Q7/8), where a “what” question was paired with a “how” follow-up item, functioned as expected. The “how” questions (Q6 and Q8) discriminated students of higher ability better than the “what” question in the pair (Q5 and Q7). Item discrimination centered around students of average ability, where the bulk of respondents occurred (−2 to 1.5). There is a noticeable gap in item discrimination of very advanced ability (2 WLE), as there are fewer examples of such students in the course. Additionally, Q1, which asked students to reason about concentration gradients, had a near 100% correct answer rate with students of all ability scores. Our questions were well matched to the range of most of the student abilities in the course, and Q1 remains important because, when paired with Q2, it uncovers an additional underlying weakness in student reasoning.

*Internal structure validity: DIF.* We used DIF analysis to determine whether individual items did not performequitably for students with respect to their binary gender, ethnicity, and economic status. All items performed equally for all groups of interest (AIC = 7654.17).

*Capturing differences in ability among populations.* To support the use of EGAD for quantifying differences in performance among student populations, we investigated if the EGAD could differentiate mean student abilities (WLE) between the two time points. We used linear mixed-effect regression, and, when controlling for student GPA and demographic factors, we were able to detect differences in mean student WLE (model $r^2 = 0.47, P < 0.001, n = 444$) (Fig. 5). While these differences could be due to a number of factors, including student learning, student affect, or student experience (e.g., the students were tired or had multiple exams in other courses the day of the assessment), these results, nevertheless, support the use of the EGAD to evaluate differences in performance among student populations.

Student ability estimate was strongly correlated with cumulative GPA ($r^2 = 0.47, P < 0.001, n = 444$, Table 3). We also found that men and non-URM students had higher ability estimate on both assessment time points ($P = 0.009$ and $P < 0.001$, respectively). This evidence supports the use of the EGAD to determine differences in student responses across demographic groups in introductory physiology students. The number of lectures a student had the opportunity to attend between the assessment time points was also positively correlated with the students’ ability estimate ($P = 0.02$). While we did not measure student learning through outside analyses, this is evidence of student learning and helps address a test-retest phenomena, where students taking the same version of the test improve performance simply by familiarity with the questions. If proximity to the test material had an effect on performance, we would expect to see an inverse relationship between days of instruction and EGAD performance.
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**Fig. 2.** Test item function determined that our assessment discriminated scores of those student with average ability [−2 to 1.5 weighted likelihood estimate (WLE)], but not those with the highest ability (>2 WLE).
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**Fig. 3.** Item characteristic curve assessed an individual item’s ability to discriminate student answers of varying student ability. A: 10 items (in purple) captured students from a middle range of weighted likelihood estimate (WLE) values (−2 to 2). B: 4 items [question 4 (Q4), Q6, Q8, and Q10; red] have high probability of a correct answer for students at a tightly defined WLE (−0.5 to 0.5). C: 3 items (Q1, Q12, and Q16; blue) had a very high probability of a correct answer and did not capture the variation in student ability.
of higher ability than their “what” counterpart (one question (Q1) did not effectively discriminate students in the range of students enrolled in introductory physiology. Only changing as a result of instruction.

Therefore, as instructors, it is imperative that we are able to assess how a student reasons about core course concepts. Using the EGAD, instructors can monitor how student reasoning is changing as a result of instruction.

We have evidence of the validity of the EGAD across a wide range of students enrolled in introductory physiology. Only one question (Q1) did not effectively discriminate students in our population, as most all students answered correctly. This question addressed concentration gradients, a concept most all students have mastered before entering introductory physiology. We did not remove this item, as we believe it is important for establishing a baseline for the population, as well as alerting the instructor to the fact that some students may not be meeting this baseline. Students who struggle with this item may possess fundamental misunderstandings or are missing information and could benefit from targeted instructional support or instructor intervention.

The Wright map generated from the IRT model shows that the assessment is most reliable for students performing near the middle ability score within our study population, which is likely typical of large state university introductory physiology students. For this reason, we believe the EGAD is best suited to introductory physiology students. The EGAD will allow instructors to confirm that students are not only improving in factual knowledge (i.e., able to answer “what” questions), but also integrating the reasoning for physiological mechanisms. Since students’ mechanistic reasoning may transfer to increased performance on questions that require students to analyze, synthesize, or evaluate physiological situations, instructors can utilize the results of the EGAD to understand and improve the mechanistic reasoning of their students.

**Equity and diversity in validation.** It is imperative that the EGAD be free of bias regarding gender, ethnicity, and first-generation and economic status of the student. While we observed differential performance on the assessment as a whole, we found that no individual item presented an unfair bias to any particular group of interest. This finding is a critical result of our validation analysis, because it means no individual item is disproportionately more difficult for any particular demographic group, and, therefore, the EGAD results are an

![Fig. 4. The Wright map shows paired questions (circled) functioned as expected, with “how” items (left member of the pair) discriminating students of higher ability than their “what” counterpart (right member). The left y-axis is a histogram of the number of students at each ability score on the right y-axis, which shows both student ability score for the histogram and item difficulty for the dot-map, both in logits on the same scale. Item discrimination centered around students of average ability, where the bulk of respondents occurred (~2 to 1). There is a noticeable gap in item discrimination for very advanced ability (>1). WLE, weighted likelihood estimate.](http://advan.physiology.org/content/early/2018/04/02/advan.00209.2018)

![Fig. 5. Differences in mean student ability [weighted likelihood estimate (WLE)] between two time points, demonstrating the Electrochemical Gradients Assessment Device (EGAD) can capture ability differences between populations (model $r^2 = 0.47, P < 0.001, n = 444$). We report an effect size of 1.522 for WLE, a difference of ~4–5 questions correct. The linear mixed-effect regression box plot defines the center line as the mean, the box as the interquartile range, the whiskers as the range of the data, and the circles are defined as outliers by the model as 1.5 $\times$ the interquartile range.](http://advan.physiology.org/content/early/2018/04/02/advan.00209.2018)
unbiased assessment. However, on the assessment as a whole, we found that men performed higher than women and Caucasian and Asian-American students performed higher than those of underrepresented minorities. These results mirror broader trends in academic performance that have been recorded in other studies of introductory biology exams (10, 47).

It is likely that social factors, such as test anxiety, imposter syndrome, or possible systematic discrepancies in preparation for college may explain our finding that women scored lower than men on the assessment (28). Anxiety, in particular, has been shown to negatively impact performance in women (25, 26), and, while this assessment was not graded for correctness, only for participation, latent test anxiety could exist in any assessment. Furthermore, it has been demonstrated that students of underrepresented minorities and women can suffer from stereotype threat (where students feel at risk of conforming to stereotypes about their social group) or imposter syndrome (feeling as if one has “gamed” the system to belong in the course), and these can also negatively affect exam performance (41, 43, 44). Other research shows that test format can impact student performance, with women tending to perform lower on multiple-choice questions than on constructed response open-ended questions in Science, Technology, Engineering, and Mathematics (45). As the EGAD is a multiple-choice assessment, this may have contributed to the gender differences in performance.

Collectively, it is possible that these factors, in part, explain lower performance on the EGAD of some groups of students, rather than implicit bias of the assessment. It is also possible that students of these groups do in fact have a higher ability on this assessment as a whole. We recommend instructors be cognizant of these discrepancies in performance when developing course instruction and using the EGAD to assess student learning.

Limitations. While we demonstrate that the EGAD functions effectively for the majority of students in introductory neurophysiology, there are limitations of the assessment. Some items in the assessment (e.g., Q1, particles diffuse from high to low concentration) were particularly easy and did not discriminate student ability in our sample. These questions might still be useful in other courses with more relaxed prerequisites or where there are more students with weaker scientific backgrounds. We also note that even the most difficult items did not discriminate the highest performing students in the population.

We also expect that courses that emphasize neuro- and electrophysiology (e.g., neuroscience courses) to have more students in the very advanced ability range (in comparison to our students) and might require more difficult questions. Consequently, we will continue to create more challenging neurophysiology questions to be added to future versions of EGAD. For traditional introductory physiology courses that spend four to six lectures on electrophysiology, the EGAD is well aligned, and for courses where students spend less time on electrophysiology, our easier questions (Q1, Q5, Q7, Q12) might be more discriminatory of those student populations.

The EGAD is designed to be a short, formative assessment that instructors can use to determine how well their students understand basic electrophysiology. It is important to note that, in an effort to minimize the number of questions, and therefore the amount of time for students to complete, items are not evenly distributed among learning objectives. We retained the more challenging versions of questions that addressed similar learning objectives. Therefore, instructors should focus more of their attention on which questions students are struggling with, in addition to the changes in performance on the whole assessment. It is also important to note that, while the EGAD can capture differences in populations of students, these differences could be due to a number of factors, including student learning, student affect, or student experience (e.g., other course demands).

Implications for teaching and learning. The EGAD focuses on the fundamental neurophysiology concepts associated with membrane and action potentials. EGAD is a very practical and logistically simple tool to use, as it is a multiple-choice assessment taken online outside of course time and completed by students in ~20 min.

As 650,000 students take introductory biology and 450,000 take anatomy and physiology courses (28) in preparation for careers in the health field, helping this large number of students gain a deeper understanding of the principles of neurophysiology could have far reaching consequences. The EGAD can provide important feedback to instructors on their students’ reasoning, identifying difficult content areas and efficacy of teaching practices. We suggest faculty first use the EGAD to inform how they organizing their curricula around neurophysiology learning objectives (48). Our results show that concepts such as diffusion and material movement down concentration gradients are less challenging for students and only need limited instructional attention. We also suggest that faculty focus on mechanistic reasoning that helps students explain how and why processes occur. This provides students with much-needed practice to master understanding of the complexities associated with electrochemical gradients. In the future, the EGAD could also be modified to include more challenging questions to capture students of higher ability score (>$1$) in introductory courses.

Instructors can use the EGAD as a precourse assessment to determine where their students have difficulty in neurophysiology. As we have aligned each question with our stated learning objectives, it would be important for instructors to look at which specific questions their students struggled with rather than just using the total score. Precourse results can assist instructors in focusing instruction and designing specific practice opportunities for the students. Results from the EGAD can be used to address particular sticking points in student

---

**Table 3. Estimates, SE, and P value for linear, mixed-effect regression**

| Variable               | Estimate | SE   | P Value |
|------------------------|----------|------|---------|
| Time point (T1/T2)     | 1.522    | 0.069| <0.001  |
| Gender, male           | 0.258    | 0.098| 0.009   |
| GPA                    | 0.611    | 0.127| <0.001  |
| EOP/non-EOP            | -0.026   | 0.15 | 0.86    |
| URM-Caucasian          | 0.388    | 0.117| 0.001   |
| URM-International      | -0.209   | 0.241| 0.39    |
| URM-URM                | 0.092    | 0.205| 0.65    |
| URM-other              | 0.039    | 0.139| 0.78    |
| Lecture number         | 0.113    | 0.049| 0.02    |

EOP, Educational Opportunity Program; GPA, grade point average; T1 and T2, time point at the beginning and end of the week’s instruction, respectively; URM, underrepresented minority in science. P values in bold are below $P = 0.05$. 
reasoning. During in-class activities, EGAD questions or isomorphic questions (i.e., questions that test the same concepts but with different superficial features) can be used as formative assessment. Using EGAD at the end of the neurophysiology unit will help the faculty member assess the effectiveness of their teaching activities and inform the redesign of the next iteration of the neurophysiology unit. We do, however, caution against using the EGAD for summative assessment, as higher performing students will reach the maximum score on the assessment as most questions target the middle of the population. The Vision and Change report emphasized the need for data-driven support of in-class instruction (1, 16). We propose that faculty use the EGAD instrument as a means to monitor both student understanding of concepts covered in the assessment, and the effectiveness of innovative teaching methods created to help students master the challenges of electrophysiology. An easily administered assessment like the EGAD can provide biology faculty with data they can use to develop instruction that matches the level of conceptual understanding of their current students. Instructors who are aware of their students’ misconceptions can prepare interactive pedagogies (7, 12, 13) to improve student learning of complex biology concepts.

Conclusions. The Electrochemical Gradients Assessment Device (EGAD) is a 17-item multiple-choice assessment that can be completed in ~20 min. The EGAD has good internal structure and is reliable for undergraduates diverse in gender, race/ethnicity, and economic status. The questions in the EGAD are of intermediate difficulty and can discriminate among the majority of students. The EGAD is best at differentiating populations of high-middle- and low-performing students. EGAD can capture performance differences among student populations, both within a single administration of the assessment and between time points. This assessment is ideal for introductory physiology courses with a neurophysiology component, but is limited in scope for more advanced courses, as items did not discriminate the highest performing students.
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