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Abstract

In this paper, we discuss the potential analysis of the holographic Schwinger effect in the bottom-up AdS/QCD model. We study the effect of the magnetic field on the critical field and total potential in finite chemical potential case. By evaluating the critical electric field from the DBI action, one can observe that magnetic field decreases critical electric field $E_c$. From the results of potential analysis, we find the magnetic field reduces the potential barrier and favor the Schwinger effect which agrees with the results of the critical electric field. Moreover, the Schwinger effect is more obvious when pairs are parallel to the magnetic field than that in perpendicular case in this Einstein-Maxwell-dilaton model.
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I. INTRODUCTION

The virtual electron-positron pairs can be real in the presence of a strong external electric-magnetic field. This non-perturbative phenomenon is described as Schwinger effect[1] in quantum electrodynamic (QED). Schwinger effect is ubiquitous in quantum field theories (QFT) which coupled to a $U(1)$ gauge field and can be seen as an universal nature of the vacuum instability when strong external fields exit. The produced particles could be scalar particles and quark-antiquark pairs.

The production rate of particle pairs was generalized to arbitrary-coupling but weak-field in [2]. However, the critical electric field fails to satisfy the weak-field condition in this case. In string theory, the critical electric field $E_c$ is proportional to the string tension[3, 4]. The quark and antiquark pair locate at the endpoints of string. When the string tension is lower than the strength of the electric field, the string becomes unstable and the pair production is not suppressed. At the critical electric field $E_c$, the Dirac-Born-Infeld (DBI) action becomes zero.

Using the the AdS/CFT correspondence[5–7], the duality between the string theory in the AdS spacetime and the gauge theory on the boundary, [8] proposed a holographic perspective to deal with the Schwinger effect. The gauge group $SU(N + 1)$ spontaneously breaks to $SU(N) \times U(1)$ by Higgs mechanism in the holographic step. This realize the $\mathcal{N} = 4$ super-Yang Mills (SYM) theory coupled with an $U(1)$ gauge field. Then one can obtain the potential of the quark pairs from the vacuum expectation value of a rectangular Wilson loop as pointed in [9, 10]. The critical electric field calculated in [8] is consistent with the result from the DBI action.

The potential analysis of holographic Schwinger effect can be seen as a tunneling phenomenon. Inspired by this, [11, 12] performed the holographic Schwinger effect in this method. It was found that the potential barrier will vanish and the Schwinger effect occurs when the external electric field $E$ is equal or greater than the critical field $E_c$. The production rate of pairs has been discussed in [13–17]. [18] has studied the production of the pairs in the non-supersymmetric QCD background. [19] discussed the holographic Schwinger effect in the Lifshitz and hyperscaling violation theories. [20, 21] performed the instability of the vacuum and magnetic in the $\mathcal{N} = 2$ supersymmetric QCD. [22, 23] considered the effects of the electric and magnetic field. [24] consider the effect of magnetic field on the geometry...
of background and discussed the Schwinger effect when external electric field perpendicular to the magnetic field. Other illuminating work can be seen in [25–34].

The heavy ion collision experiments in RHIC and LHC provide the possibility to observe the Schwinger effect since a strong electro-magnetic field is generated. The quark-antiquark pair or electron-positron pair may be produced in this extreme environment. Moreover, a strong magnetic field has been observed in the early stages of noncentral relativistic heavy ion collisions[35–39]. Although the magnetic field decreases rapidly after the heavy ion collisions, it is still very strong at the initial formation of the QGP [40, 41]. The magnetic field is expected to affect the plasma evolution and the charge dynamics in the plasma. This expectation leads to the further study of QCD in the magnetized system. In the further research, the magnetic field has significant influences on the QCD matter and phase diagram [42–44]. The interesting properties of the magnetic field drew much attention in different subjects [45–52].

Since the magnetic field has an influence on the background geometry, studying the holographic Schwinger effect in the magnetized background may give different inspiration on the production rate of particle pairs. Moreover, the chemical potential serves as a fundamental parameter of QGP. In this paper, we discuss the effects of the magnetic field on holographic Schwinger effect with finite chemical potential in the bottom-up dynamical AdS/QCD model of [53]. It should be mentioned that [53] found the QCD string tension in the perpendicular case increases with magnetic field while the string tension decreases with magnetic field in parallel case. Moreover, [54] used this model to study the thermodynamics of heavy quarkonium and found the magnetic field in parallel case has a large influence on the free energy. The results of [53, 54] are consistent with lattice results [55] which implies this AdS/QCD model is more appropriate to describe QCD physics. From the above, we will use this reliable bottom-up AdS/QCD model to study the production rate of the real particle pairs when external electric field perpendicular and parallel to the magnetic field respectively. From the results, the magnetic field reduces critical electric field and potential barrier in finite chemical potential case. Moreover, the Schwinger effect is more obvious when pairs are parallel to the magnetic field than that in perpendicular case.

The organization of this paper is as follows. In Sec. II, we introduce the background geometry of the AdS/QCD model. In Sec. III, we investigate the the effect of magnetic field on the Schwinger effect with finite chemical potential. The conclusion and discussion are
II. BACKGROUND GEOMETRY

In this section, we review the bottom-up dynamical AdS/QCD model with a background magnetic field which put forward in [53]. The action with two Maxwell fields is

\[ S = -\frac{1}{16\pi G_5} \int d^5x \sqrt{-g} \left[ R - \frac{f_1(\phi)}{4} F_{(1)MN} F^{MN} - \frac{f_2(\phi)}{4} F_{(2)MN} F^{MN} - \frac{1}{2} \partial_M \phi \partial^M \phi - V(\phi) \right], \]

where \( \phi \) denotes the dilaton field and \( V(\phi) \) represents the potential of \( \phi \). \( F_{(1)MN} \) and \( F_{(2)MN} \) denote the field strength tensors of the two U(1) gauge fields. \( f_1(\phi) \) and \( f_2(\phi) \) denote the gauge kinetic functions.

In the string frame, the metric solution of this Einstein-Maxwell-dilaton model [53] with magnetic field and chemical potential can be written as

\[ ds^2 = \frac{L^2 e^{2A(z)}}{z^2} [-g(z) dt^2 + dx_1^2 + e^{B^2 z^2} (dx_2^2 + dx_3^2) + \frac{dz^2}{g(z)}], \]

where \( L \) denotes the AdS radius and \( A(z) = A(z) + \sqrt{6} \phi(z) \). The expressions of \( A(z) \) and \( \phi(z) \) are

\[ A(z) = -az^2 \]

and

\[ \phi(z) = \frac{(9a - B^2) \log(\sqrt{6a^2 - B^4} \sqrt{6a^2 z^2 + 9a - B^4 z^2} - B^2 + 6a^2 z - B^4 z)}{\sqrt{6a^2 - B^4}} + z \sqrt{6a^2 z^2 + 9a - B^4 z^2 - B^2} \left( \frac{9a - B^2}{\sqrt{6a^2 - B^4}} \right) \log(\sqrt{9a - B^2} \sqrt{6a^2 - B^4}). \]

The background magnetic field \( B \) is introduced by employing the second gauge field with \( F_{(2)MN} = B dx_2 \wedge dx_3 \). The direction of \( B \) is in \( x_1 \)-direction in this metric and magnetic field breaks the rotation symmetry. In order to match with the lattice QCD deconfinement temperature at \( B = 0 \) [56], one can take \( a = 0.15 \text{ GeV}^2 \). It should note that \( \phi(z) \) can make sense in the condition \( B^4 < 6a^2 \). In following calculations, we will set \( B < 0.606 \text{ GeV} \), which the condition is satisfied. It should be mentioned that this magnetic field \( B \) in the metric is 5-dimensional (mass dimension one). One can get the physical and 4-dimensional magnetic field \( B \) (mass dimension 2) by rescaling \( B \sim \frac{B}{L} \) [45, 46]. In order to study the
qualitative features of magnetic field intuitively, we use the 5-dimensional magnetic field $B$ in the calculations.

The chemical potential $\mu$ is related to the boundary condition ($A_t(0) = \mu$) and the gauge field $A_t(z)$ is

$$A_t(z) = \mu \left[ 1 - \frac{\int_0^z d\xi \frac{\xi e^{-B^2\xi^2}}{f_1(\xi) \sqrt{S(\xi)}}}{\int_0^{z_h} d\xi \frac{\xi e^{-B^2\xi^2}}{f_1(\xi) \sqrt{S(\xi)}}} \right] = \tilde{\mu} \int_z^{z_h} d\xi \frac{\xi e^{-B^2\xi^2}}{f_1(\xi) \sqrt{S(\xi)}}.$$ \hfill (5)

with the scale factor $S(z)$ and the gauge coupling function $f_1(z)$

$$S(z) = e^{2A(z)},$$

$$f_1(z) = \frac{e^{-cz^2 - B^2z^2}}{\sqrt{S(z)}}.$$ \hfill (6)

In order to match with the lowest lying heavy meson states $J/\Psi$ and $\Psi'$, one can set the parameter $c = 1.16 \text{ GeV}^2$ as discussed in [56, 57].

The blackening function $g(z)$ is given as

$$g(z) = 1 + \int_0^z d\xi \xi^3 e^{-B^2\xi^2 - 3A(\xi)} [K_3 + \frac{\tilde{\mu}^2}{2cL^2} e^{cz^2}],$$ \hfill (7)

with

$$K_3 = -\left[ 1 + \frac{\tilde{\mu}^2}{2cL^2} \int_0^{z_h} d\xi \xi^3 e^{-B^2\xi^2 - 3A(\xi)} e^{cz^2} \right].$$ \hfill (8)

The Hawking temperature in this background is

$$T = -\frac{z_h^3 e^{-3A(z_h) - B^2z_h^2}}{4\pi} [K_3 + \frac{\tilde{\mu}^2}{2cL^2} e^{cz_h^2}].$$ \hfill (9)

where $z_h$ denotes the horizon. From the Fig.1 of [53], one can find that there are two black hole phases from the relations between Hawking temperature and horizon. The temperature $T$ first decreases with horizon $z_h$ and reaches a minimum temperature $T_{\text{min}}$. This branch represents the large black hole phase and is thermodynamically stable. We will take physical values of $z_h$ in this branch in our calculations. Another branch for $T$ increases with $z_h$ is small black hole phase and thermodynamically unstable.

III. HOLOGRAPHIC SCHWINGER EFFECT IN THE DYNAMICAL MODEL

In this section, we will discuss the effect of magnetic field on the Schwinger effect with nonzero chemical potential in the dynamical background. It is reasonable to consider the
particle pair is perpendicular and parallel to the magnetic field respectively, since the magnetic field breaks the rotation symmetry. From this point of view, we perform the potential analysis with the two cases in this background. We consider the first case: the particle pair is perpendicular to the magnetic field. In this case, the coordinates are parameterized by

\[ t = \tau, \quad x_3 = \sigma, \quad x_1 = x_2 = 0, \quad z = z(\sigma). \]  

One can calculate the Lagrangian density from the Nambu-Goto action in the metric (2)

\[ \mathcal{L} = \sqrt{M(z) + N(z)\dot{z}^2}, \]  

with

\[ M(z) = (\frac{e^{2\Lambda_0(z)}}{z^2})^2 e^{B^2 z^2} g(z), \]

\[ N(z) = (\frac{e^{2\Lambda_0(z)}}{z^2})^2. \]  

The conserved quantity is obtained by

\[ \mathcal{L} - \frac{\partial \mathcal{L}}{\partial \dot{z}} \dot{z} = C. \]  

By using the boundary condition

\[ \dot{z} = \frac{dz}{d\sigma} = 0, \quad z = z_c \ (z_0 < z_c < z_h), \]  

where \( z_0 \) represents the position of the D3-brane in the bulk and \( z_c \) denotes the tip of U-shaped string.

Then one can get

\[ \dot{z} = \frac{dz}{d\sigma} = \sqrt{\frac{M^2(z) - M(z)M(z_c)}{M(z_c)N(z)}}. \]  

Integrating Eq.(15), one can obtain the separate length \( x_\perp \) of the particle pair when perpendicular to the magnetic field

\[ x_\perp = 2 \int_{z_0}^{z_c} dz \sqrt{\frac{M(z)N(z)}{M^2(z) - M(z)M(z_c)}}. \]  

The sum of the Coulomb potential and static energy can be obtained by combining Eq.(11) with Eq.(15)

\[ V_{(CP+SE)\perp} = 2T_F \int_{z_0}^{z_c} dz \sqrt{\frac{M(z)N(z)}{M(z) - M(z_c)}}. \]
where \( T_F = \frac{1}{2\pi\alpha'} \) represents the string tension.

Then we discuss the pair is parallel to the magnetic field. Then the coordinates are parameterized by

\[
t = \tau, \quad x_1 = \sigma, \quad x_2 = x_3 = 0, \quad z = z(\sigma).
\]

(18)

In this case, the Lagrangian density is

\[
\mathcal{L} = \sqrt{P(z) + Q(z)z'^2},
\]

with

\[
P(z) = \left( e^{2A_s(z)} z^2 \right)^2 g(z),
\]

\[
Q(z) = \left( e^{2A_s(z)} z^2 \right)^2.
\]

(20)

By repeating above calculations, the separate length \( x_\parallel \) of the pair is

\[
x_\parallel = 2 \int_{z_0}^{z_c} dz \sqrt{\frac{P(z_c)Q(z)}{P^2(z) - P(z)P(z_c)}},
\]

(21)

The sum of the Coulomb potential and static energy is

\[
V_{(CP+SE)(||)} = 2T_F \int_{z_0}^{z_c} dz \sqrt{\frac{P(z)Q(z)}{P(z) - P(z_c)}},
\]

(22)

A. The external electric field is perpendicular to the magnetic field

From above discussions, one can find the magnetic field affects the separate length \( x \) and \( V_{(CP+SE)} \) of the pair. Then we calculate the critical field \( E_c \) from the DBI action

\[
S_{DBI} = -T_{D3} \int d^4x \sqrt{-\text{det}(G_{\mu\nu} + F_{\mu\nu})},
\]

(23)

where \( T_{D3} = \frac{1}{g_s(2\pi)^3\alpha'^2} \) represents the D3-brane tension.

Since the magnetic field in metric (2) is along the \( x_1 \) direction. We consider the external electric field \( E \) is perpendicular and parallel to the magnetic field respectively. We discuss the external electric field \( E \) is perpendicular to the magnetic field first. In \( E \perp B \) case, we turn on \( E \) in \( x_3 \) direction from \( F_{\mu\nu} \). The critical field \( E_{c(\perp)} \) can be obtained when \( S_{DBI} \) vanishes

\[
E_{c(\perp)} = T_F \frac{e^{2A_s(z_0)}}{z_0^2} \sqrt{e^{B_2z_0^2}g(z_0)}.
\]

(24)
When quark-antiquark pair is perpendicular to the magnetic field and $E \perp B$, the total potential $V_{\text{tot}(\perp,\perp)}$ of the pair can be obtained as

$$V_{\text{tot}(\perp,\perp)} = V_{(CP+SE)(\perp)} - E_{\perp}x_{\perp}$$
$$= V_{(CP+SE)(\perp)} - \alpha E_{c(\perp)}x_{\perp}. \quad (25)$$

where $\alpha \equiv \frac{E_c}{E_c}$ is a dimensionless parameter.

When the pair is parallel to the magnetic field and $E \perp B$, the total potential $V_{\text{tot}(\parallel,\perp)}$ of the pair is

$$V_{\text{tot}(\parallel,\perp)} = V_{(CP+SE)(\parallel)} - E_{\perp}x_{\parallel}$$
$$= V_{(CP+SE)(\parallel)} - \alpha E_{c(\perp)}x_{\perp}. \quad (26)$$

### B. The external electric field is parallel to the magnetic field

Then we discuss the external electric field $E$ is parallel to the magnetic field. In the $E \parallel B$ case, we turn on $E$ in $x_1$ direction and the critical field $E_{c(\parallel)}$ can be obtained when $S_{DBI}$ vanishes

$$E_{c(\parallel)} = T_F e^{\frac{2A_s(z_0)}{z_0^2}} \sqrt{g(z_0)} \quad (27)$$

When the pair is perpendicular to the magnetic field and $E \parallel B$, the total potential $V_{\text{tot}(\perp,\parallel)}$ of the pair is

$$V_{\text{tot}(\perp,\parallel)} = V_{(CP+SE)(\perp)} - E_{\parallel}x_{\perp}$$
$$= V_{(CP+SE)(\perp)} - \alpha E_{c(\parallel)}x_{\perp}. \quad (28)$$

When the pair is parallel to the magnetic field and $E \parallel B$, the total potential $V_{\text{tot}(\parallel,\parallel)}$ of the pair is

$$V_{\text{tot}(\parallel,\parallel)} = V_{(CP+SE)(\parallel)} - E_{\parallel}x_{\parallel}$$
$$= V_{(CP+SE)(\parallel)} - \alpha E_{c(\parallel)}x_{\parallel} \quad (29)$$
C. The results of the Schwinger effect in the dynamical model

![Graph of \( E_c \) versus \( B \) when \( T = 0.3 \) GeV and \( \mu = 0.1 \) GeV. The black line represents \( E_{c(\perp)} \) and red line denotes \( E_{c(\parallel)} \). \( B \) is in units GeV.](image)

**FIG. 1.** \( E_c \) versus \( B \) when \( T = 0.3 \) GeV and \( \mu = 0.1 \) GeV. The black line represents \( E_{c(\perp)} \) and red line denotes \( E_{c(\parallel)} \). \( B \) is in units GeV.

We will study the effect of the magnetic field on the critical field and total potential with finite chemical potential in this AdS/QCD model. We set the values of some parameters in the calculations. We take \( T_F = 1 \), AdS radius \( L = 1 \) and choose an appropriate value of \( z_0 \), \( z_0 = 0.5 \) for simplicity.

In Fig. 1, we discuss the effect of the magnetic field on the \( E_c \) when \( T = 0.3 \) GeV and \( \mu = 0.1 \) GeV. We can find that \( E_c \) decreases as the magnetic field increases when \( E \perp B \) and \( E \parallel B \), thus the Schwinger effect occurs easier when magnetic field exists. Moreover, the \( E_c \) when external electric field parallel to the magnetic field is smaller than that in perpendicular case which implies the production rate of the real particle pairs is more larger when \( E \parallel B \). Different from [23], the magnetic field is turned on by the second gauge field of Eq.(1) in this model. The magnetic field breaks \( SO(3) \) invariance in boundary and affects the geometry of background. The influences of the magnetic field on the separate length and potential barrier with nonzero chemical potential has been considered in this paper. In following figures, we will study the potential analysis in the magnetized Einstein-Maxwell-dilaton system.
FIG. 2. The total potential $V_{tot}$ with respect to the separate length $x$ with different electric field when $T = 0.3 \text{ GeV}$, $\mu = 0.1 \text{ GeV}$ and $B = 0.3 \text{ GeV}$. (a) for $E \perp B$ and (b) for $E \parallel B$. The black line, red line, blue line, green line denote $\alpha(E/E_c) = 0.8$, 0.9, 1.0, 1.1, respectively. The solid line (dashed line) represents the pair is parallel (perpendicular) to the magnetic field.

We plot the total potential $V_{tot}$ with respect to the separate length $x$ with different electric field when $T = 0.3 \text{ GeV}$, $\mu = 0.1 \text{ GeV}$ and $B = 0.3 \text{ GeV}$ in Fig. 2. The Schwinger effect can be related to a tunneling process. When $E < E_c$, the potential barrier exits and the potential barrier decreases as $E$ increases. The potential barrier vanishes when $E = E_c$ and the Schwinger effect is not suppressed. When $E > E_c$, the production of the pairs is explosive and the vacuum cannot maintain stable. The results of the potential analyses are consistent with the results of [13]. One also can observe that Schwinger effect is more obvious when pair is parallel to the magnetic field.

FIG. 3. The total potential $V_{tot}$ with respect to the separate length $x$ with different magnetic field when $T = 0.3 \text{ GeV}$, $\mu = 0.1 \text{ GeV}$ and $\alpha = 0.8$. The black line, red line, blue line represent $B = 0$, 0.3, 0.5 GeV respectively. (a) for $E \perp B$ and (b) for $E \parallel B$. The solid line (dashed line) indicates the particle pair is parallel (perpendicular) to the magnetic field.

In Fig. 3, we discuss the total potential $V_{tot}$ with respect to the separate length $x$ with
different magnetic field when $T = 0.3 \text{ GeV}$, $\mu = 0.1 \text{ GeV}$ and $\alpha = 0.8$. From Fig. 3.(a), we can make an obvious discovery that magnetic field reduces the height and width of the potential barrier when $E \perp B$ and favor the Schwinger effect. From Fig. 3.(b), the magnetic field enhances the total potential slightly at small distance $x$ when particle pair is perpendicular to the magnetic field and $E \parallel B$. But at large distance $x$, the magnetic field has an obvious influence on the width of the potential barrier. From this perspective, the magnetic field reduces the width of the potential barrier in large distance $x$ and enhances the Schwinger effect. Moreover, the effect of magnetic field on the potential barrier is more obvious when pair is parallel to magnetic field. It indicates Schwinger effect may occur more easily when particle pair is parallel to the magnetic field.

![Diagram showing potential barrier reduction](image)

**FIG. 4.** The total potential $V_{tot}$ with respect to the separate length $x$ with different magnetic field when $T = 0.3 \text{ GeV}$, $\mu = 0.1 \text{ GeV}$ and $\alpha = 1.0$. The black line, red line, blue line represent $B = 0$, $0.3$, $0.5 \text{ GeV}$, respectively. (a) for $E \perp B$ and (b) for $E \parallel B$. The solid line (dashed line) indicates the particle pair is parallel (perpendicular) to the magnetic field.

In Fig. 4, we discuss the total potential $V_{tot}$ with respect to the separate length $x$ with different magnetic field when $T = 0.3 \text{ GeV}$, $\mu = 0.1 \text{ GeV}$ and $\alpha = 1.0$. From this figure, one can find that magnetic field reduces the height and width of the potential barrier when $E \perp B$ and favor the Schwinger effect. From Fig. 4.(b), the magnetic field enhances the total potential slightly when particle pair is perpendicular to the magnetic field and $E \parallel B$. However, the effect of the magnetic field on the width of the potential barrier is more prominent. The width of the potential barrier is reduced by the magnetic field and enhance the Schwinger effect.
IV. CONCLUSION AND DISCUSSION

A strong magnetic field was observed in the early stages of noncentral relativistic heavy ion collisions in RHIC and LHC which provides the possibility to observe the Schwinger effect. It is reasonable to consider that the magnetic field has affected the nature of the space-time geometry. In this paper, we study the Schwinger effect with finite chemical potential case in the magnetized AdS/QCD background.

In [53], the authors found the QCD string tension decreases with magnetic field in parallel case while increases with $B$ in the perpendicular case in the magnetized AdS/QCD model. By using this model, [54] found the magnetic field in parallel case has a large influence on the free energy of heavy quarkonium. These results are consistent with lattice results [55] which implies this AdS/QCD model is more appropriate to describe QCD physics. In this paper, we study the effect of the magnetic field on the critical field and total potential with finite chemical potential case in this reliable holographic QCD model.

From the results, we find the magnetic field and chemical potential affect the critical field and the total potential of the particle pairs. One can find that the magnetic field reduces the potential barrier with nonzero chemical potential, thus favor the Schwinger effect. In the calculations of the critical electric field from the DBI action, we found magnetic field decreases $E_c$ which agrees with the results of the potential analysis. The critical field $E_c$ when external electric field parallel to the magnetic field is smaller than that in perpendicular case which implies the production rate of the real particle pairs is more larger when $E \parallel B$. Moreover, Schwinger effect is more obvious when pair is parallel to the magnetic field than that in perpendicular case in the dynamical AdS/QCD background. It implies the production rate of the real particle pairs when parallel to the magnetic field may be larger than that in perpendicular case.

We expect that this research of non-trivial magnetic field on schwinger effect in the bottom-up AdS/QCD background could provide some different afflatus in the particle pairs production. It is also interesting to study the schwinger effect under rotation from holography. One should extend the background to the rotating case [58]. We expect that we could report this work in the future.
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