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Abstract

Neural machine translation (NMT) is typically domain-dependent and style-dependent, and it requires lots of training data. State-of-the-art NMT models often fall short in handling colloquial variations of its source language and the lack of parallel data in this regard is a challenging hurdle in systematically improving the existing models. In this work, we develop a novel colloquial Indonesian-English test-set collected from YouTube transcript and Twitter. We perform synthetic style augmentation to the source formal Indonesian language and show that it improves the baseline Id-En models (in BLEU) over the new test data.

1 Introduction

Indonesian colloquialism is everyday and everywhere (Wibowo et al., 2020), e.g. in social media posts and conversational transcripts. Yet, existing research on Indonesian NLP models including NMTs often disregards qualitative analysis when the models are given strictly colloquial inputs (Guntara et al., 2020). This is mainly due to the fact that the data readily available for training and testing the models are in formal Indonesian.

Colloquial Indonesian has several different word choices from formal language due to the diversity of regional languages and dialects. We define the spoken colloquial as a clean colloquial. In addition, in written media, colloquial Indonesian is often abbreviated, disemvoweled, or written with voice alteration, which we define as the noisy colloquial (Example in Table 1).

To better evaluate English-Indonesian MT systems against colloquial text, we first create 2 new test-sets of Indonesian-English colloquial pairs. The first test is a clean colloquial taken from a YouTube transcript. The second test-set is a noisy colloquial from Twitter annotated by our team of annotators. We found that NMT systems trained on formal dataset did not perform very well on these test-sets.

Next, we develop synthetic colloquial text data by performing word-level translation of several words in the formal text into a colloquial form based on a word-to-word dictionary. By combining the formal dataset and the synthesized colloquial dataset, we increase the NMT performance on the colloquial test-set by 2.5 BLEU points.

2 Related Work

Michel and Neubig (2018) developed a test-bed for noisy MT from social media. Related to that, Vaibhav et al. (2019) showed that introducing synthetic noises improves NMT system evaluated on noisy test-set. This research draws inspiration from these works. However, the noise in colloquial Indonesian is different from the standard noise on social media, which is mostly typographical. In our case, the noise occurs in differences in the words used, because they are mixed with local languages or dialects, in addition of typographical noise.

Focusing on Indonesian-English MT itself, Guntara et al. (2020) collected parallel English-Indonesian sentences in several domains, trained and benchmarked several NMT models, with some
achieving state-of-the-art results. However, although the issue of colloquialism was briefly raised, there was no evaluation on model performance in translating either noisy or clean colloquial Indonesian to English. In this work, we make use of the training set they have provided.

On synthetic “noise” injection in Indonesian language, Rizal and Stymne (2020) leveraged a dictionary-based approach to create a synthetic code-mixed data of Indonesian and English language and showed that the synthesized data is highly similar to an original code-mixed data. Code-mixing, especially with English, Arabic, and romanized Japanese or Korean, is a common type of colloquialism in Indonesian language.

Style transfer approaches have been attempted to standardize informal Indonesian (Wibowo et al., 2020) with the motivation to serve as a preprocessing step for the downstream tasks (classification, sequence labeling, etc.), where the available models typically work well on formal Indonesian. High-quality pairs of informal-formal Indonesian data is again the main challenge in this work, and the authors performed iterative forward translation to generate more synthetic data, which was shown to improve the results up to some iterations.

3 Low-Resource Colloquial-Indonesian to English
The state-of-the-art model for Indonesian-English machine translation was trained and tested using formal Indonesian (Guntara et al., 2020), and thus its capability to translate colloquial Indonesian is untested. There is currently no available parallel colloquial Indonesian-English data either for testing or training. Therefore, we first manually create a high-quality test data to evaluate the existing models (Section 3.1).

Next, we investigate a way to improve the baseline results. Naturally, the most straightforward way is to add new training data in colloquial Indonesian, but it does not exist. As manual creation of translation data is time-consuming, we stop at manually creating test data, and for the training data we create synthetic data to augment the existing formal Indonesian dataset (Section 3.2).

3.1 Getting The Test Corpus
We first obtain the clean colloquial text data from Indonesian-language YouTube transcripts that contain English subtitles. Because it is a transcript of discussions and daily conversations, the Indonesian language used is colloquial. We get our transcripts from Indonesian channels consisting of Hotman Paris\(^1\) and TaulanyTV.\(^2\) We then filtered the transcript data by removing sentences that are less than 5 tokens. Our final test set for this scenario consists of 1317 sentences.

Then, we get the noisy colloquial text data from Twitter. We scrape tweets from users spread across 34 provinces in Indonesia from 2015 to 2020 (captured by the tweet’s geolocation). We also do the same filtering process as we did on YouTube Transcript. Then we sampled and translated 2000 tweets into English by the annotators. To show that this new informal dataset is really different than the existing formal Indonesian, we check the OOV-rate and the perplexity of the dataset. The OOV-rate is checked against the vocabulary used in Indonesian Wikipedia, which uses formal language. The perplexity is computed with GPT-2 casual language modelling trained on Wikipedia.\(^3\) These results can be seen on Table 2.

3.2 Generating Synthetic Colloquial
Developing colloquial Indonesian-English for training is expensive. Therefore, we opt to create it synthetically by performing word-level formal to informal transformations on the original dataset using a colloquial dictionary.\(^4\)

We create synthetic colloquial data from both sets by randomly changing the formal Indonesian words contained in the dictionary into informal words. For each word, we “roll a dice” that is normally distributed from 0 to 1. If the dice rolls under a certain threshold, then the word is changed into its informal version, and vice versa. We used 4 different thresholds, 0.3, 0.5, 0.7 and 1.0, to generate 4 different datasets (Table 3). This means that the bigger the threshold, the more informal words are being introduced into the dataset. Generally, a formal word might have be changed into several colloquial words. In that case, the informal word will be randomly selected with uniform probability. The English side of the modified data is left intact.

\(^1\)https://www.youtube.com/channel/UCUfuBEB20WcF3ZNwET/xwg
\(^2\)https://www.youtube.com/channel/UC6SPCnTAianF28ST2wrQzw
\(^3\)https://github.com/cahya-wirawan/indonesian-language-models/tree/master/ULMFiT
\(^4\)https://github.com/louisowen6/NLP_bahasa_resources
Table 2: Exploratory data analysis of collected data. OOV stands for Out of Vocabulary words when compared against a standard dictionary (Guntara et al., 2020). AVG Token / Sent denotes average tokens per sentences.

| Source      | Sentences | Total Words | OOV  | AVG Token / Sent | PPL   |
|-------------|-----------|-------------|------|------------------|-------|
| Original Testset | 10.7K     | 177.9K      | 14.4%| 16.5             | 115.8 |
| YouTube     | 1.3K      | 9.8K        | 20.9%| 6.4              | 120.3 |
| Twitter     | 2.0K      | 25.2K       | 33.6%| 13.2             | 217.1 |

Table 3: Exploratory data analysis of generated data. Transformed denotes total colloquialized words. Transformed% denotes the actual percentage of transformed words. *0% colloquial is equal to the original dataset.

| Source | Transformed% |
|--------|--------------|
| Colloquial 0%* | 0% |
| Colloquial 30%  | 7.1% |
| Colloquial 50%  | 11.9% |
| Colloquial 70%  | 16.6% |
| Colloquial 100% | 23.8% |

Since the dictionary only covers a limited number of words, we evaluate our synthetic dataset in terms of the actual formal words that are being transformed.

4 Experimental Setting

Our NMT system uses the standard Transformer architecture (Vaswani et al., 2017) of 6 encoder layers and 6 decoder layers with tied embedding. Our models are trained up to a maximum of 5 epochs, or until we observe no improvement for 10 consecutive validation steps. The rest of the hyperparameters follows the suggested value (Vaswani et al., 2017).

Before being applied to the training process, we made several transformations to our datasets. To improve the model’s quality, we also use additional 4.7M back-translated (Sennrich et al., 2016a) data from the OSCAR corpus (Ortiz Suárez et al., 2020). We applied byte-pair encoding (Sennrich et al., 2016b) with 30k merge operations to preprocess the input. We use the Marian toolkit to train our model (Junczys-Dowmunt et al., 2018).

5 Experiment Result

Our experiment is separated into five scenarios as mentioned in Table 3. We start with a baseline model that is only trained with the formal Indonesian-English parallel data (Guntara et al., 2020) and back-translation data (Ortiz Suárez et al., 2020). We then add the synthetic colloquial dataset on top of that with different colloquial ratio. The results are shown in Table 4. We measured our model results with BLEU (Papineni et al., 2002), computed using sacreBLEU (Post, 2018).

From the results presented in Table 4, it shows that there has been an increase in translation results after we add the augmentation data. The highest increase was shown by Colloquial 70% data with average BLEU result of 25.70. While the lowest increase was generated by the Colloquial 30% and Colloquial 50% data.

6 Discussion

Our results show that adding synthetic data improves the overall BLEU and therefore this is a potential direction for further research. The results shown in Table 4 suggest that the sweet spot of 70% is due to a “correct” amount of proportion of colloquialism injected to the original data. However, it might be the case that some certain types of colloquialism are more important than the other, and this affects the overall results due to the randomness and incompleteness (due to the dictionary limitation) of our transformation. Injecting more relevant colloquialism, while avoiding the less relevant ones, may potentially increase the overall model performance.

Our models performed poorly on the Twitter test-set, with minimal improvements when using synthetic datasets. This result shows that noisy colloquial Indonesian is challenging to handle, as the language is extremely different from formal Indonesian. Moreover, typographical noises are quite common, adding extra difficulty. These type of noises are not handled by simply switching some words into their colloquial form. We argue that handling noisy colloquial Indonesian requires synthetic data beyond word-to-word transformation. Empirically, Table 3 also shows the limitation of our dictionary-based word-to-word transformation, as indicated by the Colloquial 100% dataset having only 23.8% transformed tokens, while an average Indonesian tweet has 33% OOV words in it. In
Table 4: BLEU Scores result for each test sets. Original data denotes training set from Guntara et al. (2020) + back-translated OSCAR.

| Training Data          | Evaluation BLEU |          |          |          |
|------------------------|-----------------|----------|----------|----------|
|                        | Original | YouTube | Twitter | Avg.     |
| Original               | 29.4     | 31.6    | 12.6    | 24.53    |
| Original + Synth. Colloquial 30% | 29.0 | 32.1    | 13.5    | 24.87    |
| Original + Synth. Colloquial 50% | 28.9 | 32.5    | 13.2    | 24.87    |
| Original + Synth. Colloquial 70% | **29.4** | **34.1** | **13.6** | **25.70** |
| Original + Synth. Colloquial 100% | 29.0 | 34.0    | 13.5    | 25.50    |

the future, we plan to train a model to generate the synthetic data, making use of the model and data provided by Wibowo et al. (2020), to be able to generate colloquialism even for unseen words or phrases.

7 Conclusion

We investigated data augmentation methods to improve NMT’s translation capabilities by converting formal Indonesian data to colloquial and adding the experimental results to our dataset. With several test schemes show an increase in the translation ability of the models that have been made. Determining how many words to covert into colloquial Indonesian is important. To the best of our knowledge, we are the first to perform a data augmentation method for Colloquial Indonesian at NMT.
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