It’s alignment all the way down, but not all the way up: Speakers align on some features but not others within a dialogue
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1. Introduction

Language is a flexible medium. Speakers have wide latitude to say what they want to say in many different ways — they can use one grammatical structure or another, use a particular word or its synonym, speak slowly or quickly, at a higher pitch or a lower pitch, or louder or softer. As such, one person’s speech production is slightly different from conversation to conversation on many dimensions. Although many of these linguistic “decisions” could be made consciously, most often they are not, and instead reflect subtle tunings performed by the language processing system in response to the speaker’s current linguistic environment. Many external factors can influence these production adjustments, and an important one is the identity of, and prior linguistic experience with, the speaker’s current listener. When engaged in dialogue, speakers modulate characteristics of their speech to draw closer to the corresponding characteristics of their listener’s speech. This process is called alignment 1.

Alignment has been demonstrated, to some degree, at every linguistic level. Speakers align their representations of the spatial environment to match their partner’s description (Garrod & Anderson, 1987). They align their syntax to match that of an immediately- or recently-preceding sentence (Branigan, Pickering, & Cleland, 2000; Branigan, Pickering, McLean, & Cleland, 2007; Cleland & Pickering, 2003; Cowan, Branigan, Obregón, Bugis, & Beale, 2015; Haywood, Pickering, & Branigan, 2005; Levelt & Kelter, 1982; Reitter & Moore, 2014) and to the overall syntactic bias of the linguistic environment (Kaschak, 2007; Kaschak, Loney, & Borreggine, 2006; Kaschak, Kutta, & Schatschneider, 2011; Ostrand & Ferreira, 2019), although not to their particular listener’s

1 It is also variously referred to as entrainment, accommodation, or convergence.
syntactic preferences (Ostrand & Ferreira, 2019). They align on lexical choice, producing the same word as they just comprehended (Brennan & Clark, 1996; Clark & Wilkes-Gibbs, 1986; Horton & Gerrig, 2005; Rosenthal-von der Pütten, Wiering, & Krämer, 2013; Yoon & Brown-Schmidt, 2014), including uniquely to the particular interlocutor who just produced that word. Speakers also align on phonetic features, including their partner’s vowel formants (Pardo, Jay, & Krauss, 2010; Pardo, Gibbons, Suppes, & Krauss, 2012; Pardo, Jordan, Mallari, Scanlon, & Lewandowski, 2013) and voice onset time (Nielsen, 2011; Shockley, Sabadini, & Fowler, 2004). They align on temporal characteristics, such as speech and articulation rate (Bell, Gustafson, & Heldner, 2003; Bonin, de Loop, Ghosh, Gilmarin, Vogel, Polychroniou, Salamin, Vinciarelli, & Campbell, 2013; Schultz et al., 2016; Staum Casasanto, Jasmin, & Casasanto, 2010; Street, 1984; Webb, 1969), intra-speaker pause duration (Cappella & Planalp, 1981; de Loop, Oertel, Rauzy, & Campbell, 2011; de Loop & Rauzy, 2011; Edlund, Heldner, & Hirschberg, 2009; Gregory & Hoyt, 1982; ten Bosch, Oostdijk, & de Ruiter, 2004), inter-speaker pause duration (Suzuki & Katagiri, 2007), and turn duration (Matarazzo, Weitman, Sasiow, & Wiens, 1963). Speakers also align on low-level acoustic features, including pitch (Babel & Bulatov, 2011; Borrie, Lubold, & Pon-Barry, 2015; Rahimi, Kumar, Litman, Paletz, & Yu, 2017), fundamental frequency (Bonin et al., 2013; Gregory & Webster, 1996), jitter (Bonin et al., 2015; Rahimi et al., 2017), intensity (Bonin et al., 2013; Bonrie et al., 2015; Natale, 1975; Rahimi et al., 2017; Suzuki & Katagiri, 2007), and vowel spectra (Gregory, Webster, & Huang, 1993; Gregory, Dagan, & Webster, 1997; Pardo et al., 2013). Speakers even align paralinguistically to their partners’ gestures (Bergmann & Kopf, 2012; Holler & Wilkin, 2011; Kimbara, 2008).

Implicit (and sometimes explicit) in much of this prior work, however, is the treatment of alignment as a single, unitary phenomenon. Thus, when alignment is or is not demonstrated on an individual linguistic feature, it is treated as diagnostic of overall, holistic alignment behavior across the linguistic level or even the entire language production system. Although this assumption has substantial implications for the underlying mechanisms which drive alignment, it is largely untested. The present work investigates two related questions regarding the multidimensionality of alignment within the same speech. First, does alignment at one linguistic level necessarily engender alignment at others? Second, does alignment on one feature within a linguistic level entail alignment on other features within that level, and can within-level features be assessed jointly to produce a holistic measure of alignment for that level?

1. Alignment as a unitary phenomenon

Most studies of alignment investigate its presence using just a single or a few dependent variables. They treat participants’ behavior on those measures as diagnostic of broader alignment behavior of the containing linguistic level, or even more broadly, of alignment of the entire language production system. That is, a study which measures alignment on the individual dimension of pitch may claim that this is evidence of broad “phonetic alignment” or even “alignment as an overall linguistic process”, as opposed to evidence for “alignment on pitch.” For example, lexical alignment has variously been claimed by demonstrating that participants match their interlocutor’s usage of a preferred vs. dispreferred object name (e.g., “couch” vs. “sofa”; Branigan, Pickering, Pearson, McLean, & Brown, 2011); a label or expression for an unknown object (e.g., Clark & Wilkes-Gibbs, 1986); a subordinate vs. basic-level object name (e.g., “loafer” vs. “shoe”: Brennan & Clark, 1996); and the relative frequency of production of the most frequent words across the entire conversation (e.g., Nenkova, Gravano, & Hirschberg, 2008). Similarly, phonetic alignment has been claimed by demonstrating that talkers shift their production to match their interlocutor’s or a model talker’s vocal intensity (e.g., Natale, 1975); vowel spectra (e.g., Babel, 2012); fundamental frequency (e.g., Babel & Bulatov, 2011); and voice onset time (e.g., Nielsen, 2011), among many others. Although these studies do all demonstrate the presence of alignment on the particular feature that was studied, it is not necessarily the case that such behavior generalizes to a wider cognitive behavior, either evidencing alignment of all representations at that linguistic level (e.g., alignment on pitch entails alignment on fundamental frequency) or alignment of representations at other linguistic levels (e.g., alignment on pitch entails alignment on usage of an object’s dispreferred name).

1.2. Does alignment at one level necessarily lead to alignment at others?

More explicitly, an influential theory predicts that alignment occurs as a unitary phenomenon across linguistic levels as a communicative strategy, with alignment at one level engendering alignment at all other levels. According to the Interactive Alignment Model (Pickering & Garrod, 2004), dialogue is made successful on the basis of interlocutors aligning their situation models, representations of the linguistic and contextual environment in which they are interacting. If a speaker and a listener have matching representations, the dialogue process can be more efficient because the speaker does not need to model their own representation as well as that of their listener. Instead, for example, to know how the listener expects an object to be referenced, the speaker needs only to query their own model to determine the lexical label that they would use themselves, and that should be the label that the listener expects. This theory posits that alignment of these high-level situation models is achieved via alignment of lower-level linguistic representations, which occurs as a result of a “primitive and resource-free priming mechanism” (p. 172). As a result, because different linguistic levels are interconnected, alignment at one linguistic level should induce alignment at other levels as well. Importantly, because the proposed priming mechanism which causes alignment is resource-free, alignment automatically cascades between linguistic levels by strengthening inter-level links between, for example, the currently-activated lexical item and syntactic structure. The theory therefore makes the prediction that when interlocutors align to each other, they should do so on all of their linguistic levels at the same time.

As evidence that linguistic levels align in tandem, the IAM cites effects of the lexical boost in dialogue. The lexical boost
is the effect of increased alignment at the syntactic level as a result of alignment at the lexical level. In a typical experimental design, an experimenter or confederate produces a picture description using a particular syntactic structure, and then the participant describes another picture immediately afterward. If the participant’s description matches the syntactic structure of the confederate’s description, that demonstrates alignment or priming. The lexical boost occurs when the participant is instructed to use a particular verb in their description. When the verb provided to the participant matches the immediately-preceding sentence’s verb, the participant is more likely to syntactically align, compared to sentences where the participant’s provided verb differs from the preceding verb (Branigan et al., 2000; see also Cleland & Pickering, 2003). According to the IAM, these results demonstrate that speakers align at multiple linguistic levels in tandem. However, although the lexical boost does provide evidence that interlocutors can align their representations at some different linguistic levels jointly, it does not mean that they must do so at all levels.

In addition, the lexical boost does not address whether linguistic levels necessarily align together when the participant's production is not fixed by the experiment. In fact, this component of the theory has largely not been tested. Lexical boost effects show that when speakers are forcibly aligned at one level (lexical, by being told which verb to use), then they also align at a different level (syntactic). However, it is largely unknown whether linguistic levels vary together when a speaker can freely select what to produce at each level.

One study did consider this relationship using spontaneous dialogues from two corpora of naturalistic speech (Weise & Levitan, 2018). The authors measured three features at each of the lexical and acoustic-prosodic linguistic levels, and then looked for a correlation in alignment between different features. That is, they investigated whether interlocutors’ degree of alignment on one feature was related to those same interlocutors’ degree of alignment on a different feature. However, there was no relationship on degree of alignment across features. The authors concluded that alignment — rather than a unitary, behemoth behavior which occurs or does not occur across levels and features in unison — is rather an umbrella of many different loosely-linked behaviors, and perhaps even generated independently by different cognitive mechanisms or for different communicative or social reasons.

Although an important first step, this study leaves open some relevant questions. First, as the authors note, they tested just a handful of features which may not cover the full scope of dimensions on which interlocutors might align. Second, due to the design of the speech corpora, the study was not equipped to disentangle partner-specific from context-specific alignment. The authors assessed the similarity between a given participant’s speech and their true partner’s speech vs. the similarity between a given participant’s speech and all of the non-partners with whom that participant never spoke; if similarity to the true partner was greater than that to the non-partners, that was evidence for alignment. However, such a design cannot determine whether the participant modulated their speech specifically to match their listener (and would have reverted to their baseline when faced with a new partner), or whether they modulated their speech to match the recent linguistic context — all of which was provided by that same partner.

Cohen Priva and Sanker (2018) conducted a similar study, investigating the correlation in convergence between a few acoustic-phonetic features within the same dialogue. This study also found no cross-feature correlation between degree of alignment, except on two highly related measures (descriptors of F0). Similarly, Rahimi et al. (2017) investigated the correlation of alignment on four acoustic and five lexical features, and various statistical descriptors of each. Their results were quite divergent: some correlations were not significant, and of those that reached significance, some had a positive relationship and others had a negative relationship. As there was not a clear mechanism to predict why certain features should be correlated and others not, the degree of alignment shared across linguistic levels remains a question to be further explored.

The present work investigates alignment at different linguistic levels in a conversational interaction where the participant’s production is not fixed at any linguistic level. (That is, participants are never instructed to use a particular linguistic feature, unlike lexical boost studies where the participant is told to produce a sentence with a given verb.) We focus on phonetic alignment at the segmental and suprasegmental levels, and syntactic alignment. In particular, we investigate whether speakers align at each level in a partner-specific manner — that is, whether they converge upon the particular linguistic profile of their current listener (as opposed to a linguistic profile made up of their aggregated, across-partner recent exposure), when interacting with two listeners who have different profiles. The Interactive Alignment Model states that the purpose of alignment is to reduce the necessity of modeling the listener’s linguistic and situational representation; other theories, such as the Communication Accommodation Theory (Giles, Coupland, & Coupland, 1991), suggest that alignment serves a social purpose and acts as a signal of liking or approval. Under both theories, the starkest situation in which converging on a partner’s individual linguistic profile would be necessary is when interacting with multiple partners who have differing linguistic or social profiles; in such a case, it should be important to represent (and thus align to) each partner’s linguistic idiosyncrasies individually. Such individually-tailored alignment is referred to as partner-specific alignment. An experimental design in which participants interact with two conversational partners who produce differing linguistic distributions allows for the clearest test of whether partner-specific alignment occurs at multiple linguistic levels in tandem, as it allows for the comparison of the participant’s speech when speaking to one partner against the participant’s speech when speaking to the other partner.

We selected the syntactic and acoustic-phonetic levels to assess alignment within the same interaction because it seemed possible that they could show differing patterns. On the one hand, prior work has shown that speakers do not align their syntax in a partner-specific manner (Ostrand & Ferreira, 2019), but do engage in other forms of syntactic alignment by modulating their syntax to match other types of linguistic context (e.g., Branigan et al., 2000; Gruberg, Ostrand, Momma, & Ferreira, 2019; Kaschak, 2007). On the other hand, many studies (as noted above) have investigated alignment on various phonetic features, including in spontaneous speech tasks, finding positive evidence of alignment. Relatedly, there
are a wide range of acoustic-phonetic dimensions on which speech can be assessed, which raises the possibility of differing alignment behavior among features even within the same linguistic level. This last point informs the second goal of this paper.

1.3. Does alignment on one feature necessarily mean alignment on other features at the same level?

As noted above, a substantial amount of research has investigated alignment in the acoustic domain. However, the acoustics of speech is highly multidimensional, and there are dozens of different individual phonological and phonetic features that have been measured across studies of vocal accommodation, with no real standard as to which feature should be measured when. This leads to some potential problems, as noted in Pardo (2013) and Pardo et al. (2018), among others. First, this inconsistency on which features to measure produces conflicting results from research studying the same linguistic process, as one study might find alignment on one phonetic feature while another finds no alignment on a different feature, even in the same task. In fact, the majority of prior vocal accommodation studies have measured just a single acoustic-phonetic feature; even those studies which have tested multiple features generally measure fewer than five, which does not cover the broad range of possible acoustic-phonetic properties on which speakers might align (cf. Lee et al., 2014; Levitan & Hirschberg, 2011; Mukherjee, D’Ausilio, Nguyen, Fadiga, & Badino, 2017; Pardo et al., 2010, 2013; Rahimi et al., 2017; Weise & Levitan, 2018; for an overview, see Pardo, Umanche, Wilman, & Wiener, 2017). As a result, the conclusion of the presence or absence of alignment is dependent on the particular feature(s) under investigation; a study which measured alignment on F0 could draw a completely different conclusion as the identical study which measured vowel duration. Second, such variability opens the door to “researcher degrees of freedom” (Simmons, Nelson, & Simonsohn, 2011) on choosing which features or results to test or report, potentially leading to false positive effects. Roettger (2019) notes that this is a particular concern with phonetic research due to its multidimensionality and high degree of covariance between individual features. Finally, as alignment is a multidimensional and idiosyncratic phenomenon, the haphazard feature selection process can result in missing alignment effects that actually exist in a dialogue, simply because the appropriate feature was not measured. As Pardo (2013) notes, this behavior “yields datasets that are relatively inconsistent and chaotic” (p. 3). There is no single acoustic-phonetic feature which is diagnostic of alignment in all linguistic contexts and tasks, and thus selecting just one or two features is likely to produce misleading or conflicting assessments of alignment. One solution is to measure acoustic alignment in a holistic way, taking into account a wide range of phonetic features which might (or might not) individually be aligned upon, depending on characteristics of the task, the speaker, the social affiliation between interlocutors, and many other, potentially unknown, factors. As Pardo et al. (2018) note, “assessment of phonetic convergence using a holistic measure is preferable to individual acoustic measures because acoustic-phonetic attributes vary inconsistently, there are no standards for selecting particular attributes to examine, and holistic appraisal reflects the multi-dimensionality of the phenomenon.”

One solution to this problem of which phonetic feature to choose is to use the human perceptual system as a holistic assessor. After a first group of participants performs the speech production task, a second group of participants listens to the first group’s recordings and rates how similar their speech sounds to those of their partner or the model talker using an AXB perceptual similarity task (e.g., Dias & Rosenblum, 2011; Goldinger, 1998; Pardo, 2006; Pardo et al., 2010, 2013, 2017, 2018). A common approach is for raters to select whether the model talker’s production of a word sounds more like the participant’s pre-exposure (baseline) or post-exposure production; the degree of alignment corresponds to the extent that the post-exposure production is selected. The benefit of this approach is that the human raters are likely taking into account a wide range of phonetic properties in parallel when making this similarity judgement, which therefore does not require the researcher to select an individual feature which may or may not demonstrate alignment. However, this strategy has drawbacks as well. First, it requires a new, large sample of participants to perform the perceptual similarity task for each speaker’s productions. Second, there is no way to know (or control) which features the listeners perceive and use to make their judgements, as perception introduces a new source of variability, and makes it difficult to learn which features are the ones being aligned upon.

One recent study investigated the relationship between alignment detected by holistic perceptual similarity judgements and measurements of individual features (Pardo et al., 2017). The authors found that the AXB task detected a numerically small but statistically significant effect of alignment (56%, compared to chance of 50%). However, when alignment was computed for individual acoustic features, only one of five (vocalic duration) showed alignment. The authors additionally found that each of the individual acoustic features significantly predicted the AXB perceptual similarity scores, despite not showing alignment when measured alone. This study lays important groundwork for investigating alignment using both a holistic measure which takes into account many acoustic dimensions simultaneously, and also investigating alignment using a few carefully-chosen individual features.

The present work combines the advantages of a holistic measure of alignment while avoiding the drawbacks of a perceptual similarity task. Here, we measure phonetic accommodation within a dialogue by calculating several hundred common acoustic-phonetic features at both the segmental and suprasegmental levels, and employing a machine learning model to measure the degree of partner-specific acoustic alignment jointly on the set of features. This model uses the full suite of acoustic-phonetic features to determine a global measure of phonetic alignment, and whether at least some aspects of the speaker’s overall phonetic profile converge upon their listener’s, without such convergence being tied to the measurement of an individual feature.
1.4. Present research

The present work investigates whether alignment is a unitary concept; though a prevalent assumption, this has largely not been tested. To do so, we seek to answer two questions: (1) does alignment at one linguistic level necessarily engender alignment at others? and (2) does alignment on one feature within a linguistic level entail alignment on other features within that level? As discussed above, we do so in two ways: by calculating a holistic measure of alignment, and by testing for alignment at multiple levels within the same interaction.

In the current experiment, participants alternately interacted with two conversational partners, playing a picture-matching game. The two partners had distinct speech production profiles on multiple linguistic levels: They had highly differing phonetic profiles (due to differing gender, native language, and accent), and produced contrasting syntactic structures (by consistently producing only one structure of the dative alternation for a given participant). In the game, participants heard picture descriptions from each experimenter, and then the participant described pictures back to each experimenter individually. Degree of alignment was measured at multiple linguistic levels during these dialogues: the acoustic-phonetic features jointly as a holistic measure, and individual features at the temporal-phonetic, spectral-phonetic, and syntactic levels. Alignment was operationalized as the degree to which the participant’s speech was more similar to their currently-listening partner’s, as opposed to the non-listening partner’s, on that linguistic dimension.

This experimental design, where the participant interacts with two partners, allows for a clean test of partner-specific alignment. We test for alignment by comparing the way the participant speaks to one partner against the way the same participant speaks to the other partner. This allows us to determine if the participant modulates their speech to match specific characteristics of their current listener. If participants only interacted with one partner, and we observed modulation on some features (e.g., between a pre- and post-verbal object), we would be unable to determine whether such modulation was alignment specifically to their listener, as compared to alignment to their recent exposure in the aggregate, which incidentally all came from a single partner.

2. Method

De-identified data, scripts for calculating the phonetic features, and predictions from the machine learning model are available at https://osf.io/3hu5r/.

2.1. Participants

The participants were 96 students at the University of California, San Diego, who completed this experiment for course credit. All reported being native, monolingual speakers of English.

2.2. Materials

The stimuli consisted of 96 colored drawings of scenes which could easily be described using a single sentence, each printed on a card approximately 4 1/2” tall and 3 2/3” wide. Of these, there were 72 unique dative scenes and 24 unique intransitive scenes. The event actors and actions varied across the pictures to provide variety to the descriptions. The dative pictures could be described using either a prepositional dative (PD) or double object (DO) structure. For example, the scene shown in Fig. 1a could be described either as “The slave is offering grapes to the pharaoh” [PD] or “The slave is offering the pharaoh grapes” [DO]. The intransitive pictures had a simple event structure (e.g., “The woman is sleeping” for Fig. 1b) to make it unlikely that participants would produce a sentence containing a post-verbal object, so as not to prime one of the dative structures. The full set of stimuli sentences is provided in the supplemental materials.

2.3. Procedure

Participants played a conversational picture-matching game with the two experimenters (A and B). The participant and one experimenter sat on opposite sides of a table, separated by an opaque barrier approximately eight inches tall — high enough to block the other person’s table space, but low enough to easily see each other’s face and upper body. Each partner had a series of pictures in front of them. The task throughout the experiment was for one person (the Director) to describe their pictures to the other person (the Matcher), who arranged his/her own pictures in the same order as they were described.

Over the course of the experiment, the participant alternated between interacting with the two experimenters, one at a time.

In order to create a strong pressure for partner-specific alignment at each linguistic level, the experimenters had highly contrasting linguistic behavior at both the acoustic-phonetic and syntactic levels. To create the phonetic profile contrast, one experimenter was a female native speaker of Mandarin, who spoke English with a strong non-native accent (although she began learning English in primary school, she did not live in an English-speaking country [USA] until age 18, and had a very noticeable non-native accent). The other experimenter was a male native speaker of American English. To create the syntactic contrast, for a given participant, one experimenter (Experimenter A) produced only double object dative sentences (DO) and the other experimenter (Experimenter B) produced only prepositional dative sentences (PD).

The assignment of syntactic preference to experimenter was counterbalanced across subjects, so half of participants heard PDs from the non-native experimenter and DOs from the native experimenter, and half heard the reverse pairing.

The experiment began with one experimenter explaining the picture-matching game to the participant and a short practice round using three non-dative pictures. The main experiment consisted of two sequential phases. First, in the Exposure Phase, the participant was exposed to each experimenter’s acoustic and syntactic production schemas, by listening to a series of picture descriptions from each experimenter. One experimenter entered the participant’s testing room and described six pictures using their assigned syntactic structure and their personal acoustic profile; meanwhile, the participant selected each matching picture from a set of 18. The experimenter verified that the participant’s picture ordering was correct and corrected any mis-selected pictures (which was extremely rare). When they finished, the experimenter left the
room. Then, the second experimenter entered the testing room and described a new set of six pictures while the participant matched. This process, in which each experimenter described six pictures to the participant, constituted Exposure Round 1. Then, the first experimenter re-entered the room and described 6 new pictures and left; and the second experimenter re-entered the room and described 6 pictures and left, comprising Exposure Round 2. There were four rounds during the Exposure Phase. All of the pictures that were described by the two experimenters were dative scenes; thus after the Exposure Phase, the participant had heard 24 PD descriptions from one experimenter and 24 DO descriptions from the other experimenter, each using their personal phonetic and syntactic schema.

After the four rounds of the Exposure Phase, the Test Phase began. (Note that all Exposure from the two experimenters preceded all Test trials.) The Test Phase was similar except that the participant became the Director and the experimenter the Matcher. The experimenter laid out six dative and six intransitive pictures on the participant’s side of the table (without looking so they ostensibly would not know the order), none of which had appeared in the Exposure Phase. The participant described these 12 pictures in order while the experimenter matched. The datives and intransitive pictures were interleaved so as to reduce any effects of trial-to-trial syntactic self-priming. This was Test Round 1. The experimenter then left the room. The second experimenter entered and the participant described a new set of six dative and six intransitive pictures, comprising Test Round 2. The first experimenter returned for the participant to describe a third set of 12 pictures (Test Round 3), and then the second experimenter returned for the participant to describe a final set of 12 pictures (Test Round 4). Thus, each participant described a total of 48 pictures across four rounds: 24 pictures to each experimenter, of which 12 were dative scenes and 12 were intransitive scenes.

The participant’s productions during the Test Phase — the syntactic structure(s) they used and their vocal acoustic characteristics, as a function of which experimenter they were speaking to — constituted the raw data used in the following analyses.

No picture was repeated across the experiment. All factors, including nuisance factors, were counterbalanced between participants: The order of directing experimenters in the Exposure Phase (Experimenter A vs. Experimenter B directing first); the order of listening experimenters in the Test Phase (Experimenter A vs. Experimenter B matching first); the order of the pictures that the participant described within each round (describing Picture 1, then 2, then 3,. . . then 12 vs. describing Picture 12, then 11, then 10,. . . then 1); the structure which the directing experimenter used to describe a particular picture in the Exposure Phase (e.g., Fig. 1a described by the experimenter using a PD vs. DO); and, critically, the assignment of syntactic preference to experimenter identity and thus acoustic profile ([native = DO and non-native = PD] vs. [native = PD and non-native = DO]).

Additional components to the procedure involved each experimenter sharing a “fun fact” about themselves at the start of each round, giving the participant a two-digit math problem when switching experimenters, and a post-experiment questionnaire. Exact details on the timing and reason for including these procedural steps are reported in Experiment 4 and Supplementary Data 2 of Ostrand and Ferreira (2019), which had a similar procedure to this experiment. However, as the facts, math problems, and questionnaire are not relevant to the analyses reported here and were not analyzed for this experiment, they will not be discussed further.

2.4. Phonetic features extraction

For this experiment, three types of analyses were performed: (1) degree of partner-specific holistic acoustic alignment, as calculated using many acoustic-phonetic and temporal features together in a machine learning classifier; (2) degree of partner-specific phonetic alignment as calculated separately on seven a priori-selected acoustic-phonetic features (temporal and spectral); and (3) degree of partner-specific syntactic alignment, as measured by participants’ rate of prepositional dative production.

The acoustic-phonetic features used in analyses (1) and (2) were calculated using Praat (version 6.0.50; Boersma & Weenink, 2019), Python (version 2.7.17), and R (version 4.0.3). The acoustic-phonetic features covered segmental and suprasegmental aspects of a speaker’s speech pattern. Phonetic features were largely tailored to the natural class of
segments (e.g., formants and voice quality measures calculated from sonorants; spectral moments from sibilants), or to suprasegmental features of the utterance- or dialogue-level characteristics of the speech (e.g., rhythm metrics from utterances, or intra-utterance durations from the dialogue). The complete list of acoustic features that were calculated is given in Table 1. The goal of this analysis was to investigate alignment using a suite of features which covers a speaker’s full phonetic profile: from individual segmental categories to global temporal properties to more abstract representations of spectral qualities. The purpose of calculating such a range of features is to attempt to capture any phonetic areas on which a speaker might align, and thus be able to detect such alignment within our holistic analysis using the machine learning model. The complete set was used for analysis (1), and a subset (as discussed in the following section) was used for analysis (2).

The goal of the acoustic-phonetic analysis was to create two parallel phonetic profiles for each participant–experimenter pairing. Acoustic-phonetic measurements were extracted from various segmental and suprasegmental properties of the utterances. We attempted to maintain segment-specific representations when relevant; however, token counts varied considerably across segment categories. If the median count of a segment across speakers was low, the category was either fully omitted or combined with a related category for later averaging for each participant–experimenter pairing.

For all phonetic analyses, the four Test Phase rounds were segmented individually and each analyzed as separate recordings. Thus, each participant had four recordings, two directed to the native experimenter and two to the non-native experimenter. Each recording was approximately 70 s long. Recordings were first manually segmented at the utterance level (i.e., each picture description), and then force aligned using the Montreal Forced Aligner (MFA; McAuliffe, Socolof, Mihuc, Wagner, & Sonderegger, 2017). This resulted in phone-level alignments of canonical pronunciations for each utterance. Measurements were organized by domain. These were: sonorant-specific measures (formants and vowel quality), obstruent-specific measures (spectral moments), and general temporal measures (segment-specific durations and rhythm).

Sonorant-specific measures were extracted from all vowels, glides, liquids, and nasals. These measures were: F0, F1, F2, F3, and F4 at the first quartile, midpoint, and third quartile of the segment. Voice quality measures of local jitter, ppq5, local shimmer, apq5, mean period duration, standard deviation of the period duration, harmonic-to-noise ratio (HNR), and the standard deviation of HNR were also extracted.

All sonorant-specific measures were obtained using Praat. Vowel formants were measured using the Burg estimation method over the full recording from one round with a maximum formant of 5500 Hz for female speakers and 5000 Hz for male speakers. F0 and HNR measures were extracted with F0 intervals of 100–500 Hz for female speakers and 50–300 Hz for male speakers. Local jitter, ppq5, local shimmer, apq5, period duration estimates were measured using the default duration interval and a maximum period factor of 1.3.

Due to low token counts, the glides [w j] and diphthongs [au ai oy], were removed, and the following broad vowel categories were created: I ([i i]), E ([ei ei]), A ([a o ou])², U ([u u]), ER ([ɜ ɜ]), and AH ([a a]). Segment-specific categories were [æ], [ɪ], [ɑ], [n], [m] and [ŋ]. Following profile-averaging, the vowel triangle area was also computed from the midpoint F1 and F2 averages for I, A, and U.

Obstruent-specific measures were retained for only [s] and [z], largely due to low token counts for other fricatives. In addition, stop consonants were omitted from analysis based on their highly dynamic realizations (closure, burst, and possible aspiration phases), and the difficulty that arises from isolating these events. The four spectral moments — center of gravity, variance, skewness, and kurtosis — were calculated from the middle 20 ms of each syllable following high-pass filtering at 300 Hz and multitaper spectral analysis in R (using the multitaper package, version 1.0–14). All instances of [s] and [z] met this minimal duration threshold. The multitaper spectral analysis had 8 tapers and the time-bandwidth parameter set to 4 (Iskarous, Shadle, & Proctor, 2011; Reidy, 2015).

Mel Frequency Cepstral Coefficients (MFCCs) were calculated using the Python Speech Features package in Python (Lyons, Wang, & Gianluca, 2020). Thirteen bands were calculated on the individual utterances (picture descriptions) from each recording (round), and then the median was taken across all utterances from the same recording for each coefficient. Duration was also calculated from each MFA-aligned segment and represented in the profile for each of the above-mentioned segmental categories. A set of temporal features was also calculated for each utterance (picture description), and metrics of intra- and inter-utterance pause durations were also extracted. For the rhythm analysis, phone-level alignments were converted to C and V intervals. For each utterance (picture description), the rhythm metrics of rateCV, %V, ΔC (Ln), ΔV (Ln), ΔPeak (Ln), and mean Peak (Ln) were calculated using the DurationAnalyzer Praat script (Dellwo, 2019). These respectively correspond to the number of segments per second (rate CV), percent vocalic (%V), variance of the logged consonant and vocalic durations (ΔC, ΔV), and mean and variance of the vocalic logged peak-to-peak durations (ΔPeak, mean Peak). These features exhibit relatively high between-speaker variability, potentially allowing for increased speaker-specific alignment (Dellwo, Leemann, & Kolly, 2015). In addition, speech rate was calculated as the number of syllables per second across the entire recording, as estimated from the automatic detection of syllable nuclei using the Syllable Nuclei Praat script (de Jong & Wempe, 2009).

Two types of pause duration were computed. Intra-utterance pause duration, capturing another measure of speech rate, was calculated as the average pause duration within each utterance, and then averaged across the utterances within each recording (round). Pauses were detected automatically using the Montreal Forced Aligner. Inter-utterance pause duration was calculated across the entire recording (round) for each participant, and was calculated as the duration from the offset of one utterance (picture description) to the onset of the next, capturing how long participants

² The A category is best characterized as the set of non-high back vowels. The decision to group [ou] with the low back vowels instead of the high back vowels was a judgment call motivated primarily by its traditional featural description. All vowels in this group share the [-high] feature and both [s] and [ou] share the [-low] feature.
Table 1
Acoustic-phonetic features calculated on the participants’ and experimenters’ recordings.

| Feature type                                      | Phonetic class | Number of features | Description                                                                 | Reference                                      |
|---------------------------------------------------|----------------|--------------------|-----------------------------------------------------------------------------|------------------------------------------------|
| F0 at Q1, Midpoint, Q3 [Hz]                      | Sonorants      | 36                 | Approximate frequency of the period                                          | Boersma & Weenink, 2019                       |
| F1, F2, F3, F4 at Q1, Midpoint, Q3 [Hz]          | Sonorants      | 144                | Concentrations of acoustic energy predominantly reflecting resonant cavities of the vocal tract | Boersma & Weenink, 2019                       |
| Jitter (local, ppp5) [%]                         | Sonorants      | 24                 | Frequency variation between periods                                          | Boersma & Weenink, 2019; Teixeira, Oliveira, & Lopes, 2013 |
| Shimmer (local, apq5) [%]                        | Sonorants      | 24                 | Amplitude variation between periods                                          | Boersma & Weenink, 2019; Teixeira et al., 2013 |
| Period (mean [s], standard deviation [s])        | Sonorants      | 24                 | Mean and standard deviation of the period duration                           | Boersma & Weenink, 2019                       |
| Harmonics-to-noise ratio (HNR [dB], standard deviation [dB]) | Sonorants | 24                 | Log (base 10) ratio of periodic to non-periodic components in the signal multiplied by 10 | Boersma & Weenink, 2019; Fernandes, Teixeira, Guedes, Junior, & Teixeira, 2018 |
| Vowel triangle area [Hz²]                        | I, U           | 1                  | Area between I, A, and U in the midpoint F1×F2 space                       | Skodda, Grönheim, & Schlegel, 2012           |
| Center of gravity [Hz]                           | Sibilants      | 2                  | Energy-weighted mean frequency                                               | Forrest, Weismer, Milenkovic, & Dougall, 1988; Iskarous et al., 2011 |
| Variance [Hz²]                                   | Sibilants      | 2                  | Variance of energy from the mean across frequency bins                      | Forrest et al., 1988; Iskarous et al., 2011 |
| Skewness [dimensionless]                         | Sibilants      | 2                  | Skewness of the energy distribution across frequency bins                    | Forrest et al., 1988; Iskarous et al., 2011 |
| Kurtosis [dimensionless]                         | Sibilants      | 2                  | Kurtosis (peakiness) of the energy distribution across frequency bins         | Forrest et al., 1988; Iskarous et al., 2011 |
| Duration [s]                                     | Sonorants, sibilants | 14               | Duration of the segment                                                      | McAuliffe et al., 2017                       |
| Mel Frequency Cepstral Coefficients (MFCCs)       | Utterance-level | 13                 | Median of the power spectrum in 13 frequency bands                          | Lyons et al., 2020                           |
|(rateCV [segments / s])                           | Utterance-level | 1                  | Number of segments divided by the duration of the utterance (sec), excluding silent periods | Dellwo et al., 2015                          |
| [% V [%]]                                        | Utterance-level | 1                  | Percent vocalic across consonant and vocalic intervals                      | Dellwo et al., 2015                          |
| ΔC, AV [ln s²]                                   | Utterance-level | 2                  | Variance of the log consonant or vowel durations within an utterance         | Dellwo et al., 2015                          |
| Mean Peak [ln s], ΔPeak [ln s²]                   | Utterance-level | 2                  | Mean and variance of log peak-to-peak durations within an utterance, where the peak is defined by the location of peak energy in a vocalic interval | Dellwo et al., 2015                          |
| Speech rate [syllables / s]                      | Utterance-level | 1                  | Number of detected syllable nuclei divided by the total duration             | de Jong & Wempe, 2009                        |
| Intra-utterance pause duration (median, 95th percentile) [s] | Utterance-level | 2                  | Average duration of silent intervals within an utterance (picture description) | McAuliffe et al., 2017                       |
| Inter-utterance pause duration (median, 95th percentile) [s] | Recording-level | 2                  | Duration from the offset of one utterance (picture description) to the onset of the next | McAuliffe et al., 2017                       |

Note. Unless otherwise indicated, the acoustic-phonetic profile comprised the means for each measure–category pairing. Sonorants consisted of the following 12 segment categories: I, E, A, U, ER, AH, AE, L, R, N, M, NG. Sibilants consisted of the following two segments: S, Z. Features shown in bold were used in the individual-feature analysis.

2.5. Analysis strategy

There are a few ways that conversational partners might align their speech to each other during a dialogue. For the three analyses presented here, we employ global proximity (cf. Levitan & Hirschberg, 2011; Weise & Levitan, 2018) as our alignment measure. This measure tests how close overall the participant’s feature values are to those of their current listener, as compared with those of their non-listener. This measure of global proximity contrasts with convergence, which assesses the degree to which a participant’s speech becomes more similar to that of their listener’s over time. Convergence is more suited to a true back-and-forth dialogue task, in which the two interlocutors alternate speaking. In contrast, proximity is more suited to a task like the present one, in which the participant gets ample exposure to their partner’s speech upfront, and then either does or does not modulate features of their own speech to match those of their listener’s.

2.5.1. Holistic measure of alignment

Analysis (1) tested for the presence of partner-specific alignment across many acoustic-phonetic features in the same
model. As discussed above, dozens of different measures are used across vocal accommodation studies, but most individual studies measure at most a small handful. As a result, that study’s conclusion as to presence or absence of alignment is determined by its presence or absence on that individual feature. The goal of this analysis was to test for the overall presence of phonetic alignment without relying on only one metric or creating a massive multiple comparisons problem. To that end, a suite of 323 acoustic-phonetic features (see Table 1) was calculated on the participants’ and experimenters’ sound files, and jointly used as features in a machine learning classifier to predict the degree of partner-specific alignment.

To create the input features for the classifier, the set of 323 acoustic-phonetic measures were computed on all participant and experimenter recordings. The two experimenters were recorded individually, speaking their sentences from the Exposure Phase as they did during the experiment. However, the experimenter recordings were not collected during an interaction with any particular participant, and the same experimenter recording was compared to all participant recordings. This works against finding evidence of phonetic alignment, as there may have been conversation-specific idiosyncrasies of how the experimenter spoke to a particular participant (e.g., suffering from a cold) which affected the participants’ acoustic production but is not reflected in the generic experimenter recording employed as the baseline here. In such a situation, the participant’s speech may actually have been closer to the experimenter’s speech on the day of the experiment and thus may have aligned more than they appear to when compared against just the experimenter’s generic recording. Additionally, the experimenters may themselves have somewhat converged to the participants over the course of the experiment, which is not captured by the generic recording.

For each participant’s recordings, the array of 323 acoustic-phonetic feature values was subtracted from each experimenter’s array of feature values, and the by-feature difference squared, to capture the similarity between the participant’s and each experimenter’s speech while ignoring the direction. Thus, for each participant recording, two difference score arrays were created (following Levitan & Hirschberg, 2011). The Listener difference array came from subtracting the participant’s feature values from the feature values of the experimenter to whom they were speaking. The Non-listener difference array came from subtracting the participant’s feature values from the feature values of the other experimenter, to whom they were not currently speaking. For example, Participant #1 described pictures to Experimenter A in Test Phase Round 1. The feature array from the Test Round 1 participant recording was subtracted from Experimenter A’s to form the Listener difference, and from Experimenter B’s to form the Non-listener difference. (See Fig. 2 for a graphical depiction of this process.)

These difference score arrays became the input features to a machine learning binary classifier using logistic regression with elastic net regularization. The classifier used leave-one-subject-out cross-validation to determine prediction accuracy and thus degree of partner-specific alignment. Thus the classifier was trained on (i.e., given as input) the difference score arrays for the four rounds of 95 participants and told which ones were Listener difference scores and which were Non-listener difference scores, and then predicted, for the 96th (left-out) subject, which difference score arrays were Listener and which were Non-listener. This process iterated, with each participant left out in turn; therefore, a prediction of Listener/Non-listener was made for each difference score for each participant. Each prediction was either correct or incorrect; averaging across all predictions produces an overall accuracy score. This accuracy indexes the degree to which the model could differentiate a Listener array from a Non-listener array, and thus the degree to which participants sounded more like Experimenter A than B when addressing A, and more like Experimenter B than A when addressing B.

2.5.2. Individual measures of alignment

Phonetic Alignment. For analysis (2), the individual-feature phonetic analysis, Listener and Non-listener difference scores were calculated for each tested feature, and then aggregated across the participant’s four rounds to produce a single Listener score and a single Non-listener score for each participant.

The formulas used to compute the two difference scores for a particular feature across the four rounds are as follows,
where $x$ refers to the participant’s value on a particular feature, with the subscript indicating whether the participant was speaking to Experimenter A or B, and in which round. $a$ and $b$ represent the feature values of Experimenter A and B, respectively. Thus, $x_{a\text{round1}}$ denotes the participant’s value on a particular feature calculated when the participant was speaking to Experimenter A during Round 1.

Listener difference =
\[ \sqrt{(a - x_{a\text{round1}})^2 + (b - x_{b\text{round2}})^2 + (a - x_{a\text{round3}})^2 + (b - x_{b\text{round4}})^2} \]

Non-listener difference =
\[ \sqrt{(b - x_{a\text{round2}})^2 + (a - x_{b\text{round3}})^2 + (b - x_{a\text{round3}})^2 + (a - x_{b\text{round4}})^2} \]

A numerical example may be illustrative. For example, Experimenter A’s raw value on some particular feature is 5 and Experimenter B’s raw value is 7, and this participant is speaking to A on rounds 1 and 3 and to B on rounds 2 and 4. If the participant always speaks exactly like A (i.e., always produces a raw value of 5) and does not modulate her speech when speaking to either experimenter, then the two difference scores would be as follows:

Listener difference =
\[ \sqrt{(5 - 5_{a\text{round1}})^2 + (7 - 7_{b\text{round2}})^2 + (5 - 5_{a\text{round3}})^2 + (7 - 7_{b\text{round4}})^2} = 2.8 \]

Non-listener difference =
\[ \sqrt{(7 - 5_{a\text{round1}})^2 + (5 - 7_{b\text{round2}})^2 + (7 - 5_{a\text{round3}})^2 + (5 - 7_{b\text{round4}})^2} = 2.8 \]

Here, the participant’s value is subtracted from B’s in rounds 1 and 3 (when the participant was addressing A), and the participant’s value is subtracted from A’s in rounds 2 and 4 (when the participant was addressing B).

The measurement of alignment comes about by comparing the Listener difference with the Non-listener difference. In this example, we know the participant did not align because she always produced a value of 5. The comparison of Listener and Non-listener difference scores bear this non-alignment out, as they are identical (both 2.8).

In contrast, a participant who does align to their current partner should have a smaller Listener difference than Non-listener difference, as in the following example, when the participant’s value is smaller when talking to a partner with a smaller feature value, and larger when talking to a partner with a larger feature value:

Experimenter A = 5
Experimenter B = 7
$x_{a\text{round1}} = 6$

Listener difference =
\[ \sqrt{(5 - 6_{a\text{round1}})^2 + (7 - 7_{b\text{round2}})^2 + (5 - 6_{a\text{round3}})^2 + (7 - 7_{b\text{round4}})^2} = 1.4 \]

Non-listener difference =
\[ \sqrt{(7 - 6_{a\text{round1}})^2 + (5 - 7_{b\text{round2}})^2 + (7 - 6_{a\text{round3}})^2 + (5 - 7_{b\text{round4}})^2} = 3.2 \]

In this case, the participant does align in a partner-specific manner, and the Listener difference (1.4) is less than the Non-listener difference (3.2).

The present experimental design of two partners that the participant alternates between and this difference score technique captures the participant’s relative degree of alignment regardless of how close their baseline phonetic properties are to either experimenter’s. For example, a female participant is likely to be closer to the female experimenter on a number of phonetic features, independent of degree of alignment. However, even if the participant spoke exactly like Experimenter A for all four rounds (as in the first example above) on every acoustic-phonetic dimension, this analysis technique will result in no alignment. For the two rounds in which the participant was speaking to Experimenter A, the Listener difference will be 0 — thus showing very high alignment. In contrast, for those same rounds, the Non-listener difference will be high, because the participant’s phonetic properties will be very different from Experimenter B’s. The reverse will be true for the two rounds in which the participant was speaking to Experimenter B — the Listener difference will be high and the Non-listener difference will be 0. Combined across the four rounds (two spoken to each experimenter), the Listener and Non-listener difference scores will be identical. This holds true for any participant who speaks identically to the two experimenters and never aligns to their listener — regardless of whether the participant’s speech is close to Experimenter A’s, close to Experimenter B’s, somewhere in between the two, or far above or below both experimenters. Similarly, if the participant’s value on some feature is extreme (whether due to natural tendency, a respiratory infection, measurement error, etc.), this experimental design and difference score calculation remains robust, as the participant’s extreme value goes into both the Listener and Non-listener difference scores. Thus that participant’s difference from both partners may be particularly large, but the comparative difference to the Listener vs. the Non-listener — namely, the degree of partner-specific alignment — will be unaffected by the participant’s extreme raw value.

In keeping with the analysis strategy of the majority of phonetic alignment research, this analysis employs seven phonetic features to individually measure the degree of partner-specific alignment: two measuring temporal characteristics (speech rate and inter-utterance pause duration) and five measuring spectral characteristics (midpoint F1 at each of the four corner vowel categories of A, AE, I, U, and the area of the
vowel triangle defined in midpoint F1 × F2 space for A, I, and U). These seven features to be analyzed individually were selected *a priori* (with no other features analyzed individually) because they are commonly used measures in research on phonetic alignment. For each feature, the by-participant Listener and Non-listener scores were statistically compared with a paired t-test to determine degree of alignment on that feature.

**Speech rate** was calculated as the number of syllables per second, across the entire recording (cf. Bell et al., 2003; Bonin et al., 2013; Levitan & Hirschberg, 2011; Matarazzo, Wiens, Saslow, Dunham, & Voas, 1964; Pardo et al., 2010; Schultz et al., 2016; Staum Casasanto et al., 2010; Street, 1984; Uther, Knoll, & Burnham, 2007; Webb, 1969).

**Inter-utterance pause duration** was calculated as the length of time that participants paused after completing one picture description sentence and before beginning the next, capturing how long participants gave their partner to comprehend their sentence and locate the matching picture before moving on to the next description. This produced a distribution of durations across the recording. For this feature, the 95th percentile of the distribution was used, to give an estimate of the maximal pause length without being susceptible to extreme outliers. The 95th percentile of inter-utterance duration is less likely to be correlated with speech rate than the average or median of intra-utterance pause duration would be (cf. Cappella & Planalp, 1981; de Lootse et al., 2011; de Lootse & Rauzy, 2011; Edlund et al., 2009; Gregory & Hoyt, 1982; ten Bosch et al., 2004).

F1, the first vowel formant, was calculated at the midpoint of the vowel for each of the corner vowel categories of A ([u o ou]); AE ([æ]); I ([i]); and U ([u i]). The means of these four measures were estimated from the distribution of category-specific values across the sound file (cf. Hwang, Brennan, & Huffman, 2015; Pardo et al., 2010, 2012, 2013).

The area of the vowel triangle was derived by calculating the area between the vertices I, A, and U in F1 × F2 space (cf. Babel, 2010, 2012; Pardo et al., 2012).

**Syntactic Alignment.** Participants’ descriptions were transcribed and coded offline (blind to listener identity and syntactic preference) as one of two dative alternations (PD or DO) or neither. Descriptions that could not be categorized as one of the alternations, either because they were not a dative structure (17.9%) or were missing one of the objects (6.7%), were excluded. One picture was excluded from the syntactic analyses because it did not elicit an acceptable description from at least 30% of participants.

Syntactic production was analyzed with generalized logit mixed-effect models (GLMM) in R (version 3.4.0; R Core Team, 2019) using the *lme4* package (version 1.1.13; Bates, Mächler, Bolker, & Walker, 2015). All factors were fully within-subject and within-item. The two independent variables each had two factor levels coded as −0.5 and +0.5. To determine the statistical significance for each fixed effect, the omnibus model (with the two main effects and the interaction term included) was compared with a reduced model that had the effect in question removed. When a model failed to converge, first, correlations between random effects were removed, and then the random effect accounting for the least variance was iteratively removed until the model converged. When subset models failed to converge, an omnibus model was created which matched the subset model’s random effect structure, and was used as the comparison in the statistical test.

### 3. Results

Data for this experiment are available at: [https://osf.io/4y6wn/](https://osf.io/4y6wn/). This repository includes raw acoustic-phonetic values of each of the features calculated for each of the participants’ and experimenters’ recordings, as well as the syntactic structure produced by each participant for each picture description. The repository also includes the difference scores, showing the degree of alignment from each participant to each experimenter on each feature. The machine learning predictions for each participant round and difference are posted as well.

#### 3.1. Holistic measure of alignment

The 323 acoustic-phonetic features noted above (see Table 1) were used as features in a machine learning binary classifier, classifying each of the left-out subject’s difference scores as either a Listener difference or Non-listener difference. The collective set of acoustic-phonetic features revealed positive evidence of partner-specific alignment, as the classifier performed significantly above chance (accuracy = 55.0%, chance = 50%, p = .003), correctly predicting on average 4.396 (maximum = 8; chance = 4) of the participants’ difference scores as either the Listener or the Non-listener difference. This accuracy score is on par with estimates of convergence derived from listeners rating perceptual similarity in an AXB task (generally around 56%; Pardo et al., 2018).4

#### 3.2. Individual measures of alignment

#### 3.2.1. Phonetic alignment: temporal

As noted above, for the temporal-phonetic features of speech rate and inter-utterance pause duration, a Listener difference score and a Non-listener difference score was calculated for each participant, aggregating across their production on the four Test rounds. These by-subject difference scores were compared using a paired, two-tailed t-test for each feature (following Levitan & Hirschberg, 2011). This measure indicates how closely a participant’s production on the given feature matched their listener’s, as compared to their non-listener’s, production. A smaller difference score to one experimenter than the other means that the participant’s speech was closer (more similar) to that experimenter’s speech.

Participants aligned their speech rate in a partner-specific manner. Participants’ speech rate was closer to their listener’s speech rate (listener difference score [LDS] = 0.94 syllables/second) than to their non-listener’s speech rate (non-listener difference score [NDS] = 1.07 syllables/second; t(95) = 4.502, p < .0001). See Fig. 3a.

Participants also aligned their pause duration in a partner-specific manner. Their longest pause was closer to the length

---

4 It is important to note that we do not claim that the machine learning model is doing something akin to the human perceptual system during an AXB task, or that the features which the machine learning model uses to make its predictions are the same as those which the human perceptual system does (although this is an intriguing question for future research). The point here is just that both holistic measures of alignment produce very similar accuracy scores, and the AXB results provide a useful baseline metric for prediction performance for the machine learning model.
of their listener’s longest pause (LDS = 3.60 seconds) compared to their non-listener’s longest pause (NDS = 4.06 seconds; \(t(95) = 4.183, p < .0001\)). See Fig. 3b.

### 3.2.2. Phonetic alignment: spectral

Similarly, for the spectral features of A, AE, I, and U midpoint F1 and the vowel triangle area, the Listener and Non-listener overall difference scores were calculated for each participant and then compared using a two-tailed, paired t-test for each feature to investigate partner-specific alignment.

Participants did not align the midpoint F1 at any of the corner vowels. Participants’ average F1 values of the A category (non-high back vowels: \([\alpha \circ u\circ]\)) were equivalently different from their listener’s (LDS = 116.44 Hz) and their non-listener’s (NDS = 115.77 Hz); and the numerical difference is in the direction of anti-alignment (\(t(95) = 1.825, p = .071\)). Similarly, participants’ average F1 values of the AE category ([æ]), of the I category (high front vowels: \([i\ i]\)) and of the U category (high back vowels: \([u\ u]\)) were equivalently different from their listener’s and their non-listener’s ([æ]: LDS = 193.53, NDS = 192.82; \([i\ i]\) and \([u\ u]\): LDS = 129.64, NDS = 130.45; \([u\ u]\): LDS = 187.71, NDS = 187.66; all \(t(95) < 1\), all \(p > .7\)). See Fig. 4a-d.

---

**Fig. 3.** Degree of temporal alignment on two features, as measured by the participant’s difference from their listener as compared to their non-listener. A smaller value means that the participant’s speech was more similar to the experimenter’s speech on that feature. Error bars show standard error of the mean; points show each participant’s difference scores. (a) Partner-specific alignment on speech rate. (b) Partner-specific alignment on pause duration. One participant’s points were excluded from both the listener and non-listener scatter plot for display purposes (but were retained for all analyses and displaying the means and error bars) in (b).

**Fig. 4.** Degree of spectral alignment on five features, as measured by the participant’s difference from their listener as compared to their non-listener. A smaller value means that the participant’s speech was more similar to the experimenter’s speech on that feature. Error bars show standard error of the mean; points show each participant’s difference scores. Figures show the lack of partner-specific alignment on F1 at the midpoint of (a) A vowels ([\(\alpha \circ u\circ]\]); (b) AE vowel ([æ]); (c) I vowels ([\(i\ i]\]); (d) U vowels ([\(u\ u]\]). (e) Lack of partner-specific alignment on the area of the vowel triangle defined by the F1 and F2 averages for A–I–U vowels. One participant’s points were excluded from both the listener and non-listener scatter plot for display purposes (but were retained for all analyses and displaying the means and error bars) in (a), (c), (d), and (e).
Finally, the area of participants’ vowel triangle was equivalently different from their listener’s (LDS = 153613.35) as compared to their non-listener’s (NDS = 154000.06) vowel triangle (t(95) < 1, p = .930). See Fig. 4e.

3.2.3. Syntactic alignment

Participants’ frequency of PD productions were submitted to a 2 (Listener Preference: PD, DO) × 2 (Listener Native-ness: Native, Non-native) GLMM. Participant means are reported below and shown in Fig. 5.

Participants did not engage in partner-specific syntactic alignment. There was no main effect of Listener Preference (χ²(1) < 1, p = .941), meaning that participants produced the same number of PDs regardless of whether they were speaking to the experimenter who had produced only PDs (43.2%) or to the experimenter who had produced only DOs (43.9%). Participants also did not modulate their syntactic production as a function of their listener’s identity (no main effect of Listener Native-ness: χ²(1) = 1.402, p = .236), meaning that participants produced PDs at the same rate regardless of whether they were speaking to the native experimenter (42.6%) or the non-native experimenter (44.5%). There was similarly no interaction (χ²(1) < 1, p = .605), meaning that participants did not align syntactically to one listener as compared to both.

4. General discussion

The current experiment is among the first to investigate alignment at multiple linguistic levels within a given interaction, and demonstrates that alignment can simultaneously occur for some linguistic features and levels, and not occur for others. Participants did not align on several pre-selected spectral-phonetic or syntactic characteristics. However, participants did align on a few pre-selected temporal-phonetic characteristics, and, in a small but robust effect, a holistic measure of partner-specific phonetic alignment was observed when measuring a large number of acoustic-phonetic features jointly using a machine learning model.

Unlike in a standard trial-to-trial priming design, the present findings of alignment cannot be explained by recency priming, as participants received all of their experimental linguistic exposure from both experimenters first, and only spoke back to the two experimenters afterwards. As a result, the effects of alignment that are observed here must be driven by participants learning a partner-specific linguistic profile over the course of the initial Exposure Phase. This makes detecting the presence of alignment more striking, as it relies on participants engaging in partner-specific statistical learning over time rather than just increased activation from the immediately preceding trial.

One possible mechanism that could account for the observed partner-specific alignment on temporal-phonetic features could be due to the “foreign-talk effect,” in which native speakers tend to speak more slowly to non-native compared to native interlocutors (e.g., Scarborough, Brenier, Zhao, Hall-Lew, & Dmitrieva, 2007). If the non-native experimenter spoke more slowly, paused for longer, and had longer vowel durations compared to the native experimenter, then the observed alignment on temporal measures could be due not to partner-specific alignment, but rather to participants generally slowing their speech when talking to a non-native listener. However, an examination of the raw feature values for the two experimenters shows this is not the case. In fact, the non-native experimenter spoke more quickly and produced shorter pauses compared to the native experimenter. Most vowel durations were similar between the two experimenters; of those that differed, some were longer for the non-native experimenter and some were longer for the native experimenter. Overall, the raw temporal features show that the non-native experimenter generally spoke more quickly than did the native experimenter. Table 2 shows the raw feature values for the two experimenters for a demonstrative subset of temporal measures; the complete list of raw features values for the two experimenters is available at the noted OSF repository.

The present results have important implications: They demonstrate that treating alignment as a unitary concept with a single generating mechanism, both between and within linguistic levels, is insufficient. Here, we showed that speakers can align on some individual features at a given level while simultaneously not aligning at a different linguistic level or even on other related features at the same level. As a component of this, these results may provide evidence against a central claim of the Interactive Alignment Model (Pickering & Garrod, 2004), that alignment occurs automatically and that alignment:

| Temporal Feature                  | Native Experimenter | Non-native Experimenter |
|----------------------------------|---------------------|-------------------------|
| Speech rate [syllables/s]        | 1.37                | 2.19                    |
| Inter-utterance pause duration 95th percentile [s] | 4.25               | 1.50                    |
| Intra-utterance pause duration 95th percentile [s] | 0.57               | 0.34                    |
| Duration A [s]                   | 0.11                | 0.12                    |
| Duration AH [s]                  | 0.18                | 0.16                    |
| Duration ER [s]                  | 0.15                | 0.18                    |
at one linguistic level necessarily leads to alignment at other levels. Therefore, alignment connections across levels may not be as robust as was thought, and testing for alignment using only one or two features can miss the presence of alignment as a whole.

4.1. Does alignment at one level necessarily lead to alignment at others?

In contrast to some prior studies of alignment, in which participants are told to shadow given words or use a particular verb in their picture description, in the current experiment, participants’ production was not fixed so they were free to speak however they wanted at each linguistic level. This allows for testing the underlying theoretical contention that different linguistic levels naturally vary together, and thus whether more alignment at one level is associated with more alignment at another. The results of the current experiment suggest that this is not the case — speakers may align on some linguistic levels, and on some features of a particular linguistic level, while not aligning on others.

However, the reported results demonstrate this result in the aggregate, across participants, but it is not necessary that all speakers must align in the same situations. It is therefore possible that a subset of participants aligned at multiple levels during their interaction, and other participants did not align at any level during their interaction, leading to aggregate differences in alignment across levels. To investigate this possibility, a series of within-subject pairwise correlations were conducted between the degree of alignment on each of the individual features and those from the other linguistic levels tested in analysis (2). That is, we calculated how much each subject aligned on each of the individually-tested features, by subtracting their Listener difference score from their Non-listener difference score, yielding a positive number if that participant aligned on that feature (i.e., their Listener difference was smaller than their Non-listener difference) and a zero or negative number if that participant did not align or anti-aligned on that feature. Then, we ran a series of within-subject pairwise correlations, matching the features at one linguistic level with those at the other levels (e.g., correlation between speech rate and syntax), to assess whether a particular subject who aligned at one level (e.g., temporal-phonetic) also aligned at a different level (e.g., syntactic).

There was no correlation between any pair of cross-level features: Across the 17 pairwise correlations, the most robust correlation (even without correction for multiple comparisons) was $R^2 = 0.027$ with $p = .110$, with most $R^2$ values below 0.01. (The full correlation matrix is presented in Table 3). This demonstrates that an individual speaker’s degree of alignment at one linguistic level is not predictive of their degree of alignment at a different level.

This observation raises questions about the proposed mechanism and trajectory of alignment within a conversation. Alignment behavior could result from a mechanism which applies automatically, tracking incoming linguistic variability and causing the speaker to modulate to small degrees as each new piece of evidence comes in, using transient activation or longer-lasting implicit learning. Alternatively, alignment behavior could result from a mechanism which is first sensitive to communicative or social factors of the language context, inducing alignment only on those features for which there would be a contextual benefit. In the former case, where alignment is driven by an automatic priming mechanism, alignment should occur at all levels of representation simultaneously. However, the present work demonstrates that it is possible for linguistic levels to be out of sync. These results suggest that the mechanism producing alignment is likely not entirely automatic and primitive, and that simultaneous multi-level alignment may not have as strong a cognitive or communicative role as was posited.

In contrast, the current evidence supports an alignment mechanism which is sensitive to contextual or communicative features of the dialogue, rather than a truly resource-free mechanism. One important component of conversational adaptation is communicative utility (cf. Ostrand & Ferreira, 2019). In this case, rather than alignment occurring by default across linguistic levels, the alignment mechanism is sensitive to whether doing so is likely to provide a communicative benefit or improve the likelihood of communicative success during the dialogue. If so, alignment is more likely to occur. If not, there is less pressure for a speaker to align to their conversational partner. In the present experiment, speakers aligned temporal aspects of their speech to their current partner; speech rate and pause duration could reasonably affect intelligibility and likelihood of communicative success, especially when speaking to a non-native listener (Conrad, 1989; Derwing, 1990), although we note that in the present study, participants generally spoke faster to the non-native listener to align to her speech rate. In contrast, speakers did not align their syntax to their current partner. The present experiment only tested for syntactic alignment on the dative alternation, which is very common in English and structurally simple; therefore it is unlikely that participants inferred that mismatching their listener’s syntax would impair successful dialogue. However, although

Table 3 Within-subject correlation in degree of alignment between features at different linguistic levels.

| Feature               | Speech rate | Pause duration | Syntax | Speech rate | Pause duration | Syntax |
|-----------------------|-------------|----------------|--------|-------------|----------------|--------|
| F1 – A                | .002        | .000           | .014   | .648        | .861           | .549   |
| F1 – AE               | .000        | .000           | .004   | .984        | .801           | .550   |
| F1 – I                | .027        | .000           | .003   | .110        | .852           | .596   |
| F1 – U                | .000        | .000           | .005   | .867        | .943           | .507   |
| Vowel triangle area   | .004        | .010           | .001   | .941        | .342           | .736   |
| Syntax                | .000        | .001           | –      | .942        | .794           | –      |

Each feature was correlated against all individually-tested features from the other two levels, but not the other feature(s) from the same level. As there is likely high correlation in raw values between closely-related measures, it does not make sense to test for the correlation in degree of alignment between features at the same linguistic level. For example, a speaker’s F1 on the A vowels will be strongly related to their F1 on the AE vowel. To reduce the number of correlations presented, and because the goal of this analysis is to assess between-level alignment consistency, correlations were only conducted between features at different levels.
there was no syntactic alignment in the current experiment, speakers might syntactically align if their partners produced other, more complex syntactic structures, where doing so might provide some communicative utility. Similarly, speakers did not align their vocal formants to those of their listeners. Although accent and pronunciation can certainly affect communicative success, specific modulations to F1 may not have been seen as a communicative benefit. Such a mechanism, in which alignment does not automatically activate but rather is modulated by social or communicative factors, is supported by prior work which found that a given speaker varies greatly on how much they align based on the task or conversational setting they are in (Pardo et al., 2018). If alignment occurred automatically and without evaluation of these extra-linguistic factors, then different speakers might align to different degrees compared to each other, but an individual speaker should be fairly consistent in their degree of alignment across conversational settings.

Indeed, the results of the current experiment may shed light on why and when certain linguistic features are entrained upon and perhaps speak to conflicting results across different tasks in different studies. As noted above, one possibility is that the features which are aligned are those which are more appropriate to be learned as part of a partner-specific linguistic profile, because they convey some communicative or social benefit. In contrast, the features which did not evidence alignment in the current experiment (but which have been demonstrated in prior experiments of varying types), might be ones which are less relevant as part of a partner-specific linguistic profile but are more susceptible to transient priming activation and recency effects. It is difficult to draw conclusive evidence across studies with many different paradigms (separated exposure and test vs. trial-to-trial priming, live interlocutor vs. recorded model talker, relatively free speech vs. heavily constrained speech, etc.) but this is a question that should be explored in future research.

Another important difference from much prior work is that the present experiment employed interaction with multiple, alternating interlocutors, and a separated exposure and test phase. The Interactive Alignment Model proposes that alignment occurs to enhance communicative success by removing the necessity of separately maintaining both your own representation of the linguistic situation and also your partner’s, because if the two representations match, there is no need to model your listener. Most prior work on alignment and the lexical boost, however, has investigated trial-to-trial priming, finding that the current trial’s syntactic structure is influenced by the immediately preceding trial’s syntactic structure and verb choice. An experimental design with only one interlocutor, in which alignment is assessed as whether the participant’s production matches the immediately preceding production, cannot test whether a speaker learns and maintains representations of each of their listeners individually, and aligns their own representation to that of their current listener’s. This is because a single-interlocutor, trial-to-trial priming design conflates the representation of the current listener with that of the current overall linguistic context, and thus any alignment observed could be due not to representing the listener’s situation model, but merely increased activation of that linguistic feature due to recency. In contrast, the present work investi-
levels simultaneously, communicative success does not require alignment within and across levels in tandem.
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