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Abstract: Dynamical systems play a vital role in studying highly non-linear phenomena. One of the families of dynamical systems is integer sequences. There is an integer sequence called Q-sequence: 

\[ Q(n) = Q(n - Q(n - 1)) + Q(n - Q(n - 2)); \]

for \( n = 3, 4, \ldots \); and \( Q(1) = Q(2) = 1 \).

It exhibits a unique chaotic-order that might help develop approximate models of highly nonlinear phenomena. We explore this possibility and show how to modify a segment of the Q-sequence so that the modified segment becomes an approximate model of surface roughness (a highly non-linear phenomena that results from the material removal processes (e.g., turning, milling, grinding, and so on). The Q-sequence-based models of surface roughness can be used to recreate the surface heights whenever necessary. As such, it is a helpful means for developing simulation systems for virtual manufacturing.
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1. Introduction

We often measure the dimensions, forms, and surfaces of artificial artifacts and see whether they are consistent with the given specifications. This has created a discipline of study called metrology. International standards have been developed to systematize the activities underlying this discipline [1]. A great deal of research has been conducted to develop reliable electro-mechanical devices for dimensional, form, and surface metrology [2–5]. Particularly in surface metrology [6], we deal with the heights of a machined surfaces measured by contact or non-contact instruments [4–6]. International standards provide a set of standards to measure the surface heights and then to process (filter [7], and quantify) them for surface characterization [1]. According to these standards, for example, the roughness of a machined surface is often quantified by such standard parameters as arithmetic average height \( R_a \), peak-to-valley height \( R_z \), fractal dimension, and so on [8]. Sometimes, non-conventional parameters, e.g., entropy [8], are also used for quantifying the surface roughness. Some authors have worked on the uncertainty modeling of surface roughness using probability-distribution-neutral representation, e.g., possibility distributions and fuzzy numbers [8]. Nowadays, we have Web-based systems, e.g., the system developed by the National Institute of Standards and Technology (NIST, Gaithersburg, MD, USA) [9], by which one can determine the standard roughness parameters online [1]. In addition, to share the evaluated surface roughness, efforts have been made to create web-based data, e.g., XML data incorporating the information of \( R_a \) [10]. Even though we characterized a surface by using \( R_a, R_z, \) entropy, fractal dimension, and possibility distribution, an individual/system who/that receives this information will not be able to recreate the surface heights. This means that we lose the surface height dynamics if we use the conventional quantification process described above. Thus, we need another means to capture the dynamics of surface roughness so that the individual/system who/that receives it can recreate it whenever necessary. It has been stressed that the manufacturing phenomena (e.g., the cutting force and even the surface roughness) are highly non-linear and can be modeled, in principle, by stationary and non-stationary Gaussian processes [11–13]. A surface
roughness profile, in particular, consists of certain stochastic features [11], and to recreate the heights of a surface roughness profile, i.e., to capture the dynamics underlying a surface roughness profile, one needs to model these features using stochastic formulations [11,14]. This issue of dynamic representation of surface roughness has become even more important due to the advent of Internet of Things (IoT) [15], as schematically illustrated in Figure 1.

![Figure 1. Surface metrological activities from the viewpoint of Internet of Things (IoT).](image)

IoT involved in the manufacturing systems requires cyber-physical systems [15–18] where the hardware and software systems will not only share the static data of non-linear phenomena of manufacturing activities but also the models that are capable of storing and sharing the underlying dynamics. A scenario of such futuristic systems is schematically shown in Figure 1 where the surface metrology activities are considered as an example. As seen from Figure 1, as far as the IoT is concerned, not only surface roughness quantification but also the modeling of surface heights is important for surface metrology. The model must capture the dynamics of the surface roughness so that it (the model) can recreate the surface heights whenever necessary in IoT-based systems, as schematically illustrated in Figure 1.

However, numerous authors have developed methods and tools to capture the dynamics of machined surface heights. For example, Wu [19] developed a methodology to simulate engineered surfaces using Fast Fourier Transform (FFT) where a given spectral density or auto-correlation function (ACF) is used as a means to model the irregular heights of a surface. Higuchi et al. [20] applied the concept of fractional Brownian motion (fBm) to simulate the surface heights of grinding wheels. Ullah et al. [21] developed a dynamical system that operates on some fuzzy if–then rules to simulate the surface roughness heights. Here, the fuzzy if–then rules are extracted from a given surface roughness profile. Ullah et al. [11] considered that the surface heights of a machined surface consist of four features, namely, trend, cycle, irregularities, and burst. They developed a stochastic model to organize these features and to recreate surface heights. Uchidate et al. [22] introduced an auto-regression based model to create surface heights for the sake of soft-calibration. Sharif Ullah et al. [23] modeled the microscopic interactions between workpiece and tool (e.g., a grinding wheel) that are stochastic in nature to simulate the surface heights of a machined surface for several passes. Nevertheless, the methodologies developed so far to capture the dynamics of surface roughness, e.g., the methodologies described in [11,19–23] and in the references therein, are parameter-dependent, requiring a great deal of efforts of the users to set the right values of a relatively large number of parameters. Therefore, a simpler but user-friendly methodology is needed to model the dynamics of the surface roughness. From this contemplation, this article is written. In particular, an integer sequence called the Q-sequence [24] will be employed to create a model of a surface profile. The remainder of this article is organized as follows:
Section 2 describes the main features of the Q-sequence. Section 3 describes a modification process of the Q-sequence. Section 4 describes how to create an approximate model of surface profile heights using a modified Q-sequence. Section 5 provides the discussions and concluding remarks of this article.

2. Q-Sequencex

This section describes the main features of Q-sequence. Hofstadter introduced a dynamical system consisting of integers called Q-sequence [24] as follows:

\[
Q(n) = \begin{cases} 
1 & n = 1, 2 \\
Q(n - Q(n - 1)) + Q(n - Q(n - 2)) & \text{Otherwise}
\end{cases}
\]  \hspace{1cm} (1)

In Equation (1), \( n \) is a natural number, i.e., \( n = 1, 2, 3, 4, \) etc. The first 100 values of \( Q(n) \) are as follows: 1, 1, 2, 3, 3, 4, 5, 5, 6, 6, 6, 6, 8, 8, 8, 10, 10, 10, 11, 11, 12, 12, 12, 12, 16, 14, 14, 16, 16, 16, 16, 16, 16, 17, 20, 21, 19, 20, 22, 21, 22, 23, 24, 24, 24, 24, 24, 24, 24, 25, 30, 30, 30, 28, 26, 30, 30, 28, 32, 32, 30, 32, 32, 32, 32, 32, 32, 32, 32, 32, 38, 35, 33, 39, 40, 37, 38, 40, 39, 40, 39, 42, 40, 41, 43, 44, 43, 43, 43, 46, 44, 45, 47, 47, 46, 48, 48, 48, 48, 48, 48, 48, 48, 48, 48, 64, 41, 52, 54, and 56. Figure 2 shows the nature of \( Q(n) \in \mathbb{N}^+ \) for \( n \leq 2000 \) (i.e., relatively small values of \( n \)). Pinn [25] studied the chaotic behavior that \( Q(n) \) exhibits for both small and large values of \( n \). Some of the characteristics reported in [25] are as follows: (1) On short scales, \( Q(n) \) looks chaotic having groups of generations of sequences. (2) The \( k \)-th generation has \( 2k \) members which have “parents” mostly in the generation \( k - 1 \), and a few from the generation \( k - 2 \). In other words, in a short scale, a segment of \( Q(n) \) consists of integers that are close to each other. (3) \( Q(n) \) has bursts with increasing amplitude and length. (4) The trend in \( Q(n) \) disappears if the integer part of \( n/2 \) is subtracted. This is true if \( n \) is relatively small.

![Figure 2. The nature of the Q-sequence for small values of n.](image)

This results in another integer sequence denoted as \( S(n) \in \mathbb{N} \) and given as

\[
S(n) = Q(n) - \text{Int}\left(\frac{n}{2}\right).
\]  \hspace{1cm} (2)

Figure 3 shows the time series plot of \( S(n) \) for the small values of \( n \). As seen from Figure 3, similar to \( Q(n) \), \( S(n) \) also shows bursts at intervals \( n = 3, 6, 12, 24, 48, 96, \) etc. However, the trend seen in \( Q(n) \) disappears in the case of \( S(n) \). It can be modified in different ways to model non-linear signals. This issue is elaborated in the subsequent sections taking the case of surface roughness modeling.
3. Modifying the Q-Sequence

This section shows a simple but useful modification technique of Q-sequence for the sake of modeling non-linear signals. Here, the Q-sequence refers to its trendless counterpart, i.e., S(n). In particular, a small segment of S(n) between two consecutive bursts can be used to create an approximate model of highly nonlinear signals, e.g., cutting force and surface roughness. The modification process uses successive linear interpolations that gradually expand a small segment of S(n). The formal description of this modification process is as follows.

Let S(n1,n2) be a segment of S(n), where n2 > n1, as follows:

\[ S(n1, n2) = [S(n1), S(n1 + 1) \ldots S(n2)] \]  

(3)

Let us consider a segment of S(n), S(n1 = 1000, n2 = 1200). This segment is taken between two consecutive bursts of S(n). The time series plot and the return-map of this segment are shown in Figure 4.

In general, a return-map (or delay map) is a point-cloud that consists of a set of ordered-pairs or points of the nature \{(y(t), y(t + j)) \in \mathbb{R}^2 | t = 0, 1, \ldots; 3j \in \{1, 2, \ldots\}\} created from a time series \( y(t) \in \mathbb{R}, t = 0, 1, \) etc. It can represent the hidden order underlying the parameter considered, which is difficult to grasp from the time series plot alone. For this reason, when one studies a non-linear

![Figure 3](image-url)  
**Figure 3.** The nature of \( S(n) \) for small values of \( n \).

![Figure 4](image-url)  
**Figure 4.** The time series and return-map of S(1000,1200): (a) time series; (b) return-map.
behavior or dynamical system, e.g., $S(n)$, return-maps are prepared along with the time series to attain more insights into it [26]. This role of the return-map can be understood clearly when one compares the time series plots and the return-maps shown in the remainder of this article.

However, one can modify $S(n1, n2)$ by adding more integers without destroying its apparent look. The easiest way to achieve this is to add an integer at the middle of every two consecutive integers of $S(n1, n2)$. To be more specific, let $R(t, 1)$ be an integer sequence wherein all integers of $S(n1, n2)$ are included in addition to the integers that are the integer parts of the average of every two consecutive points of $S(n1, n2)$. Therefore, the following formulation holds:

$$R(t, 1) = \begin{cases} 
S(n1 + t) & t = 0, 2, 4, \ldots, a \\
\text{Int} \left( \frac{S(n1+t)+S(n1+t+1)}{2} \right) & \text{otherwise} 
\end{cases} \quad (4)$$

In Equation (4), $a = n2 - n1$ or $n2 - n1 - 1$, if it is an even or odd number, respectively.

Figure 5 shows the time series plot and the return map of $R(t, 1)$ corresponding to $S(n1 = 1000, n2 = 1200)$. The difference between $S(1000,1200)$ and $R(t, 1)$ is not visible from their time series plots as shown in Figures 4 and 5, respectively, whereas their difference is visible when the return-maps as shown in Figures 4 and 5 are compared. In particular, the return-map shown in Figure 4 is more scattered compared to that shown in Figure 5. This means that the gap between two consecutive points in Figure 5 is smaller than that in Figure 4, which is expected.

**Figure 5.** The time series and return-map of $R(t, 1)$ corresponding to $S(1000,1200)$: (a) time series; (b) return-map.

If needed, $R(t, 1)$ can be expanded further, as follows:

$$R(t, i + 1) = \begin{cases} 
R(t, i) & t = 0, 2, 4, \ldots \\
\text{Int} \left( \frac{R(t,i)+R(t+1,i)}{2} \right) & \text{otherwise} 
\end{cases} \quad (5)$$

In Equation (5), $\forall i \in \{1, 2, \ldots \}$. For example, Figures 6 and 7 show the time series plots and return-maps of the integer sequences $R(t, 2)$ and $R(t, 3)$ found after applying the linear interpolation, as defined in Equation (5), to $R(t, 1)$ and $R(t, 2)$, respectively.
As a synopsis, the following remarks can be made: (a) All return maps of \(R(t,i)\), \(i = 1, 2, 3\), follow a trend—a straight line with a unit slope. (b) The spread of the points in all return-maps decreases with the increase in the number of points in the sequence or decreases with the increase in \(i\). (c) Most of the points in the return maps are located at the middle portion and relatively fewer points are located at two extremes. (d) The return-maps of two nearby \(R(t,i)\), i.e., \(R(t,1)\) and \(R(t,2)\) or \(R(t,2)\) and \(R(t,3)\), are somewhat similar but the return-maps of the sequences that are relatively far from each other in terms of \(i\) (here, \(R(t,1)\) and \(R(t,3)\)) look significantly different. Therefore, while modeling a highly irregular set of data points (e.g., the data points representing the heights of a processed surface), one must consult both the time series plot and its return-map. This strategy will be used to model a surface roughness profile, as described in the next section.
4. Modeling Surface Roughness

This section describes how to model a surface roughness profile using the integer sequences, \( R(t,i) \), \( i = 1, 2, \ldots \)

First, consider a surface roughness profile denoted as \( z(t) \in \mathbb{R}, i = 0, 1, \ldots, 250 \), and its return-map \( \{(z(t), z(t + 1)) \mid i = 0, \ldots, 250\} \), as shown in Figure 8. This surface roughness profile is one of the surface roughness profiles found while (surface) grinding a specimen made of glass using a Cubic Boron Nitride (cBN) grinding wheel in different grinding conditions. The experiments were performed at the Kitami Institute of Technology under the supervision of the author. A non-contact surface metrology instrument measures the primary profile of the ground surfaces. The NIST Surface Metrology Algorithm Testing System [27] removes the form error from the primary profile. No other filtering was applied to remove the waviness from the surface heights obtained after removing the form error. One can calculate the standard roughness parameters as prescribed in the ISO standard [1] using the surface heights shown in Figure 8. Calculating the values of these parameters does not preserve the dynamics of the roughness profile. Instead, if one can establish a model of the dynamics of the roughness profile, then it (the established model) can be used within the framework of IoT [14–18], or any other means, to recreate the profile heights. From the recreated profile heights, the standard roughness parameters can be calculated, if needed. This means that to achieve the cyber-physical system [14–18] of the surface metrology, it is more meaningful to create a model of the dynamic of the roughness profile than to just calculate the values of the roughness parameter. From this viewpoint, this section describes a procedure to modify the integer sequences, particularly, the ones given by \( R(t,i) \). The goal is to make it a model of the surface roughness heights or to store the dynamics of the surface roughness for the sake of recreation.

![Figure 8. A surface profile and its return-map: (a) surface heights; (b) return-map.](image)

For the sake of modeling, the surface roughness profile shown in Figure 8 has been expanded by the linear interpolation using the procedure defined in Equations (4) and (5). (Note that the operation denoted as Int is not performed this time). The profile after the second linear interpolation denoted as \( z(t,2) \) is shown in Figure 9 in terms of the time series plot and return-map. The return-map shown in Figure 9 exhibits similar irregularities compared to that of \( R(t,3) \) (Figure 7). This means that \( R(t,3) \) has a potential to become a model of the interpolated roughness profile \( z(t,2) \).
The similarity between the variability is more evident in the plot of the return-maps. In particular, this process, e.g., a noise that follows normal distribution \[28\], to both return-maps overlap and have almost the identical returns from one point to another.

To make the comparison between \(R(t,3)\) and \(z(t,2)\) even more meaningful, \(R(t,3)\) can be scaled to \(z(t)\) and then shifted by an amount \(\alpha \in \mathbb{R}\) (a small real number), resulting in a time series \(V(t)\) as follows:

\[
V(t) = z_{\text{max}} - \frac{r_{\text{max}} - R(t,3)}{r_{\text{max}} - r_{\text{min}}} (z_{\text{max}} - z_{\text{min}}) + \alpha. \tag{6}
\]

In Equation (6), \(z_{\text{max}} = \max(z(t) \mid t = 0, 1, \ldots)\), \(z_{\text{min}} = \min(z(t) \mid t = 0, 1, \ldots)\), \(r_{\text{max}} = \max(R(t,3) \mid t = 0, 1, \ldots)\), and \(r_{\text{min}} = \min(R(t,3) \mid t = 0, 1, \ldots)\). If needed, one can add noises using a stochastic process, e.g., a noise that follows normal distribution \[28\], to \(V(t)\) to make it even more meaningful. The idea of adding such a stochastic noise is kept out of the scope of this article, however.

For the sake of visual inspection, the segments of \(V(t)\) and \(z(t,2)\) for \(t = 0, 1, \ldots, 500\), are shown in the same plot (Figure 10), where \(z_{\text{max}} = 2.260563913\), \(z_{\text{min}} = -2.020452268\), \(r_{\text{max}} = 81\), \(r_{\text{min}} = -72\), and \(\alpha = -0.1\). As seen from time series plots in Figure 10, both segments show a similar kind of variability. The similarity between the variability is more evident in the plot of the return-maps. In particular, both return-maps overlap and have almost the identical returns from one point to another.

**Figure 9.** The time series plot and return-map of the linear interpolated roughness profile: (a) time series; (b) return-map.

**Figure 10.** Comparison between the model and real surface roughness profiles: (a) time series; (b) return-map.
A possibility distribution (or a fuzzy number) is a probability-distribution-neutral representation of the signal pick. For both cases, on the other hand, the picks are at about 0.5. Thus, both possibility distributions approximately models the dynamics of a surface roughness profile.

The above descriptions collectively refer to the fact that a signal $V(t)$ derived from Q-sequence approximately models the dynamics of a surface roughness profile.

The results of modeling for a signal $V(t)$ can be seen in Figure 11. As seen from Table 1, $R_s$ is the same for both model and real surface roughness profiles, whereas $R_s$ of the model surface roughness is greater than that of the real surface roughness profile, and Entropy of the model surface roughness is less than that of the real surface roughness profile. This difference in Entropy refers to the fact that the real surface roughness heights exhibit more complexity than those of the model.

| Parameters     | Model ($V(t)$) | Real ($z(t,2)$) |
|----------------|----------------|-----------------|
| $R_s$ (μm)     | 0.471          | 0.419           |
| $R_z$ (μm)     | 4.281          | 4.281           |
| Entropy (Bits) | 3.209          | 4.063           |

To gain more insight into the quantitative similarities between $V(t)$ and $z(t,2)$, possibility distributions can be constructed using the respective point-clouds (return-maps), as shown in Figure 10. A possibility distribution (or a fuzzy number) is a probability-distribution-neutral representation of the irregularity associated with a variable [28]. It helps compare two roughness profiles, too, as shown in [8]. Thus, the possibility distributions of the return-maps of $V(t)$ and $z(t,2)$ have been constructed using the procedure described in [28]. The results are shown in Figure 11. It is worth mentioning that the possibility distribution produces a more reliable quantification of uncertainties associated with physical quantities, e.g., the works described in [29,30] where possibility distributions have been used to quantify the uncertainties associated with materials properties of some natural materials.

As seen from Figure 11, the shapes of the possibility distributions are identical except for surface roughness heights in the range $[-1.5, -0.5]$ μm, i.e., in the range located on the left hand side of the pick. For both cases, on the other hand, the picks are at about 0 μm.
5. Discussion and Concluding Remarks

The results reported in Sections 2–4 collectively refer to a procedure of modeling the heights of a surface profile, as schematically illustrated in Figure 12. As seen from Figure 12, the following steps can be exhausted for modeling:

**Step 1** Generate \( Q(n) \) (Equation (1)).
**Step 2** Generate \( S(n) \) (Equation (2)).
**Step 3** Select a segment of \( S(n), S(n1,n2) \) (Equation (3)).
**Step 4** Expand \( S(n1,n2) \) by a linear interpolation operation and generate \( R(t,1) \) (Equation (4)).
**Step 5** Expand \( R(t,1) \) by successive linear interpolation and generate \( R(t,i), i = 1, 2, \ldots \) (Equation (5)).
**Step 6** Select one of the \( R(t,i), \exists i \in \{1, 2, \ldots \} \).
**Step 7** Scale and shift \( R(t,i) \) selected in Step 6 and generate \( V(t) \) (Equation (6)).
**Step 8** Compare \( V(t) \) with the given surface profile \( z(t) \) or with one of its \((z(t))'\)'s linear interpolated profiles, \( z(t_j), j = 1, 2, \text{etc.} \).
**Step 9** If the comparison is satisfactory in terms of qualitative and quantitative measures, then accept \( V(t) \) as a model of the roughness profile. Create semantic web to use \( V(t) \) in the framework of IoT. Otherwise, go back to Step 3 and continue.

![Figure 12. Schematic diagram of dynamic modeling of surface profile using Q-sequence.](image)

Although the above procedure is applied to surface roughness only, it can also be applied to model other nonlinear signals such as cutting force. This issue can be explored further. Nevertheless, when one has the models that mimic the dynamics of various non-linear phenomena of the manufacturing process, it would not be difficult to build the cyber-physical systems for the seamless transfer of knowledge and information of the manufacturing processes from one system to another within the framework of IoT. This means that the methodologies like the one described here will become the valuable constituents of the manufacturing systems in the years to come, i.e., in the era of Industry 4.0. This also means that the devices developed for forms and surface metrology, e.g., the ones described in [2–5], require systems aided by the methodology described here to make them compatible with Industry 4.0.
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