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ABSTRACT

Controlling the coronavirus pandemic is triggering a cross-border strategy by which national governments attempt to control the spread of the COVID-19 pandemic. A response based on sharing facts about millions of private movements and a call to study information behavior during the global health crisis during the global health crisis has been advised worldwide. The present study aims to identify the technologies to control the COVID-19 and future pandemics with massive data collection from users’ mobile devices. This research undertakes a Systematic Literature Review (SLR) of the studies about the currently available methods, strategies, and actions to collect and analyze data from users’ mobile devices. In a total of 76 relevant studies, 13 technologies that are classified based on the following aspect of data and data management have been identified: (1) security; (2) destruction; (3) voluntary access; (4) time span; and (5) storage. In addition, in order to understand how these technologies can affect user privacy, 25 data points that these technologies could have access to if installed through mobile applications have been detected. The paper concludes with a discussion of important theoretical and practical implications of preserving user privacy and curbing COVID-19 infections in the global public health emergency situation.

1. Introduction

In the last several months, the COVID-19 pandemic has caused systematic changes in the society and organizational structures (Guy, 2019; Kim, 2020). Surveillance and control of the coronavirus pandemic is triggering a cross-border strategy carried out by governments to try to control the virus (Pan et al., 2020). A response based on sharing facts about millions of private movements and a call to study information behavior during the global health crisis has been advised worldwide (Chakraborty and Maity, 2020). In this context, different visions of the near future where the control of the current and future pandemics can systematically invade user privacy, at least as we knew it until now, have emerged (Paine et al., 2007). This diversity of opinions is explained by the fact that, while the Internet is global, legislation is local (Kavota et al., 2020); therefore, governments and companies that help to control data management are locally responsible for implementing relevant strategies and data collection strategies and regulations (Malhotra et al., 2004).

The concept of mass surveillance emerged the first decade of the 21st century, after the 9/11 attacks in New York and as a reflection of the phobia of possible new terrorist attacks presented by Zuboff (2015, 2019). Events such as 9/11 in New York caused massive surveillance and listening initiatives by the US government (Sinha, 2013). After 9/11, using tools to track user data to protect people from these types of attacks became a new vigilant normality (Kummitha, 2020). Mass surveillance encourages users to understand that these strategies help the authorities to prevent possible social problems (Arya et al., 2019), as the analysis of these data is an opportunity to predict new incidents, such as terrorist attacks, murders, collapses of the system, traffic jams, and so on (Zuboff, 2015). For instance, while numerous previous studies found parallels with the measurement and tracking of coronavirus infections and future pandemics at a global level (e.g., Gerke et al., 2020, Wen et al., 2020), this kind of tracking can violate privacy of users who use applications to track coronavirus infections.

Therefore, in a study on connected ecosystems, Zuboff (2015) stated that, when chaos reigns in the society, fear among users means that they indirectly agree to share their data with their governments and private companies (Ando et al., 2016; Kavota et al., 2020). Several scholars have referred to this as mass personalization based on the collective sentiment of feeling safe as well as collective intelligence (Balapour et al., 2020; Elia et al., 2020). However, along with the need for safety (Gayness Clark et al., 2009), people also wish to maintain privacy. From this...
moment, companies like Facebook or Google began to understand that the use of Big Data could be a source of prediction of user behavior and be used as a tool to increase their income (Vargo and Hopp, 2020).

Insights into users’ movement, tastes, and habits, as well as predicting the possibility of understanding their behavior becomes an added value for companies (Kang and Yang, 2020). Several years later, there was the Cambridge Analytica scandal in which it was found that the private professional sphere controlled and predicted the movements of millions of people helped by a social network such as Facebook (Isaak and Hanna, 2018). Later, it was shown that this alliance was used to shape the voting intentions of millions of voters by predicting the way users think, act, and behave in social networks (Venturini and Rogers, 2019).

Under this paradigm, in 2019, Zuboff published the book entitled The Age of Surveillance Capitalism: The Fight for a Human Future at the New Frontier of Power which revealed how the data obtained from users through their mobile devices indirectly offer governments and large companies an advantage that can be a potential abuse of privacy (Zhang and Wang, 2020). In this surveillance capitalism, data can be massively collected in the new connected society that uses applications for free in exchange for their data (Zuboff, 2019).

This new connected era means that private companies can be controlling the masses without people being aware of it or at least changing their habits (Karas, 2002; Xu et al., 2015). These conclusions were also supported by media activists Edward Snowden or Julian Assange on different occasions (Chadwick and Collister, 2014). In response to privacy threats, several efforts have been made on the global level to regulate the collection of massive data, such as the right to be forgotten, or updates to the legislation related to the protection of data of Internet users, such as the EU General Data Protection Regulation (GDPR) (Mantelero, 2013).

However, there are doubts in the scientific literature about how these datasets are stored, deleted after processing, or if they are converted into anonymized databases (Knijnenburg et al., 2013). On these databases, applying artificial intelligence techniques such as machine learning and data mining, companies can improve their social listening algorithms to predict user behavior, thus improving the products and services of companies that collect this information (Tan and Zhan, 2017).

During the COVID-19 pandemic, with the development of a mobile application to track the coronavirus, Apple and Google have announced solutions for virus control worldwide (Kaashoek and Santillana, 2020). These two companies base part of their strategic development on the analysis and prediction of user behavior by studying their data (Craker and March 2016). This initiative places both companies at the forefront of enhancing the control and surveillance of the COVID-19 and future pandemics worldwide and, therefore, the management of these data.

This situation also give rise to numerous questions, such as “Where does user privacy begin and end?” “When is mass control of user tracking no longer useful?” “Is geolocation the correct technology to control the COVID-19?” “Will 2020 be the start of the new era of massive data collection and the intrusion of surveillance capitalism as a global order?” “What data will these kinds of mobile applications collect, and who will the data be shared with?” “How will this information be used in the future?” “Are there legal policies in place to prevent abuse?”

However, a central question here is as follows: “What are the limits and options that this new era allows from the point of view of privacy and Big Data collection?” Understanding these approximations is important. The risk of tracking and exploiting personal data through user privacy. The first step needed to control these surveillance actions is gaining a comprehensive understanding of the data about users are obtained, and how these data can be accessed (Shilton, 2009).

In this way, we now enter a new stage where large companies that collect large volumes of data acquire access to global crowd control and information management (Zhang et al., 2020). Therefore, in the fight against COVID-19, users should be aware of the limits and available options concerning the use of their data in new mass control approaches proposed by governments and private entities (LaBrie et al., 2018).

This new situation may affect the relationship of democracies with large technology companies, as has already occurred in the case of Cambridge Analytica (Isaak and Hanna, 2018). This case taught the world that the ability to combine demographic and psychographic data of users, with their online habits and behaviors, could predict their voting intentions; it also showed that users could be a strategic target of political campaigns. Therefore, these technologies can cause dramatic social, political, and economic changes worldwide (Blair et al., 2017). Taking advantage of the new circumstances that broaden companies’ possibilities of monitoring and managing user personal data, the corresponding techniques can be later expanded to other purposes (Blazquez and Domenech, 2018).

As argued by Mennecke and West Jr (2001), we are at a time when informed societies must create and share a legal framework that establishes the benefits of technology for mass data-based surveillance. Public health can be an element of surveillance for the control of COVID-19 and future pandemics, with or without the collection of data over time (Irache et al., 2019). Therefore, the present situation requires an understanding of available options and technologies to stop the spread of this pandemic (Leite et al., 2020).

Therefore, seeking to identify available surveillance options to track the infections generated by COVID-19 using user data, the present study conducts an original Systematic Literature Review (SLR) of previous studies published thus about strategies, technologies, and actions to track and geolocate data from users’ mobile devices. The results are then analyzed from the point of view of user privacy.

The two research questions addressed in the present study are as follows:

- **RQ1**: What technologies based on collecting information from users’ mobile devices can be massively used to track COVID-19 or future pandemics?
- **RQ2**: What privacy risks of mass surveillance actions are associated with each tracking technology in the current emergency situation?

To the best of our knowledge, this study is the first to review relevant scientific literature on the use of user personal data-points in tracking applications of COVID-19. Therefore, the results will provide meaningful insights for governments, public institutions, non-profit organizations, or private companies about how information science works and how massive collecting data from users can provide a better understanding of the new era and of the ways to cope with the COVID-19 pandemic. In this study, the legal status of all reviewed tracking methodologies will be discussed; therefore, governments and companies can use this discussion as a legal guideline to what is legitimate and acceptable from the information management and privacy perspective.

The remainder of this paper is structured as follows. **Section 2** outlines the theoretical framework of the present study. The methodology is presented in **Section 3**. **Section 4** reports the results that are further discussed in **Section 5**. Finally, conclusions are drawn in **Section 6**.

## 2. Theoretical framework

Information sciences and appropriate management of public information have been the subject of study on numerous occasions (Ojo, 2015; Keith et al., 2016; Buchanan et al., 2007). In the current global state of emergency related to the spread of the COVID-19 pandemic, understanding and discovering patterns that can help to understand human behavior has become a major challenge to control the current situation (Ahmed et al., 2020).

The combination of data from the physical and the online worlds has led to the development of behavioral models that study mobility, society, economy, or culture, as well as the impact that COVID-19 on these areas (Ivanov, 2020). Data related to users’ daily life, their modified behavior, and predictions of their movements have led information...
management to obtain outcomes that help understand large conglomerates of users (Kaashoek and Santillana, 2020).

According to Mulvenna et al. (2000), at present, we live in the period of mass personalization, as users’ web page data on the Internet provide rich information about people, including their demographic, psychographic, and lifestyle data. As argued by Arya et al. (2019), digital marketing strategies that analyze Big Data can effectively segment Internet advertising using remarketing technology. For example, live text analysis techniques are applied to the chats in applications such as WhatsApp, Messenger, TikTok, or Telegram and instantly segment advertising in such applications (Rashidi and Vaniea, 2015; Kang and Yang, 2020). Users, regardless of their being aware of it, accept that companies monitor and carry out a keyword research and textual analysis on users’ input, e.g., through monitoring of calls to identify keywords that will be used to segment ads (Vargo and Hopp, 2020).

Therefore, in the ecosystem where data segment live advertising has a very high success rates, the sale of massive data to third parties has become one of the businesses of the 21st century (Palos-Sanchez et al., 2019). However, while beneficial to companies, these practices sometimes violate user privacy.

Similarly, Zhang et al. (2020) investigated data management by public organizations and institutions concluding that the main characteristics that must be followed for information management are truthfulness, transparency, and speed in the management of the information collected (Stamoulis et al., 2001).

Information management in the state of emergency becomes No. 1 priority for institutions that aim to solve the problems faced by the society (Jin et al., 2014). Appropriate management of the information and data linked to it are key elements for the development of communication protocols that respect user privacy and that respond to the needs of health or social crises (Saura et al. (2021)). Therefore, appropriate information management must be analyzed from both user privacy and information acquisition and control perspectives (Wang et al., 2020).

In this context, it is essential to understand which technologies can help collect data from mobile applications, smartphones, and connected devices. Each of these technologies can provide information for companies and institutions to make decisions regarding traceability and the level of information collected, both for monitoring COVID-19 and for future pandemics. The sources of data and the level of sophistication of the mobile technologies used to track users and obtain information is a prerequisite of the development of appropriate strategies that respect user privacy (Rashidi and Vaniea, 2015).

### 2.1. Mass data-collection through mobile devices

One of the most used ways to collect massive data is through the Internet (Qi et al., 2020), mobile applications (Salo and Makkonen, 2018), and geolocation (Luceri et al., 2018). Mobile applications are small systems installed on users’ smartphones that perform specific tasks (Libaque-Saenz et al., 2020). To install such an application on their mobile devices, users must accept the privacy policy and terms of use of these applications. Privacy policy terms should specify how the data will be handled, who will have access to them, which part of the data will be accessed via an application, who the data will be shared with, and whether the data will be sold to third parties or destroyed it (Choi et al., 2018; Fengzhe et al., 2011).

Furthermore, these policies must inform users of the exact management of the collected data, as well as the technology used to obtain the information. If these policies do not appropriately report the use of the data, users’ right to privacy may be being violated (Kelley et al., 2012).

The databases and terms of quality and sophistication of mobile data collection and treatment technologies should provide sufficient detail on the following aspects of the data collection process: (i) security; (ii) destruction of the data; (iii) voluntarily access to the data; (iv) time-span of storing the data; and (v) storage (see Table 1).

Once the characteristics of data collection and its relation to user privacy are specified, it is essential to understand the purposes of using the collected data. Accordingly, the privacy of the data must be defined based on the nature of the data (Suganya, 2018). The data are typically classified according to the information they provide about users (Irache et al. (2019)). In this respect, four types of data are distinguished (Taylor (2017); Schobel et al., 2020) (see Table 2).

Under these specific characteristics of the type of technology for data collection and the nature and characteristics to which the applications that have access to these data must respond, this study uses an SLR to identify technologies that, based on these characteristics, allow for tracking COVID-19 infections and preventing the growth of possible future pandemics based on the monitoring of user data.

| Characteristics | Description |
|-----------------|-------------|
| PII             | Personally identifiable information, or PII, is the data set that can be used to identify, contact, or locate a user. It is also the data set that allows one to differentiate one individual from another. |
| PHI             | Personal health information, or PHI, is the data related to the medical history information of a user or individual. It is also the set of information collected from medical sources and health treatments that can identify a user. |
| PIFI            | Personally identifiable financial information, or PIFI, is related to the collection of information in financial and accounting terms, such as credit cards, bank accounts, and their details and other data that affect the economic health of the individual. |
| SR              | Educational (Student) records, or SR, are the set of data that identifies the level of training of a user, as well as individual’s grades, transcripts, billing details, and other educational records. These data may segment the user and his/her interests. |
| Non-sensitive PII | It is a set of information that is already in the public domain and, therefore, is not sensitive to the user. However, if it is combined with PII, it can offer information about the user or individual. |
| Non-PII         | Non-personally identifiable information (Non-PII) is data that cannot be used in any way to identify a person. The most common examples are the ID of the connected devices, cookies, or the like. However, both types of information may offer clues as to who the user or individual is. |

Source: The authors.

### Table 1

| Characteristics | Description |
|-----------------|-------------|
| Data privacy    | Level of data which the application will have access to. Personal data such as age, gender or gender, among others. Anonymous use of these data and indication of the management to third parties. |
| Data security   | Level and quality of implementation of application security against possible attacks that may steal data collected by the application. There are security level protocols to evaluate the management of user data. |
| Data destruction| Time span during which the data will be stored on servers of private companies or public institutions that collect the data. The deletion of the data must be certified anonymously, and users should be informed who would have access their data before they are deleted. |
| Voluntary access| There must be protocols that indicate whether the collection of their data through an application is voluntary or mandatory for its use. The data that the application collects must be specified so that users voluntarily accept the said collection. |
| Time span       | The frequency with which the data are collected. Ranges from weekly or monthly to real-time data. The latter allows the automatic management of data with the use of AI applications. |
| Storage         | The type of data storage. The data can be stored on a server or be part of the software that users use to access services on the Internet, such as cookies or the cache of browsers and applications. The user must be informed if these data should be deleted by him/herself or by companies within the indicated time frame. |
| Technology      | Technology used to access and collect user data. Depending on the sophistication of the given technology, the speed of data collection and the amount may be truncated. |

Source: The authors.

### Table 2

| Characteristics | Description |
|-----------------|-------------|
| PII             | Personally identifiable information, or PII, is the data set that can be used to identify, contact, or locate a user. It is also the data set that allows one to differentiate one individual from another. |
| PHI             | Personal health information, or PHI, is the data related to the medical history information of a user or individual. It is also the set of information collected from medical sources and health treatments that can identify a user. |
| PIFI            | Personally identifiable financial information, or PIFI, is related to the collection of information in financial and accounting terms, such as credit cards, bank accounts, and their details and other data that affect the economic health of the individual. |
| SR              | Educational (Student) records, or SR, are the set of data that identifies the level of training of a user, as well as individual’s grades, transcripts, billing details, and other educational records. These data may segment the user and his/her interests. |
| Non-sensitive PII | It is a set of information that is already in the public domain and, therefore, is not sensitive to the user. However, if it is combined with PII, it can offer information about the user or individual. |
| Non-PII         | Non-personally identifiable information (Non-PII) is data that cannot be used in any way to identify a person. The most common examples are the ID of the connected devices, cookies, or the like. However, both types of information may offer clues as to who the user or individual is. |

Source: The authors.
3. Methodology development

The methodology developed in this study is the Systematic Literature Review (SLR). The SLR aims to answer the research questions addressed in this study (Wang et al., 2019). For the development of the methodology, we followed previous studies, such as Webster and Watson (2002) and Stieglitz et al. (2018). Our overarching aim was to present the theoretical framework linked to the proposed objectives and structuring the searches that will be carried out to cover the gap in the literature on an emerging and original research topic.

The SLR methodology is an apt tool for the studies that aim to analyze emerging issues or problems that could benefit from the study of important theoretical concepts proposed in the literature (Bem, 1995). The study of these theoretical concepts would provide new findings that can define the questions posed. As argued by Saura (2020), the emerging field of massive data collection applied to the COVID-19 and future pandemics will benefit from a logical conceptualization of the application of these kind of technologies in the new digital era.

To develop the methodology, we followed Stieglitz et al. (2018) and Saura (2020) and divided the SLR into the following three steps. The first step was based on the analysis and definition of the main theoretical concepts. In the present study, this included the classification of the main massive data collection techniques used in the literature. To this end, we followed Bem (1995) and Webster and Watson (2002) who argued that “a coherent review is born only from a conceptual coherent structuring of the topic itself”.

Focusing on our research questions, we used the SLR to analyze the application of techniques, experiments, and methods used to track user information based on the current situation worldwide. In this way, and following Saura (2020), we identified and classified the main contributions of the literature in relation to the theoretical framework. In the second part of the methodology development, the literature was analyzed in depth to identify the studies that analyzed relevant issues and technologies to collect data from mobile devices. This phase allowed us to inductively synthesize prior research and group them based on basic concepts and definitions (Stieglitz et al., 2018).

Finally, in the third phase, the main contributions of the literature were analyzed to identify technologies to collect data from mobile devices. This included highlighting the main techniques, experiments, and methods used to track user information, as well as pertinent theoretical and privacy frameworks.

To finish with the SLR, we reviewed the studies by vom Brocke et al. (2009), Brocke et al. (2015), and Stieglitz et al. (2018) where predefined and selected terms were searched in the databases regarding indicators such as Title, Abstract and Keywords. At this point, all irrelevant studies were removed from the results.

The search terms were chosen to identify the main techniques, experiments, and methods to track user information. The results were classified by categories and filters (e.g., Technical, Theory, Privacy, Experiment and Method). Furthermore, only original articles and reviews were analyzed. Proceedings, books, chapters, or magazines were excluded from the SLR process. The queries in the databases (see Table 3) were performed on April 5 and 8, 2020.

As mentioned previously, the present study is database-oriented and took into account all articles published and indexed in the scientific databases, including ACM Digital Library, AIS Electronic Library, IEEE Explore, ScienceDirect, and Web of Science. The detailed list of the terms used is provided in Table 3.

In order to identify in potentially relevant articles, the papers’ titles, abstracts, and keywords were examined in depth. Relevant research studies were defined as papers that identified the main techniques and approaches to track user information during the COVID-19 and other pandemics. Accordingly, in the article selection process, we did not focus on the type of analysis or methodology used in a particular study.

Finally, the articles identified as relevant were classified based on different definitions, theoretical concepts, and application methods regarding the importance of mass data collection processes. Following Moher et al. (2009), Brocke et al. (2015), and Stieglitz et al. (2018), the articles with inadequate terms and inconclusive results, no relation to the research topic, as well as without quality evaluation or description and specification of terms were excluded.

In this way, the total number of articles identified based on each of the objectives proposed in the SLR process was as follows: ACM Digital Library, 22 relevant results of 402 total results; AIS Electronic Library (9/27); IEEE Explore (9/285); ScienceDirect (17/344); Web of Sciences (16/159). Overall, the total number or results was 1217 articles, of which 73 were classified as relevant.

The studies identified as relevant in the search process were categorized and classified based on their main focus. Specifically, if a study focused on a data-collection technique, it was classified as related to the collection of information using different methods. Second, the articles on privacy concerns were classified based on user information rights and access to control user information. A third group of articles that focused on the review of methods, techniques, and experiments was analyzed from a broader perspective. The five categories used in classifying the reviewed studies are outlined in Table 4. The results of the SLR process are summarized in Table 5.

In addition to the literature review process, we also performed the HOMALS analysis using SPSS (v20) software for each group of keywords found in the articles. HOMALS is a well-known method of multiple correspondence analysis (MAC) procedures to analyze qualitative data (Kiersling et al., 2019). Specifically, it is an exploratory analysis process for the elaboration of graphical display of multivariate categorical data. HOMALS results allow researchers to identify relationships between dichotomous variables (see Gonzalez-Loureiro et al., 2015). Specifically, the HOMALS analysis allows a value of "1" to be entered when the keyword is found in relation to a subject, and the value "0" otherwise.

In this way, the outcome of this process is a proximity map where, through the analysis of keywords, the proximity between different approximations between the two axes can be categorized (Kaciak and Louviere, 1990).

In this map (see Fig. 1), the center corresponds to the average position of the articles within the subject, in which smartphones, mobile devices, and surveillance technologies have a greater approximation to the rest, which allows researchers to understand that the smartphones and mobile devices are the main tools used to collect user data.

Table 3
Search terms used in the SLR.

| Search terms                  | Data collection | AND | mobile devices OR app OR smartphone OR location |
|------------------------------|-----------------|-----|-----------------------------------------------|
| OR data-collection*          | ACM Digital Library |     | AIS Electronic Library                        |
| OR mass data collection*     | IEEE Explore    |     | ScienceDirect Web of Sciences                 |

*a These terms were only used when the search of the terms. “data collection” AND “mobile devices” did not obtain the expected results. Source: The authors.

Table 4
Categories used in article classification.

| Article classification | Description                                      |
|------------------------|--------------------------------------------------|
| Technical              | Technical process to study a data-collection technology |
| Theory                 | Theoretical framework of a data-collection technology |
| Privacy                | Analytical focus on technology privacy            |
| Experiment             | The experimental perspective on a data-collection technology |
| Method                 | The method used to develop a data-collection technology and collect data has been analyzed |

Source: The authors.
| Authors                  | Journal                                                      | Category                                      | Main focus in SLR |
|-------------------------|--------------------------------------------------------------|-----------------------------------------------|-------------------|
| Allmendinger et al. (2017) | Journal of Structural Geology | Geology                                       | Technical ●       |
| Aloi et al. (2007)      | IEEE Transactions on Instrumentation and Measurement          | Electrical & Electronic Engineering          | ○                 |
| Ando et al. (2016)      | IEICE TRANSACTIONS on Information and Systems                 | Computer Sci. & Information Systems          | ○                 |
| Arrigada et al. (2018)  | Journal of Intelligent Transportation Systems            | Transport. Science & Technology              | ○                 |
| Beigi and Liu (2020)    | ACM Transactions on Data Science                              | Computer Sciences & Information Systems       | ○                 |
| Ben-Gal et al. (2019)   | ACM Transactions on Knowledge Discovery from Data             | Computer Science                             | ○                 |
| Cabalquinto et al. (2020)| Telematics and Informatics                                  | Information Science & Library                | ○                 |
| Can and Demirbas (2015) | Journal of Network and Computer Applications             | Public, Environmental & Occu. Health          | ○                 |
| Caio et al. (2010)      | Proceedings of the VLDB Endowment                           | Computer Science                             | ○                 |
| Chai and Nayak (2018)   | Electronic Journal of Statistics                             | Statistics & Probability                      | ○                 |
| Chandra and Sudarshan (2017) | Journal of Network and Computer Applications                | Computer Science Applications                 | ○                 |
| Chen et al. (2012)      | Communications of the Association for Information Systems    | Information Systems                          | ○                 |
| Cheng et al. (2018)     | IEEE Internet of Things Journal                              | Information System & Management              | ○                 |
| Choi et al. (2019)      | Journal of Public Economics                                  | Economics & Econometrics                      | ○                 |
| Choi et al. (2018)      | Journal of Public Economics                                  | Business & Economics                          | ○                 |
| Dimitriou and Krontiris (2017) | Journal of Network and Computer Applications | Computer Science Applications | ○                 |
| Giroux et al. (2019)    | Environmental Modelling & Software                           | Environmental Science                         | ○                 |
| Gogus and Saypin (2019) | Helion                                                      | Multidisciplinary                             | ○                 |
| Grover (2013)           | Digital Investigation                                       | Computer Science Applications                 | ○                 |
| Guo et al. (2017)       | IEEE Access                                                 | Computer Science                             | ○                 |
| Ho et al. (2015)        | Pacific Asia Journal of the Association for Information Systems | Computer Sciences & Information System       | ○                 |
| Hsieh et al. (2014)     | ACM Transactions on Intelligent Systems and Technology       | Artificial Intelligence                       | ○                 |
| Hu et al. (2010)        | ACM Transactions on Database Systems                         | Information Systems                          | ○                 |
| Irache et al. (2019)    | BMJ Global Health                                           | Public, Environmental & Occu. Health          | ○                 |
| Jin et al. (2016)       | Procs. ACM on Interactive, Mobile, Wearable & Ubi. Tech.    | Engineering                                  | ○                 |
| Keith et al. (2016)     | AIS Transactions on Human-Computer Interaction               | Computer Sciences Applications                | ○                 |
| Khan et al. (2019)      | Future Generation Computer Systems                           | Computer Network & Communications            | ○                 |
| Kim and Jang (2019)     | IEEE Communications Letters                                 | Telecommunications                           | ○                 |
| Lee and Tsai (2014)     | ACM Transactions on Multimedia                              | Computer Networks & Computing, Comm., & Appl. | ○                 |
| Lesani and Miranda-Moreno, 2019 | IEEE Transactions on Intelligent Transportation Systems | Computer Science Applications                 | ○                 |
| Li et al. (2015)        | Science China Information Sciences                          | Computer Sci. & Information Systems          | ○                 |
| Li et al. (2015)        | IEEE Transactions on Computers                              | Computer Science                             | ○                 |
| Libaque-Sáenz et al. (2020) | Information & Management                                      | Information Systems & Management              | ○                 |
| Liu et al. (2019)       | Procs. ACM on Interactive, Mobile, Wearable & Ubi. Tech.    | Engineering                                  | ○                 |
| Luceri et al. (2018)    | Pervasive and Mobile Computing                              | Computer Science                             | ○                 |
| McKenzie and Slind (2019) | Applied Geography                                           | Social Sciences                              | ○                 |
| Mokbel et al. (2016)    | Proceedings of the VLDB Endowment                           | Computer Science                             | ○                 |
| Mun et al. (2014)       | ACM Transactions on Sensor Networks                         | Computer Networks & Communications            | ○                 |
| Nguyen (2020)           | Internet of Things                                          | Internet of Things Applications               | ○                 |
| Perentis et al. (2017)  | ACM Transactions on Internet Technology                     | Computer Networks and Communications          | ○                 |
| Qi et al. (2020)        | Information Fusion                                          | Information Systems                          | ○                 |
| Ravenscroft (2017)      | Journal of Computing Sciences in Colleges                   | Computer Science                             | ○                 |
| Robertson (2019)        | Common Market Law Review                                    | International Relations                      | ○                 |
| Sajjad et al. (2019)    | Computers & Security                                         | Computer Sci. & Information Systems          | ○                 |
| Sajjad et al. (2019)    | Computers & Security                                         | Information Systems                          | ○                 |
In addition, different categories of keywords divided into the types of methodology approach used in the reviewed articles were defined. As explained above in the description of the literature review process, these included technical, theoretical, experimental, and data-based methods.

A group of keywords was also identified in relation to mobile devices. Finally, groups of keywords focused on the analysis of data collection approaches.

Regarding the indicators identified using the HOLMAS approach, it should be highlighted that Dimension 1 has an eigenvalue of 0.122 and dimension 2 of 0.116. The eigenvalue measures how much of the categorical information is explained by the variance (Kacik and Louviere, 1990; Gonzalez-Loureiro et al., 2015). In our results, Dimensions 1 and 2 accounted for 12.2% and 11.6% of variance, respectively. The largest possible eigenvalue for each dimension is 1. It should be understood that two dimensions together provide an interpretation in terms of distances (Kiessling et al., 2019).

The key concepts of keywords are close to each other because they belong to the same category. Categories of different variables would be closer if they belong to the same objects. The distance from a keyword to the origin reflects variance from the “average” response pattern.

This average response pattern corresponds to the most frequent category for each variable (Kiessling et al., 2019). Keywords with many characteristics corresponding to the most frequent categories lie near the origin. In contrast, keywords with unique characteristics are located far from the origin.

4. Results

Using SLR, a total of 13 data collection and surveillance technologies (see Table 7) have been identified. Furthermore, the technical characteristics of each technology for mass data collection were identified (see Tables 6 and 7). Next, the classification of location-based services work used by each specific technology (see Table 8) was used. Finally, the main data collected from user mobile devices for mass surveillance were

| Sources (2019) | Article | Main Topics Analyzed |
|---------------|---------|----------------------|
| Salo and Makkonen | Communications of the Association for Information Systems | Artificial Intelligence |
| Sang et al. (2017) | ACM Transactions on Intelligent Systems and Technology | Public, Environmental & Occu. Health |
| Schobel et al. (2020) | International Journal of Environmental Research and Public Health | Computer Science |
| Silva et al. (2019) | ACM Computing Surveys | Computer Network & Communications |
| Spoliar et al. (2017) | IEEE Transactions on Mobile Computing | Computer Science |
| Steenbruggen et al. (2015) | Telecommunications Policy | Information Systems |
| Stills et al., 2020 | AIS Transactions on Human-Computer Interaction | Computer Science |
| Taylor (2017) | Politics, Philosophy & Economics | Ethics and Political Science |
| Terlizzi et al. (2019) | AIS Transactions on Replication Research | Computer Sciences |
| Tuunanen et al. (2006) | Journal of Information Technology Theory and Application | Information System |
| Vankiparam et al. (2017) | Computer Methods and Programs in Biomedicine | Computer Science Application |
| Wang and Zhang (2016) | IEEE/ACM Transactions on Networking | Computer Science Applications |
| Wang et al. (2016) | ACM Transactions on Multi. Computing, Comm., and Appl. | Computer Networks and Communications |
| Wang et al. (2018) | IEEE Access | Computer Science |
| Wang et al. (2018) | ACM Transactions on Sensor Networks | Computer Networks and Communications |
| A. Wang et al. (2019) | Digital Communications and Networks | Computer Network and Communications |
| Wilson and Djamashi (2019) | Communications of the Association for Information Systems | Information Systems |
| Wu et al. (2017) | ACM Transactions on Intelligent Systems and Technology | Artificial Intelligence |
| Xu et al. (2015) | IEEE Journal of Selected Topics in Signal Processing | Engineering |
| Xu et al. (2016) | Geospatial Health | Public, Environmental & Occu. Health |
| Yang et al. (2019) | IEEE Transactions on Vehicular Technology. | Engineering |
| Yao et al. (2015) | IEEE Transactions on Information Forensics and Security | Computer Networks and Communications |
| Yaqub et al. (2020) | Digital Government: Research and Practice | Information systems, Law |
| Yu et al. (2016) | ACM Transactions on Knowledge Discovery from Data | Computer Science |
| Zhang et al. (2016) | Computer Networks | Computer Networks and Communications |
| Zhang et al. (2009) | Communications of the Association for Information Systems | Information Systems |
| Zhou et al. (2018) | Proc. ACM on Interactive, Mobile, Wearable & UbI. Tech. | Engineering |
| Zhu et al. (2016) | ACM Transactions on Knowledge Discovery from Data | Computer Science |

- ○: Research article main topic analyzed.
- ●: Secondary focus on which the article has been analyzed.
- Ø: Analysis approach for sub-theme analyzed in the same article (methods).
- *: When an article is classified as an experiment, the method may or may not be analyzed, because sometimes the experiment may or may not represent a monitoring strategy for pandemic systems or user location.

Source: The authors.
4.1. Data-based technologies characteristics to monetarize pandemic symptoms tracking user’s mobile devices

With regard to user privacy, all reviewed data-collection technologies had their pros and cons. Each of the reviewed technologies was classified according to the following aspects of the data-collection process: (a) security of the data; (ii) destruction of the data, (iii) voluntary access to the data; (iv) time span of data collection and, (v) storage of the collected data (see Table 6).

In relation to security, we classified cloud technology where data are sent and stored remotely in the cloud (i.e., servers belonging to private companies or institutions); tokenization that refers to instances when additional security is applied to the data so that they are non-sensitive or anonymized; and multiple-factors authentication that focuses on the application of an additional security protocol for data access, e.g., access to various hardware points to authenticate the user.

With regard to destruction, here classified overwriting has been identified, i.e., the process of replacing old information with new information. This process is automatic for data storage and is considered part of the data destruction, since, in principle, the old information is removed. Furthermore, degaussing is a process that guarantees that information is no longer retrievable; therefore, degaussing involves reducing and eliminating unwanted data stored on laptop or hard drives. However, this process does not allow information to be re-stored on the same storage device.

Physical destruction refers to the physical removal of the hardware where the information is stored. It is an expensive option that is sometimes used by companies to remove sensitive information (Svantesson, 2015). As concerns voluntary access, here it was classified as optional (i.e., obtaining of information is based on optional adjustments for the user) and required (i.e., when using an application that uses this technology requires access to the data). Another type of voluntary access is compulsory, which includes technologies or applications that cannot be used or installed without generating access to the data; in such cases, granting access to user data is compulsory.

With regard to time span, here classified real-time data was defined, i.e., process of obtaining data in streaming as well as the analysis and collection process generated in real time (Saura et al., 2019). Another type was batch processing, which refers to the collection of data from batch to batch, i.e., the data are first collected by the user and then by the technology.

Finally, regarding storage, local or external options were identified. In the former, the user can delete the stored information, while, in the latter, companies or institutions with access to data are responsible for storing them in their facilities that are external to the user’s device. Accordingly, with external storage, user data can be sold to third parties, as specified in the terms of use.

Based on this classification, Table 7 presents a description of the 13 technologies and data sources that can be used to collect user data.

4.2. Located-based user classification services

Using the SLR methodology, relevant technologies that could also be used for the development of strategies for surveillance and monitoring of
segmented databases can help increase user privacy. Therefore, companies should focus on using these types of statistical models to increase data-collection endeavors.

In this context, user location has become a leading indicator of the data that can tackle a pandemic or help companies and institutions monetize user tracking. Therefore, location is the key to understanding the services focused on user location.

The results of our review suggested that relevant practices of identifying user location can be broadly categorized into the following three groups (see Table 8): (1) location-based social networks (LBSN); (2) location-based services (LBS); and (3) location-based mobile services (LBMS) (see Table 5 for their definitions).

### 4.3. User privacy and mass surveillance

Using the identified technologies to track user location and movement can encourage the creation of the so-called behavior-based segments of users that can further be employed by companies to predict users’ actions, location, content consumed, use of physical facilities, and so on.

With regard to privacy, the issue here is not the very fact of a user’s accepting one technology or another, but the predictability that companies achieve with the analysis of the data collected applying data-mining techniques and identifying patterns that segment users.

If the activities of mass surveillance are complemented by social listening, i.e. monitoring users’ actions and content they publish on social networks, the ability to predict users’ habits and behaviors can become very high. This analysis can also be complemented with the analysis of the content created by users, also known as user-generated content (UGC) (Reyes-Menendez et al., 2019).

### Table 7
Technologies to track pandemics symptoms tracking user’s mobile devices.

| Technology                | Description                                                                 | Security | Destruction | Voluntary Access | Time span | Storage |
|---------------------------|-----------------------------------------------------------------------------|----------|-------------|------------------|-----------|---------|
| Location                  | Location-based services (LBS) use real-time data (RTD) and geo-data from a mobile device or smartphone to provide information. | CLO / DC | OV / DE     | RE               | RTD       | EX      |
| Bluetooth                 | It is a standard for the short-range wireless interconnection of mobile phones, computers, and other electronic device that can share information, documents, images and other files. | TO / CLO| OV / DE     | RE               | BP        | EX      |
| GPS                       | Global Positioning System (GPS) is a radio navigation system that uses radio waves between satellites and a receiver inside smartphones to provide location and time information. | DC / TO  | OV / DE     | RE               | RTD       | LO / EX |
| External API              | Third party applications can join external APIs like Apple and Google are developing worldwide. It lets iOS and Android software communicate with each other over Bluetooth technology, allowing developers to build a contact tracing app that will work for both. | TO / DC  | OV / DE     | RE               | RTD       | EX      |
| DP-3T                     | It is a decentralized privacy-preserving proximity tracing, DP-3T is an open-source protocol for Bluetooth-based tracking where an individual phone’s contact logs are stored only locally, so no central authority can know who has been exposed. | DC / M-F | DE / PD     | OP / RE          | BP        | LO      |
| ID Network Location       | The ID network is a mobile virtual provider individually per one smartphone. This ID can be tracked using provider data. | DC / TO  | OV          | CO              | RTD       | EX      |
| Textual Analysis          | It consists of the analysis of keywords found in conversations in mobile applications and publications on the Internet that and can segment advertising, send notifications on specific topics, and listen to user conversations. | DC       | OV          | RE               | RTD       | LO      |
| Logbook systems           | It is a computer-based software program for recording (logging) states, events, or simply conditions used for complex machines. | DC / TO  | OV / DE     | OP               | BP        | LO      |
| Meta data                 | Meta data provide information about other data such as descriptions, interests, behaviors or details about the user who is surfing the Internet. | DC        | DE          | CO               | BP        | LO      |
| Data Logging              | Automatic Location Communicators (ALC) automatically log data through positioning and communications technology. They allow for remote observation through recording. | DC / OV  | DC / OV     | DE               | OP        | RTD     | EX      |
| Online Tracking           | When users access a web page, they create data related to psychographic, behavioral, geographic and lifestyle indicators. These can be remotely monitored. | DC / TO  | OV          | RE / CO          | RTD       | LO      |
| Third-party sources       | Third-party data can be used to form data aggregators to expand a dataset. Data aggregators are used to increase the quality of data from different sources of information. | DC / OV  | DC / OV     | DE               | OP        | BP      | LO      |
| Mobile Crowd- sending (MCS)| It is a technique where a group of users with mobile devices collectively send and analyze data to share information to measure, map, or predict actions. | CLO / DC | OV          | OP               | BP        | LO / EX |

1 If it does not depend on the user, the destruction of the data by third parties is usually based on OV or DH. PH can be used when the user him/herself can destroy his/her storage device.

2 There is no option to use a terminal connected to the coverage system and the Internet without being assigned an ID Network Location.

Source: the authors.

### Table 8
Location-based classification terms found in SLR.

| Term       | Description                                                                 |
|------------|-----------------------------------------------------------------------------|
| LBSN       | Location-based social networks are social networks that use features such as GPS or similar to broadcast the user location in stream. These networks can be mobile applications or web apps. |
| LBS        | Location-based services are software services that use geographic data and user information that and may or may not be applications. |
| LBMS       | Location-based mobile services focus on using the geolocation of a device (e.g., a smartphone or any other connected device) to provide the trace of the location information of the user who uses this device. |

Source: The authors.

Symptoms of COVID-19 or future pandemics have been identified. For instance, approaches such as local differential privacy (LDP), a state-of-the-art approach in statistical computer sciences, and statistically segmented databases can help increase user privacy. Therefore, companies should focus on using these types of statistical models to increase the privacy of their massive data collection processes. For example, there is also the (alpha, k) -anonymity, a widely used privacy-preserving model that is effective for protecting individual privacy before micro-data are released.

In addition, the development and use of new connected devices, such as the Internet-of-Things (IOT) or 5 G technology, gives rise to new aspects and concerns regarding user privacy (Bresciani et al., 2018). These new technologies offer innovative data collection solutions and increase streaming capacity. The appearance of such technologies in application development on international level presupposes the existence of rigorous regulations concerning their application in data-collection endeavors.
User data points accessible through mobile applications.

| Data                        | Description |
|-----------------------------|-------------|
| Age                         | User age based on the content they enjoy and the type of media consumed on the terminal. |
| Gender                      | User gender based on the applications and content they enjoy on the terminal. |
| Location                    | Access to user location through GPS applications or geolocation access points. |
| Household income            | User income level based on the analysis of purchases made and bank applications by social class. |
| Marital status              | User marital status based on contact lists, social media statuses, or emergency contacts. |
| Family size                 | User family size based on subscriptions to family platforms or activation of user-safe browsing. |
| Interests                   | User interests based on the type of installed applications, browsing history, messages sent through chats, etc. |
| Preferences                 | User preferences for the A/B test comparison of decisions made in the device. |
| Opinions and commenting     | User opinions through the analysis of applications intended for this use and textual analysis techniques on product reviews or email meta data. |
| Browsing history            | User browsing history based on the identification of the main sources of information or categories of sites visited. |
| Purchase history            | User purchase history and categories of purchases made (retail, alcohol, sports, health, etc.). |
| Social network use          | Type of social networks used, time of use, and type of use. |
| Ad interactions             | User interaction and engagement with advertising banners and percentage of return on investment of each user. |
| Newsletter sign-ups         | Type of subscriptions to which the user is registered consumed on the device. |
| Types of media being consumed | Type of media content consumed on the device. |
| Search terms used           | Words used in search engines; identification of patterns of user behavior. |
| Bank company                | User bank account based on the analysis of banking applications installed on the device. |
| Sports                      | Type of sport based on interests, consumed media, and installed applications. |
| Nearby cell phone towers    | Analysis of the phones with which a user has been in contact by messaging, Bluetooth or other networks. |
| Nearby Wi-Fi routers        | User location identification based on the Wi-Fi points to which the terminal connects automatically. |
| Music liked                 | Accessing application information to listen to music or to files saved on the device. |
| Level of education          | Analyzing applications related to the university education sector, educational techniques, professional field, and so on. |
| Health information          | If a user has an illness, based on the type of mHealth app that s/he uses to control symptoms and carries out treatment, s/he can give information about symptoms or habits. |
| Political ideology          | User political ideology depending on the type of newspaper applications installed or the browsing history of these websites. |
| Photos                      | Many applications request information from the terminal images to be shared with other users. The use and access of this must be monitored. |
| Text messages               | Photos are a source of information regarding promotions and newsletter subscriptions. Text messages can be used to obtain account verification and for payment information. Text messages also provide information about the email account or the bank card used. |
| Microphone                  | Many applications request information from the microphone in order to make audio notes or recordings. Sometimes these applications segment advertising based on active listening in the background. |

Source: The authors.

These actions can be applied not only to user data, but also extend to the markets. For example, data analysis techniques can be used to identify trade patterns, which can provide an overview of the types of products and services that a country is trading. If the monitored products are health and symptom care items related to medical treatment, the outcomes of such analysis can also determine the degree of severity of the disease, such as the current COVID-19 pandemic, in a given country or continent.

The results of using the SLR method allowed us to identify the following user data points accessible through mobile applications (see Table 9).

5. Discussion

This study focused on identifying which technologies can be used to collect information from user mobile devices with the aim of tracking COVID-19 or future pandemics. We also explored the privacy risks of mass surveillance actions associated with each tracking technology identified in the current emergency situation.

Under this premise, we found that the applications installed on mobile devices are sources that motivate users to enjoy content and share information. However, as argued by Libaque-Saenz et al. (2020), these applications can be used by companies to predict and understand user behavior.

In the present study, 13 technologies that can help to not only track users’ location, but also offer actionable insights on the COVID-19 pandemic for governments and public institutions were identified. The information collected using such technologies—particularly, and the identified ones—underscore the importance of user privacy in this connected era.

Of note, technologies that use famous applications have become commodities for most users, and these technologies are used in free applications (Rashidi and Vaniea, 2015). These freemium models are based on offering a free application that collects user data, in exchange for the almost free use of the services offered by the application. If the user wants to upgrade to the premium model, s/he has to pay.

However, it should be noted that more information about users translates into more possibilities to predict user behaviors (Kang and Yang, 2020). On the one hand, this can increase the ability of governments to quickly detect the symptoms of COVID-19 and other pandemics; on the other hand, if the collected information is not treated appropriately, this can violate user privacy.

Overall, the use of various data collection technologies and collective analysis can be used massive behavioral modification where users are recommended not to visit a place due to a higher risk of contagion. In fact, it is with this objective that many national governments and large corporations, like Apple and Google, have launched many tracking initiatives.

Similarly, the analysis of these applications based on the identified technologies will become the source for behavior-based segments that companies can use to develop strategies to predict user behaviors based on artificial intelligence (Hermalin and Katz, 2006).

Privacy is a critical concern for users, as, whenever users agree with the terms of use when installing an application, their information can be sent multiple times to third parties. There have also been concerns about transparency in this area (Ando et al., 2016). Normally, users use applications on a daily and free basis to feel integrated in the digital society and do not pay attention to the details of the terms of use and privacy policies (Steinfeld, 2016). Can this issue be related to the lack of appropriate education of users about possible maltreatment of their personal data? And should education on the treatment of user personal data be improved?

The results of the present study question the integrity of the system characterized by massive collection of Big Data. For instance, should all users have a digital life and use digital technologies? If someone does not have a smartphone, will s/he be out of the control of COVID-19 and, therefore, separated from the rest of the users? Consequently, is this new digital era creating a new form of social inequality based on the use of digital technologies? The 13 technologies identified as well as their characteristics, depend on users’ having a connected device or a mobile through which they can be tracked.

Furthermore, while the identified information collection and tracking technologies target the users, they do not help users solve their
problems or to track their symptoms. Therefore, the data that can be collected from users can help identify not only the current location of users, but also their future movements, allowing governments to anticipate users’ actions to prevent possible contagion. From the technical point of view, it is an efficient process; however, from the point of view of the privacy of the users, doubts arise about whether such surveillance is legitimate (see Moore, 2011; Koshimizu et al., 2006). The standardization of the rules for monitoring and controlling users’ data, anonymized or not, must be carried out at a global level (Jensen et al., 2005), as the Internet is a global technology so local regulation would not affect the privacy of user data.

The results of the present study suggest, for the sake of user privacy, there should be a requirement to delete all collected data after 30 days and to provide evidence about this deletion. The technologies used to track COVID-19 infections must follow quality protocols based on security and temporality of data collection so as not to invade user privacy. Users should also be given the right use applications sporadically, rather than mandatory, and have the possibility to freely install or uninstall an application.

In reality, however, the application industry makes money from applications because of the data they collect (Lambricht et al., 2014). Therefore, companies often integrate third-party libraries that allow these external entities to push ads and other content on their mobile applications. These facts must be suitably studied and monitored, since the types of applications and technologies chosen to pursue users with symptoms of COVID-19 and other diseases must be perfectly free from the objective of selling data to interested third parties in order to obtain economic benefit (see Shafer et al. (2005) and Langley et al. (2020)).

In the present-day digital age, there are numerous data sources (smart cities, cars, smart homes, voice assistants, smart clothes, health devices, face recognition systems, etc.) (Scuotto et al., 2016) that can predict user behavior and provide instant responses, instant gratification, and instant engagement, which can result in users’ addiction to such applications (Hawi and Samaha, 2017).

The results of the present review showed that mobile applications can directly reach 27 data points about each individual user. Furthermore, if the user makes use of a mobile device with other applications, the information that can be obtained from that user can add value to advertising segmentation strategies; in this way, personal data get monetized.

Furthermore, as highlighted by our results, another concern related to user privacy is related to defining who has access to the data. As demonstrated by our review, the beneficiaries in this case are private companies supported or subsidized by governments in their public health protocols to promote public health in the time of the COVID-19 pandemic. Governments must make good use of the collected data and inform users of relevant aspect of the data collection process, such as further use of the data, frequency of use, and so on.

In addition, users should be aware that, if they accept the terms of use of the applications they install on connected devices and mobile phones, the identification of an individual user is legal; however, problems can arise when companies such as Cambridge Analytica identify users and their online footprint collectively so they could massively modify their decisions, this is just a possibility that could become a reality if the management of user’s information is carry out wrongly. Therefore, this kind of actions must be monitored. Likewise, the user should understand the importance of his/her information as they create a trace when using mobile applications to monetarize pandemics symptoms.

We are in a new digital age when the response of the society and the privacy of its individuals must be of their own choice, and not a new imposed standard for the management of user information (Caballquito and Hutchins, 2020). Concepts such as surveillance capitalism (Zuboff, 2019) must not gain strength or cause this new era of surveillance to become an opportunity for mass control, disinfection, and mismanagement of information (Bu et al., 2020).

In this context, there emerges the following question: Should companies not offer both a paid version of their applications that does not collect user data, and a free or freemium version, based on the profitability of studying, analyzing and selling customer data?

All in all, the development of technological solutions to curb the pandemic through tracking users’ mobile devices should not become a new form of social inequality based on the use of digital technologies and devices.

6. Conclusions

In the present study, we applied the SLR methodology to identify available technologies to monitor users with symptoms of COVID-19 and other future diseases. The identified technologies were also analyzed based on their characteristics and classified with respect to their uses and types of information they collect. Particular emphasis was placed on understanding user privacy concerns and identifying the data that can be obtained from users via these applications.

The results of our analysis showed that there are a total of 13 technologies that can be used by private companies, public institutions, and governments to control the COVID-19 and future pandemics. These 13 technologies are based on obtaining data, mostly about the location of the terminals; however, when combined, some of these technologies can yield more detailed information and help predict user behavior.

The identified technologies were classified based on the following aspect of data and data management: (1) security; (2) destruction; (3) voluntary access; (4) time span; and (5) storage. In addition, in order to understand how these technologies can affect user privacy, we identified 25 data points that these technologies could have access to if installed through mobile applications.

Furthermore, in order to explore the role of privacy in the use of user data, we classified the ways in which massive data from users can be collected. The results of our analysis showed the following three major sources of information about users: (1) location-based social networks (LBSN); (2) location-based services (LBS); and (3) location-based mobile services (LBMS) (see Table 6 for their definitions).

In addition, from the point of view of surveillance and user privacy, we identified a total of 25 data points that can be tracked both with the technologies presented and by applications that users use daily to surf the Internet or while using their connected devices.

The finding outlined above allowed us to answer the research questions addressed in the present study. First, regarding RQ1 (“What technologies based on collecting information from users’ mobile devices can be massively used to track COVID-19 or future pandemics?”) it has been found that location, Bluetooth, GPS, External API based on track users, DP-3T, ID Network Location, Textual Analysis, Logbook systems, Meta data, Data Logging, Online Tracking, Third-party sources and Mobile Crowd-sending could be used as sources to track COVID-19 and other future diseases symptoms and infections. For each of these technologies, the safety and reliability characteristics have been shown and analyzed as well as linked to user’s privacy. Furthermore, regarding RQ2 (“What privacy risks of mass surveillance actions are associated with each tracking technology in the current emergency situation?”), the main risks that the use of these technologies can derive in user’s privacy has been shown and discussed linking to problems relative to mass surveillance, information management and society prediction movements.

6.1. Theoretical implications

The results of the present study have theoretical implications for future research. First, the technologies identified, and concepts defined in this study allow for the development of new studies focused on what is known as surveillance capitalism and massive data collection.

Second, our results showed that there is an urgent need to protect the privacy of users who use mobile applications with location technologies.
and other data collection factors in a responsible and correct manner. To this end, in-depth interviews with opinion leaders and policymakers must be conducted to ensure that they can spread messages of trust. Researchers should start creating literature based on the use of these technologies, with a particular focus on tracking disease symptoms and the role of information science in this area.

Third, the identified technologies must be studied in depth by academics, as well as put to the test by engineers and information science experts to ensure that the collection of massive data with the aim of preventing COVID-19 infections does not violate user privacy and does not generate serious security problems.

Fourth, our results open a new avenue of research that would seek for the justification for the use of data-collection technologies based on global public health concerns. Finally, this review can also be used to identify those relevant studies developed based on data collection using mobile technologies.

6.2. Implications for the industry

Private software development companies, as well as public institutions, governments, and organizations such as the World Health Organization (WHO) or the United Nations (UN), can use the results of the present study to understand which technologies can technically be used to control the spread of the COVID-19 pandemic.

While the technologies identified in the present review have been introduced prior to the outbreak of the COVID-19 pandemic, they have recently been proposed for the global use with the purpose of massive tracking for public health reasons.

In addition, we also reviewed several studies that exposed vulnerabilities associated with the use of these technologies and data collection services. Users must be aware of privacy policies; therefore, non-profit organizations and other public institutions, as well as practitioners and private companies, must be aware that they are obliged to inform users that their data will be monitored, deleted, and anonymized after a period of time established in the terms of use of the applications when tracking COVID-19 using mobile devices.

Finally, all parties that are granted access to user data should meet all standards of user privacy protection and rule out the risk of the data being sold to third parties. The data must be anonymized, and users must ensure that their data will be used exclusively for public health reasons and notifications.

6.3. Limitations and future research

The present study has several limitations. The first limitation is related to the methodological process where search terms were used to find previously published studies about monitoring user information through mobile devices. The second limitations is related to the rapid advance of the COVID-19 pandemic: as the coronavirus pandemic progresses, available information about this virus and the required information about the symptoms expands, which requires a fast adaptation of concerned technologies.

Despite the limitations outlined above, the results of the present study are meaningful in that we identify available methodological tools to counteract the COVID-19 pandemics and expose the vulnerability of users whose privacy can be violated due the use of such technologies. Further research that would carefully tackle these problematic issues is warranted. Furthermore, future research studies focused on the analysis of any type of data sources such as connected devices, smart cities developments, voice assistants, or smart clothes, among other technologies and initiatives, should be considered by researchers as these could be used as surveillance technologies to predict users’ movements, actions and behaviors.
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