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Mathematical modeling of amperometric biosensor with cyclic reaction is discussed. Analytical expressions pertaining to the concentration of substrate, cosubstrate, reducing agent and mediator product and current for hybrid enzyme biosensor are obtained in terms of Thiele module and saturation parameters. In this paper, a powerful analytical method, called homotopy analysis method (HAM) is used to solve the system of nonlinear differential equations. Furthermore, in this work the numerical simulation of the problem is also reported using Scilab/Matlab program. Our analytical results are compared with simulation results. A good agreement between analytical and numerical results is noted.

1. Introduction
Biosensor (Figure 1) is a device that uses specific biochemical reactions mediated by isolated enzymes, immunosystems, tissues, organelles, or whole cells to detect chemical compounds usually by electrical, thermal, or optical signals [1]. They involve a biological (recognition) element and a transduction element. The biological or recognition element may be an antibody, an enzyme, DNA, RNA, a whole cell, or a whole organ or system. The transduction element, wherein the biological event or signal is converted to a measurable signal, may include anyone of the following forms: chemical, electrical, magnetic, mechanical, optical, or thermal.

The biosensor was first described by Clark and Lyons in 1962, when the term enzyme electrode was adopted [2]. The term “biosensor” was introduced by Cammann in 1977 [3]. Since then, research communities from various fields such as physics, chemistry, and material science have come together to develop more sophisticated, reliable, and mature biosensing devices for applications in the fields of medicine, agriculture, biotechnology, as well as in the military for bioterrorism detection and prevention [4]. Biosensors offer the prospects of simplified, virtually nondestructive analysis of turbid biological fluids. Also, biosensors for medical care have demanded the greatest attention for technical development [5].

Amperometric electrodes have been used in the design of biosensors for glucose, amino acids, and other molecules [6–9]. In cases of amperometric enzyme biosensors the potential at the electrode is held constant while the current flow is measured. Amperometric biosensors are quite sensitive and more suited for mass production than the potentiometric ones [10, 11]. Electropolymerized films offer wide immobilization capabilities and extremely large diversity in the development of biosensors [12]. The development of amperometric biosensors is an area of growing interest in many branches of science [13–17]. Hybrid biosensors are biosensors with more than one biosensitive material-enzyme, tissue microorganism [18] or other agents [19]. Hybrid biosensors are less selective than enzymatic ones, but the choice of the type of biosensor should be made according to several additional factors like availability of biocatalysts, their stability, and sensitivity required [20].

Recently, Rajendran and coworkers [21–23] obtained the analytical expressions of substrate and product for amperometric biosensors. Eswari and Rajendran [24, 25] obtained the steady-state current at microdisk biosensor and microcylinder biosensor. Recently, Rangelova [26] found the
concentration profiles of substrate, cosubstrate, reducing agent, medial product using finite difference technique and Matlab program. To our knowledge, no general simple analytical expressions for the concentrations and current for hybrid biosensors have been reported for all values of the Thiele modulus and saturation parameters. However, in general, analytical solution of nonlinear differential equations is more interesting and useful than purely numerical solutions as they are amenable to various kinds of manipulation and data analysis. Analytical expressions are usually derived from the basic physical principles and free from numerical dispersions and other truncation errors that often occurred in numerical simulations. For this reason, in this paper we have derived an analytical expression for the concentrations and current for hybrid enzyme biosensor for all values of the normalized parameters using homotopy analysis method (HAM).

2. Mathematical Formulation and Analysis of the Problem

2.1. Mathematical Formulation. In enzyme-based catechol biosensor, the cyclic reaction scheme for the substrate, cosubstrate, reducing agent and medial product can be represented as follows [26]:

\[ S + C \xrightarrow{K_1} L + P_1 \]
\[ L + R \xrightarrow{K_2} S + P_2 \]

where \( K_1 \) and \( K_2 \) are reaction rate constants, \( P_1 \) is the first product and \( P_2 \) is the second product (dehydroascorbic acid), \( S \) is the measured substrate (catechol), \( C \) is the cosubstrate (oxygen), \( R \) is the reducing agent (L-ascorbic acid), and \( L \) is the medial product (1, 2 benzoquinone).

A cyclic reaction between catechol and 1,2-benzoquinone takes place by combining the tyrosinase reaction and the chemical reduction of 1,2 benzoquinone to catechol by L-ascorbic acid. This acid is well known as an effective reducing agent, and 1,2 benzoquinone would be reduced to catechol and may drive the reaction in the opposite direction to that of enzymatic oxidation of catechol. The oxygen consumed in the enzymatic reaction is not compensated for by the chemical reduction. Therefore, if L-ascorbic acid does not affect the enzyme activity of tyrosinase, a cyclic reaction should take place and the consumption of the dissolved oxygen will continue until its concentration becomes zero

The diffusion limiting current can be expressed as follows:

\[ I = nFADC \left( \frac{d[C]}{d\delta} \right)_{\delta=0} \]

where \( n \) is the number of electrons transferred, \( F \) is the Faraday constant, \( A \) is the active membrane area, and \( \delta \) is the distance coordinate.

Here [S], [C], [R], and [L] (mM) denote the concentration of substrate, cosubstrate, reducing agent and medial product, respectively. \( D_S, D_C, D_R, \) and \( D_L \) (m²/s) are diffusion coefficients, \( K_S, K_C, \) and \( K_m \) (mmol/(l.s)) are the reaction rate constants, \( \delta (\mu m) \) is the distance coordinate, \( K_S, K_C, \) and \( K_m \) (mM) are the reaction rate constants, and \( V_m \) (mmol/l.s) is the maximal rate. The boundary conditions are given by [26]

\[ d[S]/d\delta = 0, \quad d[L]/d\delta = 0, \quad d[R]/d\delta = 0, \quad [C] = 0 \quad \text{when } \delta = \text{const} \]

Here [S] = [S₀], [L] = [L₀], [R] = [R₀], [C] = [C₀] when \( \delta = 0 \), and [C] = 0 when \( \delta = d \), where \( d \) is the active membrane thickness. The diffusion limiting current can be expressed as follows:

\[ I = nFADC \left( \frac{d[C]}{d\delta} \right)_{\delta=0} \]
where \( n \) is the number of electrons taking part in the electrochemical reaction on the cathode, \( F \) is the Faraday's constant, and \( A \) is the surface of cathode.

2.2. Normalized Form. By introducing the following set of nondimensional variables,

\[
x = \frac{\alpha}{d}; \quad S = \frac{[S]}{K_S}; \quad C = \frac{[C]}{K_C}; \quad R = \frac{[R]}{K_m}; \quad L = \frac{[L]}{K_m};
\]

\[
\phi^2 = \frac{d^2V_m}{D_S K_m}; \quad \rho = \frac{K_m}{K_C}; \quad \rho_1 = \frac{K_m}{K_S}; \quad \alpha = \frac{S_O}{K_S};
\]

\[
\beta = \frac{C_o}{K_C}; \quad \gamma = \frac{R_o}{K_m}; \quad \lambda = \frac{L_o}{K_m}; \quad m_1 = \frac{K_o}{V_m}; \quad m_2 = \frac{K_L}{V_m}; \quad m_3 = \frac{K_R}{V_m};
\]

\[
\mu_1 = \frac{D_S}{D_C}; \quad \mu_2 = \frac{D_S}{D_L}; \quad \mu_3 = \frac{D_S}{D_R};
\]

the nonlinear reaction/diffusion equation (2) take the following normalized form:

\[
\frac{d^2S}{dx^2} = \phi^2 \rho_1 \left( \frac{1}{1 + \frac{1}{S}} + \frac{1}{C} \right)^{-1} - m_1 LR,
\]

\[
\frac{d^2L}{dx^2} = \phi^2 \mu_2 \left[ m_2 L - \left( \frac{1}{1 + \frac{1}{S}} + \frac{1}{C} \right)^{-1} \right],
\]

\[
\frac{d^3R}{dx^3} = m_3 \mu_3 \phi^2 R,
\]

\[
\frac{d^3C}{dx^3} = \phi^2 \mu_4 \rho \left( \frac{1}{1 + \frac{1}{S}} + \frac{1}{C} \right)^{-1}.
\]

The transformed boundary conditions are

\[
S = \alpha, \quad L = \lambda, \quad R = \gamma, \quad C = \beta \quad \text{when} \quad x = 0
\]

\[
\frac{dS}{dx} = 0, \quad \frac{dL}{dx} = 0, \quad \frac{dR}{dx} = 0, \quad C = 0 \quad \text{when} \quad x = 1.
\]

The dimensionless form of the current is given by

\[
\psi = \frac{I d}{n \text{FAD}_{C} K_C} = \left( \frac{dC}{dx} \right)_{x=1}.
\]

3. Approximate Analytical Expression of Concentrations of Four Reactants Using Homotopy Analysis Method

3.1. Homotopy Analysis Method. The homotopy analysis method (HAM) [28–36] is a general analytic method to get series solutions of various types of nonlinear equations, including ordinary differential equations, partial differential equations, and coupled nonlinear equations. Unlike perturbation methods, the HAM is independent of small/large physical parameters. More importantly, different from all perturbation and traditional nonperturbation methods, the HAM provides us with a simple way to ensure the convergence of solution series. Besides, different from all perturbation and previous nonperturbation methods, the HAM provides us with great freedom to choose proper base functions to approximate a nonlinear problem [29, 34]. Liao's book [29] for the homotopy analysis method was first published in 2003. Now, more and more researchers have been successfully applying this method to various nonlinear problems in science and engineering. In this paper we employ HAM to solve the nonlinear differential equations (6), (7), and (9). The basic concept of Homotopy analysis method is given in Appendix A.
3.2. Solution of Boundary Value Problem Using the Homotopy Analysis Method. Using HAM method (Appendix B), we obtain the analytical expression corresponding to the concentrations of substrate, co-substrate, reducing agent and medial product as follows:

\[ S(x) = \alpha + \frac{h\phi^2 \rho_1 \alpha}{(1 + \alpha)^2 \beta} \left[ (1 + \alpha) \beta x \left(1 - \frac{x}{2}\right) \right. \]

\[ + \alpha M \left(1 + \frac{\alpha}{(1 + \alpha) \beta}\right) \]

\[ - \alpha x (M - N - 1) \]

\[ + \frac{h\rho m \lambda y}{m_3 \mu_3} \left( \frac{\cosh(\sqrt{m_3 \mu_3} \phi(1 - x))}{\cosh(\sqrt{m_3 \mu_3} \phi)} - 1 \right), \]

\[ L(x) = \lambda + h\phi^2 \mu_2 m_2 \lambda x \left(1 - \frac{x}{2}\right) - \frac{h\phi^2 \mu_2 \alpha}{(1 + \alpha)^2 \beta} \]

\[ \times \left[ (1 + \alpha) \beta x \left(1 - \frac{x}{2}\right) + \alpha M \left(1 + \frac{\alpha}{(1 + \alpha) \beta}\right) \right] \]

\[ - \alpha x (M - N - 1) \right], \]

\[ R(x) = \frac{\gamma \cosh(\sqrt{m_3 \mu_3} \phi(1 - x))}{\cosh(\sqrt{m_3 \mu_3} \phi)}, \]

\[ C(x) = \beta (1 - x) + \frac{h\phi^2 \rho_1 \alpha}{(1 + \alpha) \beta} \]

\[ \times \left[ \frac{x}{2} (1 - x) + \frac{\alpha M}{(1 + \alpha) \beta} \right] \]

\[ \times \left[ 1 - x + \frac{\alpha}{(1 + \alpha) \beta} \right] - \frac{\alpha^2 N x}{(1 + \alpha)^2 \beta^2} \right] \]

where \( M = \log((\beta(1 + \alpha)(1 - x) + \alpha)/\beta(1 + \alpha) + \alpha)) \), \( N = \log(\alpha/(\beta(1 + \alpha) + \alpha)) \), and \( h \) is the convergence control parameter. Equation (12)–(15) represent the new analytical expression of the dimensionless reactant concentrations. Using (11) and (15), we can obtain the current as follows:

\[ \psi = -\beta - \frac{h\phi^2 \rho_1 \alpha}{(1 + \alpha)} \left[ \frac{1}{2} + \frac{\alpha}{(1 + \alpha) \beta} \left(1 + N + \frac{\alpha N}{(1 + \alpha) \beta}\right) \right]. \]

4. Result and Discussion

4.1. Numerical Simulation. In order to investigate the accuracy of this analytical method with a finite number of terms, the system of differential equations ((6)–(9)) also solved by numerical methods. The function pdepe (finite element method) in Scilab/Mathlab software which is a function of solving PDE is used to solve these nonlinear equations [37]. The Scilab/Mathlab program is also given in Appendix C. To validate the results, the convergence studies are carried out. The convergence region of auxiliary parameter \( h \) is given in the Appendix D. To show the efficiency of the present analytical method, our results are compared with the numerical solution (Scilab/Mathlab program) in Tables 1, 2, 3, and 4 and Figures 2–6. The average relative errors between our analytical results and numerical results are 0.23%, 0.11%, 0.03%, and 0.01% for the concentrations of substrate, co-substrate, reducing agent and medial product, respectively.

4.2. Effect of the Thiele Module. The concentration of substrate, co-substrate, reducing agent and medial product depends upon Thiele module and saturation parameters. The Thiele module \( \phi^2 (= d^2 V_m/D_m K_m) \) essentially compares the rate of enzyme reaction \((V_m/K_m)\) and diffusion in the enzyme layer \((d^2/D_m)\). We observe the rise and downfall of concentration profiles in two cases. (i) If Thiele module is small \((\phi^2 < 1)\), then enzyme kinetics predominates in the biosensor response. The overall kinetics is governed by the total amount of active enzyme. (ii) The response is under diffusion control, if the Thiele module is large \((\phi^2 > 1)\), which is observed at high catalytic activity and active membrane thickness or at low reaction rate constant \((K_m)\) or diffusion coefficient values \((D_m)\).

The concentration profiles for the four reactants for some fixed values of parameters are shown in Figure 2. The analytical results are compared with the numerical result, graphically. Upon comparison, it is evident that both results give satisfactory agreement. The concentration of substrate \( S \) increases and attains its maximum, when Thiele module and saturation parameter \( \alpha \) increase (refer to Figure 3). Therefore the profile deviates more from the linearity. The concentration profile representing medial product \( L \) increases as Thiele module and saturation parameter \( \lambda \) increase (refer to Figure 4). From Figure 5, it is inferred that the increasing value of \( x \) coordinate decreases the concentration of reducing agent \( R \). Figure 6 represents the concentration of co-substrate \( C \) versus the normalized distance coordinate. It reaches the minimum value zero at electrode interface.

4.3. Influence of Active Membrane Thickness. The active membrane thickness \( d \) is one of the important technical parameters and it has a considerable effect on the concentration profiles for the four reactants. Also, the Thiele module is directly proportional to the thickness of the membrane. The concentration profiles depend significantly on the membrane thickness \( d \). If the active membrane thickness is large \((d > 50 \mu m \) or thick membrane), the concentration profiles of substrate and medial product increase whereas the concentration of reducing agent \( R \) and co-substrate \( C \) decreases. If the membrane thickness is small \((d < 50 \mu m \) or thinner membrane), the concentration profiles of substrate, medial product and reducing agent have uniform values. These uniform values are equal to the concentration of the above reactants at \( x = 0 \). The concentration profile of co-substrate \( C \) increases when thickness of the membrane decreases. The increasing value is not significant. Also, the concentration of co-substrate \( C \) increases when the saturation parameter \( \beta \) increases (refer to Figures 3–6).
The key to the graph: stacked line represents (13) and dotted line represents the numerical simulation.

Figure 4: Normalized concentration profiles of medial product $L$ for various values of the Thiele module $\phi^2$, active membrane thickness $d$, and the normalized parameters are plotted using (13). The following values have been taken for Figure 4. (a) $\alpha = 0.09, \beta = 0.54$ (b) $\phi^2 = 1, \alpha = 0.09, \beta = 0.54$. The key to the graph: stacked line represents (13) and dotted line represents the numerical simulation.

Figure 5: Normalized concentration profiles of reducing agent $R$ for various values of the Thiele module $\phi^2$, active membrane thickness $d$, and the normalized parameters are plotted using (14). The key to the graph: stacked line represents (14) and dotted line represents the numerical simulation.

Figure 6: Normalized concentration profiles of co-substrate $C$ for various values of the Thiele module $\phi^2$, active membrane thickness $d$, and the normalized parameters are plotted using (15). The following values have been taken for Figure 6. (a) $\alpha = 0.09, \beta = 0.54, \rho = 1.2$. (b) $\phi^2 = 0.1, \alpha = 0.09, \rho = 1.2$. The key to the graph: stacked line represents (15) and dotted line represents the numerical simulation.
\( \phi_2 = 9, \ d = 150 \ \mu m \)
\( \phi_2 = 7, \ d = 111.8 \ \mu m \)
\( \phi_2 = 5, \ d = 86.6 \ \mu m \)
\( \phi_2 = 1, \ d = 50 \ \mu m \)
\( \phi_2 = 0.1, \ d = 15.8 \ \mu m \)

\[ \alpha = 1 \]
\[ \beta = 0.0001 \]
\[ h = -1 \]

\[ \phi_2 = 9, \ d = 150 \ \mu m \]
\[ \phi_2 = 7, \ d = 111.8 \ \mu m \]
\[ \phi_2 = 5, \ d = 86.6 \ \mu m \]
\[ \phi_2 = 1, \ d = 50 \ \mu m \]
\[ \phi_2 = 0.1, \ d = 15.8 \ \mu m \]

\[ \alpha = 1 \]
\[ \beta = 0.8 \]
\[ \gamma = 1 \]
\[ \lambda = 0.1 \]
\[ \mu_2 = 0.6 \]
\[ h = -0.92 \]

Table 1: Comparison between the analytical normalized substrate concentration \( S \) (12) and numerical simulation for various values of \( \alpha \) and \( \phi_2 = 1, \beta = 0.54, \gamma = 1, \lambda = 0.1, m_3 = 7, p = 1.2, \mu_3 = 0.6, h = -0.92 \).

| \( x \) | Our work (12) | Numerical | % Error | Our work (12) | Numerical | % Error | Our work (12) | Numerical | % Error |
|---|---|---|---|---|---|---|---|---|---|
| 0.0 | 0.0000 | 0.0000 | 0.00 | 0.5000 | 0.5000 | 0.00 | 1.0000 | 1.0000 | 0.00 |
| 0.2 | 0.0974 | 0.0976 | 0.21 | 0.4870 | 0.4869 | 0.02 | 0.9835 | 0.9833 | 0.02 |
| 0.4 | 0.0951 | 0.0954 | 0.32 | 0.4781 | 0.4779 | 0.04 | 0.9725 | 0.9723 | 0.02 |
| 0.6 | 0.0935 | 0.0938 | 0.32 | 0.4730 | 0.4729 | 0.02 | 0.9665 | 0.9664 | 0.01 |
| 0.8 | 0.0929 | 0.0932 | 0.32 | 0.4712 | 0.4710 | 0.04 | 0.9644 | 0.9642 | 0.02 |
| 1.0 | 0.0929 | 0.0931 | 0.22 | 0.4711 | 0.4707 | 0.08 | 0.9643 | 0.9639 | 0.04 |

Average deviation 0.23

Table 2: Comparison between the analytical normalized medial product concentration \( L \) (13) and numerical simulation for various values of \( \lambda \) and \( \phi_2 = 1, m_2 = 5, p = 1.2, \alpha = 0.09, \beta = 0.54, \mu_2 = 0.5, h = -0.92 \).

| \( x \) | \( \lambda = 0.1 \) | Our work (13) | Numerical | % Error | Our work (13) | Numerical | % Error | Our work (13) | Numerical | % Error |
|---|---|---|---|---|---|---|---|---|---|---|
| 0.0 | 1.0000 | 1.0000 | 0.00 | 0.5000 | 0.5000 | 0.00 | 1.0000 | 1.0000 | 0.00 |
| 0.2 | 0.0963 | 0.0963 | 0.00 | 0.4798 | 0.4798 | 0.00 | 0.9591 | 0.9592 | 0.01 |
| 0.4 | 0.0934 | 0.0935 | 0.11 | 0.4640 | 0.4643 | 0.06 | 0.9272 | 0.9278 | 0.06 |
| 0.6 | 0.0913 | 0.0915 | 0.22 | 0.4527 | 0.4533 | 0.13 | 0.9044 | 0.9056 | 0.13 |
| 0.8 | 0.0901 | 0.0902 | 0.11 | 0.4459 | 0.4467 | 0.18 | 0.8907 | 0.8924 | 0.19 |
| 1.0 | 0.0896 | 0.0898 | 0.22 | 0.4436 | 0.4446 | 0.23 | 0.8861 | 0.8880 | 0.21 |

Average deviation 0.11

Figure 7: Diagrammatic representation of the normalized current \( \psi \) versus the normalized parameters.
Table 3: Comparison between the analytical normalized reducing agent concentration $R$ (14) and numerical simulation for various values of $\gamma$ and $\phi^2 = 0.1$, $m_3 = 7$, $\mu_4 = 0.6$.

| $x$   | $\gamma = 0.1$ | $\gamma = 0.5$ | $\gamma = 1$ |
|-------|----------------|----------------|--------------|
|       | Our work (14)  | Numerical      | % Error      | Our work (14)  | Numerical      | % Error      | Our work (14)  | Numerical      | % Error      |
| 0.0   | 0.0000         | 0.0000         | 0.00         | 0.0000         | 0.0000         | 0.00         | 1.0000         | 1.0000         | 0.00         |
| 0.2   | 0.0934         | 0.0934         | 0.00         | 0.4671         | 0.4671         | 0.00         | 0.9343         | 0.9341         | 0.02         |
| 0.4   | 0.0884         | 0.0884         | 0.00         | 0.4421         | 0.4420         | 0.02         | 0.8843         | 0.8840         | 0.03         |
| 0.6   | 0.0849         | 0.0849         | 0.00         | 0.4246         | 0.4244         | 0.05         | 0.8491         | 0.8488         | 0.03         |
| 0.8   | 0.0828         | 0.0828         | 0.00         | 0.4141         | 0.4139         | 0.05         | 0.8283         | 0.8279         | 0.05         |
| 1.0   | 0.0821         | 0.0821         | 0.00         | 0.4107         | 0.4105         | 0.05         | 0.8214         | 0.8210         | 0.05         |

Average deviation 0.00 Average deviation 0.03 Average deviation 0.03

Table 4: Comparison between the analytical normalized co-substrate concentration $C$ (15) and numerical simulation for various values of $\beta$ and $\phi^2 = 0.01$, $\rho = 1.2$, $\alpha = 0.09$, $\mu_1 = 0.8$, $h = -0.92$.

| $x$   | $\beta = 0.1$ | $\beta = 0.5$ | $\beta = 1$ |
|-------|----------------|----------------|--------------|
|       | Our work (15)  | Numerical      | % Error      | Our work (15)  | Numerical      | % Error      | Our work (15)  | Numerical      | % Error      |
| 0.0   | 0.1000         | 0.1000         | 0.00         | 0.5000         | 0.5000         | 0.00         | 1.0000         | 1.0000         | 0.00         |
| 0.2   | 0.0800         | 0.0800         | 0.00         | 0.4000         | 0.4000         | 0.00         | 0.8000         | 0.7999         | 0.01         |
| 0.4   | 0.0600         | 0.0600         | 0.00         | 0.3000         | 0.2999         | 0.03         | 0.6000         | 0.5999         | 0.02         |
| 0.6   | 0.0400         | 0.0400         | 0.00         | 0.2000         | 0.1999         | 0.05         | 0.4000         | 0.3999         | 0.03         |
| 0.8   | 0.0200         | 0.0200         | 0.00         | 0.1000         | 0.1000         | 0.00         | 0.2000         | 0.2000         | 0.00         |
| 1.0   | 0.0000         | 0.0000         | 0.00         | 0.0000         | 0.0000         | 0.00         | 0.0000         | 0.0000         | 0.00         |

Average deviation 0.00 Average deviation 0.01 Average deviation 0.01

Figure 8: The $h$ curve to indicate the convergence region for $C(0.1)$.

4.4. Current Response. The normalized current $\psi$ versus the diffusion coefficient ratio $\mu_4$ is calculated at different values of the active membrane thickness $d$. The results obtained for various values of the normalized parameters are depicted in Figure 7(a). The current response increases when the active membrane thickness ($d > 50 \mu m$) increases. Also, for thinner membrane ($d < 50 \mu m$) the value of the current is zero. In Figure 7(b), the current response increases, as the saturation parameter $\alpha$ increases.

5. Conclusions

The theoretical model of hybrid amperometric enzyme biosensor with cyclic reaction and biochemical amplification for steady-state condition is discussed. The system of three nonlinear differential equations for ping-pong enzyme kinetics has been solved analytically. Influence of Thiele module and active membrane thickness is investigated. The obtained results have a good agreement with those obtained using numerical method. This analytical result will be useful in sensor design, optimization, and prediction of the electrode response. Using this result, the action of biosensor is analyzed at critical concentration of substrate and enzyme activities. Theoretical results obtained in this paper can also be used to analyze the effect of different parameters such as active membrane thickness and saturation parameters.

Appendices

A. Basic Idea of Liao’s Homotopy Analysis Method

Consider the following differential equation [38]:

$$N[u(t)] = 0,$$

(A.1)

where $N$ is a nonlinear operator, $t$ denotes an independent variable, and $u(t)$ is an unknown function. For simplicity, we ignore all boundary or initial conditions, which can be treated in a similar way. By means of generalizing the conventional Homotopy method, Liao constructed the so-called zero-order deformation equation as

$$(1 - p)L[\varphi(t; p) - u_0(t)] = phH(t)N[\varphi(t; p)],$$

(A.2)
where $p \in [0, 1]$ is the embedding parameter, $h \neq 0$ is a nonzero auxiliary parameter, $H(t) \neq 0$ is an auxiliary function, $L$ is an auxiliary linear operator, $u_0(t)$ is an initial guess of $u(t)$, and $\varphi(t : p)$ is an unknown function. It is important that one has great freedom to choose auxiliary unknowns in HAM. Obviously, when $p = 0$ and $p = 1$, it holds

$$\varphi(t; 0) = u_0(t), \quad \varphi(t; 1) = u(t),$$

(A.3)

respectively. Thus, as $p$ increases from 0 to 1, the solution $\varphi(t; p)$ varies from the initial guess $u_0(t)$ to the solution $u(t)$. Expanding $\varphi(t; p)$ in Taylor series with respect to $p$, we have

$$\varphi(t; p) = u_0(t) + \sum_{m=1}^{+\infty} u_m(t) p^m,$$

(A.4)

where

$$u_m(t) = \left[ \frac{1}{m!} \left( \frac{\partial^n \varphi(t; p)}{\partial p^n} \right) \right]_{p=0}.$$

(A.5)

If the auxiliary linear operator, the initial guess, the auxiliary parameter $h$, and the auxiliary function are so properly chosen, the series (A.4) converges at $p = 1$ then we have

$$u(t) = u_0(t) + \sum_{m=1}^{\infty} u_m(t).$$

(A.6)

Define the vector

$$\tilde{u}_n = \{u_0, u_1, \ldots, u_n\}.$$  

(A.7)

Differentiating (A.2) for $m$ times with respect to the embedding parameter $p$, then setting $p = 0$, and finally dividing them by $m!$, we will have the so-called $m$th-order deformation equation as

$$L \left[ u_m - \chi_m u_{m-1} \right] = hH(t) \mathcal{N}_m(\tilde{u}_{m-1}),$$

(A.8)

where

$$\mathcal{N}_m(\tilde{u}_{m-1}) = \left[ \frac{1}{(m-1)!} \left( \frac{\partial^{m-1} \varphi(t; p)}{\partial p^{m-1}} \right) \right]_{p=0},$$

(A.9)

$$\chi_m = \begin{cases} 1, & m \geq 1, \\ 0, & m \leq 1, \end{cases}$$

(A.10)

Applying $L^{-1}$ on both sides of (A.8), we get

$$u_m(t) = \chi_m u_{m-1}(t) + hL^{-1} \left[ H(t) \mathcal{N}_m(\tilde{u}_{m-1}) \right].$$

(A.11)

In this way, it is easy to obtain $u_m$ for $m \geq 1$, at $m$th order; we have

$$u(t) = \sum_{m=0}^{M} u_m(t).$$

(A.12)

When $M \to +\infty$, we get an accurate approximation of the original equation (A.1). For the convergence of the previous method we refer the reader to Liao [29]. If (A.1) admits unique solution, then this method will produce the unique solution. If (A.1) does not possess unique solution, then this method will produce a solution among many other (possible) solutions.

### B. Approximate Analytical Expression of Concentrations of Substrate, Co-Substrate, Reducing Agent and Medial Product

From (8) it is clear that the concentration of normalized reducing agent $R$ is

$$R(x) = \frac{\gamma \cosh \left( \sqrt{\frac{1}{m_p} \varphi (1 - x)} \right)}{\cosh \left( \sqrt{\frac{1}{m_p} \varphi} \right)}.$$

(B.1)

In order to solve (6), (7), and (9) by means of the HAM, we first construct the zeroth-order deformation equation by $H(t)$ is an auxiliary linear operator, $u_0(t)$ is an initial guess, and $u(t)$ is the embedding parameter, such that the solution $\varphi(t; p)$ is

$$1, \quad m \geq 1,$$

(B.2)

$$\frac{d^2 L}{dx^2} = ph \left[ \frac{d^2 L}{dx^2} - \phi^2 \mu_2 \left( m_2 L - \left( 1 + \frac{1}{S} + \frac{1}{C} \right)^{-1} \right) \right].$$

(B.3)

The approximate solutions of (B.2)–(B.4) are as follows:

$$S = S_0 + p S_1 + p^2 S_2 + \cdots,$$

(B.5)

$$L = L_0 + p L_1 + p^2 L_2 + \cdots,$$

(B.6)

$$C = C_0 + p C_1 + p^2 C_2 + \cdots.$$

(B.7)

Substituting (B.5) in (B.2), (B.6) in (B.3), and (B.7) in (B.4) and equating the like powers of $p$ we get

$$p^0 : \frac{d^2 S_0}{dx^2} = 0,$$

(B.8)

$$p^1 : \frac{d^2 S_1}{dx^2} = \frac{d^2 S_0}{dx^2} (h + 1) - \phi^2 \rho_1 \left[ \left( 1 + \frac{1}{S} + \frac{1}{C} \right)^{-1} - m_1 LR \right],$$

(B.9)

$$p^0 : \frac{d^2 L_0}{dx^2} = 0.$$  

(B.10)
\[ p_1 : \frac{d^2 L_1}{dx^2} = \frac{d^2 L_0}{dx^2} (h + 1) - \frac{h \psi^2 \mu_s}{2} \left[ m_2 L - \left( 1 + \frac{1}{S} + \frac{1}{C} \right)^{-1} \right], \tag{B.11} \]

\[ p_0 : \frac{d^2 C_0}{dx^2} = 0, \tag{B.12} \]

\[ p_1 : \frac{d^2 C_1}{dx^2} = \frac{d^2 C_0}{dx^2} (h + 1) - \frac{h \psi^2 \mu_1}{2} \left( 1 + \frac{1}{S} + \frac{1}{C} \right)^{-1}. \tag{B.13} \]

The boundary conditions equation (10) become

\[ S_0 = \alpha, \quad L_0 = \lambda, \quad C_0 = \beta \quad \text{when} \quad x = 0, \tag{B.14} \]

\[ \frac{dS_0}{dx} = 0, \quad \frac{dL_0}{dx} = 0, \quad C_0 = 0 \quad \text{when} \quad x = 1, \tag{B.15} \]

\[ S_i = 0, \quad L_i = 0, \quad C_i = 0 \quad \text{when} \quad x = 0, \quad i = 1, 2, 3, \ldots, \tag{B.16} \]

\[ \frac{dS_i}{dx} = 0, \quad \frac{dL_i}{dx} = 0, \quad C_i = 0 \quad \text{when} \quad x = 1, \quad i = 1, 2, 3, \ldots. \tag{B.17} \]

From (B.8), (B.10), and (B.12) and from the boundary conditions (B.14) and (B.15), we get

\[ S_0 = \alpha, \tag{B.18} \]

\[ L_0 = \lambda, \tag{B.19} \]

\[ C_0 = \beta (1 - x). \tag{B.20} \]

Substituting the values of \( S_0, L_0, \) and \( C_0 \) in (B.9), (B.11), and (B.13) and solving the equations using the boundary conditions (B.16) and (B.17) we obtain the following results:

\[ S_1 = \frac{h \psi^2 \mu_3 \lambda y}{m_3 \mu_3} \left\{ \frac{\cosh(\sqrt{m_3 \mu_3} \psi(1 - x))}{\cosh(\sqrt{m_3 \mu_3} \psi) - 1} \right\} \tag{B.21} \]

\[ L_1 = \frac{h \psi^2 \mu_2 m_2 \lambda x}{2} \left( 1 - \frac{x}{2} \right) \tag{B.22} \]

\[ - \frac{h \psi^2 \mu_2}{2} \left[ m_2 L - \left( 1 + \frac{1}{S} + \frac{1}{C} \right)^{-1} \right], \tag{B.23} \]

where \( M = \log((\beta(1 + \alpha)(1 - x) + \alpha)/(\beta(1 + \alpha) + \alpha)), \) \( N = \log(\alpha/(\beta(1 + \alpha) + \alpha)) \)

Adding (B.18) and (B.21), we get (12) in the text. Similarly we get (13) and (15) in the text.

C. Scilab/Matlab Program to Find the Numerical Solution of Nonlinear Equations (6)–(9)

```matlab
function pdex4
m = 0;
x = linspace(0,1);
t = linspace(0,100000);
sol = pdepe(m,@pdex4pde,@pdex4ic,@pdex4bc,x,t);
u1 = sol(:,:,1);
u2 = sol(:,:,2);
u3 = sol(:,:,3);
u4 = sol(:,:,4);
figure
plot(x,u1(end,:))
title('u1(x,t)')
xlabel('Distance x')
ylabel('u1(x,2)')
figure
plot(x,u2(end,:))
title('u2(x,t)')
xlabel('Distance x')
ylabel('u2(x,2)')
figure
plot(x,u3(end,:))
title('u3(x,t)')
xlabel('Distance x')
ylabel('u3(x,2)')
```
D. Determining the Validity Region of \( h \)

The analytical solution represented by (12), (13), and (15) contains the auxiliary parameter \( h \), which gives the convergence region and rate of approximation for homotopy analysis method. The analytical solution should converge. It should be noted that the auxiliary parameter \( h \) controls the convergence and accuracy of the solution series. In order to define region such that the solution series is independent of \( h \), a multiple of \( h \) curves are plotted. The region where the distribution of \( S, L \), and \( C \) versus \( h \) is a horizontal line is known as the convergence region for the corresponding function. The common region among \( S(x) \), \( L(x) \), and \( C(x) \) is known as the overall convergence region. To study the influence of \( h \) on the convergence of solution, the \( h \) curves of \( C(0.1) \) are plotted in Figure 8. This figure clearly indicates that the valid region of \( h \) is about \((-1.5 \text{ to } -0.1)\). Similarly we can find the value of the convergence-control parameter \( h \) for different values of constant parameters.

### Nomenclature

#### Symbols

- \([S]\): Measured substrate concentration of catechol (mM)
- \([L]\): Medial product concentration of 1,2 benzoquinone (mM)
- \([R]\): Reducing agent concentration of L-ascorbic acid (mM)
- \([C]\): Co-substrate concentration of oxygen (mM)
- \(V_m\): Maximal rate (mmol/(l.s))
- \(D_s\): Diffusion coefficient for substrate (m\(^2\)/s)
- \(D_L\): Diffusion coefficient for medial product (m\(^2\)/s)
- \(D_R\): Diffusion coefficient for reducing agent (m\(^2\)/s)
- \(D_C\): Diffusion coefficient for co-substrate (m\(^2\)/s)
- \(K_2, K_3, K_4, K_m\): Reaction rate constants (mmol/(l.s))
- \(K_5, K_C\): Reaction rate constants (mM)
- \(\delta\): Distance coordinate (\(\mu m\))
- \(d\): Active membrane thickness (\(\mu m\))
- \(h\): Convergence control parameter
- \(\Delta\): Normalized measured substrate concentration (dimensionless)
- \(L\): Normalized medial product concentration (dimensionless)
- \(R\): Normalized reducing agent concentration (dimensionless)
- \(C\): Normalized co-substrate concentration (dimensionless)
- \(x\): Normalized distance coordinate (dimensionless)
- \(\alpha, \beta, \gamma, \lambda\): Saturation parameters (dimensionless)
- \(m_1, m_2, m_3\): Linear enzyme kinetic coefficient (dimensionless)
- \(\mu_1, \mu_2, \mu_5\): Ratio of diffusion coefficients (dimensionless)
- \(\rho, \rho_1\): Ratio of reaction rate constants (dimensionless)
- \(\phi\): Thiele module (dimensionless)
- \(\psi\): Normalized current (dimensionless).
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