An interactive approach for solar energy system: design and manufacturing
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ABSTRACT
The energy production in the word is a very complex problem with decreasing the pollution. Therefore, the aim is to find an optimal solution, this research focuses on the development and the optimization of parabolic concentrator using an interactivity approach and virtual design tools. Recently, several works have been developed in this area. In this study, a new conception, design optimization approach has been involved in system energy design including new concept. The design strategy has been successfully applied to design problems. The optimizer tool developed for based on Heuristic: Gravitational Search Algorithm. The results of the presented in this paper are significant in the system energy design, which presents an effective approach of development by reducing the cost of installation, the time of analysis by increasing the radiation and solar flux concentrated within the parabola generating an increase in accumulated energy.
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1. INTRODUCTION
In recent decades, given the increase in energy needs, a reorientation towards renewable energies is necessary, by providing a sustainable and significant energy potential, the development of structures adequate to this need becomes essential for almost all countries [1]. This allows an economic increase by creating projects and jobs [2]. Solar is the most used given its low cost and its simplicity of use, the earth receives daily a significant rate of energy coming from the sun in the form of radiation subjected to several criteria such as the weather and the atmosphere. However, Algeria presents the most significant renewable energy potential ranks at the top of the African and Mediterranean countries. This energy potential linked to several types of sources, nevertheless solar energy remains the most important in availability, power and probably also the most competitive to develop in the future in several forms. Algeria is one of the largest solar deposits in the world with annual hours of sunshine which can vary from about 2000 to 3900, and a daily irradiation of 3.000 to 6.000 Wh/m² equivalents to 10 times the global consumption. Figure 1 shows the different renewable energy sources operations in Algeria. However, a high thermal comfort levels is achieved in the South.

In addition to wind and photovoltaic energies, solar thermal or concentration module can bring a big plus in the field of renewable energies and will be of great help in the supply of energy useful for the production of electricity [3]. The conversion of energy to thermal requires a receiver with a parabolic cavity [4]. Four concentration technologies are located: semi-parabolic collectors, linear Fresnel reflectors, central receiver systems (power towers) and parabolic concentrators [5]. This research interests in methods of the development (Parabolic concentrator) analysis and in attendance of the new design to perform the process.
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and solar flux. The aspects of real-time data acquisition were taken into account in this study. The goal is to design and manufacture an optimized parabola based on the results of the GSA algorithm, this prototype is lined with a glass or polished metal mirror used as reflector, which serves for maximum collection of solar radiation while throughout the day, a bi-axial tracking system is designed for this purpose [12].

3. **RESEARCH METHODOLOGY**

3.1. Virtual reality design

The design of systems in mechanical engineering such as geared motors, parabolic concentrators is a very complicated operation that requires highly interactive software tools so it is important to diversify this interactive simulation to reach solar systems designers, and this makes it possible to understand the real aspect of the system. In order to have optimal results the use of virtual reality is a crucial asset. It defined as the use of computer systems to support several approaches in design like creation, modification, analysis, and optimization [13–15], the implemented process is the result of interactivity between the CAD namely (SolidWorks, Matlab, and LabView).

3.2. Proposed mathematic model

The mathematical model used in this research based on of Perrin Brichambaut [16] model, which takes into consideration certain number of physical phenomena such as thermal losses, optical yields [17]. The main objectives is the evaluation of the performance of solar energy conversion systems. A numerical simulation developed in this area to perform the irradiance and the solar flux, the model is described using the following equation. The solar flux is calculated by:

\[ Q = F_r \times (\eta \times DNI \times A_o) + (U_l \times A_r \times (T_i - T_{amb})) \]  

With \( F_r \) is the heat dissipation factor calculated by:

\[ F_r = \frac{m \times C_p}{A_g \times U_l} \times (1 - e^{-\frac{A_o \times U_l \times F'}{m \times C_p}}) \]  

\( \eta \) is optical efficiency which is given by:

\[ \eta = \tau \times a \times \rho_p \]  

DNI is the solar irradiation which is given by:

\[ DNI = 1367 \times h \times (1 + 0.03344 \times \cos(0.98 \times N) - 2.8)) \]  

We can express the height of the sun by:

\[ h = \arcsin(\sin(\rho) \times \sin(\theta) + \cos(\rho) \times \cos(\theta) \times \cos(\Omega)) \]  

\( \theta \) is the solar declination which is given by:

\[ \theta = \arcsin(0.398 \times \sin(\frac{360}{365 \times (N - 82) + 2 \times \sin(\frac{360}{365 \times (N - 2)})}) \]  

And \( \Omega \) is the hour angle that can be calculated with:

\[ \Omega = 15 \times (TSV - 12) \]  

TSV is the true solar time given by:

\[ TSV = TL + \frac{E_t + 4 \times \lambda}{60 - DE} \]  

and \( E_t \) is the correction of the equation of time given by:

\[ E_t = 9.87 \times \sin(2 \times N') - 7.53 \times \cos N' - \sin N' \]
With N’ given by:

\[ N' = \frac{360 \times (N - 81)}{365} \tag{10} \]

Aₓ is the opening surface of the collector given by:

\[ Aₓ = \frac{\pi \times d^2}{4} \tag{11} \]

Aₓ is the surface of the receiver calculated by:

\[ Aₓ = 2\pi \times Dₓ \times hₓ \tag{12} \]

U₁ is the thermal loss coefficient, we can calculate it with:

\[ U₁ = \frac{1}{Aₓ} \times \frac{1}{(h.wx + h.rca)} \tag{13} \]

Aₑ: The surface of the mirrors given by:

\[ Aₑ = 2\pi \times Dₑ \times hₑ \tag{14} \]

hₓ is the coefficient of convection exchange between the glass and the atmosphere given by:

\[ h.wx = \frac{0.3 \times Rₓ.6 \times K}{D voxel} \tag{15} \]

With h.rca is the radiative exchange coefficient between the glass and the atmosphere given by:

\[ h.rca = eₓ \times \alpha \times (Tₓ + T.amb) \times (Tₓ² + T.amb²) \tag{16} \]

h.rga is the radiative exchange coefficient between the absorber and the glass which is given by:

\[ h.rga = \frac{\alpha \times (Tₓ + T.v) \times (T.v² + T²)}{(1 + Aₓ/Aₑ) \times (eₓ - 1)} \tag{17} \]

F’ is the efficiency factor of the mirror given by:

\[ F' = \frac{1}{U₁ + \frac{Dₑ}{hₓ \times Dₑ} + \frac{Dₓ}{2K \times \ln(Dₓ/Dₑ)}} \tag{18} \]

3.3. Gravitational search algorithm (GSA)

GSA [18] is a powerful meta-heuristic algorithm based mainly on the law of Newtonian gravity and motion [19–22], principally the influence of gravity leads to a movement of attraction between agents. In GSA, each mass has four characteristics: inertial mass, active gravitational mass, passive gravitational mass, [23]. The performance index of each agent is measured by its mass [24], in another way the heaviest agents match the good convergence solution of the problem [25], due to the gravity forces, agents with the heavier masses will drive all agents to move towards it.

The position of an agent (object) is:

\[ X_i = X_i^1, X_i^2, ..., X_i^n \tag{19} \]

The mass value of each object is determined according to its fitness value:

\[ M_i = \frac{f_i(t) - \text{worst}(t)}{\sum_{j=1}^{N} f_j(t) - \text{worst}(t)} \tag{20} \]
By the calculating the mass of objects, they can interact by each other by:

\[ F_i^d(t) = \sum_{j=r_j} G(t) \frac{M_i(t) \times M_j(t)}{R_{ij}(t) + r} (x_i^d(t) - x_j^d(t)) \]  

(21)

The acceleration of the agent is calculated by the second law of motion:

\[ a_i^d(t) = \frac{F_i^d(t)}{M_i(t)} \]  

(22)

Afterward, (23) and (24) are used to update the position of each agent. According to (23), the next velocity of the agent is calculated as a fraction of its current velocity added to its acceleration.

\[ v_i^d(t + 1) = r_i \times v_i^d(t) + a_i^d(t) \]  

(23)

\[ x_i^d(t + 1) = x_i^d(t) + v_i^d(t + 1) \]  

(24)

where \( r_i \) and \( r_j \) are two uniform distributed random numbers in the interval \([0, 1]\). However, generating the pseudo code requires the following of several steps reported in the following Table 1.

| Table 1. Pseudo code |
|----------------------|
| 1. Search space identification, \( t=0 \) |
| 2. Random initialization, \( X_i(t) \) for \( i=1, \ldots, N \) |
| 3. Fitness evaluation of objects |
| 4. Update the parameters of \( G_\), worst and \( M_i \) for \( i=1, \ldots, N \) |
| 5. Calculation of the force applied to each object |
| 6. Calculation of the acceleration and the velocity of each object; |
| 7. Update the position of the objects by Eq. 2 to yield \( X_i(t+1); t = t + 1 \) |
| 8. Repeat steps 3 to 7 until the stopping criterion is reached; |
| 9. Optimal vector return |

3.4. Tracking system

The challenge is to collect as much solar energy as possible using concentrator systems. Having found that energy production is affected by the following factors: the geographic location of solar radiation, the ambient temperature and weather in the region and the angle of incidence of the sun [26]. To this end, a system is designed to keep the surface of the sensor perpendicular to the sun [27, 28]. The system in place makes it possible to follow the trajectory of the sun throughout the day in order to be able to capture the maximum of available energy. For this we distinguish two different methods: a passive one which does not require controllers, motors or gears. An active method that we recommend controlled by controllers, using motors and gears [29]. The principle of tracking is to reduce the angle formed by the sun's rays and the surface of the collector, in order to maximize the amount of energy captured. Thus a bi-axial tracking system has been designed and produced [30, 31], provided with a dual axis tracking (azimuth and altitude) is more effective. In Figure 3, we provide our best estimates of the cost parameters of the tracking system.

![Figure 3. Tracking parameters](image-url)
4. RESULTS AND DISCUSSIONS

In this challenging economic and scientifics context, in fact, we have applied a novel methodology with height interactivity in the design of the system as described in Figure 4. In this regard, a powerful interactive modeling design for solar station based on various CAD has been developed. A calculation and programming procedure is developed to simulate solar radiation in order to quantify it. In this respect, equations allow us to obtain an optimal concentration, giving a maximum flux by translating the position of the sun at each moment of the day. Figure 5 shows the change in direct radiation during the solstices of the four seasons (March 21, June 21, September 21 and December 21) from dawn to sunset.

The use of the gravitational search algorithm allows us to maximize the concentrated solar flux by optimizing geometrical and geographical parameters the following figures describe the evolution of solar flux during the day. Several control parameters are proposed in this paper in order to reach the best value, the following tables shows the parameters in question. As indicated in the Table 2, each simulation is running with different iteration number. Moreover, Table 2 illustrate the parameters settings used in GSA algorithm that helps us to reach the best desired values. The results are random and do not depend on the number of iteration because we can have a result more meaningful with a less number of iteration, several tests allowed us to have the best results in a restrained range. We have noticed that the algorithm gives us approximately the same results on each control parameter.

In order to design the parable in the best way several geometrical parameters has been optimized by executing three tests. Table 3 summarizes the obtained results for each parameter. From these results it was found that the best values are obtained at 400 iterations so we implemented these results in our program. As is shown in Figures 6 and 7, we translate the results of the flux obtained with the new parameters while comparing with that of the standard results.

Table 2. GSA parameters setting

| Case 1: 200 iterations | Case 2: 200 iterations | Case 3: 200 iterations |
|------------------------|------------------------|------------------------|
| N masses = 800         | N masses = 800          | N masses = 800          |
| Elitist Check: Mass Ma=Mp=Mi=M: Random | Elitist Check: Mass Ma=Mp=Mi=M: Random | Elitist Check: Mass Ma=Mp=Mi=M: Random |
| Velocity: Random       | Velocity: Random        | Velocity: Random        |
Table 3. Benchmark results

| Parameters | Standard values | Minimum value | Maximum value | 200 iterations | 400 iterations | 800 iterations |
|------------|----------------|---------------|---------------|----------------|----------------|----------------|
| d          | 0.6            | 0.5           | 1             | 0.5            | 1              | 0.5            |
| D_{wo}     | 0.005          | 0.001         | 0.003         | 0.003          | 0.001          | 0.001          |
| h_{a}      | 0.05           | 0.005         | 0.2           | 0.05           | 0.05           | 0.05           |
| h_{b}      | 0.3            | 0.1           | 0.5           | 0.1            | 0.1            | 0.1            |

We noticed a significant increase of the solar flux which can be explained by which can be explained by the change in values of the diameter of the dish and also the height of the absorber (the flux is proportional to the diameter while the height of the absorber is disproportional to the flux). More results were proven, the implementation the Cartesian coordinates of our study area (the city of Oran) in order to have the best possible location for a maximum concentration of solar flux. Table 4 illustrates the optimal longitude and latitude parameters obtained in a defined interval. In addition, Figure 8 translates the obtained results.

Figure 6. The evolution of solar useful flux in (a) standard settings and (b) optimal settings

Figure 7. The comparison between the different parameters

Table 4. Benchmark results

| Parameters | Standard values | Minimum value | Maximum value | Optimal value |
|------------|----------------|---------------|---------------|---------------|
| ρ          | 35.6911°       | 35.37°        | 35.70°        | 35.6969°      |
| λ          | -0.6417°       | -0.30°        | -0.70°        | -0.3000°      |
Moreover, the results obtained clearly show that the implementation of the Cartesian data can bring a plus to the phenomenon of concentration. It is noted that in the first half of the day (before solar noon) the solar flux is slightly higher while for the second period there is a slight decrease in solar flux. Despite this decrease, the results remain satisfactory because the largest solar flux rate is concentrated in the first period of the day.

4.1. Experimental result: design and manufacturing

In order to reduce costs by using modern inexpensive materials, the parabolic collector technology, which is still under development, is the best option in this regard. An interactive approach was taken to realize the concentrator at a lower cost and as simply as possible. First, we have established a design of the parabola based on the software sketchUp. Figure 9 shows us a simplified sketch of the concentrator.

Since this interactive design, we have realized the parabolic. The primary objective was to obtain satisfactory results with cheap and available materials in the market. For a better heat content the absorber is designed in cast iron, the base is in iron and the receiver is mirror glaces. Figure 10 shows the realized concentrator. For an optimal tracking of the sun, the implementation of a tracking system is necessary. This tracking is done quite independently, unlike parabolic cylindro-parabolic sensors. Figure 11 presents the regulation loop of the system.
An ATMEGA328 microcontroller which is easy to program via its card has been elected, it allows motor control and data acquisition, the motor-microcontroller link is possible thanks to FC03 accelerators, and synchronization is achieved by a clock DS1302. Programming uses C language. The programming diagram followed is explained in Figure 12. The program developed here uses the value of the DNI to control the execution of instructions when it is started it calculates the elevation and azimuth angles, the translation of the pulses counted by the FC03 accelerators allows the control of the motors. Figure 13 describes the diagram of the assembled card. Which consists of two integrated Atmega board, the first is responsible for motor control and the other for storing the various information is related to the system. A SD memory card for storage and a LM74 sensor to measure the concentrator’s temperature accompanies it. Moreover, to ensure the synchronization between the two circuits is attached by a DS1302 clock. Figure 14 shows the realized electronic board of the tracking system.
From a practical point, the solar irradiance calculation approaches the theoretical calculation. It is done with the help of the temperature concentrated throughout the day. Figures 15 and 16 translate the obtained results from the calculations made throughout our study. They describe the evolution of experimental useful flux.

Figure 15. The evolution of (a) experimental useful flux and (b) solar useful flux in

Figure 16. The evolution of the elevation angle
5. CONCLUSION
The excellent results recorded by concentrator technologies in electrical and thermal production explains the reasons for its growing use, we see that these days the most important power plants in the world are using this technique. In this paper, we work for the implementation of a virtual manufacturing tool for solar station in our case a parabolic concentrator. Several CAD software has been used in our study (Matlab, LabView, Sketch Up, etc.). The followed approach has been demonstrated for renewable energies and has shown that interactive design optimization tools make a large contribution to the obtained result. The use of the optimization algorithm on the geometric parameters of the parabola and geography of the area shows excellent results in the concentrated flux compared with initial parameters. We noted that both of the diameter of the receiver and the height of absorber have a great influence on the obtained results.
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