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Abstract. Hyperspectral image (HSI) classification is one of the important topic in the field of remote sensing. In general, HSI has to deal with complex characteristics and nonlinearity among the hyperspectral data which makes the classification task very challenging for traditional machine learning (ML) models. Recently, deep learning (DL) models have been very widely used in the classification of HSIs because of their capability to deal with complexity and nonlinearity in data. The utilization of deep learning models has been very successful and demonstrated good performance in the classification of HSIs. This paper presents a comprehensive review of deep learning models utilized in HSI classification literature and a comparison of various deep learning strategies for this topic. Precisely, the authors have categorized the literature review based upon the utilization of five most popular deep learning models and summarized their main methodologies used in feature extraction. This work may provide useful guidelines for the future research work in this area.
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1. Introduction
Hyperspectral imaging is a remote sensing technique concerned with extraction of useful information from the images captured by hyperspectral imaging sensors. The HSI sensors collect reflective portion of electromagnetic spectrum containing more than hundreds of very narrow spectral bands from the same area on surface of earth [1]. Every pixel, in a hyperspectral image, can be considered as a vector containing spectral reflectance of a material in a specific wavelength. This spectral reflectance creates a unique spectral signature for each pixel in the hypercube and the spectral signature can be utilized to identify various materials on the earth surface [2]. Hence, HSI has been used in various fields like remote sensing [3], land-cover [4], agriculture [5] [6], medical science [7] etc. Based upon recent research studies in [8], HSI classification has been the most sparkling area for research in remote sensing field.

In the early stages of research work on HSI classification, the main focus has been on exploring spectral signatures of HSIs using pixel-wise classification methods like support vector machines (SVM) [9] [10], neural networks (NN) [11] [12], logistic regression (LR) [13] [14]. Furthermore, other classification techniques have targeted the extraction of high-level features and dimensions reduction methods like independent component analysis-(ICA) [18], linear component analysis-(LDA) [15] and principal component analysis-(PCA) [16] [17]. However, the classification accuracies have not been satisfactory since the spatial information has not been considered in these methodologies. Lately, the spatial information has been incorporated along with spectral information and reported to be quite helpful to improve the classification accuracies in many approaches [19]-[23]. Nevertheless, extraction of discriminative features from HSIs has been a very crucial task in the mentioned approaches.
Recently, deep learning (DL) based methodologies have become a fast-growing drift in computer-vision domain and has achieved remarkable results, e.g., object detection [24], image classification [25] [26]. The application of DL in HSI classification has emerged with very encouraging results. Figure 1 exhibits the exponentially growing trend in the DL based HSI Classification literature published in last ten years according to www.app.dimensions.ai. From this trend, it can be concluded that this area will further be explored with DL based methods and more research studies will be carried out in the coming years. As compared with traditional machine learning (ML)-based methods, DL techniques are quite capable to represent more complicated features and can extract informative features from HSIs using a sequence of hierarchical layers. As the learning mechanism is totally automatic, DL based methodologies have become more appropriate for subsisting with varieties of situation in comparison to ML techniques.

![Figure 1. DL-based HSI Classification literature published in past 10 years (till February 2, 2021) [Source: www.app.dimensions.ai]](image)

In this paper, the authors have focused on DL-based approaches for HSIs classification and pointed at conferring a comparative review of five most popular deep learning models viz. generative adversarial network (GAN), convolutional neural network (CNN), deep belief network (DBN), auto encoder (AE) and recurrent neural network (RNN). The main motivation of this literature review is to illuminate the mechanism behind DL-based models. The authors have categorized the relevant literature into five categories with respect to the type of DL-based models adopted for HSI classification. The authors have intended to provide some insights, including selection of the most suitable DL-based model for HSI classification depending upon the type of features to be extracted, for the future studies in this area.
The remainder of the work has been organized into different sections as follows. The various HSI datasets have been briefly discussed in section-2. In section-3, the authors discussed the relevant literature in five aspects with respect to the type of DL-based model utilized to classify HSIs. The comparison of the published work is done section-4. In the last, conclusions are conferred in section-5.

2. Datasets of Hyperspectral Images (HSIs)

HSIs captured by airborne and spaceborne sensors are very useful in many applications like remote sensing [3], land-cover [4], agriculture [5] etc. These sensors collect reflective portion of electromagnetic spectrum containing hundreds of narrow spectral bands and this reflective portion creates a unique spectral signature for an object. This allows the identification of various materials on earth surface by the unique spectral signature. As the sensors capture HSIs are very expensive, only few HSI datasets are publicly available [65]. Also, the task of creating groundtruth and pixel-labelling is exorbitant and time-demanding [81] and consequently only a few labelled HSIs samples are available for research work. Moreover, the DL-based models need an adequate number of training samples for parameter tuning during the training phase [82]. Thus, the availability of very less number of HSI samples makes the classification task very challenging [83]. Nevertheless, some of the HSI datasets are publicly available and in this section three most popular datasets i.e., Pavia University, Indian Pine, and Salinas are discussed.

2.1. Dataset of Indian Pine

Dataset of Indian Pine has been captured as first dataset by airborne-visible-infrared-imaging-spectrometer (AVIRIS) sensor over a site in northwestern, Indiana, USA [84]. The spatial resolution of image is 20m with a spatial size of 145×145 pixels. The spectral range of the acquired image is 0.4-2.5μm with a sum of 224 number of spectral bands. However, after removing water absorbed and noisy bands, only 200 spectral bands are utilized in experiments. Also, the image contains 16-classes with total 10366-samples in the dataset as depicted in Table 1.

| Sr. No. | Class                   | Samples |
|---------|-------------------------|---------|
| 1       | Oats                    | 20      |
| 2       | Corn                    | 237     |
| 3       | Woods                   | 1265    |
| 4       | Wheat                   | 205     |
| 5       | Alfalfa                 | 46      |
| 6       | Grass-trees             | 730     |
| 7       | Soybean-mintill         | 2455    |
| 8       | Corn-mintill            | 830     |
| 9       | Grass-pasture           | 483     |
| 10      | Soybean-clean           | 593     |
| 11      | Soybean-notill          | 972     |
| 12      | Corn-notill             | 1428    |
| 13      | Hay-windrowed           | 478     |
| 14      | Stone-steel-towers      | 93      |
| 15      | Grass-pasture-mowed     | 28      |
| 16      | Buildings-grass-trees-drives | 386   |

**Table 1. Samples and groundtruth classes of Indian Pine Dataset**

Total 10366
2.2. Dataset of Pavia University
Reflective-optics-spectroscopic-imaging-system (ROSIS) sensor was used to capture Pavia university dataset over the Pavia University, northern Italy [85]. The image contains a spatial resolution of 1.3m with a spatial size 610×340 pixels. The original image contains total 115 spectral bands in a spectral range 0.43-0.86μm. However, a total of 103 spectral bands are utilized in experiments after discarding noisy bands. Also, total of 9-classes having 42776-samples are available in the dataset as shown in Table 2.

Table 2. Samples and groundtruth classes of Pavia University Dataset

| Sr. No. | Class                  | Samples |
|---------|------------------------|---------|
| 1       | Trees                  | 3064    |
| 2       | Gravel                 | 2099    |
| 3       | Asphalt                | 6631    |
| 4       | Bitumen                | 1330    |
| 5       | Shadows                | 947     |
| 6       | Meadows                | 18649   |
| 7       | Bare soil              | 5029    |
| 8       | Painted metal sheets   | 1345    |
| 9       | Self-blocking bricks   | 3682    |
|         | **Total**              | **42776**|

2.3. Dataset of Salinas
Salinas Dataset has been captured by AVIRIS sensor in southern California, USA over the Salinas Valley [86]. The spatial resolution of the image is 3.7m with a spatial size 512×217 pixels. The image is captured in spectral range 0.4-2.5μm with 224 spectral bands in total. However, after reducing noisy and other redundant bands, total of 204 spectral bands are utilized in experiments. Also, a total of 16-classes with 54129-samples are available in the dataset as outlined in Table 3.

Table 3. Samples and groundtruth classes of Salinas Dataset

| Sr. No. | Class                        | Samples |
|---------|------------------------------|---------|
| 1       | Celery                       | 3579    |
| 2       | Fallow                       | 1976    |
| 3       | Stubble                      | 3959    |
| 4       | Fallow smooth                | 2678    |
| 5       | Lettuce romaine 4wk         | 1068    |
| 6       | Vineyard untrained           | 7268    |
| 7       | Lettuce romaine 5wk         | 1927    |
| 8       | Soil vineyard develop        | 6203    |
| 9       | Lettuce romaine 6wk         | 916     |
| 10      | Fallow rough plow           | 1394    |
| 11      | Vineyard vertical trellis    | 1807    |
| 12      | Lettuce romaine 7wk         | 1070    |
| 13      | Grapes untrained             | 11271   |
| 14      | Broccoli green weeds 2       | 3726    |
| 15      | Broccoli green weeds 1       | 2009    |
| 16      | Corn-sensed-green-weeds      | 3278    |
|         | **Total**                   | **54129**|
3. Related work on Deep Learning Models for Hyperspectral Image Classification

Recently, deep learning (DL) has been the most popular and successful technique in computer-vision domain and has achieved remarkable results [27]. Prompted by these successful applications, DL has been employed in remote sensing area for HSIs classification [28] [29]. If compared with traditional ML-based methods, DL-based methods have an edge as the learning process in DL is fully-automatic. With these discriminatory features, a massive number of DL-based models have been developed to learn and extract HSI-features and demonstrated good classification accuracies. However, paying attention to the fact that the characteristics of all DL-based models are different, in this section, the authors have categorized the related literature into five categories based upon the types of model utilized for feature extraction. These distinguished networks are expected to extract spatial and spectral information for the subsequent classification. Sections 3.1-3.5 will introduce the five categories of DL-based models in further detail.

3.1. Convolutional Neural Network (CNN) Based HSI Models

The architecture of CNN model is inspired by biological visual system [30]. A CNN is employed in [31] to extract the spectral information in order to handle the overfitting problem. In [32], the proposed CNN architecture has transformed 1D spectral-vector into 2D matrix to fully utilize the spectral information. In [33] authors have presented a hybrid approach in which convolutional layers are employed to extract middle level spectral features and recurrent layers are used to extract spectral contextual information for HSI classification. In [34] PCA is employed to reduce the dimensions in HSIs and then a fusion of CNN kernels with Gabor kernels is utilized for classification. Similarly, PCA is utilized to extract spatial information in [35] and then this spatial information is provided to a fully connected CNN framework for classification. Likewise in [36], a 2D-CNN has been trained with spatial information along with spectral information. A data adaptive kernel approach is used in 2D-CNN to learn by itself from 2D HSIs in [37]. In addition, handcrafted features are also utilized along with spectral information to deal with the problem of limited training sample in some research works. For instance, overfitting problem is coped by utilizing 2D-CNN in combination with Gabor filtering method in [38]. Furthermore, some authors have also utilized an integrating spectral-spatial information for HSIs classification. For example, an improved pixel pair feature approach in used in [39] and an efficient 3D-CNN framework is proposed in [40] which exploits spectral and spatial information simultaneously. In [41], instead of independently merging spectral and spatial information, a two-stage hybrid deep framework is proposed for the extraction of spectral-spatial features jointly where CNN is utilized to extract the joint features and Stacked AE is employed to obtain deep hierarchical features. Similarly in [42], the authors have introduced a 3d-CNN model which exhibits good performance and jointly exploits spectral and spatial features. In [43], dual channel CNN based framework is proposed where 1D-CNN and 2D-CNN are used to extract the spectral and spatial features respectively. A novel methodology is explored in [44] where a band attention module is embedded with CNN framework to deal with noise in HSI. In the study [45], a combined metric learning-based framework with CNN is proposed. In this work, CNN is employed to extract spatial features while the metric learning based framework is used to fuse the spectral and spatial features together. In [46], a multiscale filtering is used in CNN framework to obtain multi scale features to increase the HSI representational ability. A three-channel virtual RGB image is utilized to extract spatial features in study [47]. These images are passed to CNN for multi-scale feature extraction. In [48], the authors have proposed a semi-supervised 3D-CNN employing an adaptive band selection strategy to exploit spectral-spatial features jointly. Similarly, spectral-spatial features are jointly extracted using a hybrid unsupervised 3D convolutional-autoencoder in [49]. In study [50], a hybrid approach is used to extract spectral-spatial features together. In the proposed work, a 3D-CNN is used to exploit spectral-spatial features while 2D-CNN model is employed to obtain more abstract spatial features.
3.2. Recurrent Neural Network (RNN) Based HSI Models
An RNN based HSI classification framework has been proposed for the first time in [51]. In this work, a novel activation function is also used and class labels are determined by using sequential properties of HSIs. In [52], a spatial sequential based RNN model is proposed to utilize a fusion of Gabor filters and morphological profiles for HSI classification. A spectral-spatial LSTM based framework is proposed in [53] to utilize the spatial feature along with spectral features as an attempt to improve the classification accuracy further. In this study, an LSTM duo is employed to learn spectral and spatial features of HSI. Similarly, the authors in [54] have proposed LSTM cells based RNN framework which incorporates multi-spectral and multi-temporal information along with spatial information. In many studies, hybrid RNN models are proposed for HSI classification. For example, in [55], a convolutional-RNN is implemented where CNN model is utilized to extract middle level features and RNN is used to extract spectral contextual information for classification of HSIs. Similarly, in paper [56] a hybrid framework composed of CNN and GRU based RNN is proposed to exploit both spectral and spatial information. In [57], a bidirectional convolutional LSTM is proposed in order to jointly exploit spectral-spatial information for HSI classification. A hierarchical RNN in combination with 3D-CNN is implemented in [58] to extract multi-scale spectral-spatial features. Similarly, a hybrid framework, composed of a recurrent 2D-CNN and a recurrent 3D-CNN, is implemented in [59] to exhibit good performance. In study [60], two layers of RNN are utilized to compose a cascaded framework, first layer is employed to reduce the spectral bands and the second layer is used to learn features from HSIs.

3.3. Deep Belief Network (DBN) Based HSI Models
The hierarchical deep layers in DBN learn features from inputs in an unsupervised way and due to these characteristics DBN has been very popular among many researchers in HSI classification. For instance, DBN is used for land cover classification in [61] where spectral and spatial features are jointly used. This approach has to face challenges in learning process as multiple hidden layers respond similarly due to co-adaption. In [62], an improved diversified DBN model is used to improve the classification accuracy by regularizing the pre-training process. Similarly, a combined band selection and band grouping approach is utilized to enhance the texture features of HSIs in the proposed DBN framework [63]. In this study a guided filter is also used to enhance the texture features and then a softmax-classifier is used to obtain the classification results. In the study [64], a parallel layers framework, composed of Gaussian-Bernoulli restricted boltzmann machine (RBM) to extract high level and nonlinear features from HSIs, is effectively utilized with a logistic regression classifier. Further, many researchers have considered exploitation of spectral and spatial information jointly in their works to achieve improved classification results. Like, a logistic regression layer based DBN framework proposed in [65] has demonstrated improved classification results by joint exploitation of spectral and spatial features. Likely, a spectral-spatial graph based RBM approach is proposed in [66] for HSI classification. In this approach, the RBM is trained to extract the joint spectral-spatial features and the extracted features are then passed to regression layer based DBN for classification.

3.4. Auto Encoder (AE) Based HSI Models
AE is another popular DL model in HSI classification community due to its unsupervised feature learning capability. Many variants of AE model have been effectively used in many research works primarily to reduce features of high dimensional HSIs. For instance, in paper [67] multi-layer AEs are used in a combination to reduce dimensionality of HSIs and a softmax logistic classifier is utilized for classification. In [68], an improved unsupervised HSI classification framework is implemented where counteractive autoencoder [69] is combined with the multi-manifold learning framework proposed in [70]. Furthermore, the spatial and spectral features are jointly exploited by an unsupervised feature extracting framework consisting of recursive AEs in [71] and the neighboring pixel features are extracted depending upon the spectral similarity. In the work [72], a two-stream hybrid deep neural network is proposed with a class specific fusion approach to learn the fusion weights adaptively. One stream is employed to extract spectral features using stacked AE and second stream is composed of
CNN to extract spatial features. The classification is completed by combining the class prediction scores of both the streams. Similarly, in [73], another hybrid framework for multi-feature based HSI classification is proposed which uses PCA to reduce dimensionality, guided filters to get spatial features and a sparse AE to extract high level features. The authors in [74], have proposed a batch-based training scheme for AEs to exploit spectral-spatial features and these features are merged via a mean pooling scheme. Likely, a classification framework, exploiting spectral-spatial, is developed in [75] to utilize stacked sparse AE for feature extraction and random forest classifier for final classification. Furthermore in [76], the authors have used a threefold feature learning scheme proposed in [77] to implement an efficient multilayer extreme learning machine-based AE framework. In work [78], the authors have addressed the issue of high inter-class-similarity and high intra-class-variability. Here a stacked AE model is used to learn discriminative features via imposing a local fisher discriminant regularization. In the work proposed in [79], extended morphological profiles are utilized to incorporate spatial information within the spectral information obtained from spectral segments. The proposed scheme has been very effective in terms of time complexity. Recently, [80], a k-sparse denoising AE is knitted with spectral-spatial features is employed for HSI-classification. In this work, the spatial features are obtained through restricted spatial information in order to reduce intra-class variability of spatial features.

3.5. Generative Adversarial Network (GAN) Based HSI Models

GAN is comparatively new but very popular DL model for HSI classification due to its distinguished capability to address the issue of overfitting in deep models [87]. As the HSI training samples are limited, deep models have to face the problem of overfitting and these models exhibit good performance in testing phase but a relatively poor performance during testing phase. In [88], GAN has been introduced for the first time as a hybrid deep convolutional GANs for HSI classification. In this work, the authors have employed GAN to learn hierarchy of representation from object part and demonstrated good performance. In the work [89], an auxiliary classifier GAN is proposed by the authors, in which a softmax classifier is utilized in place of discriminative model to produce multiclass label probabilities. Similarly, authors in [87] have proposed a hybrid GAN based framework, in which two CNNs are employed to discriminate the inputs and generate fake inputs respectively. Further, 3-D GAN is employed as a deep spatial-spectral classifier in [90]. In [91], a semi-supervised framework GAN is developed to extract the spectral-features automatically and has shown a significant improvement in the performance with limited number of labelled samples. In a recent study [92], a semi-supervised adaptive weighting feature fusion GAN framework is implemented. In this work, the authors have focused on combination of unsupervised mean minimum loss and supervised central loss to avoid the situation of model collapse.

4. Comparison of Published Work

DL-based methodologies have been very popular among the researchers in HSI classification for past few years. In comparison with conventional ML-based methodologies, DL-based models have been employed in HSI datasets for feature extraction and demonstrated impressive classification accuracies. Moreover, the characteristics of each DL-based model is different and hence in this section, a summarization of the review of published literature is carried out, based upon five DL-based models as depicted in Table 4. In this section, the authors have strived to find types of methodologies used in the literatures to exploit the HSI features and main tasks performed by DL-based models. Here, the methodologies are divided into four categories viz. spectral-based, spatial-based, spectral-spatial based and hybrid. The pixel-wise spectral features are exploited in spectral-based methodologies. Spatial-based methodologies utilize spectral and spatial features both but exploitation is done separately while in case of spectral-spatial methods spatial and spectral features are exploited jointly. Finally, in the hybrid methodologies two or more DL-based models are employed to perform feature extraction, dimensionality reduction or feature learning tasks. These guidelines will be very helpful in selecting a most suitable model for each task involved in HSI classification. Also, the selection of appropriate model can help in reducing computational complexities of DL-based models along with a remarkable classification accuracy.
Table 4. Comparison of deep learning models based upon different methodologies

| DL Model | Spectral based | Spatial based | Spectral-Spatial based | Hybrid |
|----------|----------------|--------------|------------------------|--------|
| CNN      | [31], [32]     | [34], [35], [36], [37], [38] | [39], [40], [42], [44], [46], [47], [48] | [33], [41], [43], [45], [49], [50] |
| RNN      | [51]           | [52]         | [53], [54], [58]      | [55], [56], [57], [59], [60] |
| DBN      | XXXXX          | XXXXX        | [61], [62], [63], [66] | [64], [65] |
| AE       | XXXXX          | XXXXX        | [67], [71], [74], [75], [76], [78] | [68], [72], [73], [79], [80] |
| GAN      | XXXXX          | XXXXX        | [89], [90], [91]      | [87], [88], [92] |

Based upon the comparison depicted in Table 4, CNN has been the most widely used DL-based model due to its eminent capability to extract and learn most prominent features automatically from the complex non-linear datasets. Another distinguished property of CNN is to utilize fully connected layer for classification purpose along with softmax operator. AEs have also been very popular and used in many studies due to its unsupervised deep feature learning capability. In most of the papers, AE has been utilized as an effective tool for feature compression in high dimensional data. Another widely used unsupervised DL-based model is DBN. DBN is capable of learning prominent features without any loss of important information. In the literature review, RNN has been found as the second most widely used DL-based model after CNN. RNN has a distinct capability to consider spectral feature as time sequence which makes this model very effective in learning sequential data inputs. In most of the paper, the availability of very limited training-samples is recognized as a big challenge in HSI classification. GAN models are used in most of the recent work to deal with this problem and has achieved impressive classification results. Although GANs are not used for classification purposes but utilized in collaboration with CNN/RNN in hybrid frameworks.

5. Conclusions

Hyperspectral image (HSI) classification has been a quite spunky field in remote sensing area and recently DL-based models has drawn a big attention in this area. As compared to traditional ML-based classification methods, DL-based models have demonstrated good performance with a remarkable advantage of learning complex HSI features automatically via a sequence of hierarchical layers. In this literature the authors have briefly discussed about benchmark HSI datasets viz. Pavia University, Indian Pine and Salinas. Then, the authors have focused on various the DL-based HSI classification methodologies available in related literature and provided a comprehensive review of the existing work. Specifically, the literature on HSI classification using DL-based methods is categorized into five categories based upon the type of DL models used viz. CNN, RNN, DBN, AE and GAN. Through this work, it can be clearly observed that CNN model is most popular and has been used very widely for HSI classification tasks. It has also been observed that the DL-based methodologies, utilizing both the spectral and spatial features jointly, have exhibited significant improvement in classification accuracies. Also, the hybrid deep learning model-based approaches utilizing one or more DL models to learn spectral features and employing a separate model to exploit spatial information from HSIs, have been very popular among the researchers working in this area and also demonstrated remarkable classification performances in many works. It has also been observed that high computational complexity of deep learning models is very critical and it is the need of the hour to implement parallel HSI classification architectures. In this direction, specialized high performance computing platforms can be used to develop DL-based HSI classification frameworks. This work may be helpful for the researchers working in this area and provide useful guidelines for the upcoming studies in this context.
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