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In this paper, a typical airfoil aluminum plate structure is taken as the research object. A structural deformation monitoring and reconstruction method, PSO-RR (particle swarm optimization-ridge regression) algorithm, is proposed. A variety of different complex load cases are applied to the airfoil structure, and the strain values at some specific positions of the structure are collected. The ridge regression algorithm is used to construct the theoretical model of the relationship between the strain and structural deformation. Then, the structural displacements with different load cases are monitored and reconstructed. To improve the precision, the PSO algorithm is used to optimize the ridge regression parameters and comparative analysis is carried out with the typical structural deformation reconstruction algorithm, such as the KO theoretical method. Results show that the PSO-RR predicts the deformation of complex wing structures under different kinds of complex load cases accurately. This method, which has high precision, does not depend on the specific structures and load cases.

1. Introduction

The aircraft is subjected to high aerodynamic loads during flight. The bending deformation of the wing makes it easy to produce stress concentration in some parts (such as the root of the wing). The long-time fatigue stress may endanger flight safety. Especially, for the next-generation of flexible variant aircraft, which has been studied deeply for a long time, its wing deformation scale is larger, and the deformation modes are very different from the traditional aircraft. It is difficult to get the real-time deformation data and transform the strain data into displacements. In addition, the aerodynamic loads of the wing are complex and change in real-time during flight. The real-time wing deformation during flight can be used for shape control and structural failure monitoring and prediction; it is a key issue that must be resolved [1]. Therefore, studies on wing deformation monitoring and reconstruction under complex load conditions are significant.

Currently, the wing deformation measurement technology can be divided into two types, contact and noncontact. The noncontact measurement method mainly focuses on image capture, laser scanning, and tracking [2, 3]. The target point needs to be located by light, which is greatly affected by environmental factors and difficult to calibrate and install. Therefore, contact measurement technology has been continuously developed and applied [4]. Strain, pressures, velocities, and other related information are obtained through sensors arranged on the surface or inside of the wing. Then, the status of the wing can be monitored. The wing strain information can be equivalently converted into structural deformation. The deformation reconstruction methods based on strain monitoring are mainly divided into the following types. Hauge and Foss [5] proposed modal transformation algorithms for the first time, which used the relationship between the strain mode and the displacement mode to obtain strain values and displacements. Borgert et al. [6] of NASA Langley Research Center combined the strain with finite element analysis to clarify the universal applicability of the modal method, which could be used for the real-time aircraft wing deformation reconstruction. Bernasconi and Ewins [7] used the strain measured by the strain
gauges to normalize the modal strain field. Wang et al. [8] calculated the strain mode and the displacement mode of the beam structure through theoretical derivation. Then, the modal superposition principle was used to estimate the dynamic displacement of the beam structure. Tessler proposed the inverse finite element method based on the least square variational equation. The inverse method referred to the inversion between the known quantity and the unknown quantity. The structural strain values were known, and then, the structural displacements were deduced. Based on the Mindlin plate theory of elasticity and the principle of minimum potential energy, the inverse finite element was established. Gherlone et al. [9] proposed the inverse finite beam element suitable for the beam shear and torsional deformation. The simulation results showed that the deformation estimation obtained by using the inverse finite beam element was similar to the finite element software. Furthermore, the inverse finite beam element had successfully investigated the static and dynamic deformation reconstruction of the rigid frame structures. Tessler et al. considered the influence of multilayer composite surface on in-plane deformation of the plate and extended the small deflection plate deformation theory to the deformation description of composite structural plate [10], which was called refined zigzag theory (RZT). Kefal et al. [11] proposed an improved fFEM formulation for displacement and stress monitoring of laminated composite, sandwich plates, and shells. The advantage of the current formulation was that highly accurate through the thickness distributions of displacements, strain, and stresses were attainable using an element based on simple C⁰-continuous displacement interpolation functions.

Many scholars have done a lot of research on the displacement-strain relationship. Ko et al. [12, 13] of NASA Dryden Flight Research Center proposed the KO displacement theory based on the piecewise linearization method and extended the theory to different load forms and different structures. The strain sensors were embedded on the surface of the beam. Then, the KO displacement equation was formulated with the strain data. The displacement equation was established with the measured (or finite element generated) strain data. Finally, the deflection and the cross-sectional twist angle of the beam were calculated. In 2009, the KO displacement theory was applied to the deformed shape analysis of the doubly tapered wings of the Ikhana unmanned aircraft [14].

Yi et al. [15] proposed a 3D surface reconstruction algorithm that transformed the strain into the discrete curvature of structure. Meng et al. [16] derived and fitted the deflection function of antenna array bending by strain on the surface of the antenna array unit panel, to achieve the deformation monitoring of the satellite antenna array unit. Currently, many strain sensors are needed to get more data to improve higher reconstruction accuracy. The strain measurement paths are also needed to be established based on the wing model before measurement. If the strain measurement paths and points are decided randomly, piecewise linearization during the following reconstruction process will accumulate great system error and the results are incredible.

With the development of artificial intelligence technology, intelligent algorithms are gradually applied to the area of wing deformation reconstruction. Shuo et al. [17] used a RBF neural network prediction model to realize high-precision numerical simulation. Siyuan et al. [18] proposed a fuzzy network method for real-time deformation measurement of airfoil antenna. Experiments were carried out on a flexible wing plate with 1200 mm length and 200 mm width. The maximum displacement in the training set of the fuzzy network method was 132.49 mm. The relative error of predicted displacement was 0.00019%. The maximum displacement in the test set was 108.98 mm. The relative error of predicted displacement was 1.535%. Fu et al. [19] combined fuzzy network and inverse finite element method to detect the deformation of the variable cross-section beam structure. Variable cross-section beam structure was a flexible structure with 1500 mm length and 200 mm width. The maximum displacement could reach about 150 mm. Dynamic load test on the variable cross-section wing model showed that the deformation reconstruction error obtained by the modified strain measurement was lower than 6.7%. Mao [20] proposed a linear neural network method for the deformation reconstruction of truss beam, which was not based on the specific object model. In this method, a linear mapping relationship between strain and displacement was assumed and the neural network was selected to identify and approximate such relationships. Chunhua et al. [21] developed a corrugated skin configuration to meet the requirements of the wing skin large deformation and constructed a radial basis function (RBF) neural network model with the current signal as input and the deformation as output. The average and maximum relative errors of the predicted displacement were 2.13% and less than 6%, respectively. Bao et al. [22] proposed a self-structuring fuzzy network (SSFN) method suitable for real-time measurement of the wing long-baseline antenna deformation. The experiment was carried out on the aluminum wing plate model with the static load. Xiao et al. [23] selected the BP neural network for the deformation calculation of the composite plate and used the data measured by laser displacement sensors and fiber grating sensors to train the BP neural network, which can be used to realize the composite plate deformation reconstruction. There are certain mapping relationships between strain values and displacements while the intelligent algorithm method is used for deformation reconstruction. The mapping relationships that do not depend on the research structure can be established. At present, all the studies are aimed at model structures with single-point concentrated loads. It is difficult to monitor and reconstruct the structural deformation precisely under multi-point or distributed complex load conditions.

For the existing problems of the structural deformation reconstruction, a wing deformation reconstruction algorithm, named PSO-RR (particle swarm optimization-ridge regression), was proposed. This algorithm established the mathematical model between strain points and displacement measurement points. The mathematical model could be independent of complex structures. It had high deformation reconstruction accuracy when the number of sensors was small. The structural deformation under different complex
load conditions could also be predicted precisely. For the study, an aluminum plate cantilever beam was selected as the research object, 34 different complex typical load cases were applied to the structure, and the strain values of specified points were obtained. Theoretical models of deformation point displacements and strain values were established by the ridge regression algorithm, and model ridge parameters were optimized through PSO algorithm. Subsequently, test results showed that the reconstruction deformation accuracy of the cantilever beam under complex working conditions was high. Finally, this method was applied to the specific complex aircraft wing structures, and ideal results were achieved.

2. The Deformation Reconstruction Principles of PSO-RR Algorithm

2.1. Ridge Regression Algorithm. Ridge regression [24] is a biased estimation regression method after the improvement of least squares regression, which abandons the unbiased property of least squares to obtain a more practical regression process [25]. Ridge regression attempts to address the bias-variance in the linear regression models. A nonlinear form of ridge regression can be obtained by reformulating ridge regression in dual variables using the well-known kernel method [26]. The ridge regression can be used to establish the theoretical model between the measured strain values of structural deformation and the displacement values of deformation reconstruction prediction points.

We suppose that there are \( M \) strain measuring points and \( N \) displacement measuring points on the surface or inside of the structure. The structure is subjected to \( K \) times of loads at different positions and under different load conditions to generate elastic recoverable deformation. Then, the strain matrix of all the measurement points and load cases is shown in equation (1), and the real measurement displacement matrix and predicted displacement matrix of the structures are shown in equations (2) and (3).

\[
X_{\text{ridge}} = \begin{bmatrix}
    x_{11} & x_{12} & \cdots & x_{1M} \\
    x_{21} & x_{22} & \cdots & x_{2M} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{K1} & x_{K2} & \cdots & x_{KM}
\end{bmatrix},
\]

\[
Y_{\text{ridge}} = \begin{bmatrix}
    y_{11} & y_{12} & \cdots & y_{1K} \\
    y_{21} & y_{22} & \cdots & y_{2K} \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{N1} & y_{N2} & \cdots & y_{NK}
\end{bmatrix},
\]

\[
\hat{Y}_{\text{ridge}} = \begin{bmatrix}
    \hat{y}_{11} & \hat{y}_{12} & \cdots & \hat{y}_{1K} \\
    \hat{y}_{21} & \hat{y}_{22} & \cdots & \hat{y}_{2K} \\
    \vdots & \vdots & \ddots & \vdots \\
    \hat{y}_{N1} & \hat{y}_{N2} & \cdots & \hat{y}_{NK}
\end{bmatrix},
\]

where \( Y_{\text{ridge}} = X_{\text{ridge}} \omega \) and \( \omega \) is the regression coefficient matrix. The size of \( \omega \) is \( M \times N \). The ridge regression loss function is defined as

\[
L(\omega) = \left\| Y_{\text{ridge}} - Y_{\text{ridge}} \right\|_{2}^{2} + \lambda \| \omega \|_{2}^{2},
\]

where \( \lambda \) is the ridge parameter. The gradient of the loss function can be expressed as

\[
\frac{\partial L(\omega)}{\partial \omega} = \frac{\partial}{\partial \omega} \left( \left\| X_{\text{ridge}} \omega - Y_{\text{ridge}} \right\|_{2}^{2} + \lambda \omega^{T} \omega \right)
= \frac{\partial}{\partial \omega} \left( X_{\text{ridge}} \omega - Y_{\text{ridge}} \right)^{T} \left( X_{\text{ridge}} \omega - Y_{\text{ridge}} \right) + \lambda \omega^{T} \omega
= 2 \left( X_{\text{ridge}} \right)^{T} X_{\text{ridge}} \omega - 2 \left( X_{\text{ridge}} \right)^{T} Y_{\text{ridge}} + 2 \lambda \omega,
\]

making \( \frac{\partial L(\omega)}{\partial \omega} = 0 \); the global optimal solution is obtained:

\[
\omega_{\text{ridge}} = \left( \left( X_{\text{ridge}} \right)^{T} X_{\text{ridge}} + \lambda I \right)^{-1} \left( X_{\text{ridge}} \right)^{T} Y_{\text{ridge}},
\]

where \( \omega_{\text{ridge}} \) is the ridge regression estimation. \( \omega_{\text{ridge}} \) can be determined through the training data of the \( K \) times loads. When an unknown load is applied to the structure, the predicted displacement value of ridge regression can be obtained according to \( \omega_{\text{ridge}} \). In the ridge regression deformation reconstruction model, the choice of the ridge parameter \( \lambda \) directly affects the prediction result. Therefore, the relative error average of the predicted displacement is used as the performance index, and the PSO algorithm is used to obtain the optimal \( \lambda \) value.

2.2. PSO Algorithm. PSO algorithm is a group-based intelligent optimization search method [27], which is developed by Dr. Kennedy and Dr. Eberhart [28]. This algorithm mimics the social behavior patterns of the bird flock. This pattern is based on the intelligence of every individual and also influenced the collective behavior of the flock. The PSO algorithm model a problem into a space. Each particle has velocity and position. Particles evaluate their position and move towards to target which is the best position of the herd. This process is performed until the maximum iteration is reached [29, 30]. It is assumed that the potential solution of each ridge parameter in the ridge regression calculation is a particle in the search space, and all particles constitute a particle swarm. The particle swarm is randomly initialized in a given solution space. Each particle has an initial position and velocity, and the \( \lambda \) is searched in the solution space by iterative optimization [31].
It is supposed that in a $D$-dimensional target search space, a community is formed by $P$ particles, where the $i$th $x_i$ particle is represented as a $D$-dimensional vector:

$$
x_i = (x_{i1}, x_{i2}, \cdots, x_{iD}), \quad i = 1, 2, \cdots, P.
$$

(7)

The flying speed of the particle is also a $D$-dimensional vector, denoted as

$$
v_i = (v_{i1}, v_{i2}, \cdots, v_{iD}), \quad i = 1, 2, \cdots, P.
$$

(8)

The optimal position of the particle searched is called the individual optimal value, expressed as follows:

$$
P_{\text{best}} = (p_{11}, p_{12}, \cdots, p_{1D}), \quad i = 1, 2, \cdots, P.
$$

(9)

The optimal position of the entire particle swarm searched is called the global optimal value, which is recorded as

$$
g_{\text{best}} = (g_1, g_2, \cdots, g_D).
$$

(10)

When these two optimal values are found, the velocity and position of the particles are updated according to

$$
v_{ij}(t + 1) = v_{ij}(t) + c_1 r_1(t) \left( p_{ij}(t) - x_{ij}(t) \right) + c_2 r_2(t) \left( g_{ij}(t) - x_{ij}(t) \right),
$$

(11)

$$
x_{ij}(t + 1) = x_{ij}(t) + v_{ij}(t + 1), \quad i = 1, 2, \cdots, P, \quad j = 1, 2, \cdots, D,
$$

(12)

where $c_1$ and $c_2$ are learning factors, $r_1$ and $r_2$ are random numbers between 0 and 1, $v_{ij}$ is the speed of the particle, $v_{ij} \in [-v_{\text{max}}, v_{\text{max}}]$ and $v_{\text{max}}$ is a constant, used to limit the speed of the particle.

The position of each particle is substituted into the ridge regression model. The predicted displacement value $Y_{\text{ridge}}$ is calculated. The average relative error between $Y$ and the real displacement value $Y_{\text{ridge}}$ is used as the fitness of the particle, which is evaluated whether the particle reaches the optimal position.

The flow chart of the optimization process is shown in Figure 1.

The particle position corresponding to the global optimal value of the PSO is the optimized ridge parameter. It is used to predict the deformation under the other load cases, thereby the optimal deformation reconstruction model is established.

**3. Experimental System of Airfoil Cantilever Beam**

To check the effectiveness of the PSO-RR method on actual wing structures, the airfoil cantilever beam was taken as the research object. The length of the beam was 500 mm (excluding the fixed part), the fixed end width was 100 mm, the free end width was 50 mm, and the thickness was 3 mm. The material was aviation aluminum alloy, elastic modulus 71 GPa, Poisson’s ratio 0.3, and density 2.81 g/cm³. End-fixed support was shown in Figure 2.

The cantilever beam was arranged with fifteen concentrated loading points at equal intervals along the sides and center lines. Five strain measurement points were arranged at equal intervals along the upper side of the cantilever beam from the fixed end to the free end, and another five strain points were arranged at another symmetric side, shown in Figure 2. According to the analysis results of the model finite element under different load cases and the experience of previous research, the number and arrangement of strain measurement points were determined.

Strain-type sensors were used in the experiment. The loading point positions and strain-type sensors on the test model were shown in Figure 3. The right side in the figure was the fixed end of the cantilever beam.

Four displacement measurement points were selected on the free end of the cantilever beam. The specific positions were shown in Figure 4, and the deformation displacement in the vertical direction was measured by the laser displacement sensor when the load was applied. A laser displacement sensor was placed on the table, as shown in Figure 5. The displacement measurement point was irradiated with the laser point from the laser displacement sensor. The initial position was recorded and set to zero by the laser displacement sensor when the structure was not loaded. The vertical direction deformation was recorded directly when the structure was loaded with small deformation. When the structure was loaded with large deformation, the laser point would offset from the original displacement measurement point. It was necessary to move the laser displacement sensor horizontally to ensure the displacement measurement point was irradiated with the laser point again. Then, the deformation was recorded in the vertical direction.

Each load point had a through-hole with a diameter of 2 mm. One end of the light nylon wire was passed through the hole and fixed with a thread locking device; another end was hung with weights to exert static load on the beam. The loading mode of weights was shown in Figure 6.

A multichannel strain measurement system and a laser displacement sensor were selected to test the strain values and displacement values. The experimental system was shown in Figure 5. The strain measurement system consisted of double-bar T-type strain gauge BE120-2BB (23), multichannel strain gauge (TS3828E), and its supporting software. Each T-type strain gauge contains two sensitive grids which were perpendicular to each other. Therefore, the longitudinal and transverse strain of the beam could be measured at the same time. Before each test, the strain gauge was set to zero to eliminate the influence of additional weights, such as beam deadweight, the wire, wire locks, and nylon wire.

**4. Experimental Load Cases of the Beam**

To verify the influence of different load cases on the beam deformation, 34 different types of static concentrated load
cases were adopted, as shown in Table 1. The load was positive in the direction of gravity and negative in the opposite direction. The flow chart of the whole experiment was shown in Figure 7. Loading tests with different kinds of load cases was shown in Figure 8.

5. Static Load Test Results of Cantilever Beam

Strain values were obtained after all the tests, but the accuracy of the test results lacked quantitative evaluation [32]. Therefore, it was necessary to analyze the measurement
errors during the experiment process and determine the uncertainty to evaluate the reliability of the test. During the test process, many factors, such as stability and precision accuracy of test instruments, the vibration of surrounding environment, temperature changes, model consistency after each load replacement, and so on, could affect the test accuracy. In every experiment, each strain measurement point was continuously collected 50 strain values. The accuracy and uncertainty of the test results were analyzed as follows.

Considering the longitudinal strain data of one strain point with load case 1, shown in Table 1, as an example. Test results of longitudinal strain were \( x_k (k = 1, 2, \cdots, 50) \). The \( x_k \) average value was

\[
\bar{x} = \frac{1}{50} \sum_{k=1}^{50} x_k = -4.01 \mu \varepsilon.
\]  

The experimental standard deviation of the strain point with load case 1 was
In addition, this strain point also had the test data from load case 2 to load case 34. In each load case, 50 groups of test data were continuously collected, and a total of 34 groups \( x_k \) were obtained. The combined standard deviations of this strain point with 34 load cases were calculated, shown in Figure 9. The average of this strain point under 34 load cases was shown in Table 2.

The combined standard deviation of this strain point was

\[
sp(x_k) = \sqrt{\frac{\sum_{j=1}^{34} [s_j(x_k)]^2}{34}} = 0.23 \mu e.  \tag{15}
\]

The uncertainty of this strain point was

\[
u(x_k) = \frac{sp(x_k)}{\sqrt{50}} = 0.03 \mu e. \tag{16}
\]
Figure 8: Experimental diagrams with different load cases.

Figure 9: Standard deviation and average of all load cases of one strain point.
Uncertainties of other strain points can be obtained with the same analysis method. If the confidence interval was 99.74%, the expanded uncertainty of each strain point was 

\[ U = k_p u(\bar{x}) \]

where \( k_p = 3 \), shown in Figure 10.

The laser displacement sensor had very high accuracy, less than one micron. Therefore, the test results of four displacement points under all load cases were set to the exact values, shown in Table 3.

### Table 2: Strain average of one strain point under 34 load cases.

| Load case | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  |
|-----------|----|----|----|----|----|----|----|----|----|
| Strain average (με) | -4.01 | -5.89 | 0.24 | 73.19 | 202.15 | -4.69 | -2.08 | -4.51 | 68.18 |
| Load case | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
| Strain average (με) | 204.47 | -2.45 | -1.57 | -5.71 | 69.85 | 203.07 | -1.01 | 1.95 | 0.30 |
| Load case | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 |
| Strain average (με) | 105.25 | 310.38 | 278.88 | 269.24 | 272.83 | 178.18 | 166.10 | 164.03 | 9.72 |
| Load case | 28 | 29 | 30 | 31 | 32 | 33 | 34 |
| Strain average (με) | 3.25 | -3.36 | -5.77 | -186.71 | -155.38 | -314.31 | -212.65 |

5.1. Experiments of Ridge Regression Model Prediction. To consider the uncertainty of the strain measurement system into the displacement prediction result, the Monte Carlo method (MCM) was used here [33, 34]. The basic idea was to establish the theoretical model between input and output data. The input data with uncertainty were obeyed the probability density distribution. Then, the output data of the theoretical model had statistical uncertainty.

Steps of Monte Carlo uncertainty evaluation method for deformation reconstruction test based on ridge regression model are as follows:

(a) Define the output data. In this deformation reconstruction test, it was the displacement value matrix, \( Y \), of the four displacement measurement points

(b) Define the input data. All the strain test data matrix under all load cases, \( x\text{strain}1 \), \( x\text{strain}2 \), \( x\text{strain}19 \), were the input data. The uncertainty of all this data was shown in Figure 9

(c) Build the models between input data, \( x\text{strain}1 \), \( x\text{strain}2 \), \( x\text{strain}19 \), and output data \( Y \). Ridge regression method was selected to establish this theoretical model between input and output data

(d) Set the probability density function for the input data to conform to a uniform distribution. Based on Figure 9

(e) Choose the size of the Monte Carlo trials number, \( M \). In the experiment, \( M \) was selected as \( M = 106 \). It would provide a 95% confidence interval for the output data \( Y \)

Step2: Monte Carlo spread
(a) Extract $10^6$ sample input data from the probability density distribution function of the input data, $x_{\text{strain}1}, x_{\text{strain}2}, \ldots, x_{\text{strain}20}$

(b) Calculate the output data of all sample input data based on the model

Step 3: Monte Carlo output and results

(a) Sort the output data in strictly increasing order. The output distribution function was obtained by the sorting model

(b) Obtain the final predicted deformation displacements with uncertainty. The output data of this model were the predicted values

The test results of the four displacement points under all load cases were used as the exact values. Test results of all the strain points under all load cases were the input data of the ridge regression model. The ridge parameter, $\lambda$, was initially set to 0.1. The training conditions of the model were 80% samples of all load cases, and the predicted conditions were 20% samples of other load cases. The purpose of randomly dividing all the data into the training set and the test set was to verify the algorithm accuracy in unknown load cases. Usually, the structure would be tested on the ground and in the wind tunnel. The ground experiment provided a limited number of load cases. Man unknown loads were produced in the wind tunnel experiments. The algorithm also needed to calculate the structural deformation according to the strain points under unknown load. Therefore, 20% samples of all load cases were randomly selected as the unknown load test set.

Training samples and prediction samples were randomly selected from all 34 load cases three times. Predicted displacements and corresponding exact values were shown in Figure 11. In a total of 34 load cases, the first random prediction load cases numbers were 3, 13, 15, 22, 25, 32, ad 34. The second random prediction load cases numbers were 10, 12, 16, 17, 20, 28, and 31. The third random prediction load cases numbers were 1, 6, 15, 16, 22, 27, and 31.

In Figure 11, EV meant exact value and PV meant predicted value. Figures 11(a)–11(c) were exact and predicted displacements of displacement point in three-times prediction. The legends in (b) and (c) were the same as (a). Figures 11(d)–11(f) were the corresponding absolute errors. The legends in (e) and (f) were the same as (d).

From Figure 11, we found that the maximum absolute error was 4.79 mm while the deformation displacement was 26.02 mm, and the average absolute error of the three random predictions was 1.42 mm, 2.06 mm, and 1.72 mm, respectively. All the average absolute error was 1.73 mm.

### 5.2. Experiments of PSO-RR

The parameter $\lambda$, in the ridge regression model, had a direct effect on the prediction results. PSO algorithm was used to obtain the optimized parameter $\lambda$. The dimension of PSO search space was $D = 1$, the number of particles $N = 100$, $c_1 = c_2 = 1.5$, $v_{\text{max}} = 1$

| Load cases | Displacement measurement point (mm) |
|------------|------------------------------------|
| 1          | 5.54 5.66 4.24 4.37               |
| 2          | 11.68 11.56 8.76 8.76             |
| 3          | 11.72 11.98 8.46 8.19             |
| 4          | 18.98 19.24 12.83 12.69           |
| 5          | 26.19 25.91 16.90 17.06           |
| 6          | 5.64 5.78 4.35 4.11               |
| 7          | 11.77 11.94 8.68 8.59             |
| 8          | 11.80 11.65 8.39 8.51             |
| 9          | 18.93 18.90 12.72 12.72           |
| 10         | 26.20 26.02 16.81 16.74           |
| 11         | 5.39 5.56 4.18 4.32               |
| 12         | 11.82 11.84 8.73 8.99             |
| 13         | 11.77 11.76 8.37 8.09             |
| 14         | 18.99 18.74 12.76 12.78           |
| 15         | 26.13 25.98 16.84 16.69           |
| 16         | 5.51 5.35 4.28 4.24               |
| 17         | 17.44 17.60 12.92 12.71           |
| 18         | 17.66 17.44 12.55 12.37           |
| 19         | 28.20 28.43 18.96 18.73           |
| 20         | 38.69 38.58 25.33 25.39           |
| 21         | 62.32 62.05 42.22 42.50           |
| 22         | 62.45 62.67 42.26 42.05           |
| 23         | 62.40 62.64 42.29 42.11           |
| 24         | 63.41 63.23 44.02 43.94           |
| 25         | 63.53 63.81 44.15 44.14           |
| 26         | 63.20 63.12 43.93 44.02           |
| 27         | -27.08 -26.68 -20.07 -20.14       |
| 28         | -52.38 -51.88 -37.24 -36.89       |
| 29         | -17.76 -17.84 -12.93 -12.85       |
| 30         | -24.17 -23.62 -17.05 -17.42       |
| 31         | -47.50 -48.35 -32.24 -31.98       |
| 32         | -37.89 -38.26 -25.69 -25.33       |
| 33         | -39.71 -39.53 -25.53 -25.55       |
| 34         | -26.80 -26.51 -17.14 -17.24       |

Based on early experiences. The results were shown in Figure 12. Three prediction condition numbers were the same as Figure 11.

Figures 12(a)–12(c) were the RR parameter, $\lambda$, optimization iteration curve, and the final parameters of the three predictions were $9.90 \times 10^{-2}$, $5.93 \times 10^{-2}$, and $8.95 \times 10^{-2}$, respectively. The legends in (e) and (f) were the same as (d), and in (h) and (i) were the same as (g). From Figures 12(g)–12(i), we found that the maximum absolute error between the prediction and exact result was less than 4.47 mm. The average absolute errors of the three random predictions were 0.85 mm, 1.47 mm, and 1.69 mm, respectively. The average absolute error of all the results was
1.34 mm. It was lower than the prediction result in section 5.1. All errors were less than 2 mm, and three times training conditions can include all load forms such as single-point concentrated load, unilateral load, single-side gradient load, and torsional load. After parameter optimization, the average prediction accuracy has been significantly improved. The test results showed that the PSO-RR prediction method had higher accuracy.

5.3. **Comparative Analysis and Research of KO Displacement Theory Method and PSO-RR Method.** To verify the prediction accuracy of the PSO-RR method, the typical deformation reconstruction method, KO displacement theory [35], was selected as another method. It needed to establish a strain measurement path from the fixed end of the cantilever beam to the free end. Then, the deformation curve in sections based on the strain measurement points in the path could be reconstructed. Finally, the displacements of the free end could be obtained.

Since displacement points 2 and 4, shown in Figure 4, were at the end of the strain measurement path, these two points were selected as comparative analysis. Four different load cases from single-point load, unilateral load, unilateral gradual load, and torsional load were selected randomly. Experiment and analysis results of the two different methods were shown in Table 4.

From Table 4, the maximum absolute errors of PSO-RR and KO methods were 2.12 mm and 3.96 mm. The average absolute errors of PSO-RR and KO for displacement point 2 were 1.0 mm and 1.89 mm, respectively, and 0.71 mm and 3.26 mm for displacement point 4, respectively. Experimental results showed that the PSO-RR method had higher prediction accuracy than the KO theoretical method.

6. **Application of PSO-RR Method on Real Wing Structures**

The PSO-RR method was applied to the wing skeleton structure of an aircraft. The static tests of the wing under different load cases were carried out. Eight displacement measurement points were arranged on the wing surface, shown in Figure 13. 177 strain measurement points were arranged at the front beam, rear beam, and panel. There were too many measurement points to mark out in Figure 13. The schematic diagram of wing size was shown in Figure 13, and the 3D digital model of the wing structure was shown in Figure 14.

In static load experiments, a hydraulic loading system was used. Hydraulic actuators were installed at the front and rear edges of each intercostal space for applying force, with a total of 14 loading points. The upward bending test was carried out with 5% of the test load as the first level. Subsequently, the load was increased by 5% each time and improved to 180% of the test load gradually after a 36 times increase. Then, the load was reduced by 5% each time and gradually unloaded to 0%.
Therefore, a total of 71 load cases were considered. The strain values and displacements of all the test points were recorded under all 71 load case conditions. The test was shown in Figure 15.

Since the strain measurement points were located in the key position of the wing structure, the strain measurement path cannot be established. Therefore, the typical deformation reconstruction method, the KO theory method, was not applicable. Same as above, 80% of test results of all load cases, 56 load cases, were selected randomly for PSO-RR model training. Other 15 load cases were selected as the displacement prediction. The prediction results were shown in Figure 16.

The exact and predicted values of displacement from displacement point 1 to point 8 were shown in Figures 16(a) and 16(b). Figures 16(c) and 16(d) were the corresponding

| Load case | Deformation/mm | Absolute error/mm |
|-----------|----------------|------------------|
| Exact value | PSO-RR | KO | PSO-RR | KO | Exact value | PSO-RR | KO | PSO-RR | KO |
| 3 | 11.98 | 11.72 | 11.79 | -0.26 | -0.19 | 8.19 | 8.35 | 6.68 | 0.16 | -1.51 |
| 17 | 17.60 | 17.07 | 16.90 | -0.53 | -0.70 | 12.71 | 13.22 | 10.32 | 0.51 | -2.39 |
| 24 | 63.23 | 61.11 | 65.94 | -2.12 | 2.71 | 43.94 | 42.02 | 36.54 | -1.92 | -7.40 |
| 34 | -26.51 | -27.61 | -30.47 | -1.10 | -3.96 | -17.24 | -17.50 | -15.47 | -0.26 | 1.77 |

Figure 12: Predicted and exact values of displacement of the PSO-RR method.

Table 4: Analysis of PSO-RR and KO theoretical prediction results.
absolute errors. The parameter was $5.93 \times 10^{-2}$. The maximum absolute error of all the displacement points was less than 1.2 mm, and the average absolute error of each displacement point was 0.16 mm, 0.26 mm, 0.34 mm, 0.36 mm, 0.69 mm, 0.18 mm, 0.68 mm, and 0.26 mm, respectively. Test results showed that the PSO-RR method could be used as the
deformation reconstruction of complex wing structures with complex load cases and had high accuracy.

7. Conclusions

Considering the need for real-time monitoring and deformation reconstruction of aircraft structures, the PSO-RR structure deformation reconstruction method was proposed. PSO-RR was different from other contact deformation measurement methods. It did not directly depend on the structural characteristics. Firstly, the theoretical model between the strain and deformation could be established through training data of different load cases. The theoretical model was used to predict structural deformation under unknown load cases. Secondly, PSO-RR was applied to complex real wing structures. The traditional contact measurement method had better experimental results on a simple structure with fewer strain sensors. But the real wing structure was more complex and there were many strain measurement points, the PSO-RR method could restore the structural deformation better. Thirdly, the PSO-RR could ignore the stress of the structure under complex load forms such as multipoint loading. It depended on the value of strain measuring points. The feasibility and reliability of PSO-RR were verified through experimental analysis of the airfoil cantilever beam. Three times of random prediction experiments were carried out on the airfoil cantilever beam. The average absolute error of the RR prediction result was 1.73 mm, and the average absolute error of the PSO-RR prediction result was 1.34 mm. The results proved that the PSO-RR had higher prediction accuracy. Compared with the KO deformation reconstruction method which was a typical
deformation reconstruction algorithm, PSO-RR had higher accuracy, smaller error, and more accurate deformation prediction. Finally, the PSO-RR algorithm was applied to the static loading experiment of a complex real aircraft. The maximum absolute error of all the eight displacement points was less than 1.2 mm. Test results showed that the method could predict the wing deformation displacement under different complex loads with high precision.
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