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Abstract

We study Hermitian random matrix models with an external source matrix which has equispaced eigenvalues, and with an external field such that the limiting mean density of eigenvalues is supported on a single interval as the dimension tends to infinity. We obtain strong asymptotics for the multiple orthogonal polynomials associated to these models, and as a consequence for the average characteristic polynomials. One feature of the multiple orthogonal polynomials analyzed in this paper is that the number of orthogonality weights of the polynomials grows with the degree. Nevertheless we are able to characterize them in terms of a pair of $2 \times 1$ vector-valued Riemann-Hilbert problems, and to perform an asymptotic analysis of the Riemann-Hilbert problems.

1 Introduction

We consider random matrix ensembles under the influence of an external source matrix with equidistant eigenvalues. The ensembles consist of the space of $n \times n$ Hermitian matrices with a probability distribution of the form

\[ \frac{1}{Z_n} \exp(-n \text{Tr} [V(M) - AM])dM, \quad (1.1) \]

where

\[ dM = \prod_{i<j} d\Re M_{ij}d\Im M_{ij} \prod_{j=1}^{n} dM_{jj}. \quad (1.2) \]

The external field $V(x)$ is a real analytic function which has sufficiently fast growth at infinity,

\[ \lim_{x \to \pm \infty} \frac{V(x)}{|x| + 1} = +\infty, \quad (1.3) \]

and the external source matrix $A$ is a deterministic Hermitian matrix. Due to the unitary invariance of the model, we assume, without loss of generality,

\[ A = \text{diag}(a_1, a_2, \ldots, a_n). \quad (1.4) \]

In our paper, we further assume the eigenvalues of $A$ are equispaced on a certain interval, such that $a_j = a(j-1)/n + b$ where $a$ and $b$ are constants. By arguments of shifting and scaling, it suffices to consider the case

\[ a_j = \frac{j-1}{n}, \quad \text{where } j = 1, 2, \ldots, n, \quad (1.5) \]

---
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and we work with the external source matrix $A$ given by (1.4) and (1.5) throughout this paper. The normalization constant $Z_n$ in (1.1) depends on $n$ and $V$. In the simplest example we have $V(x) = \frac{x^2}{2}$, which gives the Gaussian Unitary Ensemble (GUE) in external source $A$. If we allow singularities of $V$, and let $V(x) = (x - \frac{m}{n} \log x)_{x>0}$, we have the complex Wishart ensemble that has wide applications in statistics and wireless communication, see e.g. [8].

Random matrix ensembles with external source were introduced in [18], and are intimately connected to multiple orthogonal polynomials [15]. If the external field is the classical one $V(x) = \frac{x^2}{2}$ or $V(x) = (x - \frac{m}{n} \log x)_{x>0}$, i.e., the ensemble becomes the GUE with external source or the complex Wishart ensemble, more techniques are available for asymptotic analysis, and for a large class of external source matrices, including the equispaced one defined by (1.4) and (1.5), the asymptotics can be obtained. See [22] for the complex Wishart ensemble. However, when the external field $V(x)$ is general, the asymptotic analysis of the random matrix ensembles with external source has only had success for particular choices of external source matrices. Asymptotics for large $n$ have been studied in [14] [16] [5] [17] [4] [13] [6] in the case where the external source matrix $A$ has two different eigenvalues $a$ and $-a$ with equal multiplicity, and in [9] [10] [11] [12] when $A$ has a bounded, or slowly growing with $n$, number of non-zero eigenvalues. Large $n$ asymptotics for general external source matrices have been considered in the physics literature, see e.g. [23], but rigorous asymptotic results have not been obtained to the best of our knowledge except for the two above-mentioned cases. We remark that the GUE with external source and the complex Wishart ensemble have other generalizations, the complex Wigner matrix model with external source and the complex sample covariance matrix model respectively. They have also been studied extensively, see e.g. [7].

Let us first recall some general properties about random matrix ensembles with external source. An ensemble of the form (1.1) with eigenvalues of the external source matrix being $a_1, \ldots, a_n$, induces a probability distribution on the eigenvalues $\lambda_1, \ldots, \lambda_n$ of the matrices given by (1.4) [26] [27]

$$\frac{1}{Z_n'} \det(e^{na_i \lambda})_{i,j=1}^n \Delta(\lambda) \prod_{j=1}^n e^{-nV(\lambda_j)} \prod_{j=1}^n d\lambda_j,$$

where $Z_n' = \text{const} \cdot Z_n \cdot \Delta(a)$, and $\Delta(\lambda) = \prod_{i<j} (\lambda_j - \lambda_i)$ and $\Delta(a) = \prod_{i<j} (a_j - a_i)$ are Vandermonde determinants. A remarkable fact is that the average characteristic polynomial of such an ensemble (1.1) satisfies orthogonality conditions: indeed, let

$$p_n^{(n)}(z) := \mathbb{E}_n(\det(zI - M)) = \mathbb{E}_n'(\prod_{j=1}^n (z - \lambda_j)), $$

where $\mathbb{E}_n$ is the average with respect to (1.1), and $\mathbb{E}_n'$ is the average with respect to (1.6), then it was proved in [15] that $p_n^{(n)}$ is characterized as the unique monic polynomial of degree $n$ satisfying the orthogonality conditions

$$\int_{\mathbb{R}} p_n^{(n)}(x)e^{na_1 x}e^{-nV(x)}dx = 0, \text{ for } j = 1, \ldots, n.$$  

These are the orthogonality conditions for the so-called type II multiple orthogonal polynomials with respect to $n$ different orthogonality weights $e^{na_j x}e^{-nV(x)}$, $j = 1, \ldots, n$. Specialized to our situation $a_j = \frac{j-1}{n}$ for $j = 1, \ldots, n$, the joint probability distribution of the eigenvalues takes the form

$$\frac{1}{Z_n} \prod_{i<j} (\lambda_j - \lambda_i) \prod_{i<j} (e^{\lambda_j} - e^{\lambda_i}) \prod_{j=1}^n e^{-nV(\lambda_j)} \prod_{j=1}^n d\lambda_j,$$  

(1.9)
and the monic type II multiple orthogonal polynomials $p_j^{(n)}(x)$, where $j = 0, 1, \ldots$ is the degree, are characterized by

$$
\int_{\mathbb{R}} p_j^{(n)}(x)e^{kx}e^{-nV(x)}dx = 0, \quad \text{for } k = 0, \ldots, j - 1.
$$

(1.10)

It is well-known that the point process (1.6) is determinantal [33], and its two-point correlation kernel can be written in terms of multiple orthogonal polynomials. If $a_j = \frac{j-1}{n}$, the kernel takes the form [15]

$$
K_n(x, y) = e^{-\frac{2}{n}(V(x)+V(y))} \sum_{j=0}^{n-1} \frac{1}{h_j^{(n)}} p_j^{(n)}(x)Q_j^{(n)}(y),
$$

(1.11)

where $p_j^{(n)}(x)$ are the type II monic multiple orthogonal polynomials characterized by (1.10), and $Q_j^{(n)}(y) = q_j^{(n)}(e^y)$ are linear combinations of $e^k y$ with $k = 0, 1, 2, \ldots, j$, subjected to the orthogonality conditions

$$
\int_{\mathbb{R}} x^k q_j^{(n)}(e^x)e^{-nV(x)}dx = 0, \quad \text{for } k = 0, \ldots, j - 1,
$$

(1.12)

where $q_j^{(n)}$ is a monic polynomial of degree $j$. Finally the constants $h_j^{(n)}$ are given by

$$
h_j^{(n)} = \int_{\mathbb{R}} p_j^{(n)}(x)q_j^{(n)}(e^x)e^{-nV(x)}dx.
$$

(1.13)

The orthogonality conditions (1.10) and (1.12) for $p_j^{(n)}$ and $q_j^{(n)}$ can also be written at once as

$$
\int_{\mathbb{R}} p_j^{(n)}(x)q_k^{(n)}(e^x)e^{-nV(x)}dx = 0, \quad \text{for } j \neq k \in \mathbb{N} = \{1, 2, \ldots\}.
$$

(1.14)

Note that the multiple weights $e^{kx}e^{-nV(x)}$ constitute an AT system [30, Section 4.4], and hence $p_j^{(n)}$ and $h_j^{(n)}$ are uniquely defined, and $h_j^{(n)} \neq 0$ [31].

**Remark 1.** As the counterpart of $p_j^{(n)}(x)$, $Q_j^{(n)}(x)$ is the $j$-th multiple orthogonal polynomial of type I, up to the constant factor $h_j^{(n)}$. Generally the type I multiple orthogonal polynomials are not polynomials, but in the present setting, $Q_j^{(n)}(x)$ is a polynomial in $e^x$.

**Remark 2.** If the external field $V$ is a quadratic polynomial, distributions of the form (1.6) can also be realized in models consisting of $n$ non-intersecting Brownian motions. In particular, (1.9) is the joint probability distribution at an intermediate time of $n$ non-intersecting Brownian motions starting at one point and ending at $n$ equidistant points. Such a model has been studied in [29]. Different endpoint configurations have been studied e.g. in [2] [3].

In analogy to (1.7), $q_j^{(n)}$ can also be interpreted as an average over the determinantal point process (1.9). We will prove the following result in Appendix A.1.

**Proposition 1.** Let $V$ be real analytic satisfying (1.3). We have the identities

$$
q_n^{(n)}(e^z) = \mathbb{E}_n(\det(e^{zI} - e^A)) = \mathbb{E}'_n(\prod_{j=1}^{n} (e^z - e^{\lambda_j})),
$$

(1.15)

where $\mathbb{E}_n$ denotes the expectation associated to (1.1) with $A$ given by (1.4)–(1.6), and $\mathbb{E}'_n$ is the expectation associated to (1.9).
The main goal of this paper is to obtain asymptotics for the average characteristic polynomials $p_n^{(n)}$ of the random matrix ensemble as $n \to \infty$. In addition we will also obtain asymptotics for the dual polynomials $q_n^{(n)}$. A key observation is that $p_n^{(n)}$ and $d_n^{(n)}$ can be characterized in terms of $1 \times 2$ vector-valued Riemann-Hilbert (RH) problems. These RH problems are different from the known $(n + k + 1) \times (n + k + 1)$ RH problems characterizing the multiple orthogonal polynomials $p_n^{(n)}$ and $q_n^{(n)}$ and from the classical RH problem for orthogonal polynomials. Since $n$ is a large parameter in our settings, the $1 \times 2$ RH problem will be much more convenient for asymptotic analysis than a RH problem of large size. As a drawback, our RH problem is non-standard in the sense that the entries of the solution live in different domains. This requires a modification of the Deift/Zhou steepest descent method to analyze the RH problem asymptotically. The transformation $J$ will play a crucial role here: it allows us to transform the $1 \times 2$ RH problem to a scalar shifted RH problem, and to obtain small norm estimates for the solution to this RH problem.

A crucial role in the description of the asymptotic behavior of the polynomials will be played by an equilibrium measure. By (1.9), the joint probability density function of eigenvalues is maximal for the $n$-tuples $(\lambda_1, \ldots, \lambda_n)$ for which

$$\sum_{i<j} \log |\lambda_i - \lambda_j|^{-1} + \sum_{i<j} \log |e^{\lambda_i} - e^{\lambda_j}|^{-1} + n \sum_{j=1}^{n} V(\lambda_j)$$

is minimal. As in [21, Section 6.1], one can then expect that the limiting mean distribution of the eigenvalues of the random matrices is given by the equilibrium measure $\mu_V$ which minimizes the energy functional

$$I_V(\mu) := \frac{1}{2} \iint \log |t - s|^{-1} d\mu(t) d\mu(s) + \frac{1}{2} \iint \log |e^t - e^s|^{-1} d\mu(t) d\mu(s) + \int V(s) d\mu(s),$$

among all Borel probability measures $\mu$ supported on $\mathbb{R}$. This is in analogy to the equilibrium measure corresponding to a matrix model of the form (1.1) without external source, which is given as the unique minimizer of the energy

$$\iint \log |t - s|^{-1} d\mu(t) d\mu(s) + \int V(s) d\mu(s).$$

Following the proof in [21] of existence and uniqueness of the minimizer of (1.18), we will show existence and uniqueness of the equilibrium measure minimizing (1.17).

**Theorem 1.** Let $V$ be real analytic, satisfying the growth condition (1.3). Then there exists a unique measure $\mu = \mu_V$ with compact support which minimizes the functional (1.17) among all probability measures on $\mathbb{R}$.

**Remark 3.** It should be noted that the growth condition (1.3) is stronger than the usual logarithmic growth needed to have a unique minimizer of the one-matrix logarithmic energy (1.18). This is a consequence of the second term in (1.17).

The proof of this result will be given in Section 2 but it does not give any information about the measure $\mu_V$ itself. For that reason, in what follows, we will restrict ourselves to a class of external fields $V$ for which the equilibrium measure behaves nicely and is supported on a single interval.

We say that a real analytic external field $V$ satisfying (1.3) is one-cut regular if there exists an absolutely continuous measure $d\mu_V(x) = \psi_V(x) dx$ satisfying the properties.
(i) \( \text{supp } \mu_V = [a, b] \) for \( a < b \in \mathbb{R} \), and \( \int d\mu_V(x) = 1 \),

(ii) \( \psi_V(x) > 0 \) for \( x \in (a, b) \),

(iii) \( \lim_{x \to a^+} \frac{\psi_V(x)}{\sqrt{x-a}} \) and \( \lim_{x \to b^-} \frac{\psi_V(x)}{\sqrt{b-x}} \) exist and are different from zero,

(iv) for \( x \in [a, b] \), there exists a constant \( \ell \) depending on \( V \) such that

\[
\int \log|t-x|^{-1}d\mu_V(t) + \int \log|e^t - e^x|^{-1}d\mu_V(t) + V(x) + \ell = 0, \tag{1.19}
\]

(v) for \( x \in \mathbb{R} \setminus [a, b] \), we have

\[
\int \log|t-x|^{-1}d\mu_V(t) + \int \log|e^t - e^x|^{-1}d\mu_V(t) + V(x) + \ell > 0. \tag{1.20}
\]

Properties (iv) and (v) are variational conditions for \( \mu_V \), and it follows from standard arguments that a measure satisfying (i), (ii), (iv) and (v) minimizes the energy functional (1.17). Under the condition that \( V \) is one-cut regular, we obtain large \( n \) asymptotics for \( p_n^{(a)}(z) \) and \( q_n^{(b)}(e^z) \) defined by (1.14), and state it in the following theorem. For the purpose of a subsequent paper, we give slightly more general asymptotics for \( p_{n+k}^{(a)}(z) \) and \( q_{n+k}^{(b)}(e^z) \), where \( k \) is a constant integer.

Suppose the equilibrium measure \( \mu_V \) associated to \( V \) is supported on a single interval \([a, b]\) and the density function is \( \psi_V(x) \). In order to be able to formulate our results, let us define \( c_0 \in \mathbb{R} \) and \( c_1 \in \mathbb{R}^+ \) such that

\[
c_0 = \frac{b + a}{2},
\]

\[
c_1 \left\lfloor \frac{1}{4} + \frac{1}{c_1} - \log \frac{\sqrt{\frac{1}{4} + \frac{1}{c_1} - \frac{1}{2}}}{\sqrt{\frac{1}{4} + \frac{1}{c_1} + \frac{1}{2}}} \right\rfloor = \frac{b - a}{2}. \tag{1.22}
\]

Note that \( c_1 \) is well defined since as \( c_1 \) runs from 0 to \( +\infty \), the left-hand side of (1.22) increases monotonically from 0 to \( +\infty \). Then we define the transformation

\[
J_s = J_{c_1, c_0}(s) := c_1 s + c_0 - \log \frac{s - \frac{1}{2}}{s + \frac{1}{2}}, \tag{1.23}
\]

for \( s \in \mathbb{C} \setminus [-\frac{1}{2}, \frac{1}{2}] \), where the logarithm corresponds to arguments between \(-\pi\) and \( \pi \). For \( s < -\frac{1}{2} \), \( J_{c_1, c_0}(s) \) has a maximum at \( s_a \), and for \( s > \frac{1}{2} \), \( J_{c_1, c_0}(s) \) has a minimum at \( s_b \), where

\[
s_a = -\sqrt{\frac{1}{4} + \frac{1}{c_1}}, \quad s_b = \sqrt{\frac{1}{4} + \frac{1}{c_1}}. \tag{1.24}
\]

The extrema \( s_a \) and \( s_b \) are also characterized by identities \( a = J_{c_1, c_0}(s_a) \) and \( b = J_{c_1, c_0}(s_b) \).

In Section 3.2, a region \( D \subset \mathbb{C} \) is defined by Proposition 2, and it is shown there that \( J \) maps \( \mathbb{C} \setminus \overline{D} \) biholomorphically into \( \mathbb{C} \setminus [a, b] \), and maps \( D \setminus [-\frac{1}{2}, \frac{1}{2}] \) biholomorphically into \( S \setminus [a, b] \), where

\[
S := \{ z \in \mathbb{C} \mid -\pi < \Im z < \pi \}. \tag{1.25}
\]
Let the functions $I_1$ and $I_2$ be inverse functions of $J$ for these two branches respectively: $I_1$ is the inverse map of $J_{c_1,c_0}$ from $\mathbb{C} \setminus [a,b]$ to $\mathbb{D}$, and $I_2$ is the inverse map of $J_{c_1,c_0}$ from $\mathbb{S} \setminus [a,b]$ to $D \setminus [-\frac{1}{2}, \frac{1}{2}]$:

\[
I_1(J(s)) = s, \quad \text{for } s \in \mathbb{C} \setminus \mathbb{D}, \quad (1.26)
\]

\[
I_2(J(s)) = s, \quad \text{for } s \in D \setminus [-\frac{1}{2}, \frac{1}{2}] . \quad (1.27)
\]

Writing, for $x \in (a,b)$,

\[
I_+(x) := \lim_{\epsilon \to 0_+} I_1(x + i\epsilon) = \lim_{\epsilon \to 0_+} I_2(x - i\epsilon), \quad (1.28)
\]

\[
I_-(x) := \lim_{\epsilon \to 0_+} I_1(x - i\epsilon) = \lim_{\epsilon \to 0_+} I_2(x + i\epsilon), \quad (1.29)
\]

we have that $I_+(x)$ lies in the upper half plane, $I_-(x)$ in the lower half plane, and their loci are the upper and lower boundaries of $D$ (denoted as $\gamma_1$ and $\gamma_2$ in Proposition 2) respectively. The mapping $J$ outside and inside $D$ is illustrated in Figures 1 and 2. The proof of Proposition 2 is given in Appendix A.2. In Figure 3 we give two examples of $\gamma_1$ and $\gamma_2$ by numerical simulation.

Let the functions $G_k(s)$ and $\hat{G}_k(s)$ be defined as

\[
G_k(s) := c^k \frac{(s + \frac{1}{2})(s - \frac{1}{2})^k}{\sqrt{s^2 - \frac{1}{4} - \frac{1}{c_1^2}}}, \quad \hat{G}_k(s) := i^{k(\frac{3}{2} + c_0)} \frac{(s - \frac{1}{2})^{-k}}{\sqrt{s^2 - \frac{1}{4} - \frac{1}{c_1^2}}}, \quad (1.30)
\]

where the square root $\sqrt{s^2 - \frac{1}{4} - \frac{1}{c_1^2}}$ has its branch cut along the upper edge of $D$ ($\gamma_1$ defined in Proposition 2) in $G_k(s)$, along the lower edge of $D$ ($\gamma_2$ defined in Proposition 2) in $\hat{G}_k(s)$, and $\sqrt{s^2 - \frac{1}{4} - \frac{1}{c_1^2}} \sim s$ as $s \to \infty$ in both cases. Further we define

\[
r_k(x) := 2|G_k(I_+(x))|, \quad \theta_k(x) := \arg(G_k(I_+(x))), \quad (1.31)
\]

\[
r_k(x) := 2|\hat{G}_k(I_-(x))|, \quad \hat{\theta}_k(x) := \arg(\hat{G}_k(I_-(x))), \quad (1.32)
\]
Figure 3: The shapes of $\gamma_1$ and $\gamma_2$ when $c_1 = 1$ (left) and $c_1 = 10$ (right), where $\gamma_1$ is the upper boundary of the region and $\gamma_2$ the lower boundary.

for $x$ in $(a, b)$.

We also need to define the functions

$$g(z) := \int_a^b \log(z-x)\psi_V(x)dx, \quad \tilde{g}(z) := \int_a^b \log(e^z-e^x)\psi_V(x)dx,$$

with the branch cut of the logarithms for $z \in (-\infty, x)$ and $e^z \in (0, e^x)$, and $\psi_V$ is the equilibrium density. Let

$$\phi(z) := g(z) + \tilde{g}(z) - V(z) - \ell$$

for $z \in S \setminus (-\infty, b)$, where $\ell$ is a constant to make $\phi(a) = \phi(b) = 0$ (see (1.19) and (3.8)). Then we will see later on, see Section 4.4, that

$$f_b(z) := \left( \frac{3}{4} \phi(z) \right)^{\frac{3}{2}}$$

is a well defined analytic function in a certain neighborhood of $b$, with $f_b(b) = 0$, $f'_b(b) > 0$.

Similarly,

$$f_a(z) := \left( \frac{3}{4} \phi(z) \pm \frac{3}{2} \pi i \right)^{\frac{3}{2}}$$

(where the sign is $+$ in $\mathbb{C}^+$ and $-$ in $\mathbb{C}^-$) is a well defined analytic function in a certain neighborhood of $a$, with $f_a(a) = 0$, $f'_a(a) < 0$.

Since both $p^{(n)}_j(z)$ and $q^{(n)}_j(e^z)$ are analytic functions that are real for $z \in \mathbb{R}$, it suffices to give their asymptotics in the upper half plane and the real line. For the ease of the statement of the theorem, we divide the upper half plane into regions $A_\delta$, $B_\delta$, $C_\delta$ and $D_\delta$ where $\delta$ is a small enough positive parameter, such that $C_\delta$ and $D_\delta$ are semicircles with radius $\delta$ and centered at $a$ and $b$ respectively, $B_\delta$ consists of complex numbers not in $C_\delta$ or $D_\delta$, with real part between $a$ and $b$ and imaginary part between $0$ and $\frac{\delta}{2}$, and $A_\delta = \mathbb{C}^+ \setminus (B_\delta \cup C_\delta \cup D_\delta)$. See Figure 4 for the shapes of the four regions.

**Theorem 2.** Let $V$ be one-cut regular. As $n \to \infty$, we have the following asymptotics of $p^{(n)}_{n+k}(z)$ and $q^{(n)}_{n+k}(e^z)$, $k \in \mathbb{Z}$, uniform for $z$ in regions $A_\delta$, $B_\delta$, $C_\delta$ and $D_\delta$, if $\delta$ is small enough.
Figure 4: The four regions in the complex upper half plane where asymptotics for the multiple orthogonal polynomials $p_{n+k}^{(n)}(z)$ and $q_{n+k}^{(n)}(e^z)$ will be given in different formulas.

(a) In region $A_δ$ and on its boundary,
\begin{align}
  p_{n+k}^{(n)}(z) &= (1 + O(n^{-1}))G_k(I_1(z))e^{n\theta(z)}, \\
  q_{n+k}^{(n)}(e^z) &= (1 + O(n^{-1}))\hat{G}_k(I_2(z))e^{n\hat{\theta}(z)},
\end{align}

where (1.38) is valid for $3z < \pi$.

(b) In region $B_δ$,
\begin{align}
  p_{n+k}^{(n)}(z) &= (1 + O(n^{-1}))G_k(I_1(z))e^{n\theta(z)} + (1 + O(n^{-1}))G_k(I_2(z))e^{n(V(z)-\hat{\theta}(z)+\epsilon)}, \\
  q_{n+k}^{(n)}(e^z) &= (1 + O(n^{-1}))\hat{G}_k(I_2(z))e^{n\hat{\theta}(z)} + (1 + O(n^{-1}))\hat{G}_k(I_1(z))e^{n(V(z)-\theta(z)+\epsilon)}.
\end{align}

If $x \in (a, b)$ is on the boundary of region $B_δ$, then
\begin{align}
  p_{n+k}^{(n)}(x) &= r_k(x)e^n\int_{a}^{b}d\nu(x)\left[\cos\left(n\pi \int_{x}^{b} d\nu(t) + \theta_k(x)\right) + O(n^{-1})\right], \\
  q_{n+k}^{(n)}(e^x) &= \hat{r}_k(x)e^n\int_{a}^{b}d\nu(x)\left[\cos\left(n\pi \int_{x}^{b} d\nu(t) + \hat{\theta}_k(x)\right) + O(n^{-1})\right].
\end{align}

(c) In region $C_δ$, let $\text{Ai}$ denote the Airy function $[I]$. Then
\begin{align}
  p_{n+k}^{(n)}(z) &= \sqrt{\pi}\left[\left((1 + O(n^{-1}))G_k(I_1(z)) - (1 + O(n^{-1}))iG_k(I_2(z))\right)n^{\frac{1}{2}}f_{a}^{\dagger}(z)\text{Ai}(n^{\frac{1}{2}}f_{a}(z))
  \\
  &\quad - \left((1 + O(n^{-1}))G_k(I_1(z)) + (1 + O(n^{-1}))iG_k(I_2(z))\right)n^{\frac{1}{2}}f_{a}^{\dagger}(z)\text{Ai}'(n^{\frac{1}{2}}f_{a}(z))\right]\times\epsilon^{\frac{1}{2}(g(z)-\hat{g}(z)+V(z)+\epsilon)},
\end{align}

\begin{align}
  q_{n+k}^{(n)}(e^z) &= \sqrt{\pi}\left[\left((1 + O(n^{-1}))\hat{G}_k(I_2(z)) - (1 + O(n^{-1}))i\hat{G}_k(I_1(z))\right)n^{\frac{1}{2}}f_{a}^{\dagger}(z)\text{Ai}(n^{\frac{1}{2}}f_{a}(z))
  \\
  &\quad - \left((1 + O(n^{-1}))\hat{G}_k(I_2(z)) + (1 + O(n^{-1}))i\hat{G}_k(I_1(z))\right)n^{\frac{1}{2}}f_{a}^{\dagger}(z)\text{Ai}'(n^{\frac{1}{2}}f_{a}(z))\right]\times\epsilon^{\frac{1}{2}(g(z)-\hat{g}(z)+V(z)+\epsilon)},
\end{align}

where $f_{a}^{\dagger}(z)$ has branch cut on $(a, b)$, and $f_{a}^{\dagger}(x) > 0$ for $x < a$. In particular, if $z = a + f_{a}(a)^{-1}n^{-2/3}t$ with $t$ bounded, then
\begin{align}
  e^{\frac{1}{2}(g(z)-\hat{g}(z)+V(z)+\epsilon)}p_{n+k}^{(n)}(z) &= \left((-1)^k \sqrt{2\pi} \left(\frac{1}{4} + \frac{1}{c_1}\right)^{-\frac{1}{2}} \left(\frac{1}{4} + \frac{1}{c_1} + \frac{1}{2}\right)^{k-1} c_1^{\frac{1}{2}} (-f_{a}(a)^{\frac{1}{2}})^{\frac{1}{2}} n^{\frac{1}{2}} \left(\text{Ai}(t) + O(n^{-\frac{1}{2}})\right)\right). 
\end{align}
\[ e^{\frac{1}{2} \pi (g(z) - \bar{g}(z) - V(z) - \ell)} q_{n+k}^{(n)}(e^{z}) = \]
\[ (-1)^k \sqrt{2\pi} \left( \frac{1}{4} + \frac{1}{c_1} \right)^{- \frac{k}{2}} \left( \frac{1}{4} + \frac{1}{c_1} + \frac{1}{2} \right) e^{\frac{k}{2} \left( \frac{1}{4} + \frac{1}{c_1} + \frac{1}{2} \right)} (a(z) a)_{\frac{1}{2}} n_{\pi} \left( \text{Ai}(t) + O(n^{-\frac{1}{2}}) \right). \]

(1.46)

(d) In region \( D_{b} \),
\[ p_{n+k}^{(n)}(z) = \sqrt{\pi} \left[ ((1 + O(n^{-1})) G_k(I_1(z)) - (1 + O(n^{-1})) iG_k(I_2(z)) - (1 + O(n^{-1})) G_k(I_1(z)) + (1 + O(n^{-1})) iG_k(I_2(z)) \right] n^{\frac{1}{4}} f_{\ell}^{-\frac{1}{4}}(z) \text{Ai}(n^{\frac{1}{2}} f_{\ell}(z)) \]
\[ \times e^{\frac{1}{2} \pi (g(z) - \bar{g}(z) - V(z) + \ell)}, \]

(1.47)

\[ q_{n+k}^{(n)}(e^{z}) = \sqrt{\pi} \left[ ((1 + O(n^{-1})) \dot{G}_k(I_2(z)) - (1 + O(n^{-1})) i\dot{G}_k(I_1(z)) - (1 + O(n^{-1})) \dot{G}_k(I_2(z)) + (1 + O(n^{-1})) i\dot{G}_k(I_1(z)) \right] n^{\frac{1}{4}} f_{\ell}^{-\frac{1}{4}}(z) \text{Ai}(n^{\frac{1}{2}} f_{\ell}(z)) \]
\[ \times e^{\frac{1}{2} \pi (g(z) - \bar{g}(z) - V(z) + \ell)}. \]

(1.48)

If \( z = b + f_{\ell}(b)^{-1/3} t \) with \( t \) bounded, then
\[ e^{\frac{1}{2} \pi (g(z) - \bar{g}(z) - V(z) - \ell)} p_{n+k}^{(n)}(z) = \]
\[ \sqrt{2\pi} \left( \frac{1}{4} + \frac{1}{c_1} \right)^{- \frac{k}{2}} \left( \frac{1}{4} + \frac{1}{c_1} + \frac{1}{2} \right) c_1^{k-1} f_{\ell}^{-\frac{1}{2}}(b) n_{\pi} \left( \text{Ai}(t) + O(n^{-\frac{1}{2}}) \right), \]

(1.49)

\[ e^{\frac{1}{2} \pi (g(z) - \bar{g}(z) - V(z) - \ell)} q_{n+k}^{(n)}(e^{z}) = \]
\[ \sqrt{2\pi} \left( \frac{1}{4} + \frac{1}{c_1} \right)^{- \frac{k}{2}} \left( \frac{1}{4} + \frac{1}{c_1} + \frac{1}{2} \right) e^{\frac{k}{2} \left( \frac{1}{4} + \frac{1}{c_1} + \frac{1}{2} \right)} f_{\ell}^{\frac{1}{2}}(b) n_{\pi} \left( \text{Ai}(t) + O(n^{-\frac{1}{2}}) \right). \]

(1.50)

(e) The inner product \( h_{n+k}^{(n)} \) of \( p_{n+k}^{(n)}(z) \) and \( q_{n+k}^{(n)}(e^{z}) \) defined in (1.13) has the asymptotics
\[ h_{n+k}^{(n)} = 2\pi c_1^{k+\frac{1}{2}} e^{k(\frac{1}{2} + \alpha_0)} e^{n\ell} (1 + O(n^{-1})). \]

(1.51)

The above result is only valid if the equilibrium measure \( \mu_V \) is supported on a single interval. In the case of a multi-interval support, several non-trivial modifications are needed to make the asymptotic analysis of the polynomials work. For instance, the mapping \( J \) would have to be modified. In general it is not easy to determine whether an external field \( V \) is one-cut regular or not, or to find the support \([a, b]\) of the equilibrium measure and the density function \( \psi_V \).

However, if the external field is strongly convex, i.e. \( V'(x) \) is bounded from below by a positive constant for \( x \in \mathbb{R} \), then \( V \) is one-cut regular, and we can compute the support and density function of the equilibrium measure explicitly in terms of the functions \( I_\epsilon \) defined before.

**Theorem 3.** If \( V \) is a real analytic strongly convex function, then \( V \) is one-cut regular. Moreover, the quantities \( c_0 \) and \( c_1 \) that are related to the endpoints \( a, b \) of the support of the equilibrium measure by (1.21) and (1.22) are obtained by solving a pair of equations (3.2) and (3.3).
expressed in $V$, and $a, b$ are determined by $c_1$ and $c_0$ by (3.4), (1.21) and (1.22). The density function $\psi_V$ is given by

$$\psi_V(x) = \frac{1}{2\pi^2} \int_a^b V''(u) \log \left| \frac{I_+(u) - I_-(x)}{I_+(u) - I_+(x)} \right| du.$$  (1.52)

**Remark 4.** The conditions of Theorem 3 are sufficient but far from necessary to have one-cut regularity. See Example 2 in Appendix B for non-convex one-cut regular external fields.

For the random matrix model without external source, it is well known that

1. the empirical distribution of the eigenvalues of the random matrix,
2. the normalized counting measure of the $n$-Fekete set,
3. the normalized counting measure of the zeros of the orthogonal polynomial (which is the average characteristic polynomial of the random matrix),

all converge to the equilibrium measure as the dimension $n \to \infty$. The counterpart of (3) in our equispaced external source model, in case that the external field $V$ is one-cut regular, is a direct consequence of Theorem 2(b).

**Corollary 1.** Let $V$ be one-cut regular, and $p_n^{(n)}$ and $q_n^{(n)}$ be defined by (1.10) and (1.12) respectively. Suppose real numbers $z_j$ and $\hat{z}_j$ are zeros of $p_n^{(n)}(z)$ and $q_n^{(n)}(e^{z})$ respectively, and $\mu_n = \frac{1}{n} \sum_{j=1}^{n} \delta_{z_j}$ and $\hat{\mu}_n = \frac{1}{n} \sum_{j=1}^{n} \delta_{\hat{z}_j}$ respectively. Then as $n \to \infty$, $\mu_n$ and $\hat{\mu}_n$ converge weakly to $\mu_V$.

Counterparts of (1), (2) and (3) can also be proved by mimicking the arguments in Sections 6.3 and 6.4. Although we are not going to pursue this approach, we remark that all the counterparts of (1), (2) and (3) should not rely on the assumption of one-cut regularity.

**Outline**

In Section 2 we prove the uniqueness and existence of the equilibrium measure, as stated in Theorem 1. In Section 3 we explain in detail how one can construct the equilibrium measure $\mu_V$ and its density in the case of a strongly convex external field $V$, by solving a scalar RH problem and by using the transformation $J$. This also leads to the proof of Theorem 3. In Section 4 we characterize the polynomials $p_{n+k}^{(n)}$ in terms of a $1 \times 2$ RH problem, and we analyse this RH problem asymptotically for large $n$. In Section 5 we formulate a similar RH problem and perform a similar asymptotic analysis for the polynomials $q_{n+k}^{(n)}$. In Section 6 we use the results obtained from the RH analysis to prove Theorem 2 and Corollary 1. In Appendix A we prove Proposition 1 and several technical lemmas used in this paper. In Appendix B we give explicit formulas for the equilibrium measure for quadratic and quartic $V$ as examples. In Appendix C we derive the asymptotics for the polynomials $p_n^{(n)}$ for quadratic $V$ using an integral representation and the classical steepest descent method. In this derivation we show that the transformation $J$ also arises in a more direct way in the equispaced external source model.

The main novel feature of this paper is the successful asymptotic analysis of the non-standard RH problem which characterizes the multiple orthogonal polynomials. Although the resulting large $n$ asymptotics for the polynomials resemble those for usual orthogonal polynomials relevant in the one-matrix model without external source, the RH method used to obtain those asymptotics had to be modified in a nontrivial way. We feel that the modification of the RH method, with in particular the use of the transformation $J$, is the main contribution of the present paper. We believe it is the first time that a RH analysis has been carried through for multiple orthogonal polynomials with a growing number of orthogonality weights.
2 Proof of Theorem 1

Following [21 Section 6.2] (see also [28]), one can prove the existence of a unique Borel probability measure minimizing the energy $I_V(\mu)$ given in (1.17), which can conveniently be written as

$$I_V(\mu) = \iint k^V(t,s)d\mu(t)d\mu(s), \quad (2.1)$$

with

$$k^V(t,s) = \frac{1}{2} \log |t-s|^{-1} + \frac{1}{2} \log |e^t - e^s|^{-1} + \frac{1}{2} V(t) + \frac{1}{2} V(s). \quad (2.2)$$

From the inequality $|v-u| \leq \sqrt{1+v^2}\sqrt{1+u^2}$ for $v,u \in \mathbb{R}$, we obtain

$$\frac{1}{2} \log |t-s|^{-1} + \frac{1}{2} \log |e^t - e^s|^{-1} \geq -\frac{1}{4} \log(1+t^2) - \frac{1}{4} \log(1+s^2) - \frac{1}{4} \log(1+e^{2t}) - \frac{1}{4} \log(1+e^{2s}). \quad (2.3)$$

If $V$ satisfies the growth condition (1.3), it easily follows that there exists a constant $c_V$ such that $k^V(t,s) \geq c_V$ for all $t,s \in \mathbb{R}$. Thus $I_V(\mu) \geq c_V$ for any probability measure $\mu$, which implies that $E_V = \inf \{I_V(\mu)\} \geq c_V$, where the infimum is taken over all probability measures on $\mathbb{R}$. This is the crucial estimate for proving the existence of a unique equilibrium measure. The existence follows, exactly as in [21 Section 6.2], from the construction of a vaguely convergent tight sequence $\mu_n$ of measures with limit $\mu$ such that $I_V(\mu) = E_V$, as well as the fact that any minimizer must have compact support.

The uniqueness is slightly more complicated, and we need the following lemma for it:

**Lemma 1.** Let $\mu$ be a finite signed measure on $\mathbb{R}$ such that $\int d\mu = 0$ and with compact support. Then

$$\iint \log |x-y|^{-1}d\mu(x)d\nu(y) \geq 0, \quad (2.4)$$

$$\iint \log |e^x - e^y|^{-1}d\mu(x)d\nu(y) \geq 0. \quad (2.5)$$

The first inequality was showed in [21 Lemma 6.41], and the second part can be proved by replacing $x \mapsto e^x$ and $y \mapsto e^y$ in the proof.

Now assume that we have two measures $\mu_V$ and $\bar{\mu}$ such that $I_V(\mu_V) = I_V(\bar{\mu}) = E_V$. Then, for $\mu_t = \mu_V + t(\bar{\mu} - \mu_V)$ and $t \in [0,1]$, we have

$$I_V(\mu_t) = \frac{1}{2} I(\mu_V,\mu_V) + \frac{1}{2} \bar{I}(\mu_V,\mu_V) + \int V(x)d\mu_V(x)$$

$$+ t \left( I(\mu_V,\bar{\mu} - \mu_V) + \bar{I}(\mu_V,\bar{\mu} - \mu_V) + \int V(x)d(\bar{\mu} - \mu_V)(x) \right)$$

$$+ t^2 \left( \frac{1}{2} I(\bar{\mu} - \mu_V,\bar{\mu} - \mu_V) + \frac{1}{2} \bar{I}(\bar{\mu} - \mu_V,\bar{\mu} - \mu_V) \right), \quad (2.6)$$

where

$$I(\mu,\nu) = \iint \log |x-y|^{-1}d\mu(x)d\nu(y), \quad (2.7)$$

$$\bar{I}(\mu,\nu) = \iint \log |e^x - e^y|^{-1}d\mu(x)d\nu(y). \quad (2.8)$$
The above lemma ensures that $I_V(\mu_t)$ is a convex function of $t$. But since $\mu_t$ is a probability measure, we have $I_V(\mu_t) \geq I_V(\mu_0) = I_V(\mu_1) = E_V$, and hence $I_V(\mu_t) = E_V$ for all $t \in [0, 1]$. In particular this implies
\begin{equation}
\frac{1}{2} I(\tilde{\mu} - \mu_V, \tilde{\mu} - \mu_V) + \frac{1}{2} I(\tilde{\mu} - \mu_V, \tilde{\mu} - \mu_V) = 0,
\end{equation}
and using a similar argument as in [21], this implies that $\mu_V = \tilde{\mu}$, which yields the uniqueness of the equilibrium measure.

3 Construction of the equilibrium measure

In this section we assume the external field $V$ is a convex real analytic function and $V''(x)$ is bounded below by a positive constant for all $x \in \mathbb{R}$. We are going to show that $V$ is one-cut regular, by an explicit construction of its equilibrium measure. The strategy of our construction is as follows. First in Section 3.1 we give the support of the equilibrium measure $[a, b]$ with proof. Then in Section 3.2 we compute the density of the equilibrium measure, based on the information of the support. The density function is expressed in terms of the so-called $g$-functions $g(z), \tilde{g}(z)$ and their derivatives, which are characterized by a RH problem. At last in Section 3.3 we verify that the measure with the support and the density obtained in the first two steps satisfy the criteria of one-cut regularity, and conclude that it is the unique equilibrium measure that we want to construct.

Remark 5. In what follows, it may seem that the values of the endpoints $a$ and $b$ appear out of the blue, but if the external field $V(x)$ is quadratic, the endpoints (as well as $g(x)$ and $\tilde{g}(x)$) can be computed by a classical steepest-descent method. This computation is shown in Appendix C as our inspiration.

Remark 6. If an external field is non-convex but we know a priori that it is one-cut regular with support $[a, b]$, then the method in Section 3.2 can still be applied and allows us to obtain the expression of the density function of the equilibrium measure.

3.1 The support of the equilibrium measure

Let $J_{x_1, x_0}$ be defined as before by
\begin{equation}J_{x_1, x_0}(s) = x_1 s + x_0 - \log \frac{s - \frac{1}{2}}{s + \frac{1}{2}},\end{equation}
and let $\gamma = J_{x_1, x_0}^{-1}([a, b])$, depending on $x_1, x_0$, be the boundary of the region $D$ defined in the Introduction, consisting of the curves $\gamma_1$ and $\gamma_2$, encircling the interval $[-\frac{1}{2}, \frac{1}{2}]$ in the counter-clockwise direction, see also Proposition 2 below. Since $J_{x_1, x_0}(s) \in [a, b]$ for $s \in \gamma$, $V'(J_{x_1, x_0}(s))$ is well defined for $s$ in a neighborhood of the curve $\gamma$, if $V$ is real analytic.

Lemma 2. Given any strongly convex real analytic function $V$, i.e. such that $V''(x) \geq c > 0$ for all $x \in \mathbb{R}$, the system of equations with unknowns $x_0$ and $x_1$
\begin{align*}
x_1^{-1} &= \frac{1}{2\pi i} \oint_{\gamma} V'(J_{x_1, x_0}(s))ds, \\
1 &= \frac{1}{2\pi i} \oint_{\gamma} \frac{V'(J_{x_1, x_0}(s))}{s - \frac{1}{2}} ds,
\end{align*}
has a solution $x_0 = c_0 \in \mathbb{R}$ and $x_1 = c_1 \in \mathbb{R}^+$. 
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We will prove Lemma 2 in Appendix A. Based on this lemma, we construct the support, and furthermore the density function, of the equilibrium measure. We do not prove the uniqueness of the solution of equations (3.2) and (3.3), for this uniqueness is a consequence of the uniqueness of the equilibrium measure by Theorem 1 as from different solutions we construct different equilibrium measures.

Here and later we take the value of the parameters \( c_0 \) and \( c_1 \) as the pair of solutions of (3.2) and (3.3). Then we claim that \( a \) and \( b \), the two edges of the support of the equilibrium measure, are given by

\[
a = J_{c_1,c_0}(s_a), \quad b = J_{c_1,c_0}(s_b),
\]

where \( s_a = -\sqrt{\frac{1}{4} + \frac{1}{c_1}}, \ s_b = \sqrt{\frac{1}{4} + \frac{1}{c_1}} \). Then it is easy to verify that equations (1.21)–(1.22) are satisfied.

### 3.2 The g-functions and the density function of the equilibrium measure

Under the assumption that the external field \( V \) is one-cut regular, with equilibrium measure \( d\mu_V(x) = \psi_V(x)dx \) supported on \([a, b]\) as we claimed in (3.1), we construct two functions \( g(z) = \int \log(z-x)d\mu_V(x) \) and \( \tilde{g}(z) = \int \log(e^z-e^x)d\mu_V(x) \) as in (3.3). To describe the domain of the function \( e^{g(z)} \), we introduce the notation of the cylinder \( \mathbb{S}^c \) which is formed by identifying the two edges of the strip \( S \). If a function \( f(z) \) is defined for \( z \in S \), the limits \( f(x \pm \pi i) = \lim_{z \to x \pm \pi i, z \in S} f(z) \) exist point-wise, and furthermore \( f(x + \pi i) = f(x - \pi i) \), we say \( f \) is defined on \( \mathbb{S}^c \). The properties (iii)–(v) in the Introduction satisfied by \( \mu_V \) are then translated into properties satisfied by \( g \) and \( \tilde{g} \) as follows.

1. For \( x \in (-\infty, a) \),
   \[
g_+(x) = g_-(x) + 2\pi i, \quad \tilde{g}_+(x) = \tilde{g}_-(x) + 2\pi i,
\]
   and then \( e^{g(z)} \) is analytic in \( \mathbb{C} \setminus [a, b] \) and \( e^{\tilde{g}(z)} \) is analytic on the cylinder with slit \( \mathbb{S}^c \setminus [a, b] \);
   \[
e^{g(z)} \sim z \quad \text{as} \quad z \to \infty, \quad e^{\tilde{g}(z)} \sim e^z \quad \text{as} \quad \Re z \to +\infty \quad \text{and} \quad e^{\tilde{g}(z)} = O(1) \quad \text{as} \quad \Re z \to -\infty,
\]

2. For \( x \in (a, b) \), we have
   \[
   \psi_V(x) = -\frac{1}{2\pi i}(g_+(x) - g_-(x)) = -\frac{1}{2\pi i}(\tilde{g}_+(x) - \tilde{g}_-(x)) > 0,
   \]

3. For \( x \to a \) or \( x \to b \), the limits of \( g(z) \), \( \tilde{g}(z) \), \( g'(z) \) and \( \tilde{g}'(z) \) exist, and as \( x \to a_+ \) or \( x \to b_- \) for \( x \in (a, b) \),
   \[
   \lim_{x \to a_+} \frac{g_+(x) - g'_-(x)}{\sqrt{x - a}}, \quad \lim_{x \to a_+} \frac{\tilde{g}_+(x) - \tilde{g}'_-(x)}{\sqrt{x - a}}, \quad \lim_{x \to b_-} \frac{g_+(x) - g'_-(x)}{\sqrt{b - x}}, \quad \lim_{x \to b_-} \frac{\tilde{g}_+(x) - \tilde{g}'_-(x)}{\sqrt{b - x}}
   \]
   all exist and are all different from zero,

4. For \( x \in [a, b] \), there exists a constant \( \ell \) such that
   \[
g_+(x) + \tilde{g}_+(x) - V(x) - \ell = 0,
   \]

5. For \( x \in \mathbb{R} \setminus [a, b] \), we have
   \[
g_+(x) + \tilde{g}_+(x) - V(x) - \ell < 0.
   \]

Let us consider the derivatives
\[
G(x) := g'(x) \quad \text{and} \quad \tilde{G}(x) := \tilde{g}'(x).
\]

The properties (i) (iii) and (iv) for \( g(x) \) and \( \tilde{g}(x) \) then imply that \( G \) and \( \tilde{G} \) need to satisfy the following RH problem:
RH problem for $G$ and $\tilde{G}$

(a) $G$ is analytic in $\mathbb{C} \setminus [a, b]$, $\tilde{G}$ is analytic in $\mathbb{S}' \setminus [a, b]$,

(b) for $x \in [a, b]$, we have

$$G_\pm(x) + \tilde{G}_\pm(x) - V'(x) = 0, \quad (3.11)$$

(c) we have the asymptotic conditions that $G_\pm(x)$ and $\tilde{G}_\pm(x)$ are bounded for all $x \in [a, b]$, and

$$G(z) = \frac{1}{z} + \mathcal{O}(z^{-2}), \quad \text{as } z \to \infty, \quad (3.12)$$

$$\tilde{G}(z) = 1 + \mathcal{O}(e^{-z}), \quad \text{as } \Re z \to +\infty, \quad (3.13)$$

$$\tilde{G}(z) = \mathcal{O}(1), \quad \text{as } \Re z \to -\infty. \quad (3.14)$$

The main technical difficulty in solving the RH problem for $G$ and $\tilde{G}$ lies in the fact that the two functions live on different domains: $G$ is defined in the complex plane with slit $[a, b]$, and $\tilde{G}$ is defined in the cylinder $\mathbb{S}'$ with slit $[a, b]$. In order to resolve this problem, we will use the transformation (1.23) $J(s)$ that maps $\mathbb{C} \setminus [-\frac{1}{2}, \frac{1}{2}]$ to both $\mathbb{C}$ and $\mathbb{S}$. Recall that $s_a$ and $s_b$ are the two critical points of $J(s)$ given by (1.24) and that they satisfy the identity (3.4). The following property will be used in the construction of $G$ and $\tilde{G}$.

**Proposition 2.** There are an arc $\gamma_1$ from $s_a$ to $s_b$ in the upper half plane, and an arc $\gamma_2$ from $s_a$ to $s_b$ in the lower half plane, such that

(a) $J(\gamma_1) = J(\gamma_2) = [a, b]$, and the mapping is homeomorphic on these two curves.

(b) Denote the region enclosed by $\gamma_1$ and $\gamma_2$ by $D$. Then $J(\mathbb{C} \setminus D) = \mathbb{C} \setminus [a, b]$, and the mapping is univalent.

(c) $J(D \setminus [-\frac{1}{2}, \frac{1}{2}]) = \mathbb{S} \setminus [a, b]$, the mapping is univalent, and the upper and lower sides of $(-\frac{1}{2}, \frac{1}{2})$ are mapped to $\mathbb{R} - \pi i$ and $\mathbb{R} + \pi i$ respectively.

Let us now define the function $M(s)$ by

$$M(s) := \begin{cases} 
G(J(s)) & \text{for } s \in \mathbb{C} \setminus \tilde{D}, \\
\tilde{G}(J(s)) & \text{for } s \in D \setminus [-\frac{1}{2}, \frac{1}{2}], 
\end{cases} \quad (3.15)$$

so that $M$ is analytic in $\mathbb{C} \setminus (\gamma_1 \cup \gamma_2 \cup [-\frac{1}{2}, \frac{1}{2}])$. Note that the domain of $\tilde{G}$ can be extended from $\mathbb{S}$ to $\mathbb{S}'$, so that $M(s)$ can be analytically continued to $(-\frac{1}{2}, \frac{1}{2})$ accordingly. The RH conditions for $G, \tilde{G}$ are now transformed to the following conditions for $M$.

**RH problem for $M$**

(a) $M$ is analytic in $\mathbb{C} \setminus (\gamma_1 \cup \gamma_2 \cup \{-\frac{1}{2}, \frac{1}{2}\})$,

(b) $M$ satisfies the jump condition

$$M_+(s) + M_-(s) = V'(J(s)), \quad \text{for } s \in \gamma_1 \cup \gamma_2, \quad (3.16)$$
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(c) $M_{\pm}(s)$ is bounded on $\gamma_1$ and $\gamma_2$, and $M$ has the asymptotics

$$M(s) = \frac{1}{c_1 s} + O(s^{-2}), \quad \text{as } s \to \infty, \quad (3.17)$$

$$M(s) = 1 + O(s - \frac{1}{2}), \quad \text{as } s \to \frac{1}{2}, \quad (3.18)$$

$$M(s) = O(1), \quad \text{as } s \to -\frac{1}{2}. \quad (3.19)$$

It is straightforward to solve this scalar RH problem. We write

$$U(s) = V'(J(s)), \quad (3.20)$$

and note that $U$ is analytic in a neighborhood of $\gamma_1 \cup \gamma_2$, since $V$ is real analytic. Then it is readily verified that the unique solution $M$ to the above RH problem for $M$ is given by

$$M(s) = \begin{cases} 
-\frac{1}{2\pi i} \oint_{\gamma} \frac{U(\xi)}{\xi - s} d\xi, & \text{for } s \in \mathbb{C} \setminus D, \\
\frac{1}{2\pi i} \oint_{\gamma} \frac{U(\xi)}{\xi - s} d\xi, & \text{for } s \in D,
\end{cases} \quad (3.21)$$

where $\gamma$ is the closed curve which is the union of $\gamma_1$ and $\gamma_2$ and has counterclockwise orientation. In particular, (3.17) and (3.18) follow from the system of equations (3.2) and (3.3) in Lemma 2 satisfied by $c_0, c_1$.

Now we can give an expression for $g(z)$, $\tilde{g}(z)$ and the density function $\psi_V(x)$ of the equilibrium measure, under the assumption that the support of the equilibrium measure is known. Recall that $I_1$ is the inverse map of $J$ from $\mathbb{C} \setminus [a, b]$ to $\mathbb{C} \setminus \overline{D}$, $I_2$ is the inverse map of $J$ from $S \setminus [a, b]$ to $D \setminus [-\frac{1}{2}, \frac{1}{2}]$, and their boundary values define $I_{\pm}(x)$, see (1.26)–(1.29). We have $I_+(x) \in \gamma_1$, $I_-(x) \in \gamma_2$, and $I_+(x) = I_-(x)$. To obtain a formula for the density $\psi_V(x)$ of the equilibrium measure, note that it follows from (3.3) and the identities $G = g', \tilde{G} = \tilde{g}'$ that

$$\psi_V(x) = -\frac{1}{2\pi i} (G_+(x) - G_-(x)) = -\frac{1}{2\pi i} (\tilde{G}_+(x) - \tilde{G}_-(x)), \quad \text{for } x \in [a, b]. \quad (3.22)$$

From (3.22) and (3.15), we obtain

$$\psi_V(x) = -\frac{1}{2\pi i} (M_+(I_+(x)) - M_-(I_-(x))) = -\frac{1}{2\pi i} (M_+(I_+(x)) - M_-(I_+(x))), \quad \text{for } x \in [a, b], \quad (3.23)$$

where the boundary values of $M$ correspond to the orientations of $\gamma_1$ and $\gamma_2$, from left to right. Applying the first identity in (3.23) and the formula (3.21) for $M(s)$, we let $z = x + i\epsilon$, $\epsilon > 0,$
We will show that the measure with support $[a, b]$ satisfies the properties (i)–(v) stated in the Introduction for one-cut regular equilibrium measures, which gives condition (iv) in Section 3.2, is obvious from the construction of $V$.

We showed so far that the equilibrium measure associated to the external field $V$ has the density function $\psi_V$ as we have constructed in Section 3.2, as long as it is supported on the single interval $[a, b]$ that is given by (3.1). However, we have not proved that $[a, b]$ is the correct support yet. We will show that the measure with support $[a, b]$ and density function $\psi_V(x)$ satisfies the properties (i)–(v) stated in the Introduction for one-cut regular equilibrium measures, which implies that the constructed measure is indeed the true equilibrium measure. Note that these properties are equivalent to properties (i)–(v) in Section 3.2.

From the construction of $\psi_V(x)$, it is normalized, i.e., $\int_a^b \psi_V(x) dx = 1$. This follows from the asymptotics of $G$ and $\tilde{G}$, given in (3.12) and (3.13), and the definitions of $g$ and $\tilde{g}$, the antiderivatives of $G$ and $\tilde{G}$.

For $x \in (a, b)$, it is geometrically obvious that $|I_+(u) - I_-(x)| > |I_+(u) - I_+(x)|$, and then $\Re \log((I_+(u) - I_-(x))/(I_+(u) - I_+(x))) > 0$ for all $u \in (a, b)$. Substituting this inequality into (3.24) and noting that $V''$ is positive, we have that $\psi_V(x) > 0$ for all $x \in (a, b)$. Similarly we have $\psi_V(x) \to 0$ for $x \to a_+$ and $x \to b_-$. The identity (1.19) that gives condition (iv) in the Introduction, or equivalently the identity (3.8) that gives condition (iv) in Section 3.2, is obvious from the construction of $\psi_V$. Thus we only need to prove the remaining two properties for the equilibrium measure hold, i.e., $\psi_V(x)$ vanishes like a square root as $x \to a_+$ or $x \to b_-$, and $G_+(x) + \tilde{G}_-(x) - V(x) < \ell$ for $x < a$ or $x > b$.

The function $H$ be defined by

$$H(z) = \left(G(z) + \tilde{G}(z) - V'(z)\right)^2. \quad (3.25)$$

It is well defined where $G, \tilde{G}, V$ are defined, and it can only be discontinuous on $[a, b]$. However, by (3.6) and (3.15),

$$H_+(x) = (\tilde{G}_+ - \tilde{G}_-)^2 = -4\pi^2 \psi_V(x)^2 = (G_- - G_+)^2 = H_-(x). \quad (3.26)$$

3.3 Proofs of Theorem 3
Hence $H(z)$ can be defined on $(a, b)$ so that $a, b$ become isolated singularities. If we express $G(z)$ and $\hat{G}(z)$ in terms of $M(s)$ and then by the contour integral as in (3.15) and (3.21), we find that $G(z)$ and $\hat{G}(z)$ grows at most logarithmically at $a$ and $b$. Thus $a$ and $b$ are removable singularities of $H(z)$, and $H(z)$ can be defined analytically in $S$ where $V$ is defined, i.e., an open region containing the real line. Furthermore, by (3.26) and the fact that $\psi_V(x) \to 0$ as $x \to a_+$ or $x \to b_-$, we have that $H(a) = H(b) = 0$.

To show that $\psi_V(x)$ vanishes like a square root at $a$ and $b$, by (3.26) it suffices to show that $a, b$ are simple zeros of $H(z)$. We consider $b$ first. From (3.26) and (3.25), we see that $H(x)$ changes sign as the real variable $x$ increases around $b$, so if $b$ is not a simple zero, it has multiplicity at least 3, and then $\frac{d}{dx}\sqrt{H(x)}$, which is well defined for $x \in (b, \infty)$, would tend to 0 as $x \to b_+$. But we have for all $x > b$

$$\frac{d}{dx} \left( G(x) + \hat{G}(x) - V'(x) \right) = g''(x) + \hat{g}''(x) - V''(x)$$

$$= -\int_a^b \psi_V(s) \left( \frac{1}{(x-s)^2} + \frac{e^x e^s}{(e^x - e^s)^2} \right) ds - V''(s) < -V''(s).$$

(3.27)

Since $V''(x)$ is bounded below by a positive constant, $\frac{d}{dx}\sqrt{H(x)}$ cannot approach 0. Thus $b$ is a simple zero of $H(z)$. Similarly $a$ is a simple zero.

To show that $G_+(x) + \hat{G}_-(x) - V(x) < \ell$ for $x > b$, we need only that $G_+(x) + \hat{G}_-(x) - V(x)$ is decreasing, since at $x = b$ the identity $G_+(x) + \hat{G}_-(x) - V(x) = \ell$ holds. The decreasing property is given by the negative derivative shown in (3.27). Similarly we can show that $G_+(x) + \hat{G}_-(x) - V(x) < \ell$ for $x < a$.

Now we have proved that the measure $\psi_V(x)$ on $[a, b]$ satisfies all the properties for one-cut regular equilibrium measures, so it is the unique equilibrium measure associated to $V$. Combining the results we have obtained in this section, we prove Theorem 3.

4 Asymptotic analysis for the type II multiple orthogonal polynomials

In this section, we write $p_j^{(n)}(x)$, the monic multiple orthogonal polynomials of type II satisfying orthogonality relations (1.10), as $p_j(x)$ if there is no confusion.

4.1 RH problem characterizing the polynomials

Recall that the $j$-th degree monic polynomial $p_j(x) = p_j^{(n)}(x)$ is characterized by the orthogonality (1.10). Consider the following modified Cauchy transform of $p_j$:

$$\hat{C}p_j(z) := \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{p_j(x)}{e^{x} - e^{z}} e^{-nV(x)} dx,$$

(4.1)

which is well-defined for $z \in \mathbb{S} \setminus \mathbb{R}$. Since $e^{-nV(x)}$ is real analytic and vanishes rapidly as $x \to \pm \infty$, for any polynomial $p(x)$, we have the following asymptotic expansion for $\hat{C}p(z)$ as $z \in \mathbb{S}$ and $\Re z \to +\infty$:

$$\hat{C}p(z) = \frac{-1}{2\pi i e^{z}} \int_{\mathbb{R}} \frac{p(x)}{1 - e^{z}/e^{x}} e^{-nV(x)} dx$$

$$= \frac{-1}{2\pi i} \sum_{k=0}^{M} \left( \int_{\mathbb{R}} p(x) e^{kx} e^{-nV(x)} dx \right) e^{-(k+1)z} + \mathcal{O}(e^{-(M+2)z}),$$

(4.2)
for any $M \in \mathbb{N}$, uniformly in $\Re z$. Thus due to the orthogonality,

$$\tilde{C}p_j(z) = -\frac{h_j^{(n)}}{2\pi i} e^{-(j+1)z} + \mathcal{O}(e^{-(j+2)z}),$$

(4.3)

where $h_j^{(n)}$ is given by (1.13). For $x \in \mathbb{R}$, a residue argument shows that

$$(\tilde{C}p_j)_+(x) - (\tilde{C}p_j)_-(x) = p_j(x)e^{-nV(x)}e^{-x}.$$  

(4.4)

Hence we conclude that if we consider $p_j(x)$ and $\tilde{C}p_j(x)$ together and write them in vector form

$$Y(z) = Y^{(j,n)}(z) := (p_j(z), \tilde{C}p_j(z)),$$

(4.5)

they satisfy the conditions

**RH problem for $Y$**

(a) $Y = (Y_1, Y_2)$, where $Y_1$ is an analytic function defined on $\mathbb{C}$, and $Y_2$ is an analytic function on $\mathbb{R} \setminus \mathbb{R}$,

(b) $Y$ has continuous boundary values $Y_\pm$ when approaching the real line from above and below, and we have

$$Y_+(x) = Y_-(x) \begin{pmatrix} 1 & e^{-x}e^{-nV(x)} \\ 0 & 1 \end{pmatrix},$$ 

(4.6)

for $x \in \mathbb{R}$,

(c1) as $z \to \infty$, $Y_1$ behaves as $Y_1(z) = z^j + \mathcal{O}(z^{j-1})$,

(c2) as $e^z \to \infty$ (i.e., $\Re z \to +\infty$), $Y_2$ behaves as $Y_2(z) = \mathcal{O}(e^{-(j+1)z})$; as $e^z \to 0$ (i.e., $\Re z \to -\infty$), $Y_2(z)$ remains bounded.

Conversely, the RH problem for $Y$ has a unique solution given by (4.5). We give a proof of the uniqueness of the RH problem for $Y$ based on the uniqueness of the multiple orthogonal polynomials $p_j$.

**Theorem 4.** The solution to the RH problem for $Y$ above has a unique solution, given by $Y_1(z) = p_j(z)$ and $Y_2(z) = \tilde{C}p_j(z)$, where $p_j(z)$ is the monic multiple orthogonal polynomial of type II defined by (1.10), and $\tilde{C}p_j(z)$ is given in (4.1).

**Proof.** First, (4.3) in the jump condition [b] implies that $Y_1$ is an entire function, and condition [c1] implies that $Y_1$ grows like $z^j$ as $z \to \infty$. So $Y_1 =: p$ is a monic polynomial of degree $j$.

Now we show that if $Y = (Y_1, Y_2)$ satisfies all the conditions [a]–[c2] of the RH problem, then $Y_2$ is given in terms of $Y_1 = p$ by

$$Y_2(z) = \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{p(s)}{e^s - e^z} e^{-nV(s)} ds.$$ 

(4.7)

By condition [b], $Y_2$ satisfies

$$Y_{2,+}(x) - Y_{2,-}(x) = p(x)e^{-nV(x)} - x.$$ 

(4.8)

Consider the function

$$U(u) = Y_2(\log u) - \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{Y_1(s)}{e^s - u} e^{-nV(s)} ds,$$ 

(4.9)
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Comparing this with (1.10), we see that $U$ vanishes rapidly as $s \to \pm\infty$. Obviously $U(u)$ is analytic for $u \in \mathbb{C} \setminus \mathbb{R}$. By the jump condition $Y_2$ on the real line given by (1.4) and the property that $Y_2(x + \pi i) = Y_2(x - \pi i)$, we verify that $U_+(u) = U_-(u)$ for $u \in (0, \infty)$ or $u \in (-\infty, 0)$, so that $U$ is an analytic function for $u \in \mathbb{C} \setminus \{0\}$. Note that since $p$ is a polynomial and $e^{-nV(s)}$ vanishes rapidly as $s \to \pm\infty$, we have
\[
\frac{1}{2\pi i} \int_{\mathbb{R}} \frac{p(s)}{e^s - u} e^{-nV(s)} ds = \mathcal{O}(1) \quad \text{as } u \to 0, \tag{4.10}
\]
\[
\frac{1}{2\pi i} \int_{\mathbb{R}} \frac{p(s)}{e^s - u} e^{-nV(s)} ds = \mathcal{O}(u^{-1}) \quad \text{as } u \to \infty. \tag{4.11}
\]

From (4.10) we find that 0 is a removable singularity of $U(u)$ and then $U(u)$ is an entire function. Then from (4.11) we have $U(u) = 0$ by Liouville’s theorem. Therefore (4.7) is proved.

At last we apply the expansion (4.2) for $M = j - 1$ to $Y_2$ given in (4.7). We see that the asymptotic condition $Y_2 = \mathcal{O}(e^{-(j+1)z})$ implies that
\[
\int_{\mathbb{R}} p(x) e^{kx} e^{-nV(x)} dx = 0, \quad k = 0, \ldots, j - 1. \tag{4.12}
\]
Comparing this with (1.10), we see that $p = Y_1$ is indeed the monic multiple orthogonal polynomial $p_j$.

Below we take $j = n + k$ where $k$ is a constant integer, and our goal is to obtain the asymptotics for $Y = Y^{(n+k,n)}$ as $n \to \infty$.

### 4.2 First transformation $Y \mapsto T$

Recall $g(z)$ and $\tilde{g}(z)$ defined in (1.33) on $\mathbb{C} \setminus (-\infty, b]$ and $\mathbb{S} \setminus (-\infty, b]$. Denote $Y = Y^{(n+k,n)}$ and define $T$ as follows:
\[
T(z) := e^{-\frac{\ell}{4}} Y(z) \begin{pmatrix} e^{-n\tilde{g}(z)} & 0 \\ 0 & e^{n\tilde{g}(z)} \end{pmatrix} e^{\frac{\ell}{2} \sigma_3}, \tag{4.13}
\]
where $\ell$ is the constant appearing in (1.19) and (3.8), and $\sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. Then $T$ satisfies a RH problem with the same domain of analyticity as $Y$, but with a different asymptotic behavior and a different jump relation.

**RH problem for $T$**

(a) $T = (T_1, T_2)$, where $T_1$ is analytic in $\mathbb{C} \setminus \mathbb{R}$, and $T_2$ is analytic in $\mathbb{S}^c \setminus \mathbb{R}$,

(b) $T$ satisfies the jump relation
\[
T_+(x) = T_-(x) J_T(x), \quad \text{for } x \in \mathbb{R}, \tag{4.14}
\]
with
\[
J_T(x) = \begin{pmatrix} e^{n(g_-(x)-\tilde{g}_+(x))} & e^{n(g_-(x)+\tilde{g}_+(x)-V(x)-\ell-x)} \\ 0 & e^{n(\tilde{g}_-(x)-\tilde{g}_-(x))} \end{pmatrix}, \tag{4.15}
\]

(c1) as $z \to \infty$, $T_1$ behaves as $T_1(z) = z^k + \mathcal{O}(z^{k-1})$,

(c2) as $\epsilon \to \infty$, $T_2$ behaves as $T_2(z) = \mathcal{O}(e^{-(k+1)z})$, and as $\epsilon \to 0$, $T_2$ behaves as $T_2 = \mathcal{O}(1)$. 
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4.3 Second transformation $T \mapsto S$

For $x \in \mathbb{R} \setminus (a, b)$, it follows from the analyticity of $e^{g}$ and (3.9) that the jump matrix $J_T(x)$ tends to the identity matrix exponentially fast in the limit $n \to \infty$. For $x \in (a, b)$, we decompose the jump matrix into

$$J_T(x) = \begin{pmatrix} 1 & 0 \\ e^{-n\phi_+(x)+x} & 1 \end{pmatrix} \begin{pmatrix} 0 & e^{n(g_+(x)+\tilde{g}(x)-V(x)\ell-x)} \\ e^{-n(g_-(x)-\tilde{g}(x)+V(x)+\ell)+x} & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ e^{-n\phi_-(x)+x} & 1 \end{pmatrix}^T,$$  

(4.16)

where the function $\phi(z) = g(z) + \tilde{g}(z) - V(z) - \ell$ is defined as in (1.34). The function $\phi(x)$ has discontinuity on $(-\infty, b)$, and by (3.5) and (3.8) it satisfies

$$\phi_+(x) = \phi_-(x) + 4\pi i \quad \text{for } x < a,$$

(4.17)

$$\phi_+(x) = -\phi_-(x) \quad \text{for } x \in (a, b).$$

(4.18)

Then we “open the lens”, where the lens $\Sigma_S$ is a contour consisting of the real axis and two arcs from $a$ to $b$. We assume that one of the two arcs lies in the upper half plane and denote it by $\Sigma_1$, the other lies in the lower half plane and denote it by $\Sigma_2$, see Figure 5. We do not fix the shape of $\Sigma_S$ at this stage, but only require that $\Sigma_S$ is in $S$ and $V$ is analytic in a simply-connected region containing $\Sigma_S$.

Define

$$S(z) := \begin{cases} 
T(z) & \text{outside of the lens}, \\
T(z) \begin{pmatrix} 1 & 0 \\ e^{-n\phi(z)+z} & 1 \end{pmatrix} & \text{in the lower part of the lens}, \\
T(z) \begin{pmatrix} 1 & 0 \\ -e^{-n\phi(z)+z} & 1 \end{pmatrix} & \text{in the upper part of the lens}. 
\end{cases}$$

(4.19)

From the definition of $S$, we see that $S$ is discontinuous on the upper and lower arcs with jump matrix $\begin{pmatrix} 1 & 0 \\ e^{-n\phi(z)+z} & 1 \end{pmatrix}$. On $(a, b)$, it follows from (3.8) and (4.16) that the jump matrix for $S$ takes the form $\begin{pmatrix} 0 & e^{-x} \\ -e^x & 0 \end{pmatrix}$. Summarizing, we have the following RH problem for $S$.

**RH problem for $S$**

(a) $S = (S_1, S_2)$, where $S_1$ is analytic in $\mathbb{C} \setminus \Sigma_S$, and $S_2$ is analytic in $\mathbb{C} \setminus \Sigma_S$, and $\Sigma_S = \mathbb{R} \cup \Sigma_1 \cup \Sigma_2$ is the contour depicted in Figure 5.

(b) we have

$$S_+(z) = S_-(z)J_S(z), \quad \text{for } z \in \Sigma_S,$$

(4.20)
where (note that $e^{\phi(z)}$ is well defined for $z \in (-\infty, a)$ by (4.17))

\[
J_S(z) = \begin{cases} 
\begin{pmatrix} 1 & 0 \\
0 & 1 \end{pmatrix}, & \text{for } z \in \Sigma_1 \cup \Sigma_2, \\
\begin{pmatrix} e^{-n\phi(z)+z} & 0 \\
0 & e^{-z} \end{pmatrix}, & \text{for } z \in (a, b), \\
\begin{pmatrix} 1 & e^{n\phi(z)-z} \\
0 & 1 \end{pmatrix}, & \text{for } z \in \mathbb{R} \setminus [a, b]. 
\end{cases}
\]  
(4.21)

(c1) as $z \to \infty$, $S_1(z) = z^k + \mathcal{O}(z^{k-1})$,
(c2) as $e^z \to \infty$, $S_2$ behaves as $S_2(z) = \mathcal{O}(e^{-(k+1)z})$, and as $e^z \to 0$, $S_2$ behaves as $S_2(z) = \mathcal{O}(1)$.

By (3.8), we have, for $x \in (a, b),$

\[
\phi_\pm'(x) = g_\pm'(x) + \tilde{g}_\pm'(x) - V'(x) = g_\pm'(x) - g_\mp'(x) = \mp 2\pi i \psi_V(x). 
\]  
(4.22)

Since $\psi_V(x) > 0$ for all $x \in (a, b)$, it follows from the Cauchy-Riemann conditions that

\[
\Re \phi(z) = \Re (g(x) + \tilde{g}(x) - V(x) - \ell) > 0 
\]  
(4.23)

on both the upper arc and the lower arc, if these arcs are chosen sufficiently close to $(a, b)$. As a consequence, the jump matrices for $S$ on the lenses tend to the identity matrix as $n \to \infty$. Uniform convergence breaks down when $x$ approaches the endpoints $a$ and $b$. We need to construct local parametrices near those points.

### 4.4 Construction of local parametrices near $a$ and $b$

Define

\[
y_j := y_j(\zeta) = \omega^j \text{Ai}(\omega^j \zeta), \quad \text{for } j = 0, 1, 2, 
\]  
(4.24)

where $\omega = e^{2\pi i}3/4$ and $\text{Ai}$ is the Airy function.

![Figure 6: The contour $\Gamma$ and the jump matrices for $A$.](image)

Let

\[
\Gamma := e^{-\frac{2\pi i}{4}} \mathbb{R}^+ \cup e^{\frac{2\pi i}{4}} \mathbb{R}^+ \cup \mathbb{R} 
\]  
(4.25)

be the contour consisting of four rays oriented each from the left to the right shown in Figure 21.
and define the $2 \times 2$ matrix-valued function $A$ in $\mathbb{C} \setminus \Gamma$ as

$$A(\zeta) := \begin{cases} 
\sqrt{2\pi} e^{-\frac{2\pi i}{3}} \begin{pmatrix} y_0 & -y_2 \\
y_0' & -y_2' \end{pmatrix}, & \text{for } 0 < \arg \zeta < \frac{2\pi}{3}, \\
\sqrt{2\pi} e^{-\frac{2\pi i}{3}} \begin{pmatrix} -y_1 & -y_2 \\
-y_1' & -y_2' \end{pmatrix}, & \text{for } \frac{2\pi}{3} < \arg \zeta < \pi, \\
\sqrt{2\pi} e^{-\frac{2\pi i}{3}} \begin{pmatrix} -y_2 & y_1 \\
-y_2' & y_1' \end{pmatrix}, & \text{for } -\pi < \arg \zeta < -\frac{2\pi}{3}, \\
\sqrt{2\pi} e^{-\frac{2\pi i}{3}} \begin{pmatrix} y_0 & y_1 \\
y_0' & y_1' \end{pmatrix}, & \text{for } -\frac{2\pi}{3} < \arg \zeta < 0.
\end{cases} \tag{4.26}
$$

Using the identity $y_0 + y_1 + y_2 = 0$, the fact that the Airy function is an entire function, and the asymptotics as $\zeta \to \infty$ of the Airy function, one verifies that $A$ satisfies the following model RH problem. This RH problem (and equivalent forms of it) appeared many times in the literature and is often referred to as “the Airy RH problem”, see for example [20, 21].

**RH problem for $A$**

(a) $A$ is a $2 \times 2$ matrix-valued function analytic in $\mathbb{C} \setminus \Gamma$.

(b) $A$ satisfies the following jump relations on $\Gamma$,

$$A_+(\zeta) = A_-(\zeta) \begin{pmatrix} 1 & 1 \\
0 & 1 \end{pmatrix}, \quad \text{for } \arg \zeta = 0, \tag{4.27}$$

$$A_+(\zeta) = A_-(\zeta) \begin{pmatrix} 1 & 0 \\
1 & 1 \end{pmatrix}, \quad \text{for } \arg \zeta = \frac{2\pi}{3} \text{ or } \arg \zeta = -\frac{2\pi}{3}, \tag{4.28}$$

$$A_+(\zeta) = A_-(\zeta) \begin{pmatrix} 0 & 1 \\
-1 & 0 \end{pmatrix}, \quad \text{for } \arg \zeta = \pi. \tag{4.29}$$

(c) $A$ has the following behavior at infinity,

$$A(\zeta) = \frac{1}{\sqrt{2\pi}} e^{-\frac{4\pi i}{3}\sigma_3} \begin{pmatrix} 1 & 1 \\
-1 & 1 \end{pmatrix} e^{-\frac{2\pi i}{3}\sigma_3 (I + O(\zeta^{-3/2}))} e^{-\frac{2\pi i}{3}\sigma_3} \zeta^{-3/2 \sigma_3}, \quad \text{as } \zeta \to \infty, \tag{4.30}$$

uniformly for $\zeta \in \mathbb{C} \setminus \Gamma$.

Using the regularity condition which says that $\lim_{x \to b_-} \frac{\phi(x)}{\sqrt{b-x}}$ exists and is positive, and the formulas of $g(z)$ and $\tilde{g}(z)$, and noting in addition that $\phi(b) = 0$, we obtain the following local behavior for $\phi$ near $b$,

$$\phi(z) = -c(z - b)^{3/2} + O(|z - b|^{5/2}), \quad \text{as } z \to b, \text{ where } c > 0. \tag{4.31}$$

Then in a neighborhood $U_b$ of $b$, there is a unique analytic function $f_b$ satisfying $f_b(0) = 0$, $f'_b(b) > 0$ and

$$\frac{2}{3} f_b(z)^{3/2} = -\frac{1}{2} \phi(z). \tag{4.32}$$

Now we choose the lens $\Sigma_S$ in such a way that $f_b(z)$ maps the jump contour $U_b \cap \Sigma_S$ for $S$ on the jump contour $\Gamma$ for $A$, and we define the $2 \times 2$ matrix-valued function $P^{(b)}(z)$ on $U_b \setminus \Sigma_S$ as

$$P^{(b)}(z) := A(n^{2/3} f_b(z)) e^{-\frac{4}{3}(n\phi(z) - z)\sigma_3}. \tag{4.33}$$
Using the jump relations \((4.27)–(4.29)\) for \(A\) and \((4.17)\) and \((4.18)\) for \(\phi(z)\), one verifies that
\[
P_+^{(b)}(z) = P_-^{(b)}(z)J_S(z), \quad \text{for } z \in U_b \cap \Sigma_S, \tag{4.34}
\]
where \(J_S\) is given in \((4.21)\). Since the determinant of \(A\) is identically equal to 1, \(A\) is invertible, and so is \(P^{(b)}(z)\) for \(z \in U_b \cap \Sigma_S\). By \((4.34)\) and \((4.20)\), we have
\[
S_+(z)P_+^{(b)}(z)^{-1} = S_-(z)P_-^{(b)}(z)^{-1}, \quad \text{for } z \in U_b \cap \Sigma_S. \tag{4.35}
\]

Similarly, near \(a\),
\[
\phi(z) = -\tilde{c}(a - z)^{3/2} + \mathcal{O}(|a - z|^{5/2}) \pm 2\pi i, \quad \text{as } z \to a, \quad \tilde{c} > 0, \tag{4.36}
\]
where the sign of \(\pm 2\pi i\) depends on whether \(z\) is in the upper or lower half plane. In a neighborhood \(U_a\) of \(a\), there is a unique analytic function \(f_a\) satisfying \(f_a(a) = 0, f_a'(a) < 0\), and
\[
\frac{2}{3} f_a(z)^{3/2} = -\frac{1}{2} \phi(z) \pm \pi i. \tag{4.37}
\]
Again we can choose the lens \(\Sigma_S\) in such a way that \(f_a(z)\) maps the jump contour \(U_a \cap \Sigma_S\) for \(S\) on the jump contour \(\Gamma\) for \(A\). Then define the \(2 \times 2\) matrix-valued function \(P^{(a)}(z)\) on \(U_a \setminus \Sigma_S\) as
\[
P^{(a)}(z) := \sigma_3 A(n^{2/3} f_a(z)) e^{-\frac{i}{3}(n\phi(z) - z)} \sigma_3. \tag{4.38}
\]
Similarly to \((4.34)\) and \((4.35)\), we have
\[
S_+(z)P_+^{(a)}(z)^{-1} = S_-(z)P_-^{(a)}(z)^{-1}, \quad \text{for } z \in U_a \cap \Sigma_S. \tag{4.39}
\]

Remark 7. Usually, a local parametrix serves as a local approximation to the solution of the RH problem. Since \(S\) is vector-valued and our local parametrices \(P^{(a)}\) and \(P^{(b)}\) are \(2 \times 2\)-valued, this is not quite true in our situation, but it will turn out later that large \(n\) asymptotics for \(S\) near \(a\) and \(b\) can be expressed in terms of \(P^{(b)}\) and \(P^{(a)}\), and thus in terms of the Airy function. Later in Section 4.6, we will build a vector-valued “global parametrix” \(P^{(\infty)}\), which approximates \(S\) away from the endpoints \(a\) and \(b\). Before introducing \(P^{(\infty)}\), we perform one more transformation of the RH problem for \(S\) in the next subsection.

### 4.5 Third transformation \(S \mapsto P\)

The following transformation will modify the jumps in the vicinity of \(a\) and \(b\): the jumps on \(\Sigma_1\) and \(\Sigma_2\) will be removed in \(U_a\) and \(U_b\). As a drawback, a discontinuity will appear on \(\partial U_a\) and \(\partial U_b\), but the jump matrices on these boundaries will be close to the identity matrix for large \(n\).

Define
\[
P(z) := \begin{cases} 
S(z) & \text{for } z \in \mathbb{C} \setminus (\overline{U_a} \cup U_b \cup \Sigma_S), \\
S(z)P^{(a)}(z)^{-1} \left( \frac{1}{\sqrt{2}}(n^{2/3} f_a(z))^{-\frac{i}{3}} \right)^{\frac{1}{2} \sigma_3} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} e^{-\left(\frac{\pi i}{3} - \frac{\pi i}{6}\right) \sigma_3} & \text{for } z \in U_a \setminus \Sigma_S, \\
S(z)P^{(b)}(z)^{-1} \left( \frac{1}{\sqrt{2}}(n^{2/3} f_b(z))^{-\frac{i}{3}} \right)^{\frac{1}{2} \sigma_3} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} e^{-\left(\frac{\pi i}{3} - \frac{\pi i}{6}\right) \sigma_3} & \text{for } z \in U_b \setminus \Sigma_S.
\end{cases} \tag{4.40}
\]

Then \(P\) is constructed in such a way that it has jumps on a contour
\[
\Sigma_P := (\Sigma_S \setminus (U_a \cup U_b)) \cup \partial U_a \cup \partial U_b \cup [a, b]. \tag{4.41}
\]
as shown in Figure 7. We define \((n^{2/3} f_b(z))^{-\frac{1}{2}\sigma_1}\) and \((n^{2/3} f_a(z))^{-\frac{1}{2}\sigma_1}\) in such a way that they have branch cuts on \([a, b]\) and they are positive on \((b, \infty)\) and \((-\infty, a)\) respectively. The jumps inside the disks on \(\mathbb{R} \setminus [a, b]\) and the lips \(\Sigma_1, \Sigma_2\) are equal to the identity matrix since \(S(z)P^{(b)}(z)^{-1}\) and \(S(z)P^{(a)}(z)^{-1}\) are analytic there, but there is a jump on \((a, b)\) due to the branch cuts of \((n^{2/3} f_b(z))^{-\frac{1}{2}\sigma_1}\) and \((n^{2/3} f_a(z))^{-\frac{1}{2}\sigma_1}\). Also note that, unlike \(Y, T, S\) whose entries are all bounded in any bounded region of their domains, \(P(z)\) has inverse fourth root singularities at \(a\) and \(b\).

**RH problem for \(P\)**

(a) \(P = (P_1, P_2)\), where \(P_1\) is analytic in \(\mathbb{C} \setminus \Sigma_P\), and \(P_2\) is analytic in \(\mathbb{S}^c \setminus \Sigma_P\),

(b) we have

\[
P_+(z) = P_-(z)J_P(z), \quad \text{for } z \in \Sigma_P, \tag{4.42}
\]

where

\[
J_P(z) = \begin{cases}
J_S(z) & \text{for } z \in \Sigma_S \setminus (\overline{U_a} \cup \overline{U_b}), \\
\frac{1}{\sqrt{2}} e^{(\frac{c_1}{4} - \frac{c_2}{2})\sigma_3} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} (n^{2/3} f_a(z))^{\frac{1}{2}\sigma_1} P^{(a)}(z) & \text{for } z \in \partial U_a, \\
\frac{1}{\sqrt{2}} e^{(\frac{c_1}{4} - \frac{c_2}{2})\sigma_3} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} (n^{2/3} f_b(z))^{\frac{1}{2}\sigma_1} P^{(b)}(z) & \text{for } z \in \partial U_b, \\
\begin{pmatrix} 0 & e^{-z} \\ -e^z & 0 \end{pmatrix} & \text{for } z \in (a, b),
\end{cases}
\tag{4.43}
\]

(c1) as \(z \to \infty\), \(P_1(z) = z^k + \mathcal{O}(z^{k-1})\),

(c2) as \(e^{z} \to +\infty\), \(P_2\) behaves as \(P_2(z) = \mathcal{O}(e^{-(k+1)z})\), and as \(e^{z} \to 0\), \(P_2\) behaves as \(P_2(z) = \mathcal{O}(1)\).

(c3)

\[
P(z) = (\mathcal{O}(|z - a|^{-1/4}), \mathcal{O}(|z - a|^{-1/4})) \quad \text{as } z \to a, \tag{4.44}
\]

\[
P(z) = (\mathcal{O}(|z - b|^{-1/4}), \mathcal{O}(|z - b|^{-1/4})) \quad \text{as } z \to b. \tag{4.45}
\]

Figure 7: The contour \(\Sigma_P\). On the boldface part of the contour, \(J_P = \begin{pmatrix} 0 & e^{-z} \\ -e^z & 0 \end{pmatrix}\) and on the other parts, \(J_P \to I\) uniformly. Note that \(\Sigma_P\) divides the complex plane into six regions: the two “edge regions” \(U_a\) and \(U_b\), the two “bulk regions” in the upper and lower parts of the lens and not in \(U_a\) or \(U_b\), and the two “outside regions”. The dashed lines that belong to \(\Sigma_S\) but not to \(\Sigma_P\), together with the interval \((a, b)\), divide each edge region into four subregions, two inside the lens and two out of the lens.
4.6 Construction of the outer parametrix

For $z \in \partial U_a \cup \partial U_b$, the definition of the local parametrices (4.33) and (4.38) together with the asymptotics (4.30) for $A$ imply that $J_P(z) = I + O(n^{-1})$ as $n \to \infty$. For $z \in \Sigma_S \setminus [a,b]$ and not included in $U_a$ or $U_b$, by the asymptotics of $\phi(z)$ given in (4.33) and (3.9), we have that $J_P(z)$ decays exponentially as $n \to \infty$. Thus, in some sense, it is expected that

$$P(z) \to P^{(\infty)}(z),$$

(4.46)

where $P^{(\infty)}(z)$ has the same analyticity, asymptotic, and periodicity properties, and has the jump condition

$$P_+^{(\infty)}(x) = P_-^{(\infty)}(x) \begin{pmatrix} 0 & e^{-x} \\ -e^x & 0 \end{pmatrix}, \quad \text{for } x \in (a,b).$$

(4.47)

We would like to construct a solution to the following RH problem:

**RH problem for $P^{(\infty)}$**

(a) $P^{(\infty)} = (P_1^{(\infty)}, P_2^{(\infty)})$, where $P_1^{(\infty)}$ is an analytic function in $\mathbb{C} \setminus [a,b]$, and $P_2^{(\infty)}$ is an analytic function in $S^c \setminus [a,b]$,

(b) $P^{(\infty)}$ satisfies the jump relation (4.47),

(c1) as $z \to \infty$, $P_1^{(\infty)}(z) = z^k + O(z^{k-1})$,

c2) as $e^z \to +\infty$, $P_2^{(\infty)}(z)$ behaves as $P_2^{(\infty)}(z) = O(e^{-(k+1)z})$, and as $e^z \to 0$, $P_2^{(\infty)}(z)$ behaves as $P_2^{(\infty)}(z) = O(1)$,

c3) $P_1^{(\infty)}(z) = (O(|z - a|^{-1/4}), O(|z - a|^{-1/4}))$ as $z \to a$,  

$$P^{(\infty)}(z) = (O(|z - b|^{-1/4}), O(|z - b|^{-1/4})) \quad \text{as } z \to b.$$  

(4.48)

(4.49)

After the construction of $P^{(\infty)}$, we will prove the convergence (4.46).

We use the transformation $J_{c_1,c_0}$ defined before in (1.23), where the parameters $c_1$ and $c_0$ depend on $a$ and $b$, the endpoints of the support of the equilibrium measure. Recall $s_a$ and $s_b$ defined in (1.24) and the relation (3.4) between $s_a, s_b$ and $a, b$. Below we write $J_{c_1,c_0}$ as $J$ if there is no confusion.

By Proposition 2, $J$ maps $\mathbb{C} \setminus \bar{D}$ conformally to $\mathbb{C} \setminus [J(s_a), J(s_b)]$, and maps $D \setminus [-\frac{1}{2}, \frac{1}{2}]$ conformally to $S \setminus [J(s_a), J(s_b)]$, so that we can define the function $F(s)$ on $\mathbb{C} \setminus (\gamma_1 \cup \gamma_2 \cup [-\frac{1}{2}, \frac{1}{2}])$ by

$$F(s) := \begin{cases} P_1^{(\infty)}(J(s)) & \text{for } s \in \mathbb{C} \setminus \bar{D}, \\
P_2^{(\infty)}(J(s)) & \text{for } s \in D \setminus [-\frac{1}{2}, \frac{1}{2}]. \end{cases}$$

(4.50)

Since $P_2^{(\infty)}$ is defined on $S^c$, that is, it satisfies a periodic boundary condition on $S$, we have that the definition of $F(s)$ can be extended to $(-\frac{1}{2}, \frac{1}{2})$. In this way the transformation from $P^{(\infty)}$ to $F$ is invertible: we can recover the outer parametrix $P^{(\infty)}$ by the formula

$$P_1^{(\infty)}(z) = F(I_1(z)), \quad \text{for } z \in \mathbb{C} \setminus [a,b],$$

(4.51)

$$P_2^{(\infty)}(z) = F(I_2(z)), \quad \text{for } z \in S \setminus [a,b],$$

(4.52)

where $I_1$ and $I_2$ are, as defined in (1.26) and (1.27), the inverses of $J$ mapping $\mathbb{C} \setminus [a,b]$ to $\mathbb{C} \setminus \overline{D}$ and to $D \setminus [-\frac{1}{2}, \frac{1}{2}]$ respectively. All information about the vector-valued function $P^{(\infty)}$ is now carried by the single complex-valued function $F$, which is discontinuous on $\gamma_1 \cup \gamma_2$ by definition.
From condition \([e2]\) of the RH problem for \(P(\infty)\) and the definition of \(J\), it follows that \(F\) has a removable singularity at \(-\frac{1}{2}\), and that \(F\) has a zero of multiplicity \(k+1\) at \(\frac{1}{2}\) if \(k \geq 0\), a removable singularity if \(k = -1\), and a pole of order \(-k-1\) if \(k < -1\). The inverse fourth root singularities of \(P(\infty)\) at \(a, b\) are transformed into inverse square root singularities of \(F\) at \(s_a, s_b\), because \(J(s)\) has simple zeros at \(s_a\) and \(s_b\). In order to compute the jump relation satisfied by \(F\), note that

\[
e^{J(s)} = e^{c_1s+c_0}\frac{s+\frac{1}{2}}{s-\frac{1}{2}},
\]

and

\[
F_+(s) = P_1^{(\infty)}(J(s)), \quad F_-(s) = P_2^{(\infty)}(J(s)), \quad \text{for } s \in \gamma_1, \quad (4.54)
\]

\[
F_+(s) = P_2^{(\infty)}(J(s)), \quad F_-(s) = P_1^{(\infty)}(J(s)), \quad \text{for } s \in \gamma_2. \quad (4.55)
\]

It is now straightforward to verify the following RH conditions for \(F\).

**RH problem for \(F\)**

(a) \(F\) is analytic in \(\mathbb{C} \setminus (\gamma_1 \cup \gamma_2)\) if \(k \geq -1\), and analytic in \(\mathbb{C} \setminus (\gamma_1 \cup \gamma_2 \cup \{\frac{1}{2}\})\) if \(k < -1\),

(b) for \(s \in \gamma_1 \cup \gamma_2\), we have

\[
F_+(s) = -e^{c_1s+c_0}\frac{s+\frac{1}{2}}{s-\frac{1}{2}}F_-(s), \quad \text{for } s \in \gamma_1, \quad (4.56)
\]

\[
F_+(s) = e^{-c_1s-c_0}\frac{s-\frac{1}{2}}{s+\frac{1}{2}}F_-(s), \quad \text{for } s \in \gamma_2, \quad (4.57)
\]

(c) we have the asymptotic conditions

\[
F(s) = c_1^ks^k + O(s^{k-1}), \quad \text{as } s \to \infty, \quad (4.58)
\]

\[
F(s) = O((s - \frac{1}{2})^{k+1}), \quad \text{as } s \to \frac{1}{2}, \quad (4.59)
\]

\[
F(s) = O(|s - s_a|^{-\frac{1}{2}}), \quad \text{as } s \to s_a, \quad (4.60)
\]

\[
F(s) = O(|s - s_b|^{-\frac{1}{2}}), \quad \text{as } s \to s_b. \quad (4.61)
\]

One can explicitly construct a solution \(F\) to the above RH problem:

\[
F(s) = \begin{cases} 
  e^{c_1(s+s_a)(s-s_b)} & \text{for } s \in \mathbb{C} \setminus \bar{D}, \\
  e^{c_1(s-\frac{1}{2})(s-s_b)^{k+1}} & \text{for } s \in D.
\end{cases} \quad (4.62)
\]

where \(\sqrt{(s-s_a)(s-s_b)}\) is taken to be continuous in \(\mathbb{C} \setminus \gamma_1\) and \(\sqrt{(s-s_a)(s-s_b)} \sim s\) as \(s \to \infty\).

Note that \(F(s)\) and the function \(G_k(z)\) defined in (1.19) are related by (upon expressing \(s_a\) and \(s_b\) by (1.24))

\[
G_k(s) = \begin{cases} 
  F(s) & \text{if } s \in \mathbb{C} \setminus \bar{D}, \\
  e^{J(s)}F(s) & \text{if } s \in D.
\end{cases} \quad (4.63)
\]
Similar to \( F \) as follows, see Figure 8:

\[
\text{Figure 8: The contour } J^{-1}(\Sigma_P). \text{ The boldface part consists of } \gamma_1 \text{ and } \gamma_2, \text{ the solid part is } \Sigma' \text{ and the dashed part is } \Sigma''.
\]

4.7 The convergence of \( P \to P^{(\infty)} \)

We will now apply the same idea as in the construction of the outer parametrix to \( P \), and want to transform the RH problem to the \( s \)-plane using the transformation \( z = J(s) \), in such a way that \( P = (P_1, P_2) \) is transformed to a single complex-valued function \( F \). Therefore we define \( F \) on \( \mathbb{C} \setminus J^{-1}(\Sigma_P) \) analogous to (4.50):

\[
F(s) := \begin{cases} 
    P_1(J(s)) & \text{if } s \in \mathbb{C} \setminus \hat{D} \text{ and } J(s) \notin \Sigma_P, \\
    P_2(J(s)) & \text{if } s \in D \setminus [\frac{1}{2}, \frac{1}{2}] \text{ and } J(s) \notin \Sigma_P.
\end{cases}
\]

(4.64)

The inverse of this transformation is given by

\[
P_1(z) = F(I_1(z)), \quad \text{for } z \in \mathbb{C} \setminus \Sigma_P, \quad \text{(4.65)}
\]

\[
P_2(z) = F(I_2(z)), \quad \text{for } z \in \mathbb{S} \setminus \Sigma_P. \quad \text{(4.66)}
\]

The jump contour of \( F \) will consist of the inverse image of \( \Sigma_P \) under \( J \). We can decompose this jump contour \( J^{-1}(\Sigma_P) \) into three different parts: \( \gamma_1 \cup \gamma_2 \), the part in \( D \) and the part in \( \mathbb{C} \setminus \mathcal{D} \) as follows, see Figure 8:

\[
J^{-1}(\Sigma_P) = \Sigma' \cup \Sigma'' \cup (\gamma_1 \cup \gamma_2), \quad \text{where } \Sigma' = I_1(\Sigma_P \setminus [a, b]), \quad \Sigma'' = I_2(\Sigma_P \setminus [a, b]). \quad (4.67)
\]

Similar to \( F(s) \), the definition of \( F(s) \) can be extended to \( [\frac{1}{2}, \frac{1}{2}] \) because of the periodicity of \( P_2 \) and its behavior as \( R_z \to -\infty \). The RH problem for \( P \), however, no longer transforms to a scalar RH problem for \( F(s) \). For \( s \in \gamma_1 \cup \gamma_2 \), we still have the scalar jump conditions

\[
F_+(s) = -e^{J(s)}F_-(s), \quad \text{for } s \in \gamma_1, \quad \text{(4.68)}
\]

\[
F_+(s) = e^{-J(s)}F_-(s), \quad \text{for } s \in \gamma_2, \quad \text{(4.69)}
\]

but on the other parts of the jump contour, the jump conditions become non-local. Since \( F_{\pm}(s) = P_{1, \pm}(J(s)) \) for \( s \in \Sigma' \) and \( F_{\pm}(s) = P_{2, \pm}(J(s)) \) for \( s \in \Sigma'' \), where the orientation for \( \Sigma' \) and \( \Sigma'' \) is that inherited from the orientation on \( \Sigma_P \) through \( I_1 \) and \( I_2 \), the jump conditions (4.42) for \( P \) transform into

\[
F_+(s) = J_{P, 11}(J(s))F_-(s) + J_{P, 21}(J(s))F_-(I_1(J(s))), \quad \text{for } s \in \Sigma', \quad \text{(4.70)}
\]

\[
F_+(s) = J_{P, 12}(J(s))F_+(I_1(J(s))) + J_{P, 22}(J(s))F_+(s), \quad \text{for } s \in \Sigma'', \quad \text{(4.71)}
\]

where \( J_P \) is the \( 2 \times 2 \) jump matrix defined in (4.43). In other words, the boundary value \( F_+(I_1(z)) \) depends not only on \( F_-(I_1(z)) \), but also on \( F_-(I_2(z)) \), and vice versa for \( F_+(I_2(z)) \). For this reason, we will call the jump relations (4.70)–(4.71) “shifted” jump relations, and the RH problem for \( F \) a shifted RH problem, following the terminology of [25]. The asymptotic
conditions for $F$ are the same as the ones for $F$. By conditions $[c1], [c3]$ of the RH problem for $P$, we have analogous to $(4.58)-(4.61)$ that

$$
\mathcal{F}(s) = c_1 e^{ks} + \mathcal{O}(e^{k-1}), \quad \text{as } s \to \infty,
$$

$$
\mathcal{F}(s) = \mathcal{O}((s - \frac{1}{2})^{k+1}), \quad \text{as } s \to \frac{1}{2},
$$

$$
\mathcal{F}(s) = \mathcal{O}(|s - s_a|^{-1/2}), \quad \text{as } s \to s_a,
$$

$$
\mathcal{F}(s) = \mathcal{O}(|s - s_b|^{-1/2}), \quad \text{as } s \to s_b.
$$

Since $F(s) \neq 0$ for all $s \in \mathbb{C} \setminus (\gamma_1 \cup \gamma_2 \cup \{\frac{1}{2}\})$, while at $\frac{1}{2}$ the order of the pole of $F(s)$ is at most equal to that of $F(s)$, we can define the analytic function

$$
R(s) := \frac{F(s)}{F(s)}, \quad \text{for } s \in \mathbb{C} \setminus J^{-1}(\Sigma_P). \tag{4.76}
$$

By $(4.68)$, $(4.69)$ and $(4.56)$, $(4.57)$, it follows that $R$ is analytic across $(\gamma_1 \cup \gamma_2)$. Furthermore, the RH problem for $F(s)$ and the shifted RH problem for $F(s)$ yield the following shifted RH conditions satisfied by $R$.

**Shifted RH problem for $R$**

(a) $R$ is analytic in $\mathbb{C} \setminus (\Sigma' \cup \Sigma'')$,

(b) $R$ has the jump conditions

$$
R_+(s) = J_{R,11}(s)R_-(s) + J_{R,21}(s)R_-(I_2(J(s))), \quad \text{for } s \in \Sigma', \tag{4.77}
$$

$$
R_+(s) = J_{R,12}(s)R_-(I_1(J(s))) + J_{R,22}(s)R_-(s), \quad \text{for } s \in \Sigma'', \tag{4.78}
$$

where

$$
J_{R,11}(s) = J_{P,11}(J(s)), \quad J_{R,21}(s) = J_{P,21}(J(s)) \frac{F(I_2(J(s)))}{F(s)}, \tag{4.79}
$$

$$
J_{R,12}(s) = J_{P,12}(J(s)) \frac{F(I_1(J(s)))}{F(s)}, \quad J_{R,22}(s) = J_{P,22}(J(s)), \tag{4.80}
$$

(c) $R$ is bounded, and $R(s) = 1 + \mathcal{O}(s^{-1})$ as $s \to \infty$.

Substituting the asymptotic properties of $J_P$ stated in the beginning of Section 4.6 and the formula $(4.62)$ of $F(s)$ into $(4.79)$ and $(4.80)$, as $n \to \infty$, we have the uniform asymptotic estimates

$$
J_{R,11}(s) = 1 + \mathcal{O}(n^{-1}), \quad J_{R,21}(s) = \mathcal{O}(n^{-1}), \quad \text{for } s \in \Sigma', \tag{4.81}
$$

$$
J_{R,12}(s) = \mathcal{O}(n^{-1}), \quad J_{R,22}(s) = 1 + \mathcal{O}(n^{-1}), \quad \text{for } s \in \Sigma''. \tag{4.82}
$$

Moreover, for $s$ on the real parts of $\Sigma'$ and $\Sigma''$, $J_{R,21}$ vanishes identically: by $(4.43)$ and $(4.21)$, we have

$$
J_{R,21}(s) = 0, \quad \text{for } s \in (\Sigma' \cup \Sigma'') \cap \mathbb{R}. \tag{4.83}
$$

To obtain asymptotics for $R(s)$, we introduce an operator $\Delta_R$ that acts on functions defined on $\Sigma_R = \Sigma' \cup \Sigma''$. Let $f$ be a complex-valued function defined on $\Sigma_R$. Then we define $g = \Delta_R f$ by

$$
g(s) = [J_{R,11}(s) - 1)f(s) + J_{R,21}(s)f(I_2(J(s))), \quad \text{for } s \in \Sigma', \tag{4.84}
$$

$$
g(s) = J_{R,12}(s)f(I_1(J(s))) + [J_{R,22}(s) - 1)f(s), \quad \text{for } s \in \Sigma''. \tag{4.85}
$$
For bounded function \( f(s), g(s) \) is also bounded and decays rapidly as \( |s| \to \infty \). If we regard \( \Delta_R \) as a linear operator from \( L^2(\Sigma_R) \) to itself, we will see that it is bounded and that its operator norm is \( O(n^{-1}) \) as \( n \to \infty \). For that purpose, note first that, by (4.84) and (4.85),

\[
\| \Delta_R f \|_{L^2(\Sigma_R)} \leq \| [J_{R,11} - 1] f \|_{L^2(\Sigma')} + \| J_{R,21} f (I_2(J)) \|_{L^2(\Sigma')} + \| J_{R,12} f (I_1(J)) \|_{L^2(\Sigma'')} + \| [J_{R,22} - 1] f \|_{L^2(\Sigma')}.
\]

(4.86)

Using the fact that \( J_{R,11} - 1 \) and \( J_{R,22} - 1 \) are uniformly \( O(n^{-1}) \) on \( \Sigma' \) and \( \Sigma'' \) as \( n \to \infty \), see (4.81)–(4.82), we obtain that there exists a constant \( c > 0 \) such that

\[
\| \Delta_R f \|_{L^2(\Sigma_R)} \leq \frac{c}{n} \| f \|_{L^2(\Sigma_R)} + \| J_{R,21} f (I_2(J)) \|_{L^2(\Sigma')} + \| J_{R,12} f (I_1(J)) \|_{L^2(\Sigma'')}.
\]

(4.87)

For the second term on the right-hand side, we have

\[
\| J_{R,21} f (I_2(J)) \|_{L^2(\Sigma')}^2 = \int_{\Sigma'} |f(I_2(J(s)))|^2 |J_{R,21}(s)|^2 ds
\]

\[
= \int_{\Sigma'} |f(u)|^2 |J_{R,21}(I_1(J(u)))|^2 |(I_1(J))'(u)| du
\]

(4.88)

\[
\leq \sup_{u \in \Sigma''} ( |J_{R,21}(I_1(J(u)))|^2 |(I_1(J))'(u)| ) \cdot \| f \|_{L^2(\Sigma')}^2.
\]

For \( u \in \Sigma'' \) bounded away from \( \pm 1/2 \), it is straightforward to verify by (4.81) and properties of the transformation \( J \) that \( |J_{R,21}(I_1(J(u)))|^2 |(I_1(J))'(u)| \) is \( O(n^{-2}) \) as \( n \to \infty \), uniformly in \( u \). For \( u \in \Sigma'' \) close to \( \pm 1/2 \), we observe by (4.83) that \( J_{R,21}(I_1(J(u))) = 0 \), which implies the existence of a constant \( c' \) such that

\[
\| J_{R,21} f (I_2(J)) \|_{L^2(\Sigma')} \leq \frac{c'}{n} \| f \|_{L^2(\Sigma_R)}.
\]

(4.89)

For the last term in (4.85),

\[
\| J_{R,12} f (I_1(J)) \|_{L^2(\Sigma'')}^2 = \int_{\Sigma''} |f(I_1(J(s)))|^2 |J_{R,21}(s)|^2 ds
\]

(4.90)

\[
= \int_{\Sigma''} |f(u)|^2 |J_{R,12}(I_2(J(u)))|^2 |(I_2(J))'(u)| du
\]

\[
\leq \sup_{u \in \Sigma''} ( |J_{R,12}(I_2(J(u)))|^2 |(I_2(J))'(u)| ) \cdot \| f \|_{L^2(\Sigma')}^2,
\]

and it follows from (4.82) that

\[
\| J_{R,12} f (I_1(J)) \|_{L^2(\Sigma'')} \leq \frac{c''}{n} \| f \|_{L^2(\Sigma_R)}.
\]

(4.91)

From the above estimates, it follows that there exists a constant \( M > 0 \) such that

\[
\| \Delta_R f \|_{L^2(\Sigma_R)} \leq \frac{M}{n} \| f \|_{L^2(\Sigma_R)}, \quad \| \Delta_R \|_{L^2(\Sigma_R)} \leq \frac{M}{n}.
\]

(4.92)

Next, we define another bounded linear operator \( C_{\Delta_R} \) from \( L^2(\Sigma_R) \) to itself, by

\[
C_{\Delta_R}(f) := C_-(\Delta_R(f)), \quad \text{where} \quad C_- g(s) = \frac{1}{2\pi i} \lim_{s' \to s_-} \int_{\Sigma_R} \frac{g(\xi)}{\xi - s'} d\xi,
\]

(4.93)

and the limit \( s' \to s_- \) is taken when approaching the contour from the minus side. The operator norm of \( C_{\Delta_R} \) is also uniformly \( O(n^{-1}) \) as \( n \to \infty \) since the Cauchy operator \( C_- \) is bounded.
Thus \((1 - C_{\Delta R})\) can be inverted by a Neumann series for \(n\) sufficiently large. We claim now that \(R\) satisfies the integral equation

\[
R(s) = 1 + C(\Delta_R R_-(s)), \quad \text{where} \quad Cg(s) = \frac{1}{2\pi i} \int_{\Sigma_R} \frac{g(\xi)}{\xi - s} d\xi.
\]  (4.94)

To prove this claim, note that the solution to the RH problem for \(R\) is unique because it is equivalent to the uniquely solvable RH problem for \(Y\). This means that it is sufficient to prove that the right-hand side of (4.94), which we will denote by \(\tilde{R}\), using the definition of the operator \(\Delta\), satisfies the RH conditions for \(R\). Obviously \(\tilde{R}(z)\) is bounded and tends to 1 as \(z \to \infty\), and it suffices to prove that the solution \(\tilde{R}\) satisfies the jump relations (4.77) and (4.78). Using the Cauchy operator identity \(C_+ - C_- = 1\), it follows that

\[
\tilde{R}_+ - \tilde{R}_- = (1 + C_+(\Delta_R \tilde{R}_-)) - (1 + C_-(\Delta_R \tilde{R}_-)) = (C_+ - C_-)(\Delta_R \tilde{R}_-) = \Delta_R \tilde{R}_-,
\]  (4.95)

which implies indeed that \(\tilde{R}\) satisfies the jump relations (4.77) and (4.78) for \(R\). Hence we conclude that \(R = \tilde{R}\), and (4.94) is proved. Since \(R\) satisfies (4.94), we have, taking the limit where \(s\) approaches the minus side of \(\Sigma_R\),

\[
R_- - 1 = C_-(\Delta_R R_-) = C_{\Delta R}(R_- - 1) + C_-(\Delta_R(1)).
\]  (4.96)

By the invertibility of \((1 - C_{\Delta R})\), (4.96) implies

\[
R_- = 1 + (1 - C_{\Delta R})^{-1}C_-(\Delta_R(1)).
\]  (4.97)

This further implies that

\[
\|R_- - 1\|_{L^2(\Sigma_R)} = \mathcal{O}(n^{-1}), \quad \text{as} \quad n \to \infty.
\]  (4.98)

Substituting (4.97) into (4.94), we obtain an expression for \(R\):

\[
R = 1 + C(\Delta_R(1 + (1 - C_{\Delta R})^{-1}C_-(\Delta_R(1)))).
\]  (4.99)

For \(s\) at a small distance \(\delta > 0\) away from the contour \(\Sigma_R\), (4.94) reads

\[
R(s) - 1 = \frac{1}{2\pi i} \int_{\Sigma_R} \frac{\Delta_R(R_- - 1)(\xi)}{\xi - s} d\xi + \frac{1}{2\pi i} \int_{\Sigma_R} \frac{\Delta_R(1)(\xi)}{\xi - s} d\xi.
\]  (4.100)

The second term at the right-hand side of the above equation can be estimated by \(\mathcal{O}(\delta^{-1}n^{-1})\), using the definition of the operator \(\Delta_R\) and asymptotic properties of \(J_R\). Using in addition the Cauchy-Schwarz inequality applied on the first term on the right-hand side of the above equation, by (4.98) we obtain

\[
|R(s) - 1| \leq \frac{1}{2\pi} \|\Delta_R(R_- - 1)\|_{L^2(\Sigma_R)} \cdot \|\frac{1}{\xi - s}\|_{L^2(\Sigma_R)} + \mathcal{O}(\delta^{-1}n^{-1})
\]

\[
\leq \frac{1}{2\pi} \|\Delta_R\|_{L^2(\Sigma_R)} \cdot \|R_- - 1\|_{L^2(\Sigma_R)} \cdot \|\frac{1}{\xi - s}\|_{L^2(\Sigma_R)} + \mathcal{O}(\delta^{-1}n^{-1})
\]

\[
= \mathcal{O}(\delta^{-1}n^{-1}) + \mathcal{O}(\delta^{-n}n^{-1}).
\]  (4.101)

Although the estimate (4.101) does not work well for \(s\) in a \(\delta\)-neighborhood of \(\Sigma_R\), we note that for such \(s\), given that \(\delta\) is small enough, the jump contour \(\Sigma_R\) can always be deformed in such a way that \(s\) lies at a distance \(\delta\) away from it. After this deformation, the above argument can be applied to obtain the uniform estimate

\[
R(s) - 1 = \mathcal{O}(n^{-1}), \quad \text{as} \quad n \to \infty, \quad s \in \mathbb{C} \setminus \Sigma_R.
\]  (4.102)
Through (4.76), (4.51), and (4.65), the uniform estimate (4.102) yields
\[ P_1(z) = (1 + O(n^{-1}))P_1^{(\infty)}(z), \quad n \to \infty, \text{ for } z \in \mathbb{C} \setminus \Sigma, \]  
(4.103)
and
\[ P_2(z) = (1 + O(n^{-1}))P_2^{(\infty)}(z), \quad n \to \infty, \text{ for } z \in \mathbb{C} \setminus \Sigma. \]  
(4.104)

The asymptotics for \( R \) can be used to obtain asymptotics for the polynomials \( p_n^{(n)} \) by inverting the transformations
\[ Y \mapsto T \mapsto S \mapsto P \mapsto R. \]  
(4.105)

We will do this in Section 6.

5 Asymptotic analysis for the type I multiple orthogonal polynomials

In a similar way as for the type II multiple orthogonal polynomials \( p_{j,n}^{(n)}(z) \), in this section we construct a RH problem for \( q_{j,n}^{(n)}(e^z) \), and we analyze this RH problem asymptotically when \( j = n + k \). Both the RH problem and the asymptotic analysis show many similarities with the ones for the type II polynomials, and once again the use of the transformation \( J \) will turn out to be crucial.

In this section, we write \( q_{j,n}^{(n)}(x) \), the monic polynomials that define the multiple orthogonal polynomials of type I and satisfy the orthogonality relations (1.12), as \( q_j(x) \) if there is no confusion.

5.1 RH problem characterizing the polynomials

Consider the Cauchy transform of \( q_j(e^z) \),
\[ Cq_j(z) := \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{q_j(e^s)}{s-z} e^{-nV(s)} ds. \]  
(5.1)

Due to the orthogonality (1.12), as \( z \to \infty \),
\[ Cq_j(z) = -\frac{1}{2\pi i z} \int_{\mathbb{R}} \frac{q_j(e^s)}{1-s/z} e^{-nV(s)} ds \\
= -\frac{1}{2\pi i z} \int_{\mathbb{R}} \left( 1 + \frac{s}{z} + \frac{s^2}{z^2} + \cdots \right) q_j(e^s)e^{-nV(s)} ds \\
= O(z^{-j-1}). \]  
(5.2)

For \( x \in \mathbb{R} \), Cauchy’s theorem implies
\[ (Cq_j)_+(x) - (Cq_j)_-(x) = \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{q_j(e^s)e^{-nV(s)}}{s-x_+} ds - \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{q_j(e^s)e^{-nV(s)}}{s-x_-} ds = q_j(e^x)e^{-nV(x)}. \]  
(5.3)

Similar to (4.5), let
\[ X(z) = X^{(j,n)}(z) := (q_j(e^z), Cq_j(z)). \]  
(5.4)

One verifies that \( X \) satisfies the following RH problem.
RH problem for \( X \)

(a) \( X = (X_1, X_2) \), where \( X_2 \) is an analytic function defined on \( \mathbb{C} \setminus \mathbb{R} \) and \( X_1 \) is an analytic function on \( \mathbb{S}^c \),

(b) \( X \) has continuous boundary values \( X_\pm \) when approaching the real line from above and below, and we have

\[
X_+(x) = X_-(x) \begin{pmatrix} 1 & e^{-nV(x)} \\ 0 & 1 \end{pmatrix}, \quad \text{for } x \in \mathbb{R}, \tag{5.5}
\]

(c1) as \( z \to \infty \), \( X_2 \) behaves as \( X_2(z) = O(z^{-j-1}) \),

(c2) as \( e^z \to \infty \) (i.e., \( \Re z \to +\infty \)), \( X_1 \) behaves as \( X_1(z) = e^{jz} + O(e^{(j-1)z}) \) as \( e^z \to 0 \) (i.e., \( \Re z \to -\infty \)), \( X_1 \) remains bounded.

In an analogous way as for the RH problem for \( Y \) in Section 4.1, it can be shown that \( X = X^{(j,n)} \) given by (5.4) is the unique solution to this RH problem.

We will now perform an asymptotic analysis of the RH problem for \( X = X^{(n+k,n)} \) as \( n \to \infty \), with \( k \) a constant integer. This method will be to a large extent analogous to the nonlinear steepest descent method done in the previous section. Again we will construct a series of transformations of \( X \) and end up with a shifted small-norm RH problem. In order to emphasize the analogies with the previous section, we will use notations \( \hat{T}, \hat{S}, \hat{P}, \hat{R}, \ldots \) for the counterparts of the functions \( T, S, P, R, \ldots \) used before.

5.2 First transformation \( X \mapsto \hat{T} \)

Recall the functions \( g(z) \) and \( \tilde{g}(z) \) defined in (1.33), and define

\[
\hat{T}(z) := e^{-\frac{n}{2} \sigma_3} X(z) \begin{pmatrix} e^{-ng(z)} & 0 \\ 0 & e^{ng(z)} \end{pmatrix} e^{\frac{n}{2} \sigma_3}. \tag{5.6}
\]

Analogously to \( T \) in Section 4.2, \( \hat{T} \) satisfies the RH problem

RH problem for \( \hat{T} \)

(a) \( \hat{T} = (\hat{T}_1, \hat{T}_2) \), where \( \hat{T}_2 \) is analytic on \( \mathbb{C} \setminus \mathbb{R} \) and \( \hat{T}_1 \) is defined and analytic in \( \mathbb{S}^c \setminus \mathbb{R} \),

(b) \( \hat{T} \) satisfies the jump relation

\[
\hat{T}_+(x) = \hat{T}_-(x) J_T(x), \quad \text{for } x \in \mathbb{R}, \tag{5.7}
\]

with

\[
J_T(x) = \begin{pmatrix} e^{n(\tilde{g}-(x)-\tilde{g}+(x))} & e^{n(\tilde{g}-(x)+\tilde{g}+(x)-V(x)\ell)} \\ 0 & e^{n(\tilde{g}+(x)-\tilde{g}-(x))} \end{pmatrix}. \tag{5.8}
\]

(c1) as \( z \to \infty \), \( \hat{T}_2 \) behaves as \( \hat{T}_2(z) = O(z^{-(k+1)}) \),

(c2) as \( e^z \to \infty \), \( \hat{T}_1 \) behaves as \( \hat{T}_1(z) = e^{kz} + O(e^{(k-1)z}) \), and as \( e^z \to 0 \), \( \hat{T}_1 \) behaves as \( \hat{T}_1(z) = O(1) \).
5.3 Second transformation $\hat{T} \mapsto \hat{S}$

By (3.3), we have, like (4.16), the following factorization on $[a, b]$:

$$J_\hat{T}(x) = \begin{pmatrix} 1 & 0 \\ e^{-\phi_-(x)} & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ e^{-\phi_+(x)} & 1 \end{pmatrix},$$  \hspace{1cm} (5.9)

where $\phi$ is defined in (4.34). Recall the lens $\Sigma_b$ defined in Section 4.3 and shown in Figure 5. Similarly as in (4.19) for $S$, let us define $\hat{S}$ by

$$\hat{S}(z) := \begin{cases} 
\hat{T}(z) & \text{outside of the lens,} \\
\hat{T}(z) \begin{pmatrix} 1 & 0 \\ e^{-\phi(z)} & 1 \end{pmatrix} & \text{in the lower part of the lens,} \\
\hat{T}(z) \begin{pmatrix} 1 & 0 \\ -e^{-\phi(z)} & 1 \end{pmatrix} & \text{in the upper part of the lens,}
\end{cases}$$  \hspace{1cm} (5.10)

where $\phi(z)$ is defined in (1.34). Then similar to the RH conditions satisfied by $S$ in Section 4.3 we have the RH problem for $\hat{S}$ as follows.

**RH problem for $\hat{S}$**

(a) $\hat{S} = (\hat{S}_1, \hat{S}_2)$, where $\hat{S}_2$ is analytic in $\mathbb{C} \setminus \Sigma_b$, and $\hat{S}_1$ is analytic in $\mathbb{C} \setminus \Sigma_a$.

(b) we have

$$\hat{S}_+(z) = \hat{S}_-(z)J_\hat{S}(z), \quad \text{for } z \in \Sigma_b,$$  \hspace{1cm} (5.11)

where

$$J_\hat{S}(z) = \begin{cases} 
\begin{pmatrix} 1 & 0 \\ e^{-\phi(z)} & 1 \end{pmatrix}, & \text{for } z \in \Sigma_1 \cup \Sigma_2, \\
\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & \text{for } z \in (a, b), \\
\begin{pmatrix} 1 & 0 \\ e^{\phi(z)} & 1 \end{pmatrix}, & \text{for } z \in \mathbb{R} \setminus [a, b],
\end{cases}$$  \hspace{1cm} (5.12)

(c1) as $z \to \infty$, $\hat{S}_2(z) = O(z^{-(k+1)})$,

(c2) as $e^z \to \infty$, $\hat{S}_1(z)$ behaves as $\hat{S}_1(z) = e^{kz} + O(e^{(k-1)z})$, and as $e^z \to 0$, $\hat{S}_1$ behaves as $\hat{S}_1(z) = O(1)$.

5.4 Construction of local parametrices near $a$ and $b$

In a similar way as for the construction of $P(a)$ and $P(b)$ in Section 4.3 we can construct local parametrices $\hat{P}(a)$ and $\hat{P}(b)$ in sufficiently small neighborhoods $U_a$ and $U_b$ of the endpoints $a$ and $b$ in such a way that they satisfy exactly the jump conditions

$$\hat{P}_+(a) = \hat{P}_- (a)J_\hat{S}(z), \quad z \in \Sigma_b \cap U_a,$$  \hspace{1cm} (5.13)

$$\hat{P}_+(b) = \hat{P}_- (b)J_\hat{S}(z), \quad z \in \Sigma_b \cap U_b,$$  \hspace{1cm} (5.14)

Similar to the $P(a)$ and $P(b)$ defined in (4.38) and (4.33) respectively, the local parametrices $\hat{P}(a)(z)$ and $\hat{P}(b)(z)$ are expressed by

$$\hat{P}(a)(z) := \sigma_3 A(n^{2/3} f_a(z)) e^{-\frac{2}{3}\phi(z)} \sigma_3, \quad (5.15)$$

$$\hat{P}(b)(z) := A(n^{2/3} f_b(z)) e^{-\frac{2}{3}\phi(z)} \sigma_3, \quad (5.16)$$
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where the functions $f_a$ and $f_b$ are as in (4.32) and (4.37), $A$ is as in (4.29), and the neighborhoods $U_a$ and $U_b$ as well as the contour $\Sigma_S$ can be taken the same as in (4.35) and (4.33). We omit the details of the verification of (5.13) and (5.14) here, since almost identical arguments were used in Section 4.4.

### 5.5 Third transformation $\hat{S} \mapsto \hat{P}$

Define analogously to $P(z)$ in (4.40),

$$\hat{P}(z) = \begin{cases} 
\hat{S}(z) & \text{for } z \in \mathbb{C} \setminus (U_a \cup U_b \cup \Sigma_S), \\
\hat{S}(z)\hat{P}^{(a)}(z)^{-1} \frac{1}{\sqrt{2}}(n^{2/3}f_a(z))^{-\frac{1}{2}\sigma_3} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} e^{-\frac{\pi i}{4}\sigma_3} & \text{for } z \in U_a \setminus \Sigma_S, \\
\hat{S}(z)\hat{P}^{(b)}(z)^{-1} \frac{1}{\sqrt{2}}(n^{2/3}f_b(z))^{-\frac{1}{2}\sigma_3} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} e^{-\frac{\pi i}{4}\sigma_3} & \text{for } z \in U_b \setminus \Sigma_S.
\end{cases}$$

Then like the RH conditions satisfied by $P$, $\hat{P}$ satisfies the following RH conditions.

**RH problem for $\hat{P}$**

(a) $\hat{P} = (\hat{P}_1, \hat{P}_2)$, where $\hat{P}_2$ is analytic in $\mathbb{C} \setminus \Sigma_P$, and $\hat{P}_1$ is analytic in $S^c \setminus \Sigma_P$,

(b) we have

$$\hat{P}_+(z) = \hat{P}_-(z)J_{\hat{P}}(z), \quad \text{for } z \in \Sigma_P,$$

where $\Sigma_P$ is the same as in (4.41), and

$$J_{\hat{P}}(z) = \begin{cases} 
\hat{J}_S(z) & \text{for } z \in \Sigma_S \setminus (U_a \cup U_b), \\
\frac{1}{\sqrt{2}}e^{\frac{\pi i}{4}\sigma_3} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \left(n^{2/3}f_a(z)\right)^{\frac{1}{2}\sigma_3} P^{(a)}(z) & \text{for } z \in \partial U_a, \\
\frac{1}{\sqrt{2}}e^{\frac{\pi i}{4}\sigma_3} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \left(n^{2/3}f_b(z)\right)^{\frac{1}{2}\sigma_3} P^{(b)}(z) & \text{for } z \in \partial U_b, \\
\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} & \text{for } z \in (a, b),
\end{cases}$$

(c1) as $z \to \infty$, $\hat{P}_2(z) = O(z^{-(k+1)})$,

(c2) as $e^z \to \infty$, $\hat{P}_1$ behaves as $\hat{P}_1(z) = e^{cz} + O(e^{(k-1)c})$, and as $e^z \to 0$, $\hat{P}_1$ behaves as $\hat{P}_1(z) = O(1)$.

(c3)

$$\hat{P}(z) = O(|z - a|^{-1/4}), O(|z - a|^{-1/4})) \quad \text{as } z \to a, \quad (5.20)$$

$$\hat{P}(z) = O(|z - b|^{-1/4}), O(|z - b|^{-1/4})) \quad \text{as } z \to b. \quad (5.21)$$

### 5.6 Construction of the outer parametrix

The RH problem for $\hat{P}$ has, as $P$, the property that its jump matrix tends to the identity matrix uniformly as $n \to \infty$, except on $[a, b]$. We will first construct a solution to the following RH problem for $\hat{P}^{(\infty)}$, which is the limiting RH problem (formally, ignoring small neighborhoods of $a$ and $b$) for $\hat{P}$ as $n \to \infty$. 


RH problem for $\hat{P}(\infty)$

(a) $\hat{P}(\infty) = (\hat{P}_1(\infty), \hat{P}_2(\infty))$, where $\hat{P}_2(\infty)$ is an analytic function in $\mathbb{C} \setminus [a, b]$, and $\hat{P}_1(\infty)$ is an analytic function in $\mathbb{S}^c \setminus [a, b]$.

(b) $\hat{P}(\infty)$ satisfies the jump relation
\[ \hat{P}^+(\infty)(x) = \hat{P}^-(\infty)(x) \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \text{ for } x \in (a, b), \] (5.22)

(c1) as $z \to \infty$, $\hat{P}_2(\infty)(z) = \mathcal{O}(z^{-(k+1)})$,

(c2) as $e^z \to +\infty$, $\hat{P}_1(\infty)$ behaves as $\hat{P}_1(\infty)(z) = e^{kz} + \mathcal{O}(e^{(k-1)z})$, and as $e^z \to 0$, $\hat{P}_1(\infty)$ behaves as $\hat{P}_1(\infty)(z) = \mathcal{O}(1)$.

(c3)
\[ \begin{align*}
\hat{P}^+(\infty)(z) &\in (\mathcal{O}(|z - a|^{-1/4}), \mathcal{O}(|z - a|^{-1/4})) \text{ as } z \to a, \\
\hat{P}^-(\infty)(z) &\in (\mathcal{O}(|z - b|^{-1/4}), \mathcal{O}(|z - b|^{-1/4})) \text{ as } z \to b.
\end{align*} \] (5.23) (5.24)

Inspired by the construction of $P(\infty)$ in Section 4.6, we search for $\hat{P}(\infty)$ in the form $\hat{P}(\infty)(z) = (\hat{F}(I_2(z)), \hat{F}(I_1(z)))$, where $I_1$ and $I_2$ are, as before, the two inverses of the map $J$ defined in (1.26) and (1.27). Hence
\[ \hat{F}(s) := \begin{cases} 
\hat{P}_2(\infty)(J(s)) & \text{for } s \in \mathbb{C} \setminus \bar{D}, \\
\hat{P}_1(\infty)(J(s)) & \text{for } s \in \mathbb{D} \setminus [-\frac{1}{2}, \frac{1}{2}],
\end{cases} \] (5.25)

and like $F(s)$ in Section 4.6 $\hat{F}$ can be analytically continued to $[-\frac{1}{2}, \frac{1}{2})$. At $\frac{1}{2}$, $\hat{F}$ has a pole of order $k$ if $k > 0$, a removable singularity if $k = 0$ and a zero of multiplicity $-k$ if $k < 0$. From the RH conditions for $\hat{P}(\infty)$, we deduce the following RH problem for $\hat{F}$.

RH problem for $\hat{F}$

(a) $\hat{F}$ is analytic in $\mathbb{C} \setminus (\gamma_1 \cup \gamma_2)$ if $k \leq 0$, and analytic in $\mathbb{C} \setminus (\gamma_1 \cup \gamma_2 \cup \{\frac{1}{2}\})$ if $k > 0$.

(b) for $s \in \gamma_1 \cup \gamma_2$, we have
\[ \begin{align*}
\hat{F}^+(s) &= \hat{F}^-(s), & \text{for } s \in \gamma_1, \\
\hat{F}^+(s) &= -\hat{F}^-(s), & \text{for } s \in \gamma_2.
\end{align*} \] (5.26) (5.27)

(c) we have the asymptotic conditions
\[ \begin{align*}
\hat{F}(s) &= \mathcal{O}(s^{-(k+1)}) \quad & \text{as } s \to \infty, \\
\hat{F}(s) &= e^{k(\frac{1}{2}a_1 + c_0)}(s - \frac{1}{2})^{-k} + \mathcal{O}((s - \frac{1}{2})^{-k+1}) \quad & \text{as } s \to \frac{1}{2}, \\
\hat{F}(s) &= \mathcal{O}(|s - s_a|^{-\frac{1}{2}}) \quad & \text{as } s \to s_a, \\
\hat{F}(s) &= \mathcal{O}(|s - s_b|^{-\frac{1}{2}}) \quad & \text{as } s \to s_b.
\end{align*} \] (5.28) (5.29) (5.30) (5.31)

It is verified directly that
\[ \hat{F}(s) = \frac{\sqrt{(\frac{1}{2} - s_a)(\frac{1}{2} - s_b)}}{\sqrt{(s - s_a)(s - s_b)}} e^{k(\frac{1}{2}a_1 + c_0)}(s - \frac{1}{2})^{-k} \quad \text{for } s \in \mathbb{C} \setminus \gamma_2, \] (5.32)
solves the above RH problem. Here we choose the branch of the square root $\sqrt{(z - s_a)(z - s_b)}$ that is analytic except on $\gamma_2$ and close to $z$ as $z \to \infty$,
5.7 The convergence of \( \hat{P} \to \hat{P}^{(\infty)} \)

Define analogous to \( \mathcal{F}(s) \) in (4.64)

\[
\hat{\mathcal{F}}(s) := \begin{cases} 
\hat{P}_2(J(s)) & \text{if } s \in \mathbb{C} \setminus \hat{D} \text{ and } J(s) \notin \Sigma_P, \\
\hat{P}_1(J(s)) & \text{if } s \in D \setminus [-\frac{1}{2}, \frac{1}{2}] \text{ and } J(s) \notin \Sigma_P.
\end{cases}
\]  \hspace{1cm} (5.33)

We have the scalar jump conditions

\[
\hat{\mathcal{F}}_+(s) = \hat{\mathcal{F}}_-(s), \quad \text{for } s \in \gamma_1, \\
\hat{\mathcal{F}}_+(s) = -\hat{\mathcal{F}}_-(s), \quad \text{for } s \in \gamma_2,
\]  \hspace{1cm} (5.34, 5.35)

and the shifted jump conditions

\[
\hat{\mathcal{F}}_+(s) = J_{\hat{P},11}(J(s))\hat{\mathcal{F}}_-(s) + J_{\hat{P},21}(J(s))\hat{\mathcal{F}}_-(I_1(J(s))), \quad \text{for } s \in \Sigma'', \hspace{1cm} (5.36)
\]

\[
\hat{\mathcal{F}}_+(s) = J_{\hat{P},12}(J(s))\hat{\mathcal{F}}_-(I_2(J(s)))) + J_{\hat{P},22}(J(s))\hat{\mathcal{F}}_-(s), \quad \text{for } s \in \Sigma'. \hspace{1cm} (5.37)
\]

The asymptotic conditions are the same as those for \( \hat{F}(s) \)

\[
\hat{\mathcal{F}}(s) = \mathcal{O}(s^{-(k+1)}), \quad \text{as } s \to \infty, \hspace{1cm} (5.38)
\]

\[
\hat{\mathcal{F}}(s) = e^{k\left(\frac{s}{2} + \text{const}\right)}(s - \frac{1}{2})^{-k} + \mathcal{O}((s - \frac{1}{2})^{-k+1}), \quad \text{as } s \to \frac{1}{2}, \hspace{1cm} (5.39)
\]

\[
\hat{\mathcal{F}}(s) = \mathcal{O}(|s - s_a|^{-1/2}), \quad \text{as } s \to s_a, \hspace{1cm} (5.40)
\]

\[
\hat{\mathcal{F}}(s) = \mathcal{O}(|s - s_b|^{-1/2}), \quad \text{as } s \to s_b. \hspace{1cm} (5.41)
\]

Next we define, analogous to \( R(s) \) in (4.70),

\[
\hat{R}(s) := \frac{\hat{\mathcal{F}}(s)}{F(s)}, \quad \text{for } s \in \mathbb{C} \setminus J^{-1}(\Sigma_P). \hspace{1cm} (5.42)
\]

Then like \( R, \hat{R} \) is analytic at \( \frac{1}{2} \) and across \( (\gamma_1 \cup \gamma_2) \), and satisfies the following shifted RH problem.

**Shifted RH problem for \( \hat{R} \)**

(a) \( \hat{R} \) is analytic in \( \mathbb{C} \setminus (\Sigma' \cup \Sigma'') \), where \( \Sigma' \) and \( \Sigma'' \) are defined in (4.67),

(b) \( \hat{R} \) has the jump conditions

\[
\hat{R}_+(s) = J_{\hat{R},11}(J(s))\hat{R}_-(s) + J_{\hat{R},21}(J(s))\hat{R}_-(I_1(J(s))), \quad \text{for } s \in \Sigma'', \hspace{1cm} (5.43)
\]

\[
\hat{R}_+(s) = J_{\hat{R},12}(s)\hat{R}_-(I_2(J(s)))) + J_{\hat{R},22}(s)\hat{R}_-(s), \quad \text{for } s \in \Sigma'. \hspace{1cm} (5.44)
\]

where

\[
J_{\hat{R},11}(s) = J_{\hat{P},11}(J(s)), \quad J_{\hat{R},21}(s) = J_{\hat{P},21}(J(s)) \frac{\hat{F}(I_1(J(s)))}{F(s)}, \hspace{1cm} (5.45)
\]

\[
J_{\hat{R},12}(s) = J_{\hat{P},12}(J(s)) \frac{\hat{F}(I_2(J(s))))}{F(s)}, \quad J_{\hat{R},22}(s) = J_{\hat{P},22}(J(s)). \hspace{1cm} (5.46)
\]

(c) \( \hat{R} \) is bounded, and \( \hat{R}(s) = 1 + \mathcal{O}(s^{-1}) \) as \( s \to \infty \).
As $n \to \infty$, we have the uniform asymptotic estimates analogous to (4.81) and (4.82)

\[
J_{R,11}(s) = 1 + \mathcal{O}(n^{-1}), \quad J_{R,21}(s) = \mathcal{O}(n^{-1}), \quad \text{for } s \in \Sigma'', \quad (5.47)
\]

\[
J_{R,12}(s) = \mathcal{O}(n^{-1}), \quad J_{R,22}(s) = 1 + \mathcal{O}(n^{-1}), \quad \text{for } s \in \Sigma', \quad (5.48)
\]

These estimates imply, in a similar way as (4.81) and (4.82) do in Section 4.7, the uniform convergence of $\hat{R}$ to 1:

\[
\hat{R}(s) = 1 + \mathcal{O}(n^{-1}), \quad \text{as } n \to \infty, \text{ for } s \in \mathbb{C} \setminus (\Sigma' \cup \Sigma''). \quad (5.49)
\]

Hence, by (5.42), (5.25), and (5.33), we have, like (4.103) and (4.104),

\[
\hat{P}_1(z) = (1 + \mathcal{O}(n^{-1}))\hat{P}_1^{(\infty)}(z), \quad \text{as } n \to \infty, \text{ for } z \in \mathbb{S}^c \setminus \Sigma_p, \quad (5.50)
\]

\[
\hat{P}_2(z) = (1 + \mathcal{O}(n^{-1}))\hat{P}_2^{(\infty)}(z), \quad \text{as } n \to \infty, \text{ for } z \in \mathbb{C} \setminus \Sigma_p. \quad (5.51)
\]

6 Proof of main results

In this section we collect the asymptotics of $p_{n+k}^{(n)}(z)$ and $d_{n+k}^{(n)}(e^z)$, from the analysis in Sections 4 and 5. The goal is to prove Theorem 2.

6.1 The asymptotics of $p_{n+k}^{(n)}(z)$

The main task in the computation of the asymptotics for $p_{n+k}^{(n)}$ consists of the inversion of the transformations $Y \mapsto T \mapsto S \mapsto P$. By (4.5), (4.13), (4.19), (4.40) and the asymptotics obtained in Section 4.6, we will find the asymptotics of $p_{n+k}^{(n)}$. In Figure 7 it is shown that the complex plane is divided into the outside region, upper and lower bulk regions and two edge regions by $\Sigma_p$. We restrict ourselves to the upper half plane because of symmetry, and do the computation in each of the four regions.

Outside region For $z$ in the outside region, we have

\[
p_{n+k}^{(n)}(z) = Y_{1}^{(n+k,n)}(z) = T_1(z)e^{\theta(z)}S_1(z)e^{\theta(z)} = P_1(z)e^{\theta(z)}. \quad (6.1)
\]

By (4.103) and (4.51),

\[
p_{n+k}^{(n)}(z) = (1 + \mathcal{O}(n^{-1}))F(I_1(z))e^{\theta(z)}, \quad \text{as } n \to \infty, \quad (6.2)
\]

where $F$ is defined in (4.50). Substituting the identity (4.63) for $F$ into (6.2), we have

\[
p_{n+k}^{(n)}(z) = (1 + \mathcal{O}(n^{-1}))G_k(I_1(z))e^{\theta(z)}, \quad \text{as } n \to \infty. \quad (6.3)
\]

This proves (1.37) for $z$ in the outside region.

Bulk region Similar to (6.1)–(6.3), for $z$ in the upper part of the lens but not in $\overline{U_a}$ and $\overline{U_b}$, we obtain

\[
p_{n+k}^{(n)}(z) = Y_{1}^{(n+k,n)}(z) = T_1(z)e^{\theta(z)}
\]

\[
= (S_1(z) + S_2(z)e^{-\alpha(z)z})e^{\theta(z)}
\]

\[
= P_1(z)e^{\theta(z)} + P_2(z)e^{\theta(V(z))}e^{\theta(V(z))}
\]

\[
= (1 + \mathcal{O}(n^{-1}))F(I_1(z))e^{\theta(z)}
\]

\[
+ (1 + \mathcal{O}(n^{-1}))F(I_2(z))e^{\theta(V(z))}e^{\theta(V(z))}
\]

\[
= (1 + \mathcal{O}(n^{-1}))G_k(I_1(z))e^{\theta(z)}
\]

\[
+ (1 + \mathcal{O}(n^{-1}))G_k(I_2(z))e^{\theta(V(z))}e^{\theta(V(z))},
\]
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as \( n \to \infty \). In the last identity of (6.4) we use (4.63) and the identity \( z = J(I_2(z)) \). We obtain the formula (1.39) for \( z \) in the upper bulk region.

In particular, when \( x \in (a, b) \) and \( z \to x \) from above, we have by (3.8) that \( V(x) - \tilde{g}_+(x) + \ell = \mathcal{G}_-(x) \), and further from the definition (1.33) of \( g(z) \), we have \( g_+(z) = \int \log |x-y| d\mu_V(y) + \pi i \int_0^b d\mu_V \). On the other hand, as \( z \to x \) from above, by (1.28) and (1.29), \( I_1(z) \) and \( I_2(z) \) converge to \( I_+(x) \) and \( I_-(x) \) respectively. Noting that \( I_-(x) = I_+(x) \), we have from (4.2) and (1.39)

\[
p_{n+k}^{(n)}(x) = r_k(x) e^{n \int \log |x-y| d\mu_V(y)} \cos \left( n\pi \int_x^b d\mu_V(t) + \theta_k(x) \right) + O(n^{-1}) \tag{6.5}
\]

where \( r_k(x) \) and \( \theta_k(x) \), as defined in (1.31), are the modulus and argument of \( 2G_k(I_+(x)) = 2e^{i \frac{1}{\sqrt{(I_+(x) - s_a)G_0^e(x)} - G_k^e \alpha}} \).

**Edge region** For brevity we only consider the case \( z \in U_b \), the case \( z \in U_a \) can be treated similarly. As shown in Figure 7, the part of \( U_b \) in the upper half plane is divided by the lens \( \Sigma_S \) into two parts, one in the lens and one out of the lens. If \( z \in U_b \cap C^+ \) is outside the lens, we obtain

\[
p_{n+k}^{(n)}(z) = Y_{1}^{(n+k,n)}(z) = T_1(z)e^{ng(z)} = S_1(z)e^{ng(z)}, \tag{6.6}
\]

and by (4.40),

\[
(S_1, S_2) = \sqrt{2}(P_1, P_2)e^{i\frac{\pi + \pi}{4} \sigma_3} \left( \begin{array}{cc} 1 & 1 \\ -1 & 1 \end{array} \right) \left( \begin{array}{c} n^{2/3}f_b(z) \sigma_3 P^{(b)}(z) \\ n^{2/3}f_b(z) \sigma_3 \end{array} \right) = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} e^{\frac{\pi}{4} - \frac{\pi}{2} n^{2/3}f_b(z)} & e^{\frac{\pi}{4} - \frac{\pi}{2} n^{2/3}f_b(z)} \\ e^{-\frac{\pi}{4} + \frac{\pi}{2} n^{2/3}f_b(z)} & e^{-\frac{\pi}{4} + \frac{\pi}{2} n^{2/3}f_b(z)} \end{array} \right) P^{(b)}(z). \tag{6.7}
\]

By (4.33), (4.31) and (4.103)–(4.104), we further obtain

\[
p_{n+k}^{(n)}(z) = \sqrt{\pi} \left[ (P_1(z) - iP_2(z)e^{\frac{\pi}{4}}) n^{\frac{2}{3}}f_b(z)^{\frac{1}{2}} \text{Ai}(n^{\frac{2}{3}}f_b(z)) \\
- (P_1(z) + iP_2(z)e^{\frac{\pi}{4}}) n^{-\frac{1}{3}}f_b(z)^{-\frac{1}{2}} \text{Ai}'(n^{\frac{2}{3}}f_b(z)) \right] e^{\frac{\pi}{2}(g(z) - \tilde{g}(z) + V(z) + \ell)}
\]

\[
= \sqrt{\pi} \left[ \left( \mathcal{F}(I_1(z)) - i\mathcal{F}(I_2(z))e^{J(I_2(z))} \right) n^{\frac{1}{3}}f_b(z)^{\frac{1}{2}} \text{Ai}(n^{\frac{2}{3}}f_b(z)) \\
- \left( \mathcal{F}(I_1(z)) + i\mathcal{F}(I_2(z))e^{J(I_2(z))} \right) n^{-\frac{1}{3}}f_b(z)^{-\frac{1}{2}} \text{Ai}'(n^{\frac{2}{3}}f_b(z)) \right] e^{\frac{\pi}{2}(g(z) - \tilde{g}(z) + V(z) + \ell)}
\]

\[
= \sqrt{\pi} \left[ (G_k(I_1(z)) - iG_k(I_2(z))) n^{\frac{1}{3}}f_b(z)^{\frac{1}{2}} \text{Ai}(n^{\frac{2}{3}}f_b(z)) \\
- (G_k(I_1(z)) + iG_k(I_2(z))) n^{-\frac{1}{3}}f_b(z)^{-\frac{1}{2}} \text{Ai}'(n^{\frac{2}{3}}f_b(z)) \right] e^{\frac{\pi}{2}(g(z) - \tilde{g}(z) + V(z) + \ell)}, \tag{6.8}
\]

where \( G_k \) is defined, analogous to the formula (4.103) for \( G_b \), as

\[
G_k(s) := \left\{ \begin{array}{ll}
\mathcal{F}(s) & \text{if } s \in \mathbb{C} \setminus \bar{D} \text{ and } J(s) \notin \Sigma_P, \\
e^{J(s)} \mathcal{F}(s) & \text{if } s \in D \setminus \left[-\frac{1}{2}, \frac{1}{2}\right] \text{ and } J(s) \notin \Sigma_P.
\end{array} \right. \tag{6.9}
\]

From (4.76) and (4.102), we have that

\[
G_k(s) = G_k(s)(1 + O(n^{-1})), \quad \text{as } n \to \infty. \tag{6.10}
\]
Hence we obtain (1.47) for \( z \) in the edge region \( U_b \), upper half plane, and outside of the lens.

Let us now focus on the asymptotics of \( p_{n+k}^{(n)}(z) \) for \( z = b + f_b'(b)^{-1} n^{-2/3} t \) which is in the upper half plane and outside of the lens, where \( t \) is bounded. Then

\[
\text{Ai}(n^{2/3} f_b(z)) = \text{Ai}(t) + O(n^{-2/3}), \quad \text{as } n \to \infty, \tag{6.11}
\]

Direct computation yields, as \( n \to \infty \), by (1.23)–(1.24) and (1.26)–(1.27),

\[
\begin{align*}
\mathbf{I}_1(z) &= s_b + \frac{(s_b + \frac{1}{2})(s_b - \frac{1}{2})}{\sqrt{s_b}} \int_0^1 \left( 1 + \frac{1}{c_1} \right)^{k-1} \left( \frac{1}{4} + \frac{1}{c_1} - \frac{1}{2} \right)^{k-1} O(s - s_b) \frac{1}{t^{1/4}}, \\
\mathbf{I}_2(z) &= s_b + \frac{(s_b + \frac{1}{2})(s_b - \frac{1}{2})}{\sqrt{s_b}} \int_0^1 \left( 1 + \frac{1}{c_1} \right)^{k-1} \left( \frac{1}{4} + \frac{1}{c_1} - \frac{1}{2} \right)^{k-1} O(s - s_b) \frac{1}{t^{1/4}},
\end{align*}
\tag{6.12}
\]

and that as \( s \to s_b \), by (1.10) and (1.30),

\[
\mathcal{G}_k(s) = (1 + O(n^{-1})) \left( 2 - \frac{1}{4} \frac{1}{c_1} + \frac{1}{4} \right) \mathcal{I}_1^{k-1} \left( \frac{1}{4} + \frac{1}{c_1} - \frac{1}{2} \right)^{k-1} O(s - s_b) \frac{1}{t^{1/4}}, \tag{6.14}
\]

where all square roots take the principal value. Hence when \( t \) is bounded

\[
\begin{align*}
\mathcal{G}_k(\mathbf{I}_1(z)) - \text{i} \mathcal{G}_k(\mathbf{I}_2(z)) &= \left( \frac{1}{2} \left( \frac{1}{4} + \frac{1}{c_1} \right) \right)^{-\frac{1}{4}} \left( \frac{1}{4} + \frac{1}{c_1} - \frac{1}{2} \right)^{k-1} c_1^{k-1} O(n^{-\frac{1}{4}}) n^{\frac{1}{4} t^{-\frac{1}{4}}}, \\
\mathcal{G}_k(\mathbf{I}_1(z)) + \text{i} \mathcal{G}_k(\mathbf{I}_2(z)) &= O(n^{-\frac{1}{4}}) t^{\frac{1}{4}}. \tag{6.15}
\end{align*}
\]

Substituting (6.15) and (6.16) into (6.8) and noting that \( f_b(b) = 0 \) and \( f_b'(b) > 0 \), we obtain (1.49) for \( z \) outside of the lens.

If \( z \in U_b \cap \mathbb{C}^+ \) and inside the lens, then like (6.4),

\[
p_{n+k}^{(n)}(z) = (S_1(z) + S_2(z) e^{-n\phi(z)+z}) e^{\text{o}(z)}, \tag{6.17}
\]

and like (6.7),

\[
(S_1 + S_2 e^{-n\phi(z)+z}, S_2) = \\
\sqrt{2}(P_1, P_2) e^{\left(\frac{3}{4} - \frac{1}{4} n\phi(z)\right)} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}^{-1} \begin{pmatrix} n^{2/3} f_b(z) \end{pmatrix} \frac{1}{\sqrt{t}} P(b)(z) \begin{pmatrix} 1 \\ 0 \end{pmatrix} = 0. \tag{6.18}
\]

Hence by (1.33), (1.51) and (1.103)–(1.104), and using the identity \( \text{Ai}(x) + \omega \text{Ai}(\omega x) + \omega^2 \text{Ai}(\omega^2 x) = 0 \), we find that the result in (6.8) still holds, and so do the subsequent asymptotic formulas (6.9)–(6.16). Thus we can still prove (1.47) and (1.49).

### 6.2 The asymptotics of \( q_{n+k}(e^z) \)

The derivation of the asymptotics for \( q_{n+k}(e^z) \) is similar, and we need to invert the transformations \( X \mapsto \hat{T} \mapsto \hat{S} \mapsto \hat{P} \) using (6.4), (5.6), (5.10), and (5.17). For brevity, we only consider the outside region and the bulk region.
Outside region  If $z$ is in the upper half plane and not in the lens or $U_a, U_b$, we have

$$q_{n+k}(e^x) = X_1^{n+k,n}(z) = \hat{T}_1(z)e^{n\hat{g}(z)} = \hat{S}_1(z)e^{n\hat{g}(z)} = \hat{P}_1(z)e^{n\hat{g}(z)}. \quad (6.19)$$

By (5.33) and (5.42), we find similar to (6.1)

$$q_{n+k}^{(n)}(e^x) = \hat{F}(I_2(z))e^{n\hat{g}(z)} = \hat{R}(I_2(z))\hat{F}(I_2(z))e^{n\hat{g}(z)}.$$  \hfill (6.20)

By the formula (5.32) for $\hat{F}$ and the asymptotic formula (5.49) for $\hat{R}$, this yields

$$q_{n+k}^{(n)}(e^x) = (1 + O(n^{-1}))\sqrt{(1 - s_a)(1 - s_b)}\int_{I_2(z) - s_a}^{I_2(z) - s_b} e^{\ell g(z)}(I_2(z) - \frac{1}{2})^{-k}e^{n\hat{g}(z)}, \quad \text{as } n \to \infty.$$  \hfill (6.21)

In (6.21) and later in (6.23), $\sqrt{(z - s_a)(z - s_b)}$ is chosen to be close to $z$ as $z \to \infty$ and has branch cut along $\gamma_2$. Substituting $s_a$ and $s_b$ by (6.24), we prove (1.48) for $z$ in the outside region.

Bulk region  Similar to (6.4),

$$q_{n+k}^{(n)}(e^x) = \hat{T}_1(z)e^{n\hat{g}(z)} = \hat{S}_1(z)e^{n\hat{g}(z)} + \hat{S}_2(z)e^{n(V(z) - \hat{g}(z) + \ell)} = \hat{P}_1(z)e^{n\hat{g}(z)} + \hat{P}_2(z)e^{n(V(z) - \hat{g}(z) + \ell)}. \quad (6.22)$$

By (5.33), (5.42), (5.32) and (5.49), we find that as $n \to \infty$,

$$q_{n+k}^{(n)}(e^x) = \hat{F}(I_2(z))e^{n\hat{g}(z)} + \hat{F}(I_1(z))e^{n(V(z) - \hat{g}(z) + \ell)}$$

$$= \hat{R}(I_2(z))\hat{F}(I_2(z))e^{n\hat{g}(z)} + \hat{R}(I_1(z))\hat{F}(I_1(z))e^{n(V(z) - \hat{g}(z) + \ell)}$$

$$= (1 + O(n^{-1}))\sqrt{(1 - s_a)(1 - s_b)}\int_{I_2(z) - s_a}^{I_2(z) - s_b} e^{\ell g(z)}(I_2(z) - \frac{1}{2})^{-k}e^{n\hat{g}(z)}$$

$$+ (1 + O(n^{-1}))\sqrt{(1 - s_a)(1 - s_b)}\int_{I_1(z) - s_a}^{I_1(z) - s_b} e^{\ell g(z)}(I_1(z) - \frac{1}{2})^{-k}e^{n(V(z) - \hat{g}(z) + \ell)}.$$  \hfill (6.23)

Substituting $s_a$ and $s_b$ by (1.24), we prove (1.40) for $z$ in the upper bulk region.

As $z \to x \in \mathbb{R}$ from above, noting that $V(x) - \hat{g}_+(x) + \ell = \hat{g}_+(x)$ by (3.3), $I_2(z) \to I_-(x)$, and $I_1(z) \to I_+(x)$, and using the identities $I_-(x) = I_+(x)$ and $\hat{g}_\pm(x) = \int \log|e^x - e^y|d\mu_V(y) \pm \pi i \int d\mu_V$, we have like (6.25),

$$q_{n+k}^{(n)}(e^x) = \hat{r}_k(x)e^{n\int \log|e^x - e^y|d\mu_V(y)} \left[\cos \left(n\pi \int_{x}^{b} d\mu_V(t) + \hat{\theta}_k(x)\right) + O(n^{-1})\right], \quad (6.24)$$

where $\hat{r}_k(x)$ and $\hat{\theta}_k(x)$, as defined in (1.32), are the modulus and argument of $2\hat{G}_k(I_-(x)) = 2\sqrt{(1 - s_a)(1 - s_b)}\int_{I_-(x) - s_a}^{I_-(x) - s_b} e^{\ell g(z)}(I_-(x) - \frac{1}{2})^{-k}.$

6.3 Proof of Theorem 2

The asymptotic results obtained in the last two subsections nearly prove items (a) [b] and part of (c) and (d) of Theorem 2. However, in the statement of the theorem, the regions where asymptotic formulas are given, are $A_\delta, B_\delta, C_\delta$, and $D_\delta$, which are similar but not exactly equal.
to the outside, upper bulk, left edge and right edge regions that depend on $\Sigma$. We observe that if $\delta$ is a fixed small enough number, we can take the radius of $U_a$ and $U_b$ large enough so that they cover $C_\delta$ and $D_\delta$. On the other hand, we can also take the radius of $U_a$ and $U_b$ small enough and the shape of the lens thick enough to let the upper bulk region cover $B_\delta$, and we can take the radius of $U_a$ and $U_b$ small enough and the shape of the lens thin enough to let the outside region cover $A_\delta$. In this way, by using different contours $\Sigma$, the asymptotic results in the outside, upper bulk, left edge and right edge regions are translated into results in regions $A_\delta$, $B_\delta$, $C_\delta$, and $D_\delta$ respectively.

Although we have not proved all the asymptotic formulas in items (c) and (d) of Theorem 2, the remainder can be proved using the method presented in the previous two subsections, and we omit the details.

To compute $I_{n+k}^{(n)}$ and prove item (e) of Theorem 2, we note that it appears in the leading coefficients of $C_{p_{n+k}}(z)$, see (4.13). Using (4.13), (4.11), (4.18) and (4.40), we have, for $z$ in $S$, outside of the lens and away from $a$ and $b$,

$$
\hat{C}_{p_{n+k}}(z) = Y_2^{(n+k,n)}(z) = e^{n\ell}e^{-n\ell z}I_2(z) = e^{n\ell}e^{-n\ell z}S_2(z) = e^{n\ell}e^{-n\ell z}P_2(z).
$$

(6.25)

Since $\hat{g}(z) = z + O(e^{-z})$ as $z \to +\infty$ in $S$, (6.24) yields

$$
P_2(z) = \frac{-h_{n+k}^{(n)}}{2\pi i} e^{-n\ell z} + O(e^{(k+2)z}), \quad \text{as } z \to +\infty.
$$

(6.26)

By (5.01), (4.05), and (4.02), we have as $n \to \infty$,

$$
\lim_{z \to +\infty} P_2(z)e^{(k+1)z} = \lim_{z \to +\infty} P_2^{(n)}(z)e^{(k+1)z}(1 + O(n^{-1}))
= \lim_{z \to +\infty} F(I_2(z))e^{(k+1)z}(1 + O(n^{-1}))
= \lim_{z \to +\infty} c_1^k \left( I_2(z) - \frac{1}{2} \right)^{k+1} \frac{e^{-c_1 I_2(z) - c_0}}{\sqrt{(I_2(z) - s_a)(I_2(z) - s_b)}} e^{(k+1)z}(1 + O(n^{-1})).
$$

(6.27)

From the formula (1.23) of $J(s)$ which is the inverse function of $I_2(z)$, we have

$$
I_2(z) = \frac{1}{2} + e^{c_1 I_2(z) - c_0} e^{-z} + O(e^{-2z}), \quad \text{as } z \to +\infty,
$$

(6.28)

and we obtain that

$$
\lim_{z \to +\infty} c_1^k \left( I_2(z) - \frac{1}{2} \right)^{k+1} \frac{e^{-c_1 I_2(z) - c_0}}{\sqrt{(I_2(z) - s_a)(I_2(z) - s_b)}} e^{(k+1)z} = c_1^k e^{(k+1)z} \frac{i}{\sqrt{(I_2(z) - s_a)(s_b - \frac{1}{2})}}
= i c_1^{k+1} e^{(k+1)z} e^{(\frac{\pi}{2} + c_0)},
$$

(6.29)

where $s_a$ and $s_b$ are expressed in $c_1$ by (1.24). Formulas (6.28), (6.27) and (6.26) yield Theorem 4(e).
A Proofs of several technical results

A.1 Proof of Proposition 1

Our proof is similar to that of [15] Proposition 2.1. By the formula of the probability density function [19], the average of \( \prod_{j=1}^{n}(e^z - e^{\lambda_j}) \) can be expressed as

\[
E_n'(\prod_{j=1}^{n}(e^z - e^{\lambda_j})) = \frac{1}{Z_n} \int_{\mathbb{R}^n} \prod_{j=1}^{n}(e^z - e^{\lambda_j}) \prod_{i<j}(\lambda_j - \lambda_i) \prod_{i<j}(e^{\lambda_j} - e^{\lambda_i}) \prod_{j=1}^{n} e^{-nV(\lambda_j)} d\lambda_j. \tag{A.1}
\]

From this formula, it is clear that \( E_n'(\prod_{j=1}^{n}(e^z - e^{\lambda_j})) \) is a linear combination of \( e^{kz} \) with \( k = 0, 1, \ldots, n \), and that the coefficient of \( e^{nz} \) is equal to 1 since the probability measure is normalized. To show that it is equal to \( q_n^{(n)}(e^z) \), we only need to verify that it satisfies the orthogonality conditions (1.12), which characterize \( q_n^{(n)}(e^z) \) uniquely.

Expanding the Vandermonde determinant over the symmetric group \( S_n \) gives

\[
\prod_{i<j}(\lambda_j - \lambda_i) = \det(\lambda_i^{j-1})_{i,j=1,\ldots,n} = \sum_{\sigma \in S_n} (-1)^\sigma \prod_{j=1}^{n} \lambda_j^{\sigma(j)-1}. \tag{A.2}
\]

Substituting (A.2) into (A.1), we obtain

\[
E_n'(\prod_{j=1}^{n}(e^z - e^{\lambda_j})) = \frac{1}{Z_n} \int_{\mathbb{R}^n} \sum_{\sigma \in S_n} (-1)^\sigma \prod_{j=1}^{n}(e^z - e^{\lambda_j}) \prod_{i<j}(e^{\lambda_j} - e^{\lambda_i}) \prod_{j=1}^{n} \lambda_j^{\sigma(j)-1} e^{-nV(\lambda_j)} d\lambda_j
\]

\[= \frac{n!}{Z_n} \int_{\mathbb{R}^n} \prod_{j=1}^{n}(e^z - e^{\lambda_j}) \prod_{i<j}(e^{\lambda_j} - e^{\lambda_i}) \prod_{j=1}^{n} \lambda_j^{j-1} e^{-nV(\lambda_j)} d\lambda_j. \tag{A.3}
\]

Substituting the identity

\[
\prod_{j=1}^{n}(e^z - e^{\lambda_j}) \prod_{i<j}(e^{\lambda_j} - e^{\lambda_i}) = \det \begin{pmatrix}
1 & e^{\lambda_1} & \ldots & e^{n\lambda_1} \\
1 & e^{\lambda_2} & \ldots & e^{n\lambda_2} \\
& \vdots & \ddots & \vdots \\
1 & e^{\lambda_n} & \ldots & e^{n\lambda_n}
\end{pmatrix},
\]

into (A.3), we obtain after integrating with respect to \( \lambda_i \) that

\[
E_n'(\prod_{j=1}^{n}(e^z - e^{\lambda_j})) = \frac{n!}{Z_n} \det \begin{pmatrix}
m_{00} & m_{01} & \ldots & m_{0n} \\
m_{10} & m_{11} & \ldots & m_{1n} \\
\vdots & \vdots & \ddots & \vdots \\
m_{n-1,0} & m_{n-1,1} & \ldots & m_{n-1,n} \\
1 & e^z & \ldots & e^{nz}
\end{pmatrix}, \quad \text{where } m_{jk} = \int_{\mathbb{R}} \lambda^j e^{k\lambda} e^{-nV(\lambda)} d\lambda. \tag{A.4}
\]

Then it is straightforward to verify that for \( k = 0, 1, \ldots, n-1, \)

\[
\int_{\mathbb{R}} E_n'(\prod_{j=1}^{n}(e^z - e^{\lambda_j})) z^k e^{-nV(z)} dz = \frac{n!}{Z_n} \det \begin{pmatrix}
m_{00} & m_{01} & \ldots & m_{0n} \\
m_{10} & m_{11} & \ldots & m_{1n} \\
\vdots & \vdots & \ddots & \vdots \\
m_{n-1,0} & m_{n-1,1} & \ldots & m_{n-1,n} \\
m_{k0} & m_{k1} & \ldots & m_{kn}
\end{pmatrix} = 0. \tag{A.5}
\]

Thus we prove that \( E_n'(\prod_{j=1}^{n}(e^z - e^{\lambda_j})) \) satisfies the orthogonality condition (1.12) that determines \( q_n^{(n)}(e^z) \), and then it follows that \( E_n'(\prod_{j=1}^{n}(e^z - e^{\lambda_j})) = q_n^{(n)}(e^z) \).
A.2 Proof of Proposition [2]

In this proof, we fix $c_1 \in \mathbb{R}^+$ and $c_0 \in \mathbb{R}$, and $J$ stands for $J_{c_1,c_0}$ such that $J(s) = c_1 s + c_0 - \log \frac{s+\frac{1}{2}}{s-\frac{1}{2}}$. Recall that $s_a = -\sqrt{\frac{1}{4} + \frac{1}{c_1^2}}$, $s_b = \sqrt{\frac{1}{4} + \frac{1}{c_1^2}}$ as in (1.23), and $a = J(s_a), b = J(s_b)$ as in (A.4).

To prove part [a] we show that the equation $J(s) = x$:

1. has a unique solution $s$ in the upper half plane $\mathbb{C}^+ = \{s = u + iv \text{ with } v > 0\}$ if $x \in (a, b)$,
2. has no solution in $\mathbb{C}^+$ if $x \in \mathbb{R} \setminus (a, b)$.

Moreover, as $x$ runs from $a$ to $b$, the solutions $s = s(x)$ form an arc in $\mathbb{C}^+$ from $s_a$ to $s_b$. Then this arc is the desired $\gamma_1$ in Proposition [2] and the complex conjugate of $\gamma_1$ is the arc $\gamma_2$.

For $s = u + iv$ with $v > 0$, $J(s) \in \mathbb{R}$ if and only if the identity for its imaginary part

$$c_1 v - \arccot \frac{u^2 + v^2 - \frac{1}{4}}{v} = 0$$

is satisfied, where the range of arccot is $(0, \pi)$. It is a direct consequence of (A.7) that $v < \frac{\pi}{c_1}$.

Under the condition $0 < v < \frac{\pi}{c_1}$, (A.7) is equivalent to

$$u^2 = \frac{1}{4} + v \cot(c_1 v) - v^2.$$  \hspace{1cm} (A.8)

By direct calculation we find that the right-hand side of (A.8) is a decreasing function in $v$ for $0 < v < \frac{\pi}{c_1}$. Moreover, as $v \to 0$, it tends to $\frac{1}{4} + \frac{1}{c_1}$, and as $v \to \frac{\pi}{c_1}$, it tends to $-\infty$.

Thus for $J(s)$ to be real where $s = u + iv$ with $v > 0$, $u$ has to be in $(s_a, s_b)$, and for any $u$ in this interval there is a unique $v > 0$ to make (A.8) hold. The locus of all such $s = u + iv$ is an arc in $\mathbb{C}^+$ connecting $s_a$ and $s_b$. As a consequence of (A.8), $v$ increases as $u$ runs from $s_a$ to 0, and then decreases as $u$ runs from 0 to $s_b$. At any $s$ in this arc,

$$\frac{dJ(s)}{ds} = c_1 - \frac{1}{s^2 - \frac{1}{4}} \neq 0,$$  \hspace{1cm} (A.9)

and it follows that $J$ is a homeomorphism from this arc to the interval $[a, b]$, which proves part [a] of Proposition [2].

Next we prove part [b]. It is easy to check that $J$ maps the ray $(s_b, \infty)$ to $(b, \infty)$ and the ray $(-\infty, s_a)$ to $(-\infty, a)$ homeomorphically. Then it suffices to show that $J$ is a univalent map from $\mathbb{C}^+ \setminus \bar{D}$ onto $\mathbb{C}^+$, and the univalent property of $J$ on $\mathbb{C}^+ \setminus \bar{D}$ follows by complex conjugation. To this end, we use the following elementary lemma:

**Lemma 3** (Exercise 10 in Section 14.5 of [19]). *Suppose that $G$ and $\Omega$ are simply connected Jordan regions and $f$ is a continuous function on the closure of $G$ such that $f$ is analytic on $G$ and $f(G) \subseteq \Omega$. If $f$ maps $\partial G$ homeomorphically onto $\partial \Omega$, then $f$ is univalent on $G$ and $f(G) = \Omega$.*

But this lemma is not directly applicable, since both $\mathbb{C}^+ \setminus \bar{D}$ and $\mathbb{C}^+$ are unbounded. Let $g(s) := -i\frac{s}{s^2 + 1}$ be the conformal map from the unit disk to the upper half plane, we find that

$$g^{-1} \circ J \circ g$$

is a map from the simply connected region $g^{-1}(\mathbb{C}^+ \setminus \bar{D})$ into the unit disk, and the map is homeomorphic on the boundary. A direct application of Lemma [3] shows that $g^{-1} \circ J \circ g$ is univalent in $g^{-1}(\mathbb{C}^+ \setminus \bar{D})$ and onto the unit disk, hence $J$ is univalent in $\mathbb{C}^+ \setminus \bar{D}$ and onto the upper half plane, and part [b] is proved.

To prove part [c] we find by direct calculation that $J$ maps homeomorphically
(1) the interval \((s_a, -\frac{1}{2})\) to the ray \((-\infty, a)\),

(2) the interval \((\frac{1}{2}, s_b)\) to the ray \((b, \infty)\),

(3) the upper side of the interval \((-\frac{1}{2}, \frac{1}{2})\) to the horizontal line \(R - \pi i\), and

(4) the lower side of the interval \((-\frac{1}{2}, \frac{1}{2})\) to the horizontal line \(R + \pi i\).

Then it suffices to show that \(J\) maps \(\mathbb{D} \cap \mathbb{C}^+\) onto \(\mathbb{S} \cap \mathbb{C}^-\) univalently. We use Lemma [3] again.

Similar to the conformal map \(g\), we use the conformal map \(h(s) := \log g(s) = \log \frac{-is-1}{2-1}\) that transforms the unit disk to \(\mathbb{S} \cap \mathbb{C}^+\). We omit the details since the arguments are very similar to those in the proof of part (b).

### A.3 Proof of Lemma [2]

First, we show that for any \(x_1 \in \mathbb{R}^+\), (3.3) has a unique solution as an equation in \(x_0\). Note that

\[
\begin{align*}
\frac{d}{dx_0} \frac{1}{2\pi i} \int_{\gamma} V'(J_{x_1,x_0}(s)) \frac{ds}{s-\frac{1}{2}} &= \frac{1}{2\pi i} \int_{\gamma} V''(J_{x_1,x_0}(s)) \left( \frac{ds}{s-\frac{1}{2}} \right) \\
&= \frac{1}{\pi} \int_{0}^{\pi} V''(J_{x_1,x_0}(s(\theta))) \left( \frac{d \log(s(\theta)) - \frac{1}{2}}{d\theta} \right) d\theta,
\end{align*}
\]

(A.10)

where we parametrize \(s \in \gamma\) by its argument \(\theta\) that runs from 0 to \(\pi\). This parametrization is well defined since as \(s\) moves along \(\gamma\), its imaginary part increases as its real part increases from \(s_a\) to 0, and then decreases as its real part continues to increase from 0 to \(s_b\), as shown in the proof of Proposition [2].

Below we show that the right-hand side of (A.10) is bounded below by a positive constant for all \(x_0 \in \mathbb{R}\). Since \(V''(J_{x_1,x_0}(s(\theta)))\) is bounded below by a positive number by the strong convexity of \(V\), we need only to prove for all \(\theta \in (0, \pi)\), \(\Im \log(s(\theta) - \frac{1}{2}) = \arg(s(\theta) - \frac{1}{2})\) is an increasing function. We show the increasing for \(\theta \in (0, \frac{\pi}{2})\) and \(\theta \in (0, \frac{\pi}{2})\) separately. For geometric reasons, when \(\theta \in (\frac{\pi}{2}, \pi)\), \(\arg(s(\theta) - \frac{1}{2})\) is increasing with \(\theta\) since both \(\Re s(\theta) < 0\) and \(\Im s(\theta) > 0\) are decreasing. For \(\theta \in (0, \frac{\pi}{2})\), we use the identity

\[
\Im \log(s(\theta) - \frac{1}{2}) = \Im (x_1 s(\theta) + x_0 + \log(s(\theta) + \frac{1}{2})) - \Im J_{x_1,x_0}(s(\theta)).
\]

(A.11)

Here \(\Im J_{x_1,x_0}(s(\theta))\), by the construction of \(\gamma\), vanishes, \(\Im s(\theta)\) increases as \(\theta\) runs from 0 to \(\frac{\pi}{2}\), and for geometric reasons \(\Im \log(s + \frac{1}{2})\) also increases as \(\theta\) runs from 0 to \(\frac{\pi}{2}\). Thus we have that for \(\theta \in (0, \frac{\pi}{2})\), \(\Im \log(s(\theta) - \frac{1}{2}) = x_1 \Im s(\theta) + \Im \log(s(\theta) + \frac{1}{2})\) is increasing.

Now we have that as a function in \(x_0\), \(\frac{1}{2\pi i} \int_{\gamma} V'(J_{x_1,x_0}(s))/(s-\frac{1}{2})ds\) is a bijection from \(\mathbb{R}\) to \(\mathbb{R}\), since its derivative is bounded below by a positive constant. Hence by continuity, there must be a unique \(x_0\) to make this function equal to 1. Given \(x_1 \in \mathbb{R}^+\), we denote the unique \(x_0\) that solves (3.3) by \(c_0(x_1)\). Similarly we can show that \(c_0(x_1)\) is a continuous function in \(x_1\).

Although we do not have a simple formula for \(c_0(x_1)\), we show below that

\[
\begin{align*}
\frac{1}{2\pi i} \int_{\gamma} V'(J_{x_1,c_0(x_1)}(s))ds &< x_1^{-1}, \quad \text{for } x_1 \text{ sufficiently small}, \quad \text{(A.12)} \\
\frac{1}{2\pi i} \int_{\gamma} V'(J_{x_1,c_0(x_1)}(s))ds &> x_1^{-1}, \quad \text{for } x_1 \text{ sufficiently large}. \quad \text{(A.13)}
\end{align*}
\]
Hence, by continuity, it follows that there exists \( c_1 \in \mathbb{R}^+ \) that, together with \( c_0 = c_0(c_1) \), solves (3.2)–(3.3).

As \( x_1 \to 0^+ \), from (A.8), it follows that the shape of \( \gamma \) is close to the circle with radius \( x_1^{-1/2} \) and center 0. Hence if we parametrize \( s \in \gamma \) as before by its argument \( \theta \), we have for \( \theta \in [0, 2\pi) \),

\[
s(\theta) = e^{i\theta} x_1^{-1/2} + o(1), \quad \lim_{x_1 \to 0^+} \frac{s'(\theta)}{s(\theta) - \frac{1}{2}} = i, \quad \lim_{x_1 \to 0^+} V'(J_{x_1, x_0}(s(\theta))) = V'(x_0). \tag{A.14}
\]

By the dominated convergence theorem, we have

\[
\lim_{x_1 \to 0^+} \frac{1}{2\pi i} \oint_{\gamma} V'(J_{x_1, x_0}(s)) \frac{ds}{s - \frac{1}{2}} = \frac{1}{2\pi i} \lim_{x_1 \to 0^+} \int_0^{2\pi} V'(J_{x_1, x_0}(s(\theta))) \frac{s'(\theta)}{s(\theta) - \frac{1}{2}} d\theta = \frac{1}{2\pi i} \int_0^{2\pi} V'(x_0) d\theta = V'(x_0). \tag{A.15}
\]

We find \( \lim_{x_1 \to 0^+} c_0(x_1) = \tilde{x}_0 \), where \( \tilde{x}_0 \) is the unique value such that \( V'(\tilde{x}_0) = 1 \). From the results obtained above, we have that

\[
\frac{1}{2\pi i} \oint_{\gamma} V'(J_{x_1, c_0(x_1)}(s)) ds = o(x_1^{-1}) \quad \text{as} \quad x_1 \to 0^+, \tag{A.16}
\]

since the shape of contour \( \gamma \) approaches to the circle with radius \( x_1^{-1/2} \), and the integrand tends uniformly to \( V'(\tilde{x}_0) = 1 \).

On the other hand, for large values of \( x_1 \), we use the expression

\[
\frac{1}{2\pi i} \oint_{\gamma} V'(J_{x_1, x_0}(s)) ds = \frac{-1}{\pi} \int_{\gamma} V'(J_{x_1, x_0}(s)) ds = \frac{-1}{\pi} \int_{s_a}^{s_b} V'(J_{x_1, x_0}(s(u))) \Im v'(u) du, \tag{A.17}
\]

where \( s \in \gamma_1 \) is expressed as a function in its real part \( u = \Re s \), and \( v(u) > 0 \) is defined by the condition that \( s(u) = u + iv(u) \in \gamma_1 \), and \( s_a, s_b \) are the two endpoints of \( \gamma_1 \), as denoted in the beginning of Appendix A.2 with the parameters \( c_1, c_0 \) substituted by \( x_1, x_0 \). Let us decompose the integral at the right of (A.17) as \( I_1 + I_2 + I_3 \), where

\[
I_1 = \frac{-1}{\pi} \int_{s_a}^{-\frac{1}{2}} V'(J_{x_1, x_0}(s(u))) \Im v'(u) du, \tag{A.18}
\]

\[
I_2 = \frac{-1}{\pi} \int_{\frac{1}{2}}^{s_b} V'(J_{x_1, x_0}(s(u))) \Im v'(u) du, \tag{A.19}
\]

\[
I_3 = \frac{-1}{\pi} \int_{\frac{1}{2}}^{s_b} V'(J_{x_1, x_0}(s(u))) \Im v'(u) du. \tag{A.20}
\]

From (A.8), it is not difficult to find that as \( x_1 \to \infty \),

\[
v(-\frac{1}{2}) = v(\frac{1}{2}) = \frac{\pi}{2} x_1^{-1} + o(x_1^{-1}). \tag{A.21}
\]

We know that \( V' \) is an increasing function in \( u \) and that \( v(u) \) is an even function. From Appendix A.2 we have that \( v(u) \) is increasing for \( u \in (s_a, 0) \) and decreasing for \( u \in (0, s_b) \). Hence the integral \( I_2 \) is positive. Using the monotonicity of \( V' \) and integration by parts for \( I_1 \) and \( I_3 \), we similarly obtain

\[
I_1 + I_3 > \frac{1}{\pi} V'(J_{x_1, x_0}(s(-\frac{1}{2}))) (v(\frac{1}{2}) - v(s_b)) - \frac{1}{\pi} V'(J_{x_1, x_0}(s(-\frac{1}{2}))) (v(-\frac{1}{2}) - v(s_a)) \tag{A.22}
\]

\[
= \frac{1}{\pi} \left( V'(J_{x_1, x_0}(s(\frac{1}{2}))) - V'(J_{x_1, x_0}(s(-\frac{1}{2}))) \right) v(\frac{1}{2}),
\]
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where in the last line we used the identities \( v(s_a) = v(s_b) = 0 \) and \( v(\frac{1}{2}) = v(\frac{1}{2}) \). Hence (A.17) and the estimates of \( I_2 \) and \( I_1 + I_3 \) above imply that

\[
\frac{1}{2\pi i} \oint_{\gamma} V'(J_{x_1,x_0}(s))ds > \frac{1}{\pi} \left( V'(J_{x_1,x_0}(s(\frac{1}{2}))) - V'(J_{x_1,x_0}(s(-\frac{1}{2}))) \right) v(\frac{1}{2}) .
\]  
(A.23)

As \( x_1 \to \infty \),

\[
J_{x_1,x_0}(s(-\frac{1}{2})) = x_0 - \frac{x_1}{2} + o(x_1), \quad J_{x_1,x_0}(s(\frac{1}{2})) = x_0 + \frac{x_1}{2} + o(x_1),
\]  
(A.24)

where the two \( o(x_1) \) terms are independent to \( x_0 \). By (A.24) and the assumption \( V''(x) > c > 0 \) for all \( x \), we have that if \( x_1 \) is large enough, then uniformly for all \( x_0 \in \mathbb{R} \)

\[
V'(J_{x_1,x_0}(s(\frac{1}{2}))) - V'(J_{x_1,x_0}(s(-\frac{1}{2}))) > cx_1.
\]  
(A.25)

Substituting (A.25) and (A.21) into (A.23), we have that as \( x_1 \to \infty \) and \( x_0 = c_0(x_1) \),

\[\frac{1}{2\pi i} \oint_{\gamma} V'(J_{x_1,c_0(x_1)}(s))ds \gg x_1^{-1} .\]  
(A.26)

We note that \( \frac{1}{2\pi i} \oint_{\gamma} V'(J_{x_1,c_0(x_1)}(s))ds \) is continuous in \( x_1 \), since \( \frac{1}{2\pi i} \oint_{\gamma} V'(J_{x_1,x_0}(s))ds \) is continuous in \( x_1, x_0 \) and \( c_0(x) \) is continuous. Then we find that the estimates (A.19) and (A.26) imply that there is a pair \( (c_1, c_0 = c_0(c_1)) \) such that both (3.3) and (3.2) are satisfied.

### B Explicit construction of the equilibrium measure for quadratic and quartic \( V \)

In this appendix we use the method developed in Section 3 to find the endpoints of the support of the equilibrium measure explicitly for quadratic and quartic external fields \( V \). In the quadratic case, we consider a monomial external field \( V(x) = \frac{x^2}{2} \), but the same method can be applied to all quadratic \( V \). We also construct the density function of the equilibrium measure. In the quartic case, we confine our attention to \( V \) such that \( V(x) - \frac{x^2}{2} \) is an even function. Under this condition the equilibrium measure is symmetric around the origin. In contrast to the quadratic \( V \) that is automatically convex, we also consider quartic \( V \) that is one-cut but not convex.

**External field \( V(x) = \frac{x^2}{2} \)**

In this case, \( V'(x) = x \), and a simple calculation of residue yields

\[
\frac{1}{2\pi i} \oint_{\gamma} V'(c_1 s + c_0 - \log \frac{s - \frac{1}{2}}{s + \frac{1}{2}})ds = \frac{1}{t} \quad \text{and} \quad \frac{1}{2\pi i} \oint_{\gamma} V'(c_1 s + c_0 - \log \frac{s - \frac{1}{2}}{s + \frac{1}{2}})ds = \frac{c_0}{t} + \frac{c_1}{2t} .
\]  
(B.1)

Thus by Lemma 2, we have

\[c_1 = t , \quad c_0 = \frac{t}{2} .\]  
(B.2)

The support of the equilibrium measure, as expressed by (3.4), is

\[ [a, b] = [J_{t, \frac{1}{2}}(s_a), J_{t, \frac{1}{2}}(s_a)] \]

\[
= \left[ \frac{1}{2}(t - \sqrt{t^2 + 4t}) - \log \frac{t + 2 + \sqrt{t^2 + 4t}}{2}, \frac{1}{2}(t + \sqrt{t^2 + 4t}) - \log \frac{t + 2 - \sqrt{t^2 + 4t}}{2} \right] .
\]  
(B.3)
In particular, for \( t = 1 \), we have
\[
[a, b] = \left[ \frac{-\sqrt{5} + 1}{2}, \frac{3 + \sqrt{5}}{2}, \frac{\sqrt{5} + 1}{2}, \frac{-3 - \sqrt{5}}{2} \right]. \tag{B.4}
\]

To find the equilibrium density, we have as a particular case of (3.21) that
\[
M(s) = \begin{cases} \frac{1}{\gamma} \log \frac{s}{s + \frac{1}{2}}, & \text{for } s \in \mathbb{C} \setminus D, \\ s + \frac{1}{2}, & \text{for } s \in D. \end{cases} \tag{B.5}
\]

Then by (3.22), after a straightforward calculation, we obtain the following expression
\[
\psi_V(x) = \frac{1}{\pi} 3 \mathbf{I}_1(x), \tag{B.6}
\]
where \( \mathbf{I}_1 \) is as before the boundary value of the inverse of \( J = J_{t, \frac{1}{2}} \) which parametrizes the curve \( \gamma_1 \).

**External field** \( V(x) = x^4/4 + ux^2/2 + x/2 \)

In this case, \( V'(x) = x^3 + ux + \frac{1}{2} \), and the calculation of residues yields
\[
\frac{1}{2\pi i} \oint_{\gamma} V'(c_1 s + c_0 - \log \frac{s - \frac{1}{2}}{s + \frac{1}{2}}) \, ds = \frac{c_1^2}{4} + 3c_1 + 3c_0^2 + u, \tag{B.7}
\]
\[
\frac{1}{2\pi i} \oint_{\gamma} \frac{V'(c_1 s + c_0 - \log \frac{s - \frac{1}{2}}{s + \frac{1}{2}})}{s - \frac{1}{2}} \, ds = \frac{c_1^3}{8} + (3c_0^2 + \frac{3}{2})c_1^2 + (3c_0^3 + 6c_0 + u) c_1 + c_0^3 + uc_0 + \frac{1}{2}. \tag{B.8}
\]

As a consequence of the relation \( V(x) = V(-x) + x \), the equilibrium measure \( \mu_V \) is symmetric around the origin. Indeed, changing variables \( s \mapsto -s \) and \( t \mapsto -t \) in the energy functional (1.17), it is straightforward to verify that \( I_V(\mu_V) = I_V(\tilde{\mu}_V) \), where \( \tilde{\mu}_V \) is defined by the fact that \( \tilde{\mu}_V(A) = \mu_V(-A) \) for any Borel set \( A \). From the uniqueness of the equilibrium measure, it follows that \( \mu_V = \tilde{\mu}_V \). In particular this implies that the support of the equilibrium measure is of the form \([-b, b]\). By (1.21), we have \( c_0 = 0 \). Substituting this and (B.7) into (3.22), we obtain the equation
\[
c_1^3 + 12c_1^2 + 4uc_1 - 4 = 0. \tag{B.9}
\]

**Remark 8.** Although the equilibrium measure, which is the limiting mean eigenvalue distribution of the random matrix ensemble as \( n \to \infty \), is symmetric around the origin, this is not true for the finite \( n \) joint probability distribution of eigenvalues (1.6). The latter would only be invariant under the change of variables \( \lambda_i \to -\lambda_i \) if the term \( x/2 \) in \( V(x) \) were replaced by \( (\frac{1}{2} - \frac{1}{2n})x \).

For any value of \( u \), the equation (B.9) has a unique positive solution by Descartes’ rule of signs. We have an explicit formula for \( c_1 \in \mathbb{R}^+ \) in \( u \) by the formula for the roots of a cubic equation, but we will not write down the long formula. Together with \( c_0 = 0, c_1 > 0 \) gives us a solution to the pair of equations (3.2) and (3.3). Under the condition that the equilibrium measure is one-cut supported, this pair \( c_0, c_1 \) yields expressions for the support and the density function of the equilibrium measure, but we omit the formulas.

We note that the external field \( V \) is convex if \( u \geq 0 \). If \( u \) is negative, it is not but the construction of the equilibrium measure given above can still be carried out formally. When \( u \) is
negative but sufficiently close to 0, we can check that the equilibrium measure constructed in this way is still a probability measure. When \( u \) is a large negative number, the constructed density function \( \psi_V(x) \) is negative on an interval centered at 0, and therefore not a probability density. This means that the external field is not one-cut regular, and our construction fails. Based on the analogy with matrix models without external source, the symmetry of the equilibrium measure and numerical simulations, we conjecture that \( V \) is one-cut regular for values of \( u \) such that \( \psi_V(0) > 0 \).

From (B.9), we derive that \( u = \frac{1}{c_1} - 3c_1 - \frac{1}{4}c_1^2 \), where \( c_1 \) is the positive solution to (B.9). This makes \( u \) a strictly decreasing function of \( c_1 \). Since \( c_0 = 0 \), it is easy to see that \( I_+(0) \) is on the imaginary axis, and we denote it as \( I_+(0) = ip \) \((p > 0)\). From the relation

\[
J_{c_1,c_0}(I_+(0)) = c_1 I_+(0) - \log \frac{I_+(0) - \frac{1}{2}}{I_+(0) + \frac{1}{2}} = 0,
\]

we derive that \( c_1 = \frac{2}{p} \arctan \frac{1}{p} \) and \( c_1 \) is a strictly decreasing function in \( p \), which means that \( u \) is a strictly increasing function in \( p \).

Like (B.5), with our quartic \( V \) (using the fact that \( c_0 = 0 \)), we have by (B.21)

\[
M(s) = \begin{cases} 
-(3c_1^2s^2 + u) \log \frac{s-1}{s+1} + 3c_1 s \left( \log \frac{s-1}{s+1} \right)^2 - \left( \log \frac{s-1}{s+1} \right)^3 - 3c_1^2 s & s \in \mathbb{C} \setminus D, \\
c_1^2 s^3 + uc_1 s + 3c_1^2 s + \frac{1}{2} & s \in D.
\end{cases}
\]

Similarly to the quadratic case, we can recover the equilibrium density using (B.23). In particular at zero we have

\[
\psi_V(0) = \frac{1}{\pi} \Im M_-(I_+(0)) = \frac{1}{\pi} \Im \left( c_1^3 I_+(0)^3 + (uc_1 + 3c_1^2)I_+(0) + \frac{1}{2} \right)
\]

\[
= \frac{1}{\pi} \left( -c_1^3 p^3 + (1 - \frac{c_1^3}{4})p \right)
\]

\[
= \frac{p}{\pi} \left( 1 - c_1^3(p^2 + \frac{1}{4}) \right) = \frac{p}{\pi} \left( 1 - \left( \frac{8}{p} + \frac{2}{p^3} \right)(\arctan \frac{1}{p})^3 \right).
\]

Here we used (B.9) to pass from the first to the second line. Thus \( \psi_V(0) > 0 \) if and only if \( \left( \frac{8}{p} + \frac{2}{p^3} \right)(\arctan \frac{1}{p})^3 < 1 \), which is equivalent to \( p > p_c \) for some value \( p_c > 0 \). Since \( u \) is an increasing function in \( p \), this is equivalent to \( u > u_c \), where \( u_c \) can be approximated numerically as \( u_c \approx -1.9250 \). Although we have not rigorously proved that for \( u > u_c \) the external field is one-cut regular, numerical results are convincing. When \( u = -1.925 \), the constructed equilibrium measure is shown in Figure 11. It suggests that around \( u = u_c \approx -1.925 \) the transition between one-cut and two-cut equilibrium measures occurs.

### C  Asymptotics of \( p_n^{(n)}(x) \) when \( V(x) = \frac{x^2}{2} \)

In this appendix, we give an alternative derivation of the asymptotic results in Theorem 3 when the external field is \( V(x) = \frac{x^2}{2} \). The derivation is based on the contour integral formula of multiple Hermite polynomials in [156] Theorems 2.1 and 2.3. This method can essentially reproduce all results in Theorem 3 for quadratic external field, but for brevity we only give the derivation for \( p_n^{(n)}(x) \) where \( x \in \mathbb{R} \) and is away from the edges of the equilibrium measure. Although this contour integral method cannot be applied when the external field is not quadratic, it shows that the transformation \( J_{c_1,c_0} \) arises naturally in the uniform external source model.
The density function $\psi_V$ of the equilibrium measure for the external field $V(x) = \frac{x^4}{4} - \frac{1.925x^2}{2} + \frac{x}{2}$.

The result [16, Theorem 2.1] states that the monic polynomial $P_n(x)$ of degree $n$ that satisfies

$$\int_{-\infty}^{\infty} P_n(x)e^{na_jx}e^{-n\frac{x^2}{2}}dx = 0, \quad \text{for } j = 1, 2, \ldots, n, \quad (C.1)$$

is expressed by an integral over the imaginary axis:

$$P_n(x) = \frac{\sqrt{n}}{\sqrt{2\pi i}} \int_{-i\infty}^{i\infty} e^{\frac{n}{2}(t-x)^2} \prod_{i=1}^{n} (t-a_i) dt. \quad (C.2)$$

When $a_j = \frac{j-1}{n}$ as in (1.3), we have, in our notations, $P_n = p_n^{(n)}$ where $V(x) = x^2/2$. Setting $t = s + \frac{1}{2}$, we have

$$p_n^{(n)}(x) = \frac{\sqrt{n}}{\sqrt{2\pi i}} \int_{-i\infty}^{i\infty} e^{nF_n(s;x)}ds, \quad (C.3)$$

where

$$F_n(s;x) = \frac{1}{2}(s + \frac{1}{2} - x)^2 + \sum_{i=1}^{n} \log(s + \frac{1}{2} - \frac{i-1}{n}) \frac{1}{n}. \quad (C.4)$$

For $s$ away from the interval $[-\frac{1}{2}, \frac{1}{2}]$, we have the following uniform (in $s$ and $x$) asymptotic expansion as $n \to \infty$,

$$F_n(s;x) = F(s;x) + \frac{1}{n} \log \left(\frac{s + \frac{1}{2}}{s - \frac{1}{2}}\right) + O\left(\frac{1}{n^2}\right), \quad (C.5)$$

where

$$F(s;x) = \frac{1}{2}(s + \frac{1}{2} - x)^2 + (s + \frac{1}{2}) \log(s + \frac{1}{2}) - (s - \frac{1}{2}) \log(s - \frac{1}{2}) - 1, \quad (C.6)$$

and we take the principal branch of the logarithm and square root. Hence

$$\frac{d}{ds} F(s;x) = s + \frac{1}{2} - \log \left(\frac{s + \frac{1}{2}}{s - \frac{1}{2}}\right) - x = J_{1,\frac{1}{2}}(s) - x. \quad (C.7)$$

Below we consider the zeros $s$ of the derivative $\frac{d}{ds} F(s;x)$ and express them as functions in $x$. We use the functions $I_1(x), I_2(x)$ and their boundary values $I_{\pm}(x)$ as defined in (1.23)–(1.29) with $c_1 = 1$ and $c_0 = \frac{1}{2}$. Note that $s_a = -\frac{\sqrt{5}}{2}$ and $s_b = \frac{\sqrt{5}}{2}$ as given in (1.24); we denote

$$a = J_{1,\frac{1}{2}}(s_a) = -\frac{\sqrt{5}+1}{2} + 2\log \frac{\sqrt{5}+1}{2}, \quad b = J_{1,\frac{1}{2}}(s_b) = \frac{\sqrt{5}+1}{2} + 2\log \frac{\sqrt{5}+1}{2}, \quad (C.8)$$

as in (3.4), which agree with (B.4). We can say the following about the zeros of $\frac{d}{ds} F(s;x)$:
(1) if \( x > b \), then there are two zeros of \( \frac{d}{ds}F(s; x) \): \( I_1(x) \in (s_b, \infty) \) and \( I_2(x) \in \left( \frac{1}{2}, s_b \right) \),
(2) if \( x < a \), then there are two zeros of \( \frac{d}{ds}F(s; x) \): \( I_1(x) \in (-\infty, s_a) \) and \( I_2(x) \in \left( s_a, -\frac{1}{2} \right) \),
(3) if \( x \in (a, b) \), then there are two zeros of \( \frac{d}{ds}F(s; x) \): \( I_+(x) \in \gamma_1 \) and \( I_-(x) \in \gamma_2 \).

By explicit computation, we find that for \( x \in (-\infty, a) \cup (b, +\infty) \), then along the vertical line \( \{ z = I_1(x) + it \mid t \in \mathbb{R} \} \), \( \Re F(z) \) attains its maximum at \( z = I_1(x) \). If we deform the contour \( i\mathbb{R} \) of integration in (C.3) to the vertical line through \( I_1(x) \), the standard application of the saddle point method yields

\[
p_{(n)}(x) = \frac{\sqrt{n}}{2\pi i} \int_{I_1(x) + n^{-\frac{1}{2}i}} e^{nF_n(s; x)} ds (1 + o(n^{-1}))
= \frac{\sqrt{n}}{2\pi i} \int_{I_1(x) + n^{-\frac{1}{2}i}} e^{nF(s; x)} \sqrt{\frac{s + \frac{1}{2}}{s - \frac{1}{2}}} ds (1 + O(n^{-1}))
= \frac{\sqrt{n}e^{nF_n(I_1(x); x)}}{2\pi i} \int_{I_1(x) + n^{-\frac{1}{2}i}} \text{exp} \left( \frac{n}{2} (s - I_1(x))^2 \frac{d^2}{ds^2} F(s; x) \bigg| _{s=I_1(x)} \right) \frac{\sqrt{s + \frac{1}{2}}}{s - \frac{1}{2}} ds (1 + O(n^{-\frac{1}{2}}))
= e^{nF(I_1(x); x)} \frac{I_1(x) + \frac{1}{2}}{\sqrt{I_1(x)^2 - \frac{5}{4}}} (1 + O(n^{-\frac{1}{2}})),
\]

(C.9)

If \( x \in (a, b) \), by explicit computation, we find that along the vertical line that passes through \( I_+(x) \) and \( I_-(x) \), \( \Re F(z) \) attains its maximum at two points \( z = I_+(x) \) and \( z = I_-(x) \). (Note that although \( F(z) \) is discontinuous on the interval \( [-\frac{1}{2}, \frac{1}{2}] \), \( \Re F(z) \) is continuous everywhere.) Then we take the contour in (C.3) as this vertical line. When the contour crosses the interval \( [-\frac{1}{2}, \frac{1}{2}] \), \( F(z) \) is no longer a good approximation of \( F_n(z) \), but we can estimate the magnitude of \( F_n(z) \) by other methods, (say, some rough and direct estimate of (C.4)) and still find the vertical line suitable for saddle point analysis. The standard application of saddle point method yields, like (C.9),

\[
\frac{\sqrt{n}}{2\pi i} \int_{I_+(x) + n^{-\frac{1}{2}i}} e^{nF_n(s; x)} ds = e^{nF(I_+(x); x)} \frac{I_+(x) + \frac{1}{2}}{\sqrt{I_+(x)^2 - \frac{5}{4}}} (1 + O(n^{-\frac{1}{2}})),
\]

(C.10)

and

\[
p_{(n)}(x) = \frac{\sqrt{n}}{2\pi i} \left( \int_{I_+(x) + n^{-\frac{1}{2}i}} e^{nF_n(s; x)} ds + \int_{I_-(x) + n^{-\frac{1}{2}i}} e^{nF_n(s; x)} ds \right) (1 + o(n^{-1}))
= 2e^{nRF(I_+(x); x)} \left[ \frac{I_+(x) + \frac{1}{2}}{I_+(x) - \frac{1}{2}i} \left[ \cos \left( n\Re F(I_+(x); x) + \text{arg} \left( \frac{I_+(x) + \frac{1}{2}}{\sqrt{I_+(x)^2 - \frac{5}{4}}} \right) \right) \right] + O(n^{-\frac{1}{2}}) \right],
\]

(C.11)

where the square roots take the principal value. It is not obvious that the asymptotic formulas (C.9) and (C.11) agree with the formulas (1.37) and (1.41). To convince the reader, we show that (C.9) is equivalent to (1.37) (with \( k = 0 \) and \( x \in \mathbb{R} \)) in the leading term.

It is easy to check that

\[
\frac{I_1(x) + \frac{1}{2}}{\sqrt{I_1(x)^2 - \frac{5}{4}}} = G_0(I_1(z))
\]

(C.12)
where $G_0$ is the function defined in (1.30) with $c_1 = 1$. We need also to show that $F(I_1(x); x) = g(x)$ where $g(x)$ is defined in (1.33). Since it is not hard to verify by direct computation that $g(x) = \log(x) + o(1)$ and $F(I_1(x); x) = \log(x) + o(1)$, we need only to show that the function $g'(x) = G(x)$, defined in (3.10), satisfies

$$G(x) = \frac{d}{dx}F(I_1(x); x),$$

(C.13)

Note that by the relation $x = J_{1,2}(I_1(x))$, we have

$$F(I_1(x); x) = \tilde{F}(I_1(x)) = \frac{1}{2} \left( \log \frac{I_1(x) + \frac{1}{2}}{I_1(x) - \frac{1}{2}} \right)^2 + (I_1(x) + \frac{1}{2}) \log(I_1(x) + \frac{1}{2}) - (I_1(x) - \frac{1}{2}) \log(I_1(x) - \frac{1}{2}) - 1,$$

(C.14)

where we consider $\tilde{F}$ as a function of $u = I_1(x)$, and

$$\frac{d}{dx}F(I_1(x); x) = \frac{d}{du} \tilde{F}(u) \left( \frac{dJ(u)}{du} \right)^{-1} = \log \frac{I_1(x) + \frac{1}{2}}{I_1(x) - \frac{1}{2}}.$$  

(C.15)

On the other hand, by the identities (3.15) and (5.21), we have

$$G(x) = \frac{1}{2\pi i} \oint_c \frac{J(\xi)}{\xi - I_1(x)} d\xi = \frac{1}{2\pi i} \oint_c \frac{\log(\xi + \frac{1}{2})}{\xi - I_1(x)} d\xi - \frac{1}{2\pi i} \oint_c \frac{\log(\xi - \frac{1}{2})}{\xi - I_1(x)} d\xi.$$  

(C.16)

By the calculation of residue, it is obvious that the first contour integral in the second line of (C.16) vanishes, and after some effort, we find the second contour integral has value $-2\pi i \log \frac{I_1(x) + \frac{1}{2}}{I_1(x) - \frac{1}{2}}$.

Thus (C.13) is proved, and together with (C.12) the equivalence between (C.9) and (1.37) is obtained.
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