A preliminary assessment of the sensitivity of uniaxially-driven fusion targets to flux-limited thermal conduction modeling
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The role of flux-limited thermal conduction on the fusion performance of the uniaxially-driven targets studied by Derentowicz et al., Jour. Tech. Phys. 18, 465 (1977) and Jour. Tech. Phys. 25, 135 (1977), is explored as part of a wider effort to understand and quantify uncertainties in ICF systems sharing similarities with First Light Fusion’s projectile-driven concept. We examine the role of uncertainties in plasma microphysics and different choices for the numerical implementation of the conduction operator on simple metrics encapsulating the target performance. The results indicate that choices which affect the description of ionic heat flow between the heated fusion fuel and the gold anvil used to contain it are the most important. The electronic contribution is found to be robustly described by local diffusion. The sensitivities found suggest a prevalent role for quasi-nonlocal ionic transport, especially in the treatment of conduction across material interfaces with strong gradients in temperature and conductivity. We note that none of the simulations produce neutron yields which substantiate those reported by Derentowicz et al.; Jour. Tech. Phys. 25, 135 (1977), leaving open future studies aimed at more fully understanding this class of ICF systems.

I. INTRODUCTION

First Light Fusion (FLF) is investigating a novel approach to controlled inertial confinement fusion (ICF) using efficient, low-cost, projectile-based driver technology. A key characteristic of the concept is that the implosion process initially proceeds with a single, strong shock directed along a single axis, although the dynamics later in time can have convergent, non-planar aspects. As with all routes to ICF, a crucial element of target design and optimization is the validation of the numerical tools, and the multitude of options which underpin them. Sensitivity studies seek to assess the impact of factors such as code configuration choices, numerical methods and the basic properties of materials, and are crucial for enhancing the confidence in simulation-led predictions. Such studies are becoming commonplace in the ICF community.

For the planar driver geometry of interest, there are very few experiments accessing the fusion regime against which code benchmarking can be undertaken. One notable class of experiments where the fuel is collapsed directly by a single planar shock are those of Derentowicz et al., which feature a fuel-filled conical cavity in a metal anvil driven by a uniform, planar Mach wave produced by the implosion of a conical liner. Several variations of this experiment have been performed that consider different driver technologies, such as electrical discharge explosion, direct laser ablation and relativistic electron beams. The reported output of these targets of $10^9 - 10^10$ neutrons is of substantial utility from the perspective of validating both integrated simulations and diagnostic calibration. Of these, the original concept provides the simplest and therefore most valuable validation case.

As for an ICF experiment, the modeling is challenging: compressible hydrodynamics, thermal conduction, viscous drag, radiation generation, transport and absorption and detailed equation of state (EoS) and thermophysical material properties across a wide range of density-temperature space must all be considered. Initial examinations have shown that the most important process for determining fuel energetics is thermal conduction, which acts to homogenize strongly-localised heating resulting from reverberating shock waves.

For plasmas featuring gentle thermal gradients, the rate of conduction loss from a small volume of heated fuel is dictated principally by the thermal conductivities of the electrons and ions: $\kappa_e$ and $\kappa_i$, respectively. In low-density, high-temperature, systems the electronic contribution dominates due to their higher mobility. In fully-ionized deuterium, ionic conduction contributes equally under nonequilibrium conditions characterized by $T_e \gtrsim 4.14 T_i$, which may be obtained under the action of strong shock waves. Additionally, electron-ion temperature relaxation directly affects not only the plasma reactivity but also influences the balance between electronic and ionic conduction loss. Although the theoretical descriptions of these properties are well-known under the near-ideal conditions of the fuel, the solid target components are predicted to be driven into warm dense matter (WDM) states, with close-to-solid densities and temperatures of a few eV. Under such extreme conditions, even basic thermophysical properties can be substantially uncertain.

The system studied in Ref. uses a planar shock in copper to drive the collapse of a deuterium-filled conical cavity with a full internal angle at the tip of 60°. Between the copper and the fuel is a polyethylene layer, referred to in this work as the ‘coverslip’. The material in which the cavity is made is gold and is referred to here as the ‘anvil’. At the point of maximum fuel temperature, which is obtained in the short-lived reverberation produced from interacting shocks reflecting from the tip of the cavity, a transient nonequilibrium state occurs which sets up a thermal wave across the interface between the fuel and interior anvil wall. The resulting heat flow is driven by both electronic and ionic conduc-
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tion and occurs in the presence of sharp density and temperature gradients between regions with very different conductivities and heat capacities. Accurately capturing the heat flux under such conditions is in general a problem which can only be fully understood using state-of-the-art kinetic codes (see, e.g., Refs. 16–18) and is one of the many challenges of present concern in the ICF community19. Reduced kinetic models20–23 are available which reproduce many of the features expected from heat flow in the kinetic regime26–28, although recent experiments29,30 have demonstrated even larger heat flow suppression than predicted.

Commonly-used simple models, such as local flux-limited thermal conduction31–33, offer a computationally tractable method used in many ICF simulation codes34. Although conceptually straightforward, the precise manner in which they are implemented is subject to uncertainty due to the large number of free parameters involved and adequate evidence-based values are seldom available. Of particular importance are: the values of the flux limiter coefficients, the interpolation scheme used to transition between purely diffusive and flux-limited conduction, and the interpolation for evaluating cell-centered quantities, e.g. transport coefficients, on cell faces.

In this work, we report on the initial results of an ongoing simulations-based study investigating the influence of uncertainties in FLF’s productive modeling capability using the experimental results from Ref. 6 as a benchmark. The scope of this paper is focused on the impact of flux-limited thermal conduction on an idealized model of the target, as this is currently believed to have the largest effect on the fusion output. With suitably well-converged simulations, we establish a reference case against which the impact of configuration changes can be quantifiably measured using a few simple metrics. The basic form of the conduction operator is described, with emphasis given to the main sources of uncertainty arising from free choices in its implementation.

We perform a sensitivity study to the microphysics relevant to conduction for the main components of the simulation by applying scaling factors, both uniformly and through a more realistic ‘targeted’ approach based on the WDM parameter introduced by Murillo15. Whilst the performance of the target can be significantly affected using large, uniformly-applied scaling factors, only a negligible sensitivity is found if the targeted approach is used. This is because the state of fuel is always close to ideal despite being eventually compressed by a factor of almost 2000. We further assess the impact of the free parameters in the conduction operator setup, with the results showing that the choice of how the heat fluxes are evaluated of cell faces in the discretized system has a crucial influence on both the target evolution and fusion performance. More generally, we find that any change resulting in strong restriction of the ionic heat flux leads to substantial changes in the operation of the target, suggesting a prominent role for nonlocal ion transport. Conversely, we find the electronic heat flow to be well-described by local diffusion. Given the low uncertainty in the thermophysical properties of the fuel under the conditions produced, we conclude that an improved understanding of ionic heat transport in the kinetic regime, especially for heterogeneous systems such as material interfaces36, will be crucial if we are to use this experimental platform as a means to validate simulations of relevance to FLF’s mission.

II. SIMULATION SETUP

A. Idealized SETUP

The present work is undertaken using Hytrac; one of the two in-house radiation-hydrodynamics codes developed by FLF. The code is based on the front tracking approach37 and also implements cell-based adaptive mesh refinement, similar to, e.g., RAGE38. The multi-physics model includes two-temperature thermal conduction, viscous momentum and energy fluxes39 and radiation transport via the $P_{\gamma}$-AFL method40,41. The code further supports either analytic or tabulated models for material EoS, plasma microphysics and non-thermal fusion reactivity.

The work presented in Refs. 5,6 shows that the drive into the fuel is well-approximated with a single, uniform shock into the plastic coverslip. The pressure in the copper is inferred from shock velocity measurements to be 46 Mbar ($\rho \approx 26$ g cm$^{-3}$ and $T \approx 13$ eV), which leads to a shock in the coverslip with a pressure of 13 Mbar ($\rho \approx 3.8$ g cm$^{-3}$ and $T \approx 7.4$ eV). The latter is modeled as PMMA as a surrogate for polythene due to difficulties matching the principal Hugoniot using the FEOS EoS model42. Since the densities of the two materials are sufficiently similar, this compromise is believed to be reasonable.

The target mesh geometry used for our simulations is shown in Fig. 1a. The number of AMR refinement levels is 4, giving a minimum cell size of 1.7 µm on the Eulerian grid (EGrid) using a base resolution of 40 cells. The inset shows how the cavity tip has a radius of curvature of 20 µm added to account for expected manufacturing tolerances. The shocked copper region, denoted as the ‘driver’, at the top of the domain is initialised from the thermodynamic state resulting from shocking initially ambient copper to the experimental conditions using the FEOS EoS model42. All other materials are initialised at a pressure of 1 bar and their appropriate ambient densities to produce initially static interfaces.

In these simulations, the viscous flux and radiation transport operators are not used. In the case of viscous effects, this is because the predominant influence is on the damping of the incident shock and not the later stages of the cavity collapse, from which the bulk of the yield is expected. Full radiation-hydrodynamics modelling suggests the internal dynamics may be influenced by bremsstrahlung emission from the fuel to a small degree through radiative ablation of the internal cavity wall. However, it is believed that thermal conduction loss is vastly more important to the fuel energetics. Disabling these operators also makes tractable a larger study focused on the physics of conduction, which is our principal focus here. More details of the cavity collapse dynamics and the impact of the full range of available multi-physics options will be discussed in future work.
Figure 1. (a): Simulation geometry and EGrid zoning for the idealized model, featuring a shocked copper driver, PMMA coverslip, deuterium fuel and gold anvil. The left-hand part of the plot shows a logarithmic map of mass density whilst the right-hand side shows the material ‘color’ indicator. The tip of the conical cavity is rounded with a radius of curvature of 20 µm, as shown in detail in the inset. (b): Time histories of the BWA ion (upper panel) and electron (middle panel) temperatures and mass density (lower panel). The regions with the gray background indicate the time window over which simulation convergence is assessed. (c): Convergence metric \( \varepsilon \) as a function of minimum cell size.

B. Assessment of convergence

In order to assess the impact of changes in the simulation configuration on the performance of the study, it is crucial to ensure that the simulations are well-converged in both time and space. We pursue convergence through variation of the EGrid base resolution at a constant refinement level and comparing the difference between key simulation probes for progressively higher-resolution runs.

The probes used for this purpose track the burn-weighted average (abbreviated in this work as BWA) histories of the ion and electron temperatures and the mass density

\[
\langle X \rangle_b(t) = \frac{\int_V \frac{\partial^2 Y_b}{\partial V \partial t} \chi(r,t) \, dV}{\int_V \frac{\partial^2 Y_b}{\partial V \partial t} \, dV}. \tag{1}
\]

Here, \( X = \{T_i, T_e, \rho\} \) stands for the quantity of interest, \( \frac{\partial^2 Y_b}{\partial V \partial t} \) represents the total neutron yield emission per unit volume per unit time and \( V \) denotes the volume occupied by the fusion fuel. The convergence parameter \( \varepsilon \) for variable \( X \) calculated from a simulation with minimum EGrid cell size...
\[ \Lambda_{\text{max}} = \left[ \frac{\sum_{i} (X_{i})_{\text{min}} (t_{\text{on}}) - (X_{i})_{\text{max}} (t_{\text{on}})}{t_{\text{max}} - t_{\text{min}}} \right]^{1/2}. \tag{2} \]

Here, the index \( i \) runs over all variables, i.e., \( \bar{e}_{\text{tot}} = \left( \sum_{i} \bar{e}_{\text{tot}} / \sum_{i} \right)^{1/2} \). For pure deuterium fuel at the modest temperatures predicted, it is reasonable to ignore the effect of fuel depletion and secondary reactions involving fusion products. Thus, we may approximately write\(^{43}\)

\[ \frac{\partial^2 Y_e}{\partial \tau^2} \approx \frac{n_{\text{e}}^2}{2} (\sigma T) \frac{\partial \rho}{\partial \tau} / \rho_{\text{e}}. \tag{3} \]

In Eq. (3) the thermal reactivity \( (\sigma T) \) is given by fits due to Bosch and Hale\(^{44}\).

A strong convergence trend can be seen in both the timing and shape of the peaks in \( (T_e)_{\text{th}} \) and \( (T_i)_{\text{th}} \) with increasing base resolution (Fig. 1b), indicating that the hydrodynamics of the cavity implosion are properly captured in our simulations. This is further exemplified in Fig. 1c. The two main spikes labeled in the BWA ion temperature profile correspond to the first reflection of the incident shock from the simulation axis and the short-lived two-temperature state produced by the reverberation created from multiple interacting shock reflections from the tip of the cavity; this event is hereafter referred to as the ‘main reverberation’. The subsequent weaker reverberations in the collapsing cavity produce a long-lived plasma in which conduction losses are roughly balanced by the heating due to compression. The BWA electron temperature profile does not show the same strongly peaked structure since the electrons are heated isotropically through shocks, as per the scheme used in the FLASH code\(^{45}\). Nonequilibrium states with \( T_e / T_i > 3 \) are achieved in this period before equilibration to a temperature of \( T \sim 160 - 180 \) eV, which persists for around 10 ns as the fuel continues to be axially compressed. The role of ion conduction in dissipating the energy imparted to the fuel at the tip of the cavity is therefore likely to be important to the overall heat loss, as is the rate of electron-ion temperature equilibration. The strength of the observed trends indicates that our results at a base resolution of 40 cells (smallest cell size of 1.7 \( \mu m \)) provides a suitable reference case for quantifying the impact of changes due to conduction physics, without contamination with issues related to lack of convergence.

### III. CONDUCTION MODELING IN ICF SIMULATIONS

#### A. Flux-limited thermal conduction

It is well-known that the modeling of losses due to thermal conduction constitute a crucial aspect of the power balance in prospective ICF systems\(^{45}\). A commonly-used implementation strategy for the conduction operator in radiation-hydrodynamics codes follows the local flux-limited diffusion approach to Fourier’s law

\[ Q_{\text{flux}} = -\kappa \nabla T, \tag{4} \]

the magnitude of which is restricted to a fraction, \( \alpha \), of the free-streaming limit\(^{12}\)

\[ Q_{\text{max}} = \alpha n_{\text{e}} m_{\text{e}} k_{\text{B}} T, \quad v_{\text{e}} = \sqrt{k_{\text{B}} T / m_{\text{e}}}, \tag{5} \]

in order to prevent unphysically large fluxes from arising in regions with steep temperature gradients. Such conditions arise routinely near the ablation front of laser-irradiated solids, e.g., in short-pulse laser-driven targets\(^{46,47}\) or the heating of hohlraum walls at the NIF\(^{48}\). In the present study, sharp temperature gradients are expected to occur in proximity to strong shocks and also at material interfaces; especially between the shock-heated fuel and the confining anvil.

The flux-limited model represents a purely phenomenological correction to purely diffusive energy transport. Whilst it can approximately capture the inhibition of the local flux through tuning of the value of \( \alpha \), it fails to account for the preheating effect arising from long-range (near collisionless) propagation of the high-energy tail of the particle distribution. The impact of nonlocal transport is now of growing concern in the ICF community\(^{19,26}\) and has driven the development of numerous high-fidelity kinetic simulation tools\(^{16,48}\) and accurate reduced models, such as the popular SNB approach\(^{20}\). Unfortunately, these more accurate capabilities are seldom practical for implementation in fully-integrated simulations and the flux-limited approach remains in common usage. Even for this simple model, however, there are a number of free parameters to set and numerical choices to be made; independently for the electrons and ions.

#### B. Flux limiter coefficients

For the electrons, the value of \( \alpha_e \) is typically tuned to match experimental data or designed to match results from high-fidelity simulations, such as kinetic codes, with \( \alpha_e \approx 0.05 \) being a common choice informed by early Vlasov-Fokker-Planck (VFP) results\(^{53}\). Despite being informed by numerical results, a broad range of values may be needed to match different experiments, with values up to \( \alpha_e = 0.1 - 0.15 \) being required (see, e.g., Refs.\(^{49,50}\)). On the other hand, recent work by Meezan et al.\(^{34}\) has shown that a flux-limited approach with a lower value of \( \alpha_e = 0.03 \) can qualitatively explain results from several independent diagnostics simultaneously. Thus, a wide range of values for this parameter can be substantiated for sensitivity studies.

The ion heat flow is often either not flux-limited or its contribution is neglected entirely on the basis that electronic heat flow is usually dominant. The value of \( \alpha_i \) is generally taken to be much larger than \( \alpha_e \), although there is presently little-to-no consensus on a canonical value. Indeed, ionic VFP simulations strongly discredit the idea that a single value of
\( \alpha_0 \) can universally describe ionic heat flow, especially in converging shocks\(^{16}\). The default value used in this work is taken to be 0.5 as this has been found in several other radiation-hydrodynamics codes, such as HYADES\(^{22}\) and DEIRA\(^{23}\). We consider the value of \( \alpha_0 \) to be one of the most uncertain aspects of our modeling.

### C. Interpolation functions

Another important free choice in the implementation of flux-limited conduction is the manner in which the capping of the Fourier heat flow to the maximum value given by Eq. (5) is achieved. A particularly prevalent choice in the literature is to simply take the minimum value\(^{34,55}\)

\[
Q_{\text{eff}} = \min(Q_{\text{Four}}, Q_{\text{max}}),
\]

which leaves the Fourier heat flow unmodified until the transition point. The impact of such a hard switch is discussed by Meezan et al.\(^{34}\), wherein the propagation of a nonlinear thermal wave is studied for \( \alpha_0 = 0.03 - 0.25 \). The sharp front seen in their heat wave profiles for smaller flux-limiter coefficients results directly from the capping of the heat flux due to Eq. (6), which is unlikely to be representative of the true solution.

A smooth transition can of course be achieved in numerous ways, the most popular of which is to consider a harmonic interpolation\(^{14,54}\)

\[
Q_{\text{eff}} = \left(1/Q_{\text{Four}} + 1/Q_{\text{max}}\right)^{-1/2},
\]

(7)

Application of Eq. (7) reduces the effective heat flux before the transition point (where \( Q_{\text{Four}} = Q_{\text{max}} \)), which removes the blunted thermal wave profile shape resulting from the hard switch to the floored value in Eq. (6). On the other hand, since the harmonic interpolation is a slow asymptotic approach to the maximum heat flux (Fig. 2a), this model will always retard the propagation thermal waves relative to using Eq. (6).

Less well-known smooth schemes that do not strongly alter the wave speed in the weakly flux-limited regime include the ‘Larson’ model

\[
Q_{\text{eff}} = \left(1/Q_{\text{Four}} + 1/Q_{\text{max}}\right)^{-1/2},
\]

(8)

and the ‘exponential’ model

\[
Q_{\text{eff}} = Q_{\text{max}} \left[1 - \exp\left(-Q_{\text{Four}}/Q_{\text{max}}\right)\right].
\]

(9)

In the Fourier limit, \( Q_{\text{Four}} \ll Q_{\text{max}} \), the exponential term in Eq. (9) can be Taylor expanded to leading order, whereupon one finds \( Q_{\text{eff}} \to Q_{\text{Four}} \). In the flux-limited regime, \( Q_{\text{Four}} \gg Q_{\text{max}} \), the exponential term can simply be neglected to give \( Q_{\text{eff}} \to Q_{\text{max}} \). Both Eqs. (8) and (9) originate in treatments of flux-limited radiation diffusion\(^{30,55}\) and show similar behavior in how they approach \( Q_{\text{max}} \) (Fig. 2a).

Figure 2. (a): Effect of different interpolation functions \( f_{\text{interp}} \) for applying flux-limitation to the conduction operator via an effective thermal conductivity, as discussed in the text. The dashed vertical line denotes the point where the unlimited (Fourier) heat flux (4) is equal to the maximum heat flux (5). The min-capped (red curve) and harmonic (orange curve) represent bounding cases for the effective flux. (b): Spatial temperature profile for a simple nonlinear 1D thermal wave propagation test in an ideal gas (helium) of uniform density \( \rho = 0.01 \text{ g cm}^{-3} \) with Spitzer-like thermal conductivity\(^{31}\), comparing different options for the interpolation functions for applying flux-limitation and for evaluating quantities on the cell faces. The wave is initially strongly flux-limited, but settles to a diffusive solution everywhere except at the leading edge of the front after \( t \approx 0.2 \text{ ns} \). Using the arithmetic mean (13) the wave quickly propagates from the hot region, as expected. The spread of heat front positions results from the different interpolation methods (color-coded with (a)). Using the harmonic mean (14) (dashed purple curve), the heat front moves just over 2.5 \( \mu \text{m} \) from the initial position (\( x_0 = 5 \mu \text{m} \)) and maintains a temperature of over 250 eV behind the front. The inset in the top-right corner shows the profiles on a log-log scale to better emphasize the difference between the wave profiles using Eqs. (13) and (14).

\[
\frac{Q_{\text{Four}}}{Q_{\text{max}}} = \left(1/Q_{\text{Four}} + 1/Q_{\text{max}}\right)^{-1},
\]

(7)

Application of Eq. (7) reduces the effective heat flux before the transition point (where \( Q_{\text{Four}} = Q_{\text{max}} \)), which removes the blunted thermal wave profile shape resulting from the hard switch to the floored value in Eq. (6). On the other hand, since the harmonic interpolation is a slow asymptotic approach to the maximum heat flux (Fig. 2a), this model will always retard the propagation thermal waves relative to using Eq. (6).

Less well-known smooth schemes that do not strongly alter the wave speed in the weakly flux-limited regime include the ‘Larson’ model

\[
Q_{\text{eff}} = \left(1/Q_{\text{Four}} + 1/Q_{\text{max}}\right)^{-1/2},
\]

(8)

and the ‘exponential’ model

\[
Q_{\text{eff}} = Q_{\text{max}} \left[1 - \exp\left(-Q_{\text{Four}}/Q_{\text{max}}\right)\right].
\]

(9)

In the Fourier limit, \( Q_{\text{Four}} \ll Q_{\text{max}} \), the exponential term in Eq. (9) can be Taylor expanded to leading order, whereupon one finds \( Q_{\text{eff}} \to Q_{\text{Four}} \). In the flux-limited regime, \( Q_{\text{Four}} \gg Q_{\text{max}} \), the exponential term can simply be neglected to give \( Q_{\text{eff}} \to Q_{\text{max}} \). Both Eqs. (8) and (9) originate in treatments of flux-limited radiation diffusion\(^{30,55}\) and show similar behavior in how they approach \( Q_{\text{max}} \) (Fig. 2a).
The electron and ion heat flux calculations are forced to follow Fourier’s law (4) in Hytrac, subsequently introducing a limited form of thermal conductivity \( \kappa_{\text{lim}} = \frac{Q_{\text{max}}}{|V\nabla T|} \) 
(10)

All the heat fluxes in the foregoing expressions (6)–(9) can therefore be replaced with thermal conductivities, such that \( Q_{\text{eff}} = -\kappa_{\text{eff}} V\nabla T \) by definition and
\[
\kappa_{\text{eff}} = f_{\text{interp}}(\kappa_{\text{tab}}, \kappa_{\text{man}}), \tag{11}
\]

where \( \kappa_{\text{tab}} \) refers to the tabulated thermal conductivity at a given set of thermodynamic conditions and \( f_{\text{interp}} \) represents one of the interpolation functions Eqs. (6)–(9).

Allowing the limitation of the flux to enter via the thermal conductivity (11) instead of directly acting on the magnitude of the heat flux has an additional benefit in the performance of Hytrac, which employs the Runge-Kutta-Legendre-2 explicit numerical schemes for the conduction operators. Specifically, by using Eq. (11) to define an effective thermal diffusivity coefficient \( D_{\text{eff}} = \kappa_{\text{pre}}/C_V \), one enforces consistency between the stability criterion for the diffusion time step, \( \Delta t_{\text{diff}} = (\Delta x)^2/2D \), and the effective heat flux, \( Q_{\text{eff}} \), in the flux-limited regime. Without this correction to the diffusion coefficient, the number of STS stages taken per hydrodynamic time step would be much larger than necessary. In the Fourier limit the regular STS scheme is of course exactly recovered.

D. Evaluation of cell-face quantities

As with all codes based on the finite volume method, the heat fluxes between EGrid cells must be calculated on the cell faces and are evaluated via:
\[
\frac{\partial E}{\partial t}\bigg|_{\text{cond}} = -V \cdot Q_{\text{eff}} = \frac{1}{V} \sum_{\text{faces}} (S \cdot Q_{\text{eff}})_{\text{face}}, \tag{12}
\]

in which \( V \) is the cell volume, \( S \) is the cell face area vector and the summation extends over all cell faces. Thus, the effective thermal conductivity (11) must be evaluated on the cell faces. Following Eq. (10) the temperature gradient is approximated with a linear finite difference based on cell-centered values, e.g. \(|V\nabla T|^{1/2} \approx |T^{1/2} - T^{1/2}| / \delta x\), where \( \delta x \) is the displacement between cell centers.

As with the interpolation functions used to apply the limitation of the flux through the effective conductivity, there are several choices which can be made to evaluate the face-centered values of \( \kappa_{\text{eff}} \) and \( Q_{\text{max}} \). This problem has previously received attention elsewhere for the standard form of the heat equation, i.e. as derived from Fourier’s law (4), with results seeming to support different models for different situations. The two most commonly-encountered models are the arithmetic mean (exemplified here using the tabulated thermal conductivity)
\[
\kappa_{\text{eff}}^{1/2} = \frac{1}{2} \left( \kappa_{\text{tab}}^{1/2} + \kappa_{\text{man}}^{1/2} \right), \tag{13}
\]

and the harmonic mean
\[
\kappa_{\text{eff}}^{1/2} = \frac{2 \kappa_{\text{tab}}^{1/2} \kappa_{\text{man}}^{1/2}}{\kappa_{\text{tab}}^{-1} + \kappa_{\text{man}}^{-1}}, \tag{14}
\]

In Eqs. (13) and (14) the superscripts refer to cell center (integer) and face (half-integer) indices. Other choices can be made to suit the specific nature of the problem.

As discussed by Kadioglu et al., the arithmetic mean model can be formally derived from the steady state heat equation assuming that the thermal diffusivity is piecewise constant and continuous between (uniformly spaced) cell centers. It is the most natural choice when the thermodynamic state in the system are smooth and continuous. The harmonic mean model is derived under similar assumptions, but asserts continuity of the diffusivities between the faces rather than the centers of the cells. It can also be obtained from continuity of the heat flux and temperature at the cell face and enforcing a discontinuity in the temperature gradient. The harmonic mean model is popular in the heat transfer community, especially for heterogeneous materials composed of layers with differing conductivities, where the heat flow is treated analogously to current flow through resistors in series. In particular, the harmonic mean approximately captures the contact resistance resulting from microscopic voids at the junction.

In the context of modeling heat flow in plasmas, an important and highly undesirable consequence of the harmonic mean is its failure to recover analytic results for well-known verification test cases. For example, the self-similarity solutions discussed by Zel’dovich and Rairizer and Reinicke and Meyer-ter-Vehn, both of which feature a nonlinear thermal wave propagating into a region with initially zero temperature (and therefore zero conductivity), are fundamentally incompatible with Eq. (14). This is because the flux on the cell face between the heated and unheated parts of the domain evaluates to zero, thereby stallign wave propagation.

Similar results are shown in Fig. 2b, which features an initially strongly flux-limited thermal wave propagating in helium of uniform density \( \rho = 0.01 \text{ gc}^{-3} \) with an initial temperature profile described by \( T(x < x_0, t = 0) \equiv T_{\text{in}} \equiv 1 \text{ keV} \) and \( T(x > x_0, t = 0) \equiv T_{\text{in}} \equiv 2.5 \times 10^{-6} \text{ keV} (= 293 \text{ K}) \). Using the harmonic mean, the wave front (dashed purple curve) travels only 2.5 µm from the initial temperature discontinuity at \( x_0 = 5 \mu m \) compared to the 45 – 50 µm predicted using other model combinations. Note also the spread in the position of the wave front and the downstream temperature caused by varying the interpolation function \( f_{\text{interp}} \). In other test cases, where the thermal wave propagates between regions with similar conductivities (e.g. Shafranov’s self-similar two-temperature shock tube), results using Eq. (14) are extremely similar to those obtained using Eq. (13). Such a result is of course expected since in this case both methods should converge with sufficient resolution.

Despite these concerns, we are motivated to include the harmonic mean option in our study due to its inclusion in other simulation codes used for HEDP research. Furthermore, the choice of how to evaluate the maximum heat flux \( Q_{\text{max}} \) in Eq. (10) at cell faces is also arbitrary and, in principle, independent to the choice applied to \( \kappa_{\text{tab}} \). In this case, the same
rationale behind the arithmetic mean interpolation of \( Q_{\text{max}} \) applies, although there is no clear analogue to the reasoning behind use of the harmonic mean approach. We consider the latter as a means of examining flux restrictions under conditions where the heat flow is dominated by the free-streaming contribution (5).

E. Conduction across a material interface

With the foregoing discussion in mind, one of the most important uncertainties in our modeling is the treatment of heat flow through material interfaces; especially for the deuterium-gold boundary, where the heated fuel is typically several orders of magnitude more conductive, and the heat flow could also be flux-limited. Using the arithmetic mean (13), the properties of the material with the largest contribution (i.e. the largest value of \( \kappa_{\text{Au}} \) or \( \kappa_{\text{PMMA}} \)) will dominate the flux, whereas using the harmonic mean (14), the converse is true. Considering heated fuel in contact with the initially cold anvil, this choice essentially governs if the interface is conducting (arithmetic) or insulating (harmonic). It will subsequently have a significant impact on the rate of conductive loss, since if the interface is treated as highly conductive, then the internal energy of the heated fuel will quickly leak into the high-heat capacity anvil and quench the contribution to the yield. The same concern also holds for the later stages, when the fuel is being compressed within the collapsing cavity. On the other hand, if the interface is strongly insulating, then the fuel ions will tend to stay hot through the main reversion. Moreover, the evolution of the state is coupled to electronic conduction through equilibration, the rate of which is also influenced by the fact that the initial nonequilibrium produced by the shock is enhanced when ion conduction is suppressed.

Using Spitzer’s well-known expressions for the thermal conductivities\(^{38}\) we may estimate the conditions for which the diffusive conduction across an interface between fully-ionized deuterium (D) and some high-Z material (Z) is driven by the conditions on one side only. Solving for the states that lead to a 10-fold disparity, i.e. \( \kappa_j^Z \geq 10 \kappa_j^D \), gives

\[
\frac{T_D}{T_Z} \geq 0.6772 (Z_j^Z)^{-2/3},
\]

\[
\frac{\rho_D}{\rho_Z} \geq 2.512 (Z_j^Z)^{-8/3} \left( \frac{A_D}{A_Z} \right)^{1/3} \left( \frac{\kappa_j^D}{\kappa_j^Z} \right)^{1/5},
\]

in which \( A \) denotes the atomic mass and \( Z_j^Z \) the effective ion charge for transport processes in the high-Z material. Note that the Coulomb logarithms have been assumed to be equal for simplicity. Taking \( Z_{\text{Au}}^Z \approx 6.4 \) and \( Z_{\text{PMMA}}^Z \approx 2.9 \) as representative ionization states around the time where the fusion output begins, Eqs. (15) and (16) suggest that the electron conductivity of the fuel dominates when \( T_D \gtrsim 0.113 T_{\text{Au}} \) and \( T_D \gtrsim 0.226 T_{\text{PMMA}} \). The equivalent criteria for the ions are \( T_D \gtrsim 0.0818 T_{\text{Au}} \) and \( T_D \gtrsim 0.425 T_{\text{PMMA}} \). These conditions are well-fulfilled for both the D-Au and D-PMMA interfaces in our simulations throughout the period of neutron emission.

Equivalently, in the strongly flux-limited regime one can solve for states with \( \rho_D^j \gtrsim 10 \rho_Z^j \), giving

\[
\frac{T_D}{T_Z} \geq 4.64 \left( \frac{\rho_Z}{\rho_D} \right)^{2/3},
\]

\[
\frac{\rho_D}{\rho_Z} \geq 4.64 \left( \frac{\rho_Z}{\rho_D} \right)^{2/3} \left( \frac{A_D}{A_Z} \right)^{1/3}.
\]

These conditions are much more restrictive than their diffusive regime counterparts Eqs. (15) and (16), due to the weaker power of the temperature and the linear dependence of Eq. (5) on the number density. Again considering the conditions at the onset of neutron emission as an example, we have \( \rho_D \approx 0.05 \text{ g cm}^{-3} \), \( \rho_{\text{Au}} \approx 11 \text{ g cm}^{-3} \) and \( \rho_{\text{PMMA}} \approx 6.5 \text{ g cm}^{-3} \).

From Eqs. (17) and (18) the following criteria for the heat flux to be dominated by the properties of the fuel are obtained: \( T_D \gtrsim 27.459 T_{\text{Au}} \) and \( T_D \gtrsim 106.46 T_{\text{PMMA}} \) for the electrons, and \( T_D \gtrsim 1.729 T_{\text{Au}} \) and \( T_D \gtrsim 35.984 T_{\text{PMMA}} \) for the ions. Of these, only the ionic transport across the interface between the fuel and the gold anvil is always well-fulfilled. Nevertheless, based on these simple estimates we expect a strong correlation between target performance and the choice of Eqs. (13) and (14) for evaluating the heat fluxes.

It should, of course, be noted that these criteria are predicated on very simple estimates, especially with respect to the assumption of universality of \( \alpha_e \) and \( \alpha_i \) in the different materials, and to some degree obscure the scale and influence of the challenge regarding modeling interfacial transport. In particular, the coupling of different transport processes\(^{39}\) and the evolution of the interface itself in space and time\(^{40}\) represent significant complications which go far beyond the scope of the present work.

F. Uncertainties in conduction microphysics

Aside from the details of the conduction operator implementation, the accuracy of the tabulated microphysics models which underpin the energetics must also be considered. In these simulations, we use the well-known Lee-More\(^ {22} \) and Stanton-Murillo\(^ {33} \) models for the conductivities of the electrons and ions, respectively. The Lee-More model is corrected from the usual Lorentz approximation to include electron-electron scattering following the approach of Apfelbaum\(^ {34} \). For the electron-ion energy exchange rate, we use the \( f \)-sum rule approach\(^ {35,36} \), which has been shown to perform well compared to molecular dynamics simulations\(^ {37} \). Higher-order considerations such as the coupled mode effect\(^ {38,39} \) can safely be ignored since the nonequilibrium states produced in our simulations almost always have \( T_i > T_e \). All the microphysics models are driven by the ionization predicted by FEOS for consistency with the Eos\(^ {42} \).

Whilst each of these models include corrections for electron degeneracy and strong ion coupling, they are still not expected to be very accurate under conditions in the warm dense matter (WDM) regime. Of particular concern is the electron thermal conductivity as this is strongly influenced by many-body ef-
effects such as screening, structural effects and the ionization equilibrium of high-Z systems. A simple but informative a priori indicator for model accuracy is encapsulated by the WDM parameter

$$W(p, T_e) = S(\Theta) S(\Gamma_{ee}) S(x) = 2/(x + 1/s), \quad (19)$$

which provides a simple measure of the nonideality of thermodynamic states from the perspective of theoretical modeling. In Eq. (19), the usual definitions of the degeneracy parameter, $\Theta$, and electron coupling parameter, $\Gamma_{ee}$, are used. Cell trajectory plots extracted from the reference simulation (Fig. 3a) show that the deuterium fuel is mostly ensconced within the ideal plasma regime, where $D_s = 8/(3\sqrt{\Theta} e^2) = 1$ and $\Gamma_{ee} \ll 1$, such that $W \ll 1$. The degree of nonideality in the fuel is seen to steadily increase at later times, where the neutron emission rate predicted by the reference case simulation is fastest, as the cavity collapse compresses the fuel whilst the temperature remains fairly constant. Significantly larger uncertainties can be expected for the coverslip (Fig. 3b) and anvil (Fig. 3c) as they produce states with non-ideal electrons, $W \sim 1$, and strongly coupled ions $\Gamma_{ee} \gtrsim 1$.

We account for the potential uncertainties in the microphysics by assessing the impact of a range of scaling factors, $s$, covering two orders of magnitude; $s = \{0.1, 0.5, 2, 10\}$. These may be applied uniformly across phase space, referred to as a ‘blanket approach’, or conversely by a ‘targeted approach’ which utilizes the WDM parameter Eq. (19) to focus their application toward regions with high uncertainty. The effective scaling parameter for a particular point in $p - T_e$ space is then

$$s'(p, T_e) = 1 + (s - 1)W(p, T_e). \quad (20)$$

The targeted form of the scaling factor crucially ensures that the tabulated microphysics are not unreasonably distorted under conditions where uncertainty in their forms is believed to be negligible, e.g. in the high-temperature, low-density limit where the well-established Spitzer-type models apply.

G. Kinetic (nonlocal) effects

A simple estimate of the degree of nonlocality with regard to collision-driven transport processes is the Knudsen number

$$N_{Kn} = \frac{\lambda_i}{L}. \quad (21)$$

Here the collisional mean free path, $\lambda_i$, of species $j = \{e, i\}$ can be estimated from simple expressions throughout the simulation domain as a function of local thermodynamic variables. For the scale length, $L$, at a particular location in the

---

Figure 3. Cell trajectory plots on the $p - T_e$ plane for the fuel (a), coverslip (b) and anvil (c) materials. Contours for $\Gamma_{ee} = 1$ (red), $\Gamma_{ee} = 1$ (blue), $D_s = 8/(3\sqrt{\Theta} e^2) = 1$ (green) and $W = (0.01, 0.1, 0.99)$ (orange) are shown. For the initially solid materials (PMMA and gold) the Maxwell construction region, where the accuracy of the FEOS model is highly uncertain, is denoted by the regions where the isobars abruptly become horizontal. There are no states in this region at any time in the simulation. The time evolution of the simulation is denoted by the color scale (blue - early time and dark red - late time). The initial conditions of the deuterium fuel are shifted from true STP conditions for $\Theta = 1$ bar due to the lack of molecular dissociation in FEOS. Ad hoc corrections following the linear mixing model have been found to make negligible difference to the BWA profiles or final neutron yield in these simulations, as expected for fuel initially in the gaseous phase.

Figure 4. Maximum ion and electron Knudsen numbers obtained over all fuel-containing cells as a function of time for the reference simulation discussed in Section II B.
system, we take the harmonic mean of inverse logarithmic derivatives

\[ L \approx \left( \frac{1}{\sum X} \sum \frac{|X|}{X} \right)^{-1}, \tag{22} \]

where in this case \( X = \{ T, T_e, \rho, Z \} \) represents the set of variables which most strongly influence the collisional mean free path. This definition picks up both the change in density at a material interface and the strong gradient in heating at shock fronts and is similar to the scheme discussed by Taitano et al.\(^{89}\). For plasmas in which \( N_K \gtrsim 10^{-3} \) the heat flux will be inhibited and a local, diffusive treatment is insufficient.

We find that the maximum electron Knudsen number is always negligibly small in the reference case simulation, being no larger \( N_K \lesssim 5 \times 10^{-7} \) (Fig. 4). This strongly suggests that the electronic conduction should be well-described by purely local diffusion, i.e., using Eq. (4). For the ions, very large maximum Knudsen numbers \( N_K \gtrsim 10-100 \) are seen up to the first reflection from the simulation axis. Such high values are not unexpected during this phase as the incident shock is moving into ambient fuel, leading to very large temperature and density gradients at the front. We do not presently have any evidence to suggest they should be interpreted as being indicative of nonhydrodynamic flow. On the other hand, the values of order unity which occur during the main reverberation in close proximity to the D-Au interface (Fig. 5), which strongly suggests that the ionic transport into the anvil material will be nonlocal. Although values above the threshold of \( N_K = 10^{-3} \) (horizontal dashed line in Fig. 4) persist for much of the compression phase, these are generally still only around \( N_K \sim 10^{-2} \) and are restricted to the fronts of reflecting waves in the heated fuel. Moreover, the overall contribution of ionic conduction during this period is greatly reduced compared to electronic conduction as the fuel is essentially in equilibrium.

Finally, we note that another relevant consideration for plasmas characterized by large ion Knudsen numbers is the reduction of thermal reactivity\(^{90-92}\). Work is presently being undertaken to examine the influence of this phenomenon and will be reported in a forthcoming publication.

**IV. RESULTS AND DISCUSSION**

To assess the impact of the configuration changes relative to the reference simulation (Tab. 1), we track three simple metrics which are sensitive to both the dynamics of the incident shock and the fuel energetics throughout the period of neutron emission:

1. Time of first reflection of the incident shock from the axis of the simulation, \( t_{axis} \)
2. Maximum BWA ion temperature produced in the main reverberation, \( T_{max} \)
3. Mean value of BWA ion temperature during the compression phase, \( T_{av} \)

These are presented as percentage changes relative to the corresponding values obtained from the reference simulation, i.e., \( \Delta (M_j) = 100 \times (M_j / M_{jref} - 1) \), where \( M_j \) stands for the relevant metric \( (j = \{1, 2, 3\}) \). We originally considered several other metrics, such as the full-width-half-maximum duration of the state produced in the main reverberation and the standard deviation of the BWA ion temperature in the compression phase; both of these proved unreliable for producing stable trends over the wide range of perturbations to the reference configuration. Most importantly, we have chosen not to track the total neutron yield resulting from each configuration change. This is principally because the plasma reactivity scales so strongly with ion temperature\(^{83}\) that any transient numerical artefacts present in the simulations can lead to spurious yields. Such artefacts are essentially impossible to correct for and distort otherwise meaningful and insightful trends; they are an unfortunate but inescapable consequence of the very low yields \( (T_{L} \gtrsim 100)\) predicted for this target.

We first examine the impact of the scaling factors applied to the components of the conduction microphysics; the electron and ion thermal conductivities and the electron-ion energy exchange rate. All three materials which directly contribute to the energetics of the collapsing cavity (the deuterium fuel, the PMMA coverslip and the gold anvil) are considered. For each
material, scaling factors in the range \( s = \{0.1, 0.5, 2, 10\} \) have been applied (individually) using the ‘blanket’ and ‘targeted’ manner as described in Section III.F. To simplify the analysis we consider only order-one perturbations, i.e. only a single aspect of the simulation configuration of the reference case is perturbed at a time. This has the disadvantage that interactions between uncertainties are ignored, which is surely important in a two-temperature, conduction-dominated plasma due to the nonlinear feedback between the different energy loss mechanisms. On the other hand, establishing the basic trends is of prime importance and lays the foundations for more complex, coupled sensitivity studies in future.

Strong trends are found with respect to all the fuel microphysics using the blanket approach to applying the scaling factors (filled markers connected by solid lines in Fig. 6), particularly in the maximum BWA ion temperature achieved in the main reverberation (blue lines). This verifies the assertion that transport and equilibration play a crucial role in the energetics of the fuel during this phase of operation. However, the strongest correlation is between the electronic conductivity of the fuel and the average temperature in the compression phase (green lines), with substantially less sensitivity owing to the ionic conductivity and equilibration rate observed. Electron conduction is evidently the most important loss mechanism during this period, from which the majority of the neutron output is expected in the reference case. This can be readily understood since the plasma is essentially in thermal equilibrium during the cavity collapse, such that the relative importance of conduction is dictated by the ratio \( \kappa_e/\kappa_i \sim (m_i/m_e)^{1/2} \gg 1 \).

Weaker correlations are evident for the properties of the anvil and coverslip. The lack of any clear influence of any of the scaling factors on the arrival time of the first shock on the simulation axis (red lines) suggests that the early time dynamics of this target are mostly hydrodynamic in nature.

In all cases the sensitivity of the metrics to any of the scaling factors drops when the targeted approach (20) is used (open markers connected by dashed lines in Fig. 6). In this more realistic case none of the perturbations lead to a change beyond \( \pm 10\% \), which we arbitrarily define to constitute a ‘significant’ deviation from the reference case. For the fuel this is unsurprising given the largely ideal states produced (Fig. 3a). Although larger values of the scaling factor can be substan-

| Variable                      | Value    |
|-------------------------------|----------|
| Electron flux limiter interp. | Exponential |
| Ion flux limiter interp.      | Exponential |
| Electron flux limiter coeff.  | 0.05     |
| Ion flux limiter coeff.       | 0.5      |
| Conductivity cell face interp.| Arithmetic mean |
| Max heat flux cell face interp.| Arithmetic mean |

Table 1. Configuration options of Hytrac’s flux-limited conduction operator used in the reference simulation.
tiated for the initially solid materials (the gold and PMMA) the results show that their thermophysical properties do not greatly influence target performance. The only exception is the possibility that the electron thermal conductivity of gold is underestimated by the LM model by a factor of ten in the WDM regime, where the simulation predicts the conditions remain throughout the duration of neutron production (Fig. 6). Although we have not been able to find any data in the literature to substantiate such a large discrepancy it could easily be accommodated by the general paucity of the LM model under conditions where structural properties limit the electron mean free path. Firmer conclusions will only be able to be reached when more accurate thermal conductivity tables are available.

Another factor which explains the lack of observed sensitivity to the properties of the anvil and coverslip is the dominant role of the fuel in determining the heat loss through the material interfaces. This can be understood since in the reference case the interfacial heat flux is constructed using the arithmetic mean cell face interpolation method (13) and also because the conditions encapsulated by Eqs. (15)-(18) are well-fulfilled in these simulations. Larger uncertainties consistent with the nonideal conditions in the anvil might therefore be expected if the interface is better described by a harmonic mean approximation, as in that case the properties of the cold, less conductive high-Z materials are more important in determining the heat flow out of the fuel. This has not been repeated here since the indications of the test cases discussed in Sec. III D are that using Eq. (14) will not properly capture nonlinear thermal wave propagation through large conductivity gradients. Nevertheless, since we cannot rule the harmonic mean approach out without direct evidence, we are still inclined to compare its impact on the performance metrics.

As shown in Tab. II, the impact of using the harmonic mean is indeed significant. In particular, the suppression of conduction loss from the fuel is seen to increase Metric 2 by a factor of two-to-three compared to the reference case, whereas the other metrics are much less strongly affected. With these changes the fusion output of the target occurs in a single ‘flash’ of neutrons (Fig. 7), which constitutes almost all of the yield from the target. In contrast, the reference case simulation produces almost all of its yield during the compression phase. This fundamental change in the character of the neutron production is observed if either the unlimited (i.e. the tabulated data) or limited (10) components of the effective thermal conductivities are changed independently, with roughly ~ 30% higher ion temperatures achieved when only the maximum heat flux is constructed on the cell face using Eq. (14). The corresponding amplification in the yield is much larger, being roughly ~ 8 times larger than for the case where only the tabulated conductivity is harmonically averaged. Taken together, these results are indicative of the ionic heat flow being moderately flux-limited, such that both contributions make substantial contributions to the total effective flux.

Usage of the harmonic mean cell face interpolation method also leads to a faster initial shock, as shown by the earlier arrival time at the axis. This challenges the conclusion drawn from the scaling factor study: that conduction does not play a prominent role in the early-time dynamics. More work will be required to properly understand the role of conduction in this phase of operation. The fact that the average temperature during the compression phase is only weakly modified is readily understandable, however, since at this stage most of the conduction occurs within the fuel where temperature (and therefore conductivity) gradients are shallow.

Interestingly, the target operation is found to be similarly affected without using the harmonic mean if ionic conduction is instead suppressed through the flux limiter coefficient. Setting \( \alpha_1 = \alpha_2 = 0.05 \), which amounts to a ten-fold reduction in the maximum ion heat flux from the reference simulations, again leads to a reverberation temperature nearly twice as hot as the reference case. On the other hand, the other metrics are very weakly affected. This is consistent with the findings from the scaling factor study where the role of ion conduction during the compression phase was shown to be negligible (Fig. 6). The fact that there is very little change to any of the metrics if the fraction of the maximum ion heat flux is allowed to increase arbitrarily, i.e. for \( \alpha_0 \geq 1 \), again suggests that the ionic heat flux is not strongly flux-limited, but rather can be considered ‘quasi-nonlocal’. This is further supported by the observation that switching from the exponential interpolation method (9) used in the reference case to the softer harmonic interpolation (7) leads to a slightly hotter main reverberation by cutting the effective heat flux; using the min-capped approach (6) slightly cools this feature by almost the same degree. The ratio \( Q_{\text{in}}/Q_{\text{out}} \) must therefore be of order unity, where the difference between the min-capped and harmonic methods to the exponential model are roughly equal and opposite (see Fig. 2a). In the strongly flux-limited regime one would expect a much smaller effect from switching from exponential to min-capped interpolation.
It is important to note that only separate perturbations to the operator configuration have been examined in this work. This means that the potential for large impacts on performance caused by coupling of multiple configuration changes should be assessed before stronger conclusions can be drawn. From the perspective of being able to quantitatively compare predicted and experimental yields, there is certainly scope for thermal conduction to be the dominant factor in explaining the observed difference to Ref. 5. Nevertheless, we note that none of the changes considered in this work resulted in a total yield close to the lowest reported yields of Derentowicz et al.; the highest total yield being roughly five times smaller. The work required to bring together all these threads in a properly coupled manner is presently ongoing, as are efforts to develop our understanding of the possible role and impact of kinetic ion transport on these targets and the influence of the other radiation-hydrodynamic phenomena left out of this work.

V. CONCLUSIONS

We have undertaken an initial examination of the influence of flux-limited thermal conduction modeling on the robustness and performance of the uniaxially-driven conical fusion targets used in the experiments of Derentowicz et al. 5,6. This kind of target is of interest to FLF as it is one of the few examples of fusion targets in the literature with observable neutron yield, where the collapse is driven by a single planar shock produced by conditions within reach of our current experimental facilities. The attention given to thermal conduction in this paper is justified since other phenomena such as radiation transport and viscous effects are not expected to play as important a role in determining the energetics of the fuel.

The uncertainties which principally affect conduction loss are associated with the related plasma microphysics and the degree to which the transport is nonlocal. To assess the impact of uncertainties in the microphysics we have undertaken scaling factor studies in which the tabulated models are scaled both uniformly, i.e. a blanket approach, and with a more realistic method using the WDM parameter to target regions of density-temperature space with larger theoretical uncertainty. The reference case was produced using an idealized model that was rigorously converged on the basis of root-mean-square differences between time-dependent profiles of...
burn-weighted average (BWA) plasma parameters from successively higher resolution simulations.

Three simple metrics which capture the dynamics of the initial stages of the cavity collapse and the energetics of the fusion fuel over the time of neutron emission were defined, from which direct comparison can be made between different simulations and the reference case. Uniform application of the scaling factors showed that electron conduction in the fuel during the compression phase most strongly affects the target performance. With the more realistic targeted approach we found very little influence on any of the metrics. This is due to the fact that it is the properties of the fuel that determine its energetics in the compression phase, which remains strongly ideal, and therefore minimally uncertain, throughout the simulations. We found that the role of the nonideal states expected to be produced in the plastic coverslip and gold anvil is minimised due to the numerical treatment of the heat flux at material interfaces (arithmetically averaging of transport coefficients on cell faces).

Considering alternative interpolation schemes for evaluating cell-centered quantities at cell faces leads to significant changes to the predicted conditions in the target and also in the character of the neutron emission. In particular, we found that the largest influence our performance metrics comes from changing the cell-face averaging from the arithmetic mean used in the reference case to a harmonic mean. This option is often favoured in the heat transfer community for heterogeneous materials, but does not perform well in well-known simple thermal wave propagation tests, in which it fails to correctly propagate nonlinear thermal waves between regions of substantially different conductivities. Without direct validation, however, this model cannot yet be ruled out completely. In the context of our simulations its main influence to produce a hotter reverberation state at the cavity tip. Specifically, the largest increase was observed when the harmonic mean was applied to the flux-limited component of the effective conductivity. In both cases, however, the fusion output is dominated by a single neutron flash produced almost entirely during the main reverberation, in contrast to the steady emission through the compression phase predicted by the reference simulation.

Similar changes in the performance metrics and target operation were found without using the harmonic mean by restricting the ionic heat flux in the reference case through the ion flux limiter coefficient. Reducing the default value from $\alpha_i = 0.5$ to $\alpha_i \leq 0.05$ was shown to also result in a hotter main reverberation state and consequently a strong single neutron flash. Increasing the value of $\alpha_i$ was found to have a much smaller impact, suggesting that the ionic heat flow is likely to be moderately flux-limited, i.e. nonlocal kinetic effects may be important, but not dominant. On the other hand, the electronic heat flow was shown to be well-approximated with a purely diffusive treatment, with the only exception being for the case where associated flux limiter coefficient was strongly reduced relative to the reference case, e.g. $\alpha_e \sim 0.01$. Since such small values are supported neither by experiments nor advanced transport simulations, we conclude that the uncertainty of our modelling to electronic heat flow is low.

Assuming that the heat flow in the target is indeed well-described with the arithmetic mean for the evaluation of the fluxes, and ionic flux limiter coefficients much larger than those commonly used for the electrons, then our reference case simulations should be quite robust. The question of why the predicted total yield of these targets is several orders of magnitude less than those reported in Ref. 3 therefore remains an open one. Moreover, we noted that none of the singular changes to the reference case considered in this work amplified the neutron yield by more than an order of magnitude. Whether or not this gap can be closed by multiple simultaneous changes and/or including a broader ranges of physics models (e.g. radiation transport and viscous effects) will require extensive multivariate sensitivity studies. We are presently investigating all of these factors as part of our ongoing investigations into this platform and will report on more findings in future publications.

Finally, we note that the findings related to the potentially important role of ionic conduction are interesting as they suggest that targets similar to those studied here may provide an experimental platform for accessing states of matter in the quasi-nonlocal regime, in which energy transport is close to the transition between local diffusion and kinetic transport. With suitable diagnostics to provide time-resolved histories of neutron production and electron and ion temperatures from the main reverberation state, it may be possible to experimentally distinguish between predictions based on simple ion transport models (such as flux-limited conduction) and state-of-the-art kinetic models, whilst minimizing uncertainty associated with electron transport and equilibration. Such data may prove to be invaluable for benchmarking integrated simulation codes for ICF.
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