Whole-genome profiling of DNA methylation and hydroxymethylation identifies distinct regulatory programs among innate lymphocytes
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Abstract

Innate lymphocytes encompass a diverse array of phenotypic identities with specialized functions. DNA methylation and hydroxymethylation are essential for epigenetic fidelity and fate commitment. The landscapes of these modifications are unknown in innate lymphocytes. Here, we characterized the whole-genome distribution of methyl-CpG and 5-hydroxymethylcytosine in mouse ILC3, ILC2, and NK cells. We identified differentially methylated and hydroxymethylated DNA regions between ILC-NK subsets and correlated them with transcriptional signatures. We associated lineage-determining transcription factors with demethylation and demonstrated unique patterns of DNA methylation/hydroxymethylation in relationship to open chromatin regions, histone modifications, and transcription factor binding sites. We further discovered a novel association between hydroxymethylation and NK cell super-enhancers. Using mice lacking DNA hydroxymethylase TET2, we showed its requirement for optimal production of hallmark cytokines by ILC3 and IL-17A by inflammatory ILC2. These findings provide a powerful resource for studying innate lymphocyte epigenetic regulation and decode the regulatory logic governing their identity.
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Innate lymphocytes, which encompass NK cells and innate lymphoid cells (ILC), share a common Id2⁺ progenitor, a reliance on common gamma chain cytokines for their maturation and survival, and a lack of somatically rearranged T- and B-cell antigen receptors\textsuperscript{1,2}. Innate lymphocytes encompass stable phenotypic identities with discrete cytokine signatures and associated immune responses. NK cells have remarkable cytotoxic potential, produce IFNγ, and participate in antiviral and antitumor immunity. ILC1 produce IFNγ and are associated with early immune responses against viruses. ILC2 produce IL-5 and IL-13 and are involved in type 2 immune responses that protect against parasitic helminths and contribute to allergic diseases. ILC3 produce IL-22 and IL-17 and are largely involved in the control of extracellular microbes at barrier surfaces. The features of ILC1, ILC2, and ILC3 mirror those that define Th1, Th2, and Th17 cell subsets, whereas NK cells are analogous to cytotoxic CD8⁺ T cells. Genetic loss-of-function studies have identified transcription factors involved in the specification and maintenance of innate lymphocyte regulomes, such as T-BET (NK/ILC1), EOMES (NK), GATA-3 (ILC2), and RORγT (ILC3)\textsuperscript{3,4}. Several landmark studies have characterized the transcriptome and cistrome of innate lymphocytes in mouse and human\textsuperscript{5–10}. To comprehensively map out these regulatory programs, knowledge of epigenetic landmarks, including histone modifications, 3D chromatin structure, and DNA modifications, is crucial.

DNA methylation at the cytosine bases is a major arm of epigenetic regulation with functions in genomic imprinting, X-inactivation, and repression of transposable elements and regulation of gene expression. While DNA methylation is pervasive throughout the mammalian genome, with 70–80% of all 5’-cytosine-phosphate-guanine-3’ (CpGs) being methylated, approximately 20% of autosomal CpGs are dynamically regulated\textsuperscript{11}. Most unmethylated CpGs are concentrated in dense aggregates termed “CpG islands” (CGIs), which are often associated with promoters, though distal regulatory elements also contain significant amounts of dynamically regulated CpG\textsuperscript{12}. DNA methylation at gene promoters is usually associated with repression of transcription.

Removal of DNA methylation can be conducted via several biochemical pathways. First, a failure in maintenance of DNA methylation during replication can lead to passive and gradual loss of DNA methylation following multiple cell divisions. Second, the Tet methylcytosine dioxygenase enzymes, TET1, TET2, and TET3, can catalyze the oxidation of 5-methylcytosine (5mC) to 5-hydroxymethylcytosine (5hmC). 5hmC can either be further oxidized into 5-formylcytosine and 5-carboxylcytosine, which are removed by base excision repair or fail to be recognized by DNMT1, leading to passive loss of methylation upon cell division. 5hmC is a stable DNA modification and has been shown to accumulate in post-mitotic neurons with age\textsuperscript{13,14}. Due to its chemical stability and differential enrichment, 5hmC has been proposed to regulate gene expression independently from its role in 5mC removal\textsuperscript{15}.
DNA methylation and hydroxymethylation are crucial for immune cell development and function. These processes are important in B cell development, rearrangement of immunoglobulin light chains, and class switch recombination. In T cells, these modifications are necessary for development of double-positive thymocytes, repression of IL-4 production, efficient generation of regulatory T cells and cytokine production by in vitro polarized Th subsets. Genome-wide profiling for DNA methylation and hydroxymethylation has been performed for major hematopoietic progenitors, thymocytes, B lymphocytes, and in vitro polarized CD4 Th subsets.

Here, we performed a genome-wide characterization of DNA methylation and hydroxymethylation in innate lymphocytes and identified differentially methylated and hydroxymethylated regions between NK, ILC2, and ILC3. Furthermore, we used multiple mouse models of Tet2 ablation to show that hydroxymethylation played a causal role in supporting innate lymphocyte functional programs.

Results:

DMRs coordinate ILC-specific transcriptional programs

We purified splenic NK cells, small intestinal ILC2, and ILC3 and performed MeDIP-seq, which positively enriches for methylated DNA, and MRE-seq, which identifies unmethylated CpGs (Fig. 1a). We applied the M&M algorithm which integrates MeDIP-seq and MRE-seq to explicitly model relationships between DNA methylation abundance, CpG content, and expected MeDIP and MRE reads along 500bp windows. Differentially methylated regions (DMRs) were identified by three pairwise comparisons: NK vs. ILC2, NK vs. ILC3, and ILC2 vs. ILC3. We estimated an empirical false discovery rate for each comparison (Extended Data figure 1a). We identified 9,011 unique DMRs among all three pairwise comparisons (Fig. 1b, Supplementary Table 1). DMRs were primarily enriched at intragenic regions [intron: 4829 vs. 3316 (observed vs. expected), exon: 706 vs. 121], followed by intergenic regions, suggesting involvement of distal regulatory elements. DMRs were also enriched at promoters [308 vs. 105 (observed vs. expected)], indicating a role in regulating promoter activity.

We then examined DMRs between the three pairwise comparisons. NK cells had 2–3-fold more DMRs when compared with ILC2 or ILC3 than ILC2 vs. ILC3, and the number of hypermethylated and hypomethylated DMRs in each comparison was approximately equal (Fig. 1c). Principle component analysis of NK, ILC2, and ILC3 using MRE-seq or MeDIP-seq demonstrated that ILC2 and ILC3 segregated from NK along PC1, while PC2 separated ILC2 and ILC3, indicating that NK are the most distinct subset whereas ILC2 and ILC3 are relatively more similar (Fig. 1d, Extended Data figure 1b). While these data support our current understanding of ILC development, in which NK development diverges earlier than ILC2 and ILC3 differentiation, they may also be due to the different tissue environments that these cells were extracted from.

To determine whether DMRs correlated with the distinct transcriptional programs of NK, ILC2, and ILC3, we first identified differentially expressed genes (DEGs) between each ILC-NK comparison using RNA-seq data provided by the Immunological Genome
We assigned each DMR to its nearest gene and plotted the differential enrichment of methylation by the fold change of each DEG for each pairwise comparison (Fig. 1e). We found that a significant fraction of DMRs associated with DEGs, and that hypermethylation inversely correlated with gene expression. Many DMR-associated genes had known biological significance for NK (Tbx21, Eomes, Prf1, Gzma, Klrb1c, Tyrobp), ILC2 (Gata3, Il4, Il5, Il17rb), and ILC3 (Rorc, Ahr, Nr1d1, Il23r, Il1r1, Ffar2). Between each pairwise comparison, approximately 50% of DMRs were shared for each cell type (Fig. 1f). In general, hypomethylated DMRs were more likely to be shared than hypermethylated DMRs for each subset (NK: 1458 shared hypomethylated DMRs vs. 832 shared hypermethylated DMRs, ILC2: 723 vs. 123, ILC3: 616 vs. 55) (Extended Data figure 1c). Thus, selective demethylation may play a more prevalent role in specifying mature innate lymphocyte transcriptomes rather than selective methylation.

To identify transcription factors that potentially drive DNA demethylation, we intersected hypomethylated DMRs for each cell type and performed motif enrichment analysis using the HOMER software (Fig. 1g). Since a given consensus motif may be shared by multiple transcription factors of the same family, we measured TF gene expression among NK, ILC2, and ILC3 subsets to assign a specific TF more confidently to each subset. The most significantly enriched motifs were dominated by lineage-determining transcription factors (LDTFs). NK-specific hypomethylated DMRs were primarily enriched for motifs for T-box TFs such as Tbx6, Tbx21, and Eomes which were selectively expressed in NK (Fig. 1g). ILC2-specific hypomethylated DMRs were strongly enriched for GATA motifs that may belong to Gata3 and Tpts1. In addition to GATA motifs, we also detected secondary enrichment for bZIP motifs (Batf, Atf3, Jun, Junb, Fosl2). Lastly, ILC3-specific hypomethylated DMRs were significantly enriched for ROR family transcription factor motifs belonging to Rorc and Rora. We also detected enrichment for motifs belonging to RUNX factors, among which Runx3 is most strongly expressed in ILC3 and is required for their development.

Several DMRs were associated with LDTFs for ILC-NK subsets (Fig. 1d). Closer inspection of these loci revealed several distinct methylation patterns (Fig. 1h). In general, positively regulated genes had significant demethylation throughout the gene body, though this effect was diminished at the 3’ end, indicating a certain degree of processivity. ILC3 displayed selective demethylation of an isoform-specific promoter for Rorc, consistent with their preferential expression of this isoform. In contrast, NK cells did not exhibit differential methylation at the Tbx21 promoter due to its association with a CGI, and CGI-associated promoters are globally demethylated. However, Tbx21 had broad demethylation across its gene body. In summary, we show that gene expression is correlated with selective demethylation of promoters and/or gene bodies.

**DHMRs converge on ILC-specific transcriptional programs**

Many regions of active demethylation contain both 5mC and 5hmC, a dynamic equilibrium that is not captured by our current analysis. Thus, we profiled the genome-wide distribution of 5hmC in NK, ILC2, and ILC3 using the hmC-seal assay. hmC peaks were called using MACS2 and differential enrichment analysis was performed using the DiffBind algorithm.
The size of DHMRs were highly variable with a median width of 2.5kb (Extended Data figure 2a). We performed three pairwise comparisons and obtained a consensus set of 7,384 unique differential hydroxymethylated regions (DHMRs) (Fig. 2a, Supplementary Table 1). DHMRs were mostly concentrated in intronic regions and intergenic regions and relatively depleted in exonic and promoter regions. We found that NK cells had more DHMRs from ILC2 and ILC3 than the ILC2 vs. ILC3 comparison and that a substantial number of DHMRs were shared between comparisons (Fig. 2b, Extended Data figure 2b). Principal component analysis using 5-hmC abundance demonstrated that NK strongly segregate from ILC2 and ILC3 (Extended Data figure 2c).

We next integrated our DHMR analysis with DEGs and observed a robust positive correlation between DNA hydroxymethylation and gene expression (Extended Data figure 2d). For each pairwise comparison, only a minority of DHMRs directly overlapped with DMRs (Fig. 2c). Some DHMRs associated with DMR-regulated genes (ie Ahr, Nr1d1, Rorc, Prf1) but we also identified DEGs which only associated with DHMRs (ie Vipr2, Irf8, Ncr1, Il22, Odc1, Areg) (Fig. 2d). Among overlapping regions, most hypermethylated DMRs were hypo-hydroxymethylated and vice versa (Fig. 2d). We then asked whether DMRs and DHMRs were associated with the regulation of different biological pathways using pathway enrichment analysis (Extended Data figure 2e). DMR-associated gene ontology (GO) terms were more frequently associated with immune cell differentiation and development whereas DHMR-associated GO terms were more associated with lymphocyte activation. Together, these analyses suggest that DNA methylation regulates innate lymphocyte development whereas DNA hydroxymethylation more prominently regulates effecter activity.

By integrating both methylation and hydroxymethylation, we observed multiple distinct patterns of distribution (Fig. 2e). When we examined directly overlapping DHMRs and DMRs, the most common scenario associated with positive gene regulation is a relative enrichment of hydroxymethylation and a relative depletion of methylation in the expressing cell type (Fig. 2d). This was observed at gene loci such as Eomes, a transcription factor that is necessary for NK development and function. The promoter of Eomes is linked to a CGI, so we did not find any differential methylation at this site (Fig. 2e). In contrast, the gene body immediately downstream of the promoter was hyper-hydroxymethylated and hypomethylated relative to ILC2 and ILC3. Additionally, we observed 63 regions with concordant changes in methylation and hydroxymethylation, such as the locus of Gata3 (Fig. 2d). While Gata3 is expressed by and is functionally significant for NK, ILC2, and ILC3, ILC2 are distinguished by extremely high expression of Gata3, whereas NK and ILC3 exhibit low to intermediate expression. ILC2 exhibited a complete absence of CpG methylation and hydroxymethylation, indicating unrestrained transcription of the locus (Fig. 2e). In contrast, NK and ILC3 showed a distinct enrichment of DNA methylation at a CGI associated with exon 3, supporting a previous finding that intragenic methylation may impede transcriptional elongation. However, this CGI is also hyper-hydroxymethylated, suggesting active demethylation. These data suggest a model where bivalent methylation and hydroxymethylation serve to tune intermediate levels of transcription. The final observed scenario was extensive enrichment of hydroxymethylation with no concurrent changes in methylation. This paradigm was well-illustrated at the Bcl11b gene locus (Fig. 2e). BCL11B is selectively expressed throughout the ILC2 lineage and is required for proper development...
of ILC2. We found that the entire gene body of Bcl11b is hyper-hydroxymethylated, while there were no consistent changes in methylation except for an enrichment of methylation at the CGI-linked terminal exon. We also observed that Epas1, which encodes the transcription factor HIF-2α, exhibited similar patterns of hydroxymethylation (Extended Data figure 3). Epas1 was broadly hyper-hydroxymethylated in ILC2 and ILC3 as compared to NK cells. Given the role of HIF-2α in sensing oxygen tension, these findings may reflect how the intestinal environment imprints the epigenomes of these cells. In summary, the integration of 5mC and 5hmC revealed additional layers of regulation which may fine-tune gene expression or poise loci for active expression without substantial demethylation.

DMRs and DHMRs predict distal regulatory element activity

In addition to enrichment at gene bodies, DNA methylation and hydroxymethylation are also concentrated at open chromatin regions (OCRs). It is unclear how DNA methylation interacts with distal regulatory elements to drive specification of ILC-NK phenotypes. To address this question, we integrated our DNA methylation and hydroxymethylation profiling with an atlas of cis-regulatory elements of mouse immune cells. We first examined the global distribution of methylated CpG, unmethylated CpG, and 5hmC around distal OCRs for each cell type (Extended Data figure 4a). In line with previous reports, we observed a local depletion of hydroxymethylation for the most active OCRs, followed by an enrichment of hydroxymethylation for moderate-high activity OCRs. Next, we examined the relationship between DMRs and DHMRs with the selective activity of distal OCRs, defined as greater than 1kb away from the transcriptional start site. We visualized the activity of DMR/DHMR-associated OCRs among ILC-NK subsets and classified them by either relative hypermethylation or hyper-hydroxymethylation (Fig. 3a). For each cell type, OCR activity was positively correlated with relative enrichment of hydroxymethylation and negatively correlated with relative hypermethylation (Fig. 3b). Thus, classification by DNA methylation state alone is sufficient to predict ILC-NK type-specific OCR utilization.

We next sought to identify putative transcription factors that bind to DMR and DHMR-associated OCRs (Fig. 3c). We identified OCRs that were hyper-hydroxymethylated and hypomethylated for each ILC type. Motif enrichment analysis highlighted LDTFs, such as T-BET, GATA-3, and RORγT, and RUNX family factors. Additionally, we observed an increased prominence of ETS family transcription factors such as ETS-1, FLI-1, ELF4, and GABPα. ETS-1 supports NK and ILC2 development, but its role in ILC3 remains undefined. GA-binding protein α (Gabpa) was enriched in all ILC-NK subsets. GABPα promotes the expression of IL-7R in DN thymocytes and facilitates T cell development. As ILC and tissue NK cells express high amounts of IL-7R which is needed for their maintenance in peripheral tissues, GABPα may be important for the development of ILC-NK. We also discovered a strong enrichment of ELF1 motifs in ILC2 OCRs, consistent with its high expression in ILC2. The role of ELF1 is unknown in innate lymphocytes. In order to investigate potential roles for this factor in ILC2, we mined previously published ELF1 ChIP-Seq data from CD4 T cells. We found a notable co-enrichment between with ELF-1 binding sites and demethylated ILC2 OCRs at the Lif locus, indicating a role for this ELF-1 in regulating ILC2 functions (Extended Data figure 4b).
We then sought to characterize regulatory elements that were associated with DMRs or DHMRs. In response to viral infections, NK cells produce the chemotacttractant CCL4 which binds to CCR5 to attract other NK cells and monocytes\textsuperscript{38}. We identified a major OCR associated with Ccl4 which is selectively active in NK cells. This enhancer was both preferentially hydroxymethylated and hypomethylated (Fig. 3d). IL-12 is a major regulatory cytokine of NK cells, which express the high-affinity receptor composed of IL-12R\(\beta\)1 and IL-12R\(\beta\)2\textsuperscript{39}. IL-12R\(\beta\)1 also forms a heterodimer with IL-23R to bind IL-23, which promotes the activation of ILC3. \(\text{Il12rb2}\) and \(\text{Il23r}\) are located adjacent to each other. Inspection of this genomic locus revealed highly specific enrichment of hydroxymethylation at cell type-specific OCRs (Fig. 3d). Thus, we demonstrate that differential distribution of hydroxymethylation correlates with specific activity of distal enhancers.

**DMRs and DHMRs coincide with NK histone modifications**

A major mechanism of epigenetic regulation occurs through the chemical modification of histone tails. DNA methylation and hydroxymethylation have been associated with distinct chromatin states in non-immune cell types\textsuperscript{27}. However, these interactions have not been explored in innate lymphocytes. The generation of high-quality histone modification data in NK cells allowed us to compare DMR/DHMR-associated OCRs with the enrichment of H3K4Me1, H3K27Ac, and H3K27Me3, which are associated with primed enhancers, active enhancers, and Polycomb-repressed regions, respectively (Fig. 4a)\textsuperscript{40}. We found that hyper-hydroxymethylated regions were most strongly enriched for H3K4Me1 and H3K27Ac, indicating highly active enhancers. Hypomethylated regions showed a similar, but weaker trend. We observed that H3K27Me3 was only depleted in hyper-hydroxymethylated regions, whereas other methylation states still had moderate enrichment for this histone mark. Hypermethylated DMRs displayed lower H3K27Me3 compared to hypomethylated DMRs, which is consistent with other reports of antagonism between DNA methylation and H3K27Me3\textsuperscript{41,42}. We also correlated DNA methylation with the histone marks H3K4Me3 and H3K36Me3. H3K4Me3 is commonly associated with positive regulation of gene transcription. In agreement with this role, we observe that H3K4Me3 is positively associated with hyper-hydroxymethylation or hypo-methylation (Extended Data figure 5a). H3K36Me3 is a highly conserved chromatin modification found at the gene bodies of transcriptionally active genes. H3K36Me3 is associated with the prevention of cryptic start sites and recruitment of DNA repair machinery\textsuperscript{43,44}. We found that H3K36Me3 is positively associated with hyper-hydroxymethylation and negatively associated with hypo-hydroxymethylation (Extended Data figure 5a). However, H3K36Me3 abundance does not appear to be dependent on differential methylation status.

T-BET motifs were significantly enriched at NK-specific hypomethylated DMRs and hyper-hydroxymethylated DHMRs. To validate these predictions, we overlaid T-BET ChIP-seq data at these sites. We found that approximately half of both hypomethylated DMRs and hyper-hydroxymethylated DHMRs were bound by T-BET (Fig. 4a). These regions were also co-bound by the transcriptional co-activator and histone acetyltransferase p300. To verify the association between T-BET binding and hydroxymethylated enhancers, we examined the locus for \(\text{Ifng}\), which is a well-established transcriptional target of T-BET. We identified an upstream enhancer that colocalized with hyper-hydroxymethylation, H3K4Me1, H3K27Ac,
T-BET, and p300 (Fig. 4b). These results establish a putative role for T-BET in the hydroxymethylation and active demethylation of distal regulatory elements to establish NK phenotypic identity.

**DNA hydroxymethylation demarcates lineage-defining super-enhancers in NK cells**

Highly transcribed genes that drive cell type-specific function are often associated with stretch- or super-enhancers (SEs), which are defined as broad genomic regions with a high density of H3K27Ac or p300. The striking correlation between DNA hyper-hydroxymethylation/hypomethylation with increased H3K27Ac and high-density p300 binding further prompted us to investigate if DNA methylation was correlated with SE activity. Using NK H3K27Ac profiles, we applied the ROSE SE detection algorithm in order to score and rank the activity of SEs (Fig. 5a). We then plotted the abundance of DNA methylation and hydroxymethylation at SEs and compared them against the profile of control non-SE NK enhancers (Fig. 5b). Surprisingly, the levels of DNA methylation at SEs were not significantly altered from control regions (Extended Data figure 5b). However, there was a significant and broad enrichment of hydroxymethylation at SEs. Correlation analysis at NK SEs revealed that DNA hydroxymethylation was comparably correlated with gene expression and H3K27Ac abundance whereas it demonstrated a substantially weaker correlation with p300 load (Extended Data figure 5c).

hmC-associated SEs were linked to genes with important roles in NK biology. We identified a 165 kb SE centered on Irf8 that contained multiple T-BET binding sites, and dense enrichment for H3K27Ac and DNA hydroxymethylation (Fig. 5c). IRF8 is a transcription factor that is required for NK activation in the context of viral infection. The Fyn locus is a second example of this epigenetic pattern (Fig. 5c). FYN is a Src kinase that is recruited by the signaling adaptor SAP to mediate SLAM family receptor signaling in NK cells. The 170 kb SE located at the Fyn locus exhibited a highly specific enrichment of hydroxymethylation. In summary, we demonstrate a previously undescribed role for broad enrichment of DNA hydroxymethylation in demarcating active SEs.

**TET2 is dispensable for the activation and function of NK cells**

Our data show that enrichment of hydroxymethylation is positively correlated with gene expression and chromatin accessibility in innate lymphocytes. We employed Tet2−/− mice to study the causal roles of hydroxy-methylation in enforcing innate lymphocyte phenotypes. To study the cell-intrinsic role of TET2, we generated mixed bone marrow (BM) chimeras using congenic WT (CD45.1/CD45.2) and Tet2−/− (CD45.2/CD45.2) cells. TET2-deficient BM progenitors displayed a competitive advantage, so all BM-derived innate lymphocyte subsets had increased chimerism for the Tet2−/− donor (Extended Data figure 6a,b). We then isolated splenic NK cells and stimulated them by IL-12 and IL-18 or NK1.1 crosslinking and found that TET2 was not required for production of IFNγ in these contexts (Extended Data figure 6c,d). However, when co-cultured with Yac-1 tumor cells, TET2-deficient NK cells had reduced induction of IFNγ and Granzyme B (Extended Data figure 6e,f). To assess the role of TET2 during NK responses in vivo, we generated single BM chimeras with either WT or Tet2−/− cells and infected them with murine cytomegalovirus (MCMV), which is exclusively controlled by NK cells during early timepoints of infection (Extended Data figure 6g,h).
While we did not observe any major differences in Tet2−/− NK activation and maturation we did observe modest decreases in granzyme B expression and TNF production at day 4 post-infection (Extended Data figure 7b–h). Additionally, we observed minor differences in the distribution of Ly49A and Ly49D (Extended Data figure 7i–k). Our data suggest that TET2 is mostly irrelevant in regulating NK development at steady-state and during MCMV infection but may facilitate the induction of granzymes during antiviral and antitumor responses.

TET2 supports cytokine production by nILC2 and iILC2

We next investigated the contribution of TET2 to ILC2 function. Using mixed bone chimeras as described earlier, we isolated small intestinal ILC2 and stimulated them with PMA/Ionomycin. We found that TET2-deficient ILC2 displayed a modest reduction in IL-13 production whereas IL-5 was unaffected (Extended Data figure 6g,h). It has been shown that IL-25 injection induces the accumulation of KLRG1+ inflammatory ILC2 (iILC2) in the lung, which upregulate the ILC3-associated LDTF RORγT and produce IL-17A. To test whether TET2 is involved in the development of iILC2, we treated WT and TET2 KO BM chimeras with IL-25 for three days and assessed the phenotype and function of iILC2 (Fig. 6a). We observed a trend towards a reduction in iILC2 numbers in TET2-deficient chimeras while RORγT expression by iILC2 was not significantly changed (Fig. 6b–g). However, we discovered a profound defect in IL-17A production by Tet2-deficient iILC2 (Fig. 6h,i). To validate this finding in an alternative model, we generated a conditional deletion of TET2 in ILC2 by crossing Tet2fl mice with Il7raCre transgenic mice. We treated Il7raCre/+ Tet2fl/+ and Il7raCre/+ Tet2fl/fl animals with IL-25 and observed a reduction in IL-17A production by TET2-deficient iILC2 (Fig. 6j). We observed dynamic hydroxymethylation at the Il17a locus (Fig. 6k). ILC2 and ILC3 displayed increased hydroxymethylation compared to NK, which had virtually no hmC at this locus. Interestingly, ILC2 displayed comparable levels of hydroxymethylation to ILC3 at several open chromatin regions in the Il17a locus, suggestive of their ability to produce IL-17 during inflammation. Together, these findings demonstrate that TET2 plays a critical role in optimal cytokine production by ILC2 as well as the functional plasticity of iILC2.

TET2 supports ILC3 function and defense against C. rodentium

To investigate the role of TET2 in ILC3 function, we stimulated wild-type and Tet2−/− ILC3 from mixed BM chimeras. We observed a significant reduction in IL-17A production (Extended Data figure 6i). To validate this with another model, we generated Tet2fl/fl Rorc-cre (Tet2 cKO) mice, which conditionally lack TET2 in ILC3 and T cells. Immune phenotyping of the small intestine lamina propria demonstrated that the abundance of NK, ILC1, ILC2, and ILC3 were similar in Tet2 cKO and control small intestines (Fig. 7a–f). ILC3 have can undergo plasticity toward ILC1. However, TET2 deficiency did not alter this process as immune phenotyping demonstrated similar abundance of ILC1 and NKp46+ ILC3 as well as similar levels of T-BET expression by ILC3 in Tet2 cKO mice and controls (Fig. 7d–e, g). We then tested the functional capacity of Tet2 cKO ILC3 ex vivo. TET2-deficient ILC3 produced less IL-22 and IL-17A when stimulated with IL-23 compared to wild-type ILC3 (Fig. 7h–j). As deficiency of TET2 reduced production of both cytokines ex vivo, we asked whether these defects were sufficient to impair host immunity.
during *C. rodentium* infection. We infected Tet2 cKO mice and littermate controls with *C. rodentium* and monitored mice up to day 10, which is considered the innate phase of the infection. Tet2 cKO mice lost significantly more weight on days 7–9 (Fig. 7k). Additionally, *C. rodentium* was more abundant in the stool of infected Tet2 cKO animals, indicating impaired bacterial control (Fig. 7l–m). Consistent with the effect of TET2-deficiency on IL-22 production, the Il22 locus contained several strong enhancer elements which were enriched for hydroxymethylation (Fig. 7n). However, whole-genome hmC-Seal of WT and Tet2−/− ILC3 detected very few DHMRs globally and was unable to detect significant changes in hydroxymethylation at either the Il22 or Il17a locus (Extended Data figure 8a–c). We conclude that Tet2 is required for optimal cytokine production by ILC3 but that maintenance of hydroxymethylation at these loci may be redundant with other Tet enzymes at steady state.

**Discussion:**

In this study, we demonstrate that relatively hypomethylated and hyper-hydroxymethylated regions in NK, ILC2, and ILC3 are positively correlated with gene expression and increased activity at distal enhancer elements, supporting a role for dynamic methylation and hydroxymethylation in controlling the activity of enhancer elements. These correlations are further supported by a positive association between these regions and activating histone modifications (H3K4Me1 and H3K27Ac). We further identify the strong enrichment of LDTFs (ie T-BET) at these regions, as well as other transcriptional mediators such as ETS, ATF, and RUNX family members. We find that hyper-hydroxymethylation, but not hypomethylation, is inversely correlated with H3K27Me3, a repressive chromatin mark associated with enhancer silencing. We also demonstrate a novel association between broad hyper-hydroxymethylation and the activity of SEs in the absence of a difference in 5mC. Lastly, we demonstrate that Tet2 is important for optimal cytokine production in ILC3 and iILC2.

Our DMR and DHMR profiling not only unveils global patterns but discovers rare genomic states that may exhibit context-specific regulation in the biology of innate lymphocytes. One such example was an intragenic CGI located in exon 3 of *Gata3*. Here, we discovered the bivalent enrichment of both hydroxymethylation and methylation in NK and ILC3, but not ILC2, precisely corresponding with transcriptional patterns between these cell types. The overall prevalence of these bivalent regions among our dataset was relatively rare, suggesting a context-specific regulatory relationship. Consistent with these observations, intragenic CGI methylation has been correlated with decreased gene expression in immune cells. Additionally, intragenic CGI methylation has been shown to involved in the regulation of alternative splicing and silencing of alternative promoters. As alternative transcripts and alternative promoters have been described at the *Gata3* locus, DNA methylation may regulate *Gata3* expression through these mechanisms. A second example was *Bcl11b*, which contained a continuous enrichment of hydroxymethylation throughout the entire locus in the absence of any overlapping SE elements. Previous reports have demonstrated SE-promoter chromatin looping to regulate *Bcl11b* in developing T cells. The broad enrichment of hydroxymethylation at the *Bcl11b* locus may be indicative of this interaction.
Our study identifies a novel role for DNA hydroxymethylation in marking lineage-defining super-enhancer elements, whereas DNA methylation is unchanged. One question raised by our analyses is whether hydroxymethylation plays a functional role in promoting the accessibility of SEs and distal enhancers or whether it is simply a byproduct of enhancer activity at these regions. DNA pull-down combined with quantitative mass spectrometry has identified tissue-specific factors which preferentially bind 5hmC vs. 5mC, or hydroxymethylation “readers”\(^{56}\). Among these 5hmC readers were proteins involved in DNA repair. Thus, one general function of hydroxymethylation may be to prevent mutations at these high-activity enhancers. This may play a broader role in stabilizing NK-ILC phenotypes by maintaining the fidelity of these lineage-determining regulatory elements in the cell types that utilize them.

We have demonstrated that TET2 is important for the production of IL-22 and IL-17A by ILC3 as well as production of IL-13 and IL-17A by nILC2 and iILC2, respectively. These data are consistent with previous findings showing that TET2 facilitates signature cytokine production by in vitro polarized CD4\(^+\) Th subsets\(^{22}\). Furthermore, these data empirically highlight a crucial role for TET2 in positive regulation of IL-17A production, as we demonstrated consistent deficits in IL-17A production from two separate cell lineages. However, we did not observe any differences in the differentiation or abundance of ILC-NK subsets. Moreover, we were unable to detect a significant difference in the level of hydroxymethylation between TET2-deficient and WT ILC3 at steady-state. These findings do not exclude a role for TET2 in activation-induced hydroxymethylation and further studies examining TET2-mediated hydroxymethylation of activated ILC3 are needed. Our observations may also be due to redundancy between Tet proteins. Mice which lack both Tet2 and Tet3 in CD4-expressing cells have a greater defect in NKT cell differentiation, whereas conditional deletion of either Tet2 or Tet3 has a relatively minor defect\(^{23}\). Thus, it is likely that TET3 may compensate for TET2 loss-of-function in innate lymphocytes, warranting future studies of the impact of TET2/TET3 double deficiency in these lineages.

As methylation profiling becomes more sensitive, experiments targeting ILC and NK progenitors will be paramount in further studying the commitment of innate lymphocyte lineages. Recent work has demonstrated the ability of ILC to undergo plasticity toward other ILC lineages or establish memory of previous pathogenic exposures\(^{57,58}\). The involvement of DNA methylation in silencing alternative fates and maintaining epigenetic memory during these processes warrants further study.

**Materials and methods:**

**Mice**

All animals were maintained on a pure C57BL/6 genetic background and housed under Specific Pathogen Free (SPF) at Washington University in Saint Louis with a 12-hour dark/light cycle, 22–25 °C, and 50–60% humidity with water and food provided ad libitum. Tet2\(^{-/-}\) and Tet2\(^{fl/fl}\) mice were obtained from The Jackson Laboratory (Stock No:023359 and 017573)\(^{59,60}\). Ror\(^{C\delta}\) mice were provided by A. Tumanov\(^{61}\). Il7r\(^{iCre}\) mice were obtained from HR Rodewald\(^{62}\). Mice used for experiments were between 8–12 weeks of age and were on a C57BL/6 background. Control mice were littermates. All studies performed
on mice were done in accordance with the Institutional Animal Care and Use Committee at Washington University in St. Louis which approved all protocols used in this study.

**Tissue dissociation and cell isolation**

For sorting, spleens were dissociated and washed through 70um cell strainers and enriched with DX5+ MACS positive selection columns. For immune phenotyping and cell stimulation, spleens were dissociated and washed through 70um cell strainers. Lysates were lysed for red blood cells and resuspended in medium.

Small intestinal ILC2 and ILC3 were isolated as previously described. Briefly, small intestines were dissected and washed with Peyer’s patches and mesenteric fat removed. Intestines were opened lengthwise; gently agitated for 20 min in Hanks’ balanced salt solution (HBSS) containing HEPES, bovine calf serum, and EDTA; and then vortexed. Small intestines were subjected to a second round of gentle agitation and vortexing in EDTA. The tissue was then rinsed with HBSS before digestion with collagenase IV (Sigma-Aldrich) in complete RPMI 1640 for 40 min at 37°C under agitation. Digests were filtered through 100-um mesh and subjected to density gradient centrifugation using 40 and 70% Percoll solutions.

To isolate lung ILC2, mice were perfused with ice-cold PBS and lungs were dissected out. Lungs were mechanically in 5mL of digest buffer (1x HBSS, 50μg/mL Liberase Tm (Roche), 100μg/mL DNase I) using the gentleMACS Octo Dissociator system per the manufacturer’s protocol. Dissociated lungs were shaken at 37°C for 35 minutes and then homogenized with the gentleMACS Octo Dissociator system per the manufacturer’s protocol. Lung lysates were passed through a 70-micron strainer and lysed for red blood cells.

**Antibodies and flow cytometry**

The following antibodies and corresponding dilutions were used for FACS: NK1.1 (PK136, 108710, BioLegend) (1:200), CD11b (M1/70, 101228, BioLegend) (1:200), CD11c (N41B, 45-0114-82, ThermoFisher) (1:200), CD3e (145-2C11, 100328, BioLegend) (1:100), CD19 (6D5, 115534, BioLegend) (1:100), CD45 (30-F11, 103116, BioLegend) (1:200), CD5 (53-7.2, 100624, BioLegend) (1:100), KLRG1 (2F1, 138408, BioLegend) (1:200), Eomes (Dan1Imag, 25-4875-82, ThermoFisher) (1:100), RORγt (AFKJS-9, 12-6988-82, ThermoFisher) (1:100), IL-22 (1H8PWSR, 12-7221-82, ThermoFisher) (1:100), IL-17A (TC11-18H10, 560220, BD BioSciences) (1:100), Thy1.2 (53-2.1, 105312, BioLegend) (1:500), NKp46 (29A1.4, 137616, BioLegend) (1:100), GATA-3 (L50-823, 560077, BD BioSciences) (1:100), ST2 (U29-93, BD Biosciences) (1:100), Ly-49A (A1, BD Biosciences) (1:100), Ly-49D (4E5, BD Biosciences) (1:100), CD69 (H1.2F3, Biolegend) (1:100), IFNG (XM1G1.2, Biolegend) (1:100), IL-5 (TRFK5, BD Biosciences) (1:100), IL-13 (85BRD, ThermoFisher) (1:100), CD45.1 (A20, Biolegend) (1:100), CD45.2 (104, Biolegend) (1:100), CD27 (LG.3A10, Biolegend) (1:200). For staining, single-cell suspensions were incubated with Fc block for 10 min and then stained with antibodies and Fc block for 20 min at RT or 4°C. Dead cells were excluded using either the LIVE/DEAD Fixable Aqua Dead Cell Stain Kit (Thermo Fisher Scientific), 7-aminoactinomycin D (Invitrogen), or the Live/Dead Aqua Viability Kit (Thermo Fisher Scientific).
D, or DAPI. Intracellular proteins were stained using either the BD Biosciences Fixation/Permeabilization Solution Kit or the eBioscience Transcription Factor Staining Kit. BD FACSymphony A3 was used for FACS analysis. BD FACS ARIA II was used for cell sorting. Analysis was performed using BD FACS Diva Software v 8.0.1 and FlowJo v10 (FlowJo LLC). Cells counts were conducted with counting beads (eBioscience).

In experiments assessing cell counts, ILCs were identified as live CD3ε−CD5−CD19− lymphocyte-sized cells that were either GATA3hi/KLRG1+ (ILC2s), RORγt+/CD45int/CD90.2+ (ILCs), RORγt− NKp46+ NK1.1+Eomes− (ILC1s), or RORγt− NKp46+ NK1.1+Eomes+ (NK). In experiments with intracellular cytokine staining, ILC3s were identified as CD3ε−CD5−CD19−CD90.2hiCD45int live lymphocytes. Splenic NK cells were then purified using FACS and sorted as live, lymphocyte-sized, CD3-, CD19- NK1.1+, NKp46+ cells. ILC2s were purified by sorting live, lymphocyte-sized cells that were negative for CD3ε, CD5, CD19, CD11b, CD11c, and NK1.1; positive for KLRG1 and CD45. ILC3s were purified by sorting live, lymphocyte-sized cells that were negative for CD3ε, CD5, CD19, CD11b, CD11c, and NK1.1; positive for CD90.2, and intermediate for CD45.

Cell stimulations and cytokine analysis

Cells were stimulated ex vivo with PMA/Ionomycin (1:500, BioLegend) IL-12 (10ng/mL), IL-18 (10ng/mL), IL-23 (10 ng/ml) or IL-1β and IL-23 (10 ng/ml) for 4 hours as indicated. For intracellular cytokine staining, brefeldin A was present for the last 3.5 hours of stimulation. For Yac-1: NK co-culture experiments, NK cells were cultured with Yac-1 at a target:effector ratio of 20:1 for 6 hours at 37°C. For NK1.1 crosslinking studies, 2μg of anti-NK1.1 (PK136) was added to 12-well plates and incubated at 4°C overnight. 5×10⁶ total splenocytes were added to each well and incubated for a total of 6 hours. Cells were stained with anti-CD107a for 1 hour and then cultured with brefeldin A and monensin for 5 hours.

IL-25 injection and MCMV infection

For iILC2 generation, mice were injected i.p. with 200μg IL-25 (R&D) for 3 consecutive days. For MCMV infection, Mice were injected i.p. with 5×10⁵ PFU and weight was monitored daily. Mice were sacrificed on day 4 post-infection.

Citrobacter rodentium infection

8–12-week-old age- and sex-matched mice were orally administered 1×10¹⁰ CFU C. rodentium (DBS100, ATCC). Body weight was measured until day 10. Feces were collected on days 8 and 10 for CFU counting. Briefly, feces were weighed, homogenized, and serially diluted up to 10⁻⁶ in sterile PBS. Three consecutive dilutions per sampled were plated on MacConkey agar plates and incubated at 37 degrees C. Colonies were then counted and counts for three dilutions were averaged and normalized to feces weight.

MeDIP-seq, MRE-seq, and hmC-Seal library construction and data processing

MeDIP-seq libraries were generated as previously described with few modifications. One hundred nanograms of sheared DNA was ligated with Illumina adapters, and methylation-enriched adapter-ligated DNA fragments were immunoprecipitated with 0.1
μg of anti-methylcytidine antibody (Eurogentec, BI-MECY-0100). MeDIP DNA fragments were amplified with Illumina barcodes with NEBNext High-Fidelity 2x PCR Master Mix (polymerase chain reaction) master mix (NEB, M0541). MeDIP-seq libraries were sequenced on Illumina NextSeq 500 platform.

MRE-seq libraries were generated as previously described with few modifications. In brief, 20 ng of genomic DNA was digested by four restriction enzymes (HpaII, HinP1I, AcII, and HpyCH4IV) that generate a CG overhang. Adapter ligation was performed with custom Illumina adapters (5′-ACACTCTTTCCCTACACGACGCTCTTCCGATC*3′ and 5′-P-CGAGATCGGAAGAGCACACGTCTGAACTCCAGTCAC-3′). Adapter-ligated DNA fragments were amplified with Illumina barcodes with NEBNext High-Fidelity 2x PCR Master Mix master mix (NEB, M0541) and sequenced on Illumina NextSeq 500 platform.

hmC libraries were generated using hmC-Seal. In brief, 275 ng of sheared DNA was ligated with Illumina adapters. Hydroxymethylation-enriched adapter-ligated DNA fragments were glucosylated by incubating in a 50-μl solution containing 1× glucosylation buffer, 200 μM UDP-azide-glucose (Active Motif, 55020), and 5 U of T4 β-glucosyltransferase (Thermo Fisher Scientific, EO0831) at 37°C for 1 hour. After glucosylation, the DBCO-PEG4-biotin reaction and streptavidin C1 bead pull-down were same as the Nano-hmC-Seal. The beads were washed 10 times with 1× binding-washing buffer and twice with double-distilled water (ddH2O) and were resuspended in 15 μl of ddH2O. The captured DNA fragments were amplified and barcoded with Illumina barcodes with the NEBNext High-Fidelity 2x PCR Master Mix (NEB, M0541). hmC-Seal libraries were sequenced on Illumina NextSeq 500 platform.

The reads for MeDIP-seq, MRE-seq, and hmC-Seal were aligned to the mm10 reference genome with BWA and then processed by methylQA. The signal for MeDIP-seq, MRE-seq, and hmC-Seal at each CpG was the number of reads aligned to that location divided by total reads (million). The average signal for MeDIP-seq, MRE-seq, and hmC-Seal in each window was the mean of signal at all bases in that window.

**DHMR and DMR identification and downstream analyses**

After processing by methylQA, de-duplicated reads from hmC-seal samples were used to call broad peaks using MACS2 with a FDR threshold of 0.0167. hmC peaks were then used for differential enrichment analysis with DiffBind and DHMRs were called using a q value of 1e-15 and an absolute log2FoldChange cutoff > 168. De-duplicated reads from MeDIP-seq and MRE-seq samples were then used to identify 500bp differentially methylated regions using M&M. Briefly, M&M computes a probability score for a given genomic window based on observed MeDIP-Seq and MRE-seq measurements using the null hypothesis that there is an equal amount of methylation between two samples for the given region. An empirical FDR was estimated using intrareplicate comparisons and a q threshold for NK vs. ILC2 and NK vs. ILC3 DMRs were called using a cutoff of q = 1e-5 whereas ILC2 vs. ILC3 DMRs were called using q = 0.05. ENCODE blacklisted regions, chrM, chrX, and chrY regions were removed from our DHMR and DMR sets70. Principal component analysis was computed from normalized MeDIP-seq, MRE-seq, and hmC-seal using deepTools plotPCA71.
Gene expression data and ATAC-seq data for NK and ILC subsets was downloaded from ImmGen. Differentially expressed genes were identified using DESeq2 and defined as q < 0.05 using merged NK subsets, ILC2, and merged ILC3 subsets as sample variables. Genomic track visualization was performed using the WashU Epigenome Browser. For visualization, CD27+ NK were used as the representative ATAC track for NK cells and CCR6+ ILC3 were used as the representative ATAC track for ILC3.

Pathway enrichment analysis with DMRs and DHMRs was performed using the GREAT tool using GO terms.

Transcription factor motif analysis was performed using the HOMER findMotifs function. Significantly enriched (p < 0.05) known motifs were extracted from each set of differential regions and matched with corresponding gene symbols encoding the respective factor. Only those transcription factors with above 10 normalized read expression in any of the cell types were plotted. Log-transformed p-values were z-scored to calculate motif enrichment score and plotted.

NK super-enhancers were determined using the ROSE algorithm with default parameters using H3K27Ac profiles of CD27+ CD11b- NK, CD27+ CD11b+ NK, and CD27- CD11b+ NK from GSE112813. Super-enhancers from each subset were then merged with bedops to form a consensus NK SE consensus set. ENCODE blacklisted regions, chrM, chrX, and chrY regions were removed. Heatmaps were created using the R package ComplexHeatmap. For visualization and comparisons, all NK SEs were compared against an equal number of equally sampled NK enhancers which did not meet the threshold for SE classification by ROSE (rank-normalized score < 0.1). Determination of 5mC and 5hmC enrichment was performed using the deeptools multiBigwigSummary using 5kb regions centered on NK SEs or control enhancers. Correlation analysis was performed by calculating average RPKM of RNA of SE-associated genes or hmC, H3K27Ac, and p300 within NK SEs using deepTools multiBigwigSummary. Pearson correlation was calculated using normalized RNA counts for the closest associated gene to each NK SE.

**Statistics**

Statistics were calculated using R (3.6) and Prism 9. Unless otherwise indicated, statistical significance was determined using two-sided Student’s t-test without multiple test adjustment.
Extended Data

Extended Data Fig. 1. DMR characteristics

a, number of DMRs plotted against FDR threshold for each pairwise comparison. b, PCA plot calculated from MeDIP-seq signal for each replicate. PCs were calculated from the top 1000 most variable DMRs. c, Venn diagrams showing overlapping DMRs between each cell type comparison.
Extended Data Fig. 2. DHMR characteristics

a, Distribution of DHMR width. b, PCA plot calculated from hmC-seal signal for each replicate. PCs were calculated from the top 1000 most variable DHMRs. c, Venn diagram showing overlapping DHMRs between each cell type comparison. d, Differential enrichment of hydroxymethylation for each DHMR plotted against differentially expressed genes between each pair of cell types. e, Gene ontology enrichment from hypomethylated DMRs and hyper-hydroxymethylated DHMRs for each cell type.
Extended Data Fig. 3. DMRs highlight novel genes in ILC biology
Genome browser tracks showing the genomic distribution of 5hmC (red), methyl-CpG (blue) and unmethylated CpG (blue) at loci of *Epas1*. Gene expression for each NK-ILC type is plotted in the top-left corner. CGI elements are annotated as the following: shelf (light blue), shore (yellow), islands (green).

Extended Data Fig. 4. Association between DHMRs and distal enhancers
a, Distribution of hmC signal around OCRs for each cell type. Rows are ordered from most active OCRs to least active OCRs (top-bottom) for each cell type. b, Genome browser tracks showing the genomic distribution 5hmC (red), methyl-CpG (blue), unmethylated CpG (blue), chromatin accessibility (green), and ELF-1 ChIP-seq (yellow) at the *Lif* locus. Overlapping DMRs with ELF-1 binding sites are highlighted in red.
Extended Data Fig. 5. Correlation between hmC, H3K4Me3, and H3K36Me3

a, Enrichment profiles for DNA methylation, H3K4Me3, and H3K36Me3 in NK cells. b, Comparison of 5mC and 5hmC at 5kb windows centered on super-enhancers and control enhancers (n=877). Boxes extend from the 25th to 75th percentiles, whiskers extend to 1.5 times the IQR, and the center line is the median. Statistical significance calculated using unpaired two-tailed Student’s t-test. c, Scatterplots comparing RNA, H3K27Ac, or p300 signal with 5hmC abundance at NK super-enhancers. Statistical significance calculated with the Pearson correlation coefficient. Trendline indicates linear regression fitting with shaded areas corresponding to 95% confidence intervals.
Extended Data Fig. 6. TET2 supports ILC effector functions in a cell-intrinsic manner

(a) Diagram of mixed BM chimera generation. (b) Donor-derived chimerism of NK, ILC2, and ILC3 (n=3). (c-e) IFN\(\gamma\) production by splenic NK cells in response to (c) IL-12 (10ng/mL) and IL-18 (1ng/mL) (d), NK1.1 cross-linking and (e) Yac-1 target cells. (f) Granzyme-B production by splenic NK cells in response to Yac-1 cells. (g, h) IL-5 and IL-13 production by ILC2 following stimulation with PMA/Ionomycin. (i) Production of IL-17A by ILC3 following stimulation with IL-23 (10ng/mL) (c-i; n=6). Statistical significance calculated using paired two-tailed Student’s t-test. Each symbol represents an individual
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mouse. Data are representative of three independent experiments (b) or pooled from two independent experiments (c-i).

Extended Data Fig. 7. TET2 is not required for NK cell responses to MCMV

a, Diagram of single BM chimera generation. b, Splenic NK maturation on day 4 post-infection (n=3). c, Frequency of Ly49H+ NK cells on day 4 post-infection (n=3). Production of d, IFNγ (n=3), e, TNFα (n=5), and f, Granzyme-B (n=3) by splenic NK cells after 4 hours of incubation with brefeldin A. Frequency of g, KLRG1+ and h, CD69+ NK cells (g-h; n=3). Frequency of i, Ly49D+ Ly49A−, j, Ly49A+ Ly49D+, and k, Ly49A+ Ly49D− NK cells (i-k; n=5). Statistical significance calculated using unpaired two-tailed Student’s t-test. Each symbol represents an individual mouse; small horizontal lines indicate the mean (±
Data are representative of two independent experiments (b-d, f, g-h) or pooled from two independent experiments (e, i-k).

Extended Data Fig. 8. TET2-deficient ILC3 do not have significant changes in 5hmC
a, MA plot showing total number of DHMRs identified. b-c, Genome browser tracks showing the genomic distribution 5hmC from WT (blue) and Tet2−/−(red) ILC3 at the b Il17a/Il17f and c Il22 loci.
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Fig. 1.
Genome-wide profiling of DNA methylation in ILC-NK subsets. a, Isolation strategy for sorting ILC2, ILC3 from the small intestine and splenic NK from mice for use in MeDIP-seq, MRE-seq, and hmC-seal assays. b, Genomic annotation of the total set of unique DMRs identified between ILC2, ILC3, and NK. c, Numbers of DMRs between ILC2, ILC3, and NK. d, PCA plot calculated from MRE-seq signal for each replicate. PCs were calculated from the top 1000 most variable DMRs. e, Differential enrichment of methylation for each DMR plotted against differentially expressed genes between each pair of cell types. f, Venn diagram showing overlapping DMRs between each cell type comparison. g, Heatmap showing the expression of transcriptional regulators possessing motifs enriched in hypomethylated DMRs for each cell type. Motif enrichment score of motifs in each subset is shown on top. h, Genome browser tracks showing the genomic distribution of 5mC (MeDIP) and unmethylated CpG (MRE) at loci of Rorc (top), Tbx21 (bottom). DMRs are highlighted.
in red. Gene expression for each NK-ILC type is plotted in the top-left corner. CGI elements are annotated as the following: shelf (light blue), shore (yellow), islands (green).
Fig. 2.
Genome-wide profiling of DNA hydroxymethylation in ILC-NK subsets. a, Genomic annotation of the total set of unique DHMRs identified between ILC2, ILC3, and NK. b, Numbers of DHMRs between ILC2, ILC3, and NK. c, Venn diagrams showing overlapping DMRs and DHMRs between each cell type comparison. d, Differential enrichment of hydroxymethylation for each DHMR-DMR pair plotted against t-statistic of DMR between each pair of cell types. e, Genome browser tracks showing the genomic distribution of 5hmC (red), methyl-CpG (blue) and unmethylated CpG (blue) at loci of Eomes (top), Gata3 (middle), and Bcl11b (bottom). DHMRs are highlighted in red. Gene expression for each NK-ILC type is plotted in the top-left corner. CGI elements are annotated as the following: shelf (light blue), shore (yellow), islands (green).
Fig. 3.
DNA methylation and hydroxymethylation predict differential OCR activity. 

a, Heatmap showing hypo-DMR-associated (top) and hyper-DHMR-associated (bottom) OCR activity for each ILC subset. Rows are grouped according to relative (hydroxy)methylation enrichment for each cell type.

b, Heatmap showing Pearson correlation between t-statistic of DMRs and OCR activity (top) and fold enrichment of DHMRs (bottom) and OCR activity.

c, Heatmap showing the expression of transcriptional regulators with motifs enriched in hyper-hydroxymethylated and hypomethylated OCRs for each cell type. Motif enrichment score of motifs in each subset is shown on the left.

d, Genome browser tracks showing the genomic distribution of 5hmC (red), methyl-CpG (blue), unmethylated CpG (blue), and chromatin accessibility (green) at loci of Ccl4 (top) and Il23r/I12rb2 (bottom). DHMR/DMR-associated OCRs are highlighted in red. Gene expression for each NK-ILC type is
plotted in the top-left corner. CGI elements are annotated as the following: shelf (light blue), shore (yellow), islands (green).
Fig. 4.
Differential DNA methylation and hydroxymethylation are associated with specific histone modifications and T-BET binding sites. 

a, Enrichment profiles for DNA methylation, histone modifications, T-BET and p300 binding sites in NK cells. Each row corresponds to a DMR/DHMR-associated OCR in NK cells. 

b, Genome browser tracks showing the genomic distribution of 5hmC (red), 5mC (blue), unmethylated CpG (blue), chromatin accessibility (green), H3K4Me1 (orange), H3K27Ac (orange), T-BET (orange), and p300 (orange) at locus of *Ifng*. Genomic regions of overlapping epigenetic marks are highlighted in red. CGI elements are annotated as the following: shelf (light blue), shore (yellow), islands (green).
Fig. 5.
Hydroxymethylation demarcates SEs in NK cells. a, Identification and ranking of NK SEs. SEs were defined as having a rank-normalized ROSE score >= 0.1 whereas control NK enhancers had scores < 0.1. b, Enrichment of DNA methylation, H3K27Ac, and p300 at SEs and control enhancers in NK cells. Rows correspond to regions of H3K27Ac enrichment in NK cells. Control regions were randomly sampled from H3K27Ac peaks that fell below the SE score threshold. c, Genome browser tracks showing the genomic distribution 5hmC (red), chromatin accessibility (green), T-BET binding sites (orange), p300 binding sites (orange), and H3K27Ac histone modifications (orange) at the *Irf8* locus (top) and *Fyn* locus (bottom). The 165 kb *Irf8* and 170 kb *Fyn* super-enhancers are highlighted in red.
Fig. 6.
TET2 is required for IL-17A production by inflammatory ILC2. a-g, Phenotypic characterization of lung nILC2 and iILC2 following IL-25 injection. a, Representative flow plots. b, Quantification of total lung ILC2. c-f, Frequency and quantification lung nILC2 and iILC2. g, RORγT MFI within iILC2 (b-g; n=5 Tet2+/+, 4 Tet2−−). h, Representative flow plot of IL-17A production by iILC2. i, Frequency of IL-17A+ iILC2 from WT and Tet2−− chimeras (n=3). j, Frequency of IL-17A+ iILC2 from Il7raCre/+ Tet2floxflox and Il7raCre/+ Tet2floxfloxflox animals (n=4). k, Genome browser tracks showing the genomic distribution 5hmC (red), chromatin accessibility (green) at the Il17a/Il17f locus. DMR/DHMR-associated regulatory regions are highlighted in red. Statistical significance was calculated using unpaired two-tailed Student’s t-test. Each symbol represents an biologically independent animal; small horizontal lines indicate the mean (± s.e.). Data are pooled from
two independent experiments (b-g) or are representative of two independent experiments (i,j)
Fig. 7. TET2 is required for optimal ILC3 effector function. 

a-g, Phenotypic characterization of siLP ILC subsets at steady-state. 

a, Representative FACS plot of small intestinal ILC gating.

b-f, Small intestinal ILC cell counts in Tet2<sup>fl/fl</sup> and Rorc<sup>Cre</sup>Tet2<sup>fl/fl</sup> animals. 

g, T-BET MFI from total ILC3 (b-g; n= 4).

h, Representative FACS plot of intracellular cytokine staining in ILC3.

i, IL-22 (n = 5) and j, IL-17A production (n = 6) in ILC3 isolated from Tet2<sup>fl/fl</sup> and Rorc<sup>Cre</sup>Tet2<sup>fl/fl</sup> animals. Cells were stimulated for 4 hours with IL-23 (10 ng/ml).

k, Weight loss from Tet2 cKO and littermate controls infected with C. rodentium. 

l, C. rodentium fecal CFU at day 8 (n=4 Tet2<sup>fl/fl</sup>, 3 Rorc<sup>Cre</sup>Tet2<sup>fl/fl</sup>) and m, day 10 (n=9 Tet2<sup>fl/fl</sup>, 6 Rorc<sup>Cre</sup>Tet2<sup>fl/fl</sup>).

n, Genome browser tracks showing the genomic distribution 5hmC (red) and chromatin accessibility (green) at the Il22 locus. DHMR-associated OCRs are highlighted in red. Statistical significance was calculated using unpaired two-tailed Student’s t-test without multiple test correction. Each symbol represents
a biologically independent animal; small horizontal lines indicate the mean (± s.e.). Data are representative of two independent experiments (a-g, l) or are pooled from two independent experiments (h-k, m).