Hydrodynamic instabilities and collective dynamics in activity-balanced pusher-puller mixtures
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Microorganisms living in microfluidic environments often form multispecial swarms, where they can leverage collective motions to achieve enhanced transport and spreading. Nevertheless, there is a general lack of physical understandings of the origins of the multiscale unstable dynamics observed within these systems. Here, we build a computational model to study binary suspensions of rear- and front-actuated microswimmers, or respectively the so-called “pusher” and “puller” particles, that have different populations and swimming speeds. We perform direct particle simulations to reveal that collective system dynamics are possible even in the scenario of an “activity-balanced” mixture, which produces near zero mean extra stress. We first construct a continuum kinetic model to describe the initial transient period when the system is near uniform isotropy and then perform linear stability analysis to reveal the system’s finite-wavelength hydrodynamic instabilities, in contrast with the long-wavelength instabilities of pure pusher/puller suspensions. Then, we carry out slender-body discrete particle simulations to resolve both the short time instabilities and the the longtime dynamics, which feature non-trivial density fluctuations and spatially-correlated motions, distinct from those of single-species.

I. INTRODUCTION

Active suspensions of swimming microorganisms, such as bacteria or algae, can exhibit fascinating collective behaviors that feature large-scale coherent structures, enhanced mixing, ordering transition, and anomalous diffusion \cite{1, 2}. In the limit of vanishing Reynolds numbers, self-driven or swimming micro-particles effectively exert stresses upon the ambient liquid, which act as a coupling medium for the generation of large-scale collective dynamics. To uncover the multiscale origins of these unstable dynamics, researchers have constructed micro-mechanical
models that can capture the distinctive swimming mechanisms for various microswimmers. Figure 1(a) sketches the so-called “pusher” and “puller” particles to characterize a class of microswimmers that respectively generate thrust at the rear (e.g., *E. Coli*) and at the front (e.g., *Chlamydomonas*) of the body [3]. The swimming motions of such rodlike particles can produce dipolar extra stresses, the strength of which can be either negative (i.e., extensile) in the case of pushers or positive (i.e., contractile) in the case of pullers. The magnitude of these extra stresses scales as $\mu u_c \ell^2$ where $\mu$ is a fluid viscosity, $u_c$ is a certain characteristic swimming speed, and $\ell$ is the rod length [4].

Thus far, our physical understanding of collective dynamics observed in active suspensions has been largely limited to the idealized situation of a single particle species. In the dilute limit, it is well understood that pure pusher suspensions exert non-zero mean (or net) extensile stresses, which drive large-scale active flows; on the other hand, net contractile stresses produced by pure puller suspensions suppress the development of active flows [1, 4]. Nevertheless, in real-world ecosystems, multiple species of microorganisms may coexist with competition and coordination due to biological, chemical, and social mechanisms; these mixtures often utilize collective motions to achieve efficient locomotion or spreading [5]. Several “dry” models that neglect hydrodynamic interactions have been used to study non-equilibrium phase transition and pattern formation of multispecies swarms [6–10]. Yet, far less is known about the role of fluid mechanics when different types of micro-swimmers interact collectively. Among the minimal studies of “wet” systems [11, 12], we learn that the collective dynamics of pure pushers can be suppressed by adding pullers, or equivalently, adding contractile stresses, which effectively reduce or “neutralize” the extensile stresses produced by pushers. However, these studies only consider the simplest scenario of dilute binary suspensions where pushers and pullers have the same shape, population size, and swimming speed. In this scenario, the mean stress of the entire mixture exerted on the ambient fluid depends solely on the relative concentrations of the two species, as members of opposing species produce equal and opposite extra stresses.

In this study, we construct a hybrid computational model that integrates a continuum model and discrete particle dynamics to investigate the unstable dynamics of a dilute pusher-puller mixture where the two types of microswimmers can have different swimming speeds and particle concentrations. However, we define the system to be “activity balanced” such that the isolated stresslet produced by the two species exactly cancel one another, meaning that the ratio of each species’ isolated swimming speed is inversely proportional to the ratio of their number fraction. Compared to previous single- or multi-species models, where a net extensile extra stress can be
used as an indicator of instabilities and collective motions [4, 13], our system provides a unique framework whereby one can investigate the underlying physics of binary suspensions in the absence of global, activity-driven extra stresses. For dilute suspensions, this constraint effectively neutralizes the leading order system stress leaving only higher order stress fluctuations due to many-body interactions. Our key findings suggest that starting with zero mean extra stress, the interplay of the competing mechanisms, induced by differences in speed and relative particle number fractions, can produce intriguing collective dynamics at late times while the system remains near zero mean extra stress. Unlike the classical “activity-unbalanced” cases that feature strongly correlated active flows with large density and velocity fluctuations, here the activity-balanced cases typically exhibit weaker and moderately correlated motions with non-trivial velocity and concentration fluctuations. In contrast with other activity-balanced pusher-puller mixtures models with a 1 : 1 ratio where all particles swim at the same speed [12], we investigate the entire phase space of particle speeds and number densities. In agreement with these models, we find that the 1 : 1 ratio case is stable and additionally acts as a critical point in the transition between two distinct types of finite-wavelength instabilities.

The paper is organized as follows. In Section II, we introduce the micromechanical models of two types of microswimmers and set up the activity-balanced condition for binary suspensions. Then, we construct a mean-field kinetic model that describes the short-time behavior of such dilute binary suspensions and perform linear stability analyses. Section III is dedicated to the discrete particle simulations built upon the slender-body theory, which we utilize to unveil early- and late-time dynamics. To achieve this, we perform linear stability analysis on the initial transient and systematically explore how particle statistics are influenced by the model parameter space. Finally, we summarize and draw conclusions in Section IV.

II. MEAN-FIELD KINETIC MODEL

A. Micromechanical Model

Consider a dilute suspension of $N$ rigid, slender rodlike active particles in a cubic periodic volume with width $L$, each of equal length $\ell$ and diameter $b$ with inverse aspect ratio $A = b/\ell << 1$. Among these particle, there are $N^+$ pushers with isolated swimming speed $v^+$ and $N^- = N - N^+$ pullers with speed $v^-$. For simplicity, we let $\ell_h = \ell/2$ be the particle half-length and denote pushers with superscript $+$ and pullers with superscript $\text{−}$. Using the slender body
theory for the Stokes equation [14, 15], we model their different swimming behaviors by respectively imposing a centerline, backward slip velocity according to the simple Heaviside step function $u_s^\pm(s) = -v^\pm [1 \mp \text{sgn}(s)]$, $v^\pm > 0$, as seen in Fig. 1. Following the classical slender body theory, we denote the dipolar stress created by a single, isolated particle with orientation $\mathbf{p}$ ($|\mathbf{p}| = 1$) as $\sigma_0^\pm \mathbf{p} \mathbf{p}$ where the coefficient, or the so-called “stresslet”, $\sigma_0^\pm \propto \mu v^\pm \ell^2$ has a unit of force times length [4]. According to previous studies of active suspensions, both theory and experiments have proved that a dilute, pure pusher system with $\sigma_0^+ < 0$ can exhibit activity-driven hydrodynamic instabilities [4, 16]. Finally, to facilitate analysis, we introduce the universal characteristic velocity scale $u_c = U_p$ ($U_p \sim 1 \mu m/s$ is a certain typical isolated rod speed) for the entire mixture and the (total) particle number density $n = N/V$, from which we obtain the following parameters: the speed ratio $\gamma^\pm = v^\pm / u_c$, the number fraction $\chi = N^+ / N$ for pushers and $1 - \chi = N^- / N$ for pullers.

B. Governing Equations

We start by constructing a minimal continuum model, aiming to capture the key flow physics during the initial transient period of the particle simulations where the system dynamics just start to deviate from a uniform isotropy. Performing linear stability analysis on this model can shed light upon the physical mechanisms that give rise to the onset of correlated motions in particle simulations. Here, we choose to extend the classical mean-field kinetic model for a single-species [4] to the case of a binary suspension. To begin with, we describe the continuum configuration of
the mixed species using the probability distribution functions (PDFs) $\Psi^\pm(x, p, t)$ in terms of the rods’ center-of-mass (C.O.M.) position $x$ and orientation $p$, with the superscript “±” consistent with micromechanical model above. As an expression of the conservation of particle number, one can derive the Smoluchowski equations

$$\frac{\partial \Psi^\pm}{\partial t} + \nabla \cdot (\dot{x}^\pm \Psi^\pm) + \nabla_p \cdot (\dot{p}^\pm \Psi^\pm) = 0$$

(1)

where $\nabla$ is the regular spacial gradient operator and $\nabla_p = (I - pp) \cdot \partial / \partial p$ is the orientational gradient operator on the unit sphere. For both species, their PDFs satisfy the global constraints

$$\frac{1}{V} \int_V \int_S \Psi^+ (x, p, t) dS_p dV = \chi, \quad \frac{1}{V} \int_V \int_S \Psi^- (x, p, t) dS_p dV = 1 - \chi.$$  

(2)

We also define the zeroth (i.e., concentration) and the second moment of $\Psi$ as

$$c^\pm (x, t) = \int_S \Psi^\pm (x, p, t) dS_p, \quad D^\pm (x, t) = \int_S \Psi^\pm (x, p, t) pp dS_p.$$  

(3)

Then we can derive the conformational fluxes $\dot{x}^\pm$ and $\dot{p}^\pm$ using local slender-body theory as

$$\dot{x}^\pm = \gamma^\pm p + u - d^\pm_T \nabla (\ln \Psi^\pm),$$

(4)

$$\dot{p}^\pm = (I - pp) \cdot \nabla u \cdot p - d^\pm_R \nabla_p (\ln \Psi^\pm).$$

(5)

Equations (4)-(5) state that an individual particle can move at a speed of $\gamma^\pm p$ relative to the background fluid velocity $u$ and simultaneously rotate under the fluid shear by following Jeffrey’s orbit [17]. These equations are nondimensionalized according to the universal characteristic velocity scale $u_c$ and length scale $\ell_c = (n \ell^2)^{-1}$ where we adopt the same notations of the dimensionless parameters $\gamma^\pm$ (speed ratio) and $\chi$ (relative number fraction) in Section II A. In addition to the deterministic motions, diffusion effects in binary suspensions are incorporated via the dimensionless isotropic translational ($d^\pm_T$) and rotational ($d^\pm_R$) diffusion coefficient. It is worthwhile mentioning that this model also somewhat resembles the “cyclic swimmers” model proposed in Ref [13] in mimicking a class of particles undergoing transitions between pusher and puller states.

The above equations are closed by solving the incompressible fluid velocity $u$ that is produced by the extra-stress tensor $\Sigma$, which is, in turn, produced by the particles’ presence via a forced Stokes equation

$$\nabla p - \nabla^2 u = \nabla \cdot \Sigma,$$

(6)

$$\nabla \cdot u = 0$$

(7)
where $p$ is the fluid pressure. The extra stress includes both species’ contributions and sums the single stresslet $\sigma_0^\pm pp$ for all particles. Then, we follow the Kirkwood theory [18] to derive the two configurational-averaged stresses as

$$\Sigma^\pm(x,t) = \mp \alpha \gamma^\pm \int_S \Psi^\pm pp dS_p = \mp \alpha \gamma^\pm D^\pm(x,t)$$

with the strength coefficients $\alpha \gamma^\pm = \frac{\sigma_0^\pm}{\mu v^\pm \ell^2} > 0$, leading to the total stress

$$\Sigma = \chi \Sigma^+ + (1 - \chi) \Sigma^- = -\alpha \gamma^+ \chi D^+(x,t) + \alpha \gamma^- (1 - \chi) D^-(x,t).$$

In deriving Eqs. (8) and (9), we use the fact that the stress generated by a pusher and puller $\sigma^\pm$ scales with $\mu v^\pm \ell^2$, which is proportional to the single rod speed $v^\pm = \gamma^\pm u_c$. Hence, the non-dimensionalization of stress produces a different definition for $\alpha$ for a mixed species than for a single species because the non-dimensional isolated swimming speed is $\gamma^\pm$, rather than 1. Note that defining local total stress in (9) requires applying appropriate ensemble averaging in a certain small representative elementary volume, whose size needs to be selected based on the characteristic features of the bulk material properties. As well, during the initial transient period, when the system dynamics just start to deviate from the initial uniform isotropic state, $\Sigma$ in (9) can be defined locally. We also assume that the binary suspension is dilute, i.e. we consider contributions due to short-range steric interactions (e.g., collisions) to be negligible.

To derive the activity-balance condition from the above governing equations, we first perturb the initial equilibrium solution of an isotropic state by incorporating the disturbance solutions that fluctuate around their global means, i.e., $\Psi^\pm = 1/4\pi + \epsilon \Psi'_\pm$ and $u = \epsilon u'$ ($|\epsilon| \ll 1$). Here, we use superscript “′” to denote all high-order disturbance solutions hereinafter. We can calculate the following near-isotropy expansions

$$\frac{c^+(x,t)}{\chi} = 1 + \epsilon c'_+(x,t), \quad \frac{c^-(x,t)}{1 - \chi} = 1 + \epsilon c'_-(x,t)$$

$$D^\pm(x,t) = \frac{I}{3} + \epsilon D'_\pm(x,t).$$

Then the stress defined in Eq. (9) can be written as

$$\Sigma(x,t) = -\alpha (\gamma^+ \chi - \gamma^- (1 - \chi)) I + \epsilon \Sigma'.$$

The prefactor $-\alpha (\gamma^+ \chi - \gamma^- (1 - \chi))$ essentially characterizes the mean activity for a homogeneous system. Thus, eliminating the extra stress at the leading order yields the activity-balanced condition

$$\chi = \frac{\gamma^-}{\gamma^+ + \gamma^-}, \quad 1 - \chi = \frac{\gamma^+}{\gamma^+ + \gamma^-}, \quad \chi \in (0,1).$$
C. Linear Stability Analysis

It is straightforward to perform the linear stability analysis for the governing equations (1)-(9) when subjected to the activity-balanced condition (13). With the $\chi - \gamma^\pm$ relation in (13), we can perturb the isotropic base-state PDF solutions with disturbance functions $\Psi'_\pm$ as

$$\Psi'_\pm = \frac{\gamma^\mp}{4\pi (\gamma^+ + \gamma^-)} (1 + e\Psi'_\pm),$$

which, together with the distance fluid velocity $u'$, lead to the linearized Smoluchowski equations

$$\frac{\partial \Psi'_\pm}{\partial t} = -\gamma^\pm p \cdot \nabla \Psi'_\pm + d_T^\pm \nabla^2 \Psi'_\pm + 3pp : E',$$

with $E' = (\nabla u' + \nabla u'^T)/2$ the strain-rate tensor. Then, we follow Ref. [4] to apply a plane-wave decomposition to the disturbance functions such that

$$\Psi'_\pm (x, p, t) = \tilde{\Psi}'_{\pm} (p, k) \exp(ik \cdot x + \sigma t),$$

$$u' (x, t) = \tilde{u}(k) \exp(ik \cdot x + \sigma t),$$

$$c' (x, t) = \tilde{c}(k) \exp(ik \cdot x + \sigma t),$$

where $k$ is the wave vector and $\sigma$ is the growth rate. Both scalar and vector Fourier coefficients that are denoted with “~” can then be solved by converting the above linear equations to the Fourier space, yielding

$$\tilde{\Psi}'_{\pm} = -\frac{3\gamma^+\gamma^-}{4\pi (\gamma^+ + \gamma^-)} \frac{(p \cdot \hat{k}) \cdot \left( F(\tilde{\Psi}'_+ - F(\tilde{\Psi}'_-) \right) + \sigma + k^2 d_T^\pm + i\gamma^\pm (k \cdot p)}$$

where $\hat{k} = k/|k|$ is a unit wave vector. In deriving Eq. (19), we follow [4] to define the operator $F(\tilde{\Psi}'_{\pm}) = (I - \hat{k}\hat{k}) \cdot \int_{S_p} p(p \cdot \hat{k}) \tilde{\Psi}'_{\pm} dS_p$ and solve the fluid disturbance velocity in the Fourier space as

$$\tilde{\boldsymbol{u}} = \frac{i}{k} (I - \hat{k}\hat{k}) \cdot \hat{\Sigma} \cdot \hat{k},$$

through which the two species interact with each other hydrodynamically. Applying the operator of $F(\tilde{\Psi}'_{\pm})$ on both sides of Eq. (19) yields two coupled equations, from which we can solve the eigenvalue problem to obtain the dispersion relation

$$\gamma_+ - \frac{2a_3^3}{3} - \frac{4a_+}{3} + \left( a_+^4 - a_+^2 \right) \log \left( \frac{a_+ - 1}{a_+ + 1} \right) - \gamma_- \left( 2a_3^3 - \frac{4a_-}{3} + \left( a_-^4 - a_-^2 \right) \log \left( \frac{a_- - 1}{a_- + 1} \right) \right)$$

$$+ \frac{4ik (\gamma^+ + \gamma^-)}{3\alpha} = 0$$

(21)
FIG. 2. Linear stability analysis of the kinetic model for activity-balanced binary mixtures. (a-c) Growth rate Re (σ) as a function of wavenumber k at various choices of χ. Inset of panel(a): Re (σ) − k curve obtained from particle simulation for the cases of χ = 0.9 (red square) and χ = 0.1 (blue square). (d) The critical wavenumber k_c as a function of χ for the “pusher-dominant” (type I) and “pusher-faster” (type II) cases. The solid and dashed lines respectively represent the positive and negative growth rates.

As shown in Fig. 2(a-c), we can numerically solve three solution branches for the real part of the growth rate Re (σ) from Eq. (21) at different values of χ when fixing α = −1 and neglecting diffusion (d_I = d_R = 0). When pushers outnumber pullers (i.e., χ > 0.5, marked by solid and dashed red lines) but with slower swimming speeds, the two solid branches on the top are unstable, while the third dashed branch with negative values is stable. Although there is no diffusion added, the system has intrinsic mechanisms to damp fluctuations at large k for all cases considered, yielding a cut-off wavenumber k_c beyond which all fluctuations become damped. Starting from χ close to 1, we observe the Re (σ) decreasing as χ decreases, with a smaller and smaller k_c, until Re (σ) drops to zero at χ = 0.5, which is consistent with the prediction of stable symmetric binary mixture with effectively non-interacting particles by Bárdfalvy et al. [12]. As χ further decreases, we find the corresponding solutions marked by blue lines are exactly the mirror images with respect to the k−axis of those marked by red computed at 1 − χ, meaning that all stable (resp. unstable)
solutions are now flipped to become unstable (resp. stable). As a result, instabilities, while weak, may occur even when there are more pullers than pushers.

To make comparison with the kinetic model for a single species, we analyze the limiting behavior of our model as $\chi$ approaches 0 or 1. Note that at the extrema of $\chi = 0$ or 1, the activity-balanced condition from Eq. (13) requires that the particles have zero isolated swimming speed. This is unsurprising, as the only activity-balanced case within a single species suspension is that of a passive system. As demonstrated in Fig. 2(b), the magnitude of this finite wavelength instability decreases to zero in the limit as $\chi \to 0$ or 1, indicating that the system is stable. At this limit, the critical wavenumber corresponding to maximum growth rate approaches zero while $k_c$ tends to 0.55, which hence suggests to recover the long-wavelength instability discussed in Refs. [1, 4].

The sign-flipping of the stable/unstable solutions effectively leads to non-monotonic variation of $k_c$ when plotted as a function of $\chi$ in Fig. 2(d). We observe that $k_c$ first increases with $\chi$ and then quickly drops to zero at $\chi = 0.5$ when symmetric binary suspensions are stable; when $\chi$ further increases, $k_c$ grows from zero again. Therefore, $\chi = 0.5$ defines a critical point of a first-order transition between the two types of hydrodynamic instabilities. Firstly, instability may arise because of a larger number of pushers, albeit moving slowly, which we referred to as the “pusher-dominant” (type I) cases. Although the shape of the unstable branches (solid red lines) resemble those obtained for the single-species suspensions of pure pushers [4], the maximum growth rates we obtained are one order of magnitude lower, which hence suggests much weaker instabilities. Also, these instabilities are of finite-wavelength with the maximum growth rate occurring at $k > 0$, compared to the long-wave instabilities for pure pushers [4, 16]. Secondly, the kinetic model suggests that at small values of $\chi$ when (slow) pullers outnumber (fast) pushers, instabilities may still occur, hence referred to as the “pusher-faster” (type II) cases that are marked by the blue color. However, we need to mention that in this scenario, instabilities are generally weaker than type I cases, typically with much smaller maximum growth rates and smaller $k_c$.

We have so far used a continuum model to successfully capture finite-wavenumber instability during the initial transient period. While intriguing, the occurrence of such instabilities poses a significant challenge in exploration of the system’s longtime behavior using this kinetic model. The main difficulty is that, as the disturbance solutions keep growing, the fully developed unstable dynamics may feature significant fluctuations and inhomogeneity. Thus, in these scenarios, it will be invalid to convert the global activity-balance constraint to the local mean-stress-free condition by assuming uniform isotropy. As discussed in the next section, we instead turn to direct particle simulations to explore the late-time dynamics.
III. DIRECT PARTICLE SIMULATIONS

A. Slender Body Model

In this section, we reformulate and extend the slender body model by Saintillan and Shelley [19] to a binary suspension composed of $N$ total rods with center-of-mass (C.O.M.) position $\mathbf{x}$ and orientation along the unit vector $\mathbf{p}$. As sketched in Fig. 1, we use $\ell_h = \ell/2$ to denote the half-length of each rodlike particle and $\{\dot{x}_j, \dot{p}_j\}_{j=1}^N$ to denote the translational and orientational velocities of each rod when subjected to both local actuation and the external net body force $\mathbf{F}^e$ and torque $\mathbf{T}^e$. In contrast with the slender body model by Saintillan and Shelley [19], which models the rod’s self-driven motion by imposing actuation stresses, we choose to impose the projected surface slip velocity $u^\pm(s)$, i.e. the projection of the true surface slip velocity onto the rod’s center-line along the local arclength $s \in [-\ell_h, \ell_h]$. We then denote the corresponding unknown force distribution along the particle center-line as $\mathbf{f}^e(s)$ and the induced disturbance velocity as $\mathbf{u}_\infty(s)$. The relation between particle motion and force distribution can then be calculated using slender-body theory as

$$\dot{\mathbf{x}} + s \dot{\mathbf{p}} + u^\pm(s)\mathbf{p} - \mathbf{u}_\infty(s) = c(\mathbf{I} + \mathbf{pp}) \cdot \mathbf{f}^e(s),$$

(22)

where the hydrodynamic force distribution $\mathbf{f}^e(s)$ satisfies the force- and torque-free conditions

$$\int_{-\ell_h}^{\ell_h} \mathbf{f}^e(s)ds = \mathbf{F}^e \quad \text{and} \quad \int_{-\ell_h}^{\ell_h} s\mathbf{p} \times \mathbf{f}^e(s)ds = \mathbf{T}^e$$

and $c = \log (2/r)/4\pi\mu$ is an effective drag coefficient. By taking the first and second moments of the orthonormal projection of (22) onto the parallel and perpendicular directions to $\mathbf{p}$, we can arrive at

$$2\ell_h \dot{x} = H_\infty - H_{us}^\pm \mathbf{p} + c(\mathbf{I} + \mathbf{pp}) \mathbf{F}^e,$$

(23)

$$2\ell_h^3 \dot{\mathbf{p}} = 3(\mathbf{I} - \mathbf{pp}) \cdot H_\infty^s + 3c\mathbf{T}^e \times \mathbf{p}.$$  

(24)

Here, we define a series of integral operators:

$$H_\infty = \int_{-\ell_h}^{\ell_h} \mathbf{u}_\infty(s)ds, \quad H_\infty^s = \int_{-\ell_h}^{\ell_h} s\mathbf{u}_\infty(s)ds, \quad H_{us}^\pm = \int_{-\ell_h}^{\ell_h} u^\pm(s)ds, \quad H_{us}^s = \int_{-\ell_h}^{\ell_h} su^\pm(s)ds,$$

(25)

which lead to the relation between the zeroth moment of slip velocity and the isolated particle velocity: $H_{us}^\pm = -\ell_h^2 v^\pm = -\ell_h^2 \gamma^\pm u_c$.

We perform simulations in the absence of any net external force and torque, i.e. $\mathbf{F}^e = \mathbf{0}$ and $\mathbf{T}^e = \mathbf{0}$, and ignore the effect of Brownian fluctuations. As well, we fully resolve the rod-rod collisions by utilizing a geometric constraint minimization technique to both restrict any particle
penetrations and solve for the induced collision forces. The reader is referred to Ref [20] for more
details on our collision algorithm. The effect of the many-body interactions within Eq. (22)- (24)
are captured by the hydrodynamic disturbance velocity, $u_\infty$, which can be calculated using the
fundamental solution to the Stokes equations:

$$u_\infty,\alpha(x) = \frac{1}{8\pi\mu} \sum_{\beta=1}^{N} \int_{-\ell_h}^{\ell_h} G(x; x_\beta + s_\beta p_\beta) \cdot f_\beta^e (s_\beta) ds_\beta,$$

where $G(x, x')$ is the Greens function for Stokes flow known as the Stokeslet. Within this
framework, instead of directly using the Stokeslet, we adopt the widely used
Rotne-Prager-Yamakawa (RPY) tensor [21], which guarantees symmetric-positive-definiteness
whereas the Stokeslet does not. Physically, the positive-definiteness of the RPY tensor ensures
that any non-zero force $f^e$ will drive viscous dissipation into the surrounding fluid. Further, to
accelerate the evaluation of the many-body interactions, we use a kernel-independent fast
multipole method with triply periodic boundary conditions [22, 23] to efficiently reduce the
computational cost of evaluating Eq. (26) from $O(N^2)$ to $O(N)$. After substituting Eq. (23) and
(24) into Eq. (22), we solve the linear system $A \cdot f^e = b$ using iterative methods such as the
generalized minimal residual (GMRES) method [24]. The matrix-free representation of $A$
operating on the external force distribution, $f^e$, and the corresponding $b$ vector are defined as follows:

$$A \cdot f^e := f^e + \frac{1}{c} \left( I - \frac{1}{2} \rho \right) \cdot u_\infty(s) - \frac{1}{2c\ell_h} \left( I - \frac{1}{2} \rho \right) \cdot H_\infty - \frac{3s}{2c\ell_h^3} (I - \rho \cdot H_\infty,$$

$$b := -\frac{p}{4c} \left( H_{us}^\pm \ell_h - 2u^\pm (s) \right).$$

Next, we follow the previous section to derive the activity-balance condition for our particle
simulations via analyzing the leading-order extra stress produced by all particle activity across the
computation domain. Similar to our analysis of short-time dynamics, here we follow Batchelor’s
formulation [14] to evaluate the effective extra stress exerted upon the ambient fluid due to motions
of slender rods:

$$\sigma = -\frac{1}{V} \sum_{i=1}^{N} \int_{-\ell_h}^{\ell_h} s f^e(s) p ds = -\frac{1}{V} \sum_{i=1}^{N} \sigma^{\pm}_0 \rho \cdot H_{us}^\pm.$$

where $\sigma^{\pm}_0 = \int_{-\ell_h}^{\ell_h} sp \cdot f^e ds$ represents the stresslet on a single pusher or puller. From Eq. (22), it
is straightforward to solve for $\sigma^{\pm}_0$ as

$$\sigma^{\pm}_0 = -\frac{1}{2c} H_{us}^{\pm} + \frac{1}{2c} \rho \cdot H_{us}^s.$$
Then, we can define the global mean stresslet, $\bar{\sigma}_0$ (the overline denotes a spatial average), as
\[
\bar{\sigma}_0 = \frac{1}{N} \sum_{i=1}^{N^+} \sigma^+_0 + \frac{1}{N} \sum_{i=1}^{N^-} \sigma^-_0 = -\frac{1}{2\epsilon} (\chi H^s_{us} + (1 - \chi) H^-_{us}) + \frac{1}{2\epsilon N} \sum_{i=1}^{N} p \cdot H^s_{\infty}.
\] (31)

Note that when performing simulations for dilute suspensions, the extra stress induced by the individual particle’s self-swimming motion will dominate over that induced by hydrodynamically mediated many-body interactions (see our simulation results for validation of this assertion). In other words, the isolated particle stresslet will be dominant causing $||H^s_{\infty}|| \ll |H^s_{us}|$. Hence, we can derive the activity-balance condition by enforcing the leading-order term on the right-hand-side of Eq. (31) to be zero
\[
H^s_{us} \chi + H^s_{us} (1 - \chi) = 0,
\] (32)

where $\chi$ is the relative number fraction defined above. It is worthwhile to mention that the above condition is derived solely from the global mean stress without the need to construct “local” extra stresses for discrete particles.

All simulation presented herein are performed in a cubic periodic box of length $L = 10 \mu m$ with pushers and pullers of the equal length $\ell = 1 \mu m$ and aspect ratio $A = \ell/b = 10$. For simplicity, we choose to represent all particle slip velocities using the simple Heaviside step function $u^\pm_s(s) = -v^\pm [1 \mp \text{sgn}(s)], \ v^\pm > 0$. Hence, when taking the integral operator as $H^\pm_{us} = \pm \ell_h^2 v^\pm = \pm \ell_h^2 \gamma^\pm u_c$ defined in Eq. (25), the activity-balance condition in (31) can be simplified to
\[
\frac{\gamma^+}{\gamma^-} = \frac{1 - \chi}{\chi},
\] (33)
i.e., the ratio of each species’ isolated swimming speed be inversely proportional to the ratio of their number fraction, which recover the condition derived in (13). Notice that for a given $\chi$, Eq. (33) only constrains the ratio of each species’ isolated speed. To then obtain a value for $\gamma^\pm$ from this condition, we constrain the mean isolated swimming speed of each species using $\beta = \frac{\gamma^+ + \gamma^-}{2}$. After validating our selection of $\beta$, we systematically explore the simulation parameter space by varying the global number density $n$ and relative number fraction $\chi$.

B. Simulation Results

Consistent with the mean-field analysis, all simulations presented herein start from an initially isotropic configuration where all rods are homogeneously distributed with random orientations. These simulations are run over a long period ($t > 50s$) until the system reaches quasi-steady states.
FIG. 3. Snapshots of typical flow fields and rod distributions obtained from particle simulations in a cubic box of size $10 \times 10 \times 10$ at $t = 100s$ for number density $n = 4, 8$ (equivalent to total particle number $N = 4000, 8000$) and pusher number fraction $\chi = 0.1, 0.9$. The pushers and pullers are marked by green and red colors, respectively. The planar vector plot on the left corresponds to the 3D fluid velocity field in each panel when projected on the XY-plane. On the right, rendered images show the rod distribution within a sub-section of dimensions $10 \times 10 \times 3$.

Different mixed systems can be classified as “stable” or “unstable” with those long-time simulations after reaching steady states. However, the linear instability spectrum $\sigma(k)$ Eq. (18) calculated by the continuum model is only for the very short initial period where the deviation from isotropic distribution function is small and linearizable. Direct measurement of the growth rate $\sigma(k)$ from particle simulations is very challenging and rarely performed in the past, mostly because the deviation from isotropic function is a very weak signal, usually hidden in various sources of noises and numerical errors in discrete simulations. To extract the weak signal, we perform an ensemble average over a large number of short simulation runs. The initial configuration of each simulation has identical center-of-mass locations but randomly initialized orientations. For each case, we compute the distribution function $\Psi(k, t)$ by a non-uniform fast-Fourier transform method [25]. Each of these simulations is ran for $4s$ during which each rod swims at most 4 body-lengths to induce sufficient amount of hydrodynamic inter-particle
interactions but short enough to ensure that we remain within the initial linear-instability regime. Then we average $Ψ(k,t)$ over 400 simulations. Therefore, we can average out the noise induced by orientations and focus on the instability spectrum generated by isotropic distribution function. We then fit the linear growth factor $σ(k)$ for each $k$ with the averaged $⟨Ψ(k,t)⟩$, the results for which are shown in the inset of Fig. 2(a). With this method, we do qualitatively captured the weak instability predicted by the kinetic model for both I and II type when selecting $χ = 0.1$ and 0.9. Especially for the pusher-dominant case at $χ = 0.9$ (red open squares), we found that the cutoff wavenumber $k_c ≈ 0.45$ with simulations, close to the continuum model prediction $k_c = 0.5$; for the pusher-faster case at $χ = 0.1$, we also obtained a positive growth rate around $k = 0.25$.

We need to mention that the main challenge here is that in the long-wavelength limit ($k → 0$), the discrete $k$ vectors are very sparse, limited by the simulation box size and the noise is still significant even after averaging over 400 simulations.

Next, we collect statistic measurements at late times ($t > 50s$). As shown in Fig. 3(a-d), the snapshots in each panel are taken for typical 2D flow fields on a XY-plane (on the left), and the corresponding particle distributions within a thin sub-section of size $10 \times 10 \times 3$ (on the right). When both $n$ and $χ$ are low, the rods remain homogeneously distributed across the domain without forming clear structures. Even for large $n$, so long as $χ$ remains low, the rods appear randomly oriented (see movie S1); on the other hand, as $χ$ is increased, we clearly see spatial inhomogeneity characterized by the formation of local clusters and alignment of rods (see movie S2). As shown in panel(d) for the case of large $n$ ($n = 8$ or equivalently $N = 8000$) and large $χ$ ($χ = 0.9$) when the (slow) pushers significantly outnumber the (fast) pullers, we can clearly observe large-scale correlated motions and the formation of local clusters accompanied by small but noticeable density fluctuations. In the meantime, the corresponding flow fields appear to be reminiscent of jet-like and vortical structures.

To gain a more quantitative understanding, we begin with measuring global quantities via spatial and ensemble (denoted by an angle bracket “⟨⟩”) averaging. As shown in Fig. 4(a) for typical cases of large $χ$ ($χ = 0.9$) at different number densities, even at a quasi steady state, the global mean stresslet $σ_0$ of our activity-balanced simulations always remains close to zero with only small deviations (see the zoomed-in inset), which is in contrast to the pure pusher/puller cases (grey lines). This is consistent with our assumption that the system is dilute and that the activity induced stress is dominant. In panel(b), we examine the (dimensionless) mean and standard deviation of the C.O.M. speed when projected along the rod’s orientation direction, i.e., $⟨\dot{x} \cdot p⟩$, which are calculated separately for the pushers and pullers when varying $χ$ and $n$. It is clearly observed that
FIG. 4. Global means of the late-time dynamics of particle simulations. (a) Mean stresslet $\sigma_0$ (scaled by $\mu u_c \ell^2$) as a function of time. (b) Mean projected C.O.M. speed $\langle \dot{x} \cdot p \rangle$ (scaled by $u_c$) as a function of $\chi$ with standard deviation error bars. Three mean isolated swimming speeds, $\beta = \frac{1}{2}, 1, 2$, are chosen. In (a) and (b), we also vary number density $n = 4, 6, 8$, which are equivalent to total particle number $N = 4000, 6000, 8000$.

for all cases considered here, the global mean values only slightly deviate from the isolated single-particle speeds with little fluctuations, instead of exhibiting large velocity standard deviations and enhanced mean speeds that are typically seen in pure pusher suspensions [19]. Varying $\beta$ had little impact on the projected C.O.M speed nor any of the results presented herein; therefore, without loss of generality, we present all results for $\beta = 1$. We have also measured the orientational order parameter $S = \sqrt{\frac{3}{2} \langle pp - \frac{1}{3} I_3 \rangle} : \langle pp - \frac{1}{3} I_3 \rangle$ and found that the ensemble average value remains near zero, i.e., $\langle S \rangle = 10^{-3} \sim 10^{-2}$, for all simulations.

Next, we measure two-point radial correlation functions to reveal more details about the spatial variations of the unstable dynamics at quasi-steady states. First of all, we define two correlation functions $C_{uu}$ and $C_{pp}$ for the particle’s C.O.M. velocity $\dot{x}$ and orientation $p$, respectively,

$$ C_{uu}(r) = \frac{\langle \dot{x}(0) \cdot \dot{x}(r) \rangle}{\langle |\dot{x}(0)|^2 \rangle}, \quad C_{pp}(r) = \frac{\langle p(0) \cdot p(r) \rangle}{\langle |p(0)|^2 \rangle} $$

(34)

where $r$ is the dimensionless radius (scaled by $\ell$) of the virtual spherical shell centered within each particle during sampling. As shown by some typical cases in Fig. 5, when choosing $n = 4, 6, 8$, we observe that the correlation functions often exhibit monotonic decays towards zero for large $r$. Therefore, to appropriately define the correlation lengths, instead of using the $r$ location corresponding to either the first minima or the first zero (i.e., cut-off length), we define
FIG. 5. Two-point correlation functions for rods’ (a) C.O.M. velocity \( (C_{uu}) \) and (b) orientation \( (C_{pp}) \) fields, with \( r \) the dimensionless distance scaled by \( \ell \). The black color marks the activity-unbalanced cases of pure pushers and pure pullers. Inset in (a): \( C_{uu} \) as a function of \( r \) for the pure pusher case at \( n = 8 \).

The correlation lengths when the function becomes near zero

\[
    r^c := \left\{ r^c \in \left[ 0, \frac{L}{2\ell} \right] : C(r^c) = 0.01 \leq C(s) \quad \forall s \in [0, r^c] \right\} \tag{35}
\]

where the maximum attainable correlation length is limited by the half-length of our simulation domain. To make fair comparisons, we added two stress-unbalanced cases for pure pushers and pure pullers (black solid and dashed lines), where the hydrodynamic correlations are well understood.

As shown in Fig. 5(a), \( C_{uu} \) suggests that the activity-balanced cases have weaker velocity correlations with correlation length \( r^c_{uu} = 2 \sim 3 \), compared to the pure pusher case in the inset with \( r^c_{uu} = 4.5 \), approximately the half-domain size. But, even for those puller-dominant cases at \( \chi < 0.5 \), their velocity correlations appear to be much stronger than the pure puller case (black dashed line) where \( C_{uu} \) drops below zero at a small \( r \), indicating weak anti-correlation. In panel(b), the \( C_{pp} - r \) curves extracted from the orientation fields exhibit much more significant correlations and cleaner trends than the \( C_{uu} - r \) curves in panel(a). Interestingly, we observe that when approximately \( \chi > 0.5 \) (solid lines), \( C_{pp} \) appears to exhibit a strictly positive and monotonic decay, reminiscent of the pure pusher case (black solid line). Meanwhile, at \( \chi < 0.5 \) (dashed lines), \( C_{pp} \) varies non-monotonically and can first drop below zero like the pure puller case to show slight anti-correlations. In addition, the orientation correlation length of \( r^c_{pp} \) for the stress-balanced cases are in fact, comparable to the stress-unbalanced ones. For large values of \( n \) and \( \chi \), e.g. when \( \chi = 0.9 \) and \( n = 8 \), we obtain \( r^c_{pp} \approx 2.4 \) compared to \( r^c_{pp} \approx 3.2 \) measured for the pure pusher case.
FIG. 6. Phase diagrams of statistic measurements from particle simulations in terms of $n \in [1, 8]$ and $\chi \in [0.1, 0.9]$: (a) rod velocity correlation length $r_{uu}^c$; (b) rod orientation correlation length $r_{pp}^c$; (c) Standard deviation of rod density distribution $\sigma_N$. (d-e) Normalized standard deviation of the projected C.O.M. speed, $\langle \dot{x} \cdot \mathbf{p} \rangle$ for each species. The black open circles represent the calculated data.

We collect the measured values of $r_{uu}^c$ and $r_{pp}^c$, and plot them against $(n, \chi)$ in Fig. 6(a) and (b), respectively. There are “hot spots” occurring at large $n$ and $\chi$ occurring where $r_{uu}^c$ and $r_{pp}^c$ show a strong dependence on both parameters and indicate significant correlated motions when pusher-pusher interactions are strengthened. In the other parameter regimes that are further away from the hot spots, $r_{uu}^c$ appear to vary linearly with $n$; while $r_{pp}^c$ exhibits approximate linear dependence on $\chi$.

In addition, we are able to quantify the density and velocity fluctuations in the stress-balanced binary suspensions. Here we follow Ref [19] by taking a cubic sampling box of volume $\tilde{V}$ centered
around each rod such that the expected number of particles in the box is selected as

\[ \langle \tilde{N} \rangle = \frac{\tilde{V}}{V} N = 50. \quad (36) \]

Any density fluctuations are captured by taking the ensemble averaged standard deviation of particles within the search box, which we denote by \( \sigma_N \). Similarly, the velocity fluctuations of each species are captured by the ensemble averaged standard deviation of the projected C.O.M. speed, \( \langle \dot{x} : p \rangle \), which we normalize by isolated swimming speed. For spatially homogeneous suspensions, their density distribution can be approximated by a Poisson distribution with a standard deviation of \( \sigma_N = \sqrt{\langle \tilde{N} \rangle} \approx 7 \). Nevertheless, as shown in Fig. 6(c) for the phase diagram of \( \sigma_N \), the measured value may exceed that of a Poison distribution in the parameter regime of large \( n \) and \( \chi \). Again, we find these values are comparable with those of stress-unbalanced cases. For example, \( \sigma_N \approx 9.93 \) is measured at \( n = 8 \) and \( \chi = 0.9 \), which is close to \( \sigma_N \approx 10.3 \) obtained for the pure pusher case. Furthermore, we present the results for the measured velocity fluctuations in Fig. 5(d, e). Notice that the dominant, slow-moving species exhibits strong excitation by the less-prevalent, fast-moving species and that this excitation becomes stronger with increased number density. For example, at \( \chi = 0.9 \) within Fig. 5(d), the standard deviation of the pushers increases by a factor of seven as the number density is increased from 1 to 8. On the other hand, little to no excitation is seen within the less-prevalent, fast-moving species. For example, at \( \chi = 0.9 \) within Fig. 5(e), the projected center of mass standard deviation of the pushers remains fairly constant with \( n \). Interestingly, the right hand sides of Fig. 5(a) and Fig. 5(d) display similar trends, as do the left hand sides of Fig. 5(a) and Fig. 5(e). This trend indicates that increased velocity correlation length is associated with an increase in velocity fluctuations and the ability of the less-prevalent, fast-moving species to excite the more-prevent, slow moving one.

**IV. CONCLUSION AND DISCUSSION**

To summarize, we have built a computation framework to study hydrodynamic instabilities and collective dynamics arising from dilute, activity-balanced pusher-puller binary suspensions, which produces near zero mean extra stress. Combining a mean-field kinetic model and large-scale discrete particle simulations, we have successfully demonstrated that in such binary systems, mixing pushers and pullers may lead to much richer dynamics and behaviors than simple neutralization processes as a result of the cancellation of stresslets from both species. Even without producing mean extra stresses, finite-wavenumber hydrodynamic instabilities can still grow from a uniform
isotropic state and may eventually lead to well-correlated collective motions and non-trivial field fluctuations. These findings demonstrate that non-zero mean extensile stress is not necessarily a sufficient indicator of collective motions; this result differs from the classical single-species systems where net extensile stress is considered to be a clear indicator of collective motions.

We expect this work to initiate new computational and experimental studies of measuring, characterizing, and predicting the complex dynamics in multispecies-multicomponent active systems. Especially considering the high computation costs of large-scale discrete particle simulations, of particular interest will be developing more accurate continuum models that can fully resolve the late-time nonlinear dynamics arising from non-equilibrium, inhomogeneous mixtures. As discussed in Section II, one key step in mean-field models like ours is constructing a local total extra stress (i.e., $\Sigma$ in Eq. (9)) to drive active flows and account for inhomogeneity. Besides formulating the concentration-dependent dipolar stresses (note that $D$ scales with the local concentration $c$), we need to evaluate $\Sigma$ based on a certain local fractional number, e.g., $\chi^{\pm}(x) = \frac{c^{\pm}}{c^{+} + c^{-}}$, instead of simply treating $\chi$ as a constant global mean. Alternatively, one may choose the kinetic model developed by Škultéty et al. [26] that avoids to use mean-field approaches for modeling the many-body interactions via directly constructing extra stresses. In their method, microparticles are treated as simple point dipoles. Then the induced hydrodynamic effects are evaluated by summing individual dipolar stresses via regularized Stokeslets. More computation studies of binary mixtures using continuum models, together with detailed comparisons with discrete particle simulations, will be presented in the future.
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