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Abstract—In recent years, machine intelligence (MI) applications have emerged as a major driver for the computing industry. Optimizing these workloads is important but complicated. As memory demands grow and data movement overheads increasingly limit performance, determining the best GPU caching policy to use for a diverse range of MI workloads represents one important challenge. To study this, we evaluate 17 MI applications and characterize their behaviors using a range of GPU caching strategies. In our evaluations, we find that the choice of caching policy in GPU caches involves multiple performance trade-offs and interactions, and there is no one-size-fits-all GPU caching policy for MI workloads. Based on detailed simulation results, we motivate and evaluate a set of cache optimizations that consistently match the performance of the best static GPU caching policies.
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I. INTRODUCTION

In recent years, MI has emerged as an important driver for the computing industry. The initial catalyst for this rise in popularity was the discovery that MI could produce low error rates for image classification [1][2][3]. Subsequently, there has been a large amount of work optimizing hardware for MI, especially for Convolutional Neural Networks (CNNs) (e.g., [17]-[30]). Although these works have led to significant improvements in performance and energy efficiency of CNNs on modern multi-core CPUs, GPUs, and accelerators, it is challenging to analyze how future architectures will perform for these workloads. Here we focus on GPUs, as they are widely used for running MI workloads in numerous domains.

Although many MI systems use large discrete non-coherent GPUs instead of smaller cache coherent GPUs tightly coupled with the CPUs, the emerging trend is to unify the CPU-GPU memory system regardless of the GPU size [48]. Specifically, a single shared memory space between the CPU and GPU avoids the need for explicit data copies before and after every kernel launch. As a result, they are easier to program and can significantly reduce unnecessary data movement when GPU kernel launches are frequent, as can be the case with many MI workloads.

However, implementing efficient coherent caches between CPUs and GPUs remains a significant challenge. GPU workloads have very different memory demands from conventional CPU workloads. By concurrently executing hundreds to thousands of threads, GPUs can hide a large amount of memory latency, but they require a very high request bandwidth. This motivates a coherence strategy which prioritizes memory throughput and scalability, sometimes at the cost of cache reuse. In an effort to better understand the trade-offs of different caching strategies for MI workloads, we evaluate the performance of these applications with multiple levels of GPU caching enabled using the publicly available AMD gem5 APU simulator [5].

We find that there is no one-size-fits-all caching policy that offers the best performance to all MI workloads. Although caching can significantly improve performance by enabling local data reuse, in some cases the best caching policy is not the one that enables the most caching. The added blocking and contention introduced by caching can lead to harmful cache stalls and DRAM row locality disruption. In high throughput workloads that lack significant data reuse, the increased memory latency and decreased memory throughput caused by cache resource contention can make a simpler cache bypassing strategy more attractive.

Motivated by these results, we model and evaluate three microarchitectural optimizations which work together to mitigate these caching inefficiencies encountered by MI workloads. The first optimization avoids blocking for cache allocation, which reduces cache stalls. The second optimization applies a state-of-the-art CPU cache rinsing technique [58] to the last-level GPU cache to improve row buffer locality. Finally, we use a PC-based bypass prediction technique [54] to address remaining caching overheads while still caching accesses that can benefit from reuse. Collectively, these optimizations achieve the benefits of GPU cache reuse, while minimizing caching overheads for these important MI workloads.

In the remainder of this paper, we first cover relevant MI and GPU coherence background information in Sections II and III. Next, we introduce the system and applications we are using and discuss the changes that were necessary to run MI applications in Sections IV and V. In Section VI we use gem5 to evaluate MIOpen benchmarks running on a CPU-GPU cache hierarchy with a range of coherence policies. Based on this detailed data we motivate and evaluate a set of coherence optimizations in Section VII. We then further
II. MI BACKGROUND

Although there are many different MI methods, in this work we focus on deep neural networks (DNNs), which are some of the most commonly used MI workloads and are well-supported by MIOpen. CNNs and recurrent neural networks (RNNs) are two variants of DNNs, which are composed of multiple layers that apply linear and non-linear transformations (and other techniques like pooling) to iteratively reduce error and learn from the training data. Broadly speaking, DNNs use a combination of layers that are typically trained using backward propagation and stochastic gradient descent (SGD), and which generally access memory in a regular and dense manner. However, they can differ in the type and number of layers, as well as layer connectivity, which affects cache reuse potential, memory sensitivity, and bandwidth demand. It is crucial for memory system designers to understand the unique characteristics and potential performance bottlenecks of different DNNs and the layers within them, and to build hardware that can respond appropriately to dynamically changing memory properties.

A. Neural Networks

Neural networks comprise multiple layers with various functionality, such as convolutional, activation, normalization, pooling, or fully connected layers. At the core of DNNs are activation layers. Activations such as Rectified Linear Unit (ReLU) are used to provide some non-linearity that helps to successfully train many networks. Because activation layers typically apply simple functions, they have low compute requirements. In addition, because an activation layer applies the activation function in an elementwise fashion, there is very low data reuse in these layers.

Although many neural network layers are sparsely connected convolutional layers, some are fully connected. Logically, such a layer connects every output neuron from the previous layer to every input neuron in consumer layer. Fully connected layers typically exhibit high reuse of both model weights and input elements, and they are compute-intensive.

B. Convolutional Neural Networks

CNNs are sparsely connected neural networks with a form of connectivity [7]. Convolutional layers are at the heart of CNNs, and because in CNNs not every output unit interacts with every input unit, they do not need to learn as many parameters. This reduces the memory requirements of the model substantially. Since outputs will only share inputs with spatially local outputs, this limits the reuse potential relative to fully connected layers. Furthermore, computing the output for each layer requires less computation. Even so, in modern networks, convolutions typically dominate computational time.

Another innovation in network structure involves a process known as pooling. Pooling, also called down sampling, is a specialized hidden layer. A pooling layer is designed to replace the values from a small region with a single representative value and does not use neurons. Max pooling, a common method of pooling, retains the largest value in the region. Pooling reduces model overfit, or the tendency of a model to fit to the noise in the data instead of the actual signal. Data access in these layers is dense and regular, reuse is limited, and due to the unbalanced nature of the operation, load and store counts are unequal.

Normalization layers may also be used to facilitate faster convergence times for training by mitigating covariate shift. Local response normalization (LRN) and batch normalization (BN) are commonly used normalization layers. These techniques differ in which dimension they normalize (across batches or spatially within an input), but both have potential for input reuse with adjacent elements.

There are also specialized output layers. Many classifiers have output layers that use softmax. A softmax output layer normalizes the values in a neural network so that the entire vector sums to 1. The output of a classifier represents the probability that any element in the vector is the solution. The computation and data requirements are relatively minimal.

C. Recurrent Neural Networks

RNNs have memory (represented by a hidden state vector), that allows them to capture information about what has happened previously. These networks contain loops that allow information to persist across multiple iterations. These loops can be unrolled such that each of the unrolled iterations passes information to the next iteration, with each cell performing one or more fully connected operations and activation functions. The hidden state is calculated by looking at the previous hidden state and the input at the current step, essentially operating as a fully connected layer to process the concatenated input. Unlike other neural networks, RNNs share parameters across all steps using a technique known as weight sharing, so the potential for reuse is even greater than for a fully connected layer. Even so, this is combined with activation kernels, which exhibit low reuse.

To help overcome the problem of exploding gradients, which affects conventional RNNs, researchers have introduced new types of RNNs such as Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) models. LSTM and GRU retain the same basic concept as a vanilla RNN but introduce a memory unit. The memory unit is a logical gate in the RNN that is designed to learn and retain long-term dependencies.

III. CPU-GPU CACHE COHERENCE BACKGROUND

Tightly coupled CPU-GPU systems can greatly improve programmability and performance for heterogeneous workloads. Unlike discrete GPUs, which require explicit data transfer between the CPU and GPU memory space before and after every kernel launch, tightly coupled GPUs share a unified memory space and maintain coherence between the caches of each device via a shared system directory. Although this may add some complexity to the system design, it avoids unnecessary data transfer and latency for multi-kernel
applications such as the RNNs and Composed Model (CM), which combines convolutional layers with pooling layers.

In order to understand trade-offs between different GPU cache policies in a CPU-GPU system, it is important to understand how coherence is implemented in such an environment. Unlike CPU codes, GPU workloads tend to be much more sensitive to memory throughput than memory latency, and GPU caching policies are therefore designed to be simpler and more scalable than conventional CPU protocols. Rather than requesting and tracking read and write permissions for accesses, GPU caches simply write-through written data and self-invalidate read data at synchronization points (i.e., kernel boundaries) [52][53]. This avoids the overheads of reader/writer tracking and writer-initiated invalidation, enabling caches to scale to the higher throughput demands of GPU workloads. In the system we study (Section V.B), a shared L2 is then used to filter and coalesce requests before they interface with a more conventional (and complex) CPU coherence fabric. However, as we will show, even this simple strategy can miss some performance opportunities for some GPU MI workloads. Depending on the application, bypassing the cache for some or all data accesses can lead to better performance by avoiding these overheads.

In this work, we explore the costs and benefits of caching in GPU MI workloads by simulating three caching policies that differ in how loads and stores are handled in GPU caches:

- Uncached: Loads and stores bypass all GPU caches.
- CacheR: Loads are cached in L1 and L2, but stores bypass all GPU caches.
- CacheRW: Loads are cached in L1 and L2, stores bypass L1 and are combined in L2.

When load caching is disabled, read requests to the same cache line may be coalesced while the original bypass request is pending, but on a response the data is forwarded without being inserted in the cache. When load caching is enabled (CacheR, CacheRW), the GPU L1 and L2 caches always self-invalidate valid data at synchronization points (e.g., kernel boundaries) [53]. When store caching is enabled (CacheRW), stores still bypass the L1 but they may be coalesced at the L2 until a flush of all L2 dirty data is triggered at a system-scope synchronization point, at which time they are written back to memory [61]. The performance effects of each policy, as well as optimizations that target some of the inefficiencies discovered, are discussed in Section 5.

IV. EMULATION PROCESS

In this section we describe our process for running MI workloads on a simulated APU in gem5. Figure 1 shows how the gem5 simulator runs MIOpen applications, including the HCC [14][15] and HIP [16] libraries, on an unmodified version of the ROCm user-level stack. Since prior work discusses the compilation flow in detail [5][6], we instead focus on the changes to this flow that are needed to simulate the MIOpen framework and the intermediary libraries like rocBLAS and MIOpenGEMM from Figure 2. The gem5 simulator models a system with multiple CPUs and a GPU with multiple compute units (CUs). The CPU and GPU are coherently coupled together, which is an emerging trend in CPU-GPU systems [48]. Thus, the CPU and GPU share a single unified cache coherent address space and do not require explicit copies.

The gem5 simulator can simulate the entire system in full system (FS) mode, including devices and an operating system, or emulate the system calls in syscall emulation (SE)
mode. SE mode only simulates user-space execution and provides system services (e.g., system calls) in the simulator instead of executing OS kernel-space code. In this work, we use SE mode because GPU kernels do not make system calls; instead they rely on rich user-space libraries like the ROC runtime (ROCr) to provide many system services and to do device configuration and setup. Furthermore, we use SE mode while executing the off-the-shelf ROCm stack, which does the bulk of the system work. Therefore, our methodology only emulates the lowest levels of the software stack and preserves the fidelity of all user-level software components. As a result, the only portion of the ROCm software stack that must be emulated is the ROCm Linux kernel driver.

One of the main changes required for simulating MI applications in gem5 was extending MIOpen to support APUs. Currently MIOpen mainly targets discrete GPUs. Thus, we modified the libraries in Figure 2 to generate code for APUs. Specifically, we modified the applications, HIP, and MIOpen to remove the device copies wherever possible. We also rebuilt HIP to perform all memory management on the host instead of the device. This was necessary because part of the default rocBLAS library for discrete GPUs is hardcoded to use device copies. As a result, both the CPU and GPU almost always use the same copy of the data. Using open source libraries was a key enabler in overcoming this challenge, because we could recompile the libraries after making the necessary changes.

In addition to the changes required to simulate the MIOpen applications in gem5, we also made additional changes to reduce simulation execution time. First, MIOpen uses clang-ocl to perform online compilation of kernels the first time it executes an application. As part of this process, MIOpen caches each kernel binary, to avoid recompiling on a subsequent use of the kernel. Since online compilation is computationally intensive and not part of the application's region of interest, we bypass online kernel compilation in gem5 by running the applications on a real AMD APU beforehand to obtain MIOpen's cached kernel binaries. In some cases, the need for additional kernels when we added new applications was lessened because other MI applications used the same MIOpen kernels.

Second, for every application that uses GEMM kernels, MIOpenGEMM will create a database of GEMM kernels and then select the kernel that best matches the application's matrix size(s). To avoid the overhead of simulating this process, we added logic to bypass the on-line kernel database creation for the most popular GEMM kernels. Thus, MIOpenGEMM only creates its database when it encounters unpopular GEMM kernels (e.g., a GEMM size that no prior application had used).

Finally, DNNMark and MIOpen-benchmark also perform a sweep of every possible kernel that could be used for each layer of the neural network. Afterwards, the benchmarks measure the total execution time of the fastest option for each layer. This makes sense on real GPUs, where kernels execute relatively quickly, and the primary goal is performance benchmarking. However, this greatly increases simulation time and our main goal is to evaluate relative performance differences of potential hardware features. Thus, like other solutions, we added bypass logic in DNNMark and MIOpen-benchmark that preselects the fastest kernel for a given layer based on the execution time on a real AMD APU.

V. METHODOLOGY

A. The gem5 Simulator

To analyze how MI workloads perform on future architectures and the benefits of co-designed hardware-software solutions, we leverage the gem5 simulator [4][5]. The gem5 simulator is a natural choice for this work because it models both the CPU and GPU with high fidelity, including multi-threaded synchronization and cache coherence. Other tools also attempt to project MI performance, but they either have not been released [42][44][45][46], exclusively focus on modeling the GPU kernel execution [47], or have been released but only optimize the neural network before execution (e.g., XLA [32] and ONNX [33]). Although some of these approaches could eventually be incorporated into gem5, in this work we instead focus on executing both the CPU and GPU parts of open-sourced MI applications. More recently, GPGPU-Sim [60] and Multi2Sim [35][59] have been updated to support MI workloads; these simulators could also be used for this study and we expect they would provide similar results.

Prior work has shown how to use AMD’s ROCm ecosystem to simulate HCC and HIP applications in gem5 with high fidelity compared to an AMD APU [5][6]. In this work, we build from the existing ROCm support to simulate MI applications that use the MIOpen library [36]. Although there are several widely used MI libraries, MIOpen is one of the few open-source libraries, which allowed us to easily change it to work with cache coherent APUs. We discuss other GPU simulators and modeling techniques in Section VIII. We extend prior work on running AMD APUs in gem5 to execute MI applications from a wide variety of suites, including DNNMark [8], DeepBench [9][10], and MIOpen-benchmark [11]. These suites cover a wide range of MI uses, including CNNs and RNNs.

B. System Configuration

Table 1 lists the key system parameters we simulate in gem5.1 Figure 3 shows the conceptual system design, which includes a 64-CU GPU with two levels of cache [37]. Our simulated GPU CU pipeline is based on AMD’s GCN architecture [49] and uses the GCN3 ISA [41]. We model single-cycle instruction issue with 64-wide wavefronts and the model uses 64-wide SIMDs. Our detailed model also models...
the delay to process packets and its memory accesses. Similarly, the host CPU model uses gem5’s detailed out-of-order, superscalar, pipelined x86-64 processors with SMT support.

C. Applications

Table 2 shows the seventeen MI benchmarks that we studied. These MI benchmarks come from several popular MI suites: DNNMark [8], DeepBench [9][10], and MIOpen-benchmark [11]. We selected these benchmarks because they cover many different types of CNN and RNN layers and full NNs. Most of these benchmarks are single CNN layers, which make up the larger CNNs used in many DNNs. However, we also include several benchmarks such as the RNNs, and Composed Model that are larger MI applications. The input sizes for these workloads were selected based on the largest input sizes for these workloads that we could simulate in a reasonable amount of time (up to 5 days of simulation time), and we use the same inputs as the benchmark suites (randomly initialized values). All of these benchmarks call MIOpen directly.

Many of the workloads in Table 2 execute a single GPU kernel. These benchmarks, including most of the DNNMark benchmarks, often run a single CNN layer or operation. Studying these benchmarks is useful for examining the correctness of the simulator and studying the microarchitectural and memory behavior of specific layers within larger MI workloads. Moreover, they represent the building blocks that are used for the larger networks such as Composed Model and the RNN workloads.

The DeepBench RNN training and inference workloads in Table 2 are highly configurable, and can model many different sequence lengths, hidden layer sizes, and batch sizes. As hidden layer size, sequence length, and batch size increase, the number of kernels and GPU footprint also increase. Thus, these workloads are useful for examining the behavior of a variety of different RNN training and inference sizes. In this paper we present LSTM and GRU data since they are the most widely used variants and show results for an input that is representative of RNNs used in real English-Vietnamese speech translation RNNs [31].

VI. CACHING CHARACTERIZATION

We begin by characterizing benchmark properties that are relatively independent of cache policy. To the best of our knowledge, this is the first characterization of MI CPU-GPU workloads in a coherent shared memory environment. Figure 4 shows the giga vector operations per second (GVOPS) for each workload, and Figure 5 shows the giga GPU memory requests per second (GMR/s) issued to the memory system for each workload (the CacheR policy is used for both). This data provides some insight into which workloads are compute bound and which are memory bound. In state-of-the-art MI kernels, the tiling pattern, work item/work group parallelism, and scratchpad memory usage can vary even for a given kernel based on what the framework determines is optimal for the target platform, making it difficult to generalize about the memory sensitivity of any class of MI tasks. However, as a general rule, workloads with low compute bandwidth and
high memory request bandwidth are more likely to be sensitive to caching policy than workloads with low memory request bandwidth and high compute bandwidth.

A. Caching Policy Comparison

Figure 6 shows the execution time of each caching policy described in Section III for all applications, normalized to Uncached. Figure 7 shows the number of memory accesses that reach the DRAM controller, also normalized to Uncached. Overall, our results show that the best performing caching policy varies widely depending on the available cache reuse and memory sensitivity of the workload. Workloads can be grouped into three categories based on how they are affected by caching:

1. Memory Insensitive: Cache policy does not significantly affect overall execution time (<5% change) for CM, SGEMM, and DGEMM because the workload is compute bound or the potential for reuse is low.
2. Reuse Sensitive: Enabling caching consistently improves cache reuse and performance for FwBN, FwPool, FwSoft, BwSoft, BwPool, FwGRU, FwLSTM, FwBwGRU, FwBwLSTM, BwBN, and FwFc.
3. Throughput Sensitive: Enabling caching consistently hurts performance for FwAct, FwLRN, and BwAct due to a lack of cache reuse and high throughput demand for data.

B. Caching Benefits: Reuse

The main benefit of caching is that it enables cache reuse and therefore lower latency and higher bandwidth access to data. Figure 7 shows the total number of GPU memory accesses issued to DRAM, normalized to Uncached. The reduction in this value represents the proportion of memory accesses that hit in the cache and gives a measure of read and write reuse potential. For most applications (excluding throughput sensitive applications), enabling read or write caching increases the proportion of accesses that hit in the caches.

The amount of added reuse enabled by caching is dependent on the amount of reuse in the algorithm and the amount of reuse possible with caching disabled. When caching is disabled, local reuse can still be exploited in two ways: 1) if accesses to reused data are from work items in the same work group, a kernel may use local data store (LDS) memory to load data once from memory then reused multiple times by threads in the work group, and 2) if accesses to the same data arrive close together in the cache, they can be coalesced until the original bypass request completes. With caching enabled, reuse between any threads over any period of time can be exploited in the caches.

As expected, the throughput sensitive workloads, which are the activation and normalization layers with no potential for reuse, experience no performance benefits or memory demand reduction from enabling caching.

In contrast, enabling caching improves reuse for the cache insensitive workloads, but this does not result in performance gains. For DGEMM and SGEMM, caching reads reduces memory demand by 74% and 84%, respectively, but these workloads are ultimately limited by compute throughput. Read and write caching improve reuse by 69% for CM, but performance is unaffected due to CM’s exceptionally low memory demand.

The remaining reuse sensitive workloads benefit from read and/or write caching to various degrees. Layers with limited connectivity, such as the pooling, convolution, and...
some normalization layers show limited benefit in large part because reuse is primarily between nearby work items and can be exploited even when caching is disabled. However, for workloads with higher connectivity, where reuse is possible between distant work items (e.g., FwFC, FwBN, FwBwGRU, and FwBwLSTM), we find that read caching can reduce memory demand by up to 93%. When the accesses that experience reuse are critical to performance, this can also result in performance gains, reducing execution time by up to 29%. In addition, write caching can further reduce memory demand by up to 71% and execution time by up to 32% for reuse sensitive workloads which exhibit high potential for write coalescing at L2 such as BwPool and BwBN.

C. Caching Overheads

Improved cache hit rates do not tell the whole story. For throughput-sensitive workloads, the overheads of caching may outweigh the benefits. We find that coherence overheads manifest themselves primarily as 1) cache stalls due to added contention for cache resources, and 2) reduced DRAM row locality for requests that have been delayed in the caches.

1) Cache Stalls

We define a cache stall as any cycle in which a ready cache request is blocked from querying a cache at any level. When caching is enabled, cache operations can increase cache stalls in multiple ways. Cached requests require allocation on a miss, and this may cause stalls if all lines in the set are in a busy state (e.g., waiting for a pending load). In addition, coherence operations can add contention for shared resources such as tag arrays (e.g., due to failed cache allocation).

Figure 8 plots of cache stall counts on a logarithmic scale normalized to the number of GPU L1 requests. High cache stall counts lead to worse execution time for FwAct and BwAct, when read caching is enabled. FwPool also experiences high cache stalls, although any negative effect here is offset by the added reuse achieved through caching.

2) DRAM Row Locality

Enabling read or write caching adds variability to memory access times through cache stalls described in Section 1)VI.C.1) or by delaying stores at the L2 so they can be coalesced (CacheRW). For programs with highly regular access patterns and limited reuse potential, this added variability can negatively impact DRAM row locality, which in turn limits achievable DRAM bandwidth and increases...
memory latency. Figure 9 shows how different cache policies affect the row hit ratio for DRAM loads and stores. MI applications tend to have regular access patterns, and as a result enabling caching can interfere with this regularity and hurt DRAM row hit rates\(^2\). In particular, FwPool, FwAct, FwLRN, and BwAct suffer from this effect. Although this effect in FwPool is outweighed by the benefits of cache reuse, in the throughput sensitive workloads it contributes to a performance degradation for caching configurations.

VII. CACHING OPTIMIZATIONS FOR MI APPLICATIONS

Motivated by the caching overheads we observe in GPU MI workloads, we next describe three potential architectural optimizations and evaluate their effect on performance. All are applied to the most aggressive caching policy, CacheRW, and are compared against the best and worst performing static configurations as measured in Figure 6. Figure 10 reports the normalized execution time for these optimizations, Figure 11 plots the relative number of DRAM accesses for each configuration, Figure 12 shows cache stall counts per GPU memory request plotted on a logarithmic scale, and Figure 13 reports DRAM row hit rates.

1) Allocation Bypass

We begin by attempting to address the overhead of cache stalls due to blocked cache allocation operations. When caching is enabled and memory accesses require cache allocation, it may be necessary to stall the incoming request if all lines in the target set are occupied by a pending load or store until the blocking request completes. However, as we have seen this can limit bandwidth and disrupt DRAM row locality. To address this, we adapt our caching policies by converting cached requests to bypass requests whenever allocation would require blocking. This allocation bypass optimization is plotted as CacheRW-AB in Figure 10- Figure 13.

Although the non-blocking caching optimization reduces cache stalls per request significantly, it has a minimal effect on overall performance for most applications. This can be explained by the fact that allocation bypassing does little to reduce the added congestion overhead, and in some cases adds to it by eliminating a throttling effect from the L1 cache level (note the 7% higher execution time for FwPool). The repeated accesses such that primarily the highly regular compulsory misses make it to DRAM.

\(^2\) The exceptions are BwBN and FwFC, which see higher row hit rates with caching enabled because caching filters interleaved memory request.
main exception is FwLRN, which sees significant benefits due to improved DRAM row hit ratios. FwLRN is most affected by DRAM row locality disruption due to blocking allocation. Avoiding allocation blocking eliminates the predominant source of caching overhead, although a slight performance degradation remains from disruption due to coalesced delayed L2 store requests.

B. Row Locality-Aware Cache Rinsing

Although allocation bypass avoids row locality disruption caused by blocking allocation operations, it does not avoid disruption due to L2 write coalescing. To address this, we next add a row locality-aware cache rinsing scheme based on a method originally proposed for CPUs by Seshadri et al. [58]. This technique adds a dirty block index to the GPU L2 that tracks dirty blocks in each DRAM row. Whenever a dirty block is evicted, a writeback of all other dirty blocks in that row is triggered.

We add this cache rinsing optimization on top of the allocation bypassing optimization, denoted CacheRW-CR in Figure 10-Figure 13. Cache rinsing counteracts the DRAM row locality overhead of caching for affected (mainly throughput sensitive) workloads, offering DRAM row hit rates that are even higher than those of the best static configuration. As Figure 10 shows, caching overheads in BwAct and FwAct are reduced as a result of this technique.

C. PC-Based L2 Bypassing

We next attempt to address any remaining performance overheads due to caching by predicting whether caching will be beneficial (i.e., whether cache reuse is likely) then dynamically choosing to use cached requests and incur the resulting overheads only when that is the case. Past work has explored this concept for adaptive load bypassing at the L1, proposing a PC-based reuse predictor to avoid cache pollution and more effectively use limited cache space [54]; we apply the same PC-based technique instead to the L2 for both loads and stores for the purpose of avoiding congestion overheads when reuse is unlikely.

PC-based L2 bypassing is applied on top of the allocation bypassing and cache rinsing optimizations and denoted as CacheRW-PCby in Figure 10-Figure 13. Overall, it is effective at predicting reuse for MI workloads. For nearly all workloads, the combination of allocation bypassing, cache rinsing, and PC-based bypassing matches or exceeds the performance of the best static cache configuration by...
selectively incurring cache overheads when they are expected to be beneficial. For example, PC-based bypassing is able to overcome the overhead introduced to FwPool from allocation bypassing.

VIII. RELATED WORK

There have been multiple prior efforts to enable efficient caching and coherence in GPUs [53][61][62][63][64][65][66]. In general, these aim to maximize cache reuse, often by avoiding or mitigating the cost of bulk flush and invalidation actions that are required for synchronization in GPU caches. In contrast, the techniques described in this work target MI workloads where reuse may be fundamentally limited by low locality, and where even the overheads of a simple caching mechanism can degrade performance. These prior efforts therefore miss out on potential performance improvements by focusing on increasing reuse rather than reducing overhead.

Past work has also proposed techniques for adapting GPU caching and coherence strategies to the access patterns of executing workloads. Whether through adaptive cache bypassing [54][69][70], locality-aware rinsing [55][56][57][58] (which to our knowledge has previously only been applied to CPU systems), flexible coherence request types [67], or cross-layer coordination of scheduling and memory management [78], these techniques can greatly improve cache efficiency by matching caching policies to GPU workload demands. In contrast, the primary contribution of this work is to characterize the sources of cache inefficiency in GPU MI workloads and to show how multiple techniques described above can be combined in a targeted and cooperative manner to address the specific caching overheads in this important domain.

To the best of our knowledge, this is the first work that characterizes MI workloads on a cycle-level, publicly available simulator like gem5. Prior work has simulated MI workloads on in-house simulators [42][44][45][46], but few details are available. In addition to using in-house simulators, SCNN and CDMA use analytical models, like TimeLoop, to analyze NNs [42][43]. CDMA explicitly mentions the lack of publicly available MI simulators as one reason for using analytical models, which enhances the importance and necessity of this work. More recently, GPGPGU-Sim [60] and Multi2Sim [35][59] have been updated to support MI workloads. Although these tools could be used to perform similar studies, GPGPU-Sim focuses on discrete GPUs, not tightly coupled ones like gem5 models. GPGPU-Sim’s recent updates could be integrated into gem5-gpu [34] to allow such a study. Moreover, recent work has shown that simulating at a higher level, like GPGPU-Sim, loses important architectural details and may lead to incorrect conclusions [5]. Thus, when combined with the importance of being able to...
to recompile the libraries to run APU-compliant code, we believe gem5 and MIOpen represent the best combination between simulator and MI library. There has also been prior work on analyzing MI workloads at a higher level [38][39][40] than the lower level support we added to gem5. However, these efforts are unable to obtain the same level of detailed analysis (e.g., coherence traffic and stall cycles) that we can obtain with gem5. Projects like XLA [32], ONNX [33], and DeepCPU [50] optimize the entire neural network before execution. Although these projects also optimize MI workloads, we view these works as complementary to ours, and potentially something that could be added on top of our framework.

IX. CONCLUSIONS AND FUTURE WORK

In this work, we demonstrate that the gem5 APU simulator can execute CPU+GPU MI applications using MIOpen. Using this tool, we characterize the performance effects of a variety of GPU caching policies on these workloads. Overall, we found that caching reads and writes has mixed behavior for MI workloads. For some workloads, it improves performance by up to 29% through increased cache reuse, but for others it degrades performance by up to 24% by incurring cache stalls and disrupting DRAM row locality. Based on these trade-offs, we motivate and evaluate a set of adaptive cache optimizations with gem5. For most applications, these optimizations allow us to leverage the benefits of caching when it is helpful while avoiding performance overheads when caching hurts.

These results demonstrate that, although the MI applications studied all exhibit regular and dense memory access patterns, there is no statically ideal caching policy for GPU MI workloads. Thus, being able to selectively avoid coherence overheads where possible is important to performance. In the future, GPU coherence overheads will likely only grow in importance. Future heterogeneous systems will likely require even deeper cache hierarchies and non-uniform memory access interfaces, while MI workloads may exhibit even higher throughput demands and more frequent synchronization. As bulk coherence operations become more complex, expensive, and frequent, it is critical to be able to understand these trade-offs and address them with smart and adaptive cache policies.

More broadly this paper demonstrates the robustness of the AMD gem5 APU simulator and the benefit of open-source software stacks. In the important MI domain, researchers need the tools to evaluate and enhance the entire system solution space. Using gem5 to explore the space of caching strategies, we show how researchers can now rapidly prototype new hardware features running production-quality software and examine how they behave in tightly coupled CPU-GPU systems.
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