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Abstract: In this paper we present a reduced basis method which yields structure-preservation and a tight a posteriori error bound for the simulation of the damped wave equations on networks. The error bound is based on the exponential decay of the energy inside the system and therefore allows for sharp bounds without the need of regularization parameters. The fast convergence of the reduced solution to the truth solution as well as the tightness of the error bound are verified numerically using an academic network as example.
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1. INTRODUCTION

The dynamics of many technical applications can be described by partial differential equations. Depending on the complexity of the application, a high fidelity approximation may require a very fine discretization and thus leads to high-dimensional systems of equations. The computational burden gets very high in these cases, which can limit the applicability, especially for many-query tasks in optimization and control. As a remedy, model order reduction methods have been developed. The reduced basis method is a model order reduction approach specialized for parameter-dependent settings. Using a greedy procedure, reduced low-order models of a user-pre-defined accuracy are constructed. While training of the reduced models might be costly, online evaluations performed repeatedly during many tasks are cheap and very efficient. The crucial ingredient of the reduced basis approach is the derivation of a problem-adapted, tight a posteriori error bound.

Grepl and Patera (2005) derived respective bounds for parabolic equations, which Haasdonk and Ohlberger (2008) used to set up efficient offline-online decomposed reduced basis methods. An early work on reduced basis methods in fluid dynamics is (Veroy et al., 2003), where the Burger’s equation is considered. Knezevic et al. (2010) developed a similar strategy for the Boussinesq equations. The Stokes equations in a two-dimensional setting are treated in (Gerner and Veroy, 2012a,b), where the ideas of the offline-online splitting have also been adopted.

In this paper we deal with the damped wave equations on a network of edges. This model problem can be used to describe acoustic waves or a simplified gas pipeline network. While high-order approximations on a single edge can be constructed by standard discretization methods, the network aspect makes the problem particularly interesting and challenging for model order reduction. Similar equations have been considered in the reduced basis context, however, not on networks. Works on the undamped wave equations as well as others on Langrangian hydrodynamics can be found in, e.g., (Amsallem and Hetmaniuk, 2014; Glas et al., 2020; Copeland et al., 2021). Existing approaches for hyperbolic reduced order models with error bound calculate approximative inf-sup-parameters or use penalty terms, cf., (Gerner and Veroy, 2012a,b). Moreover, generic approaches for ordinary differential equations exist, see, e.g., (Haasdonk and Ohlberger, 2011).

Our approach strongly relies on the analytical results from (Egger and Kugler, 2018, 2019; Kugler, 2019). The papers show exponential stability for the damped wave equations on networks and certain Galerkin approximations of these equations. The derivation of our a posteriori error bound is based on the latter results. While Egger et al. (2018) developed a structure-preserving model order reduction based on Krylov methods for the linear damped wave equations, Liljegren-Sailer and Marheineke (2022, 2021) used a structure-preserving proper orthogonal decomposition and extended the model problem to nonlinear flows on networks. In both cases, structure preservation during the reduction process was achieved by constructing compatible spaces, yielding stable and more robust reduced models. In this paper we aim to transfer and embed the proposed structure-preserving reduction strategy into the reduced basis method. In the reduced basis method, a hierarchy of Galerkin approximations is employed. The highest order, the so-called truth solution, is obtained in our approach by a mixed finite element method. The truth is approximated by a hierarchical, efficiently and cheaper-to-evaluate reduced basis solutions. The novelty of our approach, which distinguishes it from conventional reduced basis methods, is that it takes into account compatibility constraints during training and thus can guarantee structure-preserving and stable reduced models. It also allows for a problem-adapted error bound that performs better than the more generic error bound by Haasdonk and Ohlberger (2011). We illustrate the fast convergence of the reduced order model and the tightness of our error bound by numerical results.
2. PROBLEM SETTING

A network of pipes is modeled by a directed graph $\mathcal{G}(\mathcal{E}, \mathcal{C})$ with each edge $e \in \mathcal{E}$ representing a pipe of length $l^e > 0$. The set of nodes $\mathcal{V}$ divides into junctions and boundary nodes, where the latter are the nodes only incident to one edge. Moreover, we define the sets of all topologically ingoing and outgoing edges to a node $v$ by

$$\delta^+_v = \{ e \in \mathcal{E} : \exists w \in \mathcal{V} \text{ with } e = (v, w) \},$$

$$\delta^-_v = \{ e \in \mathcal{E} : \exists w \in \mathcal{V} \text{ with } e = (w, v) \}.$$  

To describe the system dynamics, we identify the edges $e \in \mathcal{E}$ with intervals $[0, l^e]$. The edgewise pressure $p^e(t, x)$ and mass flux $u^e(t, x)$ for $(t, x) \in [0, T] \times [0, l^e]$ are governed by the damped wave equations

$$a^e \partial_t p^e + \partial_x u^e = f^e,$$

$$b^e \partial_t u^e + \partial_x p^e + d^e u^e = g^e.$$  

The pipe constants $a^e, b^e, d^e$ are allowed to vary over a parameter domain. Our system is thus parametrized in these constants, although we do not indicate this in the notation to keep it more concise.

The pipe equations are coupled at the junctions via the Kirchhoff conditions

$$\sum_{e \in \delta^+_v} u^e(0^+, t) = \sum_{e \in \delta^-_v} u^e(0^-, t),$$

with the auxiliary variable $p^v$ denoting the pressure at node $v$. To close the network model, we assume homogeneous pressure boundary conditions and consistent initial values $p_0(x), u_0(x)$ to be prescribed. For ease of presentation, we only treat homogeneous boundary conditions in this paper. Other boundary conditions could be treated similarly, but note that, by construction, only a system with homogeneous boundary conditions needs to be considered in the derivation of our a posteriori error bound (Theorem 7) anyway.

We make the following assumption for the model (1).

Assumption 1. There exist constants $C_0, C_1 > 0$, such that $C_0 < a^e, b^e, d^e < C_1$ for $e \in \mathcal{E}$. The right hand sides $f^e, g^e$ satisfy $f^e, g^e \in L^2(0, T; L^2(e))$ and $\partial_t f^e, \partial_t g^e \in L^1(0, T; L^2(e))$ for $e \in \mathcal{E}$.

We consider our model problem on network generalizations of standard functions spaces. Given the Lebesgue space $L^2(e)$ of square integrable functions on $e \in \mathcal{E}$, we define

$$L^2(\mathcal{E}) = \{ u : \mathcal{E} \to \mathbb{R}, u|_e \in L^2(e), e \in \mathcal{E} \},$$

$$H^{\text{div}}(\mathcal{E}) = \{ u \in L^2(\mathcal{E}) : \partial_e u|_e \in L^2(e) \}.$$  

The functions $u \in H^{\text{div}}(\mathcal{E})$ are only piecewise continuous. Thus, when we write $\partial_e u$, we refer to the broken (edgewise) derivative. The function evaluations in (2) are well-defined in the sense of the trace theorem. The $L^2$-scalar product on the network and its induced norm are given by

$$\langle f, g \rangle = \sum_{e \in \mathcal{E}} \int_e f^e g^e dx, \quad \| \cdot \| = \langle \cdot, \cdot \rangle^{1/2}.$$  

Here and in the following, network generalizations of functions $f^e$ or constants $a^e, b^e, d^e$ are denoted with the same symbol but without the super-index $e$. Moreover, for a separable reflexive Banach space $X$ we consider the Sobolev space

$$W(0, T; X) = \{ v \in L^2(0, T; X) : \partial_t v \in L^2(0, T; X') \},$$

where $X'$ denotes the dual space of $X$.

We can now state the variational formulation of our network problem.

Problem 2. (Variational Formulation). Find $(p, u) \in W(0, T; L^2(\mathcal{E}) \times H^{\text{div}}(\mathcal{E}))$ with $p(0) = p_0, u(0) = u_0$ and such that for all $(q, v) \in L^2(\mathcal{E}) \times H^{\text{div}}(\mathcal{E})$ and a.e. $t \in (0, T]$

$$\langle a \partial_t p, q \rangle + \langle \partial_t u, q \rangle = \langle f, q \rangle,$$

$$\langle b \partial_t u, v \rangle - \langle p, \partial_x v \rangle + \langle du, v \rangle = \langle g, v \rangle.$$  

Problem 2 is well-posed and has a unique solution, see (Egger and Kugler, 2018).

3. HIERARCHY OF APPROXIMATIONS

The reduced basis approach relies on a hierarchy of Galerkin approximations for Problem 2. Its highest fidelity model is the ‘truth’ solution given by a finite element discretization. As this model is typically too high-dimensional and computationally too expensive for many-query tasks, we consider lower-order and cheaper-to-evaluate approximations given by reduced basis projections. We particularly choose the truth solution and the reduced basis approximations such that the results from Egger and Kugler (2018) apply to them, which makes the approach structure-preserving.

For the truth approximation, we assume a partitioning of every $e \in \mathcal{E}$ to be given and denote by $P^k(e)$ the space of piecewise polynomial functions of degree $k$ on that partitioning. The truth Galerkin spaces are given by

$$Q = \{ q \in L^2(\mathcal{E}), q|_e \in P^k(e), e \in \mathcal{E} \},$$

$$V = \{ v \in H^{\text{div}}(\mathcal{E}), v|_e \in P^1(e), e \in \mathcal{E} \}.$$  

The functions in $Q$ are piecewise constant, whereas $V$ consists of piecewise linear functions that are continuous on every edge. At the junctions the Kirchhoff conditions (2) hold.

Problem 3. (Truth Solution). Find $(p, u) \in W(0, T; Q \times V)$ with $p(0) = p_0 \in Q, u(0) = u_0 \in V$ and

$$\langle a \partial_t p, q \rangle + \langle \partial_t u, q \rangle = \langle f, q \rangle,$$

$$\langle b \partial_t u, v \rangle - \langle p, \partial_x v \rangle + \langle du, v \rangle = \langle g, v \rangle,$$

for all $(q, v) \in Q \times V$ and a.e. $t \in (0, T]$. The following a priori bound can be shown for the truth solution.

Theorem 4. (Egger and Kugler (2018)). Let $(p, u)$ be a solution of Problem 3. Then for $t \geq s \geq 0$

$$\| p(t) \|^2 + \| u(t) \|^2 \leq C' \exp(\gamma(t - s))(\| p(s) \|^2 + \| u(s) \|^2) + C'' \int_s^t \exp(\gamma(t - r))(\| f(r) \|^2 + \| g(r) \|^2)dr$$

with stability constants $\gamma, C', C''$ independent of $s, t$ and of the data $f, g$. Note that the constants $\gamma, C', C''$ can be explicitly determined, which will be crucial for our approach. Theorem 4 implies the truth solution to be well-posed and exponentially stable. The same can be shown for more general
Galerkin approximations that satisfy certain compatibility conditions, see (Egger and Kugler, 2018; Egger et al., 2018). This motivates the development of reduced basis approximations that are compatible.

A reduced basis approximation is established by finding suitable subspaces \( Q_N \subset Q \) and \( V_N \subset V \), which are of much lower dimension, \( N = \dim(Q_N \times V_N) \ll \dim(Q \times V) \). The aforementioned compatibility conditions on the ansatz spaces are now presented. Note that they are naturally fulfilled by the truth solution spaces \( Q \) and \( V \).

**Assumption 5.** (Compatibility Conditions) The ansatz spaces \( Q_N \subset Q \) and \( V_N \subset V \) are such that

A1) \( Q_N = \{ \xi : \text{it exists} \xi \in V_N \text{ with } \partial_\xi \zeta = \xi \} \),

A2) \( K \subset V_N, \quad K = \{ v \in H^{div}(\Omega) : \partial_\nu v = 0 \} \).

Note that the space \( K \) is low-dimensional, as it consists of edgewise constant fluxes. We are now able to formulate a well-posed and stable reduced basis approximation.

**Problem 6.** (Reduced Basis Approximation). Let \( Q_N \times V_N \) fulfill Assumption 5. Find \( (p_N, u_N) \in W(0,T; Q_N \times V_N) \) with \( p_N(0) = \Pi_{Q_N} p_0, u_N(0) = \Pi_{V_N} u_0 \) and

\[
\begin{align*}
\langle a_0 p_N, q_N \rangle + \langle \partial_q u_N, q_N \rangle &= \langle f, q_N \rangle, \\
\langle b_0 u_N, v_N \rangle - \langle \partial_x v_N, q_N \rangle + \langle d u_N, v_N \rangle &= \langle g, v_N \rangle,
\end{align*}
\]

for all \( (q_N, v_N) \in Q_N \times V_N \) and a.e. \( t \in (0,T) \), with \( \Pi_{Q_N}, \Pi_{V_N} \) denoting \( L^2 \)-projections onto the reduced spaces.

4. REDUCED BASIS APPROXIMATION

The reduced basis approach consists of the reduced basis approximation itself and an error bound, which both need to be evaluated by an efficient offline-online decomposition. In the offline-phase, first the parameter- and solution-independent parts of the error bound are prepared, and then a reduced model is set up by training it towards the parameter range of interest. The latter step relies on a greedy procedure employing the error bound. Note that the reduced models inherit the parameter-dependence of the truth solution, but the reduction bases are constructed to be parameter-independent. The unique and novel feature of our approach, which distinguishes it from the conventional reduced basis methods, is that it regards the compatibility conditions in the training and thus can guarantee structure-preserving and stable reduced models.

4.1 A Posteriori Error Bound

Let \( (p, u) \) and \( (p_N, u_N) \) be solutions to the truth solution and the reduced basis approximation, respectively. The error we like to control reads

\[
e^p = p - p_N \in L^2(0,T; Q),
\]

\[
e^u = u - u_N \in L^2(0,T; V). \tag{3}
\]

We derive a residual-based error bound with the residual \( (r(t), s(t)) \in Q \times V, t \geq 0 \), defined by

\[
\begin{align*}
\langle r(t), q \rangle &= \langle f, q \rangle - \langle a_0 p(t), q \rangle - \langle \partial_q u(t), q \rangle, \\
\langle r^u(t), v \rangle &= \langle g, v \rangle - \langle b_0 u(t), v \rangle + \langle d u(t), v \rangle - \langle d u_N(t), v \rangle \tag{4}
\end{align*}
\]

for \( (q, v) \in Q \times V \). Moreover, we make use of a generalized Poincare constant \( C_P \), defined as the optimal constant fulfilling

\[
\|b^{1/2} u\|^2 \leq C_P^2 (\|a^{-1/2} \partial_x u\|^2 + \|d^{1/2} \Pi_0 u\|^2) \tag{5}
\]

for all \( u \in V \), with \( \Pi_0 : V \rightarrow K \) given as the \( L^2 \)-projection onto the space of constant fluxes \( K \) from Assumption 5.

**Theorem 7.** (A-posteriori Error Bound). Let \( (p, u) \in W(0,T; Q \times V) \) and \( (p_N, u_N) \in W(0,T; Q_N \times V_N) \) be solutions to Problem 3 and Problem 6, respectively. Then the error (3) fulfills

\[
\|e^p(t)\|^2 + \|e^u(t)\|^2 \leq \Delta(t), \quad \text{for } t \geq 0,
\]

with \( \Delta(t) = C' \exp(-\gamma t) (\|e^p(0)\|^2 + \|e^u(0)\|^2) \]

\[
+ C'' \int_0^t \exp(-\gamma(t - \tau)) (\|r(t)\|^2 + \|s(t)\|^2) d\tau.
\]

The stability constants can be estimated in terms of the constants defined in Assumption 1 and (5) by

\[
C' = C'' = 3 \left( \frac{C_0}{C_0} \right)^{1/2}, \quad \gamma = 2 \frac{C_0}{C_1} \frac{C_0}{2C_0 + 4C_P C_1}.
\]

**Proof.** The residual equation (4) can be written as a differential equation in the error \( e^p \) and \( e^u \), i.e., for \( q \in Q \) and \( v \in V \),

\[
\begin{align*}
\langle a \partial_t e^p, q \rangle + \langle \partial_q e^u, q \rangle &= \langle r^p, q \rangle, \\
\langle b_0 \partial_t e^u, v \rangle - \langle \partial_x e^u, v \rangle + \langle d e^u, v \rangle &= \langle r^u, v \rangle.
\end{align*}
\]

This shows that \( e^p \) and \( e^u \) solve Problem 3 with right hand side functions \( r^p \) and \( r^u \). Hence, we can apply Theorem 4. The explicit expressions for the stability constants are shown in (Egger et al., 2018). □

Let us emphasize the online-efficiency of our error bound, which holds despite the parameter dependence of our model problem. Under the usual assumption that the parameter dependence (in the constants \( a, b, d \)) allows for an affine-linear representation, the residual norms \( \|r^p\| \) and \( \|r^u\| \) can be evaluated using an efficient offline-online decomposition, cf., (Grepl and Patera, 2005). The stability constants \( C', C'' \) and \( \gamma \) are determined once in the offline phase. The computationally most demanding ingredient is the Poincare constant \( C_P \) that is needed for the evaluation of \( \gamma \). It is given as the largest eigenvalue of the generalized (and parameter-dependent) eigenvalue problem

\[
Bu = \lambda (A + D) u, \quad \text{cf., (Egger et al., 2018)},
\]

with \( B, A \) and \( D \) denoting the matrix representations of the operators \( B, A \) and \( D \), which, in turn, are defined by

\[
\langle B u, v \rangle = \langle bu, v \rangle, \quad \langle A u, v \rangle = \langle a^{-1} \partial_x u, \partial_x v \rangle, \quad \langle D u, v \rangle = \langle d \Pi_0 u, \Pi_0 v \rangle
\]

for \( u, v \in V \) and \( \Pi_0 \) as in (5).

**Remark 8.** As an alternative to solving the eigenvalue problem (6), \( \gamma \) can also be estimated by a simulation-based approach, cf., (Egger and Kugler, 2018). As shown there, solutions to compatible Galerkin approximations with constant right hand sides and homogeneous boundary conditions satisfy

\[
\mathcal{E}(t) \leq C' \exp(-\gamma(t - s)) \mathcal{E}(s), \quad \text{for } t \geq s,
\]

with \( \mathcal{E}(t) = 0.5(\|a^{1/2} \partial_p(t)\|^2 + \|b^{1/2} \partial_u(t)\|^2) \) and the constants as in Theorem 7. Given a solution trajectory, \( \gamma \) is determined by a least squares fit to the values of \( \mathcal{E}(t) \) for \( t \geq s \) with fixed \( s \). For details on the approach, we refer to the reference. Note that in practice, good estimates
can already be obtained from simulations of our reduced models, as they inherit similar stability constants due to the compatible Galerkin ansatz.

4.2 Compatible Reduced Basis Spaces

Our compatible reduced basis approximations are constructed with a POD greedy algorithm similar to (Haasdonk and Ohlberger, 2008). However, in one point it fundamentally differs from the standard procedure. That is, we employ a constrained principal component analysis in order to fulfill Assumption 5. We briefly explain the procedure in the following. On the details of the derivation and efficient algorithmic realization of the constrained principal component analysis can be found in Liljegren-Sailer and Marheineke (2021). Let snapshots \((p_{t}, u_{t}) \in Q \times V, \ell = 1, \ldots, L\) of the solution (Problem 3) to determine the reduced basis space that fulfills an optimality condition under the snapshot data. For details we refer the reader to (Liljegren-Sailer and Marheineke, 2021). Let snapshots \((p_{t}, u_{t}) \in Q \times V, \ell = 1, \ldots, L\) of the solution (Problem 3) to determine the reduced basis space that fulfills an optimality condition under the snapshot data. For details we refer the reader to (Liljegren-Sailer and Marheineke, 2021). Let snapshots \((p_{t}, u_{t}) \in Q \times V, \ell = 1, \ldots, L\) of the solution (Problem 3) to determine the reduced basis space that fulfills an optimality condition under the snapshot data. For details we refer the reader to (Liljegren-Sailer and Marheineke, 2021). Let snapshots \((p_{t}, u_{t}) \in Q \times V, \ell = 1, \ldots, L\) of the solution (Problem 3) to determine the reduced basis space that fulfills an optimality condition under the snapshot data. For details we refer the reader to (Liljegren-Sailer and Marheineke, 2021). Let snapshots \((p_{t}, u_{t}) \in Q \times V, \ell = 1, \ldots, L\) of the solution (Problem 3) to determine the reduced basis space that fulfills an optimality condition under the snapshot data. For details we refer the reader to (Liljegren-Sailer and Marheineke, 2021). Let snapshots \((p_{t}, u_{t}) \in Q \times V, \ell = 1, \ldots, L\) of the solution (Problem 3) to determine the reduced basis space that fulfills an optimality condition under the snapshot data. For details we refer the reader to (Liljegren-Sailer and Marheineke, 2021).

5. NUMERICAL RESULTS

The performance of our reduced order models and the posteriori error bound is demonstrated for an academic network example, see diamond network in Figure 1. The network consists of seven edges with length \(l = 1\) for all \(e \in \mathcal{E}\). The edge parameters are chosen as

\[
a = [4 \ 4 \ 1 \ 1 \ 4 \ 4],
\]

\[
b = [0.25 \ 0.25 \ 1 \ 1 \ 1 \ 0.25 \ 0.25],
\]

\[
d = \mu [0.5 \ 0.5 \ 4 \ 4 \ 4 \ 0.5 \ 0.5],
\]

where we, for ease of presentation, only consider one free parameter \(\mu \in \mathcal{P} = [0.01, 10]\). The boundary conditions are taken as

\[
p^1(t) = 1 - \cos(t), \quad p^2(t) = 0,
\]

and the initial conditions are set to zero. We consider the time interval \([0, 20]\) and perform the time integration of the truth and reduced models by means of the implicit L-stable Euler method with constant step size \(\tau = 0.02\). This integrator is not structure-preserving, but dissipative. However, the resulting time-discretization error can be assumed to be negligibly small due to the chosen small step size. Our truth model is of size 1403, which corresponds to 100 finite elements per edge. For our error bound (Theorem 7) we compute the Poincare constant \(C_P\) with the help of (6). Note that as \(C_P\) and the model constants \(C_0 = \min\{a^e, b^e, d^e\}, C_1 = \max\{a^e, b^e, d^e\}\) are dependent on the free parameter \(\mu\), this also holds for the stability constants \(C, C'\) and \(\gamma\).

In training we use 12 sample values for \(\mu\) logarithmically distributed over the parameter domain \(\mathcal{P}\) to set up the compatible reduced basis space \(Q_N \times V_N\). The set of snapshots is given from the time discretization. For testing the approximation quality, we consider a sample of 20 randomly chosen parameter values in \(\mathcal{P}\). For each parameter value we compute the actual error of the reduced approximation as well as our error bound \(\Delta\). For comparison, we consider the established, more generic residual-based error bound from Haasdonk and Ohlberger (2011). It is of the form

\[
||e^u(t)||^2 + ||e^d(t)||^2 \leq \bar{\Delta}(t), \quad \text{for } t \geq 0,
\]

with

\[
\bar{\Delta}(t) = \bar{C} \left( ||e^p(0)|| + ||e^u(0)|| + \int_0^t ||e^p(\tau)|| + ||e^d(\tau)||d\tau \right)^2
\]

whereby the constant \(\bar{C}\) is determined from the algebraic representation of truth and reduced solutions. Since our bound \(\Delta\) inherits an exponentially decaying term under the time integral that \(\bar{\Delta}\) does not have, it is better adapted to the problem. Its effect can be well observed in the numerical results.

Figure 2 illustrates the temporal evolution of the actual error \(||e^u(t)||^2 + ||e^d(t)||^2\) and both error bounds \(\Delta(t), \bar{\Delta}(t)\), \(t \in [0, 20]\) for the example of an intermediate friction coefficient \(\mu = 2.3\) and a reduced space dimension \(N = 23\). The results are qualitatively representative for the whole
Fig. 2. Temporal evolution of actual error and bounds for $N = 53$ and $\mu = 2.3$.

test sample and different model size. While both error bounds receive similarly large principal contributions at the beginning, our bound $\Delta$ grows much slower in time (due to the exponentially decaying term). The maximal value is reached at the end time, where it is one order of magnitude smaller for $\Delta$ than for $\tilde{\Delta}$.

Varying the model size by enriching the reduced spaces, the reduced approximations behave as desired, i.e., the error decreases for larger $N$. Figure 3 shows for error and bounds the maximal values with respect to time and test sample for varying model size $N$. The qualitative behavior of both bounds is the same. Mimicking the behavior of the error, the bounds decrease linearly to zero for increasing $N$. However, our bound $\Delta$ lies significantly below the one proposed by Haasdonk and Ohlberger (2011), which makes it tighter. This property can also be concluded from the effectivity being the ratio of bound and error, i.e.,

$$\eta(t) = \frac{\Delta(t)}{\|e^p(t)\|^2 + \|e^u(t)\|^2}.$$ (analogously $\tilde{\eta}$ for $\tilde{\Delta}$): the lower the effectivity, the sharper the bound. A perfect bound is indicated by an effectivity close to one. In Figure 4 the maximum effectivities with respect to time and test sample are visualized for varying model size. The maximal value for $\eta$ is in average two orders of magnitude smaller than the one for $\tilde{\eta}$. Thus, by exploiting the structure of the problem, our error bound $\Delta$ is tighter than the generic one $\tilde{\Delta}$. For a desired approximation tolerance, it hence allows for lower-dimensional reduced models and faster convergence of the greedy selection algorithm (cf., Figure 3, where, e.g., a tolerance of $10^{-2}$ is ensured with $N = 88$ for $\Delta$ and $N = 115$ for $\tilde{\Delta}$). This makes our approach more efficient.

6. CONCLUSION

We derived an a posteriori error bound for a reduced basis approximation of the damped wave equations on networks. The resulting reduced order models were ensured to be stable, structure-preserving and efficient to evaluate. Our approach is based on the exponential decay of energy in the system, which allowed for sharp error bounds. This was verified numerically with comparison to other suitable error bounds. In future research, adaption of our error bound to optimization and data assimilation methods will be considered.
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