Realization of microwave amplification, attenuation, and frequency conversion using a single three-level superconducting quantum circuit
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Using different configurations of applied strong driving and weak probe fields, we find that only a single three-level superconducting quantum circuit (SQC) is enough to realize amplification, attenuation and frequency conversion of microwave fields. Such a three-level SQC has to possess Δ-type cyclic transitions. Different from the parametric amplification (attenuation) and frequency conversion in the three-level SQC are involved in the energy exchange when these processes are completed. We quantitatively discuss the effects of amplification (attenuation) and conversion efficiency. Our study provides a new method to amplify (attenuate) microwave, realize frequency conversion, and also lay a foundation for generating single or entangled microwave photon states using a single three-level SQC.
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I. INTRODUCTION

Three-wave mixing is very fundamental in nonlinear quantum optics [1]. It can be used to generate single photon or entangled photon pairs. Three-wave mixing can also be used to convert the frequency of the weak electromagnetic field or amplify the weak electromagnetic signal by virtue of another strong driving field. In atomic systems with inversion symmetry, the three-wave mixing can only occur in a parametric way because of the selection rule in the electric-dipole interaction between the atoms and electric fields. Thus, the nonlinear interaction strength of the three-wave mixing is usually weak in the natural atomic systems. In contrast to the parametric weak nonlinearity realized by the virtual single- or two-photon processes, the nonlinear interaction strength can be increased significantly when the real energy exchange is involved. For example, in molecular systems [2–4], the inversion symmetry can be broken, and the transitions between any two energy levels are possible. In such cases, the three-wave mixing processing can be realized using real energy transitions between energy levels. In artificial atoms, e.g., semiconducting quantum dots or superconducting quantum circuits (SQCs), the inversion symmetry of their potential energy can be artificially controlled by externally applied field, that is, the selection rule of the artificial atoms can be engineered. Thus, they provide us a new platform to manipulate and engineer linear and nonlinear quantum processes. For example, the single photon strong coupling can be achieved between microwave and mechanical modes using a superconducting flux qubit [5]. It is also possible to realize three-wave mixing using real energy transitions between energy levels of a single SQC [6].

The SQCs [6,13] are extensively explored for the realization of qubits which are basic building blocks of quantum information processing. These superconducting artificial atoms can also be used not only to demonstrate phenomena occurred in atomic physics and quantum optics, but also to show some novel results, which cannot be found in natural atomic systems. For example, the dressed states [14,15] have been experimentally demonstrated using superconducting charge qubit circuits [16,17]. The Autler-Townes splitting [18–24] and coherent population trapping [25] have also been observed in three-level SQCs. Experimentalists are trying to find a way to realize the electromagnetically induced transparency in varieties of three-level superconducting quantum devices [26–30]. Moreover, the coexistence of single- and two-photon processes [31] in three-level superconducting flux qubit circuits [31,32] has been experimentally demonstrated [33] by designed circuit QED systems. However, such phenomena cannot be demonstrated using three-level natural atoms because of the electric-dipole transition rule.

The microwave amplification has been experimentally demonstrated by a single three-level artificial atom in open one-dimensional space [34], a dressed [35] or a doubly-dressed superconducting flux [36] qubit circuit. The coherent frequency conversion has been demonstrated using two internal degrees of freedom of a single de-SQUID phase qubit circuit [37]. The parametric down conversion and squeezing of two-mode quantized microwave fields using circuit QED are theoreti-
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cally studied \[38\]. Moreover, the parametric three-wave mixing devices have also been experimentally demonstrated \[39, 40\]. It was shown that the amplifiers with single artificial atoms \[34\] are different from the Josephson junction based parametric three-wave mixing devices \[39, 40\] or amplifiers \[41–44\]. A main difference is that the real energy exchange between discrete energy levels is involved when the single artificial atom amplifiers are implemented. We recently showed that a three-level flux qubit circuits \[6\] with Δ-type cyclic transitions can be used to generate three-wave mixing.

Motivated by the work \[6, 34\], we now give a detailed study on the microwave amplification and frequency conversion by a single three-level SQC with Δ-type transitions, which can be realized by superconducting flux \[31, 32\], phase \[45–47\], fluxonium \[48, 49\] or Xmon qubit circuits \[50\]. For concreteness, we here focus on flux qubit circuits. In our study, we mainly study the conversion efficiency and the amplification and attenuation of the weak signal field. Our paper is organized as follows. In Sec. \[II\] we give an overview of the theoretical model. In Sec. \[III\] we study the microwave attenuation and frequency conversion for driving type (1). In Sec. \[IV\] we study the same contents for driving type (2). In Sec. \[V\] we study microwave amplification, attenuation, and frequency conversion for driving type (3). Finally, we summarize our results and discuss both measurements and experimental feasibilities.

**II. THEORETICAL MODEL OVERVIEW**

We study microwave amplifications, attenuation and frequency conversions in a three-level superconducting artificial atom with Δ-type transitions \[31\], as schematically shown in Fig. \[1(a)\]. The three energy levels are denoted by \(|1\rangle\), \(|2\rangle\), and \(|3\rangle\). Here, we specify our study to superconducting flux qubit circuits, typically consisting of three Josephson junctions \[31, 32\]. We assume that the bias magnetic flux is not at the optimal point so that the three energy levels chosen from such circuit can possess Δ-type transition when the external fields are applied. We also assume that the three-level system is placed inside an open one-dimensional transmission line resonator as in Ref. \[34\]. Hereafter, for simplicity, we use three-level systems to denote such three-level superconducting flux qubit circuits.

To realize the microwave amplification, attenuation, or frequency conversion, a strong driving field has to be applied to the three-level system with Δ-type transitions, as shown in Figs. \[1(b), \(c\), and \(d\), the strong driving field can be applied to couple: (1) the energy levels \(|1\rangle\) and \(|2\rangle\); or (2) the energy levels \(|2\rangle\) and \(|3\rangle\); or (3) the energy levels \(|1\rangle\) and \(|3\rangle\). Corresponding to each configuration of the driving field, the signal field can be applied in two ways. For example, as shown in two panels of Fig. \[1(b), \(c\), the signal field can be applied to either the energy levels \(|1\rangle\) and \(|3\rangle\) (shown in up panel of Fig. \[1(b)\]), or the energy levels \(|2\rangle\) and \(|3\rangle\) (shown in down panel of Fig. \[1(b)\]) when the driving field is applied to the energy levels \(|1\rangle\) and \(|2\rangle\).

In strong driving types (1) and (2) as shown in Figs. \[1(b)\) and \(c\), the frequency down or up conversion can be realized by properly applying the signal field. But in the driving type (3) as shown in Fig. \[1(d), \(d\) the up and down conversions are a little bit different from the types (1) and (2). In the types (1) and (2), the down (up) frequency conversion is the difference between (sum of) frequencies of the signal and driving fields. However, in the type (3), both the down and up frequency conversions are the difference between the frequencies of signal and driving fields, when the frequency difference is larger than the signal frequency, we call this process as the up conversion, otherwise the down conversion.

In all three driving ways with applied signal fields, the total Hamiltonian can be generally given by

\[
H^{(l)} = \hbar \omega_{21} \sigma_{22} + \hbar \omega_{31} \sigma_{33} + H_{R}^{(l)} + H_{pk}^{(l)} + H_{T}^{(l)},
\]

from Ref. \[6\] when one of the weak fields is replaced by a strong field. We note that we sometimes also call signal fields as probing fields. Hereafter, \(\sigma_{mn} = |m\rangle \langle n|\) with \(n, m = 1, 2, \) or \(3\). The superscript \(l = 1, 2, \) or \(3\) is used to represent different driving types. The Hamiltonian \(H^{(l)}\) can be exemplified by the circuit schematic in Fig. \[2\] where the signals applied through the transmission line.
TABLE I: Summary of the interaction Hamiltonian $H_R^{(l)}(t)$ between the three-level superconducting artificial atoms and the strong driving field, which can be applied to the three-level systems in three different ways. Corresponding to each strong driving field, the probe fields can be applied to the three-level system in two different ways with interaction Hamiltonians $H_R^{(l)}(t)$ where $k = 2l - 1$ or $2l$ respectively. Here, $\Omega_{mn,l} = -M I_{mn} L_{dl}/2$. The incident driving current is assumed as $I_{dl}(x, t) = \text{Re}[i \tilde{I}_{dl} e^{-i \omega_{dl} (t - x/v)}]$ where $l = 1, 2, 3, x$ is the position coordinate. The incident signal currents are assumed as $I_{pk}(x, t) = \text{Re}[i \tilde{I}_{pk} e^{-i \omega_{pk} (t - x/v)}]$ with phase velocity $v$. The parameter $\tilde{I}$ is the loop current of the flux qubit circuit and $I_{mn}$ is its matrix element in the energy basis.

| Driving type | Interaction Hamiltonian with the driving field | Interaction Hamiltonian with the probe field |
|--------------|-----------------------------------------------|---------------------------------------------|
| Type (1)     | $H_R^{(1)}(t) = h \left[ \Omega_{21,1} \sigma_{21} \exp( -i \omega_{dl} t) + \text{H.c.} \right]$ | $H_{pk}^{(1)}(t) = -M I_{p1}(0, t)$ |
| Type (2)     | $H_R^{(2)}(t) = h \left[ \Omega_{22,2} \sigma_{32} \exp( -i \omega_{dl} t) + \text{H.c.} \right]$ | $H_{pk}^{(2)}(t) = -M I_{p2}(0, t)$ |
| Type (3)     | $H_R^{(3)}(t) = h \left[ \Omega_{31,1} \sigma_{31} \exp( -i \omega_{dl} t) + \text{H.c.} \right]$ | $H_{pk}^{(3)}(t) = -M I_{p3}(0, t)$ |

will be scattered by the flux qubit as in Ref. [58]. In the type of the $l$th driving, the symbol $H_R^{(l)}(t)$ (or $H_{pk}^{(l)}(t)$) denotes the interaction Hamiltonian between the strong driving field (or the weak signal field) and the three-level system. The Hamiltonian

$$H_R^{(l)}(t) \equiv H_R^{(l)}(t) = -M \tilde{I} (I_L(0, t) + I_R(0, t))$$

(2)

describes the interaction between the three-level system and environment in open one-dimensional transmission line. In Eq. (2), we have used the two following symbols

$$I_L(x, t) = -\int_{-\infty}^{\infty} d\omega g(\omega) A_L(\omega) e^{-i \omega (t-x/v)}$$

(3)

$$I_R(x, t) = \int_{-\infty}^{\infty} d\omega g(\omega) A_R(\omega) e^{-i \omega (t+x/v)}$$

(4)

with $g(\omega) = i \text{sgn}(\omega) \sqrt{\hbar |\omega| / 4 \pi Z_T}$ for the noise currents coming from the left and right. The parameter $Z_T$ represents the characteristic impedance of the transmission line. The commutation relations of $A_L(\omega)$ are $[A_L(\omega_1), A_L(\omega_2)] = \delta(\omega_1 - \omega_2) \text{sgn}(\omega_1)$ for $\omega = L$ or $R$. Without the driving fields, the relaxation rates of the three-level system are proportional to the parameters

$$\lambda_{mn} = I_{mn}^2 \omega_{mn}, m > n.$$  

(5)

All the types of interaction Hamiltonians $H_R^{(l)}(t)$ and $H_{pk}^{(l)}(t)$ have been summarized in Table I.

Our research is based on the following hypotheses. (1) The intrinsic loss of the three-level system is negligible. Hence, the 1D open space determines the total decay rates. (2) The frequency shifts induced by the driving field are much larger than the decay rates but still negligibly small compared to the original eigen frequencies of the three-level system. (3) The interaction Hamiltonian between the flux qubit circuit and the probe field $H_{pk}^{(l)}(t)$ is a small quantity compared with that between the flux qubit circuit and the driving field $H_R^{(l)}(t)$. Thus, the response to the probe signal can be solved using linear response theory [1]. (4) The environment temperature is too high to induce effective dephasing or thermal excitation.

Below we will first use driving type (1) as an example to show detailed derivations. The treatments in driving type (2) and (3) are similar to that in driving type (1).

III. MICROWAVE ATTENUATION AND FREQUENCY CONVERSIONS FOR DRIVING TYPE (1)

A. Hamiltonian reduction

In the driving type (1), the Hamiltonian $H_R^{(1)}(t)$ can be given as

$$H_R^{(1)}(t) = h \Omega_{21,1} \sigma_{21} \exp( -i \omega_{dl} t) + \text{H.c.}$$

(6)

Corresponding to the Hamiltonian in Eq. (6), the
Hamiltonian $H_{pk}^{(1)}(t)$ with $k = 1$ or 2 are respectively

$$H_{p1}^{(1)}(t) = -M\dot{I}_{p1}(0,t), \quad (7)$$

$$H_{p2}^{(1)}(t) = -M\dot{I}_{p2}(0,t), \quad (8)$$

without the rotating wave approximation (RWA). The Hamiltonian in Eq. (1) with $H_{R}^{(1)}(t)$ in Eq. (6) and $H_{pk}^{(1)}(t)$ in Eq. (7) describes the frequency down conversion as shown in the up panel of Fig. 1(b). However, the Hamiltonian $H_{p2}^{(1)}(t)$ can be written as for that the signal field is applied to the energy levels [2] and [3]. That is, the Hamiltonian in Eq. (1) with $H_{R}^{(1)}(t)$ in Eq. (6) and $H_{p2}^{(1)}(t)$ in Eq. (8) describes the frequency up conversion as shown in the down panel of Fig. 1(b). The incident signal currents are assumed as $I_{pk}(x,t) = \text{Re}[\tilde{I}_{pk}e^{-i\omega_{k}(t-x)/\hbar}]$ with $k = 1$ or $k = 2$.

To remove the time dependence of $H^{(1)}$, we now use a unitary transformation $U_{d}^{(1)} = \exp(-i\omega_{d}t\sigma_{22})$. Then at a frame rotating, we get an effective Hamiltonian

$$H_{\text{eff}}^{(1)} = \hbar\Delta_{21,1}\sigma_{22} + \hbar\omega_{21}\sigma_{33} + \hbar\Omega_{21,1} (\sigma_{21} + \sigma_{12}), \quad (9)$$

$$-M\tilde{f}^{(1)}(t) I_{pk}(0,t) - M\tilde{f}^{(1)}(t) (I_{L}(0,t) + I_{R}(0,t)), \quad (10)$$

with driving detuning $\Delta_{21,1} = \omega_{21} - \omega_{d}$ and the transformed loop current $\tilde{f}^{(1)}(t) = U_{d}^{(1)} \tilde{f}^{(1)} U_{d}^{(1)}$. Since we have assumed a strong driving strength $\Omega_{mn,l}$, it is reasonable to work in the eigen basis of the first three terms of Eq. (9). For this consideration, we apply to $H_{\text{eff}}^{(1)}$ a unitary transformation $U_{r}^{(1)} = \exp[-i\theta_{1}(-i\sigma_{21} + i\sigma_{12})/2]$ with $\tan\theta_{1} = 2\Omega_{21,1}/\Delta_{21,1}$, yielding

$$H_{\text{eff}}^{(1)} = U_{r}^{(1)} H_{\text{eff}}^{(1)} U_{r}^{(1)} = H_{S}^{(1)} + H_{pk}^{(1)} + H_{T}^{(1)}. \quad (11)$$

The symbols $H_{S}^{(1)}$, $H_{pk}^{(1)}$, $H_{T}^{(1)}$ respectively take the following forms, i.e.,

$$H_{S}^{(1)} = \hbar\omega_{21}^{(1)}\sigma_{11} + \hbar\omega_{22}^{(1)}\sigma_{22} + \hbar\omega_{33}^{(1)}\sigma_{33}, \quad (12)$$

$$H_{pk}^{(1)} = -M\tilde{f}^{(1)}(t) I_{pk}(0,t), \quad (13)$$

$$H_{T}^{(1)} = -M\tilde{f}^{(1)}(t) (I_{L}(0,t) + I_{R}(0,t)). \quad (14)$$

Note that $\tilde{f}^{(1)}(t) = U_{r}^{(1)} \tilde{f}^{(1)}(t) U_{r}^{(1)}$ is another transformed loop current. Its matrix elements $\tilde{f}_{mn,l}^{(1)}(t)$ have been listed in Appendix A. The Hamiltonian $H_{S}^{(1)}$ is defined as the system Hamiltonian originating from the first three terms of $H_{\text{eff}}^{(1)}$ in Eq. (9). In Eq. (11), the eigen frequencies of the system Hamiltonian are respectively represented as

$$\omega_{1}^{(1)} = \frac{1}{2} (\Delta_{21,1} - \sqrt{\Omega_{21,1}^{2} + \Delta_{21,1}^{2}}), \quad (15)$$

$$\omega_{2}^{(1)} = \frac{1}{2} (\Delta_{21,1} + \sqrt{\Omega_{21,1}^{2} + \Delta_{21,1}^{2}}), \quad (16)$$

$$\omega_{3}^{(1)} = \omega_{31}. \quad (17)$$

The Hamiltonian $H_{pk}^{(1)}$ is a small quantity compared to $H_{S}^{(1)}$ and hence will be treated as a perturbation in the following discussions. And $H_{T}^{(1)}$ represents the interaction between the system and 1D open space. With fast oscillating terms neglected, $H_{pk}^{(1)}$ can be further reduced to

$$\tilde{H}_{p1} = \hbar\epsilon_{31,1} e^{-i\omega_{d}t}\sigma_{31} + \hbar\epsilon_{32,1} e^{-i\omega_{d}t}\sigma_{32} + \text{h.c.}, \quad (18)$$

$$\tilde{H}_{p2} = \hbar\epsilon_{31,2} e^{-i\omega_{d}t}\sigma_{31} + \hbar\epsilon_{32,2} e^{-i\omega_{d}t}\sigma_{32} + \text{h.c.}. \quad (19)$$

Here, $\omega_{2+} = \omega_{2} + \omega_{d1}$ is the produced sum frequency, and

$$\hbar\epsilon_{31,1} = -\frac{1}{2} M \cos \theta_{1} \tilde{I}_{p1} I_{31}, \quad (20)$$

$$\hbar\epsilon_{32,1} = -\frac{1}{2} M \sin \theta_{1} \tilde{I}_{p1} I_{31}, \quad (21)$$

$$\hbar\epsilon_{31,2} = -\frac{1}{2} M \sin \theta_{2} \tilde{I}_{p2} I_{32}, \quad (22)$$

are the coupling energy parameters.

### B. Dynamics of the system and its solutions

Using the detailed parameters of $\tilde{f}^{(1)}(t)$ in Appendix A we can derive that the reduced density matrix $\rho$ of the system is governed by the following master equation

$$\frac{\partial\rho}{\partial t} = \frac{1}{i\hbar}[H_{S}^{(1)} + H_{pk}^{(1)}, \rho] + \mathcal{L}[\rho]. \quad (23)$$
We must mention we work in the picture defined by unitary transformations $U_d^{(1)}$ and $U_r^{(1)}$. The dissipation of the system is described via the Lindblad term

$$\mathcal{L} [\rho] = \sum_m \left( \sum_{k \neq m} ^{\gamma_r^{(1)}} \rho_{kk} \sum_{k \neq m} ^{\gamma_r^{(1)}} \rho_{mk} \rho_{mn} \sigma_{mn} \right) - \sum_{m \neq n} \frac{1}{2} \Gamma_r^{(1)} \rho_{mn} \sigma_{mn}. \tag{24}$$

Here, $\rho_{mn} = \rho_{mn}(t)$ are matrix elements of the reduced density operator $\rho(t)$. The relaxation and dephasing rates can be calculated as $\gamma_r^{(1)} = \frac{M^2}{\kappa_{\rho}}$ and $\Gamma_r^{(1)} = \frac{M^2}{\kappa_{\rho}} \left( \sum_{k \neq m} ^{K^{(1)}_{mn}} + \sum_{k \neq m} ^{K^{(1)}_{mn}} \right)$ from hypotheses (1), (2), and (4) in Sec. II. The explicit expressions of $R^{(1)}_{mn}$ and $K^{(1)}_{mn}$ are given in Appendix A.

It is not easy to obtain the exact solutions of the nonlinear equations in Eq. (23) because the steady state response contains infinite components of different frequencies in nonlinear systems. Thus, as extensively used in nonlinear optics [1], we now seek the solutions of Eq. (23) in the form of a power series expansion in the magnitude of $\tilde{H}^{(1)}_{pk}$, that is, a solution of the form

$$\rho(t) = \rho^{(0)} + \rho^{(1)}(t) + \cdots + \rho^{(r)}(t) + \cdots, \tag{25}$$

for the reduced density matrix $\rho$ of the three-level system. Here, $\rho^{(0)}$ is the steady state solution when no signal field is applied to the system. However, the $r$th-order reduced density matrix $\rho^{(r)}(t)$ is proportional to $r$th order of $\tilde{H}^{(1)}_{pk}$.

In the first order approximation, we have

$$\frac{\partial \rho^{(0)}}{\partial t} = \frac{1}{\hbar} [\tilde{H}^{(1)}_{S}, \rho^{(0)}] + \mathcal{L} \left[ \rho^{(0)} \right], \tag{26}$$

$$\frac{\partial \rho^{(1)}}{\partial t} = \frac{1}{\hbar} [\tilde{H}^{(1)}_{S}, \rho^{(1)}] + \frac{1}{\hbar} [\tilde{H}^{(1)}_{pk}, \rho^{(0)}] + \mathcal{L} \left[ \rho^{(1)} \right]. \tag{27}$$

The solutions of Eq. (26) is

$$\rho^{(1)}_{11} = \frac{1}{1 + y_1}, \tag{28}$$

$$\rho^{(1)}_{22} = \frac{y_1^2}{1 + y_1}. \tag{29}$$

with $y_1 = \tan^2(\theta_1/2)$. And the other terms of $\rho^{(0)}$ are all zeros. Having obtained $\rho^{(0)}$, we can further solve Eq. (27). When $\tilde{H}^{(1)}_{pk}$ takes $\tilde{H}^{(1)}_{p1}$, we have the nonzero matrix elements of $\rho^{(1)}$ as follows,

$$\rho^{(1)}_{31} = \rho^{(1)*}_{13} = \frac{-i\varepsilon_{31} e^{-i\omega_1 t}}{i(\omega_{31} - \omega_1) + \frac{1}{2} \Gamma_{31}} \rho^{(0)}_{11}, \tag{30}$$

$$\rho^{(1)}_{32} = \rho^{(1)*}_{23} = \frac{-i\varepsilon_{32} e^{-i\omega_1 t}}{i(\omega_{32} - \omega_1) + \frac{1}{2} \Gamma_{32}} \rho^{(0)}_{22}. \tag{31}$$

When $\tilde{H}^{(1)}_{pk}$ takes $\tilde{H}^{(1)}_{p2}$, we have the nonzero matrix elements of $\rho^{(1)}$ as follows,

$$\rho^{(1)}_{31} = \rho^{(1)*}_{13} = \frac{-i\varepsilon_{31} e^{-i\omega_2 t}}{i(\omega_{31} - \omega_2) + \frac{1}{2} \Gamma_{31}} \rho^{(0)}_{11}, \tag{32}$$

$$\rho^{(1)}_{32} = \rho^{(1)*}_{23} = \frac{-i\varepsilon_{32} e^{-i\omega_2 t}}{i(\omega_{32} - \omega_2) + \frac{1}{2} \Gamma_{32}} \rho^{(0)}_{22}. \tag{33}$$

C. Scattered current

The noise current $(I_L$ and $I_R$) will induce the scattered current of the classical fields through interaction with the three-level system. Using the input-output theory extensively discussed in Refs. [52]-[56], the scattered current at $x = 0$ can be represented by

$$I_{s1}(0, t) = -\frac{iM}{2\kappa^*} \sum_{mnk} \delta^{(1)}_{mnk} \tilde{I}^{(1)}_{mnk} e^{i\omega_{mnk} t} \rho_{nm}, \tag{34}$$

with $\delta^{(1)}_{mnk} = \omega^{(1)}_{mn} + \nu^{(1)}_{mn}$, and $\omega^{(1)}_{mn} = \omega^{(1)}_m - \omega^{(1)}_n$. Here, we have assumed that the matrix element of $\tilde{I}^{(1)}_{mn}$ is of the form $\tilde{I}^{(1)}_{mn}(t) = \sum_k \tilde{I}^{(1)}_{mnk} e^{i\omega_{mnk} t}$. The scattered current can also be expanded in the order of $\tilde{H}^{(1)}_{pk}$, i.e.,

$$I_{s1}(0, t) = -\frac{iM}{2\kappa^*} \sum_{mnk} \delta^{(1)}_{mnk} \tilde{I}^{(1)}_{mnk} e^{i\omega_{mnk} t} \rho_{nm}. \tag{35}$$

D. Probe type (1)

When $\tilde{H}^{(1)}_{pk}$ takes $\tilde{H}^{(1)}_{p1}$, using Eqs. (30)-(31), we have the linear response as

$$I_{s1}^{(1)}(0, t) = \text{Re}\{\tilde{I}_{s1}(\omega_1) e^{-i\omega_1 t}\} + \text{Re}\{\tilde{I}_{s1}(\omega_{1-}) e^{-i\omega_{1-} t}\}, \tag{36}$$

where $\omega_{1-} = \omega_1 - \omega_3$ is the produced difference frequency. The amplitudes of both frequency components are respectively denoted as $\tilde{I}_{s1}(\omega_1)$ and $\tilde{I}_{s1}(\omega_{1-})$. The gain of the incident current $I_{p1}$ is defined as $G_1 = 1 + I_{s1}(\omega_1)/I_{p1}$, and the explicit expression is

$$G_1 = 1 - \frac{M^2}{2\kappa^*} \frac{\rho^{(0)}_{11} \lambda_1 \cos^2 \theta_1}{\left(\frac{\omega_1 - \omega_1}{\Gamma_{31}} + 1\right)^{(1)}} - \frac{M^2}{2\kappa^*} \frac{\rho^{(0)}_{22} \lambda_3 \sin^2 \theta_1}{\left(\frac{\omega_3 - \omega_1}{\Gamma_{32}} + 1\right)^{(1)}}. \tag{37}$$

Meanwhile, the corresponding efficiency of frequency down conversion is defined as $\eta_1 = I_{s1}(\omega_{1-})/I_{p1} \sqrt{\omega_1/\omega_{1-}}$ since $|\eta_1|^2$ represents the photon number of frequency $\omega_{1-}$ produced by each photon of
frequency $\omega_1$ per unit time. Then, the explicit expression of $\eta_1$ can be reduced to

$$
\eta_1 = \frac{M^2}{2\hbar Z_T} \rho^{(0)}_{11} \sqrt{\lambda_{32} \lambda_{31}} \cos \frac{\theta_1}{2} \sin \frac{\theta_1}{2} i (\omega^{(1)}_{31} - \omega_1) + \frac{1}{2} \Gamma^{(1)}_{31} + \frac{M^2}{2\hbar Z_T} \rho^{(0)}_{22} \sqrt{\lambda_{32} \lambda_{31}} \cos \frac{\theta_1}{2} \sin \frac{\theta_1}{2} i (\omega^{(1)}_{32} - \omega_1) + \frac{1}{2} \Gamma^{(1)}_{32}.
$$

(38)

The two resonant points of $G_1$ and $\eta_1$ are respectively at $\omega_1 = \omega^{(1)}_{31}$ and $\omega_1 = \omega^{(1)}_{32}$. As $\Omega_{21,1}$ is assumed larger than the decay rates, the two resonant points must be well separated. Therefore, we can determine from Eq. (37) that the transmitted signal with frequency $\omega_1$ can only be attenuated. At both points, $|G_1| (|\eta_1|)$ reaches their minimum (maximum) values respectively. To obtain the optimal attenuation or conversion efficiency, we can first minimize $\Gamma^{(1)}_{31}$ and $\Gamma^{(1)}_{32}$ where

$$
\Gamma^{(1)}_{31} = \frac{M^2}{\hbar Z_T} \left( \lambda_{31} + \lambda_{32} + \sin^2 \frac{\theta_1}{2} \lambda_{21} \right),
$$

(39)

$$
\Gamma^{(1)}_{32} = \frac{M^2}{\hbar Z_T} \left( \lambda_{31} + \lambda_{32} + \cos^2 \frac{\theta_1}{2} \lambda_{21} \right).
$$

(40)

The dephasing rates $\Gamma^{(1)}_{31}$ and $\Gamma^{(1)}_{32}$ can be further reduced to

$$
\Gamma^{(1)}_{31} = \frac{M^2}{\hbar Z_T} (\lambda_{31} + \lambda_{32}),
$$

(41)

$$
\Gamma^{(1)}_{32} = \frac{M^2}{\hbar Z_T} (\lambda_{31} + \lambda_{32}),
$$

(42)

in the limit that $\lambda_3 = \lambda_{32}/\lambda_{21} \gg 1$ and $\lambda_2 = \lambda_{31}/\lambda_{21} \gg 1$. We thus assume $\lambda_3 \gg 1$ and $\lambda_2 \gg 1$ in the following discussions of $\eta_1$ and $G_1$.

We now further seek the limitation value of $|G_1|$ when $\omega_1 = \omega^{(1)}_{31}$. In this case, $G_1$ is reduced to

$$
G_1 = 1 - \frac{\lambda_1}{(\lambda_1 + 1)(1 + y_1)} \frac{1}{1 + y_1},
$$

(43)

where $\lambda_1 = \lambda_{31}/\lambda_{32}$. Apparently, when $\lambda_1 \gg 1$ and $y_1 \ll 1$, the optimal gain for attenuation can reach

$$
G_1 = 0.
$$

(44)

In the resonant driving case, $y_1 = 1$, and the best gain for attenuation can reach

$$
G_1 = 3 \frac{3}{4}.
$$

(45)

under the condition $\lambda_1 \gg 1$. In Fig. 3(a), $G_1$ takes Eq. (43). We have plotted $|G_1|$ as functions of $y_1$ when $\lambda_1$ takes 0.2, 1, and 10, respectively. It can be easily seen that $|G_1|$ will decrease as $\lambda_1$ increases or $y_1$ decreases. It is a similar case when $\omega_1 = \omega^{(1)}_{32}$, where the gain becomes

$$
G_1 = 1 - \frac{\lambda_1}{(\lambda_1 + 1)(1 + y_1^{-1})} \frac{1}{1 + y_1^{-2}}.
$$

(46)

The similarity can be easily found between Eqs. (49) and (50). Thus, we directly have the optimal gain for attenuation

$$
G_1 = 0,
$$

(47)

when $\lambda_1 \gg 1$ and $y_1^{-1} \ll 1$. In the resonant driving case, $y_1 = 1$, and the optimal gain for attenuation can reach

$$
G_1 = \frac{3}{4}
$$

(48)

with the condition $\lambda_1 \gg 1$. The properties of $|G_1|$ when $G_1$ takes (50) can also be investigated through Fig. 3(a).

We now seek the limitation of $|\eta_1|$ when $\omega_1 = \omega^{(1)}_{31}$. In this case, $\eta_1$ is reduced to

$$
\eta_1 = \frac{\sqrt{\lambda_1}}{(\lambda_1 + 1) (1 + y_1 + y_1^{-1})} \sqrt{y_1^{-1}}.
$$

(49)

It can be proved that when $\lambda_1 = 1$ and $y_1 = 0.36349$, the optimal conversion efficiency reads

$$
\eta_1 = 0.19529.
$$

(50)

In the resonant driving case, $y_1 = 1$, and we have the optimal conversion efficiency

$$
\eta_1 = \frac{1}{8},
$$

(51)

under the condition $\lambda_1 = 1$. In Fig. 3(b), $\eta_1$ takes Eq. (49). We have plotted $|\eta_1|$ as functions of $y_1$ when $\lambda_1$ takes 0.2, 1, and 10, respectively. As $\lambda_1$ is given and $y_1$ increases, $|\eta_1|$ first increases to the maximum point and then falls towards zero. Given $y_1$, the maximum $|\eta_1|$ emerges at $\lambda_1 = 1$. It is a similar case when $\omega_1 = \omega^{(1)}_{32}$, where the conversion efficiency becomes

$$
\eta_1 = \frac{\sqrt{\lambda_1}}{(\lambda_1 + 1) (y_1^{-1} + 1) (1 + y_1^{-2})}.
$$

(52)

The similarity can be easily found between Eqs. (49) and (52). Thus, the optimal conversion efficiency reads

$$
\eta_1 = 0.19529,
$$

(53)

when $\lambda_1 = 1$ and $y_1^{-1} = 0.36349$. In the resonant driving case, i.e., $y_1 = 1$, we have the optimal conversion efficiency

$$
\eta_1 = \frac{1}{8}
$$

(54)

also under the condition $\lambda_1 = 1$. The properties of $|\eta_1|$ when $\eta_1$ takes (52) can also be investigated through Fig. 3(b).
The gain (a) $|G_1|$ and conversion efficiency (b) $|\eta_1|$ plotted as functions of $y_1$. Here, we have assumed that $\omega_1 = \omega_{31}^{(1)}$ and $\lambda_2, \lambda_3 \gg 1$. In both (a) and (b), $\lambda_1 = 0.2$ (solid blue), 1 (dash-dotted black), and 10 (dashed red), respectively.

### E. Probe type (2)

When $H_{pk}^{(1)}$ takes $H_{p2}^{(1)}$, using Eqs. 32-33, we have the linear response as

$$I_1^{(1)}(0, t) = \text{Re}\{\tilde{I}_s(\omega_2)e^{-i\omega_1 t}\} + \text{Re}\{\tilde{I}_s(\omega_2+)e^{-i\omega_2+ t}\}. \quad (55)$$

The amplitudes of both frequency components are respectively $I_1(\omega_2)$ and $I_1(\omega_2+)$. The gain of the incident current $I_{p2}$ is defined as $G_2 = 1 + I_1(\omega_2)/I_{p2}$, and the explicit expression is

$$G_2 = 1 - \frac{M^2}{2\hbar Z_T} \frac{\rho_{11}^{(0)}\lambda_{32}\sin^2 \frac{\theta_1}{2}}{i(\omega_3^{(1)} - \omega_{2+}) + \frac{1}{2}i\Gamma_3^{(1)}} - \frac{M^2}{2\hbar Z_T} \frac{\rho_{22}^{(0)}\lambda_{32}\cos^2 \frac{\theta_1}{2}}{i(\omega_3^{(1)} - \omega_{2+}) + \frac{1}{2}i\Gamma_3^{(1)}}. \quad (56)$$

Meanwhile, the corresponding efficiency of frequency down conversion is defined as $\eta_2 = I_1(\omega_2+)/I_{p2}\sqrt{\omega_3/\omega_{2+}}$ since $|\eta_2|^2$ represents the photon number of frequency $\omega_{2+}$ produced by each photon of frequency $\omega_2$ per unit time. The explicit expression of $\eta_2$ is hence

$$\eta_2 = \frac{M^2}{2\hbar Z_T} \frac{\sqrt{\lambda_{31}\lambda_{32}\rho_{11}^{(0)}} \sin \frac{\theta_1}{2} \cos \frac{\theta_1}{2}}{i(\omega_3^{(1)} - \omega_{2+}) + \frac{1}{2}i\Gamma_3^{(1)}} - \frac{M^2}{2\hbar Z_T} \frac{\sqrt{\lambda_{31}\lambda_{32}\rho_{22}^{(0)}} \sin \frac{\theta_1}{2} \cos \frac{\theta_1}{2}}{i(\omega_3^{(1)} - \omega_{2+}) + \frac{1}{2}i\Gamma_3^{(1)}}. \quad (57)$$

The two resonant points of $G_2$ and $\eta_2$ are respectively at $\omega_{2+} = \omega_{31}^{(1)}$ and $\omega_{2+} = \omega_{32}^{(1)}$. As we have assumed a sufficiently large $G_{21,1}$, the two resonant points must be well separated. Therefore, we can know from Eq. 56 that the transmitted signal with frequency $\omega_2$ can only be attenuated. At both points, $|G_2| (|\eta_2|)$ reaches their minimum (maximum) values respectively. As in probe type (1), we should also assume $\lambda_3 \gg 1$ and $\lambda_2 \gg 1$ in the following discussions for achieving optimal $|G_2|$ and $|\eta_2|$.

We now further seek the limitation value of $|G_2|$ when $\omega_{2+} = \omega_{31}^{(1)}$. In this case, $G_2$ is reduced to

$$G_2 = 1 - \frac{y_1}{(\lambda_1 + 1)(1 + y_1)} \frac{1}{1 + y_1}. \quad (58)$$

It can be proved that when $\lambda_1 \ll 1$, and $y_1 = 0.65730$, we can achieve the optimal gain for attenuation, that is,

$$G_2 = 0.72305. \quad (59)$$

In the resonant driving case, i.e., $y_1 = 1$, the optimal gain for attenuation can reach

$$G_2 = \frac{3}{4}. \quad (60)$$

under the condition $\lambda_1 \ll 1$. In Fig 3(a), $G_2$ takes Eq. 58. We have plotted $|G_2|$ as functions of $y_1$ when $\lambda_1$ takes 0.2, 1, and 10, respectively. When $y_1$ increases, $|G_2|$ will first decrease until meeting the minimum point and then switch to increase. As $\lambda_1$ increases, $|G_2|$ will also increase. It is a similar case when $\omega_{2+} = \omega_{32}^{(1)}$, where the gain becomes

$$G_2 = 1 - \frac{y_1^{-1}}{(\lambda_1 + 1)(1 + y_1^{-1})} \frac{1}{1 + y_1^{-2}}. \quad (61)$$

The similarity can be easily found between Eqs. 55 and 61. Thus we can obtain that when $\lambda_1 \ll 1$ and $y_1^{-1} = 0.65730$, the optimal gain for attenuation reads

$$G_2 = 0.72305. \quad (62)$$

In the resonant driving case, i.e., $y_1 = 1$, we have the optimal gain for attenuation

$$G_2 = \frac{3}{4}. \quad (63)$$

under the condition $\lambda_1 \ll 1$. When $G_2$ takes Eq. 61, $|G_2|$ can also be investigated through Fig 4(a).

We now seek the limitation of $|\eta_2|$ when $\omega_{2+} = \omega_{31}^{(1)}$. In this case, $\eta_2$ is reduced to

$$\eta_2 = \frac{\sqrt{\lambda_1}}{(\lambda_1 + 1)(1 + y_1)} \frac{\sqrt{y_1}}{(1 + y_1^{-1})}. \quad (64)$$

We find that Eqs. 54 and 41 are exactly of the same form. We thus directly give that when $\lambda_1 = 1$ and $y_1 = 0.36349$, the optimal conversion efficiency reads

$$\eta_2 = 0.19529. \quad (65)$$

In the resonant driving case, $y_1 = 1$, and the optimal conversion efficiency reads

$$\eta_2 = \frac{1}{8}. \quad (66)$$
when \( \lambda_1 = 1 \). It is a similar case when \( \omega_{2+} = \omega_{32}^{(1)} \), where the conversion efficiency becomes

\[
\eta_2 = -\frac{\sqrt{\lambda_1}}{(\lambda_1 + 1) (1 + y_1^{-1})} \sqrt{\frac{1}{y_1^2}}.
\]  

(67)

The similarity can be easily found between Eqs. (64) and (67). We hence obtain that when \( \lambda_1 = 1 \) and \( y_1^{-1} = 0.36349 \), the optimal conversion efficiency reads

\[
\eta_2 = 0.19529.
\]  

(68)

In the resonant driving case, \( y_1 = 1 \), and the optimal conversion efficiency reads

\[
\eta_2 = \frac{1}{8}.
\]  

(69)

when \( \lambda_1 = 1 \). For completeness, we also plot Fig. 4(b) for \( |\eta_2| \). Whether \( \eta_2 \) takes Eq. (64) or (67), the behaviours of \( |\eta_2| \) can be investigated through Fig. 4(b).

![Graph](image)

FIG. 4: (Color online) Probe type (2), driving type (1). The gain (a) \( |G_2| \) and conversion efficiency (b) \( |\eta_2| \) plotted as functions of \( y_1 \). Here, we have assumed that \( \omega_{2+} = \omega_{32}^{(1)} \) and \( \lambda_2, \lambda_3 \gg 1 \). In both (a) and (b), \( \lambda_1 = 0.2 \) (solid blue), 1 (dash-dotted black), and 10 (dashed red), respectively.

**IV. MICROWAVE ATTENUATION AND FREQUENCY CONVERSIONS FOR DRIVING TYPE (2)**

**A. Hamiltonian reduction**

In the driving type (2), the Hamiltonian \( H_{R}^{(2)}(t) \) can be given as

\[
H_{R}^{(2)}(t) = \hbar \Omega_{32,2} \exp(-i\omega_{32} t) \sigma_{32} + \text{H.c.}
\]  

(70)

with \( \Omega_{32,2} = -MI \tilde{I}_{d2}/2 \). The incident driving current is assumed as \( I_{d2}(x, t) = \text{Re}[\tilde{I}_{d2} e^{-i\omega_{32}(t-x/v)}] \) with the phase velocity \( v \). We assume that \( \Omega_{32,2} \) is a real number without loss of generality.

Corresponding to the Hamiltonian in Eq. (70), the Hamiltonian \( H_{pk}^{(2)}(t) \) with \( k = 3 \) or 4 are respectively

\[
H_{p3}^{(1)}(t) = -M \tilde{I}_{p3}(0, t),
\]  

(71)

\[
H_{p4}^{(1)}(t) = -M \tilde{I}_{p4}(0, t),
\]  

(72)

without RWA. The Hamiltonian in Eq. (11) with \( H_{R}^{(2)}(t) \) in Eq. (70) and \( H_{pk}^{(2)}(t) \) in Eq. (71) describes the frequency down conversion as shown in the up panel of Fig. 1(c). However, the Hamiltonian \( H_{pk}^{(2)}(t) \) can be written as for that the signal field is applied to the energy levels \( |1 \rangle \) and \( |2 \rangle \). That is, the Hamiltonian in Eq. (11) with \( H_{R}^{(2)}(t) \) in Eq. (70) and \( H_{pk}^{(2)}(t) \) in Eq. (72) describes the frequency up conversion as shown in the down panel of Fig. 1(c). The incident signal currents are assumed as \( I_{pk}(x, t) = \text{Re}[\tilde{I}_{pk} e^{-i\omega_k(t-x/v)}] \) with \( k = 3 \) or \( k = 4 \).

To remove the time dependence of \( \tilde{H}_{R}^{(2)} \), we now use a unitary transformation \( U_{d}^{(2)} = \exp(-i\omega_{32} t \sigma_{33}) \). Then at a frame rotating, we get an effective Hamiltonian

\[
\bar{H}_{eff}^{(2)} = \hbar \omega_{32} \sigma_{22} + \hbar (\omega_{21} + \Delta_{32,2}) \sigma_{33} + \hbar \Omega_{32,2} (\sigma_{32} + \sigma_{21})
\]

(73)

\[
= -MI \tilde{I}_{d}^{(2)}(t) (I_{L}(0, t) + I_{R}(0, t))
\]

(74)

\[
= -M \tilde{I}_{d}^{(2)}(t) I_{pk}(0, t),
\]

(75)

with driving detuning \( \Delta_{32,2} = \omega_{32} - \omega_{d2} \) and the transformed loop current \( \tilde{I}^{(2)}(t) = U_{d}^{(2)*} \tilde{I}^{(2)}(t) U_{d}^{(2)} \). Furthermore, we think driving strengths \( \Omega_{mn,l} \) are strong enough compared to the decay rates of the flux qubit circuit. Then, we should work in the eigen basis of the first three terms of Eq. (73). Thus, we apply to \( \tilde{H}_{eff}^{(2)} \) a unitary transformation \( U_{d}^{(2)} \) and its matrix elements have been listed in Appendix [3]. Here, \( \tilde{H}_{S}^{(2)} \) is treated as the system Hamiltonian originating from the first three terms in Eq. (73). In Eq. (75), the eigen frequencies are respectively

\[
\omega_{21}^{(2)} = \omega_{21} + \frac{1}{2} \left( \Delta_{32,2} - \sqrt{4 \Omega_{32,2}^2 + \Delta_{32,2}^2} \right)
\]  

(76)

\[
\omega_{31}^{(2)} = \omega_{21} + \frac{1}{2} \left( \Delta_{32,2} + \sqrt{4 \Omega_{32,2}^2 + \Delta_{32,2}^2} \right)
\]  

(77)

The Hamiltonian \( \tilde{H}_{pk}^{(2)} \) is a small quantity compared to \( \tilde{H}_{S}^{(2)} \) and hence will be treated as the perturbation to the system Hamiltonian. Besides, \( \tilde{H}_{T}^{(2)} \) determines the dissipation of the system into the 1D open space. Without fast oscillating terms neglected, \( \tilde{H}_{pk}^{(2)} \) can be further reduced to

\[
\tilde{H}_{p3} = \hbar \varepsilon_{21,3} e^{-i\omega_{32} t} \sigma_{21} + \hbar \varepsilon_{31,3} e^{-i\omega_{42} t} \sigma_{31} + \text{H.c.}
\]  

(78)

\[
\tilde{H}_{p4} = \hbar \varepsilon_{21,4} e^{-i\omega_{42} t} \sigma_{21} + \hbar \varepsilon_{31,4} e^{-i\omega_{42} t} \sigma_{31} + \text{H.c.}
\]  

(79)
where $\omega_{3-} = \omega_3 - \omega_{d2}$ is the produced difference frequency, and the coupling energy parameters are

\begin{align}
\hbar \varepsilon_{21,3} &= \frac{1}{2} M \sin \frac{\theta_2}{2} \hat{I}_{p3} I_{31}, \\
\hbar \varepsilon_{31,3} &= \frac{1}{2} M \cos \frac{\theta_2}{2} \hat{I}_{p3} I_{31}, \\
\hbar \varepsilon_{21,4} &= -\frac{1}{2} M \sin \frac{\theta_2}{2} \hat{I}_{p4} I_{21}, \\
\hbar \varepsilon_{31,4} &= \frac{1}{2} M \sin \frac{\theta_2}{2} \hat{I}_{p4} I_{21}.
\end{align}

(82)

B. Dynamics of the system and its solutions

Using the detailed parameters of $\bar{\varepsilon}^{(2)}(t)$ in Appendix [3] we can derive that the reduced density matrix $\chi$ of the system is governed by the following master equation [55]

\[ \frac{\partial \chi}{\partial t} = \frac{1}{\hbar} [H^{(2)}_S + H^{(2)}_{pk}, \chi] + \mathcal{L}[\chi]. \]

(86)

We must mention we work in the picture defined by unitary transformations $U^{(1)}_d$ and $U^{(1)}_r$. The dissipation of the system is described via the Lindblad term

\[ \mathcal{L}[\chi] = \sum_m \left( \sum_{k \neq m} \gamma^{(2)}_{km} \chi_{kk} - \sum_{k \neq m} \gamma^{(2)}_{mk} \chi_{mm} \right) \sigma_{mm} - \sum_{m \neq n} \frac{1}{2} \Gamma^{(2)}_{mn} \chi_{mn} \sigma_{mn}. \]

(87)

Here, $\chi_{mn} \equiv \chi_{mn}(t)$ are matrix elements of the reduced density operator $\chi(t)$. The relaxation and dephasing rates can be calculated as $\gamma^{(2)}_{km} = \frac{M^2}{\hbar \varepsilon^{(2)}_k} K^{(2)}_{km}$ and $\Gamma^{(2)}_{mn} = \frac{M^2}{\hbar \varepsilon^{(2)}_k} \left( \sum_{k \neq m} K^{(2)}_{mk} + \sum_{k \neq m} K^{(2)}_{mk} + K^{(2)}_{mm} \right)$ from hypotheses (1), (2), and (4) in Sec. [3]. The explicit expressions of $K^{(2)}_{mn}$ and $\Gamma^{(2)}_{mn}$ are given in Appendix [3].

Then we seek the solutions of Eq. (86) in the form of a power series expansion in the magnitude of $\bar{H}^{(2)}_{pk}$, such that the solution of the form

\[ \chi(t) = \chi^{(0)}(t) + \chi^{(1)}(t) + \cdots + \chi^{(r)}(t) + \cdots, \]

(88)

for the reduced density matrix $\chi$ of the three-level system. Here, $\chi^{(0)}$ is the steady state solution when no signal field is applied to the system. However the $r$th-order reduced density matrix $\chi^{(r)}(t)$ is proportional to $r$th order of $\bar{H}^{(2)}_{pk}$.

In the first order approximation, we have

\[ \frac{\partial \chi^{(0)}}{\partial t} = \frac{1}{\hbar} [H^{(2)}_S, \chi^{(0)}] + \mathcal{L}[\chi^{(0)}], \]

\[ \frac{\partial \chi^{(1)}}{\partial t} = \frac{1}{\hbar} [H^{(2)}_S, \chi^{(1)}] + \frac{1}{\hbar} [\bar{H}^{(2)}_{pk}, \chi^{(0)}] + \mathcal{L}[\chi^{(1)}]. \]

(89)

The solutions of Eq. (89) is

\[ \chi^{(0)} = 1. \]

(91)

And the other terms of $\chi^{(0)}$ are all zeros. Having obtained $\chi^{(0)}$, we can further solve Eq. (88). When $\bar{H}^{(2)}_{pk}$ takes $\bar{H}^{(2)}_{ps}$, we have the nonzero matrix elements of $\chi^{(1)}$ as follows,

\[ \chi^{(1)}_{21} = \chi^{(1)*}_{12} = -\frac{i \varepsilon^{(2)}_{21} e^{-i\omega_{3-} t}}{t (\omega^{(2)}_{31} - \omega_{3-}) + \frac{1}{2} \Gamma^{(2)}_{21}}, \]

\[ \chi^{(1)}_{31} = \chi^{(1)*}_{13} = -\frac{i \varepsilon^{(2)}_{31} e^{-i\omega_{3-} t}}{t (\omega^{(2)}_{31} - \omega_{3-}) + \frac{1}{2} \Gamma^{(2)}_{31)}. \]

(92)

(93)

When $\bar{H}^{(2)}_{pk}$ takes $\bar{H}^{(2)}_{p4}$, we have the nonzero matrix elements of $\chi^{(1)}$ as follows,

\[ \chi^{(1)}_{21} = \chi^{(1)*}_{12} = -\frac{i \varepsilon^{(2)}_{21} e^{-i\omega_{4} t}}{t (\omega^{(2)}_{21} - \omega_{4}) + \frac{1}{2} \Gamma^{(2)}_{21}}, \]

\[ \chi^{(1)}_{31} = \chi^{(1)*}_{13} = -\frac{i \varepsilon^{(2)}_{31} e^{-i\omega_{4} t}}{t (\omega^{(2)}_{31} - \omega_{4}) + \frac{1}{2} \Gamma^{(2)}_{31}). \]

(94)

(95)

C. Scattered current

The scattered current at $x = 0$, similarly to driving type (1), can be represented by

\[ I_{s2}(0, t) = -\frac{i M}{2Z_T} \sum_{mnk} \delta^{(2)}_{mnk} \bar{I}^{(2)}_{mnk} e^{i\omega_{mnk} t}\chi_{nm}, \]

(96)

with $\delta^{(2)}_{mnk} = \omega_{mn} + \nu_{mnk}$. Here, we have assumed that the matrix element of $\bar{I}^{(2)}(t)$ is of the form $\bar{I}^{(2)}_{mnk}(t) = \sum_{\ell} \delta^{(2)}_{mnk} e^{i\omega_{mnk} t}$. We hereby also expand the scattered current as $I_{s2} = \sum_{\ell = 0}^{\infty} I^{(\ell)}_{s2}$, where $I^{(\ell)}_{s2}$ is in the $r$th order of $\bar{H}^{(2)}_{pk}$. In this paper, we only care about the linear response of $\bar{H}^{(2)}_{pk}$, that is,

\[ I^{(1)}_{s2}(0, t) = -\frac{i M}{2Z_T} \sum_{mnk} \delta^{(2)}_{mnk} \bar{I}^{(2)}_{mnk} e^{i\omega_{mnk} t}\chi^{(1)}_{nm}. \]

(97)

D. Probe type (3)

When $H^{(2)}_{pk}$ takes $\bar{H}^{(2)}_{p2}$, using Eqs. [4]-[5], we have the linear response as

\[ I^{(1)}_{s2}(0, t) = \text{Re}\{ \bar{I}_{s2}(\omega_3) e^{-i\omega t} \} + \text{Re}\{ \bar{I}_{s2}(\omega_{3-}) e^{-i\omega_{3-} t} \}, \]

(98)

where $\omega_{3-} = \omega_3 - \omega_{d2}$ is the produced difference frequency. The amplitudes of both frequency components are respectively $\bar{I}_{s2}(\omega_3)$ and $\bar{I}_{s2}(\omega_{3-})$. The gain of the
incident current $I_{p3}$ is defined as $G_3 = 1 + \tilde{I}_{s2}(\omega_3)/\tilde{I}_{p3}$, and the explicit expression is

$$G_3 = 1 - \frac{M^2}{2hZ_T} \left( \frac{\omega_3}{2} \right) \frac{\lambda_{31} \sin^2 \theta_2}{\lambda_{31} \cos^2 \theta_2} \left( \frac{\omega_3}{2} \right) + \frac{1}{2} \frac{\Gamma(2)}{\Gamma(2)}.$$

(99)

Meanwhile, the corresponding efficiency of frequency down conversion is defined as $\eta_3 = I_{s2}(\omega_3)/I_{p3} \sqrt{\omega_3/\omega_3}$ since $|\eta_3|^2$ represents the photon number of frequency $\omega_3$ per unit time. The explicit expression of $\eta_3$ is hence

$$\eta_3 = \frac{M^2}{2hZ_T} \left( \frac{\omega_3}{2} \right) \frac{\lambda_{31} \sin^2 \theta_2}{\lambda_{31} \cos^2 \theta_2} \left( \frac{\omega_3}{2} \right) + \frac{1}{2} \frac{\Gamma(2)}{\Gamma(2)}.$$

(100)

The two resonant points of $G_3$ and $\eta_3$ are respectively at $\omega_{31} = \omega_{21}$ and $\omega_{31} = \omega_{21}$. As we have assumed a sufficiently large $\Omega_{32,2}$, the two resonant points must be well separated. Therefore, we can determine from Eq. (99) that the transmitted signal with frequency $\omega_3$ can only be attenuated. At both points, $|G_3| (|\eta_3|)$ reaches their minimum (maximum) values respectively. To obtain the optimal attenuation or conversion efficiency, we can first minimize $\Gamma_{21}^{(2)}$ and $\Gamma_{31}^{(2)}$ where

$$\Gamma_{21}^{(2)} = \frac{M^2}{hZ_T} \left[ \frac{\lambda_{21} \cos^2 \theta_2}{2} + (\lambda_{31} + \lambda_{32}) \sin^2 \frac{\theta_2}{2} \right],$$

$$\Gamma_{31}^{(2)} = \frac{M^2}{hZ_T} \left[ \frac{\lambda_{21} \sin^2 \theta_2}{2} + (\lambda_{31} + \lambda_{32}) \cos^2 \frac{\theta_2}{2} \right].$$

(101)

(102)

The dephasing rates $\Gamma_{21}^{(2)}$ and $\Gamma_{31}^{(2)}$ can be further reduced to

$$\Gamma_{21}^{(2)} = \frac{M^2}{hZ_T} \left[ \frac{\lambda_{21} \cos^2 \theta_2}{2} + \lambda_{31} \sin^2 \frac{\theta_2}{2} \right],$$

$$\Gamma_{31}^{(2)} = \frac{M^2}{hZ_T} \left[ \frac{\lambda_{21} \sin^2 \theta_2}{2} + \lambda_{31} \cos^2 \frac{\theta_2}{2} \right].$$

(103)

(104)

in the limit that $\lambda_1 = \lambda_{31}/\lambda_{32} \gg 1$ and $\lambda_3 = \lambda_{32}/\lambda_{21} \ll 1$. We thus assume $\lambda_1 \gg 1$ and $\lambda_3 \ll 1$ in the following discussions of $\eta_3$ and $G_3$.

We now further seek the limitation value of $|G_3|$ when $\omega_{31} = \omega_{21}$. In this case, $G_3$ is reduced to

$$G_3 = 1 - \frac{\lambda_{2y_2}}{1 + \lambda_{2y_2}},$$

(105)

with $y_2 = \tan^2 (\theta_2/2)$. Apparently, when $\lambda_{2y_2} \gg 1$, the optimal gain for attenuation reads

$$G_3 = 0.$$ 

(106)

In the resonant driving case, $y_2 = 1$, and the optimal attenuation $G_3 = 0$ is also achievable with $\lambda_2 \gg 1$. In Fig. 5(a), $G_3$ takes Eq. (105). We have plotted $|G_3|$ as a function of $\lambda_{2y_2}$. When $\lambda_{2y_2}$ increases, $|G_3|$ also shows decrease towards zero. It is a similar case when $\omega_{31} = \omega_{21}$, where the gain becomes

$$G_3 = 1 - \frac{\lambda_{2y_2}}{1 + \lambda_{2y_2}}.$$ 

(107)

The similarity can be easily found between Eqs. (105) and (107). Thus, the optimal gain for attenuation reads

$$G_3 = 0.$$ 

(108)

when the condition $\lambda_{2y_2} \gg 1$ is satisfied. In the resonant driving case, $y_2 = 1$, and the optimal gain for attenuation $G_3 = 0$ is also achieved with $\lambda_2 \gg 1$. When $G_3$ takes Eq. (107), the properties of $|G_3|$ can also be investigated through Fig. 5(a).

We now seek the limitation of $|\eta_3|$ when $\omega_{31} = \omega_{21}$. In this case, $\eta_3$ is reduced to

$$\eta_3 = \frac{\sqrt{\lambda_{2y_2}}}{1 + \lambda_{2y_2}}.$$ 

(109)

When $\lambda_{2y_2} = 1$, the optimal conversion efficiency reads

$$\eta_3 = \frac{1}{2}.$$ 

(110)

In the resonant driving case, $y_2 = 1$, and the optimal conversion efficiency $\eta_3 = 1/2$ is also achievable when $\lambda_2 = 1$. In Fig. 5(b), $\eta_3$ takes Eq. (110). We have plotted $|\eta_3|$ as a function of $\lambda_{2y_2}$. When $\lambda_{2y_2}$ increases, we find that $|\eta_3|$ first increases to the optimal point and then falls towards zero. It is a similar case when $\omega_{31} = \omega_{21}$, where the conversion efficiency reads

$$\eta_3 = -\frac{\sqrt{\lambda_{2y_2}}}{1 + \lambda_{2y_2}}.$$ 

(111)

The similarity can be easily found between Eqs. (111) and (110). When $\lambda_{2y_2} = 1$, we have the optimal conversion efficiency

$$\eta_3 = \frac{1}{2}.$$ 

(112)

In the resonant driving case, $y_2 = 1$, and the optimal conversion efficiency $\eta_3 = -1/2$ is also accessible with $\lambda_2 = 1$. When $\eta_3$ takes Eq. (111), the property of $|\eta_3|$ can be similarly investigated through Fig. 5(b).

E. Probe type (4)

When $H_{pk}^{(2)}$ takes $H_{pk}^{(2)}$, using Eqs. (94)-(95), we have the linear response as

$$I_{s2}^{(1)}(0, t) = \text{Re} \{ \tilde{I}_{s2}(\omega_4)e^{-i\omega_4 t} \} + \text{Re} \{ \tilde{I}_{s2}(\omega_4)e^{-i\omega_4 t} \}.$$ 

(113)
The transmitted signal with frequency \( \omega_{4+} \) is described by Eq. (117). When \( \lambda_3 \ll 1 \), we have assumed that \( \omega_{3-} = \omega_{21} \), \( \lambda_1 \gg 1 \), and \( \lambda_3 \ll 1 \). The amplitudes of both frequency components are respectively \( \tilde{I}(\omega_4) \) and \( \tilde{I}(\omega_{4+}) \). The gain of the incident current \( I_{p4} \) is defined as \( G_4 = 1 + \tilde{I}_s(\omega_4)/\tilde{I}_{p4} \), and the explicit expression is

\[
G_4 = 1 - \frac{M^2}{2 \hbar Z_T} \frac{\lambda_{21} \cos^2 \frac{\theta_2}{2} + \frac{1}{2} \Gamma_2^{(2)}(2)}{\omega_{21} - \omega_4 + \frac{1}{2} \Gamma_2^{(2)}(2)} - \frac{M^2}{2 \hbar Z_T} \frac{\lambda_{13} \sin^2 \frac{\theta_3}{2}}{\omega_{31} - \omega_4 + \frac{1}{2} \Gamma_3^{(2)}(3)}.
\]

(114)

Similarly, the corresponding efficiency of frequency conversion is defined as \( \eta_4 = \tilde{I}(\omega_{4+})/\tilde{I}_{p4} \sqrt{\omega_4/\omega_{4+}} \). The gain of the incident current \( I_{p4} \) is defined as \( G_4 = 1 + \tilde{I}_s(\omega_4)/\tilde{I}_{p4} \), and the explicit expression is

\[
\eta_4 = \frac{M^2}{2 \hbar Z_T} \frac{\lambda_{21} \cos^2 \frac{\theta_2}{2} + \frac{1}{2} \Gamma_2^{(2)}(2)}{\omega_{21} - \omega_4 + \frac{1}{2} \Gamma_2^{(2)}(2)} - \frac{M^2}{2 \hbar Z_T} \frac{\lambda_{13} \sin^2 \frac{\theta_3}{2}}{\omega_{31} - \omega_4 + \frac{1}{2} \Gamma_3^{(2)}(3)}.
\]

(115)

The two resonant points of \( G_4 \) and \( \eta_4 \) are respectively at \( \omega_{4+} = \omega_{21}^{(2)} \) and \( \omega_{4+} = \omega_{31}^{(2)} \). As we have assumed a sufficiently large \( \Omega_{32,2} \), the two points must be well separated. Therefore, we can determine from Eq. (114) that the transmitted signal with frequency \( \omega_{4+} \) can only be attenuated. At both points, \( |G_4| (|\eta_4|) \) reaches their minimum (maximum) values respectively. In the following discussions, we will similarly assume \( \lambda_1 \gg 1 \) and \( \lambda_3 \ll 1 \) just as in probe type (3).

We now further seek the limitation value of \( |G_4| \) when \( \omega_{4+} = \omega_{21}^{(2)} \). In this case, \( G_4 \) is hence reduced to

\[
G_4 = 1 - \frac{1}{1 + \lambda_2 y_2}.
\]

(116)

When \( \lambda_2 y_2 \ll 1 \), we have the optimal gain for attenuation reading

\[
G_4 = 0.
\]

(117)

In the resonant driving case, \( y_2 = 1 \), and the optimal gain for attenuation \( G_4 = 0 \) is also achievable when \( \lambda_2 \ll 1 \). In Fig. (a), \( G_4 \) takes \( \eta_4 \). We have plotted \( |G_4| \) as the function of \( \lambda_2 y_2 \). When \( \lambda_2 y_2 \) increase, \( |G_4| \) exhibits increase towards one. It is a similar case when \( \omega_{4+} = \omega_{31}^{(2)} \), where the gain becomes

\[
G_4 = 1 - \frac{1}{1 + \lambda_2 y_2}.
\]

(118)

The similarity can be seen easily between Eqs. (118) and (119). Thus when \( \lambda_2 y_2^{-1} \ll 1 \), the optimal gain attenuation reads

\[
G_4 = 0.
\]

(119)

In the resonant driving case, \( y_2 = 1 \), and the optimal gain for attenuation is also \( G_4 = 0 \) with \( \lambda_2 \ll 1 \). When \( G_4 \) takes Eq. (118), the behaviours of \( |G_4| \) can be similarly explained through Fig. (a).

We now seek the limitation value of \( \eta_4 \) when \( \omega_{4+} = \omega_{21}^{(2)} \). In this case, the conversion efficiency \( \eta_4 \) is reduced to

\[
\eta_4 = \frac{\sqrt{\lambda_2 y_2}}{1 + \lambda_2 y_2}.
\]

(120)

Apparently, Eqs. (120) and (119) are of the same form. We hence directly have that when \( \lambda_2 y_2 = 1 \), the optimal conversion efficiency reads

\[
\eta_4 = \frac{1}{2}.
\]

(121)

In the resonant driving case, \( y_2 = 1 \), and the optimal conversion efficiency is also \( \eta_4 = 1/2 \) with \( \lambda_2 = 1 \). It is a similar case when \( \omega_{4+} = \omega_{31}^{(2)} \), where

\[
\eta_4 = -\frac{\sqrt{\lambda_2 y_2^{-1}}}{1 + \lambda_2 y_2^{-1}}.
\]

(122)

When \( \lambda_2 y_2^{-1} = 1 \), the optimal conversion efficiency reads

\[
\eta_4 = -\frac{1}{2}.
\]

(123)

In the resonant driving case, \( y_2 = 1 \), and the optimal conversion efficiency is also \( \eta_4 \ll -1/2 \) with \( \lambda_2 = 1 \). For completeness, we also plot Fig. (b) for \( |\eta_4| \). Whether \( \eta_4 \) takes Eq. (120) or (122), the behaviours of \( |\eta_4| \) can be investigated through Fig. (b).
only be attenuated and not be amplified in both cases. However the frequency conversion can be realized. We now study the frequency conversion and the amplification (or attenuation) of incident signal field for the driving type (3), in which the energy levels \([1]\) and \([3]\) are driven by the strong pump field, and the signal field is used to couple either the energy levels \([1]\) and \([2]\) or the energy levels \([2]\) and \([3]\). In this driving case, we find that the incident signal field can be amplified. The detailed analysis is given below.

\[ H = \hbar \omega_1 \sigma_{11} + \hbar \omega_2 \sigma_{22} + \hbar \omega_3 \sigma_{33}, \]

(124)

with \(\Omega_{31,3} = -MI_{31} I_{33}/2\). The incident driving current is assumed as \(I_{33}(x,t) = \text{Re}[I_{33} e^{-i\omega_{33}(t-x/v)}]\) with the phase velocity \(v\). The strength \(\Omega_{31,3}\) is assumed as a real number without loss of generality.

Corresponding to the Hamiltonian in Eq. \((124)\), the Hamiltonian \(H_{p_5}^{(3)}(t)\) with \(k = 5\) or \(6\) are respectively

\[ H_{p_5}^{(1)}(t) = -M I_{p_5}(0,t), \]

\[ H_{p_6}^{(1)}(t) = -M I_{p_6}(0,t), \]

(125)

(126)

without RWA. The Hamiltonian in Eq. \((11)\) with \(H_{R_5}^{(3)}(t)\) in Eq. \((124)\) and \(H_{p_5}^{(3)}(t)\) in Eq. \((125)\) describes the frequency up conversion as shown in the up panel of Fig. \(1(d)\). However, the Hamiltonian \(H_{p_6}^{(3)}(t)\) can be written as for that the signal field is applied to the energy levels \([2]\) and \([3]\). That is, the Hamiltonian in Eq. \((11)\) with \(H_{p_6}^{(3)}(t)\) in Eq. \((120)\) and \(H_{p_4}^{(2)}(t)\) in Eq. \((126)\) describes the frequency down conversion as shown in the down panel of Fig. \(1(c)\). The incident signal currents are assumed as \(I_{p_k}(x,t) = \text{Re}[I_{p_k} e^{-i\omega_k(t-x/v)}]\) with \(k = 5\) or \(k = 6\).

To remove the time dependence of \(H^{(3)}\), we now use a unitary transformation \(U^{(3)}_{d} = \exp(-i\omega_{33}t\sigma_{33})\). Then at a frame rotating, we get an effective Hamiltonian

\[ H^{(3)}_{\text{eff}} = \hbar \omega_{21} \sigma_{22} + \hbar \Delta_{31,3} \sigma_{33} + \hbar \Omega_{31,3} (\sigma_{31} + \sigma_{13}) - M\tilde{I}^{(3)}(t)(I_L(0,t) + I_R(0,t)) - M\tilde{I}^{(3)}(t)I_{p_k}(0,t), \]

(127)

with driving detuning \(\Delta_{31,3} = \omega_{31} - \omega_{33}\) and loop current \(\tilde{I}^{(3)}(t) = U^{(3)}_{d}\tilde{I}^{(3)}U^{(3)}_{d}\). Furthermore, we think driving strengths \(\Omega_{mn,l}\) are strong enough compared to the decay rates of the flux qubit circuit. Then, we should work in the eigen basis of the first three terms of Eq. \((127)\). Thus, we apply to \(H^{(3)}_{\text{eff}}\) a unitary transformation \(U^{(3)}_{r} = \exp(-i\theta_3(-i\omega_{31} + i\omega_{13})/2)\) with \(\theta_3 = 2\Omega_{31,3}/\Delta_{31,3}\), yielding

\[ \tilde{H}^{(3)}_{\text{eff}} = H^{(3)}_{S} + \tilde{H}^{(3)}_{pk} + \tilde{H}^{(3)}_{T}, \]

(128)

where

\[ H^{(3)}_{S} = \hbar \omega_1^{(3)} \sigma_{11} + \hbar \omega_2^{(3)} \sigma_{22} + \hbar \omega_3^{(3)} \sigma_{33}, \]

(129)

\[ \tilde{H}^{(3)}_{pk} = -M\tilde{I}^{(3)}(t)I_{p_k}(0,t), \]

(130)

\[ \tilde{H}^{(3)}_{T} = -M\tilde{I}^{(3)}(t)(I_L(0,t) + I_R(0,t)). \]

(131)

Here, the loop current \(\tilde{I}^{(3)}(t) = U^{(3)}_{r}\tilde{I}^{(3)}U^{(3)}_{r}\) and its matrix elements have been listed in Appendix. Here, \(H^{(3)}_{S}\) is treated as the system Hamiltonian originating from the first three terms in Eq. \((133)\). In Eq. \((133)\), the eigen frequencies are respectively

\[ \omega_1^{(3)} = \frac{1}{2}(\Delta_{31,3} - \sqrt{4\Omega_{31,3}^2 + \Delta_{31,3}^2}), \]

\[ \omega_2^{(3)} = \omega_{21}, \]

\[ \omega_3^{(3)} = \frac{1}{2}(\Delta_{31,3} + \sqrt{4\Omega_{31,3}^2 + \Delta_{31,3}^2}). \]

(132)

(133)

(134)

The Hamiltonian \(\tilde{H}^{(3)}_{pk}\) is a small quantity compared to \(H^{(3)}_{S}\) and hence will be treated as the perturbation to the system Hamiltonian. Besides, \(H^{(3)}_{T}\) determines the dissipation of the system into the 1D open space. With fast oscillating terms neglected, \(\tilde{H}^{(3)}_{pk}\) can be further reduced to

\[ \tilde{H}_{p_5} = \hbar \varepsilon_{21,5} e^{-i\omega_5 t} \sigma_{21} + \hbar \varepsilon_{32,5} e^{-i\omega_5 t} \sigma_{32} + \text{h.c.}, \]

(135)

\[ \tilde{H}_{p_6} = \hbar \varepsilon_{21,6} e^{-i\omega_6 t} \sigma_{12} + \hbar \varepsilon_{32,6} e^{-i\omega_6 t} \sigma_{32} + \text{h.c.}. \]

(136)

where \(\omega_6 = \omega_{d3} - \omega_6\) is the produced difference fre-
quency, and the coupling energy parameters are

\[
\begin{align*}
\hbar \varepsilon_{21,5} &= -\frac{M \cos \frac{2\pi}{T} \tilde{F}_{p5}(0)}{2} I_{21}, \\
\hbar \varepsilon_{32,5} &= -\frac{M \sin \frac{2\pi}{T} \tilde{F}_{p5}}{2} I_{21}, \\
\hbar \varepsilon_{21,6} &= -\frac{\hbar \sin \frac{2\pi}{T} \tilde{F}_{p6} I_{22}}{2}, \\
\hbar \varepsilon_{32,6} &= -\frac{\hbar \cos \frac{2\pi}{T} \tilde{F}_{p6} I_{32}}{2}.
\end{align*}
\]

(137) (138) (139) (140)

B. Dynamics of the system and its solutions

Using the detailed parameters of \( \tilde{F}^{(3)}(t) \) in Appendix C, we can derive that the reduced density matrix \( s \) of the system is governed by the following master equation

\[
\frac{\partial s}{\partial t} = \frac{1}{i\hbar} \left[ H^{(3)}_{S} + \tilde{H}^{(3)}_{pk}, s \right] + \mathcal{L}[s].
\]

(141)

We must mention we work in the picture defined by unitary transformations \( U_{d}^{(1)} \) and \( U_{r}^{(1)} \). The dissipation of the system is described via the Lindblad term

\[
\mathcal{L}[s] = \sum_{m} \left( \sum_{k \neq m} \gamma_{k}^{(3)} s_{kk} - \sum_{k \neq m} \gamma_{mk}^{(3)} s_{mm} \right) \sigma_{mn} - \sum_{m \neq n} \frac{1}{2} \Gamma_{mn}^{(2)} s_{mn} \sigma_{mn}.
\]

(142)

Here, \( s_{mn} \equiv s_{mn}(t) \) are matrix elements of the reduced density operator \( s(t) \). The relaxation and dephasing rates can be calculated as \( \gamma_{mn}^{(3)} = \frac{M_{mn}^{2}}{M} K_{mn}^{(3)} \) and \( \Gamma_{mn}^{(3)} = \frac{M_{mn}^{2}}{M} \left( \sum_{k \neq m} K_{mk}^{(3)} + \sum_{k \neq n} K_{nk}^{(3)} + K_{oomn}^{(3)} \right) \) from hypotheses (1), (2), and (4) in Sec. III. The explicit expressions of \( K_{mn}^{(3)} \) and \( K_{oomn}^{(3)} \) given in Appendix C.

Then we seek the solutions of Eq. (86) in the form of a power series expansion in the magnitude of \( \tilde{H}^{(3)}_{pk} \), that is, a solution of the form

\[
s(t) = s^{(0)} (t) + s^{(1)} (t) + \cdots + s^{(r)} (t) + \cdots,
\]

(143)

for the reduced density matrix \( s \) of the three-level system. Here, \( s^{(0)} \) is the steady state solution when no signal field is applied to the system. However, the \( r \)th-order reduced density matrix \( s^{(r)} (t) \) is proportional to \( r \)th order of \( \tilde{H}^{(3)}_{pk} \).

In the first order approximation, we have

\[
\begin{align*}
\frac{\partial s^{(0)}}{\partial t} &= \frac{1}{i\hbar} \left[ H^{(3)}_{S}, s^{(0)} \right] + \mathcal{L}[s^{(0)}], \\
\frac{\partial s^{(1)}}{\partial t} &= \frac{1}{i\hbar} \left[ H^{(2)}_{S}, s^{(1)} \right] + \frac{1}{i\hbar} \left[ H^{(3)}_{pk}, s^{(0)} \right] + \mathcal{L}[s^{(1)}].
\end{align*}
\]

(144) (145)

The solutions of Eq. (144) are

\[
\begin{align*}
s_{11}^{(0)} &= \frac{\lambda_{21}}{\lambda_{21} y_{2}^{2} + \lambda_{32} y_{3} + \lambda_{21}}, \\
ns_{22}^{(0)} &= \frac{\lambda_{32} y_{3}}{\lambda_{21} y_{2}^{2} + \lambda_{32} y_{3} + \lambda_{21}}, \\
ns_{33}^{(0)} &= \frac{\lambda_{21} y_{2}^{2}}{\lambda_{21} y_{2}^{2} + \lambda_{32} y_{3} + \lambda_{21}}.
\end{align*}
\]

(146) (147) (148)

all of which are \( \lambda_{31} \) independent. And the other terms of \( s^{(0)} \) are all zeros. Having obtained \( s^{(0)} \), we can future solve Eq. (145). When \( \tilde{H}^{(3)}_{pk} \) takes \( \tilde{F}^{(3)}_{p5} \), we have the nonzero matrix elements of \( s^{(1)} \) as follows,

\[
\begin{align*}
s_{21}^{(1)} &= \frac{i \varepsilon_{21,5} e^{-i\omega_{5} t}}{\omega_{5} + i} \left( s_{22}^{(0)} - s_{11}^{(0)} \right), \\
ns_{32}^{(1)} &= \frac{i \varepsilon_{32,5} e^{i\omega_{5} t}}{\omega_{5} + i} \left( s_{33}^{(0)} - s_{22}^{(0)} \right).
\end{align*}
\]

(149) (150)

when \( \tilde{H}^{(3)}_{pk} \) takes \( \tilde{F}^{(3)}_{p6} \), we have the nonzero matrix elements of \( s^{(1)} \) as follows,

\[
\begin{align*}
s_{21}^{(1)} &= \frac{i \varepsilon_{21,6} e^{-i\omega_{6} - i\omega_{5} t}}{\omega_{6} - \omega_{5} + i} \left( s_{22}^{(0)} - s_{11}^{(0)} \right), \\
ns_{32}^{(1)} &= \frac{i \varepsilon_{32,6} e^{i\omega_{6} t}}{\omega_{6} + i} \left( s_{33}^{(0)} - s_{22}^{(0)} \right).
\end{align*}
\]

(151) (152)

C. Scattered current

The scattered current at \( x = 0 \), similarly to driving type (1), can be represented by

\[
I_{x3}(0,t) = -\frac{i M}{2 Z T} \sum_{mnk} \delta_{mnk} \tilde{I}_{mnk}^{(3)} e^{i \nu_{mnk} \xi} s_{nm},
\]

(153)

with \( \delta_{mnk}^{(3)} = \omega_{mn}^{(3)} + j \nu_{mn}^{(3)} \). Here, we have assumed that the matrix element of \( \tilde{I}^{(3)}(t) \) is of the form \( \tilde{I}_{mnk}^{(3)}(t) = \sum_{\nu} \tilde{I}_{mnk}^{(3)} e^{i \nu_{mnk} \xi} \). We hereby also expand the scattered current as \( I_{x3} = \sum_{r=0}^{\infty} I_{x3}^{(r)} \), where \( I_{x3}^{(r)} \) is in the \( r \)th order of \( \tilde{H}_{pk}^{(3)} \). In this present paper, we are only interested in the linear response of \( \tilde{H}_{pk}^{(3)} \), that is,

\[
\tilde{I}_{x3}^{(1)}(0,t) = -\frac{i M}{2 Z T} \sum_{mnk} \delta_{mnk}^{(3)} \tilde{I}_{mnk}^{(3)} e^{i \nu_{mnk} \xi} s_{nm}^{(1)}.
\]

(154)
D. Probe type (5)

When $H_{pk}^{(3)}$ takes $H_{rk}^{(3)}$, using Eqs. (149)-(150), we have the linear response as

$$I_{s3}^{(1)}(0, t) = \text{Re}\{I_{s3}(\omega_5)e^{-i\omega_5 t} + I_{s5}(\omega_5 + \omega_s) + I_{s5}(\omega_5 + \omega_s + \omega_3) - \text{Re}\{I_{s5}(\omega_5 + \omega_3) + I_{s5}(\omega_5 + \omega_3 + \omega_4)\} \}$$

where $\omega_5 = \omega_5 - \omega_5$ is the produced difference frequency. The amplitudes of both frequency components are respectively $I_{s3}(\omega_5)$ and $I_{s5}(\omega_5 + \omega_3)$. The gain of the incident current $I_{p5}$ is defined as $G_5 = 1 + I_{s3}(\omega_5)/I_{p5}$, and the explicit expression is

$$G_5 = 1 + \frac{M^2}{2\hbar Z_T} \left( \frac{(s_{22}^{(5)} - s_{11}^{(5)})}{2} \lambda_{21} \cos^2 \theta_1 + \frac{i(\omega_2^{(5)} - \omega_5)}{2} \right)$$

Meanwhile, the corresponding efficiency of frequency down conversion is defined as $\eta_5 = I_{s3}(\omega_5 + \omega_3)/I_{p5} \omega_5/\omega_s$ since $\eta_5^2$ represents the photon number of frequency $\omega_5$ produced by each photon of frequency $\omega_s$ per unit time. The explicit expression of $\eta_5$ is hence

$$\eta_5 = \frac{M^2\sqrt{\lambda_{32}\lambda_{21}} \cos \theta_1 \sin \theta_2}{2\hbar Z_T} \left[ \frac{(s_{22}^{(5)} - s_{11}^{(5)})}{2} \right] \exp(-i\arg I_{p5}^{(5)}).$$

The two resonant points of $G_5$ and $\eta_5$ are respectively at $\omega_5 = \omega_2^{(5)}$ and $\omega_5 = \omega_3^{(5)}$. As we have assumed a sufficiently large $\Omega_{31,3}$, the two points must be well separated. Therefore, we can determine from Eq. (156) that the transmitted signal with frequency $\omega_5$ can be both attenuated and amplified depending on the sign of $s_{22}^{(5)} - s_{11}^{(5)}$ or $s_3^{(5)} - s_2^{(5)}$. At both points, $|G_5|$ reaches the maximum or minimum gain, while $|\eta_5|$ reaches the maximum conversion efficiency. To obtain the optimal attenuation, amplification, or conversion efficiency, we can first minimize $\Gamma_{21}^{(5)}$ and $\Gamma_{32}^{(5)}$ whose expressions are respectively

$$\Gamma_{21}^{(5)} = \frac{M^2}{hZ_T} \left( \lambda_{21} \cos^2 \theta_1 + \sin^2 \theta_2 \lambda_{sum} \right),$$

$$\Gamma_{32}^{(5)} = \frac{M^2}{hZ_T} \left( \sin^2 \theta_1 \lambda_{21} + \cos^2 \theta_2 \lambda_{sum} \right).$$

Here, $\lambda_{sum} = \lambda_{21} + \lambda_{32} + \lambda_{31}$. The dephasing rates $\Gamma_{21}^{(5)}$ and $\Gamma_{32}^{(5)}$ can be further reduced to

$$\Gamma_{21}^{(5)} = \frac{M^2}{hZ_T} \left[ \lambda_{21} \cos^2 \theta_1 + \sin^2 \theta_2 \lambda_{21} + \lambda_{31} \right],$$

$$\Gamma_{32}^{(5)} = \frac{M^2}{hZ_T} \left[ \lambda_{21} + \lambda_{32} \right] \cos^2 \theta_1 + \sin^2 \theta_2 \lambda_{21},$$

in the limit that $\lambda_1 \ll 1$ and $\lambda_2 \ll 1$. We thus assume $\lambda_1 \ll 1$ and $\lambda_2 \ll 1$ in the following discussions of $\eta_5$ and $G_5$.

When $\omega_5$ is near $\omega_2^{(5)}$, the amplification condition (i.e., $s_{22}^{(5)} - s_{11}^{(5)} > 0$) is

$$\lambda_{32} \lambda_{21} - 1 \gg 0,$$

and the attenuation condition (i.e., $s_{22}^{(5)} - s_{11}^{(5)} < 0$) is

$$\lambda_{32} \lambda_{21} - 1 \ll 0,$$

We now further seek the limitation value of $|G_5|$ when $\omega_5 = \omega_2^{(5)}$. In this case, $G_5$ is reduced to

$$G_5 = 1 + \frac{1}{1 + y_3 + \lambda_{32} \lambda_{21} y_3^2 + \lambda_{32} + 1},$$

using $y_3 = \tan^2(\theta_3/2)$. In Eq. (157), $y_3$ and $\lambda_{32} \lambda_{21}$ will be regarded as independent parameters. In the amplification case, $|G_5|$ can be maximized, yielding

$$G_5 = 1 + \frac{1}{1 + 1 + y_3 + \lambda_{32} \lambda_{21} y_3^2 + \lambda_{32} + 1},$$

where the condition for $\lambda_{32} \lambda_{21}$ becomes $\lambda_{32} \lambda_{21} = 3$. In the resonant driving case, using Eq. (158), the optimal $G_5$ for amplification can be reduced to

$$G_5 = 1 + \frac{1}{1 + y_3 + \lambda_{32} + 1},$$

where the conditions become $y_3 = 1$ and $\lambda_{32} = 4$. In the attenuation case, $|G_5|$ can be minimized, yielding

$$G_5 = 1 - \frac{1}{y_3 + y_3^2 + y_3 + 1},$$

when $\lambda_{32} \lambda_{21} \ll 1$. Furthermore, the condition $y_3 \ll 1$ yields the optimal gain for attenuation, that is,

$$G_5 = 0.$$
\(\lambda_3 y_3 > 1, |G_5|\) sequentially exhibits attenuation (\(|G_5| < 1\)), transparency (\(|G_5| = 1\)), and amplification (\(|G_5| > 1\)). Despite the regime of \(\lambda_3 y_3\), the increase of \(y_3\) will always weaken the attenuation or amplification of the probe signal.

When \(\omega_5\) is near \(-\omega_{32}^{(3)}\), The amplification condition (i.e., \(s^{(0)}_{33} - s^{(0)}_{22} < 0\)) is

\[\lambda_3 y_3^{-1} > 1,\]  \hspace{1cm} (171)

and the attenuation condition (i.e., \(s^{(0)}_{33} - s^{(0)}_{22} > 0\)) is

\[\lambda_3 y_3^{-1} < 1.\]  \hspace{1cm} (172)

We now further seek the limitation value of \(|G_5|\) when \(\omega_5 = -\omega_{32}^{(3)}\). In this case, \(G_5\) is reduced to

\[G_5 = 1 + \frac{1}{1 + y_3^{-1} + \lambda_3 y_3^{-1}} \frac{\lambda_3 y_3^{-1} - 1}{1 + \lambda_3 y_3^{-1} + y_3^{-2}}.\]  \hspace{1cm} (173)

The similarity can be easily seen between Eqs. (173) and (166). We thus directly have that in the amplification case, the gain \(G_5\) for amplification can be maximized as

\[G_5 = 1 + \frac{1}{(\sqrt{B_1} + \sqrt{B_2})^2},\]  \hspace{1cm} (174)

when \(\lambda_3 y_3^{-1} = \sqrt{B_1} B_2 + 1\) with \(B_1 = y_3^{-1} + 2, B_2 = y_3^{-2} + 2\). Furthermore, optimal gain for amplification can be achieved as

\[G_5 = \frac{1}{8},\]  \hspace{1cm} (175)

when \(y_3^{-1} \ll 1\) and \(\lambda_3 y_3^{-1} = 3\). From Eq. (174), the optimal gain for amplification can be reduced to

\[G_5 = \frac{1}{12},\]  \hspace{1cm} (176)

in the resonant driving case where the conditions are \(y_3 = 1, \lambda_3 = 4\). In the attenuation case, the gain for attenuation can be minimized as

\[G_5 = 1 - \frac{1}{y_3^{-2} + y_3^{-1} + 1},\]  \hspace{1cm} (177)

when \(\lambda_3 y_3^{-1} \ll 1\). Furthermore, the condition \(y_3^{-1} \ll 1\) yields the optimal gain for attenuation, that is,

\[G_5 = 0.\]  \hspace{1cm} (178)

From Eq. (177), the optimal \(G_5\) for attenuation can be reduced to

\[G_5 = \frac{3}{4},\]  \hspace{1cm} (179)

in the resonant driving case where the condition are \(y_3 = 1, \lambda_3 \ll 1\). The behaviours of \(|G_5|\) can be similarly explained through Fig. (7a) when \(G_5\) takes Eq. (173).

We now seek the limitation of \(|\eta_5|\) when \(\omega_5 = \omega_{32}^{(3)}\). In this case, the conversion efficiency \(\eta_5\) is reduced to

\[\eta_5 = \frac{\exp(-i \arg \tilde{I}_{p5}) \sqrt{\lambda_3 y_3^{-1}}}{1 + y_3 + \lambda_3 y_3^{-1} + 1 + \lambda_3 y_3 + y_3^{-2}}.\]  \hspace{1cm} (180)

Here, \(y_3\) and \(\lambda_3 y_3\) will be continuously treated as independent. When \(y_3 \ll 1\), the conversion efficiency \(\eta_5\) can be maximized as

\[\eta_5 = \frac{\exp(-i \arg \tilde{I}_{p5}) \sqrt{\lambda_3 y_3^{-1}}}{1 + \lambda_3 y_3^{-1} + 1 + \lambda_3 y_3}.\]  \hspace{1cm} (181)

Furthermore, the condition \(\lambda_3 y_3 = 3 \pm 2\sqrt{2}\) yields the optimal conversion efficiency as

\[\eta_5 = \pm \frac{1}{4} \exp(-i \arg \tilde{I}_{p5}).\]  \hspace{1cm} (182)

In the resonant driving case, \(y_3 = 1, \lambda_3 = 4\), and the optimal conversion efficiency reads

\[\eta_5 = 0.19838 \exp(-i \arg \tilde{I}_{p5}).\]  \hspace{1cm} (183)

under the condition \(\lambda_3 = (9 + \sqrt{73}) / 2\). In Fig. (7b), \(\eta_5\) takes Eq. (180). We have plotted \(|\eta_5|\) as the functions of \(\lambda_3 y_3\) when \(y_3\) takes 0, 1, and 2, respectively. When \(\lambda_3 y_3 = 1\), we can see \(|\eta_5| = 0\), indicating the switch off of conversion process. Besides this point, there are two peaks. When \(y_3 = 0\), the two peaks are of the same value. When \(y_3\) takes 1 and 2, the peak at the right takes the largest value. Besides, the larger value \(y_3\) takes, the smaller \(|\eta_5|\) becomes. It is a similar case when \(\omega_{5,1} = -\omega_{32}^{(3)}\), where the conversion efficiency becomes

\[\eta_5 = \frac{(1 - \lambda_3 y_3^{-1}) \sqrt{\lambda_3 y_3^{-1}} \exp(-i \arg \tilde{I}_{p5})}{(1 + \lambda_3 y_3^{-1} + y_3^{-2} \lambda_3 y_3^{-1} + y_3^{-2} + 1)}.\]  \hspace{1cm} (184)

The similarity can be easily found between Eqs. (183) and (180). Thus, it can be directly given that at \(y_3^{-1} \ll 1\) and \(\lambda_3 y_3^{-1} = 3 \pm 2\sqrt{2}\), the optimal conversion efficiency reads

\[\eta_5 = \pm \frac{1}{4} \exp(-i \arg \tilde{I}_{p5}).\]  \hspace{1cm} (185)

In the resonant driving case, \(y_3 = 1, \lambda_3 = 4\), and the optimal conversion efficiency reads

\[\eta_5 = -0.19836\]  \hspace{1cm} (186)

when \(\lambda_3 = (9 + \sqrt{73}) / 2\). When \(\eta_5\) takes Eq. (184), the behaviour of \(|\eta_5|\) can also be explained through Fig. (7b).

### E. Probe type (6)

When \(H_{pk}^{(2)}\) takes \(H_{p6}^{(2)}\), using Eqs. (151)-(152), we have the linear response as

\[I_{s3}^{(1)}(0, t) = \text{Re}\{\tilde{I}_{s3}(\omega_0)e^{-i\omega_0 t}\} + \text{Re}\{\tilde{I}_{s3}(\omega_0^{-})e^{-i\omega_0^{-} t}\}.\]  \hspace{1cm} (187)
The amplitudes of both frequency components are respectively $I_{\delta 3}(\omega_6)$ and $\tilde{I}_{\delta 3}(\omega_6)$. The gain of the incident current $I_{\delta 6}$ is defined as $G_6 = 1 + I_{\delta 3}(\omega_6)/\tilde{I}_{\delta 6}$, and the explicit expression is

$$G_6 = 1 - \frac{M^2 \lambda_{32} \sin^2 \frac{\theta_2}{2} \left( s_{22}^{(0)} - s_{11}^{(0)} \right)}{2hZ T i \left( \omega_6 - \omega_3^{(3)} \right) + \frac{i}{2} \Gamma_{21}^{(3)}} + \frac{M^2 \lambda_{32} \cos^2 \frac{\theta_2}{2} \left( s_{33}^{(0)} - s_{22}^{(0)} \right)}{2hZ T i \left( \omega_6 - \omega_3^{(3)} \right) + \frac{i}{2} \Gamma_{32}^{(3)}}. \quad (188)$$

Meanwhile, the corresponding efficiency of frequency down conversion is defined as $\eta_6 = I(\omega_6)/\tilde{I}_{\delta 6} \sqrt{\omega_6/\omega_6}$ since $|\eta_6|^2$ represents the photon number of frequency $\omega_6$ per unit time. The explicit expression of $\eta_6$ is hence

$$\eta_6 = \frac{M^2 \sqrt{\lambda_{21} \lambda_{32}} \sin^2 \frac{\theta_2}{2} \left[ \left( s_{22}^{(0)} - s_{11}^{(0)} \right) - i \left( \omega_6 - \omega_3^{(3)} \right) + \frac{i}{2} \Gamma_{21}^{(3)} \right] \exp(-i \arg \tilde{I}_{\delta 6})}{-2hZ T \left( s_{33}^{(0)} - s_{22}^{(0)} \right) - i \left( \omega_6 - \omega_3^{(3)} \right) + \frac{i}{2} \Gamma_{32}^{(3)}}. \quad (189)$$

The two resonant points of $G_6$ and $\eta_6$ are respectively at $\omega_{6-} = \omega_3^{(3)}$ and $\omega_{6-} = -\omega_3^{(3)}$. As we have assumed a sufficiently large $\Omega_{31,3}$, the two points must be well separated. Therefore, we can determine from Eq. (50) that the transmitted signal with frequency $\omega_6$ can be both attenuated or amplified. At both points, $|G_6|$ reaches the maximum gain and maximum conversion efficiency, while $|\eta_6|$ reaches the maximum conversion efficiency. We will similarly assume $\lambda_1 \ll 1$ and $\lambda_2 \ll 1$ as in probe type (5) in the following discussions of $\eta_6$ and $G_6$.

We now further seek the limitation value of $|G_6|$ when $\omega_{6-} = \omega_3^{(3)}$. In this case, $G_6$ is reduced to

$$G_6 = 1 - \frac{y_3 \lambda_3}{1 + y_3 + y_3 \lambda_3} \frac{y_3 \lambda_3 - 1}{1 + y_3 + y_3 \lambda_3 + y_3^2}. \quad (190)$$

In the amplification case, the gain can be maximized as

$$G_6 = 1 + \frac{1}{(\sqrt{A_1 A_4} + \sqrt{A_2 A_3})^2}, \quad (191)$$

when $\lambda_3 y_3 = (\sqrt{A_1 A_2 / A_3 A_4} - 1)$ with $A_3 = y_3 + 1$, and $A_4 = y_3^2 + 1$. Furthermore, the condition $y_3 \ll 1$ yields the optimal gain for amplification, i.e.,

$$G_6 = \frac{1}{8}. \quad (192)$$

where the condition for $\lambda_3 y_3$ becomes $\lambda_3 y_3 = 1/3$. From Eq. (191), the optimal gain for amplification can be reduced to

$$G_6 = \frac{1}{24}, \quad (193)$$

in the resonant case, where the conditions are $y_3 = 1$ and $\lambda_3 = 2/5$. In the attenuation case, the condition $\lambda_3 y_3 \gg 1$ yields the optimal gain for attenuation

$$G_6 = 0. \quad (194)$$

In the resonant driving case, the conditions become $y_3 = 1$ and $\lambda_3 \gg 1$ where the optimal gain for attenuation is still $G_6 = 0$. In Fig. 5, $G_6$ takes Eq. (190). We have plotted $|G_6|$ as the function of $\lambda_3 y_3$ when $y_3$ takes 0, 1, and 4, respectively. When $\lambda_3 y_3$ changes from $\lambda_3 y_3 < 1$, to $\lambda_3 y_3 = 1$, and then to $\lambda_3 y_3 > 1$, $|G_6|$ sequentially exhibits amplification ($|G_6| > 1$), transparency ($|G_6| = 1$), and attenuation ($|G_6| < 1$). Despite the regime of $\lambda_3 y_3$, the increase of $y_3$ will always weaken the attenuation or amplification of the probe signal. It is a similar case when $\omega_6 = -\omega_3^{(3)}$, where the gain becomes

$$G_6 = 1 + \frac{\lambda_3 y_3 - 1}{1 + y_3^{-1} + \lambda_3 y_3^{-1} + \lambda_3 y_3^{-1} + y_3^{-2}}. \quad (195)$$

The similarity can be easily found between Eqs. (195) and (194). Thus, we directly have that the gain for amplification can be optimized as

$$G_6 = 1 + \frac{1}{(\sqrt{B_1 B_4} + \sqrt{B_2 B_3})^2}, \quad (196)$$

when $\lambda_3 y_3^{-1} = \left( \sqrt{B_1 B_2 / B_3 B_4} + 1 \right)^{-1}$ with $B_1 = y_3^{-1} + 2$, $B_2 = y_3^{-2} + 2$, $B_3 = 1 + y_3^{-1}$, and $B_4 = 1 + y_3^{-2}$. Furthermore, the condition $y_3^{-1} \ll 1$ yields the optimal gain for amplification

$$G_6 = \frac{1}{8}. \quad (197)$$

where $\lambda_3 y_3^{-1} = 1/3$. From Eq. (196), the gain for amplification can be reduced to

$$G_6 = \frac{1}{24}. \quad (198)$$
with the condition $y_3 = 1$ and $\lambda_3 = 2/5$. In the attenuation case, the condition $\lambda_3 y_3^{-1} \gg 1$ yields the optimal gain as

$$G_6 = 0.$$  \hspace{1cm} (199)

In the resonant case, the conditions become $y_3 = 1$ and $\lambda_3 \gg 1$ where the optimal gain for attenuation is still $G_6 = 0$. When $G_6$ takes Eq. (195), the behaviour of $|G_6|$ can also be investigated through Fig. 195(a).

We now seek the limitation of $|\eta_6|$ when $\omega_\pm = \omega^{(3)}_\pm$. In this case, $|\eta_6|$ is reduced to

$$|\eta_6| = -\frac{\exp(-i \arg \tilde{I}_{\rho 6}) \sqrt{\lambda_3 y_3} \left(1 - \lambda_3 y_3^{-1}\right)}{1 + y_3 + \lambda_3 y_3}.$$  \hspace{1cm} (200)

We find Eqs. (200) and (180) are equivalent except for a global constant. We thus directly have the optimal conversion efficiency

$$|\eta_6| = -\frac{1}{4} \exp (-i \arg \tilde{I}_{\rho 6}).$$  \hspace{1cm} (201)

when $y_3 \ll 1$ and $\lambda_3 y_3 = 3 \pm 2\sqrt{2}$. In the resonant driving case, $y_3 = 1$, and the optimal conversion efficiency becomes

$$|\eta_6| = -0.198 \times 38 \exp (-i \arg \tilde{I}_{\rho 6}),$$  \hspace{1cm} (202)

in the condition that $\lambda_3 = (9 + \sqrt{73})/2$. It is a similar case when $\omega_\pm = -\omega^{(3)}_{32}$, where the conversion efficiency becomes

$$|\eta_6| = -\frac{\exp(-i \arg \tilde{I}_{\rho 6}) \sqrt{\lambda_3 y_3^{-1}} \left(1 - \lambda_3 y_3^{-1}\right)}{1 + y_3^{-1} + \lambda_3 y_3^{-1}}.$$  \hspace{1cm} (203)

With the condition $y_3^{-1} \ll 1$ and $\lambda_3 y_3^{-1} = 3 \pm 2\sqrt{2}$, the optimal conversion efficiency reaches

$$|\eta_6| = -\frac{1}{4} \exp (-i \arg \tilde{I}_{\rho 6}).$$  \hspace{1cm} (204)

In the resonant driving case, $y_3 = 1$, and we can achieve the optimal conversion efficiency as

$$|\eta_6| = 0.198 \times 38 \exp (-i \arg \tilde{I}_{\rho 6}),$$  \hspace{1cm} (205)

when $\lambda_3 = (9 + \sqrt{73})/2$. For completeness, we also plot Fig. 8(b). Both Eqs. (201) and (203) can be described by Fig. 8(b).

VI. CONCLUSIONS AND DISCUSSIONS

In summary, using a three-level three-junction flux qubit circuit as an example, we study how the frequency conversion and signal amplification (or attenuation) can be realized when the inversion symmetry of the potential energy is broken. We mention that the microwave amplification has recently been experimentally realized in a three-level system constructed by four-junction flux qubit circuits. However, our study provides a full picture for understanding the microwave frequency conversion and amplification (or attenuation) in the case of all possible driving and probing. As a summary, we list in Table II the maximum (or minimum) gains and maximum conversion efficiencies at different driving and probe types. The conditions for achieving these values are also appended in this table.

Based on different configurations of the applied driving and probing fields, we classify our study into three types. We find that a single three-level superconducting flux qubit circuit is enough to complete the microwave frequency conversion, amplification (or attenuation) of weak signal fields. In particular, we find, (i) in the driving types (1) and (2), the three-level system can convert the driving and signal fields into the ones with new frequencies, which we call down conversion or up conversion, respectively. Due to the energy loss in the reflection and conversion, the incident signal field suffers the attenuation after transmitted in these two driving types; (ii) however, both amplification and attenuation can occur in the driving type (3), whether the amplification or the attenuation depends on the parameter condition; (iii) given a definite flux bias, when the driving and signal detunings are adjusted properly, the maximum conversion efficiencies and gains nearly do not depend on the driving strength.
Although our study focuses on a three-level superconducting flux qubit circuit, the method used here can be easily applied to a superconducting phase \(^{13, 47}\) and Xmon \(^{60}\) qubit circuits or other quantum circuits in which the inversion symmetry of their potential energy is broken. In contrast to large anharmonicity of the flux qubit circuits, the superconducting phase and Xmon qubit circuits have small anharmonicity. Therefore the information leakage should be more carefully studied when these processes are demonstrated. We note that the transmon qubit circuits \(^{60, 61}\) have well defined symmetry when the effective offset charge is at the optimal point, thus the transmon qubit circuit for its three lowest energy levels has ladder-type transitions, and the three-wave mixing cannot be realized. However, when the effective offset charge is not at the optimal point, the three-wave mixing can also occur in such system.

It is well known that single superconducting artificial atom can be strongly coupled to different quantized microwave fields through the circuit QED technique. For example, correlated emission lasing has been demonstrated using a single three-level flux qubit circuit which is coupled to two quantized microwave modes in a transmission line resonator, and a classical field is coherently converted into other two different mode fields of microwave fields. Thus, the semiclassical treatment here for microwave field can be easily modified to the quantum case. In this case, our model can be used to study controllable generation of single and entangled microwave photon states using a single artificial atom. This will be very important for quantum information processing on superconducting quantum chip.
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Appendix A: Parameters for driving type (1)

1. Expressions of $I_{mn}^{(1)}(t)$

\begin{align}
\tilde{I}_{11}^{(1)}(t) &= I_{11} \cos^2 \frac{\theta_1}{2} + I_{22} \sin^2 \frac{\theta_1}{2} \\
&\quad - I_{12} \cos \frac{\theta_1}{2} \sin \frac{\theta_1}{2} \exp(-i \omega_d t) \\
&\quad - I_{21} \cos \frac{\theta_1}{2} \sin \frac{\theta_1}{2} \exp(i \omega_d t), \quad (A1)
\end{align}

\begin{align}
\tilde{I}_{22}^{(1)}(t) &= I_{11} \sin^2 \frac{\theta_1}{2} + I_{22} \cos^2 \frac{\theta_1}{2} \\
&\quad + I_{12} \cos \frac{\theta_1}{2} \sin \frac{\theta_1}{2} \exp(-i \omega_d t) \\
&\quad + I_{21} \cos \frac{\theta_1}{2} \sin \frac{\theta_1}{2} \exp(i \omega_d t), \quad (A2)
\end{align}

\begin{align}
\tilde{I}_{33}^{(1)}(t) &= I_{33}, \quad (A3)
\end{align}

\begin{align}
\tilde{I}_{21}^{(1)}(t) &= \tilde{I}_{12}^{(1)*}(t) = (I_{11} - I_{22}) \cos \frac{\theta_1}{2} \sin \frac{\theta_1}{2} \\
&\quad - I_{12} \sin^2 \frac{\theta_1}{2} \exp(-i \omega_d t) \\
&\quad + I_{21} \cos^2 \frac{\theta_1}{2} \exp(i \omega_d t), \quad (A4)
\end{align}

\begin{align}
\tilde{I}_{31}^{(1)}(t) &= \tilde{I}_{13}^{(1)*}(t) = I_{31} \cos \frac{\theta_1}{2} \\
&\quad + I_{32} \sin \frac{\theta_1}{2} \exp(-i \omega_d t), \quad (A5)
\end{align}

\begin{align}
\tilde{I}_{32}^{(1)}(t) &= \tilde{I}_{23}^{(1)*}(t) = I_{31} \sin \frac{\theta_1}{2} \\
&\quad + I_{32} \cos \frac{\theta_1}{2} \exp(-i \omega_d t). \quad (A6)
\end{align}

2. Expressions of $K_{mk}^{(1)}$ and $K_{\phi mk}^{(1)}$

\begin{align}
K_{\phi 21}^{(1)} &= 4 \cos^2 \frac{\theta_1}{2} \sin^2 \frac{\theta_1}{2} \lambda_{21}, \quad (A7)
\end{align}

\begin{align}
K_{\phi 21}^{(1)} &= \cos^2 \frac{\theta_1}{2} \sin^2 \frac{\theta_1}{2} \lambda_{21}, \quad (A8)
\end{align}

\begin{align}
K_{\phi 31}^{(1)} &= \cos^2 \frac{\theta_1}{2} \sin^2 \frac{\theta_1}{2} \lambda_{31}, \quad (A9)
\end{align}

\begin{align}
K_{\phi 32}^{(1)} &= \cos^2 \frac{\theta_1}{2} \sin^2 \frac{\theta_1}{2} \lambda_{32}, \quad (A10)
\end{align}

\begin{align}
K_{21}^{(1)} &= \cos^4 \frac{\theta_1}{2} \lambda_{21}, \quad (A11)
\end{align}

\begin{align}
K_{12}^{(1)} &= \sin^4 \frac{\theta_1}{2} \lambda_{21}, \quad (A12)
\end{align}

\begin{align}
K_{32}^{(1)} &= \cos^2 \frac{\theta_1}{2} \lambda_{31} + \cos^2 \frac{\theta_1}{2} \lambda_{32}, \quad (A13)
\end{align}

\begin{align}
K_{31}^{(1)} &= \cos^2 \frac{\theta_1}{2} \lambda_{31} + \sin^2 \frac{\theta_1}{2} \lambda_{32}, \quad (A14)
\end{align}

\begin{align}
K_{23}^{(1)} &= K_{13} = 0. \quad (A15)
\end{align}

Appendix B: Parameters for driving type (2)

1. Expressions of $I_{mn}^{(2)}(t)$

\begin{align}
\bar{I}_{11}^{(2)}(t) &= I_{11}, \quad (B1)
\end{align}

\begin{align}
\bar{I}_{22}^{(2)}(t) &= I_{22} \cos^2 \frac{\theta_2}{2} + I_{33} \sin^2 \frac{\theta_2}{2} \\
&\quad - I_{23} \cos \frac{\theta_2}{2} \sin \frac{\theta_2}{2} \exp(-i \omega_d t) \\
&\quad - I_{32} \cos \frac{\theta_2}{2} \sin \frac{\theta_2}{2} \exp(i \omega_d t), \quad (B2)
\end{align}

\begin{align}
\bar{I}_{33}^{(2)}(t) &= I_{22} \sin^2 \frac{\theta_2}{2} + I_{33} \cos^2 \frac{\theta_2}{2} \\
&\quad + I_{23} \cos \frac{\theta_2}{2} \sin \frac{\theta_2}{2} \exp(-i \omega_d t) \\
&\quad + I_{32} \cos \frac{\theta_2}{2} \sin \frac{\theta_2}{2} \exp(i \omega_d t), \quad (B3)
\end{align}

\begin{align}
\bar{I}_{21}^{(2)}(t) &= \bar{I}_{12}^{(2)*}(t) = I_{21} \cos \frac{\theta_2}{2} \\
&\quad - I_{31} \sin \frac{\theta_2}{2} \exp(i \omega_d t), \quad (B4)
\end{align}

\begin{align}
\bar{I}_{31}^{(2)}(t) &= \bar{I}_{13}^{(2)*}(t) = I_{31} \sin \frac{\theta_2}{2} \\
&\quad + I_{31} \cos \frac{\theta_2}{2} \exp(i \omega_d t), \quad (B5)
\end{align}

\begin{align}
\bar{I}_{32}^{(2)}(t) &= \bar{I}_{23}^{(2)*}(t) = (I_{22} - I_{33}) \cos \frac{\theta_2}{2} \sin \frac{\theta_2}{2} \\
&\quad - I_{23} \sin \frac{\theta_2}{2} \exp(-i \omega_d t) \\
&\quad + I_{32} \cos \frac{\theta_2}{2} \exp(i \omega_d t). \quad (B6)
\end{align}
2. Expressions of $K_{mk}^{(2)}$ and $K_{\phi_{mk}}^{(2)}$

\[ K_{\phi 21}^{(2)} = \cos^2 \frac{\theta_2}{2} \sin \frac{\theta_2}{2} \lambda_{32}, \]  
\quad \text{(B7)}

\[ K_{\phi 31}^{(2)} = \cos^2 \frac{\theta_2}{2} \sin \frac{\theta_2}{2} \lambda_{32}, \]  
\quad \text{(B8)}

\[ K_{\phi 32}^{(2)} = 4 \cos^2 \frac{\theta_2}{2} \sin^2 \frac{\theta_2}{2} \lambda_{32}, \]  
\quad \text{(B9)}

\[ K_{21}^{(2)} = \lambda_{21} \cos^2 \frac{\theta_2}{2} + \lambda_{31} \sin^2 \frac{\theta_2}{2}, \]  
\quad \text{(B10)}

\[ K_{32}^{(2)} = \lambda_{32} \cos^4 \frac{\theta_2}{2}, \]  
\quad \text{(B11)}

\[ K_{31}^{(2)} = \lambda_{21} \sin^2 \frac{\theta_2}{2} + \lambda_{31} \cos^2 \frac{\theta_2}{2}, \]  
\quad \text{(B12)}

\[ K_{23}^{(2)} = \lambda_{32} \sin^4 \frac{\theta_2}{2}. \]  
\quad \text{(B13)}

\[ K_{13}^{(2)} = K_{12}^{(2)} = 0. \]  
\quad \text{(B14)}

Appendix C: Parameters for driving type (3)

1. Expressions of $I_{mk}^{(3)} (t)$

\[ \bar{I}_{11}^{(3)} (t) = I_{11} \cos^2 \frac{\theta_3}{2} + I_{33} \sin \frac{\theta_3}{2} \]  
\[ - I_{13} \cos \frac{\theta_3}{2} \sin \frac{\theta_3}{2} \exp (-i\omega_{dl} t) \]  
\[ - I_{31} \cos \frac{\theta_3}{2} \sin \frac{\theta_3}{2} \exp (i\omega_{dl} t) \]  
\quad \text{(C1)}

\[ \bar{I}_{22}^{(3)} (t) = I_{22} \]  
\quad \text{(C2)}

\[ \bar{I}_{12}^{(3)} (t) = I_{12} \cos \frac{\theta_3}{2} \]  
\[ - I_{13} \cos \frac{\theta_3}{2} \sin \frac{\theta_3}{2} \exp (-i\omega_{dl} t) \]  
\[ + I_{31} \cos \frac{\theta_3}{2} \sin \frac{\theta_3}{2} \exp (i\omega_{dl} t) \]  
\quad \text{(C3)}
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