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Abstract

We investigate rational homology cobordisms of 3-manifolds with non-zero first Betti number. This is motivated by the natural generalization of the slice-ribbon conjecture to multicomponent links. In particular we consider the problem of which rational homology $S^1 \times S^2$'s bound rational homology $S^1 \times D^3$'s. We give a simple procedure to construct rational homology cobordisms between plumbed 3-manifold. We introduce a family $\mathcal{F}$ of plumbed 3-manifolds with $b_1 = 1$. By adapting an obstruction based on Donaldson's diagonalization theorem we characterize all manifolds in $\mathcal{F}$ that bound rational homology $S^1 \times D^3$'s. For all these manifolds a rational homology cobordism to $S^1 \times S^2$ can be constructed via our procedure. The family $\mathcal{F}$ is large enough to include all Seifert fibered spaces over the 2-sphere with vanishing Euler invariant. In a subsequent paper we describe applications to arborescent link concordance.
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1 Introduction

The study of concordance properties of classical knots and links in the 3-sphere is a highly active field of research in low dimensional topology. Problems in this area involve a wide range of techniques, from the use of sophisticated combinatorial invariants derived from knot homology theories to the interplay with 3 and 4-manifold topology.

One of the most famous unsolved problems in this field is the so called slice-ribbon conjecture. A knot $K \subset S^3$ is smoothly slice if it bounds a properly embedded smooth disk in the 4-ball. A smoothly slice knot is ribbon if the spanning disk $D^2 \subset D^4$ can be chosen so that there are no local maxima of the radial function $\rho : D^4 \to [0, 1]$ restricted to the image of $D^2$. The slice ribbon conjecture states that every slice knot is ribbon. Since it was first formulated by Fox in 1962 (as a question rather than a conjecture) there have been many efforts towards understanding
slice and ribbon knots. One stimulating aspect of this topic is that it naturally leads to several related questions on 3-manifold topology.

In [14] Lisca proved that the slice ribbon conjecture holds true for 2-bridge knots. He used an obstruction based on Donaldson’s diagonalization theorem to determine which lens spaces bound rational homology balls. This technique has been used by Lecuona in [12] to prove that the slice ribbon conjecture holds true for an infinite family of Montesinos knots. In [5] Donald refined the obstruction used by Lisca to determine which connected sums of lens spaces embed smoothly in $S^4$. The starting point of this work is an adaption of these ideas to the study of slice links with more than one component.

The basic idea of [14] can be described as follows. If a knot $K$ is slice its branched double cover $\Sigma(K)$ is a rational homology sphere that bounds a rational homology ball $W$. If $K$ is a 2-bridge knot then $\Sigma(K)$ is a lens space, say $L(p, q)$. Each lens space is the boundary of a canonical plumbed 4-manifold $X(p, q)$ with negative definite intersection form. By taking the union $X' = X(p, q) \cup -W$ we obtain a smooth closed oriented 4-manifold with unimodular, negative definite intersection form, and by Donaldson’s diagonalization theorem this intersection form is diagonalizable over the integers. The inclusion $X(p, q) \hookrightarrow X'$ induces an embedding of intersection lattices $(H_2(X(p, q); \mathbb{Z}), Q_{X(p, q)}) \hookrightarrow (\mathbb{Z}^N, -I_N)$. This fact turns out to be a powerful obstruction which eventually leads to a complete list of lens spaces that bound rational homology balls.

A link $L \subset S^3$ is (smoothly) slice if it bounds a disjoint union of properly embedded disks in the 4-ball, one for each component of $L$. Let $L$ be a slice link with $n$ components ($n > 1$). The first observation is that $\Sigma(L)$ is a 3-manifold with $b_1 = n - 1$ which bounds a smooth 4-manifold $W$ with the rational homology of a boundary connected sum of $n - 1$ copies of $S^1 \times D^3$ (see Proposition 3.1). Motivated by this fact and focusing on the case $n = 2$ we are led to the following general problem:

**Question 1.1.** Which rational homology $S^1 \times S^2$’s bound rational homology $S^1 \times D^3$’s?

In Section 4 we introduce a general procedure which allows one to construct rational homology cobordisms between plumbed 3-manifolds. For any plumbed 3-manifold $Y$ our procedure gives infinitely many plumbed 3-manifolds which are rational homology cobordant to $Y$. We then introduce a family $\mathcal{F}$ of plumbed 3-manifolds with $b_1 = 1$. This family includes, up to orientation reversal, all Seifert fibered spaces over the 2-sphere with vanishing Euler invariant.

We prove that if a given $Y \in \mathcal{F}$ bounds a rational homology $S^1 \times D^3$ then $Y$ can be constructed with our procedure (see Theorem 5.1). This gives us a complete list of the 3-manifolds in $\mathcal{F}$ that bound a rational $S^1 \times D^3$. By specializing Theorem 5.1 to star-shaped plumbing graphs, we obtain the following characterization for the Seifert fibered spaces over the 2-sphere which bound rational homology $S^1 \times D^3$’s.

**Theorem 1.2.** A Seifert fibered manifold $Y = (0; b; (\alpha_1, \beta_1), \ldots, (\alpha_h, \beta_h))$ bounds a $\mathbb{Q}H - S^1 \times D^3$ if and only if the Seifert invariants occur in complementary pairs and $e(Y) = 0$.

Two pairs of Seifert invariants $(\alpha_i, \beta_i)$ and $(\alpha_j, \beta_j)$ are complementary if they can be chosen so that $\frac{\beta_i}{\alpha_j} + \frac{\beta_j}{\alpha_i} = -1$ (see Section 2.4 for precise definitions).

This result (as well as Theorem 5.1) is obtained by using an obstruction based on Donaldson’s theorem. Roughly speaking we proceed as follows. Each $Y$ in $\mathcal{F}$ bounds a negative semidefinite plumbed 4-manifold $X$. If $Y$ bounds a rational homology $S^1 \times D^3$, say $W$, we can form the closed
4-manifold $X' = X \cup -W$. The intersection form $Q_{X'}$ will again be negative definite and this fact provides the constraints we need for our analysis.

In a subsequent paper [1] we will describe the applications of our work on arborescent link concordance. To each $Y \in \mathcal{F}$ we can associate the family $L(Y)$ of arborescent links whose branched double cover is $Y$. In general, the family $L(Y)$ contains many non isotopic links. However, these links are all related to each other by Conway mutation. In [1] we will prove the following

**Theorem 1.3.** Let $L$ be a link in $L(Y)$ for some $Y \in \mathcal{F}$ (e.g. any Montesinos link). The following conditions are equivalent:

- $Y$ bounds a rational homology $S^1 \times D^3$;
- there exists $L' \in L(Y)$ that bounds a properly embedded smooth surface $S$ in $D^4$ with $\chi(S) = 2$ without local maxima.

In particular every 2-component slice link $L \in L(\mathcal{F})$ has a ribbon mutant.

This paper is organized as follows. In Section 2 we provide an introduction to plumbed manifolds following [17], [18] and [19]. We also introduce some new terminology that will be useful later on. In Section 3 we give some motivation for our work relating rational homology cobordism of 3-manifolds and link concordance. We also state our lattice theoretical obstruction. In Section 4 we introduce a method that allows one to construct rational homology cobordisms between plumbed 3-manifolds. In Section 5 we state our main theorem (Theorem 5.1) and give a proof modulo a technical result (Theorem 7.1). Sections 6-10 are dedicated to the technical analysis needed to prove Theorem 7.1.
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## 2 Plumbed manifolds

In this section, following [17], [18] and [19], we review the basic definitions and properties of plumbed 3-manifolds. We recall Neumann’s normal form of a plumbing graph, and the generalized continued fraction associated to a plumbing graph. We show how these data behave with respect to orientation reversal. We briefly recall the definitions of lens spaces and Seifert manifolds viewed as special plumbed 3-manifolds.

Almost everything in this section is well known. The main purpose here is to fix notations and conventions as well as putting our main result, Theorem 5.1, into the right context.

**Definition 2.1.** A plumbing graph $\Gamma$ is a finite tree where every vertex has an integral weight assigned to it.

To every plumbing graph $\Gamma$ we can associate a smooth oriented 4-manifold $P\Gamma$ with boundary $\partial P\Gamma$ in the following way. For each vertex take a disc bundle over the 2-sphere with Euler number prescribed by the weight of the vertex. Whenever two vertices are connected by an edge we identify the trivial bundles over two small discs (one in each sphere) by exchanging the role of
the fiber and the base coordinates. We call $P\Gamma$ (resp. $\partial P\Gamma$) a plumbed 4-manifold (resp. plumbed 3-manifold).

This definition can be extended to reducible 3-manifolds; if the graph is a finite forest (i.e. a disjoint union of trees) we take the boundary connected sum of the plumbed 4-manifolds associated to each connected component of $\Gamma$. Unless otherwise stated, by a plumbing graph we will always mean a connected one, as in Definition 2.1.

Every plumbed 4-manifold has a nice surgery description which can be obtained directly from the plumbing graph. To every vertex we associate an unknotted circle framed according to the weight of the vertex. Whenever two vertices are connected by an edge the corresponding circles are linked in the simplest possible way, i.e. like the Hopf link. The framed link obtained in this way also gives an integral surgery presentation for the corresponding plumbed 3-manifold. The group $H_2(P(\Gamma); \mathbb{Z})$ is a free abelian group generated by the zero sections of the sphere bundles (i.e. by vertices of the graph). Moreover, with respect to this basis, the intersection form of $P(\Gamma)$, which we indicate by $Q$, is described by the matrix $M\Gamma$ whose entries $(a_{ij})$ are defined as follows:

- $a_{ii}$ equals the Euler number of the corresponding disc bundle
- $a_{ij} = 1$ if the corresponding vertices are connected
- $a_{ij} = 0$ otherwise.

Finally note that $M\Gamma$ is also a presentation matrix for the group $H_1(\partial P\Gamma; \mathbb{Z})$.

2.1 The normal form of a plumbing graph

We will be mainly interested in plumbed 3-manifolds. There are some elementary operations on the plumbing graph which alter the 4-manifold but not its boundary. Following [17] we will state a theorem which establishes the existence of a unique normal form for the graph of a plumbed 3-manifold. In [17] these results are stated in a more general context, here we extrapolate only what we need in order to deal with plumbed manifolds.

First consider the blow-down operation. It can be performed in any of three situations depicted below.

1. We can add or remove an isolated vertex with weight $\varepsilon \in \{-1, 1\}$ from any plumbing graph.

$$\Gamma \sqcup \bullet \quad \varepsilon \quad \leftrightarrow \quad \Gamma$$

2. A vertex with weight $\varepsilon \in \{-1, 1\}$ linked to a single vertex of a plumbing graph can be removed as shown below. From now on we use three edges coming out of a vertex to indicate that any number of edges may be linked to that vertex.

$$\begin{align*}
\frac{a}{\bullet} & \varepsilon \quad \frac{a - \varepsilon}{\bullet} \\
\end{align*}$$
3. Finally, if a ±1-weighted vertex is linked to exactly two vertices it can be removed as shown below.

\[
\begin{array}{c}
\bullet & \varepsilon & \bullet & \bullet \\
a & b
\end{array}
\quad \leftrightarrow 
\begin{array}{c}
\bullet \quad \bullet \\
a - \varepsilon & b - \varepsilon
\end{array}
\]

Next we have the 0-chain absorption move. A 0-weighted vertex linked to two vertices can be removed and the plumbing graph changes as shown.

\[
\begin{array}{c}
\bullet & 0 & \bullet & \bullet \\
a & b
\end{array}
\quad \leftrightarrow 
\begin{array}{c}
\bullet \\
a + b
\end{array}
\]

The splitting move can be applied in the following situation. Given a plumbing graph with a 0-weighted vertex which is linked to a single vertex \(v\), we may remove both vertices (and all the corresponding edges) obtaining a disjoint union of plumbing trees. We may depict this move as follows

\[
\begin{array}{c}
\bullet \\
0 & a & \bullet \\
\Gamma_1 \\
\Gamma_k
\end{array}
\quad \leftrightarrow 
\begin{array}{c}
\bullet \\
\Gamma_1 \sqcup \cdots \sqcup \Gamma_k
\end{array}
\]

**Proposition 2.2.** [17] Applying any of the above operations to a plumbing graph does not change the oriented diffeomorphism type of the corresponding plumbed 3-manifold.

Before discussing the normal form of a plumbing graph we need some terminology. A linear chain of a plumbing graph is a portion of the graph consisting of some vertices \(v_1, \ldots, v_k (k \geq 1)\) such that:

- each \(v_i\) with \(1 < i < k\) is linked only to \(v_{i-1}\) and \(v_{i+1}\)
- \(v_1\) and \(v_k\) are linked to at most two vertices.

A linear chain is maximal if it is not contained in any larger linear chain. A vertex of a plumbing graph is said to be:

1. isolated if it is not linked to any other vertex
2. final if it is linked exactly to one vertex
3. internal otherwise.

Note that isolated and final vertices always belong to some linear chain, while an internal vertex belongs to some linear chain if and only if it is linked to exactly two vertices.
Definition 2.3. A plumbing graph $\Gamma$ is said to be in normal form if one of the following holds

1. $\Gamma = \emptyset$ or $\Gamma = \bullet$

2. every vertex of a linear chain has weight less than or equal to -2.

Theorem 2.4. Every plumbing graph can be reduced to a unique normal form via a sequence of blow-downs, 0-chain absorptions and splittings. Moreover two oriented plumbed 3-manifolds are diffeomorphic (preserving the orientation) if and only if their plumbing graphs have the same normal form.

Remark 2.5. We point out that using this theorem one can specify a certain class of plumbed 3-manifolds simply by describing the shape of the plumbing graph in its normal form. In particular we will see at the end of this section that lens spaces and some Seifert manifolds admit such a description.

2.2 The continued fraction of a plumbing graph

In this section, following [18] we introduce some additional data associated to a plumbing graph. As we have seen to any plumbing graph $\Gamma$ we can associate an integral symmetric bilinear form $Q_{\Gamma}$. All the usual invariants of $Q_{\Gamma}$ will be denoted referring only to the graph. In particular rank, signature and determinant will be denoted respectively by $\text{rk}_\Gamma$, $(b_+, \Gamma, b_-, \Gamma, b_0 \Gamma)$ and $\text{det}_\Gamma$.

Let $(\Gamma, v)$ be a connected rooted plumbing graph, i.e. a plumbing graph together with the choice of a particular vertex. If we remove from $\Gamma$ the vertex $v$ and all the corresponding edges we obtain a plumbing graph $\Gamma_v$ which is the disjoint union of some trees $\Gamma_{v_1}, \ldots, \Gamma_{v_k}$ ($k$ is the valency of $v$). Every such tree has a distinguished vertex $v_j$ which is the one adjacent to $v$.

Definition 2.6. With the notation above we define the continued fraction of $\Gamma$ as

$$\text{cf}(\Gamma) := \frac{\text{det}_\Gamma}{\text{det}_{\Gamma_v}} \in \mathbb{Q} \cup \{\infty\}$$

We put $\alpha/0 = \infty$ for each $\alpha \in \mathbb{Q}$.

Remark 2.7. Note that $\text{cf}(\Gamma)$ depends on the rooted plumbing graph $(\Gamma, v)$. By abusing notation we do not indicate this dependence explicitly. In the sequel, it will always be clear from the context which vertex has been chosen.

Proposition 2.8. If the weight of the distinguished vertex is $b \in \mathbb{Z}$ then

$$\text{det}_\Gamma = b \cdot \text{det}_{\Gamma_v} - \sum_{i=1}^{k} \left( \text{det}_{\Gamma_{v_i}} \prod_{j \neq i} \text{det}_{\Gamma_j} \right)$$

and

$$\text{cf}(\Gamma) = b - \sum_{i=1}^{k} \frac{1}{\text{cf}(\Gamma_i)}.$$
2.3 Reversing the orientation

Let \( \Gamma \) be a plumbing graph in normal form. In this section, following [17], we explain how to compute the normal form for the plumbed 3-manifold \( -\partial P \Gamma \), i.e. \( \partial P \Gamma \) with reversed orientation. We call this plumbing graph the dual graph of \( \Gamma \) and we denote it with \( \Gamma^* \).

For a vertex \( v \) of a plumbing graph which is not on a linear chain we define the quantity \( c(v) \) to be the number of linear chains adjacent to \( v \), i.e. the number of vertices belonging to a linear chain that are linked to \( v \). For instance in the graph

both the trivalent vertices have \( c = 2 \). We indicate with \((\ldots, -2[a], \ldots)\) a portion of a string with a \(-2\)-chain of length \( a > 0 \).

**Theorem 2.9.** [17] Let \( \Gamma \) be a plumbing graph in normal form. Its dual graph \( \Gamma^* \) can be obtained as follows. The weight \( w(v) \) of every vertex which is not on a linear chain is replaced with \(-w(v) - c(v)\). Every maximal linear chain of the form

\[ \ldots a_1 \cdot a_2 \cdot \ldots a_n \cdot \ldots \]

is replaced with

\[ \ldots b_1 \cdot b_2 \cdot \ldots b_m \cdot \ldots \]

where the weights are determined as follows. If

\[ (a_1, \ldots, a_n) = (-2^{[n_0]}, -m_1 - 3, -2^{[n_1]}, -m_2 - 3, \ldots, -m_s - 3, -2^{[n_s]}) \]

with \( n_i \geq 0 \) and \( m_i \geq 0 \). Then

\[ (b_1, \ldots, b_m) = (-n_0 - 2, -2^{m_1}, -n_1 - 3, \ldots, -n_{s-1} - 3, -2^{m_s}, -n_s - 2). \]

The reason why we are interested in this construction of the dual graph of a plumbing graph in normal form will be clear in Section 5. Essentially we are trying to detect nullcobordant 3-manifolds using obstructions based on Donaldson’s diagonalization theorem. Since the property we want to detect does not depend on the orientation of a given 3-manifold it is natural to examine both a plumbing graph \( \Gamma \) and its dual \( \Gamma^* \). Moreover, the normal form is specifically defined to give a plumbing graph that minimizes the quantity \( b_+(\Gamma) \) among all plumbing graphs representing \( \partial PT \) (see [18] theorem 1.2).

We now introduce a quantity that will play an important role in the analysis developed from Section 6 till the end of the paper.

**Definition 2.10.** Let \( \Gamma \) be a plumbing graph in normal form, and let \( v_1, \ldots, v_n \) be its vertices. We define

\[ I(\Gamma) := \sum_{i=1}^{n} -3 - w(v_i). \]
The following Proposition is proved in [14]. It can also be proved directly using Theorem 2.9.

**Proposition 2.11.** Let $\Gamma$ be a linear plumbing graph in normal form. We have

$$I(\Gamma) + I(\Gamma^*) = -2.$$ 

### 2.4 Lens spaces and Seifert manifolds

We briefly recall the plumbing description for lens spaces and Seifert manifolds.

In this context it is convenient to define a lens space as a closed 3-manifold whose Heegaard genus is $\leq 1$, the difference with the usual definition is that we are including $S^3$ and $S^1 \times S^2$. It is well known that every lens space has a plumbing graph which is either empty ($S^3$) or a linear plumbing graph and that every linear plumbing graph represents a lens space. It follows from Theorem 2.4 that the normal form of a plumbing graph representing a lens space other than $S^3$ or $S^1 \times S^2$ is a linear plumbing graph

$$\begin{array}{cccc}
\cdot & \cdot & \ldots & \cdot \\
a_1 & a_2 & \ldots & a_n
\end{array}$$

where $a_i \leq -2$ for each $i$. It is easy to check that given a linear plumbing graph as above we have

$$cf(\Gamma) = a_1 - \frac{1}{a_2 - \frac{1}{a_3 + \ldots}} = [a_1, \ldots, a_n]^-$$

This fact justifies the name continued fraction. Note that $cf(\Gamma) < -1$. The usual notation for a lens space $L(p,q)$, defined as $-\frac{p}{q}$-surgery on the unknot, can recovered from the continued fraction as follows. Write $cf(\Gamma) = \frac{p}{q}$, so that $p > q \geq 1$ and $(p,q) = 1$. Then $\partial P \Gamma = L(p,q)$.

A closed Seifert fibered manifold (see [19] and the references therein) can be described by its unnormalized Seifert invariants

$$(g; b; (\alpha_1, \beta_1), \ldots, (\alpha_k, \beta_k))$$

where $g \geq 0$ is the genus of the base surface, $b \in \mathbb{Z}$, $\alpha_i > 1$ and $(\alpha_i, \beta_i) = 1$. This data, (which is not unique), uniquely determines the manifold. When $g = 0$ a surgery description for such a manifold is depicted in Figure 1.
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Figure 1: A surgery description for the the Seifert fibered manifolds $(0; b; (\alpha_1, \beta_1), \ldots, (\alpha_k, \beta_k))$.
Theorem 2.12. Let \( \Gamma \) be the following starshaped plumbing graph in normal form.

\[
\begin{array}{c}
\bullet \\
\vdots \\
\bullet \\
\end{array}
\begin{array}{ccc}
a_1 & \cdots & a_n \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\end{array}
\begin{array}{c}
b \\
\cdot \\
\end{array}
\]

Then \( \partial P \Gamma \) is a Seifert manifold with unnormalized Seifert invariants

\[
(0, b; (\alpha_1, \beta_1), \ldots, (\alpha_k, \beta_k))
\]

where

\[
\frac{\alpha_i}{\beta_i} = [a_1^i, \ldots, a_n^i]^-.
\]

The quantity

\[
e(Y) := b - \sum_{i=1}^{k} \frac{\beta_i}{\alpha_i}
\]

is called the Euler number of \( Y \). It is easy to check that

\[
e(Y) = cf(\Gamma)
\]

where \( \Gamma \) is the plumbing graph in normal form associated to \( Y \).

Definition 2.13. Let \( \Gamma_1 \) and \( \Gamma_2 \) be two linear plumbing graphs in normal form.

\[
\begin{array}{c}
\begin{array}{c}
\bullet \\
\end{array}
\begin{array}{ccc}
a_1 & a_2 & a_n \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\end{array}
\begin{array}{c}
b_1 \\
\cdot \\
\end{array}
\end{array}
\]

\( \Gamma_1 \) and \( \Gamma_2 \) are said to be complementary if

\[
0
\]

1. \( \Gamma_1 \) and \( \Gamma_2 \) are complementary

2. \( \partial P(\bullet \cdots \bullet \cdots \bullet \cdots \bullet) = S^1 \times S^2 \)

3. \( \frac{1}{cf(\Gamma_1)} + \frac{1}{cf(\Gamma_2)} = -1 \)
Remark 2.15. Note that, strictly speaking, the definition of complementary linear graphs should involve an extra bit of data. In Definition 2.13 we implicitly fixed an initial vertex and a final one on each graph (as suggested by the indexing of the weights). Only in this way the condition $\Gamma_2 = \Gamma_1^*$ makes sense.

It is useful to extend in the obvious way the notion of complementary linear graphs to that of complementary legs in a starshaped plumbing graph. It follows by Theorem 4.10 and Proposition 2.14 that pairs of complementary legs correspond to pairs of Seifert invariants $(\alpha_i, \beta_i)$ and $(\alpha_j, \beta_j)$ that satisfy

$$\frac{\beta_i}{\alpha_i} + \frac{\beta_j}{\alpha_j} = -1$$

Note that, in general, this formula does not hold if we do not compute the Seifert invariants from the weights of a star-shaped plumbing graph in normal form as in Theorem 2.12. We say that a pair of Seifert invariants are complementary if they correspond to complementary legs in the associated star-shaped plumbing graph in normal form.

### 2.5 The linear complexity of a tree

Let $\Gamma$ be a plumbing graph in normal form. Let $lc(\Gamma)$ be the cardinality of the smallest subset of vertices we need to remove from $\Gamma$ in order to obtain a linear graph. We call $lc(\Gamma)$ the linear complexity of $\Gamma$ and we set $lc(\emptyset) = -1$. We stress the fact that because of the uniqueness of the normal form of a plumbing graph it makes sense to talk about the linear complexity of a plumbed 3-manifold. Note that:

- $lc(\Gamma) = 0$ if and only if $\partial P\Gamma$ is a connected sum of lens spaces
- if $\partial(P\Gamma)$ is a Seifert manifold then $lc(\Gamma) = 1$
- $lc(\Gamma_1 \sqcup \Gamma_2) = lc(\Gamma_1) + lc(\Gamma_2)$.

**Proposition 2.16.** Let $\Gamma$ be a plumbing graph in normal form such that $lc(\Gamma) = 1$ and for at least one choice of a vector $v \in \Gamma$ the graph $\Gamma_v$ is linear and negative definite. Then

$$\det \Gamma = 0 \iff cf \Gamma = 0.$$ 

**Proof.** Assume that $\det \Gamma = 0$. Let $v \in \Gamma$ be a vertex such that $\Gamma_v$ is linear and negative definite. By Proposition 2.8 we have

$$b \cdot \det \Gamma_v - \sum_{i=1}^k \left( \det \Gamma_v \prod_{j \neq i} \det \Gamma_j \right) = 0. \quad (2)$$

To obtain an expression for $cf(\Gamma)$ we divide both terms of the above equation by $det \Gamma_v$ and we get

$$cf(\Gamma) = b - \sum_{i=1}^k \frac{1}{cf(\Gamma_i)} = 0$$

this last equality holds because every $\Gamma_i$ is a linear negative definite graph and therefore its continued fraction is non vanishing. The converse is completely analogous. 

In Section 5 we will deal mainly with plumbed 3-manifolds with $lc(\Gamma) = 1$. A generic plumbing graph $\Gamma$ with $lc(\Gamma) = 1$ looks like the one shown below.

Such a graph is made of a distinguished vertex $v$ and several linear components. These linear components are joined to $v$ via a final vertex (on the left-hand side of the picture above) or via an internal vertex (right-hand side).

3 Motivations and obstructions

In this section we start dealing with rational homology cobordisms. As a motivation, we first explain in Proposition 3.1 how rational homology cobordisms of 3-manifolds are relevant for link concordance problems. Then, in Proposition 3.3 we state our lattice theoretical obstruction which will be used in the proof of Theorem 5.1.

Two closed, oriented 3-manifolds $Y_1, Y_2$ are rational homology cobordant (or $\mathbb{Q}H$-cobordant) if there exists a smooth compact 4-manifold $W$ such that:

- $\partial W = Y_1 \cup -Y_2$
- both inclusions $Y_i \to W$ induce isomorphisms $H_*(Y_i; \mathbb{Q}) \leftrightarrow H_*(W; \mathbb{Q})$.

The set of oriented rational homology spheres up to rational homology cobordism is an abelian group with the operation induced by connected sum. We denote this group by $\Theta^3_{\mathbb{Q}}$, the zero element is given by (the equivalence class of) $S^3$. Note that $Y$ is $\mathbb{Q}H$-cobordant to $S^3$ if and only if it bounds a smooth rational homology ball.

It is well known that if a rational homology sphere is obtained as the branched double cover along a slice knot then it bounds a rational homology ball. In the next proposition we make an analogous observation concerning branched double covers along slice links with more than one component.

**Proposition 3.1.** Let $L \subset S^3$ be a link. Let $S \subset D^4$ be a properly embedded smooth surface without closed components such that $\partial S = L$. Let $W$ be the double cover of $D^4$ branched along $S$. Assume that

$$b_1(\partial W) \leq \chi(S) - 1.$$

Then $b_1(W) = \chi(S) - 1$ and $b_2(W) = b_3(W) = 0$. In particular, if $b_1(\partial W) > 0$ we have an isomorphism

$$H_*(W; \mathbb{Q}) = H_*(\chi(S)^{-1} S^1 \times D^3; \mathbb{Q}).$$
Proof. As shown in [13] we have a long exact sequence
\[ \cdots \rightarrow H_t(D^4, S \cup S^3) \rightarrow H_t(W, \partial W) \rightarrow H_t(D^4, S^3) \rightarrow H_{t-1}(D^4, S \cup S^3) \rightarrow \cdots \]
from which we obtain an isomorphism \( H_t(D^4, S \cup S^3) = H_t(W, \partial W) \). It follows from the exact sequence of the pair that \( H_1(D^4, S \cup S^3) = 0 \). We conclude that \( 0 = H_1(W, \partial W) = H_3(W) \).

From the exact sequence of the pair \((W, \partial W)\) with rational coefficients we get
\[ \cdots \rightarrow H_1(\partial W) \rightarrow H_1(W) \rightarrow 0. \]
We obtain
\[ b_1(W) \leq b_1(\partial W) \leq \chi(S) - 1. \]
Since
\[ \chi(W) = 2\chi(B^4) - \chi(S) = 2 - \chi(S) \Rightarrow 1 - b_1(W) + b_2(W) = 2 - \chi(S) \]
we see that \( b_1(W) = \chi(S) - 1 \) and \( b_2(W) = 0 \).

Corollary 3.2. Let \( L \) be a slice link with \( n \) components \( (n > 1) \). Let \( W \) be the branched double cover of the four-ball branched along a collection of slicing discs for \( L \). We have an isomorphism
\[ H_*(W; \mathbb{Q}) = H_*(\mathbb{Z}^{n-1}_n \times S^1 \times D^3; \mathbb{Q}) \]

Proof. It is well known that \( b_1(\partial W) = |L| - 1 \) (see for instance [10]). Then, we may apply Proposition 3.1.

Motivated by Proposition 3.1 we investigate \( \mathbb{Q}H \)-cobordisms of plumbed 3-manifolds with \( b_1 \geq 1 \). Note that if a 3-manifold \( Y \) bounds a \( \mathbb{Q}H - \bigotimes_{i=1}^n S^1 \times D^3 \) then \( b_1(Y) \) equals the number of \( S^1 \times D^3 \) summands.

Proposition 3.3. Let \( Y \) be a connected 3-manifold with \( b_1(Y) = n \). Suppose that \( Y \) bounds smooth 4-manifolds \( X \) and \( W \) with the following properties:

- \( X \) is simply connected, negative semidefinite and \( \text{rk}_{\mathbb{Q}} X = b_2(X) - n \)
- \( H_*(W, \mathbb{Q}) = H_*(\bigotimes_{i=1}^n S^1 \times D^3; \mathbb{Q}) \)

Then there exists a surjective morphism of integral lattices
\[ ((H_2(X); \mathbb{Z}), Q_X) \rightarrow (\mathbb{Z}^{b_2(X)-n}, -Id). \]

In particular for every definite sublattice \((G; Q_G) \subset (H_2(X); \mathbb{Z})\) whose rank is \( b_2(X) - n \) we obtain an embedding of integral lattices
\[ (G, Q_G) \rightarrow (\mathbb{Z}^{b_2(X)-n}, -Id) \]

Proof. Consider the smooth 4-manifold \( X' := X \cup Y - W \). The Mayer-Vietoris exact sequence with integral coefficients reads
\[ \cdots \rightarrow H_2(Y) \rightarrow H_2(X) \oplus H_2(W) \rightarrow H_2(X') \rightarrow H_1(Y) \rightarrow H_1(W) \rightarrow H_1(X') \rightarrow 0 \]
Note that \( b_1(Y) = b_1(W) \), moreover the map \( H_1(Y; \mathbb{Q}) \rightarrow H_1(W; \mathbb{Q}) \) is an isomorphism. It follows that \( b_1(X') = 0 \) and the kernel of the map \( H_1(Y) \rightarrow H_1(W) \) is contained in the the torsion.
subgroup of $H_1(Y)$. Call this kernel $T$. The group $H_2(W)$ is finite, let us call it $T'$. We obtain an exact sequence

$$\cdots \to H_2(Y) \to H_2(X) \oplus T' \to H_2(X') \to T \to 0$$

This yields another exact sequence

$$\cdots \to H_2(Y) \to H_2(X) \to F(H_2(X')) \to 0$$

where $F(H_2(X'))$ is the free summand of $H_2(X')$. Since $b_3(X') = 0$ we see that the free summand of $H_2(Y)$ injects into $H_2(X)$. Therefore we get the exact sequence

$$0 \to F(H_2(Y)) \to H_2(X) \to F(H_2(X')) \to 0$$

therefore $b_2(X') = b_2(X) - b_2(Y) = b_2(X) - n$. Now note that $\sigma(X') = \sigma(X)$. This shows that $X'$ is a smooth, closed negative definite 4-manifold, by Donaldson’s diagonalization theorem its intersection form is equivalent to the standard negative definite form on $\mathbb{Z}^{b_2(X')}$. The inclusion $X \to X'$ induces the desired morphism of integral lattices. 

## 4 Constructing $\mathbb{Q}H$-cobordisms

In this section we introduce a procedure for constructing rational homology cobordisms between plumbed 3-manifolds, our method is explained in Proposition 4.6. We then introduce some elementary building blocks which are sufficient to produce all manifolds satisfying the hypotheses of Theorem 5.1 which bound rational homology $S^1 \times D^3$’s.

Recall that a rooted plumbing graph $(\Gamma, v)$ is a plumbing graph with a distinguished vertex. In particular, a rooted plumbing graph is necessarily nonempty.

**Definition 4.1.** Let $(\Gamma_1, v_1)$ and $(\Gamma_2, v_2)$ be two rooted plumbing graphs. Let $\Gamma$ be the plumbing graph obtained from $\Gamma_1 \sqcup \Gamma_2$ by identifying the two distinguished vertices and taking the sum of the corresponding weights. We say that $\Gamma$ is obtained by joining together $\Gamma_1$ and $\Gamma_2$ along $v_1$ and $v_2$ and we write

$$\Gamma := \Gamma_1 \bigvee_{v_1, v_2} \Gamma_2$$

The following proposition follows immediately from Proposition 2.8

**Proposition 4.2.** With the above notation we have

$$cf(\Gamma_1 \bigvee_{v_1, v_2} \Gamma_2) = cf(\Gamma_1) + cf(\Gamma_2)$$

provided that the continued fractions on the right are computed with respect to the vertices $v_1$ and $v_2$, and the continued fraction on the left is computed with respect to the vertex resulting from joining $v_1$ and $v_2$.

**Lemma 4.3.** Let $W$ be a connected 4-dimensional handlebody without 3-handles. If $H_*(\partial W; \mathbb{Q}) = H_*(S^3; \mathbb{Q})$ then $H_1(W; \mathbb{Q}) = 0$.

In particular, if $W$ is built using a single 1-handle $h^1$, and a single 2-handle $h^2$ then the algebraic intersection of these handles does not vanish.
Proof. The homology exact sequence of the pair \((W, \partial W)\) with rational coefficients reads

\[
\cdots \to H_1(\partial W) \to H_1(W) \to H_1(W, \partial W) \to 0
\]

Since \(H_1(\partial W) = 0\) and by Lefschetz duality \(H_1(W, \partial W) = H^3(W) = 0\) the conclusion follows. If there are only two handles \(h^1\) and \(h^2\), the attaching sphere of \(h^2\) must have nonzero intersection number with the belt sphere of \(h^1\), otherwise \(h^1\) would represent a non trivial element in \(H_1(W)\).

\[\Box\]

The following lemma is an immediate consequence of the splitting move.

**Lemma 4.4.** Let \((a_1, \ldots, a_n)\) and \((b_1, \ldots, b_m)\) be strings (where each coefficient is \(\leq -2\)). The 3-manifold described by the plumbing graph

![Plumbing Graph](image)

is a connected sum of two lens spaces.

**Remark 4.5.** If in the previous lemma we choose two complementary strings the plumbing graph depicted above, with the 0-weighted vertex removed, represents \(S^1 \times S^2\). However, not every linear plumbing graph that represents \(S^1 \times S^2\) has this form. Apart from some obvious examples like

\[
\begin{array}{cccccc}
0 & -1 & -1 & -2 & -1 \\
\bullet & ; & \bullet \cdots & ; & \bullet \cdots \cdots \\
\end{array}
\]

there are also examples where there is a \(-1\)-weighted internal vertex. For instance

\[
\begin{array}{cccccc}
0 & -1 & 0 & -1 & -1 & -1 & -1 & -1 \\
\bullet \cdots \bullet & ; & \bullet \cdots \bullet \cdots \bullet \\
\end{array}
\]

These examples show that the assumption on the weights in Lemma 4.4 is necessary. This follows from the fact that removing the central vertex in the two graphs above one obtains a plumbing graph that represents \(S^1 \times S^2 \sharp S^1 \times S^2\), instead of a rational homology sphere.

**Proposition 4.6.** Let \((\Gamma, v)\) be a rooted plumbing graph such that \(\partial P(\Gamma) = S^1 \times S^2\) and \(\partial P(\Gamma \setminus \{v\})\) is a rational homology sphere. Let \((\Gamma', v')\) be any rooted plumbing graph.

Then \(b_1(\partial P(\Gamma')) = b_1(\partial P(\Gamma' \vee_{v', v} \Gamma))\) and these manifolds are \(\mathbb{Q}H\)-cobordant.

**Proof.** In Figure 2(a) we have a surgery description for \(\partial P(\Gamma')\). First we attach a 4-dimensional 1-handle to \(\partial P(\Gamma') \times I\) as shown in Figure 2(b). In Figure 2(c) we draw the boundary of the four manifold obtained after the 1-handle attachment. This is just \(\partial P(\Gamma' \vee_{v', v} \Gamma)\). In Figure 2(d) we draw the same manifold replacing the 0-framed circle with the surgery diagram associated to the graph \(\Gamma\). Now we attach a 4-dimensional 2-handle as shown in Figure In Figure 2(e). Via a zero-absorption move the result of this 2-handle attachment is a 4-manifold whose bottom boundary is \(\partial P(\Gamma' \vee_{v', v} \Gamma)\). This is shown in Figure 2(f).
We have constructed a cobordism $W$ between $\partial \Gamma'$ and $\partial P(\Gamma' \vee_{\nu'} \Gamma)$ which consists of one 1-handle and one 2-handle. In order to prove that $W$ is in fact a $\mathbb{Q}H$-cobordism it suffices to check that the algebraic intersection between the attaching sphere of the 2-handle and the belt sphere of the 1-handle does not vanish.

Let us write $\alpha$ for the attaching sphere of the 2-handle. The first homology group of $\partial P \sharp S^1 \times S^2$ is $\mathbb{Q}b_1(\partial P) \oplus \mathbb{Q}$. Our algebraic intersection number is non zero if and only if $\alpha$ represents a non trivial element when projected into $H_1(S^1 \times S^2)$. Note that in $H_1(\partial P \sharp S^1 \times S^2)$ the curve $\alpha$ is homologous to the pair of curves $\alpha_1$ and $\alpha_2$ shown in Figure 3.

This means that the projection of $\alpha$ in $H_1(S^1 \times S^2)$ is equivalent to $\alpha_2$. The fact that $\alpha_2$ is...
a nontrivial element in $H_1(S^1 \times S^2)$ follows immediately from our hypotheses on $(\Gamma, v)$. To see this, let $\hat{L}$ be the link that gives a surgery description for $S^1 \times S^2$ in Figure 2(d). Applying the splitting move on the link $\alpha_2 \cup \hat{L}$ we see that the 3-manifold described by this link is precisely $\partial P(\Gamma \setminus \{v\})$, which by our assumption is a rational homology sphere. This fact ensures that $\alpha_2$ represents a non trivial element in $H_1(S^1 \times S^2; \mathbb{Q})$. It follows that $b_1(\partial P\Gamma^\prime) = b_1(\partial P(\Gamma' \setminus v', \Gamma))$ and that $W$ is a $\mathbb{Q}H$-cobordism.

**Remark 4.7.** The simplest way to use the above Proposition is to choose $(\Gamma, v)$ as any graph like the ones in Remark 4.5, the vertex $v$ being the one whose weight is $-1$.

**Remark 4.8.** The 2-handle attachment used in Proposition 4.6 can also be described in terms of plumbing graphs as follows. We start with $\partial P(\Gamma' \cup \Gamma)$ which has the following description

![Plumbing Graph](image)

Where, for simplicity we have chosen $\Gamma$ as in Lemma 4.4. The 2-handle then appears as an additional vertex as shown below.

![Plumbing Graph](image)

This last level of the cobordism can be described also by the following plumbing graph, using the 0-chain absorption move.

![Plumbing Graph](image)

**Example 4.9.** Let $(a_1, \ldots, a_n)$ and $(b_1, \ldots, b_m)$ be two complementary strings. The plumbing graph associated to the string $(a_1, \ldots, a_n, -1, b_1, \ldots, b_m)$ represents $S^1 \times S^2$. By the previous proposition all lens spaces associated to strings of the form

$$(a_1, \ldots, a_n, -2, b_1, \ldots, b_m)$$

are $\mathbb{Q}H$-cobordant to $S^3$. In fact, the corresponding plumbing graph is obtained by joining together a $-1$-weighted vertex and a graph as in Lemma 4.4.
Example 4.10. Choose strings \((a^i_n, \ldots, a^i_1, -1, b^i_1, \ldots, b^i_m)\), where \(i = 1, \ldots, k\), as in the previous example. Consider the plumbed 3-manifold described by the following star-shaped plumbing graph

\[
\begin{array}{cccccccc}
& a^1_1 & \ldots & \ldots & a^1_{n_1} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
& b^1_1 & \ldots & \ldots & b^1_{m_1} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
& \cdot & \cdot & \cdot & \cdot \\
& \cdot & \cdot & \cdot & \cdot \\
& a^k_1 & \ldots & \ldots & a^k_{n_k} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
& b^k_1 & \ldots & \ldots & b^k_{m_k} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
& \cdot & \cdot & \cdot & \cdot \\
& -k & \cdot & \cdot & \cdot & \cdot \\
\end{array}
\]

By Proposition 4.6 such a manifold is \(\mathbb{Q}H\)-cobordant to \(S^1 \times S^2\) and thus it bounds a \(\mathbb{Q}H - S^1 \times D^3\).

In Section 5 we will see that these are the only Seifert manifolds over the 2-sphere with this property.

4.1 Elementary building blocks

In the previous example we have used the graph

\[
\Gamma_1 := \begin{array}{cccccccc}
a_n & a_1 & -1 & b_1 & \ldots & b_m \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\end{array}
\]

as a building block for constructing rational homology cobordisms of 3-manifolds. This is somehow the simplest way to use Proposition 4.6. The process can be iterated by constructing more complicated pieces to be used as building blocks.

Keeping in mind that we are interested in plumbed 3-manifolds with \(lc = 1\) we may introduce three more building blocks. The graph \(\Gamma_1\) can be slightly modified obtaining

\[
\Gamma_2 := \begin{array}{cccccccc}
a_n & a_1 & -2 & b_1 & \ldots & b_m \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\end{array}
\]

Another building block can be obtained starting with

\[
\begin{array}{cccccccc}
-2 & -2 & -2 & -1 & -n \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\end{array}
\]

where \(n - 1\) is the length of the \(-2\)-chain. This is just a special case of the previous building block. Now we join this graph with \(\Gamma_1\) along the vertices of weight \(-n\) and \(-1\). We obtain our
Note that \( \partial P \Gamma_3 = S^1 \times S^2 \). A fourth building block can be constructed as follows. We start with

\[ \begin{array}{ccc}
-2 & -1 & -2 \\
\bullet & \bullet & \bullet
\end{array} \]

and then we attach to the final vertices of this graph two linear graphs like \( \Gamma_1 \). We obtain

\[ \begin{array}{ccc}
a_n' & a_n' & a_1 \\
\bullet & \bullet & \bullet
\end{array} \]

\[ \begin{array}{ccc}
b_m & b_m & b_1 \\
\bullet & \bullet & \bullet
\end{array} \]

Note that this last graph does not represent \( S^1 \times S^2 \) since its normal form can be obtained by blowing down the \(-1\)-vertex. Each of the four building blocks we have introduced have a distinguished \(-1\)-weighted vertex. From now on we will implicitly consider each of these graphs as a rooted plumbing graph where the preferred vertex is the one whose weight is \(-1\).

**Definition 4.11.** The four families of rooted plumbing graphs introduced above will be called building blocks of the first, second, third and fourth type, respectively.

Of course, using Proposition 4.6, one can construct many examples of plumbed 3-manifolds with arbitrarily high linear complexity that are \( \mathbb{Q}H \)-cobordant to \( S^1 \times S^2 \). A simple example is given by the following graph:

\[ \begin{array}{ccc}
-2 & -2 & -2 \\
\bullet & \bullet & \bullet
\end{array} \]

\[ \begin{array}{ccc}
-2 & -3 & -2 \\
\bullet & \bullet & \bullet
\end{array} \]

whose linear complexity is 2.

The following proposition is an immediate consequence of Proposition 4.6.

**Proposition 4.12.** Let \( \Gamma \) be a plumbing graph obtained by joining together two or more building blocks of any type along their \(-1\)-vertices. Then
1. Γ is in normal form
2. \( \text{lc}(\Gamma) = 1 \)
3. \( \partial P \Gamma \) bounds a \( \mathbb{Q}H - S^1 \times D^3 \).

Our main result, Theorem 5.1, should be thought of as a converse of this last proposition.

5 Main results

In this section we state our main result, Theorem 5.1. We give a proof modulo a technical result, Theorem 7.1 whose statement and proof are postponed to the next sections. We explain how to specialize our result to Seifert fibered spaces over the 2-sphere in Theorem 5.5.

Before we state our main result we introduce some terminology. Let \( \Gamma \) be a plumbing graph in normal form such that \( \text{lc}(\Gamma) = 1 \). Choose \( v \in \Gamma \) such that \( \tilde{\Gamma} := \Gamma \setminus \{v\} \) is linear. The linear graph \( \tilde{\Gamma} \) is a disjoint union of connected linear graphs \( \Gamma_1, \ldots, \Gamma_k \). We call \( \Gamma_i \) a final leg or an internal leg according to wether \( v \) is linked to a final vector of \( \Gamma_i \) or an internal one. We indicate with \( i(\Gamma, v) \) and \( f(\Gamma, v) \) the number of internal (resp. final) legs of \( \Gamma \). Finally each internal leg of \( \Gamma \) has a distinguished vertex which is 3-valent in \( \Gamma \). We call these vertices the nodes of \( \Gamma \), and we indicate with \( N(\Gamma) \) the set of all the nodes. Note that, in some cases, these definitions depend on the choice of the vector \( v \). This is the case for three legged starshaped plumbing graphs (there are four choices for the vector \( v \)) and plumbing graphs like

\[
\ldots \rightarrow \bullet \rightarrow \bullet \rightarrow \bullet \rightarrow \bullet \rightarrow \ldots
\]

where there are two possible choices for the vector \( v \).

**Theorem 5.1.** Let \( \Gamma \) be a plumbing graph in normal form with \( \text{lc}(\Gamma) = 1 \). Choose a vector \( v \in \Gamma \) such that \( \tilde{\Gamma} := \Gamma \setminus \{v\} \) is linear. Suppose that each node of \( \Gamma \) has weight less or equal to \(-2\) and that

\[
I(\tilde{\Gamma}) \leq -f(\Gamma, v) - 2i(\Gamma, v) - \sum_{u \in N(\Gamma)} \max\{0, u \cdot u + 3\}. \tag{3}
\]

The following conditions are equivalent:

- the 3-manifold \( \partial P \Gamma \) bounds a \( \mathbb{Q}H - S^1 \times D^3 \);
- equality holds in (3) and \( \Gamma \) is obtained by joining together building blocks along \(-1\)-vertices.

**Proof.** If \( \partial P \Gamma \) is obtained by joining together building blocks along \(-1\)-vectors then the conclusion follows from Proposition 4.12.

Let \( \Gamma \) be a plumbing graph in normal form satisfying the hypotheses of the theorem and let \( W \) be a \( \mathbb{Q}H - S^1 \times D^3 \) such that \( \partial W = \partial P \Gamma \). Let \( N \) be the number of vertices of \( \Gamma \). Note that \( b_0(\Gamma) = b_1(\partial P \Gamma) = 1 \), moreover \( H_2(P \Gamma; \mathbb{Z}) \) contains a free subgroup of rank \( N - 1 \) on which \( Q_\Gamma \) is negative definite (it is the subgroup \( \mathbb{Z}\tilde{\Gamma} \) spanned by all vertices in \( \tilde{\Gamma} \)). It follows that \( Q_\Gamma \) is negative semidefinite, more precisely

\[
(b_0(\Gamma), b_-(\Gamma), b_+(\Gamma)) = (1, N - 1, 0).
\]
Therefore we are in the situation described in Proposition 3.3. There exists a morphism of integral lattices
\[ \Phi : (H_2(X(\Gamma); \mathbb{Z}), Q_{\Gamma}) \to (\mathbb{Z}^{N-1}, -\text{Id}). \]
Precomposing this map with the inclusion \((\mathbb{Z} \tilde{\Gamma}, Q_{\tilde{\Gamma}}) \to (H_2(X(\Gamma); \mathbb{Z}), Q_{\Gamma})\) we obtain an embedding of integral lattices
\[ \tilde{\Phi} : (\mathbb{Z} \tilde{\Gamma}, Q_{\tilde{\Gamma}}) \to (\mathbb{Z}^{N-1}, -\text{Id}). \]
Let us write \(\{v_1, \ldots, v_{N-1}\}\) for the set of vertices of \(\tilde{\Gamma}\). Now consider the subset \(S := \{\Phi(v_1), \ldots, \Phi(v_{N-1})\} \subset \mathbb{Z}^{N-1}\). The extra vector \(\Phi(v)\) is linked once to each connected component of \(\tilde{\Gamma}\) and is orthogonal to every other vector. The subset \(S\) satisfies all the hypotheses of Theorem 7.1 and the conclusion follows.

Even though the class of plumbed 3-manifolds that satisfy the hypotheses of Theorem 5.1 is quite large (it includes, up to orientation reversal all Seifert fibered spaces over the 2-sphere with vanishing Euler invariant) some of the assumptions on the plumbing graph are rather technical and unnatural. The need for these hypotheses can be explained as follows.

The fact that every vertex in \(\tilde{\Gamma}\) has weight less or equal to -2 allows us to avoid indefinite plumbing graphs. Consider, for instance, the following plumbing graph

\[ \Gamma := \begin{array}{ccc}
-2 & -1 & -2 \\
\bullet & \bullet & \bullet \\
-2 & -1 & -2 \\
\bullet & \bullet & \bullet
\end{array} \]

Note that \(\Gamma\) is in normal form. We have
\[ (b_0 \Gamma, b_+ \Gamma, b_- \Gamma) = (1, 1, 7) \]
Moreover this plumbing graph is selfdual, meaning that \(\Gamma^* = \Gamma\), therefore reversing the orientation does not help. Theorem 5.1 does not say if \(\partial P \Gamma\) bounds a \(\mathbb{Q}H - S^1 \times D^3\). However in this particular case \(\partial P \Gamma\) does bound a \(\mathbb{Q}H - S^1 \times D^3\). This can be checked easily using Proposition 4.6. By splitting off three building blocks of the first type and then applying the splitting move we obtain a 0-weighted single vertex. It follows that \(\partial P \Gamma\) is \(\mathbb{Q}H\)-cobordant to \(S^1 \times S^2\).

The reason why we need the condition \(I(\tilde{\Gamma}) < 0\) can be explained as follows. In the proof of Theorem 5.1 we have shown that \(\tilde{\Gamma}\) gives rise to a subset \(S = \{v_1, \ldots, v_n\} \subset \mathbb{Z}^n\) with certain properties. The starting point of our analysis is that these subsets are well understood provided that \(I(S) < 0\). We use the known results on such subsets, as developed in \([14]\) and \([15]\), to show that the possible graphs of \(S \cup \{v\}\) where \(v\) is the vector that corresponds to the extra vertex in \(\Gamma\) are obtained by joining together building blocks along \(-1\)-vertices.

### 5.1 More plumbing graphs

The family of plumbing graphs described in Theorem 5.1 is not the largest family we can think of. As mentioned above we have intentionally avoided indefinite graphs. Suppose, for instance,
that we are given a plumbing graph in normal form $\Gamma$ with $lc(\Gamma) = 1$ and that we want to join this graph with a building block of the second type, denoted by $\Gamma_2$. The resulting plumbing graph can be depicted as

![Diagram](image1)

If we reverse the orientation on this plumbed 3-manifold the relevant portion of the dual plumbing graph can be depicted as follows.

![Diagram](image2)

Here $a'$ is computed as in Theorem [2.9], ignoring the attached building block. Moreover the legs of the building block are not altered by this transformation (more precisely, they are turned into each other). To summarize the situation, consider the following diagram:

![Diagram](image3)

This shows that there is a unique graph $\Gamma'$ such that $(\Gamma \cup \Gamma_2)^* = \Gamma^* \cup \Gamma'$. We call this graph a dual building block of the second type and, abusing notation, we indicate it with $\Gamma_2^*$. It can be written as

$$\Gamma_2^* := \begin{array}{c}
\phantom{+1}0 \\
\phantom{+1}a'\phantom{+1}0 \\
\phantom{-1}a \phantom{+1}0
\end{array}$$

Note that $\Gamma_2^*$ is not the dual graph of $\Gamma_2$ in the usual sense, since $\Gamma_2$ is not in normal form this notion does not make sense. Arguing as above we can define dual building blocks of any type, and it is easy to see that a building block of the first type is self dual. A dual building block of the third type can be written as

$$\Gamma_3^* := \begin{array}{c}
-n\phantom{0}0\phantom{0}n-1 \\
+1\phantom{0}0 \\
\phantom{-1}n \phantom{0}0 \\
\phantom{-1}0\phantom{0}n \phantom{0}0 \\
\phantom{-1}0\phantom{0}n \phantom{0}0
\end{array}$$
while a dual building block of the fourth type is a graph of the form

\[ \Gamma_4 := \begin{array}{c}
\cdots \\
\cdot \\
\cdots
\end{array} \begin{array}{c}
\cdots \\
\cdot \\
\cdots
\end{array} \begin{array}{c}
\cdot \\
1 \\
\cdot
\end{array} \begin{array}{c}
\cdots \\
\cdot \\
\cdots
\end{array} \begin{array}{c}
\cdot \\
1 \\
\cdot
\end{array} \begin{array}{c}
\cdots \\
\cdot \\
\cdots
\end{array} \begin{array}{c}
\cdots
\end{array} 
\]

Therefore we have seven elementary pieces that we can use to build plumbed 3-manifolds with \( lc = 1 \) that bound \( \mathbb{Q}H - S^1 \times D^3 \)'s. We consider these dual building blocks as rooted plumbing graphs. The distinguished vertex of a dual is the same as the distinguished vertex of the old building block but it has a different weight. In the above pictures all adjacent legs are complementary and each vertex on a leg has weight \( \leq -2 \). We summarize the construction in the next proposition.

**Proposition 5.2.** Let \( \Gamma \) be a plumbing graph obtained by joining together two or more building block and/or their duals. Then, \( \Gamma \) is a plumbing graph in normal form with \( lc(\Gamma) = 1 \) and \( \partial P\Gamma \) bounds a \( \mathbb{Q}H - S^1 \times D^3 \).

**Proof.** We may apply Proposition 4.6 to every building block or argue as follows. By Proposition 4.6 up to \( \mathbb{Q}H\)-cobordism equivalence we can remove all the original building blocks. We are left with a graph obtained using only dual building blocks. Changing the orientation of the manifold and taking the corresponding dual graph every dual building block turns into a regular one. We conclude applying again Proposition 4.6.

**Question 5.3.** Does every plumbed 3-manifold with \( lc(Y) = 1 \) that bounds a \( \mathbb{Q}H - S^1 \times D^3 \) arise from the construction given in Proposition 5.2?

Trying to answer affirmatively the above question would require invariants of \( \mathbb{Q}H\)-cobordisms that do not rely on definite (or semidefinite) intersection forms.

### 5.2 Seifert manifolds

As we show in the next theorem, the assumption \( I(\tilde{\Gamma}) < 0 \) in Theorem 5.1 can be avoided when both \( \Gamma \) and \( \Gamma^\ast \) are negative semidefinite. This fact is not true for every graph with \( lc(\Gamma) = 1 \) and \( b_0(\Gamma) = 1 \). It is true, however, if we restrict ourselves to starshaped plumbing graphs.

Before we state our main result on Seifert manifolds we give a necessary condition for a starshaped plumbing graph to represent a manifold that bounds a \( \mathbb{Q}H - S^1 \times D^3 \).

**Proposition 5.4.** Let \( \Gamma \) be a starshaped plumbing graph in normal form, and let \( \tilde{\Gamma} \) be the linear plumbing graph obtained by removing the central vertex from \( \Gamma \). If \( \partial P\Gamma \) bounds a \( \mathbb{Q}H - S^1 \times D^3 \), then the connected sum of Lens spaces \( \partial \tilde{\Gamma} \) bounds a \( \mathbb{Q}H - D^4 \).

**Proof.** Let \( W \) be a \( \mathbb{Q}H - S^1 \times D^3 \) such that \( \partial W = \partial P\Gamma \). Any 2-handle attachment on \( W \) that turns its boundary into a rational homology sphere will produce a rational homology ball. In particular, we may attach to \( W \) a 0-framed 2-handle linked once to the central vertex of \( \Gamma \),
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obtaining a 4-manifold \( \tilde{W} \). Its boundary can be depicted as

\[
\begin{array}{c}
\Gamma_1 \\
0 \quad a \\
\cdot \quad \cdot \\
\cdot \\
\cdot \\
\cdot \\
\Gamma_k
\end{array}
\]

Using the splitting move we see that \( \partial \tilde{W} = \partial P \Gamma_1 \# \ldots \# \partial P \Gamma_1 \). Since \( \Gamma \) is in normal form we have \( \text{det}(\Gamma_i) \neq 0 \) for each \( i \). Therefore \( \partial \tilde{W} \) is a rational homology sphere.

The reason why the above proposition is relevant is that, by [15], we know exactly which connected sums of Lens spaces bound rational homology balls. Comparing the next theorem with the results in [15] we see that Proposition 5.4 does not give sufficient conditions. For instance, no starshaped plumbing graph in normal form with an odd number of legs bounds a \( \mathbb{Q}H - S^1 \times D^3 \).

**Theorem 5.5.** A Seifert fibered manifold \( Y = (0; b; (\alpha_1, \beta_1), \ldots, (\alpha_h, \beta_h)) \) bounds a \( \mathbb{Q}H - S^1 \times D^3 \) if and only if the Seifert invariants occur in complementary pairs and \( e(Y) = 0 \).

**Proof.** Assume that the Seifert invariants occur in complementary pairs and that \( e(Y) = 0 \). By Theorem 2.12 we may write \( Y = \partial P \Gamma \), where \( \Gamma \) is the following plumbing graph in normal form.

Here the legs are pairwise complementary. Call \( \Gamma^a_1, \Gamma^b_1, \ldots, \Gamma^a_k, \Gamma^b_k \) the legs of \( \Gamma \). The condition \( e(Y) = 0 \) implies that \( b = -k \). Indeed

\[
0 = e(Y) = cf(\Gamma) = b - \sum_{i=1}^{k} \left( \frac{1}{cf(\Gamma^a_i)} + \frac{1}{cf(\Gamma^b_i)} \right) = b + \sum_{i=1}^{k} 1.
\]

The conclusion follows from Proposition 4.6, as explained in Example 4.10.

Now assume that \( Y \) bounds a \( \mathbb{Q}H - S^1 \times D^3 \). Then, so does \( -Y \). Let \( \Gamma \) and \( \Gamma^* \) be their plumbing graphs in normal form, and let \( \tilde{\Gamma} \) and \( \tilde{\Gamma}^* \) be the graphs obtained from \( \Gamma \) and \( \Gamma^* \) by removing the central vertices. Note that \( \tilde{\Gamma}^* \) is in fact the dual of \( \tilde{\Gamma} \), so there is no ambiguity with this notation. By Proposition 2.11 we have

\[
I(\tilde{\Gamma}) + I(\tilde{\Gamma}^*) = -2k
\]
where $k$ is the number of legs of $\Gamma$. In particular we may assume, for instance, that $I(\widetilde{\Gamma}) \leq k$ and apply Theorem 5.1. $\Gamma$ is obtained by joining together building blocks along their $-1$-vertices. Since $\Gamma$ is starshaped, only building blocks of the first type may occur, which means that $Y$ belongs to the family described in Example 4.10.

**Remark 5.6.** The case $b_1 > 1$ The class of plumbed 3-manifolds admitting a plumbing graph in normal form with $lc(\Gamma) = 1$ contains manifolds with arbitrary high first Betti number. For example, consider the following plumbing graph in normal form

\[
\begin{array}{cccc}
-2 & -1 & -1 & -2 \\
\bullet & \bullet & \bullet & \bullet \\
-2 & -1 & -2 & \\
\bullet & \bullet & \bullet & \bullet \\
-1 & -1 & \\
\bullet & \bullet & \bullet & \bullet \\
-2 & -2 & \\
\bullet & \bullet & \bullet & \bullet \\
\end{array}
\]

Its signature is $(b_+, b_-, b_0) = (1, 7, 2)$. This graph is obtained by joining three blocks of the first type to the graph

\[
\begin{array}{ccc}
0 & \\
\bullet & \\
-1 & 0 \\
\bullet & \\
0 & \\
\end{array}
\]

Since this last graph represents $S^1 \times S^2 \# S^1 \times S^2$ we conclude, by Proposition 4.6, that $\partial P\Gamma$ bounds a $\mathbb{Q}H - (S^1 \times D^3 \# S^1 \times D^3)$. This example can be easily generalized to produce infinitely many plumbed 3-manifolds $\partial P\Gamma$ where

- $lc(\Gamma) = 1$
- $b_0(\Gamma)$ is arbitrarily large
- $\partial P\Gamma$ bounds a $\mathbb{Q}H - \sum_{i=1}^{b_0(\Gamma)-1} (S^1 \times D^3)$

### 6 The language of linear subsets

In this section we start our technical analysis needed to complete the proof of Theorem 5.1. We begin providing a brief introduction to the language of good subsets and we prove Lemma 6.5 which will be used extensively throughout later on. In Section 7 we state the main technical results, Theorems 7.1 and 7.2, and explain the strategy of the proofs. In Section 8 we carry out a detailed analysis of certain good subsets and we conclude by proving Theorem 7.2. In Section 9 we prove what we need to fill the gap between Theorem 7.1 and Theorem 7.2. Finally in Section 10 we give the proof of Theorem 7.1.
An intersection lattice is a pair \((G, Q_G)\) of a free abelian group \(G\) together with a \(\mathbb{Z}\)-valued symmetric bilinear form on it. We indicate with \((\mathbb{Z}^N, -\text{Id})\) the intersection lattice with the standard negative definite form defined by
\[ e_i \cdot e_j = -\delta_{ij}. \]
We will always work with \(\mathbb{Z}^N\) with the above form on it, so in most cases we will omit the form and indicate the intersection lattice simply by \(\mathbb{Z}^N\). Let \(S = \{v_1, \ldots, v_N\} \subset \mathbb{Z}^N\) be such that
\begin{itemize}
  \item \(v_i \cdot v_i \leq -2\)
  \item \(v_i \cdot v_j \in \{0, 1\}\) if \(i \neq j\)
\end{itemize}
Define the intersection graph of \(S\) as the graph having a vertex for each element of \(S\) and an edge for every pair \((v_i, v_j)\) such that \(v_i \cdot v_j = 1\). We indicate this graph with \(\Gamma_S\). The graph \(\Gamma_S\) can be given integral weights on its vertices: the weight of the vertex corresponding to \(v_i\) is \(v_i \cdot v_i\).

**Definition 6.1.** A subset \(S \subset \mathbb{Z}^N\) satisfying the above properties is said to be a linear subset whenever \(\Gamma_S\) is a linear graph. We will also say that \(S\) is treelike whenever its graph is a tree. In this case we require that \(v_i \cdot v_i \leq -2\) only when \(v_i\) corresponds to a vertex on a linear chain.

Note that the graph of a treelike subset is a plumbing graph in normal form. We will use all the terminology we have introduced for plumbing graphs and intersection forms in this new context without stating the obvious definitions. For example, given a linear subset \(S\), a vector \(v \in S\) can be isolated, internal or final just like the vertex of a plumbing graph.

Given \(v \in \mathbb{Z}^N\) and some basis vector \(e_i\) we say that \(e_i\) hits \(v\) (or that \(v\) hits \(e_i\)) if \(v \cdot e_i \neq 0\). Two vectors \(v, w \in \mathbb{Z}^N\) are linked if there exists a basis vector that hits both of them. A subset \(S \subset \mathbb{Z}^N\) is irreducible if for every pair of vectors \(v, w \in S\) there exists a sequence of vectors in \(S\)
\[ v_0 = v, v_1, \ldots, v_n = w \]
such that \(v_i\) and \(v_{i+1}\) are linked for \(i = 0, \ldots, n - 1\). A subset which is not irreducible is said to be reducible. A linear irreducible subset is called a good subset. A good subset whose graph is connected is a standard subset. We indicate with \(c(S)\) the number of connected components of \(\Gamma_S\). This should not be confused with the number of irreducible components, for which we do not introduce any symbol. In general an irreducible component may have a graph consisting of several connected components.

There are some elementary operations that, under certain assumptions, can be performed on a linear subset in order to obtain a smaller linear subset. Here we restrict ourselves to \(-2\)-final expansions and \(-2\)-final contractions because these are the only operations that we need. In [14] a more general notion of expansions and contraction is used. We indicate with \(\pi_h : \mathbb{Z}^N \to \mathbb{Z}^{N-1}\) the projection onto the subgroup \(<e_1, \ldots, e_{h-1}, e_{h+1}, \ldots, e_N>\).

**Definition 6.2.** Let \(S = \{v_1, \ldots, v_n\} \subset \mathbb{Z}^n\) be a linear subset. Suppose that there exists \(e_i\) such that
\begin{itemize}
  \item \(e_i\) only hits two vectors \(v_h\) and \(v_k\)
  \item one of these vectors, say \(v_h\), is final
  \item \(v_h \cdot v_h = -2\) and \(v_k \cdot v_k < -2\)
\end{itemize}
We say that the subset $S' := \pi_h(S \setminus \{v_h\})$ is obtained from $S$ by $-2$-final contraction and we write $S \searrow S'$. We also say that $S$ is obtained from $S'$ by $-2$-final expansion and we write $S' \nearrow S$.

If we think of a subset $S \subset \mathbb{Z}^{n-1}$ as a square matrix whose columns are the vectors $v_1, \ldots, v_n$, then a $-2$-final contraction consists in removing one column and one row provided that the above conditions are satisfied. Note that a $-2$-final contraction (or expansion) of a linear subset $S$ is again a linear subset $S'$ whose graph $\Gamma_{S'}$ has the same number of components as $\Gamma_S$.

**Definition 6.3.** Let $S' = \{v_1, \ldots, v_N\} \subset \mathbb{Z}^N, N \geq 3$ be a good subset. Let $C' = \{v_{s-1}, v_s, v_{s+1}\} \subset S'$ be such that $\Gamma_{C'}$ is a connected component of $\Gamma_{S'}$ with $v_{s-1} \cdot v_{s+1} = v_s = -2$ and $v_s \cdot v_1 < -2$. Suppose that there exists $e_j$ which hits all the vectors in $C'$ and no other vector of $S'$. Let $S$ be a subset obtained from $S'$ via a sequence of $-2$-final expansions performed on $C'$. The component $C \subset S$ corresponding to $C' \subset S'$ is called a bad component of the good subset $S$.

We indicate the number of bad components of a good subset with $b(S)$. Given $v_1, \ldots, v_j$ elements of a linear subset we also define

$$E(v_1, \ldots, v_j) := |\{ k \mid e_k \cdot v_1 \neq 0, \ldots, e_k \cdot v_j \neq 0 \}|$$

The situation we need to study is that of a linear subset together with an extra vector $v$ which is orthogonal to all but one vector, say $w_i$, of each connected component $S_i$ of $S$ and $v \cdot w_i = 1$. This last condition is expressed by saying that $v$ is linked once to $w$.

The following lemmas will be used several times in the next sections.

**Lemma 6.4.** Let $\Gamma$ be a linear plumbing graph in normal form with connected components $\Gamma_1, \ldots, \Gamma_k$. Choose vertices $v_i \in \Gamma_i$ where $1 \leq i \leq k$. Let $\Gamma'$ be the graph obtained from $\Gamma$ by adding a new vertex $v$ with weight $w(v) \leq -1$ and new edges for the pairs $(v, v_i)$. If $\det \Gamma' = 0$, then one of the following holds:

- $w(v) > -k$
- $w(v_j) = -2$ for some $j \in \{1, \ldots, k\}$.

**Proof.** Since $\det \Gamma' = 0$, by Proposition 2.16 we must have $c_f \Gamma = 0$. Computing $c_f \Gamma$ with respect to the vertex $v$, using Proposition 2.8, we obtain

$$w(v) - \sum_{j=1}^k \frac{1}{w(v_j) - \frac{1}{\alpha_j} - \frac{1}{\beta_j}} = 0,$$

where $\alpha_i$ and $\beta_i$ are the continued fractions of the two components of $\Gamma_i \setminus \{v_i\}$, rooted at the vertices adjacent to $v_i$. Note that if $v_i$ is final there is only one component. In this case we set $1/\beta_i = 0$. Suppose that for each $1 \leq j \leq k$ we have $w(v_j) \leq -3$. We need to prove that $w(v) > -k$. Each $\alpha_i$ (and $\beta_i$ if $v_i$ is internal) is the continued fraction of a linear connected plumbing graph in normal form rooted at a final vertex. Therefore $\alpha_i, \beta_i < -1$ and, since $w(v_j) \leq -3$ we have

$$w(v_j) - \frac{1}{\alpha_i} - \frac{1}{\beta_i} < -1 \Rightarrow \sum_{i=1}^k \frac{1}{w(v_j) - \frac{1}{\alpha_i} - \frac{1}{\beta_i}} > -k$$

Combining this fact with the expression for $c_f \Gamma$ we obtain $w(v) > -k$ and we are done. \qed
Lemma 6.5. Let $S \subset \mathbb{Z}^N$ be a linear subset. Let $S_1, \ldots, S_n$ be the connected components of $S$. Suppose there is a vector $v \in \mathbb{Z}^N$ which is linked once to a vector of each $S_i$, say $v_i$ (i.e. $v \cdot v_i = 1$) and is orthogonal to every other vector of $S_i \setminus v_i$. Then

$$v \cdot v > \sum_{i=1}^n v_i \cdot v_i.$$ 

Proof. Let $M$ be the $N \times N$ matrix whose columns are the elements of $S$. The conditions on the extra vector $v$ can be expressed as a linear system of equations, namely

$$t^i M v = \sum_{i=1}^n e_{k_i}.$$ 

where the $k_i$-th column of $M$ is $v_i$. Multiplying both sides of (4) by $M$ we get

$$M^t M v = M \sum_{i=1}^n e_{k_i} = \sum_{i=1}^n v_i.$$ 

The matrix $M^t M$ is conjugated to $t^i M M$, in particular they have the same eigenvalues. The matrix $-M^t M$ represents the intersection form of $P \Gamma_S$. It consists of $n$ blocks, one for each connected component of $S$. Each block can be diagonalized as shown in chapter V of [6], the $k$-th eigenvalue is given by the negative continued fractions corresponding to the first $k$ diagonal entries. In particular, it is easy to prove by induction that, for each eigenvalue $\lambda$, we have $\lambda < -1$. It follows that

$$||v||^2 < ||M^t M v||^2 = \sum_{i=1}^n ||v_i||^2 = \sum_{i=1}^n ||v_i||^2.$$ 

Where $|| \cdot ||$ denotes the usual Euclidean norm. Rewriting the above inequality using the standard negative definite product in $\mathbb{Z}^N$ we obtain

$$v \cdot v > (M^t M v) \cdot (M^t M v) = \left( \sum_{i=1}^n v_i \right) \cdot \left( \sum_{i=1}^n v_i \right) = \sum_{i=1}^n v_i \cdot v_i.$$ 

7 Main results and strategy of the proof

The key technical result that will complete the proof of Theorem 5.1 is the following.

Theorem 7.1. Let $S \subset \mathbb{Z}^N$ be a linear subset. Suppose that there exists $v \in \mathbb{Z}^N$ which is linked once to a vector of each connected component of $S$ and is orthogonal to any other vector of $S$. Assume also that, with the notation introduced in Section 5 we have

$$I(\Gamma_S) \leq -f(\Gamma_{S \cup \{v\}}, v) - 2i(\Gamma_{S \cup \{v\}}, v) - \sum_{u \in N(\Gamma_{S \cup \{v\}})} \max\{0, u \cdot u + 3\}.$$ 

Then, $\Gamma_{S \cup \{v\}}$ can be obtained by joining together two or more building blocks along their $-1$-vertices.
The main ingredient for the proof of Theorem 7.1 is the following result which explains that the irreducible components of the given subset together with the corresponding extra vector give rise to building blocks.

**Theorem 7.2.** Let \( S \subset \mathbb{Z}^N \) be a good subset such that \( I(S) + c(S) \leq 0 \) and \( I(S) + b(S) < 0 \). Suppose there exists \( v \in \mathbb{Z}^N \) which is linked once to a vector of each connected component of \( S \) and is orthogonal to all the other vectors of \( S \). Then, \( v \cdot v = -1 \) and \( \Gamma_{S \cup \{v\}} \) is a building block.

The idea of the proof of Theorem 7.2 is the following. The assumptions on \( S \) are chosen so that, by the results of [15] the subset \( S \) falls in one of the following classes:

1. \( c(S) = 1 \), so that the graph of \( S \) is a single linear component
   \[
   \bullet \quad \bullet \quad \cdots \quad \bullet
   \]
   In this case we will prove that the extra vector \( v \) is linked to an internal vector of \( S \) and that the graph of \( S \cup \{v\} \), which is of the form
   \[
   \bullet \quad \cdots \quad \bullet \quad \bullet \quad \cdots \quad \bullet
   \]
   is a building block of the second type. Here the extra vector \( v \) has been depicted with a white dot and the edges coming out of it are dashed.

2. \( c(S) = 2 \). In this case the graph of \( S \) consists of two linear components. There are three possible graphs for \( S \cup \{v\} \) according to whether \( v \) is linked to a pair of final vectors, to a final vector and an internal one or to two internal vectors. We will prove that:
   - in the first case \( b(S) = 0 \) and \( \Gamma_{S \cup \{v\}} \) is a building block of the first type
   - in the second case \( b(S) = 1 \) and \( \Gamma_{S \cup \{v\}} \) is a building block of the second type
   - in the third case \( b(S) = 2 \) and \( \Gamma_{S \cup \{v\}} \) is a building block of the fourth type
   the graphs corresponding to these three possibilities are the following
   \[
   \bullet \quad \cdots \quad \bullet \quad \bullet \quad \cdots \quad \bullet
   \]
   \[
   \bullet \quad \bullet \quad \bullet
   \]
   \[
   \bullet \quad \bullet \quad \bullet
   \]
   \[
   \bullet \quad \bullet \quad \bullet
   \]
   \[
   \bullet \quad \bullet \quad \bullet
   \]
   \[
   \bullet \quad \bullet \quad \bullet
   \]
   \[
   \bullet \quad \bullet \quad \bullet
   \]
   \[
   \bullet \quad \bullet \quad \bullet
   \]
The analysis required by the above four cases may be sketched as follows. We may think of $S$ as a square matrix whose columns are its elements. The condition on the extra vector $v$ may be translated into a matrix equation, namely

$$^tSv = e_i$$

for the first case, and

$$^tSv = e_i + e_j$$

for the other cases. In each case there is an obvious solution to the above equations, which gives rise to a subset whose graph is a building block. Using this language, the content of Theorem 7.2 amounts to saying that the only integral solutions to the above systems of equations are the obvious ones. This fact will be proved by assuming that there is a nonobvious solution and then finding a contradiction with the constraints provided by Lemma 6.5.

8 Irreducible subsets

In this section collect all the results we need to prove Theorem 7.2. As explained at the end of the previous section, we will need to examine several cases.

Proposition 8.1. Let $S = \{v_1, \ldots, v_n\} \subset \mathbb{Z}^n$ be a standard subset. Suppose there exists $v \in \mathbb{Z}^n$ which is linked once to a vector, say $v_k$, of $S$ and is orthogonal to every other vector of $S$. Then,

- $v_k$ is internal and $v_k \cdot v_k = -2$
- $v \cdot v = -1$
- $\Gamma_{S \cup \{v\}}$ is a building block of second type
- $I(S) = -3$

Proof. Assume by contradiction that $v_k$ is final. Then, $\Gamma_{S \cup \{v\}}$ is a linear plumbing graph consisting of $n + 1$ linearly dependent vectors and, by Proposition 2.16, we have $cf(\Gamma_{S \cup \{v\}}) = 0$, which means that

$$cf(\Gamma_{S \cup \{v\}}) = v \cdot v - \frac{1}{cf(\Gamma_S)} = 0.$$

This is impossible because $cf(\Gamma_S) < -1$. It follows that $v_k$ is internal. By Proposition 2.16, the continued fraction associated to $S \cup \{v\}$ must vanish and it can be written as

$$v_k \cdot v_k - \frac{q_1}{p_1} - \frac{q_2}{p_2} - \frac{1}{v \cdot v} = 0,$$

where the $\frac{p_i}{q_i}$'s are the continued fractions associated to the linear graphs obtained from $S$ by deleting $v_k$. Since $0 < -\frac{q_1}{p_1} < 1$ it follows that $v_k \cdot v_k \in \{-1, -2\}$. The case $v_k \cdot v_k = -1$ cannot occur because $S$ is standard, therefore $v_k \cdot v_k = -2$.

By Lemma 6.5, we have $v \cdot v > v_k \cdot v_k = -2$, therefore $v \cdot v = -1$. We may write $v = e_s$ for some $s \in \{1, \ldots, n\}$. Since $v$ is orthogonal to every vector of $S \setminus \{v\}$, we can perform the transformation

$$S \cup \{v\} \mapsto S' := \pi_s(S).$$
At the level of graphs this is just a blowdown move. Since \( n = \mid S' \mid \subset \mathbb{Z}^{n-1} \) we see that 
\[ \det \Gamma_{S'} = 0. \]
By Proposition 2.16 we have \( cf(\Gamma_{S'}) = 0 \), which means that the condition 3 of Proposition 2.14 holds, where \( \Gamma_1 \) and \( \Gamma_2 \) are the connected components of \( S' \setminus \{ \pi_{S}(v) \} \). This shows that \( \Gamma_{S'} \) is a building block of the first type and \( \Gamma_{S \cup \{ v \}} \) is a building block of the second type.

Since \( S \setminus \{ v_k \} \) consists of two complementary legs, we have \( I(S \setminus \{ v_k \}) = -2 \) and so \( I(S) = -3 \).

In the next proposition we make explicit a characterization of certain good subsets which is contained in [15] (see the proof of the main theorem).

**Proposition 8.2.** Let \( S \) be a good subset such that \( I(S) + c(S) \leq 0 \), \( I(S) + b(S) < 0 \). Then \( c(S) \leq 2 \). Assume \( c(S) = 2 \).

1. if \( b(S) = 0 \) then \( \Gamma_S \) consists of two complementary legs
2. if \( b(S) = 1 \) then one of the following holds
   - \( \Gamma_S \) is obtained from the following graph
     \[ \begin{align*}
     -2 & \quad -a & \quad -2 & \quad -2 & \quad -2 \\
     \bullet & \quad \bullet & \quad \bullet & \quad \bullet & \quad \bullet \\
     \end{align*} \]
     (the \(-2\)-chain has length \( n - 1 \) and \( n \geq 2 \)) via a finite number of \(-2\)-final expansions performed on the leftmost component.
   - \( \Gamma_S = \Gamma_1 \sqcup \Gamma_2 \), where \( \Gamma_1 \) is obtained from the graph
     \[ \begin{align*}
     -2 & \quad -a & \quad -2 \\
     \bullet & \quad \bullet & \quad \bullet \\
     \end{align*} \]
     via a finite number of \(-2\)-final expansions and \( \Gamma_2 \) is dual to a graph obtained from the one above via a finite number of \(-2\)-final expansions.
3. If \( b(S) = 2 \) then \( \Gamma_S = \Gamma_1 \sqcup \Gamma_2 \) where each \( \Gamma_i \) is obtained from
   \[ \begin{align*}
     -2 & \quad -3 & \quad -2 \\
     \bullet & \quad \bullet & \quad \bullet \\
     \end{align*} \]
   via a finite sequence of \(-2\)-final expansions.

**Remark 8.3.** It may be useful to explain how the graph of a linear subset changes via \(-2\)-final expansions. Suppose that \( S \) is a linear subset and that, for some index \( i \), \( e_i \) hits only two final vectors \( v_1 \) and \( v_2 \). If \( v_1 \) and \( v_2 \) belong to the same connected component of \( \Gamma_S \) then, a \(-2\)-final expansion changes the graph as follows

\[ v_1 \quad v_2 \rightarrow e_i + e_j \quad v_1 \quad v_2 - e_j \]

where we are assuming that \( v_1 = -e_j + \ldots \) and \( v_2 = e_j + \ldots \). An analogous operation can be performed when \( v_1 \) and \( v_2 \) belong to different connected components.
Proposition 8.4. Let $S = S_1 \cup S_2$ be a good subset with no bad components such that $I(S) < 0$ and $c(S) = 2$. Let $v$ be an element of, say, $S_1$.

1. if $v$ is internal and $v \cdot v \geq -3$ there exists a vector $v' \in S_2$ such that $E(v, v') = 2$;

2. if $v$ is internal and $v \cdot v = -k < -3$ there exists a $-2$-chain in $S_2$ of the form

$$\ldots, e_1 - e_2, e_2 - e_3, \ldots, e_{k-3} - e_{k-2}, \ldots$$

and $|e_i \cdot v| = 1$ for each $i \leq k - 2$;

3. if $v$ is final and $v \cdot v = -k < -2$ there exists a $-2$-chain in $S_2$ of the form

$$(e_1 - e_2, e_2 - e_3, \ldots, e_{k-2} - e_{k-1}, \ldots)$$

and $|e_i \cdot v| = 1$ for each $1 \leq i \leq k - 2$;

Proof. It is shown in [15] (in the proof of theorem 1.1) that a subset $S$ satisfying our hypothesis is obtained via a sequence of $-2$-final expansions as described in Lemma 4.7 in [15] from a subset of the form $\{e_1 - e_2, e_1 + e_2\}$. In particular, $|e_i \cdot v| \in \{0, 1\}$ for each $v$. This means that we can always write

$$v = \sum_{i=1}^{|v|} \varepsilon_i e_i \quad \text{where} \quad \varepsilon_i \in \{\pm 1\}.$$ 

If $v \cdot v = -2$ write $v = e_1 + e_2$. Again by Lemma 4.7 in [15] every basis vector that hits an internal vector hits exactly three vectors of $S$. It follows that $e_1$ hits two more vectors, say $v'$ and $v''$. Suppose that $e_2$ does not hit any of these vectors. Then we must have $v' \cdot v = v'' \cdot v = 1$. Now $e_2$ must hit some vector, say $v'''$. Since $e_1$ does not hit $v'''$, we would have $v''' \cdot v = 1$. But then $v$ would be adjacent to three vectors, which is impossible. The same argument works if $v \cdot v = -3$, we omit the details.

If $v \cdot v = k \leq -4$ write $v = \sum_{i=1}^{k} e_i$. It is clear from the proof of the main theorem in [15] that the subset $S$ is obtained by $-2$-final expansions from a subset $S'$ whose associated string is $(2, 2) \cup (3)$.

Then the assertion is easily proved by induction on the number of expansions needed to obtain $S$ from $S'$, we omit the details.

The third assertion is proved similarly. If $v \cdot v = -k < -2$ then $S$ originates from a subset $S'$ via $k - 2$ $-2$-final expansions. Similarly $v$ originates from a final vector $v' \in S'$, with $v' \cdot v' = -2$. Each $-2$-final expansion creates a new $-2$-final vector in $S_2$ linked to the one resulting from the previous expansion.

8.1 First case: $b(S) = 0$

In this subsection we examine the subset in Proposition 8.2 with no bad components. We will need the following lemma.

Lemma 8.5. Let $S$ be a good subset such that $c(S) = 2$ and $b(S) = 0$. Let $v_i, v_j$ be two vectors in $S$. We have
• if \( v_i \cdot v_j = 1 \) then \( E(v_i, v_j) = 1 \)

• if \( v_i \cdot v_j = 0 \) then \( E(v_i, v_j) \in \{0, 2\} \)

**Proof.** The Lemma clearly holds for the subset \( S_3 \). Let \( S_n \) be a subset obtained from \( S_3 \) via a sequence of \(-2\)-final expansions

\[
S_3 \to S_4 \to \cdots \to S_n
\]

Suppose the lemma holds for \( S_{n-1} \). The conclusion follows easily from the fact that the new vector which has been introduced has square \(-2\). We omit the details. \( \square \)

**Proposition 8.6.** Let \( S \subset \mathbb{Z}^N \) be a good subset such that \( c(S) = 2 \) and \( b(S) = 0 \). Suppose that there exists a vector \( v \in \mathbb{Z}^N \) that is linked once to a vector of each connected component of \( S \) and is orthogonal to all the remaining vectors of \( S \). Then

• \( v \) is linked to a pair of final vectors

• \( v \cdot v = -1 \)

• the graph of \( S \cup \{v\} \) is a building block of the first type

• \( I(S) = -2 \)

**Proof.** Write \( S = S_1 \cup S_2 \) and \( w_1, w_2 \) for the two vectors linked once with \( v \). First note that if both \( w_1 \) and \( w_2 \) are final vectors then the graph associated to \( S \cup \{v\} \) is linear and since \( \det \Gamma_{S \cup \{v\}} = 0 \) the corresponding plumbed 3-manifold is diffeomorphic to \( S^1 \times S^2 \). This means that \( \Gamma_{S \cup \{v\}} \) cannot be in normal form which is only possible if \( v \cdot v = -1 \). By Proposition 2.14 the graph \( \Gamma_{S \cup \{v\}} \) is building block of the first type. Also by Proposition 2.14 the two components of \( S \) are complementary and so \( I(S) = -2 \). Therefore it is enough to show that both \( w_1 \) and \( w_2 \) are final.

Assume by contradiction that \( w_1 \) is an internal vector. Then we have \( v \cdot v < -1 \). To see this note that if \( v \cdot v = -1 \) then, by lemma 4.7 in [15], the vector \( v \) can only hit final vectors. By Lemma 6.4 at least one vector among \( w_1 \) and \( w_2 \) has \(-2\) square.

We have two possibilities.

**First case:** The vector \( w_2 \) is final.

The graph \( \Gamma_{S \cup \{v\}} \) has the following form

\[
\begin{array}{c}
\cdot \quad \cdots \quad \cdot \quad \cdots \quad \cdot \\
\cdot \quad \cdot \quad \cdot \quad \cdots \quad \cdot \\
\cdot \quad \cdot \quad \cdot \quad \cdots \quad \cdot
\end{array}
\]

It is a star-shaped plumbing graph in normal form with three legs. Since \( \det \Gamma_{S \cup \{v\}} = 0 \) the weight of the central vertex, which is \( w_1 \), can only be \(-1\) or \(-2\), since \( S \) is a good subset we have \( w_1 \cdot w_1 = -2 \). We may write \( w_1 = e_1 + e_2 \). Recall that by Lemma 6.5 we must have

\[
\|v\|^2 < 2 + \|w_2\|^2. \tag{7}
\]

Moreover we claim that

\[
E(w_1, w_2) = 0. \tag{8}
\]

To see this note that since \( w_1 \cdot w_2 = 0 \) and \( w_1 \cdot w_1 = -2 \) we have \( E(w_1, w_2) \in \{0, 2\} \). If both \( e_1 \) and \( e_2 \) hit \( w_2 \) then, by Lemma 4.7(3) in [15], at least one of them hits exactly two vectors in \( S \).
But then, again by Lemma 4.7(2) in [15], these two vectors are not internal. This contradicts the fact that \( w_1 \) is internal.

Now we proceed by distinguishing several cases according to the weight of \( w_2 \).

**First subcase:** \( w_2 \cdot w_2 = -2 \).

By (8) we may write
\[
 w_1 = e_1 + e_2 \quad ; \quad w_2 = e_3 + e_4.
\]

Note that (7) tells us that \( \|v\|^2 < 4 \), in particular \( |v \cdot e_i| \leq 1 \) for each \( e_i \). Therefore, since \( 1 = v \cdot w_1 = v \cdot e_1 + v \cdot e_2 \), either \( v \cdot e_1 = 0 \) or \( v \cdot e_2 = 0 \). Similarly either \( v \cdot e_3 = 0 \) or \( v \cdot e_4 = 0 \). Without loss of generality we may write \( v = -e_1 - e_3 + v' \), where \( v' \cdot e_i = 0 \) for \( i \leq 4 \). By (7), we have \( \|v'\|^2 \leq 1 \). Since \( w_1 \) is internal, by Lemma 4.7 in [15] we know that \( e_1 \) hits exactly three vectors in \( S \), say \( w_1, u_1 \) and \( u_2 \). The condition \( v \cdot u_1 = v \cdot u_2 = 0 \) shows that \( v' \neq 0 \), say \( v' = e_5 \).

We obtain the expression \( v = -e_1 - e_3 + e_5 \). We have \( v \cdot u_i = -e_1 \cdot u_i + e_3 \cdot u_i = 0 \) for \( i = 1, 2 \).

Therefore we may write
\[
 u_i = \varepsilon_i(e_1 + e_3) + u'_i \quad \text{with} \quad u'_i \cdot e_1 = u'_i \cdot e_5 = 0 \quad \text{and} \quad \varepsilon_i = \pm 1 \quad \text{for} \quad i = 1, 2.
\]

This fact together with \( |u_1 \cdot u_2| \leq 1 \) implies that \( E(u_1, u_2) > 2 \) which contradicts Lemma 8.5.

**Second subcase:** \( w_2 \cdot w_2 = -3 \).

By (9) we may write
\[
 w_1 = e_1 + e_2 \quad ; \quad w_2 = e_3 + e_4 + e_5.
\]

By Lemma 4.7 in [15], there exists a final vector \( w_3 \) which, without loss of generality, we can write as \( w_3 = e_3 - e_4 \). Now let us write
\[
 v = v' + \alpha_1 e_1 + \alpha_2 e_2 + \alpha_3 e_3 + \alpha_4 e_4 + \alpha_5 e_5
\]

where \( \alpha_i \cdot e_i = 0 \) for each \( i \leq 5 \). Since at least two \( \alpha_i \)'s are non zero it follows by (7) that \( |\alpha_i| \leq 1 \) for each \( i \leq 5 \) and that \( \sum_{i=1}^{5} |\alpha_i| < 5 \). In particular at least one coefficient is zero. The conditions \( v \cdot w_1 = v \cdot w_2 = 1 \) and \( v \cdot w_3 = 0 \) quickly imply the following

- \((\alpha_1, \alpha_2) \in \{(-1, 0), (0, -1)\} \);
- \((\alpha_3, \alpha_4) \in \{(0, 0), (1, 1)\} \);
- \( \alpha_5 = -1 \);

If \((\alpha_3, \alpha_4) = (1, 1)\) then \( \|v\|^2 = 4 + \|v'\|^2 \) and therefore \( v' = 0 \). We can write
\[
 v = \alpha_2 e_2 + \alpha_3 e_3 + \alpha_4 e_4 + \alpha_5 e_5
\]

Let \( w_4 \) be the vector of \( S \) such that \( w_3 \cdot w_4 = 1 \). We may write this vector as \( w_4 = w'_4 + e_4 \), and since \( w_4 \cdot w_2 = 0 \) we may write \( w_4 = w''_4 + e_4 - e_5 \). Clearly \( e_1 \cdot w''_4 = 0 \) for \( i \leq 5 \). But then, since \( v \cdot w_4 = 0 \), we would have \( \alpha_3 = \alpha_4 = \alpha_5 \) which does not match with the previous conditions we obtained for these coefficients.

Therefore we may assume that \((\alpha_3, \alpha_4) = (0, 0)\). In this situation we may perform a \(-2\)-final contraction on \( S \) that has the effect of deleting the vector \( w_3 \) and decreasing the norm of \( w_2 \) by one. The extra vector \( v \) is not affected by this operation and all the hypothesis that we need remain valid. In this situation \( v \) is linked to a final vector whose weight is \(-2\) and therefore we may repeat the argument given in the first subcase.

**Third subcase:** \( w_2 \cdot w_2 < -3 \).

We may write \( w_2 = \sum_{i=1}^{k} e_i \), with \( k \geq 3 \). By Proposition 8.4 there is a \(-2\)-chain of the form
\[
 (e_1 - e_2, e_2 - e_3, \ldots, e_{k-2} - e_{k-1}, \ldots).
\]
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By (8) we know that \( w_1 \) does not belong to this chain. Therefore \( v \) must be orthogonal to every vector in this chain. It follows that either \( v \) hits all of the vectors in the set \( \{e_1, \ldots, e_{k-1}\} \) or it does not hit any of them.

If \( v \) hits all of the vectors in the set \( \{e_1, \ldots, e_{k-1}\} \) we can write, without loss of generality,

\[
v = v' + \alpha \sum_{i=1}^{k-1} e_i
\]

where \( v' \cdot e_i = 0 \) for \( i \leq k - 1 \) and \( \alpha \in \mathbb{Z} \setminus \{0\} \). But then the condition \( v \cdot w_2 = 1 \) implies \( v \cdot e_k = \alpha(k - 1) + 1 \) and therefore

\[
\|v\|^2 \geq \alpha^2(k - 1) + (\alpha(k - 1) + 1)^2 \geq k - 1 + k^2 \geq k + 2
\]

and this contradicts (7).

If \( v \) does not hit any of the vectors in the set \( \{e_1, \ldots, e_{k-2}\} \) we can perform a series of \( -2 \)-final contractions that will eliminate these vectors. These contractions do not alter the vector \( v \). Let \( w_2' \) be the image of \( w_2 \) after these contractions are performed. Since \( w_2' \cdot w_2 = -2 \) we can apply the argument given in the first subcase.

**Second case:** The vector \( w_2 \) is internal. The graph \( \Gamma_{S \cup \{v\}} \) has the following form

\[
\begin{array}{c}
\bullet \quad \cdots \quad \bullet \\
\bullet \quad \cdots \quad \bullet \\
\end{array}
\]

Recall that we have shown that \( v \cdot v < -1 \). By Lemma [6.4], we may assume, as in the first case, that one of the vectors \( w_1 \) and \( w_2 \), say \( w_1 \), has \(-2\)-square. As a consequence Equation (7) holds. Note that if \( w_2 \cdot w_2 = -2 \) the argument given in the first case works as well in this situation. Therefore we may assume that \( w_2 \cdot w_2 \leq -3 \).

Let \( e_s \) be a base vector that hits two final vectors of \( S \). It is easy to see that if \( e_s \cdot v = 0 \) then the \(-2\)-final contraction \( S \downarrow S' \) associated to \( e_s \) does not affect the vector \( v \). In this situation the subset \( S' \) satisfies all the hypotheses in the statement and the conclusions hold for \( S' \) if and only if they hold for \( S \). This process may be iterated, via a sequence of \(-2\)-final contractions \( S \downarrow \cdots \downarrow S \), until one of the following hold:

1. the image in \( S \) of one vector among \( w_1 \) and \( w_2 \) is a final vector;
2. no more contractions can be performed on \( S \) without affecting the vector \( v \).

If the first condition holds we may apply the argument given in the first case. Assume the second condition holds. The subset \( S \) has two \(-2\)-final vectors of the form \( e_{j_1} - e_{j_2} \) and \( e_{j_3} - e_{j_4} \). By our assumption

\[
v \cdot e_{j_i} \neq 0 \quad \text{for each} \quad 1 \leq i \leq 4.
\]  

(9)

Now we distinguish two cases.

**First subcase:** \( w_2 \cdot w_2 = -3 \).

In this case Equation (9) contradicts Equation (7).

**Second subcase:** \( w_2 \cdot w_2 < -3 \).

By Proposition 8.4, there is a \(-2\)-chain of the form

\[
(\ldots, -e_1 + \ldots, e_1 - e_2, e_2 - e_3, \ldots, e_{k-3} - e_{k-2}, e_{k-2} + \ldots, \ldots).
\]
and \( w_2 = \sum_{i=1}^k e_i \). Since \( v \) is orthogonal to every vector in the \(-2\)-chain, either \( v \cdot e_i \neq 0 \) for each \( i \leq k - 2 \) or \( v \cdot e_i = 0 \) for each \( i \leq k - 2 \). In the first case we quickly obtain a contradiction with Equation (7) (by taking into account (9)). In the second case we may remove the whole \(-2\)-chain performing the transformation

\[
(\ldots, -e_1 + \ldots, e_1 - e_2, \ldots, e_{k-3} - e_{k-2}, e_{k-2} + \ldots, \ldots) \rightarrow (\ldots, -e_1 + \ldots, e_1 + \ldots, \ldots).
\]

The image of the vector \( w_2 \) under this transformation is \( \bar{w}_2 = e_1 + e_{k-1} + e_k \). Since \( \bar{w}_2 \cdot \bar{w}_2 = -3 \) we may argue as in the first subcase, and we are done.

\[ \square \]

8.2 Second case: \( b(S) = 1 \)

In this section we deal with the subsets of Theorem 7.2 having a single bad component. As stated in Proposition 8.2, there are two different classes of such subsets. First we show that for one of these classes it is not possible to find an extra vector \( v \) satisfying the hypothesis of Theorem 7.2. Then we deal with the other class of subsets which will give rise to building block of the third type.

Proposition 8.7. Let \( S' \) be a good subset such that \( b(S) = 1 \) and its graph \( \Gamma_S \) is of the form

\[
\begin{array}{cccccc}
-2 & -a & -2 \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\end{array}
\]

where \( a \geq 3 \) and the \(-2\)-chain has length \( a - 3 \). Let \( S \) be a good subset which is obtained via \(-2\)-final expansions from \( S' \) as explained in Proposition 8.2. Then, there exists no vector \( v \in \mathbb{Z}^N \) linked once to a vector of each connected component of \( S \) and orthogonal to all the other vectors of \( S \).

Proof. Assume by contradiction that there exists \( v \in \mathbb{Z}^N \) linked once to a vector of each connected component of \( S \) and orthogonal to all the other vectors of \( S \). We write \( S = S_1 \cup S_2 \) where \( S_1 \) is obtained from the bad component of \( S' \) via \(-2\)-final expansions and \( S_2 \) is obtained from the non bad component of \( S' \) in a similar way. Note that the only vector of \( S_1 \) which is linked to a vector of \( S_2 \) is the central one. Call this vector \( w \). More precisely, we may choose base vectors of \( \mathbb{Z}^N \) \{\( e_1, \ldots, e_k, e_{k+1}, \ldots, e_N \)\} so that

- if \( i \leq k + 1 \) we have \( e_i \cdot u = 0 \) for each \( u \in S_2 \)
- if \( i \geq k + 2 \) we have \( e_i \cdot u = 0 \) for each \( u \in S_1 \setminus \{w\} \)
- \( e_{k+1} \cdot w \neq 0 \) and for some \( j \geq k + 2 \) we have \( e_j \cdot w \neq 0 \).

Note that \( |S_1| = k + 2 \) and \( |S_2| = N - k - 2 \). Now we proceed by distinguishing several cases.

First case: \( w \cdot v = 0 \). We can write \( v = v_1 + v_2 \) so that \( v_1 \) is spanned by \( \{e_1, \ldots, e_{k+1}\} \) and \( v_2 \) by \( \{e_{k+2}, \ldots, e_N\} \). In particular, \( v_1 \) (resp. \( v_2 \)) is orthogonal to every element of \( S_2 \) (resp. \( S_1 \)), and moreover both \( v_1 \) and \( v_2 \) are nonzero. The subset \( S_1 := (S_1 \setminus \{w\}) \subset \mathbb{Z}^{k+1} \) consists of two complementary linear components, \( T_1 \) and \( T_2 \). Since \( w \cdot v = 0 \), the vector \( v_1 \) is linked once to a vector of, say, \( T_1 \) and is orthogonal to the other vectors of \( S_1 \). The graph \( \Gamma_{S_1 \cup \{v_1\}} \) is given by the disjoint union \( \Gamma_{T_1 \cup \{v_1\}} \sqcup \Gamma_{T_2} \) where \( \Gamma_{T_1 \cup \{v_1\}} \) is starshaped with three legs and \( \Gamma_{T_2} \) is linear. Since \( \det \Gamma_{S_1 \cup \{v_1\}} = 0 \), we have

\[
0 = \det \Gamma_{S_1 \cup \{v_1\}} = \det(\Gamma_{T_1 \cup \{v_1\}} \sqcup \Gamma_{T_2}) = \det \Gamma_{T_1 \cup \{v_1\}} \det \Gamma_{T_2}.
\]
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Since \( \det \Gamma \neq 0 \), we must have \( \det \Gamma T_1 \cup \{v\} = 0 \). It follows that, as in the proof of Proposition 8.1, \( v \) is linked once to a vector of \( T_1 \) with \(-2\) square. This quickly leads to a contradiction with Lemma 6.5.

\textbf{Second case:} \( w \cdot v = 1 \). We may write \( v = v_1 + v_2 \) as in the first case. Since \( v_1 \) is orthogonal to the vectors of \( S_1 \setminus \{w\} \) we must have \( v_1 = 0 \) (because \( v_1 \) is orthogonal to linearly independent vectors in \( \mathbb{Z}^n \)). Consider the good subset

\[ \tilde{S} := (S \setminus S_1) \cup \{ \pi_{k+1}(w) \} \]

The vector \( v = v_2 \) is linked once to a vector of each connected component of \( \tilde{S} \) and is orthogonal to the other vectors of \( \tilde{S} \). The graph \( \Gamma_{\tilde{S} \cup \{v\}} \) is either starshaped with three legs (if \( v \) is linked once to an internal vector of \( S_2 \)) or linear (if \( v \) is linked once to a final vector of \( S_2 \)). The latter possibility cannot occur. To see this suppose that \( \Gamma_{\tilde{S} \cup \{v\}} \) is linear. Since \( \det \Gamma_{\tilde{S} \cup \{v\}} = 0 \) we must have \( v \cdot v = -1 \). Moreover, by Proposition 2.14, the two components of \( \tilde{S} \) are complementary. Since one of these components consists of a single vertex, the other one must be a \(-2\)-chain which is not the case. Therefore we may assume that the graph \( \Gamma_{\tilde{S} \cup \{v\}} \) is starshaped with three legs. The subset \( \tilde{S} \) is obtained via \(-2\)-final expansions (performed on the rightmost component) from a subset whose graph is

\[
\begin{array}{cccccc}
-3 & -2 & 2 & -3
\end{array}
\]

where \( \alpha \geq 3 \) and the \(-2\)-chain has length \( \alpha - 3 \). Up to automorphisms of the integral lattice \( \mathbb{Z}^n \) this subset may be written as

\[ \tilde{S} := \left\{ \sum_{i=1}^{a-1} e_i \right\} \cup \{ e_1 - e_2 + e_a, e_2 - e_3, \ldots, e_{a-2} - e_{a-1}, e_{a-1} + e_a - e_1 \} \]  \hspace{1cm} (10)

Note that, as in the proof of Proposition 8.1, the vector \( v \) must be linked to a \(-2\)-vector, say \( u \), of \( \tilde{S} \setminus \{ \pi_{k+1}(w) \} \). We have two possibilities which we examine separately.

\textbf{First subcase:} The vector \( u \) is not affected by the series of \(-2\)-final contractions from \( \tilde{S} \) to \( \tilde{S} \). In this case the vector \( u \) belongs to the \(-2\)-chain that appears in (10). By Lemma 6.5 we must have \( v \cdot v < -\alpha - 2 \). Write \( u = e_k - e_{k+1} \) with \( 2 \leq k \leq \alpha - 1 \). It is easy to see that \( v \) can be written as

\[ v = v' + \alpha \sum_{i=2}^{k} e_i + (1 + \alpha) \sum_{i=k+1}^{a-1} e_i \]

where \( \alpha \in \mathbb{Z} \setminus \{0, -1\} \). This expression quickly leads to a contradiction with the inequality \( v \cdot v < -\alpha - 2 \).

\textbf{Second subcase:} The vector \( u \) is the result of one of the \(-2\)-final expansions from \( \tilde{S} \) to \( \tilde{S} \). Write \( u = e_a + e_1 \). We have either \( e_a \cdot v \neq 0 \) or \( e_1 \cdot v \neq 0 \), and it is easy to see that \( v \) must hit at least another base vector which is not in \( \{ e_1, \ldots, e_a \} \). Moreover since \( w \cdot v = 1 \) the vector \( v \) hits at least one vector among \( \{ e_1, \ldots, e_a \} \). Since \( v \) is orthogonal to all the vectors in the \(-2\)-chain in (10) we see that \( e_2 \cdot v = \cdots = e_{a-1} \cdot v \). If \( e_2 \cdot v \neq 0 \) then we quickly obtain a contradiction with Lemma 6.5 by computing \( e_1 \cdot v \). If \( e_2 \cdot v = 0 \) we may write \( v = v' - e_1 + e_a \) where \( e_j \cdot v' = 0 \) for each \( j \leq a \). In this situation we can change the subset \( \tilde{S} \) by removing the coordinate vectors appearing in the \(-2\)-chain of \( \tilde{S} \) and the vector \( w \). We call this new subset \( T \), it is obtained from the subset

\[ \{ e_1 - e_a, e_1 + e_a \} \]
via \(-2\)-final expansions. The vector \(v\) is not affected by this transformation. Note that \(T\) is a good subset with two complementary connected components and that \(v\) is linked once to a vector of one connected component and is orthogonal to any other vector. The graph \(\Gamma_{T∪\{v\}}\) is the disjoint union of a three legged starshaped graph and a linear one. Now we can argue as in the first case. Since \(\det \Gamma_{T∪\{v\}} = 0\) the vector \(v\) must be linked to a \(-2\)-weighted vertex which quickly leads to a contradiction with Lemma 6.5.

**Proposition 8.8.** Let \(S = S_1 ∪ S_2\) be a good subset such that \(c(S) = 2\), \(b(S) = 1\) and \(I(S) < 0\). Suppose that \(\Gamma_S\) is obtained from

\[
\begin{bmatrix}
-2 & -(n + 1) & -2 & -2 & -2 & \ldots & -2 \\
\end{bmatrix}
\]

(where the \(-2\)-chain has length \(n - 1\) and \(n ≥ 2\)) via a finite number of \(-2\)-final expansions performed on the leftmost component. Assume that there exists \(v ∈ \mathbb{Z}^N\) linked once to a vector of each connected component of \(S\) and orthogonal to any other vector of \(S\). Then

- \(v\) is linked to the central vector of the bad component of \(S\) and to a final vector of the \(-2\)-chain
- \(v · v = -1\)
- the graph \(\Gamma_{S∪\{v\}}\) is a building block of the third type
- \(I(S) = -3\)

**Proof.** The vectors corresponding to the \(-2\)-chain can be written as

\[(e_1 - e_2, e_2 - e_3, \ldots, e_{n-1} - e_n)\].

The vectors corresponding to the bad component (before the \(-2\)-final expansions are performed) can be written as

\[S_3 = \{−e_{n+1} - e_{n+2}, \sum_{j=1}^{n+1} e_j, -e_{n+1} + e_{n+2}\}\].

Note that the central vector is not altered by \(-2\)-final expansions and the same holds for one of the two final vectors.

**Claim:** the extra vector \(v\) is linked to a final vector of the \(-2\)-chain.

To see this suppose \(v\) is linked to an internal vector, say \(e_i - e_{i+1}\), where \(1 < i < n - 1\). Then we can write

\[v = v' + \alpha \sum_{j=1}^{i} e_j + (1 + \alpha) \sum_{j=i+1}^{n} e_j\] where \(\alpha ∈ \mathbb{Z} \setminus \{0, -1\}\). \hspace{1cm} (11)

and \(v' · e_i = 0\) for \(1 ≤ i ≤ n\). Now \(v\) must be linked to some vector of the bad component, first assume \(v\) is linked to the central vector whose weight is \(n + 1\). In this case Lemma 6.5 implies that \(\|v\|^2 < n + 3\). Using the expression for \(v\) in (11) we obtain

\[\|v'\|^2 + i\alpha^2 + (n - i)(1 + \alpha)^2 < n + 3\]
which is impossible when $\alpha \not\in \{0, -1\}$. Now assume $v$ is linked to some vector, say $w$, of the bad component other than the central one. If $n \leq 3$ the claim is trivial so we may assume that $n > 3$. It follows by Lemma 6.5 that
\[\|v\|^2 + i\alpha^2 + (n-2)(1+\alpha)^2 < 2 + \|w\|^2.\]
In particular
\[\|w\|^2 > 3 \quad \text{and} \quad \|w\|^2 - \|v\|^2 > 2.\]
We can write $w = \sum_{h=1}^k e_{jh}$, where $k \geq 4$. The relevant portion of the bad component can be written as
\[(\ldots, u + e_{j1} - e_{j2}, e_{j2} - e_{j3}, \ldots, e_{j_{k-2}} - e_{j_{k-1}} + u', \ldots, \sum_{h=1}^k e_{jh}, \ldots).\]
In particular there is a $-2$-chain of length $k - 3$. If $v'$ hits one of the basis vectors in this chain then it hits them all, and this would contradict the inequality $\|w\|^2 - \|v\|^2 > 2$. Therefore we may assume that $e_{j2}, v = \cdots = e_{j_{k-2}}: v = 0$. In this situation we can change the bad component by removing the vectors $e_{j2}, \ldots, e_{j_{k-2}}$. The relevant portion of this new component can be written as
\[(\ldots, u + e_{j1} - e_{j2}, e_{j2} - e_{j3}, \ldots, e_{j_{k-2}} - e_{j_{k-1}} + u', \ldots, e_{j1} + e_{j2} + e_{j_{k-1}} + e_{j_k}, \ldots)\]
Everything we said so far holds for this new component, in particular the inequality $\|w\|^2 - \|v\|^2 > 2$ now implies $\|v\|^2 = 1$ which is easily seen to be impossible and the claim is proved.

We can write $v = -e_1 + v'$, where $v'$ does not hit any vector in the $-2$-chain. Note that if $v$ is linked to the central vector of the bad component then we must have $v' = 0$. This is because $-e_1$ is linked once to a final vector of the $-2$-chain and once to the central vector of the bad component and there is at most one vector in $\mathbb{Z}^N$ with this property (the conditions on $v$ can be expressed as a nonsingular $n \times n$ system of equations).

In this case the plumbing graph corresponding to $S \cup \{v\}$ is a building block of the third type.

Therefore in order to conclude we need to show that $v' = 0$. Assume $v' \neq 0$, then $v$ must be linked to some vector of the bad component, say $w$, other than the central one. By Lemma 6.5 we have $\|v\|^2 = 1 + \|v\|^2 < 2 + \|w\|^2$, therefore
\[\|v\|^2 \leq \|w\|^2\] (12)
We can write $w = \sum_{h=1}^k e_{jh}$, again the relevant portion of the bad component can be written as
\[(\ldots, u + e_{j1} - e_{j2}, e_{j2} - e_{j3}, \ldots, e_{j_{k-2}} - e_{j_{k-1}} + u', \ldots, \sum_{h=1}^k e_{jh}).\]
If $k = 2$ then $w = e_1 - e_2$ and $v'$ can be written as
\[v' = \alpha e_{j1} + (1+\alpha)e_{j2} \quad \text{with} \quad \alpha \in \mathbb{Z} \setminus \{0, -1\}\]
but then $\|v\|^2 \geq 5$, which contradicts (12). If $k = 3$, write $w = e_{j1} + e_{j3} + e_{j2}$. It is easy to show that again the possible expressions for $v'$ contradicts (12) (one needs to distinguish the three possibilities where $v'$ hits one, two or all of the vectors among $\{e_{j1}, e_{j2}, e_{j3}\}$). If $k \geq 4$ there is a $-2$-chain associated to $w$ whose length is $k - 3$ and either $v'$ hits every vector in this chain or it does not hit any of them. If $v'$ hits every vector in the $-2$-chain it is easy to see that this would contradict again (12). If $v'$ does not hit any vector in the $-2$-chain, the chain can be contracted as we did before, and we are back to the case $k = 3$. \[\square\]
8.3 Third case: \( b(S) = 2 \)

In this subsection we examine the good subsets with two bad components satisfying the hypothesis of Theorem 7.2 and we show that they give rise to building block of the fourth type.

**Proposition 8.9.** Let \( S \) be a good subset such that \( c(S) = b(S) = 2 \) and \( I(S) < 0 \). Suppose that there exists \( v \in \mathbb{Z}^N \) which is linked once to a vector of each connected component of \( S \) and is orthogonal to the other vectors of \( S \). Then,

- \( v \) is linked to the central vectors of each bad component of \( S \)
- \( v \cdot v = -1 \)
- the graph \( \Gamma_{S \cup \{v\}} \) is a building block of the fourth type
- \( I(S) = -4 \)

**Proof.** Write \( S = S_1 \cup S_2 \). The string associated to \( S \) is of the form \( s_1 \cup s_2 \) where each \( s_i \) is obtained from \( (2, 3, 2) \) via \(-2\)-final expansions.

First let us assume that the extra vector \( v \) is linked to both the central vectors of the two bad components. Then note that \( \det(\Gamma_{S \cup \{v\}}) = 0 \). By Proposition 2.16 this is equivalent to \( cf(\Gamma_{S \cup \{v\}}) = 0 \), therefore

\[
0 = cf(\Gamma_{S \cup \{v\}}) = v \cdot v - \frac{1}{cf(\Gamma_{S_1})} - \frac{1}{cf(\Gamma_{S_2})}
\]

where each \( \Gamma_{S_i} \) is rooted at its central vector. The graph obtained from \( \Gamma_{S_i} \) by removing the central vector consists of two components which are dual of each other. Therefore \( cf(\Gamma_{S_i}) = -2 \) which implies \( v \cdot v = -1 \).

It is clear that the graph \( \Gamma_{S \cup \{v\}} \) is a building block of the fourth type. To see this first blow down the extra vector and split the graph along one of its trivalent vertices. In other words \( \Gamma_{S \cup \{v\}} \) is a building block of the fourth type. The fact that \( I(S) = -4 \) is a straightforward computation.

In order to conclude we need to rule out the possibility of \( v \) being linked to a noncentral vector. Let \( w_1 \in S_1 \) and \( w_2 \in S_2 \) be the two vectors of \( S \) which are linked to \( v \). Suppose \( w_1 \) is non central.

**Claim:** Possibly after a sequence of contractions which do not alter the extra vector \( v \) we may assume that \( \|v\|^2 \geq \|w_1\|^2 \).

We prove the claim in three steps which correspond to the three cases \( w_1 \cdot w_1 = -2, w_1 \cdot w_1 = -3 \) and \( w_1 \cdot w_1 \leq -4 \). If \( w_1 \cdot w_1 = -2 \) we can write \( w_1 = e_1 + e_2 \) and assume \( e_1 \cdot v \neq 0 \). If \( e_2 \cdot v \neq 0 \) we are done. If \( e_2 \cdot v = 0 \) note that \( e_1 \) must hit some other vector \( u \in S_1 \). Since \( u \cdot v = 0 \) we see that \( v \) must hit some basis vector other than \( e_1 \) and therefore \( \|v\|^2 \geq 2 = \|w_1\|^2 \). If \( w_1 \cdot w_1 = -3 \) we may write \( w_1 = e_1 + e_2 + e_3 \) and assume \( e_1 \cdot v \neq 0 \). If \( e_2 \cdot v \neq 0 \) and \( e_3 \cdot v \neq 0 \) we are done. If this is not the case it is easy to find two more basis vectors that hit \( v \) arguing just like above. If \( w_1 \cdot w_1 \leq -4 \) we may write \( w_1 = \sum_{i=1}^k e_i \), in this case there is a \(-2\)-chain associated to \( w_1 \).

The relevant portion of \( S \) can be written as follows

\[
(\ldots, u + e_1 - e_2, e_2 - e_3, e_3 - e_4, \ldots, e_{k-2} - e_{k-1}, e_{k-1} - e_k + u', \ldots, \sum_{i=1}^k e_i, \ldots).
\]

Note that either \( v \) hits every vector in the \(-2\)-chain or it does not hit any of them. If \( v \) hits every vector in the \(-2\)-chain the inequality \( \|v\|^2 \geq \|w_1\|^2 \) follows easily. If \( v \) does not hit any vector
in the $-2$-chain we remove from $S$ the $-2$-chain. We obtain a new subset $\tilde{S} \subset \mathbb{Z}^{n-k+3}$. The relevant portion of $\tilde{S}$ can be written as

$$(\ldots, u + e_1 - e_{k-1}, e_{k-1} - e_k + u', \ldots, e_1 + e_{k-1} + e_k, \ldots).$$

Now we can repeat the argument we used for the case $w_1 \cdot w_1 = -3$ and the claim is proved.

There are two possibilities according to whether $w_2$ is central or not. If $w_2$ is not central we may repeat the argument used in the claim, we obtain the inequality $\|v\|^2 \geq \|w_1\|^2 + \|w_2\|^2$ which contradicts Lemma 6.5. If $w_2$ is central it is easy to contradict again Lemma 6.5.

\[\Box\]

8.4 Conclusion

Now we are ready to prove Theorem 7.2.

Proof. (Theorem 7.2) By proposition 4.10 in [15] we have $c(S) \leq 2$. If $c(S) = 1$ then $S$ is standard and the conclusion follows from Proposition 8.1. If $c(S) = 2$ there are four possibilities as explained in Proposition 8.2. If $b(S) = 0$ the conclusion follows from Proposition 8.6. If $b(S) = 1$ the two different cases are settled by Proposition 8.7 and Proposition 8.8. When $b(S) = 2$ we can apply Proposition 8.9.

9 Orthogonal subsets

In this section we basically fill the gap between Theorem 7.2 and Theorem 7.1. Roughly speaking, we need to remove the technical assumption $I(S) + b(S) < 0$, since this is not a property of the plumbing graph. The main result of this section is Proposition 9.5, which shows that the subsets that are of interest for us have at most two components. Given a linear subset $S = \{v_1, \ldots, v_n\} \subset \mathbb{Z}^n$ we define, following [15], $p_k(S)$ as the number of $e_i$'s which hits exactly $k$ vectors in $S$. Thinking of $S$ as a matrix $p_k(S)$ is the number of rows with $k$ nonzero entries. Note that

$$\sum_{i=1}^{n} p_i(S) = n \quad (13)$$

$$\sum_{i=1}^{n} i p_i(S) \leq -\sum_{i=1}^{n} v_i \cdot v_i \quad (14)$$

A linear subset $S = \{v_1, \ldots, v_n\} \subset \mathbb{Z}^N$ is said to be orthogonal if $v_i \cdot v_j = 0$ whenever $i \neq j$.

Lemma 9.1. Let $S = \{v_1, \ldots, v_n\} \subset \mathbb{Z}^N$ be a good orthogonal subset such that $n \geq 3$ and $I(S) = 0$. The following conditions are satisfied:

1. $p_3(S) = n$ and $p_i(S) = 0$ for each $i \neq 3$

2. there exists $v \in S$ such that $v \cdot v = -2$

Proof. First we prove that $p_1(S) = 0$. Assume by contradiction that $v_j = \alpha e_1 + \pi_i(v_j)$ for some $v_j \in S$ and that no other vector in $S$ hits $e_1$. Since $S$ is irreducible we have $\pi_i(v_j) \neq 0$. Moreover $\pi_i(v_j) \cdot v_i = 0$ for each $i \neq j$ and since the vectors $v_1, \ldots, v_{j-1}, v_{j+1}, \ldots, v_n$ are independent in $\mathbb{Z}^{n-1}$ we must have $\pi_i(v_j) = 0$ which is a contradiction, therefore $p_1(S) = 0$. 
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Now we show that there exists $v \in S$ such that $v \cdot v = -2$. Assume, by contradiction, that $v_i \cdot v_i \leq -3$ for each $1 \leq i \leq n$. Since $\sum_{i=1}^{n} v_i \cdot v_i = -3n$, we see that $v_i \cdot v_i = -3$ for each $1 \leq i \leq n$. We claim that $p_2(S) = 0$. Suppose $p_2(S) \neq 0$. We may write
\[ v_j = e_1 + e_2 + e_3 \quad ; \quad v_h = e_1 - e_2 + e_4 \]
where $e_1 \cdot v_i = e_2 \cdot v_i = 0$ for each $i \notin \{j, h\}$. This is impossible because, since $p_3(S) = 0$ both $e_3$ and $e_4$ must hit some other element of $S$. Therefore $p_2(S) = 0$. Using Equations [13] we obtain
\[ \sum_{i=1}^{n} ip_i(S) - 3 \sum_{i=1}^{n} p_i(S) \leq 0 \Rightarrow \sum_{i=3}^{k} (i - 3)p_i(S) \leq 0 \]
We conclude that $p_j(S) = 0$ for each $j \neq 3$ and $p_3(S) = n$. So far we have shown that the matrix whose columns are the $v_i$’s has exactly three non zero entries in each row and in each column. Note that for each $v_i$ there exists $v_j$ and $v_h$ such that
\[ E(v_i, v_j) = E(v_i, v_h) = 2 \quad \text{and} \quad E(v_i, v_j, v_h) = 1 \]  
(15)
Consider the following reordering on the elements of $S$ defined inductively
- choose any element in $S$ and call it $v_1$
- choose $v_2$ so that $E(v_1, v_2) = 2$
- choose $v_3$ so that $E(v_2, v_3) = 2$ and $E(v_1, v_2, v_3) = 1$
- choose $v_4$ so that $E(v_3, v_4) = 2$ and $E(v_2, v_3, v_4) = 1$
- 
By [15] we may order the whole $S$ following the above procedure. It is easy to check that for each $v_h$ there exists $v_j$ such that $v_j \cdot v_1 = \cdots = v_j \cdot v_{h-1} = 0$ and $v_j \cdot v_h \neq 0$. In other words at each step we introduce a new basis vector. Moreover, at the first step we introduce three basis vectors. Therefore, we would need $k + 2$ basis vectors, which is impossible.

Now we show that $p_2(S) = 0$. Assume by contradiction that $p_2(S) \neq 0$. Let $e_i, v_j, v_h$ be such that $e_i$ only hits $v_j$ and $v_h$ among the elements of $S$. We may assume that, say $v_h$, is such that $v_h \cdot v_h \leq -3$ (otherwise, the set $\{v_h, v_j\}$ would be an irreducible component of $S$ which is impossible because $S$ is irreducible and $|S| \geq 3$). Either $v_j \cdot v_j \leq -3$ or $v_j \cdot v_j = -2$. If $v_j \cdot v_j = -2$ then we may write $v_j = e_1 + e_3$ and, since $e_i$ only hits $v_h$ and $v_j$, the same conclusion holds for $e_i$. Write $v_h = e_1 - e_3 + v'_h$. Since $v'_h$ is orthogonal to any vector in $S \setminus \{v_j, v_h\}$ it must vanish. Therefore the subset $\{v_j, v_h\}$ is an irreducible component of $S$. But this is impossible because $S$ is irreducible and $|S| \geq 3$. Therefore we may assume that $v_j \cdot v_j \leq -3$. Consider the subset
\[ S' = S \setminus \{v_h, v_j\} \cup \{\pi_i(v_j)\} \]
It is easy to check that $S'$ is a good orthogonal subset, moreover
\[ I(S') = I(S) + v_h \cdot v_h + 3 + v_j \cdot v_j + 3 - \pi_i(v_j) \cdot \pi_i(v_j) - 3 = \]
\[ = I(S) + v_h \cdot v_h + 3 + v_j \cdot v_j - \pi_i(v_j) \cdot \pi_i(v_j) \leq \]
\[ \leq I(S) + v_j \cdot v_j - \pi_i(v_j) \cdot \pi_i(v_j) < I(S). \]
In particular \( I(S') < 0 \). By Lemma 4.9 in [15] we must have \( c(S') \leq 2 \). Since \(|S| = c(S) \geq 3\) we have \( c(S') = 2 \). It is easy to check that \( S' \) must be of the form

\[
S' = \{ e_1 + e_2, e_1 - e_2 \}.
\]

Now it is easy to see that \( S' \) cannot be expanded to a good orthogonal subset \( S \) such that \( I(S) = 0 \). In fact there are no good orthogonal subset such that \( (c(S), I(S)) = (3, 0) \). This is a contradiction and we conclude that \( p_2(S) = 0 \).

Finally, note that by \((13)\) we have

\[
\sum_{i=1}^{k} (i - 3)p_i(S) \leq 0
\]

which means that \( p_i(S) = 0 \) for each \( i \geq 4 \).

**Proposition 9.2.** Let \( S \) be a good orthogonal subset such that \( I(S) = 0 \). Then \( c(S) = 4 \) and, up to automorphisms of the integral lattice \( \mathbb{Z}^4 \), \( S \) has the following Gram matrix:

\[
\begin{pmatrix}
1 & 1 & 1 & 0 \\
1 & -1 & -1 & 0 \\
0 & 1 & -1 & 1 \\
0 & -1 & 1 & 1
\end{pmatrix}
\]

**Proof.** It is easy to check that \(|S| > 2 \). By Lemma 9.1 we may choose \( v \in S \subset \mathbb{Z}^N \) and write \( v = e_1 + e_2 \). Moreover, since \( p_3(S) = n \), \( e_1 \) hits two more vectors, say \( v' \) and \( v'' \). Since \( v' \cdot v = v'' \cdot v = 0 \) we see that \( e_2 \) hits \( v' \) and \( v'' \) as well. Writing \( S \) as a matrix whose first three columns are \( v, v', v'' \) we have

\[
\begin{pmatrix}
1 & 1 & 1 & 0 & \cdots & 0 \\
1 & -1 & -1 & 0 & \cdots & 0 \\
0 & * & * & & & \\
\vdots & \vdots & \vdots & & & \\
0 & * & * & & & 
\end{pmatrix}
\]

Where the fact that \(|v' \cdot e_i| = |v'' \cdot e_i| = 1\) for \( i = 1, 2 \) follows from the fact that each row of the matrix above has exactly three non zero entries and therefore \( 0 = I(S) = \sum_{i,j} a_{i,j}^2 - 3n \geq 0 \) and equality holds if and only if \(|a_{i,j}| \leq 1 \). Consider the subset

\[
S' = S \setminus \{ v, v', v'' \} \cup \{ \pi_1(v'), \pi_1(v'') \} \subset \mathbb{Z}^{N-1}
\]

Note that \( \pi_1(v') \cdot \pi_1(v'') = 1 \). It is easy to see that \( S' \) is a good subset. Moreover \( (c(S'), I(S')) = (N - 2, -1) \) and \( b(S') = 0 \). By Proposition 4.10 in [13] we have \( c(S') \leq 2 \), which implies \( N \leq 4 \). It is easy to verify that \( N \geq 4 \). We conclude that \( N = 4 \). The matrix description for \( S \) follows easily by filling the remaining entries in the above matrix. \( \square \)

**Lemma 9.3.** Let \( S = \{ v_1, v_2, v_3, v_4 \} \subset \mathbb{Z}^4 \) be the subset of Proposition 9.2. Let \( v \in \mathbb{Z}^4 \setminus \{ 0 \} \) be such that for each \( i = 1, \ldots, 4 \), we have \( v \cdot v_i \in \{ 0, 1 \} \). Then the graph of \( S \cup \{ v \} \) is the following

\[
\begin{array}{c}
\cdot \\
\cdot \\
\cdot \\
\cdot \\
-2 \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
-4 \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\cdot
\end{array}
\]

43
Proof. Let $M$ be the matrix of $S$. For each $J \subset \{1, 2, 3, 4\}$ consider the following linear system of equations
\[ t^t M v = -\sum_{j \in J} e_j. \]
The lemma is equivalent to the fact that among these 16 linear systems the only ones which are solvable in $\mathbb{Z}^4$ correspond to the above graph. We omit the details. \qed

Lemma 9.4. Let $S \subset \mathbb{Z}^N$ be a good subset such that $-I(S) = b(S) = c(S) = 4$. There exists no vector $v \in \mathbb{Z}^N$ linked once to a vector of each connected component of $S$ and orthogonal to the vectors of $S$.

Proof. Let us write $S = B_1 \cup \cdots \cup B_4$ where each $B_i$ is a bad component. By definition of bad component there is a sequence of $-2$-final contractions
\[ S \searrow \cdots \searrow \widetilde{S} \]
such that $\widetilde{S} = \tilde{B}_1 \cup \cdots \cup \tilde{B}_4$ and each $\tilde{B}_i$ is a bad component whose graph is of the form
\[
\begin{array}{ccc}
-2 & a_i & -2 \\
\cdot & \cdot & \cdot
\end{array}
\]
for some $a_i \leq -3$. For each $i = 1, \ldots, 4$, let $v_i \in B_i$ be the only vector of $B_i$ that is linked once to $v$, and let $u_i$ be the central vector of $B_i$.

Claim: $v_i = u_i$ for each $i \leq 4$. To see this we may argue exactly as in the proof of Proposition 8.8. Indeed, assume by contradiction that $v_i \neq u_i$. Let $v'$ be the projection of $v$ onto the subspace generated by the basis vectors that span the subset $S_i' := S_i \setminus u_i$. Note that $S_i'$ is a good subset consisting of two complementary components. The vector $v'$ is linked once to a vector of a connected component and is orthogonal to the other vectors of $S'$. We have already observed in the proof of Proposition 8.8 that such a vector does not exist. This proves the claim.

It is easy to see that $E(v, w) = 0$ for each $w \in S \setminus \{u_1, \ldots, u_4\}$. It follows that $v \cdot u_i = v \cdot \bar{u}_i$ for each $i = 1, \ldots, 4$. Let $\{\bar{u}_1, \ldots, \bar{u}_4\}$ be the obtained by projecting each $u_i$ onto the subspace orthogonal to the one generated by the basis vectors that span the subset $S_i' := S_i \setminus u_i$. Clearly $\{\bar{u}_1, \ldots, \bar{u}_4\}$ is of the form described in Proposition 9.2. The fact that $v \cdot \bar{u}_i = 1$ for each $i \leq 4$ contradicts Lemma 9.2. \qed

Proposition 9.5. Let $S \subset \mathbb{Z}^N$ be a good subset such that $I(S) + c(S) \leq 0$. Suppose that there exists $v \in \mathbb{Z}^N$ which is linked once to a vector of each connected component of $S$ and is orthogonal to all the vectors. Then $c(S) \leq 2$.

Proof. By Proposition 4.10 in [15] if $I(S) < -b(S)$ then $c(S) \leq 2$. Assume by contradiction that $c(S) \geq 3$. Then, $I(S) \geq -b(S)$ and we have
\[ -b(S) \leq I(S) \leq -c(S) \leq -b(S) \]
therefore $I(S) = -c(S) = -b(S)$. Write $S = B_1 \cup \cdots \cup B_k$ where each $B_i$ is a bad component. Let $S'$ be the subset obtained from $S$ via a sequence of $-2$-final contractions so that each bad component has been reduced to its minimal configuration consisting of three vectors as in Definition 6.3. The graph of $S'$ has the following form
\[
\begin{array}{cccc}
-2 & a_1 & -2 & -2 \\
\cdot & \cdot & \cdot & \cdot
\end{array} \quad \cdots \quad \begin{array}{cccc}
-2 & a_k & -2 \\
\cdot & \cdot & \cdot & \cdot
\end{array}
\]
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where \( a_i \leq -3 \) for each \( 1 \leq i \leq k \). Note that \( S' \) is a good subset and \((c(S'), I(S')) = (c(S), I(S))\). Since \( I(S') = -k \) we have
\[
\sum_{i=1}^{k} a_i = -4k. \tag{16}
\]
Each bad component can be written as
\[
e_1 + e_2 - e_2 + w_i e_2 - e_1
\]
where \( w \cdot e_1 = w_i \cdot e_2 = 0 \) and \( w_i \cdot w_i \leq -2 \). Consider the subset \( S'' = \{w_1, \ldots, w_k\} \). Its graph is
\[
a_1 + 1 \quad a_2 + 1 \quad \ldots \quad a_k + 1
\]
Note that this is a good orthogonal subset and by Equation (16) we have
\[
\sum_{i=1}^{k} w_i \cdot w_i = \sum_{i=1}^{k} (a_i + 1) = -3k.
\]
Therefore the subset \( S'' \) satisfies the hypothesis of Lemma 9.1 and Proposition 9.2. In particular \( k = 4 \).

The proof is concluded by using Lemma 9.4, which shows that there exist no subset \( S \) and a vector \( v \) with the above properties.

10 Conclusion of the proof

Putting together Theorem 7.2 and Proposition 9.5 we can finally prove Theorem 7.1.

Proof. (Theorem 7.1)

Let \( S = S_1 \cup \cdots \cup S_k \) be the decomposition of \( S \) into its irreducible components. We may write \( v = v_1 + \cdots + v_k \) so that each \( v_i \) is the projection of \( v \) onto the subspace that corresponds to \( S_i \). From (6) we obtain
\[
I(S) + c(S) = \sum_{i=1}^{k} I(S_i) + c(S_i) \leq 0.
\]

We may choose an irreducible component \( S_j \) such that \( I(S_j) + c(S_j) \leq 0 \). By Proposition 9.5 we have \( c(S_j) \leq 2 \). Moreover \( I(S_j) + b(S_j) \leq I(S_j) + c(S_j) \leq 0 \)

We claim that \( I(S_j) + b(S_j) < 0 \). Assume by contradiction that \( I(S_j) = -b(S_j) = -c(S) = -2 \) and write \( S_j = B_1 \cup B_2 \). Since it is easy to check that for every bad component \( B \) we have \( I(B) \geq -2 \), we may assume that one of the following holds
- \( I(B_1) = I(B_2) = -1 \)
- \( I(B_1) = -2 \) and \( I(B_2) = 0 \)

Arguing as in the proof of Proposition 9.5 we would get orthogonal subsets whose associated graph is either
\[
-3 \quad -3
\]
or

\[
\begin{array}{c}
-2 \\
-4 \\
\cdot \\
\cdot \\
\end{array}
\]

It is easy to check that none of these configurations are realizable, and the claim is proved.

We can now apply Theorem 7.2. The graph \( \Gamma_{S_j \cup \{v_j\}} \) is a building block. Moreover it is easy to check that (6) holds for the subset \( S \setminus S_j \) so that we may iterate the argument above with all the irreducible components of \( S \), and we are done. \( \square \)
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