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**Abstract**—In this paper, we discuss how certain radio access network optimization problems can be modelled using the concept of constraint satisfaction problems in artificial intelligence, and solved at scale using a quantum computer. As a case study, we discuss root sequence index (RSI) assignment problem — an important LTE/NR physical random access channel configuration related automation use-case. We formulate RSI assignment as quadratic unconstrained binary optimization (QUBO) problem constructed using data ingested from a commercial mobile network, and solve it using a cloud-based commercially available quantum computing platform. Results show that quantum annealing solver can successfully assign conflict-free RSIs. Comparison with well-known heuristics reveals that some classic and quantum computing approaches are even more effective in terms of solution quality and computational time. The non-quantum advantage is due to the fact that current implementation is a semi-quantum proof-of-concept algorithm. Also, the results depend on the type of quantum computer used. Nevertheless, the proposed framework is highly flexible and holds tremendous potential for harnessing the power of quantum computing in mobile network automation.

I. INTRODUCTION

Recent years have witnessed a tremendous increase in interest towards quantum computing from the standpoint of both academia and industry. Several instances of phenomenal performance improvement over classical algorithms has garnered interest of scientific community and widespread media attention. Availability of cloud based quantum computing platforms has spurred a new wave of research and development activities leading to innovative solutions in different areas including traffic control [1], portfolio optimization [2], finance [3], and machine learning in general [4]. However, the potential applications of this highly promising technology has not yet been investigated in the field of mobile networks, which are getting increasingly complex, and thus require more powerful optimization methods and computing platforms. Apart from [5], existing works mostly focus on the applications of quantum computing from a perspective of security [6], quantum communication, or information theoretic aspects. In particular, contributions on upper layers and system level are minimal. In mobile networks, self-organization networking (SON) algorithms based on classic computing approaches are often used for optimizing radio configuration management parameters. Motivation for more intelligent automation such as zero-touch networks particularly stems from ever-increasing network densification, data rates, and heterogeneity. These challenges call for intelligent approaches capable of optimizing massive number of configuration management parameters on-the-fly [7]. The optimization of these parameters constitute highly complex computational problems. Therefore, the performance of mobile networks is dependent on the computational intelligence and computing capabilities of the automation platform. To this end, use of artificial intelligence (AI) in conjunction with quantum computing is a very promising research area, especially from a perspective of 5G and beyond. In fact, the computational problems underlying a number of network automation use-cases are purely discrete in nature and can be modeled as combinatorial optimization problems, where the objective is to find a correct values of parameters. Remarkably, a number of combinatorial optimization problems, especially the constraint satisfaction problems (CSPs) can be tackled using a unified model of unconstrained quadratic binary programming [8]. Resulting approach can benefit immensely from advancements in scientific computing paradigms such as quantum computing, currently envisioned for the post-Moore’s era [9]. In this paper, we discuss how radio access network (RAN) optimization use-cases can be formulated as CSPs, which paves the way for quadratic unconstrained binary optimization (QUBO) formulation used in quantum computing. To this end, a generic architecture for quantum computing enabled mobile network automation is presented. We discuss physical random access channel (PRACH) root sequence index (RSI) assignment problem as an example use-case and compare the performance of classic and quantum computing approaches, on a CSP constructed using data from a commercial mobile network.

The rest of the paper is organized as follows: Section II discusses the CSPs and discusses how these can be applied to RAN optimization problems followed by a discussion on the preliminaries of quantum computing and proposes an architecture for quantum computing enabled mobile network automation platform. In Section III, the proposed framework is applied or PRACH RSI parameter assignment, which is a use-case relevant to both 4G and 5G. Numerical results comparing classic heuristics and quantum computing approaches are discussed. Finally, conclusions are given in Section IV.
II. QUANTUM COMPUTING ENABLED FRAMEWORK

A. CSPs

A generalized CSP is defined by a set of \( n \) variables \( x_1, x_2, \ldots, x_n \), that take value from finite and discrete domains \( X_1, X_2, \ldots, X_n \) and a set of constraints on their values. A constraint involves a subset of variables and defines allowed combination of values for that particular subset. Thus, each constraint is defined by a predicate, which is true if the value assignment of the variables satisfies the constraint. A state of the problem is defined by the assignment of values to the set or a subset of variables. The solution of CSP is an assignment of values to the set of variables that meets all constraints. The set of all possible assignments \( X_1 \times X_2 \times \ldots \times X_n \), is often called the solution space, as the solution is searched within this space. A number of RAN parameter configuration problems can be formulated as CSPs. The constraints usually arise from the fact that the configuration of a cell is dependent on the network topology and needs to align with the configuration in neighboring cells. For instance, LTE/NR parameter PCI needs to be configured collision and confusion free. Collision free means that neighboring cells have different PCIs, whereas confusion free refers to the constraint that no two neighboring cells have the same PCI. Likewise, PRACH related parameters such as RSI and cyclic shift, carrier selection, and tracking area code (TAC) related problems can be modeled as CSPs.

Approaches for solving CSPs range from simple meta-heuristics chosen according to the structure of underlying computational problem, to general constraint programming algorithms based on constraint activation and propagation principles. A comparison of local search with generic CSP algorithms for PCI is discussed in [10]. Metaheuristics aim at fast and strategic exploration of the search space of the solution, whereas constraint propagation rely on efficient and systematic search. Next, we discuss how to use quantum computing platform to solve these problems.

B. Quantum Computing

Theoretical foundations of quantum computing can be traced back to 1980s, when quantum mechanics and information theory, two highly influential areas, were unified giving rise to the field of quantum information theory. The use of quantum mechanical principles for modelling of information and its processing paved the way for a host of new areas such as quantum computing, quantum communication, and quantum cryptography. An introduction to these concepts and an overview of scientific case studies is summarized in [11]. The development of quantum computing was motivated by the idea that certain quantum effects could possibly be used to speed-up computing beyond what is possible in the classical realm. Quantum computing differs from its classical counterpart in that the basic unit of computation is a qubit, which can take a continuum of values, thereby allowing storage and processing of quantum superpositions of data. The non-classical way of encoding the information using qubits enables quantum algorithm to benefit from quantum phenomena such as quantum annealing, quantum tunneling, and quantum entanglement. Quantum algorithm defines the logic used in the processing of quantum states, whereas the implementation is characterized by the chosen quantum computational mode. The quantum computational modes differ in terms of tunability and control. Examples include universal gate, quantum annealing, and adiabatic quantum computing. Moreover, the structure of the algorithm may have implications on the selection of optimal mode. The universal gate mode is generally considered to be the most powerful, and it resembles the universal gate model used in classical computing. A key limitation of universal gate model is that its technology is not mature and currently supports only a few qubits. Certain non-universal modes such as adiabatic quantum computing can be made universal in some cases. On the other hand, quantum annealers are most advanced from a hardware perspective and latest implementations consist of around 2000 qubits. A detailed overview of quantum annealing and applications in quantum computing is given in [12]. In the rest of this section, we discuss this in more detail and explain different aspects of applying this approach to optimization problems relevant to mobile network automation.

C. Quantum Annealer

Quantum annealer computation mode is based on optimization of energy function using quantum fluctuations. The input problem is mapped to the classical Ising-spin problem, which leads to a general framework for analog quantum computation. Apart from a large number of qubits, a key reason of its relevance to the field of computer science is that it provides a generalized framework to solve combinatorial optimization problems. In order to increase its accessibility, low-level details have been abstracted away. As a consequence, deep knowledge of quantum mechanics is not needed for programming the solver. The quantum annealer based computational device implements quantum annealing, which is a general meta-heuristic optimization algorithm that searches the solution space efficiently by using quantum effects such as quantum tunneling. The underlying idea is similar to classical local search algorithms such as simulated annealing, which makes it accessible to users not well versed in quantum mechanics. Simulated annealing makes use of thermal fluctuation to overcome energy barriers and avoid entrapment in local minima. In contrast, quantum annealing makes use of quantum tunneling.

Quantum annealer based quantum processing units (QPUs) are designed to run quantum annealing algorithm to solve QUBO problems. Therefore, the first step towards solving a SON use-case computational problem using quantum annealer is to formulate it as a QUBO. As mentioned previously, a wide class of optimization problems of practical nature, pertaining to RAN optimization use-cases, can be expressed as cost functions over discrete sets of binary variables. Reformulating these problems as optimization of quadratic functions over binary variables paves the way for their solution via a quantum computing based mobile network automation framework discussed in the rest of this section.
network is then submitted to the quantum computing cloud, which runs the quantum annealer and returns the solution. The post-processing phase processes the solution to create network plans with modified parameters, to be provisioned to the network through the vendor operation support system (OSS). Moreover, key performance indicators (KPIs) are collected from both the network and the computing environment to track and analyze the performance of the network as well as the algorithm. In the following sections, we discuss a case study on PRACH optimization using the proposed framework, followed by an empirical analysis of the performance of classic heuristics and quantum approaches.

III. A Case Study On PRACH RSI Assignment

A. RSI assignment in LTE/NR Radio Access Networks

In LTE/LTE-A, random access procedure is used to acquire uplink synchronization and access the network for transmitting signaling and data. It involves transmission of a preamble by the user to eNB. In order to maximize the orthogonality between users performing random access channel procedure, Zadoff-Chu (ZC) sequences are used to generate preambles in each cell. The ZC sequences are used due to their constant amplitude and good auto/cross-correlation properties. Total number of ZC root sequences according to 3GPP is 838. Therefore, reuse is inevitable and proper planning is needed. Depending on cell radius, more than one root sequence may be required. A user needs to know which sequences it is allowed to use to generate the require preambles. This information needs to be signalled in the cell in an efficient manner. To this end, the index of only the first sequence, i.e. RSI, is broadcasted in the cell. The order of sequences is predefined, on the basis of criteria such as configuration properties, maximum number of cyclic shifts. Therefore, it possible for user to derive the preambles using RSI as a base index. Thus, RSI is a logical parameter that is used as a base to calculate the preambles. It is worth mentioning that this logical index is mapped to a physical RSI during the implementation phase. The user gets information about the cyclic shift from the zero correlation zone configuration and applies it to the base index to generate the preambles. Resulting preamble sequences should not overlap with the sequences in neighbour cells. Overlapping preamble sequences lead to reservation of physical downlink control channel (PDCCH) and physical uplink shared channel (PUSCH) resources in cells that receive such ghost preambles. Due to the limited number of RSIs, its not possible to assign a unique RSI to every cell in the network. Under such practical constraints, reuse distance is defined and assignment of RSIs is done in a way that RSIs within the re-use cluster do not conflict. Thus, assignment of non-conflicting RSIs to cell is critical to the generation of correct preambles. Moreover, set of RSIs for a given cell radius can be calculated by using the aforementioned approach. It is worth noting that in the graph coloring model addressed in the current paper, set of RSIs represents the set of colours available to colour the network graph.
B. Network Graph Model

We model LTE network by an undirected graph $G(\mathcal{V}, \mathcal{E})$ comprising a set $\mathcal{V}$ of vertices and a set $\mathcal{E}$ of edges. An edge $e_{i,j} \in \mathcal{E}$ connects a pair of vertices $v_i, v_j \in \mathcal{V}$, for $i \neq j$. Two vertices connected by an edge are said to be adjacent to each other. Set of vertices adjacent to the vertex $v_i$ constitutes neighborhood $\mathcal{N}_{v_i}$, and the number of edges incident to vertex $v_i$ is known as the degree of $v_i$ denoted by $\text{deg}(v_i)$. The vertices and edges denote LTE cells in the network, and the neighbor relations that exist between them, respectively. Neighbour relations or adjacencies are based on mutual interference between cells, which is dependent on a number of propagation factors including spatial separation and antenna directions. According to graph coloring terminology, a $N$-coloring for a given set of colors $\mathcal{N} = \{1, \ldots, N\}$, is defined as function $c : \mathcal{V} \to \mathcal{N}$. Two vertices $v_i, v_j$ connected by an edge are said to be conflicting if they are assigned the same color. In contrast, $N$-coloring is defined to be legal, if colors are assigned to the vertices in a way that there are no conflicting edges. Here, we are interested in legal $N$-coloring of $G(\mathcal{V}, \mathcal{E})$, where $N = |\mathcal{N}|$ is the cardinality of the set of valid RSIs. Next, we discuss some classic heuristics for solving this graph coloring problem. These results will be used as a baseline for analyzing the performance of the quantum computing enabled framework.

C. Classic Heuristics Approach

The NP-hardness of the graph coloring problem necessitates the use of fast heuristics for the determination of a (suboptimal) solution, especially in practical scenarios where the underlying graph is dynamic and mandates the use of polynomial time algorithms. We consider heuristics based on the greedy principle — a highly intuitive approach where a locally optimal solution is picked at every decision step. In the context of graph coloring, greedy algorithm refers to the approach where colors are assigned to vertices in a direct sequential manner. Resulting algorithms are suboptimal but fast, making it possible to find a solution in polynomial time. This approach is also called sequential coloring as it colors the vertices in a given sequence. Input arguments include a graph (i.e. sets of vertices and edges), and sequence $S = (v_1, \ldots, v_I)$ which is used by the algorithm to assign the colors. Design of $S$ is critical to the performance of algorithm and can be done in a number of ways. In what follows, we briefly discuss a few greedy algorithms.

1) Random Sequential (RS): A basic variant of sequential coloring can be devised by simply using a random sequence of vertices $S = (v_1, \ldots, v_N)$. Accordingly, it is called random sequential, and is considered as a baseline for evaluating the performance of sequential coloring algorithms on a given class of graphs. It is relatively simpler to implement as it does not entail any logic for sequence generation.

2) Connected Sequential (CS): A sequential coloring is called connected sequential coloring if the colored vertices induce a connected graph. The underlying principle is that during each iteration of the coloring algorithm, only the vertices adjacent to the ones already colored are considered as candidates for coloring. In many cases, this modification helps in avoiding local optima, which leads to an optimal coloring.

3) Independent Set (IS): Independent set is based on the maximal independent set algorithm. In the first step, a maximal set of vertices is computed. All vertices in the set are assigned the first available color. Colored vertices are subsequently removed from the graph and the same procedure is repeated. For example, consider color $c_i$, assigned to all possible vertices in a maximal independent set (an important property of such a set is that no two vertices are adjacent). In the next step, the algorithm removes all these vertices from the original set of vertices, and continues with the remaining subgraph and color $c_{i+1}$. Note that the maximal independent set computed in each step ensures that the maximum number of vertices are assigned the next available color.

4) Largest First (LF): An effective way to create a sequence of vertices for sequential coloring is to sort them according to vertex degree in a descending order. The rationale behind this highly intuitive approach is that vertices with higher degree are harder to color and impose more constraint on the number of colors, therefore it makes sense to color them first.

5) DSATUR (DS): The DSATUR also known as saturation last first algorithm makes use of similar underlying principle as largest first algorithm, i.e. color harder vertices first. However, it takes into account degree of saturation $\rho(v)$ (hence the name DSATUR), which is defined as the number of distinct colors used in the neighborhood of vertex $v$. It works because constraints on the set of available colors for a given vertex $v$ are indeed dependent on the set of colors used in the neighborhood rather than the degree $\text{deg}(v)$.

D. Quantum Computing Approach

The first step towards solving a combinatorial optimization problem using quantum computing involves mathematical formulation supported by the underlying computer architecture. To this end, we consider QUBO formulation, which has recently been proposed as it can be used to model a number of combinatorial optimization problems including graph coloring. We use DWAVE-Leap cloud based quantum computing platform that supports QUBO problems [13]. In order to formulate a QUBO, we note that graph coloring is inherently a CSP, where the objective is to find a configuration or an assignment of colors that doesn’t violate the constraints. In this case, there are two constraints:

- Each vertex is assigned only one color.
- No two vertices connected by an edge have the same color.

It is known that the graph coloring CSP with the above constraints can be formulated as a QUBO problem involving minimization of $x^T Q x$, where $x^T = [x_1, \ldots, x_m, \ldots, x_M]$ is a vector of binary decision variables (i.e. $x_m \in \{0, 1\}$) that reflects qubits, and $Q \in \mathbb{R}^{M \times M}$ is matrix comprising of weights corresponding to the penalties for the violation of constraints. Binary representation is essential because the
solution is implemented using qubits with spins. Also, in this formulation, constraints are embedded in the objective function. Diagonal elements of $Q$ can be understood as qubit weights or biases, whereas off-diagonal elements are inter-qubit couplings. The elements are chosen such that minimization of objective function leads to the desired ground state where the constraints are met. Note that $M = N \times K$ is the number of optimization variables or logical qubits. Once the QUBO problem is solved, these can be transformed back to reveal the color assignment of the $N$ vertices. Next, the logical qubits are mapped to the physical qubits and couplers, on the QPU chimera graph architecture. It is pertinent to note that the problem size is limited by the number of available qubits. Problems with variables exceeding the qubits require an additional step of decomposition into smaller sub-problems. These are solved using hybrid approaches, comprising of a combination of metaheuristics and quantum annealing. The QUBO formulation is submitted to the DWAVE solver, which returns a sample of solutions along with the corresponding energy levels. If the problem instance is solved successfully, the solution with the lowest energy level is the best possible solution, and it meets all the constraints considered in the QUBO formulation.

E. Results

In order to construct a graph for comparing classical and quantum computing approaches, we use data from a cluster of cells in a commercial LTE network. Apart from relevant configuration parameters such as RSI and frequency channel number, it includes geographical locations of cells and antenna bearings. Antenna alignment and inter-cell distance is used to calculate cost of RSI conflict between a pair of cells. For a given source cell, list of geographical neighbor cells within a certain radius and the same frequency channel are ranked on the basis of cost. The cells with rank less than or equal to conflict rank are picked as candidate neighboring cells to avoid RSI conflicts. Recall that cell is represented by a vertex in the graph. Therefore, vertex corresponding to each cell in the candidate neighboring cells is connected to the source cell vertex via an edge. This procedure is run by all the cells, which leads to an undirected graph with coloring difficulty parameterized by conflict rank. Coloring the graph with increased conflict rank leads to conflict free RSI assignment with higher reuse distance. In real networks, this parameter is fixed to a certain value that ensures PRACH related KPI targets are met. Here, it is used to increase the complexity of the RSI assignment problem in order to analyze various coloring approaches.

First, we analyze the performance of coloring approaches in the context of classical computing discussed in Section III C. These include random sequential (RS), independent set (IS), connected sequential (CS), least first (LF), and DSATUR (DS). The algorithms are run to the color the network graph, and performance is analyzed in terms of number of colors used by the algorithm and the corresponding average run time of the algorithm. In order to study the impact of increased problem complexity on performance, network graphs are generated for a range of conflict ranks. Results are averaged over a large number of runs, for a graph instance corresponding to a given conflict rank. Figure 2 shows that difference in performance becomes evident as the conflict rank increases. In terms of number of colors, DS outperforms the rest, followed by CS and LF, whereas RS and IS clearly need more colors. However, in terms of algorithm run time, LF and RS perform the best, followed by CS, DS, and finally IS. The trends observed in run time can be explained by the big-O analysis of the algorithms. Next, we turn our attention to quantum computing approaches. The aim is to color the same network graphs using a quantum computer and compare results to the classic coloring algorithms running on a regular laptop computer. To this end, DWAVE systems’ Leap quantum cloud service is used [13], which provides real-time access to DWAVE 2000Q QPU consisting of more than 2000 qubits. We use the D-Wave software tools including the cloud based pre-built integrated development environment (IDE) and the python SDK to develop code for solving the graph coloring problem. The code is essentially a python script that builds the graph coloring problem and calls the vertex coloring function, which defines a QUBO with ground states correspond to minimum vertex coloring. A sampler is specified to sample from the low energy states of the defined QUBO. It returns an iterable of samples in the order of increasing energy. Due to the large size of the problem, we choose the built-in Kerberos sampler that is hybrid in that it runs three branches in parallel namely tabu search, simulated annealing, and QPU. The QPU is used to solve the subproblem comprising of high impact problem variables. Related input parameters are set to recommended values. These include maximum number of iterations max_iters = 100, iterations with no improvement that terminate sampling convergence_iters = 3, and maximum size of subproblem selected in the QPU branch max_subproblem_size = 50. Upon successful termination, the best sample is the solution as it corresponds to the lowest energy state. When the code is run in the IDE, the problem is submitted to the quantum computing platform, which solves it and returns the solution.
In addition to the outcome and the status of the solver, detailed results can be queried using SDK. Moreover, solver properties and performance statistics such as time elapsed during the computation can also be accessed via an online dashboard. This makes it possible to know the time taken by the platform to solve the coloring problem. The results shown in Fig. 3 show that quantum computing (QC) approach can successfully color the graph for a range of conflict ranks. We compare the results obtained from QC solver to DS, which is the best performing coloring algorithm from a classic computing platform. It is clear that solution quality of QC solution falls short of DS, i.e. DS is able to color the graph with less number of colors. In terms of computation time aggregated over conflict ranks and averaged over multiple runs, DS again outperforms QC by an order of magnitude. Apart from IS, rest of the algorithms perform even better, which is in line with the run time results in Fig. 2. It is clear that in this case, even though quantum approach successfully solves the RSI assignment problem, it offers no clear benefit over classic graph coloring approaches. In particular, there is no quantum speedup observed. It is important to note that this result is not surprising, as for most problems classic algorithms outperform current quantum computing solutions [14]. This is due to a number of factors: first, the implementation is a semi-quantum algorithm, which is a necessity in this case because of large problem size, and second, the results are dependent on the type of quantum computer. In general, for non-trivial problems, gains are theoretically possible, but require extremely high number of qubits, and often gains vanish once the overhead are taken into account [15]. Nevertheless, the quantum annealing based approach makes use of the QUBO model, which enables a powerful and flexible framework that can be used for solving a wide range of network optimization problems.

IV. CONCLUSION

We have discussed the application of quantum computing approach for mobile network optimization. To this end, formulation of network optimization as a CSP is discussed. The problems are mapped to a QUBO problem, subsequently solved using a cloud based commercial quantum computer. As a case study, we discuss PRACH RSI assignment problem, which is relevant to both 4G and 5G networks. Results show that the QUBO based quantum computer can successfully solve the RSI optimization problem for a range of complexity levels. However, it is worth mentioning that the current implementation is semi-quantum, and number of qubits are limited, thereby leading to no quantum speed-up. This is inline with a number of recent studies that show that for most practical problems of interest, quantum computing technology is currently not mature enough to realize the theoretical gains. We conclude that due to its generic nature and the capability to solve a wide range of network optimization problems formulated as CSPs, the presented QUBO based framework is fundamentally well-suited for harnessing the power of quantum computing for mobile network optimization and will become increasingly useful as the quantum computing technology progresses.
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