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Abstract. Recently, in order to address the unsupervised domain adaptation (UDA) problem, extensive studies have been proposed to achieve transferrable models. Among them, the most prevalent method is adversarial domain adaptation, which can shorten the distance between the source domain and the target domain. Although adversarial learning is very effective, it still leads to the instability of the network and the drawbacks of confusing category information. In this paper, we propose a Robust Ensembling Network (REN) for UDA, which applies a robust time ensembling teacher network to learn global information for domain transfer. Specifically, REN mainly includes a teacher network and a student network, which performs standard domain adaptation training and updates weights of the teacher network. In addition, we also propose a dual-network conditional adversarial loss to improve the ability of the discriminator. Finally, for the purpose of improving the basic ability of the student network, we utilize the consistency constraint to balance the error between the student network and the teacher network. Extensive experimental results on several UDA datasets have demonstrated the effectiveness of our model by comparing with other state-of-the-art UDA algorithms.
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1 Introduction

In recent years, deep neural networks have played a particularly critical role in the face of many computer vision tasks, such as image classification \cite{12}, object detection \cite{22}, semantic segmentation \cite{4} and so on. However, training a perfect neural network demands a large amount of data and corresponding data labeling, which is very time-consuming and expensive. When facing a new task or a new dataset, the previously trained model may exhibit poor performance due to the domain shift. We hope to use available network and data to complete the target task through knowledge transfer, where domain adaptation methods are needed. The problem that domain adaptation figures out is how to adapt the model trained in the source domain with rich labels to the target domain with
Fig. 1. Comparison between previous adversarial domain training method and ours. (a): Before domain adaptation, the data distribution of the source domain and the target domain are quite different. (b): The adversarial domain training method aligns the source domain and the target domain by a domain discriminator, and make them as close as possible to each other, which causes the confusion of the category information. (c): Our model uses the time ensembling algorithm to obtain a more stable network with the consistency constraint, which effectively avoids the distribution of data samples near the category decision boundary.

Due to the rapid development of deep learning, many approaches of deep domain adaptation have sprung up \[6\][16][20]. Among them, many methods try to map the source domain and target domain features into a high-dimensional space, and then perform feature alignment in this space for the reduction of domain shift. The feature alignment method generally uses Maximum Mean Discrepancy (MMD) \[2\] or its improved versions. Subsequently, as a result of the bloom of Generative Adversarial Networks (GAN) \[10\], the concept of adversarial learning has also been widely employed to domain adaptation. In this way, the domain bias between the source domain and the target domain can be effectively reduced by adversarial learning.

The previous UDA methods such as feature alignment, adversarial learning, or clustering methods to generate pseudo-labels for the target domain have been relatively mature, whereas most methods rely on the features or the predictions obtained during the network training process with loss constraint. However, it is assumed that the network with the poor generalization ability itself is unstable during the training process due to the insufficient data, which can cause greater errors in the distribution of the source and target domain features extracted by the network, and may eventually result in disappointing performance and poor robustness of the network. Therefore, it is particularly significant to train a more stable network. In addition, the main popular methods often use adversarial learning. Although adversarial learning can effectively shorten the distance between the source domain and the target domain, it can also confuse sparse labels, and minimize the negative transfer. Besides, UDA means that we only have annotations on the source domain data, without the target domain.
the category information between the domains. As shown in Fig. 1, the source domain and target domain samples get closer to each other in the process of adversarial learning, but they also become closer to the decision line, resulting in inaccurate classification. Consequently, we propose a more robust network, and decrease misclassification through consistency constraint.

In this paper, we explore a robust ensembling network for UDA, which captures more information-rich global features through a more stable model to achieve domain transfer. Specifically, a basic student network is applied for regular domain adaptation training, and then another ensembling teacher network is applied. The weight of the teacher network is the time series ensembling of the basic student network weights, so that the teacher network not only becomes more stable, but also has more global information. The ensembling teacher network is adopted to reversely guide the basic student network to enhance the accuracy of its intra-domain classification. Besides, the instance feature is combined with the prediction of the ensembling teacher network and student network as a new condition for the domain discriminator, thereby adversarially decreasing the difference between domains. The main contribution points of this article are:

- This paper proposes a robust ensembling network for UDA, which can reduce the prediction error caused by network fluctuations during the training process. The features and predictions obtained by network during training will be more stable with more global information, and more conducive to domain transfer.

- We employ the predictions of the ensembling teacher network to reversely constrain the basic student network to raise the stability of the basic student network. Besides, we use the new predictions to constitute dual-network conditional adversarial loss and effectively alleviate the phenomenon of negative transfer.

- The proposed network is better than its baseline CDAN[15], and it presents a competitive result on the various UDA datasets.

2 Related Work

UDA has been widely studied in computer vision mainly for classification and detection tasks. In the era of deep neural networks, the main idea of domain adaptation is to learn domain invariant features between the source and target domain. Among them, several methods exploit MMD [2] and its kernel variants to minimize the difference in feature distribution. With the rise of neural networks, [9] attempts to introduce MMD as a regularization method to minimize the distribution mismatch between the source and target domain in the latent space. In addition to considering the adaptive algorithm of multi-feature representation, [29] also provides an improved conditional maximum mean error.
Recently, adversarial learning-based methods exert a tremendous fascination to bridge the gap between the source domain and the target domain. GAN [10] is motivated by the idea of two-play game in game theory. Adversarial training is the process in which the generator and the discriminator compete against each other. Adversarial learning is firstly applied to domain adaptation in [8]. Its core idea is to adopt the discriminator to learn domain invariant features. A more general framework is proposed by [27] for adversarial domain adaptation. The author of [15] is motivated by [19] and proposes to align category labels by using the joint distribution of features and predictions. Inspired by [1], [24] applies the Wasserstein GAN measurement to domain adaptation, and proposes Wasserstein distance guided representation learning.

Semi-supervised learning uses both labeled data and unlabeled data during training. The domain adaptation problem is similar to semi-supervised learning in the strict sense, but the source domain and target domain have domain shift due to various image capture devices, environmental changes, and different styles. Initially, the application of a time series ensembling is proposed by [13], which adopts the average of the current model prediction results and the historical prediction results to calculate the mean square error. Different from historically weighted sum of model predictions in [13], [26] uses weighted exponential moving average (EMA) on the weight of the student model. Temporal Ensembling [13] is applied by [7] to the domain adaptation problem, and data augmentation is implemented to increase the generalization ability of the model. The prediction results of time ensembling is utilized as pseudo-labels to cluster and align the feature spaces of the source domain and the target domain in [5].

With the current adversarial domain adaptation methods, the network tends to overlap the source domain and target domain’s category distributions during adversarial training, resulting in poor classification results. However, the consistency constraint of semi-supervised learning can just constrain sample distribution and decrease classification errors. In addition, most of the current semi-supervised learning methods in domain adaptation exploit pseudo-label methods, but the wrong pseudo-label may mislead the training of the network. Moreover, most of the previous methods only adopt prediction ensembling methods, and there are few researches on the model ensembling of [26]. Therefore, based on CDAN [15], we propose an UDA method of robust ensembling model.

3 Methodology

This part we mainly provide the specific steps of the method proposed in this article. First we introduce the overall structure of the method in this article; then we dive deep into the loss function of each part; finally we examines the total loss function of the network.

3.1 Overview

In the UDA problem, the labeled source domain is denoted as $D_s = \{(x^s_i, y^s_i)\}_{i=0}^{N_s}$, where $N_s$ represents the number of samples with labels in the source domain,
Fig. 2. Overview of the proposed REN model. It principally comprises a student network, a teacher network and a domain discriminator. Both the student network and the teacher network consist of a feature extractor and a classifier. The source and target domain samples are delivered to the student network at the same time to extract features, and the weight of the teacher network is the ensembling of the student network’s weights in time series. Then, the predictions of the student and the teacher network are ensembled and multiplied with the features of the student network to form a dual-network conditional adversarial loss. Finally, the classification results of the two models are considered together for consistency loss.

and the unlabeled target domain is denoted as \( D_t = \{(x^t_j)\}_{j=0}^{N_t} \), where \( N_t \) represents the number of samples without labels in the target domain \([21]\). The source domain and target domain samples conform to the joint distribution \( P_s (X^s, Y^s) \) and \( Q_t (X^t, Y^t) \) respectively, and \( P \neq Q \). Our goal is to train a deep neural network \( F : X^t \rightarrow Y^t \) using source domain data with labels and target domain data, which can accurately predict target domain samples while minimizing domain shift.

As shown in Fig. 2, our model mainly includes two networks, a student network and a teacher network, and a domain discriminator \( D \). Each network has a feature extractor \( F \) and a classifier \( C \). Given a picture \( x \), the corresponding feature vector \( f = F (x) \in \mathbb{R}^d \) is obtained through the feature extractor \( F \), where \( d \) represents the feature dimension, and the corresponding prediction result \( p = C (f) \in \mathbb{R}^c \) is obtained through the classifier \( C \), where \( c \) represents the total number of classes \([8]\). According to \([8]\), the adversarial domain adaptation method can be expressed as optimizing the following minimum and maximum problem:

\[
\min_{F,C} \max_D \mathcal{L}_c (F, C) - \lambda_d \mathcal{L}_d (F, D), \tag{1}
\]

\[
\mathcal{L}_c (F, C) = -\mathbb{E}_{(x_s, y_s) \sim (X_s, Y_s)} \sum_{n=1}^{N_s} [1_{[n=y_s]} \log [C (F (x_s))]], \tag{2}
\]
\[
\mathcal{L}_d(F, D) = -\mathbb{E}_{x_s \sim P_s} \log [D(f_s)] - \mathbb{E}_{x_t \sim Q_t} \log [1 - D(f_t)],
\]

(3)

Among them, \(\mathcal{L}_c(F, C)\) is the standard supervised classification task, which uses only the cross-entropy loss of labeled source domain data. The domain discriminator \(D\) is a two-classifier \(D : \mathbb{R}^d \rightarrow [0, 1]\), which predicts whether the data comes from the source domain or the target domain.

### 3.2 Robust Ensembling Network

The previous domain adaptation adversarial methods are limited to some extent due to the problem that the model is unrobust caused by adversarial learning. Although adversarial learning effectively narrows the distribution of the source and target domains, it also confuses category information. The semi-supervised learning method is mainly dedicated to finding the optimal classification decision line. The key of these methods is to enhance the training model with unlabeled data and cluster data points of different labels with perturbations.

We believe that semi-supervised learning and domain adaptation have something in common. Both semi-supervised learning and UDA are limited to the fact that part of the data is not labeled, which makes their solutions intersect. The only difference is that there is a distribution difference between the source domain and the target domain in UDA, so semi-supervised learning methods can be applied to enhance the robustness of the model and raise model prediction accuracy. The main method used in this paper is the mean teacher method, which contains a student network and a teacher network. The student network is trained normally, and the weight update of the teacher network is integrated by the time of the weight of the student network, and the update method is exponential moving average (EMA):

\[
\theta_n' = \alpha \theta_{n-1} + (1 - \alpha) \theta_n,
\]

(4)

Among them, \(\theta_n\) represents the weight of the student model during the \(n\)-th training, \(\theta_n'\) represents the weight of the teacher model during the \(n\)-th training, and \(\alpha\) is the smoothing coefficient hyperparameter of the network parameter.

### 3.3 Dual-Network Conditional Adversarial Learning

The previous adversarial learning is generally limited to the labels without the target domain, so CDAN \(\text{[15]}\) proposes to jointly consider the feature representation and the prediction result of the classifier in the discriminator part. CDAN believes that the outer product of the feature representation and the prediction result can affect the feature representation, so a discriminator shared by the source domain and the target domain is used to align this conditional feature representation. The general conditional adversarial loss are as follows:

\[
\mathcal{L}_{d}^{\text{con}}(F, D) = -\mathbb{E}_{x_s} P_s \log [D(f_s, p_s)] - \mathbb{E}_{x_t} Q_t \log [1 - D(f_t, p_t)].
\]

(5)

This conditional adversarial loss generally utilizes the feature \(f_s\) and prediction \(p_s\) of the source domain, and also exploits the feature \(f_t\) and prediction \(p_t\)
of the target domain. However, the features and predictions that this adversarial loss mainly relies on are not stable, and the two may have numerical deviations during the network training process, which will eventually lead to the poor effect of adversarial learning. The dual network proposed in this article can effectively avoid this problem. The student network performs standard domain adaptation adversarial learning, while the update of the teacher network is provided by the student network. The update method is the former time ensembling, so that the teacher network integrates the student network in time series, and the network structure is more stable and robust. In addition to the student’s condition adversarial loss, the prediction of the teacher network is also applied as another condition.

\[ L_{stu}^{stu}(F_{stu}, D) = -\mathbb{E}_{xs} \, p_s \log \left[ D(f_{stu}^{stu}, \hat{p}_{stu}^{stu}) \right] \\ -\mathbb{E}_{xt} \, q_t \log \left[ 1 - D(f_{stu}^{stu}, \hat{p}_{stu}^{stu}) \right] \]  
\( (6) \)

\[ L_{tea}^{tea}(F_{stu}, D) = -\mathbb{E}_{xs} \, p_s \log \left[ D(f_{tea}^{stu}, \hat{p}_{tea}^{stu}) \right] \\ -\mathbb{E}_{xt} \, q_t \log \left[ 1 - D(f_{tea}^{stu}, \hat{p}_{tea}^{stu}) \right] \]  
\( (7) \)

\[ \hat{p}_n = (1 - \alpha_p) \hat{p}_{n-1} + \alpha_p p_n \]  
\( (8) \)

Among them, \( p_n \) represents the prediction of the student or teacher model during the \( n \)-th training, \( \hat{p}_n \) represents the ensembling prediction during the \( n \)-th training and \( \alpha_p \) is the smoothing coefficient hyperparameter. The prediction of the student network and the teacher network performs an EMA operation to promote the stability of the prediction. In this way, with global student predictions and global teacher predictions, the network can learn more reliable conditional and transferable information in the process of adversarial learning.

### 3.4 Consistency Constraint

The student network provides weights for the teacher network, just as student asks the teacher in the classroom, so the teacher needs to answer the student’s questions to help the student. Therefore, the teacher network needs to assist the student network, and the method of assistance is to adopt consistency constraint. The core idea of consistency constraint is to perturb high-dimensional data so that it tends to be consistent in the feature space. In other words, we hope that in the process of dimensionality reduction, multiple high-dimensional data can be compressed into a low-dimensional point, so that the feature distribution in the feature space is more compact, which is conducive to the model learning more accurate classification decision lines. We mainly utilize the L2 norm between the student model and the teacher model as the consistency loss.

\[ L_{con} = \| C_{stu} (F_{stu} (x)) - C_{tea} (F_{tea} (x)) \|_2 \]  
\( (9) \)
3.5 Total Loss Function

In this part, we introduce the total loss function:

\[ \mathcal{L}_{\text{all}} = \mathcal{L}_c + \lambda_{stu} \mathcal{L}_{stu} + \lambda_{tea} \mathcal{L}_{tea} + \gamma \mathcal{L}_{con}, \]  

Therefore, the final total loss function is as described above, and it mainly includes four parts: the supervised classification loss \( \mathcal{L}_c \) of source domain, a student network adversarial loss \( \mathcal{L}_{stu} \), a teacher network adversarial loss \( \mathcal{L}_{tea} \) and finally the consistency loss \( \mathcal{L}_{con} \) between the student network and the teacher network. Among them, \( \lambda_{stu} \) and \( \lambda_{tea} \) are the hyperparameters of student adversarial loss and teacher adversarial loss, and their role is to control the importance of the two in adversarial training. \( \gamma \) is the relative weight that controls the consistency constraint.

4 Experiment

4.1 Experimental Setting

Datasets. Office-31 \cite{23} contains 31 classes and 4,110 images collected from three different domains: Amazon Website (A) with 2817 images, Web Camera (W) with 498 images and Digital SLR Camera (D) with 795 images. By permuting the three domains, we obtain six transfer tasks: A→W, D→W, W→D, A→D, D→A and W→A. ImageCLEF-DA \cite{17} is a dataset created by the ImageCLEF2014 domain adaptation competition. We follow the guidelines of \cite{14} and select 3 sub-domains of Caltech-256 (C), ImageNet ILSVRC 2012 (I) and Pascal VOC 2012 (P), which have 12 common categories. There are six UDA tasks to be evaluated. Office-Home \cite{28} is another more challenging dataset for visual domain adaptation. It mainly includes four dissimilar subdomains, namely Artistic images (Ar), ClipArt (Ca), Product images (Pr) and Real-World images (Re). There are 15500 images in 65 different categories. They are all pictures under office and home settings, which constitute a total of 12 domain adaptation tasks.

Comparisons. We compare the REN model with other state-of-the-art methods: (1) ResNet-50 \cite{11}. (2) Domain Adversarial Neural Network(DANN) \cite{8}. (3) Adversarial Discriminative Domain Adaptation (ADDA) \cite{27}. (4) Deep transfer learning with joint adaptation networks (JAN) \cite{17} (5) Conditional Domain Adversarial Network (CDAN) \cite{15}. (6) Cluster Alignment with a Teacher for Unsupervised Domain Adaptation (CAT) \cite{5}. (7) Towards Discriminability and Diversity: Batch Nuclear-norm Maximization under Label Insufficient Situations (BNM) \cite{4}.

Implementation details. The method proposed in this paper is mainly implemented on the Pytorch framework. For a fair comparison, we apply the same network structure in each experiment. We utilize ResNet50 pre-trained on ImageNet without the final fully connected layer as the feature extractor. We adopt all the labeled data in the source domain and all the unlabeled data in the target domain. We apply the SGD optimizer with a momentum of 0.9, the
batch size is 32, and the dimension of the bottleneck layer is set to 256. We adopt the learning rate annealing strategy as \[ \eta_p = \eta_0 (1 + \alpha p)^{-\beta} \], where \( p \) is the training progress changing from 0 to 1, and \( \eta_0 = 0.01, \alpha = 10, \beta = 0.75 \) are optimized by the importance-weighted cross-validation \[25\]. In the testing phase, we mainly choose the more stable teacher model for testing.

4.2 Results

Table 1 shows the UDA results of the six transfer tasks of the Office-31 dataset. We can observe that the performance of the REN method in this paper is much better than all the previous methods on most tasks. It is worth noting that our method REN is not only on simple transfer tasks, such as D→W and W→D, with superior performance, reaching almost 100% accuracy, but also on tasks that are difficult to transfer due to unbalanced samples, such as D→A and W→A, which have achieved superior results. The main reason for the success of our model is that we have introduced a more robust time ensembling teacher model. The adversarial training of the student model and the teacher model effectively solves the domain offset and enhances the predictive ability of the model.

| Method       | A→W  | D→W  | W→D  | A→D  | D→A  | Avg  |
|--------------|------|------|------|------|------|------|
| ResNet-50[11]| 68.4 | 96.7 | 99.3 | 68.9 | 62.5 | 60.7 | 76.1 |
| DANN[8]      | 82.0 | 96.9 | 99.1 | 79.7 | 68.2 | 67.4 | 82.2 |
| ADDA[27]     | 86.2 | 96.2 | 98.4 | 77.8 | 69.5 | 68.9 | 82.9 |
| JAN[17]      | 86.0 | 96.7 | 99.7 | 85.1 | 69.2 | 70.7 | 84.6 |
| CDAN[15]     | 93.1 | 98.2 | \textbf{100.0} | 89.8 | 70.4 | 68.0 | 86.6 |
| CDAN+E[15]   | 94.1 | 98.6 | \textbf{100.0} | 92.9 | 71.4 | 69.3 | 87.7 |
| CAT[13]      | 94.4 | 98.8 | \textbf{100.0} | 90.8 | 72.4 | 70.2 | 87.6 |
| BNM[4]       | 92.8 | 98.8 | \textbf{100.0} | 92.9 | 73.3 | 73.8 | 88.6 |
| REN(Ours)    | \textbf{95.0} | \textbf{99.2} | \textbf{100.0} | \textbf{94.6} | \textbf{74.1} | \textbf{74.8} | \textbf{89.6} |

The results of the six transfer tasks of the ImageCLEF-DA dataset are shown in Table 2. Although the number of images in each subdomain in the ImageCLEF-DA dataset is similar, it is still challenging for the transfer task because of the images from various scenarios. Compared to ResNet-50, which only utilizes source domain samples for fine-tuning, the above-mentioned domain adaptation method achieves significant effect. Compared with other methods, the method in this article has achieved significant improvement. The CAT method also adopts the idea of semi-supervised learning, but it only adopts the Pi-model [13] prediction ensembling method, and we utilize model ensembling, which is more effective. This also proves that the student-teacher model of REN can learn more transferable features.
Table 2. Accuracy (%) on ImageCLEF-DA for UDA (ResNet-50)

| Method       | I→P | P→I | I→C | C→I | C→P | P→C | Avg   |
|--------------|-----|-----|-----|-----|-----|-----|-------|
| ResNet-50[11]| 74.8| 83.9| 91.5| 78.0| 65.5| 91.2| 80.7  |
| DANN[8]      | 75.0| 86.0| 96.2| 87.0| 74.3| 91.5| 85.0  |
| JAN[17]      | 76.8| 88.0| 94.7| 89.5| 74.2| 91.7| 85.8  |
| CDAN[15]     | 76.7| 90.6| 97.0| 90.5| 74.5| 93.5| 87.1  |
| CDAN+E[15]   | 77.7| 90.7| 97.7| 91.3| 74.2| 94.3| 87.7  |
| CAT[5]       | 77.2| 91.0| 95.5| 91.3| 75.3| 93.6| 87.3  |
| REN(Ours)    | 79.8| 93.3| 97.3| 91.5| 76.8| 94.8| 88.9  |

Table 3. Accuracy (%) on Office-Home for UDA (ResNet-50)

| Method           | Ar | Ar | Ar | Cl | Cl | Cl | Pr | Pr | Pr | Rw | Rw | Rw | Avg   |
|------------------|----|----|----|----|----|----|----|----|----|----|----|----|-------|
| ResNet-50[11]    | 34.9| 50.0| 58.0| 37.4| 41.9| 46.2| 38.5| 31.2| 60.4| 53.9| 41.2| 59.9| 46.1  |
| DANN[8]          | 45.6| 59.3| 70.1| 47.0| 58.5| 60.9| 46.1| 43.7| 68.5| 63.2| 51.8| 76.8| 57.6  |
| JAN[17]          | 45.9| 61.2| 68.9| 50.4| 59.7| 61.0| 45.8| 43.4| 70.3| 63.9| 52.4| 76.8| 58.3  |
| CDAN[15]         | 49.0| 69.3| 74.5| 54.4| 66.0| 68.4| 55.6| 48.3| 75.9| 68.4| 55.4| 80.5| 63.8  |
| CDAN+E[15]       | 50.7| 70.6| 76.0| 57.6| 70.0| 70.0| 57.4| 50.9| 77.3| 70.9| 56.7| 81.6| 65.8  |
| BNM[4]           | 52.3| 73.9| 80.0| 63.3| 72.9| 74.9| 61.7| 49.5| 79.7| 70.5| 53.6| 82.2| 67.9  |
| REN(Ours)        | 54.4| 73.6| 77.4| 61.6| 71.1| 71.7| 61.0| 52.2| 78.8| 73.1| 59.4| 83.5| 68.2  |

Table 3 shows the results of 12 transfer tasks on the Office-Home dataset. Different from the first two datasets, there are more categories in the Office-Home dataset, thus leads to the methods which perform well on the Office-31 dataset may have performance degradation on the Office-Home dataset. Although the method in this paper only has the best effect on 5 transfer tasks, the average accuracy is even better than BNM method. The main reason for this is that the sample size of some categories in Office-Home is extremely unbalanced. For example, the Ruler class in the Art subdomain has only 15 pictures, while the Bottle class has 99 pictures. The main problem that the BNM method solves is this kind of imbalance. Though the method in this paper does not focus on the imbalance of the dataset, due to the stability of the dual network and the ensembling teacher network, the final classification result is not much different from that of BNM. In addition, our method is more effective on difficult tasks such as Ar→Cl, Pr→Cl and Rw→Cl, which are improved by 2.1%, 2.7% and 5.8% respectively than BNM. The above experiments prove the effectiveness of our method.

4.3 Ablation Study and Visualization

Table 4 presents ablation experiments on Office-31 dataset based on CDAN. In this table, we denote performing in mean teacher model ensembling as “M”, dual-
Table 4. Accuracy (%) in ablation experiments for REN based on CDAN on Office-31

| Method                  | A→W | D→W | W→D | A→D | D→A | W→A | Avg  |
|------------------------|-----|-----|-----|-----|-----|-----|------|
| CDAN                   | 93.1| 98.2| **100.0** | 89.8| 70.1| 68.0| 86.6 |
| CDAN+M                 | 93.3| 98.9| **100.0** | 92.7| 71.5| 73.0| 88.3 |
| CDAN+M+D              | 94.8| 99.0| **100.0** | 93.7| 72.2| 74.5| 89.0 |
| CDAN+M+D+C(REN)       | **95.0**| 99.2| **100.0** | 94.6| 74.1| 74.8| **89.6** |

network conditional adversarial loss as “D” and consistency constraint as “C”. On Office-31, CDAN+M outperforms CDAN by 1.7%. In addition, compared with CDAN, CDAN+M+D and CDAN+M+D+C improve its accuracy by 2.4%, 3%, indicating the effectiveness of our method.

In order to demonstrate the stability of the method in the training process, we present the results of the classification accuracy of different training processes in Fig. 3. The graph on the left shows the experimental results of task W→A (Office-31), and the right presents the results of task P→I (ImageCLEF-DA). We can find that the accuracy of both the student network and the teacher network in this article is much higher than the result of CDAN. By observing Fig. 3 carefully, we can find that the accuracy curve of the teacher network has less fluctuations than the student network, and the accuracy has also been improved compared with CDAN. In addition, the reason why the accuracy of the student network is also excellent is that the consistency constraint of the teacher network promotes the improvement of the prediction result of the student network. Therefore, according to the curve comparison between CDAN and Teacher Network (Ours), our method has less fluctuation and more stability.

In addition, compared to CDAN, our method is composed of student network and teacher network. It can be seen from Table 4 that the parameters of our method is twice that of CDAN during training, and the training time is relatively longer.
Table 5. Comparison of parameters with CDAN in the training phase on Office-31 (12k epochs)

| Method     | Params | Time |
|------------|--------|------|
| CDAN       | 24M    | 1.3h |
| REN(Ours)  | 48M    | 1.8h |

4.4 Ablation Study and Visualization

![Visualizations](image1) ![Visualizations](image2)

Fig. 4. The t-SNE visualization of $A \rightarrow W$ (Office-31). (a)(b)(c) represent category information and each color denotes a class. (d)(e)(f) Red circles are the source samples while blue circles are the target samples.

To present the process of domain adaptation training more intuitively, we utilize the t-distribution Stochastic Neighbour Embedding (t-SNE) [18] method to visualize the low-dimensional changes of features before and after adaptation in Fig. 4. We implement one task, namely $A \rightarrow W$ (Office-31) to perform these experiments. Obviously, before training, the spatial distribution of the source domain and target domain features is completely different. This indicates that the distribution contains no discernible intrinsic structure. Although after CDAN, most of data has been aggregated, there are still some classes indistinguishable. But after our method, the feature distribution shows a clear clustered structure. The cluster centers of the distribution are closer than before, and the degree of dispersion is more similar. This means that our method greatly improves the distribution in the feature space.
5 Conclusion

We propose a robust ensembling network for UDA based on model time ensembling and consistency constraint. It solves the negative transfer problem of target domain samples, which is close to the edge of the decision line due to adversarial learning. At the same time, the dual-network conditional adversarial loss proposed in this paper effectively decreases the instability in the adversarial learning process, and enables the network to learn more global transferable features. All-round experiments illustrate that our method is superior to the current mainstream methods on various domain adaptation datasets.
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