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In this paper we present a hydrodynamic approach to describe the motion of migrating bacteria as a special class of self-propelled systems. Analytical and numerical calculations has been performed to study the behavior of our model in the turbulent-like regime and to show that a phase transition occurs as a function of noise strength. Our results can explain previous experimental observations as well as results of numerical simulations.

I. INTRODUCTION

Bacterial colony formation has been the subject of recent studies performed by both microbiologists and physicists with the aim to acquire a deeper understanding of the collective behavior of unicellular organisms.

Since bacterial colonies can consist of up to $10^{10}$ microorganisms, one can distinguish several length and time scales when describing their development. At the largest, macroscopic scale (above cca. $10^{-3}$ m) one is concerned about the morphology of the whole colony, which can be often described in terms of fractal geometry. At this length scale, the laws of diffusion govern colony formation, and only certain details of the underlying microscopic dynamics (such as anisotropy) can be amplified up to this scale by various instabilities. Thus these large-scale features could have been successfully understood using relatively simple models which neglect most of the microscopic details. In contrast, when looking at the microscopic length scale of individual bacteria (cca. $10^{-6}$ m), such global physical constraints play a much smaller role and it is the biology which provides us the knowledge of how the microorganisms move, communicate. In this work we focus on the intermediate length and time scales which range from $10^{-5}$ m to $10^{-3}$ m and from 1 s to 10$^2$ s. In this regime the proliferation of the bacteria can be neglected, and the most striking observable phenomena are connected to the motion of the organisms.

Bacterial swimming has been well understood in liquid cultures, where the interaction between cells is usually negligible and the trajectory of each organism can be described as a biased random walk towards the higher concentration of the chemoattractants, e.g., certain nutrients. In fact, the bacterial motion consists of straight sections separated by short periods of random rotation called tumbling, when the flagellas operate in a quite uncorrelated manner. If an increase of the local concentration of the chemoattractant is detected, bacteria delay tumbling and continue to swim in the same direction. This behavior yields the above mentioned bias towards the chemoattractant. Recent experimental observations revealed that under stress conditions even chemotactic communication occurs in colonies: chemotactants or chemorepellents are emitted by the bacteria themself, thus controlling the development of various self-organized structures.

However, numerous bacterial strains like Proteus mirabilis, Serratia marcescens, Bacillus circulans, Archangium violaceum, Chondromyces apiculatus, Clostridium tetani or Bacillus subtilis are also able to migrate on surfaces to ensure their survival under hostile environmental conditions. In all of these examples, irrespective of the cell membrane (Gram + or −) and the type of locomotion (swarming or gliding), a significantly coordinated motion can be observed: the randomness, which is a characteristic feature of the swimming of an individual organism, is rather repressed. In particular the swarmer cells of the strain Proteus are very elongated (up to 50µm) and move parallel to each other. The strain Bacillus circulans obtained its name from the very complex flow trajectories exhibited, which include rotating droplets or rings made up of thousands of bacteria. To some extent similar behavior can be observed in each of the above listed examples, which naturally raises the long standing question as to whether this form of migration requires some external (or self-generated) chemotactic signal or whether simple local cell-cell interactions are sufficient to explain such correlated behavior.

One of the purposes of this paper is to show that the answer to such questions requires taking into account that the bacteria are far-from equilibrium, self-propelled systems. Recent studies have revealed that such systems show interesting and unexpected features: in various traffic models spontaneous jams appear and there is a strong dependence on quenched disorder. Many biological system (such as swarming bacteria, schools of fishes, birds, ants, etc.) can be described as special self-propelled systems with local velocity-velocity interaction introduced by Vicsek et al. and also studied in a lattice gas model. Both of these models revealed transition from disordered to ordered phase. Although most of the models above incorporate some level of discreteness, a continuum approach also has been applied to study the traffic flow problem or to describe the geo-
the velocity field. The two basic equations governing the dynamics are the continuity equation
\[ \partial_t \rho + \nabla (\rho \mathbf{v}) = 0 \]
and the equation of motion, which is a suitable form of the Navier-Stokes equation
\[ \partial_t \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{v} + \frac{1}{\rho} \mathbf{F}(\mathbf{v}) - \frac{1}{\tau} \mathbf{v} + \eta(x,t), \]
where \( p \) is the pressure, \( \nu \) is the kinematic viscosity, \( \mathbf{F}(\mathbf{v}) \) is the intrinsic driving force of biological origin, \( \tau \) is the time scale associated with substrate friction and \( \eta(x,t) \) is an uncorrelated fluctuating force with zero mean and variance \( \sigma \) representing the random fluctuations. Let us now go through the terms of Eq. 3.

The pressure is composed of the effective hydrostatic pressure, the capillary pressure, and the externally applied pressure
\[ p = \rho^* g h + \gamma \nabla^2 h + p_{\text{ext}}. \]
If the radius of surface curvature is larger then the capillary length
\[ l_{\text{cap}} = \sqrt{\frac{\gamma}{\rho^* g}} \]
then the capillary pressure can be neglected. Since this is normally the case (\( l_{\text{cap}} \approx 3 \text{ mm for water} \)), we consider only the first term of Eq. 3 in the rest of the paper. The surface tension becomes relevant only at the boundary of the colony where the local curvature is not negligible.

The viscous term in Eq. 3 represents not only the viscosity of the extracellular fluid, but also incorporates the local ordering of the cells. As we show in Appendix A for a simple hard rod model of the cell-cell interaction, the deterministic part of the dynamics of the orientational ordering is described in a similar manner to Eq. 2:
\[ \frac{d \theta_i}{dt} = \mu \left( \langle \theta \rangle e - \theta_i \right), \]
where the orientation of the \( i \)th rod is denoted by \( 0 < \theta_i < \pi \) and \( \langle \cdot \rangle_e \) denotes spatial averaging over a ball of radius \( \epsilon \). The angle \( \theta \) can be readily replaced by \( \mathbf{e}_\theta \), a unit vector at angle \( \theta \) to the \( x \) axis. If the changes in the magnitude of the velocity are small then \( \mathbf{e}_\theta \) can be replaced by \( \mathbf{v} \) and Eq. 4 yields an interaction term proportional to \( \langle \mathbf{v} \rangle_e - \mathbf{v} \).

Taking Taylor series expansions for the velocity and the density fields yields
\[ \langle \mathbf{v} \rangle_e - \mathbf{v} = \frac{\int_{|\xi|<\epsilon} d\xi \left( \mathbf{v} e + (\xi \nabla) \mathbf{v} e + \frac{1}{2} (\xi \nabla)^2 \mathbf{v} e + \ldots \right) - \mathbf{v} = \frac{\epsilon^2}{6} \left( \nabla^2 (\rho \mathbf{v}) \frac{\rho}{\rho} - \nabla^2 \rho \frac{\mathbf{v}}{\rho} + \ldots \right) \]
If the density changes are small, we recover the viscous term of Eq. 3, so it, in fact, includes the self-alignment rule of previous models.

Bacteria tend to maintain their motion continuously by propelling with their flagella. This rather complex behavior can be taken into account as a constant magnitude force acting in the direction of their velocity

\[ F = \hat{\phi} \frac{c}{\tau} \frac{v}{|\nabla|}. \]

where \( c \) is the speed determined by the balance of the propulsion and friction forces. That is, \( c \) would be the speed of a homogeneous fluid.

Combining Eqs. 1, 2, 3 and 6 we obtain the following final form for the equations of the bacterial flow:

\[ \partial_t h + \nabla(h v) = 0, \]

and

\[ \partial_t v + (v \cdot \nabla)v = -\eta \nabla h - \frac{1}{\hat{\phi}^* \sqrt{\tau}} \nabla p_{\text{ext}} + \nu \nabla^2 v + \frac{c}{\tau} \frac{v}{|\nabla|} - \frac{v}{\tau} + \eta. \]

These equations are similar to those studied in [26] but here we derived them from plausible assumptions based on the underlying microscopic dynamics instead of phenomenological concepts. Nevertheless, the analysis of Toner and Tu also holds for our equations which permits us to use our model as a test of their prediction of the existence of a phase transition.

III. ANALYTICAL RESULTS

For certain simple geometries of the boundary condition it is possible to obtain analytical solutions for the noiseless \((\sigma = 0)\) stationary state of our model if we suppose incompressibility \((h = \text{const.})\). Taking \( \partial_t \equiv 0 \) in Eqs. 3 and 4 the following dimensionless equations are obtained:

\[ \nabla' v' = 0 \]

and

\[ \frac{c^2}{\lambda} \nabla' (\nabla' v') = -\frac{1}{\hat{\phi}^* \lambda} \nabla p_{\text{ext}} + \nabla'^2 v' + \frac{v'}{|v'|} - v', \]

where \( v' = v/c, \lambda = \sqrt{\nu \tau} \) and the \( \nabla' \) operator derivates with respect to \( r' = r/\lambda \). For the sake of simplicity we drop the prime in the rest of this section.

First let us consider the simplest geometry when the system is defined on an infinite plane. In this case the stationary state is trivially

\[ |v(r)| = 1, \]

where the orientation of \( v \) is arbitrary, but independent of the spatial position. In this state there is a sustained nonzero net flux of the fluid so it is regarded to be ordered. In the next section we examine numerically how increasing the noise level yields a disordered state where there is no net flux present.

Another simple, but practically more relevant boundary condition is realized when the system is confined to a circular area of radius \( R \). In contrary to the previous example this is a finite geometry which in turn means that in the stationary state no net flux is possible. Thus the flow field must include vortices and we show that a single vortex is indeed a possible stationary configuration of the system.

Let us assume that the velocity field, expressed in polar coordinates \((r, \phi)\), is a function only of \( r \):

\[ v = v(r) \hat{e}_\phi, \]

where \( \hat{e}_\phi \) is the tangential unit vector. Taking the expression of the nabla operator in polar coordinates, one can easily see that Eq. 9 is satisfied for any velocity profile \( v(r) \). Substituting Eq. 3 into Eq. 4 yields two ordinary differential equations:

\[ 0 = r^2 \frac{d^2 v}{dr^2} + \frac{dv}{dr} - v(1 + r^2) + r^2, \]

and

\[ -\frac{1}{r^2} v^2 = -\frac{1}{\hat{\phi}^* \lambda} \frac{d p_{\text{ext}}}{dr}. \]

The first equation gives the velocity profile while the second determines the pressure to be applied for maintaining the constant height \((h = \text{const.})\) condition.

The boundary conditions for the velocity profile are either \( v(0) = 0 \) and \( v(R') = 0 \) (closed boundary at \( r = R' = R/\lambda \)) or \( v(0) = 0 \) and \( \frac{dv}{dr}(R') = 0 \) (free boundary at \( r = R' \)). The homogeneous solution of the equation of motion with the above boundary conditions is given by \( I_1(r) \), the modified Bessel function of order one. The particular solution is \( -\frac{1}{r} L_1(r) \), where \( L_1 \) is the modified Struve function of order one [27]. Thus the velocity profile of the single vortex stationary state in a noiseless system with circular boundary is

\[ v(r) = \alpha I_1(r) - \frac{\pi}{2} I_1(r). \]

The parameter \( \alpha \) should be chosen to satisfy the boundary condition at \( r = R' \). In Fig. 2 we show velocity profiles for different values of \( \lambda \) having \( R = 1 \) fixed and imposing closed boundary condition. The maximal velocity decreases for decreasing \( R/\lambda \) ratio (Fig. 2); thus the system behaves more similar to the usual (not self-propelled) systems where \( v(r) \equiv 0 \). In this respect \( R/\lambda \) is a measure of the self-propulsion. From Fig. 2 it is also
clear that the minimal size of a vortex is $\lambda$ so if $R/\lambda \gg 1$ then many vortices are likely to be present in the system. This phenomenon is analogous to the appearance of turbulent motion in fluid dynamics and thus $R/\lambda$ can be regarded as a quantity analogous to the Reynolds number:

$$Re' = \frac{R}{\lambda}. \quad (16)$$

Another dimensionless quantity characterizing the flow is $c\tau/\lambda$ which gives the relative strength of the inertial forces compared to the viscous ones. This quantity can be regarded as an internal Reynolds number

$$Re'' = \frac{c\tau}{\lambda}. \quad (17)$$

In our simulations we always had $Re'' \ll Re'$.

IV. NUMERICAL RESULTS

For further investigations we used numerical solutions of Eq. 7 and Eq. 8. To study the closed circular geometry we implemented our model on a hexagonal region of a triangular lattice with closed boundary conditions. We used a simple explicit integration scheme to solve numerically the equations.

We started our simulations from a uniform density and a random velocity distribution. Figure 4 shows the stationary state for the high viscosity ($\lambda \simeq 3.16$) and high compressibility ($g = 750$) case, corresponding to $Re' \simeq 4.4$. The length and direction of the arrows show the velocity, while the thickness is proportional to the local density of the fluid. In Fig. 4 we present the radial velocity distribution for the vortex shown in Fig. 4 and the velocity profile given by our calculations (Eq. 15).

Rather good agreement is seen; the differences are due to the fact that our numerical system is not perfectly circular. We have also performed velocity profile analysis for two vortices from [19]. The data and the fitted curves are displayed in Fig. 5. Again, reasonable agreement is seen which means that Eqs. 7 and 8 give a correct continuous description for this particular example of self-propelled systems.

In the case of real bacteria one hardly can observe a perfect vortex, so we tuned the parameters to see the behavior of the model far from stationarity. Lowering the value of the compressibility $g$, we observed temporally periodic structures instead of a constant velocity profile vortex. Figure 6 shows such a configuration. The density at the lower left part of the system is higher than at the top right part. As the system evolves in time the whole flow pattern rotates anti-clockwise, thus this state has non-zero net flux which oscillates in time. Similar behavior also has been reported for certain bacterial colonies [10].

Another interesting case occurs when the compressibility is high and the viscosity is low, which corresponds to high values of $Re'$. In this limit we observed a long lifetime multi-vortex state (Fig. 8). For the parameter values we use, these vortices eventually disappeared leaving behind a single vortex. We conjecture that there exists a $Re'_c$ above which the multi-vortex state does not die out, this would correspond to the turbulent state of the normal hydrodynamics.

We also performed simulations in the open planar geometry. In this case our numerical system was confined to a square with periodic boundary conditions. Our goal was to find if there exists the phase transition as a function of the noise strength $\sigma$. To do this we first defined an order parameter

$$\Phi = \langle |v| \rangle, \quad (18)$$
FIG. 4. A numerically generated vortex for Re' ≃ 4.4 and g = 750. The length of the arrows is proportional to the local velocity, while their thickness is proportional to the density.

FIG. 5. The measured (circles) and the theoretical (solid line) velocity profile for the vortex in Fig. 4.

FIG. 6. Velocity profile data for two vortices taken from [19] (circles and squares) and fitted profiles using Eq. 15.

FIG. 7. Non-stationary configuration at Re' = 4.4, g = 300.
where \( \langle \cdot \rangle \) denotes spatial average over the entire system. If \( \Phi = 0 \) there is no net current and the system is in disordered state. If \( \Phi > 0 \) some level of order is present.

We have performed long time \( (> 10^7 \) Monte-Carlo steps) runs for two different system sizes \( (L=24 \) and \( 48) \) to check the presence of the transition. Figure 9 shows the results obtained which strongly suggests that there is a transition around \( \sigma \approx 6.5 \). This value is by far not universal as it depends on the actual values of parameters used in the simulations. However, the extraction of the critical exponents would require much larger computational efforts (i.e., larger system sizes).

V. CONCLUSION

We have investigated a continuous model for cooperative motion of bacteria. For simple geometries and specific parameters we were able to obtain analytical results for the velocity profile of vortices often observable on intermediate length scales in various bacterial colonies. Our results are in quantitative agreement with biological observations \[13\] and with previous simulations \[19\]. We also showed that there exists a transition \[26\] from an ordered to a disordered phase as a function of noise strength.

In its present form our model does not give a model for the pattern formation of bacterial colonies. However, it is rather straightforward to include surface tension and wetting effects in their full detail \[25\] to handling the dynamics of the colony border. Including proliferation, the presented model can be also expanded towards larger time and length scales to study the fingering instabilities. It is also possible to introduce chemotactic response which would allow long range interactions to build up.

Further work needs to be done to characterize the turbulent regime (which is mostly observed in swarming colonies) and to relate the effective parameters used in our model to the real world quantities such as food or agar concentration.
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APPENDIX A: SIMPLE GEOMETRICAL MODEL FOR THE ORIENTATIONAL ORDERING OF CELLS

In this appendix we show that the simple geometrical constraints originated from the rod-like shape of bacteria can motivate the local orientational ordering introduced in Sec. II. Microscopic observations of high density cell cultures reveal that the orientational order emerges since bacteria tend not to “intersect” each other: usually bacteria form well defined layers in which they are parallel aligned. To investigate quantitatively this phenomenon let us consider a system of rods with unit length and negligible width, covering the plane with a uniform average density \( \rho \). Here we focus on the local orientational order only and neglect the translational movement of the cells. Thus let us assume that the only interaction in the system is the intersection of the rods, and the overdamped dynamics of the system is determined by two effects, a relaxation process minimizing the total number of intersections \( U \) and a random Brownian fluctuation as

\[
\frac{d\theta_i}{dt} = -\lambda \frac{\partial}{\partial \theta_i} U(\theta_1, \theta_2, \ldots) + \xi_i \mod \pi, \quad (A1)
\]

where the direction of the \( i \)-th rod is denoted by \( \theta_i \) and \( \xi_i \) is an uncorrelated noise:\( (\xi_i(t)\xi_j(t')) = C\delta_{ij}\delta(t-t') \). As the rods are not directed, \( 0 < \theta_i < \pi \). The quantity \( U \) can be written as a sum of “pair potentials” \( V_{ij} \):

\[
U(\theta_1, \theta_2, \ldots) = \frac{1}{2} \sum_{i \neq j} V_{ij}(x_i, \theta_i, x_j, \theta_j), \quad (A2)
\]

where \( V_{ij} \) equals 1 if the rods \( i \) and \( j \) intersect and 0 otherwise.

As a mean-field approximation, we introduce the probability density function \( P(\theta) \), which gives the probability density of the event that the direction of a randomly selected rod is in the interval \( [\theta, \theta + d\theta] \). We are interested in the local (short range) ordering; thus the spatial homogeneity of \( P \) is assumed. Now \( U(\theta) \), the expected number of intersections of a rod directed at angle \( \theta \), can be expressed as

\[
U(\theta) = \rho \int_V d^2x' \int_0^\pi d\theta' V(x_i, \theta, x_i', \theta') P(\theta'), \quad (A3)
\]

since \( \rho P(\theta) \) gives the probability density for the existence of a rod pointing in the direction \( \theta \) at any position. Due to the translational and rotational invariance of the system, \( U(\theta) \) is given in the form of

\[
U(\theta) = \rho \int_0^{\pi} d\theta' P(\theta') \int_V d^2x' V(0, 0, x', \theta' - \theta). \quad (A4)
\]

As \( \int d^2x' V(0, 0, x', \theta' - \theta) \) gives the area of a parallelogram shown in Fig. 10, (A4) can be written as

\[
U(\theta) = \rho \int_0^{\pi} d\theta' P(\theta') |\sin(\theta' - \theta)|. \quad (A5)
\]

The time evolution of the probability density function is given by the Fokker-Planck equation obtained from (A1):

\[
\frac{\partial P}{\partial t} = -\lambda \frac{\partial}{\partial \theta} U(\theta, \omega) + \frac{C}{2} \frac{\partial^2 P}{\partial \theta^2}. \quad (A6)
\]

The steady state solution of Eq. (A6) assuming detailed balance satisfies

\[
\lambda \frac{\partial U}{\partial \theta} + \frac{C}{2} \frac{\partial P}{\partial \theta} = 0, \quad (A7)
\]

yielding

\[
P(\theta) = P_0 \exp\left(-\frac{2\lambda U(\theta)}{C}\right), \quad (A8)
\]

where the normalization for \( P(\theta) \) is provided by the prefactor \( P_0 \).

Let us measure \( \theta \) compared to the spontaneously selected orientation \( \langle \theta \rangle \). For small deviations \( U(\theta) \) can be expanded in a Taylor series as

\[
U(\theta) \approx \frac{A}{2} \theta^2 + O(\theta^4). \quad (A9)
\]

Now, from Eqs. (A8) and (A9) the coefficient \( A \) can be calculated for given \( \rho, \lambda \) and \( D \). Substituting Eq. (A9) into Eq. (A3) gives

\[
P(\theta) \approx P_0 \exp\left(-\frac{\lambda \theta^2}{C}\right), \quad (A10)
\]

with

\[
P_0 = \left(\frac{AC}{\pi C}\right)^{1/2}. \quad (A11)
\]

For \( \theta, \theta' \ll 1 \) the \( |\sin(\theta' - \theta)| \) term of Eq. (A5) can be linearized both in \( \theta \) and \( \theta' \):

\[
U(\theta) = \rho \left( \int_0^\theta d\theta' P(\theta') - \int_0^{\pi/2} d\theta' P(\theta') \right) - \left( \int_{-\pi/2}^\theta d\theta' P(\theta') \theta' - \int_0^{\pi/2} d\theta' P(\theta') \theta' \right). \quad (A12)
\]

FIG. 10. The rods \( A \) and \( B \) with a given orientation intersect each other if the center of rod \( B \) is inside of the displayed parallelogram attached to rod \( A \).
After some algebraic manipulations the above expression can be simplified to

\[ U(\theta) = 2\theta \int_0^\theta d\theta' P(\theta')(\theta - \theta') \approx \theta P_0 \theta^2 \]  

(A13)
yielding the consistency condition \( \theta P_0 = A/2 \). Thus, in this mean field approximation

\[ \frac{d\theta_i}{dt} = -\lambda \pi C_i(\theta_i - \langle \theta_i \rangle) \]  

(A14)

that is we recover Eq. 5. The angle \( \theta \) can be readily replaced by \( e_\theta \), a unit vector at angle \( \theta \) to the \( x \) axis. If the changes in the magnitude of the velocity are small then \( e_\theta \) can be replaced by \( v \) and we recover the self-aligning interaction Eq. 4.
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