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Abstract: This paper solves the two-dimensional Dirichlet problem for the Monge-Ampère equation by a strong meshless collocation technique that uses a polynomial trial space and collocation in the domain and on the boundary. Convergence rates may be up to exponential, depending on the smoothness of the true solution, and this is demonstrated numerically and proven theoretically, applying a sufficiently fine collocation discretization. A much more thorough investigation of meshless methods for fully nonlinear problems is in preparation.
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1 Introduction

The Dirichlet problem for the Monge-Ampère equation on a bounded domain $\Omega \subset \mathbb{R}^2$ consists in finding a smooth function $u$ on $\Omega$ such that the equations

\[
\begin{align*}
  u_{xx}u_{yy} - u_{xy}^2 &= g \quad \text{in } \Omega \\
  u &= f \quad \text{in } \partial \Omega
\end{align*}
\]  

hold, where the functions $f$ and $g$ are given on the boundary $\partial \Omega$ and on $\Omega$, respectively. The goal of this contribution is to show how simply meshless methods in strong form can be applied and their convergence be proven for this most important special case of a fully nonlinear second-order partial differential equation, thoroughly investigated in Böhmer/Schaback [5]. Concerning simplicity, the meshless method proposed here is strongly superior to the complicated approaches for difference methods in Oberman [18] and finite elements. The first method including convergence is published in Böhmer [2], based upon smooth finite elements of Davydov and Saeed [8, 9]. See also Brenner et al. [7] and Feng/Neilan [11] for a method to solve the Monge-Ampère equations via finite elements and a $C^0$ penalty method or a vanishing moment method.

To explain the connection to the general situation, the equation is rewritten as

\[
\begin{align*}
  Fu &= g \quad \text{in } \Omega \\
  u &= f \quad \text{in } \Gamma := \partial \Omega
\end{align*}
\]
with the nonlinear map \( F : u \mapsto u_{xx}u_{yy} - u_{xy}^2 \), which is defined as a mapping
\[
F : C^2(\Omega) \to C(\Omega).
\] (2)

Fully nonlinear problems are those where second-order derivatives arise nonlinearly in \( F \). Existence and regularity results from the literature are collected in [3], Theorems 2.79-2.82.

Under appropriate assumptions, there is a unique solution \( u^* \in C^2(\Omega) \). Then the connection to linear elliptic problems is made by the linearization at \( u^* \), namely
\[
F'(u^*)(v) = u^*_{xx}v_{yy} + v_{xx}u^*_{yy} - 2u^*_{xy}v_{xy}.
\]

By the cited background literature collected in [3], this \( F'(u^*) \) defines an elliptic operator for a convex locally unique solution \( u^* \). There also is a variation of a maximum principle, and \( F'(u^*) \) is boundedly invertible.

2 Strong Meshfree Discretizations

These techniques discretize PDE problems using

1. a trial space that should approximate the true solution \( u^* \) well, and
2. sets of test points on which the differential operator and the boundary conditions are directly sampled,
3. forming a nonlinear system of collocation equations that is possibly overdetermined, and finally
4. applying a nonlinear optimizer to minimize residuals of the system.

In contrast to finite element methods, there is no connection between the test and the trial side via a triangularization, and there is no numerical integration. Consistency is guaranteed by choosing a sufficiently rich trial space, and stability requires to choose sufficiently many well-posed collocation points. The details concerning these choices are nontrivial and will not be explained here, see e.g. [19, 4, 20] for a comprehensive convergence analysis.

To present a simple example that works for the Monge-Ampère equation, we confine the domain \( \Omega \) to be the unit square \([-1, +1]^2\) and use polynomial trial functions
\[
u^C(x, y) := \sum_{m=0}^{M} \sum_{n=0}^{M-m} c_{mn}x^my^n
\] (3)
of total degree at most \( M \) that will approximate smooth solutions well. The coefficients are collected into a triangular matrix \( C \). Other parametrized trial spaces could serve the same purpose, but the trial functions should be smooth
and derivatives up to second order should be available at low computational cost.

On the test side, we take \( K_D \) points \( z^D_i := (x^D_i, y^D_i) \), \( 1 \leq i \leq K_D \) in the closure of the domain for approximation of the differential operator, and additionally \( K_B \) points \( z^B_i := (x^B_i, y^B_i) \), \( 1 \leq i \leq K_B \) on the boundary, forming point sets \( Z^D \) and \( Z^B \). These sets may have a nonempty intersection on the boundary.

The strong meshless discretization then sets up a nonlinear system

\[
\begin{align*}
    u^{C}_{xx}(z^D_i)u^{C}_{yy}(z^D_i) - u^{C}_{xy}(z^D_i)^2 &= g(z^D_i), \ 1 \leq i \leq K_D \\
    u^{C}(z^B_j) &= f(z^B_j), \ 1 \leq i \leq K_B
\end{align*}
\]

for the coefficient matrix \( C \). There is no linearization done here. Linearization is left to the solver.

Brute-force numerical methods can then apply either a nonlinear equation solver to the system or a nonlinear optimizer to the residuals. Because oversampling will often be necessary to guarantee stability \[19, 4, 20\], the latter situation is preferable. This paper uses the nonlinear least-squares minimizer \texttt{nlseminlin} of MATLAB on the residuals of the above nonlinear system. No matter how the nonlinear solver works, the possibility of multiple local solutions requires good initial startup parameters. If none are known from external arguments, a standard technique is to apply repeated calculations using larger and larger trial spaces, starting from the optimal solution of the previous step. In parallel, the test discretizations should be refined from step to step. See Fasshauer’s book \[10\] for a comprehensive account of meshless methods using MATLAB.

A similar meshless algorithm, but without a convergence analysis, and with different trial functions, was proposed by Zhiyong Liu and collaborators \[16, 17, 14\], based on Kansa’s unsymmetric collocation. Finite differences and multigrid methods were applied by various authors \[11, 12, 13, 15\], but these techniques are further away from this work because they are not meshless and much more difficult to implement.

Readers may jump to Section 4 for MATLAB implementation details, and to Section 5 for the theoretical error analysis. We shall present the numerical results next, and finally add a summary and an outlook.

## 3 Numerical Results

The example of this paper uses the true solution

\[
u^*(x, y) = \exp((x^2 + y^2)/2)
\]

(4) to generate the appropriate functions \( f \) and \( g \) in \[1\].
If the truncated Taylor expansion of the true solution is used as a starting approximation, Figure 1 shows the exponential decay of the error as a function of the total degree $M$ in (3). Here, RMSE stands for the root-mean-square error. If we start with the constant approximation 1 at degree zero and use the best coefficients for degree $M$ to start at degree $M + 2$, we get Figure 2. We add figures for the final $M = 12$ calculation, starting from the optimal $M = 10$ result.

The results are rather promising and justify a more general analysis to be provided in [5].

4 MATLAB Implementation Details

The unknown coefficients are stored in a triangular matrix $C$. At each point $p_i = (x_i, y_i)$ we pre-calculate the triangular Vandermonde matrix $P_{u_i}$ with entries $x_i^m \cdot y_i^n$ for $0 \leq m + n \leq M$. Since the coefficient matrix $C$ has the same shape, we can take the elementwise product of $C$ and $P_{u_i}$, i.e. we form $C \ast P_{u_i}$ in MATLAB notation. Applying the `sum` function of MATLAB then yields \( \text{sum}(\text{sum}(C \ast P_{u_i})) = u^C(x_i, y_i) \). If $(x_i, y_i)$ is a boundary point, we form \( f_i(C) := f(x_i, y_i) - u^C(x_i, y_i) = f(x_i, y_i) - \text{sum}(\text{sum}(C \ast P_{u_i})) \)
4 MATLAB IMPLEMENTATION DETAILS

Figure 2: Errors as functions of degree

and add $f_i(C)^2$ later into the minimization via the MATLAB function `nlsqnonlin`. This cares for boundary value discretization.

For PDE discretization, we work similarly. In particular, the second derivatives

$$u_{xx}(x, y) = \sum_{m=2}^{M} \sum_{n=0}^{M-m} c_{mn} m(m - 1)x^{m-2}y^n,$$

$$u_{xy}(x, y) = \sum_{m=1}^{M} \sum_{n=1}^{M-m} c_{mn} mn x^{m-1} y^{n-1},$$

$$u_{yy}(x, y) = \sum_{m=0}^{M} \sum_{n=2}^{M-m} c_{mn} n(n - 1)x^{m} y^{n-2}$$

are assembled at each point $(x_i, y_i)$ into triangular matrices $P_{xx}u_i, P_{xy}u_i, P_{yy}u_i$ with the above entries, and we get

$$u_{xx}(x_i, y_i)(C) = \text{sum}(\text{sum}(C \ast P_{xx}u_i)),$$

$$u_{xy}(x_i, y_i)(C) = \text{sum}(\text{sum}(C \ast P_{xy}u_i)),$$

$$u_{yy}(x_i, y_i)(C) = \text{sum}(\text{sum}(C \ast P_{yy}u_i))$$

as matrix-valued functions of the coefficient matrix $C$. If $(x_i, y_i)$ is a point where
we want the discretized PDE to be satisfied, we define

\[
 f_i(C) := u_{xx}^C(x_i, y_i)u_{yy}^C(x_i, y_i) - u_{xy}^C(x_i, y_i)^2 - g(x_i, y_i) \\
 = \sum(\sum(C.*P_{xx}u_i)) \ast \sum(\sum(C.*P_{yy}u_i)) \\
 - (\sum(\sum(C.*P_{xy}u_i))).^2 - g(x_i, y_i)
\]

and add \( f_i(C)^2 \) into the minimization via \texttt{nsqnonlin}. This cares for the collocation of the nonlinear differential equation.

The total optimization problem then minimizes the sum of all these \( f_i(C)^2 \) with respect to the coefficient matrix \( C \), using \texttt{nlsqnonlin} of MATLAB.

An additional simplification turned triangular matrices into vectors. Furthermore, the spatial discretization was changed with the polynomial degree. For \( M > 0 \) we used regular data with spacing \( h = 2/M \), with \( h = 1 \) for \( M = 0 \). Choosing finer spatial discretizations does not improve the results. To give boundary values more weight, we multiplied the boundary \( f_i(C) \) with 10 throughout.

## 5 Error Analysis

Since the paper [4] reduces the convergence analysis to the linearized strongly elliptic problem under the above circumstances, we only need to deal with the
trial functions (3) used for solving a standard elliptic problem. Provided that sufficiently large sets of test points are chosen for each $M$, the paper [20] shows that the convergence rate is the one that arises when approximating the strong data of the solution, i.e. the second derivatives of the solution by such polynomials. Thus the convergence rate for the special case (4) is exponential, as can be either taken from Bernstein-type theorems in Approximation Theory or directly proven via the exponentially convergent Taylor expansion. The numerical results of Section 3 confirm this.

It is much more difficult to assess how many test points are sufficient for uniform stability. Considering Theorem 5.1 and (5.3) of [20], it suffices to prove conditions on the points that allow to bound $\|u^C\|_\infty$ uniformly in terms of the maximum or sum of the three discrete seminorms

$$
\|u^C\|_0 := \max_{z^B_i \in Z^B} |u^C(z^B_i)| \\
\|u^C\|_{xx} := \max_{z^D_{xx} \in Z^D} |u^C_{xx}(z^D_{xx})| \\
\|u^C\|_{yy} := \max_{z^D_{yy} \in Z^D} |u^C_{yy}(z^D_{yy})|
$$

for arbitrary trial functions $u^C$ of the form (3). Note that this is independent of PDEs. It is a problem of Approximation Theory. We can ignore the mixed
derivatives and the factors depending on $u^*$ here, because uniform strong ellipticity allows to go over to the pure second derivatives, at the expense of uniformly bounded factors depending on $u^*$.

Using the standard machinery for proofs of stability inequalities, as nicely summarized in Chapter 3 of [21], we start with fill distances $h_B$ and $h_D$ for the points on the boundary and the domain, respectively, and deal with the boundary first. As a warm-up, consider the upper and lower boundary lines, i.e. two lines of length 2 parallel to the $x$ axis. There, each $u^C$ is a univariate polynomial $p$ of degree at most $M$, and we rewrite it as one on $[-1,+1]$. Now we know by Markov’s inequality that

$$\|p'\|_\infty,[-1,+1] \leq M^2\|p\|_\infty,[-1,+1].$$

For each point $x$ on the boundary lines there is a sample point $x_i$ at distance at most $h_B$, and thus

$$|p(x)| \leq |p(x_i)| + h_B M^2\|p\|_\infty,[-1,+1]$$

proving $\|p\|_\infty \leq 2\max_{x_i} |p(x_i)|$ on those boundary lines, if we have $h_B M^2 \leq 1/2$. This proves

$$\|u^C\|_\infty,\Gamma \leq 2\max_{z_i^B \in Z_B} \|u^C(z_i^B)\|$$
as soon as
\[ h_B \leq \frac{1}{2} M^{-2}. \]

Note that Approximation Theory tells us that we can replace the exponent two by one, if \( O(M) \) points on the boundary are distributed in Chebyshev style.

The case with derivatives and interior points is not directly covered by the standard theory. From \[6\] we know that there is a well-posedness inequality
\[ \|u\|_{\infty, \Omega} \leq \|u\|_{\infty, \Gamma} + C \|\Delta u\|_{\infty, \Omega} \]
for uniformly elliptic problems, and this can be applied to trial functions. We already have the first term on the right-hand side under control and only have to deal with the second term. Since all \( \Delta u^C \) are polynomials as well as \( u^C \), we can use the standard logic as in Chapter 3 of \[21\] to get a bound of the form
\[ \|\Delta u^C\|_{\infty, \Omega} \leq 2 \max_{z_i^D \in D} |\Delta u^C(z_i^D)| \leq 2\|u^C\|_{xx} + 2\|u^C\|_{yy} \]
if \( h_D \leq CM^{-2} \). Now the theory in \[19\] \[4\] \[20\] implies

**Theorem 1** The strong meshless collocation method for solving the Monge-Ampère equation by trial functions \[3\] via sampling on test points with fill distances \( h_B \) and \( h_D \) on the boundary and the domain is uniformly stable if the
fill distances behave like $O(M^{-2})$. Furthermore, the convergence for $M \to \infty$ is exponential if the test points are chosen to guarantee uniform stability via sufficient oversampling.

6 Summary and Outlook

By a specific example, it was demonstrated theoretically and numerically that a strong meshless discretization of the Monge-Ampère equation works successfully. This will generalize to subdomains of $[-1, +1]^2$ with Lipschitz boundaries on which bivariate polynomials are still polynomials. The domains should have a uniform interior cone condition.

Likewise, other trial spaces can be used. If the true solution is less smooth, convergence rates will then be confined to how well second derivatives of trial functions approximate second derivatives of the true solution. To guarantee stability for sufficient oversampling, the trial spaces must allow that the results of the previous section can be applied.

A much more thorough investigation of meshless methods for fully nonlinear problems is in preparation [5].
Figure 8: Final error wrt. the solution
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