Effect of fermion indistinguishability on optical absorption of doped two-dimensional semiconductors
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We study the optical absorption spectrum of a doped two-dimensional semiconductor in the spin-valley polarized limit. In this configuration, the carriers in the Fermi sea are indistinguishable from one of the two carriers forming the exciton. Most notably, this indistinguishability requires the three-body trion state to have p-wave symmetry. To explore the consequences of this, we evaluate the system’s optical properties within a polaron description, which can interpolate from the low density limit—where the relevant excitations are few-body bound states—to higher density many-body states. In the parameter regime where the trion is bound, we demonstrate that the spectrum is characterized by an attractive quasiparticle branch, a repulsive branch, and a many-body continuum.

I. INTRODUCTION

Trions—the bound state of either two conduction-band electrons and a valence-band hole (X−) or one electron and two holes (X+)—can be thought of as the semiconductor analog of the hydrogen anion H− and molecular ion H2+, respectively [1]. In practice, trions are observed in electronically doped semiconductors, with a finite excess density of electrons (or holes) coexisting with the X− (or X+) state. While the trion description in terms of an isolated three-body state may apply in the limit of a very low density of excess majority particles [2], a more appropriate picture that spans the whole range from low to higher densities is that of polarons [3–6]. Here, an exciton is dressed by the Fermi sea of excess charge carriers, forming repulsive and attractive exciton-polaron branches. This leads to absorption peaks that, in the limit of vanishing doping, connect smoothly to the underlying exciton and trion few-body states. Exciton-polarons have recently generated significant interest since they have been used to interpret the absorption peaks of charge-doped two-dimensional (2D) semiconductors [4, 7–10].

The physics of repulsive and attractive polarons—and their connection to few-body bound states—has been extensively studied in the context of polarized fermionic atomic gases [11–23]—see the recent reviews of such atomic polarons in two [24] and three dimensions [25]. However, new questions arise when considering such states in semiconductors. In particular, the natural experimental probe of exciton-polarons in semiconductors is optical absorption, which necessarily probes transitions to states exciting inter-band particle-hole pairs, i.e., an even number of fermions. The significant difference compared to atomic polaron physics is that when we create an exciton, both the electron and the hole interact with the Fermi sea. By contrast, for atoms, the typical experiment is injection RF spectroscopy, which involves flipping an impurity atom’s state from non-interacting to interacting with the fermionic medium [26, 27]. This process can also be thought of as the creation of a particle-hole pair: the particle is the atom in the interacting state, the hole is the missing atom in the non-interacting state. As such in this case the “hole” does not interact with the Fermi sea (nor does the hole interact with the flipped atomic state).

In the semiconductor case, the Fermi sea can involve carriers that are either indistinguishable or distinguishable from those contained in the exciton that forms the exciton-polaron. For brevity, we will refer to these two cases as the indistinguishable (ICP) and the distinguishable carrier polaron (DCP) scenarios. Figure 1 illustrates these two cases for the hole-doped X+ case. In the special case of degenerate conduction bands, the exciton may also be dressed by both Fermi seas (not shown). It is generally accepted that the absorption spectrum observed experimentally in Ref. [4] arises primarily from the dressing of the exciton by a distinguishable Fermi sea—the DCP case, as shown in Fig. 1(b). As such, that scenario has received the most theoretical attention [3–6]. As we will discuss in this paper, the ICP case shown in
The trion state has a vanishing oscillator strength for two reasons: the low probability of finding a nearby excess charge (as also applies to the s-wave trion [2, 6, 49–51]), and the vanishing dipole matrix element of the p-wave trion. Preliminary investigations have suggested that, in the presence of a magnetic field (required for binding), the p-wave trion acquires an oscillator strength which increases with doping [47]. We will illustrate the mechanism behind the increase of the oscillator strength with doping and show that, for p-wave trions, the oscillator strength grows like the square of the Fermi energy and, thus, is slower than for s-wave trions where it scales linearly with Fermi energy.

While the few-body description is relevant at low doping, optical absorption in doped 2D semiconductors is better described by the exciton-polaron scenario, where the exciton is dressed by an excited intra-band particle-hole pair of the majority Fermi sea (see Fig. 1). For the ICP case in the low doping limit, the properties of the attractive (repulsive) polaron branch recover those of the trion (exciton). However, when doping increases, we observe an evolution of the nature of the two branches which goes beyond few-body physics. In particular, by evaluating the angular momentum of the majority-species hole within the dressing cloud of the attractive polaron quasiparticle, we observe that the hole changes from angular momentum \( \pm 1 \) (p-wave symmetry) at low doping to angular momentum 0 (s-wave) at large doping. The repulsive branch instead has the opposite evolution with increasing doping, switching over from an s-wave symmetry to a p-wave symmetry.

As the character of the attractive polaron quasiparticle changes with increasing doping, we also find that there is a significant transfer of oscillator strength to an incoherent many-body continuum, which becomes the dominant contribution at large doping. Yet, we find that the effect of this continuum on the linewidth of the repulsive polaron branch is negligible, due to a difference in symmetry of the repulsive branch and the continuum in this regime. This behavior is qualitatively different from the DCP case: In that case, the oscillator strength of the continuum is strongly suppressed, while the coupling between the repulsive branch and the continuum is allowed by symmetry such that the repulsive polaron linewidth grows with doping [4, 5, 24].

The oscillator strengths and linewidths of these different branches have consequences for the polariton spectrum found when there is strong matter-light coupling [4, 7–10]. We show how the system's spectral properties in the weak-coupling limit determine the polariton spectrum in strong coupling. Specifically, we demonstrate that increasing the electron doping leads to the appearance of three polariton branches, corresponding to strong coupling with both attractive and repulsive polaritons.

The paper is organized as follows: In Sec. II, we introduce the model describing an interacting electron-hole system coupled to light, where both electrons and holes are indistinguishable. In Sec. III, we provide a sum-
mmary of the properties of p-wave trion states when the interaction between charges are strongly screened. In Sec. IV, we derive the properties of an exciton-polaron (or exciton-polariton-polaron) state, describing excitons (or polaritons) in a charged imbalanced system with indistinguishable excess majority particles. By evaluating the system spectral function in Sec. IVB, we are able to describe the doping mediated transfer of oscillator strength from the repulsive branch to the attractive branch, as well as the crossover of their symmetry properties. Conclusions and perspectives are gathered in Sec. V.

II. MODEL

A. Model Hamiltonian

We seek to model the spectral response of a doped semiconductor, where one of the two charges forming the exciton is identical to those forming the Fermi sea. As such, we write the following Hamiltonian, describing only two species of charges, each belonging to a single (spin-polarized) conduction and valence band (throughout this paper we work in units where \( \hbar = 1 \)):

\[
\hat{H} = \hat{H}_0 + \hat{H}_{eh} + \hat{H}_{ehC}
\]

\[
\hat{H}_0 = \sum_{k,\sigma} \epsilon_{k,\sigma} \hat{c}_{k,\sigma}^\dagger \hat{c}_{k,\sigma} + \sum_q v_q \hat{a}_q^\dagger \hat{a}_q
\]

\[
\hat{H}_{eh} = -\frac{g}{\sqrt{A}} \sum_{kk'q} c_{k,1}^\dagger c_{k',-q,2}^\dagger c_{k'-q,1} c_{k,2}
\]

\[
\hat{H}_{ehC} = \frac{g}{\sqrt{A}} \sum_{kk'q} \left( c_{k,1}^\dagger c_{k+q,2}^\dagger c_{k-q,1} \hat{a}_q + \text{h.c.} \right).
\]

Here, \( \hat{c}_{k,\sigma=1,2} \) and \( \hat{c}_{k,\sigma=1,2}^\dagger \) are majority (\( \sigma = 1 \)) and minority (\( \sigma = 2 \)) species annihilation and creation operators, respectively. These have a dispersion \( \epsilon_{k,\sigma} = k^2/2m_\sigma \), where \( m_\sigma \) is the effective mass and \( k \) is the two-dimensional (2D) momentum. Note that, throughout the paper, energies are measured with respect to the band gap. We denote the density of the majority species as \( n_1 \) and thus the Fermi energy is,

\[
E_F = \frac{k_F^2}{2m_1} = \frac{2\pi}{m_1} n_1,
\]

where \( k_F \) is the Fermi momentum. For electron doping, \( \sigma = 1 \) are conduction electrons and \( \sigma = 2 \) are valence holes. For hole doping, \( \sigma = 1 \) are valence holes and \( \sigma = 2 \) are conduction electrons. The only distinction between these two cases is the assignment of masses \( m_{1,2} \), so we can swap between the two by interchanging \( m_1 \leftrightarrow m_2 \).

In order to considerably simplify our calculations, in \( \hat{H}_{eh} \) we approximate the electron-hole Coulomb interaction as a contact interaction of strength \( v > 0 \) (the factor \( A \) is the system area). This limit describes the case where interactions between charges are strongly screened. In such a case, because of the Pauli exclusion principle, intraspecies interactions vanish. One may wonder whether the use of contact interactions—in place of Coulomb, or screened Coulomb interactions—significantly changes when a p-wave trion state exists. However, as we show in Sec. III, in the zero-density limit, our model predicts nearly the same critical mass ratio for trion formation [52, 53] as found for the Coulomb problem [38, 39]. As such, we expect that the use of contact interactions will allow us to faithfully capture the qualitative features of the ICP scenario.

The operators \( \hat{a}_q \) and \( \hat{a}_q^\dagger \) describe the cavity photon mode with a dispersion \( v_q = v_0 + a^2/2m_C \), where \( m_C \) is the photon mass and \( q \) is the in-plane momentum. These photons couple to the matter excitations via the term \( \hat{H}_{ehC} \) in Eq. (1d). We have taken the strength \( g \) of the coupling to be independent of momentum and applied the rotating wave approximation. These approximations are appropriate when the band gap greatly exceeds the other energy scales in the problem.

The model we write could be considered as, for example, describing a TMD monolayer with full spin-valley polarized doping, and where the use of circular polarized light allows one to selectively create excitons in the same valley as the Fermi sea. Such valley degeneracy breaking—induced by Zeeman splitting via an external out-of-plane magnetic field—has been recently demonstrated in WSe\(_2\) [54, 55] and in MoSe\(_2\) [56, 57]. Indeed, a high degree of valley polarization has been realized at modest magnetic fields, up to an electron density \( n_1 \simeq 1.6 \times 10^{12} \text{ cm}^{-2} \) (corresponding to a Fermi energy \( E_F \simeq 15 \text{ meV} \)) [58]. Alternatively, large valley splittings have also been achieved using the interfacial magnetic exchange field effect [59]. The smaller \( g \)-factors in III-V and II-VI quantum wells mean that it is hard to attain a spin-polarized regime without also realizing Landau quantization of the electron motion.

B. Renormalization of contact interactions

The use of contact interactions and momentum-independent light-matter coupling introduces ultra-violet (UV) divergences (see, e.g., Ref [60]). These can be regularized by introducing an UV cut-off \( \Lambda \), i.e., assuming that \( v \) and \( g \) are non-zero only up to a momentum \( \Lambda \), which is typically set by the electronic band structure. Recent calculations employing this same model to study polariton-electron scattering [61, 62] showed that results independent of the short-distance physics can be obtained by then renormalizing both coupling strengths \( v \) and \( g \) so that observable quantities do not depend on the cut-off.

The electron-hole interaction strength \( v \) can be renormalized by relating it to the physically measurable exci-
ton binding energy, $\varepsilon_B > 0$, via [24]:

$$\frac{1}{v} = \frac{1}{A} \sum_{k}^{\Lambda} \frac{1}{\varepsilon_B + \varepsilon_k},$$

(3)

where $\varepsilon_k = \varepsilon_{k,1} + \varepsilon_{k,2} = k^2/2\mu$, with $\mu = (1/m_1 + 1/m_2)^{-1}$ being the reduced mass. When $\Lambda \rightarrow \infty$, $v^{-1} \sim \ln \Lambda \rightarrow \infty$ and thus $v \rightarrow 0$. Note that the right hand side of Eq. (3) is related to the normalized 1s exciton wave function at zero electron-hole separation (evaluated in the absence of coupling to light), since in momentum space this wave function is given by

$$\Phi_{1s} = \sqrt{\frac{2\pi\varepsilon_B}{\mu}} \frac{1}{\varepsilon_B + \varepsilon_k}.$$  

(4)

The matter-light coupling strength $g$ can be renormalized by considering the single-polariton problem at zero doping, and matching the eigenvalues of the microscopic problem to the experimental observables. Experiments typically fit the lower (LP) and upper (UP) polaritons to a coupled oscillator model (describing a tightly bound exciton and a photon):

$$\mathcal{H}_{2O} = \left( -\varepsilon_B + \delta \right) \frac{\Omega/2}{\varepsilon_B} \left( \Omega/2 e^{-\varepsilon_B} \right)$$

(5a)

$$E_{LP,UP} = -\varepsilon_B + \frac{\delta \pm \sqrt{\delta^2 + \Omega^2}}{2}.$$  

(5b)

Here, $\delta$ is the photon-exciton detuning and $\Omega$ the Rabi splitting. As such, the procedure we follow is to write the finite (renormalized) Rabi splitting $\Omega$ in terms of the bare coupling $g$ and the relative 1s exciton wave function at zero electron-hole separation, which describes the amplitude for electron and hole to overlap (see [61] for details):

$$\Omega = \frac{2g}{A} \sum_{k}^{\Lambda} \Phi_{1s} = \frac{2g}{v} \sqrt{\frac{2\pi\varepsilon_B}{\mu}}.$$  

(6)

Because $1/v$ diverges logarithmically with the cutoff, $g \sim 1/\ln \Lambda \rightarrow 0$ when $\Lambda \rightarrow \infty$, in such a way that the physically meaningful parameter $\Omega$ is finite.

We finally turn to the photon-exciton detuning $\delta$. Here, Ref. [62] found that to match the coupled-oscillator model, there is a shift from the bare detuning $\nu_0 + \varepsilon_B$ associated with our Hamiltonian. Specifically, one has that

$$\delta = \nu_0 + \varepsilon_B - \frac{\Omega^2}{8\varepsilon_B}.$$  

(7)

In summary, we take the finite (renormalized) energy scales in our problem to be the exciton binding energy $\varepsilon_B$, and the zero doping Rabi splitting $\Omega$. Further, the other relevant parameters are the photon-exciton detuning $\delta$, the Fermi energy $E_F$, and the mass ratio $m_2/m_1$.

## III. TRION STATE

In this section, we summarize relevant results about the $p$-wave trion, formed from indistinguishable majority particles.

### A. Limit of large mass ratio

The Hamiltonian in Eq. (1) is rotationally symmetric, and consequently the trion states have definite angular momentum. In the following we consider both the case of distinguishable and indistinguishable fermions, and identify the differences between these cases. To clearly illustrate the role played by exchange symmetry in determining the angular momentum, it is instructive to first consider the limit of large majority over minority mass ratio, $m_1/m_2 \gg 1$, when we can use the Born-Oppenheimer approximation [63, 64]. This consists of assuming that the light particle at position $r$ adiabatically adjusts its wave function to the positions of the two heavy particles at $\pm R/2$, such that the total wave function takes the form

$$\psi(R, r) = \phi(R)\psi_R(r).$$  

(8)

The wave function of the light particle $\psi_R(r)$ is obtained by solving the Schrödinger equation for fixed $R$. This can be shown [65] to have a solution in terms of the modified Bessel function of the second kind, $K_0(\kappa R)$.

$$\psi_{R,\pm}(r) = N_{\pm}(R) \left[ K_0(\kappa_{\pm}(R) |r + R/2|) \pm K_0(\kappa_{\pm}(R) |r - R/2|) \right],$$  

(9)

where $N_{\pm}(R)$ is an overall normalization, and the momentum scale $\kappa_{\pm}(R)$ associated with the motion of the light particle is obtained by solving the equation $\ln(\kappa a_B) = \pm K_0(\kappa a_B)$ with $a_B \equiv 1/\sqrt{2\varepsilon_B}$ [66].

Having solved for the motion of the light particle at a fixed separation of the heavy particles, one considers the motion of the heavy particles in the presence of the effective potential $E_{\pm}(R) = -\kappa_{\pm}(R)/2\mu$ [67] mediated by the light particle. Here, we should note that only $E_+(R)$ corresponds to a potential energy surface below the exciton at $-\varepsilon_B$ (see Fig. 2(a)), and hence only this wave function can lead to trion formation.

In the case of distinguishable heavy particles, there are no restrictions on the overall symmetry under exchange of these particles, and so the symmetry of $\psi_{R,\pm}(r)$ does not impose any restrictions on the symmetry of $\phi(R)$. As such, the ground state trion is the lowest energy solution, which is in the $s$-wave angular momentum channel. By contrast, if the two heavy particles are identical fermions, as considered in this paper, the overall wave function must be antisymmetric under $R \rightarrow -R$. Since the attractive potential corresponds to the function $\psi_{R,\pm}(r)$ which is symmetric under exchange, and since the total wave function $\Psi$ is antisymmetric, $\phi(R)$ must then
be antisymmetric under exchange. This in turn implies that $\phi(R)$ has odd angular momentum, and therefore the ground state trion forms in the $p$-wave channel.

The effective potentials $V_{\text{eff}}(R) = E_{\pm}(R) + \ell^2/m_1 R^2$ including the centrifugal barrier for angular momentum $\ell$ are illustrated in Fig. 2(a): We see that the bare mediated potential $E_{\pm}(R)$ (corresponding to the $s$-wave case $\ell = 0$) is purely attractive, while the $p$-wave potential $E_{\pm}(R) + 1/m_1 R^2$ has an attractive well when $R \sim a_B$, within which the trion forms, and a centrifugal barrier at small $R$. We also find that the attractive well and bound state only exist when the mass ratio $m_2/m_1$ is sufficiently small. The form of the potential and in particular the short-range repulsion provided by the centrifugal barrier means that the critical mass ratio for trion binding is relatively insensitive to the precise form of the interaction potential between heavy particles.

In the limit of a large mass ratio, $m_2/m_1 \to 0$, the trion energy $E_{T_3}$ in the Born-Oppenheimer approximation takes the known form [65]:

$$|E_{T_3}| - \varepsilon_B \approx \frac{m_1}{m_2} \frac{2 e^{-2 \gamma}}{9} \varepsilon_B,$$

where $\gamma \approx 0.577$ is the Euler constant. We will now compare this with an exact calculation within our model (1).

### B. Trion binding energy

Having explained why the trion ground state is $p$-wave, we next discuss the range of mass ratios for which this state is bound [52, 53]. We thus consider a trion state in vacuum with zero center of mass momentum, which is described by the following state

$$|T_3\rangle = \frac{1}{\sqrt{2A}} \sum_{k_1 \neq k_2} \gamma_{k_1 k_2} \hat{c}_{k_1 - k_2, 2} \hat{c}_{k_1, 1} \hat{c}_{k_2, 1} |0\rangle,$$

where we must obey $\gamma_{k_1 k_1} = -\gamma_{k_1 k_2}$. We then test whether this trion state is bound by calculating its energy and comparing with the exciton energy. The trion energy can be found by minimizing $\langle T_3| (H - E) |T_3\rangle$ with respect to the complex wave function $\gamma_{k_1 k_2}$ to obtain the following eigenvalue equation

$$E \gamma_{k_1 k_2} = \varepsilon_{k_1 k_2} \gamma_{k_1 k_2} - \frac{v}{A} \sum_{k'} \left( \gamma_{k' k_1} \gamma_{k_2 k'} + \gamma_{k' k_2} \gamma_{k_1 k'} \right),$$

where $\varepsilon_{k_1 k_2} = \epsilon_{k_1, 1} + \epsilon_{k_2, 1} + \epsilon_{k_1 + k_2, 2}$. As noted above, the ground state must have overall angular momentum $\ell = \pm 1$ (i.e., it is $p$-wave), so we may consider the following ansatz:

$$\gamma_{k_1 k_2} = e^{i\theta_1} \gamma_{k_1 k_2} (\theta_2 - \theta_1).$$

In this case, in agreement with Refs. [52, 53], we find that the $p$-wave trion binds for a mass ratio $m_2/m_1 \lesssim 0.3$ (see Fig. 2(b)). We see that our calculated binding energy closely matches that obtained within the Born-Oppenheimer approximation in the limit of a large mass ratio, Eq. (10), see the dashed (red) line in Fig. 2(b).

In typical semiconductors, the hole effective mass is larger than the electron mass. As such, the critical mass ratio obtained above implies that a $p$-wave trion bound state can exist only if the majority particles are holes, meaning that it is an $X^+$ trion. By contrast, for distinguishable particles, the $s$-wave bound state exists for all mass ratios [52], and both $X^+$ and $X^-$ trions are possible.

As noted in Sec. II A, we approximate the interaction between charges as a contact interaction, which can be considered as assuming charges are strongly screened. This overestimates the $p$-wave trion binding energy when $m_2/m_1 \to 0$. In fact, the contact interaction causes the binding energy to diverge according to Eq. (10), while an interaction that decays at large momentum transfer (like a screened Coulomb interaction) would instead result in a finite binding energy [36, 38, 39]. Nevertheless, the contact interaction approximation correctly describes
the existence of a critical mass ratio. Furthermore, the critical ratio found for contact interactions, \( m_2/m_1 \lesssim 0.3 \) agrees well with that found for bare Coulomb interactions [38, 39], \( m_2/m_1 \lesssim 0.35 \), as well as for Rytova-Keldysh effective interactions describing TMD monolayers [36], \( m_2/m_1 \lesssim 0.5 \). These critical mass ratios are marked by symbols in Fig. 2(b).

C. Coupling to light

The dipole matrix element for the transition between a single isolated trion and a single carrier vanishes—i.e., the isolated trion does not couple to light. This can be easily shown by considering the matrix element of the matter-light interaction term \( H_{ehC} \) between the trion state in Eq. (11) and a cavity photon plus a majority particle state at zero momentum \( |C + 1\rangle = \hat{a}_{0\downarrow}^\dagger |0\rangle \) [2]:

\[
\langle T_3|H_{ehC}|C + 1\rangle = \frac{\sqrt{2} g}{\sqrt{\mathcal{A}}} \sum_k \gamma_k \cdot (14)
\]

This term is in general vanishingly small due to the prefactor of order \( 1/\sqrt{\mathcal{A}} \) [68]; such a suppression is present for both \( s\)- and \( p\)-wave trions. Additionally, in the \( p\)-wave case we have \( \frac{1}{3} \sum_k \gamma_k = 0 \) due to Eq. (13), i.e., the \( p\)-wave transition is further forbidden by symmetry.

Let us discuss how these results lead to a non-zero oscillator strength in experiments carried out at small but finite doping. In the \( s\)-wave case, the oscillator strength of the trion branch is proportional to the square of the matrix element in Eq. (14) multiplied by the number of particles within the area \( \mathcal{A} \), i.e., the oscillator strength scales as the majority particle density \( \sim n_1 \). This estimate is smaller than the exciton oscillator strength by a factor proportional to \( n_1 \), in agreement with results based on the trion [2, 51, 69] and the polaron [3, 4, 68] pictures.

In order to estimate the finite-density trion oscillator strength in the \( p\)-wave case, we need to consider additionally the correction to the sum appearing in Eq. (14) since this is identically zero at \( k_F = 0 \). For \( k_F \ll \sqrt{2\mu/|E_{T3}|} \), we therefore instead use the matrix element between a final-state trion at a typical center of mass momentum \( k_F \equiv k_F \hat{n} \) (where \( \hat{n} \) is a unit vector in an arbitrary direction), and an initial state with a photon at normal incidence and a carrier at momentum \( k_F \). To leading order, the matrix element becomes \( (\sqrt{2} g/\mathcal{A}^{3/2}) \sum_k \gamma_k k_F \). It is straightforward to show that, in the \( p\)-wave case, this sum scales linearly with \( k_F \propto \sqrt{n_1} \). To see this, we can rewrite Eq. (12) in terms of \( \eta_k = \frac{\phi_k}{\mathcal{A}} \sum_{k'} \gamma_{k'k} \) [70]:

\[
\left( \frac{1}{v} + \frac{1}{\mathcal{A}} \sum_{k_1} \frac{1}{E - \mathcal{E}_{k_1k_2}} \right) \eta_{k_2} = \frac{1}{\mathcal{A}} \sum_{k_1} \frac{\eta_{k_1}}{E - \mathcal{E}_{k_1k_2}} . (15)
\]

Like \( \gamma_i \), \( \eta \) satisfies the \( p\)-wave symmetry \( \eta_k = e^{i\theta} \eta_k \). Therefore, the right hand side is identically zero at \( k_2 = 0 \), and thus \( \eta_0 = 0 \) and the matrix element in Eq. (14) vanishes. At finite doping, instead, we want to estimate \( \eta_k \) at small \( k_F \). Expanding the kinetic energy \( \mathcal{E}_{k_1k_F} \) for small \( k_F \) to linear order, and using the \( p\)-wave condition, we then find the first non-zero term scales as \( k_F \), multiplied by a \( k_F \)-independent integral. Taking the square amplitude of the matrix element and multiplying by the number of majority particles within the area \( \mathcal{A} \), we thus find that in the \( p\)-wave case the trion oscillator strength \( \sim n_1^2 \). This estimate agrees with the numerical results obtained within the polaron picture, as analyzed below in Sec. IV C2.

IV. EXCITON POLARON POLARITON STATE

In this section, we present a wave function ansatz describing exciton-polaron (polariton) states with indistinguishable carriers—also denoted as the ICP case—as sketched in Fig. 1(a). We first present the ansatz, which we use to describe both ground and excited states, and then discuss how we may efficiently calculate the absorption spectrum within this ansatz.

A. Wave function ansatz and eigenvalue equations

We consider the following state, inspired by the Chevy ansatz [71], which describes a superposition of a bare photon and an exciton with a dressing cloud of electron-hole excitations of the Fermi sea, all with zero center of mass momentum:

\[
|\tilde{M}_4\rangle = \left( \alpha \hat{a}_0^\dagger + \sum_{k_1} \frac{\varphi_{k_1}}{\sqrt{\mathcal{A}}} \hat{c}_{k_1,1}^\dagger \hat{c}_{k_1,1} \right.
\]

\[
+ \left. \sum_{k_1, k_2, q} \frac{\varphi_{k_1k_2q}}{\sqrt{2 \mathcal{A}^{3/2}}} \hat{c}_{q-k_1-k_2,1}^\dagger \hat{c}_{q-k_1-k_2,1} \right) |FS\rangle , (16)
\]

normalized so that \( 1 = \langle \tilde{M}_4|\tilde{M}_4\rangle = |\alpha|^2 + \frac{1}{\mathcal{A}} \sum_{k_1} |\varphi_{k_1}|^2 + \frac{1}{\mathcal{A}^{3/2}} \sum_{k_1, k_2, q} |\varphi_{k_1k_2q}|^2 \). In Eq. (16), \( |FS\rangle = \prod_q \hat{c}_{q,1}^\dagger |0\rangle \) describes the Fermi sea of majority particles, and we use the convention that momenta labeled \( k_i \) represent states above the Fermi sea \( (k_i > k_F) \), while momenta labeled \( q \) refer to states below \( (q < k_F) \). We denote the state in Eq. (16) by \( \tilde{M}_4 \) [53] to indicate it is a molecular (i.e., excitonic) state with up to four-body correlations. The first two terms in \( |\tilde{M}_4\rangle \) are, respectively, a photon with amplitude \( \alpha \), and an electron-hole pair (undressed exciton) with wave function \( \varphi_{k_i} \) in terms of the relative electron-hole momentum \( k_i \). The final term describes a scattered exciton and a single intra-band particle-hole excitation of the majority particle Fermi sea. The associated four-body wave function \( \tilde{\varphi}_{k_1k_2q} \) can be viewed as a trion-like (three-particle) complex plus a hole of the Fermi sea. Indeed, this term reduces to the trion wave function (11) in the limit of vanishing doping. Thus, we will refer to
where, as in Eq. (3), \( \bar{\epsilon}_{k_1} \) and \( \bar{\epsilon}_{k_2} \), i.e., \( \bar{\epsilon}_{k_1, k_2, q} = -\bar{\epsilon}_{k_2, k_1, q} \), which is satisfied by all our numerical results in the following.

In our variational state, Eq. (16), we consider only the states where the photon is at zero momentum, as these are experimentally accessible by a probe at normal incidence. Furthermore, we do not include the contribution of the particle-hole dressed photon state,

\[
\sum_{kq} \frac{\alpha_{kq}}{A} \hat{\phi}^\dagger_{k-q} \hat{\phi}^\dagger_{k,1} \hat{\phi}_{k,1} (FS) .
\]

If present, this term would lead to a broadening of the overall s-wave symmetry:

\[
\varphi_{k_1} = \varphi_{k_1},
\]

\[
\varphi_{k_1, k_2, q} = \varphi_{k_1, k_2, q}(\theta_1 - \theta_5)(\theta_2 - \theta_3) .
\]

Indeed, within our model Hamiltonian (1), all other angular momentum states are completely uncoupled to light, and hence we will be making this s-wave ansatz in the following. Clearly, in the case of the trion-hole wave function \( \varphi_{k_1, k_2, q} \), Eq. (19b) implies that we can equivalently choose as reference angle either the angle of the Fermi sea hole \( \theta_5 \), as in Eq. (19b), or the angle of any of the two majority species particles, e.g., \( \varphi_{k_1, k_2, q} = \varphi_{k_1, k_2, q}(\theta_1 - \theta_2)(\theta_3 - \theta_5) \). Note that, at low doping, the trion sub-space within the trion-hole complex of those states corresponding to the attractive branch still has an angular momentum \( \ell = \pm 1 \), while the hole component has \( \ell = \mp 1 \), as shown later in Fig. 7 and in Appendix B. Yet, as we discuss below, the orbital character of both attractive and repulsive branches evolves with doping.

In solving the system of equations in (18), we want to consider the limit where the UV cut-off \( \Lambda \to \infty \), and replace the bare parameters \( v, g, \mu_0 \) with the renormalized parameters, as discussed in Sec. II B. Our results will then be independent of microscopic physics, and can be expressed in terms of the exciton binding en-
ergy $\varepsilon_B$, the photon-exciton detuning $\delta$, and the Rabi splitting $\Omega$. In addition to these, the other relevant parameters are the Fermi energy $E_F$ and the mass ratio $m_2/m_1$. By considering the limit $\Lambda \to \infty$, $\nu \to 0$, we may also simplify the form of Eq. (18c). Since the large-$k$ behavior of both exciton and trion-hole wave functions is $\varphi_{k_1,2} \sim \varphi_{k_1,k_2,q} \sim 1/k_{1,2}$, we can neglect the term $1/k \sum_{q} \varphi_{k_1,k_2,q}$ in Eq. (18c) when $\Lambda \to \infty$.

We numerically solve the eigenvalue equations (18) by discretizing the momenta on a grid—see Appendix A for details. For efficiency, we use a grid in polar coordinates that exploits the symmetry of the system. Note that this approach is only possible because of our use of contact interactions. If we had used full Coulomb interactions, this inevitably also requires intraspecies interactions (which vanish in the contact case). Such intraspecies interactions lead to the appearance of terms in the eigenvalue equations that involve differences of momenta, and, as such, do not lie on the original momentum grid.

Finally, we note that while Eq. (18) is written allowing for a strong light-matter coupling, $g$, it can be considered in the limit $g \to 0$. This therefore allows us to explore two distinct regimes: In the strong coupling regime, the 2D semiconductor is embedded in a microcavity and the coupling to light explicitly modifies the excitonic states resulting in the formation of polaron-polaritons. Conversely, in the weak coupling regime, the 2D semiconductor is probed by light in the absence of a cavity, and the probe light does not change the form of the spectrum. Technically, in our formulation, the latter case corresponds to removing the photonic part of the variational state in Eq. (16) (corresponding to removing Eq. (18a)) and taking $g = 0$ in Eq. (18b), and thus this procedure will be implicit in the following whenever we discuss results obtained in the weak coupling limit.

### B. Spectral functions

A natural probe of trion states is optical absorption which can be calculated, in both strong- and weak-coupling regimes, starting from the photon and “exciton” Green’s functions respectively. In the time-domain, these are defined as

$$G_{C,X}(t) = \langle \Psi_0^{C,X} | e^{-iHt} | \Psi_0^{C,X} \rangle. \quad (20)$$

Here, $|\Psi_0^{C,X}\rangle$ denotes the initial state within the space spanned by our ansatz. The choice of this state varies depending on which Green’s function we seek to calculate. For the photon Green’s function ($C$) we consider an initial state with a single photon

$$|\Psi_0^C\rangle = |\hat{a}_0^\dagger FS\rangle. \quad (21)$$

The “exciton” Green’s function ($X$) is instead chosen to describe the response of the material to optical excitation, and thus the initial state we use is that of an electron-hole pair at the same spatial position—note that this state is not an exciton. We will nonetheless refer to this as the exciton Green’s function in the following, since this name is commonly used in the literature. We thus write

$$|\Psi_0^X\rangle = \mathcal{N} \sum_k \frac{|\alpha^{(n)}|^2}{\omega - E_n + i\epsilon} \frac{\varphi_{k}^{(n)}}{\sqrt{N}} |FS\rangle, \quad (22)$$

where the normalization $\mathcal{N} = (\frac{1}{\pi} \sum_n)^{-1/2}$ is chosen so that $\langle \Psi_0^X | \Psi_0^X \rangle = 1$.

Both Green’s functions can be written in the frequency domain in terms of the complete set of eigenstates of Eqs. (18), described by eigenvalues $E_n$, and photonic $\alpha^{(n)}$ and excitonic $\varphi_{k}^{(n)}$ components of the eigenvectors:

$$G_C(\omega) = \sum_n \frac{|\alpha^{(n)}|^2}{\omega - E_n + i\epsilon}, \quad (23a)$$

$$G_X,\Lambda(\omega) = \sum_n \frac{|N| \sum_k \varphi_{k}^{(n)}|^2}{\omega - E_n + i\epsilon}, \quad (23b)$$

where $\epsilon$ denotes a Lorentzian linewidth which we add by hand. We note that the exciton Green’s function $G_{X,\Lambda}$ defined in Eq. (23b) depends on the UV cut-off $\Lambda$ and needs to be renormalized in order to obtain a physical quantity which is cut-off independent. This is because as $\Lambda \to \infty$, $\Lambda^2 \sim \Lambda^{-1} \to 0$ while $1/\Lambda \sum_k \varphi_{k}^{(n)} \sim \log \Lambda \to \infty$. One can show that a cut-off independent form can be obtained by considering the following rescaling

$$G_X(\omega) = \left(\frac{2g}{\Omega}\right)^2 \frac{G_{X,\Lambda}(\omega)}{N^2} \quad (24)$$

where the microscopic matter-light coupling constant $g$ and the Rabi splitting $\Omega$ are related by Eq. (6), and $\Phi_{1s}^k$ denotes the wavefunction of the 1s exciton (4). With this definition, it is easy to see that $G_X(\omega)$ is cut-off independent when $\Lambda \to \infty$.

Because the photon mass is orders of magnitude smaller than that of the exciton, we can neglect the electron-hole photon dressing term in Eq. (17). This simplifies the problem considerably, in particular we find that the strong coupling photon Green’s function in Eq. (23a) is related to the exciton Green’s function in the weak light-matter coupling regime, which we denote $G_X^{(0)}(\omega)$, via [74]:

$$G_C(\omega) = \frac{1}{\omega - \delta + \varepsilon_B - (\Omega/2)^2 G_X^{(0)}(\omega) + i\epsilon}. \quad (25)$$

Note however that $G_X^{(0)}(\omega)$ is not the free exciton Green’s function, because of the electron-hole dressing by the Fermi sea.
If we try to evaluate the exciton and photon Green’s functions by first finding the complete set of eigenvalues and eigenvectors of Eqs. (18), this places significant constraints on the number of degrees of freedom we may consider, and thus on the precision of the calculation. We thus also employ a recursive method, originally developed by Haydock and collaborators [75], which allows one to consider a larger number of basis states, and thus reach a higher numerical precision. Here, one seeks to transform the eigenvalue problem (18) into a tridiagonal form, with the top left element corresponding to the expectation value on the initial state |Ψ0C⟩X. Truncating this recursive scheme at some order provides a basis of those states which are most relevant in terms of their contribution to the associated Green’s function. The Green’s function can then be conveniently evaluated by continued-fraction. For our problem we can simultaneously evaluate both the photon Green’s function GC(ω), as well as the renormalized exciton Green function in the weak coupling limit to light GX(ω)0, which are related by Eq. (25).

We are interested in the optical absorption both in weak and strong coupling. As such, we define two spectral functions as follows:

\[
W_X(\omega) = -\frac{1}{\pi} \text{Im} G_X^{(0)}(\omega) \tag{26a}
\]

\[
W_C(\omega) = -\frac{1}{\pi} \text{Im} G_C(\omega) . \tag{26b}
\]

These functions have different meanings. The exciton spectral function WX(ω) corresponds to the absorption by the semiconductor (TMD monolayer or quantum well), in the absence of any optical microcavity. The relation between the photon spectral function WC(ω) and optical absorption is more subtle. This spectral function does correspond to the absorption of light by an optical microcavity containing the semiconductor, but only in the limit where the cavity linewidth is much smaller than that of the excitons [76].

C. Weak coupling

1. Spectral function for indistinguishable carriers

We first present our results in the weak coupling regime. This corresponds to the absence of a cavity, and therefore we consider the exciton spectral function WX(ω). This function shows distinct behavior depending on whether the p-wave trion state is bound (m2/m1 \lesssim 0.3) or not (m2/m1 > 0.3)—see Sec. III B. When the p-wave trion state is bound, the spectral function is characterized by two peaks, as shown in Fig. 3 and Fig. 4(a). We identify these as the attractive branch at ω = EA and the repulsive branch at ω = ER (the location of these peaks are indicated by dashed white lines in Fig. 3). In the limit of zero doping EF → 0, the attractive mode continuously connects with the p-wave trion state (EA → ER),

\[
\frac{E_F}{\varepsilon_B} = 0.040 \varepsilon_B
\]

\[
\frac{E_F}{\varepsilon_B} = 0.064 \varepsilon_B
\]

FIG. 4. Cross section of the convolved exciton spectral function WX(ω) for the ICP case in the weak coupling regime, plotted for two different values of EF, and two values of mass ratio: (a) m2/m1 = 0.25, (b) m2/m1 = 1. Dashed lines are Lorentzian fit, Eq. (27), to the spectra. In panel (a) the p-wave trion is bound and the spectrum displays both attractive and repulsive branches, while in panel (b) the p-wave trion is unbound and the spectrum has a single peak. The linewidth is \( \epsilon = 5 \times 10^{-3} \varepsilon_B \). To produce a smooth spectrum, the Green’s function is convolved—details of this procedure can be found in Appendix A.
while the repulsive mode tends toward the exciton state \((E_A \to -\varepsilon_B)\). As anticipated, in this limit, the trion has vanishing spectral weight, and the spectral function has a single peak at the exciton energy with spectral weight (i.e., integrated area) equal to one. Upon increasing the doping, we see that there is a transfer of spectral weight from the repulsive (exciton) to the attractive (trion) branch.

The energy of the attractive branch peak coincides with the lowest eigenvalue of Eqs. (18), \(E_A = E_{n=1}\), and we find that there is a strong suppression of spectral weight immediately above this value. As such, the attractive branch at finite doping retains a Lorentzian shape, which mirrors the DCP case (see, e.g., Ref. [77] for a detailed discussion in the three-dimensional case). Conversely, the repulsive branch does not coincide with a single eigenvalue, because of the presence of a continuum in between the attractive and repulsive modes. Despite this, we find that the repulsive branch also has a Lorentzian shape with a constant width \(\epsilon\) for all values of doping \(E_F\). This can be clearly observed in Fig. 4(a), where the spectral function \(W_X(\omega)\) is plotted for two values of the Fermi energy \(E_F\). As such, we conclude that, for dressing by indistinguishable carriers, the shape of the repulsive branch is not affected by the continuum. We explain this result below in Sec. IV C 2, by showing that at large enough doping the repulsive branch and the continuum have distinct symmetries and, as such, do not hybridize. Note that the ICP and DCP cases are very different in this regard, as discussed in Sec. IV C 3.

2. Evolution of spectral weight with doping

We next explore how the attractive and repulsive peak positions and weights evolve with doping. To do this, we fit the weak coupling exciton spectral function \(W_X(\omega)\) with two Lorentzians centered at \(E_{A,R}\) and with quasiparticle weights \(Z_{A,R}\):

\[
W_X(\omega) \simeq -\frac{1}{\pi} \text{Im} \left[ \frac{Z_A}{\omega - E_A + i\epsilon} + \frac{Z_R}{\omega - E_R + i\epsilon} \right].
\]

(27)

The weights \(Z_{A,R}\) correspond to the areas underneath the peaks. Examples of these fits are shown Fig. 4(a) (dashed lines), illustrating that these peaks fit this Lorentzian form extremely well.

In addition to the Lorentzian peaks, the spectral function also includes the continuum of many-body states. We denote the weight of this continuum as \(Z_{\text{continuum}}\), and we estimate its value from a sum rule on the exciton Green’s function. In fact, numerically we find that the exciton Green’s function satisfies:

\[
-\frac{1}{\pi} \int_{-\infty}^{E_X^N} d\omega \text{Im} G_X^{(0)}(\omega) = 1.
\]

(28)

where the integral is up to the energy \(E_X^N = k_F^2/2\mu\) of an unbound majority-minority pair on top of a Fermi sea with zero centre of mass motion \(Q = 0\). Because of this, one can write that:

\[
Z_A + Z_R + Z_{\text{continuum}} = 1.
\]

(29)

Figure 5 shows the doping dependence of the energies of attractive and repulsive branches \(\omega = E_{A,R}\), and of the weights \(Z_{A,R}\) and \(Z_{\text{continuum}}\), plotted for the same two mass ratios as shown in Fig. 4. We observe that both attractive and repulsive branches are blue-shifted when \(E_F\) increases. The blue-shift of the upper (repulsive) branch can naturally be understood from repulsion between the levels. The blue-shift of the attractive branch can be understood as arising from the Pauli exclusion experienced by the optically generated majority particle. As doping first increases, the spectral weight of the repulsive branch is transferred to both the continuum and the attractive branch, however initially the attractive branch weight grows more slowly. Eventually, for \(E_F \gtrsim 0.02\varepsilon_B\), both attractive and repulsive branches transfer their weights to the continuum. Note that the weights \(Z_{A,R}\) coincide with the oscillator strengths of attractive and repulsive modes, and thus, in the strong coupling regime, determine the Rabi splittings \(\Omega_{A,R} = \sqrt{Z_{A,R} \Omega}\) of the polaron modes, as discussed further in Sec. IV D. Note also that the repulsive and continuum spectral weights have a slightly noisy behavior for specific values of \(E_F\). As explained in Appendix A, this is a finite-size effect of the numerical calculation.

We find that the growth of the attractive branch spectral weight with doping is consistent with quadratic, with a fit to our numerical results giving \(Z_A \sim (E_F/\varepsilon_B)^{1.92}\) (dashed blue line in Fig. 5(c)). This is quite different from the behavior known for the DCP case, where the growth is linear [2, 51]. This different power-law dependence of \(Z_A\) on \(E_F\) can be understood directly from the difference of s-wave and p-wave symmetry of the trion state belonging to the trion-hole complex. In both cases, one factor of \(E_F\) dependence arises to account for the relative probability of creating a majority electron-hole pair, as discussed in Ref. [2]. In the p-wave case, an extra factor arises since, as discussed in Sec. III C, the matrix element to create a trion from an electron at \(k = 0\) vanishes by symmetry. As such, the amplitude for the transition to a trion-hole state depends not only on the density of carriers, but on a momentum-weighted density, giving a higher power of \(E_F\).

The dependence of \(Z_A\) on \(E_F\) varies with the mass ratio. This is shown in Fig. 6, where we plot the spectral weight of the attractive branch \(Z_A\) vs \(E_F\) for a variety of mass ratios \(m_2/m_1 < 0.3\). The transfer of spectral weight is reduced at larger mass imbalance, when the p-wave trion is more strongly bound.

For \(m_2/m_1 > 0.3\), the p-wave trion is unbound and, as noted above, the spectral function displays a single peak. This single branch continuously connects, at zero doping, with the exciton mode \(E_{n=1} \to -\varepsilon_B\), as illustrated in Fig. 5(b). The weights of the \(E_{n=1}\) state and the continuum are plotted in Fig. 5(d), showing a gradual
FIG. 5. Doping dependence of the branch energies (a,b) and spectral weights (c,d) of the exciton spectral function $W_X(\omega)$ in the weak coupling regime for the ICP case. For mass ratio $m_2/m_1 = 0.25$ (left panels), the spectrum has two peaks: the attractive branch at $\omega = E_A = E_{n=1}$ (solid blue line), which coincides with the lowest eigenvalue of Eqs. (18), and the repulsive branch at $\omega = E_R$ (solid purple line). For $m_2/m_1 = 1$ (right panels), the spectrum is characterized by a single peak at $\omega = E_{n=1}$ (solid purple line). The solid lines correspond to the spectral weights found by integrating the peak areas for the $R,A$ branches, and using $Z_{\text{continuum}} = 1 - Z_R - Z_A$ for the continuum weight. In panel (c), the dashed blue line shows a fit to the attractive branch weight with $Z_A \sim (E_F/\varepsilon_B)^{1.92}$. The symbols (blue squares and purple crosses) show the spectral weight extracted from results in the strong coupling limit obtained for $\Omega = 0.2\varepsilon_B$, fitting the polariton spectra to the three coupled oscillator model in Eq. (30), thus extracting the Rabi splittings $\Omega_{A,R}$, and then using $Z_{A,R} = (\Omega_{A,R}/\Omega)^2$.

FIG. 6. Spectral weight of the attractive branch $Z_A$ as a function of the Fermi energy $E_F$ for different values of the minority over majority mass ratios $m_2/m_1$ for the ICP case.

Weight transfer from the single branch to the continuum when $E_F$ increases. This transfer to the continuum is slower than when the trion $p$-wave state is bound. We have also analyzed the case where the trion is unbound at zero doping and becomes bound by increasing $E_F$ [53]. Surprisingly, we find that the spectral function displays two branches exclusively when the trion state is already bound at $E_F = 0$ and otherwise is characterized by the repulsive branch only.

As noted previously, in our ansatz, the four-body complex described by the wave function $\varphi_{k_1,k_2,q}$ in the ansatz (16) always has an overall $s$-wave symmetry, $\ell = 0$. The three-particle (trion) and Fermi sea hole subspaces within the complex can however have any orbital character consistent with this, i.e., the overall state can be a superposition of states where the trion and hole have opposite angular momenta $\ell_{\text{trion}} = -\ell_{\text{hole}}$; in practice we find that components with $\ell_{\text{hole}} = 0, \pm 1$ dominate the state. In order to evaluate the hole (and, consequently, the trion) angular momentum in the trion-hole complex, we consider the probability $P_{\ell}^{(n)}$ for the hole in a given eigenstate $n$ to have an angular momentum $\ell$—for the precise definition, see Appendix B. In Fig. 7, we plot the doping dependence of $P_{\ell=1}^{(n)} + P_{\ell=-1}^{(n)} = 2P_{\ell=1}^{(n)}$ for the eigenvalue $E_n$ closest to the attractive $E_A$ and repulsive $E_R$ branches. When this quantity is zero, the hole (and trion) in the trion-hole term is $s$-wave, while when it is one the hole and trion are $p$-wave.

We observe that, as expected, at zero doping the attractive branch hole (and thus trion) has a $p$-wave symmetry, consistent with earlier arguments about the ground state of the trion for indistinguishable carriers. In the same limit, the repulsive branch hole (and thus
trion) has an $s$-wave symmetry. At very low doping, when the attractive branch spectral weight $Z_A$ has a quadratic dependence on $E_F$, the attractive branch is primarily $p$-wave and the repulsive branch $s$-wave. However, at larger doping this switches to a regime where the attractive branch becomes instead $s$-wave and the repulsive branch $p$-wave. Note that, as discussed in Appendix B, the optically active continuum always retains the $s$-wave symmetry. When the continuum has the same or larger spectral weight of the repulsive branch, as seen at $E_F \gtrsim 0.02\varepsilon_B$, the repulsive branch is fully $p$-wave. The different symmetry of the repulsive branch versus the continuum explains why the repulsive branch retains its Lorentzian shape with constant width $\epsilon$, and does not hybridize with the continuum. This behavior for the ICP case is very different than that seen for the DCP case, as we discuss next.

3. Comparison to the DCP case

It is instructive to contrast the indistinguishable carrier case described above, where the trion has a $p$-wave symmetry, with the case of dressing by distinguishable carriers, where the trion state is $s$-wave. The DCP case has previously been studied in depth [3–6]. For completeness, details of this model are given in Appendix C.

In the DCP case, the $s$-wave trion is always bound, i.e., $|E_T| - \varepsilon_B > 0$, for any mass ratio $[36, 38, 39]$. Therefore, the spectrum is also characterized by attractive and repulsive branches which continuously connect to the $s$-wave trion and exciton states, respectively. As in the ICP case, the attractive branch is well separated from the continuum and thus has a Lorentzian shape. However, the repulsive branch is in this case hybridized with the continuum and so its shape is not Lorentzian. Instead it has an asymmetric shape, and a linewidth that grows with $E_F$ [4, 5].

Figure 8 shows the doping dependence of the energy and quasiparticle weights in the DCP case, which can be directly compared with the corresponding results in the ICP case shown in Fig. 5. From the energy peaks (panel (a)) one sees that the attractive branch here red-shifts with doping; this difference is because, for distinguishable carriers, there is no effect of Pauli blocking on the exciton. From the spectral weights (panel (b)), one sees that the transfer to the continuum here is negligible. Further, at small densities, the attractive branch spectral weight has a linear dependence on density, with a fit to our numerical results giving $Z_A \sim (E_F/\varepsilon_B)^{0.93}$ (dashed [blue] line), as already predicted by Refs. [2, 51].
We have studied the optical properties of a doped 2D semiconductor, where one of the two charges forming the exciton is indistinguishable from those forming the Fermi sea induced by doping—a case we referred to as the ICP case. We have calculated the optical absorption, which describes transitions between the system ground state and states with an inter-band particle-hole pair (exciton). To describe the effects of the Fermi sea, we employed a polaron description where the exciton is dressed by a single intra-band particle-hole excitation of the Fermi sea.

The polaron formalism allows us to recover, at low doping, the properties of few-body complexes, i.e., the exciton and the trion. At the same time, this formalism allows one to describe the higher density many-body regime. From the comparison of our results with those obtained in the distinguishable (or DCP) case, we conclude that, while for the DCP case the spectral function is always characterized by attractive and repulsive branches (because the associated s-wave trion is always bound), for the ICP case there are two branches only when the p-wave trion is bound, which requires sufficiently large majority to minority mass ratio.

Both the ICP and DCP cases show a transfer of oscillator strength from the repulsive to the attractive branch as one increases doping. Such a transfer of weight is possible because, in both cases, it is not the trion state itself which must couple to light, but rather a trion-hole complex (a complex consisting of three particles and a Fermi-sea hole) that indirectly couples to light via its coupling to the exciton. The spectral weight of the attractive branch has a different dependence on doping for the DCP case than it does for the ICP case. We have calculated the optical absorption, which allows one to effectively measure the weak-coupling quasiparticle weights.

D. Strong coupling

We finally discuss how the above results obtained for the ICP case affect the spectrum in the regime of strong light-matter coupling. In Fig. 9 we plot the photon spectral function $W_C(\omega)$ as a function of the photon-exciton detuning $\delta$ and the frequency $\omega$, for two different values of $E_F$. Attractive ($\omega = E_A$) and repulsive ($\omega = E_R$) branches evaluated in the weak coupling regime are plotted as dashed (white) lines. The photon spectra reveals lower (LP), middle (MP), and upper (UP) polariton branches. The solid (black) lines are the results of the fitting with the three-oscillator model of Eq. (30). The mass ratio is $m_2/m_1 = 0.25$, the Rabi splitting $\Omega = 0.2\varepsilon_B$, and the linewidth $\epsilon = 10^{-2}\varepsilon_B$.

![Fig. 9. Photon spectral function $W_C(\omega)$ for the ICP case in the strong light-matter coupling regime, as a function of the photon-exciton detuning $\delta$ and the frequency $\omega$, for two different values of $E_F$. Attractive ($\omega = E_A$) and repulsive ($\omega = E_R$) branches evaluated in the weak coupling regime are plotted as dashed (white) lines. The photon spectra reveals lower (LP), middle (MP), and upper (UP) polariton branches. The solid (black) lines are the results of the fitting with the three-oscillator model of Eq. (30). The mass ratio is $m_2/m_1 = 0.25$, the Rabi splitting $\Omega = 0.2\varepsilon_B$, and the linewidth $\epsilon = 10^{-2}\varepsilon_B$.](image)

V. CONCLUSIONS AND PERSPECTIVES

The attractive polaron energy recovers, at low doping, the $p$-wave ($s$-wave) trion energy for the ICP (DCP) case. In both cases, this branch is a sharp Lorentzian-like...
peak of the spectral function, with a linewidth that does not change with doping. The repulsive polaron branch continuously connects at low doping with the exciton energy. Because attractive and repulsive branches are separated by a continuum, the repulsive branch never coincides precisely with a system eigenstate. However, for the ICP case, the repulsive branch is, like the attractive branch, a sharp peak with a Lorentzian shape and a doping-independent broadening. This is in stark contrast with the DCP case, where the repulsive peak is a broad feature, involving multiple eigenstates, and has an asymmetric shape and a linewidth that increases with doping [40–46]. The origin of the different nature of the repulsive branch in the ICP and DCP cases comes from the orbital character of the states involved. We show this by calculating the angular momentum of the three-particle (trion) and Fermi-sea hole components of the polaronic state, both for the repulsive branch and for the continuum. For the ICP case, at large enough doping, the repulsive branch and continuum states have different orbital characters and, thus, do not mix. For the ICP case we also observe that the orbital characters of attractive and repulsive branches swap as one increases doping, so that the Fermi-sea hole in the attractive branch has $s$-wave symmetry at high doping.

Observing the predictions of this work requires the $p$-wave trion state to be bound. As noted earlier, this state is bound when the mass ratio between majority and minority particles is sufficiently large. For smaller mass ratios, a bound trion could be achieved in a sufficiently strong out-of-plane magnetic field, in the limit where the carrier orbital motion undergoes Landau-level quantization [40–46]. Preliminary results [47] have already indicated that, in presence of a magnetic field and by increasing doping, the exciton oscillator strength can transfer to the $p$-wave trion state to be bound. As noted earlier, this state has $s$-wave symmetry at high doping.
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Appendix A: Numerical evaluation of eigenvalues and spectral function

Here we give details about the numerical procedure employed to determine the spectral properties of the indistinguishable carrier case.

1. Haydock iteration to calculate Green’s function

We have already commented in the main text about the numerical limitations on obtaining the complete set of eigenvalues and eigenvectors of Eqs. (18) by exact diagonalization due to the large Hilbert space. Furthermore, not all eigenstates are required to evaluate the spectral function. What is thus desired is an approach to identify those states that are of most relevance to the spectral function. For this reason, we employ the recursive method developed by Haydock and collaborators and described in Ref. [75]. This allows us to derive the photon and exciton Green’s functions, and thus the associated spectral functions (26), without requiring diagonalization. By starting from an appropriate initial state, this method iteratively transforms the original eigenvalue problem in Eq. (18) into a tridiagonal form, from which one can conveniently evaluate the Green’s functions as a continued-fraction—see Ref. [75] for details.

2. Momentum grid and convergence

If one were working with a finite UV cut-off, $\Lambda$, then the discrete form of the Hamiltonian describing the eigenvalue problem (18) could be obtained by considering a grid for momenta $k \in [k_F, \Lambda]$. However, as we wish to consider the renormalized problem, $\Lambda \to \infty$, the grid for $k$-integrals has to extend up to infinity. We thus apply a transformation $\beta = \tan k$, with $\beta \in [\arctan(k_F), \pi/2]$. We then consider a Gauss-Legendre quadrature in $\beta$ with $N_\beta$ points, in $q$ with $N_q$ points, and in $\theta$ with $N_\theta$ points. Note that, in this way, by sending the number of points $N_k \to \infty$, we automatically consider the $\Lambda \to \infty$ limit.

By studying the dependence of the spectral functions on the number of points, $N_k$, $N_q$, and $N_\theta$, we find that the convergence with respect to $N_q$ and $N_\theta$ is reached easily (already for $N_q = 4$, $N_\theta = 7$), while the details of the spectra strongly depend on $N_k$, as shown in Fig. 10. To be concrete, we observe that the two pronounced peaks corresponding to the attractive and repulsive polaron branches converge quickly with $N_k$. By contrast, the set of states that eventually will form a continuum continue to vary with $N_k$. This distinct behavior as a function of $N_k$ allows us to distinguish the attractive and repulsive branches from the continuum. Note that we have checked that our results match between direct diagonalization of Eqs. (18) and the Haydock iteration method. The recursive method however allows us to consider a larger number of grid points (up to $N_k = 22$) than the direct
diagonalization method (restricted to $N_k = 10$) because it only involves matrix-times-vector operations and thus requires less memory.

Even though the recursive method allows us to reach larger values of $N_k$ than exact diagonalization, at the maximum value we can reach, $N_k = 22$, the form of the continuum has still not converged. We observe in Fig. 10 that, by increasing $N_k$, the states associated to the continuum reduce in frequency and accumulate in the region between the attractive and repulsive branches. During this evolution, there are specific values of $N_k$ where a given continuum state becomes resonant with the repulsive branch. Since the coupling between these modes is small, the repulsive branch does not notably shift in energy at these resonances, but it does change its spectral weight. These resonances result in the slightly “noisy” behavior of the spectral weight of the repulsive branch shown in Fig. 5(c). As we are unable to predict the $N_k \to \infty$ evolution of the continuum states and are not interested in the exact shape of the continuum spectral function, we smooth the continuum states by applying a Gaussian convolution with a varying width,

$$
\frac{1}{\sqrt{2\pi} \sigma(\omega)} \int d\omega' G_X^{(0)}(\omega') e^{-\frac{(\omega - \omega')^2}{2\sigma(\omega)^2}}. \tag{A1}
$$

Here, we choose the linewidth $\sigma(\omega)$ so that to smooth the continuum, leaving unaltered the attractive and repulsive branches. In particular, we take $\sigma(\omega) = (E_R - E_A)/2$ for frequencies between the repulsive and attractive branches, while $\sigma(\omega) = (E^0_N - E_R)/2$ for frequencies above the repulsive branch. This approach modifies the form of the continuum, but does not change its spectral weight. Figs. 3, 4, 5, 6, and 9 of the main text are obtained with the recursive method with $N_k = 20$, $N_q = 4$, and $N_\theta = 8$.

**Appendix B: Hole angular momentum in the trion-hole complex**

To gain further insight into the nature of the quasiparticle branches, we determine the probability that the hole in the trion-hole complex has angular momentum $\ell$:

$$
P^{(n)}_{\ell} = \frac{1}{A^3} \sum_{k_1 k_2 q' q} e^{i(\ell q - q' q)}|\varphi_{k_1 k_2 q}^{(n)}\varphi_{k_1 k_2 q'}^{(n)}\delta_{q' q}|^2, \tag{B1}
$$

in a given eigenstate $n$. Here, $\theta_q$ is the angle of the majority hole momentum variable $\mathbf{q} = (q, \theta_q)$, see Eq. (16). Due to time reversal symmetry, the probability satisfies $P^{(n)}_{-\ell} = P^{(n)}_{\ell}$ and it is normalized such that $\sum_{\ell \in \mathbb{Z}} P^{(n)}_{\ell} = 1$. We observe that, for eigenvalues up to the repulsive branch, $E_n \lesssim E_R$, the $|\ell| \geq 2$ components have a negligible probability, so that the hole angular momentum
is either $\ell = 0$ or $|\ell| = 1$. Thus, in this energy interval, $P_{\ell=0}^{(n)} \approx 1 - 2P_{|\ell|=1}^{(n)}$.

In order to relate this probability to frequency $\omega$, and to focus attention on those states which are optically active, it is convenient to define the angular-momentum-weighted exciton Green function as:

$$G_{X,\ell}(\omega) = \left(\frac{2g}{\Omega}\right)^2 \sum_n P_{\ell}^{(n)} \left| \frac{1}{\pi} \sum_k \varphi_k^{(n)} \right|^2 \omega - E_n + i\varepsilon ,$$

from which we can evaluate the angular-momentum-weighted spectral function as usual:

$$W_{X,\ell}(\omega) = -\frac{1}{\pi} \text{Im} G_{X,\ell}(\omega) .$$

For $\omega \lesssim E_R$, we have

$$W_X(\omega) = \sum_{\ell \in \mathbb{Z}} W_{X,\ell}(\omega) \simeq W_{X,0}(\omega) + 2W_{X,1}(\omega) ,$$

because the $|\ell| \geq 2$ hole angular momentum components are suppressed. As such, we may define the fraction of the spectral function with angular momentum $|\ell| = 1$ as

$$F_{X,|\ell|=1}(\omega) \equiv \frac{2W_{X,1}(\omega)}{W_X(\omega)} .$$

When this quantity is close to zero, the hole in the trion-hole complex is predominantly $s$-wave, while a value close to one means that it is nearly all $p$-wave. We show this in Fig. 11 by the colored area. Note that this plot is obtained at a low resolution ($N_k = 10$) because evaluating the angular momentum character $F_{X,|\ell|=1}(\omega)$ requires knowing the eigenstate in full, so we have to use a direct diagonalization routine rather than the iterative method. Nonetheless, we can still identify the attractive and repulsive branches by comparing these results with the spectral functions evaluated with higher number of points via the iterative method, which establishes which peak positions are independent of $N_k$, and may thus be identified as the attractive and repulsive branches (see Fig. 10).

We observe that the symmetry of the peaks that we have previously identified as the attractive and repulsive branches evolves as a function of doping. In particular, at very low doping—see Fig. 11(a)—as expected, the hole (and thus the trion) of the trion-hole complex in the attractive branch has a $p$-wave symmetry, while the hole in the repulsive branch has $s$-wave symmetry. However, as $E_F$ increases, the symmetries cross over so that at larger doping—see Fig. 11(c)—the attractive branch becomes $s$-wave and the repulsive branch $p$-wave (see Fig. 7 in the main text). Those states associated with the continuum do not change symmetry and remain $s$-wave at all dopings. Note that, because attractive and repulsive peaks in Fig. 11 have constant values of the state fraction $F_{X,1}(\omega)$ within their linewidth, we can characterize this symmetry in Fig. 7 of the main text by plotting the doping dependence of the probability $P_{|\ell|=1}^{(n)}$ for the eigenvalue $E_n$ closest to the attractive $E_A$ and repulsive $E_R$ branches. Note that, in Fig. 7, while the orbital character of the attractive branch is smooth, the orbital character of the repulsive branch has a kink in a small interval of $E_F$. This is due to the coupling, at finite $N_k$, between the repulsive branch and one of the continuum states, as previously explained. For this reason, we plot these data points with empty rather than filled symbols.

### Appendix C: Model of the exciton state dressing by a distinguishable Fermi sea (DCP case)

We briefly outline here the formalism describing the case where the Fermi sea dressing occurs with carriers that are distinguishable from one of the charges forming the exciton (the DCP scenario), as shown in Fig. 1(b), for which the trion state is $s$-wave. Details can be found in the numerous works that study this regime, such as Refs. [3–6]. For completeness, we describe briefly here the formalism that allows us to arrive at Fig. 8 of the main text.

The crucial distinction between the DCP and the ICP scenarios is that for distinguishable carriers the Fermi sea causes no Pauli blocking effect on the exciton. In this case, it has been shown that when the exciton binding energy is the system largest scale, i.e., much larger than the Fermi energy and the $s$-wave trion binding energy, the system is well described by approximating the exciton as a tightly bound bosonic particle [5]. Adopting this widely-used tightly-bound exciton approxima-
tion, we consider the following Hamiltonian:
\begin{align}
\hat{H} &= \hat{H}_0 + \hat{H}_{XC} + \hat{H}_{xe} \quad \text{(C1a)} \\
\hat{H}_0 &= \sum_k \epsilon_k \hat{c}_k^\dagger \hat{c}_k + \sum_q \omega_{Xq} \hat{x}_q^\dagger \hat{x}_q + \sum_q \nu_q \hat{a}_q^\dagger \hat{a}_q \quad \text{(C1b)} \\
\hat{H}_{XC} &= -\frac{u}{\mathcal{A}} \sum_{kk'q} \hat{x}_k^\dagger \hat{c}_{k'}^\dagger \hat{c}_{q-k} + \hat{x}_{q-k} \hat{c}_q \quad \text{(C1c)} \\
\hat{H}_{xe} &= g \sum_q (\hat{x}_q^\dagger \hat{a}_q + \text{h.c.}) \quad \text{(C1d)}
\end{align}

The electrons of the Fermi sea are described by the operators \( \hat{c}_k \) and have a dispersion \( \epsilon_k = k^2/2m_e \). The excitons are described by the bosonic operators \( \hat{x}_q \) and have a dispersion \( \omega_{Xq} = -\varepsilon_B + q^2/2m_X \), where \( m_X = m_e + m_h \) is the exciton mass. We consider here the specific parameters for a MoSe\(_2\) monolayer, in particular we fix the exciton binding energy \( \varepsilon_B = 500 \text{ meV} \) [4] and electron mass \( m_e = 0.55m_0 \) and hole mass \( m_h = 0.59m_0 \) effective masses [78, 79], where \( m_0 \) is the free electron mass. The electron-exciton interaction can be safely approximated as contact [4, 5] with strength \( u \). As seen in the main text, this needs to be renormalized, which can be done by introducing the trion binding energy \( \varepsilon_T = |E_T| - \varepsilon_B \). In the specific approximation considered here, the trion becomes a two-body problem of exciton-electron pairing. Thus the analog of Eq. (3) here is to write:
\begin{equation}
\frac{1}{u} = \frac{1}{\mathcal{A}} \sum_k \frac{1}{\varepsilon_T + \omega_{Xk} + \delta_k} \quad \text{(C2)}
\end{equation}

We consider the specific value of the trion binding energy \( \varepsilon_T = 25 \text{ meV} \) for MoSe\(_2\) monolayers [4]. Finally, the cavity photons are described by the operators \( \hat{a}_q \) and dispersion \( \nu_q = \delta - \varepsilon_B + q^2/2m_C \), where \( \delta \) is the photon-exciton detuning. The contact matter-light coupling has a strength \( g \); because the exciton is structureless, the matter-light coupling \( g \) does not require any renormalization, and the polariton Rabi splitting is given by \( \Omega = 2g \).

In order to evaluate the system spectral response, we consider the following zero-momentum polaron ansatz, which considers an exciton, a photon state, and the single electron-hole dressing of the Fermi sea generated by the presence of the exciton, which describes the trion-hole [4]:
\begin{equation}
|\tilde{P}_3\rangle = (\varphi \hat{x}_0^\dagger + \alpha \hat{a}_0^\dagger + \sum_{kq} \varphi_{kq} \hat{x}_q^\dagger \hat{c}_{k-q}^\dagger |FS\rangle \quad \text{(C3)}
\end{equation}

As before, momenta \( k > k_F \) and \( q < k_F \). The eigenvalue equations obtained by minimising \( \langle \tilde{P}_3 | (\hat{H} - E) |\tilde{P}_3\rangle \) with respect to \( \alpha^*, \varphi^*, \) and \( \varphi_{kq}^* \) are:
\begin{align}
E\alpha &= \nu_0 \alpha - g\varphi \\
E\varphi &= \omega_X \varphi - g\alpha - \frac{u}{\mathcal{A}} \sum_{kq} \varphi_{kq} \\
E\varphi_{kq} &= E_{Xkq} \varphi_{kq} - \frac{u}{\mathcal{A}} \sum_{k'} \varphi_{k'q} + \frac{u}{\mathcal{A}} \sum_{q'} \varphi_{kq'} - w\varphi ,
\end{align}

with \( E_{Xkq} = \omega_{Xq} + \varepsilon_k - \varepsilon_q \). As in Eqs. (18), the trion-hole term \( \varphi_{kq} \) does not couple directly to the photon term \( \alpha \), rather it couples indirectly via the exciton amplitude \( \varphi \).

In order to obtain Fig. 8 of the main text, we solve the eigenvalue equations in the weak-coupling regime by discretizing the momenta on a grid as described in Appendix A 2, renormalize the interaction strength \( u \) via Eq. (C2), and evaluate the exciton spectral function (26a) from exciton Green’s function
\begin{equation}
G_X^{(0)}(\omega) = \sum_n \frac{\omega_n |\varphi^{(n)}|^2}{\omega - E_n + i\epsilon} \quad \text{(C4)}
\end{equation}

We then increase the grid number of points until convergence is reached. Because the exciton is tightly bound, there is no need to renormalize the exciton Green’s function.

In Fig. 12 we show the resulting exciton spectral function at two different densities. This figure is obtained without applying the Gaussian convolution that was used in the ICP case, because, for this model, the numerics allows us to reach large enough \( N_F \) to get convergence for the entire spectrum, including the continuum.
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