ABSTRACT
Face anonymization with generative models have become increasingly prevalent since they sanitize private information by generating virtual face images, ensuring both privacy and image utility. Such virtual face images are usually not identifiable after the removal or protection of the original identity. In this paper, we formalize and tackle the problem of generating identifiable virtual face images. Our virtual face images are visually different from the original ones for privacy protection. In addition, they are bound with new virtual identities, which can be directly used for face recognition. We propose an Identifiable Virtual Face Generator (IVFG) to generate the virtual face images. The IVFG projects the latent vectors of the original face images into virtual ones according to a user specific key, based on which the virtual face images are generated. To make the virtual face images identifiable, we propose a multi-task learning objective as well as a triplet styled training strategy to learn the IVFG. We evaluate the performance of our virtual face images using different face recognizers on different face image datasets, all of which demonstrate the effectiveness of the IVFG for generate identifiable virtual face images.
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1 INTRODUCTION
Since the advent of the digital era, millions of images are shared over the Internet with the help of personal devices. Although they enable us to build stronger connections with the society, there is growing concern that these techniques may introduce privacy issues. Often, the images that are uploaded without sanitization contain privacy-sensitive information of individuals, such as identity, location, etc. Such private information may be leveraged by adversaries for malicious purposes. The public available images may also be collected and utilized to train machine learning models without consent [7].

To tackle these problems, obfuscation techniques such as pixelization and blurring [9] are widely adopted. However, these traditional methods fail to protect against modern attacks based on deep neural networks. McPherson et al. [23] show that a trained attack model can re-identify the obfuscated face images with over 95% of accuracy. On the other hand, the quality of these obfuscated images are severely distorted, which could hardly be used for other computer vision tasks. Recently, researchers propose to add adversarial noise to the face images [26, 28] to mislead the face recognizer. These models rely on the prior knowledge of the face recognizer for high performance. People can easily reveal the original identity of the obfuscated face image by human perception [17].

A growing trend of researches take advantage of generative adversarial networks (GANs) [5] for generating realistic face images from original face images [6, 15, 17, 22, 24]. One branch of these methods performs attribute editing while preserving the original identity. For instance, Mirjalili et al. [24] propose to remove sensitive soft attributes so that the generated faces can be used for face authentication, but the facial attributes can no longer be classified. Such a scheme achieves a low level of face private protection as the original identity is still revealed in the anonymized face image.

Another category anonymizes the identity of the face image, where the original identity is not revealed in the generated face images. Various face image anonymization networks have been proposed, including the deepblur network [17], the conditional identity anonymization GAN [22], and the de-identification generative adversarial network (DeIdGAN) [15]. These approaches are able to generate anonymized face images with relatively good resubility in terms of visual quality and face detection. However, the identity information in the original face images are removed forever, which cannot be used for authentication when needed.

Recently, attempts have been made to encrypt the original face images into real look alike anonymized face images [6]. Different anonymized face images could be generated from the original face images using different keys. In addition, the original face images...
A virtual face image is generated from the original face image using a user specific key. In the following discussions, we also term the original identity as the physical identity (PID). The virtual face images can be directly used for face authentication in the virtual space with off-the-shelf face recognizers. This method relies on the prior knowledge of the attacker’s network, which may not be applicable in many real-world scenarios.

In this section, we briefly summarize related work on image obfuscation, GANs, and face anonymization.

2.1 Image Obfuscation

Traditional methods such as pixelization, blurring [9] are widely adopted for image obfuscation. These methods severely reduce the image quality and utility. They also fail to protect private information in images against deep models as already demonstrated by [23]. Another category of methods leverage the power of adversarial machine learning [16, 26, 28] to fool the classifier. Shan et al. [28] propose to add cloaks (i.e., adversarial noise) to the images. It achieves over 95% protection rate across different feature extractors. However, such obfuscated images are still recognizable by human perception [17]. Raval et al. [26] train an adversarial network by jointly optimizing the privacy and utility objectives to perturb the images for privacy protection. This method relies on the prior knowledge of the attacker’s network, which may not be applicable in many real-world scenarios.
2.2 Generative Adversarial Networks

The idea of GAN is initially introduced by [5], which has widely been used for image generation. A typical GAN consists of a discriminator and a generator, which are jointly trained in a minimax game. The discriminator learns to distinguish between real and fake faces while the generator learns to generate realistic samples to fool the discriminator. Abdal et al. [1] investigate the latent space of StyleGAN and propose StyleFlow for attribute-conditioned semantic editing on projected real images. Richardson et al. [27] propose an encoder for StyleGAN inversion, which demonstrates the possibility of face translation using pre-trained models. Various optimization strategies have been proposed [2, 21] to facilitate the training of GANs.

2.3 Face Anonymization

Face anonymization refers to publishing face images with the identity information sanitized. The image obfuscation techniques mentioned earlier can also be utilized for face anonymization. Recent advances take advantage of GAN to generate sanitized face images [24, 31]. Li and Lin [18] propose AnonymousNet that performs face attribute editing based on a set of privacy metrics. Similarly, Mirjalili et al. [24] propose to generate anonymized face images by removing sensitive soft attributes. These schemes only protect the privacy of the face attributes, the original identities (i.e., the PIDs) are preserved in the anonymized face images for authentication.

In order to protect the PIDs of the face images, Li and Choi [15] propose DeepBlur to perform blurring in the latent space of a pre-trained generative model, which is capable of synthesizing realistic face images with the PIDs removed. Maximov et al. [22] propose a general face anonymization framework by mixing styles of different identities using GAN. Kuang et al. [15] propose an de-identification generative adversarial network (DeldGAN) for face anonymization, which seamlessly replaces the original face image by a visually different but realistic face image. The anonymized face images generated by such schemes can only be used for face detection, which are not able to be utilized for authentication anymore due to the removal of PIDs. To deal with this issue, Gu et al. [6] propose a face image encryption framework to generate visually realistic encrypted face images based on different passwords. The encrypted face images are generated based on a password conditioned GAN, which well protect the PIDs and can be decrypted into the original face images for authentication. Despite the advantage, this method fails to protect the PIDs after the face image decryption. The protection mainly relies on the secrecy of the password, and the anonymized face images can not be used directly for face authentication.

In this paper, we propose to generate identifiable virtual face images for anonymization. The virtual face images are generated based on both the original face image and a user specific key. Unlike the existing face anonymization schemes, our virtual faces can be authenticated directly in the virtual space without leaking the PIDs.

3 PROBLEM FORMULATION

Let $X$ and $Y$ denote two sets of face images, where images within each set belong to the same person (i.e., the same PID). The anonymization process is conditioned on a user-specified key $k \in \mathcal{K}$. We further denote $T(x, k)$ as the virtual face image generated from the original face image $x$ and key $k$, and $I(x)$ as the identity that can be extracted from $x$.

Given the original face images $x_1, x_2 \in X, y \in Y$ and two disparate keys $k_1, k_2 \in \mathcal{K}$, our goal is to generate virtual face images that meet the following properties.

Property 1 (Anonymization). The original face image and virtual face image should belong to different identities, namely VID $\neq$ PID:

$$I(T(x_1, k_1)) \neq I(x_1). \quad (1)$$

Property 2 (Diversity). The key controls the VID of the anonymized face images, i.e., the virtual face images of the same PID belong to different VIDs under different keys:

$$I(T(x_1, k_1)) \neq I(T(x_1, k_2)). \quad (2)$$

Property 3 (Identifiability). Given two original face images belonging to the same PID, the corresponding virtual face images should belong to the same VID under the same key:

$$I(T(x_1, k_1)) = I(T(x_2, k_1)). \quad (3)$$

Property 4 (Separability). Given two original face images belonging to different PIDs, the corresponding virtual face images should belong to different VIDs under the same or different keys:

$$I(T(x_1, k_1)) \neq I(T(y, k_1))$$
$$I(T(x_1, k_1)) \neq I(T(y, k_2)). \quad (4)$$

4 METHODOLOGY

In this section, we introduce our IVFG framework, learning objective and training strategy.

4.1 The Proposed Framework

The overall structure of our proposed IVFG framework is illustrated in Fig. 2(a). The IVFG framework is based on an encoder-decoder architecture, which is composed of three modules: an encoder $E$, a latent projector $P$ and a face generator $G$. The encoder $E$ takes an image tensor $x$ as input and outputs the extracted facial representation, say $r$. We propose a latent projector $P$ to project the combination of facial representation $r$ and key $k$ to the latent space of the generator, which is composed of a concatenation operation and a multilayer perceptron (MLP). We use the generator of a pre-trained GAN as our $G$, which maps a vector in latent space $z \in \mathcal{Z}$ to realistic images from the distribution of training data $x \sim p(x)$, namely: $G : z \mapsto x$. 
4.2 Learning Objective

We design a multi-task learning objective to satisfy the four properties mentioned in Section 3 for training the IVFG. We leverage the following cosine embedding loss $L_{emb}$ to measure the similarity between two facial features $f_1$ and $f_2$, where

$$L_{emb}(f_1, f_2) = \begin{cases} 1 - \cos(f_1, f_2), & l = 1 \\ \max(m, \cos(f_1, f_2)), & l = -1 \end{cases}$$

where $\cos$ denotes cosine similarity, $m$ is a hyperparameter, and $l$ is the identity indicator. $l = 1$ refers to the case that $f_1$ and $f_2$ be from the same identity, and we are pushing $f_1$ and $f_2$ to be close to each other by optimizing $L_{emb}$. On the contrary, we try to separate $f_1$ and $f_2$ to make them belong to different identities if $l$ is set to $-1$.

Privacy Loss. To satisfy Property 1, we propose privacy loss $L_{pri}$ to modify the identity of the original face image. In other words, $L_{pri}$ guides the anonymization process so that PID $\neq$ VID, where

$$L_{pri} = \mathbb{E}_{X \in \mathcal{X}}[L_{emb}(R(T(x, k_1)), R(x), -1)],$$

where $R(x)$ extracts the features from the face image $x$.

Conditional Loss. To satisfy Property 2, we propose conditional loss $L_{con}$ to make sure that the generated virtual identity can be controlled by a user-specified key. Given two different keys $k_1, k_2$ and an original face image, the model should be able to generate two distinct VIDs by using $L_{con}$ below

$$L_{con} = \mathbb{E}_{X \in \mathcal{X}}[L_{emb}(R(T(x, k_1)), R(T(x, k_2)), -1)].$$

Intra-group Classification Loss. To satisfy Property 3, we have to guarantee that, given two original face images from the same PID: $x_1, x_2 \in \mathcal{X}$, the corresponding virtual face images generated using same key should belong to the same VID. Therefore, the intra-group classification loss is formulated as

$$L_{intra} = \mathbb{E}_{X \in \mathcal{X}}[L_{emb}(R(T(x_1, k_1)), R(T(x_2, k_1)), 1)].$$

Inter-group Classification Loss. To satisfy Property 4, we propose the following inter-group classification loss $L_{inter}$ to maximize the distance between VIDs that are generated from different PIDs

$$L_{inter} = \mathbb{E}_{X, Y \in \mathcal{X}}[L_{emb}(R(T(x_1, k_1)), R(T(y, k_1)), -1)].$$

where $x$ and $y$ are face images from different PIDs.

Regularization. With the above losses, the predicted latent vectors may deviate from the latent space of $G$, leading to non-convergence. To deal with this issue, we further propose a regularization term to bound the distribution of the projected latent vectors such that they are within the latent space of $G$. Specifically, we first calculate the mean latent vector $\bar{z}$ by sampling $m$ latent vectors $z_1, z_2, ..., z_m$ from the latent distribution of $G$. Then, we minimize the $L_2$ distance between the predicted latent vector $z$ and $\bar{z}$ by

$$L_{reg} = ||z - \bar{z}||_2^2.$$  \hspace{1cm} (10)

Our full objective is a weighted average over the above-mentioned loss functions, which is given below

$$\mathcal{L} = \lambda_{pri} L_{pri} + \lambda_{con} L_{con} + \lambda_{intra} L_{intra} + \lambda_{inter} L_{inter} + \lambda_{reg} L_{reg}.$$ \hspace{1cm} (11)

4.3 Training Strategy

During training, we leverage an auxiliary face recognizer $R$ for facial feature extraction. We use pre-trained models for $E$, $G$, $R$ whose parameters will be frozen in the training. We only update the parameters of $P$ by

$$P^* = \arg\min_P \mathcal{L}.$$ \hspace{1cm} (12)

We split the dataset $\mathcal{S}$ into triplets of images. For each triplet $s \in \mathcal{S}$, we have $s = \{x_1, x_2, y\}$ with $x_1, x_2$ belonging to the same PID and $y$ for another PID. Given two different keys $k_1$ and $k_2$, we can derive a quaternion $s'$ of four virtual images: $T(x_1, k_1)$, $T(x_1, k_2)$, $T(x_2, k_1)$, $T(y, k_1)$. Then, we calculate the objective function and perform back propagation. Such a triplet styled training strategy is illustrated in Fig. 2(b) with the details given in Algorithm 1.
as discussed in the previous section. We also randomly select 10% of the face images in the CelebA dataset as another test set for cross-dataset evaluation. All face images are aligned and cropped to 128 × 128 by MTCNN [33].

5.2 Implementation Details and Settings

We use FaceNet Inception-ResNet-v1 [29] for both E and R in training. Both of them are pre-trained on VGGFace2 [3]. For the input key, we use an n-dimensional binary string, which is represented by a n-dimensional vector k ∈ {0, 1}^n. We set n = 8 as the default value. G is a StyleGAN [13] generator trained from scratch on LFW with progressive growing [12]. We stop after the 128-pixel training step since we only use the model for generating 128 × 128 images 1. For effective and stable evaluation, all noises included in the original StyleGAN implementation are removed during both training and evaluation. Our projector P maps the concatenation of facial representation and key into the intermediate latent space W of StyleGAN instead of Z, since W achieves better disentanglement as pointed out by [13]. w ∈ W directly controls the generator through adaptive instance normalization [11] at each convolution layer.

1If a higher resolution is required, we can pre-train the StyleGAN for more iterations with progressive growing until the generator learns how to generate high resolution images.

Table 1: Face recognition performance on different image sets.

| Face image sets           | EER  | AUC  |
|--------------------------|------|------|
| Original                 | 0.024| 0.998|
| Gu et al. [6] (Set-A)    | 0.105±0.009 | 0.957±0.004 |
| Gu et al. [6] (Set-B)    | 0.136±0.012 | 0.929±0.006 |
| Ours (Set-A)             | 0.018±0.005 | 0.999±0.001 |
| Ours (Set-B)             | 0.103±0.009 | 0.963±0.004 |

We set the number of hidden layers of the MLP in P as 2, and λ_{pri} = 0.1, λ_{con} = 1, λ_{intr} = 1, λ_{inter} = 1, λ_{reg} = 20, and learning rate as 3 × 10^-4. We set the identity indicator l in the cosine embedding loss as 0.4. We train the model for 20 epochs with the Adam optimizer [14], where β_1 = 0.9 and β_2 = 0.999. The training process takes only 1 hour on a single NVIDIA GTX 1080Ti GPU.

To demonstrate the generality of our framework, instead of using the FaceNet (which is used for training) as the face recognizer, we use a different architecture for recognizing the virtual face images in testing. Unless otherwise stated, we use the SphereFace [19] which is pre-trained on CASIA-WebFace [32] as the face recognizer for evaluating the performance of our virtual face images.

5.3 Performance

To the best of our knowledge, we are the first to propose and formalize the task of generating identifiable virtual face images. Here, we compare the performance of our method with the most relevant work proposed by Gu et al. [6]. Both our scheme and the work in [6] use a key and an original face image for input, which are able to generate real-look alike virtual/encrypted face images using different keys.

5.3.1 Face Recognition. In this section, we evaluate the performance of our virtual faces in terms of face recognition, including Equal Error Rate (EER) and Area Under Curve (AUC). We generate the following two sets of virtual face images from the LFW test set:

- Set-A: We randomly assign a key to each identity to generate the virtual face images.
- Set-B: Each identity is assigned with the same key to generate the virtual face images.

Set-A refers to the case that the user’s key is not known by the adversary, while Set-B is generated for evaluating the key stolen case. We generate the same sets of encrypted face images using the method proposed in [6] for comparison. Table 1 gives the EER and
AUC among different sets of face images, where “original” refers to the set of the original face images. It can be seen that, our virtual face images achieve the best recognition performance when the key is well protected, which is even better than that of the original face images. When the key is stolen, the EER drops around 8% using our virtual face images.

Next, we evaluate our method on the CelebA test set using another face recognizer which is the pre-trained Arcface model [4]. We test on two sets of virtual face images as mentioned before, including Set-A-CelebA and Set-B-CelebA, for virtual face images generate using random keys and the same key for different identities. The results are shown in Table 2. Again, when the keys are protected (i.e., Set-A-CelebA), our virtual face images offers higher recognition accuracy compared with the original face images. This indicates that our scheme works on arbitrary face images and can be recognized using arbitrary face recognizers.

Our IVFG supports different key spaces according to the requirements of different applications. For a different key space, the only thing we have to do is to make the dimension of the input of the MLP (which is in the latent projector $P$ of the IVFG) to be the same as the dimension of the combination of the facial representation $r$ and the key $k$. We adjust and retrain our IVFG on a 128-bit key space with $k \in \{0, 1\}^{128}$, where we are still able to generate identifiable virtual face images. The EER of the virtual face recognition on the LFW test set is $0.016 \pm 0.005$ and $0.112 \pm 0.013$ for the key protected and key stolen cases, respectively. These are similar to the results of using the default 8-bit keys (see Table 1). Thus, our IVFG is flexible and robust against different key spaces.

### 5.3.2 Anonymization

We evaluate the anonymization performance of our virtual face images in terms of protection rate, which is computed as the unsuccessful match rate between the original and anonymized face images. Specifically, we match the original face image and the corresponding anonymized face image. If the match score is less than the EER threshold of the face recognizer, these two images are considered to be from different identities and an unsuccessful match is yielded. Table 3 reports the protection rate of our virtual face images and Gu et al.’s encrypted face images on the test set of LFW. It can be seen that our virtual face images offer excellent anonymization with protection rate of 0.988, which is significantly better than Gu et al.’s method.

### 5.3.3 Diversity

We evaluate here how different virtual face images could be generated using different keys. For each face image from the test set of LFW, we use two different keys to generate two virtual face images. We match these two virtual face images to see if the matching is successful (i.e., the matching score is over the EER threshold). The diversity is measured as the unsuccessful match rate among the virtual face images generated using different keys, the results of which are given in Table 3. It can be seen that our method performs significantly better than the work in [6] in terms of diversity.

### 5.3.4 Recoverability

Next, we evaluate the possibility for the attackers to recover the original face image from the virtual face images when the key is stolen. In particular, we use the virtual face images in Set A and the corresponding keys for input and run the IVFG again to generate a set of recovered face images. We match these recovered face images with the original face images, the successful match rate of which is $0.0 \pm 0.001$ at the EER threshold. This is to say, it is difficult to recover the original face images when
Figure 4: Examples of our virtual face images generated from the CelebA test set. Images in first two rows are the original faces, where the corresponding virtual face images are given in the third and fourth rows.

Figure 5: Diverse virtual face images generated from the same face image with different keys. In each row, the first image is the original face image, the rest images are the corresponding virtual face images generated using different keys. The original face images of the first two rows are randomly selected from the LFW test set, while those of the last two rows are randomly selected from the CelebA test set.

Figure 4 and Figure 5 give a few examples of our virtual face images as well as the corresponding original ones from the LFW and CelebA test sets, respectively. In these two figures, the four face images in each column belong to the same identity, and each identity is bound with a user specific key for virtual face generation. It can be seen that our virtual face images are visually real-look alike, which are completely different from the original ones. On the other hand, the virtual face images generated from the face images of the same identity are similar. This is because they are generated from the user specific key for the same identity, and the outputs of our network are highly bound with the identity and key.

5.4 Feature Space Visualization

In this section, we visualize the feature space of the original and virtual face image for qualitative analysis. We randomly select 10 identities from the LFW test set with at least 30 face images, from which we generate different sets of virtual face images using different keys (i.e., Set A) or the same key (i.e., Set B). We perform t-SNE on the extracted facial features of the original and virtual faces [30] in Set A and Set B, the visualization results of which
Table 5: Ablation study of our model. From the second row to the sixth row, each row shows the performance of our virtual faces with one loss component removed.

| Methods          | Protection Rate | Diversity | EER (same key) | EER (different keys) | FID     |
|------------------|-----------------|-----------|----------------|----------------------|---------|
| w/o $L_{pri}$    | 0.978 ± 0.006   | 0.718 ± 0.010 | 0.105 ± 0.008 | 0.021 ± 0.009        | 6.066 ± 0.056 |
| w/o $L_{con}$    | 0.987 ± 0.003   | 0.0 ± 0.0 | 0.108 ± 0.005 | 0.096 ± 0.004        | 7.641 ± 0.008 |
| w/o $L_{intra}$  | 0.968 ± 0.008   | 0.764 ± 0.019 | 0.190 ± 0.008 | 0.112 ± 0.008        | 5.776 ± 0.086 |
| w/o $L_{inter}$  | 0.982 ± 0.004   | 0.803 ± 0.015 | 0.180 ± 0.012 | 0.0 ± 0.0            | 6.339 ± 0.037 |
| w/o $L_{reg}$    | 0.996 ± 0.002   | 0.740 ± 0.021 | 0.096 ± 0.007 | 0.016 ± 0.005        | 15.535 ± 0.144 |
| full objective   | 0.988 ± 0.005   | 0.750 ± 0.013 | 0.103 ± 0.009 | 0.018 ± 0.005        | 6.170 ± 0.050 |

Figure 6: t-SNE visualization of the feature space of different face image sets, left: ours, right: Gu et al. [6]’s are shown in Fig. 6. We can see that, in the case of different keys (i.e., Set A), the virtual facial features are more sparsely distributed than the original ones, which can be well classified in the virtual space. On the other hand, the features of our virtual face images can also be well separated from the original ones, leading to good anonymization ability. When the key is stolen (Set B), the virtual features are still clustered to a certain extent. We also compare our virtual feature space with that of Gu et al.’s. It can be seen that, by using Gu et al.’s method, the features of the encrypted face images are not well clustered, which are also difficult to be differentiated from the original ones.

5.5 Ablation Study

In this section, we present ablation studies to demonstrate the effectiveness of each loss component in our multi-task learning objective on the test set of LFW. We remove each loss component from the overall training objective separately and report the results in Table 5.

It can be seen from Table 5 that the $L_{pri}$ effectively pushes the features apart, the protection rate drops if $L_{pri}$ is removed. Moreover, the average cosine similarity drops from 0.0052 to 0.0024 between virtual and original facial features when $L_{pri}$ is incorporated during training. Without $L_{con}$, the model fails to be conditioned on the user-specified key to generate different virtual face images. The results of w/o $L_{intra}$ and w/o $L_{inter}$ demonstrate that both the intra-group and inter-group classification losses are necessary for high face recognition accuracy. The results of w/o $L_{reg}$ shows that $L_{reg}$ regularizes the anonymization process to produce realistic face images.

6 CONCLUSIONS

In this paper, we propose and formalize a novel task in face anonymization: generating identifiable virtual face images. To this end, we propose a framework termed as the IVFG for the generation of identifiable virtual face images. The input of the IVFG is the original face image and a user specific key, the output is a virtual face image bound with a unique virtual identity. Our virtual face images are visually different from the original ones for protecting the original identity, which could also be directly recognized in the virtual space for authentication. We also propose a multi-task learning objective and a triplet styled training strategy to effectively train the IVFG. Experimental results demonstrate that our virtual face images achieve good performance for face anonymization and identification of virtual identities.
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