Tuning the workfunction of ZnO through surface doping with Mn from first-principles simulations
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Surface doping of ZnO allows for tailoring the surface chemistry of the material while preserving the superb electronic structure of the bulk. Apart from obvious changes in adsorption energies and activation energies for catalysis, surface doping can alter the workfunction of the material and allow it to be tuned for specific photocatalytic and optoelectronic applications. We present first-principles electronic structure calculations for surface doping of Mn on the ZnO (0001) surface. Various dopant concentrations have been considered at the out-most (surface) layer of Zn atoms, while the interior of the material is kept at the ideal wurtzite structure. For each system, the surface energy and surface workfunction have been calculated. Both workfunction and surface energy drop with increasing Mn concentration for O-terminated surfaces, while more complex behaviour is observed in metal-terminated ones. We discuss trends in surface stability and surface electronic structure of this material and how they affect its properties.
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I. INTRODUCTION

ZnO has attracted a lot of attention as one of the best materials for light-matter interactions [1, 2]. Besides stability and abundance, ZnO exhibits an array of useful optical and electronic properties. It shows a wide band gap of about 3.3 eV which is direct, located at the Γ point of the Brillouin zone, high electron mobility, transparency, and a large exciton binding energy of about 60 meV [3]. ZnO can be produced by very easy crystal-growth techniques, allowing for low cost ZnO-based devices, it is not toxic for humans, has been used in the cosmetics and food industries for years [4], and has been used in several technological applications such as sensing [5]. Compared to narrow-band gap semiconductors such as Fe2O3, GaP and GaAs which are superb visible light absorbers [6, 7], ZnO has excellent stability in aqueous suspensions and therefore it is suitable for photocatalytic applications [8, 9]. ZnO can be found in many forms including wurtzite (B4), which is the most stable state at ambient conditions, as well as zinc-blende (B3) and rocksalt (B1) [10, 11].

Several methods have been employed in order to further improve the photocatalytic efficiency of ZnO, including dye sensitization, polymer modification, interface forming and others [12–16]. Perhaps the most popular method for tuning the properties of ZnO is doping [17–19]. While doping effectively reduces the wide bandgap of the material, it often creates unwanted states within the bandgap, modifying the good electronic properties of the photocatalyst and thus resulting in reduced efficiency [20, 21].

A common issue in photocatalysts is the unwanted fast recombination of electrons and holes, resulting to low efficiency. To address this, most photocatalysts include some form of a heterostructure, usually a metal-semiconductor or semiconductor-semiconductor one. A Schottky junction, formed when there is direct contact of a metal and a semiconductor, allows for only unidirectional electron flow facilitating the separation of photo-generated electron-hole pairs. Plasmons at the metal surface create intense and highly localized electric fields that drive electrons from the metal to the conduction band of the semiconductor. The energy of incident light needed to generate plasmons is less than the band gap of the semiconductor, so it is feasible to harvest the light energy of the visible part of the spectrum [22, 23]. On a carefully designed semiconductor-semiconductor junction, band offsets and Fermi level are designed so that electrons of the conduction band of one material move to the valance band of the other, thus allowing for a separation of electron and holes [24].

Workfunction is a key parameter that can be used to describe the properties of such heterostructures. For example, in the metal-semiconductor heterostructure the charge polarization formed is determined in large part by the difference between the workfunctions of the two materials. The workfunction is a good descriptor for the electron affinity of a facet and a highly effective descriptor for identifying the reduction and oxidation facets of a photocatalyst [25]. When placing two semiconductors adjacent to each other the one with the lower workfunction ought to have the higher Fermi energy, so knowing the workfunction allows for predictions on the effects of rational designs of these more complex photocatalytic structures. Thus, rational design of semiconductors requires an intimate understanding and tunability of the workfunction of the materials involved [26].
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The importance of the work function and tuning thereof is well understood and highly sought after in optoelectronics and especially in the field of transparent conducting oxides, such as ZnO, where work function serves as one of the main descriptors governing the conducting behaviour [27–29]. As an example, in device applications relying on an Ohmic contact and charge transfer between the active channel layer and electrodes, even a small difference in the work functions of the different layers may result in a Schottky-like barrier. This may lead in reduced charge transfer between layers and thus reduced efficiency of the device [30].

Many techniques have been developed to address the problem of fine-tuning the workfunction of a semiconductor. Sun et al. achieved that by creating an interface of ZnO-MoO$_3$ [31]. Ghosh et al. [32] use the combination of a Au/ZnO interface and oxygen vacancies to that end. In the present work, we propose surface alloying as a method that can efficiently tune the workfunction while at the same time keeping intact the bulk electronic structure including direct badgap and high mobilities. In the following, we will demonstrate that surface doping can be used to change the workfunction of the material.

As a typical example of a doped oxide used in applications, we choose Mn-doped ZnO. This material has been studied extensively in the context of photocatalysis [33–35]. Apart from photocatalysis, this material has unique magnetic [36, 37], optical [38, 39], electrical [40, 41], and sensing [42, 43] properties. However, Mn doping often induces defects and alters the electronic structure of ZnO [44]. Surface alloying, on the other hand, is expected to tune the surface properties without affecting the bulk. Although several works can be found in the literature studying bulk Mn-doped ZnO using first-principles simulations [45, 46], only recently researchers have started simulating surfaces or thin films [47]. Moreover, the electronic structure modification due to surface doping is not clear. Here, we consider ZnO covered by a surface alloy with Mn, so that the out-most metal layer contains a mixture of Zn and Mn atoms. We calculate the workfunction of these surfaces for O-terminated, Zn-terminated, and stoichiometric slabs that has one O-terminated and one Zn-terminated surface.

In order to discuss the stability of surface doping, especially at high Mn concentrations, we calculate the surface energy of the systems. Surface energy is the energy cost per unit area of creating a surface; a negative value implies that the material would disintegrate [48]. Surface energy for a composite system, such as a doped oxide surface, depends on the total energy of the system, which is readily available from the \textit{ab initio} calculations, and also on the chemical potentials of the components [49, 50]. We calculate the surface energy of ZnO for various values of the chemical potentials, and then for the Mn-doped ZnO. We use these results to comment on the stability of each surface.

\section{II. COMPUTATIONAL DETAILS}

We model ZnO(0001) using slabs with (2 $\times$ 2) periodicity. Each slab consists of six ZnO layers, while each (double) layer contains one layer of four O atoms and one layer of four metal atoms. Periodic boundary conditions are imposed along all axes and a vacuum of 24 Å is used along the $z$-directions. We consider three different terminations for ZnO as is shown in Fig. 1 (a) to account for both polar and non-polar surfaces. In particular, the ideal stoichiometric slab contains 24 metal atoms and 24 O atoms and has one O-terminated and one Zn-terminated surface.

In order to discuss the stability of surface doping, especially at high Mn concentrations, we calculate the surface energy of the systems. Surface energy is the energy cost per unit area of creating a surface; a negative value implies that the material would disintegrate [48]. Surface energy for a composite system, such as a doped oxide surface, depends on the total energy of the system, which is readily available from the \textit{ab initio} calculations, and also on the chemical potentials of the components [49, 50]. We calculate the surface energy of ZnO for various values of the chemical potentials, and then for the Mn-doped ZnO. We use these results to comment on the stability of each surface.
faces with high Mn content on the surface layer, while there is no Mn in the subsurface layers. As each layer contains four Zn atoms, we can create Mn$_x$Zn$_{1-x}$ layers with $x = 0.00, 0.25, 0.50, 0.75$ and 1.00. In total, we consider fifteen different systems (three different terminations combined to five different Mn concentrations). Some examples of these configurations are shown in Fig. 1 (b). We have tried several other values for the number of layers in the slab in order to make sure that our simulation is converged with respect to the slab thickness.

First-principles calculations were performed using density functional theory (DFT). The Vienna Ab-initio Software Package (VASP) software in the projector-Augmented Wave (PAW) mode was used for the entirety of these calculations [51–54]. For the exchange correlation functional we implement the generalized gradient approximation (GGA) by Perdew-Burke-Ernzerhof (PBE) [55]. A Monkhorst-Pack set of $3 \times 3 \times 1$ k-points was used to sample the Brillouin Zone. A plane-wave basis with cutoff energy of 500 eV was used. For the slab calculations, a dipole correction was employed. We made several test runs with the DFT+U method as well as spin-polarized DFT and a hybrid exchange-correlation functional. While these methods give better description of the electronic structure of bulk ZnO, and more accurate values for the band gap, they increase computational time significantly, while they yield similar values for the workfunction as the plain DFT. For example, using DFT+U with a value of 6 eV [56] for the U parameter, the workfunction of a metal-terminated ZnO slab is found to be 4.25 eV, while DFT gives 4.29 eV, so that both values round up to 4.3 eV. For this reason, we use standard DFT throughout this paper.

For slab calculations, the simulation box, and therefore the wurtzite lattice constants, were kept frozen to the values we found for bulk. We find $a = 3.28$ Å and $c = 5.33$ Å for the lattice constants of wurtzite ZnO, in very good agreement to experimental values of $a = 3.25$ Å and $c = 5.20$ Å [57]. The atomic positions of two (double) layers on each side of the slab are allowed to relax during the simulation. The two (double) layers in the middle of the slab are kept intact to the positions of bulk ZnO. ZnO surfaces, and in particular O-terminated ones, have complex reconstruction, that can affect the work function [58]. As we are only interested in trends in workfunction with Mn doping, we only consider few structures for each Mn concentration. Although we limit our simulation to the ($4 \times 4$) cell, we have tried several different initial configurations, which were subsequently fully relaxed, and we choose the minimum-energy structure among several candidate structures for each Mn-content and surface termination.

We use the VESTA package [59] for visualization of atomic structures (Figs. 1 and 2) and the Gnuplot package [60] for graphs (Figs. 2, 3, 5, 6).

III. RESULTS AND DISCUSSION

A. Workfunction

The workfunction ($\phi$) is defined as the minimum energy needed to transfer an electron from the Fermi level ($E_F$) to the Vacuum level ($E_{vac}$) [61]:

$$\phi = E_{vac} - E_F$$

In order to calculate $E_{vac}$, we plot the local part of the total electrostatic potential of electrons as a function of distance from the surface. In the vacuum region, away from the slab, the local potential $V$ forms a plateau where it takes its vacuum value $E_{vac}$. A typical plot that is used to determine $E_{vac}$ is shown in Fig. 2.

Calculating $E_{vac}$ for a complex polar material, in particular one without mirror plane in the middle of the slab, is a non-trivial task. In most cases, the charge transfer induced by Mn, causes the potential to have large oscillations in the vacuum region. Also, the asymmetric slab together with the imposed periodic boundary conditions, result in a non-zero electric field in the vacuum region. As a result, the potential in the vacuum region is not constant, but rather proportional to distance, as is the case for the potential energy inside a constant electric field. A typical remedy for these problems is to include an artificial dipole layer in the slab, so that the electric field in the vacuum region is zero. We have used this so-called dipole correction in all calculations. Even then, the parameters of the dipole layer must be carefully tuned in order to obtain flat potential energy. Moreover, the exchange-correlation potential introduces large numerical errors in regions of zero electron density. For this reason, the potential energy used in this work does not contain terms that should be zero in the vacuum region, namely the
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Introducing Mn on the surface can result to vast changes on the workfunction, by almost 3 eV for the case of O-terminated surface. For comparison, Au and O defects can change the workfunction by about 1 eV [32]. This fact could be used for applications where large changes of the workfunction are desirable, the most prominent one being ZnO interfaces used in photocatal-

Such changes in the workfunction of ZnO with increasing alloying is also observed for MoO$_3$ overlayers on ZnO [31].

The results for the workfunction shown in Fig. 3 show that doping creates a much stronger effect for the O-terminated slab compared to the stoichiometric and the metal-terminated slabs. To address this interesting finding, we look at the atom-projected densities of states (DOS) for O-terminated and metal-terminated slabs with 0 and 25% Mn at each out-most surface layer. The re-

Surface alloying results in reducing the work function at small Mn concentration. A possible explanation could be related to the fact that Mn is slightly less electronegative than Zn. Pauling electronegativities are 1.65 for Zn and 1.55 for Mn. As a result, the Mn-O bond is slightly more polar than the Zn-O bond and therefore electrons are slightly more bound to Mn-doped ZnO. For higher Mn concentrations, the distortion caused to the material due to the presence of the surface alloy might lead to weakened chemical bonds and less stable ele-

This could be the case for the local maximum of workfunction around 75% concentration of Mn on the metal-terminated slab. Such non-monotonous behaviour of the workfunction of ZnO with increasing alloying is also observed for MoO$_3$ overlayers on ZnO [31].
and the Mn orbitals dominate the electronic structure near the Fermi level. So the electrons that determine the Fermi level, and consequently the workfunction, are mostly Mn ones. In order to accommodate all electrons of the system, higher states have to be occupied which results in an increase of the local Fermi level. This increase of local Fermi level results to a lowering of the workfunction, see Eq. (1).

B. Surface Energy

Surface alloying may lead to thermodynamic instabilities close to the surface, due to distortions introduced to the lattice by the different atom size of the alloying material. The standard descriptor of thermodynamic stability is the surface energy, defined as the excess energy of a slab compared to the same amount of bulk material, divided by the total area:

$$\gamma = \frac{E_{\text{slab}} - \sum_i N_i \mu_i}{2A}$$  \hspace{1cm} (2)

where $E_{\text{slab}}$ is the total energy of the slab, index $i$ runs over all atom kinds of the system (in our case Zn, O and Mn), $N_i$ is the number of atoms of kind $i$, and $\mu_i$ is the chemical potential of atoms of kind $i$.

A common use of Eq. (2) in surface chemistry: to a first approximation, the surface energy changes by $E_a/A$, where $E_a$ is the adsorption energy [64, 65]. Here, we use this equation to account for non-stoichiometric and alloyed systems, where the bulk energy depends on the bulk form of the components. The chemical potential, $\mu_i$, equals the energy per atom in a reservoir of $i$ atoms that is at equilibrium with the system under study.

For Mn, we take the chemical potential to be equal to the energy per atom in bulk Mn. At standard conditions, Mn forms two complex crystal structures, known as $\alpha$- and $\beta$-Mn which are both cubic and contain several tens of atoms per unit cell. At elevated temperatures, Mn transforms first to the fcc structure, known as $\gamma$-Mn, and then to the bcc structure, known as $\delta$-Mn [66]. We calculated both the fcc and bcc structures of Mn and found lattice constants that minimize the energy. We find very small difference of 60 meV per atom between the two structures. We use the energy of bcc Mn as the chemical potential of Mn in Eq. (2).

For Zn and O, the chemical potential depends on the alloying conditions one wants to simulate. We consider all possible combinations between the most stable structures for Zn, O and ZnO. We calculated the energy for O$_2$ molecule, bulk wurtzite ZnO and bulk metallic Zn. Following the ideas of the grand-canonical ensemble of statistical mechanics, we consider our system to be in equilibrium with reservoirs of Zn and O atoms, that are characterized by the respective chemical potentials, $\mu_{\text{Zn}}$ and $\mu_{\text{O}}$. Depending on experimental conditions, $\mu_{\text{Zn}}$ will have value somewhere between the energies of a Zn atom in bulk Zn and the energy difference between ZnO and O$_2$ molecule. Similarly, $\mu_{\text{O}}$ will have value somewhere between the energies of an O atom in O$_2$ molecule and the
the diagonal of the square corresponding to the experimentally relevant conditions should be close to reported surface energies are of the order of few J/m$^2$ or as high as $+15$ J/m$^2$. This inequality comes from the fact that ZnO has negative standard enthalpy of formation, $\Delta H = E_{ZnO} - \frac{1}{2} E_{O_2} - E_{Zn}$, a fact that we also verify by direct calculation that yields $\Delta H = -2.8$ eV, identical to the value calculated by Meyer [67].

Values of surface energies as low as $-10$ J/m$^2$ or as high as $+15$ J/m$^2$ might be unrealistic, as most experimentally reported surface energies are of the order of few J/m$^2$. So the experimentally relevant conditions should be close to the diagonal of the square corresponding to $x+y \approx 1$. We used the full range of chemical potentials when creating Fig. 5 just to give an idea of the extrema of the system. In the following, we use the more realistic values $x=0$ and $y=1$ for the analysis of the Mn-doped slabs.

For the Mn-alloyed surfaces, we consider only the case of $O_2$ molecules and ZnO, which corresponds to $x=0$ and $y=1$ in Eqs. (3) and (4) or the upper left corner of Fig. 5. Results for the surface energy of the system as a function of Mn concentration on the out-most metal layers are shown in Fig. 6. Introducing Mn lowers the surface energy. This is a direct consequence of the much stronger bonds formed by Mn compared to bonds of Zn.

This is shown in the large difference between the cohesive energy of the elemental solids, which are 1.35 eV/atom for Zn and 2.92 eV/atom for Mn [61]. The gain by the strong Mn bonds is more important than any strain introduced to the lattice due to the different sizes of atoms. For comparison, the radii of Mn and Zn in the elemental solids are 1.26 Å and 1.39 Å, respectively [61]. This large difference of atom sizes leads to a small increase of surface energy for the metal-terminated slabs and for 100% Mn compared to the 75% Mn system. When the out-most layer consists of only Mn atoms, the symmetry is broken and the Mn atoms form two different bonds. This behaviour is not observed in the O-terminated surfaces where the surface energy drops monotonically with increasing Mn content.

O-terminated slabs have negative surface energy for high Mn concentrations. This implies that these surface alloys might not be thermodynamically stable, as further cleavage is favoured. Although O-terminated and stoichiometric slabs are energetically unfavourable at high Mn contents of the outmost layers, they are found to be metastable states of the system. Including results for these systems provides extra evidence that both the workfunction and the surface energy of O-terminated ZnO(0001) drop with increasing surface Mn, all the way up to full Mn coverage.

As it was the case with workfunction, the surface energy of ZnO slab drops upon Mn doping, and the drop is more pronounced for the O-terminated slab. From the
DOS plots of Fig. 4, it is clear that a large portion of the Mn-induced states lie above the Fermi level and they are therefore anti-bonding. As such, they will weaken the chemical bonds of the surface, making it easier to cleave the material, and thus making the surface energy to become lower. This effect is stronger at the O-terminated slab where Mn destroys the electron-rich states near the Fermi level, as shown in Fig. 4.

As the surfaces we consider are strongly polar ones [68, 69], it could be possible that the dipole moment induced by the dipole correction might be insufficient to overcome artefacts related to the finite size of the system. This could cause oscillations in the calculated properties depending on whether there are odd or even number of layers in the simulation cell. For this reason, we calculate the work function and surface energy for various slab thicknesses in order to make sure that our results are converged. Fig. 7 shows calculated work function and surface energy as a function of the number of layers. The results seem to have small odd-even oscillations. To a good approximation, results do not depend on the number of layers after a thickness of five layers.

IV. CONCLUSIONS

We studied the effects of surface doping of ZnO with Mn by means of DFT simulations of workfunction and surface energy. While there are few Mn atoms overall, and the material can be referred to as Mn-doped, all Mn is on the topmost surface layer, resulting to a surface alloy. This material has essentially the same atomic and electronic structure as ZnO, having however very different surface properties. Our results suggest that fine-tuning of the workfunction using this method of surface alloying is feasible and competitive compared with other options. The workfunction can be modified by several eV’s. However, introducing large concentrations of Mn on the topmost metal layer of O-terminated ZnO results in thermodynamically unstable system. On the other hand, metal-terminated ZnO is stable under all Mn concentrations on its surface layer.
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