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ABSTRACT. Let f : [0,1]×R^4 → R be a function satisfying Caratheodory's conditions and e(x) ∈ L^1[0,1]. This paper is concerned with the solvability of the fourth-order fully quasilinear boundary value problem

\[ \frac{d^4u}{dx^4} + f(x,u(x),u'(x),u''(x),u'''(x)) = e(x), \quad 0 < x < 1, \]

with u(0) = u(1) = u'(0) = u'(1) = u''(0) = u''(1) = 0. This problem was studied earlier by the author in the special case when f was of the form f(x,u(x)), i.e., independent of u'(x), u''(x), u'''(x). It turns out that the earlier methods do not apply in this general case. The conditions need to be related to both of the linear eigenvalue problems \[ \frac{d^4u}{dx^4} = \lambda^4 u \] and \[ \frac{d^4u}{dx^4} = -\lambda^2 \frac{d^2u}{dx^2} \] with periodic boundary conditions.
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1. INTRODUCTION

Fourth-order boundary value problems arise in the study of the equilibrium of an elastic beam under an external load. There arise several different fourth-order boundary value problems depending on how the beam is supported at the end points [4]. Such problems have been studied extensively in recent times. (See e.g. [1-11].) The purpose of this paper is to study the fourth-order fully quasilinear boundary value problem with periodic boundary conditions

\[ \frac{d^4u}{dx^4} + f(x,u(x),u'(x),u''(x),u'''(x)) = e(x), \quad 0 < x < 1, \]

\[ u(0) = u(1) = u'(0) = u'(1) = u''(0) = u''(1) = 0, \]

where f : [0,1]×R^4 → R is a function satisfying Caratheodory's conditions and e(x) ∈ L^1[0,1]. The boundary value problem (1.1)-(1.2) was studied earlier by the author in [6],[7] in the case where f in equation (1.1) is independent of u',u'',u''', that is, f is of the form f(x,u(x),u'(x),u''(x),u'''(x)) = f(x,u(x)). However, the methods of [6],[7] do not apply to the more general boundary value problem under consideration in this paper. One needs to show that the set of solutions of the family of homotopy equations for the boundary value problem (1.1)-(1.2) is, a priori, bounded in C^3[0,1], while the methods of [6],[7] can at
best give *a priori* bounds in $C^2[0,1]$. It turns out that the conditions on the nonlinearity $f(x,u,u',u''')$ are related to both of the following linear eigenvalue problems:

$$\frac{d^4 u}{dx^4} = \lambda^4 u, \quad 0 < x < 1,$$

(1.3)

and

$$\frac{d^4 u}{dx^4} = -\lambda^2 \frac{d^2 u}{dx^2}, \quad 0 < x < 1,$$

(1.4)

with $u$ satisfying the periodic boundary conditions (1.2).

We use the classical spaces $C[0,1]$, $C^k[0,1]$, and $L^k[0,1]$ of continuous, $k$-times continuously differentiable, or measurable real-valued functions, the $k$-th power of whose absolute value is Lebesgue integrable. We also use the space $W^k,1(0,1)$ defined by

$$W^{k,1}(0,1) = \left\{ u : [0,1] \to \mathbb{R} \mid \frac{d^j u}{dx^j} \text{ absolutely continuous on } [0,1] \text{ for } j=0,1,...,k-1 \right\},$$

with the norm $\|u\|_{W^{k,1}}$ for $u \in W^{k,1}(0,1)$ defined by

$$\|u\|_{W^{k,1}} = \sum_{j=0}^{k} \|u^{(j)}\|_{L^1}.$$

2. MAIN RESULTS

Let $X,Y$ denote the Banach spaces $X = C^3[0,1], Y = L^1(0,1)$ with their usual norms, and let $H$ denote the Hilbert-space $L^1(0,1)$. Let $Y_2$ be the subspace of $Y$ defined by

$$Y_2 = \{ u \in Y \mid u = \text{constant a.e. on } [0,1] \},$$

and let $Y_1$ be the closed subspace of $Y$ such that $Y = Y_1 \oplus Y_2$. (Here and in the following, the symbol $\oplus$ denotes the direct sum.) We note that for $u \in Y$ we can write

$$u(x) = \left( u(x) - \int_0^1 u(r)dr \right) + \int_0^1 u(r)dr,$$

for $x \in [0,1]$. We define the canonical projection operators $P : Y \to Y_1; Q : Y \to Y_2$ by

$$P(u) = u(x) - \int_0^1 u(r)dr,$$

$$Q(u) = \int_0^1 u(r)dr,$$

for $u \in Y$. Clearly, $Q = I - P$ where $I$ denotes the identity mapping on $Y$, and the projection operators $P,Q$ are continuous. Now let $X_2 = X \cap Y_2$. Clearly $X_2$ is a closed subspace of $X$. Let $X_1$ be the closed subspace of $X$ such that $X = X_1 \oplus X_2$. We note that $P \mid X : X \to X_1, Q : X \to X_2$ are continuous. Similarly, we obtain $H = H_1 \oplus H_2$ and continuous projections $P \mid H : H \to H_1, Q \mid H : H \to H_2$. In the following, we shall not distinguish between $P, P \mid X, P \mid H$ (respectively, $Q, Q \mid X, Q \mid H$) but depend on the context for the proper meaning.
For $u \in X, v \in Y$, let $(u, v) = \int_0^1 u(x)v(x)dx$ denote the duality pairing between $X$ and $Y$. We note that for $u \in X, v \in Y$, so $u = Pu + Qu, v = Pv + Qv$, we have
\[(u, v) = (Pu, Pv) + (Qu, Qv).\]

Define a linear operator $L : D(L) \subset X \rightarrow Y$ by setting
\[D(L) = \left\{ u \in W^{4,1}(0,1) \mid u(0) = u(1), u'(0) = u'(1),\right.\]
\[u''(0) = u''(1), u'''(0) = u'''(1) \left.\right\}.\] (2.1)

For $u \in D(L)$,
\[Lu = \frac{d^4u}{dx^4}.\] (2.2)

Now, for $u \in D(L)$ we see, using integration by parts, that
\[(Lu, u'') = \frac{1}{0} \frac{d^4u}{dx^4} u''(x)dx = -\frac{1}{0} (u'''(x))^2 dx.\] (2.3)

For a given $h \in L^1(0,1)$ with $\int_0^1 h(x)dx = 0$, where $h \in Y$, we notice that there exists a unique $u \in X \cap D(L)$ such that $Lu = h$. Indeed, the unique $u$ is given by
\[u(x) = C_1 + C_2x + C_3x^2 + C_4x^3 + \frac{1}{6} \int_0^1(x-t)^3 h(t)dt,\] (2.4)

where $C_2, C_3, C_4$ are obtained from the following three linearly independent equations:
\[C_2 + C_3 + C_4 = -\frac{1}{6} \int_0^1 (1-t)^3 h(t)dt,\]
\[2C_3 + 3C_4 = -\frac{1}{2} \int_0^1 (1-t)^2 h(t)dt,\]
\[6C_4 = \frac{1}{6} \int_0^1 (t-t)^3 h(t)dt.\] (2.5)

$C_1$ is computed (uniquely) from the requirement that $u \in X_1$ i.e., $\int_0^1 u(t)dt = 0$. Accordingly, the linear mapping $K : Y \rightarrow X$ is defined, for $h \in Y_1$, by $Kh = u$, where $u$ is given by (2.4)-(2.5), is a bounded mapping. It is easy to see, using the Arzela-Ascoli theorem, that $K : Y_1 \rightarrow X_1$ is a compact mapping; i.e., $K$ maps bounded sets in $Y_1$ into relatively compact sets in $X_1$. Further for $u \in D(L), Lu \in Y_1, KLu = Pu$ and for $h \in Y_1, Kh \in D(L), LKh = h$.

**DEFINITION 1.** A function $f : [0,1] \times R^k \rightarrow R$ is said to satisfy Caratheodory's conditions if the following conditions are satisfied:

(i) for a.e. $x \in [0,1]$, the function $y \in R^k \rightarrow f(x, y) \in R$ is continuous;

(ii) for every $y \in R^k$, the function $x \in [0,1] \rightarrow f(x, y) \in R$ is measurable;
(iii) for every $r > 0$, there is a real-valued function $g_r(x) \in L^1[0,1]$ such that for a.e. $x \in [0,1], 
 \|f(x,y)\| \leq g_r(x)$ whenever $\|y\| \leq r.$

If the function $g_r(x)$ in condition (iii) is required to be in $L^2(0,1)$, we say that the function $f$ satisfies $L^2$-Caratheodory conditions.

Next, let $f : [0,1] \times R^4 \to R$ be a given function satisfying Caratheodory’s conditions. We define a (nonlinear) mapping $N : X \to Y$ by setting

$$
(Nu)(x) = f(x,u(x),u'(x),u''(x),u'''(x)), \quad x \in [0,1],
$$

(2.6)

for $u \in X$. We see that $KPN : X \to X_1$ is a well-defined compact mapping and $QN : X \to X_2$ is a bounded mapping.

For $e(x) \in Y = L^1(0,1)$, the boundary value problem (1.1)-(1.2) reduces to the functional equation

$$
Lu + Nu = e,
$$

(2.7)

in $X$ with $e \in Y$ given.

**THEOREM 1.** Let $f : [0,1] \times R^4 \to R$ satisfy Caratheodory’s conditions. Assume that there exist real numbers $a, A, r, R$ with $a \leq A$ and $r < 0 < R$ such that

$$
 f(x,u,v,w,y) \geq A,
$$

(2.8)

for a.e. $x \in [0,1]$, all $(v,w,y) \in R^3$, and all $u \geq R$. Further assume that

$$
 f(x,u,v,w,y) \leq a,
$$

(2.9)

for a.e. $x \in [0,1]$, all $(v,w,y) \in R^3$, and all $u \leq r$. Suppose that there exist functions $a(x), b(x), c(x), d(x)$ in $L^\infty(0,1)$ and a function $\alpha(x) \in L^1(0,1)$ such that

$$
 f(x,u,v,w,y)w \leq a(x)w^2 + b(x)uv + c(x)vw + d(x)wy + \alpha(x)w,
$$

(2.10)

for a.e. $x \in [0,1]$ and all $(u,v,w,y) \in R^4$ with

$$
4\pi^3\sqrt{\beta} ||a||_\infty + (2\pi + \sqrt{3})||b||_\infty + 2\pi\sqrt{3}||c||_\infty + 8\pi^3\sqrt{3}||d||_\infty < 16\sqrt{3}\pi^4.
$$

(2.11)

Suppose, further, there exists an $L^2$-Caratheodory function $\beta : [0,1] \times R^3 \to R$ and a function $\gamma(x) \in L^1(0,1)$ such that

$$
|f(x,u,v,w,y)| \leq \beta(x,u,v,w)y + \gamma(x),
$$

(2.12)

for all $(u,v,w,y) \in R^4$ and a.e. $x \in [0,1]$. Then the boundary value problem (1.1)-(1.2) has at least one solution for each given $e(x) \in L^1(0,1)$ with

$$
a \leq \frac{1}{0} e(t)dt \leq A.
$$

(2.13)

**Proof.** Define $f_1 : [0,1] \times R^4 \to R$ by

$$
f_1(x,u,v,w,y) = f(x,u,v,w,y) - \frac{1}{2}(A+a),
$$

and $e_1 \in L^1(0,1)$ by $e_1(x) = e(x) - \frac{1}{2}(A+a)$ so that for a.e. $x \in [0,1]$ and all $(v,w,y) \in R^3$, we get, using (2.8),(2.9),

$$
f_1(x,u,v,w,y) \geq \frac{1}{2}(A-a) \geq 0 \text{ if } u \geq R,
$$

(2.14)

$$
f_1(x,u,v,w,y) \leq \frac{1}{2}(a-A) \leq 0 \text{ if } u \leq r,
$$

(2.15)
and
\[
\frac{1}{2}(a-A) \leq \frac{1}{0} \int e_1(t) \, dt \leq \frac{1}{2}(A-a) .
\] (2.16)

Also, \( f_1(x,u,v,w,y) \) satisfies (2.10) with \( \alpha(x) \) replaced by \( \alpha_1(x) = \alpha(x) + \frac{1}{2} A + a \). Clearly, the boundary value problem (1.1), (1.2) is equivalent to
\[
\frac{d^4 u}{dx^4} + f_1(x,u(x),u'(x),u''(x),u'''(x)) = e_1(x) , \quad 0 < x < 1 ,
\]
\[
u(0) = u(1) , \quad u'(0) = u'(1) , \quad u''(0) = u''(1) , \quad u'''(0) = u'''(1) .
\] (2.17)

Let \( N : X \to Y \) be defined by
\[
(Nu)(x) = f_1(x,u(x),u'(x),u''(x),u'''(x)) , \quad x \in [0,1] ,
\] (2.18)
for \( u \in X \). Then \( KPN : X \to X_1 \) is a well-defined compact mapping, \( QN : X \to X_2 \) is bounded, and the boundary value problem (2.17) is equivalent to the functional equation
\[
Lu + Nu = e_1 ,
\] (2.19)
in \( X \) with \( e_1 \in Y \). Letting \( \bar{e}_1 = KPe_1 , \bar{e}_1 = Qe_1 \), we see that (2.19) is equivalent to the system of equations
\[
Pu + KNu = \bar{e}_1 ,
\]
\[
QN u = \bar{e}_1 ,
\] (2.20)
\( u \in X \).

Now, (2.20) is clearly equivalent to the single equation
\[
Pu + QNu + KNu = \bar{e}_1 + \bar{e}_1 ,
\] (2.21)
which has the form of a compact perturbation of the Fredholm operator \( P \) of index zero. We can therefore apply the version given in [12] (Theorem 1, Corollary 1), [13] (Theorem IV.4), or [14] of the Leray-Schauder continuation theorem which ensures the existence of a solution for (2.21) if the set of solutions of the family of equations
\[
Pu + (1-\lambda)QNu + \lambda KPNu = \lambda \bar{e}_1 + \lambda \bar{e}_1
\] (2.22)
is, \( a \) priori, bounded in \( X \) by a constant independent of \( \lambda \in (0,1) \). Notice that (2.22) is equivalent to the system of equations
\[
Pu + \lambda KPNu = \lambda \bar{e}_1 ,
\] (2.23)
\[
(1-\lambda)QNu + \lambda \lambda \bar{e}_1 = \lambda \bar{e}_1 , \quad \lambda \in (0,1) .
\]

Let \( u \in X \) be a solution for (2.23) for some \( \lambda \in (0,1) \). The second equation in (2.23) can be written as
\[
(1-\lambda) \int_0^1 u(t) \, dt + \lambda \int_0^1 (t,u(t),u'(t),u''(t),u'''(t)) \, dt = \lambda \int_0^1 e_1(t) \, dt .
\]
Thus, if \( u(t) \geq R \) for \( t \in [0,1] \), then using (2.14), (2.16), we have
\[
0 < (1-\lambda)R + \frac{\lambda}{2}(A-a) \leq \frac{\lambda}{2}(A-a) ,
\]
which implies
\[
0 < (1-\lambda)R \leq 0
\] a contradiction.
Similarly, \( u(t) \leq r \) for \( t \in [0,1] \) also leads to a contradiction. Hence, there must exist a \( \tau \in [0,1] \) such that

\[
r < u(\tau) < R.
\]  

(2.24)

Now, for \( x \in [0,1] \) we have

\[
u(x) = u(\tau) + \int_{\tau}^{x} u'(t) dt.
\]

It follows that

\[
\|Qu\| = \|\int_{0}^{x} u(x) dx\| \leq \|u(\tau)\| + \|\int_{0}^{\tau} u'(t) dt\|
\]

\[
\leq \max(R,-r) + \frac{1}{\sqrt{3}} (\tau^{3/2} + (1-\tau)^{3/2}) \|u''\|_2
\]

\[
\leq \max(R,-r) + \frac{1}{\sqrt{3}} \|u''\|_2
\]

\[
\leq \max(R,-r) + \frac{1}{4\pi^{2}} \|u''''\|_2,
\]

(2.25)
since \( \max(\tau^{3/2} + (1-\tau)^{3/2} \mid \tau \in [0,1]) = 1 \) and \( \|u''\|_2 \leq \frac{1}{2\pi} \|u'''\|_2 \), \( \|u''\|_2 \leq \frac{1}{2\pi} \|u''''\|_2 \), in view of the Wirtinger's inequalities. Next we apply \( L \) to the first equation in (2.23) to get

\[
Lu + \lambda PNu = \lambda Pe_1.
\]  

(2.26)

Adding the second equation in (2.23) to (2.26), we get

\[
Lu + (1-\lambda)Qu + \lambda Nu = \lambda e_1,
\]

which can be written as

\[
\frac{d^4u}{dx^4} + (1-\lambda)Qu + \lambda f_1(x,u(x),u'(x),u''(x),u'''(x)) = \lambda e_1(x),
\]  

(2.27)

for \( x \in (0,1) \) with \( u \) satisfying the boundary conditions (1.2). Next we multiply (2.27) by \( u''''(x) \) and then integrate the resulting equation over \([0,1]\). This gives

\[
0 = \frac{1}{0} \int_{0}^{x} u''''(x) dx + \lambda \int_{0}^{1} f_1(x,u(x),u'(x),u''(x),u'''(x)) u''''(x) dx - \lambda e_1(x) u''''(x) dx.
\]

\[
\leq - \int_{0}^{x} (u''''(x))^2 dx + \lambda \int_{0}^{1} a(x) (u''''(x))^2 + b(x) (u'(x)) + c(x) u'(x) u''''(x) dx
\]

\[
+ d(x) (u''''(x)) + \alpha_1(x) (u''''(x)) dx + \lambda \int_{0}^{1} e_1(x) (u''''(x)) dx
\]

\[
\leq -\|u''''\|_2^2 + (\|a\|_\infty \|u''''\|_2 + \|b\|_\infty \|u\|_2 + \|c\|_\infty \|u''\|_2 + \|d\|_\infty \|u''''\|_2) \|u''''\|_2
\]

\[
+ (\|\alpha_1\|_1 + \|e_1\|_1) \|u''''\|_\infty.
\]
\[
\leq - \|u''''\|_2^2 + \left( \frac{1}{2\pi} \|a\|_\infty + \frac{1}{8\pi^2} \|b\|_\infty + \frac{1}{4\pi^2} \|c\|_\infty + \|d\|_\infty \right) \frac{1}{2\pi} \|u''''\|_2^2 \\
+ \|b\|_\infty \|Qu\|_2 \cdot \|u''''\|_2 + (\|\alpha_1\|_1 + \|e_1\|_1) \|u''''\|_2 \\
\leq - \|u''''\|_2^2 + \frac{1}{16\pi^4} \left\{ 4\pi^2 \|a\|_\infty + \|b\|_\infty + 2\pi \|c\|_\infty + \|d\|_\infty \right\} \|u''''\|_2^2 \\
+ \frac{1}{2\pi} \|b\|_\infty \cdot \left( \max(R, -r) + \frac{1}{4\pi^2 \sqrt{3}} \|u''''\|_2 \right) \cdot \|u''''\|_2 + (\|\alpha_1\|_1 + \|e_1\|_1) \|u''''\|_2 ,
\]
\]
in view of (2.10), (2.25) and the Wirtinger's inequalities

| \|P_{\lambda} u\|_2 | \|u''\|_2 | \|u''''\|_2 | \|\lambda u''''\|_2 | \|u''''\|_2 | | \|u''''\|_2 | \|u''''\|_2 . (2.28)

It follows from (2.11) that there exists a constant $C$, independent of $\lambda \in (0,1)$, such that

| \|u''''\|_2 \leq C . (2.29)

It is easy to see from (2.25), (2.28) and from (1.2) that there exists a constant $C_1$, independent of $\lambda \in (0,1)$ such that

| \|u\|_{C^2[0,1]} \leq C_1 . (2.30)

We next use (2.27), (2.12), (2.29), (2.30) to obtain a constant $C_2$, independent of $\lambda \in (0,1)$, such that

| \left\| \frac{d^4 u}{dx^4} \right\|_1 \leq C_2 .

Finally, since $u''''(0) = u''''(1)$, we see that there must exist a $\xi \in (0,1)$ such that $u''''(\xi) = 0$. Hence, for $x \in [0,1]$,

| \left\| u''''(x) \right\| = \left\| \int_0^x \frac{d^4 u}{\xi dx^4} (t)dt \right\| \leq \left\| \frac{d^4 u}{dx^4} \right\|_1 \leq C_2 .

Thus,

| \|u''''\|_\infty \leq C_2 . (2.31)

It follows from (2.30),(2.31) that the set of all possible solutions of (2.23) is, a priori, bounded in $X = C^3[0,1]$ by a constant independent of $\lambda \in (0,1)$. \( \square \)

**Theorem 2.** Let $f : [0,1] \times \mathbb{R}^4 \to \mathbb{R}$ satisfy Carathéodory's conditions. Suppose that $f$ satisfies conditions (2.8), (2.9), (2.10), and (2.12) of Theorem 1, with $a(x), b(x), c(x) \in L^1[0,1]$ and $d(x) \in L^2[0,1]$, and

| 4\pi^2 \sqrt{3} \|a\|_1 + 3\sqrt{3} \|b\|_1 + 2\pi \sqrt{3} \|c\|_1 + 24\pi^2 \|d\|_2 < 48\pi^2 \sqrt{3} .

Then the boundary value problem (1.1)-(1.2) has at least one solution for each given $e(x) \in L^1(0,1)$, with

| a \leq \frac{1}{0} e(t)dt \leq A .

The proof of Theorem 2 is similar to that of Theorem 1, except now we need to use the following Wirtinger-type inequalities,

| \|P_{\lambda} u\|_\infty \leq \frac{1}{2\sqrt{3}} \|u''\|_2 , \|u''\|_\infty \leq \frac{1}{2\sqrt{3}} \|u''\|_2 , \|u''''\|_\infty \leq \frac{1}{2\sqrt{3}} \|u''''\|_2 .
along with (2.26) and (2.29). We leave the details for the reader, in the interest of brevity.

Our next theorem concerns the boundary value problem

\[-\frac{d^4u}{dx^4} + f(x,u(x),u'(x),u''(x),u'''(x)) = e(x), \quad 0 < x < 1,
\]

with \( u \) satisfying the boundary conditions (1.2),

where \( e(x) \in L^1(0,1) \) and \( f : [0,1] \times \mathbb{R}^4 \to \mathbb{R} \) satisfies Caratheodory’s conditions.

**Theorem 3.** Let \( f : [0,1] \times \mathbb{R}^4 \to \mathbb{R} \) satisfy Caratheodory’s conditions. Assume that \( f \) satisfies conditions (2.8), (2.9), (2.12) of Theorem 1.

Suppose that there exist functions \( a(x), b(x), c(x), d(x), \alpha(x) \) and non-negative numbers \( a, m, n, p, q \) with \( b(x) \in C^2[0,1], \ c(x), d(x) \in C^1[0,1], \ \alpha(x) \in L^1[0,1], \ b(0) = b(1), \ b'(0) = b'(1), \ c(0) = c(1), \ d(0) = d(1), \) and \( a(x) \geq -a, b(x) \leq m, b''(x) \geq -2n, c(x) \leq 2p, d'(x) \leq 2q \) such that

\[ f(x,u,v,w,y)w \geq a(x)w^2 + b(x)uw + c(x)vw + d(x)wy + \alpha(x) |w|, \]

for almost a.e. \( x \in [0,1] \) and all \( (u,v,w,y) \in \mathbb{R}^4 \). Suppose further that

\[ 48\pi^4(a+q) + 12\pi^2(m+p) + n(4\pi^2+3) < 192\pi^6. \]

Then the boundary value problem (2.32) has at least one solution for each given \( e(x) \in L^1(0,1) \), with

\[ a \leq \frac{1}{2} e(t) dt \leq A. \]

**Proof.** Define \( f_1 : [0,1] \times \mathbb{R}^4 \to \mathbb{R} \) by \( f_1(x,u,v,w,y) = f(x,u,v,w,y) - \frac{1}{2}(A+a) \) and \( e_1 \in L^1(0,1) \) by \( e_1(x) = e(x) - \frac{1}{2}(A+a) \) as in the proof of Theorem 1, so that (2.14), (2.15), (2.16) hold and \( f_1 \) satisfies (2.33) with \( \alpha(x) \) replaced by \( \alpha_1(x) = \alpha(x) - \frac{1}{2}A + a(1) \). Further, the boundary value problem (2.32) is equivalent to

\[-\frac{d^4u}{dx^4} + f_1(x,u(x),u'(x),u''(x),u'''(x)) = e_1(x), \quad 0 < x < 1,
\]

with \( u \) satisfying the boundary conditions (1.2).

Define \( L : D(L) \subset \mathcal{Y} \) by \( Lu = -Lu = -\frac{d^4u}{dx^4} \), where \( L \) is defined by (2.1), (2.2). Take \( K : \mathcal{Y} \to X_1 \) as \( K = -K \), where \( K \) is the linear mapping defined earlier, so that for \( u \in D(L), Lu \in \mathcal{Y} \), \( KLu = Pu \) and for \( h \in \mathcal{Y} \), \( Kh \in D(L), LKh = h \). Again, define \( N : X \to \mathcal{Y} \) by

\[(Nu)(x) = f_1(x,u(x),u'(x),u''(x),u'''(x)), \quad x \in [0,1], \]

for \( u \in X \), as in the proof of Theorem 1. Proceeding, as in the proof of Theorem 1, it suffices to show that the set of solutions of the family of equations

\[ Pu + (1-\lambda)Qu + \lambda QNu + \lambda \overline{P} Nu = \lambda \bar{e}_1 + \lambda \bar{e}_1, \]

is, a priori, bounded in \( X \) by a constant independent of \( \lambda \in (0,1) \), where \( \bar{e}_1 = \bar{K}Pe_1, \bar{e}_1 = \bar{Q}e_1 \). We notice that (2.36) is equivalent to the system of equations

\[ Pu + \lambda \overline{P} Nu = \lambda \bar{e}_1, \]

\[ (1-\lambda)Qu + \lambda QNu = \lambda \bar{e}_1, \quad \lambda \in (0,1). \]

It follows from the second equation in (2.37), as in the proof of Theorem 1, that
Next we get, as in the proof of Theorem 1,
\[ -\frac{d^4 u}{dx^4} + (1-\lambda)Qu + \lambda f_1(x,u(x),u'(x),u''(x),u'''(x)) = \lambda e_1(x), \]
with \( u \) satisfying the boundary conditions (1.2), (2.39) for \( x \in (0,1) \), using (2.37). Now we multiply the equation in (2.39) by \( u''(x) \) and integrate the resulting equation over \([0,1]\) to obtain
\[
0 = \int_0^1 \frac{d^4 u}{dx^4} u''(x)dx + \lambda \int_0^1 f_1(x,u(x),u'(x),u''(x),u'''(x))u''(x)dx - \lambda \int_0^1 \frac{1}{e_1(x)} u'''(x)dx
\]
\[
\geq \int_0^1 (u''''(x))^2 dx + \lambda \int_0^1 (a(x)(u''(x))^2 + b(x)u(x)u''(x) + c(x)u'(x)u''(x) + d(x)u''(x)u'''(x) + e(x)u''(x))dx
\]
\[
- \int_0^1 (u''''(x))^2 dx + \lambda \int_0^1 (a(x)(u''(x)^2 + b(x)u(x)^2) - b(x)(u'(x))^2 + c(x)u'(x)u''(x) + d(x)u''(x)u'''(x) + e(x)u''(x))dx
\]
\[
\geq \int_0^1 (u''''(x))^2 dx - a \| u'''' \|_2^2 - n \| u \|_2^2 - m \| u' \|_2^2 - p \| u'' \|_2^2 - q \| u''' \|_2^2
\]
\[
- (\| \alpha_1 \|_1 + \| e_1 \|_1) \| u'''' \|_\infty
\]
\[
\geq \| u'''' \|_2^2 - \frac{1}{192\pi^6} \left[ 48\pi^4(a+q) + 12\pi^2(m+p) + n(4\pi^2+3) \right] \| u'''' \|_2^2
\]
\[ - n \langle \max(R, -r) \rangle^2 - n \langle \max(R, -r) \rangle \cdot \frac{1}{2\pi^2\sqrt{3}} \| u'''' \|_2 - (\| \alpha \|_1 + \| e \|_1) \| u'''' \|_2,
\]
where we have used the Wirtinger's inequalities (2.28) and the estimate (2.38). It follows from (2.34) that there exists a constant \( C_1 \), independent of \( \lambda \in (0,1) \), such that
\[ \| u'''' \|_2 \leq C_1. \]
Finally, there exists a constant \( C_2 \), independent of \( \lambda \in (0,1) \), such that
\[ \| \| u \|_X = \| u \|_{C^3[0, 1]} \leq C_2. \]
as in the proof of Theorem 1. We have thus verified that the set of solutions of (2.36) is, \( a \text{ priori} \), bounded in \( X = C^3[0, 1] \) by a constant independent of \( \lambda \in (0,1) \). \( \square \)

Remark 1. If \( f : [0,1] \times R^4 \rightarrow R \) in Theorem 1 (resp., Theorem 2 and Theorem 3) is independent of \( y \) (i.e., \( f(x,u,v,w,y) = g(x,u,v,w) \) for some \( g : [0,1] \times R^3 \rightarrow R \), then we do not need the assumption (2.12) in Theorem 1 (resp., Theorem 2 and Theorem 3). We remark that assumption (2.12) is needed to obtain an \( a \)
priori bound for \( \left\| \frac{d^4 u}{dx^4} \right\|_1 \), once an a priori bound for \( \| u \|_{C^1[0,1]} \) has been obtained. So (2.12) can be replaced by any other assumption that accomplishes this task.

Remark 2. We note that for any given continuous function \( g: \mathbb{R} \to \mathbb{R} \) and any \( u \in W^{4,1}(0,1) \) with \( u''(0) = u''(1) = 0 \), \( \int_0^1 g(u')u''''dx \) and \( \int_0^1 g(u')u'''u''dx \), both vanish. Accordingly, we can add the term \( g(u')u'''\) to the equations studied in Theorems 1, 2, and 3 and obtain existence of solutions of the modified boundary value problems, namely,

\[
\pm \frac{d^4 u}{dx^4} + g(u')u''' + f(x, u(x), u'(x), u''(x), u'''(x)) = e(x),
\]

with \( u \) satisfying the periodic boundary conditions (1.2).

Remark 3. Suppose that \( a(x) = -a, b(x) = m, c(x) = c, d(x) = d \), where \( c \) and \( d \) are some constants in Theorem 3, so that \( n = p = q = 0 \). Then the conclusion of Theorem 3 remains valid if \( 4\pi^2 a + m < 16\pi^4 \).

Remark 4. We refer the reader to [15] for Wirtinger inequalities used in this paper.

Finally, we remark that the theorems of this paper clearly apply to a wider class of boundary value problems than the theorems studied by the author in [6],[7]. But it is easy to find situations where the results of [6] and [7] apply and the results of this paper do not apply. Accordingly, the results of this paper complement the results of [6] and [7].

ACKNOWLEDGMENTS

This work was supported in part by the Applied Mathematical Sciences subprogram of the Office of Energy Research, U.S. Department of Energy, under Contract W-31-109-Eng-38 under the Faculty Research Leave Program at Argonne National Laboratory. The author’s permanent address is: Department of Mathematical Sciences, Northern Illinois University, DeKalb, IL 60115.

The author thanks the referee for his kind suggestions.

REFERENCES

1. AFTABIZADEH, A. R., Existence and uniqueness theorems for fourth order boundary value problems, J. Math. Anal. Appl. 116 (1986), 415-426.
2. AGARWAL, R. P., Boundary Value Problems for Higher Order Differential Equations, World Scientific, Philadelphia, 1986.
3. AGARWAL, R. P., and CHOW, Y. M., Iterative methods for a fourth order boundary value problem, J. Comp. Appl. Math. 10 (1984), 203-207.
4. GUPTA, C. P., Existence and uniqueness theorems for the bending of an elastic beam equation, Appl. Analysis 26 (1988), 289-304.
5. GUPTA, C. P., Existence and uniqueness results for the bending of an elastic beam equation at resonance, J. Math. Anal. Appl. 135 (1988), 208-225.
6. GUPTA, C. P., Solvability of a fourth order boundary value problem with periodic boundary conditions, International J. Math. & Math. Sci. 11 (1988), 275-284.
7. GUPTA, C. P., Asymptotic conditions for the solvability of a fourth order boundary value problem with periodic boundary conditions, Rocky Mountain J. Math. (to appear).
8. GUPTA, C. P., *Integral type asymptotic conditions for the solvability of a periodic fourth order boundary value problem*, in Differential Equations, ed. A. R. Aftabizadeh, Ohio University (to appear).

9. REISS, E. L., CALLIEGARI, A. J., and AHLUWALIA, D. S., *Ordinary Differential Equations*, Holt, Rinehart, and Winston, New York, 1976.

10. USMANI, R. A., *A uniqueness theorem for a boundary value problem*, Proc. Amer. Math. Soc. 77 (1979), 329-335.

11. USMANI, R. A., *Solving boundary value value problem in plate deflection theory*, Simulation, Dec. 1981, 195-206.

12. MAWHIN, J., *Topological degree methods in nonlinear boundary value problems*, CBMS-Regional Conference Series in Math., No. 40, American Mathematical Society, Providence, RI.

13. MAWHIN, J., *Landesman-Lazer type problems for nonlinear equations*, Conf. Sem. Univ. Bari, No. 147 (1977).

14. MAWHIN, J., *Compacité, monotonie, et convexité dans l'étude de problèmes aux limites semi-linéaires*, Semi. Anal. Moderne, No. 19 (1981), Université de Sherbrooke, Quebec, Canada.

15. ROUCHE, N., and MAWHIN, J., *Ordinary Differential Equations, Stability and Periodic Solutions*, Pitman, Boston, 1980.
Space dynamics is a very general title that can accommodate a long list of activities. This kind of research started with the study of the motion of the stars and the planets back to the origin of astronomy, and nowadays it has a large list of topics. It is possible to make a division in two main categories: astronomy and astrodynamics. By astronomy, we can relate topics that deal with the motion of the planets, natural satellites, comets, and so forth. Many important topics of research nowadays are related to those subjects. By astrodynamics, we mean topics related to spaceflight dynamics.

It means topics where a satellite, a rocket, or any kind of man-made object is travelling in space governed by the gravitational forces of celestial bodies and/or forces generated by propulsion systems that are available in those objects. Many topics are related to orbit determination, propagation, and orbital maneuvers related to those spacecrafts. Several other topics that are related to this subject are numerical methods, nonlinear dynamics, chaos, and control.

The main objective of this Special Issue is to publish topics that are under study in one of those lines. The idea is to get the most recent researches and published them in a very short time, so we can give a step in order to help scientists and engineers that work in this field to be aware of actual research. All the published papers have to be peer reviewed, but in a fast and accurate way so that the topics are not outdated by the large speed that the information flows nowadays.

Before submission authors should carefully read over the journal’s Author Guidelines, which are located at http://www.hindawi.com/journals/mpe/guidelines.html. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http://mts.hindawi.com/ according to the following timetable:

| Manuscript Due | July 1, 2009 |
|---------------|-------------|
| First Round of Reviews | October 1, 2009 |
| Publication Date | January 1, 2010 |

Lead Guest Editor

Antonio F. Bertachini A. Prado, Instituto Nacional de Pesquisas Espaciais (INPE), São José dos Campos, 12227-010 São Paulo, Brazil; prado@dem.inpe.br

Guest Editors

Maria Cecilia Zanardi, São Paulo State University (UNESP), Guaratinguetá, 12516-410 São Paulo, Brazil; cecilia@feg.unesp.br

Tadashi Yokoyama, Universidade Estadual Paulista (UNESP), Rio Claro, 13506-900 São Paulo, Brazil; tadashi@rc.unesp.br

Silvia Maria Giuliani Winter, São Paulo State University (UNESP), Guaratinguetá, 12516-410 São Paulo, Brazil; silvia@feg.unesp.br